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FROM HYDROGEN, DEUTERIUM, AND HELIUM-3
1. INTRODUCTION
1.1. Where are the Nuclear Pions?
In "Where are the Nuclear Pions?", Bertsch et al. [1] summarizea series of
experiments that raise questions about the conventional picture of the pionas the
mediator of the nuclear force. While models employing pion exchange have enjoyed
remarkable success in describing nuclear forces, probes that in theory shouldbe
sensitive to these pion fields yield null results.If the anticipated effects of the
nuclear pion cloud are lacking, then a re-evaluation of the pionas mediator of the
nuclear force may be in order.
Using standard nuclear models, one can calculatea pion-excess distribution
that maps out the pion field of a nucleus relative to that of the free nucleonas a
function of the virtual pion momentum. Here,one can construct a pion number
operator, either in terms of a realistic nucleon-nucleon potentialor nuclear response
functions derived from a mean-field theory. Figure 1.1 showsan example of one
such calculation where the excess pion density fora few sample nuclei is plotted as
a function of the virtual pion momentum, k[2]. The suppression at low virtual0.12
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FIGURE 1.1. Pion excess distribution as calculated by Friman et al. The quantity
plotted iskn1(k.))/27r2Awhere(5n)= fl)AAn")N.Distributions for211,
3He, 4He, as well as nuclear matter with Fermi momentumkF, of kF = 0.93, 1.13,
and1.33 fm'are shown[2].
pion momenta comes from Pauli blockingofthe nuclear finalstate.1 Ofparticular
interest here is the enhancement aroundk 23 fm' (400-600MeV/c). When
integrated over k7, this leads to a net enhancementofthe pion field in nuclei relative
to the free nucleon (the pion excess). Table 1.1 shows the resulting number of excess
pions per nucleon for several nuclei. The failure to detect such an enhancement
raises questions as to the roleofpions in nuclei.
'The nucleons, being spin-1/2 particles, must obey Fermi statistics so that two nucleons
cannot be in the same quantum state. The emission of a positively charged pion, for
example, requires that the emitting proton become a neutron. However, if there is already
a neutron with identical quantum numbers to the proton, this transition will be blocked
by the Pauli Exclusion Principle. Pauli blocking is less significant at higher virtual pion
momentum because the transformed nucleon is more likely to be in an excited state.3
Nucleus
0.024
3He 0.05
4He 0.09
27Al 0.11
56Fe 0.12
208Pb 0.14
Nuclear Matter, kF=0.93 0.08
Nuclear Matter, kF=1.13 0.12
Nuclear Matter, kF=1.33 0.18
TABLE 1.1. Pion excess per nucleon for various nuclei from Friman et al. These
numbers are the curves from Figure 1.1 integrated over k[2].
1.1.1. The EMC Effect and Nuclear Pions
Deep Inelastic Scattering (DIS) by either electrons or muons has provided
much insight into the quark structure of hadrons. To first order, DIS is viewed in
terms of the exchange of a single virtual photon with the target nucleon or nucleus
(see Figure 1.2). In the limit of largeQ2(q2, whereq2is the invariant mass of
the exchanged photon) and large w (the energy of the virtual photon), DIS can
be viewed as scattering from the quarks within the hadronic system. The cross
section can be written in terms of two structure functions,F1andF2,
dcr 4ira2E'2E'
dxdQ2 xQ4
(F2cos2+21:Fi 5fl2 . (1.1)
These structure functions are in turn related to quark distributions in the target
nucleon or nucleus.
In 1983, the European Muon Collaboration found that the ratio of the
nuclear structure function(F2)per nucleon in iron differed significantly from
that in deuterium [3].Figure 1.3 shows the original data as a function ofFIGURE 1.2. Feynman diagram of Deep Inelastic Scattering (DIS).kandk'
represent the 4-momentum of the initial and scattered lepton (electron or muon),
q the 4-momentum of the exchanged photon, and W the invariant mass of the final
hadronic state.
Bjorken x(=Q2/2mw). In DIS, x is interpreted as the fraction of the total
nucleon momentum carried by the struck quark (in the nucleon infinite momen-
tum frame). Of particular interest here is the apparent enhancement at x < 0.2.
This was quickly attributed to contributions from scattering from the virtual pion
field of the nucleus. Since a heavy nucleus is a bound system, it stands to reason
that there is an enhanced pion cloud due to the nuclear interactions. An electron
(or muon) then, can just as easily scatter from a quark in one of these pions as
from a quark in a nucleon.
Ericson and Thomas [4] were able to calculate the observed enhancement
using the Sullivan formula [5] and the spin-isospin nuclear response function. The
incremental change in the structure functionF2due to the excess nuclear pion5
1.3
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FIGURE 1.3. Ratio of theF2structure function per nucleon in iron toF2per
nucleon in deuterium as a function of x = Q2/2mw. Data are from Ref. [3].
There is an additional 7% overall systematic uncertainty not shown on the plot.
field can be expressed as a convolution of the pion structure function with the
distribution of "extra" pions in the nucleus,
6F(x) f dy[f(y)f(y)]F(x/y), (1.2)
where F is the free pion structure function andf(y)represents the probability
that the pion carries a fraction y of the free nucleon momentum in the infinite
momentum frame. Using the Sullivan formula,can be written [6],
2 p00 (\2
:Nf \ g j L77rNN)
Jr.Y) 2Y I 22 l6irJMy2/(1_y) (t +in)whereGNNis theirNNvertex form factor (calculated in the Cloudy Bag Model)
withgthe coupling constant and t is the 4-momentum squared of the virtual
pion, t= q2.Note that in this context, w andqrepresent the energy and3-
momentum of the virtual pion and should not be confused withw andqas defined
above the energy and 4-momentum of the exchanged virtual photon inDIS.2The
corresponding pion distribution in the nucleus,f,can be expressed,
00 q-MNU 2 3g2
J dq2 f
GNN(q2)2
RL(q,w). (1.4) fA()=162
My2 0 (t +m)2
This expression differs from the expression for the nucleon pion distributionfunc-
tion by the addition ofRL(q,w), the isovector nuclear spin-isospin (longitudinal)
response function. The nuclear longitudinal response is derived from pion exchange
and is normalized such thatf- = fin a dilute (non-interacting) nuclear system.
RL(q,w) can be calculated using a Fermigas model in the random phase approx-
imation (RPA), the strength of the response function controlled by the Landau-
Migdal parameter, g'.Using reasonable values of g', Ericson and Thomaswere
able to fit the EMC enhancement well (see Figure 1.4).
The original EMC data along with the Ericson and Thomas calculation
support the concept of nuclear pions and a pion excess, however later data from
SLAC found a reduced enhancement in the 0.1 <x < 0.2 region anda suppression
(due to shadowing) at x < 0.1 [9, 10]. This apparent lack ofenhancement was
later confirmed by the EMC collaboration [11, 7] (see Figure 1.5).While g' is
certainly not a fixed parameter and can be adjusted to improveagreement with
2We use these variables despite the potential forconfusion to be consistent with the
conventions commonly used in the literature. One should keep in mind that,in this
context, q can be identified with k- as defined in the previous section.1.25
1.2
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x
FIGURE1.4.F2(Fe)/F2(D) ratio as calculated by Ericson and Thomas.Points
are the original EMC data and the solid curve is their calculation with the nominal
input parameters(g'=0.7, kF = 1.30fm, and a cloudy bag radiusR of 0.7fm).
The dashed, dotted, and dashed-dotted lines show the calculationwhen altering
g' (0.6), kF (1.1fm), andR (0.8fm), respectively [4].
the newer structure function results, this reduces the pionexcess and hence raises
some uncertainty as to the role of pions in nuclei.
1.1.2. Spin Transfer Experiments
Since the expected effect of an enhanced nuclear pion fieldshows up in
the spin-isospin nuclear response, a more directway to look for evidence of the
pion excess is to directly measureRL(q,w) in the region whereone expects some1.4
13
1.2
1.1
tD
0.8
0.7
oSLAC E139 (Fe)
* EMC (Cu)
0.1 0.203 0.4 0.50.6 0.7 0.8 0.9
x
FIGURE 1.5. Ratio of cross sectionper nucleon in nuclear targets to deuterium
as a function of x = Q2/2mw. The EMC data [7] were takenon copper while the
SLAC data [8] were taken on iron. Not shownon the SLAC data is an extra 1%
systematic error between targets as wellas an overall 1% systematic error.
enhancement (q400 MeV/c). To isolate the spin-isospin longitudinal nuclear
response, one can perform (j p') and (j i) experiments in whicha polarized
proton beam scatters from a nuclear target and the emergent nucleonpolarization
is also measured.
The first such experiment [12, 13]was carried out at LAMPF and scat-
tered polarized protons from lead and calcium. Spin flipprobabilities from these
targetswere compared tothose from deuteriumto extract the response func-
tions atq350 MeV/c.It should be noted thatin this experiment, the ratio1.75
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FIGURE 1.6.Ratio of spin longitudinal and spin transverse responses from
the (j') reaction on lead and calcium.Data are from Ref. [13], taken at
q350 MeV/c. Note that each response function is really a linear combination of
the isovector and isoscalar response. Standard RPA calculations consistent with a
pion excess would predict a significant enhancement of the isovector longitudinal
response at low w.
of longitudinal to transverse response(RL/RT),and not the isolated longitudinal
response was extracted.It was generally assumed that there should be no en-
hancement in the transverse response so that measurement of the longitudinal to
transverse ratio would be sensitive to enhancements in the longitudinal channel.
The results are shown in Figure 1.6. It was concluded that there was no evidence
for enhancement of the longitudinal response.10
One drawback of using the (7i5 ') process to examine the longitudinal
nuclear response is that it includes isoscalar components as well as isovector. Since
any enhancement due to pion exchange should be in the purely isovector channel
(since the pion is isospin 1) this makes (p,p') experiments difficult to interpret.
On the other hand, the (1i, ii) reaction is pure isovector so is a more promising
(though more difficult experimentally) candidate for detecting the enhancements
in the longitudinal response. Such an experiment was carried out on carbon and
calcium targets (as well as the baseline deuterium) at q = 340 MeV/c [14, 15].
The results are shown in Figure 1.7. As in the (ji p') experiment, the ratio of
longitudinal to transverse response shows no evidence for an enhancement of the
longitudinal response.
One problem with both of the above kinds of experiments is that, since the
nucleus interacts strongly with hadronic probes, such reactions tend to be localized
near the nuclear surface. This may potentially dilute the collective effects leading
to enhancements of the spin-isospin longitudinal response. Furthermore, there is
some evidence that the assumption that the transverse response should see no
enhancement in nuclei may be wrong [16]. Unfortunately, the uncertainty involved
in extracting the isolated response functions is much greater than that involved in
the response function ratio. So while standard RPA calculations (that lead to a
pion enhancement) are consistent with the data in Ref. [16], the uncertainties are
too large to make a definitive statement.
1.1.3. The Drell- Yan Process
Like Deep Inelastic Scattering, the Drell-Yan process provides another
means to investigate the quark structure of nuclei compared the free nucleon.11
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FIGURE 1.7.Ratio of spin longitudinal and spin transverseresponses from
the (5', ii) reaction on carbon and calcium.Data are from Ref. [14], taken at
q340 MeV/c. In this case, the response functions arepure isovector with no
isoscalar components. RPA calculations predict significant enhancements at low
w.
In this case, a quark from a proton beam annihilateson an antiquark from the
target resulting in a lepton pair. With the appropriate choice of kinematics, the
Drell-Yan cross section is sensitive to the antiquark content of the target, while
DIS is sensitive to both quarks and antiquarks. Since the valencestructure of the
pion is a quark-antiquark pair while the valence structure of the nucleon involves
only quarks, one might expect that Drell-Yan would provide maximal sensitivity
to the presence (or absence) of nuclear pions.12
Experiment E772 at Fermi National Accelerator Laboratory measured
muon pairs from proton collisions with deuterium, carbon, calcium, iron, and
tungsten [17]. The ratio of the Drell-Yan yield from the heavy targets to deu-
terium as a function of x is shown in Figure 1.8.Clearly, there is no evidence
for any enhancement at small x. Calculations that include pion excess effects are
inconsistent with the data.
1.1.4. Discussion
While the evidence for a pion excess seems lacking in light of the above
experiments, it is not clear that it can be ruled out. In particular, it is possible
that the pion enhancement contributions to the quark distributions in nuclei are
masked by shadowing in Drell-Yan and DIS.
There have been several attempts to explain the null results described above
while maintaining the strong role of the pion in mediating the nuclear force. One
hypothesis is that in the nuclear medium, the masses of hadrons decrease with
density [18]. This "Brown-Rho" rescaling leads to altered couplings and calcula-
tions including these effects yield results consistent with the Drell-Yan and DIS
data as well providing some explanation for the null spin transfer results.
On the other hand, nuclear models based on realistic nucleon-nucleon po-
tentials (rather than mean field models like the RPA) predict that the longitudi-
nal response will only be enhanced at high energy transfers, i.e. away from the
quasielastic peak [19]. This is in marked contrast to standard RPA calculations,
which predict the enhancement to manifest at the quasifree peak. Although it is
difficult to calculate the response functions(R(q,w)) themselves using these real-
istic potentials, one can calculate the energy integral of the response as well as1.3
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the energy (w) weighted integral of the response. These calculations indicate that
the effects of the pion excess appear at higher w than indicated by RPA calcula-
tions. Furthermore, one can make estimates as to the effect of this shifting of the
extra strength on the DIS and spin-transfer experiments [20]. Oneconsequence is
that the region of energy transfer sampled by the spin transfer experimentsmay
not have been adequate to see the enhanced responses. Furthermore, kinematic
constraints in the pion distribution function in nuclei (theupper limit of the w
integration in Equation 1.4) may prevent one from seeing the effects of the pion
excess in DIS (or Drell-Yan) experiments.
Clearly, additional probes to shed light on thepresence or absence of the
expected pion excess would be extremely useful. With the advent of high duty
factor electron accelerators like the one at Thomas Jefferson National Accelerator
Facility (Jefferson Lab), direct pion electroproduction from nuclei isa practical
alternative. To the extent that the pole process dominates, pion electroproduction
can be viewed as the knockout of a virtual pion by a virtual photon. This then
would give one more direct access to the virtual pion field of the nucleus with
hopefully less theoretical ambiguity as to the meaning of the result.
This was the goal of Jefferson Lab experiment E91003. The longitudi-
nal charged pion electroproduction cross sectionwas measured on hydrogen, deu-
terium, and helium-3 to look for effects from the virtual pion cloud of these
light nuclei. Two values of the struck virtual pion momentumk.were sampled:
one corresponding to the region where the pion excess is predicted to be neg-
ative(k. 200MeV/c) and one where the excess is predicted to be positive
(k470 MeV/c).15
1.2. Pion Electroproduction
1.2.1. Kinematics
The reaction studied in E91003 was,
e+A*e'+7r+X, (1.5)
whereAdenotes the hydrogen, deuterium, or helium-3 target.lr+indicates that
data was taken for both positively and negatively charged pions. X is the final
hadronic state which was either a free continuum state of one, two, or threeflu-
cleons or a bound nuclear state. The data was constrained such that none of the
final nucleons were in an excited state. A diagram of the reaction is shown in
Figure 1.9.
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FIGURE 1.9. Diagram of the pion electroproduction reaction. The initial and
final electron define the scattering plane, while the pion and recoiling nucleon(s)
define the reaction plane.16
The kinematics are defined as follows. The incoming electron (4-momentum
k)and outgoing electron(k')which scatters at some angleedefine the scattering
plane. A virtual photon with 4-momentumq = (w, q) = (k k')is exchanged
with the target. The square of the virtual photon 4-momentum,q2 = 1q12
is negative in electron scattering, hence the common definition ofQ2q.The
pion emerges at an angle9pqrelative to the virtual photon direction. The outgoing
pion and recoiling nucleon(s) define the reaction plane which is inclined at an angle
pqrelative to the scattering plane.
If one detects the scattered electron and pion (and assuming one has know!-
edge of the incident electron), one can calculate the missing energy and missing
momentum of the recoiling nucleon(s),
EmEeEe'+MEir, (1.6)
Pm=qp. (1.7)
The missing mass is thenM= Pm12. In the case of pion electroproduc-
tion from hydrogen the missing mass isM= m, the mass of the neutron. In the
case of quasifree pion electroproduction from deuterium or helium-3, the missing
mass is not fixed due to the extra degree of freedom of the relative momentum
between the recoiling nucleons.
Pion electroproduction is typically described in terms of Q2, W, and t.Q2
we have defined above and describes the invariant mass of the exchanged virtual
photon.W2 = (q+Ptarget)2is the total energy in the virtual photontarget center
of mass system, and can be expressed in terms of lab quantities,
W=VM2+2MwQ2, (1.8)
whereMis target mass.Commonly,Mis taken to be the proton mass even
in the case of nuclear targets since one is often interested in comparing with17
electroproduction from the proton.t = (qp-)2 is the 4-momentum squared
of the momentum transferred to the nucleon(s) and is given by,
t = (wE)2q2pj2 + 2qpj COSOpq. (1.9)
Note that the three momentum of t is simply given by Pm and is equivalent to k,,
the momentum of the virtual struck pion in our quasifree knockout picture.
1.2.2. Cross Section
The pion electroproduction cross section can be written in terms of a virtual
photon flux factor, F, multiplied by a virtual photon cross section. In the case of
pion electroproduction from hydrogen, the five-fold lab cross section can be written
in terms of the scattered electron lab energy (E) and solid angle (IZe) as well as
the pion solid angle
d5a fdcr\
dZedEd1l,.
=F . (1.10)
The virtual photon flux is given by,
E1 1
F Keq, (1.11)
where c describes the longitudinal polarization of the virtual photon and is,
1
1+2tan2(ee/2)
(1.12)
Keq is the equivalent photon energy, i.e. the energy a real photon would need to
excite a target of massMto an excited state of mass W and is given in the Hand
convention by,
W2M2
Keq = (1.13)
2MIt should be noted that a common convention is to boost the virtual photon cross
section(da/d)in Equation 1.10 to the virtual photon - target center of mass
frame. This is more convenient when one wishes to extract resonance multipoles
etc. However, since in the end we wish to compare cross sections from different
targets, it is less convenient in that each boost would be to a different frame of
reference. Hence, in this work we will usually describe the virtual photon cross
section in the lab frame.
The virtual photon cross section can be decomposed into contributions from
longitudinal(L)and transverse (T) photons as well as longitudinal-transverse(LT)
and transverse-transverse (TT) interference terms,
aLT dUTT do daT daL +c+ 2c(1+c) cospq+e
d
CO52pq. (1.14)
Note that in real photoproduction only the transverse terms can be sampledthe
fact that the virtual photon hasQ2$ 0 allows us to sample the longitudinal pieces.
Along the virtual photon direction, the interference terms(LTand TT) go to zero.
Furthermore, if one integrates overpqfor9pqgreater than zero, these terms also
disappear. Then one is left with,
da daT daL
d,d,
(1.15)
The longitudinal and transverse terms can be separated via the Rosenbiuth tech-
nique, i.e. by measuring the virtual photon cross section at two (or more) values
of c and fitting a straight line. The longitudinal cross section is given by the slope
and the transverse by the y-intercept.19
In the case of pion electroproduction from deuterium and helium-3 there is
an extra kinematic degree of freedom and the 5-fold cross section becomes a 6-fold
cross section,
d6cr 7da'\
dedEed1ldP,
FdcldP)
(1.16)
In this case, the final pion momentum, P,, is not fixed by the electron kinematics
and the pion direction. Equivalently, one could say that the final nuclear state is
no longer fixed but can have relative momentum between the outgoing nucleons.
Note however that the lab cross section can be broken down as before into a
virtual photon flux times the virtual photon cross section. The virtual photon
cross section can also be broken down into longitudinal and transverse pieces just
as in the hydrogen case. Hence,
da daT daL
ddP1,ddP,+EddP. (1.17)
In order to compare the nuclear virtual photon cross sections to those from hydro-
gen, one can integrate over all final states (i.e. over P,,.). Note that the integral of
the virtual photon cross section can be written,
fdcdP,rfdfdP +
cfdRdP
(1.18)
This means that one can extract the integrated longitudinal and transverse cross
sections by measuring the integrated virtual photon cross section at two or more
values of c.
Experiment E91003 measured the virtual photon cross sections for charged
pion electroproduction for each target (hydrogen, deuterium, and helium-3) at two
values of c. The measurement was made in parallel kinematics (Opq0) and the
cross sections integrated overpqto eliminate the interference terms. Finally, a
Rosenbluth separation was performed for the purpose of extracting and comparing
the longitudinal cross sections from each target.20
1.2.3. Contributing Processes
The Born level, or first order, processes that contribute to pion electropro-
duction are shown in Figure 1.10. The first (a) is the pole process in which pion
electroproduction can be viewed as the knockout of a virtual pion by a virtual pho-
ton. The next two (b and c) are the nucleon pole and crossed nucleon pole terms
and finally, the last (d) is known as the seagull term. This diagram is necessary
to preserve gauge invariance when using pseudovector coupling of the virtual pho-
ton. Higher order processes involve resonances (theL(1232)for example), multiple
pion exchange, or the exchange of heavier mesons (p, w). While the transverse pion
electroproduction cross section can couple strongly to these higher order processes
as well as the other Born terms, it is believed that in certain kinematic regions,
the longitudinal cross section is dominated by the pole term (a).
The pole process can roughly be described as the probability to have a
virtual photon interact with a virtual pion of a given momentum multiplied by the
probability to find a virtual pion with that momentum. The former is governed by
the charged pion form factor F,(Q2) while the latter is described by the7rNNform
factor, gNJv(t). In this simple picture, the longitudinal cross section is (assuming
pole dominance),
tQ2
cYL
(tm2)29NN(t)Y (1.19)
In pion electroproduction from nuclei, the presence of excess pions would be per-
ceived as a modification ofgNN(t)and hence an enhancement of the longitudinal
cross section.
One can test that the extracted longitudinal cross section is truly dominated
by the pole term by looking at the longitudinal7r/7rratio in deuterium. The
virtual photon can be viewed as a linear combination of two isospin states; I= 0,21
(a) (b)
(c) (d)
FIGURE 1.10. Born diagrams for pion electroproduction. Wavy lines indicate the
virtual photon, dashed lines the pion, and solid lines the nucleon. (a) is the pion
pole process (t-channel process), (b) the nucleon pole (s-channel), (c) the crossed
nucleon pole (u-channel), and (d) the seagull term necessary to preserve gauge
invariance.
the isoscalar photon and I = 1, the isovector photon. The longitudinal ir_/ir+
ratio is then given in terms of isoscalar and isovector amplitudes(A3and A,,),
oy*n * irp) ASI2
(1.20) y*p7r+n)JA,,+A32
Since the pole term is pure isovector (by G parity conservation) while the other
born terms contain both isoscalar and isovector pieces, any deviation of the longitu-
dinal ir_/ir+ ratio from 1 is an indication of the presence of isoscalar backgrounds.
A deviation from 1, although a sign of isoscalar backgrounds, can also be consistent
with the pole term being the single largest contributing term to the cross section.
So while the longitudinal 1r/7rratio is a useful check, a ratio different from unitydoes not alone imply that one is not sensitive to the pole process when measuring
the longitudinal cross section.
1.3. Overview of the Experiment
The goal of experiment E91003 ("NucPi") was to measure the longitudinal
(and transverse) cross sections of pion electroproduction from H, 2H, and 3He.
The experiment was carried out in the experimental Hall C at Jefferson Lab from
February to April 1998. Scattered electrons were detected in the High Momentum
Spectrometer (HMS), while the charged pions were detected in the Short Orbit
Spectrometer (SOS).
All data were taken atQ2= 0.4 (GeV/c)2. One of the aims of the experi-
ment was to sample the longitudinal cross section at different values of the nucleon
recoil momentum (i.e. the struck virtual pion momentum, k71-).SinceQ2, k,and
W (the total energy in the center of mass) are correlated, varyingk,,.meant that
it was necessary to vary W simultaneously. For the lowkpoint, data were taken
at W = 1.6 GeV, while the highkdata were taken at W = 1.15 GeV. At eachk.,
Q2, and W data were taken for two values of the virtual photon polarization, e (see
Table 1.2). The charged pions were detected along the direction of the momentum
transfer, q.
In general, the hydrogen and deuterium data were taken at the same period
in time (without any changes made to the spectrometers or beam energy), thus
reducing the systematic error in comparisons between the two targets. However,
since the helium-3 target is cooled by a different cryogen (4 K helium gas as opposed
to 15 K for the Z<2 targets) it could not be cooled on the target ladder at the same23
Ebeam W k
(GeV) (GeV)(GeV/c)2(GeV/c)
0.8450.4371.15 0.4 0.47
1.6450.8611.15 0.4 0.47
1.6450.4901.60 0.4 0.20
3.2450.8941.60 0.4 0.20
TABLE 1.2. E91003 kinematics.
time as the hydrogen and deuterium targets. The systematic uncertainty, then, in
comparing the helium data to either of the other two targets is correspondingly
larger.
In the both the HMS and SOS (when at negative polarity), threshold gas
Cerenkov detectors were used to separate pions and electrons. Lead-glass calorime-
ters were also available in both detectors, but their efficiencies suffered when run
at low momentum (and were not necessary to achieve good particle identification)
so were not used in analysis of the data other than for tests and calibration. The
erenkov detectors in both spectrometers were sufficiently efficient such that this
did not cause any problems. In the SOS, positively charged pions were separated
from protons using the velocity (/3tof) as measured by the four layers of scintillators
in the detector stack.2. EXPERIMENTAL APPARATUS
2.1. Accelerator
24
Experiment E91003 made use of the Continuous Electron Beam Acceler-
ator (CEBA) at Jefferson Lab. At the time of experiment E91003 running, the
accelerator was able to deliver 0.845 GeV to 4.045 GeV unpolarized electrons at
100jA. The accelerator was, at that time, beginning to deliver polarized elec-
trons for experimental use, but at lower currents. Experiment E91003 typically
ran at currents of 10 to 50A, and beam energies of 0.845, 1.645, and 3.245 GeV.
The great majority of runs were taken with unpolarized electrons. Those runs
taken when polarized electrons were in the accelerator were later discarded be-
cause the available current was too low (below the region where the Hall C current
monitoring devices are considered accurate).
The electrons are accelerated by means of superconducting radio-frequency
cavities in pulses of1.7 Ps at 1497 MHz. The beam delivered to each of the
three experimental halls is then 499 MHz. Note that this rate of beam delivery
is, for all intents and purposes, continuous. This was particularly important at
the W1.15 GeV kinematics where the random coincidence rate was rather high
(reals/randoms1). Since the random rate is inversely proportional to the beam
duty factor, the accidental coincidence rate would have been unacceptably large
at a typical pulsed beam accelerator (duty factor =iO4to 10-2).
Electrons from the injector are sent to the first linac at 45 MeV. They are
then accelerated an additional 400 MeV in the north linac, bent through the east
arc and accelerated another 400 MeV in the south linac. At this point, the beam
can either be extracted and sent to one of the experimental halls, or sent on another
circuit, or pass, through the machine (see Figure 2.1). In its standard tune at the25
North Linac
FIGURE 2.1. Schematic of the Continuous Electron Beam Accelerator at Jefferson
Lab.
time of the experiment, CEBA imparts 800 MeV of energy for each pass (+45 MeV
from the injector), up to 5 passes resulting in a maximum energy of 4.045 GeV. In
the linacs, beams of different energies share the same pipe, but at the arcs, they
must be split off to achieve the proper bend for each electron energy. Thus, there
are five beamlines in the east arc and four in the west arc.
At the time of this experiment, preparations were being made to run the
accelerator at 5 GeV. This meant each linac would have to provide more than
the standard 400 MeV through each leg. It turns out that this is well within the
capabilities of the superconducting RF cavities. During experiment E91003, a few
cavities in each linac were turned off so that the accelerator operators could get
experience with running the cavities at higher field gradients. Unfortunately, since26
this was a relatively new procedure, the end result was diminished reliability of
the accelerator, the net effect of which was periodic, short "beam trips" in which
an RF cavity tripped off interrupting delivery of the beam to the hail. While this
was not a large problem, it was an issue that had to be addressed since the Hall C
current monitoring devices have some zero current counting rate.'
2.2. Beamline
2.2.1. Beam Position Monitors
The path of the beam in the Hall C arc and beamline are monitored us-
ing five Beam Position Monitors (BPMs) (see Figure 2.2).These monitors are
essentially resonating cavities with fundamental frequencies such that both the
1497 MHz beam pulse frequency in the accelerator and the 499 MHz pulse fre-
quency in Hall C are harmonics of that fundamental frequency. Four antennae
(rotated at 45° with respect to the x-y axes to minimize synchrotron damage) pick
up the relevant harmonic frequency. The beam displacement with respect to each
antenna can then be directly related to the amplitude of the signal from each. The
BPMs are described in more detail in Ref. [21].
During experiment E91003, the BPMs were mostly used by the machine
operators to steer the beam. However, the two BPMs nearest the Hall C target
(HOOA and HOOB) were closely monitored by Hall C shift crews to ensure that
the beam was impinging on the target at a consistent point. The nominal beam
1The obvious solution would have been to immediately end a run whenever the beam
tripped off. However, the beam trips were of such frequency that this would have been
extremely tedious.Rather, the effect of the current monitor zero counting rate was
removed in software.INSIDE HALL C
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FIGURE 2.2. Hall C beamline.
position was set according to HOOB (x = 1.0 mm and y = 2.0 mm). These
coordinates were not believed to necessarily reflect the absoluteposition2of the
beam and were chosen such that one achieved mid-plane symmetry in both spec-
trometers simultaneously. Using H0OA in combination with HOOB, we can project
the beam position to the actual target (since the closest BPM H0OB is 1.63 m
upstream) and see that the position at the target typically varied by less than
0.5 mm.
2A survey of the BPM positions after the experiment, however, indicated that the values
used online were accurate to about 0.5 mm.2.2.2. Beam Energy Measurement
The energy of the electron beam sent to Hall C is measured using the
magnets in the Hall C arc as a spectrometer [22]. During the energy measurement,
all focusing elements in the arc are turned off and degaussed. The position and
direction at the beginning and end of the 34.3° bend are carefully measured using
high resolution wire sensors (superharps). The beam is then steered so that it
follows the nominal central path and the beam energy can be determined using,
P=__fBdl,
0bend
(2.1)
where e is the electron charge,°ndis the arc bend angle andBis the magnetic
field in the dispersive elements. The key to this measurement, of course, is a
precise knowledge of the magnetic field in the dipoles. To this end, one of the
dipoles in the Hall C arc has been extensively field-mapped as a function of the
current applied. This knowledge of the field integral then allows one to measure
the beam energy to a precision of äp/p1 x iO.
2.2.3. Beam Current Monitors
The Beam Current Monitors (BCMs) are used to measure the current of
the electron beam as it passes through the beamline on its way to the target. The
standard BCMs (BCM1 and BCM2) are resonating cavities in which theTEM010
mode is excited by the electron beam pulse train frequency. TheTEM010mode is
desirable because its magnitude changes very slowly with respect to the position of
the beam within the cavity. BCM1 and BCM2 are geometrically identical, differing
only in their readout electronics. BCM1 uses a power meter to measure directly the
power coupled to the cavity, while BCM2 uses a downconverter in combination with29
a high precision RMS to DC converter. A switchable gain precedes the RMS-DC
converter, keeping the input signal within nominal operating parameters for the
converter. The result is a high degree of linearity over a wide dynamic range. For
this reason, BCM2 is typically used to extract the accumulated charge for data
analysis. A more detailed explanation of the cavities and readout electronics can
be found in Refs. [23, 24].
Since the cavities can expand and contract with changes in temperature,
thus changing the resonant frequency and the power measured from the cavity, it
was important to maintain the cavities at constant temperature over the course of
the experiment. The cavity temperature was checked at least once an 8 hour shift,
and deviations from the nominal temperature were less than 0.2 degrees C. The
temperature of the readout electronics can also affect the current measurement,
but the electronics room was maintained at constant temperature minimizing these
effects.
BCM1 and BCM2 have reasonable gain stability over time, but need to be
calibrated to an absolute standard periodically. This is done using an Unser current
monitoring device. The Unser monitor is a parametric DC current transformer.
The Unser monitor has an extremely stable gain, but large drifts in offset. For
this reason, it was not used to measure the beam current on a run to run basis.
The resonating cavity BCMs were calibrated by taking runs with periods of no
beam (to set the Unser zero) interspersed with periods of beam at various currents
(during E91003 these currents typically ranged from 10 jtA to 50 iA in steps of
10 pA). The gain of BCM1 and BCM2 was then determined by comparing to the
Unser monitor. Calibrations were typically taken on a daily basis, but the BCMs
were stable enough that the calibrations were implemented for only five different
periods of time. Comparison of the current as measured by BCM1 and BCM230
indicate that uncertainties due to the calibration procedure are less than 0.5%,
and the absolute uncertainty for the charge measurement is taken to be 1%.
2.3. Targets
In order to achieve reasonable rates of data-taking, it is desirable to use
dense targets to maximize the experimental luminosity. To that end, experiment
E91003 made use of the existing liquid hydrogen and liquid deuterium cryogenic
target systems in Hall C. Furthermore, a new cryogenic, high density helium-3
target was constructed and commissioned for this experiment.
Three cryogenic target cells are mounted on the cryotargetladder3as well
as a combination optics and dummy target sled. The latter consists of a series
of slabs of carbon and aluminum at different z positions (z = 0 cm, z = ±2 cm,
z = ±4 cm, and z±6 cm) along the beam direction. The two aluminum slabs at
z = ±2 cm are used to subtract the aluminum can contribution to the cryotarget
yields. The so-called dummy target is about seven times the nominal thickness of
the cryotarget cell walls, allowing us to measure the cell wall contribution rapidly.
The dummy target, in combination with the carbon targets on the optics sled, is
used to take calibration data to check the reconstruction matrix elements of the
spectrometers.
31n addition to the cryotarget ladder, there is also a separate ladder for solid targets.
This ladder was not used during E91003.31
2.3.1. Hydrogen and Deuterium Targets
The liquid hydrogen and deuterium targetsare very similar to the targets
used in previous Hall C experiments, although the geometry is somewhat different.
The E91003 vertical-flow target cells area round "pudding can" design, while
previous experiments had used horizontal flow "beer can" cells. The old design
had allowed for two target cells (one 15 cm andone 4 cm cell) per target ioop.
However, the new design only allows for one 4 cm cellper ioop.
Since the hydrogen and deuterium targets use thesame coolant supply, they
can be cooled on the cryotarget ladder simultaneously. 15 K helium is provided by
the End Station Refrigerator (ESR) and coolant flow to the loops is controlled by
the target operator using Joule Thompson (JT) valves. The 15 K helium issent
to a heat exchanger where the target material is cooled. The target fluidmoves
continuously through the heat exchanger, to the target cell and back. A high and
low power heater regulates the temperature of the target material, mimicking the
power deposition of the electron beam during low current or beam-off periods. A
single target cell is shown in Figure 2.3. The target cell itself is about 4cm long
in the beam direction with0.0127 cm aluminum walls. Note that although the
geometry of the vertical-flow target cells is new for E91003, most of the details of
the cooling and regulation of the targets are unchanged. More details concerning
the mechanical aspects of the cryotargets can be found in Ref. [25].
The nominal operating temperature of the hydrogen loop is typically19 K,
however, due to technical problems with the target itwas necessary to run at 18 K
for three out of four of the kinematic settings. There isa small density difference,
which is taken into account in the analysis, along with target stability (temperature
and pressure) and boiling effects. The deuterium targetwas run at a constant 22 K
for all kinematics.4.02cm
FIGURE 2.3. Side view of one cryotarget loop.
2.3.2. Helium-3 Target
The cryogenic helium-3 target, while not a liquid target,was run at low
temperature (5.5 K) and high pressure (about 130 PSI) such that the target ma-
terial existed in a "fluid-like" state. The fact that the targets wererun at such
high pressures necessitated the new "pudding can", vertical flow design. The high
pressure targets also require that the aluminum walls of the target cells be thicker
than previous cells (about 0.0127 cm as opposed to 0.0076 cm), thus increasing
the experimental background from the target cell.
The operation of the helium-3 target is very similar to the operation of the
hydrogen and deuterium targets. In this case, the coolant is 4 K (instead of 15 K)33
helium and the target is operated using thesame system of JT valves and heaters
described above.
2.3.3. Target Thickness and Associated Uncertainties
Tables 2.1 and 2.2 summarize the cryogenic target thicknesses andasso-
ciated uncertainties. The total target thickness is determined usingknowledge
of the target cell geometry combined with close monitoring of thetarget density
(temperature and pressure). For all three cryogenic targets, thetemperature was
kept constant throughout the experiment andwas known absolutely to 0.1 K, con-
tributing negligible uncertainty to the target density. The largest uncertaintyin
the cryotarget density comes from the equation of state, leadingto a 0.5% un-
certainty for the hydrogen and deuterium targets anda 1% uncertainty for the
helium-3 target. The outer diameter of the target cell (warm) is determinedto
within 0.7%, while the correction due to contraction of cellsat low temperature is
estimated to be(0.4 ± 0.2)%. In addition, the thickness of the cell wall itselfis
known to 0.0003 cm.
TargetThickness(g/cm2)
18K H2 0.2923
19K H2 0.2876
D2 0.6675
3He 0.3068
TABLE 2.1. Nominal (cold) cryogenic target thicknesses. These valuesare not
corrected for beam offset effects and target impurities.34
Target 18K H219K H2D2 3He
Cell diameter 0.7% 0.4% 0.6%0.7%
Cold length correction 0.2% 0.2% 0.2%0.2%
Beam position at target0.1% 0.1% 0.1%0.1%
Equation of State 0.5% 0.5% 0.5%1.0%
Target Purity <0.1%<0.1%0.2%<0.1%
Total 0.89%0.68%0.83%1.24%
TABLE 2.2. Cryotarget thickness uncertainties.
Samples of the target gases were analyzed after the experiment to check for
target purity. The hydrogen target was found to be > 99.9% hydrogen with the
only detectable impurity coming from nitrogen (14 ppm). No correction is assigned
for this target. The deuterium gas was found to be 99.69%pure with the main
source of impurity coming from 3000 ppm HD [26]. We assume that half the HD
contributes to the experimental deuterium yields so that the target is effectively
99.85% deuterium. We assign an uncertainty of 0.15% to the effective deuterium
target thickness due to the estimated HD contribution.The only measurable
source of contamination of the helium-3 target was tritium, and measurements by
the Radiation Control Group at Jefferson Lab indicate that thiswas less 0.1%.
Since the target cans are cylindrical, beam offsetscan also affect the effective
target length. In particular, one finds that the effect from the 0.15cm radius raster
reduces the effective target length (as seen by the beam) by0.1%. Optics data
and information from the Beam Position Monitors indicate that the beamwas
offset by 1.5 mm (beam left facing downstream) relative toan "ideal" beamline.
However, post run surveys show that the target cellswere on average also about
1.3 mm offset in the same direction. Hence, it is assumed that in the worstcase the35
FIGURE 2.4. Electron beam raster pattern.
beam deviated from the center of the target can by 1 mm so that the net reduction
of the effective target length is 0.15±0.1%.
In addition to the "static" uncertainties associated with the cryogenic tar-
gets, there ware also dynamic, target heating effects due to the energy deposited
by the electron beam in the target material. The beam is rastered ina pancake
type pattern (see Figure 2.4) to reduce these heating effects, however, they could
not be eliminated entirely. The change in luminosity due to target heating was
measured as a function of incident beam current and corrected ona run-to-run
basis. For more details concerning the target heating correction,see Appendix A.36
2.4. Spectrometers
One of the most critical pieces in an experiment of this nature is the detec-
tion of the particles of interest. Experiment E91003 madeuse of the two standard
Hall C magnetic spectrometers. The Short Orbit Spectrometer (SOS)was designed
and built to detect short-lived particles such as pions and kaons. This isaccom-
plished by making the distance to the focal plane relatively short (about 10 m) in
order to reduce decay losses. On the other hand, the High Momentum Spectrom-
eter (HMS) has a greater distance to the focal plane (25 m) making it more
suitable for detection of electrons. (Of course, the HMScan and has been used for
hadron detectionthough in these cases the hadrons were atvery high momentum
such that it was not possible to use the SOS. Also, at higher momentum, decay
losses are not such a large factor.)
2.4.1. High Momentum Spectrometer (HMS)
The HMS is a long focal length, 25° bend focusing spectrometer. It consists
of three focusing quadrupoles and one momentum analyzing dipole (allmagnets
in the HMS are superconducting) with the focus perpendicular to the dispersive
direction. The HMS was designed to havea large solid angle (6-7 msr) with
moderate momentum acceptance (+10%). The maximum central momentum
of the HMS is 7.4 GeV. Detectors are housed ina concrete shielding hut, about
25 meters from the pivot. The magnets and detector frame reston a common
carriage ensuring the detectors are stationary with respect to the optical axis.The
HMS is shown in Figure 2.5.
The HMS dipole is set by field usingan NMR probe inserted in the
magnet, while the quadrupoles are set by current.Since the quadrupoles are37
Hi 27m
FIGURE 2.5. Side view of the HMS.
superconducting, hysteresis effects should be small (and in fact are found to be at
the i0level). These effects can be further minimized by cycling the quadrupoles
such that the magnet is always on the same part of the hysteresis curve.For
E91003, this cycling procedure consisted of ramping the magnets to 500 amps
above the desired set current, and then ramping them down to the appropriate
value. This cycling method results in fields reproducible to the i0level. The
fields in the quadrupoles are also monitored using Hall Probes, although these
values are mostly used to check the relative field at the same set current (the Hall
Probes were modified halfway through the run to correct a manufacturing defect so
that they could not be reliably used as a monitor of the absolute field). After the
completion of the experiment, it was noticed that there was a significant offset (up
to a few tenths of a percent) in the third quadrupole (Q3) set current. A correction
for this effect is applied in the analysis (see Section 3.1). However, to better model
the acceptance effects, it is also simulated in the Monte Carlo of the experiment(and the same correction as used in the data reconstruction subsequently applied,
as described in Section 4.3).
The HMS angular acceptance is set by an octagonal collimator mountedon
the front of the first quadrupole. Three collimatorswere available (large, small,
andHMS1004)in addition to a sieve slit collimator used for optics calibration.
Experiment E91003 used the HMS100 collimator exclusively during production
running. These collimators are made of 2.5 inch thick HEAVYMET (machinable
Tungsten with 10% CuNi), flared along the inside edge to match the envelope of
particles coming from the pivot. The collimator effectively stops all electrons that
strike it, aside from those that may hit the inside flared edge and createda shower
of particles. Such events are easily removed by tracking cuts.
Unfortunately, it was found after the completion of the experiment that the
HMS 100 collimator had a larger vertical acceptance than the sieve slit used for
calibration. This means that events beyond a certain angle tend to reconstructat
the maximum sieve slit angle. This tends to somewhat distort the reconstructed
distributions, but as long as one does not employa strict cut near this region, the
total number of events accepted should remain well understood. One couldargue
that this could also be accomplished by cutting ina region significantly smaller
than the maximum sieve slit vertical acceptance, buteven that would seem to be
biased. The reconstructed events appear to cluster at the maximal sieve slit angle,
but of course there may also be events that reconstruct tovery small angle.It
is difficult to predict how fitted reconstruction elements will behave outside the
4HMS 100 refers to the fact thata new magnet configuration had been implemented
just prior theE91003sister experiment,E93021. Toenable the HMS to reach more
forward angles, the HMS quadrupoles were moved 40cm further from the pivot. This
necessitated the design and installation of a new collimator to maintain approximately
the same solid angle as the old, HMS1 tune.39
region of the fit. By allowing the collimator to determine the acceptance,we avoid
errors coming from incorrect reconstruction.
More details of the optical properties of the HMS spectrometer and the
HMS100 tune can be found in Ref. [27].
2.4.2. Short Orbit Spectrometer (SOS)
The Short Orbit Spectrometer consists of three resistive magnets ina QDD
configuration. Like the HMS, the focus is transverse to the dispersive direction.
The SOS was designed to have a large solid angle (7 msr) in combination with
a very large momentum bite (±20%). As its name implies, the distance to the
detector hut is short,10 meters. The SOS is designed with the ability to be
raised up 200 out of plane, although this hasnever been done. In fact, the optical
axis lies 0.15° below horizontal, the effect of which must be accounted for in the
data analysis. The SOS is shown in Figure 2.6.
As the SOS magnets are resistive,care must be taken to always be on the
same part of the hysteresis curve. The philosophy in this case is to fully degauss
the magnets (for a given polarity) by; 1) cycling them to theirmaximum values
at the chosen polarity, 2) setting the magnets to zero, 3) ramping themagnets
to some empirically determined set value at the opposite polarity and then, 4)
setting the magnets back to zero. From there, the field is set to the desired value.
Subsequently, if the field is increased, the SOS need not be cycled, buta field
decrease necessitates another degaussing cycle.
An additional complication arising from the resistive magnetsis saturation
at high fields (momentum). Analysis of elastic scattering from hydrogen indicates
that the true central momentum of the spectrometer beginsto deviate from the40
FIGURE 2.6. Side view of the SOS.
set value at about P=1.0 GeV/c and is on the order of 0.6% low at the maxi-
mum momentum of 1.6 GeV/c (see Figure 2.7). For E91003 kinematics, the true
SOS central momentum is about 0.45% higher than the nominal set-point. This
deviation is taken into account in the data analysis.
As with the HMS, the SOS angular acceptance is set bya HEAVYMET (2.5
inch thick) octagonal collimator. Experiment 91003 used the larger of thetwo avail-
able collimators, in addition to the sieve slit (similar to that in the HMS) for cali-
bration. An additional complication arises from the fact thata significant fraction
of the pions impinging on the collimator canpass through after undergoing only
Coulomb multiple scattering, thus preventing the collimator from truly setting the
SOS acceptance. This effect is accounted for and will be described in Section4.6.0.6
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FIGURE 2.7.soscentral momentum saturation correction. Uncertainties on the
1996 and E91003 points are from errors in peak fitting only. Errors on the E93021
points include additional systematic effects.
2.5. Detector Package
The HMS and SOS detector packages are very similar, consisting essentially
of a pair of drift chambers for tracking, four planes of scintillating hodoscopes for
triggering and time-of-flight measurements, and threshold gas Cerenkov detectors
and lead-glass calorimeters for particle identification.The SOS also has been
outfitted with Aerogel and Lucite detectors when used for kaon detectionthese
were not present during E91003. The general layouts of the detector packages
inside the spectrometer huts are also quite similar (see Figures 2.8 and 2.9). The42
drift chambers are positioned immediately after the analyzing magnets at the front
of the hut followed by a layer of x and y oriented scintillator planes. The gas
erenkov is positioned between the two pairs of x-y scintillators, while the lead
glass calorimeter is positioned at the back of the hut. In the SOS, the y scintillators
precede the x scintillators, while in the HMS the order is reversed.
What follows is a brief discussion of each of the detector components for
the purposes of making the explanation of the data analysis (in Chapter 3) more
clear. For more complete descriptions of the detector package including the detailed
geometry and performance, see Ref. [28].
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FIGURE 2.8.Detector layout in the HMS.
2.5.1. Drift Chambers
The principle of operation of particle tracking drift chambers is as follows.
A chamber is filled with some gas mixture, while some number of layers of field
and sense wires are also positioned inside the chamber. When a charged particle43
FIGURE 2.9.sosdetector hut.
traverses the chamber, the gas (or gas mixture) is ionized. The ionized electrons
are then accelerated due to some (negative) potential difference between the sense
and field wiresthese electrons are then detected at the sense wires and read out
as a current over some period of time. While the wire spacing itself gives some
information regarding the trajectory of the track, the large wire spacing limits the
precision. However, timing information (with respect to the trigger) can be used
to increase the precision.If one measures the time that it took for the ionized
electrons to reach the sense wires, one can then convert this to a distance and
determine how far the track of a charged particle was from a given wire.44
The two HMS drift chambers consist of six planes each. Two planes mea-
sure the dispersive direction (the x and x' planes), while two measured the non-
dispersive direction (y and y'). The last two planes are rotated ± 15° with respect
to the x and x' planes - these are called the u and v planes. Each plane consists
of a set of alternating field and sense wires (each sense wire separated from the
next by about 1 cm), with the field wires maintained at some large negative high
voltage (2000 V). In addition, guard wires are used to create a roughly equipo-
tential surface about each sense wire, its voltage dependent on its distance from
the nearest sense wire. The ionizing gas used in the HMS chambers is an equal
parts Argon-Methane mixture controlled by a gas mixing system located above the
experimental hall.
The track for a given particle is constructed using the hits from each plane
in addition to the distance of the particle passed from each wire (the so-called drift
distance). Using the hits in all six planes allows one to determine on which side
of the sense wire the particle passed. For matched planes (x and x', y and y'), a
small angle approximation is used, and for planes that measure the same position
but for different (but adjacent) wires, the track is assumed to have passed between
the two wires. Where the determination is ambiguous (i.e. for the u and v planes
which are unmatched or when one of the matched planes does not have a hit) the
track with the smallestx2is taken.
The SOS drift chambers are in principle very similar to the HMS drift
chambers, but differ in the details of their construction. Each SOS chamber also
consists of six planes of wires. Like the HMS, two measure the dispersive direction
(x and x'). The u and u' planes are rotated 60° clockwise to the x planes and the v
and v' planes are rotated 60° counterclockwise to the x planes. The SOS chambers45
use the same gas mixture as the HMS. In this case, since all the planes are matched,
the track determination does not suffer from the same problems as the HMS.
2.5.2. Hodoscopes
The HMS and SOS both contain four planes of hodoscopes arranged in two
x-y planes. Each plane consists of a number of elements - each element being a long
narrow strip of BC404 scintillator. A charged particle traversing the scintillating
material will ionize electrons, these electrons in turn exciting the scintillating ma-
terial to higher molecular energy states, the material consequently emitting light
upon spontaneous de-excitation. The light then propagates down the material
any light emitted at an angle greater than the critical angle will be internally
reflected. Each element is read out on both ends with a photomultiplier tube at-
tached to a piece of lucite light guide. Each element is made light tight by wrapping
it in some kind of reflecting material (aluminum foil in the HMS and aluminized
mylar in the SOS) followed by one or two layers of (black) Tedlar. The scintillator
paddles themselves are 1.0 cm thick and 8.0 cm (4.5 to 7.5 cm in the SOS) wide
(the length depending on spectrometer and location within the hut). The elements
are arranged such that there is a 0.5 cm overlap between neighboring scintillators.
The SOS hodoscopes are arranged in two pairs of planesthe front two
planes separated from the back two by about 1.8 m. Each pair consists of a
vertically oriented y-plane and a horizontally oriented x-plane. In the HMS, the
arrangement is similar, except that the ordering within each pair is horizontal-
vertical (x-y) with a separation of 2.2 m. The SOS timing resolution per plane is
slightly better than the HMS due to reduced attenuation in the shorter scintillator46
elements, however the overall timing resolution is similar due to the smaller sepa-
ration between the front and back pairs in the SOS.
In the counting house, hodoscope signals are sent to Analog to Digital
Converters (ADCs), as well as discriminators and on to Time to Digital Converters
(TDCs), scalers and (trigger) logic modules.
Timing information from the scintillators must be corrected for pulse height
and timing offsets in each element. For example, a minimum ionizing pion will
deposit less energy than a slow proton. Since the electronics use constant threshold
discriminators, the proton timing information will be biased to lower time values.
These effects are corrected for using an offline calibration routine developed for
SLAC experiment NE18, and modified for use with the Hall C spectrometers.
More details regarding time of flight fitting can be found in Ref. [29].
2.5.3. Cerenkov Detectors
The HMS and SOS each contain a threshold gaserenkov typically used for
electron/pion identification and separation. Each detector monitors the radiation
emitted when a charged particle traverses the medium (with index of refractionn)
in the detector with velocity(/3)which is faster than the speed of light in that
medium(c/n).The light will be emitted with an angle cosO =1/nfl,which for
fast particles and n close to one is a very small angle. This light is then reflected
from focusing mirrors to photomultiplier tubes.
In each detector, the medium was chosen so as to allow electron detection
and discrimination from pions over the momentum range of interest (a few hun-
dred MeV/c to several GeV/c). It is still possible for a pion to be misidentified as
an electron if it produces a knock-on 5 ray that subsequently fires the Cerenkov47
detector. As will be shown later (in Chapter 3), this was nota significant effect
for this experiment.
The SOSerenkov detector is filled with one atmosphere of Freon-12.
Freon-12 has an index of refraction of 1.00108 givingan electron threshold of
11 MeV/c and a pion threshold of 3 GeV/c (greater than the SOS maximumcen-
tral momentum of 1.7 GeV/c). The gas pressure is maintained bya solenoid valve
that releases freon in the case of overpressure and will let freon into the detector
in the case of underpressure.
The HMS Cerenkov is similar to the SOS detector, except that itwas de-
signed with the capability to run with thegas in the tank above or below atmo-
spheric pressure (of course it could run at atmosphericpressure as well).This
means that in addition to being used for ir/e separation at atmospheric pres-
sure, it could be used to separate pions from protons using Freon-12 at two to
three atmospheres. During experiment E91003, the HMSerenkov usedC4F10
at 0.42 atmosphere. The index of refraction at this pressure is 1.0006 givingan
electron threshold of 15 MeV/c and a pion threshold of 4 GeV/c.
2.5.4. Lead Glass Calorimeter
The lead glass calorimeter was not used for the actual analysis of E91003
data, however, it played an important role in testing Cerenkov efficiencies and
searching for i that resulted from ir decays.
The SOS and HMS each has a lead glass calorimeter positionedat the
back of the respective detector huts. Each lead glass calorimeter consists of four
layers of 10 cm x 10 cm x 70 cm blocks stacked 13 (11) high in the HMS (SOS).Photomultiplier tubes are attached to each block at one end and each block is
wrapped in aluminized mylar and Tedlar to make them light tight.
Electrons entering the calorimeter undergo Bremsstrahlung radiating pho-
tons. These photons in turn form positron-electron pairs that radiate additional
photons. Eventually a shower of particles is formed and the light radiated by the
charged particles is detected by photomultiplier tubeson one end of the calorime-
ter.Electrons and positrons will deposit all of theirenergy in the calorimeter
while pions and muons will deposit (approximately) a constant amount ofenergy
per layer. Looking at the normalized energy deposited in all layers, one can sep-
arate electrons from other particles. One caveat, though, is that pionscan also
undergo nuclear interactions in the lead glass. Thiscan lead to a shower similar to
those created by electrons or positrons. The pion signal at low normalizedenergy
deposition then, has a long tail that extends under the electron peak. For thatrea-
son, the lead glass calorimeter is typically not used alone, but in conjunction with
the Cerenkov detector. Furthermore, the calorimeter becomes inefficient at low
momentum (95% atPcentraL500 MeV/c) [30]. Since much of the E91003 data
was taken at low momentum in both the HMS and SOS, and theerenkov detec-
tors were determined to provide adequate particle identification, the calorimeter
was not used during the analysis phase.
2.6. Trigger
A key element in an electroproduction experiment of this nature is theevent
trigger. The net rate of particles entering the spectrometerscan be quite large and
one needs to discriminate real events from events that are partially accepted (i.e.
give signals in one or more detectors but not enough to bea good event). A49
good trigger balances discrimination with high efficiency. In Hall C, the HMS and
SOS each have their own event selection criteria. Once passed, a so-called singles
pretrigger is formed. In coincidence mode, pretriggers from the HMS and SOS
that arrive within a certain timing window are accepted and the event read out
(modulo computer dead time effects).
2.6.1. HMS (Electron) P ret rigger
Various hardware signals from the HMS detector stack are used to form the
HMS pretrigger. These signals are converted to NIM pulses and sent to various
logic units to test for a valid event. The logic of the HMS pretrigger is shown in
Figure 2.10.
The scintillators form the main part of the HMS pretrigger. A pretrigger
can proceed along two paths, ELHI and ELLO, both of which include the SCIN
signal. SCIN is satisfied when three out of the four layers of scintillator planes
gives a signal (within a timing window of about 100 ns). While requiring four out
of four layers would give a cleaner signal, it increases the likelihood that problems
in one particular hodoscope paddle could affect the overall trigger efficiency. Since
a normally functioning paddle is quite efficient, the probability of three out of four
planes firing is quite large, even if one paddle is totally dead (this is not to say
that dead paddles are not promptly repaired). The "3/4" signal also allows online
monitoring and offline calculation of hodoscope efficiencies.
An ELHI signal is formed when one has all three of the following: 1) the
SCIN signal described above, 2) the PRHI signal, or 3) the SHLO signal. The
PRHI signal is formed when the signal from the first layer of the calorimeter is50
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FIGURE 2.10. HMS pretrigger logic diagram. The signal marked HMS PRETRIG
is sent to the trigger supervisor to check for coincidence with the SOS. Signals
marked EL3O, EL6O, EL9O, and EL12O are used to measure the electronic dead
time.
above a certain (high) threshold, and the SHLO signal is formed when the total
energy deposited in all four layers of the calorimeter is above some threshold.
An ELLO signal is formed from two of three of:1) SCIN, 2) the PRLO
signal, and 3) the STOF signal. The PRLO signal is formed when the energy
deposited in the first layer of the calorimeter is above a certain (low) threshold.
STOF is satisfied when there is at least one scintillator plane hit in both the front51
and back pairs on hodoscopes. This is the minimum number required to fit the
time of flight of the particle (hence its name). Note that STOF only requires two
planes to be hit, but there must be one in front and one in back. The ELLO also
requires aerenkov signal to be present; if it is not, the event is vetoed.
The OR of ELHI and ELLO is taken to form ELREAL. The ELREAL
signal is then sent to the PRETRIG module where it is ORed with a signal called
PIPRE. The purpose of the PIPRE signal is to ensure that some small sample of
pions is accepted for the purposes of testing the particle identification efficiencies
of theerenkov detector and the calorimeter. The PIPRE signal was disabled
during E91003. The ELREAL signal is also sent to four signals (EL3O, EL60,
EL9O, EL12O) which are used to measure electronic dead time.
During E91003, one of the kinematic settings was taken at quite low mo-
mentum (0.4 GeV/c) in the HMS. Since the efficiency of the calorimeter suffers at
such low energies, the HMS pretrigger was altered by removing the requirement of
a Cerenkov signal in ELLO. This meant that if there was some hardware problem
in theerenkov detector and PRLO failed to fire (which was likely at such a low
momentum), one could still get a valid ELLO signal. Some sample of runs was
taken with and without the Cerenkov requirement at 0.4 GeV/c and no discernible
difference was found.
2.6.2.sos(Pion) Pretrigger
The E91003 SOS pretrigger configuration is much simpler than in the HMS.
In essence, the SOS pretrigger consists of just the SCIN signal (three out of four
scintillator planes) described above. The SOS pretrigger is shown in Figure 2.11.ELLO SIX SCIN
________
I
ELREAL
rn-I.- Variable delay -LEMO Cable
52
ELREAL
_.)1/1 );;;
.11/1
11To Trigger !RIupeIsOr
FIGURE 2.11.sospretrigger logic diagram. The signal marked SOS PRETRIG
is sent to the trigger supervisor to check for coincidence with the HMS. Signals
marked EL3O, EL6O, EL9O, and EL12O are used to measure the electronic dead
time.
Since the SOS was used to detect pions, the electron particle identification
signals (like the shower counter anderenkov) used in the HMS (electron) pre-
trigger were not used. In theory, aerenkov veto could have been used to reduce
positron or electron contamination, but these backgrounds were small enough at
E91003 kinematics that they contributed little to the computer dead time. Protons,
on the other hand, were a significant background, but no efficient method for cut-
ting out protons at the trigger levelexisted.5
5At the low pion momentum setting, background protons were so slow that only a small
fraction of them were able to form a valid SCIN (3/4) signal due to the 100 ns window.
So there was actually an unplanned time-of-flight cut implemented at the trigger level.53
The SOS pretrigger uses the same basic logic setup as in the HMS, but
various tests are disabled to form a much looser trigger. As in the HMS, the SCIN
(3/4) signal is sent to the ELLO module. However, in this case, all other inputs
to ELLO are disabled and the coincidence level is set to one. The ELLO signal is
then sent to ELREAL, which is split and sent to the SOS PRETRIG and EL3O,
EL60, EL9O, and EL120 for electronic dead time measurements.
2.6.3. Coincidence Trigger
Once a valid pretrigger from the HMS and/or SOS is formed, it is sent to
an 8LM LeCroy programmable logic unit. The 8LM has six inputs and is used
to classify the event type before sending the signal on to the Trigger Supervisor.
The Trigger Supervisor then controls the actual readout of the ADCs and TDCs
from the event. A diagram of the 8LM and Trigger Supervisor signals is shown in
Figure 2.12.
In addition to the HMS and SOS pretriggers, the 8LM also receives input
from the PED PRETRIG signal. This signal is read out for the first 1000 events
of each run to determine the pedestals for the ADCs. The Trigger Supervisor
sends three signals back to the 8LM to indicate its status. The first, TS GO, is
active anytime a run is in progress while the second, TS EN1, is active after the
pedestal events have been taken; this indicates normal data taking. The third
Trigger Supervisor signal, TS BUSY, is active when the Trigger Supervisor is busy
processing an event and cannot take another.
The programming of the 8LM is shown in Figure 2.12. There are eight out-
puts determined from various combinations of the six inputs. The HMS PRE and
SOS PRE signals are always present during normal data taking. The HMS TRIGHMS P1
SOS PF
PED Pt
IS
TS
IS
8LM Programming:
OUTPUT INPUTS
-IMS PRETRIG = (HMS) & (EN1)
SOS PRETRIG = (SOS) & (ENI(
COIN PRETRG = (HMS) & (SOS) & (EN1)
PED PRETRIG = (PED( & (GO) & (NOT EN1)
HMS TRIG = (IIMS) & (ENI) & (NOT BUSY)
SOS TRIG = (SOS) & (EN1( & (NOT BUSY(
COIN TRG = )HMS( & (SOS( & (EN1) & (NOT BUSY)
PED TRIG = (PED( & (GO) &(NOT EN1) & (NOT BUSY)
GO = Run has been started.
EN1Run in progress, and data
taking enabled.
Pedestal
Trigger
Two HMS triggers, two
more SOS (not shown).
Very long outputs so that
the delayed trigger can
set timing.
- Scaler
-TDC
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SH ADC gate
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'ir'- Variable delay
- ECL Cable
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FIGURE 2.12. 8LM, Trigger Supervisor, and associated coincidence trigger sig-
nals.
and SOS TRIG signals are present during normal data taking only if the Trigger
Supervisor is not busy. A coincidence pretrigger (COIN PRE) is formed when
the HMS PRETRIG and SOS PRETRIG inputs overlap.During E91003, the
HMS PRETRIG width was40 ns while the SOS PRETRIG width was 20 ns
creating an effective coincidence window of60 ns. The COIN TRIG (like the
HMS and SOS TRIG) is active when the Trigger Supervisor is not busy. Note that
the PRE signals are read out to scalers even when the Trigger Supervisor is busy
so that one can keep track of the computer dead time.55
The TRIG signals are then sent to the Trigger Supervisor. It is possible at
this point to reject (or prescale) singles events that have only HMS or SOS TRIG
signals with no COIN TRIG signal. This is useful for reducing computer dead time
(although in many cases the dead time was low enough that there was no reason to
prescale away all the singles). When the Trigger Supervisor receives a COIN TRIG
(either HMS or SOS), it puts out two long (100 ,us or until the event is finished,
whichever comes first) pulses for the HMS and SOS. These pulses are ANDed with
the (HMS or SOS) TRIG signal that was split off after the 8LM and the resulting
signal sent to enable the ADC readouts and begin the TDC starts. This "retiming"
step is neccesary to ensure that the timing of the individual spectrometer readouts
is set by that spectrometer, and not by the other (which can be the case if the
coincidence trigger is used to enable the readouts). Two measurements of the
coincidence are also made at this point. The first is started by the HMS (the HMS
retimed trigger and the long trigger supervisor output) and stopped by the SOS
TRIG, while the second is started by the SOS and stopped by the HMS.
2.7. Data Acquisition
The data acquisition (the recording of data as well as the user interface)
was handled by the CODA (CEBAF Online Data Acquisition) software package
[31] run on a Hewlett-Packard 9000 workstation. Data for each run was written
directly to disk and consisted of three types of events:1) detector information
handled by the ADCs and TDCs, 2) scaler information, and 3) information from
the EPICS database.
The ADCs and TDCs (as well as the scalers) were located in FASTBUS
and VME crates. These crates had their own ROC (Read Out Controller) CPUs56
that were read out over an FDDI (fiber optic) network. The ADCs and TDCs
were read out for each event while the scalers were read every two seconds. The
EPICS database contained information such as magnet settings, beam position,
and target temperature and pressure. These slowly varying quantities were read
out every thirty seconds.
FASTBUS data was acquired in spasified mode, ie., only non-zero data was
read. The ADCs are sparsified by setting a programmable threshold about fifteen
channels above zero.For each run, a thousand zero (or pedestal) events were
acquired. These events can be used to set the programmable zero via the data
acquisition software and check that the zero is not drifting run by run. TDCs are
more simply sparsified by not recording events that had no stops.57
3. DATA ANALYSIS
Once the raw signals from the data acquisition have been recorded, the
task of interpreting those signals and transforming them into tracking and particle
identification information remains. For experiment 91003, this is accomplished in
two stages. The first step entails the use of the standard Hall C analysis code, the
replay ENGINE. The replay ENGINE takes care of converting the raw detector
signals to detector summary quantities for each event. These include particle iden-
tification signals such as photoelectron numbers from theerenkov detectors and
time-of-flight information as well as tracking information. Further, the ENGINE
keeps track of various scaler quantities (i.e. quantities not necessarily associated
with a particular track) like charge and tracking efficiency. E91003 uses the Hall C
ENGINE to create a set of files that consists of mostly detector quantities as well
as track quantities (trajectory and position at the focal plane of the spectrome-
ter). A second, stand-alone program is then used to further process the tracks and
calculate reconstructed quantities (like scattering angle at the target) and physics
quantities (missing mass, Q2, etc.). This separation of the analysis into two stages
has the advantage of allowing one to modify cuts, reconstruction coefficients, and
kinematic offsets without having to do a complete replay (which can be quite time
consuming).
3.1. Tracking and Reconstruction
The determination of a particle's trajectory and momentum at the target
can be broken into two major stepsfinding the trajectory in the detector hut and
then transforming that trajectory back to the target. The first part is done using
the two drift chambers in each spectrometer. Each chamber has six planes of wiresand the tracking algorithm requires that at least five planes in each chamber have
a "hit". Intersections of hit wires determine "space points", and the space points
in each chamber are used to form "stubs", or small tracks. The tracking algorithm
performs ax2minimization to fit a straight line through both chambers with the
requirement that the resulting track is consistent with the stubs in each chamber.
In the case where multiple tracks are found, the one with the smallestx2is chosen.
The fit track is then projected to the detector focal plane (halfway between the
two drift chambers - hereafter simply the focal plane) and the position (x1 and
YIP) and trajectory (xand y) are determined.
Given the four spectrometer coordinates, a matrix transformation is then
used to determine the relevant target coordinates. The transformation is of the
form,
Xar M2jklm(Xfp)3(Xfp)(Y)(YfP) (3.1)
j,k,1,m
The sum overj, k, 1, mis constrained such that
j+k+l+rnN, (3.2)
whereNis the order of the transformation. For the HMS,N=5and for the SOS
N=6.The reconstructed target quantities are as follows.Xaris XQr, the out of
plane scattering angle' at the target.Xr is Ytar,the in-plane position of the event
as seen by the spectrometer.XQrisYar'the in plane scattering angle relative to the
spectrometer central angle. Finally,x0is 8, the fractional momentum deviation
from the spectrometer central momentum. Note that the reconstruction matrix
'Actually, the primed quantities are really slopes, i.e.X'tar==tanspec.However,
the spectrometer acceptance is small enough (generally less than 100 mrad) such that
the difference between the slope and angle is at most 0.33%. Hence, common usage is
to call the primed coordinates angles.59
elements give no information about the out of plane position of the event at the
target, Xtar. This is generally taken to be zero, or the deviation from zero to be
given by the fast raster information.
The reconstruction matrix is fit using an iterative process in which one
starts with a COSY INFINITY model [32] of the spectrometer optics. The matrix
is then optimized using data taken especially for that purpose. For example, one
uses data taken with a point target in combination with the sieve slits described
in Section 2.4 to fitXarandYarThe starting model is used to determine which
hole in the sieve slit an event passed through and the optimization routine [33]
modifies the matrix such that the events reconstruct to that hole position.Ytaris
fit using the optics target described in Section 2.3 and 5 is fit using so-called S scans
of elastic electron scattering from carbon. Of course the optimization procedure
often takes many cycles, optimizing andYarfor each value ofYtar,etc.
The details of the HMS matrix element fitting can be found in Chapter 4 of
Ref. [27]. These matrix elements were fit using optics data taken during experiment
E93021 (the experiment immediately prior to E91003), the first experiment to use
the new HMS100 tune. For the SOS, matrix elements fit from optics data taken
in 1996 are used. More recent SOS optics data had been taken during E93021,
however, these data were taken at Pos1.4 GeV/c, well into the SOS saturation
region (see Section 2.4.2). This resulted in aberrant behavior of the matrix elements
away from the momentum at which the elements were fit. On the other hand, the
1996 optics data were taken at Psos0.9 GeV/c. Since the saturation effects are
fairly flat up to Pos1.0 GeV/c and all E91003 data points are at or below that
momentum, the 1996 elements are more appropriate for this analysis. This is born
out in the absence of the aberrant behavior seen in the newer matrix elements. It
should be noted that there is no reason to expect the SOS optics to have changed0.04
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FIGURE 3.1. Reconstructed invariant mass, W, from elastic(e, e')plotted vs.
HMS x'(hsxpfp)atPHMS = 0.5379GeV/c. W should reconstruct to the proton
mass independent of target and focal plane variables, however, the centroid of the
elastic peak varies by about5MeV over the range of x'accepted.
between the taking of the1996data and E91003 so long as one accounts for any
drift chamber position shifts that may have occurred in the interim.
A useful way to check the fitted matrix elements is to use elastic elec-
tron singles to look for correlations between reconstructed invariant mass and fo-
cal plane or target variables.It was found that just such a correlation exists in
HMS x'(see Figure3.1)and that the correlation changes with the HMS central
momentum. The effect is corrected by fitting an ad-hoc correction of the form
8corrected= 6 + C5X hsxpfp. (33)8
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FIGURE 3.2. HMS (8,hsxpfp)correction (C5) as a function of HMS central
momentum.
The correction factor, C5, is fit for a number of values ofPHMSand a continuous
function is then fit to parameterize the momentum dependence of the correction
(see Figure 3.2). This correction is applied to the reconstruction of all data an-
alyzed in this experiment. While the ad-hoc correction eliminates most of the
correlations, there still remain some higher order effects, especially at lower HMS
central momentum. It was discovered that the likely cause of these effects is an
offset in the field of the third HMS quadrupole (Q3). This discovery enables the
modeling of the effect in the Hall C Monte Carlo - hence any residual higher order
correlations can be accounted for in the comparison of the data to the simulation.
Further details of the simulation of this effect can be found in Section 4.3.62
3.2. Time of Flight
Time of flight information is critical in the analysis of E91003 data in order
to separate positively charged pions from protons. The time of flight, or conversely
the particle velocity, is determined using the four layers of scintillating hodoscopes
in the detector stack. The raw time that a given hodoscope paddle is hit is recorded
relative to a common start. This raw time is then corrected for pulse height and
shape, propagation of the scintillation light through the hodoscope paddle to the
PMT, and timing offsets due to cable length differences etc.
These pulse height and propagation time corrections are fit as follows. A
"pure" sample of events is analyzed in which only information concerning the par-
ticle of interest (in this case pions) is retained. In this case, a sample of negatively
charged pions is used since electrons can easily be removed from the sample using
the gaserenkov. Given that the particle sample is all pions, the particle velocity
can be calculated using the reconstructed momentum of the particle,
Il (3.4)
Since the distance between hit paddles is known, the timing coefficients and offsets
can be adjusted so that the resulting velocity as calculated from the time of flight
information,/3tof,is optimized to agree with the velocity as calculated from the
momentum information, /3,,,. A sample/3tofspectrum is shown in Figure 3.3.
After completion of the running of the experiment, it was found that two of
the PMTs in the SOS hodoscope array were erratic. These PMTs gave no signal
for some subset of runs, resulting in a faulty calculation of the time of flight. One
bad PMT was found prior to analysis of the data and one after. The first erratic
PMT (in the SOS 2Y plane) was removed from the time of flight calculation in
software. Since the time of flight calculation uses, but does not require, signals63
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FIGURE 3.3. Sample SOS /3tof spectrum at Psos = 1.0 GeV/c.
from the PMTs on both ends of the paddle, time of flight information is still
available for that paddle. The second bad PMT (in the SOS 2X plane), since it
affected a smaller subset of runs than the first and had a less dramatic effect on
the calculated velocity, was not found until after the data had been run through
a full "replay". In order to truly remove the effect of this second PMT on the
I3tof calculation, another time consuming replay would have been necessary. On
the other hand, since the effect manifests as a nearly constant offset in /3tof, it5
possible to partially correct for the effect in the secondary "recon" analysis. In
this case, one need merely project the tracks to the location of the paddle with
the bad PMT, and adjust the mean I3tOi by hand (see Figure 3.4). While someE
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FIGURE 3.4. Position at the 2X hodoscope plane of the SOS vs. /3tof.The
x position vs.I3tofis plotted both before, and after the "by-hand" correction
described in the text.The paddle with the bad PMT is evident in the before
picture at x35 cm. Note that the correction moves some of the events in the
paddle overlap region to high/3tof.However, since there are no upper limits on the
/3tofcut used in the analysis, no good events are lost.
of the events in the hodoscope paddle overlap region will be corrected to much
higher values of the velocity, one need only to make sure to place a larger upper
bound on the time of flightcut2(or none at all since the purpose of the cut is to
eliminate protons, which only requires a lower limit). Since the cut efficiency with
2The time of flight cut used in the analysis was not on/3tofdirectly but on/3tof
but the idea is the same.65
the "by-hand" correction is found to be comparable to that in other parts of the
acceptance, and since the pion distributions are not peaked in the region of the
acceptance with the bad PMT, it was decided that the "by-hand" correction is
sufficient. Due to the good agreement between the cut efficiency in the vicinity of
the bad paddle and the overall cut efficiency, no extra uncertainty is assigned for
the "by-hand" correction.
3.3. Particle Identification and Event Selection
3.3.1. Electron Identification
Identification of electrons in the HMS is straightforward and is done entirely
with the HMS gaserenkov. The HMS erenkov has been studied previously and
has been found to be highly efficient.In particular, Ref. [30] found the HMS
erenkov electron efficiency to be better than 99.4% for a photoelectron cut of
Nphotoelectrons> 3 and forPHMS= 0.844.045 GeV/c. In that analysis, a pure
electron sample was selected from elastic H(e, e') data using tight W and calorime-
ter cuts. A similar study of E91003 elastic and quasielastic data yields an efficiency
of at least 99.72% for a photoelectron cut of 2 (see Table 3.1).In the analysis,
the efficiency is taken to be 99.86±0.14% for all runs.
The pion rejection of the HMSerenkov is also very good (500:1) [28].
Since the ir: e ratio is not very large for the E91003 kinematics and any remaining
pions that pass the particle identification cuts are removed by the subtraction of
3Note that since theHMSgaserenkov is used in one leg of theHMStrigger(ELLO),it
is necessary to use only events for which the other leg(ELHI),which uses only scintillator
and calorimeter information, fired. Only in this way can an unbiased (at least from the
point of view of the gaserenkov) sample be obtained.PHMS HMS Cerenkov
(GeV/c)electron efficiency (%)
0.484 99.72±0.02
1.167 99.90±0.01
3.149 99.96±0.01
TABLE 3.1. HMS erenkov electron cut efficiency. The electron cut in this case
isNphotoelectrons> 2. The efficiency shows a very slight momentum dependence.
random coincidences, no detailed study of the pion rejection was made, except to
check that the gaserenkov gave results consistent with the shower counter.
In addition to the electron selection efficiency at the analysis level, one
must also account for the electron detection efficiency at the trigger level since
the trigger includes signals from both the gaserenkov and calorimeter. However,
since these signals are used in combination with signals from the scintillators to
form the trigger, they are best discussed in terms of the overall trigger efficiency
which will be addressed in Section 3.4.1.
3.3.2. Pion Identification
Pions in the SOS are identified using a combination of particle velocity and
the SOS gaserenkov. While it is sufficient to use only a particle velocity cut to
separate pions from protons at positive polarity, and the Cerenkov detector alone
is necessary to separate pions from electrons at negative polarity, both cuts are
used at both polarities. This reduces the uncertainty in comparingresults to
rresults in that the uncertainty that comes about from the (in)efficiency of the67
pion identification cuts will be largely common to both data sets, and will cancel
in any extracted ratios.
The threshold gas Cerenkov is highly efficient in separating pions from
electrons and positrons. However, while traversing theerenkov detector, there is
some probability that the pions will produce knock-on electrons, which in turn will
then give some number of photoelectrons greater than zero. These pions may then
be rejected by the same cut used to eliminate electrons. To account for this, the
pion efficiency of the SOS Cerenkov can be determined usingproduction from
hydrogen. A tight cut on the reconstructed neutron mass (Mi) in combination
with a conservative cut on the SOS calorimeter effectively removes all positrons.
Then the ratio of counts with and without the Cerenkov cut gives the efficiency. At
Psos = 0.29 GeV/c the pion efficiency is 99.93±0.02% for a cut Of
Nphotoelectrons<2
while at Psos = 1.0 GeV/c the efficiency is 99.54 ± 0.05%.
To separate pions from protons, a cut on the difference between the velocity
as measured by time of flight and the velocity as calculated from the momentum
is used. SampleI3tof/3,, distributions are shown in Figure 3.5. Note that in the
/3tof /3,,spectra there is a tail below the prominent pion peak. This feature results
from pions hadronically interacting in the scintillator paddles, possibly knocking
out a slower hadron, resulting in a larger time of flight measurement. Because
the pion passes the drift chambers before hitting the scintillators, the tracking
information is likely still valid. Looking at the missing mass distributions for these
events, it is clear that they are still "good" events and we must correct for any
good tracks that are lost due to the time of flight cut.
Not shown in Figure 3.5 are the events for which the analyzer fails to find
any/3t0fat all. These events are assigned a value of I3Oi = 0 and would appear at
/3,,1. The analyzer fails to find a value of/3tofwhen the track projected68
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FIGURE 3.5.I3tof spectra for Psos = 0.29 and 1.0 GeV/c. The pions are
peaked at 0.0 while protons are at /3 < 0.0. The arrows indicate the cuts
used in the analysis.
to the relevant scintillator plane is a distance from the hit scintillator larger than
a certain siop value. These events can also arise from pions undergoing nuclear
interactions in the hodoscopes, and like the "tail" events, reconstruct to good values
of missing mass, etc. AtP505= 0.29 GeV/c, theI3tof= 0 events are not eliminated
by the cut used in the analysis. Although theI3tof= 0 events also include protons,
it is clear from Figure 3.5 that the acceptance for protons is small (about 6% of
the total counts). Hence, of the6% of the counts for which no/3t0fis found,
about 6% of those are protons, making a net 0.36% contamination. Furthermore,
at this low momentum, all protons in the acceptance are random coincidences,so that the 0.36% contamination is eliminated in the random subtraction.At
Psos = 1.0 GeV/c, real coincident protons are in the acceptance and could bias the
random subtraction, so the/3tof= 0 events are discarded. These events must also
be accounted for the determination of the 3 cut efficiency at Psos = 1.0 GeV/c.
At Psos = 1.0 GeV/c the/3tof/3, cut efficiency can be examined using ir
data since at this momentum, any hadronic interactions in the scintillators can be
assumed to be charge symmetric. Electrons are eliminated using the gaserenkov
cut and the efficiency is simply the number of events that pass the/3tof13, cut
divided by the total number of events. The same method can be employed for the
irdata at Psos = 0.29 GeV/c, but at this low momentum, the nuclear interactions
are not charge symmetric due to theresonance. Thus, even though the excluded
region inI3tof-/3p space is small, one can not assume that the efficiency is the same.
However, the R-efficiency can be tested directly by using the energy deposited in
one layer of the scintillators to get a pure sample.4It turns out, though that
the extracted -+ efficiency is identical (within uncertainties) to the irefficiency.
At each momentum setting, the cut efficiency is largely constant within the
statistical uncertainties of the efficiency calculation. Hence, one efficiency is used
at each momentum setting. The random uncertainty in the efficiency is taken from
the scatter of the efficiencies for each run about the mean. The cut efficiencies are
summarized in Table 3.2.
4This can not be done at Psos = 1.0 GeV/c as the energy deposited by pions and
protons is quite similar.70
SOS I3tof Efficiency
(GeV/c) cut (%)
0.29 (> 0.55) OR(/3tof =0)99.83±0.40
1.0 >0.1 95.95±0.47
TABLE 3.2.13t01 cut efficiency. AtP0= 0.29 GeV/c, the/3tof = 0events
are retained while at Psos = 1.0 GeV/c they are eliminated (as discussed in the
text).
3.3.3. Tracking Cuts
After particle type identification, cuts on reconstructed quantities at the
target are used to further refine the data sample. Loose cuts are placed on the
spectrometer in-plane and out-of-plane angles(Yarand Xar) to reduce the number
of events that are initially outside the spectrometer acceptance, but due to multiple
scattering in the magnets or shielding make it to the detectors in the hut. Cuts are
also placed on the reconstructed fractional momentum(6)to restrict the accepted
events to the momentum bite for which the reconstruction matrix elements are
known to be good. The general tracking cuts used in this analysis are summarized
in Table 3.3.
While the nominal acceptable region in HMS 6 is ±8%, further cuts are
used to better match the accepted energy loss,W (Eam Ee),betweenpoints.
At each W setting, the high c point has a larger w coverage than the lowpoint
for the same HMS6cut. Hence, the W = 1.15 GeV, highpoint is restricted to
2%<6HMS<8% and the W = 1.6 GeV, highpoint toI6HMSI<2%.
The uncertainty in the extracted cross section from these cuts is best dis-
cussed in terms of the overall acceptance, which is generally taken to be on the71
HMS SOS
Xar<0.080 radXarI<0.050 rad
y<0.045 rad Yarj<0.065 rad
15% <6<20%
TABLE 3.3. Cuts on reconstructed spectrometer quantities used in the analysis.
These cuts denote the maximum acceptable region for this analysis. Further cuts
are placed on HMS 6, depending on kinematic setting, as discussed in the text.
order of 2%. This will be further discussed in Section 4.8. The random uncertainty
in the tracking cuts can be further explored by varying the cuts and examining the
variation of the cross section. This will be discussed in Section 5.5.
3.3.4. Random Coincidence Subtraction
Once the appropriate particle type has been selected and cuts on recon-
structed spectrometer quantities have eliminated bad events, the random e
coincidences must be removed from the data sample. This analysis uses the so-
called HMS coincidence time, in which the start is given by an HMS pretrigger
and the stopisgiven by the SOS pretrigger. The raw, or uncorrected coincidence
time is refined by correcting for the time difference due to the particle trajectory
deviation from the central ray of the spectrometer and the velocity of the particle.
These so-called pathlength corrections enable us to resolve the 2 ns beam structure
of the accelerator. A sample coincidence time spectrum, before and after appli-
cation of the pathlength corrections is shown in Figure 3.6. A description of the
pathlength correction determination can be found in Ref. [34].72
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FIGURE 3.6. Raw and pathlength corrected HMS coincidence time. The real
coincidence peak is clearly evident in both plots at t = 0 ns. In the bottom plot
one can see the 2 ns structure of the electron beam.
The implementation of the random subtraction method is slightly differ-
ent for theP50= 0.29 GeV/c data as opposed to theP5= 1.0 GeV/c data,
however, the general idea is the same. In particular, a cut is placed on the "real"
coincidence peak of ±1 ns and the corresponding counts and/or histograms ac-
cumulated.Then, some sample of "random" peaks is taken (6 peaks for the
Psos = 0.29 GeV/c data and 4 peaks for the Psos = 1.0 GeV/c data). The
random counts are then normalized by the number of peaks sampled and sub-
tracted from the real peak data.73
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FIGURE 3.7. Real and random event coincidence time cuts at Psos= 0.29 GeV/c.
The real event cut is shown with solid lines while the random event cut is shown
with dashed lines.
The difference in the random subtraction between the two pion momentum
data sets is due to correlation betweenlitofand the corrected coincidence time,
combined with the relative position of the/3tof 13cut. TheP5os= 0.29 GeV/c
coincidence time cut is shown in Figure 3.7. In this case, the low/3tof/3,, tail is
correlated with coincidence time, so it is necessary to implementa two-dimensional
cut as shown. Note that the events with/3tof= 0 (located at/3tofi3,,1) are
also included in the random subtraction as discussed in Section 3.3.2. The "real"
sample is enclosed by solid lines and the "random" sample by dashed lines. Note
also the cluster of events at/3tof3,,0.05 andcoincidence time 1ns. These74
events are pions that decay into muons close to the target. The coincidence time
cut is chosen deliberately to reduce the number of these events that make it into
the data sample. These muons are included in the simulation of the experiment
and will be discussed further in Section 4.5.
The coincidence time cut for Psos = 1.0 GeV/c is shown in Figure 3.8.
In this case, a correlated /3tof13, is not used due to the necessity to have a
tight time of flight cut to eliminate protons. Also, only 4 random peaks are used
for the subtraction.This is to ensure that the randoms are not contaminated
by in-time coincident protons (at coincidence time == +9 ns in the figure). Any
random protons that "feed-through" the time of flight cut are of no concern as they
are uncorrelated in time and will subtract away. However, any in-time protons
that feed through the cut will bias the random sample resulting in an incorrect
subtraction. /3tof = 0 events are also excluded for this reason.
3.3.5. Target Can Background Subtraction
The final stage in the accumulation of good events is the subtraction of
events coming from the aluminum target can that holds the cryogenic target ma-
terial.This is accomplished using the so-called "dummy" targettwo slabs of
aluminum placed at z = +2 cm. The dummy target is 7.32 timesthicker5than
the nominal target cell wall, reducing the amount of beam time necessary for the
accumulation of these background data.
5The dummy is actually 7.55 times thicker by length, but the aluminum used in the
dummy target has only 97% the density of the aluminum used in the target cells, so
7.55 x 0.97 = 7.32.75
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FIGURE 3.8. Real and random event coincidence time cuts at Psos = 1.0 GeV/c.
The real event cut is shown with solid lines while the random event cut is shown
with dashed lines. Real coincident protons can be seen at +9 ns. The /3tof
correlation with coincidence time for the protons arises from the fact that the
pathlength corrections are done assuming the particle of interest is a pion.
The dummy data are analyzed in the same fashion as the data from the
cryotargets.Identical cuts are used and random coincidences are subtracted in
the same fashion.Finally, efficiency corrected and charge normalized yields are
subtracted from the real data (accounting for the factor of 7.3 thickness difference
between the dummy target and aluminum walls). In the case that histograms are
being created for comparison to the Monte Carlo, spectra from the dummy target
are created in the variable of interest (missing mass, Q2, etc.) and subtracted bin
by bin from from the cryotarget spectra.76
In most cases, the estimated target can contribution to the measured yield
is quite small, on the order of 2-3%. The uncertainty in the ratio of the thickness
of the dummy relative to the target can (3.44%) then contributesa negligible
uncertainty to the total yield. Even in the case of irproduction from the helium-3
target, where the can contribution is10%, the net contribution to the uncertainty
is0.3%.Furthermore, this uncertainty will be largely correlated between c
settings (since the fractional contribution from the target can is fairly constant),
hence the contribution to the separated cross sections quite small.
3.4. Corrections to the Data
In addition to applying the various cuts and background subtractions de-
scribed above, the data must also be corrected for any inefficiencies in which good
events may be lost. Some of these, the /3tofj3cut efficiency anderenkov cut
efficiencies, have already been discussed in Sections 3.3.1 and 3.3.2. Othercor-
rections include things like data acquisition dead times, track finding efficiencies,
and absorption of pions in the spectrometer.All efficiencies, where applicable,
are applied to each run when creating histograms for Monte Carlo comparison or
simply accumulating charge normalized counts.
3.4.1. Trigger (3/) Efficiency
The trigger efficiency, although often assumed to be essentially perfect in
Hall C experiments, is perhaps one of the most crucial quantities inan experiment
of this nature.In both the HMS and SOS, the scintillators play a key role in
determining a trigger, as discussed in Section 2.6. In the SOS, the trigger requires
3 of the 4 scintillator planes to fire.In the HMS, the electron trigger is a bit77
more complicated, but the 3-of-4 requirement is also quite important.Hence,
any determination of the overall trigger efficiency must begin with the scintillator
efficiency.
3.4.1.1. 3/4 Efficiency
Given the efficiency of each scintillator plane, the probability to have 3 of
the 4 planes respond to a given event (the 3/4 efficiency) can be calculated,
= l2&+ P1P2P3(1P4) + P1P2(1P3)P4 (3.5)
+ P1(1P2)P3P4 +(1P1)P2P3P4,
where P represents the efficiency of the nth plane. At high momentum (where
multiple scattering is small), the plane efficiency can be calculated by projecting
the fitted track to each plane and testing to see if the scintillator paddle that
intersects the track has fired. This is essentially the default calculation used in
the replay ENGINE. While this method works well at high momentum, at lower
momentum, multiple scattering causes the true particle trajectory through the
scintillators to deviate from that of the fitted track.For this experiment, the
"tracking based" efficiency calculation can only really be used for the one or two
planes of scintillators closest to the drift chambers.
In this analysis, the absolute 3/4 efficiency is determined by examining a
subset of runs and applying a non-tracking based algorithm which requires hits in
the other three planes to determine whether an event should have given a signal
in the fourth.Requiring signals in the other three planes ensures that a valid
trigger would be formed whether the fourth plane fires or not. Hence, one has
an unbiased sample with which to measure the efficiency of that plane. Particle
identification signals are also used to ensure that the trigger efficiency is calculatedfor the particle of interest. For example, the last plane of scintillators in the SOS
will tend to show a lower efficiency for pions than electrons. This is due to pion
absorption or hadronic scattering which reduces the probability that a pion will
give a signal in the lastplane.6The non-tracking based3/4efficiency calculation
is checked using a run at each kinematic setting(4)for each target(3)and pion
polarity. The tracking based3/4efficiency calculations are used to verify that
the hodoscopes are behaving consistently over time. The scatter in the efficiencies
measured from the sample runs at each kinematic setting is used to parameterize
the uncertainty in the3/4efficiency.
An additional complication arises from the fact that throughout the run-
ning ofE91003,one photomultiplier in each spectrometer was giving no signal
at the trigger level (one in the HMS 1X plane and one in the SOS 2Y plane).
Although there are tubes on both sides of each paddle, the trigger requires sig-
nals from both. Hence, one dead PMT effectively makes the whole paddle dead
at the trigger level. This means that every particle passing through that paddle
requires a3/3trigger in the other three planes. In the worst case, this reduces
the3/4efficiency for those events to95%. Despite this problem however, the
overall3/4efficiencies (averaged over the spectrometer acceptance) are still quite
high. In the HMS, the3/4efficiency is 0.997 ± 0.001 independent of momentum
6Pion absorption in the spectrometer is addressed in Section3.4.7. Acorrection is
applied for absorption, but this is distinct from the3/4efficiency as discussed here.
The absorption correction is applied only for those events that had nochanceto givea
trigger, i.e. do not make it to the third layer of scintillators. However, the3/4efficiency
corrects for those pions that may reach the third layer, but pass through without giving
a signal in that layer. Hence, the probability to give a signal in the fourth layer must
also be included in the3/4calculation, even if that lack of signal comes from absorption.79
setting. In the SOS, the 3/4 efficiency is 0.987 ± 0.002 at Psos = 0.29 GeV/c and
0.996 + 0.002 at Psos = 1.0 GeV/c.
3.4.1.2. SOS Trigger Efficiency
Since the SOS trigger merely requires the 3/4 scintillator signal withno
additional particle identification, the SOS trigger efficiency is given by the 3/4
efficiency. In this case, one may be concerned that the particles passing through the
"dead" paddle in the SOS 2Y plane may influence the physics distributions since
the 3/4 efficiency may be up to about 5% lower in that one region. However, since
the 2Y plane is in the non-dispersive direction, the y-position at that plane is not
highly correlated with any physics variables of interest. Furthermore, Monte Carlo
tests in which events striking the bad paddle are weighted with the lower efficiency
(as opposed to an overall efficiency applied to the data) indicatea difference in the
extracted cross section of less than 0.2% in the worst case (for the low momentum
pion data).Therefore, it is sufficient to apply a global correction to the data
rather than specifically accounting for events that pass through the bad paddle.
The SOS trigger efficiency is assigned the values for the 3/4 efficiency given above;
0.987 + 0.002 at Psos = 0.29 GeV/c and 0.996 + 0.002 at Psos= 1.0 0eV/c.
3.4.1.3. HMS Trigger Efficiency
In the HMS, the inefficiency caused at the trigger level by theone dead
paddle is mostly compensated for by the alternate legs in the trigger. The HMS
will give a trigger if either the ELLO or ELHI condition is satisfied (see Section 2.6).
ELLO requires a signal from the Cerenkov as well as 2/3 of the following; the 3/4
scintillator signal, the STOF (which requires at least one scintillator plane eachin the front and back), or the PRLO signal (low threshold on the first layer of
the calorimeter). The ELHI leg of the trigger also requires the 3/4 signal,as well
as the PRHI signal (high threshold on the first layer of the calorimeter) and the
SHLO signal (low threshold on the total calorimeter signal).
Assume we have particles that do not hit the dead scintillator. In thiscase
the 3/4 efficiency is1 (greater than 0.9995). STOF is automatically satisfied
for events that satisfy the 3/4 condition and a trigger will be formed if either the
gaserenkov fires, or the remaining signals in ELHI are present. Theerenkov
is 99.7% efficient and the AND of PRHI (81.3% to 97.50% efficient) and SHLO
(65.2% to 98.9% efficient) is present 53% of the time at low momentum and 96%
of the time at high momentum. Thus, the overall trigger efficiency is0.9985 at
low momentum and1.0 at high momentum.
For particles incident on the dead scintillator, the 3/4 efficiency drops to
0.967.Particles that satisfy the 3/4 condition then havea trigger efficiency of
0.9656 at low momentum and 0.967 at high momentum.
For those events that do not satisfy the 3/4 condition, a triggercan still
proceed via the ELLO leg.In this case, one requires the STOF signal (a 0.966
probability for those events that do not satisfy 3/4), the PRLO signal (0.994or
greater), and the gaserenkov (0.997). Therefore, we recover about 95.75% of the
events that do not give a 3/4 signal, giving an overall trigger efficiency for these
worst case events of0.997 at low momentum and0.9985 at high momentum.
The above result indicates that the trigger efficiency variation at the dead
scintillator paddle is only about 0.15%. Therefore, it is quite safe to assignone
correction over the whole acceptance without fear of having distorted shapes inany
physics variables due to local trigger efficiency changes. The overall HMS trigger
efficiency at low momentum is limited by the efficiency of the calorimeter signals,[31
while at high momentum it is effectively one. Hence, the HMS trigger efficiency is
assumed to be 0.999 + 0.001.
3.4.2. Computer and Electronic Dead Time
Since electronic modules and computers require some finite time to process
an event, one must correct for events that are lost or not recorded during this
processing time. In general, dead times can be divided into two categoriesnon-
extendible (or non-paralyzable) and extendible (paralyzable) [35].In the non-
extendible case, the module in question ignores new inputs while processing an
event. So-called extendible modules will accept additional input while processing
the first event, and extend the output generated accordingly.
Given a mean event rate R, the probability to find n counts in a time t is,
P(n)
(Rt)ne_Rt
n!
(3.6)
and the mean number of counts in that time is just Rt. If an event causes a given
element to be busy or "dead" for a timeT,the number of counts missed will be
Rr. Furthermore, in the non-extendible case, the time that the output is busy will
not be extended so that the ratio of measured counts to the true number of counts
(the so-called live time) is just,
1
(Livetime)n_extendabje = (3.7) 1+Rr
This is the case applicable the Hall C data acquisition system, the source of com-
puter dead time. In this case, the Trigger Supervisor sends a "TS-BUSY" signal
7A subset of runs was accidentally taken with the STOF signal removed from the
trigger, making the ELLO leg basically 3/4 and PRLO. In this case, though, the trigger
efficiency is still 0.989. The affected runs are corrected for this additional inefficiency,
with no additional uncertainty included.to the 8LM while processing a trigger. The 8LM then suppresses all output until
the Trigger Supervisor is ready for another event.
Experimentally, the computer dead time is directly measured by scalers that
record the number of triggers and pretriggers. Since pretriggers are generated for
each particle, and triggers are only read out for those events for which the Trigger
Supervisor is not busy, the computer live time is,
Ntrigger
(3.8) Computer L.T.
Npretrigger
The triggers and pretriggers are recorded in both the HMS and SOS scalers, how-
ever the SOS scalers are used for the correction due to some occasional erratic
behavior in the HMS pretrigger scaler. Figure 3.9 shows the experimentally mea-
sured computer live time compared to the live time as calculated using Equa-
tion 3.7. The effective gate width of 'r = 579.4 ps has been fit using data for which
Computer L.T. > 0.6. The effective r shown on the plot represents the mean time
to process an eventsince HMS and SOS singles may be processed slightly faster
than coincidence events, small deviations may arise from changing singles rates
relative to coincidence rates. Furthermore, at high rates, the live time becomes
extremely sensitive to things besides the Trigger Supervisor processing time, such
as network traffic and read-out computer load. In fact, during some of these runs,
it had been noted in the logbook that the data "stuttered in" at times, the readout
scalers freezing for a few seconds and then counting again. The data is corrected
using the measured, not the theoretical dead time.
The measurement of the computer live time for these high rateruns can
be tested by looking at the run-to-run yields. The triangle points in Figure 3.9
were all taken at the same kinematics with the same target, but the measured
computer live times range from 0.383 to 0.457. If the computer live time is being
measured correctly, then the charge normalized, live time corrected yield should1
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FIGURE 3.9. Measured computer live time as a function of total event rate into
the Trigger Supervisor. The curve is from Equation 3.7 withT= 579.4 ps. Devia-
tions from the curve at high rate are likely due to network traffic and loadon the
computer that transfers the data to disk.
be independent of live time. Figure 3.10, in which the corrected yield is plottedas
a function of computer dead time (1Computer L.T.), shows that this is indeed
the case.
The uncertainty in the computer live time measurement is estimated by
the deviation of the measured value from the value calculated from the total rate
(excluding the extremely large dead time region where spurious effectsare large).
The resulting uncertainty is 0.1%.1580
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FIGURE 3.10. Run-to-run efficiency corrected yields for runs taken at the same
kinematics, but with large variations in dead time. Error bars show statistical
uncertainties only. The dead time correction varies by about 20%, but the yields
agree to better than 2%. The solid and dashed horizontal lines denote the mean
yield and its statistical uncertainty.
While the computer dead time can be calculated as a non-extendible source
of dead time, it is not exactly clear how to treat the electronic dead time. Electronic
dead time occurs when logic or discriminating modules in the trigger are busy and
can not process new events. Some of these modules are paralyzable and some are
not, so it is not clear which kind of dead time is appropriate.It will be shown
however, that in this particular case, it is not crucial that we make the distinction.
In the extendible case, a module will output a pulse for every event that
comes in. Hence, for a module that puts out a 30 ns pulse, the arrival of a secondsignal 10 ns after the first will result in a total pulse length of 40 ns. Thus, only
events that arrive a time r later than the previous event (even if that event is NOT
the one that has caused the module to be busy) will be recorded. The distribution
of the time between events is,
P(t)=Re_Rt. (3.9)
The probability that t > r then gives the live time,
(Live time)extendabje = P(t > T)=/Re_Rtdt=er. (3.10)
Jr
Here, the effective gate width is quite small (50 ns), so that it is always true
that Rr << 1. In that case, expanding both Equations 3.7 and 3.10 to first order
in Rr yields,
(Live time)extendabze(Live time)n_eztendabze 1Rr. (3.11)
Hence, it is not important whether we treat the electronic dead time as an ex-
tendible or non-extendible source.
Unlike the computer dead time, the electronic dead time is not directly
measurable and must be inferred. This is done using the so-called EL3O, EL6O,
EL9O, and EL12O scalers. These are simply modules that take the original pretrig-
ger signal and copy it into gates of varying length (i.e. 30 ns, 60 ns, etc.). Using
knowledge of these gate widths and the width of the limiting gate in the pretrigger
and assuming Rr << 1 so that Equation 3.11 is valid, one can extrapolate to zero
gate width and calculate the true number of events. For example, if the limiting
gate width is 30 ns, then the "true" number of counts is,
/ NEL6ONEL12O \
Ntrue = Nmeasured +
6Ons)
3Ons. (3.12)
And in fact, when the trigger was designed, it had been assumed that the limiting
gate width was 30 ns as that was the width of the "pretrigger" output. However, itturns out that a module earlier in the trigger logic (the scintillator discriminators),
which has a gate width of50 ns, is the true limiting width in the trigger system
(see Ref. [36] for a discussion of how this was determined). For a 50 ns gate width,
the number of true events as extrapolated from the EL* scalers is,
Ntrue = Nmeasured + NEL120) . (3.13)
The electronic dead time is calculated in the HMS and SOS separately using the
second extrapolation, and the resulting correction is applied on a run by run basis.
The electronic live time as calculated in the SOS and HMS is shown in
Figure 3.11. The rate dependence for each is fit to the approximate form given in
Equation 3.11. The uncertainty in the correction is estimated from the deviation
of the measured value of r from the expected value of 50 ns (this deviation may
not only be coming from the fact that we have estimated the limiting gate width
a bit wrong, but from the EL6O, etc.scalers not being set in exact increments
of 30 ns).This gives an uncertainty of 10% of the size of the correction, or a
maximum combined (HMS+SOS) uncertainty of0.3% (i.e. 10% of 3%).
3..3. Coincidence Blocking
The use of the coincidence time between the HMS and SOS to identify
good coincident events at the interaction vertex has already been described in
Section 3.3.4.However, in some cases the coincidence time TDC may receive
spurious non-coincident events close enough in time to thecoincidence8event to
81n this context, a coincidence is defined as any event, be it a real or random coincidence,
that has overlapping pretrigger gates from the HMS and SOS, and hence is defined as a
coincidence pretrigger at the 8LM.1
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FIGURE 3.11. Electronic live time as a function of pretrigger rate in the SOS and
HMS. Each is fit to the approximate form for the live time given in Equation 3.11.
Due to the higher particle rate, only the SOS is a significantsource of electronic
dead time.
interfere with the proper measurement of the coincidence time. These so-called
"coincidence blocking" events result in values of the measured coincidence time
outside the main timing window (in this case, the sum of the HMS and SOS
pretrigger gate widths: 40 ns + 20 ns = 60 ns) causing these events to be lost due
to the coincidence time cut.
A raw coincidence timing spectrum is shown in Figure 3.12 and illus-
trates the effect of the coincidence blocking events.A "normal" coincidence
event is started at the TDC by a delayed HMS signal (ANDed with the long10
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FIGURE 3.12. Raw HMS coincidence time spectrum showing coincidence blocking
events. The main coincidence window is shown in the shaded region, while the
regions to the left and right are from early singles events in the SOS and HMS
respectively.
coincidence trigger signal coming from the trigger supervisor) and stopped by the
SOS. The resulting 60 ns coincidence window is shown in the shaded region around
coincidence time = 0ns. The events to the left of the main coincidence window
are caused by SOS singles triggers that come before the coincidence SOS event and
stop the TDCprematurely.9Events to the right of the main window are caused
by HMS singles events that arrive before the coincidence HMS event, causing an
9This may seem strange in that a prior event is stopping a TDC started by the event
that comes after. However, this is possible due to the long gate output by the Triggerearly start at the TDC and hence a larger value of the measured coincidence time
(and all other TDC values).
The above descriptions are, of course, rather simplified versions of what
really transpiresa more complete discussion is presented in Ref. [36]. The impor-
tant point here is to realize that the number of blocked coincidences will be directly
related to the event rate in each spectrometer. In fact, one can parameterize the
effect in terms of a kind of dead time and fit the fraction of blocked events toa
correction of the form given by Equation 3.11. Such a fit is shown in Figure 3.13.
The "measured correction" is simply given by
Nbz0k Coinbiock =
Ntotai'
(3.14)
whereNb1krefers the number of "early SOS" or "early HMS" events (as taken
from the actual coincidence time spectrum) andNtotaiis the total number of events,
regardless of measured coincidence time. The effective gate width of the correction
is fit for the "early SOS" and "early HMS" events independently. The correction
used in the analysis is from this fit, and is given by,
Coinbiock = (1R0 rsos)(1RHMS THMS), (3.15)
whereRSOS(RHMS)is the event rate in the SOS (HMS) as measured by thepre-
trigger rate and the values of Tsos andTHMsare from the fits shown. The un-
certainty in the correction is parameterized in terms of the deviation between the
measured value as given by Equation 3.14 and the calculated valueas given by
Equation 3.15. The total uncertainty in the coincidence blocking correction (HMS
and SOS combined) is 0.1%.
Supervisor upon receiving a coincidence trigger, combined with the retimed pretriggers
used to ensure proper ADC/TDC readout.90
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FIGURE 3.13. Measured coincidence blocking correction due to SOS and HMS
singles as a function of rate. Lines are fits of the form 1RTwith the value ofT
noted on the plot.
3.4.4.Tracking Efficiency and Multiple Tracks
Failure to find a track for a given event can arise from either failure of
the tracking algorithm or drift chamber inefficiency. The efficiency for findinga
track is calculated by choosing events that should have passed through the drift
chambers and determining the number of those events for whicha track is found.
The scintillators are used to define events that should have passed through the
chambers, requiring hits on particular paddles that define a fiducial area.91
While the above is sufficient to determine the tracking efficiency averaged
over all particle types accepted by the spectrometer, it is necessary to further con-
strain the tests such that the tracking efficiency is calculated only for the particle
of interest. This is especially important for the low momentum + data. In this
case, many slow protons (with very low tracking efficiencies) are also accepted, thus
potentially biasing any calculation of the tracking efficiency that does not discrim-
inate between particle types. Cuts on time-of-flight and energy deposition in the
scintillators'° are used in the SOS to select pions when calculating the tracking
efficiency. In the HMS, no discernible difference is found when selecting electrons
only (as opposed to electrons and pions), so no particle identification is used in
the HMS tracking efficiency calculation. The resulting efficiencies in both spec-
trometers are rather high, typically9697% in both, with some dependence on
rate.
Examination of the events that fail to track reveals that typically about
25% of those events come from having too many "hits" in the drift chambers.
The tracking algorithm allows a maximum of 15 hits per chamber in the HMS
and 25 hits per chamber in the SOS. These values are chosen so as to give a
reasonably high tracking efficiency while optimizing processing time, since events
with more hits take longer to evaluate.At low SOS momentum, the number
of events that cause too many hits in the drift chambers rises to about 50% of
the events not tracked. The remaining untracked events fail merely because the
tracking algorithm fails to find a track, or there are not enough hits to satisfy the
'0Note that these cuts are stricter than those used in the analysis.In this case it
is important to have a pure pion sample, even at the expense of throwing some pions
out. In the normal analysis, any contaminating protons are eliminated by the random
subtraction.92
requirements of the tracking routine (hits on at least 5 planes in each chamber).
The one-event display, combined with particle identification information for the
untracked events reveals that these events look like valid events (as opposed to
particle showers from scraping in the magnetic elements) and should be accounted
for in the data analysis (see Figure 3.14). A scale uncertainty of 1.5% (based on
the method of the tracking efficiency calculation) with a random uncertainty of
0.5% (based on variation of the tracking efficiency with rate) is assigned to the
tracking efficiency correction.
At high rates, there is a non-negligible probability that more than one
particle will traverse the drift chambers within the200 ns TDC window (± 100 ns
around the trigger). However, the engine will pick only one of these tracks and,
furthermore, this track may not be the one associated with the particle that gave
the initial trigger. There are two distinct cases of interest here.In the first, a
random single may traverse the drift chambers before a coincidence. In the second,
a coincidence traverses the drift chambers before asingle.11
In the case in which the single comes first, the single may give a valid trigger.
Tithe single trigger is read out by the data acquisition, the lost coincidence will
be accounted for in the computer dead time.If the single trigger is not read
out (because it has been prescaled away), it will "block" the coincidence time of
the good coincidence and the lost event will be taken care of in the coincidence
blocking correction (see Section 3.4.3). If the single does not give a trigger (e.g. a
slow proton as described in Section 2.6.2), the later coincidence event will give a
good trigger and be read out. However, the single will still give hits in the drift
"The issue of two coincidences arriving within 200 ns of each other is not considered
due to the extremely low coincidence rate relative to the singles rate.PERSPECTIVE VIEW
SOS
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FIGURE 3.14. One event display for a pion trigger in the SOS that failed to track.
Intersecting lines in the drift chambers (first two planes in detector stack and in
blow-up view) denote "hit" wires. This is clearly an event that should have been
tracked but was not due to failure in the tracking algorithm.
chambers and there is a chance the wrong track will be selected and associated
with the coincidence time of the good event.
In the case in which a coincidence comes first and a single comes later,
the hits from the later single may also cause the wrong track to be associated
with the coincidence time from the original trigger.In this case, there are no
other effects that may cause the coincidence to be lost that may be accounted
for in other corrections. Therefore, all cases of a single arriving less than 100ns94
after the coincidence must be considered in any correction made for selection of
the wrong track.
At negative polarity, almost every single that passes through the drift cham-
bers gives a valid trigger. This is also true at positive polarity at higher momentum.
Therefore, we oniy need consider those events for which the coincidence comes be-
fore the single. The probability to lose a "good" event due to the two track problem
is then reduced by about a factor of two. In the case of low momentum, positive
polarity particles entering the spectrometer, about half the rate in the drift cham-
bers comes from slow particles (protons) that give no trigger signal. In thiscase,
then, all the events for which the single arrives after the coincidence and half the
events for which the single arrives before the coincidence must be included. Hence,
about 3/4 of the total number of "2 track" events can contribute to any potential
track misidentification at low momentum positive polarity.
The two-track problem is helped by the fact that the track closer in time to
the trigger is likely to have the correct drift distance and hence a betterx2than
the later (or prior) track, and therefore be chosen as the good track. Examining
the one-event display and choosing events where it is clear from the drift chamber
hit patterns that there are two good (distinct) candidate tracks,one can examine
the hit pattern in the scintillators to choose which track should be associated with
the other detector signals. It turns out that about 90% of the time, the tracking
algorithm chooses the correct track.
So far, we have not addressed the fact that, in the discussion about tracking
efficiency above, it was noted that a significant fraction of the events for whicha
track is not found come from having too may hits in the drift chambers. At this
point, it should be clear that a number of these events with too many drift chamber
hits could potentially be events with more than one particle passing through the95
chambers. Therefore, we could be double-correcting for those events for which two
particles pass through the chambers, but also cause there to be too many hits.
Looking at a sample of these events with the one event display, we see that for
negative polarity and high momentum positive polarity settings, about 5% of the
expected rate of "2 track" events result in too many hits in the drift chambers. At
low momentum, positive polarity, this fraction rises to about 25%. Thus, the total
rate of "2 track" events contributing to track misidentification should be reduced
by the number that cause too many hits in the chambers, since these are already
corrected for in the tracking efficiency.
Finally, we can calculate the fraction of good events that will be lost in
terms of the particle rate through the drift chambers(R- estimated using the rate
in the plane of hodoscopes closest to the chambers) as follows,
Pwrong track - 0.1 X Cjeoreater X Cr00manyXRX TDC, (3.16)
where IDC is the effective amount of time for which the drift chambers will accept
hits (200 ns) and Cf,.e/after is the correction for the fact that some (or all) of
the lost events in which the "extra" track comes before the track associated with
the trigger are already taken into account in dead time and coincidence blocking
corrections (Ci,o,.eiater = 0.5 at negative polarity and/or high momentum and
0.75 at low momentum and positive polarity). Cr00manyis the correction for the fact
that some "2 track" events cause too many hits in the drift chambers, causing them
not to be tracked at all, which is taken care of in the tracking efficiency calculation
(Coo manyO .95 at negative polarity and high momentum positive polarity and 0.75
at low momentum positive polarity). The factor of 0.1 accounts for the fact that,
given two tracks, the tracking algorithm will select the right track 90% of the time.
Pwrong track is typically less than 0.1% at all settings in the HMS. In the
SOS, Pwrongtrack rangesfrom 0.1% to 0.7% at P = 1.0 GeV/c and from 0.1%to 0.6% at P = 0.29 GeV/c. The uncertainty in this correction comes from the
fraction of the time the tracking algorithm picks the correct track, 0.9 ± 0.05, and
the effective drift chamber gate width. While the TDC cut is known, the hits
for a single track have a range of TDC values, so'DC= 200 ± 50 ns. Since the
correction is only significant in the SOS, and the rates at differentsettings are
rather similar, the uncertainty in the correction is largely scale (0.3% in the
worst case) with negligible amplification betweensettings.
3.4.5. SOS Oerenkov Signal Blocking
Another correction similar in nature to the "2 track" correction discussed
above is the SOS Cerenkov signal blocking. As discussed in Section 3.3.2, the
SOS gaserenkov is used to separate negatively charged pions from electrons.
The window during which the gas Cerenkov ADC is read out is about 140 ns long.
Signals associated with the trigger show up at about 55 ns, hence if a particle passes
through the gas Cerenkov within about 85 ns after the first particle, some fraction
of the signal caused by the second particle will also be read out and associated
with the initial trigger. This means that if an electron passes through the detector
less than 85 ns after a pion, there will be someerenkov signal associated with
that pion and the event discarded due to the cut used in the analysis.
A sample spectrum of the SOSerenkov TDC is shown in Figure 3.15
for events in which the SOSerenkov produced a minimum of 2 photoelectrons
(the nominal electron cut). The prominent peak in the center corresponds to the
case where there are no early or late "extra" electrons for the event. The broad
background to the left and right of the peak comes from electrons (not associated
with the original trigger) that pass through the gas Cerenkov detector volume10
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FIGURE 3.15.sosCerenkov TDC spectrum for events identified as electrons by
the Cerenkov ADC. The peak corresponds to the signal from electrons that cause
the trigger, while the backgrounds to the left and right come from earlier and later
electrons, respectively. The scale is 10 TDC channels/ns.
before and after (respectively) the original "trigger" electron. In the case where
we are concerned about electrons contaminating the coincidence pion signal, only
the region to the right is of concern as any early single electrons will cause the
coincidence time to be "blocked" as described in Section 3.4.3.
The number of pions lost to these "Cerenkov blocking" electrons can be
calculated from the raw electron rate and the effectiveerenkov TDC width
(85 ns). The SOSerenkov blocking is then,
SOS C Block = 1PeRscinTO, (3.17)where ris 85 ns, is the raw particle rate through theerenkov detector (as
determined using the scintillator signals), and Pe is the fraction of those events
that are electrons. The electron fraction can be determined from looking at the
singles triggers, which provide an unbiased sample of the particles entering the
spectrometer (as opposed to the coincidences which are biased in favor of pions).
Fortunately, the electron fraction does not depend strongly on current, but only on
kinematic setting (i.e. beam energy and spectrometer angle and momentum) and
target. Hence, it is sufficient to determine the electron fraction from a small sample
of runs at each setting. The electron fraction and size of the correction at each
kinematic setting and each target for representative runs is shown in Table 3.4. It
is important to note that the correction can be large (up to 4-5%) and is quite
different at the different e settings.This is quite important in that failure to
account for this effect can dramatically affect the separation of the longitudinal
and transverse cross sections.
The SOSerenkov blocking correction can be checked by making use of
the fact that all "coincidence" electrons entering the SOS are random coincidences,
hence they should subtract away if not removed by the SOS Cerenkovcut.12There-
fore, the size of the blocking correction should correspond to the difference in ran-
dom subtracted, real pion coincidences with and without the Cerenkov cut. The
'2One may wonder why we bother to separate the pions and electrons at all if the random
electrons just subtract away. At some settings, the increase in the number of random
coincidences that comes from not cutting away the electrons increases the statistical
uncertainty an unacceptably large amount. Even in those cases where the increase in
statistical uncertainty is comparable to the uncertainty in the blocking correction, one
must keep in mind that we are also sensitive to distributions in this analysis. Some of
these distributions have low statistics tails in which the loss of statistical precision is
much greater than for the integrated counts alone. Therefore, to maximize our ability
to analyze the data distributions, it is preferable to cut away the random electrons.W
(GeV)
Target Fe-eRate
(kHz)
SOS C-block
(%)
1.150.437 D 0.648123.2 1.05
He0.790140.3 1.19
0.861 D 0.074 7.1 0.06
He0.123 4.1 0.04
1.600.490 D 0.873554.4 4.71
He0.892452.6 3.85
0.894 D 0.103 18.8 0.16
He0.126 12.0 0.10
TABLE 3.4. SOS Cerenkov blocking effect at each kinematic setting for each
(relevant) target.Note that the correction is quite different at each c setting,
significantly affecting the extraction of the longitudinal and transverse cross sec-
tions. The blocking effect shown here is for a particular representative run at each
setting/target.
erenkov blocking effect is largest for the W = 1.6, low , deuterium data. In this
case, the mean electron rate is 536.2 kHz and the expected correction is 4.56%.
The difference in random subtracted yields (with and without Cerenkov cut) at
this setting is 4.48 + 0.15%, in good agreement with the expected value.
The uncertainty in the SOS Cerenkov blocking correction mainly comes
from the size of the eerenkov timing window.Depending on the time of the
original trigger, the Cerenkov TDC has some range of values up to which itwill
accumulate the ADC signals.Also, the shape of the signal going to the ADC
will determine what fraction of the signal must be included in the ADC gate,
introducing some small variation in the effective gate width. Looking at the TDC
distributions for a variety of runs and kinematics, the TDC window is taken to
be 85 + 5 ns.This corresponds to an uncertainty in the worst case of about
0.3%. Since the rates are so different at eachsetting, this uncertainty propagates100
directly into the longitudinal and transverse separations with little cancellation
(although there will be some cancellation in the separated target ratios).
3.4.6. Helium-3 Pressure Correction
During the running of E91003, the helium-3 target cell developed a small
leak. Fortunately, the loss of material was slow enough that the target was still
usable. However, because of the leak, the pressure of the material in the target
changed over time. Since the helium-3 target was a high pressure target, this had
definite and measurable effects on the target density.
Fortunately, the pressure of the helium-3 target material is incorporated in
the stream of data acquired during runs. Using the average pressure as measured
during the run (the pressure did not change a significant amount over the course
of a single run), the data is normalized run-by-run to a common helium-3 target
density at a pressure of 130 psi (the actual pressure of the target ranged from
122 to140psi). The pressure dependence is interpolated from data tables, which
give the absolute density to a precision of 1% [37].The pressure gauge used to
monitor the pressure in the target cell is good to 1%, and sincedp/p0.4(dp/p),
the relative density is monitored to a precision of0.4%.
The effect of the helium-3 target pressure correction is shown in Figure 3.16.
Here, charge normalized SOS pretriggers (including corrections for target heating
effects) from the W = 1.15 GeV, low c, irrunning is plotted as a function of target
pressure. Although the target density changed by more than 2% over the course
of this running, the pressure correction calculated as described above removes the
dependence on target pressure.347
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FIGURE 3.16. Charge normalized SOS pretriggers as a function of helium-3 tar-
get pressure. Points are from the W = 1.15 GeV, low c, irdata. Squares are
uncorrected data while triangles include the pressure correction described in the
text (i.e. normalized to the target density at a pressure of 130 psi).
3.4.7.Pion Absorption in the SOS
One of the larger corrections is that for pion absorption in the materials
that the pion traverses on its way to the SOS and inside the SOS detector hut itself.
Pions may interact hadronically resulting in no pion in the final state in the case of
true absorption, or in very large angle scattering such that the pion fails to remain
in the spectrometer acceptance. It will be seen that the overall uncertainty in this
correction is rather large, however, since we are primarily interested in ratios of
cross sections, the uncertainty largely cancels.102
The fraction, T, of pions that do not interact (hadronically) on the way to
and through the SOS can be expressed,
T =e>1t1 (3.18)
wheret2is the thickness of the ith material and ), is the interaction length of that
material. The interaction length is given by,
cIA
(3.19)
with p the material density,NAis Avogadro's number, A is the atomic mass and
cIAis the relevant ir-A cross section. Hence, given the appropriate cross sections
and materials properties, the pion transmission can be calculated.
The large uncertainty in this calculation is the choice of which 7r-A cross
section is the most appropriate; the total cross section (all hadronic interactions),
the "true" absorption cross section (no pions in the final state), or the reaction
cross section (all hadronic interactions excluding elastic scattering).The true
absorption cross section, being a subset of the total and reaction cross sections, is
the smallest of the three alternatives and gives an upper limit to the transmission
calculation. On the other hand, the total cross section, which encompasses all
hadronic interactions, can serve as a lower limit. Certainly, one would expect that
since the elastic cross section is peaked in the forward direction, a large number of
elastic events would still give a good trigger. Furthermore, even pions that scatter
inelastically may still give a valid trigger. Hence, the transmission is calculated
using the reaction cross section (= absorption + inelastic) which is roughly the
mean of the total and absorption cross sections. The uncertainty is then taken
from the transmission as calculated using the two limiting cases of absorption and
total cross sections.103
Pion kinetic
energy (MeV) cr0(mb) q CTO(mb) q
85 26.030.948(32.49)(0.858)
125 84.470.659103.9 0.587
165 117.30.560142.3 0.491
205 117.40.534(140.4)(0.475)
245 101.90.545(120.1)(0.491)
315 69.580.608(79.86)(0.560)
584 42.5 0.69943.8 0.699
712 44.70.68946.1 0.688
870 47.90.67949.4 0.677
1228 46.50.683 46.5 0.689
1447 45.20.68844.7 0.696
1865 39.60.704 38.8 0.712
TABLE 3.5. Parameterization constants for A dependence of it-A reaction cross
section. The cross section is fit to the formCTA= Numbers in parentheses
are not fit from actual data, but interpolated from 7r/lr+ ratios at other energies.
For large A materials (A > 4), the A-dependence of the it-A cross section
is calculated using a parameterization of the form,
TA =O-OA, (3.20)
witha0and q fit from experimental data.For P, < 430 MeV/c, absorption,
reaction, and total cross section data from Ref. [38] are fit. For P, > 430 MeV/c,
reaction cross section data from Ref. [39] are fit. The total and absorption cross
sections are estimated by extrapolating the low energy data to higher energy, using
the energy dependence of the reaction cross sections as a guide.
A table ofa0andqvs. pion energy is used to interpolate the cross section
used for each material (see Table 3.5).For example, given a pion with kinetic
energy T,, = 600 MeV passing through some material, the A-dependent cross104
section is calculated at T,r= 584 and 712 MeV using Equation 3.20 and Table 3.5,
and the cross section at T. = 600 MeV interpolated from those two values. The
interaction length is then calculated from Equation 3.19.
For the special case of A3 (i.e., the cryogenic targets), the implementa-
tion is less straightforward. The A dependence as given by Equation 3.20 breaks
down, and one should use actual data where possible. For hydrogen and deuterium,
total cross section data is available in Ref. [40]. Unfortunately, data breaking down
the cross section into its component parts is not in abundance, so the approxima-
tion that the reaction cross section is approximately half the total cross section
is used. This approximation is quite good for large A materials and even holds
experimentally in helium-4 [41]. There is even less experimental data for helium-
3, however, calculations [42] consistent with elastic scattering data indicate that
one can well estimate the ir-3He total cross section by 1.5 times the ir-2H cross
section.Fortunately, in all cases, the transmission through the target is quite
large (> 98.5%), so even a rather large uncertainty in these estimates is tolerable.
The random uncertainty between targets (relevant for the ratios) is estimated by
comparing the transmission through each target as calculated using the total cross
sections (a worst case scenario) and is found to be1% for P = 0.29 GeV/c and
0.5% for P = 1.0 GeV/c.
One expects thedependence of the correction at each P to be quite small
since the ir-A cross section depends only on the pion momentum. Tests indicate
that this is indeed the case and that the correction for pion absorption varies by less
than 0.1% as a function ofsetting. The dependence on pion polarity (relevant for
deuterium ir/ir ratios) is also found to be rather small. At low P the difference
in the transmission based on the models used in the analysis is0.4% and the105
(GeV/c)
Transmission
I 5polarity
Iöxsec
%
0.29
1.0
90
95
1.0
0.4
0.4
0.0
5.8
II
3.5]
TABLE 3.6. Uncertainties in pion absorption correction. 5x3ec refers to the uncer-
tainty coming from choice of ir-A cross section, (total,reaction, or true absorption)
this uncertainty is not random in the L-T separation and cancels in the target
ratios. 8target refers to the uncertainty between the targets (hydrogen, deuterium,
and helium-3) and 6polarity is the uncertainty between pion polarity (irvs. 7r1.
uncertainty is taken to be the size of the difference. At high P, the difference is
estimated to be less than 0.1% and no uncertainty is assigned.
The size of the corrections and relevant uncertainties are summarized in
Table 3.6. The transmission is calculated using the list of materials given in Ta-
ble 4.1. The pion is considered to be detected if it makes it through 25% of the
third layer of scintillators (far enough to give a valid 3/4 trigger). The pion ab-
sorption is accounted for in the Monte Carlo event-by-event. Hence, the variation
of the it-A cross section with the pion momentum (across the SOS 6 acceptance) is
taken into account. Also, one can include the fact that muons coming from pions
that decay in flight will not interact hadronically, and hence will not be absorbed.106
4. MONTE CARLO OF THE EXPERIMENT
4.1. Overview
SIMC, the standard Hall C Monte Carlo, is based on the SIMULATE code
written for SLAC experiment NE18 [43, 44]. The main structure has been retained,
substituting the Hall C coordinate system and spectrometer Monte Carlos. Unlike
some Monte Carlos, SIMC does not simulate detailed detector response. Rather
it is used more in the sense of an aperture checking simulation. In general, SIMC
works as follows. For a given event, initial quantities such as position at the target
and kinematic quantities such as electron scattering angle are generated.The
initial kinematic generation limits are set by the user, generally larger than the
physical acceptance of the spectrometers. Checks are made as to whether a given
event is kinematically possible and the event is radiated and propagated through
the target, checking for energy loss and multiple scattering. Events are then sent
to the single arm Monte Carlos. These Monte Carlos simulate the magnetic optics
of the Hall C spectrometers and the event trajectories are calculated as they travel
through the magnets into the spectrometer huts. Inside the huts, the events are
checked to see if they strike the relevant detectors necessary to give a valid trigger.
Since the detector response is not simulated, all inefficiencies are corrected for in
the data (aside from the pion absorption correction described in Section 3.4.7).
Successful event trajectories are smeared inside the huts and tracks fit.Finally,
for each successful event, a weight is calculated which consists of a model cross
section modified by a radiative correction weight, an event generation weight, and
a Jacobian that accounts for the fact that the event is generated in spectrometer
coordinates instead of physics coordinates.107
It is worth noting that while SIMC does not attempt to simulate detailed
detector response, great care is taken to ensure that all kinematic and phase space
quantities are handled in a realistic manner. For example, the rastering of the
electron beam, as well as the energy spread and transverse size of the beam are all
accounted for. Effects such as multiple scattering, ionization energy loss and finite
resolution in track fitting are also included.
While the original NE18 Monte Carlo was used exclusively for(e, e'p)type
reactions, SIMC has been modified to handle meson electroproduction as well. Pre-
vious experiments have successfully used SIMC to model kaon electroproduction
[45, 36], and Ref. [27] has used SIMC for the analysis of pion electroproduction
data.
4.2. Pion Electroproduction
Experiment E91003 uses SIMC to model pion electroproduction in hydro-
gen, deuterium and helium-3. While the implementation is rather straightforward
for production from hydrogen, the situation is a bit more complicated for pro-
duction from the nuclear targets.In the(e, e'p)case, where the aim is often
the extraction of the nuclear structure itself, one generally iterates the spectral
functions until good agreement is found between the data and the Monte Carlo
distributions. In the case of pion electroproduction, the nuclear structure itself is
of secondary interest. In this case, the production is assumed to be quasifree, i.e.
the pion is produced from a non-interacting proton (or neutron in the case of ir
production) with some initial momentum coming from the Fermi motion in the
nucleus. While this procedure sounds straightforward, there are many ambiguities
and often "quasifree" is taken to mean different things by different people. Thenext section will focus on these issues and describe the event generation method
used in SIMC.
.2.1. Event Generation
In the case of pion electroproduction from hydrogen, the cross section is five-
fold, so five quantities must be generated. In SIMC, the variables of choice are the
spectrometer in-plane and out-of-plane angles for both the electron and pion arms,
as well as the final electron energy. All of these quantities are generated with a flat
distribution with the limits taken to be larger than the spectrometer acceptance
(with some slop added to account for multiple scattering and energy loss) so as to
ensure that the available phase space is filled. With these five variables specified,
the kinematics are totally determined and the pion momentum is calculated.
In the case of pion production from a nuclear target (deuterium or helium-
3) the situation is more complicated.There is an extra degree of freedom in
that the differential cross section is now six-fold, and the final pion momentum
is not specified by the above five variables. However, one can assume quasifree
production from one of the nucleons in the nucleus. In SIMC this is implemented
using a momentum space wave function for the "struck" nucleon. The deuterium
wave function is based on a Bonn potential calculation [45] while the wave function
for helium-3 is based on a Fadeev calculation [46].The nucleon momentum is
generated according to the momentum distribution while the direction is generated
uniformly in cos 9 and q.
Since the struck nucleon is bound in a nucleus, the energy of the struck
nucleon is not specified by its momentum, i.e.,
(4.1)109
Hence, some off-shell prescription must be chosen to fully determine the kinematics.
In SIMC, the philosophy has been taken that, since the "spectator" nucleon (or
nucleons) is not an active participant in the reaction, there isno mechanism by
which to knock it on-shell.Therefore, the spectator is taken as on-shell in the
initial state, and the energy of the off-shell, struck nucleon is then given by the
requirement that the total momentum of the nucleus is zero, and the total energy
is the mass of the nucleus,MA.In the case of the deuteron, then, the energy of
the struck nucleon is
E8tk =MD/mpectat.+ P'ermj (4.2)
whereMDis the deuteron mass, mspectat,,. is the on-shell spectator nucleonmass,
and PFermi is the momentum of the struck and spectator nucleons.
In the case of helium-3, the off-shell prescription is more complicated. Not
only is there the momentum of the struck nucleon, but the two spectatorscan have
some relative momentum between them. To address this issue, a simple model
spectral function is used. A spectral function describes the probability to finda
nucleon in a nucleus with some momentum and energy. Typically, this is described
in terms of the so-called missing momentum, Pm, and missingenergy, Em. In this
case, Pm is simply what we have called PFermi, while Emisthe difference between
the invariant mass of the spectator nucleons + (on-shell) struck nucleonmass from
the target nucleus mass,
Em=M2spec+MstruckM3He. (4.3)
In our case, we use Em from the spectral function to determine the invariantmass
of the 2-spectator system. Then the energy of the struck nucleon is given by,
Estruck=M3He/MLC+j%ermj (4.4)110
The spectral function used is a factorized (we assume the Em and Pm distributions
are independent) approximation of a calculation [47] fit to 3He(e, e'p) data [48].
Both the helium-3 and deuterium off-shell prescriptions give good starting
points in describing the experimental data. As will be discussed in Chapter 5
however, some additional modification via the application of nucleon-nucleon final
state interactions is necessary to fully describe the process accurately.
4.2.2. Model and Jacobian
Once the generated variables have been thrown and the pion momentum
determined as described above, the five fold cross section must be calculated. As
described in Chapter 1, most models of pion electroproduction are written as the
product of the virtual photon flux (F) and the center of mass two-foldy*NirN'
cross section.For production from hydrogen, implementation of the model is
straightforward, and one need only calculate the Jacobian that takes one from the
*N center of mass to the lab frame. Since the boost to the center of mass frame
is along the virtual photon three momentum, q, this Jacobian is not difficult to
calculate.
For the nuclear targets, where it is assumed that the production is from a
nucleon that is now moving, things are more difficult. First, one must deal with the
issue that, in any cross section calculation, the first factor is the relative collinear
velocity between the projectile and the target,
1
VprojectiletargetI
(4.5)
For an electron impinging on a stationary target, this just gives a factor of Ee/pe. hi
the quasifree model, the nucleon moves. Furthermore, this motion is not necessarily
collinear with the impinging electron. Therefore, the usual cross section expression111
must be corrected by the factor [1PFermiPe/(Esiruckpe)], where the fact that
Eep for relativistic electrons has been used to simplify the expression.
Finally, one must now calculate the transformation that takes one from
the center of mass to the lab. Since the nucleon momentum is not collinear with
the virtual photon momentum, the boost is not necessarily collinear with either
q or the nucleon momentum. The Jacobian of the cross section transformation is
quite complicated, and a derivation is given in Appendix B. Note that often, it is
useful to ignore any components of PFermi transverse to q when calculating these
transformations, and this is a good approximation for q >> PFermi However, for
E91003 kinematics, q0.81.3 GeV/c, while some significant fraction of the
deuterium and helium-3 wave functions contribute at PFermiJ > 0.1 GeV/c. The
resulting quasifree model cross section is given by,
d5a ç1ab)1PFermi Pe (4 6)
dZedEedf EstruckPe d
where all quantities used in the model (W, 0cm, &m) are calculated in a manner
consistent with the kinematics used in the event generation so that the center of
mass cross section is truly evaluated in the frame where the total momentum is
zero.
It is important to note that because of the iteration procedure used to
analyze the data, the method used to extend the elementary model cross section
to quasifree scattering has little or no impact on the extraction of the experimental
cross sections (except to make the analysis more efficient), but it does come into
play in the calculation of the so-called "quasifree correction". This correction will
be described in more detail in Chapter 6.112
4.3. Spectrometer Models
After the vertex quantities for each particle have been generated, they are
sent to the single arm Monte Carlos where they are transported through the mag-
netic elements using a COSY INFINITY [32] model. In the case of the SOS, the
COSY model of the dipoles was generated using field map data taken prior to
assembly of the SOS. The SOS quadrupole was assumed to be a standard, simple
quadrupole for the model. In the case of the HMS, the COSY model was adjusted
so that it agreed with optics data taken during the first part of E91003.
In Chapter 3 the correlation betweenhsxpfpand missing mass was dis-
cussed. It was discovered in the course of the analysis that this effect likely came
about from a field offset in Q3 (probably due to some small offset in the set current).
Although a momentum dependent correction in the< hsxpfplö> matrix element
was fit to correct for the effect, it is clear that such a simple correction is not quite
adequate at lower momentum. Rather than try to further correct the data, the Q3
offset is simulated in the HMS Monte Carlo. One can parameterize the size of the
offset by looking at the Q3 current read-back divided by the central momentum.
If there is no offset, the ratio should be constant as a function ofPHMS.This
ratio is shown in Figure 4.1. A modification to the Q3 field is implemented in the
Monte Carlo based on theIQ3/PHMScurve. Note that the curve is normalized to
1.0 atPHMS = 0.55GeV/c - this is because the optics data used to match the
COSY model to the data was taken at approximately that central momentum.
The Q3 offset effect is implemented in the Monte Carlo by adjusting the particle
momentum by the appropriate amount just prior to traversing Q3, and then re-
turning the particle to its nominal momentum just after exiting Q3. This solution,
while perhaps not ideal, is much simpler than creating a momentum dependent
COSY model for Q3 and describes the data adequately. Thehsxpfp-missingmass113
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FIGURE 4.1.IQS/PHMSnormalized to 1.0 atPHMS= 0.55 GeV/c. Ideally, the
ratio should be constant as a function of HMS central momentum. A modification
to the HMS Q3 field as used in the HMS single arm Monte Carlo was determined
from these points.
correlation effect as simulated with the Q3 offset in SIMC is compared to the effect
in the data in Figure 4.2 forPHMS= 0.54 GeV/c andPHMS= 2.14 GeV/c. Both
the simulated and actual data are then corrected by the ad-hoc< hsxpfp5 >
momentum dependent matrix element discussed in Chapter 3.
In both the HMS and SOS, the matrix elements are sequential. This means
that the particle is transported in a step-like manner. For example, in the HMS, one
might transport the electron from the target to the entrance of the first quadrupole,
from there to the middle of the first quadrupole and so on. This is in contrast to0.98
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FIGURE 4.2. Correlation between reconstructed neutron mass (missing mass) and
hsxpfp.The solid line is the effect in SIMC when modifying the Q3 effective field
while the crosses are experimental data. The top plot is forPHMS = 0.54GeV/c
while the bottom is forPHMS = 2.14GeV/c.115
the simpler implementation of COSY in which the steps are always from the target,
i.e., from the pivot to the Qi entrance, from the pivot to the middle of Qi, etc.
The sequential nature of the forward matrix elements are important in that they
enable SIMC to model pion decay.
4.4. Passage Through Materials
4.4.1. Multiple Scattering
To better match the resolution of the data, it is necessary to simulate the
effect of Coulomb multiple scattering in the target and spectrometers. SIMC uses a
parameterization of a Moliere scattering calculation [40]. The new scattering angle
of the particle after it traverses a certain material (or combination of materials) is
given by,
onew 6 + g 6rms, (4.7)
(x,y) (x,y)
where9(x,y)denotes the scattering angle in one of the two directions transverse
to the particle direction of motion, g is a randomly selected Gaussian distributed
number, andOrmsis the width of the multiple scattering distribution.6rmsis given
by,
13.6
9rms =\/[1 + 0.0381nt], (4.8)
'3p
where t is the thickness of the material in radiation lengths, ,@ is the particle
spped, and p is the particle momentum in MeV. The materials used in the multiple
scattering calculations are shown in Table 4.1
The parameterization of6rmsgiven above has been shown to agree with
calculations of Moliere scattering to 11% (or better) for all Z and 3 = 1 particles.116
Object Material
[Thickness DensityX0 Radiation
j(cm) (g/cm3)(g/cm2)Lengths(%)
Target windows Al 2(0.013) 2.70 24.01 0.292
Targets Liquid H 4.0 0.0733 61.28 0.478
Liquid D 4.0 0.167 122.6 0.545
Helium-3 4.0 0.0769 64.77 0.474
Scattering
chamber window Al 0.0406 2.70 24.01 0.456
Chamber-HMS gap air 15 0.0012136.66 0.050
HMS entrance windowkevlar 0.0381 0.74 55.2 0.0511
mylar 0.0127 1.39 39.95 0.0443
HMS exit window kevlar 0.0381 0.74 55.2 0.0511
mylar 0.0127 1.39 39.95 0.0443
Dipole-DC gap air 35 0.0012136.66 0.1155
HMS DC windows mylar 4(0.0025) 1.39 39.95 0.0178
HMS DC gas Ar/ethane 12(1.8) 0.0015427.38 0.121
HMS DC sense wires W 12(5.89x106)19.3 6.76 0.020
HMS DC field wires Be/Cu 36(0.00018) 5.40 38.88 0.090
HMS SiX polystyrene1.067 1.03 43.8 2.51
HMS SlY polystyrene1.067 1.03 43.8 2.51
HMS C windows Al 2(0.102) 2.70 24.01 2.28
HMScgas C4F10 135 0.0246 23.7 1.40
HMS C mirror Si02 0.5
HMS S2X polystyrene1.067 1.03 43.8 2.51
HMS S2Y polystyrene1.067 1.03 43.8 2.51
Air gaps from
DC to S2y air 239 0.0012136.66 0.789
Scattering
chamber window Al 0.0406 2.70 24.01 0.456
Chamber-SOS gap air 15 0.0012136.66 0.050
SOS entrance windowkevlar 0.0127 0.74 55.2 0.017
mylar 0.0076 1.39 39.95 0.026
SOS exit window keviar 0.0381 0.74 55.2 0.051
mylar 0.0127 1.39 39.95 0.044
Dipole-DC gap air 15 0.0012136.66 0.050
SOS DC cathode foil mylar 14(0.00127) 1.39 39.95 0.062
SOS DC sense wires W 12(35.4x106)19.3 6.76 0.121
SOS DC gas Ar/ethane12(0.617) 0.0015425.72 0.044
SOS SiX polystyrene1.040 1.03 43.8 2.44
SOS SlY polystyrene1.098 1.03 43.8 2.58
SOS C windows Al 2(0.05) 2.70 24.01 1.12
SOS C gas Freon-12 100 0.0051 23.7 2.152
SOS C mirror Si02 2.0 0.05
SOS S2X polystyrene1.040 1.03 43.8 2.44
SOS S2Y polystyrene1.098 1.03 43.8 2.58
Air gaps from
DC to S2y air 174 0.0012136.66 0.574
TABLE 4.1. Materials seen by particles as they pass through the target and
spectrometers.The first group is common to both the scattered electron and
the electroproduced pion. The second group is relevant to particles in the HMS
(electron) and the third group lists materials seen by particles entering the SOS
(pions). This list is used in Monte Carlo calculations of multiple scattering and in
estimating pion absorption in the SOS (see Section 3.4.7).117
Note that this is not the same as saying that the parameterization agrees with
experimentally measured multiple scattering distributions. However, tests indicate
that changing the width of the distribution by as much as a factor of two has
negligible impact on the number of events accepted by the Monte Carlo. For the
purposes of this analysis, slight deviations in resolution between experimental and
simulated distributions are acceptable.
Multiple scattering is applied to the both the incoming and outgoing elec-
trons, as well as the pion. The effect of the incoming electron multiple scattering is
modeled by applying a correlated modification to the outgoing electron and pion.
This simplifies the calculation of the relevant scattering angles needed for the input
physics model, but should have the same effect on the overall resolution.
4.4.2. Ionization Energy Loss
As the incident and scattered electron and the pion travel through the thick
cryogenic target and target can, they lose energy to the ionization of atoms within
the materials. While the mean energy loss is typically parameterized using the
well-known Bethe-Bloch equation (see Ref. [40] for details), it is known that the
energy loss follows a Landau distribution. Rather than simply use the mean energy
loss for each event, SIMC calculates a Landau distributed energy loss. The energy
loss distribution is easily characterized in terms of the most probable energy loss,
Epob,and the width of the distribution,.
The most probable energy loss for a relativistic particle traversing a (thin)
layer of material is given by [49],
Ime P KZt
Eob=KLln--+2ln+lnA2_8_U+1.06], (4.9)118
whereK = 0.15354MeV cm2/g,tis the material thickness ing/cm2,M and P are
the mass and the momentum of the incident particle, and /is the velocity of the
particle in units of c. Z andArefer to the atomic number and mass of the material.
In the case of a mixed material, the effective Z andAare calculated weighted by
the relative abundance in the mixture.I is the mean ionization energy of the
material, 8 is the so-called density effect correction, and U is the correction term
for non-participation of the higher shell electrons at low energies of the incident
particle. Calculation of I, 8, and U is more fully explained in Refs.[49]and [50].
Given the most probable energy loss, the true energy loss can be calculated
using some randomly Landau distributed numberA,
A
Ej08 Eprob
(4.10)
where= KtZ/A/32.'To generate the Landau distributedA,we start with an
approximation2to the true Landau distribution,f(A),
f(A)1e(/2 (4.11)
2ir
Then, making use of the fact that,
t+oo f+oo
Ie_(2 dA= 2I e_x2'2dx, (412)
J_c Jo
(where the substitution x =e"2has been made) it is sufficient to generate a
(positive) Gaussian distributed x. ThenA isgiven by 2 ln(x).
SIMC calculates the energy loss of the incident electron as it passes through
the aluminum can of the cryogenic target as well as the target itself.For the
'What follows is based on a function developed by S. Lebedev for the Phenix Collabo-
ration at Brookhaven National Laboratory [51].
2This approximation gets the shape and width generally right, but tends to somewhat
underestimate the high energy loss tail.119
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FIGURE 4.3. Simulated ionization energy loss spectrum. The distribution of the
energy loss of the incident electron as it passes through the front of the aluminum
can of the cryogenic target is shown.
scattered electron and produced pion, the energy loss due to passage through
the remaining part of the target, the target can, and the scattering chamber and
spectrometer windows is calculated. A simulated energy loss spectrum using the
above method is shown in Figure 4.3. Consistent with the analysis of the data,
the simulated incident and scattered electron energies as well as the pion energy
are corrected by the most probable value of the ionization energy loss during event
reconstruction.Technically, it is more correct to use the average energy loss,
however, the difference (in absolute terms) between the most probable and average120
energy loss for a typical event is a small fraction of 1 MeV, negligible compared to
the experimental resolution.
4.5. Pion Decay
As mentioned in Section 4.3, the use of sequential forward matrix elements
in the single-arm Monte Carlos allows for the simulation of the decay of pions
in flight. The primary charged pion decay mode is ir (99.99%) and
at E91003 kinematics, the fraction of pions that decay in flight is quite large.
Approximately 44% (16%) at Pt,,.= 0.29 (1.0) GeV/c of pions produced at the target
decay before reaching the third layer of scintillators in the SOS (the minimum
number needed to give a trigger).
The issue at hand is twofold. First, we must correct for the number of events
lost when the pion decays and the resulting muon is not within the acceptance of
the SOS. Second, we must understand those events for which the pion decays in
flight and the resulting muon gives a trigger. The first correction is relatively
easy to determine given the distance particles travel on their way through the
spectrometer.The second issue is more subtle in that tracks from the muons
distort the distributions of reconstructed variables.
Ideally, one would like to eliminate all muon tracks from the data sample and
use a single correction factor to account for the number of pion decays. However,
since the muon mass (0.105 GeV) is quite close to the pion mass (0.139 GeV), it
is not possible to uniquely identify and separate the muons from the pions, either
using time-of-flight or some kind ofcalorimetry.3Hence, SIMC is used to simulate
31n theory, it would be possible to place a thick absorber in the SOS detector hut
that would eliminate most of the pions due to hadronic interactions. However, at these121
pion decay and is used not only to account for the number of events lost, but to
model the muon tracks that come from these decays.
In brief, the process is simulated as follows.For each "step" (where a
step is defined as the distance the particle travels between apertures in the single
arm Monte Carlofor example, the first step is from the target to the entrance
collimator, about 126 cm in the SOS) in the pion trajectory the pion is checked to
see if it has decayed somewhere in that step. The probability that the pion would
have decayed in a distance of length Z is,
P = 1 -e_Z/T) (4.13)
where ci = 780.45 cm is the characteristic decay length in the pion rest frame and
,B'y is the boost necessary to evaluate the decay in the lab frame. For the current
step, a random number,R,between 0.0 and 1.0 is generated, and the "decay
distance" is calculated,
Zdecay =i3'ycrin(lR). (4.14)
IfZdecayis less than the pathlength of the current step (including deviations from
the central trajectory), then the pion is forced to decay. In the case where the step
is through free-space (i.e. no magnetic fields), the decay is generated exactly at
Zdecayand the resulting muon trajectory is used to complete the step. In the case
where the decay occurs during a step in a magnetic element, the decay is modeled
at the nearest point where the sequential matrix elements are evaluated. If the
pion decays in the first half of the step, the decay is implemented first, and then
energies, any absorber that is thick enough to remove the majority of pions would also
stop a large fraction of muons as they lose energy to ionization energy loss. Thus, one
could achieve a pure muon sample, but it would be biased to muons with higher energy.122
the muon is transported. If the decay occurs in the second half of the step, the
pion is transported and then the decay is implemented. In the SOS, the particles
are transported through the quadrupole magnet in two steps, while the transport
through each dipole is in one step. Tests were done with more steps added in the
dipoles and no discernible difference in accepted decay fraction or the resulting
distributions were found.
Figure 4.4 shows the (simulated) "decay distance" (i.e. the distance the pion
travels from the target before decaying) of pions that decay into muons but still
give a valid trigger in the SOS. Pions that decay close to the target have a higher
chance of being accepted than those that decay within the magnetic elements. The
SOS is designed to accept events coming from the target, so it seems reasonable
that the closer to the target a particle decays, the better the chance that it will
be accepted. On the other hand, a particle that decays just before or within the
magnets is likely to have a trajectory that would not appear to be coming from
the target if extrapolated backwards, hence reducing the likelihood that the optics
would be conducive to guiding the decay muon to the detector hut. Note that
pions that decay after780 cm are beyond the drift chambers, so these events
will still have good tracking information. In general, not many events should be
lost once the pion makes it to the detector hut since the decay muons tend to be
emitted in the forward direction. For standard analysis cuts, the decay fraction of
the total accepted yield is about 17.5% for theP71. =0.29 GeV/c data and about
8.3% for the P,,. = 1.0 GeV/c data. However, if one excludes events that decay
beyond the drift chambers (and thus have the tracks from the original pion) from
that fraction, the contribution drops to about 3.5% in both cases.
While it is not possible to totally separate muon events from pion events
experimentally, there are certain situations in which one can enhance the muon123
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FIGURE 4.4. Simulated decay distance spectrum. Pions that decay into muons
that still give a valid 3/4 trigger are shown. Pions that decay within the magnetic
elements are less likely to be accepted than those that decay near the target or in
the detector hut.
sample and hence test the SIMC model of pion decay. At the E91003 low momen-
tum setting, muons coming from pions that decay near the target pivot ("prompt"
decays) have a mean time of flight about 1 us faster than the pions. This effect
is apparent in the path-length corrected coincidence time. Figure 4.5 shows an
experimental coincidence time spectrum. A small bump next to the real coinci-
dences can be seenthese are the prompt decay muons coming from (mostly) real
coincidences. Most of these events are cut out in the standard analysis by the
±1 ns coincidence time cut. However, by adjusting the coincidence time cut to10
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FIGURE 4.5. Coincidence time spectrum for low momentum pion data. The plot
on the left is data (not random subtracted) and the plot on the right is Monte
Carlo. A small bump at coincidence time < 0.0 (between the real coincidence
peak and the random peak at t = 2 ns in the data plot) can be seen in both the
data and the simulation. These events are from pions decaying into muons close
to the target.
include the random peak immediately to the left of the real peak, and performing
the appropriate random subtraction, one can get an estimate of the muon yield
from the prompt decays by comparing to the "1 peak" subtracted yields. The ra-
tios of 2-peak to 1-peak coincidence time cut yields are shown in Table 4.2 for both
settings and all targets for the low pion momentum data set. These numbers
are compared to the ratio of SIMC yields for the same coincidence time cuts. The125
TargetDATA SIMC Difference (DATA-SIMC)
0.437 H 1.032±0.008 1.028 0.004±0.008
D(ir)1.033±0.017 1.036 -0.003±0.017
D(irj1.023+0.021 1.032 -0.009±0.021
3He(irj1.044±0.025 1.038 0.006+0.025
Mean1.032±0.007 1.034 -0.002±0.007
0.861 H 1.046+0.008 1.030 0.016±0.008
D(ir)1.036+0.016 1.037 -0.001±0.016
D(ir)1.020+0.015 1.032 -0.012±0.015
3He(irj1.052±0.020 1.036 0.016±0.020
Mean1.041+0.006 1.034 0.007+0.006
TABLE 4.2. Data to SIMC comparison of yields from promptly decaying pions.
The "2-peak" and "1-peak" yields are as described in the text. Data uncertainties
are statistical oniy.
overall agreement is very good, demonstrating the quality of the simulation of the
lt± /L±11pprocess.
The comparison of the simulated prompt-decay muons to those measured
in the data indicates that the muon tracks that are accepted in the SOS are well
understood. Unfortunately, there is no definitive way to test our understanding of
the absolute number of events that are lost to pion decay. However, the absolute
number lost should depend mainly on the central momentum of the SOS and the
distribution in SOS 5 since the decay probability depends directly on the pion mo-
mentum. Since the pion momentum distributions are very similar at both epsilon
settings and between the targets (for both the low and high P,,. data), the pion
decay fraction should be constant at a given P71..Therefore, a random uncertainty
of 0.5% between epsilon settings and targets and an overall scale uncertainty of
2.0% is assigned to the simulation of the in-flight pion decay.126
4.6. Collimator Punch-Through
Despite the fact that the entrance collimators of the HMS and SOS are
quite thick and are very effective at stopping electrons, the same is not the case
for hadrons. In particular, some fraction of pious impinging on the SOS collima-
tor are able to pass through, undergoing only multiple scattering and ionization
energy loss.While a significant fraction of these punch-through events are not
accepted, those that scatter into the acceptance are a non-negligible contribution
to the total yield. This hadron punch-through effect has been encountered in an
earlier experiment in Hall C [29]. In that case, protons punched through the HMS
collimator, scattering into the HMS acceptance. Those proton collimator punch
through events left long tails in HMS ytar, beyond the extent of the true target
length. Hence, the proton punch-through events could be sampled at large HMS
ytar and subtracted in the analysis of the data. For E91003, such an approach is
not possible for two reasons. First, the SOS ytar acceptance is not uniform enough
to allow for the sampling of events in one region of ytar to represent the yield in
another. Second, many of the pion decay events ended up with unusual values of
ytar. Thus any attempt to use the same subtraction method would subtract some
unknown fraction of the decayed pions.
To account for these collimator punch-through events, the process is simu-
lated in the SOS single arm Monte Carlo. In previous versions of the Monte Carlo,
tracks that hit either the front or back of the entrance collimator were stopped
and the event counted as a failure. However, for E91003 the simulation was mod-
ified such that events that hit the collimator are stepped through. At each step
the simulation tests for the probability that the pion interacts hadronically with
the collimator material and allows the pion to undergo multiple scattering and
ionization energy loss, using the same algorithms as described in Sections 4.4.1127
and 4.4.2.Pions that interact hadronically are assumed to stop in the collimator.
The hadronic interaction probability is given by the parameterization of the ir-A
reaction cross section described in Section 3.4.7. As described in that section, the
reaction cross section was chosen as a compromise between the absorption cross
section and the total cross section.
For the low pion momentum data= 0.29 GeV/c), the number of pions
that pass through the collimator is quite low for those pions that start out with
P71. =0.29 GeV/c +20% (i.e.events within the SOS momentum acceptance).
Most of these pious are either stopped, or knocked out of the SOS acceptance
by the140 MeV lost in passing through the collimator. However, pions with
P = 0.4 GeV/c or greater can end up within the SOS momentum acceptance
and are increasingly accepted. Because these events are highly correlated with the
final electron energy, most of these events are removed by theW (Ebeam Ee)phase
space matching cut discussed in Section 3.3.3. With the standard cuts used in the
analysis, the pion punch-through contribution to the total yield is estimated to be
2.4% at the high i point and essentially zero at the lowpoint.
The collimator punch-through events are not as well correlated with the
scattered electron energy at P = 1.0 GeV/c, so the events can not be removed
with a simple cut on the electron energy. However, since the pions passing through
the collimator lose so much energy, the reconstruction of the mass of the recoiling
nucleon will no longer give the correct, physical value. The collimator punch-
through events show up in the long tail of the missing mass distribution (see
4The Landau distributed random number generator used in the simulation of energy
loss in the collimator was actually the RANLAN subroutine from the CERNLIB [52]
software package.This subroutine does a better job with the high energy loss tail.
Getting the tail right is quite important in describing the energy loss of a particle that
loses a significant fraction of its initial momentum to ionization energy loss.10
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FIGURE 4.6. Simulation of SOS collimator punch-through. The solid curve is
SIMC with no punch-through events while the hatched area shows the effect of
including pions that pass through the SOS collimator in the simulation. Both
are compared to experimental data (crosses). Punch-through events show up at
higher missing mass due to the pion energy lost in passing through the collimator.
Note that the simulation with pion punch-through is normalized to have the same
number of counts as the data.
Figure 4.6).If we are concerned only with the hydrogen cross section, then by
placing the appropriate cut on the missing mass distribution, the punch-through
events would be removed. We are also concerned with extracting the nuclear cross
sections, though, and in particular wish to compare them to the hydrogen cross
section. In extracting the nuclear cross sections, one wishes to keep as much of
the tail of the missing mass distribution as possible to maximize the acceptance of129
the "quasifree" distribution. Hence, it is desirable to use a loose missing mass cut,
even in hydrogen, to minimize systematic uncertainties in the target comparisons.
Even so, the fractional contribution is estimated to be small,2.0% for hydrogen,
1.3% for deuterium, and 0.5% for helium-3. The difference between targets can be
attributed to the Fermi motion pushing some of the punch-through events beyond
the missing mass cut. There is estimated to be < 0.3% variation between epsilon
settings for each target.
A 0.25% random uncertainty betweensettings and a 0.5% random uncer-
tainty between targets is assigned for both the high and low P, kinematics. Based
on tests using the total, reaction, and absorption cross sections, an overall 1.0%
scale uncertainty is assigned for the simulation of the collimator punch-through
events.
4.7. Radiative Corrections
Proper implementation of so-called radiative corrections, in which the in-
coming or outgoing electron or hadron emits a real or virtual photon, is one of the
most important steps in analyzing electron scattering data. There are basically
two philosophies in this matter. The first involves calculating a correction factor
(as a function of either missing mass or missing energy) at some meanQ2and W
and applying that correction factor to the experimental spectrum. This method
is adequate for small acceptance spectrometers in which theQ2and W range is
small. However, for the rather large acceptances of most modern spectrometers,
this method is not always adequate. Its main failing is that it does not address
the fact that the un-radiated cross section may vary quite significantly over the ex-
perimental acceptance. Rather, a more correct approach is to simulate the effects130
of radiation in a Monte Carlo of the experiment and iterate the input model of
the fundamental physics process of interest. This is more thoroughly discussed in
Ref. [53].
This analysis uses the second approach described above. The radiative cor-
rections formalism is based on the work of Mo and Tsai [54, 55], originally derived
for inclusive electron scattering but modified for use in coincidence experiments.
Details of the implementation are well described in Refs. [43], [44], and [56]. The
original formulation of the radiative corrections procedure used in SIMC was for
(e, e'p)reactions. To extend the formalism to pion electroproduction, two methods
were tested. In the first, the "target" particle is taken to be a virtual pion. In the
second, the final pion is treated as an off-shell proton. The difference between the
two approaches is less than 1.0% (less than the systematic uncertainty as will be
discussed later) - the second is used in this analysis.
Radiative effects in electron scattering can be separated into two categories.
The most straightforward to deal with are the so-called external corrections in
which one of the particles (incoming electron, outgoing electron, or outgoing pion)
radiates a real photon due to interactions with the fields of nuclei other than the
target. Since the particles radiate at some distance from the primary interaction
vertex, the amplitudes add incoherently and one does not have to worry about
interference effects. More complicated to handle are the internal effects. In the
so-called soft, or first order processes, either the incoming or outgoing electron or
hadron radiates in the field of the target nucleon. In this case, the amplitudes
must be added coherently resulting in interference terms that must be included in
the calculation (see Figure 4.7). Second order (or hard) internal corrections that
involve vacuum polarization or particle self-energy diagrams (Figure 4.8) are also131
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FIGURE 4.7. Feynman diagrams for internal, soft radiative corrections.
included, in particular those processes that cancel infrared divergent terms from
the first order corrections are retained.
The radiative corrections formulae used in SIMC hinge on two major ap-
proximations. The first of these is the extended peaking approximation. In the
extended peaking approximation, the Bremsstrahlung radiation at the one photon
level is taken to be along the radiating particle direction, i.e. along the incoming
electron, outgoing electron, or outgoing pion momentum. The term "extended"
arises from the fact that the total radiated strength is preserved by splitting the132
FIGURE 4.8. Internal, hard processes included in the radiative corrections.
non-peaked part of the angular distribution between the incoming and outgoing
electrons. The second assumption used in SIMC radiative corrections is the soft
photon approximation. This requires that the radiated photon energy is small
relative to the energies of the incident and scattered particles. The soft photonap-
proximation allows the factorization of the fundamental amplitude (the one photon
exchange diagram) from the radiative processes.
The pion electroproduction cross section, including the probability to radi-
ate photons (from internal and external processes) of total energy E..ye, E.ye', and
Ealong the directions of the incoming electron, outgoing electron, and outgoing
pion respectively, can be written,
da do
dedEeddEedEye'dEyirdcledEed1ir
Rcorr, (4.15)
wheredIedEedf2,ris the one photon exchange cross section. Rcorr is the radiative
correction factor and is given by,
ext--ext Rcorr = (1öhard)Rsoft4e i (4.16)133
The internal hard corrections are given by,
n+ ---lnI
2a
[1 l(9)]2a 1/Q2\]
6hard= m 9
(4.17)
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5evertex 5evacuum
where the JR divergent terms in the two-photon exchange and nucleon self energy
terms that cancel the JR divergent terms in the first order soft internal corrections
have already been eliminated. The soft correction factor includes both internal
and external corrections and can be written
1 bte+Ae
R501 =F(1 +bte)Ete (EeEe,)e El_Ae _bte (4.18)
7e
1 bte' +Ae'
x
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1
x
(v/;L)A1r E'yir
= R" of tsoft
Jn the third line, the m comes from the fact that the initial hadron is assumed
to be a proton, while the final pion is treated like an off-shell proton with energy
E. Thebtfactors come from the external corrections,b isa parameter depending
on the material traversed whilet isthe thickness of that material in radiation
lengths. Note that the external corrections due to the pion are ignored as they
are suppressed by a factor of iO. The A's come from the internal
corrections and are given by,
Ae1n'--\ 1+2ln-') +in(1_C00)] (4.19)
it[m) PeJ 2
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The in (p1) and ln(1_0)terms inAeand Ae' represent the non-peaked
strength that we split between the incoming and outgoing eiectrons in this134
"extended" peaking approximation. The final factors in the radiative correction
scheme are the which are a correction to the external radiation at high photon
energies. For the prescription used here, the correction is given by,
ext bt, = 1bt, +A'
(4.22)
where i = e, e'.
The simulation of radiation in SIMC works as follows. The radiated photon
energy in each arm is generated according to a (normalizable) function of the form,
GenShape= E9
(4.23)
'-'max
where and are the generated photon energy limits. Eax must be set
at least as large as the maximum energy a particular particle can lose and still be
accepted. The factor g is justA + btfor the arm of interest. Once the radiated
photon energy is generated, the appropriate particle energy is adjusted. For the
case in which the incoming electron radiates, the new kinematics are checked to
ensure that the pion can still be producedif not the event fails.
Finally, the weight for the event must be calculated. In this case, we want
the probability for a particle to lose some amount of energy between Emjn and
Emax (the same limits used in the generating function) due to radiation. This just
comes from the factors in equation 4.16. The hard correction and external
are calculated as described above. The soft correction is integrated from Emjn to
Emax giving a factor for each particle of the form
JEmox
R01(E)dE
R01
1Ev'E' (4.24)
Emin
gi max mm)
where i = e, e', ir. The total weight due to the soft correction is then the product
of all three. The total radiated weight is finally,
extext
WRAD = (1Shard) WoftWsftWs7roft4)e e' (4.25)135
The above prescription has been verified to work well for elastic scattering
(see Refs. [57, 58]) and the overall uncertainty in the procedure (for(e, e'p)reac-
tions) is taken to be on the order of 2%. There will be additional uncertainty in
this case due to the extension of the prescription to pion electroproduction. Tak-
ing the difference between the two prescriptions discussed earlier (pion = off-shell
proton and target proton = off-shell pion), an extra 1% uncertainty (combined in
quadrature) is assigned to the overall correction (leading to a total uncertainty of
2.23%).
The uncertainty in the radiative corrections will tend to cancel between c
points in the L-T separation as well as between targets since the same procedure
is always used. The question, then, is what random uncertainty do we assign in
the L-T separation and target ratios? This question can be partially addressed by
looking at the radiative tail in theH(e, e'ir)process. Table 4.3 shows the ratio of
integrated data counts to integrated SIMC counts as a function of missing mass
cut.5At each missing mass cut, the variation of the data to SIMC ratio with
is quite small. Based on the results of Table 4.3 a random uncertainty of 0.5%
between e points is assigned.
The question of the variation with target is a bit trickier. The Fermi mo-
mentum of the nucleon in the nucleus makes it difficult to separate radiative effects
from the large Fermi momentum tail. However, a previous experiment using a vir-
tually identical radiative corrections procedure for(e, e'p)reactions on deuterium
found no discernible discrepancy between the simulated and actual radiative tail of
the missing energy (Em) spectrum [43], giving one confidence that the procedure
5The model used in these ratios has been iterated as described in Section 5.4.2 to match
the Monte Carlo to the data. The results shown do not depend on which model is used
in the initial input.136
kir(GeV/c)M cut (GeV) DATA/SIMC 2DATA/SIMC
0.20 0.92-1.07 1.0 1.0
0.92-1.02 0.9949 0.9965
0.92-0.98 0.9860 0.9925
0.47 0.92-1.02 1.0 1.0
0.92-1.00 0.9999 1.0003
0.92-0.98 1.0021 0.9975
TABLE4.3.Data to SIMC comparison as a function of missing mass(Mi)cut.
The ratio of data to SIMC counts is normalized to 1.0 for the largestMcut. Note
that the maximum missing mass is smaller for the highkdata. This is due to the
relatively small w acceptance at these settings.
translates well to weakly bound nuclei. Hence, a relatively small 1% random un-
certainty between targets is assigned for the radiative corrections procedure.
4.8. Elastic Scattering
The efficacy of SIMC has been verified many times using the well known
elastic cross section[27, 29, 57].SIMC can simulate both single arm H(e, e') and
coincidence H(e, e'p) elastic scattering. In this case, the scattered electron angles
(in plane and out of plane) are generated and all other quantities calculated. All
the effects described above (radiation, multiple scattering, energy loss) are applied
and the single arm Monte Carlos used to check for acceptance and reconstruct the
event. The model cross section used is,
d2a 2 cos2E' (G + rG
+ 2yG2tan2
4E2 sin4 1 +r M
2
' (4.26)137
where 0 and E refer to the scattered electron angle and energy. The electric and
magnetic form factors were calculated using a parameterization to the world's data
by P.E. Bosted [59],
GE(Q2) =
GM(Q2)
lip
I]
1 + 0.62Q +O.68Q2+2.80Q3+0.83Q4
1
1 + 0.35Q +2.44Q2+0.50Q3+1.04Q4+0.34Q5
(4.27)
(4.28)
During E91003, elastic data were taken at two beam energies (0.845 GeV
and 1.645 GeV) although coincidence data were only taken at the lower beam
energy. The one pass elastic data consisted of a series of runs in which the settings
of the electron spectrometer (the HMS in this case) were changed such that the
elastically scattered electrons occupied different regions of HMS 5. These so-called
5-scans were done in two different ways. First, the HMS was maintained at constant
central momentum(PHMS= 0.537 GeV/c) but the angle was changed (from 79.97°
to 58.24°) such that the elastic peak scanned HMS 5 from -12% to +12%. The
second scan involved keeping the HMS at constant angle(OHMS= 79.97°) while
changing the HMS central momentum(PHMS= 0.4400.537 GeV/c) to scan the
elastic peak over the same S range. In each case the recoiling protons were detected
simultaneously in the SOS.
In order to compare the data and Monte Carlo, the data are corrected
for all the usual dead times and efficiencies (computer dead time, electronic dead
time, particle identification efficiency, etc.).Nominal cuts in the reconstructed
spectrometer variables are applied (the HMS 5 cut is larger than usual since the
S scan went beyond the nominal "good acceptance" region). Loose cuts are also
placed on the missing energy to ensure that the data sample is from truly elastic
events.138
One additional correction that has to be applied to the data is the absorp-
tion of protons in the SOS. The recoiling proton can undergo hadronic interactions
(both elastic and inelastic) in the target and spectrometer thus reducing the num-
ber of protons counted. The correction for proton absorption is determined ex-
perimentally by the following method. First, cuts are placed on electron variables
such that a proton is kinematically constrained to be within the hadron arm accep-
tance. The ratio of efficiency corrected coincidences to electron events (coincident
or electron only) is then the proton transmission,
'-Ti coins
1prOtOn T%T TtT
-'-'coins r lV_on1y
More details on the method can be found in Ref. [60]. This method was employed
for a sample of six runs from the S scan data. The measured proton transmission
is 0.954 + 0.005.This compares well with the measurement from Ref. [60] of
0.951 + 0.005. A calculation using the mean of the proton total cross section and
the proton inelastic cross section gives 0.943, in good agreement with the measured
values.
One further complication that arises in analyzing the elastic data is that
no empty target data was taken, making it impossible to subtract the target cell
wall background from the experimental yields. In general, the cell wall yield is not
large, but still contributes at least a few percent to the total yield. An estimate
of this background is made by simulating quasielastic scattering from aluminum
(using a simple one-particle momentum distribution for the struck proton). The
magnitude of the aluminum contribution is fixed by fitting the simulated alu-
minum + hydrogen yield to the experimentally measured W distribution. The
aluminum background contributes most significantly relative to the elastic hydro-
gen spectrum in the super-elastic region and the radiative tail.The spectrum
is fit for 0.89 GeV < W < 1.05 GeV although the data is analyzed using tighter139
cuts(0.92GeV <W < 0.98GeV). For the coincidence data, the aluminum back-
ground is estimated to be3%with a slight 6 dependence while for the electron
only data, the background is estimated to be 5%.The uncertainty on this
estimate is assigned to be half the size of the correction.
Results for the one pass HMS 6 scan are shown in Figure4.9.The data has
been analyzed using the scattered electrons only (top) and the coincidence events
(bottom). The overall systematic uncertainty is rather large (3%)mostly due
to the uncertainty in estimating the dummy contribution. Since SIMC has been
well tested in the past and Ref.[27]has shown good agreement for the overall nor-
malization with the new HMS100 tune, the normalization uncertainty assigned to
the actual data is smaller (on the order of2%).Figure4.9shows that, in general,
the acceptance in HMS 6 is well understood. Within the nominal "good" accep-
tance region of±8%,the H(e, e') data agree within the point-to-point uncertainties
(dashed line in the figure) and only one data point for the H(e, e'p) data disagrees
(at about+7.5%).This last point was taken atPHMS = 0.440GeV/c and raises
concerns that perhaps the HMS acceptance at low momentum is not well under-
stood, however the H(e, e') data indicate that this is not the case. Even assuming
that forPHMS < 0.5GeV/c, the acceptance is on average2%low for S >5,the
net effect on the analysis of the pion electroproduction data isminimal.6It is also
worth noting that the spurious point has a significant fraction (about30%)of its
counts at S >8%.
The one pass elastic data, while not convincing in and of itself that the over-
all normalization is well understood, is consistent with past analyses. However,
6Only one setting involved putting the HMS atPHMS < 0.5GeV/c. However, the
shape of the distributions in HMS S is such that at most 10% of the total counts are at
6>5%which leads to an overall discrepancy in total counts of0.2%.1.1
1.075
1.05
1.025
0.975
0.95
0.925
0.9
1.1
1.075
1.05
1.025
0.975
0.95
0.925
0.9
II II111111 II I11111
IIII11111111 II
H(e,e')
iii ii ii ii iiijiiii iiii ii ii !jjjj I I I III
III II II111111111 11111 II I IIII II
-10 -7.5 -5 -2.5 0 2.5 5 7.5 10
Mean HMS
111111
I11111III111111111liii11111111liii.
H(e,e'p)
I I I I I I l I ll l l lII Illl I 1Il
H
111111111III1111111
i I I
-10 -7.5 -5 -2.5 0 2.5 5 7.5 10
Mean HMS S
140
FIGURE 4.9. Ratio of data to Monte Carlo yields for one pass elastic data. The
top plot is analyzed in terms of electron yields only while the bottom plot shows
coincidence yields. Error bars on the points are statistical only. The dashed lines
represent random errors between the points shown, while the solid lines show the
overall systematic uncertainty. Open circles were taken withPHMS= 0.537 GeV/c
and9HMS= 58.24°79.97°. Triangles were taken atPHMS= 0.4400.537 GeV/c
andHMS= 79.97°. The open square was a calibration run taken just previous to,
but not as part of, the HMS 8 scan.141
the significance of this data (and perhaps more relevant for E91003 where abso-
lute normalization is not of critical importance) is that it demonstrates that the
acceptance is well understood not only at the central 8 but over the nominal good
acceptance range of the HMS (+8%). Some information is also gained regarding
the SOS acceptance in that the "changing angle" 8-scan also moved the elastic peak
in SOS 8. Furthermore, the SOS had to be moved to larger angle for larger HMS 6,
thus implicitly testing the understanding of the SOS extended target acceptance.
Results for the two pass elastic are not shown here.For that data, runs were
only taken at the central 6. It was verified that SIMC reproduced the data within
the (rather large) systematic uncertainties, but more convincing evidence that the
absolute normalization is reproduced is to be found in the references previously
mentioned.142
5. EXPERIMENTAL CROSS SECTION EXTRACTION
5.1. Overview
The extraction of the experimental cross section relies to a large extent on
the Hall C Monte Carlo (SIMC). The Monte Carlo starts with a model of the "true"
cross section and applies various effects such as radiative corrections, spectrometer
acceptance, and pion decay. Assuming all such experimental effects are simulated
appropriately, the experimental cross section can be extracted by modifying the
input model cross section until agreement between the data and Monte Carlo is
achieved.
Tithe cross section model input to the Monte Carlo accurately reproduces
the dependence on all kinematic variables (w, Q2, etc.)then the experimental
cross section is simply given by,
YDATAx (5.1)
YSIMC
whereYDATAis the charge normalized, efficiency corrected experimental yield in-
tegrated over the acceptance andYSIMCis the SIMC yield (for the same charge)
resulting from the input model cross section,
mode1Here, the role of the model
cross section is twofold.It gives the appropriate cross section weighting of the
acceptance as well as taking care of bin centering corrections to the experimental
cross section.
The fact that both the data and Monte Carlo cover some range in the
kinematic variables that determine the cross section complicates the extraction of
the experimental cross section. One approach is to extract the experimental cross
section averaged over the acceptance by calculating the average of the input model
in Equation5.1.In this case it is necessary to quote not only the mean values143
of the relevant kinematics, but also their range. This method has the advantage
of reducing the sensitivity of the final answer on the detailed shape of the input
model cross section as it is mainly used to determine the acceptance. It has the
disadvantage of reducing the interpretability of the absolute cross sections. Since
E91003 is mostly concerned with cross section ratios, it may appear that this is
the method of choice. However, in an L-T separation, it is often the case that the
range of the kinematic variables of interest within the experimental acceptance
is quite different at the forward and backward electron kinematics (high and low
c).If one takes the full acceptance in both cases, one is then averaging over two
different regions at each c, and the meaning of the separated cross sections,0L
andax,becomes unclear. For example, in the extraction ofaL,one would have to
quote an average value since one has taken average forward and backward lab cross
sections. However, then it is unclear over what kinematic range one has averaged
aL.One solution is to match the range over the kinematic variables with simple
cuts so that the average is over the same region. Unfortunately, this results in an
unacceptable loss in statistics for E91003.
The approach taken in this analysis is to evaluate the cross section at some
particular point in the acceptance, or "bin-center" the data. This allows us to
keep the full statistics at eachE point1and results in cross sections that are easy
to interpret.The down side of this approach is that one is much more sensitive
to the detailed structure of the model across the acceptance.For that reason,
an iteration procedure is used to match the kinematic dependencies of the Monte
Carlo to the data. Although the procedure used in this analysis is not extremely
11n point of fact, some data is discarded by therange matching cut at the highE
points. However, the loss of statistical precision due to the phase space matching in this
one variable is acceptable.144
sophisticated, it works quite well as can be seen in the agreement of the final cross
sections extracted from very different starting models.
5.2. Monte Carlo Equivalent Yield
The first step in comparing the data to Monte Carlo in order to extract
the cross section is to calculate the proper SIMC yield.Since the data yield is
expressed in counts per mC, the Monte Carlo is normalized to 1 mC of charge.
The Monte Carlo luminosity is then given by,
-( 1 x i0C
)
/ptNA\
1.602 x10-' C/electronM )
' (5.2)
where p is the target density ing/cm3, tis the target thickness in cm,NA is
Avogadro's number and M is the target mass in amu. Then, in the general case,
the SIMC yield can be expressed,
YSIMC =[
d6a
model
iv(dedEeddP)
A(V)R(V)J(X')dXdEedXdP,
(5.3)
whereAis the coincidence acceptance function,Ris the radiative correction factor,
dX' = dx'dy' is the differential solid angle in spectrometer coordinates, and J is
the Jacobian that transforms the model cross section from "physics" coordinates
to the spectrometer coordinates (used for event generation). The Jacobian is given
by,
1
J(1lX') = (5.4)
(1 +(y)2 + (x)2)3/2(1 + (yr)2 + (x)2)3/2
Note that the acceptance function, in this context, is assumed to incorporate many
of the features described in Chapter 4 such as energy loss, pion decay, collimator
punch-through, etc. IncludingA(V)andR(V)in the simulation means that we145
extract the "true" cross section, undistorted by radiative effects and those effects
included in the acceptance function. However, any effect not explicitly included
in the simulation (as something distinct from the input model) such asir-Nfinal
state interactions is not corrected for in the cross section extraction.
In the case of pion electroproduction from hydrogen, the pion momentum is
totally determined by the electron quantities and pion direction, so the integration
over P, becomes a 6-function, and the six-fold model cross section reduces to a
five-fold cross section. The SIMC yield is then,
YSIMC= £[
d5a
model
iv(.dZedEedclir)
A(V)R(V)J(1l * X')dX'edEedX:r.(5.5)
Note that even though the integral is over electron variables and pion angles only,
the acceptance correction A and radiative corrections R still take into account the
pion momentum. In practical terms, the differential elements reflect the quantities
that are generated in the Monte Carlo evaluation of the integral.
In electroproduction from deuterium and helium-3, thee-Ncross section
is calculated as described in Section 4.2.2 and convolved with the struck nucleon
momentum space wave function (in the quasifree picture). The SIMC yield is then,
5 model
YSJMC=L[7da\
JVd1edEed1ir)
A(V)R(V)J(1 * X')P(PF)dPFdXdEedX.,
(5.6)
where PF is the (Fermi) momentum of the struck nucleon and p=(pF)2,the
magnitude squared of the momentum space wave function. Comparing Equations
5.3 and 5.6, we can make the equivalence,
d6a
d1edEeddPir
d P d5cr
nJdfedEed1r
(5.7)
Note that since p is a normalized distribution, the integral on the right hand side
is just the 5-fold cross section averaged over the nucleon wave function.146
5.3. Cross Section Calculation
5.8.1. General Method
The extraction of the experimental hydrogen cross section is facilitated by
the realization that Equation 5.5 can be expressed,
/ d5a
model
YSIMC = £ ddEd)
(o,Q,9o)
(5.8)
x J F(w,Q2,0pq, qpq)A(V)R(V)J(fX')dXdE dX' e ,
V
where (
du
model
dedEedfZir)(wo,Q,9o)
is the model cross section evaluated at some point
(w0, Q, Oo) near the center of the acceptance, andF(w,Q2,9pq,pq)describes the
behavior of the model across the acceptance relative to the central cross section.
Note that thepqdependence has been removed from the central cross section.
Since the virtual photon cross section can be expressed,
da=A+Bcospq+Ccos2pq, (5.9)
this is the equivalent of saying that we trust our model to appropriately describe the
Band C terms and allow us to extractAat a particular point in phase space. This
approach is justified for three reasons. First, theBand C terms are expected to
be roughly proportional to sin 0cm, which in parallel kinematics is small over most
of the acceptance. Also, the iteration procedure (to be described in Section 5.4.2)
fits any residualqpqdependence. Finally, we restrict the°pqacceptance such that
we have completeqpqcoverage so that theBand C terms should average to zero.2
2Strictly speaking, the interference terms only average to zero at the cross the section
level. At the raw counts level (not corrected for acceptance), the terms do not necessarily
average to zero. The key is that if the Monte Carlo accurately reproduces the data, we
already know the B and C terms and there is no point in determining the full*pq
dependent cross section and subtracting those terms away.147
If the input model is perfect, then experimental and simulated yields should
be identical. In this analysis, we assume (and later, force) the model to accurately
describe the kinematic dependence across the acceptance, but not necessarily have
the correct scale. Thus, we scale the model cross section by the measured yield,
/d5a \exp
DATA/ d5o
model
dedEed)(woQ9o)YSIMC
X
cdedEed)(woQ9o)
(5.10)
The subscript(w0, Q,Go) on the experimental cross section indicates that, by
evaluating the model at a particular point in the acceptance, we are extracting the
experimental cross section at that point. For both the low and high recoil data,
the cross sections are evaluated atQ2= 0.4(GeV/c)2and 9pq = 0.03radians3
(1.72 degrees) in the lab. The low recoil data is evaluated at w= 1.108 GeV
(which corresponds to W = 1.6 GeV for the free nucleon) while the high recoil
data is given at w = 0.449 GeV (W =1.15GeV).
Extraction of the experimental cross sections for deuterium and helium-3 is
similar to that for hydrogen, but a bit more complicated. The important thing to
keep in mind here is that we are interested more in the cross section integrated over
the extra degree of freedom (Pr) than in the shape of the cross section differential
in P. In analogy with Equation5.10,consider the experimental cross section in
the ith P bin,
/ d6u
exp
I' YDATA\/ d6cr
model
dedEeddP)(wo,Qg,90),i YSIMC)x dedEeddP)
(o,Q,9o),i
,(5.11)
3IdealIy, we would like to evaluate the cross section at 0pq= 0. However, at zero angle,
there is no phase space available and no data to constrain the iteration procedure (to
be described in Section 5.4.2) at that point. Hence, it was decided to scale the data to
a non-zero angle that represents the central value for the settings with the smallest 9pq
acceptance.148
where in this case the model cross section is evaluated at the center of the ith Pt,,.
bin. What we really want to measure is the cross section integrated over P, which
would be given by,
(fdedEeddP):oQeo) = (5.12)
V.'(YDATA'\(
model
.''\Ys,flJ)
XdledEedfZ,rdP,r)(w Q20)i
7t
However, assuming that the model in the Monte Carlo accurately reproduces the
data in every P. bin, the ratio of data and SIMC yields would be 1 (or at least a
constant if the model reproduces the shape appropriately). Then, the integrated
experimental cross section can be calculated,
/ 6 exp / 6 model da YDATAj do
JdedEed1lirdPird')
(oQ9o)YSIMC
X
JdfedEed1rdPir)(Q29)
dP.
(5.13)
The experimental cross sections are extracted using Equations 5.10 and
5.13. In both cases, the "central" cross section is calculated using the same model
as is used in the full Monte Carlo.
5.3.2. Calculation of the Model Cross Section
Determination of the experimental cross section requires the calculation of
the input model at the kinematic point of interest. In the case of electroproduc-
tion from hydrogen this is straightforward. Given a particular w,Q2,and °pq (at
a particular beam energy), the y*N virtual photon cross section is directly pa-
rameterized. However, in the case of deuterium and helium-3, the calculation is
complicated by the extension of the model to quasifree scattering (as described in
Section 4.2.2). In this case, we must make the connection between the quasifree149
calculation integrated over the nucleon momentum space wave function, and the
six-fold cross section, differential in P.
To calculate the central cross section, all extraneous processes in SIMC such
as radiation, multiple scattering, and energy loss are turned off. The single arm
spectrometer acceptance models are also turned off (this is the equivalent of setting
A(V) = R(V) = 1 in Equations 5.5 and 5.6). This means that we are, in essence,
just using the event generation parts of SIMC. The "spectrometer" kinematics in
the electron arm are set such that the central values correspond to Q andw0
(where we wish to evaluate the cross section), with the generation volume set to
be a point in angle and momentum. The pion arm is set such that the central angle
lies along the direction of the momentum transfer, q and the angular generation
volume is set to correspond to 9, the angle relative to q at which we wish to
evaluate the central cross section.In the case of hydrogen, the kinematics are
totally determined, so the model gives a singlevalue.4For the nuclear targets, we
make use of Equation 5.7 and the central cross section is given by,
d6o-
central
(I dedEeddP) i
x (5.14)
whereL(crodej)is the 5-fold cross section averaged over the nucleon wave function
in the ith P bin. Note that in this calculation of the central cross section, the
integration must be over the same P- range as is used in the accumulation of charge
corrected counts,YDATA.
4At non-zero0pq,thec5pqdegree of freedom remains, but anyq5pqdependent terms are
eliminated by the integration over azimuthal angle.150
5.4. Data and Monte Carlo Matching
It is clear that the extraction of the experimental cross section depends
heavily on the cross section model and how well it describes the data across the
experimental acceptance. Previous pion electroproduction data serves to constrain
current models, and these models do a fairly good job of describing our data. How-
ever, since L-T separated data is rare, it is not too surprising that the models are
inadequate in some areas. Therefore, it is necessary to alter the input cross section
model until agreement with the data is achieved. To that end, an iteration proce-
dure is used, fitting corrections to reasonable starting models until the extracted
cross section converges. Furthermore, to improve the quasifree description of pion
electroproduction from the nuclear targets, a simple description of nucleon-nucleon
final state interactions is added to the model.
5..1. NN Final State Interactions
The starting point for our simulation of pion electroproduction is the fun-
damental virtual photonnucleon cross section (y*NirN'), with modeling
of experimental (resolution, acceptance) and extraneous physics (radiative correc-
tions, pion decay) effects handled in the Monte Carlo. In the hydrogen case, the
cross section model is straightforward to implement. Production from deuterium
and helium-3 is treated as quasifree scattering in which the pion is produced from
a nucleon that is no longer stationary, but has some momentum,PF.This approx-
imation ignores the fact that, in the final state, the recoiling nucleons may interact
with one another, either through the nucleon-nucleon force or through the Pauli
Exclusion Principle. As will be seen in Section 5.4.2, an iteration procedure is
used to match the data to the Monte Carlo, so one may hope that this procedure151
corrects for any of the aforementioned shortcomings of the quasifree approxima-
tion. However, as the iteration procedure itself is rather simple, it behooves us
to make the starting model as good as reasonably possible. To that end, we at-
tempt to improve the quasifree model to also include some of the more apparent
effects ofNNfinal state interactions. The effect of such interactions can be seen
in Figure 5.1.
While it is non-trivial to account for theNNfinal state interactions in an
exact and quantitative manner, it is relatively straightforward to include some of
the general features of these interactions. The relevant point here is that at low
relative momentum between the nucleons, krej, theNNforce is non-negligible lead-
ing to an enhancement of the pion electroproduction cross section. This attractive
force leads to distortions in the shape of the missing mass distributions, as krej and
missing mass are totally correlated (at least in the case of electroproduction from
deuterium).
The prescription followed in this analysis is the Jost function formalism in
which it is assumed that the primary interaction (pion electroproduction) factorizes
from the secondary interaction (theNNforce) [61]. In this case, the electropro-
duction cross section is modified by the inverse of the magnitude squared of the
Jost function,
1
NN FSI= \ I2 J'ret)'
(5.15)
where the Ji(krej) is the Jost function for the lth partial wave - generally the first
non-vanishing partial wave. Given a potential V that represents the interaction
that describes the final state interaction (in this case theNNpotential), it can be
shown that [62],
lim
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FIGURE 5.1. Missing mass distribution forproduction from deuterium. The
stars are experimental data while the solid curve is Monte Carlo with pure quasifree
production only (top) and including a correction forNNfinal state interactions
(bottom). The Monte Carlo has been normalized to agree with the data at high
missing mass. TheNNfinal state interaction creates an enhancement (relative to
pure quasifree production) at low missing mass.153
where'/'j(krei,r) is the 1 wave solution to the Schroedinger equation for that po-
tential, and '/°(krei,r) is the solution when V = 0. This form for the correction
factor is convenient in that as the potential goes to zero (or equivalently, as
becomes large), the correction becomes 1.
In this case, we are mostly interested in the 'SoNNinteraction (other
partial waves contribute, but this is the most significant). This interaction is often
described in terms of an effective range potential. The s-wave Jost function for
such a potential can be written [62],
kreii/3
J(krei)
kreiia
(5.17)
where a and 3 can be determined from the scattering length (a) and effective range
(re) of the potential,
3)= 1 (5.18)
rea/3 = --. (5.19)
The above form of the Jost function is calculated and applied in the Monte Carlo.
The scattering length and effective range for proton-proton scattering is used in the
case of irproduction (where the recoiling system is two or three protons). In the
case ofproduction (where the recoiling system is two neutrons for deuterium
or two neutrons + one proton for helium-3), the values for a andTeare taken from
neutron-neutron data (radiative pion capture and neutron-deuteron breakup). For
pion electroproduction from the deuteron, the relative momentum between the
final state nucleons is totally determined once the pion kinematics are specified,
and the Jost function can immediately be calculated. The helium-3 case is a bit
more complicated, and some simplifying assumptions must be made to estimate
krei and hence the final state interaction correction.Here, we assume that the
two spectator particles are recoiling together with little or no relative momentum154
between them. This is consistent with the trial spectral function we use in the
event generation scheme in that the missing energy distribution is biased to low
Em. Then, the relative momentum between the recoiling struck nucleon andone
of the spectators is calculated using half the total momentum of the recoiling pair.
Implementation of theNNfinal state interactions in helium-3 is further
complicated by the fact that there are two spectator nucleons instead of one. The
ground state helium-3 wave function is basically a diproton in the 'So state with
an unpaired neutron. Because of this, when a iris produced off the neutron, the
resulting recoiling proton is Pauli blocked from interacting (in the s-wave) with
one of the protons in the spectator diproton. Hence,NNfinal state interactions
should not play a significant role in irproduction from helium-3. In the case of
production, there are three possible final states: 3H,Dn,andpnn.Only in
the last two areNNfinal state interactions possible. Here, the recoiling neutron
is not Pauli blocked from interacting with either spectator.In the same way
that the proton-deuteron cross section is roughly the pp +pncross section, we
assume that the strength of the final state interaction is roughly double that of
the single spectator case. This leads to the ansatz that the inverse of the Jost
function, Jj' (k), is doubled and that appropriate correction is four times as
large(22 x IJ1(krei)L2)in the two spectator case.
While theNNfinal state interaction correction procedure described above
is easy to understand and implement, it has the disadvantage that it presents a
rather simplified picture of the processes involved. In particular, the Jost function
for the effective range potential (Equation 5.17) is incorrect when one wishes to
properly account for Coulombic effects (as in the proton-proton final state). It is
possible to properly include Coulomb modifications to the Jost function, but it
is not a simple calculation. Rather, we recognize that the form in Equation 5.17155
may have some shortcomings and introduce an altered form of the correction given
in Equation 5.15. We introduce an arbitrary scaling factor for the part of the
correction that deviates from unity and the correction then becomes,
aNNFSI=[1+6(IJ()2
i)]a. (5.20)
This form of the correction also approaches 1 as kreigets large.However, the
parameter 6 gives us a handle on how quickly (or slowly) the correction dies off.
Note that for 5 = 1, the original form of the correction is recovered.
In practice, we extract the appropriate value of S by fitting to the
W1.6 GeV, highdata. This data is chosen because the kinematic spread at
they*Nvertex is small, and the high c models are constrained by real data. The
extracted values of S are given in Table 5.1. Note that the deuteriumvalue is
very close to 1 (i.e. little modification to the Jost function is necessary), giving one
confidence in the overall procedure. The deviation of the deuterium irvalue from
1 is likely due to the improper inclusion of Coulombic effects as discussed above.
The helium-3 irvalue is consistent with zero, which affirms the idea thatNNFSI
should be suppressed in the three proton final state. Note that the helium-3
value is not fit due to the difficulties in subtracting away the radiative tail of the
3H final state that lies beneath theDnandpunfinal states. However, tests using
the "doubling of the inverse Jost function" procedure described above show similar
agreement for the deuterium and helium-3final states for the same value of S.
As a test of the systematic effects of theNNFSI correction, the experi-
mental cross sections are extracted three ways. First, we use Equation 5.20 and
the appropriate value of 5 given in Table 5.1. Second, we fit the parameter S for
each model prior to iteration. Finally, we allow the iteration procedure to extract
the experimental cross section with no correction forNNFSI. All three of these156
Target Polarity 8
Deuterium 0.891
It 0.437
Helium-3 It 0.0
0.89rz
amthis case, the value of the inverse Jost function has been doubled to account for
possible interactions between either of the two spectators.
TABLE 5.1.NNfinal state interaction parameter, 6, fit to W = 1.6 GeV, high
e data. The fact that 81 for the deuteriumdata indicates that the overall
method works well. The deviation from one in the deuterium1rcase results from
the fact that we do not properly account for Coulomb repulsion (between the final
state protons) in the simple Jost function formalism.
methods are used for all targetsexcept in the case of irproduction from helium-3
where the good value of 6 is the same as the "no FSI" case.
In general, the extracted cross sections can vary on the order of 1% de-
pending on which prescription is used. However, it is important to note that the
effect is mostly constant for a given target (i.e. notEdependent) so the assigned
uncertainty of 1% is assumed not to propagate randomly in the L-T separation.
5.4.2. Iterationofthe Model Cross Section
The Monte Carlo model cross section is iterated using a stand-alone FOR-
TRAN program. This program makes use of HBOOK [63] routines to take care
of histogramming the data and SIMC quantities and uses the MINUIT [64] opti-
mization package to fit corrections to the model. The corrected model is given by,
= C(w,Q2,pq,q5pq,
p)rnodel (5.21)157
where C(w, Q2,9pqpqP) is the correction function and Ok1denotes the origi-
nal model cross section (be it the hydrogen cross section or the deuterium/helium-3
cross section modified by theNNFSI prescription). The total correction function
is approximated by,
C(w,Q2,9pq,pq,Pir) = O(w)K(Q2)T(pq)F(pq)P(P,r), (5.22)
where it is assumed that the total correction can be factorized into independent
1-dimensional correction functions.The iteration scheme fits corrections to 1-
dimensional distributions inw, Q2, °pq pqand F,,- (for the nuclear targets) in
that sequence. One such cycle through each variable in considered one "iteration."
At each step, the "experimental" cross section is calculated. The iteration has
converged when this quantity stops changing with each successive cycle. In general
it takes only 5-10 iterations for the model to converge, however the routine runs
for 20 iterations to ensure there is no slow drift.
The iteration of the model cross section relies on two main assumptions.
First, we assume the starting model largely corrects for any gross behaviors of the
cross section across the acceptance. A good example of this is theQ4behavior
of the Mott cross section. Second, we assume that we can tweak the existing model
with small corrections and that these corrections largely factorize in the variables
of interest. Hence, we can fit a separate correction to the model in w, Q2, etc.
Clearly, one should not expect that the actual cross section will factorize in this
fashion. We take the point of view that these corrections are a small perturbation
on the original input model, and hence our factorized correction can be viewed as
a product of truncated Taylor expansions inw,Q2, etc.
The iteration procedure itself can be broken down into three major steps: 1)
histogramming 2) correction fitting and 3) cross section calculation. The following
sections will examine each of these steps in more detail.158
5. i$.2.1. Creating the histograms
One dimensional histograms are created and filled for the data and Monte
Carlo in the variables in which we wish to iterate. For pion electroproduction from
hydrogen, these variables areW (Eam Ee), Q2, 0pq,andçbpq.5In the case of
deuterium and helium-3, the cross section contains an extra degree of freedom, so
an extra variable (P71.)is added to the iteration scheme. It is important to note
that since we have assumed that our corrections to the model will factorize in each
variable, we sum over all the other variables when making the one-dimensional
histograms. For example, the w histogram contains contributions from allQ2in
the acceptanceno effort is made to make each bin in w sample some narrow
region in Q2, although the ranges in the data and Monte Carlo are identical.
Once the histograms have been created, we take ratios of the data and
Monte Carlo distributions to look for deviations between the two. Since we already
know that the data and Monte Carlo resolutions are not perfectly matched, it is
necessary to restrict the histograms of the variables in which we will be iterating
to regions where the acceptance is not changing rapidly, or where there is not a low
number of counts. In general, the histograms are restricted such that the number
of counts in a given bin is not less than0.25 of the largest number of counts per
bin in the acceptance. Also, regions where the number of counts is changing very
rapidly are avoided. This is illustrated in Figure 5.2.
5Note that in the electroproduction models, W and0cm,as opposed to w and9pq,are
the relevant inputs. However, since these quantities are calculated in the y*N center of
mass frame, which cannot be reconstructed for a given event in the case of production
from deuterium and helium-3, it was decided to use a set of variables that are analogous
to the "physics" variables, but are more clearly interpretable experimentally.0.025
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FIGURE 5.2. Regions of experimental acceptance included in the iteration pro-
cedure for W = 1.15 GeV, e = 0.437 data. Unfilled regions denote data excluded
from the "iteration" histograms. Regions of low relative counts and rapidly vary-
ing acceptance are avoided. Note that these cuts apply to the iteration onlycross
sections are extracted using the full data set.
Note that although we restrict the region over which we fit the correction
functions to the input model, we use the "full" distributions to extract the cross
sections.This goes along with our philosophy of letting the spectrometers set
the accepted region as much as possible. In regions excluded from the correction
fitting, we merely use the value of the correction at the nearest point at which it is
fit, i.e. a constant correction beyond the fit region. Since the regions excluded from
the fits generally have lower numbers of counts, the difference between assuming a160
constant correction, and extrapolating the correction beyond the region of the fit
is minimal (generally much less than the statistical precision of the measurement).
5.4.2.2. Fitting the correction function
Once the histograms have been filled, the histogram ratios are created. If
the model description of the dependence on a particular variable is accurate, the
ratio should be flat. Any deviation from flat is fit with some smooth function.
This function becomes the correction and is applied to the model. It is important
to point out that although the correction function is fit using "experimental" dis-
tributions (i.e. distributions that include radiation, multiple scattering, etc.) the
correction is applied to the model cross section in terms of the vertex variables.
The correction functions fit to the data/SIMC ratios are,
0(w) =a0+ a1w, (5.23)
K(Q2) =b0+b1Q2, (5.24)
T(Opq) = co + ciOpq, (5.25)
F(4pq) = d0 + d1 cos(qpq) + d2 cos(2c5pq), (5.26)
P(P) = e0 + e1P,,. + e2P.
The total correction is then,
(5.27)
C(w, Q2, /, P) = 0(w) K(Q2) T(epq) F(pq) P(P,r) , (5.28)
and the iterated model cross section is,
D'model
aC(w,Q2,epq,Qpq,iir) . (5.29)
Once the correction function for a particular variable has been fit, the SIMC
histograms are re-filled with the new (iterated) model weighting, and the next161
variable is fit. The fitting sequence is w,Q2, 0pq,cbpq, and finally, if we are dealing
with a nuclear target, P1. Note that in each subsequent iteration of a given variable,
the correction function is fit to the data/SIMC ratio multiplied by the correction
function from the previous iteration. For example, consider the nth cycle through
the iteration process. The new function fit to w is,
YDATA O(w)= (w)O1(w), (5.30)
SIMC
where Wexp denotes the reconstructed value of w as opposed to the value at the
vertex, which is not directly available experimentally. The Monte Carlo histograms
are reweighted using this new function of w, but the functions of the other variables
still carry over from the previous iteration and the correction is given by,
C(w,Q2,9pq,pq)= On(w)Kn_i(Q2)Tn_i(9pq)Fn_i(pq) . (5.31)
Proceeding to the next variable in the sequence, the ratio of the reweighted his-
tograms inQ2is calculated, and the correction fit,
K(Q2)YDATAfQ2K_1(Q2). (5.32) v exp)
SIMC
Again, the Monte Carlo histograms are reweighted using the new correction inQ2,
C(w,Q2, 0pq, çbpq) = On(w)Krz(Q2)Tn_i(Opq)Fn_i(pq) . (5.33)
The procedure progresses in this manner through all the fit variables and then
begins again. The sequence in which the variables are fit turns out to have little
or no impact on the extracted cross sections. The effect of the iteration can be
seen in Figures5.3-5.6.In this case the starting model describes the data well so
that small corrections are adequate to match the Monte Carlo to the data.162
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FIGURE 5.3. Effect of iteration scheme on w for W = 1.6 GeV, = 0.89 hydrogen
data. Plots on the left are data (crosses) and SIMC (solid line) charge normalized
counts before (top) and after (bottom) iteration. Plots on the right are the ratios
of the two histograms on the left. All error bars are statistical only.70
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FIGURE 5.4.Effect of iteration scheme onQ2for W =1.6GeV,= 0.89
hydrogen data.Since the Monte Carlo is normalized to counts, the resolution
mismatch between data and SIMC causes the ratio to be greater than 1 in some
regions. For our purposes, this is acceptable and it is important only that the ratio
be flat in the region of slowly varying acceptance.90
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FIGURE 5.5.Effect of iteration scheme on 9pq for W = 1.6 GeV, c = 0.89
hydrogen data.50
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FIGURE 5.6.Effect of iteration scheme onqpqfor W = 1.6 GeV,= 0.89
hydrogen data.166
5.4.2.3. Cross Section Calculation
At each step in the iteration process, the experimental cross section is re-
calculated. Since the experimental cross section isexP= this
basically entails determining the new SIMC yield after the model has been tweaked,
as well as re-evaluation of the central, model cross section. Using Equation 5.29,
the new central cross section (for hydrogen) is,
model it0central =C(wo, Q,o,I)0centra1 ' (5.34)
where the correction function is evaluated at the central kinematics. Note that the
çbpqdependence is retained in the above expression. Although theçbpqdependent
terms do not contribute, we must retain the overall scale term fromF(pq),d1.
In the case of electroproduction from the nuclear targets, the new central cross
section is,
Pmox d'model \
0centralj
C(wo, Q, 9o,çbpq, P) dP . (5.35)
Pmin d1
,.
5.4.2.4.3He(e,ehir+) Cross Section Extraction
The above description of the iteration procedure applies to almost all of the
data taken during E91003 in that the pion electroproduction process can usually
be described in terms of free or quasifree production (with some refinements).
Positively charged pion production from helium-3 however is a special case. Here,
we have not only the quasifree production mechanism, but also a coherent channel
in which the final state is a bound system, 3H. A comparison of the helium-3
spectra at W = 1.6 GeV for+ and irproduction is shown in Figure 5.7. Clearly
present in thespectrum is the 3H coherent final state in addition to the Dn167
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FIGURE 5.7. Helium-3and irspectra for W = 1.6 GeV, highdata. The
iryield has been divided by 2 for comparison with the irdata.
andpnncontinuum states. To extract the total cross section integrated over all
these final states, the 3H andDn/pnricontributions are modeled separately in the
MonteCarlo.6Then, the input model is iterated in the same fashionas described
above, except in this case the relative strength of the 3H final state is also fit during
each iteration cycle. A missing mass spectrum showing the data compared to the
Monte Carlo (after a single iteration to find the relative strength of the 3H peak)
6The trial spectral function (see Section 4.2.1) is assumed to model the strength of the
deuterium final state relative to the pn final state appropriately so thatwe need not
treat them separately.50
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FIGURE 5.8. Missing mass spectrum for 3He(e, eir) at W = 1.6 GeV compared
to Monte Carlo.Crosses are the data and the solid curve is the Monte Carlo
simulation. The relative strength of the 3H peak has been fit as described in the
text.
is shown in Figure 5.8. The Monte Carlo also includes corrections for final state
interactions between the recoiling neutron and the spectator pn system.
At W = 1.15 GeV the 3H final state is not in the acceptance because of the
limited Pr/missing mass coverage. Despite this, it is possible that events produced
from the 3He(e, e'ir+)3H process may radiate into the raw missing mass spectrum.
We ignore this process for two reasons. First, our lower effective missing mass cut
at M = 2.845 GeV is approximately 35 MeV above the position of the 3H peak
the radiative tail should be quite small at that point. Second, calculations [65]169
indicate that the 3He(e, ehir+)3H cross section should be suppressed relative to the
H(e,e'r+)ncross section by a factor approximately proportional to the square of
the helium-3 form factor, F2. At these kinematics,F20.0425, hence the likely
contamination in our missing mass region is on the order of 10% of F2/2, or 0.2%.
Therefore, we extract the cross sections at this point including only theDn/pnn
final states in the iteration scheme.
5.4.2.5. Input Model Dependence and Iteration Procedure Uncertainty
The initial input model used in the above described iteration procedure is
the MAID model [66] developed by Drechsel et al. This model is constrained by
existing pion electroproduction and photoproduction data and is applicable across
the full kinematic range of this experiment. Four forms of this model are used in
the analysis; 1) the original formulation that matches most closely the description
in Ref. [66], 2) the new MAID 2000 formulation that has an improved unitarization
procedure, 3) the original MAID model with the longitudinal to transverse ratio
adjusted to agree with the first pass analysis results from our data, and 4) the same
L-T adjustment to the MAID 2000 model. Since our data does not seem to prefer
any one of these variations over the other (at least over our limited acceptance),
the final result is taken to be the mean of these four variations of the model.
The model dependence of the iteration procedure is estimated using the
variation of the extracted cross section with the four versions of MAID described
above. Additionally, one more "reasonable" starting model is used to check the
procedure. The additional model for the W = 1.15 GeV data is a multipole analysis
by von Gehlen [67] (valid up to W1.35 GeV) while for the W = 1.6 GeV data,
a parameterization of pion electroproduction data taken at W = 2.2 GeV [68]170
is used. Use of the latter may seem inappropriate due to the fact that, even at
W = 1.6 GeV, we are still in the resonance region. However, at that W, we are
above most of the prominent resonances (the i(1232) and S11(1535) for example)
and examination of the data reveals no strong W dependence over the limited
region of our acceptance.
As a further test, the cross section is also extracted using a "flat" model in
which only the virtual photon flux (F) is used as the starting model in the iteration
process. This last test is a kind of worst case scenario. Our iteration procedure
is based on the assumption that the starting model only needs small corrections
in the case of the "flat" model, it is clear that there is no reason to expect the
starting model to well describe the data. This can be seen in Figure 5.9 where
the post-iteration correction (C(w,
Q2,c5pq, P,) as defined in Equation 5.28) is
shown for the MAID and flat starting models. In the former case, the correction
is peaked at1 and has a (symmetric) spread of about 9% (rms). On the other
hand, the correction to the flat starting model is not quite centered at 1, with a
spread of14% (rms). It is worth noting that in the MAID case, almost all events
have a correction of less than 20% while in the flat case, a significant number of
events require corrections of more than 20%.
As an example of the model dependence of the experimental cross section,
consider the W = 1.15 GeV helium, R-data. In this case, the variation in the
extracted cross section amongst the four forms of MAID is 0.42% at low c and 0.19%
at high . The extracted cross section using the multipole analysis of von Gehlen
yields a cross section 0.49% (0.30%) different from the mean of the four MAID
forms at low (high) c. Even the flat model, which is clearly a poor candidate for a
good starting model for the iteration, gives an iterated result within 1.65% (0.23%)
at low (high)of the average MAID value.171
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FIGURE 5.9. Distribution over the event population of the iterated correction
function, C(w, Q2, ,pq,P.), for MAID and flat input models. The large spread
in the size of the correction (0.8-1.6) for the flat case indicates that it is not a good
choice as a starting model for the iteration procedure.
The results of such an examination of the model dependence, averaged over
all targets, are shown in Table 5.2. Clearly, the cross sections extracted using the
flat starting model deviate most strongly from the nominal "good" value. How-
ever, considering that we do not expect the iteration procedure to deal well with
poor starting models, the agreement is surprisingly good. While it is possible
that the model dependence of the extracted cross section is somewhat correlated
between 6 settings and targets, precise determination of which part of the cor-
responding uncertainty is random and which part is correlated is a challenging172
prospect. However, since other systematic uncertainties render these relatively in-
significant, we conservatively assign a totally uncorrelated uncertainty of 0.4% for
all targets and kinematic settings, based on the deviation amongst the reasonable
starting models.
Model W=1.15 GeV W=1.6 GeV
=0.437=0.861=0.490=0.894
MAID 0.37% 0.38% 0.17% 0.23%
von Gehlen 0.55% 0.14%
Brauel param. 0.29% 0.40%
Flat 2.50% 0.82% 2.34% 1.28%
TABLE 5.2. Input model dependence of experimental cross sections extracted
using the iteration procedure. The mean of the values extracted using the four
forms of MAID described in the text is taken to be the "good" value. The MAID
row denotes the standard deviation among the four, while the remaining rows
denote the deviation from the average MAID value using those models. The value
at each kinematic setting is averaged over all targets.
As a further test, the iteration procedure was carried out varying the cuts
used on the spectrometer quantities (ö,XarandYar)in each arm. While this
is partially a test on our understanding of the spectrometer acceptances, it also
tests the stability of the iteration procedure. Table 5.3 shows the variation of the
extracted hydrogen cross sections when the spectrometer cuts have been varied
1020%. The variations shown are the average of increasing and decreasing
the cut.In the case of the W = 1.15 GeV, HMS S cut variation, the change
in the cross section may be amplified a bit due to the fact the cut is explicitly
chosen so as to eliminate as many collimator punch-through events as possible
(see Section 4.6). Nonetheless, the variation of the extracted cross section is fairly173
Cut (variation) W=1.15 GeV W=1.6 GeV Average
=0.44e=0.86e=0.49=0.89
HMS ö(nom±1%)a 0.77% 0.55% 0.60% 0.34% 0.57%
HMS x,. (nom±1.5 mrad)0.41% 0.08% 0.42% 0.05% 0.24%
HMSYar(nom±1 mrad) 0.17% 0.01% 0.06% 0.02% 0.18%
SOS ö (nom±2%) 1.06% 0.20% 0.04% 0.06% 0.34%
SOSXar(nom±1 mrad) 0.05% 0.05% 0.10% 0.14% 0.24%
SOSYar(nom±1.5 mrad) 0.15% 0.07% 0.11% 0.15% 0.12%
Quadrature Sum 0.78%
aCut variation for fullrange (±8%). In the case of smaller 5 cuts to match w accep-
tance, the same fractional (rather than absolute) variation is used.
TABLE 5.3. Change in extracted cross section with variation of spectrometer cuts.
Deviations shown are for hydrogen cross sections only and denote the mean of the
effect of increasing and decreasing the cuts by the indicated amount.
small.The quadrature sum of the mean variation for each quantity is 0.78%.
Assuming a point to point uncertainty of 0.5% for the acceptance, we assign a
0.6% (=[(0.78%)2 - (0.5%)2]h/2)random uncertainty for the iteration procedure.
5.5. Error Analysis
A number of the systematic uncertainties in this analysis have already been
discussed in previous sections. Tables 5.4 and 5.5 list these uncertainties and the
sections in which they were discussed.
One class of uncertainties that has not yet been discussed are the errors aris-
ing from incorrect values of kinematic quantities: namely, beam energy and central
spectrometer angles and momenta. These uncertainties are estimated using a pionCharge - 0.5 - 1.0 2.2.3
Target thickness:
19K H - 0.68 - 2.3
18KH - 0.89 -
D2 - 0.83 -
He3 - 1.24 -
Corrections
SOS Trigger Efficiency 1.3 (.29 GeV) 0.2 - 3.4.1
0.4 (1 GeV) 0.2 - -
HMS Trigger Efficiency 0.1 0.1 - -
Computer dead time 0-60 0.1 - - 3.4.2
Coincidence blocking 0-8 0.1 - - 3.4.3
Tracking efficiency 0-5 0.5 - 1.5 3.4.4
3He pressure 0-2 0.4 - 3.4.6
Pion absorption 10(29 GeV) - l.O(O.4pol) 5.8 3.4.7
5(1 GeV) - O.4(Opol) 3.5
Kinematics
Ebeam - 0.28-0.56 - -
Oe 0.37443 - -
Ee 0.110.5 - -
O,r - 0.10.23 - -
P1. - - 0.1-0.47
Monte Carlo
Pion Decay - 0.5 - 2.0 4.5
Collimator Punch Through - 0.25 0.5 1.0 4.6
Radiative Corrections - 0.5 1.0 2.2 4.7
Acceptance - 0.5 2.0 4.8 and 5.4.2.5
Iteration Procedure 0.6 - 5.4.2.5
Model Dependence 0.5 - -
NN FSI - 1.0 1.0 5.4.1
aKinematic uncertainties listed in the random column will partially cancel in the sepa-
rated ratios as discussed in the text.
TABLE 5.4. Summary of random and scale type uncertainties. The uncertainties
in the table refer to the uncertainty in the final cross section due to the uncertainty
in that quantity. Random uncertainties must be included at each when extracting
the separated cross sections,aLandaT.Scale uncertainties apply directly to the
separated cross sections. Quantities in the "Random b/t target" column are scale
for a given target, but not between targets.175
Quantity Size of Uncertainty in Discussed in
Correction Correction Section
Efficiencies and corrections
Dummy subtraction 2.4-8% 3.44% of dummy fraction 3.3.5
Electronic dead time 0-3.5% 10% of elec d.t.(each) 3.4.2
multiple tracks 0-0.5% 25.61% of correction 3.4.4
SOSblocking 0-5% 5.88% of correction 3.4.5
Target heating
19K H 2.9%/100A 0.43%/lOO1iA Appendix A
18K H 2.7%/100jtA 0.33%/lOOiiA
18K H (small raster)5.4%/100A 0.67%/lOOpA
D 1.15%/100jA 0.31%/100A
D (small raster) 2.3%/lOOjtA 0.63%/lOOpA
He 5.68%/100A 1.11%/100iA
TABLE 5.5. Rate/current dependent uncertainties. The uncertainty in these cor-
rections is related to incident particle rate and/or beam current. Whether these
errors propagate as random or scale depends on the difference in running conditions
between c points.
electroproduction model (MAID) and varying each quantity (one at a time) by its
corresponding uncertainty (0.1% for the beam energy and momenta and 1 mrad for
the spectrometer central angles). The resulting difference in the calculated cross
section from the value at the nominal "good" kinematicsistaken as the uncer-
tainty in the cross section due to the uncertainty in that quantity. In general, the
uncertainty due to kinematic variations is less than 1%, except for the variation
due to the central electron scattering angle for the highsettings which gives an
uncertainty in the cross section of1.4%.
In performing an L-T separation, it is important to keep track of two types
of errors. The first, random errors, propagate randomly betweensettings and
must be included at eachpoint when extracting the longitudinal and transverse176
cross sections. Examples of random errors are simple counting statistics, kinematic
uncertainties (i.e. the beam energy between the different i settings), and certain
detector efficiencies. The second type of errors, scale errors, are the same at each
c setting so propagate directly into the separated cross sections. Examples of scale
errors include the uncertainty in the pion absorption correction and overall target
thickness (not including modifications due to beam heating). Since scale errors are
the same for the longitudinal and transverse pieces, they cancel in the longitudinal
to transverse ratio,R.For this reason,Ris sometimes better known than the
separated cross sections themselves. Often, uncertainties in a given quantity are a
mixture of random and scale type errors. For example, we assign an overall 2.2%
uncertainty to the radiative corrections procedure, but acknowledge that some part
of that uncertainty may be random between c settings (0.5%).
Some types of uncertainty are proportional to incident particle rates or
beam currents, and hence are not clearly identifiable as either random or scale.
An example of this is the target heating correction, the uncertainty of which is
directly proportional to the incident beam current. If the beam current were iden-
tical between c settings, then the uncertainty in the correction is totally scale and
propagates directly into the separated cross sections. However, this is rarely the
case, and any random components must be accounted for.In this analysis, the
effect of uncertainties of this nature are estimated as follows: the unseparated
cross sections are varied simultaneously by the 1 ci value of the uncertainty of the
rate/current dependent correction (for the average rate/current at a given mea-
surement) and the effect on the separated cross section determined. For example,
given an uncertainty, 8(I), that is a function of beam current, the uncertainty on
the longitudinal cross section is calculated,
=o1(1 + 8(I))cr2(1 + 82(12))
12
cT2
1
(5.36)177
Other examples of this kind of uncertainty include the electronic dead time, the
multiple track correction, and the SOSerenkov blocking correction. The uncer-
tainties in the separated cross sections from these quantities are estimated as in
Equation 5.36.
The propagation of errors becomes a bit more complicated in the extraction
of the longitudinal (and transverse) ratios between targets. In addition to random
errors betweensettings, there are some errors that propagate directly into the
separated cross sections, but are random between targets. An example of this is the
target thickness, the uncertainty of which is constant between c settings, but not
between targets. Another class of uncertainty comes into play when data for two
targets at a givensetting was acquired at the same period in time. In a case such
as this, the uncertainty in kinematic quantities would cancel if we were measuring
the unseparated cross section ratio between targets. In the case of separated ratios,
the uncertainty should still partially cancel. Consider the uncertainty due to the
beam energy,8E,for the W = 1.15 GeV, highhydrogen and deuterium data
(which were taken at the same period in time).Then, the uncertainty in the
longitudinal cross section ratio is estimated,
D D D af'(1+5E)cr2Ui U2
Longitudinala(1+ E)H HH (5.37)
2 cr1
where we have ignored any contribution to the uncertainty in the value offrom
the beam energy (this is negligible in most cases). The uncertainty in the separated
ratios due to the scattered electron energy and angle, and scattered pion angle is
also calculated in this fashion. Finally, the rate dependent uncertainties are also
calculated in this fashion, except in this case all four cross sections are varied by
their 1 a uncertaintiessimultaneously.6. RESULTS AND DISCUSSION
6.1. Overview
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Although the primary aim of E91003 is to extract separated longitudinal
cross section ratios, the absolute cross sections are of much interest in their own
right. In the following sections, we will present both the unseparated and separated
absolute cross sections for each target, followed by the target ratios.
In order to more easily interpret our results, we focus on the target ratios
in which quasifree pion production is the dominant mechanism. In particular, this
means that in the helium-3 case we focus onirproduction and compare that to
irproduction from deuterium. In the case ofproduction from helium-3, we
are faced with the complication of the bound 3H state in addition to the continuum
pnnandDnfinal states. Also, it is known that absorption effects are quite large
at low pion momentum in this case. These absorption effects are much smaller for
T = 1 pairs, i.e. in the case ofirproduction from helium-3 where the spectator
pair consists of two protons.
Of primary interest here are the longitudinal cross section ratios. As noted
in Chapter 1, the longitudinal cross section is sensitive to the pole process in which
one can view the pion electroproduction process as the knockout of a virtual pion.
In that picture, the cross section can be viewed as the probability to have the
virtual photon interact with the pion (described in terms of the pion form factor
F(Q2)) times the probability for the nucleon(s) to emit a virtual pion (described
in terms of theirNNform factorgNN(t)).Any effects from the presence of a pion
excess would result in a perceived increase ingNNand hence an enhancement of
the pole process.6.2. Definition of Cross Sections
ten,
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Recall from Section 1.2 that the lab cross section for hydrogen can be writ-
d5a do-
d1edEed1= F, (6.1)
where F is the virtual photon flux given by,
1K 2ir2EeQ2l
eq- (6.2)
Keq is the equivalent photon energy, given in the Hand convention by,
W2M2
Keq 2M
' (6.3)
with M the target mass and W the total energy in the virtual photon - nucleus cen-
ter of mass. da/d1l, the virtual photon cross section, can be further broken down
into contributions from transverse and longitudinal photons as well as interference
terms,
do-daT daL dULT dO-TT - ++ /2(1 +d,
cosq5 +d1,cos2q. (6.4)
In parallel kinematics, thedependent terms are small and in our case are averaged
to zero by integrating over
Equation 6.1 holds for pion electroproduction from hydrogen, but in the case
of production from deuterium and helium-3, there is an extra degree of freedom
and the lab cross section has a 6-fold kinematic dependence instead of a 5-fold
dependence. In this case, the lab cross section can still be broken into a virtual
photon cross section times the virtual photon flux,
d6a do-
d1edEed1dPr= Fddp. (6.5)The nuclear virtual photon cross section can be broken down in the same way as
the hydrogen cross section into longitudinal, transverse, and interference terms,
dci daT dcJL \/26( 1 + )
dCTLT dciTT
d1rdPirddP1,+ddP+ d1dP7,cos +
d1ldP7,cos 2.
W]
Since we wish to compare the nuclear cross sections to the free proton,
we integrate the nuclear cross sections over P..' The experimental acceptance is
limited, so our integrated nuclear cross sections only sample a portion of the full
P spectrum and will depend on the limits used. Thus, one should keep in mind
throughout this chapter that most of the time the integrated nuclear cross sections
are really
doA pPmax
iPmindirdPirdP. (6.7)
It is common practice to express the virtual photon cross section in the
virtual photontarget center of mass frame. However, in our case, this is not
especially convenient in that the center of mass frame is different for each target.
Since we are interested in target comparisons, the virtual photon cross sections
given in most of the results that follow are in the laboratory frame where the
target is at rest.
6.3. Unseparated Cross Sections
The unseparated cross sections are shown in Table 6.1.The deuterium
and helium-3 cross sections have been integrated over P to obtain the 5-fold lab
1One could consider the hydrogen cross sections to also have been integrated over P
with the P dependence given by a S function.181
Target iP d6adP a' + ECYL
;;:
::1e
stat
ft_________ (GeV/c) (pb/GeV/sr2)(/2b/sr) (%) (%)
ftW=1.15 GeV, k71. =0.469 GeV/c
H 0.437 3.12 x i0 17.22 1.4 1.8 7.1
H 0.861 - 2.86 x10_2 25.03 1.4 2.3 7.1
D(ir)0.4370.248-0.3502.18 xio- 8.27 2.3 1.7 7.2
D(ir)0.8610.248-0.3502.02 x10-2 12.19 2.2 2.1 7.2
D(7r)0.4370.248-0.3501.66 xiO3 6.32 2.4 1.7 7.2
D(7r)0.8610.248-0.3501.87 x10-2 11.28 2.0 2.1 7.2
3He(ir)0.4370.248-0.3501.27 x i0 4.38 3.1 1.8 7.2
3He(ir)0.8610.248-0.3501.39 x10-2 7.61 2.7 2.2 7.2
3He(ir4)0.4370.248-0.3503.52 x i0 12.14 3.0 1.9 7.2
3He(ir)0.8610.248-0.3503.15 x10-2 17.21 1.9 2.3 7.2
W=1.60 GeV,k =0.203 GeV/c
H 0.490 2.34 x10_2 44.23 0.8 1.7 5.4
H 0.894 2.99 x 10_i 58.18 0.8 2.2 5.4
D(irj0.490 >0.936 2.11 x10-2 35.62 0.9 1.7 5.5
D(ir)0.894 >0.936 2.66 x 10_i 46.32 0.6 2.3 5.5
D(ir)0.490 >0.936 1.81 x10-2 30.59 0.9 1.8 5.5
D(ir)0.894 >0.936 2.73 x 10_i 47.46 0.7 2.2 5.5
3He(ir)0.490 >0.943 1.37 x10-2 22.40 1.2 1.9 5.6
3He(ir)0.894 >0.943 1.87 x 10_i 31.40 0.9 2.3 5.6
3He(7rj0.490 >0.943 3.71 x10_2 60.38 1.1 1.9 5.6
3He(7r)0.894 >0.943 4.74 x lO 79.75 0.8 2.3 5.6
TABLE 6.1. Unseparated cross sections for the(e, e'ir)process. Results are pre-
sentedin the lab frame.d6a denotesdedEeddPCross sections from deuterium
and helium-3 are integrated over P71.,the limits given in the table. Virtual photon
cross sections(UT + EUL)are extracted by dividing the lab cross sections by the
virtual photon flux (F) as defined in Equation 6.2. The uncertainties are listed
in three parts. The first set of uncertainties are statistical and the second set are
random systematic uncertaintiesboth of these must be included at eachwhen
extracting the separated cross sections. The third set of uncertainties are the scale
systematic uncertainties that propagate directly into the separated cross sections.
All results are atQ2= 0.4(GeV/c)2and = 1.72 degrees.182
cross section. The virtual photon cross sections are then calculated by dividing
the lab cross sections by the virtual photon flux, I' (defined in Equation 6.2). At
W = 1.15 GeV the range of integration is from P = 0.248 GeV/c to 0.350 GeV/c
(this corresponds to a missing mass range ofM= 1.9011.971 GeV for deuterium
andM= 2.8492.926 GeV for helium-3). At W1.6, the P acceptance is
from0.85 to 1.15 GeV/c, however the integration is limited by the missing mass
cut (at about 10 MeV below 2 pion threshold) which limits the integration of the
central cross section to the region where P,,. > 0.935 (0.943) GeV/c in deuterium
(helium-3).
It should be noted that at W1.15 GeV, the acceptance of the P7,dis-
tributions from the nuclear targets is not complete. Figure 6.1 compares the P
acceptance for the low and high W deuterium data. Because of this limited accep-
tance, the direct cross section comparison between targets is not very meaningful.
This will be discussed further in Section 6.5.
As a check on the extraction of the experimental cross sections, it is useful to
compare the E91003 data to previous results. While L-T separated cross sections
are not common, there exists a good deal of unseparated cross section data. For
the most part, this data has been taken at higher c where the rates are higher.
Figure 6.2 shows E91003 highEhydrogen cross sections compared to pre-
vious data. Note that the cross sections are given as the 'y-p cross sections in the
center of mass, different from our usual convention. The low W E91003 cross sec-
tion has been scaled infrom 0.86 to 0.90 using the separated (experimental) longi-
tudinal and transverse cross sections and has been scaled fromQ2= 0.4(GeV/c)2
to 0.3(GeV/c)2and from= 3.7 degrees to 5.0 degrees using the MAID model.
Similarly, the higher W E91003 data has been scaled fromE= 0.89,0q= 3.6 de-
grees to= 0.93,e;q =0 degrees. The previous low W data was taken at the0.035
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FIGURE 6.1.P1, acceptancefor low and high W deuterium data. Points are data
with statistical uncertainties oniy. Curves are our quasifree calculations using the
MAID 2000 model modified to include the effects ofNNfinal state interactions
(NNFSI are the source of the small "bump" at high P in the curve on the left).
The curves have been arbitrarily normalized to agree with the data.
2.5 GeV Bonn synchrotron in 1978 [69], while the high W data was taken at the
Daresbury Nuclear Physics Laboratory 4 GeV electron beam in 1973 [70]. Both
the Bonn and Daresbury data sets show statistical errors only. The systematic
uncertainty of the Bonn data is5% while the Daresbury data systematic error is
10%. The E91003 data shows combined statistical and systematic uncertainties.
The E91003 data agrees very well with these older data sets.12
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FIGURE 6.2. Unseparated highhydrogen cross sections from E91003 compared
to previous data. The E91003 data has been scaled in Q2 and Ousing MAID,
and scaled inusing the extracted separated cross section information. Errors
on previous data are statistical only. The systematic uncertainty on the lower W
Bonn data (top plot) is on the order of 5%, while the higher W Daresbury data
(bottom) systematic error is 10%.6.4. Separated Cross Sections
ten,
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Recalling that the virtual photon cross section (for hydrogen) can be writ-
dr daT daL _+E, (6.8)
where thedependent interference terms have been set to zero, it is clear that
the longitudinal and transverse pieces of the cross section can be extracted by
varying c and fitting a linethe longitudinal cross section being the slope and the
transverse piece the y-intercept. In our case, there are only twopoints, so the
separated cross sections are,
daLala2
(6.9) d1,
daTc1a2c2a1
(6.10)
dIZ,,c1c2
For the nuclear cross sections we have,
Pmax
fpminddP
Pmax
fdpdP+ Cf
PmaxdaLddPdP. (6.11)
In this case, we can extract the P71.integrated longitudinal and transverse cross
sections by sampling the P,,. integrated virtual photon cross sections at two values
of
The separated cross sections, aT and UL, are given in Table 6.2 along with
statistical and total systematic uncertainties. For completeness, R, the ratio of
aL to aT, is also included. Again, the cross sections from deuterium and helium-3
are integrated over the P acceptance of the experiment (these limits are given in
Table 6.1) and all cross sections are in the lab (target at rest) frame.
While not the main focus of this experiment, the separated nucleon cross
sections alone are of significant interest. As noted in Section 6.3 there is a goodTargetaL = f d2aL dP,,.aT = fd2oT dP R =
(pb/sr) (gb/sr)
W=1.15 GeV,k =0.467 GeV/c
H 18.40±1.01±2.249.18±0.62±1.242.00+0.30
D(7(E)9.23±0.77±1.224.24+0.47±0.682.18±0.39
D(irj11.68±0.65±1.231.22+0.39±0.519.57±4.04
3He(7r)7.62±0.58±0.911.05+0.35±0.427.26±2.96
3He(ir)11.96±1.15±1.786.91+0.81+1.121.73±0.34
W=1.60 GeV,k =0.203 GeV/c
H 34.57±1.41+4.3827.29+0.96±2.891.27+0.19
D(7r)26.50+1.02+3.5322.63±0.76±2.371.17+0.18
D(7rj41.80±1.08+3.8610.10±0.73±1.974.14+0.83
3He(ir)22.32±1.00+2.5611.46±0.70±1.551.95±0.24
3He(ir)48.01±2.20+6.1836.85±1.59±4.131.30±0.20
TABLE 6.2. Longitudinal and transverse separated cross sections.d2aL(T)denotes
duLT)Errors on the cross sections are statistical and total systematic while the
erior onRare total. Cross sections are given in the lab frame and those from
nuclear targets have been integrated over the experimental P acceptance.
deal of unseparated cross section data, but fewer experiments were able to separate
the longitudinal and transverse components of the pion electroproduction cross
sections. Furthermore, in some cases the longitudinal piece was extracted using
onesetting and calculating the transverse component. The E91003 data set
will serve to further constrain existing models of the pion electroproduction cross
section.
As an illustration, we compare our separated hydrogen cross sections to
the MAID model. While MAID does a good job in general of reproducing our
highcross sections, the lack of L-T constraining data becomes apparent in the
comparison of separated cross sections. The comparison is shown in Figures 6.3
and 6.4. In this case, we have transformed our hydrogen cross sections to the y*N187
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FIGURE 6.3.p separated cross sections compared to MAID calcula-
tions. Cross sections are given in the y*_N center of mass atQ2= 0.4(GeV/c)2
and 03.6 degrees. The solid curve is the original MAID model, while the dashed
curve is the MAID 2000 model which has an improved uniterization procedure.
center of mass for more ready comparison. Note that "neutron" separated cross
sections are also presented. These values are extracted experimentally via the ratio
method where,
cT
0n = UD(lt)x . (6.12)
aD(1r)
The reasoning here is that one gets the "neutron" cross section via the bound
neutron in deuterium while correcting for the binding effects by evaluating the
proton to deuteron ratio. While the validity of this approximation may be14
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FIGURE 6.4.yn -* irpseparated cross sections compared to MAID calcula-
tions. Kinematics are the same as Figure 6.3. The solid curve is the original MAID
model, while the dashed curve is the MAID 2000 model.
questioned, it is at least consistent with previous extractions of they*_ncross
section, so is useful for comparing to this model.
Although there is clear room for improvement, MAID compares well overall
with the separated cross sections. The transverse cross sections are systematically
underpredicted in both theirandircase. This is likely due to the uncertainty in-
volved in extrapolating multipoles appropriate to photoproduction to non-zeroQ2.
The original MAID model seems to do a bit better than MAID 2000 (the updated
model with an improved unitarization procedure) in describing the longitudinalcross sections, however, both fail to agree with the W = 1.6 GeV, irpoint. This
is not surprising when one considers that, in the absence of isoscalar backgrounds,
one expects the longitudinal ir+/ir_ ratio to approach 1 as the 4-momentum trans-
fer to the nucleon,t,gets small(t0.04GeV2for this point). Without data to
constrain the model, it is quite reasonable to assume that the longitudinal ircross
section is similar to thecross section at these kinematics.It should also be
noted that our unseparated ir/ir+ ratio at highis consistent with previous data
(taken atQ20.5(GeV/c)2)[71], giving us confidence that we are not making
some systematic mistake in comparing the iranddata.
6.5. Separated Cross Section Ratios
Our investigation of the separated cross section ratios (in particular the
longitudinal ratio) is motivated by the desire to look for mass dependent effects
that arise from sourcesother thanthose coming from known processes such final
state interactions and the Fermi motion of the bound nucleon. Even neglecting
those effects, however, there is an issue in the definition of the separated cross
sections that complicates the interpretation of the separated ratios. Consider the
hypothetical case in which the quasifree integrated deuterium lab cross section is
exactly equal to the hydrogen cross section at bothsettings. In that case, it is
clear that there is no nucleus dependence in the cross sections. However, because
of the way in which the virtual photon cross section is defined (see Equations 6.1 to
6.3), the extracted deuterium longitudinal and transverse cross sections will differ
from those in hydrogen. The problem arises in the target mass dependent term in190
the definition of the equivalent photon energy,Keq =(W2M2)/2M.For that
reason, we define the "reduced" virtual photon cross section which is simply,
da
aREDUcED= Keq, (6.13) a,,.
which can be broken down piece by piece into the reduced longitudinal and trans-
verse pieces. With the above definition, equal lab cross sections between targets
will result in equal "reduced" cross sections and hence equal separated cross sec-
tions. We emphasize that the typical definition of the virtual photon cross section
is ratherarbitrary2and we are not skewing the physics in any way. When there is
any confusion, it is simplest to consider the separated ratios in the context of the
5-fold lab cross sections.
6.5.1. Results
The (reduced) separated cross section ratios are given in Table 6.3. The
helium-3,quantities have been divided by an extra factor of2.0to account for
the two protons in the helium-3 nucleus. Note again that all cross sections are
evaluated in the lab frame atQ2= 0.4(GeV/c)2and°pq = 1.72degrees. Statis-
tical errors are listed along with the total uncertainty (systematic and statistical
combined in quadrature).
As measured, the above separated ratios are difficult to interpret. At both
low and high W (high and low k,,., respectively), there is some fraction of the
quasifree cross section that is not sampled, either due to the limited experimental
2Jfact,Keqcan be defined such that there are no mass dependent terms to begin with
(e.g. the Gilman convention) thus avoiding the above redefinition. The Hand convention
is used in this work, though, as it is the most common convention to be found in the
literature.191
Ratio
I 8Rt RT
I
W=1.15 GeV,k =0.469 GeV/c
D/H(irj0.730.070.100.670.090.12
3He/D(7rj0.720.070.090.950.440.52
D(ir/ir)1.270.130.160.290.100.12
3He/H(ir+)0.520.060.090.600.080.11
W=1.60 GeV,k =0.203 GeV/c
D/H(ir)0.860.050.120.930.050.10
3He/D(irj0.550.030.071.170.110.24
D(ir/ir)1.580.070.190.450.040.08
3He/H(ir+)0.810.050.130.780.040.11
TABLE 6.3. Longitudinal and transverse separated (reduced) cross section ratios.
Statistical and total uncertainties are listed. Cross sections have been evaluated
in the lab frame and those from nuclear targets have been integrated over the
experimental P. acceptance. Note that the helium-3cross sections have been
divided by 2 to account for the fact that a positively charged pion can be produced
from either proton in the nucleus.
acceptance (at low W) or the necessity to cut out the 2-pion background (at high
W). To best interpret this data, one would ideally like to compare our integrated
cross sections to detailed nuclear calculations that include all known effects such
as a realistic nuclear wave function, antisymmetrization of the final state wave
functions,NNfinal state interactions, etc. Deviations would then be clearly in-
terpretable as signs of new physics (e.g. the pion excess). However, one can also
attempt to interpret this data in a more rudimentary fashion. In the next two
sections, two approaches to understanding the above ratios will be presented. In
the first, we simply attempt to extrapolate our measured nuclear cross sections to
fullP7, coverage.Second, we compare our limited acceptance ratios to a simple
calculation integrated over the same P71.region.192
6.5.2. Acceptance Extrapolation
As a first step in interpreting our separated cross section ratios, it is useful
to attempt to extrapolate the measured nuclear cross sections to full P,,. acceptance.
In the case of the W = 1.6 GeV data, this extrapolation can be done with little
uncertainty due to the large fraction of the P distribution sampled (see Figure 6.1).
On the other hand, the relatively small fraction of the P. distribution sampled at
W = 1.15 GeV results in significantly larger uncertainties.
In this section, we discuss the extrapolation of the longitudinal cross sec-
tions onlythe resulting uncertainty in any such extrapolation of the transverse
piece results in ratios with such large uncertainties that they may be considered
effectively non-measurements (especially for the low W data where the nearby
resonance can distort the simple quasifree shape). The extrapolation is done
using two models. First, we simply take our quasifree extension of the pion elec-
troproduction model (including NN FSI effects) and estimate the fraction of the
longitudinal cross section distribution measured.Second, we use the modified
version of this model after it has undergone the iteration procedure described in
Section 5.4.2. In general, these two methods yield very similar results. Further
checks are done on the iterated version of the model by allowing the P,,- correction
to be extended beyond the "fit" region and by fitting the NN FSI parameter, ö
(see Section 5.4.1), at each setting. The results obtained via these last two tests
are used to parameterize the uncertainty in the extrapolation procedure.
Figure 6.5 shows the W = 1.15 GeV longitudinal cross section for pion
production from each nuclear target as a function of P. The two curves shown
on the figure correspond to the iterated version of the cross section model (as
used in the iteration procedure) and the un-iterated version of the model. The
iterated model and un-iterated model yield approximately the same correction in200
Deuterium ir
150
I
100
c
b
O50
41.15 0.2 0.25 0.3 035 0.4 0.45
P [GeV/c]
250
200
I-
150a
c100
50
Helium-3it
.
15 0.2 0.25 03 035 0.4 0.45
p [GeV/c]
a
C
I-
a
C
Deuteriumit
193
Di 025 0.3 0.35
p [GeV/c]
14
120 Helium-3 ic
100
80 7/
I
60
H
40 //
20 //
kis 0.2 0.25 03 035 0.4 0.45
p [GeVic]
FIGURE 6.5. Longitudinal cross section P spectra compared to two versions
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of the quasifree,NN-FSImodified MAID model, while the dashed curve is the
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W
(GeV)
k
(GeV/c)
Target (polarity)Longitudinal P acceptance
(%)
1.60 0.20 D(irj 99.0+1.0
1.60 0.20 D(irj 99.0+1.0
1.60 0.20 3He(ir) 98.5+1.0
1.60 0.20 3He(ir) 97.5±1.5
1.15 0.47 D(ir) 83.5±7.1
1.15 0.47 D(irj 79.5+6.8
1.15 0.47 3He(7r) 74.0+7.4
1.15 0.47 3He(ir) 70.0+7.0
TABLE 6.4. Estimated fraction of the longitudinal P distribution within the
E91003 experimental acceptance.
most cases. Note that in the helium-3case, we have modeled only the quasifree
piece of the cross section and have ignored the coherent channel. As discussed in
Section 5.4.2.4, we expect this contribution to be on the order of a few percent we
make no attempt to account for this contribution. Figure 6.6 shows similar spectra
for the W = 1.6 GeV longitudinal cross sections. The estimated fractions of the
longitudinal P71.distributions measured are given in Table 6.4. The corrections
(and their associated uncertainties) are significantly larger for the W = 1.15 GeV
data.
Applying the acceptance corrections from Table 6.4, one can now make a
reasonable comparison between the integrated nuclear cross sections and the free
nucleon. The P acceptance-fraction corrected longitudinal ratios (per contributing
nucleon) are shown in Figure 6.7. Note that none of the ratios have been corrected
for final state interactions between the outgoing pion and the spectator nucleon(s).
In the deuterium and irhelium-3 case these should be relatively small, but the
in thehelium-3 case (at highk71.) these effects can grow to 20-40%.1.4
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FIGURE 6.7. P acceptance corrected longitudinal cross section ratios.Inner
error bars are statistical, middle errors are statistical+systematic, and the outer
errors include the uncertainties from the P11. acceptance extrapolation. In most
cases, pion-nucleon final interaction effects are estimated to be on the order of 5%
or less.In the case of the helium-3, highk,,.data however, these effects are
estimated to be much larger (20-40%). The 3He/H and 3He/D ratios have been
shifted ink,,.for ease of viewing.
It is somewhat surprising that at highk,the longitudinal ratios all are
less than 1. This is in marked contrast to the expectation of some sign of a pion
enhancement, and hence a longitudinal ratio greater than one. However, one must
keep in mind that at the high value ofk,,.,the total center of mass energy W is
1.15 GeV, close to the pion production threshold of 1.08 GeV. It is probable that
some regions of the momentum space wave functions can not contribute to pion
electroproduction due to too low values of the y*N energy. An estimate using197
the momentum space wave functions in the Monte Carlo (along with our off-shell
prescriptions, etc.)indicates that about 10% of the wave function is excluded
in the deuteron and about 20% in helium-3 (ignoring 3H contributions in the
case). On the other hand, the low recoil data taken at higher W (=16 GeV) do
not suffer from threshold effects in the nuclear wave functions. We estimate that
about 99-99.5% of the nucleon momentum distributions in deuterium and helium-3
can contribute to the quasifree pion electroproduction process.
The P1,acceptance corrected ratios can also be suppressed due to final state
interactions between the outgoing pion and spectator nucleon(s). In the case of
pion production from deuterium, these effects should be on the order of [72],
plrN crirN
4ir(r)
(6.14)
whereirNisthe total pion-nucleon cross section and (r) is the mean of the square
of the separation between the struck nucleon and the spectator nucleon (4 fm
in the deuteron). For the high recoil data (P,,. = 0.290 GeV/c),oN7 fm so the
effect should be on the order of 3.5%. At low recoil (P = 1.0 GeV/c),a,,.N6 fm
so the effect should be about 3%. In the case of pion production from helium-3,
one can have significant effects from pion absorption on the spectatorNNpair.
In a factorization approximation, the effect can be estimated by [73],
2 2
plrNN= !!rabs1
L 4
tot]
' (6.15)
where ois the total absorption cross section on the spectatorNNpair(pn
in thecase or pp in the ircase).For the pm spectator pair,ais taken
from experimental irD + pp data, while for the pp pair,ais inferred from
3He(ir,np)data. At low recoil, the effect is estimated to be less than 2% for both
+ and irdata. At high recoil, the ircorrection is small (3-4%), but the
effect is33%. It should be noted that this is a rough estimate intended only toindicate the magnitude of the effecta more precise determination would likely
require a full distorted wave calculation.
In Table 6.5 and Figure 6.8, we show the acceptance corrected ratios with
our estimates of the fractional contribution of the nucleon momentum distribution.
We also correct the high recoil helium-3data for the pion absorption effect
described above. Pion absorption and final state interaction effects should be less
than 5% for all other ratios. With these additional corrections, the ratios at high
k,,.are more consistent with unity.
Ratio k
(GeV/c)
P Acceptance
Corrected Ratio
Momentum Dist.
Fraction
Corrected
Ratio
D/H(ir) 0.203 0.866±0.118 0.994 0.871+0.119
3He/D(ir)0.203 0.556±0.071 0.990/0.994 0.558+0.071
3He/H(ir)0.203 0.810±0.133 0.993 0.831+0.137
D/H(irj 0.469 0.872+0.139 0.90 0.969+0.154
3He/D(irj0.469 0.818±0.150 0.80/0.90 0.920±0.156
3He/H(ir)0.469 0.647+0.126 0.80 1.170+0.222a
aCorrected by an additional factor of 1.33 to account for effects fromir+absorption on
the spectator pn pair.
TABLE 6.5. F1,acceptance corrected (longitudinal) ratios with estimated frac-
tion of nucleon momentum distribution that can kinematically contribute to the
integrated cross sections. Final state interactions between the pion and spectator
nucleon(s) are included in the corrected ratio only for the high recoil, helium-3 q.+
data. For all other ratios, the effect should be less than 5%. Uncertainties are on
the data and acceptance extrapolation procedure. No extra uncertainty due to the
estimate of the momentum distribution fraction (or the it-N FSI correction) has
been assigned.1.6
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FIGURE 6.8.P,racceptance corrected longitudinal ratios with additional correc-
tions for the fraction of the nucleon momentum distribution that can kinematically
contribute to the integrated cross sections. The high k. helium-3point has been
corrected by an additional factor of 1.33 to account for absorption of the pion on
the spectatorpnpair. No additional uncertainty has been assigned for these extra
corrections.
The acceptance corrected ratios represent theexperimentalquantity most
directly sensitive to nuclear modifications to the longitudinal cross section. Unfor-
tunately, a deviation from 1 is not an unambiguous sign of these nuclear effects.
Likewise, apparent agreement with 1 is not necessarily a sign of their absence. One
must ask the question, do we expect some modification to the integrated cross sec-
tion just due to the fact that we are now producing the pion from a moving nucleon
(in the quasifree picture) rather than a stationary nucleon? Such a modification200
of the longitudinal cross section must be understood if one hopes to make any
claims about seeing evidence for the enhancement of the virtual pion field in nu-
clei. Furthermore, any attempt to understand such quasifree modifications will be
model dependent. As will be shown in the next section, however, one can make a
reasonable attempt at taking these effects into account.
6.5.3. Comparison with Quasifree Calculation
Rather than extrapolating the data to the region of the P,,. distribution
that was not measured experimentally, we can compare our results directly to
a calculation that samples the same limited region of P. In fact, this second
approach has certain advantages. The acceptance corrected ratios presented in
Section 6.5.2 suffer from the fact that they fail to address the issue of potential
Fermi smearing of the bound nucleon cross section. One would like to account for
kinematic variations of the,y*Ncross section as one integrates over the nucleon
momentum distribution.Clearly, the Fermi motion of the bound nucleon will
result in values of W, °pq, etc. in they*_Ncenter of mass that deviate from the
values obtained with a stationary, free nucleon. A cartoon of this is shown in
Figure 6.9. In light of these kinematic effects, it is clear that even in the case of
100% acceptance of the quasifree P distribution, the integrated cross section may
not equal that of the hydrogen cross section.
The situation is further complicated by the fact that the total energy in the
virtual photon - nucleon center of mass, W, is below pion production threshold
for some regions of the nucleon momentum distribution. This issue is especially
important for the W = 1.15 GeV data, which is not far from the W = 1.08 GeV
pion production threshold.201
N
w= total center of mass
energy
= Wstationary
W<Wstatjonary
W>Wstationary
FIGURE 6.9. Cartoon of the modification of the 7*N center of mass energy (W)
due to the Fermi motion of the bound nucleon.
In light of these issues, it is useful to try to calculate a baseline that ac-
counts for the kinematic variations and threshold effects. Making useof the Monte
Carlo apparatus that has already been developed for the cross section extraction,
we can perform a simple calculationof the integrated longitudinal cross section
from the nuclear targets in which the only nuclear effect we include is the motion
of the "struck" nucleon. This simple calculation we call the "quasifree correction"
because it accounts only for the quasifree nature of the electroproduction pro-
cess. The experimental ratioscompared to the quasifree calculation give us some
insight into the non-trivial nuclear effects in longitudinal pion electroproduction.
Furthermore, the quasifree calculation is integrated only over the region of P in
the experimental acceptance so that we are making the most direct comparison
possible between the actual data and this calculation.202
The quasifree corrected ratio is defined as the experimental ratio divided
by the quasifree calculated ratio. Take as an example the deuterium to hydrogen
longitudinal ratio. The experimental ratio is,
/Pmax
R=([
da
(6.16)
\JPmindIuirdPit)dfZ
Similarly, the quasifree calculated ratio is,
Pmaxda 1model\
/1ii1
model
(6.17) quasifree
(fpmin ) []
-
where model denotes the fact that we are using a model cross section whose only
nuclear effect is the Fermi motion of the bound nucleon. It should be emphasized
that the limits of integration, Pmin and Pmax, on both the quasifree calculation
and the data are set by the experimental acceptance (listed in Table 6.1). With
the experimental and quasifree ratios defined, the quasifree corrected ratio is then,
D'P
Rcorrected (6.18 rquasifree
L LL
The quasifree correction is calculated using the MAID/MAID 2000 mod-
els as well as a third model appropriate to the kinematics (the same models as
discussed in Section 5.4.2.5). The correction is taken as the average of the three
models. Also, these results are compared to the raw fraction of the momentum
space wave function that contributes to the pion electroproduction process within
our P limits. The difference between the model calculations and pure wave func-
tion fraction is taken as the uncertainty. The calculated quasifree ratios are shown
in Table 6.6.
Note that in the case of the low k (high W) helium-3+ data, we compute
the quasifree correction only for the Dn/pnn continuum final states. Recall that
at these kinematics, the coherent 3H final state contributes significantly to the
cross section integrated over final states. It is inappropriate to model this coherent203
contribution in a quasifree picture, so we restrict the comparison to the final states
in which a simple spectator/quasifree picture makes sense. Of course, since we
calculate the quasifree ratio for the continuum states only, we must compare that
to the same region in the data. Previously, we have discussed only the extraction
of the experimental cross section integrated for all final states, however, we can
extract the 3He(e, ehir+)3H and 3He(e,ehir+)Dn/pnncross sections separately. This
is described in Section 6.6.2. On the other hand, at highk(low W), the 3H
contribution is expected to contribute only a few percent to the total integrated
cross section (as discussed in Section 5.4.2.4). Thus, one can picture the process
as dominantly quasifree.
Ratio k Quasifree Ratio
(GeV/c)LongitudinalTransverse
D/H(ir) 0.20 0.952±0.0261.037±0.064
3He/D(irj 0.20 0.951±0.0201.062±0.090
3He/H(ir) 0.20 0.918+0.0531.047±0.110
D/H(7r) 0.47 0.670+0.0420.776±0.064
3He/D(ir) 0.47 0.696±0.0370.761+0.072
3He/H(ir) 0.47 0.485±0.0490.584+0.072
TABLE 6.6. Calculated quasifree ratios for longitudinal and transverse cross sec-
tions. Note that the calculations of the cross sections from the nuclear targets are
integrated over the same region of Pg,. as sampled in the experiment (see Table 6.1
for the P limits). The 3FIe,calculations involve the continuumDn/pnnfinal
states only. At highk(low W), the coherent 3H contribution is expected to be
quite small, so the process can be viewed as dominantly quasifree. However, at low
k(high W), the coherent contribution is large so we must extract theDn/pnn
contribution only from the data to compare to the calculation.204
The quasifree corrected longitudinal and transverse ratios are shown in Fig-
ures 6.10 and 6.11 as a function of the struck virtual pion momentum, k71-.At low
k.(the W = 1.6 GeV data) there is a clear suppression of the helium-3 longitu-
dinal cross section with respect to deuterium and hydrogen while the deuterium
to hydrogen ratio also sees a small suppression, but is consistent with 1 within
the uncertainty. On the other hand, at the higherk,there is no evidence for any
deviation from 1 in the longitudinal ratios. One must keep in mind that final state
interactions between the positive pion and spectator nucleons in the 3He(e, ehir+)
channel can be quite large (20-40%), so that apparent value of1.05 is better
interpreted as an40% enhancement. Aside from the lowk71.,3He/H ratio, which
is clearly suppressed, the transverse ratios also show little evidence for any target
dependence within the uncertainties of the measurement (with the same caveat re-
garding the highkhelium-3 + data). It should be emphasized that these points
are not purely experimental data, but involve our interpretation via the quasifree
correction.1.8
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FIGURE 6.10. Quasifree corrected longitudinal cross section ratios. Inner error
bars are statistical uncertainties, middle error bars denote statistical+systematic
experimental uncertainties, and outer include the uncertainty due to the calculation
of the quasifree correction. The 3Hedata and calculation includes contributions
from the continuumDn/pnnfinal states oniy. The3He/H point at high k7,is
shown corrected by a factor of 1.33 for pion absorption on the spectator pn pair
(gray circle, see Section 6.5.2) and with no absorption correction (open circle).1.8
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FIGURE 6.11. Quasifree corrected transverse cross section ratios.Inner error
bars are statistical uncertainties, middle error bars denote statistical+systematic
experimental uncertainties, and outer include the uncertainty due to the calculation
of the quasifree correction. The 3Hedata and calculation includes contributions
from the continuumDn/pnnfinal states only. The3He/H point at high k7,is
shown corrected by a factor of 1.33 for pion absorption on the spectatorpnpair
(gray circle, see Section 6.5.2) and with no absorption correction (open circle)207
6.6. Other Results
6.6.1. lr_/lr+ Ratio and Pole Dominance
Throughout this work, it has been asserted that to the extent that the pole
process dominates, the longitudinal cross section is sensitive to the nuclear pion
field of the free proton and light nuclei used in this experiment. At this point, we
attempt to address whether it is indeed the case for our data.
The ratio of longitudinal irtoproduction from deuterium can be used to
test if the pole term does indeed dominate. The pole process proceeds only through
isovector photons, while other terms contributing to the longitudinal cross section
can proceed through both isoscalar and isovector photons. In terms of isovector
and isoscalar amplitudes (A,, and A8), the ratio of longitudinal cross sections can
be written [27],
-+ irp) A,,A812 (6.19) -* +)A,, +A82
Provided that the relative phase does not conspire to mask the contribution of the
isoscalar terms, a ratio of unity would indicate a lack of isoscalar backgrounds and
give one some confidence that the pole process is indeed the dominant contribution
to the longitudinal cross section. The kinematics for E91003 were chosen so as to
attempt to satisfy the above condition. However, analysis of the longitudinal irto
ratios indicate that there are non-negligible isoscalar backgrounds (see Table 6.3
and Figure 6.12). Although the ratios are on the order of 1.0, it is unclear how
the deviation from unity maps to the size of the contributions from the isoscalar
backgrounds. For the W = 1.15 GeV data, theory can provide some guidance
and calculations indicate that the pole term alone gives about 50% of the total2
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FIGURE 6.12. Longitudinal ir/irratios.Errors on data points are statis-
tics+systematic. Curves are from the MAID 2000 model. Note that these ratios do
not include corrections for the fact that we may be sampling more of the longitu-
dinalcross section at W = 1.15 GeV as indicated by the acceptance corrections
in Table 6.4 (although this effect should not be larger than a few percent).
longitudinal cross section [74].Unfortunately, the theory is less helpful for the
W = 1.6 GeV data, making the interpretation of the data more difficult.
In the most optimistic scenario, we can assume the isovector and isoscalar
amplitudes to be real (or at least have the same phase), in which case we find,
As
Av1+1'
(6.20)
where R is the longitudinal ir/irratio defined in Equation 6.19.Then, for
the W = 1.15 GeV data, we have As/Av = -0.059 and for W = 1.6 GeV,A5/Av = 0.113. These numbers can serve as a lower limit on the isoscalar back-
grounds, although they may certainly be larger.
6.6.2. Separation of Final States in 3He(e, e'ir')
As noted in Section 5.4.2.4, there is the bound 3H final state in addition to
the quasifreepnnandDnfinal states available in positive pion electroproduction
from helium-3. At thek.= 0.47 GeV/c kinematics (W = 1.15 GeV), this final
state is not within the experimental acceptance and is expected to have a small
contribution to the total integrated cross section. However, at thek= 0.2 GeV/c
kinematics (W = 1.6 GeV), the coherent channel is within the acceptance and is
a significant fraction of the P integrated cross section. In general, the emphasis
in this work has been on the cross section integrated over final states (bound and
continuum states).It is of some interest, though, to examine the coherent and
quasifree pieces independently.
While the experimental missing mass resolution is good enough to pick out
the 3H final state, it is not quite sufficient to totally separate it from theDnand
pnncontinuum states. However, as will be shown, we can separately extract the
3He(e, ehir+)SH and 3He(e, euir+)Dn/pnn cross sections with reasonable precision
with some aid from the Monte Carlo to estimate the backgrounds
A missing mass cut at M = 2.815 GeV is implemented to separate the
triton final state from theDnandpnncontinuum. Background from the continuum
final states that may leak into this cut is estimated by fitting Monte Carlo missing
mass distributions for the 3H,Dn,andpnnfinal states up to a missing mass
of 2.84 GeV. This is shown in Figure 6.13.The contribution to the 3H yield
from these backgrounds is estimated to be 4-8%.In general, the shape of the210
Dn/pnn background belowM = 2.8 15GeV is driven by the nucleon-nucleon final
state interactions. To estimate the uncertainty in the extracted 3H cross sections
due to the modeling of the Dn/pnn background, the background is calculated
using our nominal final state interaction prescription and assuming no nucleon-
nucleon interaction.The difference between the two results is about 3%, but
largely independent of epsilon setting.Hence we assign a scale uncertainty of
3% and a random uncertainty of 1% between epsilon settings for this background
contribution to 3H yield.
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FIGURE 6.13. Data and SIMC missing mass distributions for 3He(e, e'ir). The
solid curve is the total simulation while the dotted and dashed curves are the
simulation of the 3H and Dn/pnn final states respectively. The latter is used to
estimate the Dn/pnn background to the 3H final state forM <2.815GeV.211
A further complication arises from the extremely tight missing mass cut.
Although the resolution is matched fairly well between the data and Monte Carlo,
SIMC does not perfectly model some of the non-Gaussian resolution broadening
seen in the data. In general, this is not an issue in the analysis because we cut far
out in the tail of the missing mass distributions. However, in this case, we are forced
to use a tight missing mass cut close to the peak to separate the coherent channel
from the continuum states. This means that in comparing the data yields to the
SIMC yields, we may overestimate the expected number of Monte Carlo counts
and hence underestimate the extracted cross section. However, we can correct for
this lack of resolution matching via comparison with the hydrogen data. Applying
the same tight cut to the hydrogen data and comparing to the result with a wider
cut in which resolution effects should be minimal, we can estimate a correction to
the 3H data. This correction is about 1.5-1.9% with the random uncertainty taken
to be half the size of the correction.
The 3He(e, ehir+)3H cross section is extracted by iterating the input pion
electroproduction model (where in this case the input model includes theDn/pnn
background in addition to the 3H final state) in our usual fashion (see Section 5.4.2)
and then correcting for the resolution effects described above. Furthermore, since
we have already obtained the 3He(e, ehir+) cross sections integrated over all final
states (at least up to a few MeV below two pion threshold), theDn/pnncross
sections can be trivially obtained by subtracting the 3H cross sections from the
integrated cross sections. The unseparated cross sections are shown in Table 6.7
and the separated cross sections are given in Table 6.8.
While comparing the quasifree piece of the helium-3 cross section to that
from hydrogen requires either the P extrapolation described in Section 6.5.2 or
some kind of calculation as in Section 6.5.3, it is straightforward to compare the212
Final E LPir f
d6adP7,UT + 0L v:;:
:1e
State (GeV/c)(jib/GeV/sr2)(jib/sr)
stat
(%) (%) (%)
All 0.490>0.9433.71 x10-2 60.38 1.1 1.9 5.6
All 0.894>0.9434.74 x 10_i 79.75 0.8 2.3 5.6
3H 0.490 7.89 x iO 12.85 2.5 2.3 6.3
0.894 1.12 x 10_i 18.81 1.9 2.6 6.3
Dn/pnn0.490>0.9432.92 x10_2 47.53 1.5 1.9 5.6
Dn/pnn0.894>0.9433.62 x 10_i 60.94 1.2 2.4 5.6
TABLE 6.7. Unseparated cross sections for the 3He(e, ehir+) process. The cross
sections integrated over final states as well as the final-state specific cross sections
for the 3H and P. integratedDn/pnnfinal states are given.
coherent 3H cross sections to hydrogen. We roughly expect the size of 3H cross
section relative to the H cross section to go as the helium-3 form factor squared
times a phase space factor [65]. At these kinematics, the form factor squared is
0.41 while the phase space factor is 0.95, yielding a net ratio of 0.39. The ratios
of the unseparated cross sections are shown in Table 6.9. Note that the ratios have
not been adjusted for the fact that there are two protons in helium-3 so that the
ratio quoted is the true cross section ratio and not the ratio of the cross section
per contributing nucleon. Our results seem consistent with the notion that the
suppression is dominated by the helium-3 form factor.
It is also interesting to compare the separated 3H and H cross sections.
Defining the "reduced" separated cross sections as in Section 6.5 we find that the
longitudinal ratio isRL= 0.50 + 0.08 and the transverse ratio isRT= 0.24 + 0.06.
In other words, the longitudinal and transverse pieces of the cross section are not
suppressed in the same manner. An in-depth calculation of this effect would be
very interesting to see if it can be reproduced by known nuclear processes.213
Final cr= 1APd2cYL dPaT= d2aTdP. R =
State (sib/sr) (sib/sr)
All 48.01±2.20±6.1836.85±1.59±4.131.30±0.20
14.77±1.17±2.055.61±0.82±1.252.63±0.65
Dn/pnn33.23±2.49±5.1831.24±1.79±3.631.06±0.19
TABLE 6.8. Longitudinal and transverse separated cross sections for 3He(e, ehir+).
Cross sections integrated over final states as well as the separate coherent 3H and
continuumDn/pnncontributions are shown. d2oL(T) denotes Uncertainties
on the cross sections are statistical and total systematic.R,the ratio of aL to aT
is also given. The kinematics correspond to our high W data, W = 1.6 GeV,
Q2= 0.4(GeV/c)2and O= 1.72 degrees.
e alab(H) ob(H) a(3H)/a(H)
(b/sr2/GeV) (jb/sr2/GeV)
0.490(7.89±0.18) x i0 (2.34+0.04) x1020.34+0.01
0.894(1.11±0.03) x 10'(2.99±0.07) x 10_i0.37+0.01
TABLE 6.9. Unseparated cross section ratios for 3H and H. Uncertainties on
the cross sections include only the pieces that propagate randomly. There is an
additional 1.99% uncertainty that comes from the relative normalization between
targets.
6.7. Discussion of Results
In light of the results presented in Section 6.5, what, if anything, can be
said about nuclear pions and the predicted enhancement of the nuclear pion field?
Recall that according to pion excess calculations, one expects to see a suppression
at lowk,and an enhancement at highk..The real issue at hand is how do these
pion excess calculations translate to the cross sections we measure?214
The simplest approach is to assume that the longitudinal cross section is
proportional to the "number" of virtual pions. Given the number density in the
free nucleon,n(k,,.),and the pion excess per nucleon in the bound nuclear system,
8n(k,.),the longitudinal ratio would be,
n(k) + n(k71.)
6 21
of n(k) (.
There are of course problems with the above assumption.First, as shown in
Section6.6.1,there are significant isoscalar backgrounds in the longitudinal cross
sections which indicates that we are sensitive to other processes besides the pole
process, i.e. we are not just scattering from virtual pions. Furthermore, the above
equation assumes that we have sampled all virtual pion energy (u) for a given
virtual pion momentum (kr) and that we sample at a fixedk.Rather, due to
the constraint of detecting the final on-shell pion in parallel kinematics (at fixed
Opq) in order to separate out the longitudinal piece, we sample a fixed (w,,.,k,,)in
the case of hydrogen and integrate over a contour in(wv, k,)space for the nuclear
targets. Nonetheless, the above simple formula will give a sense of the size of the
effects one could most optimistically expect.
Calculations of the pion fields of nuclei tend to focus on the pion excess,
subtracting away the contribution from the free nucleon. This latter quantity in
itself is of significant interest and not a theoretically well determined quantity.
However, to usefully extract a value for the expected ratios, we must make some
estimate. A useful starting point is a simple field theory model outlined in Ref. [75].
The expression for the probability to find a pion with momentum kg,. is given by,
:2 i4
f7 \ ,y ,, = -'irNN'ir)
71 47r Wlr
where w. =/k + m, GIrNNis theirNNvertex form factor, and f is the fun-
damentalirNNcoupling (given by low energyir-Nscattering,f2/4ir 0.08).215
k
(GeV/c)
n(k)
(GeV)
5n(k)(GeV)
D 3He 4He
0.20
0.47
0.0134
0.0223
-0.0002
0.0020
-0.0020
0.0049
-0.0041
0.0094
TABLE 6.10. Estimated pion densityn(k,,.)in the nucleon and the pion excess
densitycn(k,)in deuterium, helium-3 and helium-4 at E91003 kinematics.n(k,,.)
is calculated as described in the text, andön(k)is from Ref. [2] (see Figure 1.1).
Typically,GIT.NNis expressed in a monopole form in terms ofA,the phenomeno-
logicalrNNcut-off factor,
1
GNN(k) = (6.23)
1+k/A2
There is some disagreement regarding the value ofA,but it is generally taken to
be between 0.5-1.3 GeV. Alternatively,GIT-NNis sometimes expressed,
(A2m)2
(6.24) GNN(k,,.) =
(A2 + k)2
Friman et al [2] use this second form and, as we will comparen(k)to their pion
excess calculations, we also use this form and take their value ofA= 1.38 GeV.
Values ofn(k,,-)along with the pion excess calculations from Ref. [2] for our kine-
matics and targets (as well as 4He) are shown in Table 6.10. The ratios implied
by the values in Table 6.10 are shown in Table 6.11.
From Table 6.11, we see that the fractional enhancement in deuterium and
helium-3 atk= 0.47 GeV/c is about 9% and 22% respectively. On the other
hand, the fractional suppression atk,1. =0.20 GeV/c is less than 2% for deuterium
and about 15% for helium-3.216
k(GeV/c)D/H3He/H3He/D4He/H
0.20
0.47
0.99
1.09
0.85
1.22
0.86
1.12
0.69
1.42
TABLE 6.11. Ratio of pion number density in nuclei to the free nucleon (or deu-
terium) for E91003 kinematics. These ratios are simplyR = (n(k)+n(k.))/n(k)
from Table 6.10.
Within uncertainties, the quasifree corrected deuterium ratios agree with
these estimates (D/H = 0.90 ± 0.12 atlow kand D/H = 1.09 ± 0.16 at highkg,.),
although the errors are large enough that both points are consistent with 1. The
high recoil helium-3data, once corrected for the large pion absorption effects,
yields a ratio of1.43 ± 0.28 which is consistent with the prediction, but also
not totally inconsistent with 1 given the errors.
One the other hand, the helium-37tand quasifree corrected ra-
tios at lowkare suppressed quite a bit more than the above expectation
(3He/D(ir) = 0.58 ± 0.07 and 3He/H(ir) = 0.61 + 0.12). However, these num-
hers can not be directly compared to our simple pion excess estimate. First, recall
that the quasifree corrected ratio for the low k71. helium-3data involves only the
continuumDn/pnnfinal states and ignores the contribution from the coherent 3H
finalstate.3Hence, it is not surprising that theand ir(which has only the ppp
final state available) quasifree corrected ratios are suppressed by roughly the same
amount. The pion excess, though, is calculated by summing over all final nuclear
states (bound and unbound) and all charge states. Therefore, to compare to the
3Strictly speaking, this is also true for the high kdata, but we expect the coherent
contribution to be much smaller there.217
pion excess calculation, we need to include the contribution from the coherent 3H
final state from thedata and take the isospin average over pion final states (+1-)
In the case of theDn/pnnfinal states, the quasifree calculation corrects for
the finite P coverage, possible wave function threshold effects, and smearing of
the y*_N cross section. The first two effects should require no correction in the
3H case, so it is sufficient to estimate the correction due to smearing of the y*_N
cross section. Here, we make the assumption that the 3H smearing correction is
small (in theDn/pnncase it is about 2.5%), or at least insignificant relative to
the experimental uncertainties. Therefore, combining the 3H/H ratio extracted in
Section 6.6.2 with theDn/pnnquasifree corrected result, we get an estimate of
the nuclear dependence of the total 3He(e, e'ir+) cross section coming from sources
other than the Fermi motion of the "struck" nucleon (in our simple spectator
picture). The resulting combined 3H andDn/pnnratio is 3He/H = 0.86 + 0.12.
This implies a 3He/D(ir) ratio of 0.95 + 0.18, which can be combined with the
7tvalue to give 3He/D(ir+ 7r)= 0.83 + 0.12, in agreement with our simple
estimate of 0.86.
The main conclusion that we reach from this exercise is that, given that
the experimental uncertainties are on the order of the expected effect and that
the ratios are for the most part consistent with unity, we can not rule out the
predicted pion excess nor conclude that there is no modification of the pion field
in nuclei. While the uncertainties are too large to detect an effect in deuterium or
helium-3, slightly heavier nuclei may yield a larger signal. Table 6.10 shows the
predicted pion excess for helium-4. In this case, the fractional excess is42% at
k= 0.47 GeV/c while the suppression is about 30% atk,,.= 0.20 GeV/c. One
may argue that even heavier nuclei should be probed, however helium-4 holds out218
the best hope for a sizable effect in a nucleus for which microscopic calculations
are feasible.
6.8. Conclusions
Experiment E91003 measured charged pion electroproduction from hydro-
gen, deuterium, and helium-3. 5-fold lab cross sections were obtained for hydrogen
and the 6-fold cross sections from deuterium and helium-3 were integrated over the
resulting pion momentum,Fir.Rosenbluth separations were performed to extract
the longitudinal cross sections by measuring the lab cross sections at two values of
the virtual photon polarization, . These longitudinal cross sections from different
nuclei were then compared to look for signs of mass dependent effects that may be
attributable to a pion excess coming from pion exchange currents in the nucleus.
Interpretation of the data was complicated by many factors. At highk,
where one would predict an enhancement of the longitudinal cross section, the P,,.
coverage was incomplete, forcing us to extrapolate the integrated cross section to
lower and higher P,1..Furthermore, the highk,,.data were taken at relatively low
W, meaning that parts of the nucleon wave function could not contribute to the
pion electroproduction process. Finally, the kinematic variation of the longitudinal
pion electroproduction cross section averaged over the nucleon wave function had
to be taken into account.
Despite the above difficulties, clear signs of a suppression of the longitudinal
pion electroproduction cross section were seen atk,,-200 MeV/c. Furthermore
hints of some enhancement were seen atk 470MeV/c in the helium-3 to
hydrogen ratio, although at about the 1 a level. Interpretation of these effects are219
hampered by the fact that it is unclear to what extent the longitudinal electropro-
duction process is dominated by the pole term.
In light of these results, it seems clear that an improved experiment is
worth pursuing. Such an experiment could be easily accomplished by taking data
at higher W (1.95 GeV or higher). This would avoid the ,y*N threshold is-
sues, allow for more completeP71. acceptance,and reduce the effects of final state
interactions between the outgoing pion and spectator nucleons. Furthermore, it
is known that the longitudinal7r/1rratio is consistent with one (to about 10%)
[76] indicating that the pole term dominates the longitudinal pion electroproduc-
tion cross section in this region. A survey of the longitudinal cross section from
hydrogen would also be beneficial in reducing the model dependence of the correc-
tion used to account for the kinematic variation of the y*N cross section in the
nuclear targets. The resulting improvement in the experiment, combined with the
expected doubling of the pion excess in helium-4, would significantly increase the
sensitivity of such a search.220
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APPENDICES225
APPENDIX A. Target Heating Corrections
The small size of the electron beam at Jefferson Lab (50-100 m full-
width at half maximum), while indicative of the small energy spread and high
quality of the electron beam, can be a problem when conducting experiments with
cryogenic targets. The small beam size results in a significant amount of power
being deposited in the target in a very small area. This power deposition in turn
results in heating (and perhaps even boiling) of the target material, and hence,
density variations. This problem is somewhat alleviated by wiggling, or rastering
the beam. Small magnets twenty meters upstream of the target apply fields that
deflect the electron beam in the transverse direction. The field applied by the
magnets is time-varying such that the electron beam does not spend too much
time at any one point on the target (see Figure 2.4). During E91003, a circular
raster pattern was used with an inner radius if 0.0 15 cm and an outer radius of
0.15 cm. Although the beam raster did reduce heating effects in the target, there
was still a non-negligible heating of the target materialthat resulted in an effec-
tive reduction of the target thickness. It should be noted that although previous
Hall C experiments had already measured target density effects in hydrogen and
deuterium due to the electron beam [77], it was necessary to repeat these mea-
surements since both the target configuration (i.e. vertical flow targets) and raster
pattern (circular as opposed to the square pattern used in previous experiments)
were new. Furthermore, the3He target was first commissioned during E91003, and
its density change with beam current also needed to be characterized.226
A.1. Luminosity Scan Runs
During the running of E91003, time was set aside for so-called "luminos-
ity scans" to investigate the effect of beam current on target density (local target
boiling). During these scans, the HMS and SOS were set at angles and momenta
corresponding to the kinematics for elastic (or quasielastic in the case of A > 1 tar-
gets) scattering (forEam= 1.645 GeV,0stjc= 40.00, and P8tic = 1.167 GeV).
Then, a series of high statistics runs (typically100,000 events) were taken at
varying beam currents. Elastic kinematics were desirable because of the large cross
section, thus giving a high rate with low background. The beam currents used for
these runs ran from 10 pA to 50 pA in steps of 10 pA. Such a procedure was
repeated for each target (H, D, and 3He).
A.2. Analysis
The luminosity scan runs for each target were then analyzed in two ways.
The first method, a scaler analysis, looked at just the raw counting rates while the
second involved a tracking based analysis.
The scaler based analysis involved looking at the SOS and HMS pretrigger
signals. The HMS and SOS triggers were configured for electrons for these runs,
so a pretrigger generally occurred when three out fourscintillator planes fired and
certain particle type discriminating signals were present (see Section 2.6 for more
details). One advantage of the pretrigger signal is that the inefficiencies involved
are very small, and change relatively slowly as afunction of incident particle rate.
The only real corrections to the charge-normalized yield were the electronic dead
time and the trigger (3/4) efficiency. The pretrigger signal also has the advantage
that it provided some small measure of particle identification (although with poor227
rejection since hardware thresholds are in general set conservatively so that no elec-
trons are lost). Efficiency corrected pretrigger yields were calculated as a function
of beam current and the current dependence determined from these yields.
The tracking based analysis involved analyzing tracked events and imple-
menting particle identification and tracking based cuts (xptar, yptar, ytar, ö) to
confine events to the region of good spectrometer acceptance.Additional cuts
were placed on the reconstructed mass(W) to exclude any inelastic events. The
tracking based analysis reduces backgrounds from the target cell walls as well as
ensuring that one is measuring one particular process. In addition to the electronic
dead time and trigger efficiency, the tracked events were corrected for computer
dead time and tracking efficiency. As with the scaler analysis, the charge normal-
ized yield was determined for each beam current, and the resulting dependence
fit. It is important to note that the HMS and SOS took data simultaneously dur-
ing the luminosity scan runs. This means that we have two quasi-independent
measurements from each analysis method at each current.
A further complication in the analysis of the luminosity scan runs came
about due to uncertainties in the calibration of the beam current monitors. In
particular, the current monitors have relatively unstable zero-offsets, typically
reaching up 0.1 ttA. At large currents, this is not a problem.However, at 10
pA, a 0.1 pA offset is a 1% effect. The issue, then is that since the current monitor
offset effect is different at each current, the perceived current dependence of the
normalized yield will be affected.
This problem was addressed in the following manner. First, calibrations
were made for the beam current monitors from runs that weretaken either imme-
diately before or immediately after the luminosity scan runs. Next, the current
dependence of the normalized yield was fit (a simple linear function was used) for228
TargetSlope (initial)Slope('offset =0.lpA)Slope(minimized)
(%/lOO1uA) (%/100jA) (%/100uA)
Hydrogen 2.83 4.14 2.56
Deuterium 0.98 2.33 0.71
3He 7.23 8.62 5.69
TABLE A.1. Effect of BCM zero-offset on target luminosity beam current depen-
dence. Target thickness reduction as measured by HMS pretriggers is shown for no
BCM zero-offset, a zero-offset of 0.1 pA, and the zero-offset as determined using
the fitting procedure described in the text.
the HMS and SOS pretrigger signals and tracks. The mean chi-squared per degree
of freedom(xi)was determined for the four fits. Next, the BCM offset wasvaried,
the charge recalculated, and the current dependence fit again. This was repeated
until the meanwas minimized. The effect of varying the BCM zero-offset can
be seen in Table A.1. A variation of the offset of0.1 pA leads to significant
variations in the extracted reduction of the target thickness at 100 pA (on the
order of ± 1%). Note, however, that the final uncertainty in the correction will be
minimized due to two facts: first, an arbitrary offset of 0.1 pA can be ruled out
simply by noticing that the resulting current dependence is poorly described by
a straight line and second, the actual correction istypically a quarter to one half
the magnitude of the numbers quoted at 100 pA (typical running conditions were
usually below 50 pA). The BCM offsets obtained using the abovexminimization
procedure were -0.02 pA for hydrogen and deuterium and -0.11 pA for 3He.
One additional correction that had to be considered was the contribution of
the target cell walls to the normalized yield. This contribution will be independent
of current so will affect the extracted slope as an overall scale. Unfortunately, no
data was taken on the empty or dummy targets at the kinematics of the luminosity229
scan runs. Thus, some reasonable estimate had to bemade for the dummy contri-
bution. These estimates were made based on data taken in 1996 under identical
kinematic conditions. Also, the thickness of the target cell walls relative to the
cryogenic material was taken into account. The dummy contribution to the scalers
(tracks) was estimated to be 15±8% (4.5±2.4%) for the hydrogen and 3He targets
and 10±8% (3±2.4%) for the deuterium target. Note that the estimated contribu-
tion is smaller for the tracks. This is because one greatly reduces the background
from the target cell walls when cutting on the (quasi)elastic peak.
A .3. Hydrogen Results
The results of the combined scaler and tracking based analyses for the HMS
and SOS are shown in Figure A.1 The BCM offset has been modified to minimize
the meanxof the four fits and the estimated contribution from the target cell
walls has been subtracted.
During the running of the experiment, the hydrogen target was operated
under two conditions. For the first part of the running (in February), the hydrogen
target was operated at its nominal design temperature of 19 K. Due to technical
problems, the operating temperature of the target had to be reduced to 18 K for
the second part of the running (where the majority of the data was acquired). This
reduction in temperature resulted in a target that was1.23% more dense.It
was thought that the target heating properties mightalso differ between the two
targets. The luminosity scan runs for the hydrogen target were taken primarily at
18 K, however, a few runs were taken with the target operated at 19 K as well.
The 19 K runs (adjusted for the 1.23% density difference) are plotted with the
18 K runs in Figure A.1. At 20 iA, there is no discernible difference between the230
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FIGURE A.1. Normalized yieldas a function of beam current from hydrogen
target as measured in the HMS and SOS. Data points are normalized such that
the line fit to the points is equal to one at zero current. Error bars are statistical
only. Circles are data from the 18 K hydrogen target while squares are from the
19 K target.231
normalized yields from the 18 K and 19 K hydrogen targets. At 50 jiA, the HMS
19 K points are about 0.2% lower than the 18 K points, however, the SOS points
show about a 0.1% lower yield (SOS pretriggers) or a slightly larger yield (SOS
tracks). The mean difference among the four points is about 0.1% lower. For this
reason, the correction for the 19 K target was assigned tobe 0.2% larger at 100 ptA,
although a slightly larger uncertainty was assigned for that correction.
A.. Deuterium and Helium Results
The normalized yields and fits as a function of beam current for the deu-
terium target are shown in Figure A.2 while the helium yields are shown in Fig-
ure A.3. For the deuterium data, the sameBCM offset was used as for the hydrogen
case (-0.02 jA) since the deuterium runs weretaken at the same time as the hy-
drogen runs. The small slope made it difficult to effectively minimize the mean
but tests indicated that it was roughly minimized at that offset. The helium data
required a larger offset of -0.11 iA. This is somewhat near the bounds of what
one might consider a reasonable BCM offset.However, this is in part explained
by the fact that the BCM calibration run taken close to the luminosity scan runs
was difficult to analyze (the beam currentdrifted during the nominally "constant
current" parts of the run). Thus, a mean calibration for that general period of
running was used as the initial calibration.
The final correction factors for all three targets and their associated uncer-
tainties are shown in Table A.2. The largest single contribution to the uncertainty
was the BCM zero-offset optimization procedure(0.24% for hydrogen and deu-
terium, 1.0% for 3He).232
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FIGURE A.2. Normalized yield as afunction of beam current from deuterium
target as measured in the HMS and SOS. Points are normalized as described in
Figure A.1.x
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FIGURE A.3. Normalized yield as a function of beam current from helium-3
target as measured in the HMS and SOS. Points are normalized as described in
A.1.234
TargetTarget Density Correction
(%/100iA)
H (18K) 2.70+0.33
H (19K) 2.90±0.43
D 1.15±0.31
3He 5.68±1.11
TABLE A.2. Target density corrections and associated uncertainties for the three
cryotargets used during E91003.
A.5. Raster Size Effects
The above corrections were fit and applied for data taken with the nominal
raster size (0.15 cm outer radius, 0.015 cm inner radius).Unfortunately, some
small fraction of the pion production data was taken with a raster of about half
the nominal radius.This came about because the raster magnets were not re-
initialized after a beam energy change. The problem was discovered and corrected
by the machine operators after a few hours, but the experimenters were not notified,
so no measures were taken to take more data with the nominal raster size. In fact,
the raster size was changed in the middle of a run as was discovered in subsequent
data quality checks after the completion of the experiment (see Figure A.4).
Fortunately, all the runs affected by the raster size mistake were taken at
low beam current (10 to 20 [LA). Furthermore, analysis of previous luminosity scan
data (for which the raster size as well as the beam current was varied) indicated
little density change as a function of raster amplitude (the density changed at most
linearly with raster amplitude). One can also check the effect of the small raster size
by checking the runs themselves. The entireEam= 3.245 GeV hydrogen data set
and part of the deuterium data set was taken with the smaller raster. The hydrogen0
0.
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FIGURE A.4. Raster pattern during run 18483. The raster size was changed at
some point during the run as can be seen from the dense cluster of points within
a circle of radius 0.075 cm.
runs were taken at two different currents, 12 and 20A. The charge normalized
pretriggers1for the SOS (corrected using the nominal density correction) disagree
by about 0.2% for the two currents. However, by doubling the size of the correction
per jzA (basically, assuming the correction is inversely proportional to the raster
radius) the points are in better agreement as can be seen in Figure A.5. For this
subset of runs, the correction was therefore doubled, and an additional uncertainty
1Note that the pretriggers include coincidence events as well as un-prescaled singles.
Hence, the pretriggers can be considered a distinct sample from the coincident pion
electroproduction yield.236
of 0.1% (added in quadrature) was assigned. The relevant correction factors were
then 5.40 ± 0.67%/1001iA for the hydrogen runs and 2.30 ± 0.63%/l0OjiA for
deuterium.
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FIGURE A.5. SOS pretriggers (normalized) forEbeam= 3.245 GeV hydrogen
data. Error bars are statistical only and are comparable to the size of the points.
The first two runs were taken at 12tA and the second two at 20A.237
APPENDIX B. The Jacobian
In calculating the cross section for a given event in SIMC, models are used
that describe the virtual photon cross section in the y*N center of mass, (dci/d)'
multiplied by a virtual photon flux factor (F). Since the generation volume in SIMC
is in terms of lab variables, one must transform the virtual photon cross section to
the lab in order to properly weight the event.
Rather than do the transformation da/d+ da/dfall at once, it is
somewhat simpler to do it in two steps. The first step is to transform da/dto
dci/dtdq. The invariant t is written,
t =-Q2 +m2wE + 2pqcosq, (Bi)
where all the relevant angles and momenta can be written in terms of lab or center
of mass variables. In the center of mass, all energy and momenta are independent
of the pion direction, 0q.r,SO
and
dt= 2pq*, (B2)
dcosO
dci thidcos9, 1dci
dtdçb d1*dt 2pq* (B3)
The full transformation is then,
dci dci= J(t,, (B4)
a
where the Jacobian, J, is given by the determinant,
at at
äCOS8qr 3çt'q7r
I
J(t, -*cos9q,r,qq)
I
. (B5)
IOCOSOgir Ocbqir
I
'In this section, all variables with a "" refer to the center of mass frame.238
Before proceeding with the calculation of the above determinant, it is worth
noting a couple of useful derivatives. One derivative that will appear repeatedly is
OpIrIaCOS 9qir
8Pir (B6)
OCOS9qir
PirPrecoii(q) + PCOS9qirPIrPN sin 9qN F(qN, qir)
PirSin29qPN sin 9qN Sin OqirF(qN, q)+Ereojj precoii(1) cos Oqir
where F(qN, qqir)= COSçbqir cos c5qN+Sinqir5flqN, Erecoziis the energy of the
recoiling nucleon (= w + ENEn),and precoji() is the component of the recoiling
nucleon momentum parallel to q (= q + PN cos 9qNp1,. cos Gq,.). Another useful
derivative is ôPr/)qr.
= (B7)
PN sin 9qNPirSfl9qirG(qN, q5qir)
Precoii(q) cos O,- + PN sin 0qN sin OqirF(qN,qir) p11 sin2°qirErecoii
where G(qN, çbqir) = cos qN sin 5qirsinqN cos
With these two partial derivatives in hand, the derivatives of t with respect
to the pion angles are relatively simple:
Ot=2p11q+2(qcos9q11_w?_)
(
, (B8)
8COS °qir E11t9COS °qlr
Ut Pir8Pir =2(qcosOq11w-) . (B9)
1-'ir'-"Pqr
The derivatives ofare somewhat involved. The first step is to describe
how /is defined in the lab. First, all relevant vectors are described in the lab
using what will be called the "q" coordinate system. This coordinate system is
defined such that the z-axis lies along q. Then, since q andPbeamdescribe the
scattering plane, the y-axis chosen to be in the direction qX Pbeam,and the x-axis
is y x z. Then is simply arctan .Typically, when the target is stationary,239
the boost to the center of mass is along q, so thatis the same in the lab and
the center of mass since the boost does not affect transverse components of the
pion momentum. When the target is allowed to move, however, the boost is not
always along q, somust be recalculated.
To calculate ,the "q" system is defined as above in terms of q and
Pbeam,but evaluated in the center of mass. For clarity, the transformation will be
described. Starting with some p. in the lab "q" system, the pion momentum must
be boosted to the center of mass (from this point the ir subscript will be dropped
unless specifically noted, all momenta refer to the pion). In this calculation, the
explicit angular dependence of Px (= p sincos), etc. will be be fully written out
so that it is clearer how to take the partial derivativeslater:
p sinqir cosçbq, + Ix(/x Sflqir coscbqir + J3 sin 0qlr Sfl cqir + /3 cos Oq,)
'yi3E, (Blo)
psinsin+p71i3(i3sin 0qircosqqir + /3y sin 9qr sin çbq, +/3 cosOqir)
y,@E, (Bli)
pcosO + p7/3z(3 Sfl9q7rcoscqir + /3 sin 0qir sin q5q +/3cosOqir)
y/3E. (B12)
Note that the above quantities describe the components of the center of mass
momentum in terms of the lab "q" coordinate system and must be rotated to the
center of mass "q" coordinate system. This rotation is totally determined by the
boosted beam and q vectors (so does not depend on the pion angles):
p'= pR + + pR , (B13)
p = pR + pR + (B14)
Which completes the calculation of= arctan T.240
Now, at last the partial derivatives for the Jacobian can be calculated. First
making use of the fact that tan=and,
gives,
85* 8tan=(1+tan2* (B15)
ax
qax'
1*
Qqir OX OX (B16)
ax (p')2 + (p')2
where X is either cosor So, the derivative ofwith respect to some
lab variable can be done using the above formula, with the expressionsfor the
pderived above and assuming that theRand /3, do not depend on the pion
angles (which they should not because they are calculated completely frominitial
quantities). The expression for the derivative of involves derivatives of the
components of the rotated, center of mass pion momentum.These derivatives
are cumbersome and will not all begiven here, but an example follows. Consider
the derivative of the y-component of the boosted, rotated pion momentumwith
respect to labIqir,
R
ap
+ +RYZ0OZ. (B17)
8q1r
X
Oqir
The partial derivatives of the unrotated, boosted components are given by,
= psin0qsinc6q + Sfl Oqir(13ycos sin qq) +
(p,+y3E
p\ap 'i3x)8çbqir'
(B18)
ap;
PS1fl9qC05q +p xsinq) +
aq
p+yi3E ap
p
(B19)
ap; 'y
1zsmn9q(flyc05cbqir/3xsincbq,r)+ 32
(p+'y/3E
p\ Op
Y/3z)Oq
(B20)241
Although the algebra involved in the center of mass to lab transformation
is tedious, it is straightforward. The above formulation was checked to make sure
that it reduced to the simpler "collinear boost" case. An alternative, more elegant
formulation can be found in Ref. [78].