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A new methodology of simulating nonadiabatic dynamics using frozen-width Gaussian wavepackets within
the moving crude adiabatic representation with the on-the-fly evaluation of electronic structure is presented.
The main feature of the new approach is elimination of any global or local model representation of electronic
potential energy surfaces, instead, the electron-nuclear interaction is treated explicitly using the Gaussian
integration. As a result, the new scheme does not introduce any uncontrolled approximations. The employed
variational principle ensures the energy conservation and leaves the number of electronic and nuclear basis
functions as the only parameter determining the accuracy. To assess performance of the approach, a model
with two electronic and two nuclear spacial degrees of freedom containing conical intersections between po-
tential energy surfaces has been considered. Dynamical features associated with nonadiabatic transitions and
nontrivial geometric (or Berry) phases were successfully reproduced within a limited basis expansion.
I. INTRODUCTION
One of the popular approaches for on-the-fly simula-
tions of quantum nonadiabatic dynamics involves repre-
senting the total molecular wavepacket as a Born-Huang
expansion1,2
|Ψ(R, t)〉 =
Ns∑
s=1
[ Ng∑
k=1
Cks(t)gk(R, t)
]
|φs(R)〉 (1)
using a linear combination of Ng moving frozen-width
Gaussians gk(R, t) multiplied by Ns adiabatic electronic
states |φs(R)〉. Gaussians are commonly used for the
on-the-fly quantum dynamics3–6 due to their localized
character, their introduction can be traced back to works
of Heller.7,8 In Eq. (1), Cks(t) are time-dependent co-
efficients, and R are the nuclear coordinates. The
states |φs(R)〉 are eigenstates of the electronic Hamil-
tonian Hˆe[R] and come naturally from well-developed
electronic structure software packages. Unfortunately,
commonly encountered conical intersections (CIs) of po-
tential energy surfaces9,10 produce two serious difficul-
ties for fully quantum nonadiabatic methods in the adia-
batic representation: 1) divergent nonadiabatic couplings
from the nuclear kinetic operator acting on the elec-
tronic functions,11–13 and 2) nontrivial geometric phases
(GPs).14–17
To avoid these problems one can resort to the diabatic
representation,5,6,18 however, this would require a diaba-
tization procedure, which becomes an additional source
of approximations.19 Recently, we discovered that the
problems of the adiabatic representation can be resolved
without abandoning the direct use of the eigenfunctions
of the electronic Hamiltonian.20 The only required mod-
ification is to consider the adiabatic wavefunctions para-
metrically dependent on the center of moving nuclear
wave-packets
|Ψ(R, t)〉 =
Ns∑
s=1
Ng∑
k=1
Cks(t)gk(R, t) |φs(qk)〉 , (2)
where qk is the center of the gk(R, t) Gaussian. As il-
lustrated on a two-state linear vibronic coupling model
containing a CI,20 due to absence of the nuclear coordi-
nate dependence in the adiabatic electronic wavefunc-
tions, both problems of the expansion in Eq. (1) are
resolved: 1) the nuclear kinetic energy does not pro-
duce nonadiabatic couplings at all, and 2) the nontrivial
GP is acquired naturally by the electronic wavefunctions
due to their parametric dependence on Gaussian cen-
ters. The states |φs(qk)〉 are eigenstates of the electronic
Hamiltonian only at qk nuclear configuration, hence, for-
mally, they are crude adiabatic states.21,22 Since these
crude adiabatic states are attached to moving nuclear
Gaussians, we refer to the expansion in Eq. (2) as the
moving crude adiabatic (MCA) representation. Inde-
pendently, the same representation has been suggested
by Shalashilin and coworkers under the name of time-
dependent diabatic representation.23 Although the MCA
representation in Eq. (2) uses unentangled products of
electronic and nuclear basis functions, electron-nuclear
correlation similar to that present in the global adiabatic
representation [Eq. (1)] is built when a linear combina-
tion of the MCA products is taken. A significant factor
contributing to the convergence of the MCA expansion
is that both electronic and nuclear parts of an individ-
ual product share the same center, the center of a nuclear
Gaussian. Therefore, differences between MCA and adia-
batic electronic states that are growing with the distance
from the Gaussian center are exponentially suppressed
by the nuclear Gaussian decay.
To use the MCA representation with electronic struc-
ture methods one needs to address challenges related to
2evaluation of new matrix elements originating from non-
orthogonality of electronic wavefunctions centered at dif-
ferent Gaussians (〈φs(qk)|φs′(ql)〉 6= δss′ if qk 6= ql) and
from their non-eigenfunction character for the electronic
Hamiltonian taken at an arbitrary nuclear point, He[R].
In Refs. 23 and 24 evaluation of these new matrix ele-
ments was done using Taylor series expansions around
the Gaussian centers. Although making implementation
of the formalism feasible, such expansions introduce un-
controlled approximations whose quality depends on how
strong is the nuclear dependence in solutions of the elec-
tronic problem, electronic wavefunctions and potential
energy surfaces (PESs).
In the current work we show that the MCA repre-
sentation can be used without introducing PESs and
their local or global approximations. In this exact ver-
sion, eMCA, the electronic states are calculated on-
the-fly by solving the electronic problem first, and all
the total Hamiltonian matrix elements in the MCA ba-
sis are then calculated exactly along molecular dynam-
ics. These exact calculations are possible because the
electronic states in eMCA do not depend on nuclear
coordinates in contrast to other representations (adia-
batic or quasi-diabatic) where saddle point or local har-
monic approximations are commonly used to describe
nuclear coordinate dependence.3,25 eMCA assessment is
done on a 2-dimensional generalization of the Shin and
Metiu model,26 which contains CIs and exhibits coupled
electron-nuclei dynamics. This model contains an ex-
plicit electron coordinate and therefore requires solving
the electronic problem along with the nuclear dynamics
in contrast to vibronic coupling models where electronic
degrees of freedom (DOF) are represented by few implicit
diabatic electronic states.27
In principle, the frozen-width Gaussians employed in
Eqs. (1) and (2) can be evolved in several different
ways: classically, using Born-Oppenheimer1,28 or Ehren-
fest trajectories,2,29 or according to the time-dependent
variational principle (TDVP) in a full quantum fash-
ion.4,25,30,31 We choose to apply the TDVP because its
variational character accelerates the convergence of re-
sults with the number of basis functions.31 Moreover, the
energy is conserved by construction during the dynamics
for variational equations of motion (EOM).32 In contrast,
if classical EOM are used, the energy is conserved only
in the complete basis set limit.33
The paper is organized as follows. Section II presents
the formalism for the variational full quantum method
using the MCA representation and discusses the new
quantities needed for eMCA. In Sec. III, we explore the
feasibility of eMCA on a realistic system where electronic
and nuclear DOF are treated explicitly for the on-the-fly
dynamics. Finally, in Sec. IV we summarize main results
and give future outlook.
II. THEORY
A. Time-dependent variational principle for the moving
crude adiabatic representation
Before applying TDVP in the MCA representation we
will establish some additional notation and few useful re-
lations for the nuclear basis functions expanded as frozen-
width Gaussians
〈R|gk(zk(t), zk(t)∗)〉 =
Nn∏
a=1
(ωa
π
)D
4
Gka(~Ra), (3)
Gka(~Ra) =
D∏
α=1
e
−ωa
2
[
Raα−
√
2
ωa
zkaα
]2
+izkaα Im[zkaα],(4)
where D is the dimensionality of the space where parti-
cles are evolving (3-dimensional for real molecules) and
{ωa} are the width parameters to be chosen for each nu-
cleus.34 The Cartesian coordinates are used for nuclear
DOF in Eq. (3), this choice was motivated by conve-
nience of integrating electron-nuclear interaction terms
in the full Hamiltonian. The complex parameters zkaα
encode the positions qkaα(t) =
√
2/ωaRe[zkaα(t)] and
the momenta pkaα(t) =
√
2ωa Im[zkaα(t)] of each Gaus-
sian. These relations stem from a coherent-state form of
Gaussians introduced in Eq. (3)[√
ωa
2
Rˆaα + i
Pˆaα√
2ωa
]
|gk〉 = zkaα |gk〉 , (5)
where Pˆaα is the nuclear momentum operator. Use
of coherent states is motivated by their numerical sta-
bility in the EOM integration.2,29,35 Throughout this
work, time and other parameters will be partially omit-
ted from basis and state functions for readability. Also
we will use a shorthand notation for the MCA electronic
states
∣∣φks〉 ≡ |φs(qk)〉 and for the electron-nuclear basis
|ϕks〉 ≡ |gk〉
∣∣φks〉.
To solve the time-dependent Schro¨dinger equation for
the full molecular Hamiltonian, Hˆ = Tˆn + Hˆe[R], we
apply the TDVP,36 in the least action principle form
Im
〈
δΨ|Ψ˙ + iHˆΨ
〉
= 0, (6)
where |Ψ〉 is the molecular wavefunction given by Eq. (2).
Due to non-analyticity of the MCA basis, different forms
of the TDVPs are not generally equivalent.37 Therefore,
to ensure the energy conservation, it is important to ap-
ply the least action version of the TDVP. Then, the EOM
for the parameters {Cks, zkaα} become
iC˙ = S−1 [H − iγ]C, (7)
Bz˙ +Az˙∗ = Y + Y , (8)
where the involved matrix elements can be written as
Skl,ss′ = 〈ϕks|ϕls′〉 , (9)
Hkl,ss′ =
〈
ϕks
∣∣∣Hˆ∣∣∣ϕls′〉 , (10)
γkl,ss′ = 〈ϕks|ϕ˙ls′〉 , (11)
3Ykaα = i
∑
lss′
C∗ks
〈
∂ϕks
∂zkaα
∣∣∣1ˆ− Pˆ∣∣∣ Hˆϕls′
〉
Cls′ ,(12)
Y kaα = i
∑
lss′
C∗ls′
〈
Hˆϕls′
∣∣∣1ˆ− Pˆ∣∣∣ ∂ϕks
∂z∗kaα
〉
Cks,(13)
Akl,ab,αβ =
∑
ss′
[
C∗ls′
〈
∂ϕls′
∂zlbβ
∣∣∣1ˆ− Pˆ∣∣∣ ∂ϕks
∂z∗kaα
〉
Cks
−C∗ks
〈
∂ϕks
∂zkaα
∣∣∣1ˆ− Pˆ∣∣∣ ∂ϕls′
∂z∗lbβ
〉
Cls′
]
, (14)
Bkl,ab,αβ =
∑
ss′
[
C∗ls′
〈
∂ϕls′
∂z∗lbβ
∣∣∣1ˆ− Pˆ∣∣∣ ∂ϕks
∂z∗kaα
〉
Cks
−C∗ks
〈
∂ϕks
∂zkaα
∣∣∣1ˆ− Pˆ∣∣∣ ∂ϕls′
∂zlbβ
〉
Cls′
]
. (15)
Similar equations have been derived for the varia-
tional evolution of Gaussian wavepackets in the con-
text of the Gaussian-Multiconfiguration Time-Dependent
Hartree (G-MCTDH) and variational Multiconfiguration
Gaussian (vMCG) methods.38–40 The main source of dif-
ferences between Eqs. (7)-(8) and their vMCG and G-
MCTDH counterparts is the use of the parameterization
introduced by the MCA representation in Eq. (2). Equa-
tions (12-15) involve the projector on the non-orthogonal
basis
Pˆ =
∑
kl,ss′
|ϕks〉 [S−1]kl,ss′ 〈ϕls′ | . (16)
When the basis {|ϕks〉} approaches the complete basis set
limit, 1ˆ−Pˆ vanishes and eliminates Eq. (8) by turning it
into the trivial identity, 0 = 0. This illustrates that there
is no need for basis function movement in the complete
basis set limit.
In a more common case of an incomplete basis set,
Eq. (8) can be combined with its complex conjugate
equivalent and reformulated in a matrix form(
Y + Y
−Y ∗ − Y ∗
)
=
(
B A
A† −BT
)(
z˙
z˙∗
)
. (17)
This system of equations is solved as follows(
z˙
z˙∗
)
=
(
β α
α† −βT
)(
Y + Y
−Y ∗ − Y ∗
)
, (18)
where
β =
[
B +A
(
BT
)−1
A†
]−1
(19)
α = B−1AβT = βA(BT )−1. (20)
It is important to note that A and α are antisymmetric,
and B and β are Hermitian.
The system energy is conserved by construction, as it
can be verified by using Eq. (7), and then expressing the
energy variation in terms of Eqs. (12), (13), and (18):
E˙ = 2Re
〈
Ψ˙
∣∣∣Hˆ∣∣∣Ψ〉
= 2Re
[
iY
†
z˙ − iY T z˙∗
]
= 2 Im


(
Y
−Y ∗
)†(
β α
α† −βT
)(
Y + Y
−Y ∗ − Y ∗
)
 ,
= −2 Im

(Y ∗
−Y
)T (
α β
−βT α†
)(
Y
∗
−Y
) = 0. (21)
In the last two equalities we used that β and α are Her-
mitian and antisymmetric.
As illustrated next, all integrals defined in Eqs. (9)-(15)
can be evaluated numerically exactly for the molecular
Hamiltonian Hˆ, and thus, the current formalism propa-
gates Eqs. (7) and (8) numerically exactly within a finite
basis set.
B. Matrix elements
The matrix elements in Eq. (9) involves the product of
the nuclear Gaussian overlap with overlap between elec-
tronic states obtained at different Gaussian centers
Skl,ss′ = 〈gk|gl〉
〈
φks |φls′
〉
= exp
[
z
†
kzl −
|zk|2 + |zl|2
2
] 〈
φks |φls′
〉
. (22)
While the nuclear part has a simple analytic expres-
sion, the electronic part requires evaluating overlaps be-
tween states employing different primitive bases. Such
electronic overlaps appear in other molecular dynamics
methods, and therefore, have been already efficiently im-
plemented.41
To treat the Hamiltonian integrals in Eq. (10), first,
we added to and subtracted from the Hamiltonian the
electron-nuclei (Vˆen) and nuclei-nuclei (Vˆnn) Coulomb
terms evaluated at the center of a Gaussian so that we
can assemble the electronic Hamiltonian at the Gaussian
center
Hˆ = Tˆn + Hˆe[R] + (Vˆen[q]− Vˆen[q]) + (Vˆnn[q]− Vˆnn[q])
= Tˆn + Hˆe[q] + (Vˆen[R]− Vˆen[q]) + (Vˆnn[R]− Vˆnn[q]).
(23)
This allows us to reformulate the Hamiltonian integrals
as
Hkl,ss′ =
〈
φks |φls′
〉 〈
gk
∣∣∣Tˆn + Vˆnn[R]∣∣∣ gl〉
+
〈
ϕks
∣∣∣Vˆen[R]− Vˆen[qk]∣∣∣ϕls′〉
+ 〈ϕks|ϕls′ 〉
[
ǫs(qk)− Vˆnn[qk]
]
, (24)
4where ǫs(qk) are the electronic energies at the point qk,
Hˆe[qk]
∣∣φks〉 = ǫs(qk) ∣∣φks〉.The first term on the right-
hand side of Eq. (24) can be easily calculated using Gaus-
sian integration of the nuclear basis and overlap of the
electronic states. The last term also requires the overlap
of the basis functions as well as quantities that are known
from electronic structure calculations. In contrast, the
second term requires integration of Vˆen over electronic
states at different nuclear geometries. To evaluate it, we
rewrite the second term as
Ne,Nn∑
a,b=1
〈
ϕks
∣∣∣∣∣ Zb|~ra − ~Rb| −
Zb
|~ra − ~qkb|
∣∣∣∣∣ϕls′
〉
=
∞∫
−∞
d~r ρklss′(~r )V¯kl(~r ), (25)
where {~ra} are the electronic positions, Zb are the nuclear
charges, V¯kl(~r ) is the electron-nuclei potential “dressed”
by the Gaussian nuclear functions,
V¯kl(~r ) = 〈gk|gl〉
∑
b
2Zb√
π
{ √ωb∫
0
du e
−u2
D∑
α
[
rα− z
∗
kbα
+z
lbα√
2ω
b
]2
−
∞∫
0
du e
−u2
D∑
α
[rα−qkbα]2
}
,(26)
and ρklss′ (~r ) is a “2-point” electronic transition density
ρklss′(~r ) =
∑
ij
χki (~r )
∗χlj(~r )
〈
φks
∣∣∣fˆk†i fˆ lj∣∣∣φls′〉 . (27)
Here, fˆk†i and fˆ
k
i are the creation and annihilation op-
erators for the ith molecular orbital, χki (~r ), used in the
construction of the electronic states at qk (note that or-
bitals evaluated at qk and ql are not orthogonal with
respect to each other). Transition densities between elec-
tronic states at different Gaussian centers require expan-
sions in different primitive bases, which are obtained us-
ing nonunitary orbital transformations.42
The integrals involved in Eq. (11) can be expanded
using the chain rule:
γkl,ss′ =
〈
φks |φls′
〉 [〈
gk| ∂gl
∂zlaα
〉
z˙laα +
〈
gk| ∂gl
∂z∗laα
〉
z˙∗laα
]
+ 〈gk|gl〉
〈
φks |
∂φls′
∂qlaα
〉
q˙laα. (28)
While the first two terms on the right-hand side can
be calculated using coherent state properties and elec-
tronic overlaps, the last term involves a quantity that re-
sembles the nonadiabatic couplings for MCA electronic
states,
〈
φks |∂φls′/∂qlaα
〉
. Generally the number of elec-
tronic states considered in simulations can be too small
to replace these terms by the expansion〈
φks |
∂φls′
∂qlaα
〉
=
∑
u
〈
φks |φlu
〉〈
φlu|
∂φls′
∂qlaα
〉
(29)
assuming the completeness of the electronic basis set.
The exact calculation of the left hand side of Eq. (29)
requires solving the coupled-perturbed equation43(
ǫs[qk]− Hˆe[qk]
)∣∣∣∣ ∂φks∂qkaα
〉
=
(
∂Hˆe[qk]
∂qkaα
− ∂ǫs[qk]
∂qkaα
)∣∣φks〉 .(30)
Solving Eq. (30) is usual practice for energy gradi-
ents44 or derivative couplings45 by projecting analogues
of Eq. (30) onto the electronic basis. A similar projection
technique with the MCA electronic basis was used in the
current work for solving Eq. (30).
Matrix elements in Eq. (12) to Eq. (15) contain inte-
grals, 〈
∂φks
∂qkaα
| ∂φ
l
s′
∂qlbβ
〉
,
〈
gk
∂φks
∂qkaα
∣∣∣Hˆ∣∣∣ glφls′
〉
,
and
〈
gkφ
k
s
∣∣∣∣∣∂Hˆe[R]∂Raα
∣∣∣∣∣ glφls′
〉
, (31)
which are implemented using components obtained ear-
lier in this section: the derivatives of electronic wavefunc-
tions are obtained by solving Eq. (30), and the matrix
elements of the differentiated electronic Hamiltonian are
evaluated similarly to those in Eq. (24). Note that these
integrals are required for the EOM obtained employing
fully quantum consideration, if the basis set dynamic is
replaced by classical28 or Ehrenfest dynamics29 these in-
tegrals do not appear.
Thus, the new quantities for which calculations are
not already available in electronic structure calculation
packages are: the “2-point” electronic transition den-
sities given in Eq. (27), and the “2-point” electronic
states overlap derivatives appearing in Eq. (29). These
two quantities are also the most computationally intense
parts of the current approach. They appear in the inte-
grals Eq. (10) and Eq. (11), whose number scale quadrat-
ically with the number of basis functions. However, the
nuclear functions’ overlap, which is an exponentially de-
caying function with respect to differences between the
Gaussian parameters, appears in both integrals and can
be used for efficient screening46 to reduce the scaling to
linear.
C. Adiabatic nuclear densities
While the MCA representation aims to avoid con-
structing the global adiabatic representation during the
simulations, one may still want to analyze the results
in terms of quantities projected onto the global adi-
abatic representation. This can be done straightfor-
wardly if the projector onto an adiabatic state, Qˆn[R] =
|φn(R)〉 〈φn(R)|, is available. Here, we describe a con-
struction of an approximate projection to a nth adiabatic
state. As a quantity of interest we consider the adiabatic
nuclear density
ρn(R) =
〈
Ψ(R)
∣∣∣Qˆn[R]∣∣∣Ψ(R)〉 . (32)
5One obvious approximation of Qˆn[R] can be its first-
order Taylor series expansion around a particular Gaus-
sian center
Qˆn[R] ≈ Qˆ(1)n |qk
= Qˆn[qk] +
∑
aα
∂Qˆn
∂Raα
∣∣∣∣
q
k
(Raα − qkaα). (33)
However, the choice of the expansion center can be non-
trivial considering that |Ψ(R)〉 is expanded using a lin-
ear combination of Gaussians located in different places.
A special care is required in the case of cross-terms,
where differently centered Gaussians are originating from
〈Ψ(R)| and |Ψ(R)〉. One may suggest a double-centered
expansion for the Qˆn[R]. It turns out that the double-
centered expansion does not only violate the idempo-
tency but also can introduce spurious double-valuedness
in cases with CIs. In what follows we adhere to a particu-
lar choice that on the one hand provides accurate expan-
sion tailored to individual terms in 〈Ψ(R)| and |Ψ(R)〉,
and on the other hand conserves the correct topological
properties of ρn(R) associated with GP. Using the idem-
potency of the projector operator we rewrite the density
as
ρn(R) =
〈
Ψ(R)
∣∣∣Qˆn[R]Qˆn[R]∣∣∣Ψ(R)〉 (34)
=
∣∣∣∣
∣∣∣∣∑
ks
Qˆn[R]
∣∣φks〉 gk(R)Cks
∣∣∣∣
∣∣∣∣
2
. (35)
Then, each Qˆn[R]
∣∣φks〉 term is substituted by the first-
order approximation centered at the Gaussian center qk,
which gives
ρn(R) ≈
∑
kl,ss′
C∗ksCls′gk(R)
∗gl(R)
×
〈
φks
∣∣∣Qˆ(1)n |qkQˆ(1)n |ql∣∣∣φls′〉 . (36)
This approach has two more advantages: ρn(R) is pos-
itively definite and can be improved systematically by
adding higher order terms in the Taylor expansion of
Eq. (33). The adiabatic population P an is then calculated
by integrating over the nuclear DOF
P an ≈
∫ ∞
−∞
dR ρn(R).
(37)
Since ρn(R) and P
a
n are approximated quantities, they
do not add up to unity. To remedy this deficiency, both
quantities are renormalized by
∑
n P
a
n .
D. Model
For numerical illustrations we use a two-dimensional
(D = 2) generalization26 of the model Hamiltonian intro-
duced by Shin and Metiu.47,48 This model contains three
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FIG. 1. Adiabatic potential energy surfaces for D1 (in blue)
and D2 (in pink). Two symmetry allowed CIs are represented
by the black triangles with coordinates (0.0,±1.2). The col-
ored lines are trajectories of the Gaussian basis for the sim-
ulation with 4 Gaussian functions during the first 9 a.u. of
time propagation for which black circles are initial positions.
nuclei and one electron, the positions of two nuclei are
fixed, which leaves one electron (~r) and one nuclear (~R)
2D coordinates to consider. The masses and the charges
of the nuclei are M = 10 and Z = 1, respectively. The
Coulomb potential is replaced by a soft Coulomb poten-
tial, and the electronic Hamiltonian is
Hˆe[~R] =
∑
α
pˆ2α
2
+ V
(
0.5; |~r − ~R|
)
+ V
(
0.5; |~r − ~R+|
)
+V
(
0.5; |~r − ~R−|
)
+ V
(
10; |~R− ~R+|
)
+V
(
10; |~R− ~R−|
)
+ V (10;L) +
(
|~R|
3.5
)4
, (38)
where V (∆;x) = (∆ + x2)−1/2, L = 4
√
3/5 a.u., ~R± =
(±L/2, 0) are the positions of the fixed protons, and the
last term is the two-dimensional quartic potential to en-
sure the system is bounded. This electronic Hamilto-
nian gives rise to CIs (see Fig. 1) between the first (D1)
and second (D2) adiabatic excited states.
26,49 Thus, this
model represents a realistic test case for nonadiabatic
simulations where on-the-fly quantum dynamics can be
done exactly.
E. Numerical details
The eMCA method is tested by modeling nonadiabatic
dynamics of a wavepacket prepared on the D2 electronic
6state
|Ψ(t = 0,R)〉 ∝ e− 52 |R−q|2 |φ2(q)〉 . (39)
where q = (0, 2). Since electronic parts of MCA states
match adiabatic electronic states only at the nuclear
Gaussian center, projection of the initial wavefunction
into the adiabatic representation produces nonzero D1
state population [see Fig. 4 and 5-(a)]. This initial posi-
tion of the wavepacket is close to the CI between D1 and
D2 electronic surfaces. To adequately represent dynamic
of the wavepacket and to avoid numerical complications
associated with the Gaussian center collision with the CI,
the initial Gaussian is presented as a linear combination
of four Gaussians with a smaller width corresponding to
ω = 6.818. The initial parameters for these Gaussians
were chosen as Ck3 = 0.287 and Cks6=3 = 0, initial posi-
tions qk = (±0.214, 2±0.205), and zero initial momenta.
The trajectories resulting from these initial conditions are
shown in Fig. 1 and skirt the CI in a symmetric manner.
The electronic states are expanded in a direct prod-
uct basis of harmonic oscillator eigenfunctions. This har-
monic basis is centered at the electronic coordinate origin
(0, 0) and is defined by its frequency, 0.327, chosen to be
the same for both electronic dimensions. The number
of the basis functions, maximum quanta, was also cho-
sen the same for both dimensions, nx,max = ny,max =
nmax = 30. The total direct product basis containing
900 states has been pruned to 465 products for which
nx + ny ≤ nmax.
Matrices S, B, and B +A(BT )−1A† need to be in-
verted in order to solve Eq. (7) and Eq. (18). These
matrices can be close to singular due to overcompletness
of the Gaussian basis for S, and due to small populations
C∗ksCls′ for B and B+A(B
T )−1A†. To avoid numerical
difficulties, we used a regularization of the inversion pro-
cedure that replaces singular values λ→ λ+ε exp(−λ/ε),
where ε is a threshold. Since the accuracy of the S inver-
sion is essential for the quantum propagation of Eq. (7),
we use a very small threshold ε = 10−6 for this step.
In contrast, solving Eq. (8) only gives an optimal evo-
lution of the Gaussian basis but does not impact signif-
icantly the accuracy when a sufficient number of Gaus-
sians is used. Thus, we use a larger threshold for Eq. (8),
ε ≤ 10−3. All EOMs have been solved using the 4th or-
der ode45 integrator implemented in the MATLAB pro-
gram.50
III. RESULTS AND DISCUSSION
First, we illustrate the convergence with respect to the
basis size by comparing the norm of the autocorrelation
function | 〈Ψ(0)|Ψ(t)〉 |2 for different numbers of Gaussian
functions in Fig. 2 and electronic states in Fig. 3. The
convergence with respect to the latter is already achieved
for Ns = 3 (see Fig. 3) due to a large energy gap between
a cluster of the first three states, D0−2, and the rest (e.g.,
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FIG. 2. Autocorrelation function norm | 〈Ψ(0)|Ψ(t)〉 |2 for
different number of Gaussian functions and Ns = 3 MCA
states.
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FIG. 3. Autocorrelation function norm | 〈Ψ(0)|Ψ(t)〉 |2 for
different number of MCA states and Ng = 16 Gaussian func-
tions. All lines are almost indistinguishable.
at the initial geometry, ǫ2− ǫ1 = 0.106 a.u. and ǫ3− ǫ2 =
0.326 a.u.).
Nonadiabatic dynamics is illustrated in Fig. 4 for the
case of Ng = 4 and Ns = 3. One of the main features
of this dynamics is radiationless population transfer be-
tween adiabatic states, which takes place in the vicinity of
the CI. Another feature is related to a nontrivial geomet-
ric (or Berry) phase induced by CIs between D1 and D2,
the nuclear density corresponding to an adiabatic state
exhibits a nodal line upon skirting one CI,17,20,51 this
node disappears after encircling a second CI.52,53 Since
the wavepacket starts on D2 it must display a nodal line
between the two CIs on D2 and the absence of the nodal
line between the CIs on D1. Indeed, these nodal features
can be observed in our simulations with a nodal line ap-
pearing on D1 for 1.2 < R1 < −1.2 [see Fig. 5-(a,c)] and
on D2 for −1.2 < R1 < 1.2 [see Fig. 5-(b)].
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FIG. 4. Population of the three first adiabatic states for Ng =
4 and Ns = 3.
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FIG. 5. Nuclear density of adiabatic states D1 (on the left)
and D2 (on the right) at different time: (a) t = 0, (b) t = 13.9,
(c) t = 26.2. Contours of the adiabatic potential energy sur-
faces of D1 and D2 are superimposed to the densities. Trian-
gles indicate the CIs positions.
Figures 5-(a-c) used the approximate expressions for
the adiabatic nuclear densities derived in Eq. (36). We
have also calculated the corresponding exact adiabatic
densities on a grid by generating the exact adiabatic
states at each point. The approximate and exact den-
sities were found to be visually indistinguishable which
confirms the quality of the employed approximation.
Deviation of the norm of the wavefunction as well as
the relative energy deviation
〈
Ψ
∣∣∣Hˆ∣∣∣Ψ〉 /E0 (E0 is cho-
sen as the energy difference of the adiabatic states D1 and
D2 at the initial position) was smaller than 10
−5 in all
our simulations. This number is the numerical precision
of the current method considering the error introduced
by the regularization to solve Eq. (7) and error accumu-
lation along the propagation.
IV. CONCLUSIONS
Using the 2D model with explicit electron and nuclear
DOF we demonstrated feasibility of the eMCA approach
for on-the-fly simulations of nonadiabatic dynamics with-
out approximating the involved matrix elements. Owing
to its capability for exact calculation of matrix elements,
the eMCA approach provides a route to quantum dy-
namics with controlled approximations. eMCA is fully
variational, which ensures the system energy conserva-
tion at any setup. The only parameter defining the accu-
racy of the eMCA approach is the basis set size. It was
shown that the MCA expansion has a convergence with
the number of explicitly included electronic states similar
to what would be expected from the conventional Born-
Huang expansion using the adiabatic electronic states.
This can be rationalized considering that even though
MCA involves crude adiabatic states their interactions
due to nonorthogonality in different nuclear geometry
points are attenuated by exponentially decaying overlaps
of attached nuclear Gaussian functions. Systematic im-
provement of the MCA representation with respect to the
number of nuclear Gaussian functions can be done using
spawning28,35 and cloning24,29,54 approaches.
Implementing eMCA in conjunction with electronic
structure methods will require the calculation of the elec-
tronic transition densities and electronic state overlap
derivatives for different nuclear geometries. Electronic
structure algorithms for finding these quantities with
electronic functions at the same nuclear geometry are al-
ready available and can be extended for eMCA. Further-
more, eMCA can be extended to even larger system using
quantum-classical treatment55 or non-unitary dynamics
combined with the system-environment partitioning.56
Finally, the explicit treatment of the electronic DOF
will make eMCA a method of choice for studying the
electronic dynamics on short timescales of femto- or sub-
femtoseconds while treating the electron-nuclei interac-
tion exactly. This interaction is essential for elucidating
a role of the nuclear motion for electronic decoherence.57
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