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Abstract
We prove that every flat nonlinear discrete-time system can be decomposed by coordinate transformations into a smaller-
dimensional subsystem and an endogenous dynamic feedback. For flat continuous-time systems, no comparable result is
available. The advantage of such a decomposition is that the complete system is flat if and only if the subsystem is flat. Thus,
by repeating the decomposition at most n−1 times, where n is the dimension of the state space, the flatness of a discrete-time
system can be checked in an algorithmic way. The algorithm requires in each decomposition step the construction of state- and
input transformations, which are obtained by straightening out certain vector fields with the flow-box theorem. Thus, from a
computational point of view, only the calculation of flows and the solution of algebraic equations is needed. We illustrate our
results by an example.
Key words: Differential-geometric methods; Discrete-time systems; Nonlinear control systems; Feedback linearization;
Difference flatness; Normal forms.
1 Introduction
The concept of flatness has been introduced by Fliess,
Le´vine, Martin and Rouchon in the 1990s for nonlinear
continuous-time systems (see e.g. [4], [5], and [6]). Flat
continuous-time systems have the characteristic feature
that all system variables can be expressed by a flat out-
put and its time derivatives. They form an extension of
the class of static feedback linearizable systems, and can
be linearized by an endogenous dynamic feedback. The
reason for the ongoing popularity of flat systems lies in
the fact that the knowledge of a flat output allows an el-
egant systematic solution to motion planning problems
as well as the design of tracking controllers. However,
in contrast to the static feedback linearization problem,
which has been solved in [11] and [9], there still exist
no efficiently verifiable necessary and sufficient condi-
tions for flatness, and the construction of flat outputs is
a challenging problem.
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For nonlinear discrete-time systems, flatness can be
defined analogously to the continuous-time case. The
main difference is that time derivatives are replaced
by forward-shifts. To distinguish both concepts, often
the terms differential flatness and difference flatness
are used (see e.g. [25]). Like in the continuous-time
case, flat discrete-time systems form an extension of
the class of static feedback linearizable systems, and
can be linearized by an endogenous dynamic feedback
(see e.g. [13]). The static feedback linearization problem
for discrete-time systems has already been studied and
solved in several papers using different mathematical
frameworks, see [7], [10], and [1]. There exist verifiable
necessary and sufficient conditions, which give rise to
an algorithm for the calculation of a linearizing out-
put. The more general dynamic feedback linearization
problem, which includes flatness as a special case, has
been studied for discrete-time systems e.g. in [1] and
[2]. However, like in the continuous-time case, no effi-
ciently verifiable necessary and sufficient conditions are
available. Thus, the construction of flat outputs is also
a difficult problem.
In practical applications, flat outputs often have some
physical meaning, see e.g. [6]. Therefore, the construc-
tion of flat outputs is – like the construction of Lyapunov
functions – often based on physical considerations. A
possible more systematic approach is to transform the
system into a decomposed form, where the complete sys-
tem is flat if and only if a smaller-dimensional subsystem
is flat. Repeating this decomposition with the subsystem
may then lead after several steps to a flat output. Such
methods have been developed with different types of de-
compositions for continuous-time systems in [21], [22],
[23], and [24], and they were transferred to discrete-time
systems in [15] and [16] (see also [14]). The fundamental
question is, however, under which conditions such de-
compositions exist, and whether every flat system allows
a decomposition or not. For continuous-time systems,
this question is a very difficult one. For discrete-time sys-
tems, in contrast, the situation is completely different.
We present a simple geometric proof that a flat discrete-
time system can always be transformed by state- and
input transformations into a subsystem and an endoge-
nous dynamic feedback. This type of decomposition has
been studied in [15] both in a differential-geometric and
an algebraic framework, but without a proof that for
flat systems the decomposition is always possible. In the
present paper, we focus on the geometric framework. For
a further discussion in the algebraic framework, see [12].
The advantage of the geometric approach is that the de-
compositions can be constructed systematically in spe-
cial coordinates, and that the proof for the existence of a
decomposition of flat systems becomes particularly sim-
ple. As a consequence of the latter result, the flatness of
discrete-time systems can be checked in an algorithmic
way. If the system is flat, then a repeated decomposition
will yield a flat output after at most n− 1 steps, where
n denotes the dimension of the state space.
The paper is organized as follows: In Section 2 we re-
call the definition of difference flatness and give an
overview of some important properties of flat discrete-
time systems. In Section 3 we discuss the decomposition
of discrete-time systems into a subsystem and an en-
dogenous dynamic feedback by means of coordinate
transformations. We give geometric conditions for the
existence of such a decomposition, and show that for
flat systems these conditions are always satisfied. In
Section 4 we present an algorithm for the calculation of
flat outputs, which is based on a repeated application of
the decomposition of Section 3. We illustrate our results
by an example in Section 5.
2 Discrete-Time Systems and Flatness
In this contribution we consider discrete-time systems
xi,+ = f i(x, u) , i = 1, . . . , n (1)
in state representation with dim(x) = n, dim(u) = m,
and smooth functions f i(x, u). Geometrically, such a
system can be interpreted as a map f from a manifold
X × U with coordinates (x, u) to a manifold X+ with
coordinates x+. We assume throughout the paper that
the system meets
rank(∂(x,u)f) = n ,
which means that the map f is a submersion and there-
fore locally surjective. Since this assumption is necessary
for accessibility (see e.g. [8]) and consequently also for
flatness, it is no restriction. To achieve the desired de-
compositions, we will use state- and input transforma-
tions
x¯i = Φix(x) , i = 1, . . . , n
u¯j = Φju(x, u) , j = 1, . . . ,m ,
(2)
and it should be noted that the variables x+ are trans-
formed of course in the same way as the variables x. The
transformed system is given by
x¯i,+ = Φix(x
+) ◦ f(x, u) ◦ Φˆ(x¯, u¯)︸ ︷︷ ︸
f¯(x¯,u¯)
, i = 1, . . . , n ,
with the inverse (x, u) = Φˆ(x¯, u¯) of (2). The superscript
+ is only used to denote the forward-shift of the state
variables x. For the inputs and flat outputs we also need
higher forward-shifts, and use a subscript in brackets
instead. For instance, u[α] denotes the α-th forward-shift
of u. To keep formulas short and readable, we also use the
Einstein summation convention. Furthermore, we want
to emphasize that all our results are local. This is due to
the use of the inverse- and the implicit function theorem,
the flow-box theorem, and the Frobenius theorem, which
allow only local results.We also assume that all functions
are smooth in order to avoid mathematical subtleties.
In the following, we summarize the concept of difference
flatness, which is the discrete-time counterpart of dif-
ferential flatness for continuous-time systems. Roughly
speaking, the main difference is that time derivatives
are replaced by forward-shifts. Since many results can
be shown in a similar way to the continuous-time case,
we omit detailed proofs. To introduce the concept of
difference flatness, we need a space with coordinates
(x, u, u[1], u[2], . . .). On this space we have the forward-
shift operator δxu, which acts on a function g according
to the rule
δxu(g(x, u, u[1], u[2], . . .)) = g(f(x, u), u[1], u[2], u[3], . . .) .
A repeated application of δxu is denoted by δ
α
xu. In this
framework, flatness of discrete-time systems can be de-
fined as follows.
Definition 1 The system (1) is said to be flat, if the
n+m coordinate functions x and u can be expressed by
an m-tuple of functions
yj = ϕj(x, u, u[1], . . . , u[q]) , j = 1, . . . ,m (3)
2
and their forward-shifts
y[1] = δxu(ϕ(x, u, u[1], . . . , u[q]))
y[2] = δ
2
xu(ϕ(x, u, u[1], . . . , u[q]))
...
up to some finite order. The m-tuple (3) is called a flat
output.
If (3) is a flat output, then the m(β + 1) functions
ϕ, δxu(ϕ), δ
2
xu(ϕ), . . . , δ
β
xu(ϕ) are functionally indepen-
dent for arbitrary β ≥ 0. 1 Therefore, the representation
of x and u by the flat output and its forward-shifts is
unique, and it has the form
xi = F ix(y[0,R−1]) , i = 1, . . . , n
uj = F ju(y[0,R]) , j = 1, . . . ,m .
(4)
The multi-index R = (r1, . . . , rm) contains the number
of forward-shifts of each component of the flat output
which is needed to express x and u, and y[0,R] is an
abbreviation for y and its forward-shifts up to order R.
Written in components,
y[0,R] = (y
1
[0,r1]
, . . . , ym[0,rm])
with
y
j
[0,rj]
= (yj , yj[1], . . . , y
j
[rj]
) , j = 1, . . . ,m .
With the forward-shift operator δy in coordinates
(y, y[1], y[2], . . .), which acts on a function h according
to the rule
δy(h(y, y[1], y[2], . . .)) = h(y[1], y[2], y[3], . . .) , (5)
the parametrization of arbitrary forward-shifts u[α] of u
follows from (4) as
u
j
[α] = δ
α
y (F
j
u(y[0,R])) , j = 1, . . . ,m.
It is a well-known fact that the parametrization Fx of
the state only depends on y[0,R−1], and that the highest
forward-shifts y[R] = (y
1
[r1]
, . . . , ym[rm]) that are required
in (4) only appear in the parametrizationFu of the input.
It is also not hard to show that themap (x, u) = F (y[0,R])
1 We only sketch the proof of this statement: If u can be
expressed by the flat output and its forward-shifts, then this
is also possible for all forward-shifts u[α] of u. By using the
facts that the coordinate functions u, u[1], u[2], . . . are func-
tionally independent and dim(y) = dim(u) = m, it can be
shown that the functions ϕ, δxu(ϕ), δ
2
xu(ϕ), . . . , δ
β
xu(ϕ) must
also be functionally independent.
given by (4) is a submersion, i.e., that the rows of its
Jacobian matrix are linearly independent. Likewise, the
map
y = ϕ(x, u, u[1], . . . , u[q])
y[1] = δxu(ϕ(x, u, u[1], . . . , u[q]))
y[2] = δ
2
xu(ϕ(x, u, u[1], . . . , u[q]))
...
y[R] = δ
R
xu(ϕ(x, u, u[1], . . . , u[q]))
(6)
is also a submersion. This is a simple consequence of
the already mentioned functional independence of the
flat output and its forward-shifts. If the system (1) is
static feedback linearizable and y = ϕ(x) is a lineariz-
ing output, then the submersion (4) becomes a diffeo-
morphism, and its inverse is given by (6). In this case,
the parametrization (4) can be used as a coordinate
transformation which transforms the system (1) into the
discrete-time Brunovsky normal form.
If we substitute the parametrization (4) into the identity
δxu(x
i) = f i(x, u) , i = 1, . . . , n ,
we get the important identity
δy(F
i
x(y[0,R−1])) = f
i ◦ F (y[0,R]) , i = 1, . . . , n . (7)
Because of (7), it is obvious that Fx can indeed only
depend on y[0,R−1]. Otherwise, δy(Fx) would depend on
forward-shifts of y that are not contained in y[0,R]. A
further fundamental consequence of the identity (7) and
the special form of the forward-shift operator (5) is that
the system equations (1) do not impose any restrictions
on the feasible trajectories
yj(k) , j = 1, . . . ,m (8)
of the flat output (3). That is, for every trajectory (8)
of the flat output there exists a uniquely determined so-
lution (x(k), u(k)) of the system (1) such that the equa-
tions
yj(k) = ϕj(x(k), u(k), u(k + 1), . . . , u(k + q)) ,
j = 1, . . . ,m are satisfied identically. The trajectories
x(k) and u(k) of state and input are determined by y(k)
and its forward-shifts via the parametrization (4). Thus,
just like in the case of differentially flat continuous-time
systems, there is a one-to-one correspondence between
solutions of the system (1) and arbitrary trajectories of
the flat output.
3 Decomposition of Flat Systems
In this section we deal with a transformation of the sys-
tem (1) into a certain decomposed form, which can be
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interpreted as a splitting into a subsystem and an en-
dogenous dynamic feedback. This decomposed form has
the property that the complete system is flat if and only
if the subsystem is flat.
Lemma 2 A system of the form
x
i1,+
1 = f
i1
1 (x1, x2, u1) , i1 = 1, . . . , n−m2
x
i2,+
2 = f
i2
2 (x1, x2, u1, u2) , i2 = 1, . . . ,m2
(9)
with dim(u2) = dim(x2) = m2 and rank(∂uf) =
dim(u) = m is flat if and only if the subsystem
x+1 = f1(x1, x2, u1) (10)
with the m inputs (x2, u1) is flat.
Proof.
Flatness of (10) ⇒ Flatness of (9): If y is a flat output
of the subsystem (10), then the system variables x1, x2,
and u1 of this subsystem can be expressed as functions
of y and its forward-shifts. Because of the regularity of
the Jacobian matrix ∂u2f2, which is an immediate con-
sequence of rank(∂uf) = dim(u) and the structure of
(9), the implicit function theorem allows to express u2 as
function of x1, x2, u1, and x
+
2 . Consequently, u2 can also
be expressed as a function of y and its forward-shifts,
and y is a flat output of the complete system (9).
Flatness of (9)⇒ Flatness of (10): Because of the regu-
larity of ∂u2f2, we can perform an input transformation
uˆ
j2
2 = f
j2
2 (x1, x2, u1, u2) , j2 = 1, . . . ,m2
such that (9) takes the simpler form
x
i1,+
1 = f
i1
1 (x1, x2, u1) , i1 = 1, . . . , n−m2
x
i2,+
2 = uˆ
i2
2 , i2 = 1, . . . ,m2 .
(11)
If
y = ϕ(x1, x2, u1, uˆ2, u1,[1], uˆ2,[1], . . . , u1,[q], uˆ2,[q])
is a flat output of (11), then by substituting uˆj22 = x
j2
2,[1]
and uˆj22,[α] = x
j2
2,[α+1] , α ≥ 1 we immediately get a flat
output of the subsystem (10). 
The equations
x
i2,+
2 = f
i2
2 (x1, x2, u1, u2) , i2 = 1, . . . ,m2
of (9) can be interpreted as an endogenous dynamic feed-
back for the subsystem (10). This is in accordance with
the fact that applying or removing an endogenous dy-
namic feedback has no effect on the flatness of a system.
Our next objective is to derive necessary and suffi-
cient differential-geometric conditions for the existence
of a transformation of the system (1) into the decom-
posed form (9). To formulate these conditions, we use
the notion of f -related vector fields. For complete-
ness, we briefly explain the basics. More details can
be found in [3]. By f∗ : T (X × U) → T (X
+) we de-
note the tangent map of f : X × U → X+, and by
f∗p : Tp(X × U) → Tf(p)(X
+) we denote the tangent
map of f at some point p ∈ X × U . If
v = vix(x, u)∂xi + v
j
u(x, u)∂uj (12)
is a vector field on X × U , then the vector f∗p(vp) at
f(p) ∈ X+ is called the pushforward of the vector vp
at p ∈ X × U by f . However, since f is only a submer-
sion and not a diffeomorphism, the vector field v does
not necessarily induce a well-defined vector field on X+.
The problem is that the inverse image f−1(q) of a point
q ∈ X+ is an m-dimensional submanifold of X ×U , and
it may happen that for a pair of points p1 and p2 on
this submanifold we get f∗p1(vp1 ) 6= f∗p2(vp2). In other
words, the vector at the point f(p1) = f(p2) = q may
be not unique. If, however, there exists a vector field
w = wi(x+)∂xi,+ (13)
on X+ such that for all q ∈ X+ and p ∈ f−1(q) ⊂ X ×U
we have f∗p(vp) = wq, then the vector fields v and w
are said to be f -related and we write w = f∗(v). In
components, f -relatedness means
wi(x+) ◦ f(x, u) = ∂xkf
ivkx(x, u) + ∂ujf
ivju(x, u) ,
i = 1, . . . , n. Since we assume that f is a submersion and
therefore locally surjective, the vector field (13) deter-
mined by a given vector field (12) is unique if it exists.
Moreover, as a submersion, the map f induces a fibration
(foliation) of the manifold X × U with m-dimensional
fibres (leaves). Thus, we will adopt some terminology
used for fibre bundles (see e.g. [20]), and call vector fields
(12) on X × U that are f -related to a vector field (13)
on X+ “projectable”. Similarly, we will call a distribu-
tion D on X × U “projectable” if it admits a basis that
consists of projectable vector fields. Since we deal par-
ticularly with involutive distributions, we will also make
use of the fact that the Lie brackets [v1, v2] and [w1, w2]
of two pairs v1, w1 and v2, w2 of f -related vector fields
are again f -related, i.e.,
f∗[v1, v2] = [w1, w2] .
For this reason, the pushforward f∗D of an involutive
projectable distribution is again an involutive distribu-
tion.
Checking whether a vector field or distribution is pro-
jectable or not becomes very simple if we use coordinates
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on X ×U that are adapted to the fibration. Adapted co-
ordinates can be introduced by a transformation of the
form
xi,+ = f i(x, u) , i = 1, . . . , n
ξj = hj(x, u) , j = 1, . . . ,m ,
(14)
where the m functions hj(x, u) must be chosen in such
a way that (14) is a (local) diffeomorphism. Thus, the
Jacobian matrix [
∂xf ∂uf
∂xh ∂uh
]
must be regular. Because of the linear independence of
the rows of the Jacobian matrix of a submersion, this is
always possible. With coordinates (x+, ξ) on X ×U , the
map f takes the simple form f = pr1. All points ofX ×U
with the same value of x+ belong to the same fibre and
are mapped to the same point of X+, regardless of the
value of the fibre coordinates ξ. The vector field (12) in
adapted coordinates has in general the form
v = ai(x+, ξ)∂xi,+ + b
j(x+, ξ)∂ξj , (15)
and because of f = pr1 an application of the tangent
map f∗ to (15) yields
f∗(v) = a
i(x+, ξ)∂xi,+ . (16)
Obviously, (16) is a well-defined vector field on X+ if
and only if the functions ai are independent of the co-
ordinates ξ. In this case, (16) corresponds to the vector
field (13).
With these mathematical preliminaries, we can formu-
late conditions for the existence of a transformation of
the system (1) into the form (9).
Theorem 3 Consider a system (1) with rank(∂uf) =
m. There exists a coordinate transformation
(x¯1, x¯2) = Φx(x) (17a)
(u¯1, u¯2) = Φu(x, u) (17b)
with dim(u¯2) = dim(x¯2) = m2 such that in transformed
coordinates the system has the form
x¯+1 = f¯1(x¯1, x¯2, u¯1)
x¯+2 = f¯2(x¯1, x¯2, u¯1, u¯2)
(18)
if and only if on X × U there exists an m2-dimensional
projectable and involutive subdistributionD ⊂ span{∂u}.
Proof.
Sufficiency: Since D is involutive and D ⊂ span{∂u},
because of the Frobenius theorem there exists an input
transformation (17b) with dim(u¯2) = m2 such that D =
span{∂u¯2}. Furthermore, since D ⊂ span{∂u} is pro-
jectable and the Jacobian matrix ∂uf has full rank, the
pushforward f∗D is a well-definedm2-dimensional invo-
lutive distribution on X+. Thus, because of the Frobe-
nius theorem there exists a state transformation (17a)
with dim(x¯2) = m2 such that f∗D = span{∂x¯+2
}. 2 In
these coordinates, the transformed map x¯+ = f¯(x¯, u¯)
has the form (18). This can be seen as follows: Let f¯1
and f¯2 denote the x¯1- and x¯2-components of f¯ . Then
the (pointwise defined) pushforwards of the vector fields
∂
u¯
j2
2
, j2 = 1, . . . ,m2 are given by
f∗(∂u¯j22
) = ∂
u¯
j2
2
f¯ i11 ∂x¯i1,+1
+ ∂
u¯
j2
2
f¯ i22 ∂x¯i2,+2
.
Since by construction f∗(∂u¯j22
) ∈ f∗D = span{∂x¯+2
}, we
immediately get
∂
u¯
j2
2
f¯ i11 = 0 , i1 = 1, . . . , n−m2, j2 = 1, . . . ,m2 ,
which shows that the functions f¯ i11 are independent of
u¯2.
Necessity: To prove necessity, assume that there exists a
coordinate transformation (17) such that (1) takes the
form (18). Because of rank(∂u¯2 f¯2) = m2, there exists a
further input transformation uˆj22 = f¯
j2
2 (x¯1, x¯2, u¯1, u¯2),
j2 = 1, . . . ,m2 such that the system is of the form
(11). The vector fields ∂
uˆ
j2
2
, j2 = 1, . . . ,m2 are clearly
projectable with f∗(∂uˆj22
) = ∂
x¯
j2,+
2
, and therefore the
distribution D = span{∂uˆ2} is an m2-dimensional, pro-
jectable and involutive subdistribution of span{∂u}. 
The decomposition of Theorem 3 is a generalization of
a decomposition that is used in [7] and [18] for static
feedback linearizable systems. If a system (1) with
rank(∂uf) = m is static feedback linearizable, then the
complete input distribution span{∂u} is projectable.
Thus, we can choose D = span{∂u}. Since this distri-
bution is already straightened out, no input transfor-
mation is required. With a state transformation that
straightens out the pushforward f∗D, the system can
be transformed into the form
x¯
i1,+
1 = f¯
i1
1 (x¯1, x¯2) , i1 = 1, . . . , n−m
x¯
i2,+
2 = f¯
i2
2 (x¯1, x¯2, u) , i2 = 1, . . . ,m ,
(19)
where the first n −m equations are independent of all
inputs. For systems that are only flat but not static feed-
back linearizable, a transformation into the form (19)
is in general not possible. However, we will show that a
flat system can always be transformed into the form (18)
with m2 ≥ 1. That is, in the “worst case” with m2 = 1
2 Note again that state transformations are performed si-
multaneously for x and x+.
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there exists at least a decomposition
x¯1,+ = f¯1(x¯, u¯1, . . . , u¯m−1)
...
x¯n−1,+ = f¯n−1(x¯, u¯1, . . . , u¯m−1)
x¯n,+ = f¯n(x¯, u¯1, . . . , u¯m−1, u¯m)
(20)
where the first n− 1 equations are independent of u¯m. 3
To keep the proof of this remarkable feature of flat sys-
tems as short as possible, it is convenient to rewrite the
conditions of Theorem 3 for the case m2 = 1 in terms of
f -related vector fields instead of distributions.
Corollary 4 A system (1) with rank(∂uf) = m can be
transformed into the form (20) if and only if there exists
a pair of vector fields
v = vj(x, u)∂uj
on X × U and
w = wi(x+)∂xi,+
on X+ which are f -related, i.e., that satisfy
wi ◦ f(x, u) =
(
∂ujf
i(x, u)
)
vj(x, u) , i = 1, . . . , n .
(21)
Proof.
Sufficiency: Because of the flow-box theorem, there ex-
ists an input transformation
u¯j = Φju(x, u) , j = 1, . . . ,m
which transforms the vector field v into the form
v = ∂u¯m ,
and a state transformation
x¯i = Φix(x) , i = 1, . . . , n
which transforms the vector field w into the form
w = ∂x¯n,+ .
In these new coordinates, condition (21) has the form 4
δin =
(
∂u¯j f¯
i(x¯, u¯)
)
δjm
= ∂u¯m f¯
i(x¯, u¯)
, i = 1, . . . , n .
3 For the discussion of the case m2 = 1 we will mainly use
the notation (20) with individual variables instead of the
notation (18) with blocks of variables x¯1, x¯2, u¯1, u¯2.
4 Here δin and δ
j
m is the Kronecker delta and not a shift
operator.
Because of ∂u¯m f¯
i(x¯, u¯) = 0 for i = 1, . . . , n − 1, the
functions f¯1, . . . , f¯n−1 are independent of u¯m.
Necessity: If the system is in the form (20), we can per-
form an input transformation uˆm = f¯n(x¯, u¯) such that
we get
x¯1,+ = f¯1(x¯, u¯1, . . . , u¯m−1)
...
x¯n−1,+ = f¯n−1(x¯, u¯1, . . . , u¯m−1)
x¯n,+ = uˆm .
In these coordinates, it is obvious that the vector fields
v = ∂uˆm and w = ∂x¯n,+ are f -related. 
The concept of the proofs of Theorem 3 and Corollary
4 is of course almost identical. The difference is that in
the proof of Corollary 4 we straighten out vector fields
with the flow-box theorem, whereas in the proof of The-
orem 3 we straighten out distributions with the Frobe-
nius theorem. The connection between the distributions
of Theorem 3 and the vector fields of Corollary 4 is ob-
viously given by
D = span{v} and f∗D = span{w} .
In the following, we prove the main result of the paper.
Theorem 5 A flat system (1) with rank(∂uf) = m can
be transformed into the form (20).
Proof. The proof is based on the identity (7). Differen-
tiating both sides of (7) with respect to ys[rs] for some
arbitrary s ∈ {1, . . . ,m} gives
∂ys
[rs]
(
δy(F
i
x)
)
=
(
∂ujf
i ◦ F
)
∂ys
[rs]
F ju , i = 1, . . . , n .
Since δy only substitutes variables, shifting and differen-
tiating with respect to ys[rs] is equivalent to first differ-
entiating with respect to ys[rs−1] and shifting afterwards.
Thus, we get the equivalent identity
δy
(
∂ys
[rs−1]
F ix
)
=
(
∂ujf
i ◦ F
)
∂ys
[rs]
F ju , i = 1, . . . , n.
(22)
Now let us consider this identity in coordinates
(x, u, u[1], . . .). Substituting (6) into (22) gives the iden-
tity
δxu(w˜
i(x, u, u[1], . . .)) = (∂ujf
i)v˜j(x, u, u[1], . . .) . (23)
The functions w˜i(x, u, u[1], . . .) and v˜
j(x, u, u[1], . . .) of
(23) are obtained by substituting (6) into the functions
∂ys
[rs−1]
F ix and ∂ys[rs]
F ju of (22). Note also that substitut-
ing (6) into ∂ujf
i ◦F yields just ∂ujf
i, and that we have
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to replace the shift operator δy in y-coordinates by the
shift operator δxu in (x, u)-coordinates.
Evaluating the expression δxu(w
i(x, u, u[1], . . .)) on the
left-hand side of (23) yields
w˜i(f(x, u), u[1], u[2], . . .) = (∂ujf
i)v˜j(x, u, u[1], . . .) .
(24)
This identity holds (locally) for all values of x, u, u[1], . . ..
Setting the forward-shifts of u that appear in (24) to
constant values
u[1] = c1
u[2] = c2
...
finally results in the relation
w˜i(f(x, u), c1, c2, . . .) = (∂ujf
i)v˜j(x, u, c1, . . .) .
With
wi(x+) = w˜i(x+, c1, c2, . . .) (25)
and
vj(x, u) = v˜j(x, u, c1, . . .) (26)
this can be written as
wi(x+) ◦ f(x, u) = (∂ujf
i)vj(x, u) , i = 1, . . . , n ,
which is just condition (21). Thus, the vector fields
v = vj(x, u)∂uj
on X × U and
w = wi(x+)∂xi,+
on X+ are f -related. Applying Corollary 4 completes
the proof. 
As a consequence of Theorem 5, the existence of a de-
composed form (20) is a necessary condition for flat
discrete-time systems. Based on similar ideas as in the
proof of Theorem 5, it has been shown in [17] that for
flat continuous-time systems
x˙i = f i(x, u) , i = 1, . . . , n
there always exists a transformation u¯ = Φu(x, u) into
the so-called partial affine input form (PAI-form)
x˙i = ai(x, u¯1, . . . , u¯m−1)+bi(x, u¯1, . . . , u¯m−1)u¯m , (27)
i = 1, . . . , n, where u¯m appears in an affine way. This
PAI-form is closely related to the well-known ruled
manifold necessary condition derived in [19] for flat
continuous-time systems. Thus, the existence of the de-
composed form (20) for flat discrete-time systems can be
interpreted as discrete-time counterpart to the existence
of a PAI-form (27) for flat continuous-time systems.
4 Calculation of Flat Outputs
We show in this section that a repeated application of
the results of Section 3 gives rise to an algorithm, which
allows to check the flatness of a discrete-time system (1)
with rank(∂uf) = m in at most n − 1 steps. If the sys-
tem is flat, then the algorithm provides a flat output.
Otherwise, it stops and we can conclude that the system
is not flat. Roughly speaking, the idea is as follows: If
the system (1) is flat, then Theorem 5 guarantees that it
can be transformed into the form (18) with an at most
(n− 1)-dimensional subsystem x¯+1 = f¯1(x¯1, x¯2, u¯1). Be-
cause of Lemma 2 this subsystem is also flat, and there-
fore Theorem 5 guarantees that the subsystem can again
be transformed into the form (18). Repeating this proce-
dure reduces the problem of checking the flatness of the
original system (1) to the problem of checking the flat-
ness of smaller and smaller subsystems. Obviously, for
a system (1) with dim(x) = n we can perform at most
n − 1 such decomposition steps. If in some step we en-
counter a subsystem where we can read off a flat output,
then we have shown that the original system is also flat.
Otherwise, if we find a subsystem which does not allow
a further decomposition, then Theorem 5 implies that
this subsystem is not flat. Therefore, the original system
(1) cannot be flat either.
What we have not mentioned in this brief sketch of the
basic idea is the fact that there may appear subsystems
with redundant inputs, i.e., where the Jacobian matrix
with respect to the inputs of the subsystem does not
have full rank. In this case, we have to eliminate these
redundant inputs with a suitable coordinate transfor-
mation, before we can apply Theorem 3 to construct a
decomposition of the subsystem.
Remark 6 This effect is well-known from static feed-
back linearization, see e.g. [18]. For instance, if a static
feedback linearizable system is transformed into the form
(19), it may happen that rank(∂x¯2 f¯1) < m.
The elimination of redundant inputs is, however, very
easy: For a system (1) with rank(∂uf) = mˆ < m there
always exists an input transformation (uˆ, u˜) = Φu(x, u)
with dim(uˆ) = mˆ that eliminates m− mˆ redundant in-
puts u˜. If u = Φˆu(x, uˆ, u˜) denotes the inverse input trans-
formation, then the transformed system is of the form
xi,+ = fˆ i(x, uˆ) , i = 1, . . . , n (28)
with
fˆ i(x, uˆ) = f i(x, Φˆu(x, uˆ, u˜)) , i = 1, . . . , n
and rank(∂uˆfˆ) = mˆ. The following lemma establishes
an important connection between a flat output of the
transformed system (28) with mˆ inputs and the original
system (1) with m inputs.
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Lemma 7 Consider a system (1) with rank(∂uf) =
mˆ < m, and an input transformation (uˆ, u˜) = Φu(x, u)
with dim(uˆ) = mˆ that eliminates m − mˆ redundant
inputs u˜. If an mˆ-tuple yˆ is a flat output of the trans-
formed system (28) with the mˆ inputs uˆ, then them-tuple
y = (yˆ, u˜) is a flat output of the original system (1) with
the m inputs u.
Proof. Since yˆ is a flat output of the transformed system
(28), x and uˆ can be expressed as functions of yˆ and its
forward-shifts. Because of y = (yˆ, u˜), the inverse input
transformation u = Φˆu(x, uˆ, u˜) shows immediately that
the input u of the original system (1) can be expressed
by y and its forward-shifts. 
Thus, eliminated redundant inputs are candidates for
components of a flat output.
Now we can describe the algorithm in detail. If a system
(1) with rank(∂uf) = m is flat, then Theorem 5 guaran-
tees that it can be transformed into the form (18) with
some m2 ≥ 1. The m2-dimensional distributions D and
f∗D of Theorem 3, which are needed to construct the
state- and input transformations that achieve the de-
composition, can be found efficiently in adapted coordi-
nates (14).
Remark 8 Note that in general the choice of an invo-
lutive distribution D that meets the conditions of Theo-
rem 3, or equivalently a pair of vector fields that meets
the conditions of Corollary 4, is not unique. Thus, the
decomposition (18) is not uniquely determined.
Since the original system (1) is flat if and only if the
subsystem
x¯+1 = f¯1(x¯1, x¯2, u¯1) (29)
of the decomposed form (18) is flat, we have transferred
the problem of checking the flatness of the system (1)
with the n-dimensional state x and the m inputs u to
the problem of checking the flatness of the smaller sys-
tem (29) with the (n − m2)-dimensional state x¯1 and
the m inputs (x¯2, u¯1). Therefore, in the next step we
can proceed with the subsystem (29). As already men-
tioned, the difference to the first step is that the sub-
system (29) may have redundant inputs. If the rank of
the Jacobian matrix ∂(x¯2,u¯1)f¯1 is locally constant, i.e.,
rank(∂(x¯2,u¯1)f¯1) = mˆ with some mˆ ≤ m, then we can
perform an input transformation (zˆ, y˜) = Φu(x¯1, x¯2, u¯1)
with dim(zˆ) = mˆ and dim(y˜) = m − mˆ such that the
transformed system
x¯+1 = fˆ1(x¯1, zˆ) (30)
does not depend on y˜.
Remark 9 The structure of (18) and
rank
([
∂u¯1 f¯1 0
∂u¯1 f¯2 ∂u¯2 f¯2
])
= rank(∂uf) = m
imply rank(∂u¯1 f¯1) = m − m2 = dim(u¯1). As a con-
sequence, the redundant inputs y˜ can always be found
among the variables x¯2 of (29).
In the case mˆ = m, we can simply set zˆ = (x¯2, u¯1), and
y˜ is empty. The variables y˜ are candidates for compo-
nents of a flat output. If an mˆ-tuple yˆ is a flat output of
the system (30), then because of Lemma 7 the m-tuple
y = (yˆ, y˜) is a flat output of the system (29). Therefore,
as shown in the proof of Lemma 2, it is also a flat output
of the complete system (18). Now we try to continue the
decomposition with the system (30), i.e., we try to find a
distribution D that meets the conditions of Theorem 3.
The existence of such a distribution can be checked again
efficiently by introducing adapted coordinates (14) for
the system (30). If we encounter in some step a system
where the number of inputs (after the elimination of re-
dundant inputs) is equal to the dimension of the state we
are done, because for such a system the state variables
form a flat output. By adding all the redundant inputs
y˜ that we have eliminated in the previous steps of the
procedure and applying the inverse coordinate transfor-
mations, we get a flat output of the original system (1).
On the contrary, if in some step we encounter a system
which does not allow a further decomposition, then be-
cause of Theorem 5 it cannot be flat. Accordingly, the
original system (1) cannot be flat either.
The algorithm is in fact a generalization of the trans-
formation of static feedback linearizable systems into a
triangular form which is discussed in [18]. The transfor-
mation into this triangular form can be interpreted as
a repeated application of the decomposition (19), and
yields a linearizing output. 5 For the calculation of flat
outputs, we simply have to replace the decomposition
(19) by the more general decomposition (18). However,
it is important to emphasize that the decompositions we
perform in each of the steps are typically not unique,
and that different decompositions might lead to different
flat outputs. This is in accordance with the fact that flat
outputs (of multi-input systems) are never unique. It is
also obvious that every flat output which is obtained by
the suggested algorithm can only depend on x and u but
not on forward-shifts of u. Since the algorithm yields (in
principle) a flat output for every flat discrete-time sys-
tem, we can conclude that every flat discrete-time sys-
tem must have a flat output which only depends on x
and u. By a closer inspection, we get an even stronger
result.
Theorem 10 Every flat discrete-time system (1) with
rank(∂uf) = m has a flat output of the form y = ϕ(x),
which is independent of the input u and its forward-shifts.
Proof. The input variables u can only appear in those
5 Note that in [18] all decomposition steps are combined in
one coordinate transformation, which is obtained by straight-
ening out a nested sequence of involutive distributions.
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components of the flat output which are obtained by the
elimination of redundant inputs of a subsystem after a
decomposition step. This is due to the fact that the other
components of the flat output are given by the state vari-
ables of the last subsystem. However, we have explained
in Remark 9 that due to the full rank of the Jacobian
matrix ∂uf the redundant inputs of the subsystem (29)
after the first decomposition step can be chosen among
the (transformed) state variables of the complete sys-
tem. Since the Jacobian matrix ∂zˆ fˆ1 of the system (30)
has again full rank, we can use the same argument for
the second decomposition step. That is, after the decom-
position of the system (30), the redundant inputs of the
generated subsystem can be found among the (trans-
formed) state variables of the system (30). Continuing
this argumentation shows that the algorithm is capable
of constructing a flat output which only depends on the
state variables. 
This result is also remarkable, since Theorem 10 does
not have a counterpart for flat continuous-time systems.
5 Example
In the following, we demonstrate the algorithm for the
calculation of flat outputs with the system
x1,+ = x
2+x3+3x4
u1+2u2+1
x2,+ = x1(x3 + 1)(u1 + 2u2 − 3) + x4 − 3u2
x3,+ = u1 + 2u2
x4,+ = x1(x3 + 1) + u2 .
(31)
In the first step, we have to check the existence of a
projectable involutive subdistribution D ⊂ span{∂u}.
For this purpose, we introduce adapted coordinates (14)
on X × U . After the transformation
x1,+ = f1(x, u)
x2,+ = f2(x, u)
x3,+ = f3(x, u)
x4,+ = f4(x, u)
ξ1 = x1
ξ2 = x3 ,
the vector fields ∂u1 and ∂u2 are given by
− x
1,+
x3,++1∂x1,+ + ξ
1(ξ2 + 1)∂x2,+ + ∂x3,+
and
−2 x
1,+
x3,++1∂x1,+ +(2ξ
1(ξ2+1)− 3)∂x2,+ +2∂x3,+ +∂x4,+ .
Because of the presence of the fibre coordinates ξ1 and
ξ2, neither ∂u1 nor ∂u2 itself is projectable. However, the
linear combination −2∂u1 + ∂u2 is a projectable vector
field. Since there is no other possibility, the distribution
D = span{−2∂u1+∂u2} is uniquely determined, and the
pushforward yields f∗D = span{−3∂x2,+ + ∂x4,+}. Be-
cause of dim(D) < 2, the system (31) cannot be static
feedback linearizable. Now we straighten out the involu-
tive distributions D and f∗D by input- and state trans-
formations. The input transformation
u¯1 = u1 + 2u2
u¯2 = u2
gives D = span{∂u¯2}, and the state transformation
x¯1 = x1
x¯2 = x2 + 3x4
x¯3 = x3
x¯4 = x4
gives f∗D = span{∂x¯4,+}. Accordingly, the transformed
system reads
x¯1,+ = x¯
2+x¯3
u¯1+1
x¯2,+ = x¯1(x¯3 + 1)u¯1 + x¯4
x¯3,+ = u¯1
x¯4,+ = x¯1(x¯3 + 1) + u¯2 ,
where the first three equations are independent of u¯2.
In the next step, we proceed with the subsystem
x¯1,+ = x¯
2+x¯3
u¯1+1
x¯2,+ = x¯1(x¯3 + 1)u¯1 + x¯4
x¯3,+ = u¯1
(32)
with the inputs (x¯4, u¯1). Because of rank(∂(x¯4,u¯1)f¯) = 2,
where by f¯ we refer to the system (32), there are no
redundant inputs. For this system, the complete input
distribution is projectable (this can be verified again by
introducing adapted coordinates), and consequently we
can choose D = span{∂x¯4, ∂u¯1}, which is clearly involu-
tive. Since this distribution is already straightened out,
we need no input transformation, i.e., we can simply set
x¯4 = x¯4
u¯1 = u¯1 .
The pushforward of D is given by
f¯∗D = span{∂x¯2,+ ,−
x¯1,+
x¯3,++1∂x¯1,+ + ∂x¯3,+} ,
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and the state transformation
x¯1 = x¯1(x¯3 + 1)
x¯2 = x¯2
x¯3 = x¯3
yields f¯∗D = span{∂x¯2,+ , ∂x¯3,+}. In new coordinates, the
system reads
x¯1,+ = x¯2 + x¯3
x¯2,+ = x¯1u¯1 + x¯4
x¯3,+ = u¯1 ,
where the first line is independent of both inputs x¯4 and
u¯1. In the next step we proceed with the subsystem
x¯1,+ = x¯2 + x¯3 (33)
with the inputs (x¯2, x¯3). For the system (33) we have
rank(∂(x¯2,x¯3)f¯) = 1 < 2, i.e., there exists a redundant
input. The elimination of a redundant input is obviously
not unique. Possible choices are e.g. the transformations
zˆ = x¯2 + x¯3
y˜ = x¯2
or
zˆ = x¯2 + x¯3
y˜ = x¯3 .
In both cases, the transformed system (33) reads
x¯1,+ = zˆ . (34)
A flat output of (34) is given by x¯1, and adding the
redundant input y˜ yields a flat output of (33), which is
also a flat output of the complete system (31). In original
coordinates, the flat output y = (x¯1, x¯2) is given by y =
(x1(x3 + 1), x2 + 3x4), and the flat output y = (x¯1, x¯3)
is given by y = (x1(x3 + 1), x3).
For the flat output
y = (x1(x3 + 1), x2 + 3x4) ,
the map (4) is given by
x1 = y
1
y1
[1]
−y2+1
x2 = 3y1(y1[2] − y
2
[1]) + y
2 − 3y2[1]
x3 = y1[1] − y
2
x4 = y1(y2[1] − y
1
[2]) + y
2
[1]
u1 = 2y1 + 2y1[1](y
1
[3] − y
2
[2]) + y
1
[2] − y
2
[1] − 2y
2
[2]
u2 = −y1 + y1[1](y
2
[2] − y
1
[3]) + y
2
[2] .
That is, there appear forward-shifts of y1 and y2 up to
the orders r1 = 3 and r2 = 2. In the following, we shall
use this example to illustrate the method that we have
applied in the proof of Theorem 5 to show that every
flat system allows a decomposition (20). Since the 1-
dimensional distributions D and f∗D in the first decom-
position step of the system (31) are unique, the method
of Theorem 5 must yield exactly the same decomposi-
tion. Substituting (6) into
∂y1
[2]
F ix , i = 1, . . . , 4
and
∂y1
[3]
F ju , j = 1, 2
yields
w˜1 = 0
w˜2 = 3x1(x3 + 1)
w˜3 = 0
w˜4 = −x1(x3 + 1)
and
v˜1 = 2(x2 + x3 + 3x4)
v˜2 = −(x2 + x3 + 3x4) .
Since the functions w˜ are independent of u and the func-
tions v˜ are independent of forward-shifts of u, we directly
get wi = w˜i and vj = v˜j . It can be checked easily that
the condition (21) is indeed satisfied. Therefore, the pair
of vector fields
v = 2(x2 + x3 + 3x4)∂u1 − (x
2 + x3 + 3x4)∂u2
and
w = 3x1,+(x3,+ + 1)∂x2,+ − x
1,+(x3,+ + 1)∂x4,+
is f -related. Because of
span{v} = span{−2∂u1 + ∂u2} = D (35)
and
span{w} = span{−3∂x2,+ + ∂x4,+} = f∗D , (36)
these vector fields span exactly the same distributions
that we have constructed in the first decomposition step
in adapted coordinates.
Remark 11 It should be noted that the case wi = w˜i
and vj = v˜j is a special one and does not hold in general.
With the more sophisticated flat output y = (x1(x3 +
1) + eu
1+2u2 , x3), we would get functions w˜i and v˜j that
also depend on forward-shifts of u. After setting these
forward-shifts to constant values as shown in (25) and
(26), the resulting f -related vector fields v and w span
again the same distributions (35) and (36).
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6 Conclusion
We have shown that every flat discrete-time system can
be decomposed by state- and input transformations into
a subsystem and an endogenous dynamic feedback. This
remarkable feature can be considered as discrete-time
counterpart to the existence of a PAI-form (27) for flat
continuous-time systems, which is closely related to the
well-known ruled-manifold necessary condition. In con-
trast to the PAI-form or the ruled-manifold criterion,
such a decomposition directly gives rise to an algorithm
which allows to check the flatness of a discrete-time sys-
tem in at most n− 1 steps. Compared to the complexity
of the flatness problem in the continuous-time case, this
result represents a fundamental simplification. From a
computational point of view, it would nevertheless be
desirable to avoid the coordinate transformations that
have to be performed in each of the steps. Thus, future
work will be concerned with a coordinate-independent
test for flatness.
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