The last few decades have seen a significant decline in Arctic sea ice, generating concerns about both its causes and its longer-term implications. In this paper, we introduce an empirical technique to examine the dynamics of Arctic sea ice extent. Using quantile autoregression, we find that the negative effect of atmospheric CO 2 is stronger in the upper tail of the ice distribution. We also document that Arctic sea ice dynamics have become more unstable over the last three decades, especially during the summer. The rising summer instability occurs across quantiles, indicating that it is due to the joint effects of rising atmospheric CO 2 and nonlinear feedbacks (and not due to outside shocks). While we do not find evidence of "critical slowing", we see the increasing instability as a cause for concern. We also use the model to predict the evolution of Arctic sea ice extent under alternative CO 2 concentration scenarios. 
INTRODUCTION
This paper investigates the recent evolution of Arctic sea ice extent and the factors affecting its dynamics using a novel empirical technique. As showed in Fig. 1 , Arctic sea ice has declined rapidly over the last four decades, generating questions about its underlying dynamics. The generation and melting of sea ice are affected by energy flux involving seasonal variations in solar radiation and thermodynamic exchange and heat transport in the atmosphere and ocean. [1] [2] [3] [4] [5] [6] [7] Heat exchanges are associated with feedback effects arising in albedo and in atmospheric and ocean circulations that fluctuate over space and time. These feedback effects generate complex nonlinear dynamics that can generate instability in climate. 8 A concern raised in the literature is that the nonlinear dynamics could generate "tipping points," or thresholds after which a system changes irreversibly. Polar sea ice is an important example, with positive ice-albedo feedback contributing to the recent decline in Arctic ice. 9 Many previous studies focus on thresholds and bifurcations in Arctic sea ice extent using climate models (e.g., 1, 3 ) but statistically identifying critical thresholds remains a challenge. 7, 10 Moreover, assessing the linkages between climate change and Arctic sea ice loss remains difficult. 11, 12 This is due in large part to the complexity of feedback effects: while ice-albedo is important, 13 there are also spatial and temporal feedback effects related to atmospheric and ocean circulation. 3, 7, 14, 15 Incomplete knowledge about these feedback effects makes it difficult to evaluate Arctic sea ice dynamics and its longer-term implications. Such evaluations become even more challenging considering the seasonality of solar radiation and the recent increase in anthropogenic CO 2 emissions. 14, 16, 17 We argue that changing atmospheric CO 2 affects the seasonality and nonlinear dynamics of Arctic sea ice. This is important as it makes covariance analyses (e.g., using autocovaraince or spectral decomposition) unfit to the study of ice dynamics. This paper addresses these challenges by studying how nonlinear dynamics and anthropogenic CO 2 emissions affect the instability of Arctic sea ice extent.
Using data on Arctic sea ice extent over the last 40 years, we employ quantile regression to study the evolution of the distribution of Arctic sea ice extent. The paper specifies and estimates a quantile autoregression model that includes interaction effects between seasonality, CO 2 concentrations, dynamics and the stochastic distribution of Arctic sea ice extent extent. The analysis provides new and useful information on the dynamic stability of Artic sea ice.
RESULTS
The dynamics of Arctic sea ice is complex: it involves spatial and temporal effects of solar influx and heat transfers toward the Arctic from the atmosphere and ocean. 3, 5, 7, 18, 19 Dynamic feedbacks include ice albedo 1, 2, 9, 10, 13, 20, 21 and the effects of greenhouse gases that restrict long-wave radiation to space, contributing to the melting of Arctic sea ice extent. 22, 23 In addition, seasonality along with atmospheric and ocean circulations have large impacts on polar climate. [24] [25] [26] Our analysis relies on a representation of Arctic ice extent given in Eq. (2) below. As discussed in the method section, Eq. (2) is a stochastic nonlinear difference equation corresponding to a "final form" of Arctic ice extent dynamics. 27 It goes beyond the mean and variance analysis commonly found in previous research relying on autocorrelation or spectral analysis (e.g., 28 ). In our empirical analysis, Arctic sea ice extent ice t in (2) was obtained from the National Snow & Ice Data Center 29 and atmospheric CO 2 was measured at the Mauna Loa Observatory and obtained from NOAA. 30 Summary statistics of the data are presented in Table 1 .
Our investigation proceeds in two steps. First, Eq. (2) is estimated as a standard regression model, providing estimates of the evolution of mean Arctic sea ice. The regression results are reported in Table 2 . Second, treating ice as a stochastic variable, we want to explore not just the mean but also the distribution of Arctic sea ice extent as it evolves over time. Below, we explore this issue by estimating Eq. (2) as a quantile regression model, the quantile function being the inverse of the associated distribution function. 31 Quantile regression consists in estimating the quantile function conditional on a set of explanatory variables. It provides a flexible representation of the quantile/distribution function in the sense that it allows the parameters to vary across quantiles. 31 For the 0.5 quantile, this corresponds to estimating the conditional median (also known as least absolute deviations). More generally, as the quantile varies between 0 and 1, quantile regression generates estimates of the whole quantile function (with the distribution function as its inverse). Applied to Eq. (2), quantile regression provides estimates of the conditional quantile functions for Arctic sea ice extent. In turn, this gives us a basis to investigate the distribution of Arctic sea ice extent and the factors affecting its evolution over time. 31, 32 The quantile regression estimates are presented in Table 3 for selected quantiles q, q = 0.1, 0.3, 0.5, 0.7 and 0.9.
The estimates reported in Tables 2 and 3 show the importance of dynamics. Most of the lagged ice variables are statistically significant. They include short term effects associated with (ice t−1 , ice t−2 ) and longer-term effects associated with ice t−12 . They also include nonlinear dynamics as most of the interaction effects among lagged variables are statistically significant at the 5% level. As discussed below, the coefficients of the interaction variables can strengthen lagged effects and contribute to rising dynamic instability. Tables 2 and 3 also document the importance of seasonality as reflected by the significance of the sine and cosine terms. The effects of CO 2 on Arctic sea ice are found to be negative and statistically significant. This is consistent with the evidence that rising CO 2 is a contributing factor to the decline in Arctic sea ice extent. Finally, the estimates reported in Tables 2  and 3 show that CO 2 interacts with the sine and cosine terms, indicating greenhouse gases are contributing to reducing the seasonality of Arctic sea ice extent. The estimates reported in Table 2 imply that the amplitude of seasonal variations has declined by 11% between 1981 and 2017. This adds to the evidence that increases in atmospheric CO 2 have been associated with a decline in Arctic sea ice seasonality. 16 This suggests that it is critical to model dynamics flexibly, allowing seasonality to vary with CO 2 concentrations. Table 3 . Quantile estimation of the distribution of arctic sea ice, Eq.
(2), selected quantiles Variables Quantiles The quantile estimates of Eq. (2) provide insights into the nonlinear dynamics of Arctic sea ice extent. First, the quantile estimates reported in Table 3 show that the factors affecting Arctic sea ice extent can have different impacts across quantiles. We tested the null hypothesis that the non-intercept parameters in (2) are the same across quantiles, which we strongly reject at the 1 percent significance level. For example, Table 3 shows that the negative effect of CO 2 is stronger in the upper tail of the distribution (q = 0.9), indicating that CO 2 interacts with other shocks affecting Arctic sea ice. Table 3 also shows that the coefficient of ice t−1 is much larger in the upper tail of the distribution (q = 0.9), reflecting that positive feedbacks are stronger when other shocks contribute to build Arctic sea ice. Finally, Table 3 shows that interaction effects among lagged ice (ice t−i × ice t−j ) vary across quantiles, reflecting that feedback effects depend on both past values and current shocks. Capturing such effects is a novel and important feature of our approach.
Second, the quantile estimates of Eq. (2) can be used to evaluate the path of the distribution of Arctic sea ice over the sample period 1980-2017. Conditional on the observed values of the explanatory variables in (2), Fig. 2 reports this path expressed in terms of mean, standard deviation and skewness of Arctic sea ice extent. Figure 2 shows the dominant role of seasonality. The low standard deviation reflects that the specification (2) provides a very good fit to the data. Figure 2 also indicates that the probability distribution of Arctic is not symmetric: it is positively skewed, reflecting that the probability of being in the upper tail of the distribution ("more ice") is higher than the probability of being in the lower tail ("less ice"). We tested the null hypothesis that the distribution is symmetric (i.e., with zero skewness) and rejected this hypothesis at the 10 percent significance level. Finding that the conditional distribution of Arctic sea ice extent is skewed stresses the need to go beyond mean and variance in the analysis of ice dynamics. Finally, Fig. 2 shows that skewness varies with the season, another indication of interactions between seasonality and dynamics.
The estimates reported in Table 3 provide useful information on the factors affecting Arctic sea ice dynamics. Our analysis focuses on three issues: 1/ what are the implications of our analysis for dynamic instability of Arctic sea ice? 2/ what are the longer-term effects of CO 2 ? And 3/ what do they imply for the evolution and potential disappearance of Arctic sea ice over the next few decades?
Equation (2) gives a parametric representation of the nonlinear dynamics in Arctic sea ice. As discussed in the online supplemental material to this article, the quantile estimates of Eq. (2) provide the information to evaluate the dynamic stability of Arctic sea ice. This can be done by obtaining the characteristic roots associated with the dynamic system (see the online supplemental material to this article). Letting λ 1 be the dominant root evaluated in a given neighborhood, log(|λ 1 |) measures the rate of divergence in the state ice t along a forward path in this neighborhood. Local dynamic stability is associated with |λ 1 | < 1, while |λ 1 | > 1 implies local instability. Fig. 4 indicates that, in August, the dominant root is increasing over time and getting to the instability zone (where λ 1 > 1). This is a critical result: we find evidence that that Arctic sea ice has become more unstable over the last four decades. The changing instability is due to the nonlinear dynamics: strong dynamic nonlinear feedbacks contribute to the increased dynamic instability in Arctic sea ice extent. Figure 5 provides additional information on the seasonality of instability. It reports the dominant root for different months in 2015. It shows that the dominant root tends to be lowest in December and highest in August; further, it is rising in the Spring and declining in in the Fall. This documents much seasonality in Arctic sea ice dynamics and the presence of instability (when the dominant root is greater than 1) only in the summer. Interestingly, the instability (as measured by the dominant root) is found to be highest in August: it occurs earlier than the period of minimal ice extent (which is typically in September). Finding that the instability is seasonal is important: we think that it is why previous research has had difficulties documenting dynamic instability in Arctic sea ice (e.g., 21 ) Figure 5 indicates that Arctic sea ice is becoming more unstable. How strong is this evidence? To answer this question, note that the dominant roots in Figs 3 and 4 are function of the quantile parameter estimates (as reported in Table 3 ). Treating these estimates as random variables, it follows that the roots are also random variables. As noted above, local instability corresponds to λ 1 > 1. We use bootstrapping to evaluate the distribution of the estimated roots under alternative scenarios. In this context, we can evaluate the probability Prob(λ 1 > 1), i.e., that the probability that Arctic sea ice is dynamically unstable. The results are presented in Fig. 6 . Figure 6 shows the probability Prob(λ 1 ≥ 1) at different time periods. Again, Fig. 6 documents that the instability of Arctic sea ice has a strong seasonal component. The probability of dynamic instability is basically non-existent in February, but it is much higher in August. In other words, Arctic sea ice instability arises but only during the summer period. Figure 6 also documents how the dynamic instability in August has been increasing over time. Between 1985 and 2015, the probability of dynamic instability has more than doubled across almost quantiles. This has three important implications. First, finding that this result applies across quantiles indicates the rising summer instability is not due to outside shocks. Rather it is due to the joint effects of rising CO 2 and nonlinear feedback (as captured in model (2)). Second, CO 2 is the key variable that is changing over time in model (2) . It means that we can associate the increased summer instability to the effects of rising atmospheric CO 2 . Third, as noted above, finding rising instability only in the summer indicates the empirical difficulty of uncovering evidence of ice instability in the presence of strong seasonality. Finally, our analysis finds that the increasing instability is happening "slowly". In that sense, our analysis does not find evidence of a "tipping point" (as tipping points would suggest a rapid rise in instability when the tipping point is crossed).
DISCUSSION
Figures 7 and 8 presents the simulated evolution of Arctic sea ice over the next few decades. This is done by conducting forward stochastic simulations of our estimated quantile model under alternative CO 2 scenarios. Five scenarios are presented, each scenario starting in 2017 and corresponding to a different annual growth in atmospheric CO 2 : +0%, +0.5%, +1%, +1.5% and +2%. The 0% scenario assumes (somewhat unrealistically) that CO 2 emission policy would be put in place to keep future atmospheric CO 2 at 2017 levels. The +0.5% scenario is close to what has been observed over the last 40 years. 30 The other scenarios (+1%, +1.5% and +2%) represent more pessimistic situations about the growth in greenhouse gases over the next few decades. Note: the probabilities of unstable dynamics (Prob(root > 1)) are plotted across quantiles. In a way consistent with Fig. 3-6 shows that dynamic instability in Arctic sea ice is higher in August and that it increases over time would not change much if atmospheric CO 2 remains unchanged. But over several decades, rising CO 2 can have a large impact on Arctic sea ice extent. Figs 7 and 8 show that the +2% scenario would significantly reduce the extent of Arctic sea ice by 2080. Importantly, this result would apply for both February and August. Figures 9 and 10 provide additional evidence on the potential decline in Arctic sea ice. Using our quantile estimates of Eq. (2) and its forward simulations, Figs 9 and 10 report the evolving probability that all Arctic sea ice would disappear over the next 60 years under alternative CO 2 scenarios. Such calculated probabilities are never 1 across all months within a year. In August, Fig. 10 shows that this probability would basically remain at zero under the + 0% CO 2 scenario. And Fig. 9 indicates that a similar result holds in February under all CO 2 scenarios. But the probability of having "no Arctic sea ice in August" would rise over time as CO 2 increases. By 2060, the probability would rise to 0.2 (or 20 percent chance) under the + 1%CO 2 scenario, to 0.8 (or 80 percent chance) under the + 1.5%CO 2 scenario, and to 1 (or 100 percent chance) under the + 2%CO 2 scenario. These results document substantial long term impacts of rising CO 2 . They add to the evidence that significant increases in atmospheric CO 2 could lead to an ice-free Arctic sea in the summer by the end of the 21 st Century. [32] [33] [34] [35] [36] [37] Note that our analysis cannot speak to (ir) reversibility in polar ice dynamics. But our finding of potentially large long term impacts of CO 2 presents additional evidence on the magnitude of climate change effects.
In summary, we find that the negative effect of atmospheric CO 2 is stronger in the upper tail of the ice distribution, and that atmospheric CO 2 tends to reduce ice seasonality. We show how nonlinear feedback effects contribute to dynamic instability. In particular, we find evidence of increasing instability in Arctic sea ice, especially during the summer months. The rising summer instability occurs across quantiles, indicating that it is due to the joint effects of rising CO 2 and nonlinear feedback (and not due to outside shocks). While we do not identify a so-called "tipping point", the increasing instability is a cause for concern. Using our estimates, our analysis provides additional information on how 
METHODS
The evolution of Arctic sea ice extent is driven by energy flux. In general, this evolution can be written as
where ice t is Arctic sea ice extent at time t, S t is solar radiation in the Arctic, L t is outgoing long wave radiation and (HA t , HO t ) are net heat transfers toward the Arctic from the atmosphere (HA t ) and ocean (HO t ). 3, 7 Each of the determinants in (1) involve temporal effects and dynamics. 5, 18, 19 Solar influx in the Arctic region, S t , is strongly seasonal due to the inclination of earth's axis, leading to sea-ice buildup in the winter and ice melting in the summer. This strong seasonality tends to hide other factors affecting Arctic sea ice dynamics. Heat loss L t is affected by many factors. One factor is ice albedo, as the amount of solar energy absorbed is higher in an ice-free ocean than under ice cover. Ice albedo provides positive feedback that affects ice dynamics, a contributing factor to the recent decline in Arctic sea ice. 1, 2, 9, 10, 13, 20, 21 Another factor involves the effects of greenhouse gases that restrict long-wave radiation to space, leading to higher temperatures and the melting of Arctic sea ice extent. 22, 23 Finally, atmospheric and ocean circulations are important, as heat exchange between the poles and equatorial regions have large effects on polar climate, [24] [25] [26] although the associated dynamic effects on Arctic sea ice remain imperfectly understood. 15 A key issue is that each of these factors has its own dynamics and their feedback effects can interact with each other, making it more difficult to assess each factor's net effect on the evolution of Arctic sea ice. As noted in the introduction, nonlinear dynamics and the interactions between strong seasonality and anthropogenic CO 2 emissions make relying on covariance analysis alone (e.g., using autocovariance or spectral analysis) unfitting.
Equation (1) constitutes a structural model of the evolution of Arctic sea ice extent. But alternative models can provide valid specifications of Arctic sea ice dynamics. In time series analysis, one such model is a "final form" expressing current ice t as a function of its lagged values. 27 Zellner and Palm 27 show that a "final form" model can capture all the relevant dynamics in (1), while it is easier to estimate. On that basis, our empirical analysis relies on the specification and estimation of a "final form" model of Arctic sea ice dynamics. Using monthly data on Arctic sea ice extent and atmospheric CO 2 over the period 1979-2017, we address three important questions: 1/ Has there been a change in Arctic sea ice seasonality? 2/ Is there any evidence of rising dynamic instability in Arctic sea ice? and 3/ What is the role of rising atmospheric CO 2 in the evolution of Arctic sea?
To answer these questions, we first explored alternative specifications of "final form" models of Arctic sea ice extent dynamics. We used the Bayesian Information Criterion (BIC) as a measure of goodness-of-fit to choose among alternative specifications (see the online supplemental material to this article). This exploration led us to selecting the following model for our analysis ice t ¼ β 0 þ β c CO 2;t þ P j2J β j ice tÀj þ β n sin 
where ice t is an index of Arctic sea ice in the t-th month, J = {1, 2, 12}, the β ' s are parameters to be estimated and e t is an idiosyncratic error term. As noted above, Eq. (2) is a "final form" model capturing all the relevant dynamics of Arctic sea ice.
Equation (2) is a stochastic nonlinear difference equation providing a representation of Arctic sea ice dynamics. The sine and cosine terms in (1) capture annual seasonality. With J = {1, 2, 12}, Eq. (2) involves dynamics of order 1, 2 and 12, with y t−1 and y t−2 reflecting shorter term dynamics while y t−12 reflects longer term (i.e., inter-annual) dynamics. The specification (2) exhibits nonlinear dynamics through the interaction terms ice t−j × ice t−i . Finally, the effects of atmospheric carbon dioxide effects on Arctic sea ice are captured in (2) in linear form and as interactions with the sine and cosine terms. As such, the specification allows CO 2 to affect the seasonality of Arctic sea ice. Equation (2) provides a representation of Arctic sea ice dynamics in a least three ways. First, it allows for changing seasonality over time. Second, it goes beyond the mean and variance analysis commonly found in previous research relying on autocorrelation or spectral analysis (e.g., 28 ) Third, the nonlinear dynamics in (2) can capture feedbacks that affect the dynamic stability of ice (see the online supplemental material to this article). This last characteristic is particularly important in our analysis.
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