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Abstract
We study here some linear recurrence relations in the algebra of square matrices. With the
aid of the Cayley–Hamilton Theorem, we derive some explicit formulas for An (n  r) and
etA for every r × r matrix A, in terms of the coefficients of its characteristic polynomial and
matrices Aj , where 0  j  r − 1. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let {Vn}n0 be a sequence of complex numbers defined byV0 = α0, V1 = α1, . . . ,
Vr−1 = αr−1 and the linear recurrence relation of order r (r  2),
Vn+1 = a0Vn + a1Vn−1 + · · · + ar−1Vn−r+1 for n  r − 1, (1)
where the two sequences of complex numbers a0, a1, . . . , ar−1 (with ar−1 /= 0) and
α0, α1, . . . , αr−1 are specified as the coefficients and initial values. The combina-
torial form of sequences as in (1), known in the literature as r-generalized Fibon-
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acci sequences, has been studied by various methods (see [9,12–14] for example).
Particularly, it was established in [12] that for any n  r ,
Vn = ρ(n, r)W0 + ρ(n− 1, r)W1 + · · · + ρ(n− r + 1, r)Wr−1, (2)
where Ws = ar−1Vs + · · · + asVr−1 (0  s  r − 1) and
ρ(n, r) =
∑
k0+2k1+···+rkr−1=n−r
(k0 + · · · + kr−1)!
k0!k1! · · · kr−1! a
k0
0 a
k1
1 · · · akr−1r−1 , (3)
with ρ(r, r) = 1 and ρ(n, r) = 0 if n  r − 1.
For a given r × r matrix A, the computation of An or more generally of etA is still
an important problem in many fields of mathematics. In general, for such computa-
tions, properties of eigenvalues of A are considered (see [3,6,7,11,15] for example),
or for some particular cases, other identities are considered (see [2,16] for example).
In [3] Cheng and Yau study some explicit formulas for etA, where A ∈ GL(r;C)
(r  2). They consider etA =∑m−1k=0 fk(t)Ak , wherem  r is the degree of the min-
imal polynomialMA(λ) of A and fk(t) (0  k  r − 1) are some analytic functions,
which satisfy a linear system of m equations (see [3, Eq. (9a)]). Hence, prior knowl-
edge of the size of the largest Jordan blocks of eigenvalues is assumed. Thus the
eigenvalues of A and the exponentials of the associated Jordan blocks play a central
role in the method proposed in [3].
In this paper, we give a combinatorial expression for some sequences defined by
linear recurrence relations in the algebra GL(d;C) of d × d matrices , which extends
the study in [12]. For A ∈ GL(r;C) the preceding result and the Cayley–Hamilton
Theorem allow us to derive an explicit formula for An for n  r , in terms of the
coefficients of the characteristic polynomial of A and the matrices Ir , A, . . . , Ar−1,
where Ir is the r × r identity matrix. More precisely, we express An (n  r) in the
form An =∑r−1k=0 ρk(n)Ak , where explicit formulas for ρk(n) (0  k  r − 1) are
derived from (2) and (3).
We then apply the above result to the computation of etA (t ∈ R), for any A ∈
GL(r;C), in terms of Ir , A, . . . , Ar−1 and a class of analytic functions, whose coef-
ficients depend on ρ(n, r) given by (3). More precisely, our approach for computing
etA in the form etA =∑s−1k=0 k(t)Ak (s = r or m), where k(t) are some analytic
functions, assuming the knowledge of the coefficients of the characteristic (or mini-
mal) polynomial of A. Here, the k(t) (0  k  r − 1) are derived from (2) and (3).
Also the relations between ρ(n, r) and the characteristic roots of (1) are derived, and
the connection with [3] is discussed.
This paper is organized as follows. In Section 2, we give the combinatorial form of
some sequences defined by linear recurrence relations in GL(d;C). We also compute
An for anyA ∈ GL(d;C). Section 3 is devoted to obtaining a new expression for etA.
In Section 4 we give an expression for ρ(n, r), with the aid of the characteristic roots
of (1). In Section 5, we consider the connection of Sections 3 and 4 to those in [3].
Some other results are also given.
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2. Linear recurrence relations in GL(d; C)
Let {A0, A1, . . . , Ar−1} (r  2) be in GL(d;C) such that Ar−1 /= d , whered
is the zero matrix. Suppose that for 0  j  r − 1,
Aj = diag(aj0 , aj1 , . . . , ajd−1). (4)
Consider also the sequence {Yn}n0 of GL(d;C) defined as follows:
Y0 = V0,
Y1 = V1, . . . , Yr−1 = Vr−1, (5)
Yn+1 = A0Yn + A1Yn−1 + · · · + Ar−1Yn−r+1, n  r − 1,
where {V0, V1, . . . , Vr−1} (r  2) is a given sequence of GL(d;C). Set Vn =
(v
(n)
ij )0i,jd−1 for 0  n  r − 1, and Yn = (y(n)ij )0i,jd−1 for n  r . Conditions
(4) and (5) give rise to the family {y(n)ij }n0 of sequences of the form (1) defined
as follows: y(n)ij = v(n)ij for n = 0, 1, . . . , r − 1 and y(n+1)ij = a0i y(n)ij + a1i y(n−1)ij +
· · · + ar−1i y(n−r+1)ij for n  r − 1. Hence, {y(n)ij }n0 is a sequence of the form (1),
for every fixed i, j . From (2), (3) and (5) we derive the following result.
Proposition 2.1. Let {Yn}n0 be a sequence as in (5). Suppose that Aj satisfies (4)
(j = 0, 1, . . . , r − 1). Then, for every n  r, we have
Yn = ρ(n, r)W0 + ρ(n− 1, r)W1 + · · · + ρ(n− r + 1, r)Wr−1, (6)
where
Ws = Ar−1Vs + · · · + AsVr−1 (s = 0, 1, . . . , r − 1),
ρ(r, r) = Id , ρ(p, r) = d for p < r,
and for all n  r
ρ(n, r) =
∑
k0+2k1+···+rkr−1=n−r
(k0 + · · · + kr−1)!
k0!k1! · · · kr−1! A
k0
0 A
k1
1 · · ·Akr−1r−1 . (7)
It is well known that if {A0, A1, . . . , Ar−1} is a family of commuting matrices
such that one of them is diagonal, then there exists a nonsingular matrix B such that
BAjB
−1 is diagonal for all j (see [5] for example). Hence Proposition 2.1 is still
valid if we replace (4) by the condition:AiAj = AjAi for all i, j (0  i, j  r − 1)
and A0 diagonal.
If Ai = aiId for any i, then expression (7) may be identified with (3). In par-
ticular, let A ∈ GL(r;C) and PA(λ) = λr − a0λr−1 − · · · − ar−1 with ar−1 /= 0 be
its characteristic polynomial. Then, from the Cayley–Hamilton Theorem we derive
that An = a0An−1 + a1An−2 + · · · + ar−1An−r for any n  r . Thus {An}n0 is a
sequence of the form (5), where Ai = aiIr (0  i  r − 1) and Vn = An for 0 
i  r − 1. Hence Proposition 2.1 implies the following corollary.
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Corollary 2.1. Let A ∈ GL(r;C) and PA(λ) = λr − a0λr−1 − · · · − ar−1, with
ar−1 /= 0 be its characteristic polynomial. Then, for any n  r, we have
An = ρ(n, r)W0 + ρ(n− 1, r)W1 + · · · + ρ(n− r + 1, r)Wr−1, (8)
where Ws = ar−1As + · · · + asAr−1 (s = 0, 1, . . . , r − 1) and ρ(n, r) are given by
(3) with ρ(r, r) = 1 and ρ(p, r) = 0 for p < r .
Expression (8) may be written in terms of Ir , A, . . . , Ar−1 as follows:
An =
r−1∑
k=0

 k∑
j=0
ar−k+j−1ρ(n− j, r)

Ak for any n  r. (9)
The Cayley–Hamilton Theorem allows us to write An = β(n)0 Ir + β(n)1 A+ · · · +
β
(n)
r−1Ar−1 (n  r), but the coefficients β(n)j (0  j  r − 1, n  0) are not known
explicitly in general (see [3,11,15] for example).
Remark 2.1. Suppose that there exists a polynomial R(λ) = λs − b0λs−1 − · · · −
bs−1 (2  s  r) such thatR(A) = r (in particular the minimal polynomialMA(λ)
of A). Then, the general process (6) and (7) allows us to derive thatAn =∑s−1k=0 φk(n)
Ak for all n  r . More precisely, (8) and (9) are still valid when r, a0, . . . , ar−1
are replaced by s, b0, . . . , bs−1 (respectively). Our choice of the characteristic poly-
nomial of A is due to the fact that its expression is defined by the determinant
PA(λ) = det (λIr − A), which is more practical for computation.
Remark 2.2. In [10] Liu studies the combinatorial form of solutions of some nonho-
mogeneous recurrence relations of order r. By using some combinatorial techniques
and applying the Cayley–Hamilton Theorem to the companion matrix of P(λ) =
λr − a0λr−1 − · · · − ar−1 (the characteristic polynomial of sequences as in (1)), Liu
derives that these solutions depend on ρ(n, r) given by (3).
3. Computation of etA
Let A be in GL(r;C) (r  2) and PA(λ) = λr − a0λr−1 − · · · − ar−1 be its char-
acteristic polynomial. In this section we are interested in the computation of etA
(t ∈ R), with the aid of expressions (8) and (9).
Proposition 3.1. Let A be in GL(r;C) (r  2) and PA(λ) = λr − a0λr−1 − · · · −
ar−1 its characteristic polynomial, with ar−1 /= 0. Then, etA =∑r−1k=0 k(t)Ak,
where
k(t) = t
k
k! +
+∞∑
n=r
tn
n!ρk(n), (10)
ρk(n) =∑kj=0 ar−k+j−1ρ(n− j, r), and ρ(n, r) are given by (3).
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Proof. Set An =∑r−1k=0 ρk(n)Ak (n  r,) where ρk(n) =∑kj=0 ar−k+j−1ρ(n− j,
r). Thus we have
etA =
r−1∑
k=0
tk
k!A
k +
+∞∑
n=r
tn
n!
(
r−1∑
k=0
ρk(n)A
k
)
. 
Remark 3.1. Consider a polynomial R(λ) = λs − b0λs−1 − · · · − bs−1 (2  s
 r) such that R(A) = r (in particular the minimal polynomial MA(λ) of A (see
Section 5)). Then, the general relations (6) and (7), and Remark 2.1 show that etA
may be also computed as follows: etA =∑s−1k=0 fk(t)Ak . More precisely, the pre-
ceding process shows that (10) is still valid when r, a0, . . . , ar−1 are replaced by
s, b0, . . . , bs−1 (respectively). As for Remark 2.1, our choice of the characteristic
polynomial of A is due to its practical computation from the determinant.
Consider the row vector(t) = (0(t),1(t), . . . ,r−1(t)) and the column vec-
tor of matrices V (A) =t (Ir , A, . . . , Ar−1). Then, (10) may be written as the matrix
product
etA = (t)V (A). (11)
In (10) the computation of etA depends only on the coefficients a0, a1, . . . , ar−1 of
the characteristic polynomial of A.
Note that for any k (0  k  r − 1) the series k(t) converges in R, because etA
is defined for any t ∈ R.
We can also verify that even if ar−1 = 0, Proposition 3.1 is still valid. As an
example, let us consider the following classical case (see [2]).
Example 3.1. Let
A =

 0 −a ba 0 −c
−b c 0

 ,
where a, b and c are real numbers. The characteristic polynomial of A is P(λ) =
λ3 + ω2λ, where ω2 = a2 + b2 + c2. Hence a0 = 0, a1 = −ω2 and a2 = 0, which
implies that ρ(n, 3) = (−1)k+1ωn−3 if n = 2k + 1  3 and ρ(n, 3) = 0 if not. A
straight computation obtains
0(t) = 1,
1(t) = 1
ω
+∞∑
n=0
(−1)n (ωt)
2n+1
(2n+ 1)!
2(t) = 1
ω2
(
1 −
+∞∑
n=0
(−1)n (ωt)
2n
(2n)!
)
.
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Then, we have
etA = I3 + 1
ω
sin(ωt)A+ 1 − cos(ωt)
ω2
A2.
This expression can also be obtained using the roots of the characteristic polynomial
of A.
Remark 3.2. We can show that in the computation of k(t) (0  k  r − 1), the
following class of power series appears: ωj (t) =∑+∞n=r (tn/n!)ρ(n− j, r), where
0  j  r − 1. For every j we can verify directly that (djωj /dtj )(t) = ω0(t).
Remark 3.3. For classical differential systems (dX/dt)(t) = AX(t), where A ∈
GL(r;R) andX(t) : R → Rr , t ∈ R, expression (10) may be used to obtain the solu-
tions expressed in series form, depending only on the coefficients of the characteristic
polynomial of A.
4. Relation between ρ(n, r) and characteristic roots of (1)
This section is devoted to a study of the connection between ρ(n, r) and the char-
acteristic roots of the sequence (1), through some properties of etA. Here the knowl-
edge of the eigenvalues of A (or characteristic roots) is assumed.
Consider A ∈ GL(r;C), whose characteristic polynomial is PA(λ) =
λr − a0λr−1 − · · · − ar−1. For reasons of simplicity, suppose that PA(λ) has r dis-
tinct roots λ0, λ1, . . . , λr−1. Then, etA may be written in the following form:
etA = eλ0tU0 + eλ1tU1 + · · · + eλr−1tUr−1, (12)
where U0, . . . , Ur−1 are elements of GL(r;C). From (12) we derive that the se-
quence of matrices U0, . . . , Ur−1 satisfies the following system of equations:
λk0U0 + · · · + λkr−1Ur−1 = Ak for any k  0.
Hence, from Proposition 3.1, (11) and (12) we have
(0(t),1(t), . . . ,r−1(t))M = (etλ0, . . . , etλr−1), (13)
where M is the matrix whose j th row Lj (0  j  r − 1) is given by Lj = (λj0, . . . ,
λ
j
r−1). Thus, we derive from (13) that 0(t),1(t), . . . ,r−1(t) satisfy the follow-
ing Vandermonde system of r equations:
0(t)+ λj1(t)+ · · · + λr−1j r−1(t) = etλj , 0  j  r − 1.
Thus, we have
0(t) = (−1)r−1
r−1∑
j=0
(πr−1i=0,i /=jλi)
P ′(λj )
etλj . (14)
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From (9) and (10), for any n  r , the nth derivative of 0(t) at t = 0 is given by
(n)0 (0) = ρ0(n) = ar−1ρ(n, r). Thus, expression (14) allows to state the following
result.
Proposition 4.1. Let A be in GL(r;C) such that its eigenvalues λ0, . . . , λr−1 are
simple. Then, for every n  r, we have
ρ(n, r) = λ
n−1
0
P ′(λ0)
+ λ
n−1
1
P ′(λ1)
+ · · · + λ
n−1
r−1
P ′(λr−1)
. (15)
For Vn = ρ(n, r) (n  0), we can see that {Vn}n0 is a sequence of the form (1),
where V0 = · · · = Vr−2 = 0 and Vr−1 = 1 (see [9,12] for example). Then, expres-
sion (15), written as
ρ(n, r) = 1
λ0P ′(λ0)
λn0 +
1
λ1P ′(λ1)
λn1 + · · · +
1
λr−1P ′(λr−1)
λnr−1,
represents the Binet formula for the sequence {ρ(n, r)}n0 (see [4,8] for example).
Let us illustrate the above method in the case of r = 3.
Example 4.1. For r = 3, suppose that the characteristic polynomial of A ∈ GL(3;
C) had three distinct roots α, β,µ in C. Then, by the above we obtain
0(t) = βµ(µ− β)e
tα − αµ(µ− α)etβ + αβ(β − α)etµ
(µ− α)(β − α)(µ− β) .
Thus from (15) we derive that for any n  3,
ρ(n, 3) = 1
a2
βµ(µ− β)αn − αµ(µ− α)βn + αβ(β − α)µn
(µ− α)(β − α)(µ− β) .
We now suppose that α = β = µ. Then etA is of the following form:
etA =
{
etαU0 + tetαU1 + etµU2 if A is not diagonalizable,
etαV0 + etαV1 + etµV2 if A is diagonalizable,
whereU0, U1, U2, V0, V1, V2 are elements of GL(3,C). Hence, from Proposition 3.1
we obtain that for any n  0,
αkU0 + kαk−1U1 + µkU2 = Ak if A is not diagonalizable,
αkV0 + αkV1 + µkV2 = Ak if A is diagonalizable.
Thus, in the two cases, by An =∑2k=0 ρk(n)Ak we have that for any n  0,
ρ0(n)+ αρ1(n)+ α2ρ2(n) = αn.
Then as before we obtain
ρ(n+ 1, 3) = a0ρ(n, 3)+ a1ρ(n− 1, 3)+ a2ρ(n− 2, 3).
This result is also given in [12], using the Fibonacci sequences properties. From the
Binet formula we then get
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ρ(n, 3) = c0αn + c1nαn + c2µn (ci ∈ C).
Thus, for n  3, we have
ρ(n, 3) = (n− 2)α
n−1 − (n− 1)αn−2µ1 + µn−1
(µ− α)2 .
Remark 4.1. Note that ρ(n, r) (n  r) is related to the sequence of multivariate
Fibonacci polynomials {H(r)n (a0, . . . , ar−1)}n0 of the order r of Philippou (see [1])
as follows: ρ(n, r) = H(r)n−r+1(a0, . . . , ar−1). Thus (15) allows another expression
for the multivariate Fibonacci polynomials of Philippou.
We conclude this section by giving some comments on the applicability of (10)
and (15). The substitution of ρ(n− j, r) given by (15) in ρk(n) =∑kj=0 ar+j−k−1
ρ(n− j, r) allows us to write expression (9) of An as follows: An =∑r−1i=0 φi(n;
λ0, . . . , λr−1)Ai for every n  r . The substitution of the above expression in (10)
implies that
k(t) = t
k
k! +
∞∑
n=r
φk(n; λ0, . . . , λr−1) t
n
n! .
Hence, we can show that k(t) (0  k  r − 1) may be expressed in terms of eigen-
values of A, relating our results to the results of Ref. [3].
5. Relation to the results in [3]
Let A be an r × r matrix and PA(λ), MA(λ) be its characteristic and minimal
polynomial (respectively). It is clear that PA(λ) is of degree r and the degree m of
MA(λ) is r. Let λ1, . . . , λs be the eigenvalues of A, with multiplicities m1, . . . ,ms
(respectively). It was established in [3] (see Lemma 4 and Theorem 2) that
etA =
m−1∑
k=0
fk(t)A
k,
where fk(t) (0  k  r − 1) are some analytic functions which satisfy the following
system of m equations:
m−1∑
k=i
(
k
i
)
λk−ij fk(t) =
t i
i! e
λj t , 1  j  s, 0  i  mj − 1. (16)
From Proposition 2 of [3] and Proposition 3.1 we can derive the solutions of the
system of m = r equations (16) as follows.
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Proposition 5.1. Let A ∈ GL(r;C) such that PA(λ) = MA(λ). Then the solutions
fk(t) (0  k  r − 1) of system (16) are given by
fk(t) = k(t) = t
k
k! +
+∞∑
n=r
tn
n!ρk(n), 0  k  r − 1,
where ρk(n) =∑kj=0 am−k+j−1ρ(n− j,m) and ρ(n,m) are given by (3).
The analytic functions fk(t) (0  k  r − 1) above are expressed in terms of the
coefficients of the characteristic polynomial PA(λ), which are implicit functions of
the eigenvalues λ1, . . . , λs of A.
Suppose now thatm  r − 1 and considerMA(λ) = Xm − b0Xm−1 − · · · − bm−1
(2  m  r). Then, as was shown in Remark 4.2, the following result can be derived
from (6) and (7).
Proposition 5.2. Let A be in GL(r;C) (r  2) andMA(λ) = λm − b0λm−1 − · · · −
bm−1 be its minimal polynomial,with bm−1 /= 0. Then, etA =∑m−1k=0 fk(t)Ak,where
fk(t) = t
k
k! +
+∞∑
n=m
tn
n!ρk(n), 0  k  m− 1, (17)
with ρk(n) =∑kj=0 bm−k+j−1ρ(n− j,m) and ρ(n,m) given by (3).
Here fk(t) (0  k  m− 1) are expressed in terms of the coefficients bj (0 
j  m− 1) of the minimal polynomial. Thus the eigenvalues λ0, . . . , λs−1 appear
implicitly in these functions too.
From Propositions 3.1 and 5.2 we also obtain that matrices with the same char-
acteristic (respectively, minimal) polynomial have the same explicit formula (10)
(respectively, (17)). In particular, if B is a matrix similar to A we have
etB =
s−1∑
k=0
k(t)Bk,
where s = r or m and k(t) (0  k  s − 1) are given by (10) (or (17)). This is in
essence Proposition 1 and Corollary 2 of [3].
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