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Abstract 
Matos, A.B., Periodic sets of integers, Theoretical Computer Science 127 (1994) 287-312. 
Consider the following kinds of sets: 
_ the set of all possible distances between two vertices of a directed graph; 
_ any set of integers that is either finite or periodic for all n greater or equal to some no (such a set is 
called ultimately periodic); 
- a context-free language over an alphabet with one letter (such a language is also regular); 
- the set of all possible lengths of words of a context-free language. 
All these sets are isomorphic relatively to the operations of union (or sum), concatenation and 
Kleene (or transitive) closure. Furthermore, they all share a particularly important property which is 
not valid in some similar algebraic structure - the concatenation is commutative. 
The purpose of this paper is to investigate the representation and properties of these sets and also 
the algorithms to compute the operations mentioned above. The concepts of linear number and 
d-sum are developed in order to provide convenient methods of representation and manipulation. 
It should be noted that although d-sums and regular expressions (or finite automata) over 
a one-letter alphabet denote essentially the same sets, the corresponding algebras are quite different. 
For example, it is always possible to eliminate the closure and concatenation operations from 
a d-sum by expanding it as a sum of linear numbers. No such elimination is possible for regular 
expressions (although special forms of regular expressions or finite automata are sufficient to denote 
regular sets over one-letter alphabets). The algorithms using d-sums are often faster and simpler than 
those based on finite automata or regular expressions over a one-letter alphabet. We think that this 
improvement comes from the fact that a set of words over one letter is represented by the set of their 
lengths and manipulated by arithmetic operations. 
We apply these methods to the first kind of sets listed above and present new algorithms dealing 
with a variety of problems related to distances in directed graphs. 
1. Introduction 
Ultimately periodic sets of integers correspond to lengths of the words of regular 
languages and are isomorphic to regular sets over a one-letter alphabet. They can, of 
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course, be characterized in standard ways (finite automata, regular expressions or 
linear grammars). However, in this paper we argue that, from the algorithmic point of 
view, a more direct and “arithmetic” characterization may be preferable since more 
compact representations and more efficient algorithms seem to be possible. 
As an example of an ultimately periodic set, consider 
{0,3+{2+4i: i>O}u{7+3i: i>0}={0,2,3,6,7,10,13,14,16 ,... 1. 
This set is periodic for all integers greater than or equal to 5 and the (shortest) period 
is 12. In this paper those sets will be denoted by A-sums which are essentially sums like 
0@3@(2+4k)O (7+3k), 
where each term is called a linear number. This specific A-sum denotes the set above. 
Any ultimately periodic set of natural numbers can be denoted by a A-sum. 
We formulate in more general terms the correspondence between a language and 
the lengths of its words. Given a language L over an alphabet C we define N, as the set 
of all lengths of words in L 
Clearly NL is a subset of N, the set of nonnegative integers. Suppose that L belongs to 
a certain family of languages 9. An interesting question is: how is the family of sets 
N, related to _Y? In particular, we consider the families of the Chomsky hierarchy (see 
for instance [9]). 
It is not difficult to see that, for every recursively enumerable set of integers S, there 
is a type-0 language L such that NL= S and reciprocally that NL is recursively 
enumerable for every type-0 language L. In other words, lengths of words of type-0 
languages correspond exactly to recursively enumerable sets of integers. 
To our knowledge, no simple characterization of the lengths of words for languages 
of type 1 is known. 
Consider now a context free language L (type 2) characterized by a grammar with 
a set of productions P. We define a new language L’ over a single-letter alphabet {a} 
by replacing in every production in P every terminal symbol by a. It is easy to see that 
NL and Nr,, are equal, i.e. the lengths of the words in L and L’ are the same. The 
language L’ is also regular and the family of sets NL is the family of ultimately periodic 
sets of integers. We can summarize the correspondence between the languages and the 
length of their words as in Table 1. 
Table 1 
Family of languages Length of words 
Type 0 Recursively enumerable sets of integers 
Type 1 ? 
Type 2 Ultimately periodic sets of integers 
Type 3 Ultimately periodic sets of integers 
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We see that A-sums are isomorphic to regular (and to context free) languages over 
an alphabet with one letter. Their closure properties are a consequence of this 
isomorphism but we prove them directly using the A-sum formalism because the 
insight so gained will be helpful for the design of the correspondent algorithms. 
Concepts from standard language theory - such as finite automata or regular 
expressions - can be used to represent and manipulate sets denoted by A-sums. 
However, the direct use of A-sums, besides being simpler, gives shorter descriptions and 
faster algorithms. As a simple example, consider the A-sum 17 0 (2 + 30k); it is easy to 
find an equivalent (nondeterministic) automaton which has 49 states and the equiva- 
lent regular expression 
has 53 symbols! Algorithms with automata or regular expressions this large are 
extremely inefficient. With A-sums, sets of words over one letter are represented as sets 
of their lengths and manipulated by arithmetic operations; this is the reason for the 
improvement in compactness and efficiency. For instance, the concatenation of a” 
with a” is executed as a sum n+n, which takes time O(logn) instead of O(n). 
Although A-sums and regular expressions over one letter denote isomorphic sets, 
they are not identical from the algebraic point of view. For instance, the operators of 
concatenation and closure (*) contained in a A-sum can always be eliminated by 
expanding it as a sum of linear numbers (see Section 3.3). Such elimination is not 
possible in general for regular expressions. 
Clearly, the properties of A-sums correspond to the specific properties of the regular 
expressions (or finite automata) with a one-letter alphabet. For instance, the fact that 
A-sums denote ultimately periodic sets corresponds to the possibility of writing every 
regular expression over a one-letter alphabet in the form 
a”’ + ~~~+a”*+(aml+~~~+am’)(aP)* (k>O, 120). 
The properties of regular sets over two- or more-letter alphabet are much more 
complex. For instance, Conway [3] proved that any complete system of identities on 
a two-letter alphabet must contain an infinity of identities in two or more variables. As 
another example, the star height (see for instance [S]) of a rational expression over 
a one-letter alphabet is 1 (see the expression above). In this paper we explore the relative 
simplicity of regular sets over a one-letter alphabet arguing that they are conveniently 
denoted by A-sums. 
The properties of languages with one-letter alphabets - or equivalently, the proper- 
ties of the lengths of the words of a language - have been studied before. For instance, 
it is proved in [6] that every context-free language over an alphabet with one letter is 
regular, it is mentioned in [9] (Exercise 6.8 in pp. 142 and 143) that the set of the 
lengths of the words of a regular languages over an alphabet with one letter is 
ultimately periodic and in [4, Ch. V] the relationship between regular sets with 
a single-letter alphabet and sets of integers is thoroughly discussed; in particular, the 
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“finite union of arithmetic progressions” in [4, Ch. V, Proposition 1.11 corresponds to 
our d-sums. The main contribution of this paper is algorithmic: a new representation 
of regular languages over an alphabet with one letter is developed and applied to 
language and graph algorithms. 
A brief summary of Sections 2-5 is as follows. In Section 2, we present basic 
definitions about linear numbers and d-sums, and state some known properties 
(related to the Frobenius problem) about the possibility of obtaining a number as 
a linear combination of two fixed integers using nonnegative integer coefficients. 
These results are useful to characterize the concatenation and closure of d-sums. 
Closure and algebraic properties of d-sums are studied in Section 3. The set of 
d-sums forms a closed semiring [ 11 J where the “multiplication” (which corresponds 
to concatenation) is commutative. 
In Section 4, algorithms to compute the results of operations between d-sums are 
presented and their complexity is analyzed. We implemented these algorithms in 
Prolog and checked the examples of this work. 
The study of all possible lengths of paths between two nodes of a directed graph is 
an important application of d-sums. It is well known that the set of all paths between 
two nodes can be represented by a regular expression. If, instead of using alphabet 
symbols, we use edge lengths, we get a similar algebraic structure with one difference: 
concatenation (which corresponds to the sum of path lengths) is commutative. This 
difference makes it possible to have simpler algorithms and shorter representations. 
A d-sum is a representation of all possible lengths of paths between two nodes; when 
expanded as a sum of linear numbers, it allows straightforward answers to a number 
of questions related to those lengths. In Section 5, we discuss the use of d-sums to 
solve several problems about distances and describe an efficient method for the 
computation of a d-sum expression denoting the set of all distances between two 
vertices. The reader may find interesting to start by looking at the examples in that 
section which illustrate an important application of the concept of d-sum. 
2. Linear numbers and A-sums 
A linear number represents a set of integers; for example, (2,7) or, equivalently, 
2+7k denotes the (linear) set 
{2+7i: i>O}={2,9,16 ,... }. 
This nomenclature is taken from [9, p. 1433 where a language { Op+iq: i>,O> is called 
linear. 
Definition 2.1. A linear number is a pair (a, b) of nonnegative integers. It denotes the set 
Y((a,b))={a+bi:iLOj. 
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The period of the linear number is b. We use the notation a + bk for the linear number 
(a, b); it denotes the set of numbers having the form a + bk where k is a nonnegative 
integer. The set denoted by a linear number is called a linear set. Note that such a set 
either contains exactly one element (if b=O) or is infinite (if b3 1). 
The notation a+ bk for linear numbers is similar to the notation of complex 
numbers by a+ bi. In both cases we have a symbolic representation for a pair of 
numbers which does not involve any algebraic operation. 
The linear number a + Ok denotes the singleton set {a) and may be written simply a. 
Similarly, bk and a + k stand for 0 + bk and a + lk, respectively. A linear number a + bk 
where b # 0 is called noninteger. 
Definition 2.2. A set S of nonnegative integers is ultimately periodic if there exist 
integers no, p (period) m, iI, . . . ,i, with 
O<i, <i,< ... <i,<p (m>O), 
and a finite set F of integers less n, such that 
S=Fujno+iI+pl: 130)u...u(n,+i,+pl: 130). 
Any positive multiple of p is also a period. 
Note that every jinite set is ultimately periodic (take m =0 in the definition). 
Definition 2.3. A A-sum is a finite “sum” 
where each xi is a linear number and m>,O. It denotes the set 
9(x1 @ ‘.* @ xm)=Y(xJu .” uY(x,). 
If m =0 the A-sum is written d, end denotes the set 0. Every noninteger linear number is 
a d-sum (take m = 1 in the definition). By definition two A-sums are equal if they 
denote the same set 
x1=x2 - ,40(x1)=9(x2). 
The + in a+ bk binds more tightly than the 0 operator so that 
a+bk@c+dk 
stands for 
(a + bk) 0 (c + dk). 
The sum of A-sums is defined in the obvious way. Their concatenation is defined as 
follows. 
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Definition 2.4. If x1 and x2 are A-sums, their concatenation x1x2 denotes the set 
Y(x,xz)={a+b: EY(X,), bEY(Xz)j. 
It will be proved later (Theorem 3.3) that this set can always be denoted by a A-sum. 
The concatenation of m A-sums all equal to x is represented by xm. For all x we have 
Y(xO)={O}. 
The name concatenation is borrowed from language theory; the following concat- 
enation of two languages over the alphabet {l} illustrates this origin 
(1 a+bi: i>O} {l “+b’i: i>O}=(l”: neY((u+bk)(a+b’k))}. 
The left-hand side is a concatenation of two sets; on the right-hand side, the expression 
(a+bk)(a+b’k) is a concatenation of two linear numbers. 
As an example, consider the set denoted by the concatenation (2+ 3k)(l+4k), 
Y((2+3k)(l +4k))=Y((3)(3k)(4k)) 
={3}((0,3,6,9, . ..}u{4.7,10,13 ,... } 
u{8,11,14,17 ,... }u...) 
= {3} {0,3,4,6,7,8,9,10, . . . } 
= (3,6,7,9,10,11,12, . . . } 
=Y(3@6Q7@9+k). 
As the two A-sums denote the same set, they are equal: 
(2+3k)(l+4k)=3@6@7@9+k. 
Definition 2.5. Let x be a A-sum. The Kleene closure (or just closure) of x is 
represented by x* and denotes the set 
9(x*)= (_j 9(x”). 
WI30 
We see that x* denotes the set containing the integers that can be obtained by 
summing any (nonnegative) number of integers of P’(x). In particular, 0 belongs to 
9(x*) because 9(x0) is (01. It will be proved later (Theorem 3.6) that the Kleene 
closure of x can always be denoted by a A-sum. 
Consider the expression (2 + 3k)*; we get 
Y((2+3k)*)={O}u{2,5,8,11,... }u{4,7,10,13 ,... )u{6,9,12,15 ,... }u... 
= (0,2,4,5,6,7,8, . . . } 
=Y(O@2@4+k). 
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Theorems 3.3 and 3.6 provide a justification for the following recursive definition of 
d-sum expressions. 
l A linear number is a d-sum expression. 
0 0 is a d-sum expression. 
l If x1 and x2 are d-sum expressions then so are x1 0 x2, x1x2 and XT. 
When writing d-sum expressions, we use the following priority order (increasing 
order) 
where, of course, + is not an operator over d-sums. 
For reasons that will get clear later (see Section 5) d-sum expressions will also be 
called path length or distance expressions. 
The concatenation of c + ak and d + bk denotes the set of all integers c + d + ai + bj 
where i and j are nonnegative integers. Theorem 2.6 characterizes this set for the case 
c=d=O. 
Theorem 2.6. Let a and b be positive integers, d their greatest common divisor, n the 
integer (a-d)(b-d)/d and S the set 
(ai+bj: i,jaO}. 
Then 
(1) all members of S are multiples of d; 
(2) for all i > 0, the integer n + di belongs to S; 
(3) the integer n-d does not belong to S; 
(4) the number of elements of S less than n is n/(2d). 
Proof. Follows easily from known results about the Frobenius’ problem (see for 
instance [lo, 12,131). 0 
As a simple example, consider a = 6 and b = 15. The corresponding set is 
Y={6i+15j: i,j>O}=j6,12,15,18 ,... }. 
We have d=3 and n=(3 x 12)/3=12. Let G12 be the set of integers greater than or 
equal to 12; from parts (1) and (2) we have 
SnG12={12+3i: iZO}. 
Part (3) says that 9 is not a member of S. We get 
S=(O,6}u{12+3i: iaO>. 
The first set has two elements in accordance with part (4) (2= 12/(2 x 3)). 
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3. Properties of d-sums 
In this section we study the closure and algebraic properties of A-sums. We show 
that the family of ultimately periodic sets is exactly the family of sets characterized by 
A-sums. 
3.1. A-Sums and ultimately periodic sets 
We now prove that every ultimately periodic set is denoted by some A-sum and 
reciprocally that sets denoted by A-sums are ultimately periodic. 
Theorem 3.1. Every ultimately periodic set is denoted by a A-sum. 
Proof. Any ultimately periodic set S can be written as a disjoint union (see Definition 
2.2 for the meaning of the symbols used below) 
S=Fu{n,+i,+pl: IBO}u...u{n,+i,+pl: l20>, 
where F is the finite set containing the elements of S which are less than n, 
F={aI,az ,..., ak}. 
Then S is denoted by the A-sum 
alO...Oa,O((n,+i,)+pk)O...O((n,+i,)+pk). 
Note that in this expression the + symbol is used both to denote the addition of 
integers (in no + iI, . . ) and as a notation for linear numbers. 0 
Theorem 3.2. Every A-sum denotes an ultimately periodic set. 
Proof. It is enough to consider the sum of two linear numbers 
a+bk Q c+dk. 
Let S be the set denoted by this A-sum and let m be the least common multiple of b 
and d. We show that for all i30 the set Sn Si where 
Si=[no+im,nO+(i+l)m-l] 
(where by [a, b] we represent he set {a, a + 1,. . . , b)) is always the same providing that 
no is large enough. This proves that S is ultimately periodic. 
Consider an element of S. If it is of the form 
x=a+bi, 
for some i 2 0, then the integer 
a+bi+m=a+bi’ 
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also belongs to S. A similar conclusion holds for elements c+di showing that 
SnSiGSnSi.1. 
Reciprocally, if a + bids and bi 3 m, we have (recall that m is multiple of b and d) 
a+bi-m=a+bi’ES 
(where i’>O) and, if c+di~S with di2m, 
c+di-m=c+di’ES 
(where again i’>O). This shows that for no large enough 
SnSiGSnSi-1, 
which concludes the proof that S is ultimately periodic. 0 
As an example, consider the A-sum presented at the beginning of Section 1. It can 
also be written as 
0~2@3@6+12k@7+12k@10+12k@13+12k@14+12k~16+12k, 
showing that it is ultimately periodic with period 12. 
3.2. Closure properties 
The closure properties of A-sums are a consequence of the fact that they are 
isomorphic to regular languages over a one-letter alphabet. Yet, it is instructive to 
prove them directly using the A-sum formalism because the insight so gained will be 
helpful for the design of the correspondent algorithms. 
By definition it is clear that the sum of two A-sums is a A-sum. We now consider the 
concatenation of two A-sums and prove that it is also a A-sum. 
Theorem 3.3. A-sums are closed under addition (0) and concatenation. 
Proof. Obvious for the addition. Consider the concatenation of two linear numbers 
(a+bk)(a’fb’k). 
From Theorem 2.6 it is clear that this concatenation is a sum 
a,O...@a,@n+dk, 
showing that the concatenation of two linear numbers is a A-sum. The general result 
follows easily. 0 
As an example, consider the concatenation 
(1+ 12k)(2+42k)(3+66k). 
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It can be shown that it denotes the set 
(6,18,3O}u{42+6i: i>O}, 
which is also denoted by the A-sum 
6@18@30@42+6k. 
We now study the Kleene closure of a A-sum, considering first the closure of a single 
linear number. 
Lemma 3.4. Let a + bk be a linear number diflerent from 0. Then 
(a+bk)*=F@c+dk, 
where d is the greatest common divisor of a and b, c is the least common multiple of a and 
b and F is aJinite sum of integers all of them multiples of d. 
Proof. An integer belongs to Y (a + bk)* if and only if, for some nonnegative integers 
. 
J,ll, . . . ,ij withj>O, it can be written as 
a+biI +a+bi,+...+a+bij, 
i.e. if it is of one of the following two kinds: 
i 
0, 
aj+bi for j>l, i>O. 
These integers are denoted by the following A-sum, whre n = b/d: 
x=O@a+bkO2a+bk@~~~@na+bk. 
The n integers ia with 1 <i < n are all multiples of d and, when taken modulo b, they 
are all distinct, which implies that F 0 c + dk is a A-sum expression for the closure of 
a + bk; here c = na = ah/d is the least common multiple of a and b and F contains the 
integers of x less than c. The proof remains valid if a = 0, b #O (d = b, c defined as 0) or if 
a # 0, b = 0 (d = a, c defined as 0). However, when a = b = 0, we have simply 
(a+bk)*=O. 0 
As an example, we have 
(4+3k)*=0@4@7@8@10@11@12+k. 
This expression can be simplified as 
0@4@7@8OlO+k. 
We now generalize this result considering the closure of an arbitrary sum of linear 
numbers. The fact that it contains (at most) only one noninteger linear number is 
somewhat surprising. 
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Lemma 3.5. Consider a A-sum x expressed as a finite sum of linear numbers, 
x=aI +b,k @ ... 0 a,+b,k. 
Then x* can also be denoted by a jnite sum of linear numbers, 
x*=F@c+dk, 
where 
d=gcd(aI, . . . ,a,, b,, . . . ,b,), 
c=lcm(a,, . . . ,a,, b,, . . . ,b,), 
and F is a finite sum of integers. 
(1) 
(2) 
Proof. Similar to Lemma 3.4. 0 
Theorem 3.6. A-sums are closed under the Kleene closure. The closure of any A-sum 
contains at most one noninteger linear number. 
Proof. Use the previous lemma and induction on the structural complexity of the 
A-sum. 0 
3.3. The commutative semiring of A-sums 
The following properties of A-sums are easy to check. If x, y and z are A-sums we 
have 
(x @ y) 0 z = x 0 ( y 0 z) (associativity of 0 ), 
x@y=yOx (commutativity of 0 ), 
x@8=0@x=x (neutral element of O), 
(xy)z=x(yz) (associativity of concatenation), 
xy=yx (commutativity of concatenation), 
x0=0x=x (neutral element of concatenation), 
x0=0x=0 (product by 0), 
x(y@z)=xy@xz (distributivity), 
(x 0 y)z = XZ 0 yz (distributivity). 
These properties show that 
(A, O;,@,O), 
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where . stands for concatenation, is a commutatiue semiring [ll], i.e. (A, @,8) and 
(A, ., 0) are commutative monoids where for all x,y and z we have x0 =0x =0, 
x(y@z)=xy@xz and (x@y)z=xz@yz. 
For space reasons, other properties of d-sums are not discussed here but we would 
like to emphasize three important (although related) differences between the algebras 
of regular expressions (see for instance [3]) and of d-sums (these properties were 
discussed in Section 3). 
(1) Concatenation is commutative. 
(2) The closure and concatenation operators can be eliminated from every A-sum. 
(3) Arithmetic can be used for the computation of concatenation and closure of 
A-sums. 
Properties (2) and (3) are not valid for regular expressions even when the alphabet is 
restricted to one letter. 
4. Algorithms for the manipulation of d-sums 
In this section we consider the computer manipulation of A-sums. We begin with 
some simple results that show that the theory of A-sums is essentially decidable. Then 
algorithms for the sum, concatenation, closure and simplification of A-sums will be 
described and their complexity will be analyzed briefly. 
We begin by discussing the representation of linear numbers and A-sums. 
(1) For linear numbers we use the notation a + bk, or just a if b = 0. 
(2) A A-sum can always be represented by a sum of linear numbers if we use the 
distributive law and make the corresponding “concatenations” using Algorithm 1. 
The sum can always be expressed as 
F 0 P, 
where F is a finite sum of integers (corresponding to linear numbers a+Ok) and P is 
finite sum of numbers a+ bk with b3 1. The pair (F, P) is called an expanded 
representation of a d-sum. In the sequel both F and P will be treated as sets so that 
instead of saying, for instance, “u belongs to Y(F)” we just say “u belongs to F”. 
(3) An expanded representation (F, P) is called canonical if the following properties 
hold: 
(a) All linear numbers in P have the same period (2 @ 5 + 2k @ 9 t4k is not 
canonical). 
(b) The sets denoted by F and P are disjoint (2 @ 9 @ 5 + 2k is not canonical). 
(c) The size of F is as small as possible (2 @ 5 @ 7 + 2k is not canonical). 
Clearly, a canonical representation is always possible and unique. The three d-sums 
above denote the same set; the equivalent canonical expression is 2 @ 5 + 2k. 
(4) Nonexpanded representations will also be used. In fact, any syntactically 
correct expression involving sums, concatenations and closures may denote a A-sum; 
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this may be much more compact than an expanded representation (see for instance the 
example in Section 4.4.1). 
In this paper we do not explain how these representations can efficiently be 
implemented in a programming language. In fact, our algorithms will only be 
described in an abstract way (in a language similar to C or Pascal), using high-level 
constructs like “sets of integers”. 
4. I. Some decision problems 
In this subsection we show that it is decidable whether two A-sums are equal, i.e. 
whether they denote the same set. 
Theorem 4.1. It is decidable whether 
(1) a given integer belongs to a A-sum, 
(2) aJinite set of integers belongs to a A-sum, 
(3) a linear number belongs to a A-sum, 
(4) a A-sum is included in another A-sum, 
(5) two A-sums are equal. 
Proof. Parts (1) and (2) are straightforward if we represent the A-sum as a sum of 
linear numbers. We consider only questions (3) and (4). 
To prove (3), denote the linear number and the A-sum by a+ bk and (F, P), 
respectively, and suppose that b > 0. Note that, as the A-sum represents an ultimately 
periodic set with values of no and p (period) that can be computed, we have only to 
check that 
l every integer a + bi less than no belongs to F, 
l every integer a + bi satisfying 
belongs to a set denoted by some linear number in P. 
Let (F,, PI) and (F,, Pz) be the two canonical representations of the A-sums 
mentioned in (4). They denote the same set if and only if F1 = F_, and P, = P2 (recall 
that F1, F2, PI and Pz are sets). 0 
4.2. Algorithms for sum, concatenation and closure 
The sum of two A-sums (F,, PI) and (F2, PI) is just the pair 
To concatenate EF, first expand E and F in a sum of linear numbers, then use the 
distributivity laws to get a sum of concatenations of two linear numbers. Finally, use 
the algorithm described in Fig. 1 to compute those concatenations. The computation 
of F can easily be made finite and is not described here. 
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A-sum n_conca~((a+ bk),(c+ dk)) 
% Concatenates 2 linear numbers, returns A-sum (F,P). 
% Based on Theorem 1 
integer g, n; 
finite integer set F; 
if b=d=O then return ({b+d},{}); 
9 = gcd(b,d); 
n=a+c+((b-g)(d-g))lg; 
F={z: z=u+c+bbi+dj,i>_O,j>O,z<n-29); 
return (F, {(n + gk)}) 
end 
Fig. 1. Concatenation of two linear numbers 
A- sum closurel(a+ bk) 
% Returns the closure of u+ bk. 
integer d; 
if a = b= 0 then return ({O},{}); 
if 6 =0 then return (0, {O+ak}); 
n = b/ gcd(a, b) ; 
return ({O},{a+ bk,2a+ bk,...,na+ bk}); 
end 
Fig. 2. Closure of a linear number. 
A-sum closure(zl @...$z,) 
% Returns the closure of the A-sum. 
finite integer set L; 
linear number set R; 
L=0; 
R= 0; 
compute Xi, . . . . XE (using closurel); 
for each subset {y1,...,y,,,} of {xl,+..,x,} do 
(L, , RJ= Y;Y; . ’ . Y:, 
L=LUL,; 
R= RU R,; 
return(L, R); 
end 
Fig. 3. Closure of a d-sum. 
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Function closure1 in Fig. 2 describes the computation of the Kleene closure of 
a linear number (see Theorem 3.6) while function closure (Fig. 3) returns the closure of 
an arbitrary A-sum expressed as a sum of linear numbers. An algorithm for the closure 
of a A-sum can also be based directly on Lemmas 3.4 and 3.5. 
4.3. Simplifying A-sums 
When dealing with practical algorithms, it is important that A-sum expressions are 
simplified frequently; otherwise their size may become very large. 
Consider an expanded representation (F, P) of a A-sum. We describe some simple 
simplifications which might be applicable to (F, P). 
(1) Remove a from F if UEP or remove repeated occurrences of a from F, e.g. 
2@5@6@5+2k=2@6@5+2k. 
(2) Remove a + bk from P if all but a finite number of the integers a + bi is in P; the 
size of F may increase, e.g. 
2@7+2k@3+4k=2@3@7+2k. 
(3) “Compact” P by replacing two or more linear numbers by a new one. New 
integers may have to be inserted in F, e.g. 
5+3k@6+3k@7+3k=5+k. 
In the following example, the three kinds of simplification are used. Consider the 
A-sum 
S=(2@3+8k@2+9k)(l+6k)@19+2k. 
We use the distributive law and compute the concatenations (using the algorithm in 
Fig. 1) 
(3+8k)(l+6k)=4@ 100 120 16+2k, 
and 
(2+9k)(l+6k)=3 0 9+3k. 






=3@4@9@ 100 120 150 160 18+k. 
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The final expression has only one linear number with nonnull k coefficient. The 
following simplification steps were used: 
l remove 12, which is included in 9+3k, and 3, which is included in 3 +6k, 
l remove 3+6k, which, except for 3, is included in 9+3k, 
l compact 16+ 2k and 19 + 2k; we get 19 + k and the integers 16 and 18, 
l 180 19+k=18+k, 
l except for {9,12,15>, 9+3k is a subset of 18+ k. 
4.4. Complexity 
When dealing with the complexity of A-sum algorithms, different kinds of questions 
should be considered. 
(1) How to represent A-sums during the computations? Following are the two 
possibilities. 
(a) as a pair (F,P) where F is a finite set of integers and P a finite set of linear 
numbers (expanded representation), Hash tables are appropriate for the implementa- 
tion of F and P; 
(b) as a path (possibly using an implicit representation [2, pp. 418-4261) length 
expression. 
(2) What is the complexity of basic operations - sum, concatenation and the Kleene 
closure? The answer to this question depends on the representation method. 
(3) How does the complexity of A-sum algorithms to solve problems about dis- 
tances compare with similar algorithms using regular expression? 
(4) How to analyze the complexity of matrix algorithms [ll, 14,151 involving 
A-sums? 
Some of these problems are difficult. In particular, question (1) must be answered 
(i.e. a concrete representation method must be selected) before the complexity of the 
algorithms can be analyzed. In this paper we concentrate on high-level algorithmic 
ideas without going down to the program level, so that the actual representation of 
A-sums is not chosen and detailed complexity analysis is not done. 
We only make some remarks about the size of a A-sum when expanded as a sum of 
linear numbers and present a simple classification of their complexity. 
4.4.1. On the size of A-sums 
The size of an expanded and simplified A-sum is usually much smaller (and never 
greater) than the size of a corresponding regular expression. For example, to the 
regular expression over {a, b) 
(a + (abab)*)* 
corresponds the simpler A-sum 
(1 @(4k)*)*=(l @4k)*=k, 
which expresses that all nonnegative lengths of paths are possible. 
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The compactness of the d-sum representation is mainly due to the commutativity of 
concatenation which has a number of simplifying effects. For instance, any d-sum 
E can be written in such a way that all noninteger linear numbers have the same period. 
This is a direct consequence of the fact that every d-sum denotes an ultimately 
periodic set (see the proof of Theorem 3.1). The common period is the least common 
multiple of all the periods in an expansion of E. The number of noninteger linear 
numbers, i.e. the size of P does not exceed this common period. 
Normally, the size of F is also small. Consider for instance the concatenation 
(a’ + ak) (b’ + bk). 
Using Theorem 2.6 (see the definitions of n and d) this may be written as (F, P), where 
P={(a’+b’+n)+dk), 
The set F is often sparse, in the sense that the quotient 
If-1 n 
a’+b’+n=2d(a’+b’+n) 
is much less than 1 if either d is much greater than 1 or a’+ 6’ is much greater than n. 
Similar remarks apply to the closure of a d-sum. 
However, in some cases the size of the expanded d-sum may be exponential on the 
size of the initial expression as the following example, involving only integer linear 
numbers, shows (it corresponds to the lengths of paths from a to b in Fig. 8) 
(2” @ 0)(2” - l 0 0) . . . (20 @ 0). 
The length of this expression is polynomial in n; more specifically, if we recall that 2” is 
7% 
a shorthand for 22 ... 2, we see that it is O(n*). However, both the corresponding set 
{0,1,2,3 ,..., ,‘+I-1} 
and the expanded d-sum 
0@1@2@3@..,@2”+‘-1 
have exponential size. 
4.4.2. Complexity of A-sums: a simple classi$cation 
Consider a general path length expression E. As a step for classifying the complexity 
of d-sums, we define a function cpx in Fig. 4 such that cpx(E) is 
l -1 if Y(E)=& 
l 0 if Y(E)= {0}, 
l 1 if 9’(E) is finite and contains some nonzero integer, 
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integer qz(E) 
% Returns an integer denoting the complexity of 
% S(E) as explained in the text. 
% Simple cases: 
if E= 0 then return -1; 
if E = 0 then return 0; 
if E= a and n>O then return 1; 
if E=a+bk and b>O then return 2; 
% sum: 
if E = F $ G then return max(cp;c(F), cpx(G)); 
% Concatenation: 
if E= FG then 
if cpz(F) = -1 or cpx(G) = -1 then return -1; 
if cpz(F)= 0 then return cpz(G); 
if cpz(G)= 0 then return cpz(F); 
if cpz(F) = 1 and cpz(G) = 1 then return 1; 
return 2; 
% Closure: 
if E = F* 
end 
if cpz(F) 2 0 then return 0; 
return 2; 
Fig. 4. The function cpx(E). 
l 2 if Y(E) is infinite, i.e. E contains some noninteger linear number. 
As the expression to be classified is never “expanded”, the algorithm is efficient, being 
in fact O(\El). The reader may find it instructive to compute cpx(E) where 
E=(2@4+6k)(0)((4+6k@8+4k)(4+6k@8+4k))*O(@)*. 
5. An application: all lengths of paths 
As an application of the A-sum concept, we consider several problems related to the 
length of paths in directed graphs. Let G = (V, E,f) be a directed graph wheref: E+C 
is a function labeling the edges of the graph with letters of the alphabet Z. It is well 
known [lSJ that the set of all paths between two vertices can be represented by 
a regular expression. We now prove that the set of all lengths ofpaths (which can be 
infinite if the graph has cycles) may always be denoted by a A-sum which, when 
expressed in a convenient way (for instance, as a sum of linear numbers), may provide 
straightforward answers to a number of questions related to the length of the paths 
such as “what is the shortest length?“, “is a given length possible?” or “are there 
arbitrarily large lengths?“. 
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Theorem 5.1. Let G =( V, E) be a directed graph and let a and b be two vertices of V. 
There is a A-sum x denoting all distancesfrom a to b, i.e. such that an integer n belongs to 
Y(x) if and only if there is a path from a to b having length n. 
Proof. A method to obtain a length path expression r(x) for x is as follows: 
(1) label each edge of G with the same symbol a; 
(2) get the regular expression x that represents all paths from a to b; 
(3) make the following replacements in x, resulting in the expression r(x): 
(a) ui by i; this includes the replacement of ;1 (the empty word) by 0, 
(b) Y +z by r(y) 0 r(z), 
(c) YZ by r(y)W, 
(4 C4* by (r(4)*. 
It is not difficult to see that r(x) denotes the set of all lengths of paths from vertex a 
to b. 0 
The method used in this proof shows that the set of lengths of paths between two 
nodes is isomorphic to the set of paths between those nodes ifall edges are labeled with 
the same symbol. This restriction is algebraically important: it makes concatenation 
commutative. A similar situation occurs if we restrict the terminal alphabet of 
a context-free grammar to one letter; the resulting grammar is regular [6]. The 
following sets are isomorphic: 
l the set of A-sums, 
l the set of context free languages over an alphabet with one letter, 
l the set of regular languages over an alphabet with one letter. 
Two observations should be made at this point. The first one concerns the method 
described in the previous proof. It is not necessary to find the regular expression 
denoting the paths from A to B and convert it to a path expression; the computation 
with the algebra of A-sums is substantially more efficient. To the length of each edge 
we may either assign 1 or the nonnegative integer specified by some function 
f:E-+Z,+. 
The second observation is that we do not need to consider only the paths between 
two fixed vertices. Well-known matricial methods [7,14] which are used in a number 
of different situations - such as the Floyd shortest path algorithm [S], Warshall’s 
transitive closure computation [ 161 and Kleene’s computation of a regular expression 
equivalent to an automaton - can of course be applied to distance problems. 
5.1. Examples 
We now describe a simple example that illustrates how the solution of several 
problems can be based on the computation of a A-sum describing all distances 
between two vertices of a graph. 
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Fig. 5. A graph. 
Consider the directed graph represented in Fig. 5. The following expression denotes 
the set of all distances from vertex a to c. It can be obtained by inspection of the graph 
E(a,c)=(1.4*.3.8*.4)*.(7 @ l-4*.5 @ 1.4*.3.8*.5). 
For more complex graphs an algorithm similar to Kleene’s conversion of an automa- 
ton to a regular expression may be used. The d-sum so obtained is then converted to 
a sum of linear numbers and simplified. 
Using the computation rules described previously, it is possible to express this 
d-sum as a sum of linear numbers (in fact these expressions were obtained by 
a computer program) 
E(a,c)=7@6+4k@9+4k@ 15+4k. 
This sum provides almost immediate answers to several questions related to the 
lengths of paths from a to c. This is illustrated in Table 2. 
Table 2 
Question Method Answer 
Shortest path 
Longest path 
Is there a length 71? 
Are there arbitrarily 
large prime lengths? 
What multiples of 4 
are path lengths? 
Smallest in {7}u{6,9,15} 6 
Infinite if P # 0 co 
Search in F and P Yes, 15+4x 14 
True if 9’(P) contains Yes 
almost all odd integers 
Inspect F and P None 
Note that the method used to answer the fourth question corresponds to a condi- 
tion which is only sufficient. We conjecture that a condition which is also necessary is: 
P contains some a+ bk with b> 1 and gcd(a, b)= 1. 
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As another example, consider the graph in Fig. 7. The expressions denoting the 
lengths of paths from a to b and to c are 
P(a,b)=l @3+3k@3+5k, 
P(a,c)=(l @ 3+3k@ 5+5k)(l+5k). 
The last expression can be expanded in a sum which has only one noninteger linear 
number, 
P(a,c)=2@4@7@9@10@12+k. 
The integers less than 30 belonging to .Y(P(a, b)) are represented in the diagram below 
0 5 10 15 20 25 
. x.x.- x . xx. .xX.x. .x,.x.xX. .xX. 
Fig. 6a. 
This set is ultimately periodic with period 15. The diagram for P(a, c) is 
0 5 10 15 20 25 
. .x.x. .x.xX ~xxxxxxxxxxxxxxxxxx 
Fig. 6b. 
5.2. Computing all distances: an eficient method 
Consider a directed graph G = ( V, E, f ), where f is a function which assigns to each 
edge a nonnegative number. Although a d-sum expression denoting all distances 
between two particular vertices is often relatively short (and typically much shorter 
than the corresponding regular expression), it may also be very large if there are many 
paths between those two vertices and iff takes very large values. As an example, 
consider the graph in Fig. 8; there are 2”+ ’ paths between a and b and the correspond- 
ing d-sum has 2”+’ terms: 
This example shows that the size of the d-sum can be exponential in the number of 
nodes (this graph has 2n + 2 nodes). 
It is not difficult to design an algorithm working in polynomial time that, from 
a given d-sum E, outputs a graph G with two selected vertices a and b such that the set 
of distances between those two vertices is denoted by E; of course the size of G is also 
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Fig. 7. Another graph 
polynomial in ) E 1. Then the observations made in Section 4.4 about the exponential or 
polynomial size of d-sums can also be made about graphs. 
In the following, we use the decomposition of the graph into strongly connected 
components in order to design an algorithm for the computation of a d-sum denoting 
the set of all distances between two vertices. In many practical cases this results in 
a relatively short expression; in particular this will be the case if either the function 
f does not take large values or if the number of strongly connected components is 
small. 
The set of vertices I/ of a directed graph G=( V, E) can be partitioned (see for 
example [ 11) into equivalence classes Vi, V2, . . . , V’, such that two vertices a and b are 
equivalent if and only if there is a path from a to b and a path from b to a. Each 
Gi = (I$, Ei) where Ei is the set of edges connecting two vertices in K is called a strongly 
connected component (SCC). The edges of E that do not belong to any Ei connect two 
distinct strongly connected component. Any cycle of G is contained in some strongly 
connected component. 
In [l] an algorithm to find the partition of a graph into strongly connected 
components (having execution time O(max(n,e)) where n and e are, the number of 
vertices and the number of edges of the graph, respectively) is described. 
In order to describe our algorithm more clearly, we define two graphs associated to 
every directed graph G. The XC-graph G, is the graph whose vertices are the strongly 
connected components of G and which has an edge between components A and B if 
and only if for one or more edges (a, b) of E we have UEA and beB. Clearly G, is 
acyclic. The SCC-multigraph is the multigraph whose vertices are the strongly connec- 
ted components of G and whose edges between components A and B are the edges 
(a, b) of E such that UEA and bcB. 
5.2.1. Inside a strongly connected component 
We now prove that the d-sum expression denoting the set of distances between two 
vertices in the same SCC needs only to have one noninteger linear number. 












Fig. 8. A graph with 2”+’ paths between a and b. 
Lemma 5.2. Let a, b, c and d be vertices belonging to the same SCC of a directed graph 
and let the distances between a and b and between c and d be denoted by A-sums Sab and 
Scd, respectively. Then ife+fk~S,~ there is an integer m such that (e+m)+fkEScd. 
Proof. We can go from c to d following a path c+a+b-td. Let m be the sum of the 
lengths in c+a and in b-d. Then as e+fk denotes (some of the) distances from a to b, 
(e+m)+fk denotes (some of the) distances from c to d. 0 
Essentially, this lemma says that the period of a noninteger linear number of the 
A-sum that denotes the distances between two vertices belonging to the same SCC 
does not depend on those vertices. We now see that, inside the same SCC, at most one 
noninteger linear number is needed. 
Theorem 5.3. Let a and b be the vertices belonging to the same SCC of a directed graph. 
There is a A-sum denoting the set of distances between a and b having the form 
e,@...@e,@f+pk, 
where the linear number f + pk does not depend on a or b. If a = b then f = 0. 
Proof. Consider first the case a = b. The set of all distances between a and a is denoted 
by some A-sum x. Then x* also denotes that set and the statement follows from 
Theorem 3.6. Note that x does not depend on a. 
If a and b are distinct vertices, every path from a to b can be described by a path 
from a to a followed by a simple path from a to b followed by a path from b to b. Then, 
its total length is described by F @ x* where x* is the expression mentioned above 
and F corresponds to the finite number of simple paths. cl 
5.2.2. The general case 
We now describe a faster method to compute a A-sum representing the set of 
distances between two vertices in a graph and analyze its complexity. In particular we 
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study the number of periods (the k-coefficients of noninteger linear numbers) needed 
in the A-sum. 
Consider a path in the SCC-graph between the strongly connected components 
containing the two vertices a and b 
where UEC~ and be&,. In general this path corresponds to several paths in the 
original graph because there may be several edges connecting the same pair of 
strongly connected components and because there are (in general) infinite paths inside 
the same SCC. A A-sum denoting the set of distances for a particular choice of the 
edges connecting distinct strongly connected components has the form (we are using 
Theorem 5.3): 
(K& Ofa:, +Pik)M% Ofi:e,+pzk)& ... 
&-,,,(K,, @Xb+Pmk). (3) 
The factors in this concatenation denote, respectively, the distances between a and the 
exit vertex e, of the first component, the length of the edge that connects the first to the 
second component, . . . , and the distances between the entrance vertex i, of the last 
component and b. Superscripts are used to identify the strongly connected compo- 
nents. Using the proof of Theorem 3.3, we see that every expression for the same path 
in the SCC-graph can be written using the period 
P=gcd(p,,p,, . . . ,P,). 
It is now clear how we can compute the A-sum denoting the distances between 
a and b. The result is a sum of terms like (3) above each corresponding to a particular 
selection of edges connecting components for each path between a and b in the 
SCC-graph. Although the A-sum so obtained may be big, practice shows that in many 
cases it is much shorter (and the corresponding computation is much faster) than the 
one obtained by more direct algorithms not based on graph decomposition. 
As an example, consider again the distances between a and c in the graph of Fig. 5. 




We can be more precise about the length of the A-sum denoting the distances 
between a and b. The proof of the following theorem is omitted. 
Theorem 5.4. The length of the A-sum denoting the distances between two vertices of 
a graph can be exponential in the size of the graph (the maximum of the number of 
vertices and edges) only if one of the following occurs. 
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(1) The number of paths in the SCC-graph between the components of a and b is 
exponential. 
(2) The number of paths in the SCC-multigraph that correspond to some path in the 
SCC-graph between the components of a and b is exponential. 
(3) The length of at least one edge in some SCC belonging to some path of the 
SCC-graph between the components of a and b is exponential. 
6. Conclusions 
For problems related to the length of the words of context-free or regular languages 
(or equivalently, to the words of regular languages when the alphabet is restricted to 
one letter), A-sums seem to be more compact and efficient than standard representa- 
tions such as finite automata or regular expressions. The reasons for this improvement 
may be related to the algebraic properties of A-sums (where for instance, closure and 
concatenation operators can always be completely eliminated) and to the arithmetic 
character of their manipulation. 
In this paper, we have analyzed the properties of A-sums and presented algorithms 
for the basic operations. Further work is needed in order to obtain more accurate 
complexity results. In particular, the relationship between known algorithms for the 
Frobenius problem and algorithm for the concatenation of A-sums should be studied. 
The application to distance problems in directed graphs (see Section 5) is another 
promising area for further research. Two specific problems are: (i) the design of 
efficient algorithms for the computation of an expression denoting the distances 
between two vertices of the same strongly connected component and (ii) a study of the 
application of A-sums for dynamic graphs (graphs whose vertices and edges can be 
added and removed). 
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