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Abstract— We address the problem of multiple local op-
tima arising in cooperative multi-agent optimization problems
with non-convex objective functions. We propose a systematic
approach to escape these local optima using the concept of
boosting functions. The essence of boosting functions approach
is to temporarily transform a gradient at a local optimum into
a “boosted” non-zero gradient. Extending a prior centralized
optimization approach, we develop a distributed framework
for the use of boosted gradients (called a distributed boosting
scheme (DBS)) and show that convergence of this DBS can be
attained by employing an optimal variable step size scheme for
gradient-based algorithms. However, since the exact forms of
the boosted gradients and the boosting scheme depend on the
class of problems considered, to set an example, we apply the
developed boosting concepts to the class of multi-agent coverage
control problems. For that specific application, two new boosted
gradient computation techniques (known as boosting function
families) are introduced along with a new DBS. Simulation
results are provided to compare the performance of different
boosting functions families and boosting schemes. Moreover,
simulation results are used to show the effectiveness of utilizing
boosting functions approach in attaining improved optima (still
generally local).
I. INTRODUCTION
A cooperative multi-agent system is a collection of in-
teracting subsystems (also called agents), where each agent
controls its local state so as to collectively optimize a
common global objective subject to various constraints. In
a distributed optimization approach, each agent controls its
state using only locally available information. The goal is
to drive all agents to a globally optimal set of states. This
can be a challenging task depending on the nature of: (i)
the agents (which may be sensor nodes, vehicles, robots,
supply sources, or processors of a multi-core computer),
(ii) the constraints on their decision space, (iii) the inter-
agent interactions, and, (iv) the global objective function.
Therefore, a large number of optimization methods can
be found in the literature specifically developed to address
different classes of multi-agent systems.
A. Literature Review
Cooperative multi-agent system optimization arises in
coverage control [1], formation control [2], monitoring [3],
flocking [4], resource allocation [5], learning [6], [7], consen-
sus [8], [9], smart grid [10], [11], [12], transportation [13],
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[14] and smart cities [15]. In these applications, gradient-
based techniques are typically used due to their simplicity
(see the survey paper [16]). However, more computation-
ally complex schemes, e.g., using the Alternating Direction
Method of Multipliers (ADMM) [17],[18], are also gaining
popularity due to their greater generality.
In some multi-agent systems, properties of the associated
objective function, such as convexity, can be exploited to
achieve a global optimum. For example, the Relaxed-ADMM
approach in [18] converges to the global optimum for convex
objective functions (along with a few minor additional con-
ditions). On the other hand, there are many settings where
the objective function takes a non-convex form making it
difficult to attain a global optimum (e.g., see [1], [19],
[16], [17]). In such situations, one often resorts to global
optimization techniques such as simulated annealing [20],
[21], genetic algorithms [22], or particle swarm algorithms
[23] (see the survey papers [24], [25]). The common feature
in these approaches is to introduce an element of randomness
in the process of controlling agents. Along the same lines, the
ladybug exploration method proposed in [26] tries to hover
over probable local optima solutions aiming to find a better
optimum. These methods are computationally intensive and
usually infeasible for on-line optimization.
The issue of non-convexity in the objective functions has
recently attracted renewed attention for specific classes of
multi-agent systems by exploiting properties that the objec-
tive function may possess. For example, when the objective
function is submodular, tight performance bound guarantees
may be found [27]. Methods like local optima smoothing
[28] and balanced detection [1] trade-off local approxima-
tions and global exploration of the objective function to
achieve a better optimum. In [19], the concept of a “boosting
function” is used to escape local optima and seek better
optima solutions through an exploration of the search space
which exploits the objective function’s structure. However,
none of these methods so far is designed to function in
a generic distributed multi-agent setting and convergence
guarantees are also lacking.
B. Background work
In this paper, we propose a distributed approach to solve
general non-convex multi-agent optimization problems, in-
spired by the centralized boosting function approach pro-
posed in [19]. The key idea behind boosting function ap-
proach is to temporarily alter the local objective function of
an agent whenever an equilibrium is reached, by defining a
new auxiliary local objective function. This is done indirectly
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by transforming the local gradient (of the local objective)
to get a new boosted gradient (which corresponds to the
gradient of the unknown auxiliary local objective). Therefore,
a boosting function, formally, is a transformation of the
local gradient, whenever it becomes zero; the result of
the transformation is a non-zero boosted gradient. After
following the boosted gradient, when a new equilibrium point
is reached, we revert to the original objective function, and
the gradient-based algorithm converges to a new (potentially
better) equilibrium point. In contrast to randomly perturbing
the gradient components (e.g., [20]), boosting functions
provide a systematic way to force each agent to move in a
well-chosen direction that further explores the feasible space
based on structural properties of the objective function and
knowledge of both the feasible space and of the current agent
states.
Typically, when an agent follows the boosted gradient
direction, it is said to be in the boosting mode, and otherwise,
it is said to be in a normal mode. Further, the underlying
technique of computing the boosted gradient is called as
a boosting function family. Furthermore, a boosting scheme
defines how each agent switch between following boosting
mode and normal mode.
Details on the design of boosting functions and their use
in the distributed optimization framework are discussed in
this work using the class of multi-agent coverage control
problems. In coverage control problems, the objective is to
determine the best arrangement for a set of agents (e.g.,
sensor nodes) in a given mission space to maximize the
probability of detecting randomly occurring events over this
space. Typically the associated objective function has a non-
convex form [1] resulting in multiple locally optimal config-
urations. Therefore, for the coverage control problems, the
use of boosting functions approach as a means of escaping
local optima is justified.
C. Contributions
The contribution of this paper is first to provide a formal
analysis of the original centralized boosting scheme (CBS)
[19] (in a more generic problem setting) so as to establish
convergence and then to develop a generic distributed boost-
ing scheme (DBS) whereby each agent may asynchronously
switch between a boosting and a normal mode independent of
other agents. We show that the latter scheme also converges,
i.e., the asynchronous distributed boosting process reaches a
terminal point where a new (generally local but improved)
optimum is reached. Central to this process is a method
for selecting optimal variable step sizes in the underlying
distributed gradient-based optimization algorithm. These the-
oretical contributions have been independently discussed in
authors’ paper [29].
To provide specific details on the process of boosting func-
tions design, we consider the class of multi-agent coverage
control problems. With regard to that, the conventional cover-
age control framework in [1] is first enhanced to incorporate
the effect of possible discontinuities in the sensing functions
employed by agents. Next, two new boosting function fami-
lies are introduced for the class of coverage control problems
(termed Arc-Boosting and V-Boosting). Finally, based on the
previously obtained theoretical results (on the convergence of
generic DBS), a novel convergence guaranteed DBS is pro-
posed for the coverage control problems. These application-
specific contributions have been discussed in authors’ paper
[30].
D. Organization
The general cooperative multi-agent optimization prob-
lem is introduced in Section II along with the concept of
boosted gradients and associated boosting schemes. Section
III formally develops the proposing optimal variable step
size selection mechanism based on which we show the
convergence of general distributed boosting schemes. Then,
Section IV is dedicated to illustrating an application of
developed boosting concepts for the class of multi-agent
coverage control problems.
Specifically, Section IV-A revisits the multi-agent cover-
age control problem and Section IV-B presents its distributed
gradient-ascent-based solution technique. Next, Section IV-
C introduces the concept of boosting functions and boost-
ing function families for coverage control application. The
proposing DBS is discussed in Section IV-D. Section IV-
E describes the application of developed convergence guar-
anteeing optimal variable step size scheme to the coverage
control problem. Finally, Section IV-F presents simulation
results illustrating the effectiveness of the introduced dis-
tributed boosting framework and Section V concludes the
paper stating some interesting future research directions.
II. PROBLEM FORMULATION
We consider cooperative multi-agent optimization prob-
lems of the general form,
s∗ = argmax
s∈F
H(s), (1)
where, H :RmN→R is the global objective function and s=
[s1,s2, . . . ,sN ] ∈ RmN is the controllable global state. Here,
for any i∈ {1,2, . . . ,N}, si ∈Rm represents the local state of
agent i. Further, F ⊆ RmN represents the feasible space for
s. In this work, linearity or convexity-related conditions are
not imposed on the global objective function H(s) and the
feasible space F may be non-convex.
In order to model the inter-agent interactions, an undi-
rected graph denoted by G = (V ,A ) is used where V =
{1,2, . . . ,N} is a set of N agents, and, A is the set of com-
munication links between those agents. The set of neighbors
of an agent i∈ V is denoted by Bi = { j : j ∈ V , (i, j)∈A }.
The closed neighborhood of agent i is defined as B¯i =Bi∪{i}
and |B¯i| denotes the cardinality of the set B¯i. It is assumed
that each agent i shares its local state information si with its
neighbors in Bi. As a result, agent i has knowledge of its
neighborhood state s¯i, where s¯i = {s j : j ∈ B¯i}.
In this problem setting, an agent i is also assumed to
have a local objective function Hi(s¯i) where Hi : Rm|B¯i| →
R. Note that Hi(s¯i) only depends on agent i’s neighbor-
hood state s¯i. The relationship between local and global
objective functions is not restricted to any specific form.
For example, two common possibilities are the additive
form [18] H(s) = ∑Ni=1 Hi(s¯i) and the separable form [19]
H(s) = Hi(s¯i) +Hci (sci ) with HCi : Rm(N−1) → R and sci =
[s1,s2, . . . ,si−1,si+1, . . . ,sN ]. The latter includes a large class
of common multi-agent problems studied in [1].
A. Distributed gradient-ascent method
Due to the versatile nature of H and F in (1), applica-
ble solving techniques are limited to global optimization
methods. Even-though many such techniques are available
[24], [25], in this paper we consider a simple gradient-ascent
scheme so as to take advantage of its simplicity in terms of
analysis, computation, and on-line implementation despite
the obvious limitation of attaining only local optima. We are
also interested in solving (1) through distributed schemes so
that each agent i updates its local state si according to
si,k+1 = si,k +βi,kdi,k, (2)
where, βi,k ∈R is a step size, and di,k = ∂Hi(s¯i,k)∂ si ∈Rm denotes
the locally available gradient.
B. Escaping local optima using boosting functions
Converging to a local optimum is the main drawback of
using a gradient-based method like (2), when the global
objective function H is non-convex and/or the feasible space
F is non-convex. In [19], this problem has been addressed by
introducing the concept of boosting functions as an effective
systematic method of escaping local optima.
1) Boosting functions: The main idea here is to tem-
porarily alter the local objective function Hi(s¯i) whenever
an equilibrium is reached with a newly defined auxiliary
objective function Hˆi(s¯i). However, we are interested in the
boosted gradient dˆi,k =
∂ Hˆi(s¯i)
∂ si
rather than Hˆi(s¯i). A boosted
gradient is a transformation of the associated local gradient di
taking place at an equilibrium point (where its value is zero);
the result of the transformation is a non-zero dˆi 6= 0 which,
therefore, forces the agent to move in a direction determined
by the boosting function and to explore the feasible space
further. When a new equilibrium point is reached, we revert
to the original objective function, and then the gradient-based
algorithm converges to a new (potentially better and never
worse) equilibrium point. The key to boosting functions is
that they are selected to exploit the structure of the objective
functions H(s) and Hi(s¯i), of the feasible space F, and of the
agent state trajectories. Unlike various forms of randomized
state perturbations away from their current equilibrium [20],
[21], boosting functions provide a formal rational systematic
transformation process of the form dˆi = f (di, s¯i) where
the boosting function f depends on the specific problem
type (details are given in Section IV). As an example, in
coverage control problems local optima arise when a cluster
of agents provides high-quality local coverage in a region
while ignoring other regions; in this case, a boosting function
that enhances the separation between close neighbors is an
intuitive choice that has been shown to be effective [19].
2) A boosting scheme: When an agent i is following the
boosted gradient direction dˆi,k, it is said to be in the Boosting
Mode and its state updates take the form
si,k+1 = si,k +βi,kdˆi,k. (3)
Similarly, when an agent i is following the “normal” gradient
direction di,k as in (2), it is said to be in the Normal Mode.
When developing an optimization scheme to solve (1), we
need a proper mechanism, referred to as a Boosting Scheme,
to switch the agents between normal and boosting modes.
A centralized boosting scheme (CBS) is outlined in Fig. 1,
where the normal mode is denoted by N and the boosting
mode is denoted by B. In a CBS, all agents are synchronized
to operate in the same mode. In Fig. 1, H denotes the global
objective function value which is initially stored by all agents
the first time mode B is entered when di = 0 for all i ∈ V .
After dˆi = 0 for all i ∈ V , the agents re-enter mode N and,
when a new equilibrium is reached, the new post-boosting
value of the global objective function H(s) is denoted by HB.
If HB >H, an improved equilibrium point is attained and the
process repeats by re-entering mode B with the new value
HB. The process is complete when this centralized controller
fails to improve H(s), i.e., when HB ≤ H.
This CBS was used in [19] with appropriately defined
boosting functions in mode B to obtain improved perfor-
mance for a variety of multi-agent coverage control problems
(A more detailed version this CBS is discussed in Section
IV). However, there has been no formal proof to date that
this process converges. Moreover, our goal is to develop a
Distributed Boosting Scheme (DBS) where each agent can
independently switch between modes B and N at any time.
Such a scheme (i) improves the scalability of the system, (ii)
eliminates the requirement of a centralized controller, (iii)
reduces computational and communication costs, and, (iv)
can potentially improve convergence times. Furthermore, in
problems such as coverage control [1], the original problem
is inherently distributed and makes a DBS a natural approach.
A simple DBS version of Fig. 1 is shown in Fig. 6 where
local use of the global objective H is now replaced by a
local estimate of H, denoted by H¯i, which will be formally
introduced later. An application-specific variation of this
DBS is discussed in Section IV, but they do not affect the
convergence analysis that follows.
One can see that convergence of the DBS is far from
obvious since agents may be at different modes at any time
Fig. 1: A centralized boosting scheme (CBS) (see also
Remark ??)
Fig. 2: A distributed boosting scheme (DBS) asynchronously
applied by each agent i = 1, . . . ,N (see also Remark ??)
instant and, as their states change, the interaction among
agents could lead to oscillatory behavior. Note that the notion
of convergence involves not only the existence of equilibria
such that di = 0 or dˆi = 0, but also a guarantee that the
condition HB ≤ H is eventually satisfied. We will show that
a key to guaranteeing convergence is a process for optimally
selecting a variable step size βi,k in (2) and (3).
3) Guidelines on selecting boosting functions: As men-
tioned before, the main objective of a boosting function f
(recall dˆi = f (di, s¯i)) is to provide a meaningful boosted
gradient direction dˆi for any agent i to follow upon reach-
ing a local optimum (where di = 0). The meaningfulness
of boosted gradients comes from the fact that underlying
boosting function f is constructed considering one or few
of the source factors: (i) Nature of the objective functions
H,Hi, (ii) Nature of the gradient expression di, (iii) Nature of
the feasible space F, and, (iv) State trajectory of the agent i.
As a result of this, boosted gradients are expected to achieve
the capabilities to: (i) Drive agents beyond local optima, (ii)
Explore potentially good search directions, and, (iii) Explore
undiscovered regions in the feasible space. Thus, compared
to the methods where agents are randomly perturbed to
escape from local optima, boosting function approach should
be more effective.
Although developing a closed-form equation for the
boosted gradient dˆi,k (i.e., for f ) heavily depends on the
application, a few basic guidelines can be proposed as
follows.
1) In the analytical expression of di,k, identify the compo-
nents which control its direction and magnitude. Also,
identify the dependence of those components on the
aforementioned source factors.
2) A candidate expression for dˆi,k can be obtained by
transforming (altering) a sub-component of the ex-
pression of di,k, such that the resulting dˆi,k satisfies
the basic boosting function requirement dˆi,k 6= 0 when
di,k = 0.
3) Also, for an agent with di,k = 0, try to formulate a
rationale (or a list of rationals) which gives a globally
beneficial new travel direction (i.e. a dˆi,k). An example
rational used in the coverage control application is:
‘Move away from the closest neighbor!’, which, when
followed, motivates the agents to spread out from
each other - leading to a better solution with higher
coverage.
4) Now, using the knowledge acquired in step (1), to
achieve one or few of the rationals identified in step
(3), appropriately design the transformation mentioned
in step (2).
Section IV provides a complete application example of the
aforementioned steps.
4) Convergence criteria: When a DBS is considered,
unlike the case of a CBS in Fig. 1, the decentralized nature
of agent behavior causes agents to switch between modes
(normal/boosting) independently and asynchronously from
each other. As a result, at a given time instant, a subset
of the agents will be in normal mode (following (2)) while
others are in boosting mode (following (3)). This partition of
the complete agent set V leads to two agent sets henceforth
denoted by N and B respectively. For any agent i ∈ V , the
following conditions are defined as the convergence criteria:
lim
k→∞
di,k = 0 when B¯i ⊆N , (4)
lim
k→∞
di,k = 0 when i ∈N ,Bi∩B 6= /0, (5)
lim
k→∞
dˆi,k = 0 when i ∈B,Bi∩B 6= /0. (6)
If these conditions are satisfied, each agent i will be forced
to continuously switch between the normal and boosting
modes irrespective of its neighbors’ modes. Thus, consider-
ing the fact that boosting will only continue as long as there
is a gain from the boosting stages (i.e., H¯Bi > H¯i in Fig. 6), it
is clear how these criteria can guarantee convergence. Also,
note that the criterion (4) applies to the convergence of any
gradient-based method when boosting is not used (i.e., when
B = /0, ∀k).
Upon termination (i.e., all agents reached “End Boosting”)
of the boosting scheme, achieving di,k = 0 for all i ∈ V will
directly impact ∇H(sk) depending on the form of H(s) as a
function of Hi(s¯i), i ∈ V . For example, if H(s) =∑Ni=1 Hi(s¯i)
or H(s) = Hi(s¯i) +Hci (sci ), then this directly implies that
∇H(sk) = 0 and convergence to a solution of (1) is achieved
(again, not necessarily a global optimum). Since these cases
cover most problems of interest, achieving (4)-(6) is viewed
as the condition required for convergence.
III. CONVERGENCE ANALYSIS THROUGH OPTIMAL
VARIABLE STEP SIZES
As a means of enforcing convergence for a general prob-
lem of the form (1), a variable step size scheme is next
proposed and shown to guarantee (4)-(6). Our main results
depend on a few assumptions, starting with the following
conditions on the nature of the local objective functions.
Assumption 1: Any local objective function Hi(s¯i), i∈ V ,
satisfies the following conditions:
1) Hi(·) is continuously differentiable and its gradient
∇Hi(·) is Lipschitz continuous (i.e., ∃K1i such that
∀x,y ∈ Rm|B¯i|, ‖∇Hi(x)−∇Hi(y)‖ ≤ K1i‖x− y‖).
2) Hi(·) is a non-negative function with a finite upper
bound HUB, i.e., Hi(x)< HUB < ∞, x ∈ Rm|B¯i|.
Through the global and local objective function relation-
ship, this assumption will propagate to the global objective
function. However, for this work, Assumption 1 is sufficient.
We begin by developing an optimal variable step size
scheme for agents i ∈ V such that B¯i ⊆N (i.e., all neigh-
boring agents are also in normal mode - following (2)). The
respective convergence criterion for this case is (4).
A. Convergence for agents i ∈ V such that B¯i ⊆N
For notational convenience, let qi = {1,2, . . . ,qi} with
qi = |B¯i| represent an ordered (re-indexed) version of the
closed neighborhood set B¯i. For this situation, agent i’s
neighborhood state update equation can be expressed as
s¯i,k+1 = s¯i,k + β¯i,kd¯i,k by combining (2) for all j ∈ B¯i. Here,
s¯i,k+1, s¯i,k and d¯i,k are mqi-dimensional column vectors;
equivalently, they may be thought of as qi×1 block-column
matrices with their jth block (of size Rm×1, and j ∈ qi) being,
s j,k+1, s j,k and d j,k respectively. Accordingly, β¯i,k is a qi×qi
block-diagonal matrix, where its jth block on the diagonal
(of size m×m and j ∈ qi) is β j,kIm; Im is the m×m identity
matrix and β j,k ∈ R is the (scalar) step size of agent j.
Following lemma provides a modified version of the
widely used descent lemma [31] so that it can be used to
analyze maximization problems such as (1).
Lemma 1: For a function f : Rn → R, if the Lipschitz
continuity constant of ∇ f is L, then, ∀x,y ∈ Rn,
f (x+ y)≥ f (x)+ yT∇ f (x)− L
2
‖y‖2. (7)
Proof: Consider a function g = − f : Rn → R. Then, the
Lipschitz continuity constant of ∇g will also be L. Now, we
can apply the usual descent lemma [31] to the function g (to
compare g(x+ y) and g(x)). Then, ∀x,y ∈ Rn,
g(x+ y)≤ g(x)+ yT∇g(x)+ L
2
‖y‖2, multiplying by (−1),
−g(x+ y)≥−g(x)− yT∇g(x)− L
2
‖y‖2, using −g = f ,
f (x+ y)≥ f (x)+ yT∇ f (x)− L
2
‖y‖2.

Now, under Assumption 1, the Lemma 1 can be applied
to a local objective function Hi(s¯i,k) for the aforementioned
neighborhood state update s¯i,k+1 = s¯i,k + β¯i,kd¯i,k as follows:
Hi(s¯i,k+1)≥ Hi(s¯i,k)+(β¯i,kd¯i,k)T∇Hi(s¯i,k)− K1i2 ‖β¯i,kd¯i,k‖
2
= Hi(s¯i,k)+ ∑
j∈B¯i
[
β j,kdTj,kd ji,k−
K1i
2
β 2j,k‖d j,k‖2
]
= Hi(s¯i,k)+ ∑
j∈B¯i
∆ ji,k, (8)
with
∆ ji,k = β j,kdTj,kd ji,k−
K1i
2
β 2j,k‖d j,k‖2 ∈ R, (9)
d ji,k = ∇ jHi(s¯i,k) =
∂Hi(s¯i,k)
∂ s j
∈ Rm. (10)
The term d ji,k in (10) gives the sensitivity of agent i’s local
objective Hi to the local state s j of agent j ∈ B¯i. Also, K1i
is the Lipschitz constant corresponding to ∇Hi. Note that
the term ∆ ji,k in (9) depends on the step size β j,k which is
selected by agent j ∈ B¯i.
In (8), each ∆ ji,k term can be thought of as a contribution
coming from neighboring agent j to agent i, so as to improve
(increase) Hi. However, in order for an agent i to know
its contribution to agent j ∈ B¯i (i.e., ∆i j,k) the following
assumption is required.
Assumption 2: Any agent i ∈ V has knowledge of the
cross-gradient terms {di j,k, j ∈ B¯i} and the local Lipschitz
constants {K1 j, j ∈ B¯i} at the kth update instant.
This assumption is consistent with our concept of neigh-
borhood, where neighbors share information through com-
munication links. Thus, any agent i has access to the pa-
rameters it requires: di j,k(= ∂H j/∂ si) and K1 j from all its
neighbors j ∈ B¯i. Note that when the form of the local
objective functions Hi is identical and all pairs (Hi,H j),
j ∈ Bi, have a symmetric structure, Assumption 2 holds
without any need for additional communication exchanges.
Many cooperative multi-agent optimization problems have
this structure, including the class of multi-agent coverage
control problems (see Lemma 7 in Section IV).
We now define a neighborhood objective function H˜i(s˜i,k)
for any i ∈ V , where H˜i : Rm|B˜i| → R, B˜i = ∪ j∈B¯iB j, and,
s˜i,k = {s j : j ∈ B˜i}, as follows:
H˜i(s˜i,k) = ∑
j∈B¯i
H j(s¯ j,k). (11)
This neighborhood objective function can be viewed as agent
i’s estimate of the total contribution of agents in B¯i towards
the global objective function.
Remark 1: In some problems, if the global and local
objective functions are not directly related in an additive
manner, then H˜i(s˜i,k) = ∑ j∈B¯i wi jH j(s¯ j,k) can be used as a
candidate for the neighborhood objective function. Here,
{wi j ∈R≥0 : j ∈ B¯i} represents a set of weights (scaling fac-
tors). All results presented in this section can be generalized
to such neighborhood objective functions as well.
Remark 2: The neighborhood objective functions play an
important role in DBS because a distributed scheme comes
at the cost of each agent losing the global information H(s).
In contrast, in the CBS of Fig. 1, H(s) plays a crucial role
in the “HB > H” block. As a remedy, in a DBS each agent
i uses a neighborhood objective function H˜i as a means of
locally estimating the global objective function value (see
“H˜Bi > H˜i” block in Fig. 6). However, as seen in the ensuing
analysis, the form of H˜i is not limited to (11) - it can take
any appropriate form (see Remark 1 above and Remark 6 in
Section IV for details).
Remark 3: For the operation of a DBS, we need to assume
that each agent i has the capability to compute its neigh-
borhood objective function value H˜i(s˜i,k) when required.
This can be ensured by extending the Assumption 2 with
an additional clause: Any agent i can request its neighbor
objective function values {H j(s¯ j,k), j ∈ B¯i} at any update
instant k. This additional condition is justifiable using the
same justifications provided for the original Assumption 2.
By writing (8) for an agent j gives H j(s¯ j,k+1)≥H j(s¯ j,k)+
∑l∈B¯ j ∆l j,k. Summing both sides of this relationship over all
j ∈ B¯i and using the definition in (11) yields
H˜i(s˜i,k+1)≥ H˜i(s˜i,k)+(∆˜i,k +Qi,k), (12)
where we define
∆˜i,k = ∑
j∈B¯i
∆i j,k, (13)
Qi,k = ∑
j∈Bi
(∆ j j,k +∆ ji,k + ∑
l∈B j−{i}
∆l j,k). (14)
Note that ∆˜i,k in (13) is a function of terms ∆i j,k (and
not ∆ ji,k) which are locally available to and controlled by
agent i, i.e., βi,k,di,k and di j,k,∀ j ∈ B¯i. In contrast, agent i
does not have any control over Qi,k in (14), as this strictly
depends through (9) on the step sizes of agent i’s extended
neighborhood, i.e., β j,k,∀ j ∈ B˜i−{i}.
Nonetheless, (12) implies that the neighborhood objective
function H˜i(s˜i,k) can be increased by at least (∆˜i,k +Qi,k) at
any update instant k. Thus, to maximize the gain in H˜i(s˜i,k),
agent i’s step size βi,k is selected according to the following
auxiliary problem:
β ∗i,k = argmax
βi,k
∆˜i,k
subject to ∆˜i,k > 0.
(15)
Lemma 2: The solution to the auxiliary problem (15) is
β ∗i,k =
1
∑ j∈B¯i K1 j
dTi,k∑ j∈B¯i di j,k
‖di,k‖2 . (16)
Proof: Using (9) and (13), ∆˜i,k can be written as
∆˜i,k = βi,kdTi,k ∑
j∈B¯i
di j,k−β 2i,k‖di,k‖2
∑ j∈B¯i K1 j
2
.
Note the quadratic and concave nature of ∆˜i,k with respect to
agent i’s step size βi,k. Therefore, using the KKT conditions
[31], the optimal βi,k to the problem (15) can be directly
obtained as (16). 
Let us denote the optimal objective function value of the
problem (15) as ∆˜∗i,k. It is easy to show that β
∗
i,k in (16) is
feasible (i.e., ∆˜∗i,k > 0) as long as β
∗
i,k 6= 0.
Remark 4: The extreme situation where β ∗i,k = 0 occurs
is when ∑ j∈B¯i di j,k = 0. However, since this “pathological
situation” can be detected by agent i, if it occurs, the agent
can consider two options: 1) Use a reduced neighborhood
B¯1i ⊂ B¯i to calculate β ∗i,k so that β ∗i,k 6= 0, hence ∆˜∗i,k > 0,
or 2) Use the weighted form of (11) (see Remark 1) and
manipulate the weight factors {wi j : j ∈ B¯i} so as to get a
step size β ∗i,k 6= 0 (e.g., enforcing wi j = 0,∀ j 3 dTi,kdi j < 0 will
give βi,k > 0, hence ∆˜∗i,k > 0).
Regarding the term Qi,k in (14) over which agent i does not
have any control, let us first establish the following property.
Lemma 3: The term Qi,k can be expressed as
Qi,k = ∑
j∈Bi
(∆˜ j,k + ∑
l∈B j−{i}
[
∆l j,k−∆ jl,k
]
). (17)
Further, if Bi = B¯ j−{i}, then under (16), Qi,k > 0.
Proof: In (14), let us add/remove ∑l∈B j−{i}∆ jl,k to the in-
ner terms of the main summation. Then, using the definition
(13), the expression in (17) is obtained. To prove the second
part, note that the first inner term of the main summation
of (17) (i.e., ∆˜ j,k) is always positive under the optimal step
size given in (16). Let us then consider the net effect of the
second inner term of Qi,k, denoted by Q′i,k, where we have
Q′i,k = Qi,k− ∑
j∈Bi
∆˜ j,k = ∑
j∈Bi
∑
l∈B j−{i}
[
∆l j,k−∆ jl,k
]
= ∑
j∈Bi
∑
l∈B¯ j−{i}
[
∆l j,k−∆ jl,k
]
= ∑
j∈Bi
∑
l∈Bi
[
∆l j,k−∆ jl,k
]
.
Observing that the two running variables l, j in the summa-
tions above are interchangeable, we get Q′i,k = 0. This implies
that under (16), Qi,k = ∑ j∈Bi ∆˜ j,k > 0. 
We now make the following assumption regarding Qi,k.
Assumption 3: Consider the sum,
Q˜i,k =
k
∑
l=k−Ti
Qi,l , (18)
such that 0≤ Ti ≤ k. Then, ∃Ti < ∞ such that Q˜i,k ≥ 0.
When the graph G (V ,A ) is complete, the condition Bi =
B¯ j −{i} in Lemma 3 is true for all i ∈ V . Thus, in this
case, Assumption 3 is immediately satisfied with Ti = 1,∀i∈
V . More generally, when each agent selects its step size
according to (16), it ensures that ∆˜∗i,k > 0. In addition, ∆ii,k >
0 whenever the step size βi,k is positive. Since each Qi,k in
Q˜i,k is also a summation of ∆ j j,k, ∆ ji,k and ∆l j,k terms (noting
in particular the positive first term in (14) as well as in (17)),
this assumption is reasonable. In practice, we have never seen
this assumption violated over extensive simulation examples.
Before establishing the convergence proof in Theorem 1,
we need one final technical condition.
Assumption 4: For all i ∈ V , there exists a function Ψi,k
such that 0 <Ψi,k and{
0≤Ψi,k‖di,k‖2 ≤ ∆˜∗i,k + Q˜i,k, when 0 < ∆˜∗i,k + Q˜i,k, (19)
0≤Ψi,k‖di,k‖2 ≤ ∆˜∗i,k, when 0 < ∆˜∗i,k. (20)
This assumption is trivial because whenever the optimal
step size in (16) is used, 0 < ∆˜∗i,k, hence, for some 1 < K2,
Ψi,k = ∆˜∗i,k/(K2‖di,k‖2) is a candidate function. Moreover, at
time instants when 0 < ∆˜∗i,k + Q˜i,k occurs, for some 1 < K2,
Ψi,k = (Q˜i,k + ∆˜∗i,k)/(K2‖di,k‖2) can be used as a candidate
function for Ψi,k.
We can now state our main convergence theorem.
Theorem 1: For all i ∈ V such that B¯i ⊆ N , under
Assumptions 1,2,3, and 4, the step size selection in (16)
guarantees the convergence criterion (4), i.e., limk→∞ di,k = 0.
Proof: By Assumption 3, a Ti value can be defined for
Q˜i,k at each k. Consider a sequence of consecutive discrete
update instants {k1+1, . . . ,k′1} (for short, we use the notation
(k1,k′1]), where, Ti = k
′
1 − k1 is associated with Q˜i,k′1 and
Ti > k− k1 applies to all Q˜i,k, k ∈ (k1,k′1− 1]. This means
0 < ∑k
′
k=k1+1 Qi,k and 0 ≥ ∑kk=k1+1 Qi,k, ∀k ∈ (k1,k′1− 1]. In
addition, by Lemma 2, 0 < ∆˜∗i,k ∀k ∈ (k1,k′1]. Thus, 0 <
∑
k′1
k=k1+1
(∆˜∗i,k+Qi,k). Now, by summing up both sides of (12)
over all update steps k ∈ (k1,k′1] yields
H˜i(s˜i,k′1+1)≥ H˜i(s˜i,k1+1)+
k′1
∑
k=k1+1
(∆˜∗i,k +Qi,k). (21)
Similarly, using Assumption 4 and summing both sides of
(20) over all k ∈ (k1,k′1−1] and using (19) for k = k′1 yields
0≤
k′1
∑
k=k1+1
Ψi,k‖di,k‖2 ≤
k′1
∑
k=k1+1
(∆˜∗i,k +Qi,k). (22)
By Assumption 3, the length of the chosen interval (k1,k′1]
is always finite. Therefore, any {1, . . . ,k2} with k2 <
∞ can be decomposed into a sequence of similar sub-
intervals: {(k11,k′11],(k12,k′12], . . . ,(k1L,k′1L]} where k11 = 0,
k′1i = k1(i+1) ∀i ∈ (0,L]. If k2 is such that k′1L < k2 (which
happens if 0 > ∑k2k=k′1L+1
Qi,k), Assumption 3 implies that
there exists some k′2 such that k2 < k
′
2 < ∞ which satisfies
0<∑
k′2
k=k′1L+1
Qi,k (i.e., (k′1L,k
′
2] is the new last sub-interval of
(0,k′2]). Then, by writing the respective expressions in (21)
and (22) for each such sub-interval of the complete interval
(0,k′2] and summing both sides over all k yields
H˜i(s˜i,k′2+1)≥ H˜i(s˜i,1)+
k′2
∑
k=1
(∆˜∗i,k +Qi,k), (23)
0≤
k′2
∑
k=1
Ψi,k‖di,k‖2 ≤
k′2
∑
k=1
(∆˜∗i,k +Qi,k), (24)
respectively. Using Assumption 1 in (23) gives |B¯i|HUB ≥
H˜i(s˜i,k′2+1) − H˜i(s˜i,1) ≥ ∑
k′2
k=1(∆˜
∗
i,k + Qi,k). Combining this
with (24) yields
k′2
∑
k=1
Ψi,k‖di,k‖2 ≤ |B¯i|HUB. (25)
By Assumption 1, the term |B¯i|HUB in (25) is a finite positive
number. Also, by Assumption 4, Ψi,k > 0, ∀k. Therefore,
taking limits of the above expression as k′2→ ∞ implies the
convergence criterion in (4) as long as the optimal step sizes
given by (16) are used. 
B. Convergence of agent i when Bi∩B 6= /0
In this case, at least some of the agents in B¯i are in
boosting mode, following (3). Following the same approach
as in Section III-A, we seek an optimal variable step size
selection scheme similar to (16) so as to ensure the con-
vergence criteria given in (5) and (6). Compared to (8) the
ascent lemma relationship for Hi(s¯i,k) takes the form:
Hi(s¯i,k+1)≥ Hi(s¯i,k)+ ∑
j∈B¯i∩N
∆ ji,k + ∑
j∈B¯i∩B
∆ˆ ji,k, (26)
where ∆ ji,k for j ∈N is the same as (9) and we set
∆ˆ ji,k = β j,kdˆTj,kd ji,k−
K1i
2
β 2j,k‖dˆ j,k‖2 ∈ R. (27)
Then, the ascent lemma for neighborhood objective function
H˜i(s˜i,k) can be expressed as
H˜i(s˜i,k+1)≥ H˜i(s˜i,k)+(∆˜i,k +Qi,k), (28)
with
∆˜i,k = 1{i∈N }[∑
j∈B¯i
∆i j(k)]+1{i∈B}[∑
j∈B¯i
∆ˆi j(k)], (29)
Qi,k = ∑
j∈Bi
(1{ j∈N }[∆ j j,k +∆ ji,k]+1{ j∈B}[∆ˆ j j,k + ∆ˆ ji,k]
+ ∑
l∈{B j−{i}}
[1{l∈N }∆l j,k +1{l∈B}∆ˆl j(k)]),
(30)
where 1{·} is the usual indicator function. Under this new
∆˜i,k in (29), the same auxiliary problem as in (15) is used
to determine the step size β ∗i,k to optimally increase the
neighborhood cost function H˜i(s˜k).
Lemma 4: The solution to the auxiliary problem (15) with
∆˜i,k given in (29) is
β ∗i,k =

1
∑ j∈B¯i K1 j
dTi,k(∑ j∈B¯i di j,k)
‖di,k‖2 when i ∈N ,
1
∑ j∈B¯i K1 j
dˆTi,k(∑ j∈B¯i di j,k)
‖dˆi,k‖2 when i ∈B.
(31)
Proof: The proof follows the same steps as that of Lemma
2 and is, therefore, omitted. 
Note that the step size selection criterion in (31) for
agent i does not depend on its neighbors’ modes. Thus, it
offers a generalization of (16). However, note that β ∗i,k now
depends on its own mode. This is due to the fact that the
selection of β ∗i,k allows agent i to maximize the increment in
the neighborhood objective function H˜i(s˜i) which is defined
in (11) independently from boosting. Thus, the use of β ∗i,k
provides a regulation mechanism for state update steps.
To establish the convergence criteria (5) and (6), Assump-
tions 1, 2 and 3 are still required. Note that Assumption
3 should now be considered under the new expression for
Qi,k in (30); its justification is similar as before. Moreover,
a generalized version of Lemma 3 is given below.
Lemma 5: The term Qi,k in (30) can be expressed as,
Qi,k = ∑
j∈Bi
(∆˜ j,k+ ∑
l∈B j−{i}
[1{l∈N }∆l j,k−1{ j∈N }∆ jl,k
+1{l∈B}∆ˆl j,k−1{ j∈B}∆ˆ jl,k]).
(32)
Further, if Bi = B¯ j−{i}, then under (31), Qi,k > 0.
Proof: The proof follows the same steps as that of Lemma
3 and is, therefore, omitted. 
Finally, Assumption 4 needs to be modified into the
following form to incorporate the possibility that i ∈B.
Assumption 5: For all k, there exists a function Ψi,k such
that 0 <Ψi,k and, if i ∈N :{
0≤Ψi,k‖di,k‖2 ≤ ∆˜∗i,k + Q˜i,k when 0 < ∆˜∗i,k + Q˜i,k,
0≤Ψi,k‖di,k‖2 ≤ ∆˜∗i,k when 0 < ∆˜∗i,k,
otherwise, if i ∈B:{
0≤Ψi,k‖dˆi,k‖2 ≤ ∆˜∗i,k + Q˜i,k when 0 < ∆˜∗i,k + Q˜i,k,
0≤Ψi,k‖dˆi,k‖2 ≤ ∆˜∗i,k when 0 < ∆˜∗i,k.
Here, Q˜i,k is evaluated from (18) using (30) and, ∆˜∗i,k from
(29) using (31).
The following theorem can now be established.
Theorem 2: Under Assumptions 1,2,3, and 5, the step
size selection in (31) guarantees the convergence conditions
stated in (4)-(6): if i∈N , then limk→∞ di,k = 0, and, if i∈B,
then limk→∞ dˆi,k = 0.
Proof: The proof uses the same steps as in that of
Theorem 1. The only difference lies in the use of new terms
for ∆˜i,k, ∆˜∗i,k and Qi,k, given by (29), (31) and (30). Then, the
final step of the proof is
k′2
∑
k=1
Ψi,k[1{i∈N }‖di,k‖2+1{i∈B}‖dˆi,k‖2]≤ |B¯i|HUB. (33)
By Assumption 1, the R.H.S. of the above expression is finite
and positive. Taking limits when k′2→∞ yields convergence
criteria given in (5) and (6). Further, noting that Theorem 2
is a generalization of Theorem 1 with the step size selection
scheme (31) replacing (16), (4) is also satisfied. 
C. Some special remarks
1) Extending to dynamic graphs: Both the considered
main problem (1) and the formulated variable step size
method (31) assumes that agents are inter-connected (i.e.,
inter agent communications occur) according to a fixed
graph topology G . However, due to the nature of the used
convergence proof, it is reasonable to expect that the de-
veloped variable step size method (i.e., the Theorem 2) is
extendable to cases where the graph G : (i) Varies sufficiently
slower than the convergence rate, and, (ii) Converges to an
asymptotic graph configuration. In fact, the coverage control
application which will be used to demonstrate the proposed
solution technique (in Section IV) belongs to the latter case.
Moreover, since the variable step sizes in (31) leads each
agent to maximize the improvement of their neighborhood
objective function, we can expect them to converge even
when the graph G varies rapidly (however without showing
any oscillatory behavior).
2) Feasible space constraint: The considered main prob-
lem in (1) includes a feasible space (F) constraint for the
global state s. However, to simplify the convergence analysis
process (discussed above), it has not taken into account so
far. This omission is further justifiable because, even if an
agent hits a constraint during its state update process ((2) or
(3)), it can always resort to a standard gradient projection
method [31]. Moreover, for a such situation, the following
lemma presents an additional condition which needs to
be satisfied in order to guarantee the convergence of the
proposed variable step size method (31).
Lemma 6: If feasible space F is convex, and if an agent
i’s local and cross gradients satisfy the conditions,
|dTi,k ∑
j∈Bi
di j,k|< ‖di,k‖2 when i ∈N ,
|dˆTi,k(∑
j∈Bi
di j,k +(di,k− dˆi,k))|< ‖dˆi,k‖2 when i ∈B,
(34)
the step sizes βi,k = β ∗i,k given by (31) when used in (2) or
(3) with appropriate gradient projections (onto F), will lead
the state si,k to a stationary point (i.e., to the convergence).
Proof: Consider the problem where the neighborhood
objective function H˜i(s˜i,k) needs to be maximized using the
projected state updates of si,k on the convex feasible space
F. For this situation, according to [31], the convergence
condition on the step sizes βi,k is 0 < βi,k < 2Ki , where Ki
is the Lipschitz constant of ∇H˜i. Note that we can write
Ki = ∑ j∈B¯i K1 j due to (11). Also, for i ∈N , β ∗i,k expression
given in (31) can be modified into the form,
β ∗i,k =
1
Ki
[
1+
dTi,k∑ j∈Bi di j,k
‖di,k‖2
]
. (35)
Now, by enforcing the convergence condition: 0 < β ∗i,k <
2
Ki
yields the first condition in (34). Similarly the second
condition in (34) can be obtained when the β ∗i,k expression
for i ∈B in (31) is considered. 
In a practical standpoint, during the gradient ascent, if
the projections play a major role, it is better to check the
conditions stated in Lemma 6. If they are being violated, the
neighborhood reduction technique and/or the weight factor
manipulation techniques mentioned in Remark 4 can be used
to change the Bi and/or H˜i respectively so that the conditions
in Lemma 6 are satisfied.
In fact, the main reason behind the inclusion of the feasible
space constraint s ∈ F in (1) is that it can play an important
role in designing boosting functions fi. For example, a
boosted gradient can be constructed such that dˆi = fi(di,F)
with some some special features of F are being utilized. For
more details see the V-Boosting and Arc-Boosting methods
introduced for coverage problems discussed in Section IV.
3) Variable step sizes compared to fixed step sizes:
Typically, in a centralized setting, using a fixed step size
for the gradient descent is computationally cheap, and,
if done correctly, it should deliver a higher convergence
rate compared to variable step size methods. However, in
a distributed setting where agents are independently and
intermittently alter the followed gradient direction ((2) and
(3)), using a fixed step size (typically βi,k = 1Ki ) might
not lead to good overall convergence properties. Further,
establishing the convergence for such fixed step size ap-
proach is a challenging task - without making restrictive
(non-trivial) assumptions. In contrast, the proposed variable
step size method has the following advantages: (i) It has
been designed considering the distributed and cooperative
nature of the underlying problem, (ii) Its convergence has
been established only making few trivial assumptions, (iii)
If occurred, assumption violations can be detected locally,
(iv) It is not computationally heavy compared to line search
methods, and, (v) During different modes (boosting/normal)
the step sizes are being automatically adapted. As a result
of these positive traits, in applications, the variable step size
method showed better convergence results compared to fixed
step size methods (see Sections III-D and IV).
4) Termination conditions for modes: In applications, the
equilibrium conditions di = 0 and dˆi = 0 used in boosting
schemes should be replaced with appropriate termination
conditions [31] such as ‖di‖≤ ε1 and ‖dˆi‖≤ ε2 (respectively)
where ε1,ε2 are two chosen small positive scalars.
D. An application example for the variable step size method
In this section, a simple application example (simulation)
is provided to illustrate the operation and the convergence
characteristics of the proposed variable step size method. In
this example, local objective functions are restricted to take
a quadratic form,
Hi(s¯i) =−‖ ∑
j∈B¯i
Ai js j−bi‖2Ci =−‖gi(s¯i)‖2Ci (36)
where Ai j ∈Rr×m,bi ∈Rr and Ci ∈Rr×r for any i∈V , j∈ B¯i.
The weighting matrix Ci is symmetric and positive definite.
The weighted norm is defined as ‖v‖2C = vTCv with v ∈ Rr
and C ∈ Rr×r. The parameter r represents the dimension of
the local cost function. Also, note that gi(s¯i) =∑ j∈B¯i Ai js j−
bi. Assuming the parameters Ai j,bi,Ci, ∀i ∈ V , ∀ j ∈ B¯i and
the graph G = (V ,E ) are predefined (also given the specific
N,m and r value combination), the interested optimization
problem is,
s∗ = [s∗1,s
∗
2, . . . ,s
∗
N ] = argmaxs
H(s) =
N
∑
i=1
Hi(s¯i). (37)
Due to the quadratic nature of the associated objective
functions, a closed form expression can be obtained for the
global optimum s∗. Also, as a result of the convexity, we do
not need to use a boosting functions approach in this case.
Therefore, we use this example to compare the performance
of the proposed variable step size method (when used in a
distributed gradient ascent), with respect to a fixed step size
method (when used in a centralized gradient ascent).
For the (distributed) variable step size computation (at
agent i using (16)), the local gradient di,k is
di,k =
∂Hi(s¯i)
∂ si
=−2ATiiCigi(s¯i), (38)
the locally estimated cross gradients di j,k, ∀ j ∈ B¯i,
di j,k =
[
∂H j(s¯ j)
∂ si
]
i↔ j
=−2ATjiC j( ∑
l∈B¯ j∩B¯i
A jlsl−b j), (39)
and, the local Lipschitz constants K1 j, j ∈ B¯i,
K1 j = 2‖ATj C jA j‖∞, A j = [{A jl}l∈B¯ j ] ∈ Rr×m|B¯ j |, (40)
are used. In contrast, for the use in centralized gradient
ascent, the global gradient component of agent i, dGi,k where
dGi,k =
∂H(s)
∂ si
=−2 ∑
j∈B¯i
ATjiC jg j(s¯ j) (41)
is used as a replacement for di,k in (2). In there, the step size
is kept as fixed value at 1Ki where Ki = ∑ j∈B¯i K1 j according
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Fig. 3: A relative error profile observed in a realization for
the graph G .
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Fig. 4: The mean relative error profile (computed over 100
realizations) for the graph G .
to [31] (also see Remark III-C.2). Finally, in order to assess
the convergence, we use relative error profile ek [18] where
ek = log
[
1
N
N
∑
i=1
‖si− s∗i ‖
‖s∗i ‖
]
, (42)
over a simulation (i.e, for a single realization).
In simulations, fixed dimensional parameters N = 25,m =
3 and r = 4 are used. To generate the inter agent connections
(i.e., the graph G ) random geometric graph generation is
used with taking 0.25 as the communication range parameter
[18]. In each realization, the remaining problem parameters
Ai j,bi,Ci,si,0 ∀i∈ V , ∀ j ∈ B¯i are generated randomly (keep-
ing the graph G fixed). From the results shown in Fig. 3 and
4 we can see that the proposed variable step method clearly
outperforms the fixed step size method even when it is used
in a challenging distributed setting.
IV. APPLICATION TO COVERAGE CONTROL PROBLEM
This section uses the class of multi-agent coverage control
problems to illustrate: (i) the boosting functions related con-
cepts introduced in Section II, and, (ii) the optimal variable
step size selection mechanism proposed in Section III.
We use the preliminary work regarding the coverage con-
trol problems presented in [1] where a distributed gradient
based solution scheme has been proposed. The work in [19]
extends the solution proposed in [1] by adding the capability
to escape local optima through a centralized boosting scheme
- without a convergence analysis. In contrast, this section
uses the developed theory for the class of general cooperative
multi-agent optimization problems (discussed in Section II
and III) to construct a convergence guaranteed distributed
boosting scheme for the class of multi-agent coverage control
problems.
Under this section, subsections IV-A and IV-B presents
the basic coverage control problem formulation and its
distributed gradient based solution technique as proposed
in [1], along with few improvements. These improvements
aim to: (i) Incorporate agents with limited sensing range,
(ii) Establish the convergence for a situation where boosting
is not used, and, (iii) Propose a mechanism to compute
the Lipschitz constants associated with each agent’s local
objective function.
In the first halves of the subsections IV-C and IV-D, boost-
ing function families and the centralized boosting scheme
proposed in [19] are reviewed respectively. Then, in the
second halves, two novel boosting function families and a
novel distributed boosting scheme are presented, respectively.
Then, Section IV-E presents the convergence analysis of the
proposing DBS.
A. Basic coverage control problem formulation
The coverage control problem aims to find an optimal
arrangement for a given set of agents (sensor nodes) inside
a given mission space so as to maximize the probability
of detecting randomly occurring events. It is assumed that
the agent sensing capabilities, characteristics of the mission
space, and any priori information on the spacial likelihood
of random event occurrences (in the mission space) are fixed
and known beforehand.
The mission space Ω ⊂ R2 is modeled as a non-self-
intersecting polygon - which is a polygon with no in-
tersections between any two non-consecutive edges. The
mission space may contain a finite set of non-self-intersecting
polygonal obstacles denoted by {M1,M2, . . . ,Mh}, where,
Mi ⊂ R2 represents the interior space of the ith obstacle.
Therefore, agent motion and deployment are constrained to
a non-convex feasible space F =Ω\(∪hi=1Mi).
In order to quantify the spacial likelihood of random event
occurrence in the mission space, an event density function
R : Ω → R is used. Typically, R(x) = 0, ∀x 6∈ F ; R(x) ≥
0,∀x ∈ Ω, and ∫ΩR(x)dx < ∞ are assumed. Further, if no
advance information is available, then R(x) = 1,∀x ∈ Ω is
used. Furthermore, it is assumed that when an event occurs,
it will emit a signal enabling it to be detected by nearby
agents.
The mission space is considered to have N agents. At a
given update instant k (discrete), the position coordinates of
agent i (i.e., the controllable local state) is denoted by si,k ∈
F ⊂R2. Therefore, the global state of the multi-agent system
is denoted by sk = [s1,k,s2,k, . . . ,sN,k]. We write sk ∈ F to
denote si,k ∈ F ∀i. For notational convenience, the update
instant subscript k is omitted unless it is important.
The sensing capabilities of agent i is assumed to have
two main physical characteristics: (i) Beyond a finite sensing
radius δi ∈ R (from agent location si) it cannot detect
any events, (ii) Similar to a vision sensor, the presence of
obstacles hinder the sensing capability of the. Considering
these two factors, a visibility region for agent i is defined as
Vi = {x : ‖x−si‖ ≤ δi,∀λ ∈ (0,1],(λx+(1−λ )si)∈ F}. Fig.
5 is provided to identify all associated geometric parameters
in this model.
Fig. 5: Mission space with one agent
Consider an event denoted by Ei,x = “Agent i detecting
an event occurring at x”. A sensing function pˆi(x,si) is used
to quantify the probability of such an event (i.e. Prob(Ei,x)).
However, when the aforementioned sensing capability char-
acteristics are incorporated, pˆi(x,si) takes the form
Prob(Ei,x) = pˆi(x,si) =
{
pi(x,si) if x ∈Vi,
0 if x 6∈Vi,
(43)
where, pi(x,si) is defined so that pi : R2 ×R2 → R and
is differentiable and monotonically decreasing in Di(x) ≡
‖x− si‖. As an example, pi(x,si) = p0ie−λiDi(x) or pi(x,si) =
p0i‖Di(x)‖−λi represents two such typical choices for
pi(x,si). However, note that pˆi(x,si) can be strictly discon-
tinuous w.r.t. x, si or Di(x).
Now, for a given position x ∈ Ω, assuming the set of
events Ex = {Ei,X : i= 1,2, . . . ,N} are independent from each
other (i.e., assuming independently detecting agents), the
probability of happening at least one of the events in Ex
is defined as the joint detection probability P(x,s) where
P(x,s) = 1−
N
∏
i=1
[1− pˆi(x,si)]. (44)
Combining the event density and joint detection proba-
bility, the objective function H(s) of the coverage control
problem given in [1] is
H(s) =
∫
F
R(x)P(x,s)dx. (45)
Remark 5: The form of the objective function in (45)
is not limited to coverage control problems. For example,
consider a situation where R(x) represents the value associ-
ated with the point x, and, P(x,s) represents the interaction
between the multi agent system s and the point x. For such
paradigms, the same objective function form in (45) can be
used. Therefore, the ensuing discussion can be extended for
such applications as well.
The underlying multi-agent optimization problem is
s∗ = argmax
s∈F
H(s), (46)
where s∗ represents the optimal agent placement.
Note that the objective function in (45) is non-linear and
non-convex, while the feasible space F is also non-convex.
Therefore, the coverage control problem posed in (46) has an
identical structure (and qualities) to the considered general
cooperative multi-agent optimization problem in (1). There-
fore, (46) can have multiple local optimal solutions (even
in the simplest configurations). Hence, the application of
distributed boosting functions approach can aid the agents
to escape local optima while solving (46).
As discussed in Section II, if a distributed gradient based
method is to be used to solve (46) (i.e., to get to a local
optimum), such a method can be helpful in constructing a
distributed boosting functions approach (to escape local op-
tima). Therefore, as the next step, let’s discuss the distributed
gradient based method used to solve (46).
B. Distributed optimization solution
In coverage control problems, two agents are considered to
be neighbors if their visibility regions overlap [19]. Accord-
ing to this notion of neighbors, the usual sets representing the
neighborhood Bi and the closed neighborhood B¯i of an agent
i are defined as Bi = { j : Vj∩Vi 6= /0, i 6= j} and B¯i = Bi∪{i}
respectively. It is assumed that agents share their local state
information si with their neighbors, so that each agent has
knowledge of its neighborhood state s¯i = {s j : j ∈ B¯i}. We
use an undirected graph G = (V ,A ) to model inter-agent
interactions, where V = {1,2, . . . ,N} and A = {(i, j) : ∀i, j ∈
V , i 6= j, j ∈ Bi} (same notations and definitions as before).
Under these definitions, it is shown in [19] that the cover-
age control global objective H(s) in (45) can be partitioned
as H(s) = Hi(s¯i)+Hci (sci ), where
Hi(s¯i) =
∫
Vi
R(x)∏
j∈Bi
[1− pˆ j(x,s j)] pi(x,si)dx, (47)
and
Hci (s
c
i ) =
∫
F
R(x)(1− ∏
j∈V −{i}
[1− pˆ j(x,s j)])dx, (48)
with sci = {s j : j ∈ V −{i}}. Thus, the Hi(s¯i) term only de-
pends on the neighborhood state s¯i, which is locally available
at agent i under the assumed neighbor information sharing
paradigm. Therefore, Hi(s¯i) is called the local objective
function of agent i. On the other hand, Hci (s
c
i ) is independent
of si.
As a result, the local gradient of agent i, defined as di =
∂Hi(s¯i)
∂ si
∈R2, is always equal to the global gradient component
∂H(s)
∂ si
. Therefore, each agent i can evaluate its global gradient
component using only its own local objective function Hi(·)
and the neighborhood state s¯i. As a result, the distributed
gradient ascent scheme in (2) (i.e., si,k+1 = si,k+βi,kdi,k) can
be used to solve the problem in (46) in a distributed manner.
In order to execute (2), each agent must properly evaluate
its local gradient di,k and select its step size βi,k. The next
Section IV-B.1 provides the derivation of di,k and analyzes its
structure which is pivotal in effective designing of boosted
gradients for the use of boosting functions approach. The step
size selection scheme is then presented in Section IV-B.2.
1) Derivation of the gradient di: Observing that the gra-
dient di is a two dimensional vector, we write di = [diX ,diY ]T
and use the Leibniz’s rule [32] in (45) to express diX as
diX =
∂Hi(s¯i)
∂ siX
=
∂
∂ siX
∫
Vi
R(x)Φi(x)pi(x,si)dx
=
∫
Vi
R(x)Φi(x)
∂ pi(x,si)
∂ siX
dx
+
∫
∂Vi
R(x)Φi(x)pi(x,si)Vx ·nxdl,
(49)
where,
Φi(x) = ∏
j∈Bi
[1− pˆ j(x,s j)] . (50)
The second term in (49) is a line integral over the boundary
of the sensing region ∂Vi. The terms Vx and nx stand,
respectively, for the rate of change and the unit normal vector
of ∂Vi at x due to an infinitesimal change in siX , where
si = [siX ,siY ]T .
looking at Fig. 5, observe that the shape of a boundary ∂Vi
is formed by: (i) Mission space edges, (ii) Obstacle edges,
(iii) Obstacle vertices, and, (iv) Sensing range. However,
when siX (or siY ) is perturbed infinitesimally, Vx 6= 0 only
when x lies on ∂Vi components formed due to latter two
factors. Therefore, we label the linear segments of ∂Vi
formed due to obstacle vertices as Γi = {Γi1,Γi2, . . .} and the
circulary shaped curves formed due to finite sensing range
as Θi = {Θi1,Θi2, . . .}.
Using the fact that the sensing function pi(x,si) depends
on Di(x)(= ‖x−si‖), the first term in (49) can be simplified.
Further, considering the behavior of Vx ·nx on the segments
in Γi and Θi sets, the line integral part of (49) can also be
simplified to get two additional terms (one term for linear
segments Γi and the other one for circular segments Θi of
∂Vi). Omitting some details, the complete expression for diX
is
diX =
∫
Vi
wi1(x, s¯i)
(x− si)X
‖x− si‖ dx
+ ∑
Γi j∈Γi
sgn(ni jX )
sinθi j
‖vi j− si‖
∫ Zi j
0
wi2(ρir(r), s¯i)rdr
+ ∑
Θi j∈Θi
δi cosθ
∫ θi j2
θi j1
wi3(ρiθ (θ), s¯i)dθ ,
(51)
where, sgn(·) is the signum function, and we define:
wi1(x, s¯i) =−R(x)Φi(x)d pi(x,si)dDi(x) , (52)
wi2(x, s¯i) = wi3(x, s¯i) =R(x)Φi(x)pi(x,si), (53)
with
ρir(r) =
vi j− si
||vi j− si|| r+ vi j,
ρiθ (θ) =si+δi
[
cosθ sinθ
]T
.
In order to uniquely quantify a line segment Γi j ∈ Γi,
it should contain the following geometric parameters [1]:
end point Zi j, angle θi j, obstacle vertex vi j, and direction
ni j = [ni jX ,ni jY ]T . Thus, each Γi j is a 4-tuple (Zi j,θi j,vi j,ni j).
Similarly, a circular arc segment Θi j is quantified by starting
angle θi j1 and ending angle θi j2. Therefore, each Θi j term
is a pair (θi j1,θi j2) (see Fig. 5).
The complete expression in (51) can be understood as a
sum of forces acting on agent i (located in si), generated
by different points x ∈ Vi. The weight function wi1(x, s¯i) in
the first term represents the magnitude of the force pulling
agent i towards point x∈Vi. The weight function wi2(x, s¯i) in
the second term describes the force generated in the lateral
direction to the line Γi j (inwards the region Vi) by a point
x ∈ Γi j. Similarly, the weight function wi3(x, s¯i) represents
the magnitude of the attraction force generated by a point
x ∈Θi j.
Therefore, the gradient component diX can be thought of as
a function of three weight functions: diX = diX (wi1,wi2,wi3).
This representation will be used in the construction of
boosting functions (specifically in constructing an expression
for boosted gradients) in Section IV-C.1.
In contrast to previous work [1], [19], the effect of a
limited sensing range is now incorporated into the gradient
derivation resulting in the third term in (51). This modifi-
cation is essential when pi(x,si) does not approach its zero
lower bound as Di(x)→ δi. This term is critically exploited
in the construction of the new family of boosting functions
named “Arc-Boosting” as described in subsection IV-C.2
which, as we will see, exhibits the best possible performance
in terms of escaping local optima.
By following the same procedure, diY can be derived as
diY =
∫
Vi
wi1(x, s¯i)
(x− si)Y
‖x− si‖ dx
+ ∑
Γi j∈Γi
sgn(ni jY )
cosθi j
‖vi j− si‖
∫ Zi j
0
wi2(ρir(r), s¯i)rdr
+ ∑
Θi j∈Θi
δi sinθ
∫ θi j2
θi j1
wi3(ρiθ (θ), s¯i)dθ .
(54)
Now, using (51) and (54) each agent can locally evaluate
its gradient ascent direction di,k at each update instant k, as
required in (2).
2) Derivation of Step Size βi,k: The step size selection
mechanism proposed in this section is only required when
the boosting function approach is not used. However, we
present a method for computing the Lipshitz constant K1i
of the ∇Hi(s¯i), which will be an integral part of the optimal
step size selection mechanism discussed in Section III - when
those concepts are applied.
As shown in [31], when an objective function H(s) is
assumed to have a globally Lipschitz continuous gradient
with associated Lipschitz constant K1, a state update law
sk+1 = sk + β∇H(sk) allows sk to converge to a stationary
state s∗ (i.e. limk→∞ sk = s∗) when the step size β is chosen
such that β ∈ (0, 2K1 ].
This result cannot be directly applied to the distributed
coverage control problem based on (46) and (2) due to two
reasons: (i) The gradient of H(s) in (45), ∇H(s), is only
locally Lipschitz continuous (with corresponding Lipschitz
constant K1 = K1(s)), (ii) Both the evaluation of K1(s) and
communicating it across the agent network G prevents the
decentralization of the gradient method in (2).
As a remedy, the step size βi in (2) is chosen such that
βi ∈ (0, 2k1i(s¯i) ] where K1i(s¯i) is the Lipschitz constant of
∇Hi(s¯i), to guarantee the convergence of (2). Using the
formal definition of the Lipschitz constant, an estimate for
K1i(s¯i) can be computed locally at each agent i, using only
the knowledge of s¯i, through
‖∇(∇Hi(s¯i))‖∞ = max{∑
j∈B¯i
(|d jX iX i|+ |d jY iX i|) ,
∑
j∈B¯i
(|d jX iY i|+ |d jY iX i|)} ≤ K1i(s¯i).
(55)
where, a general term d jY iX i takes the form
d jY iX i =
∂ 2Hi(s¯i)
∂ s jY∂ siX
=
∫
Vi∩V j
R(x)∏
k∈Bi
k 6= j
[1− pk(x,sk)]
·d pi(x,si)
dDi(x)
(x− si)Y
‖x− si‖ ·
−d p j(x,s j)
dD j(x)
(x− s j)X
‖x− s j‖ dx.
(56)
It can be proven that each d jY iX i term involved in (55) can
be evaluated at agent i using only s¯i. Therefore, this analysis
yields an easier, accurate, and distributed way to compute
Lipschitz constants {K1i : i ∈ V } which will also be utilized
later in Section IV-E.
C. Used boosting functions
As discussed in Section IV-A, the coverage control objec-
tive function in (45) is non-convex. Therefore, the gradient-
based technique proposed in Section IV-B (i.e., agents fol-
lowing (2)) will always face the problem of converging to
a local optimum. As a means of escaping such a local
optimum (upon convergence to it) and search for a better
local optimum solution, the boosting function approach is
used. Therefore, during boosting sessions, agents have to
use the boosted gradient dˆi,k in (3) (i.e., while in boosting
mode). This subsection mainly focuses on constructing an
appropriate expression for the boosted gradient dˆi,k for the
coverage control problem.
1) Boosted gradient expression construction: When con-
structing a closed-form expression for the boosted gradient
dˆi,k, the key is to identify the components of the normal gra-
dient expression which control its direction and magnitude.
In analyzing (51) we already saw that di = di(wi1,wi2,wi3)
where each weight function wi j = wi j(x, s¯i) represents the
magnitude component of each of three infinitesimal forces,
j = 1,2,3, acting on agent i generated at a point x ∈ Vi. In
addition, dˆi should satisfy dˆi,k 6= 0 whenever di,k = 0. Note
that di,k = 0 occurs when all the aforementioned infinitesimal
forces add up to a resultant force with zero magnitude (see
also Remark ??). Avoiding such equilibrium configurations,
an expression for dˆi,k can be constructed by appropriately
transforming the weight functions {wi j(x, s¯i) : j = 1,2,3}.
In this paper, we consider weight function transformations
given by
wˆi j(x, s¯i) = αi j(x, s¯i)wi j(x, s¯i)+ηi j(x, s¯i), j = 1,2,3. (57)
Here, both αi j,ηi j : R2×R2|B¯i|→ R are known as transfor-
mation functions. Therefore, the boosted gradient dˆi,k takes
the form
dˆi,k = di,k(wˆi1, wˆi2, wˆi3). (58)
In order to make sure that using the boosted gradient
direction dˆi,k is an “intelligent” choice (compared to just
using a random direction), each agent i should choose the
transformation functions αi j,ηi j, j = 1,2,3, so as to trigger
a systematic exploration of the mission space, as discussed
next.
The expression for the boosted gradient dˆi,k in terms
of transformation functions αi j(x, s¯i) and ηi j(x, s¯i) can be
obtained by combining (51) and (57). The X component of
the resulting boosted gradient dˆiX takes the form
dˆiX =
∫
Vi
αi1(x, s¯i)wi1(x, s¯i)
(x− si)X
‖x− si‖ dx
+
∫
Vi
ηi1(x, s¯i)
(x− si)X
‖x− si‖ dx
+ ∑
Γi j∈Γi
sgn(ni jX )
sinθi j
‖vi j− si‖
∫ Zi j
0
αi2(ρir(r), s¯i)·
wi2(ρir(r), s¯i)rdr
+ ∑
Γi j∈Γi
sgn(ni jX )
sinθi j
‖vi j− si‖
∫ Zi j
0
ηi2(ρir(r), s¯i)rdr
+ ∑
Θi j∈Θi
δi cosθ
∫ θi j2
θi j1
αi3(x, s¯i)wi3(ρiθ (θ), s¯i)dθ
+ ∑
Θi j∈Θi
δi cosθ
∫ θi j2
θi j1
ηi3(ρiθ (θ), s¯i)dθ .
(59)
Similarly, the expression for dˆiY can be derived by trans-
forming the expression for diY using (57).
2) Boosting function families: A boosting function family
is characterized by the form of the transformation functions
αi j(x, s¯i), ηi j(x, s¯i), j = 1,2,3. Therefore, different boosting
function families exhibit different properties. We will review
three such boosting function families proposed in [19] and
will introduce two new ones with properties that specif-
ically address the presence of obstacles (more generally,
constraints) in (46).
The underlying rationale behind constructing a boosting
function lies in the answer to the question: “Once an agent
converges under the normal gradient-based mode, how can
the agent escape the achieved equilibrium towards a ‘mean-
ingful’ direction? ” Here, a ‘meaningful’ direction choice
is a one that encourages the agent to explore the mission
space giving a high priority to points which are likely to
achieve a higher objective function value than the current
local optimum.
To answer this question in the context of coverage control,
consider a situation where an agent i has converged to s1i
at update step k = k1 after following the normal mode. To
define appropriate αi j(x, s¯i), ηi j(x, s¯i), j = 1,2,3, in (57),
the information available to agent i consists of: (i) The
neighborhood state s¯i, (ii) The local objective function Hi(·),
(iii) The neighboring mission space topological information
contained in Γi and Θi (see Fig. 5), (iv) Past state trajectory
information {si,k : k < k1}.
In order to construct a boosting function family, one or
more of these forms of local information are used. The three
boosting function families proposed in [19] use s¯i and Hi(·).
In contrast, the new boosting function families proposed in
this paper make use of Γi,Θi and {si,k : k < k1} in addition
to s¯i and Hi(·).
In what follows, we refer to the setting where αi j(x, s¯i) =
1, ηi j(x, s¯i) = 0, j = 1,2,3, as the default configuration in
(57). In defining boosting function families, we will use κ
and γ as two positive gain parameters.
Φ-Boosting [19]: This method uses
αi1(x, s¯i) = κΦi(x)γ , (60)
ηi1(x, s¯i) = 0, (61)
where Φi(x) in (50) indicates the extent to which point x∈Vi
is not covered by neighbors in Bi. Thus, the effect of Φ-
Boosting is to force agent i to move towards regions of Vi
which are less covered by its neighbors.
P-Boosting [19]: In this method
αi1(x, s¯i) = κ[P(x,s)]−γ , (62)
ηi1(x, s¯i) = 0 (63)
are used, where P(x,s) in (44) indicates the extent to which
point x ∈ Ω is covered by all the agents in V . However,
when evaluating the boosted gradient: x∈Vi ⊆Ω. Therefore,
P-Boosting assigns higher weights to points x∈Vi which are
less covered by the closed neighborhood B¯i.
Neighbor-Boosting [19]: This boosting function family
uses
αi1(x, s¯i) = 1, (64)
ηi1(x, s¯i) = ∑
j∈Bi
1{x=s j} ·
κ ·1{s j∈Vi}
‖si− x‖γ , (65)
where, 1{·} represents the indicator function. As a result of
this boosting method, agent i gets repelled from its neighbors
who are also in its visibility region Vi.
Note that these boosting methods are limited to transform-
ing the first integral term of the gradient expression in (51),
i.e., only the weight wi1(x, s¯i) through αi1(x, s¯i), ηi1(x, s¯i)
is transformed (while αi j(x, s¯i), ηi j(x, s¯i), j = 2,3, are set
to their default configuration). Next, we present two new
boosting function families.
V-Boosting: The intuition behind the V-Boosting func-
tion family is to use the information of obstacle vertices
(vi j ∈ Γi j) which lie inside Vi so as to aid agent i to navigate
around obstacles. Recall that the second integral term in
(51) represents the effect of obstacles Γi in Vi on agent
i. Therefore, in V-Boosting, this second integral term is
modified by transforming wi2(x, s¯i) via the ηi2(x, s¯i) term,
in addition to transforming wi1(x, s¯i).
Specifically, the V-Boosting function family uses
αi1(x, s¯i) = κ1Φi(x)γ1(1− pi(x,si)), (66)
ηi2(x, s¯i) = 1{x=Zi j} ·κ2‖x− si‖γ2 . (67)
The transformation in (66) forces agent i to move toward
less covered areas while the transformation in (??) acts as
an attraction force directed towards Zi j ∈ Γi j (same as in the
direction of obstacle vertex vi j). The combination of these
two influences facilitates agent i to navigate around obstacles
aiming to expand the mission space exploration.
Arc-Boosting: This boosting function family is partic-
ularly effective when there are multiple obstacles/constraints
in the vicinity of agent i. Similar to the way V-Boosting
uses the information in Γi to transform the weight function
wi2(x, s¯i), in Arc-Boosting, the information in Θi is utilized
to transform the weight function wi3(x, s¯i).
Recall that {θi j1,θi j2} = Θi j ∈ Θi represents a circular
boundary segment (also called an arc) due to the finite nature
of the sensing range. An agent can have multiple arcs in its
boundary set ∂Vi depending on how the agent is located
in the mission space relative to obstacles. For example, for
the agent in Fig. 5, there are three such arcs. Under the
Arc-Boosting method, first, each arc segment Θi j ∈ Θi is
classified into one of three disjoint sets: (i) Attractive Arcs
Θ+i , (ii) Repulsive Arcs Θ
−
i , and (iii) Neutral Arcs Θ
0
i .
This classification is based on the metric A(Θi j):
A(Θi j) =
1
(θi j2−θi j1)
∫ θi j2
θi j1
(1−∏
k∈B¯i
(1− pˆk(ρiθ (θ),sk)))dθ ,
which measures the mean coverage level on the arc segment
Θi j by the agents forming the closed neighborhood B¯i. The
arc with the maximum A(Θi j) value is assigned to be a
repulsive arc (i.e., in the set Θ+i ), while the arc with the
minimum A(Θi j) value is assigned to be an attractive arc
(i.e., in the set Θ−i ). The remaining arcs are labeled as neutral
(i.e., in the set Θ0i ).
However, it is possible that an equilibrium occurs (i.e.,
A(Θi j) are identical for all j), which may happen when Bi =
/0. In this case, we use a recent state si,k−K , where K ≥ 1
is a parameter of the Arc-Boosting method, selected from
the agent’s past state trajectory. Specifically, the arc which
is in the direction of si,k−K (from point si) is regarded as a
repulsive arc while all other arcs are labeled as attractive.
The arc partition consisting of sets Θ+i ,Θ
−
i and Θ
0
i is used
to define the Arc-Boosting function family by transforming
the weight function wi3(x, s¯i) using
αi3(x, s¯i) =1{Θi j∈Θ0i }, (68)
ηi3(x, s¯i) =[1{Θi j∈Θ+i }−1{Θi j∈Θ−i }] ·Fc(κ,γ). (69)
In (69), the value of the term in brackets is either 1,−1
or 0 depending on whether Θi j belongs to Θ+i ,Θ
−
i or Θ
0
i
respectively. The term Fc(κ,γ) is a gain factor which depends
on the usual gain parameters κ and γ used before; a typical
choice is of the form Fc(κ,γ) = κeγ .
The intuition behind this method is to encourage agent i to:
(i) Move away from repulsive arcs (i.e., from highly covered
regions), (ii) Move towards attractive arcs (i.e., towards
less covered regions), and (iii) Move continuously towards
unexplored regions (i.e., towards an opposing direction to the
already visited point si,k−K). The Arc-Boosting family has
been found to be the most effective in handling the presence
of multiple obstacles/constraints within Vi.
D. Proposing distributed boosting scheme
In order to deploy any of the discussed boosting function
families, a boosting scheme) is also required. As discussed
in Section II, the objective of a boosting scheme is to define
when each agent should switch between normal and boosting
modes. A typical centralized boosting scheme (CBS) first
proposed in the work [19] is shown in Figure 1 and was
discussed in Section II. As an improvement, this subsection
intends to introduce a novel distributed boosting scheme
(DBS).
As discussed in the Section II, in contrast to a CBS,
agents governed by a DBS acts independently and therefore
carries out mode changes asynchronously. As a result, at a
given time instant different agents can be in different modes.
Further, agents under a DBS are deprived of the global
information (such as s and H(·)), and, only allowed to use
the locally available information: s¯i and Hi(·). However, as
pointed out in the Remark 2, in any boosting scheme, it is
important to have a technique to measure the effect of the
boosting stage on the global objective function. So, in the
proposing DBS, as a means of locally tracking the effect of
the boosting stage on the global coverage objective function
H(s), the neighborhood coverage objective function H¯i(s¯i)
is used. It is given by
H¯i(s¯i) =
∫
V¯i
R(x)[1−∏
j∈B¯i
(1− pˆ j(x,s j))]dx, (70)
where, V¯i = ∪ j∈B¯iVj.
Remark 6: Note the difference between the construction
of proposed neighborhood coverage objective H¯i(s¯i) in (70)
and the used generalized neighborhood objective H˜i(s˜i) in
(11). This is justifiable because each of those functions are
intended to serve two different purposes: H¯i(s¯i) is used to
locally assess the global effect of a boosting stage, and, H˜i(s˜i)
is just used as a stepping stone in the convergence analysis.
So, it is not necessary for H¯i(s¯i) and H˜i(s˜i) to have equivalent
expressions. However, as pointed out in the Remarks 1 and
2, for certain cooperative multi-agent optimization problems,
these two functions can take an identical form as well.
To accurately describe the proposing DBS, a few clone
modes to the normal mode are introduced. They are typically
labelled as ‘NMm’ and referred to as ‘Normal Mode-m’
where m ∈ {0,1,2,3}. Whenever an agent is in a such normal
mode NMm, it follows the usual state update step given in
(2). Further, the boosting mode is labeled as BM, and, an
agent in BM follows (3). Furthermore, in order to represent
the termination of the complete optimization algorithm, a
mode labeled as ‘FM’ which is referred to as the ’Final
Mode’ is also introduced. Once an agent reaches the FM,
it terminates any further state updates. So, when all the
agents have reached the FM, the optimization algorithm is
considered to be terminated.
The proposing novel DBS is described in the Algorithm
1 and it is outlined in the Figure 6. In this distributed
setting, a boosting iteration of an agent is defined as the
total time period spent in the consecutive modes: BM, NM1
and/or NM2 in a single run. The counting variable BITi is
used to track the number of boosting iterations used by
the agent i. In this DBS, H i1 and H i2 are used as running
variables to keep track of the improvement occurred in the
neighborhood coverage objective H¯i(s¯i) introduced in (70) of
the agent i, during its boosting iteration. The corresponding
neighborhood states of H i1 and H i2 are stored in s¯i1 and s¯i2
respectively.
Algorithm 1 The distributed boosting scheme (DBS) used
by agent i ∈ {1,2, . . . ,N}
For each agent i follow:
1: BITi← 0, H i1← 0, si← [0,0]T , and start agent i in NM0.
2: Wait till di = 0 at some s¯i = s¯i2, assign H i2← H¯i(s¯i2).
3: while H i1 < H i2 do
4: while H i1 < H i2 do
5: H i1← H i2, BITi← BITi+1.
6: Switch to BM and wait till dˆi = 0;
7: Switch to NM1 and wait till di = 0 at some
s¯i = s¯i2, and assign H i2← H¯i(s¯i2)
8: end while
9: Switch to NM2. Wait for T D update steps while
di = 0 is occurred.
10: Wait for next di = 0 instant at some s¯i = s¯i2, and
assign H i2← H¯i(s¯i2).
11: end while
12: Switch to NM3. Wait for others to reach NM3.
Once all the agents are in NM3 and di = 0; ∀i, Switch all
agents to END. Then, Return s∗← s, H∗← H(s).
Remark 7: The CBS showed in Fig. 1 uses a global
state reset (see the H∗ ← H step in the Figure 1 which
accompanies s∗← s) whenever it finds out that the boosting
iteration failed to increase the global objective. However,
such a state reset step is not being used in the proposed
DBS. This is mainly due to the distributed nature of the
proposed boosting scheme: Even if an agent detects that no
neighborhood coverage cost improvement occurred during
a certain boosting iteration, resetting its state si to the last
known best position (i.e., s¯i1’s component corresponds to the
agent i) does not make any sense as agent i has no control
over its neighbor states {s j; j ∈ Bi}.
Remark 8: Compared to the CBS shown in Fig. 1, the
proposed DBS uses an extra outer loop to keep agents from
exiting the boosting iterations (see ‘Outer Loop’ section in
Fig. 6 and lines 3,9 - 10 in Algorithm 1). This extra loop
comes into action when an agent i detects no improvement in
H¯i(s¯i) after its BM and NM1 stages. Once an agent i is in that
outer loop, it delays assessing the improvement in H¯i(s¯i) by a
minimum T D number of state update steps. The need for this
‘delay’ stage can be justified by the following reasoning. Due
to the distributed nature of the proposed boosting scheme,
whenever an agent i goes through its BM, it will indirectly
cause its neighbors to go through a transient period. Note that
di = 0 (which is the condition that leads to the improvement
assessment of H¯i(s¯i)) can occur even when neighbors in
Bi have transient states. So, measuring the improvement
occurred in H¯i(s¯i) when its variables {s j, j ∈ Bi} are in a
transient situation does not yield an accurate assessment. So,
the added outer loop gives an extra time period for the agents
in Bi to settle down before agent i evaluates the improvement
occurred in H¯i(s¯i) again at the end of NM2.
Remark 9: In the proposed DBS, note the block “All
agents reached NM3” at the termination stage. The underly-
Fig. 6: The distributed boosting scheme (DBS) used by agent i ∈ {1,2, . . . ,N} (see also Remark ??)
ing objective of it is to make each agent stop from updating
their local state (by changing their modes to the mode END)
at once, after all agents have finished their boosting iterations
and achieved di = 0,∀i ∈ V . Therefore, all the agents will
transition into the END mode synchronously, when the last
remaining agent transitioned into the NM3 mode. Although
this step appears to be a global (i.e., a centralized) step, it can
be easily achieved locally via a widely popular distributed
binary consensus algorithm [33]. In such a scheme, the
binary variable which the multi-agent network V should
come to a consensus is “Yi = {(Agent i in NM3) AND (di =
0)}.”
Remark 10: Note that H¯i(s¯i) is strictly dependent on the
current neighbor set Bi of the agent i. In the coverage control
application, the neighbor set Bi of an agent i can sometimes
change during a simulation (specifically during the early
transient stages). This change is a result of the sensing ca-
pabilities based ‘Neighbor’ definition used in the considered
coverage control problem: j ∈ Bi ⇐⇒ Vi∩Vj 6= /0. In order
to handle such neighborhood changes during the DBS, an
additional subroutine given in the Algorithm 2 should be
evaluated in parallel to the main routine in Algorithm 1.
This special subroutine mainly ensures that both H i1 and H i2
measures used in Algorithm 1 are computed based on a fixed
neighborhood so that comparing them is valid. However, in a
situation where the concept of ‘neighbors’ is defined based
on a fixed set of communication links [34], such an extra
subroutine is not required.
E. Convergence of the DBS
When all the agents have reached the mode END, the
DBS is considered to be converged. However, to reach the
END, two conditions should be satisfied: 1) all the agents
first need to reach the NM3, and then, 2) they should achieve
di = 0; ∀i. In order to guarantee the latter condition, it is
required to ensure each agent i has the capability to converge
locally (i.e., limk→∞ di,k = 0) when all of its neighbors are in
a normal mode (as in NM3). However, to guarantee the first
condition, it is required to ensure that any agent can reach
the NM3 irrespective of its neighbors. This is because modes
NM3 and FM are absorbing with respect to other modes.
For a fixed neighborhood Bi of an agent i, the neighbor-
hood cost function H¯i(s¯i) is a non negative function with a
finite upper-bound. Thus, boosting iterations cannot improve
Algorithm 2 DBS - Reacting to neighborhood Bi changes
While executing the Algorithm 1, if for any agent i, the
neighborhood Bi changed at time step k, then follow:
1: Recall H i1 from Algorithm 1
2: Take s¯i2← s¯i,k−1, H i2← H¯i(s¯i2)
3: if Agent i in BM then
4: if H i1 < H i2 then
5: s¯i1← s¯i,k, H i1← H¯i(s¯i1).
6: Remain in BM. Return.
7: else
8: s¯i1← s¯i,k, H i1← H¯i(s¯i1).
9: Switch to NM1. Return.
10: end if
11: else if Agent i is in NM1 or NM2 then
12: s¯i1← s¯i,k, H i1← H¯i(s¯i1).
13: Remain in same mode (NM1 or NM2). Return.
14: end if
H¯i(s¯i) indefinitely. As a consequence, an agent i is guaranteed
to reach NM3 if it can always escape modes: 1) BM by
reaching dˆi = 0 and 2) NM0,NM1 or NM2 by reaching
di = 0, irrespective of the modes of its neighbors. In essence,
to guarantee the convergence of the proposed DBS, it is
required to establish the same convergence criteria given in
(4)-(6), where B stands for the set of agents who are in the
boosting mode and N stands for the set of agents who are
in a normal mode.
The information presented so far in this Section IV
confirms the fact that coverage control problem falls di-
rectly under the general class of cooperative multi-agent
optimization problems discussed in Section II. As a result,
the developed general variable step size scheme presented
in Section III can be considered as an available avenue
for guaranteeing the convergence of the proposed DBS.
However, in order to use this specific variable step size
scheme (i.e. the step sizes given by Theorem 2), coverage
control problems should satisfy the underlying assumptions
of Theorem 2: Assumptions 1,2,3 and 5.
The Assumption 1 holds for the coverage control problem
due to two reasons: 1) Section IV-B.2 already discussed
a methodology for computing the Lipshitz constant K1i
of ∇Hi(s¯i) - locally. From (55) and (56) it is clear that
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Fig. 7: Percentage occurrence of different Ti values (Regard-
ing Assumption 3 for the simulation which produced the
result shown in Fig. 10f).
whenever the sensing capabilities are smooth (i.e. pi(x,si)
is differentiable w.r.t Di(x)) the computed K1i value will be
always finite. 2) HUB =
∫
Vi R(x)dx is a typical upper bound
for Hi(s¯i) as
∫
ΩR(x)dx <∞ is already enforced in subsection
IV-A.
The Assumption 2 holds for coverage control problem
because information sharing capability is already assumed
in the basic coverage control problem framework [1], [19].
However, the following lemma is useful to convince that no
additional communication bandwidth is required to satisfy
this assumption.
Lemma 7: For the class of coverage control problems, any
agent i ∈ V can locally compute di j = ∂H j(s¯ j)∂ si value ∀ j ∈ B¯i.
Proof: By taking the partial derivative of (47) (written for
agent j) w.r.t. the local state si yields
di j =−
∫
V j
R(x)p j(x,s j) ∏
l∈B j−{i}
(1− pl(x,sl))d pi(x,si)dsi dx.
Now, note that ∀x 6∈Vi, −d pi(x,si)dsi = 0, and, ∀l 6∈ Bi∩B j,∀x ∈
Vi∩Vj, pl(x,sl)= 0. By incorporating these relationships into
the obtained expression for di j gives a locally computable (at
agent i) expression for di j as
di j =−
∫
Vi∩V j
R(x)p j(x,s j) ∏
l∈Bi∩B j
(1− pl(x,sl))d pi(x,si)dsi dx.
(71)

The Assumption 3 has been previously justified for general
applications using Lemma 3 and 5. Further, to ensure that
Assumption 3 is satisfied by coverage control problem, the
parameter Ti was observed during all the simulations (pre-
sented in Section IV-F) for all the agents. In all occasions,
Ti was found to be a finite value, implying that Assumption
3 is valid. One such observed Ti value distribution is given
in Fig. 7, where Ti lied below 10 for 99.1% of the time.
As justified in the Section III, the Assumption 5 is trivial
and it will hold for any general cooperative multi-agent
problem including coverage control problems.
In conclusion, Assumptions 1, 2, 3 and 5 holds for the
class of coverage control problems. Thus, the variable step
size scheme proposed in Theorem 2 can be used for the class
of coverage control problems to ensure its convergence when
the proposed novel distributed boosting scheme is used.
F. Simulation Results
As the final step, obtained simulation results for the
coverage control problem are presented which highlights the
impact of the main contributions of this work: (i) The gener-
alized distributed multi-agent optimization problem solving
technique based on boosting functions approach, (ii) The
convergence guaranteeing optimal step size selection method
for the use of distributed boosting schemes, (iii) The two new
boosting function families (V-Boosting and Arc-Boosting)
for the coverage control application, (iv) The developed
distributed boosting scheme for the coverage control appli-
cation, and, (v) The application of convergence guaranteed
optimal step sizes for the coverage control application.
The proposed distributed coverage control algorithm (i.e.,
the DBS) including the methods proposed in [1], [19] were
implemented in a JavaScript-based simulator which is avail-
able at http://scc-lite.bu.edu/∼shiran27/CoveragePaperV2/.
The reader is invited to reproduce the reported results using
the interactive interface and to explore the performance of the
proposed method under diverse mission space environments
and operating conditions. The boosting function parameters
used in generating the results reported next (i.e., gain param-
eters κ,γ) are listed in Table I.
Remark 11: The exact numerical values suitable for the
gain parameters in different boosting function families (i.e.,
κ,γ) are application dependent. However, it is advisable to
select those gain parameters such that the magnitudes of
resulting boosted gradients (i.e. ‖dˆi‖) and normal gradients
(i.e., ‖di‖) are in the same order (the initially computed
values).
In the simulations, four different mission space arrange-
ments named ‘General’,‘Room’,‘Maze’ and ‘Narrow’ are
considered based on the obstacle arrangement of each mis-
sion space. As the first step, the conventional distributed
TABLE I: Boosting function parameters used in simulation
results
Boosting Method Associated Default Parameters
P-Boosting κ = 1, γ = 1
Neighbor-Boosting κ = 10000, γ = 1
Φ-Boosting κ = 4, γ = 2
V-Boosting κ1 = 10, κ2 = 5, γ1 = 1, and, γ2 = 1
Arc-Boosting κ = 1, γ = 1, K = 50, TD = 5
TABLE II: Coverage objective value for cases with N = 1,2
with decentralized boosting
Configuration Gradient
Descent
Decentralized
V-Boosting
Decentralized
Arc-BoostingObstacles N
General 1 20,494 20,404 23,193
Maze 1 14,759 14,774 17,090
Narrow 1 13,669 30,259 30,178
Narrow 2 26,258 58,693 58,681
TABLE III: Coverage objective value increment (+/-) achieved by different boosting schemes
Reference
Level H(s1) Coverage objective value increment occurred with respect to the ‘Reference Level H(s
1)’
Configuration Gradient
Ascent (GA)
Random Pert. P-Boosting Neighbor Boo. Φ-Boosting (ΦB) V-Boosting (VB) Arc-Boosting (AB)
Obstacles N Centr. Decen. Centr. Decen. Centr. Decen. Centr. Decen. Centr. Decen. Centr. Decen.
General 10 158,821 +233 +409 +235 +3684 +235 +3676 +243 +3674 +2453 +3621 +3553 +3739
Room 10 143,583 +1366 +484 +1578 +2680 +2374 +968 +1578 +2626 +1739 +2455 +1578 +2768
Maze 10 120,343 +20037 +19409 +25937 +25897 +19443 +25895 +26952 +23868 +19970 +25702 +25945 +27142
Narrow 10 169,793 +150 +8781 +9204 +8835 +15258 +9391 +15008 +9376 +14969 +15286 +15238 +15120
TABLE IV: Coverage objective value for cases with N = 5,6
with decentralized boosting (See Fig. 12)
Configuration Gradient
Ascent (GA)
Decentralized
V-Boosting
Decentralized
Arc-BoostingObstacles N
General 5 93,637 97,214 96,832
Maze 6 90,953 94,026 94,436
Room 5 86,638 89,078 89,088
Narrow 6 101,976 116,481 129,476
gradient ascent method proposed in [1] was applied for each
of those mission spaces with 10 agents (i.e. N = 10) to get
the final solutions shown in figures 10a,10c,10e, and, 10g
respectively. The corresponding objective function values
are listed in Table III under the column: ‘Reference Level
H(s1)’. Also note that, as another baseline for the proposed
boosting methods, a random gradient perturbation method
is also implemented which uses dˆi,k = di,k + κζi,k during
the boosting sessions. Here, κ = 5 and ζi,k ∈ R2 is a two-
dimensional random vector, independently generated from a
standard uniform distribution at each time step.
Then, as the next step, the effect of different boosting
function families proposed in Section IV-C.2 were explored
under the CBS [19] and under the novel DBS. The increment
achieved in the coverage objective value (with respect to the
reference level H(s1)) by each of those boosting methods are
tabulated in Table III. The cases with the highest coverage
objective value increments are shown in bold letters and they
are illustrated in the figures 10b, 10d, 10f and 10h. Note
that in all figures (i.e., the subfigures under Fig. 9, Fig. 10
and Fig. 11) agent locations are shown in red-colored dots,
and they have been initialized at the top left corner of the
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Fig. 8: Variation of gradient magnitude and the step size for
the agent i= 4 during the simulation which yielded Fig. 10h.
(a)
GA: 158,821
(b) +2.31%
ΦB: 162,495
(c)
GA: 86,638
(d) +2.89%
ΦB: 89,146
(e)
GA: 120,343
(f) +19.8%
ΦB: 144,211
(g)
GA: 101,976
(h) +27.0%
ΦB: 129,542
Fig. 9: Coverage improvement due to distributed Φ-
Boosting. Results (a),(c),(e),(g) generated using gradient
ascent method; (b),(d),(f),(h) generated using distributed Φ-
boosting. For pairs ((a),(b)) and ((e),(f)), N = 10; for ((c),(d)),
N = 5; for ((g),(h)), N = 6.
(a)
GA: 158,821
(b) +2.354%
AB: 162,560
(c)
GA: 143,583
(d) +1.928%
AB: 146,351
(e)
GA: 120,343
(f) +22.55%
AB: 147,485
(g)
GA: 169,793
(h) +9.003%
VB: 185,079
Fig. 10: Maximum coverage improvement achieved due to
boosting for N = 10
mission space. Further, darker green colored areas indicate
higher coverage levels.
The results in Table III shows that the distributed Arc-
Boosting (labeled ”AB”) and distributed V-Boosting (labeled
”VB”) schemes outperform all the other methods for all the
tested obstacle configurations when N = 10. Some results
obtained with the distributed Φ-Boosting (labeled ”ΦB”) are
also shown in Fig. 9. Moreover, simulation results obtained
for cases with N = 1,2 shown in Table II and Fig. 11
also leads to the same conclusion. Therefore, to further
(a)
GA: 20,494
(b) +13.17%
AB: 23,193
(c)
GA: 147,59
(d) +15.79%
AB: 17,090
(e)
GA: 13,669
(f) +121.4%
VB: 30,259
(g)
GA: 26,258
(h) +123.5%
VB: 58,693
Fig. 11: Maximum coverage improvement achieved due to
boosting for N = 1,2
(a)
GA: 93,637
(b) +3.820%
VB: 97,214
(c)
GA: 86,638
(d) +2.828%
AB: 89,088
(e)
GA: 90,953
(f) +3.829%
AB: 94,436
(g)
GA: 101,976
(h) +26.97%
AB: 129,476
Fig. 12: Maximum coverage improvement achieved due to
boosting for N = 5,6 (See Tab. IV)
investigate the performance of the distributed V-Boosting
and Arc-Boosting methods, simulation results were generated
with moderate N values, where N = 5,6. The corresponding
results are shown in Table IV and Fig. 12.
From the presented results, it is clear that boosting func-
tions approach can successfully evade the local optima given
by the conventional gradient ascent based method. Further,
the systematic gradient modification process achieved via
boosted gradients and the distributed boosting scheme en-
ables such approaches to obtain superior objective function
values compared to conventional gradient ascent based meth-
ods as well as compared to random gradient perturbation
based techniques.
1) Discussion:
Different boosting function families: Different boost-
ing function families can be useful in different mission space
configurations. For example, when there are one or no obsta-
cles in the mission space, the V-Boosting method performed
the best. However, when there are multiple obstacles in the
environment, the Arc-Boosting method gave the best result.
Effect of decentralization: Due to decentralization,
overall the simulations carried out for N = 10, on average
(per simulation) the convergence time to the final optimal
solution is improved (i.e., reduced) by 39.97% (i.e., by
approximately 165.2 s), on an Intel R© CoreTM i7-8700 CPU
@ 3.20 GHz Processor with a 32 GB RAM. Further, on
average (per simulation), the final coverage cost achieved
is increased by 0.381% (approximately 451 units) due to
decentralization. Furthermore, inherently, decentralization re-
duces the associated communication cost compared to a
centralized implementation. Therefore, the proposed DBS
clearly outperforms the CBS in every aspect.
Variable step size scheme and Convergence: In the
simulations, whenever the decentralized boosting scheme
(Proposed in Section IV-D) is used, the variable step size
method proposed in Section III (in Theorem 2) was used
to guarantee the convergence. When the methods proposed
in [1], [19] are simulated, to preserve the typical operating
conditions, the modified conventional step size selection
method described in subsection IV-B.2 was used. However,
under each method, the exact same terminal condition was
used to terminate the simulation (i.e., to determine the final
convergence). Fig. 8 shows an example step size sequence
and the associated gradient sequence with the agent i = 4
during the simulation, which leads to the result shown in
10h.
V. CONCLUSION
The concept of boosting provides systematic ways to over-
come the problem of multiple local optima arising in coop-
erative multi-agent optimization problems with non-convex
objective functions. An optimal step size selection scheme
is developed to guarantee convergence in a distributed (or
centralized) boosting framework for such general multi-
agent optimization problems. The application of boosting
functions is illustrated using the class of cooperative multi-
agent coverage control problems, where two novel boosting
function families are developed and applied successfully. A
new distributed framework is also proposed for the use of
boosted gradients for optimal coverage control problems.
Simulation results are used to illustrate the effectiveness of
the proposed boosting functions and the distributed boosting
framework. Ongoing research aims to explore the generality
of boosting functions to be used regardless of the intended
application. Also, concerning coverage control applications,
current research aims to explore the possibility of combining
multiple methods used for computing the boosted gradients,
to reap the aggregate benefits of all such methods.
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