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Single point gradient blow-up on the boundary for a
Hamilton-Jacobi equation with p-Laplacian diffusion
Amal Attouchi and Philippe Souplet
Abstract
We study the initial-boundary value problem for the Hamilton-Jacobi equation
with nonlinear diffusion ut = ∆pu + |∇u|q in a two-dimensional domain for q >
p > 2. It is known that the spatial derivative of solutions may become unbounded
in finite time while the solutions themselves remain bounded. We show that, for
suitably localized and monotone initial data, the gradient blow-up occurs at a single
point of the boundary. Such a result was known up to now only in the case of linear
diffusion (p = 2). The analysis in the case p > 2 is considerably more delicate.
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1 Introduction
1.1 Problem and main result
This article is a contribution to the study of the influence of nonlinear diffusion on the
qualitative properties of equations of Hamilton-Jacobi type and, in particular, on the
formation of finite-time singularity. More specifically, we consider the following problem

ut = ∆pu+ |∇u|q, (x, y) ∈ Ω, t > 0,
u(x, y, t) = µy, (x, y) ∈ ∂Ω, t > 0,
u(x, y, 0) = u0(x, y), (x, y) ∈ Ω,
(1.1)
where ∆p denotes the p-Laplace operator, ∆p = ∇·(|∇u|p−2∇u). Throughout this paper,
we assume that µ ≥ 0 is a constant and that
q > p > 2. (1.2)
For reasons that will appear later, we restrict ourselves to a class of planar domains Ω
which satisfy certain geometric properties. We assume that, for some L1, L2 > 0,
Ω ⊂ R2 is a smooth bounded domain of class C2+ǫ for some ǫ ∈ (0, 1); (1.3)
Ω is symmetric with respect to the axis x = 0; (1.4)
Ω ⊂ {y > 0} and Ω contains the rectangle (−L1, L1)× (0, 2L2); (1.5)
Ω is convex in the x-direction. (1.6)
In particular, by (1.5), ∂Ω has a flat part, centered at the origin (0, 0). Note that
assumption (1.6) is equivalent to the fact that Ω∩ {y = y0} is a line segment for each y0.
The initial data u0 is taken in Vµ, where
Vµ :=
{
u0 ∈ C1(Ω), u0 ≥ µy in Ω, u0 = µy on ∂Ω
}
.
We shall use the following notation throughout:
Ω+ := {(x, y) ∈ Ω; x > 0} .
For T > 0, set QT = Ω × (0, T ), ST = ∂Ω × (0, T ) and ∂PQT = ST ∪ (Ω × {0}) its
parabolic boundary.
Problem (1.1) is well posed locally in time (see Section 2 for details), with blow-up
alternative in W 1,∞ norm. For brevity, when no confusion arises, the existence time of
its maximal solution u will be denoted by
T := Tmax(u0) ≤ ∞.
It is known (see [2, 15]) that global nonexistence, i.e. T < ∞, occurs for suitably
large initial data (more generally, for problem (1.1) in an n-dimensional bounded domain
with Dirichlet boundary conditions). Note that the condition q > p is sharp, since the
solutions are global and bounded in W 1,∞ if 1 < q ≤ p (see [25, 15]). Since it follows
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easily from the maximum principle that u itself remains uniformly bounded on QT , global
nonexistence can only occur through gradient blow-up, namely
sup
QT
|u| <∞ and lim
t→T
‖∇u(·, t)‖∞ =∞.
This is different from the usual blow-up, in which the L∞ norm of the solution tends
to infinity as t → Tmax, which occurs for equations with zero-order nonlinearities, such
as ut = ∆pu + u
q (see [7, 8]). The study of –L∞ or gradient– blow-up singularities,
in particular their location, time and spatial structure is very much of interest for the
understanding of the physical problems modelled by such equation, as well as for the
mathematical richness that they involve. The L∞ blow-up for the equation ut = ∆pu+u
q
has been extensively studied, both in the case of linear (p = 2) and nonlinear (p > 2)
diffusion; see respectively the monographs [20] and [21] and the numerous references
therein.
As for equation (1.1) with p = q = 2, it is known as the (deterministic version of
the) Kardar-Parisi-Zhang (KPZ) equation, describing the profile of a growing interface
in certain physical models (see [11]), where u then represents the height of the interface
profile. The case of p = 2 and q ≥ 1 is a more general model which was developed by
Krug and Spohn, aiming at studying the effect of the nonlinear gradient term on the
properties of solutions (see [12]). Our main interest in this paper is to study the effect of
a quasilinear gradient diffusivity on the localization of the singularities.
For the case of linear diffusion p = 2, various sufficient conditions for gradient blow-
up and global existence were provided and qualitative properties were investigated, such
as: nature of the blow-up set, rate and profile of blow-up, maximum existence time
and continuation after blow-up, boundedness of global solutions and convergence to a
stationary state. We refer for these to the works [1, 10, 23, 24, 20, 17] and the references
therein.
The case p > 2 is far from being completely understood and fewer works deal with the
nonlinear diffusion. The large time behavior of global solutions in bounded or unbounded
domains has been studied in [16, 25, 15, 5, 4, 14]. Concerning the asymptotic description
of singularities, results on the gradient blow-up rate in one space dimension can be found
in [3, 26, 27]. On the other hand, in any space dimension, it is known [2] that gradient
blow-up can take place only on the boundary, i.e.
GBUS(u0) ⊂ ∂Ω,
where the gradient blow-up set is defined by
GBUS(u0) =
{
x0 ∈ Ω; for any ρ > 0, sup
(Ω∩Bρ(x0))×(T−ρ,T )
|∇u| =∞
}
.
Moreover, the following upper bounds for the space profile of the singularity were obtained
in [2]:
|∇u| ≤ Cδ− 1q−p+1 and u ≤ Cδ q−pq−p+1 in QT , where δ(x) = dist(x, ∂Ω), (1.7)
and they are sharp in one space dimension [3]. (Our nondegeneracy lemma 7.1 below
indicates that they are also sharp in higher dimensions.)
4
It is easy to see, by considering radially symmetric solutions with Ω being a ball, that
GBUS(u0) can be the whole of ∂Ω. A natural question is then:
Can one produce examples (in more than one space dimension)
when GBUS(u0) is a proper subset of ∂Ω, especially a single point ?
The goal of this article is to provide an affirmative answer to this question. Our main
result is the following.
Theorem 1.1. Assume (1.2)–(1.6).
(i) For any ρ ∈ (0, L1), there exists µ0 = µ0(p, q,Ω, ρ) > 0 such that, for any µ ∈
(0, µ0], there exist initial data u0 in Vµ ∩ C2(Ω) such that the corresponding solution u
of (1.1) enjoys the following properties:
T := Tmax(u0) <∞ and GBUS(u0) ⊂ [−ρ, ρ]× {0}, (1.8)
u(·, t) is symmetric with respect to the line x = 0, for all t ∈ (0, T ), (1.9)
ux ≤ 0 in Ω+ × (0, T ), (1.10)
uy ≥ µ/2 in QT . (1.11)
(ii) For any such µ and u0, we have
GBUS(u0) = {(0, 0)}.
A class of initial data satisfying the requirements of Theorem 1.1 is provided in
Lemma 6.1 below. We note that, in the semilinear case p = 2, a single-point bound-
ary gradient blow-up result was obtained in [17]. Although we follow the same basic
strategy, the proof here is considerably more complicated. We point out right away that,
in view of property (1.11), the equation is not degenerate for the solutions under consid-
eration. However, since the essential goal of this article is to study the effect of nonlinear
diffusion on gradient blow-up, what is relevant here are the large values of the gradient
in the diffusion operator (rather than the issues of loss of higher regularity that would
arise from the degenerate nature of the equation near the level ∇u = 0). It is an open
question whether or not single-point gradient blow-up can still be proved in the case
µ = 0. Actually, the lower bound (1.11) on |∇u| is crucially used at various points of
the proof, which is already very long and involved, due to the presence of the nonlinear
– even though nondegenerate – diffusion term (see the next subsection for more details).
Section 2 is devoted to local in time well-posedness and regularity results. The proof
of Theorem 1.1 will be split into several sections, namely sections 3–7 for assertion (i) and
sections 8–10 for assertion (ii) (the latter uses also section 5). Finally, in two appendices,
we provide the proofs of some regularity properties and a suitable parabolic version of
Serrin’s corner lemma. Since the proof is quite long and involved, for the convenience of
readers, we now give an outline of the main steps of the proof.
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1.2 Outline of proof
For sake of clarity, we have divided the proof into a number of intermediate steps, each
of which being relatively short (one or two pages, say), except for step (f), which involves
long and hard computations. For the convenience of readers, we outline the structure of
the proof.
(a) Preliminary estimates (Lemmas 3.1–3.4): The symmetry in the variable x and
the decreasing property for x > 0 are basic features in order to expect single-point
gradient blow-up. Besides u being bounded, we also have boundedness of ut. Moreover,
for sufficiently small µ and under a suitable assumption on u0, we show that uy ≥ µ/2.
These bounds on ut and uy seem necessary in the very long calculations of the key step
(f) below. In turn, the positivity of uy guarantees that solutions are actually classical and
that D2u,D3u satisfy some bounds which seem also necessary to the argument, especially
in view of the application of the Hopf lemma and the Serrin corner lemma in step (g).
(b) Finite time gradient blow-up for suitably concentrated initial data (Lemma 4.1):
by using a rescaling argument and known blow-up criteria, we show that the solution
blows up in finite time provided the initial data is suitably concentrated in a small ball
near the origin.
(c) Local boundary gradient control (Lemma 5.1): if the gradient remains bounded on
the boundary near a given boundary point, then the gradient remains also bounded near
that point inside the domain, hence it is not a blow-up point. This is proved by a local
Bernstein type argument.
(d) Localization of the gradient blow-up set (Lemma 5.3): if an initial data is suit-
ably concentrated near the origin, then the gradient blow-up set is contained in a small
neighborhood of the origin. This is proved by constructing comparison functions which
provide a control of the gradient on the boundary outside a small neighborhood of the
origin, and then applying step (c). One then constructs (Lemma 6.1) initial data which
also fulfill the assumptions in (a) and (b). This ensures the existence of “well-prepared”
initial data and thereby completes the proof of assertion (i) of Theorem 1.1.
(e) Nondegeneracy of gradient blow-up (Lemma 7.1): if the solution is only “weakly
singular” in a neighborhood of a boundary point, then the singularity is removable. 1
More precisely, we show the existence of m = m(p, q) ∈ (0, 1) such that, for a given
point (x0, 0) on the flat part of ∂Ω, if u(x, y, t) ≤ c(x)ym near (x0, 0) for t close to T ,
then (x0, 0) is not a gradient blow-up point. In view of step (c), it suffices to control the
gradient on the boundary near the point (x0, 0). This is achieved by constructing special
comparison functions, taking the form of “regularizing (in time) barriers”.
(f) Verification of a suitable parabolic inequality for an auxiliary function J , of the
form
J(x, y, t) = ux + kxy
−γuα.
(Proposition 8.1). This is the most technical step and gives rise to very long computations.
Those computations make use, among many other things, of the singular, Bernstein-type
1In this context, the term “nondegeneracy” describes a property of finite-time singularities (like in,
e.g., Giga and Kohn [9]) and should not be confused with the notion of nondegenerate diffusion mentioned
after Theorem 1.1.
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boundary gradient estimate (1.7), obtained in [2]. They use the bound on ut and the
lower bound on uy, obtained at step (a) (it is not clear if the latter could be relaxed
2).
We note that a similar function J was introduced in [17] to treat the semilinear case
p = 2. The function in [17] was a 2D-modification of a one-dimensional device from [6],
used there to show single point L∞ blow-up for radial solutions of equations of the form
ut − ∆pu = uq (for p = 2, see also [8] for p > 2). Although the ideas are related, the
calculations here are considerably harder than in [6, 8, 17].
(g) Verification of initial-boundary conditions for the auxiliary function J in a small
subrectangle near the origin. This requires a delicate parabolic version of Serrin’s corner
lemma, which we prove in Appendix 2 (see Proposition 11.1).
(h) Derivation of a weakly singular gradient estimate near the origin and conclusion.
Steps (d) and (e) imply J ≤ 0 by the maximum principle. By integrating this inequality
we obtain an inequality of the form u(x, y, t) ≤ c(x)yk as y → 0, for each small x 6= 0
and some k > m. In view of step (e), this shows that (0, 0) is the only gradient blow-up
point.
2 Local well-posedness and regularity
In this section we consider the question of local existence and regularity for problem (1.1).
Actually, we consider the slightly more general problem
ut −∆pu = |∇v|q in QT , (2.1)
u = g on ST , (2.2)
u(·, 0) = u0 in Ω, (2.3)
where the boundary data g and initial data u0 satisfy:
g ≥ 0 is the trace on ∂Ω of a regular function in C2+γ(Ω) for some γ ∈ (0, 1) (2.4)
and
u0 ∈ W 1,∞(Ω), u0 ≥ 0, u0 = g on ∂Ω. (2.5)
A function u is called a weak super- (sub-) solution of problem (2.1)–(2.3) on QT if
u(·, 0) ≥ (≤) u0 in Ω, u ≥ (≤) g on ST ,
u ∈ C(Ω× [0, T )) ∩ Lq(0, T ;W 1,q(Ω)), ut ∈ L2(0, T ;L2(Ω))
and the integral inequality∫ ∫
QT
utψ + |∇u|p−2∇u · ∇ψ dx dt ≥ (≤)
∫ ∫
QT
|∇u|qψ dx dt
holds for all ψ ∈ C0(QT ) ∩ Lp(0, T ;W 1,p(Ω)) such that ψ ≥ 0 and ψ = 0 on ST . A
function u is a weak solution of (2.1)–(2.3) if it is a super-solution and a sub-solution.
The following result was established in [2, Theorem 1.1] (actually in any space dimen-
sion).
2It seems that the constants in some of the key estimates there are nonuniform as µ → 0+, which
prevents us to argue by a limiting procedure from the case µ > 0.
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Theorem 2.1. Assume (1.3) and q > p−1 > 1. Let M1 > 0, let u0, g satisfy (2.4)–(2.5)
and ‖∇u0‖∞ ≤M1. Then:
(i) There exists a time T0 = T0(p, q,Ω,M1, ‖g‖C2) > 0 and a weak solution u of (2.1)–
(2.3) on [0, T0), which moreover satisfies u ∈ L∞(0, T0;W 1,∞(Ω)). Furthermore, ∇u
is locally Ho¨lder continuous in QT0.
(ii) For any τ > 0, the problem (2.1)–(2.3) has at most one weak solution u such that
u ∈ L∞(0, τ ;W 1,∞(Ω)).
(iii) There exists a (unique) maximal, weak solution of (2.1)–(2.3) in L∞loc([0, T );W
1,∞(Ω)),
still denoted by u, with existence time denoted by T = Tmax(u0). Then
min
Ω
u0 ≤ u ≤ max
Ω
u0 in QT , (2.6)
∇u is locally Ho¨lder continuous in QT and
if T <∞, then limt→T ‖∇u(t)‖∞ =∞ (gradient blow up, GBU).
Remark 2.1. We also have a comparison principle for problem (2.1)–(2.3), cf. [2, Propo-
sition 2.1]. More precisely, if v1, v2 ∈ C(QT ) are weak sub-/super-solutions of (2.1)–(2.3)
in QT , then
sup
QT
(v1 − v2) ≤ sup
∂QT
(v1 − v2).
As one expects, the solution will possess additional regularity if we know that |∇u|
remains bounded away from 0. This is made precise by the following result, which is a
consequence of regularity theory [13, 18] for quasilinear uniformly parabolic equations.
However, for completeness, we provide a proof in Appendix 1.
Theorem 2.2. Under the assumptions of Theorem 2.1, suppose also that infQT |∇u| > 0.
(i) Then u is a classical solution in QT and
u ∈ C2+α,1+α/2loc (Ω× (0, T )). (2.7)
for some α ∈ (0, 1).
(ii) Moreover,
∇u ∈ C2+β,1+β/2loc (Ω× (0, T )). (2.8)
for some β ∈ (0, 1).
(iii) If the boundary conditions in (2.2) depend only on y, then
ux ∈ C2+β,1+β/2loc (Ω× (0, T )). (2.9)
for some β ∈ (0, 1).
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3 Preliminary estimates: x-symmetry, lower bound
on uy and bound on ut
Notation. Throughout the paper, we shall use the summation convention on repeated
indices, in expressions of the form aijuij or aijuiuj. Also, the letter C will denote positive
constants which may vary from line to line, and whose dependence will be indicated if
necessary.
Lemma 3.1. Let µ > 0 and u0 ∈ Vµ. Assume
u0 is symmetric with respect to the line x = 0, (3.1)
∂xu0 ≤ 0 in Ω+. (3.2)
Then we have
u(x, y, t) ≥ µy in QT . (3.3)
and properties (1.9)-(1.10) are satisfied.
Proof. Property (1.9) is a direct consequence of (3.1) and the local-in-time uniqueness.
Due to the assumption u0 ∈ Vµ, v = µy is a subsolution of (1.1). This implies (3.3).
To prove (1.10), fix h > 0 and let
u± = u(x± h, y, t) for (x, y) ∈ Ωh := {(x, y) ∈ Ω+; (x+ h, y) ∈ Ω} and t ∈ (0, T ).
Owing to (1.4) and (1.6), we see that (x− h, y) ∈ Ω for all (x, y) ∈ Ωh, so that u− is well
defined. The functions u± are weak solutions of (1.1)1 in Ωh × (0, T ). Also u+ ≤ u− at
t = 0, due to (3.1)-(3.2) and (1.6).
Let (x, y) ∈ ∂Ωh. If x = 0, then u+(x, y, t) = u(h, y, t) = u(−h, y, t) = u−(x, y, t)
by (1.9). If x > 0, then (x + h, y) ∈ ∂Ω as a consequence of (x, y) ∈ ∂Ωh and (1.6). So,
by (3.3), we have
u+(x, y, t) = u(x+ h, y, t) = µy ≤ u−(x− h, y, t).
We deduce from the comparison principle that u+ ≤ u− in Ωh × (0, T ), which im-
plies (1.10).
Our next lemma provides a useful supersolution of problem (1.1).
Lemma 3.2. For 0 < ρ < L1, denote Σρ = [−ρ/2, ρ/2]× {0} and Σ′ρ = ∂Ω \ ((−ρ, ρ)×
{0}). There exist µ0 = µ0(p, q,Ω, ρ) > 0 and a function U ∈ C2(Ω), depending on p, q, ρ,
with the following properties:
U > 0 on Ω ∪ Σρ, (3.4)
U = 0 on Σ′ρ, (3.5)
|Uy| ≤ 1/2 in Ω (3.6)
and, for all 0 < µ ≤ µ0, the function U¯ = µ(y + U) satisfies
−∆pU¯ ≥ |∇U¯ |q in Ω. (3.7)
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Proof. Fix a nonnegative function φ ∈ C3(R2) such that φ = 1 on Σρ and φ = 0 on Σ′ρ.
We shall look for U under the form U = εV , ε > 0, where V ∈ C2(Ω) is the classical
solution of the linear elliptic problem{ −[Vxx + (p− 1)Vyy] = 1 in Ω,
V = φ on ∂Ω.
(3.8)
Note that V > 0 in Ω by the strong maximum principle which, along with the boundary
conditions in (3.8), will guarantee (3.4)-(3.5). Let U¯ = µ(y + U). Assume 0 < ε <
1/(‖Vx‖∞ + 2‖Vy‖∞), which implies (3.6), as well as |1 + εVy| ≥ 1/2 and |∇U¯ | ≤ 2µ. To
check (3.7), we compute:
∆pU¯ = |∇U¯ |p−2
[
∆U¯ + (p− 2) U¯iU¯jU¯ij|∇U¯ |2
]
= µε|∇U¯ |p−2
[
Vxx + Vyy + (p− 2)(εVx)
2Vxx + 2(εVx)(1 + εVy)Vxy + (1 + εVy)
2Vyy
(1 + εVy)2 + (εVx)2
]
= µε|∇U¯ |p−2
[
Vxx + (p− 1)Vyy + (p− 2)(εVx)
2(Vxx − Vyy) + 2(εVx)(1 + εVy)Vxy
(1 + εVy)2 + (εVx)2
]
≤ µε|∇U¯ |p−2
[
−1 + Cε2 + Cε
]
in Ω, with C > 0 depending only on Ω, ρ, p (through V ). We may then choose ε depending
only on Ω, ρ, p, such that −∆pU¯ ≥ µε2 |∇U¯ |p−2. Next, since q > p, for any µ ≤ µ0 with
µ0 = µ0(p, q,Ω, ρ) > 0 sufficiently small, we have
−∆pU¯ ≥ µε
2
|∇U¯ |p−2 ≥ µε
2(2µ)q+2−p
|∇U¯ |q ≥ |∇U¯ |q in Ω.
Based on Lemma 3.2, we construct a class of solutions such that uy satisfies a positive
lower bound.
Lemma 3.3. Let 0 < ρ < L1 and let µ0, U¯ be given by Lemma 3.2. Assume that
0 < µ ≤ µ0 and u0 ∈ Vµ satisfy
u0(x, y) ≤ µ
(
y + cχ(−ρ/2,ρ/2)×(0,L2)
)
in Ω, (3.9)
with c = c(p, q,Ω, ρ) > 0 sufficiently small.
(i) Then u ≤ U¯ in QT .
(ii) Assume in addition that
∂yu0 ≥ µ/2 in Ω. (3.10)
Then
∂yu ≥ µ/2 in QT . (3.11)
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Proof. (i) Let U¯ = µ(y + U) be given by Lemma 3.2. From (3.4), we know that
c := min
[−ρ/2,ρ/2]×[0,L2]
U > 0.
Under assumption (3.9), we thus have u0 ≤ U¯ in Ω. Since u = µy ≤ U¯ on ST , we infer
from the comparison principle that u ≤ U¯ in QT .
(ii) Set δ0 = µ/2, fix h > 0 and let Ω˜h = {(x, y) ∈ Ω; (x, y + h) ∈ Ω}. We observe
that
u1 := u(x, y, t) + δ0h and u2 := u(x, y + h, t)
are weak solutions of (1.1)1 in Ω˜h × (0, T ).
Let (x, y) ∈ ∂Ω˜h. If (x, y) ∈ ∂Ω, then, by (3.3), we have
u2(x, y, t) = u(x, y + h, t) ≥ µ(y + h) = u(x, y, t) + µh ≥ u1(x, y, t).
Otherwise, we have (x, y) ∈ Ω and (x, y + h) ∈ ∂Ω. So there is a minimal h˜ ∈ (0, h] such
that (x, y + h˜) ∈ ∂Ω. By the mean-value inequality, it follows that, for some θ ∈ (0, 1),
U(x, y) = U(x, y + h˜)− h˜Uy(x, y + θh˜) ≤ |Uy(x, y + θh˜)|h ≤ h/2,
where we used (3.6). Therefore, U¯(x, y) ≤ µ(y + h/2), hence
u(x, y + h, t)− u(x, y, t) ≥ µ(y + h)− U¯(x, y) ≥ µh
2
.
We have thus proved that
u2 ≥ u1 on ∂Ω˜h. (3.12)
On the other hand, using (3.10) and the fact that u0 = µy on ∂Ω, it is not difficult to
show that y 7→ u0(x, y)− δ0y is nondecreasing in Ω. (Note that in case Ω is nonconvex,
this is not a mere consequence of (3.10) alone). It follows that
u(x, y + h, 0) ≥ u(x, y, 0) + δ0h in Ω˜h. (3.13)
Owing to (3.12)-(3.13), we may then apply the comparison principle to deduce that u2 ≥
u1 in Ω˜h × (0, T ). Since h is arbitrary, the desired conclusion (3.11) follows immediately.
Assuming that u0 is sufficiently regular, we also get an estimate on the time derivative.
Lemma 3.4. Let µ ≥ 0 and assume that u0 ∈ Vµ ∩ C2(Ω). Then
|ut| ≤ C˜1 := ‖∆pu0 + |∇u0|q‖∞ in QT . (3.14)
Proof. It is easy to see that v±(x, y, t) := u0(x, y) ± C˜1t are respectively super- and
sub-solution of (1.1) in QT . The comparison principle implies that
u0(x, y)− C˜1t ≤ u(x, y, t) ≤ u0(x, y) + C˜1t in QT . (3.15)
Now fix h ∈ (0, T ) and set w±(x, y, t) := u(x, y, t + h) ± C˜1h. By (3.15), we have
w−(x, y, 0) ≤ u0(x, y) ≤ w+(x, y, 0) and it follows that w± are respectively super- and
sub-solution of (1.1) in QT−h. By a further application of the comparison principle, we
deduce that
|u(x, y, t+ h)− u(x, y, t)| ≤ C˜1h in QT−h.
Since h is arbitrary, we conclude by dividing by h and sending h→ 0.
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4 Finite-time gradient blow-up for concentrated ini-
tial data
In this section, by a rescaling argument, we show that the solution of (1.1) blows up
in finite time provided the initial data is suitably concentrated in a small ball near the
origin. For such concentrated initial data, under some additional assumptions, we will
show in section 6 that the gradient blow-up set is contained in a small neighborhood of
the origin.
The following lemma shows in particular that gradient blow-up may occur for initial
data of arbitrarily small L∞-norm (but the W 1,∞ norm has to be sufficiently large). We
note that we do not assume (3.10) here, so that in the proof, we work only with weak
solutions (in particular, we cannot use the continuity of ∇u up to the boundary).
Lemma 4.1. Let κ = (q − p)/(q − p + 1). There exists C1 = C1(p, q) > 0 such that, if
ε ∈ (0,min(L1, L2)), µ ≥ 0 and u0 ∈ Vµ satisfies
u0(x, y) ≥ C1εκ in Bε/3(0, ε) ⊂ Ω, (4.1)
then Tmax(u0) <∞.
Proof. We denote Br = Br(0, 0) ⊂ R2 for r > 0. Fix a radially symmetric function
h ∈ C∞0 (B1), h ≥ 0, such that supp(h) ⊂ B1/3 and ‖h‖∞ = 1. We consider the following
problem 

vt −∆pv = |∇v|q, x ∈ B1, t > 0
v(x, y, t) = 0, x ∈ ∂B1, t > 0
v(x, y, 0) = v0(x, y) := C1h(x, y), x ∈ B1.
(4.2)
We know from [2, Theorem 1.4] that there exists C0 = C0(p, q) > 0 such that if ‖v0‖L1 ≥
C0, then Tmax(v0) < ∞. Therefore, if we take C1 = C1(p, q) > 0 large enough then ∇v
blows up in finite time in L∞ norm.
Next we use the scale invariance of the equation, considering the rescaled functions
vε(x, y, t) := ε
κv
(
x
ε
,
y − ε
ε
,
t
ε(2q−p)/(q−p+1)
)
.
Pick ε ∈ (0,min(L1, L2)) and denote B˜ε = Bε(0, ε), which is included in Ω and tangent
to ∂Ω at the origin. Set Tε = ε
(2q−p)/(q−p+1)Tmax(v0) and T˜ε = min
(
Tmax(u0), Tε
)
. We
shall show that, for each τ ∈ (0, T˜ε),
‖∇vε‖L∞(Qτ ) ≤ max
(
‖∇vε(·, 0)‖∞, ‖∇u‖L∞(Qτ )
)
. (4.3)
Since gradient blow-up occurs in finite time Tε for vε, this will guarantee Tmax(u0) ≤ Tε <
∞.
First observe that vε solves (4.2) in B˜ε×(0, Tε), with initial data vε(x, y, 0) ≤ u0(x, y),
due to (4.1). It follows from the comparison principle that vε ≤ u in B˜ε × (0, T˜ε). In
particular, for each h ∈ (0, ε) and t ∈ (0, T˜ε), since u(0, 0, t) = 0, we get that
vε(0, h, t)
h
≤ u(0, h, t)
h
≤ ‖∇u(·, t)‖∞. (4.4)
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We shall next show that the first quantity in (4.4) can be suitably bounded from below
in terms of the sup norm of ∇vε.
Fix h ∈ (0, ε) and let B˜hε := Bε(0, ε−h) Since vhε (x, y, t) := vε(x, y+h, t) is a solution
of (4.2) in B˜hε , it follows from the comparison principle (see Remark 2.1) that, for any
0 < τ < T˜ε,
sup
(B˜ε∩B˜hε )×(0,τ)
|vε(x, y + h, t)− vε(x, y, t)|
≤ max
(
sup
B˜ε∩B˜hε
|vhε (x, y, 0)− vε(x, y, 0)|, sup
∂(B˜ε∩B˜hε )×(0,τ)
|vhε (x, y, t)− vε(x, y, t)|
)
.
(4.5)
We claim that, for any 0 < t < Tε,
sup
∂(B˜ε∩B˜hε )
|vhε (x, y, t)− vε(x, y, t)| ≤ vε(0, h, t). (4.6)
First consider the case (x, y) ∈ ∂B˜ε. Then ‖(x, y+ h)− (0, ε)‖ ≥ ‖(0, h)− (0, ε)‖, due to
x2 + (y + h− ε)2 − (h− ε)2 = ε2 − (y − ε)2 + (y + h− ε)2 − (h− ε)2 = 2hy ≥ 0.
Since vε is radially symmetric and non-increasing with respect to the point (0, ε), we
deduce that
|vε(x, y + h, t)− vε(x, y, t)| = vε(x, y + h, t) ≤ vε(0, h, t).
Next consider the case (x, y) ∈ ∂B˜hε that is, (x, y + h) ∈ ∂B˜ε. Then ‖(x, y) − (0, ε)‖ ≥
‖(0, h)− (0, ε)‖, due to
x2 + (y − ε)2 − (h− ε)2 = ε2 − (y + h− ε)2 + (y − ε)2 − (h− ε)2 = 2h(2ε− h− y) ≥ 0.
Therefore, |vε(x, y + h, t) − vε(x, y, t)| = vε(x, y, t) ≤ vε(0, h, t), and the claim (4.6) is
proved.
Now fix y ∈ [0, ε). It follows from (4.4)-(4.6) that, for each 0 < h < ε − y and
0 < t < τ < T˜ε,
|vε(0, y + h, t)− vε(0, y, t)|
h
≤ max
(
‖∇vε(·, 0)‖∞, ‖∇u‖L∞(Qτ )
)
hence, letting h→ 0,
|∂yvε(0, y, t)| ≤ max
(
‖∇vε(·, 0)‖∞, ‖∇u‖L∞(Qτ )
)
.
For each 0 < τ < T˜ε, taking supremum over y ∈ [0, ε) and t ∈ (0, τ) and using the fact
that vε is radially symmetric, we obtain (4.3). This concludes the proof of the lemma.
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5 Local boundary control for the gradient and local-
ization of the gradient blow-up set
For simplicity we shall here assume (3.9) and (3.10), so as to have the continuity of ∇u
up to the boundary (although one might possibly relax this assumption at the expense
of additional work).
Lemma 5.1. Let ρ, µ, u0 be as in Lemma 3.3(ii) and let (x0, y0) ∈ ∂Ω. If there exist
M0, R > 0 such that
|∇u| ≤M0 in (BR(x0, y0) ∩ ∂Ω) × [0, Tmax(u0)), (5.1)
then (x0, y0) is not a gradient blow-up point.
The proof is based on a local Bernstein technique. For (x0, y0) ∈ ∂Ω, R > 0 and given
α ∈ (0, 1), we may select a cut-off function η ∈ C2(BR(x0, y0)), with 0 < η ≤ 1, such that
η = 1 on BR/2(x0, y0), η = 0 on ∂BR(x0, y0)
and
|∇η| ≤ CR−1ηα
|D2η|+ η−1|∇η|2 ≤ CR−2ηα
}
on BR(x0, y0), (5.2)
where C = C(α) > 0 (see e.g. [24] for an example of such function). Also, for 0 < t0 <
τ < T = Tmax(u0), we denote
Qt0τ,R = (BR(x0, y0) ∩ Ω)× (t0, τ).
For the proof of Lemma 5.1, we then rely on the following lemma from [2] (cf. [2,
Lemma 3.1]; it was used there to derive upper estimates on |∇u| away from the bound-
ary).
Lemma 5.2. Let µ ≥ 0 and u0 ∈ Vµ. Let (x0, y0) ∈ ∂Ω, R > 0, 0 < t0 < τ < T and
choose α = (q + 1)/(2q − p + 2). Denote w = |∇u|2 and z = ηw. Then z ∈ C2,1(Qt0τ,R)
and satisfies the following differential inequality
Lz + C2z
2q−p+2
2 ≤ C3
(‖u0‖∞
t0
) 2q−p+2
q
+ C3R
−
2q−p+2
q−p+1 , (5.3)
where Ci = Ci(p, q) > 0,
Lz = zt − A¯z − H¯ · ∇z, (5.4)
A¯z = |∇u|p−2∆z + (p− 2)|∇u|p−4(∇u)tD2z∇u, (5.5)
and H¯ is defined by
H¯ :=
[
(p− 2)w p−42 ∆u+ (p− 2)(p− 4)
2
w
p−6
2 ∇u · ∇w + qw q−22
]
∇u
+
p− 2
2
w
p−4
2 ∇w. (5.6)
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Proof of Lemma 5.1. Let t0 = T/2 < τ < T and set
M1 := sup
0≤t≤t0
‖∇u‖L∞ <∞.
By Lemma 3.3(ii) and Theorem 2.2, we know that ∇u is a continuous function on Ω ×
(0, T ), hence z ∈ C(Qt0τ,R). Therefore, unless z ≡ 0 in Qt0τ,R, z must reach a positive
maximum at some point (x1, y1, t1) ∈ Qt0τ,R. Since
z = 0 on
(
∂BR(x0, y0) ∩ Ω
)× [t0, τ ], (5.7)
we deduce that either (x1, y1) ∈ BR(x0, y0) ∩ Ω or (x1, y1) ∈ BR(x0, y0) ∩ ∂Ω.
• If t1 = t0, then
z(x1, y1, t1) ≤ ‖∇u(t0)‖2L∞ ≤M21 . (5.8)
• If t0 < t1 ≤ τ and (x1, y1) ∈ BR(x0, y0) ∩ ∂Ω, then, by (5.1),
z(x1, y1, t1) ≤M20 . (5.9)
• Next consider the case t0 < t1 ≤ τ and (x1, y1) ∈ BR(x0, y0) ∩ Ω. Then we have
∇z(x1, y1, t1) = 0, zt(x1, y1, t1) ≥ 0 and D2z(x1, y1, t1) ≤ 0, and therefore Lz ≥ 0.
Using (5.3) we arrive at
C2z(x1, y1, t1)
2q−p+2
2 ≤ C3
(‖u0‖∞
t0
) 2q−p+2
q
+ C3R
−
2q−p+2
q−p+1
that is, √
z(x1, y1, t1) ≤ C
(‖u0‖∞
t0
) 1
q
+ CR−
1
q−p+1 =:M2 > 0. (5.10)
It follows from (5.7)-(5.10) that
max
Q
t0
τ,R
z ≤M23 , with M3 = max {M0,M1,M2}.
Since z = |∇u|2 in (BR/2(x0, y0) ∩ Ω)× (t0, τ) and τ ∈ (t0, T ) is arbitrary, we get
|∇u| ≤M3 in
(
BR/2(x0, y0) ∩ Ω
)× (t0, T ),
and we conclude that (x0, y0) is not a gradient blow-up point.
By combining Lemmas 3.3 and 5.1, we can now easily obtain a class of initial data
whose possible gradient blow-up set is contained in a small neighborhood of the origin.
Lemma 5.3. Let ρ, µ, u0 be as in Lemma 3.3(ii). Then GBUS(u0) ⊂ [−ρ, ρ]× {0}.
Proof. Denote again Σρ = [−ρ/2, ρ/2] × {0} and Σ′ρ = ∂Ω \ ([−ρ, ρ] × {0}). In view of
Lemma 5.1, it suffices to show that
sup
(x,y)∈Σ′ρ, t∈(0,T )
|∇u(x, y, t)| <∞. (5.11)
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But (5.11) easily follows from a comparison with the function U¯ provided in Lemma 3.2.
Indeed, under the assumptions of Lemma 3.3(i), we already know that u ≤ U¯ in QT . Also,
u = µy = U¯ on Σ′ρ × (0, T ). From this, along with (3.3), it follows that
∂νU¯ ≤ ∂νu ≤ µ ∂νy on Σ′ρ × (0, T ). (5.12)
From (5.12) and (1.1)2, we get
|∇u|2 ≤ µ2 + |∂νu|2 ≤ C on Σ′ρ × (0, T ),
hence (5.11), and the lemma is proved.
6 Existence of well-prepared initial data: proof of
Theorem 1.1(i)
We need to construct initial data meeting the requirements from sections 3–5. This will
be achieved in the following lemma. Let us fix an even function ϕ ∈ C∞(R) such that
sϕ′(s) ≤ 0, with
ϕ(s) =
{
1 for |s| ≤ 1/3
0 for |s| ≥ 2/3. (6.1)
Lemma 6.1. Let κ = (q−p)/(q−p+1) and let C1 = C1(p, q) > 0 be given by Lemma 4.1.
For ε ∈ (0,min(L1, L2/2)), define
ψε(y) =


ϕ
(y − ε
ε
)
for 0 ≤ y ≤ ε
ϕ
(y − ε
L2
)
for y ≥ ε
(6.2)
and let u0 be defined by
u0(x, y) = µy + C1ε
κϕ
(x
ε
)
ψε(y).
Next fix 0 < ρ < L1 and let µ0 = µ0(p, q,Ω, ρ) > 0 and c = c(p, q,Ω, ρ) > 0 be given by
Lemmas 3.2 and 3.3. For any µ ∈ (0, µ0], there exists ε0 = ε0(p, q,Ω, µ, ρ) > 0 such that,
for all ε ∈ (0, ε0], the function u0 ∈ Vµ and satisfies
u0 is symmetric with respect to the line x = 0, (6.3)
∂xu0 ≤ 0 in Ω+, (6.4)
∂yu0 ≥ µ/2 in Ω, (6.5)
u0(x, y) ≤ µ
(
y + cχ(−ρ/2,ρ/2)×(0,L2)
)
in Ω, (6.6)
u0(x, y) ≥ C1εκ in Bε/3(0, ε) ⊂ Ω. (6.7)
Proof. Assume ε ≤ min(L1, L2/12). Then
ψε(y) = 0 for y 6∈ [ ε3 , 3L24 ] (6.8)
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(indeed, y ≥ 3L2
4
implies y−ε
L2
≥ 3
4
− 1
12
= 2
3
) and therefore u0 ∈ Vµ. Properties (6.3)-(6.4)
are clear by the choice of ϕ.
To check (6.5), we note that
∂yu0 = µ+ C1ε
κϕ
(x
ε
)
ψ′ε(y).
For 0 ≤ y ≤ ε, we have ψ′ε(y) ≥ 0, hence ∂yu0 ≥ µ. Whereas, for y ≥ ε, we have
ψ′ε(y) = L
−1
2 ϕ
′
(
(y − ε)/L2
) ≥ −L−12 ‖ϕ′‖∞,
hence
∂yu0 ≥ µ− C1εκL−12 ‖ϕ′‖∞ ≥ µ/2
whenever εκ ≤ µL2/(2C1‖ϕ′‖∞).
As for (6.6), if C1ε
κ ≤ µc and ε ≤ ρ/2, it immediately follows from ϕ, ψε ≤ 1 and
supp(ϕ) ⊂ (−1, 1). Finally, since ϕ(x/ε) = 1 for |x| ≤ ε/3 and ψε(y) = 1 for |y−ε| ≤ ε/3,
we have (6.7). The lemma is proved.
Proof of Theorem 1.1(i). Let µ and u0 be as in Lemma 6.1.
• The fact that Tmax(u0) <∞ follows from Lemma 4.1.
• Next, we have GBUS(u0) ⊂ [−ρ, ρ]× {0} as a consequence of Lemma 5.3.
• Properties (1.9)-(1.10) follow from Lemma 3.1.
• Finally, property (1.11) is a consequence of Lemma 3.3(ii).
This proves the assertion.
7 Nondegeneracy of gradient blow-up points
In this section, we show that if u is only “weakly singular” in a neighborhood of a
boundary point (x0, 0), then the singularity is removable.
Lemma 7.1. Let ρ, µ, u0 be as in Lemma 3.3(ii) and let x0 ∈ (−L1, L1). There exist
c0 = c0(p, q) > 0 such that, if u0 ∈ Vµ with T := Tmax(u0) <∞ and
u(x, y) ≤ c0y(q−p)/(q−p+1) in (BR(x0, 0) ∩ Ω)× [t0, T ), (7.1)
for some R > 0 and t0 ∈ (0, T ), then (x0, 0) is not a gradient blow-up point.
Proof. Let x0 ∈ (−L1, L1). Then for some constants r ∈ (0, R) and d ∈ (0, L2), we have
that
ω1 :=
{
(x, y) ∈ R2; |x− x0| < r, 0 < y < d
} ⊂ BR(x0, 0) ∩ Ω.
Setting β = 1/(q − p+ 1), we define the comparison function
v = v(x, y, t) = εyV −β in Q := ω1 × (t0, T )
with
V = y + η
(
r2 − (x− x0)2
)
(t− t0),
where η, ε > 0 are to be determined later. We compute, in Q,
vt = −εβηy(r2 − (x− x0)2)V −β−1,
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vx = 2εβηy(x− x0)(t− t0)V −β−1,
vy = εV
−β − εβyV −β−1 = εV −β
[
1− β y
V
]
,
vxx = 2εβηy(t− t0)V −β−1 − 4εβη2y(x− x0)2(t− t0)2(−β − 1)V −β−2
= 2εβη(t− t0)V −β−1
[
y + 2(β + 1)η(x− x0)2(t− t0) y
V
]
,
vyy = −2εβV −β−1 + εβ(β + 1)yV −β−2 = εβV −β−1
[
−2 + (β + 1) y
V
]
,
vxy = 2εβη(x− x0)(t− t0)V −β−1 − 2εβ(β + 1)ηy(x− x0)(t− t0)V −β−2
= 2εβη(x− x0)(t− t0)V −β−1
[
1− (β + 1) y
V
]
.
Noting that β < 1 and
y
V
≤ 1, we see that, in Q,
0 ≤ vxx ≤ 2εβηT
(
d+ 2(β + 1)ηr2T
)
V −β−1, |vxy| ≤ 2εβηrTV −β−1
and
vyy ≤ εβ(β − 1)V −β−1 < 0.
It follows that
∆pv = |∇v|p−2
[
∆v + (p− 2)vivjvij|∇v|2
]
≤ |∇v|p−2[(p− 1)vxx + vyy + (p− 2)|vxy|]
≤ εβ|∇v|p−2V −β−1
[
2(p− 1)ηT (d+ 2(β + 1)ηr2T )+ (β − 1) + 2(p− 2)ηrT].
On the other hand, we have
|∇v| ≥ |vy| ≥ ε(1− β)V −β ≥ ε(1− β)(d+ ηTr2)−β,
hence
vt ≥ −εβηdr2V −β−1 ≥ −εβ|∇v|p−2V −β−1
[
ηdr2 ((1− β)ε)2−p (d+ ηTr2)(p−2)β
]
.
Therefore,
vt −∆pv ≥ εβ|∇v|p−2V −β−1 ×
[
− ηdr2 ((1− β)ε)2−p (d+ ηTr2)(p−2)β
−2(p− 1)ηT (d+ 2(β + 1)ηr2T )− 2(p− 2)ηrT + (1− β)].
Since also
|vx| ≤ 2εβηrTV −β, |vy| ≤ εV −β,
if we choose η = η(p, q, d, r, T, ε) > 0 small enough, we get that, in Q,
|∇v| ≤ 2εV −β
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and
vt −∆pv ≥ εβ(1− β)
2
|∇v|p−2V −β−1,
hence
vt −∆pv ≥ εβ(1− β)
2
|∇v|p−2(2ε)−β+1β |∇v|β+1β = β(1− β)
4
(2ε)−
1
β |∇v|q,
due to β = 1/(q − p+ 2). If ε = ε0(p, q) > 0 is small enough, we thus obtain
vt −∆pv ≥ |∇v|q. (7.2)
Now we shall check the comparison on the parabolic boundary of ω1 × (t0, T ). On
ω1 × {t0}, choosing c0 = 2−βε0, we have
u ≤ c0y1−β = 2−βε0y1−β ≤ v. (7.3)
On the lateral boundary part {(x, y) ∈ R2; |x− x0| = r, 0 ≤ y ≤ d} × (t0, T ), inequality
(7.3) holds also. On the surface {(x, y) ∈ R2; |x− x0| ≤ r, y = 0} ⊂ ∂Ω, we have for
t0 < t < T ,
u(., ., t) = v(., ., t) = 0
Finally, on {(x, y) ∈ R2; |x− x0| ≤ r, y = d}×(t0, T ), assuming in addition that η satisfies
η ≤ dT−1r−2, we get
u ≤ c0d1−β ≤ ε0d(d+ ηr2T )−β ≤ v.
Using the comparison principle, we get that
u ≤ v in ω1 × (t0, T ). (7.4)
This implies that
|uy| ≤ ε
(
η(r2 − |x− x0|2)(t− t0)
)−β ≤M0
on (Br/2((x0, 0))∩ ∂Ω)× ((t0 + T )/2, T ) for some constant M0 > 0. Lemma 7.1 is then a
direct consequence of Lemma 5.1.
8 The auxiliary function J and the proof of single-
point gradient blow-up
In all this section, we fix ρ, x1 with
0 < ρ < x1 < L1 (8.1)
and we assume that µ and u0 ∈ Vµ∩C2(Ω) satisfy the assumption of Theorem 1.1(ii) i.e.,
the corresponding solution of (1.1) fulfills properties (1.8)-(1.11). We denote as before
T = Tmax(u0).
We consider the auxiliary function
J(x, y, t) := ux + c(x)d(y)F (u),
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with 

F (u) = uα,
c(x) = kx, k > 0,
d(y) = y−γ
and
1 < α < 1 + q − p, γ = (1− 2σ)(α− 1), (8.2)
where
0 < σ <
1
2(q − p+ 1) (8.3)
is fixed. Letting
D = (0, x1)× (0, y1),
our goal is to use a comparison principle to prove that
J ≤ 0 in D × (T/2, T ),
provided α > 1 is chosen close enough to 1 (hence making γ > 0 small) and y1 ∈ (0, L2)
and k > 0 are chosen sufficiently small.
8.1 Parabolic inequality for the auxiliary function J
By the regularity of u (see Theorem 2.2), we have
J ∈ C2,1(QT ).
A key step is to derive a parabolic inequality for J . To this end, we define the operator
PJ := Jt − |∇u|p−2∆J − (p− 2)|∇u|p−4
〈
D2J ∇u,∇u〉+H · ∇J +AJ, (8.4)
where the functions H = H(x, y, t) and A = A(x, y, t) are given by formulae (9.9)–(9.12)
below.
Proposition 8.1. Assume (8.1), (8.3) and let µ, u0 satisfy the assumption of Theo-
rem 1.1(ii). There exist α, γ satisfying (8.2), y1 ∈ (0, L2) and k0 > 0, all depending only
on p, q,Ω, µ, ‖u0‖C2 , σ, such that, for any k ∈ (0, k0], the function J satisfies
PJ ≤ 0 in D × (T/2, T ). (8.5)
Moreover,
H,A ∈ C(D × (0, T )) and A ∈ L∞(D × (T/2, τ)) for each τ ∈ (T/2, T ). (8.6)
The proof of Proposition 8.1 is very long and technical. In order not to disrupt the
main line of argument, we postpone it to section 9 and now present the rest of the proof
of Theorem 1.1(ii).
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8.2 Boundary conditions for the auxiliary function J
The verification of the appropriate boundary and initial conditions for the function J
depends on an essential way on the applicability to ux of the Hopf boundary lemma at
the points (x1, 0) and (0, y1), up to t = T . To this end, besides the nondegeneracy of
problem (1.1), guaranteed by (1.11), we also need the following local regularity lemma,
which ensures that D2u remains bounded up to t = T away from the gradient blow-up
set.
Lemma 8.2. Let ρ ∈ (0, L1) and let µ, u0 satisfy the assumption of Theorem 1.1(ii). Let
ω′ ⊂ ω ⊂ Ω be such that dist(ω′,Ω \ ω) > 0 and t0 ∈ (0, T ). If
sup
ω×(0,T )
|∇u| <∞,
then
sup
ω′×(t0,T )
|D2u| <∞.
Proof. Introduce an intermediate domain ω′′ with ω′ ⊂ ω′′ ⊂ ω, such that dist(ω′′,Ω\ω) >
0 and dist(ω′,Ω \ ω′′) > 0. Write the PDE in (1.1) as
−∇ · (|∇|p−2∇u) = |∇u|q − ut.
Using |∇u| ≥ ∂yu ≥ µ/2 (cf. (1.11)) and the boundedness of ut in QT (cf. Lemma 3.4), it
follows from the elliptic estimate in [13, Theorem V.5.2] that there exists θ ∈ (0, 1) such
that
‖∇u(·, t)‖Cθ(ω′′) ≤ C, t0/2 ≤ t < T.
The boundedness of ut in QT and the interpolation result in [13, Lemma II.3.1] then
guarantee the estimate
‖∇u(x, y, ·)‖Cβ([t0/2,T )) ≤ C, (x, y) ∈ ω′,
where β = θ/(1 + θ). Therefore ‖∇u‖Cβ(ω′×[t0/2,T )) ≤ C. The conclusion now follows by
applying standard Schauder parabolic estimates to the PDE in (1.1), rewritten under the
form
ut − aijuij = f, where aij = |∇u|p−2
[
δij + (p− 2) uiuj|∇u|2
]
, f = |∇u|q.
Indeed, the matrix (aij) = (aij(x, y, t)) is uniformly elliptic due to (1.11) and
aijξiξj = |∇u|p−2|ξ|2 + (p− 2)|∇u|p−4|∇u · ξ|2
≥ |∇u|p−2|ξ|2 ≥ (µ/2)p−2|ξ|2, (8.7)
and there exists ν ∈ (0, 1) such that aij , f ∈ Cν(ω′ × [t0/2, T ′]), for each T ′ < T , with
norm independent of T ′.
Lemma 8.3. Assume (8.1)–(8.3), let y1 ∈ (0, L2) and let µ, u0 satisfy the assumption of
Theorem 1.1(ii). Then
J ∈ C(D × (0, T )) (8.8)
and there exists k1 > 0 (depending in particular on y1) such that, for any k ∈ (0, k1], the
function J satisfies
J ≤ 0 on ∂D × (T/2, T ). (8.9)
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Proof. Since u = 0 for y = 0 and |∇u| ≤ C(τ) in Ω× [0, τ ] for each τ < T , we have
u ≤ C(τ)y in D × [0, τ ].
Due to γ < α, we may therefore extend the function c(x)d(y)F (u) continuously to be 0
for y = 0. Property (8.8) then follows from the regularity of u (see Theorem 2.2) and we
have
J = 0 on (0, x1)× {0} × (T/2, T ). (8.10)
By (1.10), we have
ux = 0 on {0} × (0, y1)× (0, T ),
hence
J = 0 on {0} × (0, y1)× (T/2, T ). (8.11)
Next, the function w = ux is ≤ 0 in Ω+ × (0, T ) (cf. (1.10)) and satisfies there:
wt = aij(x, y, t)wij +B(x, y, t) · ∇w, (8.12)
with
aij(x, y, t) = |∇u|p−2
[
δij + (p− 2) uiuj|∇u|2
]
,
B(x, y, t) = (p− 2)|∇u|p−4∇u∆u+ (p− 2)(p− 4)|∇u|p−6 〈D2u∇u,∇u〉∇u
+ q|∇u|q−2∇u+ 2(p− 2)|∇u|p−4(D2u∇u).
Fix ρ < x3 < x2 < x1. Since GBUS ⊂ [−ρ, ρ]× {0}, we have
|∇u| ≤ C in (Ω\ {(−x3, x3)× (0, y1/3)})× (0, T ).
It follows from Lemma 8.2 that
|D2u| ≤ C in (Ω\ {(−x2, x2)× (0, y1/2)})× (T/4, T ),
hence
|B| ≤ C in (Ω\ {(−x2, x2)× (0, y1/2)})× (T/4, T ).
Moreover, the matrix A(x, y, t) is uniformly elliptic (cf. (8.7)). We may thus apply the
strong maximum principle and the Hopf boundary point Lemma [19, Theorem 6 p. 174],
to get
ux ≤ −c1y on {x1} × (0, y1)× (T/2, T ),
ux ≤ −c1x on (0, x1)× {y1} × (T/2, T ).
Also, since x1 > ρ and u(x, 0, t) = 0, we get that, for some c2 > 0,
u ≤ c2y on {x1} × (0, y1)× (T/2, T ).
Consequently, using α > γ + 1 and (2.6), we have for 0 < k ≤ k1(y1) sufficiently small
J(x, y1, t) ≤ −c1x+ kxy−γ1 ‖u0‖α∞ ≤ 0 on (0, x1)× {y1} × (T/2, T ),
J(x1, y, t) ≤ −c1y + kx1yα−γcα2 ≤ 0 on {x1} × (0, y1)× (T/2, T ).
This, along with (8.10)-(8.11), proves (8.9).
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8.3 Initial conditions for J
Lemma 8.4. Assume (8.1)–(8.3) and let µ, u0 satisfy the assumption of Theorem 1.1(ii).
There exists k2 > 0 such that, for any k ∈ (0, k2], the function J satisfies
J(x, y, T/2) ≤ 0 in [0, x1]× [0, L2].
The proof relies on a parabolic version of the Serrin corner lemma applied to ux. This
is provided by Proposition 11.1, which we state and prove in Appendix 2.
Proof. The function z = ux satisfies equation (8.12). We shall apply Proposition 11.1 to
this equation, with τ1 = T/4, τ2 = 3T/4, X1 = x1, Y1 = L2, Xˆ1 = L1, Yˆ1 = 2L2. We thus
need to check the assumption (11.2). Let us denote DˆT = (0, Xˆ1)× (0, Yˆ 1)× (T/4, 3T/4).
For x = 0 or y = 0, we have ux = 0, hence a12 = a21 = (p− 2)|∇u|p−2uxuy = 0. Due
to the regularity of u (cf. (2.7)), we deduce that
a12 + a21 ≥ −C(x ∧ y) in DˆT . (8.13)
On the other hand, for x = 0 and 0 < y < Yˆ1, we have uxy = ux = 0. Also, by (2.9),
we have |(uxy)x| = |(ux)yx| ≤ C in DˆT . Consequently |ux| + |uxy| ≤ Cx in DˆT . Using
(2.7) and (1.11), we deduce
B1 = (p− 2)|∇u|p−4(∆u)ux + (p− 2)(p− 4)|∇u|p−6
〈
D2u∇u,∇u〉ux
+ q|∇u|q−2ux + 2(p− 2)|∇u|p−4
(
uxxux + uxyuy
)
≥ −Cx in DˆT . (8.14)
Next, for y = 0 and 0 < x < Xˆ1, we have ut = 0 and ux = uxx = 0. Recalling (2.7),
we thus have
(uy)
q = |∇u|q = ut −∆pu = −|∇u|p−2
[
∆u+ (p− 2)〈D
2u∇u,∇u〉
|∇u|2
]
= −|∇u|p−2
[
uxx + uyy + (p− 2)
uxxu
2
x + 2uxyuxuy + uyyu
2
y
u2x + u
2
y
]
= −(p− 1)(uy)p−2uyy.
It follows that, for 0 < x < Xˆ1 and t ∈ [T/4, 3T/4],
B2(x, 0, t) = (p− 2)(p− 4)|∇u|p−6
(
uxxu
2
x + 2uxyuxuy + uyyu
2
y
)
uy
+ (p− 2)|∇u|p−4(uxx + uyy)uy + q|∇u|q−2uy
+ 2(p− 2)|∇u|p−4(uyxux + uyyuy)
= (p− 2)(p− 4)(uy)p−3uyy + (p− 2)(uy)p−3uyy
+ q(uy)
q−1 + 2(p− 2)(uy)p−3uyy
= (p− 2)(p− 1)(uy)p−3uyy + q(uy)q−1 = (q + 2− p)(uy)q−1
≥ (q + 2− p)(µ/2)q−1 > 0.
Therefore, owing to (2.7), there exists η > 0 such that
B2(x, y, t) ≥ 0 on (0, Xˆ1)× [0, η]× [T/4, 3T/4],
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which implies
B2 ≥ −Cy in DˆT . (8.15)
In view of (8.13)-(8.15), we may thus apply Proposition 11.1 to deduce
ux(x, y, T/2) ≤ −c3xy in [0, x1]× [0, L2].
Let C := ‖∇u(·, T/2)‖∞. Since α > γ + 1, we get that, for k ∈ (0, k2] with k2 > 0 small
enough,
J(x, y, T/2) ≤ −c3xy + kxCαyα−γ ≤ [kCαLα−γ−12 − c3]xy ≤ 0 in [0, x1]× [0, L2].
8.4 Proof of Theorem 1.1(ii)
Let α, γ, y1, k0 be given by Proposition 8.1 and let k1, k2 be given by Lemmas 8.3-8.4. We
take k = min(k0, k1, k2). By these results and the maximum principle, we have
J ≤ 0 in D × (T/2, T ). (8.16)
Integrating inequality (8.16) over (0, x) for 0 < x < x1, with fixed y, we get that
u ≤ Cx−2/(α−1)y1−2σ in D × (T/2, T ),
where C = C(α, k, σ) > 0. Using that 1− 2σ > q − p
q − p+ 1, it follows from the nondegen-
eracy property in Lemma 7.1 that no point (x0, 0) with 0 < |x0| ≤ ρ can be a gradient
blow-up point. In view of (1.8), we conclude that GBUS(u0) = {(0, 0)}. 
9 Proof of the main parabolic inequality (Proposi-
tion 8.1)
The proof is quite technical. For sake of clarity, some of the intermediate calculations
will be summarized in Lemma 9.1 and 9.2 below.
We first compute
Jt = uxt + cdF
′(u)ut
= (∆pu)x + (|∇u|q)x+cdF ′∆pu︸ ︷︷ ︸
(0p)
+ cdF ′|∇u|q︸ ︷︷ ︸
(0q)
.
and
(∆pu)x = |∇u|p−2∆(ux)
+ (p− 2)∆u|∇u|p−4∇u · ∇ux
+ (p− 2)|∇u|p−4 〈D2ux∇u,∇u〉
+ (p− 2)(p− 4)|∇u|p−6∇u · ∇ux
〈
D2u∇u,∇u〉
+ 2(p− 2)|∇u|p−4 〈D2u∇u,∇ux〉 .
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Using that ux = J − cdF (u), we write
∇ux = ∇J − cdF ′∇u− F
(
c′d
d′c
)
,
D2ux = D
2J − cdF ′D2u− cdF ′′
(
u2x uxuy
uxuy u
2
y
)
−F (u)
(
c′′d c′d′
c′d′ d′′c
)
−F ′(u)
(
2c′dux cd
′ux + c
′duy
cd′ux + c
′duy 2cd
′uy
)
,
∆ux = Trace(D
2ux) = ∆J − cdF ′∆u− cdF ′′|∇u|2 − F [c′′d+ d′′c]
−2F ′c′dJ + 2F ′Fc′cd2 − 2F ′(u)d′cuy,
〈
D2ux,∇u,∇u
〉
=
〈
D2J,∇u,∇u〉− cdF ′′|∇u|4 − cdF ′ 〈D2u,∇u,∇u〉− Fc′′du2x
−2Fc′d′uxuy − Fcd′′u2y
−2F ′|∇u|2(cd′uy + dc′ux)
and 〈
D2u,∇u,∇ux
〉
=
〈
D2u,∇u,∇J〉− cdF ′ 〈D2u,∇u,∇u〉
−Fc′d∇u · ∇J + cc′d2F ′F |∇u|2 + d2F 2(c′)2J
−d2F 2(c′)2cdF + c′cd′dF 2uy − Fd′c(uxuxy + uyuyy).
Therefore,
(∆pu)x = |∇u|p−2
[
∆J − cdF ′∆u− cdF ′′|∇u|2 − 2c′dF ′J
+2cc′d2FF ′ − 2d′cF ′uy − F (c′′d+ d′′c)
]
+ (p− 2)∆u|∇u|p−4 [∇u · ∇J − cdF ′|∇u|2 − uycd′F − c′dFJ + c′cd2F 2]
+ (p− 2)|∇u|p−4 [〈D2J∇u,∇u〉− cdF ′ 〈D2u∇u,∇u〉− cdF ′′|∇u|4
− 2c′dF ′|∇u|2J + 2c′cd2F ′F |∇u|2 − 2cd′F ′uy|∇u|2
− c′′dF (ux)2 − 2c′d′FJuy + 2c′cd′dF 2uy − d′′cF (uy)2
]
+ (p− 2)(p− 4)|∇u|p−6 〈D2 u∇u,∇u〉 [∇u · ∇J
− cdF ′|∇u|2 − uycd′F − c′dFJ + c′cd2F 2
]
+ 2(p− 2)|∇u|p−4 [〈D2u∇u,∇J〉− cdF ′ 〈D2u∇u,∇u〉− c′dF∇u · ∇J
+ c′cd2F ′F |∇u|2 + (c′d)2F 2J − (c′d)2F 3cd+ c′d′cdF 2uy − d′cFuyyuy
− d′cF∇J · L+ d′dc2F ′FuyJ − d′d2c3F ′F 2uy + (d′cF )2J − (d′cF )2cdF
]
,
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where L =
(
0
ux
)
. This can be rewritten as
(∆pu)x = |∇u|p−2∆J + (p− 2)|∇u|p−4
〈
D2J ∇u,∇u〉+H1 · ∇J +A1(x, y, t)J
−F |∇u|p−2 [c′′d+ d′′c]− (p− 2)F |∇u|p−4 [c′′du2x + d′′cu2y]
−2(p− 2)cdF |∇u|p−4 [(c′dF )2 + (d′cF )2]− (p− 1)cdF ′′|∇u|p
+4(p− 2)F 2c′cd′d|∇u|p−4uy

 (1) ≤ 0
+(4p− 6)c′cd2F ′F |∇u|p−2 − 2(p− 1)cd′F ′|∇u|p−2uy
−2(p− 2)d′d2F ′F 2c3|∇u|p−4uy
}
(2) ≥ 0
−(p− 1)cdF ′∆pu︸ ︷︷ ︸
(3)
−2(p− 2)d′cF |∇u|p−4uyuyy︸ ︷︷ ︸
(4)
−(p− 2)cd′Fuy
[|∇u|p−4∆u+ (p− 4)|∇u|p−6 〈D2 u∇u,∇u〉]︸ ︷︷ ︸
(5)
+(p− 2)c′cd2F 2 [|∇u|p−4∆u+ (p− 4)|∇u|p−6 〈D2 u∇u,∇u〉]︸ ︷︷ ︸
(6)
,
where
H1 := (p− 2)
[|∇u|p−4∆u+ (p− 4)|∇u|p−6 〈D2 u∇u,∇u〉]∇u
−2(p− 2)cd′F |∇u|p−4L
−2(p− 2)c′dF |∇u|p−4∇u+ 2(p− 2)|∇u|p−4 (D2u,∇u) (9.1)
and
A1 := −2(p− 1)F ′c′d|∇u|p−2
−(p− 2)Fc′d [|∇u|p−4∆u+ (p− 4)|∇u|p−6 〈D2 u∇u,∇u〉]
+2(p− 2)|∇u|p−4F 2 [(c′d)2 + (d′c)2]+ 2(p− 2)d′dF ′Fc2|∇u|p−4uy
−2(p− 2)c′d′F |∇u|p−4uy. (9.2)
On the other hand, we have
(|∇u|q)x = q|∇u|q−2∇u · ∇ux
= q|∇u|q−2∇u · ∇J − qc′dF |∇u|q−2J + (7),
where
(7) := −qcdF ′|∇u|q︸ ︷︷ ︸
(7−)≤0
+ qcc′d2F 2|∇u|q−2 − qcd′F |∇u|q−2uy︸ ︷︷ ︸
(7+)≥0
.
Setting
A2 := A1 − qc′dF |∇u|q−2, H2 := H1 + q|∇u|q−2∇u, (9.3)
we have thus proved the following lemma.
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Lemma 9.1. Define the parabolic operator:
LJ := Jt − |∇u|p−2∆J − (p− 2)|∇u|p−4
〈
D2J ∇u,∇u〉−H2 · ∇J −A2J.
Then
LJ = (0p) + (0q) + (1) + (2) + (3) + (4) + (5) + (6) + (7). (9.4)
As a significant difficulty as compared with the semilinear case p = 2, many additional
terms appear in the contributions (1), (2), (4)–(6), and especially nonlinear, second order
terms in (4)–(6). To proceed further, we need to observe that, among the second deriva-
tives of u, uyy needs a special treatment, since it is not immediately expressed in terms of
∇J unlike uxx and uxy. Namely we shall eliminate uyy by expressing it in terms of ut, ∇u,
uxx and uxy by using the equation. Although this will make the computation even more
involved, by producing a lot of additional terms, this seems to be the only way to con-
trol the effects of uyy. The bound on ut given by Lemma 3.4 will be helpful in this process.
First we have
(3) = −(p− 1)cdF ′∆pu = −cdF ′∆pu︸ ︷︷ ︸
−(0p)
−(p− 2)cdF ′ut︸ ︷︷ ︸
(3t)
+(p− 2)cdF ′|∇u|q.︸ ︷︷ ︸
(3q)
(9.5)
To deal with (4), we set
uyy =
ut − |∇u|q −∇ux ·M
w
,
where
M :=
(|∇u|p−2 + (p− 2)|∇u|p−4u2x
2(p− 2)|∇u|p−4uxuy
)
and w = |∇u|p−2 + (p− 2)|∇u|p−4u2y.
Since ux = J − cdF , we get
∇ux ·M = −cdF ′J
[|(p− 1)∇u|p−2 + (p− 2)|∇u|p−4u2y]− 2(p− 2)cd′Fuy|∇u|p−4J
+2(p− 2)c2d′dF 2uy|∇u|p−4 + c2d2F ′F
[|(p− 1)∇u|p−2 + (p− 2)|∇u|p−4u2y]
+∇J ·M − c′dF [|∇u|p−2 + (p− 2)|∇u|p−4u2x] .
It follows that
uyy =
ut − |∇u|q
w
− ∇J ·M
w
+
cdF ′J
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w
+
2(p− 2)cd′Fuy|∇u|p−4J
w
+
c′dF [|∇u|p−2 + (p− 2)|∇u|p−4u2x]
w
−c
2d2FF ′
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w
−2(p− 2)c
2d′dF 2uy|∇u|p−4
w
.
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Now, to treat the contribution of uyy in (5) and (6), we set N =
(
u2x
2uxuy
)
and rewrite
|∇u|p−4∆u+ (p− 4)|∇u|p−6 〈D2u∇u,∇u〉 = ∆pu|∇u|2 − 2|∇u|p−6 〈D2u∇u,∇u〉
=
ut − |∇u|q
|∇u|2 − 2|∇u|
p−6
[∇ux ·N + u2yuyy] .
We have
∇ux ·N = ∇J ·N − cdF ′J
[
u2x + 2u
2
y
]
+ c2d2FF ′
[
u2x + 2u
2
y
]− c′dFu2x
−2cd′FJuy + 2d′dc2F 2uy.
The expression in (4) then becomes
(4) =
2(p− 2)d′cF |∇u|p−4uyM · ∇J
w
}
(4∇)
−2(p− 2)c
2d′dF ′F |∇u|p−4uy
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
J
w
−4(p− 2)
2(d′cF )2|∇u|p−4u2y|∇u|p−4J
w

 (4J)
+
2d′cF (p− 2)|∇u|p−4|∇u|quy
w
+
2(p− 2)c3d′d2F ′F 2|∇u|p−4uy
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w

 (4−) ≤ 0
+
4(p− 2)2(d′cF )2cdF |∇u|p−4u2y|∇u|p−4
w
−2(p− 2)d
′dc′cF 2uy|∇u|p−4 [|∇u|p−2 + (p− 2)|∇u|p−4u2x]
w

 (4+) ≥ 0
−2d
′cF (p− 2)|∇u|p−4utuy
w
}
(4t).
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The other two terms can be rewritten as
(5) = 2cd′F (p− 2)uy|∇u|p−6N · ∇J −
2(p− 2)cd′Fu3y|∇u|p−6M · ∇J
w
}
(5∇)
−2(p− 2)c2d′dF ′Fuy|∇u|p−6
[
u2x + 2u
2
y
]
J − 4(p− 2)(cd′F )2u2y|∇u|p−6J
+
2(p− 2)c2d′dF ′Fu2y|∇u|p−6uy
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
J
w
+
4(p− 2)2(d′cF )2u4y|∇u|2p−10J
w


(5J)
+(p− 2)cd′Fuy|∇u|q−2 + 2(p− 2)c3d′d2F ′F 2uy|∇u|p−6
[
u2x + 2u
2
y
]
+
2(p− 2)c′cd′dF 2uy|∇u|p−6u2y [|∇u|p−2 + (p− 2)|∇u|p−4u2x]
w
−4(p− 2)
2(cd′F )2cdFu4y|∇u|2p−10
w


(5−) ≤ 0
−2(p− 2)c′cd′dF 2uy|∇u|p−6u2x + 4(p− 2)(cd′F )2cdFu2y|∇u|p−6
−2(p− 2)cd
′Fuy|∇u|p−4|u2y|∇u|q−2
w
−2(p− 2)c
3d′d2F ′F 2uy|∇u|p−6u2y
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w


(5+) ≥ 0
−(p− 2)cd
′Fuyut
|∇u|2 +
2(p− 2)cd′Fu2y|∇u|p−6utuy
w
}
(5t)
and (noticing that (6) can be obtained from (5) by formally multiplying with −c
′d2F
d′uy
)
(6) = −2(p− 2)c′cd2F 2|∇u|p−6N · ∇J + 2(p− 2)c
′cd2F 2u2y|∇u|p−6M · ∇J
w
}
(6∇)
+2(p− 2)c′c2d3F ′F 2|∇u|p−6 [u2x + 2u2y] J + 4(p− 2)c′c2d′d2F 3uy|∇u|p−6J
−2(p− 2)c
′c2d3F ′F 2u2y|∇u|p−6
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
J
w
−4(p− 2)
2c′c2d′d2F 3|∇u|p−6u3y|∇u|p−4J
w

 (6J)
−(p− 2)c′cd2F 2|∇u|q−2 − 2(p− 2)c′c3d4F ′F 3|∇u|p−6 [u2x + 2u2y]
−2(p− 2)(c
′)2cd3F 3|∇u|p−6u2y [|∇u|p−2 + (p− 2)|∇u|p−4u2x]
w
+
4(p− 2)2c′c3d′d3F 4u3y|∇u|2p−10
w

 (6−) ≤ 0
+2(p− 2)(c′)2cd3F 3|∇u|p−6u2x − 4(p− 2)c′c3d′d3F 4uy|∇u|p−6
+
2(p− 2)c′cd2F 2|∇u|p−4u2y|∇u|q−2
w
+
2(p− 2)c′c3d4F ′F 3|∇u|p−6u2y
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w

 (6+) ≥ 0
+
(p− 2)c′cd2F 2ut
|∇u|2 −
2(p− 2)c′cd2F 2u2y|∇u|p−6ut
w
.
}
(6t)
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We shall now collect and relabel the numerous positive and negative terms that we
just obtained, when expanding (1)–(7) in the process of eliminating uyy. A number of
positive and negative terms will then be paired together according to certain cancellations.
Then, the remaining positive terms, as well as the terms involving ut, will be eventually
controlled by using the negative terms.
Using that d′ ≤ 0 and F ′, F ′′, uy ≥ 0, we first have positive terms:
(a) := −2(p− 2)c3d′d2F ′F 2|∇u|p−4uy
(b) := −2(p− 2)cd
′Fu2y|∇u|p−6|∇u|quy
w
(c) := −2(p− 2)c
3d′d2F ′F 2uy|∇u|p−6u2y
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w
(d) := +2(p− 2)(c′)2cd3F 3|∇u|p−6u2x
(e) := +
2(p− 2)c′c3d4F ′F 3|∇u|p−6u2y
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w
(f) := −2(p− 2)d
′dc′cF 2uy|∇u|p−4 [|∇u|p−2 + (p− 2)|∇u|p−4u2x]
w
}
(f1)
−2(p− 2)c′cd′dF 2uy|∇u|p−6u2x
}
(f2)
(g) := −4(p− 2)c′c3d′d3F 4uy|∇u|p−6
(h) := +
4(p− 2)2(d′cF )2cdF |∇u|p−4u2y|∇u|p−4
w︸ ︷︷ ︸
(h1)
+4(p− 2)(cd′F )2cdFu2y|∇u|p−6︸ ︷︷ ︸
(h2)
(i) := −qd′cF |∇u|q−2uy
(j) := +qc′cd2F 2|∇u|q−2︸ ︷︷ ︸
(j1)
+
2(p− 2)c′cd2F 2|∇u|p−4u2y|∇u|q−2
w︸ ︷︷ ︸
(j2)
(l) := −2(p− 1)cd′F ′|∇u|p−2uy
(m) := +(4p− 6)cc′d2F ′F |∇u|p−2.
They give rise to the following decompositions:

(2) = (m) + (l) + (a)
(4+) = (f1) + (h1)
(5+) = (b) + (c) + (h2) + (f2)
(6+) = (d) + (e) + (g) + (j2)
(7+) = (i) + (j1).
(9.6)
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We next have terms with a negative sign:
(a˜) := +2(p− 2)c3d′d2F ′F 2uy|∇u|p−6
[
u2x + 2u
2
y
]
(b˜) := +
2d′cF (p− 2)|∇u|p−4|∇u|quy
w
(c˜) := +
2(p− 2)c3d′d2F ′F 2|∇u|p−4uy
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w
(d˜) := −2(p− 2)cdF |∇u|p−4(c′dF )2
(e˜) := −2(p− 2)c′c3d4F ′F 3|∇u|p−6 [u2x + 2u2y]
(f˜) :=
2(p− 2)c′cd′dF 2uy|∇u|p−6u2y [|∇u|p−2 + (p− 2)|∇u|p−4u2x]
w
}
(f˜1)
+4(p− 2)c′cd′dF 2|∇u|p−4uy
}
(f˜2)
(g˜) := +(p− 2)d′cF |∇u|q−2uy
(h˜) := −(p− 1)cdF ′′|∇u|p︸ ︷︷ ︸
(h˜1)
+(p− 1− q)|∇u|qcdF ′︸ ︷︷ ︸
(h˜2)
−(p− 1)cd′′F |∇u|p−4u2y︸ ︷︷ ︸
(h˜3)
(˜i) := −cd′′F |∇u|p−4u2x︸ ︷︷ ︸
(˜i1)
−(p− 2)c′cd2F 2|∇u|q−2︸ ︷︷ ︸
(˜i1)
+
4(p− 2)2c′c3d′d3F 4u3y|∇u|2p−10
w︸ ︷︷ ︸
(˜i3)
(j˜) := −2(p− 2)(cd′F )2cdF |∇u|p−4︸ ︷︷ ︸
(j˜1)
−4(p− 2)
2(cd′F )2cdFu4y|∇u|2p−10
w︸ ︷︷ ︸
(j˜2)
(l˜) := −2(p− 2)(c
′)2cd3F 3|∇u|p−6u2y [|∇u|p−2 + (p− 2)|∇u|p−4u2x]
w
.
With these terms, we have the following decompositions (using c′′ = 0):

(1) = (d˜) + (f˜2) + (h˜1) + (h˜3) + (˜i1) + (j˜1)
(4−) = (b˜) + (c˜)
(5−) = (a˜) + (g˜) + (j˜2) + (f˜1)
(6−) = (e˜) + (˜i2) + (˜i3) + (l˜)
(7−) = (h˜2)− (0q)− (3q).
(9.7)
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It follows from (9.4) in Lemma 9.1 and (9.5)–(9.7) that
LJ = [(0q) + (0p)]
+
[
(d˜) + (f˜2) + (h˜1) + (h˜3) + (˜i1) + (j˜1)
]
+
[
(m) + (l) + (a)
]
+
[−(0p) + (3t) + (3q)]
+
[
(b˜) + (c˜)
]
+
[
(f1) + (h1)
]
+
[
(4∇) + (4J) + (4t)
]
+
[
(a˜) + (g˜) + (j˜2) + (f˜1)
]
+
[
(b) + (c) + (h2) + (f2)
]
+
[
(5∇) + (5J) + (5t)
]
+
[
(e˜) + (˜i2) + (˜i3) + (l˜)
]
+
[
(d) + (e) + (g) + (j2)
]
+
[
(6∇) + (6J) + (6t)
]
+
[
(h˜2)− (0q)− (3q)
]
+
[
(i) + (j1)
]
.
Reordering the terms, we obtain
LJ = (a) + (b) + (c) + (d) + (e) + (f) + (g) + (h) + (i) + (j) + (l) + (m)
+ (a˜) + (b˜) + (c˜) + (d˜) + (e˜) + (f˜) + (g˜) + (h˜) + (˜i) + (j˜) + (l˜)
+
[
(3t) + (4t) + (5t) + (6t)
]
+
[
(4∇) + (5∇) + (6∇)
]
+
[
(4J) + (5J) + (6J)
]
.
(9.8)
Collecting the terms with J (reps., ∇J) in (9.8), together with those in A2 (resp., H2)
and using (9.3), we define
H := H1 + q|∇u|q−2∇u+ 2(p− 2)d
′cF |∇u|p−4uyM
w
+ 2cd′F (p− 2)uy|∇u|p−6N −
2(p− 2)cd′Fu3y|∇u|p−6M
w
(9.9)
− 2(p− 2)c′cd2F 2|∇u|p−6N + 2(p− 2)c
′cd2F 2u2y|∇u|p−6M
w
and
A := A1 − qc′dF |∇u|q−2
− 2(p− 2)c
2d′dF ′F |∇u|p−4uy
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w
− 4(p− 2)
2(d′cF )2|∇u|p−4u2y|∇u|p−4
w
− 2(p− 2)c2d′dF ′Fuy|∇u|p−6
[
u2x + 2u
2
y
]− 4(p− 2)(cd′F )2u2y|∇u|p−6
+
2(p− 2)c2d′dF ′Fu2y|∇u|p−6uy
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w
+
4(p− 2)2(d′cF )2u4y|∇u|2p−10
w
(9.10)
+ 2(p− 2)c′c2d3F ′F 2|∇u|p−6 [u2x + 2u2y]+ 4(p− 2)c′c2d′d2F 3uy|∇u|p−6
− 2(p− 2)c
′c2d3F ′F 2u2y|∇u|p−6
[
(p− 1)|∇u|p−2 + (p− 2)|∇u|p−4u2y
]
w
− 4(p− 2)
2c′c2d′d2F 3|∇u|p−6u3y|∇u|p−4
w
,
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where we recall that
H1 := (p− 2)
[|∇u|p−4∆u+ (p− 4)|∇u|p−6 〈D2 u∇u,∇u〉]∇u
−2(p− 2)cd′F |∇u|p−4L
−2(p− 2)c′dF |∇u|p−4∇u+ 2(p− 2)|∇u|p−4 (D2u,∇u) , (9.11)
with L =
(
0
ux
)
, and
A1 := −2(p− 1)F ′c′d|∇u|p−2
−(p− 2)Fc′d [|∇u|p−4∆u+ (p− 4)|∇u|p−6 〈D2 u∇u,∇u〉]
+2(p− 2)|∇u|p−4F 2 [(c′d)2 + (d′c)2]+ 2(p− 2)d′dF ′Fc2|∇u|p−4uy
−2(p− 2)c′d′F |∇u|p−4uy. (9.12)
Finally observing that
(a) + (a˜) ≤ 0, (b) + (b˜) ≤ 0, (c) + (c˜) ≤ 0, (d) + (d˜) ≤ 0, (e) + (e˜) ≤ 0
and using (f˜), (˜i), (j˜), (l˜) ≤ 0, we obtain the following lemma.
Lemma 9.2. Recalling the definition (8.4) of the parabolic operator P:
PJ := Jt − |∇u|p−2∆J − (p− 2)|∇u|p−4
〈
D2J ∇u,∇u〉−H · ∇J −A(x, y, t)J,
we have
PJ ≤ (f) + (g) + (h) + (i) + (j) + (l) + (m) + (g˜) + (h˜)
+(3t) + (4t) + (5t) + (6t).
Completion of proof of Proposition 8.1. Starting from Lemma 9.2, we shall estimate the
remaining positive and ut terms by the key negative terms (g˜) and (h˜), after appropriate
choice of the parameters. An essential tool in this step will the Bernstein-type estimates
(see [2, Theorem 1.2])
|∇u| ≤ C0y−1/(q−p+1) and u ≤ C0y(q−p)/(q−p+1) in [0, x1]× (0, L2]× (0, T ), (9.13)
where C0 = C0(p, q,Ω, µ, ‖∇u0‖∞) > 0, and we will use also the lower bound from (1.11):
|∇u| ≥ uy ≥ δ0 = µ/2 > 0. (9.14)
First, using w ≥ |∇u|p−2, we get
(f) ≤ −2(p− 2)pc′cd′dF 2uy|∇u|p−4.
Assume y1 ≤ 1. Due to (9.13), we have
dF ≤ Cα0 y−γ+α(q−p)/(q−p+1) ≤ Cα0 . (9.15)
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Here we used that γ ≤ α− 1 and hence α(q− p)/(q− p+1)− γ ≥ 1−α/(q− p+1) ≥ 0.
Assume k0 = k0(p, q,Ω, µ, ‖∇u0‖∞) > 0 sufficiently small so that
0 < k0 ≤ |∇u|
q−p+2
4pdF
and 0 < k30 ≤
|∇u|q−p+4
8x2F 3d3
, (9.16)
which is possible due to (9.14), x ≤ L1 and (9.15)). We then have
(f) + (g) + (g˜)
≤ p− 2
2
cd′Fuy︸ ︷︷ ︸
≤0

|∇u|q−2 − 8k3x2F 3d3|∇u|p−6 + |∇u|q−2 − 4pk|∇u|p−4dF︸ ︷︷ ︸
≥0

 ≤ 0.
Next, we have
(h) ≤ 4(p− 2)(p− 1)(cd′F )2cdFu2y|∇u|p−6
(j) ≤ (q + 2(p− 2))c′cd2F 2|∇u|q−2
and, owing to Lemma 3.4,
(3t) ≤ (p− 2)cdF ′K
(4t) + (5t) ≤ 5(p− 2)c|d′|F |ut|uy|∇u|2 ≤ 5(p− 2)c|d
′|F Kuy|∇u|2
(6t) ≤ 3(p− 2)c
′cd2F 2K
|∇u|2 .
Here and in the rest of the proof, K denotes a constant depending on ‖u0‖C2 , p and q.
Consequently
PJ ≤ (h) + (i) + (j) + (l) + (m) + (3t) + (4t) + (5t) + (6t) + (h˜)
≤ 4(p− 2)(p− 1)(cd′F )2cdFu2y|∇u|p−6 + (q + 2(p− 2))c′cd2F 2|∇u|q−2
+5(p− 2)c|d′|F Kuy|∇u|2 + 2(p− 1)c|d
′|F ′|∇u|p−2uy
+(4p− 6)cc′d2F ′F |∇u|p−2 + q|d′|cF |∇u|q−2uy
+
3(p− 2)c′cd2F 2K
|∇u|2 + (p− 2)cdF
′K
−(p− 1)cdF ′′|∇u|p + (p− 1− q)|∇u|qcdF ′ − (p− 1)cd′′F |∇u|p−4u2y
hence
PJ
cdF
≤ −(q − p+ 1)α |∇u|
q
u
− (p− 1)α(α− 1) |∇u|
p
u2
− (p− 1)γ(γ + 1)|∇u|
p−4u2y
y2
+
2γα(p− 1)
y
|∇u|p−2uy
u
+ 4(p− 2)(p− 1)k2γ2x2u2αy−2γ |∇u|
p−6u2y
y2
+ 5(p− 2)γK|∇u|−2uy
y
+ (4p− 6)kαu
α−1|∇u|p−2
yγ
+ (q + 2(p− 2))ku
α|∇u|q−2
yγ
+ qγ
|∇u|q−2uy
y
+ (p− 2)αK
u
+
3(p− 2)ky−γuαK
|∇u|2 . (9.17)
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Using Young’s inequality, we obtain that
2γα
y
|∇u|p−2uy
u
≤ α(α− 1) |∇u|
p
u2
+
αγ2
α− 1
|∇u|p−4u2y
y2
,
hence
2γα(p− 1)
y
|∇u|p−2uy
u
− (p− 1)α(α− 1) |∇u|
p
u2
− (p− 1)γ(γ + 1)|∇u|
p−4u2y
y2
≤
(
αγ2
α− 1 − γ(γ + 1)
)
(p− 1)|∇u|p−4u2y
y2
= −2γσ(p− 1)|∇u|
p−4u2y
y2
. (9.18)
By (9.13), we have also
u|∇u|q−p ≤ Cq−p+10 . (9.19)
Using again Young’s inequality, and (9.19), we have
qγ
|∇u|q−2uy
y
≤ σγ|∇u|
p−4u2y
2y2
+
q2γ
2σ
|∇u|2q−p ≤ σγ|∇u|
p−4u2y
2y2
+
q2γCq−p+10
2σ
|∇u|q
u
,
(9.20)
5(p− 2)γK|∇u|−2uy
y
≤ σγ|∇u|
p−4u2y
2y2
+
[
25(p− 2)2γK2|∇u|−p−qu
2σ
] |∇u|q
u
. (9.21)
Next, using (9.13) and (9.14), it follows that
kα(4p− 6)u
α−1|∇u|p−2
yγ
≤ kα(4p− 6)Cα−10 y(α−1)(2σ−
1
q−p+1
)+2 |∇u|2
u2y
|∇u|p−4u2y
y2
≤ kα(4p− 6)δ−20 Cα+10 y(α−1)(2σ−
1
q−p+1
)+
2(q−p)
q−p+1
|∇u|p−4u2y
y2
, (9.22)
(q + 2(p− 2))ku
α|∇u|q−2
yγ
≤ (q + 2(p− 2))kCα+q−p0 y(α−1)(2σ−
1
q−p+1
)+2 |∇u|2
u2y
|∇u|p−4u2y
y2
≤ (q + 2(p− 2))kC
α+q−p+2
0
δ20
y(α−1)(2σ−
1
q−p+1
)+
2(q−p)
q−p+1
|∇u|p−4u2y
y2
(9.23)
and
k2γ2
x2u2α
y2γ
|∇u|p−6u2y
y2
≤ k2γ2x
2C2α0 y
−2γ+2α(q−p)/(q−p+1)
δ20
|∇u|p−4u2y
y2
. (9.24)
Finally, using that u ≥ µy, we have
αK
u
=
αKy2
u|∇u|p−4u2y
|∇u|p−4u2y
y2
≤ αKy
µδp−20
|∇u|p−4u2y
y2
. (9.25)
Using the bounds u ≤ ‖u0‖∞ and (9.14) we have
ky−γuαK
|∇u|2 ≤
k‖u0‖α∞Ky2−γ
δp0
|∇u|p−4u2y
y2
. (9.26)
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Combining (9.17)-(9.26), we get that
PJ
cdF
≤ |∇u|
q
u
(
q2γCq−p+10
2σ
+ 25(p− 2)2γK
2‖u0‖∞
2σδq+p0
− α(q − p+ 1)
)
+
|∇u|p−4u2y
y2
{
k
(
(q + 2(p− 2))Cα+q−p+20 δ−20
)
y(α−1)(2σ−
1
q−p+1
)+
2(q−p)
q−p+1
+k
(
α(4p− 6)δ−20 Cα+10
)
y(α−1)(2σ−
1
q−p+1
)+
2(q−p)
q−p+1
+4(p− 2)(p− 1)k2γ2x2C2α0 y−2γ+
2α(q−p)
q−p+1 δ−20
+(p− 2) αKy
µδp−20
+ 3(p− 2)k‖u0‖
α
∞Ky
2−γ
δp−20
− (2p− 3)σγ
}
.
(9.27)
Now, we may choose α = α(p, q,Ω, µ, ‖u0‖C2, σ) > 1 close enough to 1 in such a way that
γ = (α− 1)(1− 2σ) is small enough to satisfy
γ
[
q2
2σ
Cq−p+10 + 25(p− 2)2
K2‖u0‖∞
2σδq−p0
]
≤ (q − p+ 1)α (9.28)
and
(α− 1)
(
2σ − 1
q − p+ 1
)
+
2(q − p)
q − p+ 1 ≥ 0, (9.29)
α
q − p
q − p + 1 − (α− 1)(1− 2σ) ≥ 0. (9.30)
Finally, once α is fixed (hence γ is also fixed small), recalling that y ≤ y1 ≤ 1, x ≤ L1
and γ ≤ 2, we take k0 = k0(p, q,Ω, µ, ‖u0‖C2 , σ) > 0 possibly smaller, in such a way that
k0
(
(q + 2(p− 2))Cα+q−p+20 δ−20 + α(4p− 6)δ−20 Cα+10
)
+k20
(
4(p− 2)(p− 1)γ2L21C2α0 δ−20
)
+ k0
3(p− 2)‖u0‖α∞K
δp−20
≤ 2p− 3
2
σγ,
(9.31)
and next we take y1 = y1(p, q,Ω, µ, ‖u0‖C2, σ) > 0 small enough such that
(p− 2)αKy1
µδp−20
≤ 2p− 3
2
σγ. (9.32)
Then it follows from (9.27) that
PJ ≤ 0 in D × (T/2, T ). (9.33)
Finally, we need to check (8.6). The continuity statement is clear from the definition
of A,H. Let us show that A is bounded in D×(T/2, τ) for each τ < T . For this purpose,
let us observe that due to |∇u| ≤ C(τ), u ≤ C(τ)y and α− 1 ≥ γ, we have for y ≤ 1 and
τ ∈ (T/2, T )
|F ′d| = αuα−1y−γ ≤ Cα−1(τ)yα−1−γ ≤ αCα−1(τ) (9.34)
|Fd′| = γuαy−γ−1 ≤ γCα(τ) (9.35)
|Fd| = uαy−γ ≤ Cα(τ). (9.36)
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We also have by (9.13) and (9.14):
|∇u|r ≤
{
Cr(τ), if r > 0,
δr0, if r < 0.
(9.37)
The assertion then follows easily from (9.10), (9.12) and (2.7).
10 APPENDIX 1. Proof of regularity results (The-
orem 2.2)
Proof of Theorem 2.2(i). We assume δ0 := infQT |∇u| > 0. Fix 0 < τ < T and let
Mτ = ‖∇u‖L∞(Qτ ) <∞. We pick smooth functions b = bτ and F = Fτ with the following
properties:
b(s) = s(p−2)/2 and F (s) = sq/2 for δ20 ≤ s ≤ M2τ ,
inf
[0,∞)
b > 0, b′ ≥ 0, b′(s) = 0 for s large enough, F ≥ 0, sup
[0,∞)
F <∞.
By the results in [13, Chapter V] (see Remark 10.1 below for details), there exists a
(unique) classical solution v = vτ ∈ C2+α,1+α/2(Ω× (0, τ)) ∩ C(Qτ ), for some α ∈ (0, 1),
of the problem
vt −∇ · (b(|∇v|2)∇v) = F (|∇v|2) in Qτ
v = g on Sτ
v(·, 0) = u0 in Ω.
Since v is also a weak solution of (2.1)–(2.3) in Qτ , by uniqueness of weak solutions
(cf. Theorem 2.1(ii)), it follows that u = vτ on Qτ , hence (2.7).
Remark 10.1. More precisely, in the special case when u0 ∈ C2+α(Ω) and u0 satisfies
the second order compatibility conditions, the existence of v claimed in the above proof
follows from [13, Theorem V.6.1]. In the general case u0 ∈ W 1,∞(Ω), with u0 = g on ∂Ω,
this follows by a standard approximation procedure of u0 by such smooth u0,n. Namely,
if vn denotes the solution originating from u0,n, then, by [13, Theorems V.4.1, V.1.1 and
V.5.4] respectively, we get uniform a priori estimates for the sequence vn in the spaces
L∞(0, τ ;W 1,∞(Ω)), Cα(Qτ ) and C
2+α,1+α/2
loc (Ω× (0, τ ]) for some α ∈ (0, 1). We may then
pass to the limit along a subsequence and obtain a solution with the announced properties.
In the proof of Theorem 2.2(ii)(iii), we shall use the following local regularity lemma.
We note that only statement (ii) will be used here. The global version of statement (i)
was already proved in Theorem 2.2(i). However, we give and prove its local version for
completeness, since it was mentioned without proof in [2, p. 2487].
Lemma 10.1. Under the assumptions of Theorem 2.1, let u be the (maximal) weak
solution of (1.1) and let P0 = (x0, y0, t0) ∈ QT . Assume |∇u(P0)| > 0. Then:
(i) for some α ∈ (0, 1), u is a classical C2+α,1+α/2-solution on a space-time neighbor-
hood of P0;
(ii) for some β ∈ (0, 1), ∇u is C2+β,1+β/2 on a space-time neighborhood of P0.
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Proof. (i) Since, by Theorem 2.1(iii), ∇u is continuous in QT , there exist λ, ρ,M2 > 0
such that
λ ≤ |∇u| ≤M2 in Qρ := Bρ(x0, y0)× [t0 − ρ, t0 + ρ] ⊂ QT . (10.1)
For any unit vector ~e and 0 < h < ρ/2, let us introduce the differential quotients
Dhu = h
−1(τhu− u), where τhu = u
(
(x, y) + h~e, t
)
.
We have
|∇τhu|q − |∇u|q = dh(x, y, t) · ∇(τhu− u) in Qρ/2,
where |dh(x, y, t)| ≤ C independent of h. Next denote b(s) = s(p−2)/2 and ai(p) = b(|p|2)pi
where p = (p1, p2), so that ∆pu = ∂i(ai(∇u)). Following [13, p.445], we write
ai(∇τhu)− ai(∇u) =
∫ 1
0
d
ds
ai(s∇τhu+ (1− s)∇u)) ds = a˜hij∂j(τhu− u),
where
a˜hij(x, y, t) =
∫ 1
0
∂ai
∂pj
(s∇τhu+ (1− s)∇u)) ds.
Subtracting the PDE in (1.1) for u and for τhu and dividing by h, we see that Dhu is a
local weak solution of
∂t(Dhu)− ∂i
[
a˜hij∂j(Dhu)
]
= dh(x, y, t) · ∇(Dhu) in Qρ/2. (10.2)
Moreover, since ∂ai
∂pj
ξiξj = b(|p|2)|ξ|2 + 2b′(|p|2)pipjξiξj ≥ b(|p|2)|ξ|2 ≥ λp−2|ξ|2 in Qρ/2 by
(10.1), we have
a˜hijξiξj ≥ λp−2|ξ|2 in Qρ/2.
We then test (10.2) with ϕ2Dhu, where ϕ ∈ C∞0 (Qρ/2) is a cut-off function such that
ϕ = 1 on Qρ/3. By integration by parts and some simple manipulations, it is easy to see
that
λp−2
∫
Qρ/3
|∇Dhu|2 dxdydt ≤
∫
Qρ/2
a˜hij∂i(Dhu)∂j(Dhu)ϕ
2 dxdydt ≤ C.
It follows that D2u ∈ L2(Qρ/3). Consequently, we obtain that u ∈ W 2,12 (Qρ/3) and is a
local strong solution of equation (1.1) written in nondivergence form, i.e.:
ut− aijuij = f in Qρ/3, where aij = |∇u|p−2
[
δij + (p− 2) uiuj|∇u|2
]
, f = |∇u|q. (10.3)
Since, by Theorem 2.1(iii), aij , f are Ho¨lder continuous in Q
ρ/3
, it follows from interior
Schauder parabolic regularity [13, Theorem III.12.2] that, for some α ∈ (0, 1),
u ∈ C2+α,1+α/2(Qρ/4). (10.4)
(ii) Thanks to (10.4), we know that u is a classical solution of (10.3) in Qρ/4. Keeping
the above notation, for 0 < h < ρ/8, we then have
(Dhu)t − aij(Dhu)ij = Fh := Dhf + (Dhaij)(τhuij) in Qρ/8.
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Moreover, as a consequence of (10.4), we have, for 1 < r <∞,
‖Fh‖Lr(Qρ/8) ≤ C‖∇f‖Lr(Qρ/4) + ‖∇A‖Lr(Qρ/4)‖D2u‖L∞(Qρ/4) ≤ C, 0 < h < ρ/8.
It thus follows from interior parabolic Lr estimates (see [13, Theorem III.12.2]) that, for
0 < h < ρ/8,
‖D2Dhu‖Lr(Qρ/16) + ‖∂tDh‖Lr(Qρ/16) ≤ C(ρ)
(‖Fh‖Lr(Qρ/8) + ‖Dhu‖Lr(Qρ/8)) ≤ C.
We deduce that Dut, D
3u ∈ Lrloc(QT ). Then differentiating (10.3) in space, we see that
the function z = ∂ℓux (ℓ = 1, 2) is a local strong solution of
zt − aijzij = f˜ in Qρ/16, (10.5)
where f˜ = ∂ℓf − uij∂ℓaij . Since aij , f˜ are Ho¨lder continuous in Qρ/16 due to (10.4),
it follows from interior Schauder parabolic regularity [13, Theorem III.12.2] that z ∈
C2+α,1+α/2(Q
ρ/20
) for some α ∈ (0, 1).
Proof of Theorem 2.2 (continued). (ii) This is a direct consequence of Lemma 10.1.
(iii) It follows from (i)(ii) that v = ux ∈ C2,1(QT )∩C(Ω×(0, T )) is a classical solution
of (10.5) in QT , where aij are defined in (10.3). Moreover, v = gx = 0 on ST . Taking θ(t)
a cut-off in time and setting w = θv, we see that w solves
wt − aijwij = f¯ := θf˜ + θtv in QT , (10.6)
with 0 initial-boundary conditions. By [18, Theorem 4.28], since f¯ is locally Ho¨lder
continuous in Ω×[0, T ) due to (i), there exists a solution to this problem in C2+β,1+β/2(Ω×
[0, T )) for some β ∈ (0, 1). Since we have uniqueness in the class C2,1(QT )∩C(Ω× [0, T ))
by the maximum principle, the conclusion (2.9) follows.
11 APPENDIX 2. A parabolic version of Serrin’s
corner lemma
In [17, p. 512], a Serrin corner property in a rectangle was shown for a parabolic equation
involving the Laplacian. This was proved by comparison with a suitable product of
functions of x, t and y, t. This result and method are no longer sufficient here and we
shall establish a result for general nondivergence operators by modifying the original
proof of [22] for the elliptic case.
Proposition 11.1. Let 0 < X1 < Xˆ1, 0 < Y1 < Yˆ1, Dˆ = (0, Xˆ1) × (0, Yˆ1) ⊂ R2,
0 < τ1 < τ2, Dˆτ = Dˆ × (τ1, τ2). Let the coefficients aij = aij(x, y, t) satisfy
aijξiξj ≥ λ|ξ|2 in Dˆτ (11.1)
for some λ > 0 and assume that
aij , Bi ∈ C(Dˆτ ), a12 + a21 ≥ −C(x ∧ y), B1 ≥ −Cx, B2 ≥ −Cy in Dˆτ . (11.2)
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Let z ∈ C2,1(Dˆτ ) ∩ C(Dˆτ ) satisfy
Lz := zt − aijzij −Bizi ≤ 0 in Dˆτ , z(x, y, t) ≤ 0 in Dˆτ , z(0, 0, t) = 0. (11.3)
Then, for each t0 ∈ (τ1, τ2), there exists c0 > 0 such that
z ≤ −c0xy in (0, X1)× (0, Y1)× [t0, τ2). (11.4)
Proof. Let a = min(X1, Y1,
t0−τ1
2
) and τ3 =
τ1+t0
2
, so that τ1 < τ3 < t0 < τ2. Fix
t1 ∈ [t0, τ2) and let
K1 :=
{
(x, y, t); x2 + (a− y)2 + (t1 − t)2 < a2, x > 0, t ≤ t1
}
.
Observe that K1 ⊂ Dˆ × [τ3, t1] and set K2 = B
(
(0, 0), a/2
)× [τ3, t1] and K = K1 ∩K2.
Now set
v¯(x, y, t) := e−α(x
2+(y−a)2+(t−t1)2) − e−αa2 , v(x, y, t) = e−α(x2+(y−a)2+(t−t1)2),
with α > 0 to be chosen later on, and define the auxiliary function h = xv¯. It is clear
that h > 0 in K. We compute
ht = −2αx(t− t1)v, ∇h =
(
v¯ − 2αx2v
−2αx(y − a)v
)
,
D2h = v
( −6αx+ 4α2x3 −2α(y − a) + 4α2x2(y − a)
−2α(y − a) + 4α2x2(y − a) −2αx+ 4α2x(y − a)2
)
,
B(x, y, t) · ∇h = −2αxv[xB1 + (y − a)B2] +B1v¯.
Using that aijξiξj ≥ λ|ξ|2, we have
aijhij = va11(−6αx+ 4α2x3) + va22
(−2αx+ 4α2x(y − a)2)
+ v (a12 + a21)
(−2α(y − a) + 4x2α2(y − a))
= αxv
[
4α
(
a11x
2 + (y − a)x(a12 + a21) + (y − a)2a22
)
− 6a11 − 2a22 − 2(y − a)(a12 + a21)
x
]
≥ αxv
[
4αλ(x2 + (y − a)2)− 6a11 − 2a22 + 2(a− y)(a12 + a21)
x
]
,
hence
Lh ≤ αxv
[
−4αλ(x2 + (y − a)2) + 2(t1 − t) + 6a11 + 2a22 − 2(a− y)(a12 + a21)
x
+2xB1 + 2(y − a)B2 − B1
αx
(
1− eα(x2+(y−a)2+(t−t1)2−a2))] .
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On the one hand, on K, we have y < a/2, hence x2 + (y − a)2 > a2/4. On the
other hand, using part of assumptions (11.2) along with 0 ≤ a − y ≤ a and 0 ≤
1− eα(x2+(y−a)2+(t−t1)2−a2) ≤ 1 on K, it follows that for α > 1 large enough,
Lh ≤ αxv [−αλa2 + 2(t1 − t) + 6a11 + 2a22 + 2Ca+ 2xB1 + 2(y − a)B2 + C]
≤ −λα
2a2xv
2
< 0 in K. (11.5)
We now set w = z + εh where ε is a positive constant to be chosen. By (11.3) and
(11.5), we have
Lw < 0 in K. (11.6)
Denote M = maxK w ≥ 0. Since L is (uniformly) parabolic, by the usual proof of the
maximum principle, it follows from (11.6) that w cannot attain the valueM inK (observe
that for each s ∈ [τ3, t1], the section K ∩ {t = s} is an open, possibly empty, subset of
R
2). To show M = 0 (for sufficiently small ε > 0), it thus suffices to verify that w ≤ 0
on ∂PK = ∂K \ (K ∩ {t = t1}). We have ∂PK = Γ1 ∪ Γ2, where Γ1 = ∂K1 ∩ K2 and
Γ2 = ∂K2 ∩K1.
On Γ1 we have either
x2 + (y − a)2 + (t1 − t)2 = a2 or x = 0,
so that h = 0 and z ≤ 0, hence w ≤ 0. Next observe that on Γ2 we have
x2 + (y − a)2 + (t1 − t)2 < a2 and x2 + y2 = a2/4,
hence τ1 < τ3 ≤ t ≤ t1 and a/8 < y < a/2 (in other words, (x, y) is “far” from the corners
of Dˆ). Therefore, by the Hopf boundary point lemma [19, Theorem 6 p. 174] and the
strong maximum principle, there exists c > 0 (independent of t1), such that z ≤ −cx on
Γ2. Choosing ε ∈ (0, c), we then have w ≤ −cx+ εx < 0 on Γ2.
We have thus proved that M = 0 that is, w ≤ 0 in K. Letting a˜ := a/(2√2) and
noting that {0 < x ≤ y < a˜} × {t1} ⊂ K, we get
z(x, y, t1) ≤ −εh(x, y, t1) = −εxe−αa2
(
eα(a
2−x2−(y−a)2) − 1)
≤ −εαe−αa2x(a2 − x2 − (y − a)2) = −εαe−αa2x(2ay − x2 − y2)
≤ −aεαe−αa2xy for 0 < x ≤ y < a˜.
Now exchanging the roles of x, y and noticing that the assumptions (11.2) are symmet-
ric in x, y, the conclusion already obtained guarantees that also z(x, y, t1) ≤ −aεαe−αa2xy
for 0 < y ≤ x < a˜, hence (11.4) in (0, a˜)2 × [t0, τ2). The extension to the remaining part
of the rectangle (0, X1) × (0, Y1) (away from the corner (0, 0)) follows from the Hopf
boundary lemma and the strong maximum principle.
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