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ABSTRACT
We present a comparison between the observed galaxy stellar mass function and the one predicted from the
De Lucia & Blaizot (2007) semi-analytic model applied to the Millennium Simulation, for cluster satellites
and galaxies in the field (meant as a wide portion of the sky, including all environments), in the local universe
(z∼ 0.06) and at intermediate redshift (z∼ 0.6), with the aim to shed light on the processes which regulate the
mass distribution in different environments. While the mass functions in the field and in its finer environments
(groups, binary and single systems) are well matched in the local universe down to the completeness limit of
the observational sample, the model over-predicts the number of low mass galaxies in the field at z ∼ 0.6 and
in clusters at both redshifts. Above M∗=1010.25M, it reproduces the observed similarity of the cluster and
field mass functions, but not the observed evolution. Our results point out two shortcomings of the model:
an incorrect treatment of cluster-specific environmental effects and an over-efficient galaxy formation at early
times (as already found by e.g. Weinmann et al. 2012). Next, we consider only simulations. Using also the
Guo et al. (2011) model, we find that the high mass end of the mass functions depends on halo mass: only very
massive halos host massive galaxies, with the result that their mass function is flatter. Above M∗=109.4M,
simulations show an evolution in the number of the most massive galaxies in all the environments. Mass func-
tions obtained from the two prescriptions are different, however results are qualitatively similar, indicating that
the adopted recipes to model the evolution of central and satellite galaxies still have to be better implemented
in semi-analytic models.
Subject headings: galaxies: general – galaxies: evolution – galaxies: formation – galaxies: luminosity function,
mass function
1. INTRODUCTION
The Λ Cold Dark Matter (CDM) hierarchical paradigm
describes well the formation of large-scale structure in the
Universe. It is, however, difficult to explain all the ob-
served trends for the galaxy populations in the context of this
paradigm. This is, at least in part, due to the difficulties in
treating relevant physical processes (e.g. feedback from su-
pernovae and AGNs, stellar winds, etc) whose understanding
is far from being complete.
From an observational point of view, many studies have
tried to quantify the role of the environment in shaping the
physical properties of galaxies at different cosmic epochs. In
general, denser environments host larger fractions of early-
type galaxies (Hubble & Humason 1931), that are typically
more massive, redder, more concentrated, less gas-rich, and
show lower star formation rates than late-type galaxies. (e.g.,
Kauffmann et al. 2004; Baldry et al. 2006; Weinmann et al.
2006). These trends may be driven by the environment, and
be the result of physical processes coming into play only af-
ter galaxies have become part of a structure like a group or
a cluster, or they might be mainly driven by intrinsic prop-
erties closely related to galaxy-intrinsic conditions (i.e. stel-
lar mass) and be established beforehand, due to the fact that
galaxy formation occurs at an accelerated rate in over-dense
regions. As discussed in De Lucia et al. (2012), separat-
ing the two scenarios and differentiating their role in driving
galaxy evolution is hard, since they are strongly and physi-
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cally connected.
In the last years, much attention has been focused on quan-
tifying the environmental trends at fixed stellar mass (but see
caveats pointed out in De Lucia et al. 2012). In this paper,
we will focus on one specific property of galaxy populations
that is the galaxy stellar mass function. Since it results from
a combination of hierarchical mass assembly of dark matter
halos and different physical processes driving galaxy evolu-
tion (e.g., Dekel & Silk 1986; Benson et al. 2002; Wang et
al. 2008), by comparing observational data at different cos-
mic epochs with theoretical predictions can provide important
constraints on the entire galaxy formation processes.
First studies focused mainly on field galaxies (e.g., Fontana
et al. 2004; Drory et al. 2005; Gwyn & Hartwick 2005;
Fontana et al. 2006; Borch et al. 2006; Bundy et al. 2006;
Pozzetti et al. 2007, 2010; Ilbert et al. 2010; Baldry et al.
2012; Ilbert et al. 2013; Muzzin et al. 2013). They showed
that the number density of galaxies with M∗ ≥ 1011M ex-
hibits relatively modest evolution from z = 1 to z = 0. This
implies that the assembly of relatively-massive objects is es-
sentially complete by z∼ 1. On the other hand, the mass func-
tion of less massive galaxies evolves more strongly than that
of massive ones, displaying a rapid increase of their number
density from z ∼ 1 (but see Drory et al. 2009). As pointed
out by Marchesini et al. (2009), however, a detailed analysis
of random and (in particular) systematic uncertainties weak-
ens significantly any claim on the mass-dependent evolution,
particularly for the massive end.
Recently, a few studies have started to investigate the mass
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function in galaxy clusters. Vulcani et al. (2011) found a
quite strong evolution with redshift, consistent with the field
evolution. Calvi et al. (2013) (hereafter C13) and Vul-
cani et al. (2013) (hereafter V13) found that, at least above
logM?/M∼10.25 at z = 0, and above logM?/M∼10.5 at
z = 0.6, the shape of the mass distribution is very similar in
clusters, groups and the field. Similar conclusions have been
also extended to z∼ 1 (van der Burg et al. 2013).
V13 also showed that the evolution of the mass function
in the interval z = 0.6− 0.06 is similar in clusters and in the
general field.
On the theoretical side, semi-analytic galaxy formation
models (e.g. White & Frenk 1991; Kauffmann, White &
Guiderdoni 1993; Cole et al. 1994; Kauffmann et al. 1999;
Somerville & Primack 1999; Cole et al. 2000; Springel et al.
2001; Hatton et al. 2003; Baugh et al. 2005; De Lucia et al.
2007; Font et al. 2008), provide a powerful tool to interpret
observational results in a cosmological context. However, it
is important to keep in mind that usually models are normal-
ized to fit a subset of low-z observations and the field mass
function has been often used by the most recent models as the
primary constrain to tune the various model parameters.
Several studies have compared the observed field mass
function to the one predicted by simulations. Semi-analytic
models that include strong stellar feedback reproduce well the
z = 0 mass function (e.g. Guo et al. 2011 - hereafter G11,
Bower, Benson & Crain 2012), but they struggle in reproduc-
ing the mass function of low-mass galaxies at higher redshift
(Fontana et al. 2006; Marchesini et al. 2009; Drory et al.
2009; Fontanot et al. 2009 - hereafter F09, Lo Faro et al.
2009; Cirasuolo et al. 2010, G11). In particular, they overpro-
duce low-mass galaxies at z > 0.5, predicting almost no evo-
lution in the number density of galaxies of mass ∼ 1010M
since z ∼ 2, in contrast with observational measurements for
galaxies of the same mass whose number density is found to
evolve by a factor ∼6 over the same redshift range (F09). In
the models, low mass galaxies are predicted to form too early
and have too little ongoing star formation at later times (e.g.
F09, Firmani & Avila-Reese 2010, G11, Weinmann et al.
2012), so their present day stellar populations are too old.
For low-mass galaxies, it is generally believed that the dis-
crepancies with observational data are due to an incorrect
treatment of the star formation and stellar feedback process.
In addition, as pointed out by Weinmann et al. (2012), the
problem is not limited to semi-analytic models but is also
present in hydrodynamical simulations of galaxy formation.
A number of problems still affect model predictions also for
the most massive galaxies (logM?/M> 11). Their evolution
since z ∼ 1, which is driven by mergers, is marginally incon-
sistent with the observational results, being slightly too fast
(F09). Models also underestimate both the number density
and the star formation rate (SFR) of massive galaxies at z> 2
(Marchesini et al. 2009, F09). In addition, models do not
reproduce the observed chemical abundances: at the massive
end, the predicted mass-metallicity relation turns over and is
offset low with respect to the data (see, e.g., De Lucia & Bor-
gani 2012).
The inaccuracy of the CDM paradigm seems to be related
to the fact that model galaxies closely follow the evolution
of DM halos, while it is necessary to find a way to decouple
the halo accretion rate and the star formation rate of galaxies
(Weinmann et al. 2012).
Recently, some studies have investigated the effect of as-
suming a Warm Dark Matter (WDM) power spectrum. Menci,
Fiore & Lamastra (2012) argued that the WDM scenario may
solve the excess of low-mass galaxies, since it produces a
smaller number of collapsed low-mass halos. However, Kang,
Macciò & Dutton (2013) asserted that the claimed success
might simply reflect a non-optimal parameterization of the
physics of galaxy formation implemented in the model. This
shows that a single observable (e.g. the stellar mass func-
tion) can not constrain the effects of the warm component on
galaxy formation, even though accurate measurements of the
mass function and the link between galaxies and DM halos
down to the very low mass end can give very tight constraints
on the nature of DM candidates.
All studies mentioned above focused on comparing model
predictions with observational data for field galaxies. Very
few studies have considered trends as a function of the envi-
ronment (see e.g. Liu et al. 2010 for an analysis of the local
conditional stellar mass function). On the theoretical side, it
is a well established results that the subhalo mass function de-
pends only weakly on the mass of the parent halo (e.g. De Lu-
cia et al. 2004; Lee 2004; Giocoli, Tormen & van den Bosch
2008). It has to be considered, however, that galaxies and
subhalos are not simply related (Gao et al. 2004; Sawala et
al. 2013) so that a similar subhalo mass function does not
necessarily imply a similar galaxy mass function.
The aim of this paper is to analyze what semi-analytic
models predict for the mass function at two different epochs
(z = 0.06 and z = 0.62), in the field and in halos of different
mass. Our aim is to test whether simulations are able to repro-
duce the observational results and eventually help improving
the available models by analyzing in detail where they fail.
The plan of the paper is as follows. Section 2 and 3 intro-
duce the observational and theoretical samples, respectively.
Section 4 describes the method used for our analysis, while
Section 5 shows the basic comparison between the observed
and predicted mass functions. In Section 6, we discuss results
from simulations, and in Section 7 we summarize and discuss
our results. Finally, Section 8 gives our conclusions.
We assume H0 = 73kms−1 Mpc−1, Ω0 = 0.25, and ΩΛ =
0.75. The adopted initial mass function (IMF) is that of
Kroupa (2001) in the mass range 0.1–100 M. Magnitudes
are in the Vega system.
2. OBSERVATIONS
In this paper, we exploit four different observed samples
to measure the galaxy stellar mass function of low- and
intermediate-z field and cluster galaxies.
2.1. Low-z
We use the Padova-Millennium Galaxy and Group Cata-
logue (PM2GC - Calvi, Poggianti & Vulcani 2011), which is
a galaxy catalog representative of the general field population
in the local Universe. It is a database built on the basis of the
Millennium Galaxy Catalogue (MGC, Liske et al. 2003), a
deep and wide B- imaging survey along an equatorial strip of
∼ 38deg2. The catalog contains only galaxies brighter than
MB ≤ −18.7. By applying a friends-of-friends (FoF) algo-
rithm, a catalogue of galaxy groups with at least three mem-
bers in the redshift range 0.04 ≤ z ≤ 0.1 has been created
(see Calvi, Poggianti & Vulcani 2011). Galaxies that after
several iterations of the algorithm are within 1.5 R200 from
the group centre and 3σ (velocity dispersion) from the group
redshift are considered group members. R200 is defined as
the radius delimiting a sphere with interior mean density 200
times the critical density of the universe at that redshift, and
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is commonly used as an approximation of the group/cluster
virial radius. The R200 values for our structures are computed
from the velocity dispersions using the formula (Finn et al.
2005):
R200 = 1.73
σ
1000(kms−1)
1√
ΩΛ + Ω0(1 + z)3
h−1(Mpc) (1)
Galaxies that do not satisfy the group linking criteria
adopted have been placed either in the catalogue of single
field galaxies, that comprises the isolated galaxies, or in the
catalogue of binary field galaxies, that comprises the systems
with two galaxies within 1500 kms−1 and 0.5 h−1 Mpc.
Stellar masses have been estimated following Bell & de
Jong (2001) (Calvi, Poggianti & Vulcani 2011). Briefly, they
were derived using the relation between M/LB and the dust-
uncorrected rest-frame (B−V ) color
log10(M/LB) =−0.51 + 1.45(B−V ) (2)
valid for a Bruzual & Charlot model with solar metallicity
and a Salpeter (1955) IMF (0.1-125 M). Then, they were
converted to a Kroupa (2001) IMF, adding -0.19 dex to the
logarithmic value of the masses. The typical scatter of the
mass uncertainties is ∼ 0.2−0.3dex (see, e.g., Kannappan &
Gawiser 2007).
In this work, we refer to the galaxy sample described in
C13: we consider galaxies at 0.04 ≤ z ≤ 0.1 in the field, in
groups, binary and single systems. The mass completeness
limit is logM?/M = 10.25 and includes 1045 field galaxies.
The PM2GC covers a much smaller sky area than the SDSS
(York et al. 2000), but is characterized by a better imaging
quality and higher spectroscopic completeness. In Fig.1 of
their paper, C13 present a comparison between the PM2GC
mass function and literature results (Bell et al. 2003; Cole et
al. 2001; Baldry et al. 2012; Li & White 2009), and show a
good agreement among the different estimates.
For clusters, we take advantage of the Wide-field Nearby
Galaxy-clusters Survey (WINGS1 - Fasano et al. 2006),
a multi-wavelength survey at 0.04< z< 0.07. WINGS is
based on deep optical (B,V) wide field images (∼ 35′× 35′)
of 76 clusters. The clusters span a wide range in veloc-
ity dispersion (550<σ<1400 kms−1) and X-ray luminosity
(0.2×1044<LX<5×1044 ergs−1). Besides the optical imag-
ing data, a number of follow-ups were carried out to obtain
additional homogeneous information for galaxies, such as op-
tical spectroscopy (Cava et al. 2009), near- infrared (J, K)
data (Valentinuzzi et al. 2009) and U-band imaging (Omiz-
zolo et al. 2013). An Omegacam/VST u, B and V follow-up
of about 50 clusters is underway.
We use the galaxy sample described in Vulcani et al.
(2011). Briefly, we consider 21 clusters with spectroscopic
completeness larger than 50%. The brightest cluster galax-
ies (BCGs) have been excluded, while only spectroscopically
confirmed members within 0.6R200 (the largest radius gener-
ally covered in WINGS clusters) have been included in the
sample. Galaxies have been weighted for spectroscopic in-
completeness using the ratio of the number of galaxies with
a spectroscopic redshift to the number of galaxies in the par-
ent photometric catalogue, as a function of galaxy magnitude
(Cava et al. 2009).2 Stellar masses have been estimated fol-
1 http://web.oapd.inaf.it/wings
2 The completeness is larger than 50% for galaxies with V < 18. This
magnitude limit corresponds to a stellar mass of logM?/M∼ 10.4, below
which the completeness correction becomes important.
lowing Bell & de Jong (2001) (Vulcani et al. 2011). The
mass complete sample includes all galaxies more massive
than logM?/M = 9.8, for a total of 1229 galaxies.
We use the WINGS mass function because, thus far, it is
the only attempt to describe the galaxy stellar mass distribu-
tion in clusters at z ∼ 0. We note that Mercurio et al. (2012)
investigated the Shapley supercluster, but without explicitly
isolating clusters. Furthermore, the cluster mass function pre-
sented in Baldry, Glazebrook & Driver (2008) is based on
masses determined from luminosities using a fixed M/L ratio
for all galaxies.3
2.2. Intermediate-z
For the field at 0.6 < z < 0.8, we use the mass function
presented in Drory et al. (2009) that is, among those pub-
lished, the one with the lowest mass completeness limit. The
authors exploited the COSMOS catalog with photometric red-
shifts derived from 30 broad and medium bands described
in Capak et al. (2007) and Ilbert et al. (2009). They used
galaxies with i+AB < 25, where the detection completeness is
> 90% (Capak et al. 2007). They detected 36,885 galaxies at
0.6< z< 0.8 in an area of 1.73 deg2.
Drory et al. (2009) derived stellar masses comparing multi-
band photometry to a grid of stellar population models of
varying star formation histories (SFH), ages, and dust con-
tent (for further details, refer to Drory et al. 2009). They
adopted a Chabrier (2003) IMF (0.1-100 M). To reduce the
uncertainties due to the different method adopted by Drory et
al. (2009), we apply a mean correction to the Drory et al.
(2009) mass function, as described in Appendix A.1. Con-
verting their stellar masses into our IMF and cosmology, their
mass completeness limit is logM?/M = 10.
We also use the ESO Distant Cluster Survey (EDisCS -
White et al. 2005), a multi-wavelength photometric and spec-
troscopic survey of galaxies in 20 fields containing galaxy
clusters (400 < σ < 1100kms−1) and groups (150 < σ <
400kms−1) at 0.4< z< 1. Structures were selected as surface
brightness peaks in smoothed images taken with a very wide
optical filter (∼ 4500−7500 Å), and have high-quality multi-
band optical and near-infrared photometry (White et al. 2005)
and spectroscopy (Halliday et al. 2004; Milvang-Jensen et al.
2008; Vulcani et al. 2012). Photometric redshifts were com-
puted using two independent codes, a modified version of the
publicly available Hyperz code (Bolzonella, Miralles & Pelló
2000) and the code presented in Rudnick et al. (2001, 2003,
2009). Photo-z membership was established using a modified
version of the technique first developed in Brunner & Lubin
(2000) (De Lucia et al. 2004, 2007; Pelló et al. 2009).
Stellar mass estimates are presented in Vulcani et al. (2010,
2011); they have been determined following Bell & de Jong
(2001). The photometric magnitude limit (I = 24) corresponds
to a mass limit of logM?/M = 10.2.
We use the EDisCS sample described in Vulcani et al.
(2011), which includes all the photo-z members of 14 clus-
ters in the redshift range 0.4 < z < 0.8, above the mass limit
3 The lack of studies of cluster stellar mass functions might be quite sur-
prising. An explanation for this might be that analyses focused mainly on
conditional stellar mass function instead (see, e.g., Yang, Mo & van den
Bosch 2008), which describes the average number of galaxies as a function
of galaxy stellar mass in a dark matter halo of a given mass. This approach al-
lows to disentangle the role of the galaxy formation model (which affects the
relation between the mass of the halo and the galaxy stellar mass) from that
of the adopted cosmology (which affects the number density), but strongly
depends on the theoretical assumptions.
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and within 0.6R200. BCGs have been excluded. The final sam-
ple consists of 489 galaxies. As discussed in the appendix of
Vulcani et al. (2011) and in V13, contamination from photo-
z interlopers might alter the mass functions. However Rud-
nick et al. (2009) found that at the magnitudes used in this
paper the photo-z counts are fully consistent with the statis-
tically background subtracted counts. Anyway, it should be
noted that the stellar mass function measured using photo-z
membership becomes increasingly uncertain with decreasing
magnitude/mass, where our data lack a good spectroscopic
coverage. We exploit the spectroscopic sample to character-
ize the maximum mass reached by galaxies in clusters, since
photo-z interlopers could bias this estimate.
As for the local universe, no other cluster galaxy mass func-
tions are available at these redshifts.
3. THEORETICAL PREDCITIONS
We take advantage of publicly available galaxy catalogues
from semi-analytic models run on the Millennium Simulation
(Springel et al. 2005). This uses 1010 particles of mass 8.6×
108 h−1 M to trace the evolution of the matter distribution in
a cubic region of the Universe of 500h−1 Mpc on a side from
z = 127 until z = 0, and has a spatial resolution of 5h−1 kpc.
We use two different semi-analytic models, to investigate
how different assumptions about the physical processes acting
on the baryonic component impact the evolution of the galaxy
stellar mass function.
The semi-analytic model discussed in De Lucia & Blaizot
(2007) (DLB07) builds on the methodology and prescriptions
introduced in Springel et al. (2001); De Lucia et al. (2004);
Croton et al. (2006) and has been the first variant of the “Mu-
nich” models family that has been made publicly available.
The latest update is provided by the G11 model, that we use
in the second part of this paper. Both models include pre-
scriptions for supernova-driven winds, follow the growth of
supermassive black holes and include a phenomenological de-
scription of AGN feedback. The G11 model is based on the
DLB07 one, but it significantly differs in some areas. Several
of the extensions involve a different treatment of some pro-
cesses, such as the strangulation of satellite galaxies (that is
instantaneous after accretion in DLB07), and the supernova
feedback (that is more efficient in G11); and the introduction
of some processes which were not previously included, such
as the disruption of galaxies to produce intracluster light. In
particular, when a central galaxy first becomes satellite, that
is its halo is first linked to a more massive halo, G11 continue
to treat it as a central galaxy, that is in the same manner as a
galaxy at the centre of a main subhalo, until it falls within the
virial radius of the centre of its new halo. At this point, they
switch on tidal and ram-pressure stripping processes which
can remove gas from the galaxy or even disrupt it completely.
This change leads to a reduction in the number of satellite
galaxies with respect to predictions from DLB07. We refer to
the original papers for more details.
Note that the DLB07 model was mainly constrained by the
observed local K-band luminosity function. The G11 model,
on the other hand, was tuned to reproduce the observed stellar
mass function in the local universe.
In the following, we refer to an output value of the simu-
lations either as a “sim-projected” or a “simulated” quantity.
Sim-projected quantities (number of galaxies, velocity disper-
sion, etc.) are computed from the simulation with the same
methods that would be used observationally and are projected
on the xy plane, while simulated quantities are the 3D esti-
mates provided by the simulation.
As also discussed in Poggianti et al. (2010), the former
quantities can be compared to observational measurements.
3.1. The sim-projected sample
To compare simulations to observations, we use only the
DLB07 model and we assemble samples as similar as possible
to the observed ones. The G11 model does not provide the
magnitudes needed to compute the stellar masses as done with
the data, and will be used only in the second part of this study.
To reproduce the observed clusters, using the available
catalogues, we selected 150 halos with 1013 M ≤ MMS200 ≤
1015 M at z = 0.06 and 142 halos at z = 0.62, uniformly dis-
tributed in mass. MMS200 masses are computed from the N-body
simulation as the mass enclosed within RMS200, the radius of a
sphere which is centered on the most bound particle of the
group and has an over density of 200 with respect to the crit-
ical density of the universe (the virial radius) at the redshift
of interest. We then selected all galaxies within a box of 10
physical Mpc on a side, centered on each halo considered. 3D
velocity dispersions have been computed using all galaxies
within RMS200 and more massive than M? = 10
9 M.
To reproduce the observed field, we selected portions of
“simulated sky” corresponding to square boxes of ∼ 38deg2
(30× 30 Mpc) at z = 0.06, and to ∼ 1deg2 (17× 17 Mpc)
at z = 0.62. At low-z, to match the observed field sam-
ple, the boxes extracted are 323 physical Mpc deep, while
at higher redshift the maximum depth of the simulated box
(500h−1 Mpc) is used, which corresponds to 422 physical
Mpc. To account for cosmic variance, ten simulated field sam-
ples were selected at each redshift. No preselection on halo
mass was applied to these boxes.
The model provides stellar masses and rest-frame Vega
magnitudes that include the effect of the dust, in the Buser
(1978) system, calculated using the models of Bruzual &
Charlot (2003). Instead of using the stellar masses provided
by the models, we recomputed them using the Bell & de
Jong (2001) formulation (Eq.2), as done for the observations.
To this aim, we first converted the model magnitudes to the
Johnson-Cousins system as defined in Bessell 1990.4 A com-
parison between these stellar masses and those provided by
the model is provided in Appendix A.2.
In the following, we consider a conservative mass limit of
logM?/M=9.4.
The sim-projected quantities are computed using the σ
along the z-axis. Considering a different projection of the
velocity dispersion or the average of the three does not con-
siderably affect the results. Then, assuming the virial theo-
rem is valid,5 the sim-projected R200 can be estimated from
the velocity dispersion as given in Eq.1. We note that Pog-
gianti et al. (2010) showed that both sim-projected velocity
dispersions and sim-projected R200 similarly deviate from the
velocity dispersion obtained from the halo mass and from the
theoretical RMS200 radius, underestimating them at low values
and overestimating them at high values (see also Biviano et
al. 2006).
Our sim-projected samples are defined as follows:
4 This is the photometric system needed to compute masses using Bell &
de Jong (2001).
5 Diemer, Kravtsov & More (2013) argue that the Jeans equilibrium is
a more accurate assumption for dark matter halos, that do not have a well
defined boundary as assumed in the virial theorem. However, here we adopt
the same equation used for observations.
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TABLE 1
NUMBER OF GALAXIES WITH logM?/M>9.4 IN THE DIFFERENT
HALOS AND AT DIFFERENT REDSHIFTS, FOR BOTH MODELS.
DLB07 G11
z=0.06 z=0.62 z=0.06 z=0.62
Mhalo ∼ 13.4
r/R200 < 0.6 325448 316028 291311 305035
r/R200 < 1 478421 462758 405084 426654
1 < r/R200 < 3 256045 191582 194560 162771
Mhalo ∼ 14.1
r/R200 < 0.6 109044 73776 100834 72542
r/R200 < 1 171131 115355 149844 108260
1 < r/R200 < 3 97718 47764 76842 41642
Mhalo ∼ 15.1
r/R200 < 0.6 14608 2519 100834 2406
r/R200 < 1 23653 3909 20662 3619
1 < r/R200 < 3 11419 1555 9128 1405
f ield 5460843 5199001 4196571 4332813
Field: we consider galaxies from the snapshot corresponding
to z = 0.06 and z = 0.62 respectively. To take into ac-
count the cosmic variance (or, more accurately, sample
variance), we compute a mean of the ten representa-
tions of the fields and consider the scatter among them
in the errors. Above the PM2GC (COSMOS) mass
limit, we are left with a mean value of 1439 (5093)
galaxies.
Clusters: at z = 0.06 we consider the 47 halos with 550 <
σ < 1400 kms−1, and the 77 halos at z = 0.62 halos
with 400 < σ < 1100 kms−1.6 To measure the mass
functions, from the sim-projected samples, we extract
randomly 21 clusters at low-z and 14 clusters at inter-
mediate redshift. We repeat the sampling ten times, to
take into account the cluster variance. Galaxies whose
velocity vz is within 3σ are considered members of the
halos. We note that this is much larger than the size of
the boxes we extracted: at low-z 3σ spans from 20 to
50 Mpc, at higher z from 10 to 25 Mpc. For the mass
functions, we exclude the central galaxy of each halo
and take into account only galaxies within the projected
0.6R200, where R200 has been computed from the σ as
in Eq. 1. Above the WINGS (EDisCS) mass limit, we
are left with a mean value of 2877 (532) galaxies.
3.2. The simulated sample
When analyzing only simulations, we take advantage of all
the information coming from the Millennium Simulation and
use 3D values. We exploit both the DLB07 and G11 models.
We extract all galaxies from the snapshot corresponding to
z = 0.06 and z = 0.62 respectively, to characterize the field.
Both at low- and intermediate-z, we also extract all halos in
three different halo mass bins: 76853 and 62333 halos with
13.25 < logMhalo < 13.55 (least massive halos), 2981 and
1910 halos with 13.9 < logMhalo < 14.25 (intermediate mas-
sive halos) and 41 and 6 halos with 14.9 < logMhalo < 15.25
(most massive halos), where logMhalo = log(MMS200/M), re-
spectively. As done for the sim-projected sample, for each
halo we extracted a box of 10 physical Mpc on a side, cen-
tered on the most bound particle. 3D velocity dispersions have
been computed using all galaxies within RMS200 and more mas-
sive than M? = 109 M.
To compute the galaxy stellar mass function, we have con-
sidered all galaxies that are members, and excluded central
6 The velocity dispersion distribution of simulated clusters is consistent
with that of the observed ones, so that trends can not be driven by the size of
the clusters.
galaxies. Finally, we consider separately galaxies at differ-
ent halo centric distances: within 0.6R200, within 1R200 and
within 1-3R200.
The number of galaxies in the different samples are given in
Tab.1. The G11 model always has a lower number of galaxies
than the DLB07 one, at any redshift and in any environment.
This is just due to the stronger stellar feedback assumed in the
G11 model, that reduces the number of low-mass galaxies.
For these samples, we use the stellar masses provided by
the models, converted to a Kroupa (2001) IMF.
4. METHODS
To quantify the similarities between the mass functions
in different environments, we analyze several aspects of the
mass distributions.
(1) We inspect the shape of the data distributions. We con-
sider bins of 0.2 dex in stellar mass and express the mass
functions in units of comoving volume (in units of number
per h−3 Mpc3dex−1). To compute the volume for clusters,
we consider the sphere (or part of the sphere for observations
and sim-projections), defined in terms of virial radius, which
includes galaxies in the considered sample. Details on how
clusters mass functions have been normalized can be found in
Appendix B. In all the figures, we do not plot errors along the
x-direction, but errors on stellar masses are typically of 0.2-
0.3 dex. Errors along the y−direction are computed adding in
quadrature the Poissonian errors (Gehrels 1986) and the un-
certainties due to cosmic variance or cluster-to-cluster varia-
tions, computed from the sim-projections. Following March-
esini et al. (2009), we measured φ separately for each of the
n fields or clusters, and then we estimated the contribution
to the error budget of φ from cosmic/cluster variance using
σcv = rms(Φi)/
√
n. The values obtained are then used also
for observations. When considering only simulations, neither
cosmic nor cluster variances are considered, since we are us-
ing all the available galaxies.
(2) We use the Kolmogorov-Smirnov (K-S) test, that quan-
tifies the probability that two data sets are drawn from the
same parent distribution.7 A “low probability” (PK−S < 5%)
means that two samples are different; on the contrary a “high
probability” means that the test is unable to find differences.
In the following figures, only significant K-S results will be
given. For the WINGS sample, we consider completeness
weights when running the test. When we investigate only
simulations, we do not use the test, since, given the very large
numbers of galaxies, it turns out to be meaningless.
(3) We consider analytical fits to the mass functions using a
Monte Carlo Markov chain method. Assuming that the num-
ber density φ(M) of galaxies can be described by a Schechter
(1976) function, the mass function can be written as
φ(M) = (ln10)Φ∗10(M−M
∗)(1+α) exp
(
−10(M−M∗)
)
(3)
where M = log(M?/M), α is the low-mass-end slope, Φ∗
the normalization and M∗= log(M∗?/M) is the characteristic
mass. Schechter function fits are computed only above the
completeness limits.
Our Schechter fits are used to characterize mass functions,
but the procedure does not take into account uncertainties on
the estimates of the stellar mass. However, errors and un-
certainties associated with masses are not negligible. E.g.
Marchesini et al. (2009) showed that both systematic and ran-
7 We note that the K-S test does not take into account the errors.
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FIG. 1.— Mcen-σ for observed (blue points) and sim-projected (red stars) structures, at z=0.06 (left panel) and z=0.62 (right panel). Galaxies of all the sim-
projected halos are plotted. Solid blue and dotted red lines are the fit to the data. Magenta and cyan regions represent the Monte-Carlo estimates for the most
massive galaxy as a function of cluster velocity dispersion (see text for details).
dom errors can arise from the unknown true SFHs, metallic-
ities and dust corrections, and also from photometric redshift
errors, differences in stellar population models, the unknown
stellar IMF and its evolution, and cosmic variance. The er-
ror convolution can have a significant impact upon the shape
of the high-mass end of the mass distribution (e.g., F09 and
references therein).
In addition, the high mass end is affected by the Eddington
(1913) bias: in the mass range where the number counts are
steep, more objects of intrinsic low mass will be scattered to
higher values of stellar mass than systems of intrinsically high
mass being scattered to lower masses. This results in an over-
estimate of the true galaxy counts at high stellar masses.
As a consequence, when we use stellar masses determined
using Bell & de Jong (2001) (§5), we should take into ac-
count the impact of errors on the mass estimates. We assume
that the error has a Gaussian distribution (independent of mass
and redshift). Following an approach similar to that described
in Behroozi, Conroy & Wechsler (2010), we perform addi-
tional fits to our mass functions, with the aim of estimating
the Schechter parameters that describe the “intrinsic” mass
function (φtrue). The observed mass function, convolved with
the errors, is:
φ(M) = (ln10)
∫
φtrue(m′)
1√
2piσ
exp
−(ln10M−m′)2
2σ2
dm′ (4)
where m = ln(M?/M), and σ is the uncertainty on the stel-
lar mass, assumed ∼ 0.2dex. The effect of the convolution
is:
φ(M) = (ln10)
1√
2piσ
∫
Φ′∗ exp[(α′+ 1)
(
m′−M′∗)]×
× exp[−exp(m′−M′∗)]exp[−(m
′−M′∗)2
2σ2
]dm′ (5)
where Φ′, α′ andM′∗ = ln(M?/M) are the best-fit param-
eters we can insert in the Schechter function to get φtrue.
In our figures, we report fits of φtrue to give an indication
of how much the mass functions change when comprehensive
error estimates are taken into account. However, in the com-
parison between observations and sim-projections, since we
treat simulations in the same way as observations, we sim-
ply use φ(M), because this is the approach commonly used in
observational studies (e.g., Bundy et al. 2006; Pozzetti et al.
2010). Our choice is also justified by the fact that errors inher-
ent to the transformation from magnitudes to masses obtained
with spectrophotometric models (which dominate the total er-
ror) are common to both observations and sim-projections in
our approach.
(4) We also analyze the highest mass reached by galaxies in
each environment, hereafter “maximum mass”, both includ-
ing and excluding BCGs in clusters. This is another important
aspect that can help us to characterize the environment-mass
relation.
5. RESULTS: COMPARISON BETWEEN SIM-PROJECTED AND
OBSERVED MASS FUNCTIONS
In this Section we use the samples described in §2.1, §2.2
and §3.1.
We begin with investigating central cluster galaxies, that
are excluded from our mass function analysis. Both in simu-
lations and observations, “total” magnitudes are used to com-
pute stellar masses, hence they may include some Intra Clus-
ter Light. Figure 1 shows that the mass of the central galaxy
correlates with the velocity dispersion8 of the hosting halo, at
both redshifts considered. Observations and sim-projections9
are in agreement, showing similar slope of the relations. This
is a sign that the environment has a strong effect on the mass
of the central galaxy. This result resembles that presented
for EDisCS’ BCGs in Whiley et al. (2008): clusters with
large velocity dispersions tend to have BCGs with larger stel-
lar masses. The strong link between central galaxies and host-
ing halo is known, and has been discussed by several authors
(e.g., Shankar et al. 2006; Wang et al. 2006; Moster et al.
2010; Leauthaud et al. 2012).
The detected trend of more massive galaxies in higher ve-
locity dispersion halos may be attributable to the environment.
However, there is a statistical effect which can cause such a
trend. If stellar masses are randomly drawn from the mass
function of galaxies, then massive halos, that host a larger
number of galaxies, have a higher probability to host more
massive galaxies (Tremaine & Richstone 1977; Bhavsar &
Barrow 1985; Lin, Ostriker & Miller 2010; Dobos & Csabai
8 Using the halo mass given by simulations instead of the velocity disper-
sion gives similar results.
9 For sim-projections we use the central galaxy of all halos with 550 <
σ < 1400 kms−1 at low-z and with 400< σ < 1100 kms−1 at high-z.
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FIG. 2.— Observed (blue symbols) and sim-projected (red symbols) mass functions, for galaxies in the field and in clusters at low and intermediate-z
respectively. Mass functions are normalized to the comoving volume probed by the samples. Errorbars on the y-axis are computed combining the Poissonian
errors (Gehrels 1986) and the uncertainties due to cosmic variance or cluster-to-cluster variations. For the Drory et al. (2009) sample, errors include also the
uncertainty related to photometric redshifts. Points and crosses represent the measured mass functions, solid lines and shaded areas represent Schechter fits with
1σ errors, dashed lines represent the mass function (φtrue), obtained from the deconvolution with the uncertainties on masses (see text for details). The K-S
probabilities are also shown as percentages. The bottom left insets in each panel show the M∗ and α Schechter fit parameters with 1,2,3σ errors contours. The
dotted vertical line shows the mass limit of each sample.
2011; Paranjape & Sheth 2012; More 2012). To disentangle
the statistical effect from the environmental effect, we adopt
the following approach. For each cluster, we randomly sam-
ple N galaxies from the observed field stellar mass function
at similar redshift, where N is the number of galaxies (includ-
ing the BCG) in that cluster. We perform the random sam-
pling 1000 times in order to sample the probability distribu-
tion of the maximum mass. The results are plotted in Fig.1.
At both redshifts, the random sampling agrees quite well with
the data for low-mass structures, while there is a deviation for
the most massive halos. In this regime, at any fixed velocity
dispersion, the observed and sim-projected masses are sys-
tematically higher than those coming from the random sam-
pling. The effect is more noticeable al low- than at higher
z. This test suggests that the relation can indeed be ascribed
to the environment, in particular for very massive structures
(in agreement with the results presented in Rodríguez-Puebla,
Avila-Reese & Drory 2013).
We now focus only on cluster satellites and field galaxies
and investigate whether simulations can reproduce the ob-
served mass function in different environments and at differ-
ent redshifts. We stress that comparisons make sense only
above the mass limit of each observed sample. The fits
presented in the figures are computed above the observed
mass limit, hence comparisons between samples with differ-
ent completeness limits are not meaningful.
As shown in Figure 2 and in Table 2,10 the agreement be-
tween sim-projections and observations is only partial.
At low-z, in the field (upper left panel), sim-projected and
observed mass functions are very similar (M∗ and α are
in agreement), as also pointed out by the K-S test. Sim-
projections reproduce the observed number density, at any
mass above the limit. On the other hand, they do not pre-
dict the right maximum mass reached by galaxies in the ob-
served field: in the sim-projected sample there are galaxies
with logM?/M∼ 11.9 that instead are missing in the obser-
vations.
At similar redshifts in clusters (upper right panel), sim-
10 The values listed are not the same as those given in Vulcani et al. (2011),
C13, V13, for the same samples due to the different cosmology, normaliza-
tion adopted and fitting routine. However, the reported values are in agree-
ment within the errors with those already published. Drory et al. (2009) use
a double Schechter to fit data, so their best-fit values are not directly compa-
rable to ours.
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TABLE 2
BEST-FIT SCHECHTER FUNCTION PARAMETERS (M∗? , α, Φ∗) FOR THE MASS FUNCTIONS OF GALAXIES FOR DIFFERENT ENVIRONMENTS AND
REDSHIFTS. FITS ARE COMPUTED ONLY ABOVE THE COMPLETENESS LIMIT OF EACH SAMPLE.
observations DLB07 sim-projections
log(M∗? /M) α Φ∗ log(M∗? /M) α Φ∗
field z∼ 0.06 11.1±0.2 -1.4±0.3 0.005±0.003 10.97±0.06 -1.3±0.1 0.006±0.002
groups 10.9±0.1 -1.±0.2 0.0025±0.0007 10.9±0.1 -1±0.2 0.0025±0.0007
binary systems 10.9±0.2 -0.9±0.5 0.0013±0.0006 11±0.1 -1.5±0.4 0.0007±0.0005
single galaxies 10.8±0.2 -1.2±0.4 0.003±0.001 10.5±0.1 -0.5±0.3 0.005±0.001
clusters z∼ 0.06 10.61±0.07 -0.7±0.1 0.0069±0.0009 11.17±0.05 -1.44±0.04 0.0027±0.0004
field z∼ 0.6 11.1±0.06 -1.0±0.3 0.006±0.002 10.99±0.03 -1.43±0.04 0.0070±0.002
clusters z∼ 0.6 11.0±0.1 -0.8±0.3 0.003±0.001 11.01±0.08 -1.3±0.1 0.006±0.001
projected and observed mass functions are different: the
WINGS mass distribution lies always below the sim-projected
one, indicating that it has less low-mass galaxies than the
DLB07 model. For logM?/M≤ 10.5, the WINGS mass
function becomes flat, while the sim-projected one keeps ris-
ing. At high masses, the sim-projected mass function extends
to higher masses than the observed mass function. Both the
K-S test and the Schechter fit confirm these visual findings: in
the sim-projected sample M∗ is much larger than in WINGS,
while α is smaller (parameters not compatible at 3-σ level).
At higher z, simulations do not reproduce well the observed
field mass function (bottom left panel). At logM?/M<11,
the sim-projected mass function rises more steeply than the
observed one, while at higher masses there are hints of an ex-
cess of very massive galaxies in the observed mass function
compared to the sim-projected. However, we remind that in
this regime uncertainties are large and also the correction we
applied to the Drory et al. (2009) mass function may not be
very accurate at these masses. The results of the Schechter fit
confirm that the two samples are not drawn from comparable
distributions.11 Our results are in agreement with those dis-
cussed e.g. in F09: comparing three different semi-analytic
models to observations, they found that for logM?/M< 11
all the models overpredict the observed mass function, with
the discrepancy increasing with increasing redshift. At similar
redshifts, sim-projected and observed clusters (bottom right
panel) show different shapes of the mass functions. We note
that EDisCS is the only non spectroscopic sample, and, al-
though as discussed in §2.2 the contamination from photo-
z interlopers does not alter the shape of the mass function,
the number density is influenced by it. To account for this,
we correct the EDisCS number density using the ratio of the
counts in the photo-z sample to the counts weighted for in-
completeness in the spectroscopic sample, in the mass range
across which they overlap. This factor is independent of mass
and it is equal to 2.8.12 At logM?/M< 11, the EDisCS mass
function is flat, while the DLB07 one keeps rising. The K-S
test gives a high probability that the two distributions are dif-
ferent. At high masses, the two mass functions are compara-
ble and the reached maximum mass is similar. The Schechter
fits are different at 1-σ level.
In all the panels, we also show φtrue (see §4). This shows
how statistical errors on individual stellar masses result in a
more extended high mass end than the real one.
Figure 3 shows the mass of the second most massive galaxy
as a function of the cluster velocity dispersion. While BCGs
in massive clusters considerably deviate from the trends found
for the entire galaxy population, the second brightest galaxies
11 We can not perform the K-S test since we do not have at our disposal
the unbinned counts from Drory et al. (2009).
12 This renormalization does not influence the shape of the mass functions.
are simply the statistical extreme of such population (Lin, Os-
triker & Miller 2010; Shen et al. 2013) and it is thus interest-
ing to consider whether their mass correlates with halo mass.
For EDisCS, we use the spectroscopic sample, to have a more
reliable indication on the cluster members. The agreement be-
tween observations and sim-projections is very good. At both
low-z (left panel) and intermediate-z (right panel) and for both
sim-projected and observed cluster samples there is a strong
dependence of the second most massive galaxy on the mass
of the halo: the more massive the halo, the larger is the stel-
lar mass of the second most massive galaxy. Comparing the
trends at the two redshifts, we find that the relation is shifted
toward slightly higher masses at low redshift, suggesting that
in the local universe structures host more massive galaxies.
As for the central galaxies, the detected trend might be at-
tributable to the environment. We perform the same random
sampling describe above to disentangle the statistical effect
from the environmental effect. In this case we exclude the
central galaxies from the samples. The results are plotted in
Fig.3. At low-z, both for the observed and sim-projected clus-
ters, the random sampling predicts a flatter relation than that
obtained using the real samples, suggesting that the environ-
ment is playing a role in the most massive halos. In contrast,
at higher redshift, smaller differences between the randomly
sampled galaxies and real samples are detected, so that at this
redshift the relation found can be explained by a purely sta-
tistical effect. A larger number of halos with high velocity
dispersion would be useful to place stronger constraints on
this finding.
5.1. A more careful analysis of the field mass function
In the previous section, we have shown how well simula-
tions reproduce the general field (meant as a wide portion of
the sky, including all environments) mass function in the local
universe. Since the general field sample is the sum of group,
binary systems and single galaxies, we aim to understand if
simulations are able to reproduce the galaxy mass function of
this finer division of environments. To do this, we applied
to the sim-projected field samples the same FoF we used for
the PM2GC (see §2 and Calvi, Poggianti & Vulcani 2011) and
obtained samples that describe the single galaxies, binary sys-
tems and galaxies in groups. From both sim-projections and
observations, we excluded galaxies in groups with a velocity
dispersion σ > 500km/s, to eliminate a possible contamina-
tion from clusters.
Figure 4 shows the comparison between the sim-projected
and observed mass function in the three different environ-
ments. The agreement is striking: in any given environment
mass distributions are indistinguishable. The result is also
supported by the analysis of the Schechter fits (see Tab.2).
Hence, the semi-analytic model correctly includes all the
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FIG. 3.— Mmax−σ relation for observed (blue symbols) and sim-projected (red symbols) structures, at z=0.06 (left panel) and z=0.62 (right panel). Mmax is the
most massive galaxy in each structure (excluding the BCGs). For EDisCS, the spectroscopic sample has been used, to avoid the contamination from interlopers in
the photo-z sample. Magenta and cyan symbols represent the Monte-Carlo estimate of the mass of the most massive galaxy in such clusters (see text for details).
FIG. 4.— Observed (blue symbols) and sim-projected (red symbols) mass functions, for galaxies in the finer environments in the field at low-z. Normalization,
errorbars, labels and inset are as in Fig.2. In the insets, only the 1-σ contour are shown.
FIG. 5.— Ratio of the observed (left panel) and sim-projected (right panel) mass functions to the PM2GC best fit Schehcter function, for galaxies in clusters
(red: low-z, blue: intermediate-z) and in the field (green: low-z, black: intermediate-z). Errorbars on the y−axis are obtained by error propagations.
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processes that are responsible for the assembly of galaxies
in these finer environments, groups included. This finding is
important above all in the light of the fact that the cluster mass
function at the same redshift is not reproduced, suggesting an
inaccuracy in the treatment of cluster specific processes, as it
will be discussed later on, in §7.4.
5.2. Dependence on the environment and evolution
The two main results of C13 and V13 were that (1) both at
low- and intermediate-z, the shape of the mass distribution of
galaxies in clusters and in the field is similar, (2) the evolution
of the shape of the mass function from z ∼ 0.6 to z ∼ 0.06 is
the same in clusters and field. We now wish to test whether
samples drawn from simulations are able to reproduce these
observational findings.
In Figure 5 we plot the ratio of the observed and sim-
projected mass functions to the best fit Schechter function
of our observed field mass function in the local universe
(PM2GC) (Φ/ΦPM2GC−b f ), used for reference.13 This is an-
other way of detecting differences between distributions. If
mass functions have similar shapes, trends have to be simi-
lar. Flat trends mean agreement with the shape of the low-z
observed field mass function.
Discrepancies between observations and sim-projections
are evident, as already discussed in the previous section.
In the observed samples, at a given redshift cluster and
field trends are similar. This indicates that the environment
does not strongly affect the shape of the mass distributions, at
both redshifts considered, at least above logM?/M=10.25,
our most conservative mass limit (see also C13 and V13).
At masses larger than logM?/M=11.4, there are differences
among the different samples but error bars are too large to
draw statistically robust conclusions. The same main re-
sult is found when considering the sim-projected samples.
Hence, sim-projections, though not reproducing all the en-
vironments separately, can reproduce the observed invariance
of the shape of the mass function with the environment above
logM?/M=10.25. We note that, in the low-z clusters, the
exclusion of galaxies less massive than logM?/M=10.25
reduces the discrepancies between the observed and sim-
projected mass functions, making possible this result. This
highlights the importance of reaching a broad mass dynami-
cal range to robustly determine the shape of the galaxy mass
function. We do not have observational data at lower masses
for galaxies in all the environments, however, sim-projections
predict similar mass functions for galaxies in different envi-
ronments, at a given redshift.
G11, exploiting the increased resolution provided by the
Millennium-II Simulation (Boylan-Kolchin et al. 2009)
showed that in their simulations the stellar mass function
of galaxies in rich clusters at low-z is predicted to be very
similar in shape to that in the general field, even down to
logM?/M∼7.
As far as the evolution is concerned, in observations the
number density of cluster galaxies increases at increasing red-
shift, although not systematically as a function of stellar mass
(the blue solid line is steeper than the red line). In the field, the
opposite is found: the number density of galaxies tends to de-
crease with increasing redshift, with the decrease being more
significant at lower stellar masses. However, at both redshifts,
the relative slopes at low masses of clusters and field are sim-
13 The choice of adopting the Schechter fit of the PM2GC data and not the
data itself entails that the PM2GC line does not trace y=1 for all masses.
ilar, highlighting a similar change of the shape of the mass
function with redshift.14
For the sim-projected samples, both environments exhibit
an increase in the number density of galaxies with redshift.
The evolution does not depend strongly on the stellar mass
(i.e. the lines are shifted vertically by about the same factor
as a function of stellar mass); hence the shape of the mass
functions stays almost constant over the cosmic time, and the
evolution seen in observations is not reproduced.
6. RESULTS: THE SIMULATED MASS FUNCTIONS
In the previous section we considered observations and sim-
projections, finding that in the local universe the semi-analytic
model well reproduces the general field and its finer environ-
ments, while it fails in reproducing the cluster mass function.
So there appears to be a break between groups and clusters.
Observationally, groups and clusters have similar mass func-
tions (C13), in sim-projections they don’t (plot not shown).
In this section we try to analyze more carefully the transi-
tion between groups and clusters, exploiting only simulations.
In this way, we can control the mass of the halos, and in-
spect whether and at which halo mass differences emerge. We
consider three different halo mass bins: halos of logMhalo ∼
13.4 (least massive haloes) roughly correspond to groups,
halos of logMhalo ∼ 14.1 (intermediate massive haloes) to
intermediate-mass clusters, halos of logMhalo ∼ 15.1 (most
massive haloes) to massive clusters. Using only simulations,
we can also extend to larger clustercentric distance and in-
spect whether galaxies at different distances are regulated by
different mass distributions.15 For completeness, we present a
similar analysis also at higher redshift. We take advantage of
two different semi-analytic models to inspect if their different
recipes produce different results. We consider the DLB07 and
G11 models and the samples presented in §3.2 and consider
all galaxies more massive than logM?/M=9.4.
In Figure 6 we show how the mass function changes across
different environments, from the field to massive halos, sep-
arately for the two models. We remind the reader that the
field include galaxies in all halos above the resolution of the
Millennium at that redshift.
For logM?/M< 11, in both models and at both redshifts,
mass functions in different environments are almost indistin-
guishable. The DLB07 and G11 models give different pre-
dictions for the shape of the mass function: the former pre-
dicts a steeper mass function than the latter, which flattens out
at logM?/M∼ 10.6 in all the environments (see also Table
3). In addition, with the adopted normalization, the G11 field
shows a systematically lower number density than the other
environments considered, in particular at high-z. The same is
true for the field at high-z in the DLB07 model, although the
effect is less significant.
The different shape of the mass function in the two models
is mainly due to the stronger stellar feedback adopted in the
G11 model, that, together with the introduction of a model for
stellar stripping, contributes to reduce the number of interme-
diate to low-mass galaxies with respect to the DLB07 model.
Mass distributions differentiate with environment at high
stellar masses: the maximum mass reached by galaxies
in the most massive halos is higher than that reached
14 This agrees with the results presented in Vulcani et al. (2011), V13,
where the authors focused on the shape of the mass function and didn’t dis-
cuss the evolution of the number density.
15 An analysis of this kind is not possible with our observations, since we
do not have information yet on the external regions of these structures.
The mass function predicted by simulations 11
FIG. 6.— Simulated mass function and Schehcter fits for galaxies in structures with different Mhalo, within 1R200 (red points and solid line: galaxies in
structures with logMhalo ∼ 13.4, blue crosses and dashed line: galaxies in structures with logMhalo ∼ 14.1, green squares and dotted line: galaxies in structures
with logMhalo ∼ 15.1) and field galaxies (purple stars and dashed-dotted line), at z=0.06 (left panels) and z=0.62 (right panels), for the DLB07 model (upper
panels) and the G11 model (bottom panels). Normalization, errorbars on the y−axis, lines, and labels are as in Fig. 2. Given the uncertainties on the best fit
parameters are very small, we do not show error contours. The typical errorbar on the x−axis is 0.1 dex, corresponding to the width of the bin
by galaxies in lower-mass halos. This is more notice-
able at low-z, where, in both models, the maximum mass
varies from logM?/M=11.5 in the least massive systems to
logM?/M=12.1 in the most massive ones. At higher red-
shift, the difference is only 0.2 dex. The field mass function
reaches a mass of logM?/M=12.5 at low redshift in both
models, and 12.1 (DLB07) and 12.3 (G11) at higher redshift.
The number density of the most massive galaxies increases
with the mass of the halos. This is particularly evident in the
G11 model and at low redshift where the mass function of ha-
los with logMhalo ∼ 15.1 exhibits a strong excess of massive
galaxies and deviates significantly from the exponential shape
provided by the best fit Schechter function. In this case the an-
alytical fits (Table 3), do not fully describe the measured mass
distributions.
In general, Schechter fits show a variation of the parameters
from the least massive environment - characterized by larger
α and smaller M∗ - to the most massive one - characterized
by smaller α and larger M∗. The best-fit parameters describ-
ing the mass functions are always statistically different at 3-σ
level, except for the field, intermediate massive and most mas-
sive halos in the G11 model, where differences are significant
only at 1−σ level (see Table 3).
In both models and at all redshifts, the field mass function
is not the steepest one: it resembles the one of intermediate
massive halos. This may be the result of the fact that these
particular fields are dominated by halos of this mass.16
Hence, in the simulated samples the environment is able to
influence both the shape of the mass function and the maxi-
mum mass.
6.1. Halo-centric distance
We now focus only on galaxies in halos and analyze if, at
any halo mass, simulations predict a dependence of the mass
distribution on clustercentric distance. Some change is ex-
pected because going from the center toward the outskirts,
galaxies suffer different processes. The external parts of halos
can be seen as intermediate and transitional regions between
the cores and the field. They contain both galaxies just fallen
in the structure and galaxies that, lying on very eccentric or-
bits, might have experienced more than one passage through
the cluster core region.
In Figure 7 we show the mass function of galaxies within
16 Given the resolution limit of the simulations, halos of logMhalo ∼ 12
are barely resolved in the simulations. If one considers a higher resolution
simulation, the result might change.
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FIG. 7.— Simulated mass function of galaxies in structures of the same halo mass, but at different cluster centric distances, at low (left panels) and intermediate-
z (right panels), for the DLB07 (solid symbols and darker shaded areas) and the G11 (empty symbols and lighter shaded areas) models. The mass of the halos
is indicated in the upper part of each panel. Red symbols represent galaxies within 0.6R200, blue symbols galaxies within 0.6-1 R200, green symbols galaxies
within 1− 3R200. Normalization, errorbars on the y−axis, lines, shaded areas and labels are as in Fig. 2. Given the uncertainties on the best fit parameters are
very small, we do not show error contours.
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0.6R200, within 0.6− 1R200 and within 1− 3R200, at low (left
panels) and intermediate-z (right panels) respectively, for ha-
los of different mass and for both models.
In the least massive systems (upper panels), and at both
redshifts considered, both the DLB07 and G11 mass func-
tions seem to slightly depend on the halo centric distance: the
innermost regions (r < 0.6R200) are characterized by flatter
mass functions at intermediate masses (10<logM?/M<11)
with respect to the other regions. In addition, galaxies at
1< r/R200 <3 always show a lower number density, but this
might be due to the adopted normalization (see Appendix B).
The parameters of the Schechter fit (see Table 3) support these
discrepancies. The mass range spanned by galaxies at the
different halo centric distances is the same. Comparing the
two models, at high an low masses the G11 model predicts
a smaller number of galaxies than the DLB07 one, instead at
intermediate masses it predicts a slightly higher number den-
sity, in all environments. The consequence is that the DLB07
mass functions are steeper.
In halos of intermediate mass (central panels), at both red-
shifts and for both models separately, the shapes of the mass
function seem very slightly dependent on clustercentric dis-
tance, as also supported by the Schechter fit. Intermediate re-
gions show an excess of low-mass galaxies, making the mass
function steeper. Only the external regions are systematically
characterized by a smaller number density. This result is qual-
itatively in agreement with the observational results: V13,
exploiting EDisCS data (Mhalo ∼ 14), showed how galax-
ies within and outside the virialized regions of clusters have
similar mass function. Both models predict that very mas-
sive galaxies (logM?/M∼11.9 at low-z, logM?/M∼11.7
at higher) might be found only in the outer regions. This re-
sult might be surprising, however, similar findings have been
found by De Lucia et al. (2004), who analyzed the radial dis-
tribution of substructures. The radial profile of substructure
number density is “antibiased” relative to the dark matter pro-
file in the inner regions of halos. The most massive substruc-
tures reside preferentially in the outer regions of halos. They
suggest that this might be due to the fact that substructures
undergo substantial tidal stripping in the dense inner regions
of halos.
In the most massive halos (bottom panels) mass func-
tion shapes are similar up to logM?/M∼11, then they dif-
ferentiate: there is an excess of very massive galaxies in
the halo cores. Both the excess and the maximum masses
are similar in the two models: logM?/M∼12.1 at low-z,
logM?/M∼11.7 at high-z. Best fit parameters are in agree-
ment at 1− 2−σ level, probing on an analytical ground the
similarities of these mass functions.
To summarize, the DLB07 and G11 models qualitatively
lead to similar results. However, the mass functions obtained
from the two models are different. In the low mass regime,
1) the G11 mass functions is flatter than the DLB07 one,
2) the G11 model predicts similar mass functions for galax-
ies within 0.6R200 and within 0.6− 1R200, while the DLB07
model shows an excess of low-mass galaxies in the outer re-
gions, in the least massive and intermediate massive systems.
Finally, the shape of the mass function does not strongly de-
pend on the halo centric distance, at fixed redshift and halo
mass. However, some differences are found for galaxies in
the cores of the least massive and most massive systems con-
sidered.
6.2. Evolution in different environments
The last step is to test whether simulations predict an evo-
lution for galaxies in the different environments. For galaxies
in halos, we consider only galaxies within the virial radius.
In the field (upper left panel of Fig. 8), both models pre-
dict an evolution of the high mass end of the mass func-
tions. In the local universe galaxies with logM?/M> 11.2
are more numerous than in the distant one. Also the maximum
mass evolves, increasing of ∼ 0.4dex in the DLB07 model,
∼ 0.2dex in the G11 one. In contrast, at low masses no sig-
nificant evolution is detected. An analogous evolution in the
high mass end of the mass function - and consequently in M∗
- is detected in halos in all mass bins considered, though this
is less significant probably due to the lower number statistics.
In the lowest halo mass bin considered, no evolution
of the maximum mass is detected. In both models and
at both redshifts there are no galaxies more massive than
logM?/M∼11.5. The evolution of the massive end is some-
what more important in the G11 model.
In the intermediate mass halos, the evolution of the shape
of the mass function is very similar in the two models,
but a significant evolution of the maximum mass (from
logM?/M∼11.5 to ∼11.9) is found only in the DLB07
model.
In the most massive halos, differences between mass
functions emerge only for logM?/M> 11.5, In these sys-
tems, also the maximum mass depends on redshift: in the
distant universe there are no galaxies more massive than
logM?/M=11.7, while in the local universe galaxies with
logM?/M∼12.1 are found.
Where the fits describe well the mass functions, they sup-
port the results, showing a quite strong evolution of M∗, but
a very little evolution of α. As already mentioned, this is not
the case for the most massive halos.
To conclude, the shape of the massive end of the mass func-
tion evolve, in all environments considered. In contrast, no
evolution is found for low-mass galaxies.
7. DISCUSSION
7.1. Observations and sim-projections
In the first part of the paper we have tested whether sim-
ulations are able to reproduce the observational results for
the galaxy stellar mass function in different environments, at
z∼ 0 and z∼ 0.6.
Being able to match the field (and its finer environments)
mass function in the local universe down to the completeness
limit of the observational sample (logM?/M> 10.25), the
DLB07 model fails in reproducing the observed mass func-
tion of field galaxies at higher z and that of clusters at both
epochs. In all three cases, the sim-projected mass function
is steeper than the observed one in the low mass regime (the
mass at which it occurs is different in the different environ-
ments and at the different redshifts), indicating an excess of
low-mass galaxies. As far as the high mass end is concerned,
sim-projections predict a slightly higher number density in
clusters at low-z and a slightly lower number density in both
environments at higher-z than those observed. We stress that
in this mass regime uncertainties on estimates are large, hence
comparisons have to be interpreted with caution.
Our results for the field are in line with several studies. As
already mentioned in §1, e.g. G11 and Bower, Benson &
Crain (2012) have shown that the semi-analytic models can
be tuned to reproduce well the z = 0 mass function. At higher
redshift, e.g., Fontana et al. (2006); Marchesini et al. (2009);
Drory et al. (2009); F09; Pozzetti et al. (2010) and G11
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FIG. 8.— Evolution of the simulated mass function in each environment, for the DLB07 (solid symbols and darker shaded areas) and G11 (empty symbols and
lighter shaded areas) models. The environment is indicated in the upper part of each panel. Red symbols represent galaxies at z = 0.06, blue symbols galaxies at
z = 0.62. Normalization, errorbars on the y−axis, lines, shaded areas and labels are as in Fig. 2. Given the uncertainties on the best fit parameters are very small,
we do not show error contours.
have already largely discussed the existing tension between
simulations and observations and showed that semi-analytic
models over-produce the number density of low and interme-
diate mass functions. Indeed they predict a different shape at
any mass and redshift explored.
In the studies above, observed and simulated stellar masses
have been computed in different ways. Hence, even though
F09 pointed out that the disagreement can be only partially
resolved by the bias introduced by uncertainties in the mass
determination, the comparisons might have been influenced
by the different methods followed. In a recent paper, Cro-
ton (2013) discussed the riskiness of comparing quantities
obtained using different cosmologies and how delicate is the
conversion between different h values (see the paper for de-
tails). In our approach, we compute stellar masses in the same
way for sim-projections and observations, so any discrepan-
cies due to the method are better under control.
The cluster environment has not been carefully investigated
yet using semi-analytic models. Weinmann et al. (2011),
using the G11 model, compared some properties of galaxies
in nearby clusters, without considering stellar masses. They
found that abundances, velocity dispersions and number den-
sity profiles are reproduced well by the model. However sim-
ulated clusters could reproduce the red fraction of galaxies
only for Coma and Perseus, but not for Virgo. Simulations
have also been found to predict a too high red fraction com-
pared to observations, and the authors argued that this is likely
mainly due to an overestimate of environmental effects in the
model, possibly related to overefficient ram pressure stripping
of the extended gas reservoir of group galaxies. This prob-
lem may be exacerbated by insufficient tidal disruption of low
mass galaxies in the semi-analytic model, which lets too many
old, red dwarf galaxies survive.
Our findings too suggest that environmental effects are not
well reproduced and are in line with the results presented by
Contini et al. (2013), who showed that discrepancies might
be alleviated including a model for stellar stripping, but they
are not solved.
The inability of semi-analytic models in reproducing the
cluster mass function in the local universe indicates that the
problem can not be limited at an over efficient star formation
only at early epochs (see also Wang, Weinmann & Neistein
2012). It suggests that environmental effects are incorrectly
included in models and the evolution of the satellites might be
not properly accounted for (see also Weinmann et al. 2006).
Previous studies did not compare any cluster property at
higher redshift. Our results show how the overestimate of
low-mass galaxies is even more evident than in the local uni-
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TABLE 3
SIMULATED SAMPLE: BEST-FIT SCHECHTER FUNCTION PARAMETERS (M∗? , α, Φ∗) FOR THE MASS FUNCTIONS OF GALAXIES IN DIFFERENT
ENVIRONMENTS DOWN TO logM?/M=9.4.
DLB07
z = 0.06 z = 0.62
log(M∗? /M) α Φ∗ log(M∗? /M) α Φ∗
Mhalo ∼ 13.4
R/R200 < 0.6 10.832±0.002 -1.233±0.003 0.01173±0.00009 10.672±0.002 -1.127±0.003 0.01890±0.001
0.6<R/R200 < 1 10.857±0.005 -1.472±0.004 0.0065±0.0001 10.758±0.001 -1.407±0.004 0.0096±0.0001
R/R200 < 1 10.848±0.002 -1.314±0.002 0.00960±0.00006 10.708±0.002 -1.218±0.002 0.01523±0.00008
1 < R/R200 < 3 10.936±0.003 -1.393±0.003 0.00424±0.00005 10.858±0.003 -1.355±0.003 0.00444±0.00005
Mhalo ∼ 14.1
R/R200 < 0.6 11.13±0.05 -1.38±0.04 0.0056±0.0001 11.004±0.006 -1.344±0.005 0.0075±0.0001
0.6<R/R200 < 1 11.07±0.08 -1.44±0.06 0.0059±0.0001 10.97±0.01 -1.412±0.008 0.0075±0.0002
R/R200 < 1 11.10±0.04 -1.397±0.003 0.0058±0.0001 11.008±0.005 -1.380±0.004 0.0071±0.0001
1 < R/R200 < 3 11.12±0.07 -1.40±0.05 0.0034±0.0001 11.017±0.008 -1.376±0.007 0.0032±0.0001
Mhalo ∼ 15.1
R/R200 < 0.6 11.19±0.02 -1.45±0.01 0.0041±0.0002 11.16±0.06 -1.43±0.03 0.0050±0.0007
0.6<R/R200 < 1 11.17±0.03 -1.43±0.01 0.0054±0.0003 11.17±0.07 -1.44±0.04 0.005±0.001
R/R200 < 1 11.22±0.02 -1.47±0.01 0.0045±0.0007 11.08±0.04 -1.40±0.02 0.0061±0.0006
1 < R/R200 < 3 11.18±0.02 -1.41±0.01 0.0040±0.0002 11.18±0.06 -1.41±0.04 0.0021±0.0004
f ield 11.13±0.01 -1.42±0.01 0.0047±0.0003 10.99±0.01 -1.43±0.01 0.0053±0.0003
G11
z = 0.06 z = 0.62
log(M∗? /M) α Φ∗ log(M∗? /M) α Φ∗
Mhalo ∼ 13.4
R/R200 < 0.6 10.658±0.003 -0.931±0.005 0.0207±0.0001 10.534±0.004 -0.80±0.01 0.0324±0.0005
0.6<R/R200 < 1 10.685±0.004 -1.069±0.005 0.0125±0.0001 10.560±0.003 -0.965±0.005 0.0204±0.0002
R/R200 < 1 10.667±0.002 -0.972±0.004 0.0177±0.0001 10.544±0.007 -0.849±0.01 0.0282±0.0006
1 < R/R200 < 3 10.774±0.003 -1.053±0.004 0.00745±0.00007 10.633±0.005 -0.926±0.007 0.0099±0.0001
Mhalo ∼ 14.1
R/R200 < 0.6 10.885±0.006 -1.091±0.005 0.0127±0.0001 10.771±0.005 -1.036±0.007 0.0175±0.0003
0.6<R/R200 < 1 10.822±0.007 -1.061±0.007 0.0135±0.0002 10.720±0.007 -1.03±0.01 0.0181±0.0004
R/R200 < 1 10.865±0.004 -1.081±0.004 0.0128±0.0005 10.745±0.004 -1.018±0.005 0.0182±0.0002
1 < R/R200 < 3 10.871±0.006 -1.066±0.006 0.0073±0.0001 10.757±0.008 -1.000±0.009 0.007±0.0002
Mhalo ∼ 15.1
R/R200 < 0.6 10.84±0.02 -1.12±0.02 0.0116±0.0005 10.76±0.04 -1.04±0.04 0.017±0.002
0.6<R/R200 < 1 10.91±0.02 -1.13±0.02 0.014±0.0007 10.86±0.05 -1.11±0.06 0.013±0.002
R/R200 < 1 10.89±0.01 -1.13±0.01 0.0111±0.0004 10.81±0.03 -1.08±0.03 0.014±0.001
1 < R/R200 < 3 10.90±0.02 -1.08±0.02 0.0061±0.0003 10.75±0.05 -1.01±0.05 0.0074±0.0008
f ield 10.90±0.02 -1.127±0.002 0.0091±0.00005 10.729±0.003 -1.070±0.004 0.0122±0.0001
verse.
7.2. Satellites and orphans
We note that in clusters we consider all non central galax-
ies as satellites, even though, as explained in Springel et al.
(2001); De Lucia et al. (2004), models make a distinction
between satellites and orphans. The formers are galaxies at-
tached to dark matter substructures and they were previously
the central galaxy of a halo that merged to form the larger sys-
tem in which they currently reside. The latters are galaxies no
longer associated with distinct dark matter substructures, and
their stellar mass is assumed not to be affected by the tidal
stripping that reduces the mass of their parent halos. They
may later merge into the central galaxy of their halo.
Figure 3 showed that the model reproduces the observed
M∗ − σ relation also for satellite+orphan galaxies. A more
accurate analysis showed that half of the most massive galax-
ies are orphans, half satellites. On the other hand, Figure 2
showed that the model does not reproduce the mass function
for the same galaxies. Indeed, inspecting separately the mass
distribution of orphans and satellites (Fig. 9) we find that
they are characterized by different mass distributions. Orphan
FIG. 9.— Stellar mass function for low-z cluster satellite (red stars) and
orphan (magenta triangles) galaxies separately. The WINGS mass function
(blue points) is reported for comparison. Normalization, errorbars, and lines
are as in Fig. 2.
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galaxies are characterized by a very steep mass function and
they dominate at low masses, while satellite galaxies show a
mass function very similar to the observed one (see also Saro
et al. 2010). It has been shown that the presence of orphan
galaxies is fundamental to reproduce well several properties,
i.e. the clustering of the structures and the differences be-
tween the galaxy and subhalo profiles in the inner regions of
clusters (Gao et al. 2004; Wang et al. 2006). However, the
fact that excluding orphans reduces the discrepancies between
the observed and sim-projected mass functions is a tantaliz-
ing result that could suggest the treatment of orphan galaxies
might be improved to help solving the problem.
7.3. The reasons for the discrepancies
The excess of low-mass galaxies at high-z in the models
might be due to the fact that these galaxies are predicted to
form too early and have too little ongoing star formation at
later times (e.g. F09, Firmani & Avila-Reese 2010, G11,
Weinmann et al. 2012). The same discrepancy has been re-
ported also by Weinmann et al. (2012) in two state-of-the-art
cosmological hydrodynamical simulations, highlighting that
the problem is fundamental. Indeed, they showed that a key
problem is the presence of a positive instead of a negative cor-
relation between specific star formation rate and stellar mass.
A similar correlation characterizes also the specific dark mat-
ter halo accretion rate and the halo mass, indicating that in the
models the growth of galaxies follows the growth of their host
halos too closely. Therefore, it is necessary to find a mecha-
nism that decouples the growth of low mass galaxies, which
occurs primarily at late times, from the growth of their host
halos, which occurs primarily at early times. Weinmann et
al. (2012) then argued that the current form of star formation
driven feedback implemented in most galaxy formation mod-
els is unlikely to achieve this goal, owing to its fundamental
dependence on host halo mass and time.
It has also been suggested that AGN feedback could pro-
vide a solution to the “downsizing problem” (Bower et al.
2006; Croton et al. 2006). Indeed, the suppression of late
gas condensation in massive halos causes shorter formation
time-scales for more massive galaxies (De Lucia et al. 2006),
in qualitative agreement with the observed trends. However,
as discussed also by F09, Somerville et al. (2008) showed
that the predicted trends may not be as strong as the observed
ones, even in the presence of AGN feedback.
F09 showed that the main contributors at all redshifts to the
low-mass end excess are low-mass (1011 < Mh/M < 1012)
DM halos. Models predict a roughly constant number den-
sity of low-mass central galaxies, while the low-mass satellite
population shows a gradual increase which F09 argue is due
to the infall of galaxies from the surrounding areas into clus-
ters. This implies that small objects are overproduced while
they are central galaxies, and the excess is not primarily due
to inaccuracies in the modeling of satellites, even though it
manifests in their mass distribution. Therefore, mechanisms
that only impact satellite galaxies (such as ram pressure strip-
ping) can not solve this problem. On the contrary, it would
be important to find a physical process that can suppress the
star formation in central galaxies hosted by intermediate to
low-mass halos (Mh/M < 1012).
Hopkins et al. (2013) have recently improved the treatment
of the ISM and stellar feedback in a series of high-resolution
cosmological simulations. They included cold molecular
through atomic, ionized, and hot diffuse ISM a took the stellar
feedback inputs (energy, momentum, mass, and metal fluxes)
from stellar population models, without free/adjustable pa-
rameters. These simulations lead to a reasonable concordance
with the stellar mass function for logM?/M< 11, suggesting
that actually the effects of stellar feedback on galaxy star for-
mation histories and stellar masses might be correctly mod-
eled.
7.4. Clusters and groups
We have shown that at low-z the semi-analytic model cor-
rectly reproduces the observed field finer divisions, groups
included, at least above the observed completeness limit. In
contrast, it can not reproduce the cluster mass function at sim-
ilar redshift. This suggests an inaccuracy in the treatment of
cluster specific processes.
Clusters and groups are environments where the decline of
gas accretion in galaxies influences galaxy properties, but the
specific processes that operate in them might be different.
However, in the semi-analytic models they are treated in a
similar way. Motivated by the starvation scenario suggested
by Larson, Tinsley & Caldwell (1980), all hot gas around the
satellites is immediately removed upon infall. In the DLB07
model, the stripped gas is then made available for cooling to
the central galaxy of the corresponding structure. This sim-
ple prescription leads to satellite galaxies that are too red (e.g.
Weinmann et al. 2006; Wang et al. 2007) compared to ob-
servations, suggesting that part of the hot gas should remain
with the satellite galaxy. This is not a minor issue, since satel-
lite galaxies constitute a significant fraction of the total galaxy
population and since changing the prescription for gas strip-
ping in satellites may have a considerable impact on the cen-
tral galaxy population. First of all, satellites eventually merge
with the central galaxies in their halo. If they can grow to
higher stellar masses, central galaxies will become more mas-
sive as well. However, in simulations the merging history of
central galaxies seems to be modeled correctly, as also shown
in Fig. 1 where the M∗−σ relation for central galaxies is well
reproduced by the model. Then, if part of the hot gas stays at-
tached to satellites, the amount of gas available for cooling
to the central galaxy is reduced. Finally, if satellite galaxies
merging with the central galaxy still contain cold gas, the en-
suing star burst will make the central galaxy bluer for a certain
period of time, and will result in a higher final stellar mass.
Some attempts to treat environmental effects more realisti-
cally have been made e.g. by Kang & van den Bosch (2008)
and Font et al. (2008). The formers showed that the decrease
of the efficiency of gas stripping in satellites leads to a frac-
tion of blue central galaxies which is higher than observed,
but it can be counterbalanced by the inclusion of an addi-
tional prescription for the disruption of satellites. The latters
implemented a model based on the hydrodynamical simula-
tions of ram-pressure stripping by McCarthy et al. (2008), to
obtain better agreement with observed environmental effects
than previous semi-analytic models. Okamoto & Nagashima
(2003) and Lanzoni et al. (2005) investigated the effect of
ram-pressure stripping of the cold disc gas in satellites, con-
cluding that it has a negligible impact on the results, because
the complete stripping of the hot gas halo already makes the
satellites passive. Weinmann et al. (2010) used the DLB07
model letting the diffuse gas halo around satellites be stripped
at the same rate at which the dark matter subhalo loses mass
due to tidal effects. They found that observations at z = 0 can
be reproduced by a simple recipe in which 10-20% of the ini-
tial gas reservoir in the halo is stripped per Gyr. They didn’t
focused on higher redshift galaxies, where the dark matter
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stripping seems to be more efficient. The same authors also
implemented a model in which environmental effects arise
solely due to ram-pressure stripping. They showed that this
assumption is not exhaustive. Indeed, stripping effects in
clusters for low-mass galaxies are too strong to explain the
observations, while they are not strong enough to reproduce
the observations for high-mass galaxies. These discrepancies
could indicate that the DLB07 model like other models over-
estimate the hot gas mass in groups with masses between 1012
and 1014h−1M, especially in the central, most dense regions
of these systems (Bower, McCarthy & Benson 2008). This
could lead to too strong pre-processing of cluster galaxies in
groups.
7.5. Simulations
In the second part of this study, we made use of the DLB07
and G11 semi-analytic models to investigate the dependence
of the mass function on environment. We considered field
galaxies and galaxies in halos with logMhalo ∼ 13.4 (least
massive halos), logMhalo ∼ 14.1 (intermediate massive halos)
and logMhalo ∼ 15.1 (most massive halos).
The two models always reach similar conclusions.
In the mass range logM?/M=9.4-10.5, galaxies in all the
environments share a very similar mass distributions. At
higher stellar masses, differences emerge, suggesting an effect
of the environment only for logM?/M> 10.5. Very mas-
sive galaxies are hosted only in the most massive halos. As
a consequence, the mass distribution characterizing the most
massive halos is flatter than those describing galaxies in the
other environments. Comparing mass functions at different
redshifts, simulations find an evolution only in the massive
end, in all environments. Both the shape and the extension of
the mass functions change: in the local universe galaxies can
reach higher stellar masses and the number density of massive
galaxies is higher than in the distant one.
The dependence of the high mass end of the mass function
on environment and its evolution in the high mass end are at
odds with the observational results (e.g., C13, V13, van der
Burg et al. 2013; Ilbert et al. 2010; Pozzetti et al. 2010;
Baldry et al. 2012). If both they are real, the discrepancies
with the observational results might suggest that in observa-
tions uncertainties at high masses are still too large to firmly
detect the simulated results.
However, mass functions obtained from the DLB07 and
G11 models are always different. In general, at logM?/M≤
10, the G11 mass functions are flatter than the DLB07 ones,
indicating that in the G11 prescription low mass galaxies are
better treated and their excess is reduced. We remind that
the G11 model is an update of the DLB07 one, and differs
from it mainly for a different treatment of satellite evolution
and a more efficient stellar feedback, as presented in §3 (see
also G11). These implementations reduce the tensions with
observations, but there are still residuals, indicating that the
truncation mechanisms that influence the evolution of central
and satellite galaxies still have to be better implemented.
8. SUMMARY AND CONCLUSIONS
In this paper we exploited two semi-analytic models
(DLB07 and G11) to carefully investigate mass functions at
different redshifts and in different environments, defined by
the halo masses. We have compared the theoretical findings
of the DLB07 model with the observational results published
in Drory et al. (2009); Vulcani et al. (2011); C13 and V13.
The main results can be summarized as follows.
• Being able to match the field mass function (and its
finer environments) at z = 0, the DLB07 model fails
to reproduce the observed mass function of clusters at
low-z and over-predicts the number of low mass galax-
ies in both clusters and field at z∼ 0.6.
• In sim-projections, the observed invariance of the mass
function with the environment is reproduced for galax-
ies more massive than logM?/M=10.25, the mass
limit probed by the observations. On the other hand, the
observed evolution of the shape of the mass function is
not reproduced, neither in the filed nor in clusters.
• Sim-projections reproduce well the observed stellar
mass - velocity dispersion relation, both for central
galaxies and for the second most massive galaxies. The
relation can be ascribed to the environment for the cen-
tral galaxies at both redshifts and for the second most
massive galaxies at low-z. On the other hand, it might
be simply a statistical effect for the second most mas-
sive galaxies at higher redshift.
• Inspecting only simulations, our results show that in
both models the mass function depends on the mass of
the halo, both at z = 0.06 and z = 0.62. In very massive
halos there are proportionally more massive galaxies,
with the result that the mass function is flatter and M∗
shifted toward higher values compared to lower mass
halos. Simulations also detect a mass segregation with
the environment: low-mass halos do not host massive
galaxies.
• In both models, the overall shape of the mass function
does not strongly depend on the halo centric distance,
once redshift and halo mass are controlled. However,
subtle differences might be found when carefully in-
specting the least massive systems and the high mass
end of the most massive halos.
• In both models, the shape of the mass function for
logM?/M<11.2 does not evolve, in any environment.
In contrast, there is an evolution in the number of most
massive galaxies, which are more numerous in the local
universe.
The fact that at low-z simulations fail to reproduce the clus-
ter mass function while they are successful in groups, binary
systems and isolated galaxies suggests an incorrect inclusion
of environmental processes in the models, such as tidal dis-
ruption, ram-pressure, strangulation. However, the disagree-
ment between observations and simulations in all environ-
ments at higher redshifts reveals that cluster physical pro-
cesses are not the only problem in the models and the redshift
dependent evolution still needs to be better modeled.
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FIG. A1.— Density maps showing the comparison between stellar masses obtained using Bell & de Jong (2001) and those computed in Drory et al. (2009)
and used to characterize the field mass function at z = 0.6. Blue line represents the least square fit for galaxies with logM?/M> 9.9, the observed mass limit.
Black dotted line represents the 1:1 line. The lower panel shows the difference between these two estimates.
grateful to Ulisse Munari for providing us the conversions be-
tween different photometric systems. We thank Niv Drory for
providing COSMOS stellar masses and the field mass func-
tions, and Fabio Fontanot for useful discussions.
APPENDIX
CONSISTENCY CHECKS ON STELLAR MASSES
Drory et al. (2009) stellar masses
Drory et al. (2009) derived stellar masses comparing multi-band photometry to a grid of stellar population models of varying
star formation histories (SFH), ages, and dust content (for further details, refer to Drory et al. 2009). They adopted a Chabrier
(2003) IMF (0.1-100 M).
To reduce the uncertainties due to the different method adopted by Drory et al. (2009), we computed stellar masses for the
COSMOS sample using Bell & de Jong (2001) and then compared them to the stellar masses (Drory, private communication)
used by Drory et al. (2009). The comparison of the different mass estimates is presented in Fig.A1. In addition to a large scatter,
Drory et al. (2009) mass estimates are systematically smaller. Discrepancies are around∼ 0.2dex, that corresponds to the typical
error on the mass estimates. In our analysis, we apply a mean correction to the Drory et al. (2009) mass function as a function
of stellar mass, taking into account the median difference between the two methods.
DLB07 stellar masses
In our analysis, when semi-analytic model data are compared to observations, we adopt stellar masses computed using the Bell
& de Jong (2001) formulation (Eq.2), as done for the observations.
Figure A2 shows the comparison between the two mass estimates, both obtained assuming a Kroupa (2001) IMF. Above
logM?/M=9.8 (our lowest observed mass limit), the estimates are in agreement within the typical scatter of the mass uncertain-
ties (∼ 0.2− 0.3dex, see, e.g., Kannappan & Gawiser 2007). The median difference of the masses is ∼ −0.08 at z = 0.06, and
∼+0.05 at z = 0.62.
THE NORMALIZATION OF THE MASS FUNCTIONS
To compare mass functions in different environments, it is important to adopt normalizations which will allow a meaningful
comparison. This is not always straightforward, since the number densities in clusters and in the field are expected to be very
different. In numerical simulations of collisionless matter, cluster halos are defined as spherical regions enclosing a density which
is 200 times the critical density ρc(z) of the universe. Therefore the density of matter measured within cluster sized halos will
be much larger than the average matter density. If galaxies are assumed to follow the dark matter distribution, then clusters
should also have the same overdensity of galaxies within their boundaries with respect to the density of galaxies in the field. Our
aim here is to remove this principal normalization difference to compare galaxy stellar mass functions in different environments.
There could be additional corrections if galaxies do not exactly follow the dark matter distribution (e.g., if the number density
profile around a cluster does not follow a NFW profile or shows luminosity segregation) which we ignore for simplicity.
The volume normalization adopted for the field allows us to express the counts per unit comoving volume. To obtain the
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FIG. A2.— Density maps showing the comparison between stellar masses obtained using Bell & de Jong (2001) and those given by the DLB07 semi-
analytic model for galaxies in all the samples. Left panel: low redshift; right panel: high redshift. Blue line represents the least square fit for galaxies with
logM?/M> 9.8, our lowest observed mass limit. Black dotted line represents the 1:1 line.
normalization for the cluster counts, note that ρc(z) is related to the matter density ρ¯(z) as
ρc(z) = ρ¯(z)×
[
Ω0(1 + z)3 + ΩΛ
]
/Ω0(1 + z)3 , (B1)
where Ω0 is the matter density parameter and ΩΛ is the dark energy density parameter and we have assumed a flat Universe. The
number density of galaxies within R200, should therefore be diluted by a factor
200× [Ω0(1 + z)3 + ΩΛ]/Ω0(1 + z)3 (B2)
while comparing to the number density in the field.
When we consider smaller regions in clusters (e.g. r < 0.6R200), we have to also take into account the density variation as a
function of the radius, as described by a Navarro, Frenk & White (1997) profile. The mass enclosed within a radius X = r/rs is
M(< X ) = M200× µ(X )
µ(c200)
=
4pi
3
R3200200ρc(z)×
µ(X )
µ(c200)
(B3)
where c200 = R200/rs is the concentration parameter, rs a scale factor, µ(X ) = ln(1 +X )−X/(1 +X ). For relaxed halos, c200
mildly depends on the halo mass (see, e.g., Macciò, Dutton & van den Bosch 2008). However, for our purpose, we can assume
c200 = 5.17
The density of matter within a radius X is
ρ(< X ) = 3M(< X )
4pi(rsX )3 = c
3
200×200ρc(z)×
µ(X )
µ(c200)
. (B4)
Therefore, using Equation B1, the number counts within radius X should be scaled by the factor
200× c3200×
µ(X )
µ(c200)
× [Ω0(1 + z)3 + ΩΛ]/Ω0(1 + z)3. (B5)
to compare with the number density in the field.
Similarly, when we consider a shell delimited by X2,X1 (e.g. 1R200 < r < 3R200), the appropriate normalization factor to use is
200× c
3
200
X 32 −X 31
× µ(X2)−µ(X1)
µ(c200)
× [Ω0(1 + z)3 + ΩΛ]/Ω0(1 + z)3. (B6)
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