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9 Napredneǰsi algoritmi 41
9.1 Kargerjev algoritem . . . . . . . . . . . . . . . . . . . . . . . . 41
9.2 Karger–Steinov algoritem . . . . . . . . . . . . . . . . . . . . . 43
9.3 Stoer-Wagnerjev algoritem . . . . . . . . . . . . . . . . . . . . 44
10 Sklepne ugotovitve 47
10.1 Nadaljnje delo . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
11 Programska koda 49
11.1 Predstavitev grafa . . . . . . . . . . . . . . . . . . . . . . . . . 49
11.2 ST -prerez z algoritmom za največji pretok . . . . . . . . . . . 52
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nedeterministični polinomski
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Povzetek
Naslov: Povezanost grafov
Avtor: Aljaž Nunčič
Povezanost grafa nam pove, koliko povezav oziroma vozlǐsč moramo od-
straniti, da graf postane nepovezan [25]. Tako poznamo povezavno poveza-
nost in vozlǐsčno povezanost grafa. Na začetku bom predstavil nekaj izrekov,
ki se nanašajo na povezanost grafov. Nato bom opisal algoritme za prever-
janje povezanosti grafov, ki služijo tudi kot orodje za preverjanje uspešnega
razbitja grafov. V zadnjem delu pa bom najprej predstavil reševanje pro-
blema minimalnega prereza z algoritmom za največji pretok, nato pa še druge
napredneǰse in bolj prilagojene algoritme za ta problem. V zaključku bom
povzel vse ključne ugotovitve. Diplomska naloga tako predstavlja osnovni
pregled problema povezanosti grafov.
Ključne besede: graf, povezanost, povezavna povezanost, vozlǐsčna pove-
zanost.

Abstract
Title: Graph connectivity
Author: Aljaž Nunčič
Graphs connectivity tells us how many edges or vertices must be removed
from a graph so that the graph becomes disconnected [25]. This induces the
notations of the edge and vertex connectivity of a graph. In this thesis, I will
first present some of the theorems related to graph connectivity. Then I will
describe algorithms for checking whether or not a graph is connected, which
can also be used to check whether or not a graph has been successfully split.
Next, I will show how the min-cut problem is solved using the algorithm for
maximum flow. Then, I will continue with presentation of some advanced
and more adapted algorithms for the considered problem. Finally, I will
conclude the thesis with a summary of the key findings. The thesis is thus a
basic overview of the problem of graph connectivity.
Keywords: graph, connectivity, edge connectivity, vertex connectivity.

Poglavje 1
Uvod
Morda se nam na prvi pogled zdi, da se grafi v življenju ne pojavljajo, vendar
že kar hitro ugotovimo, da to ni res. S pomočjo grafov lahko predstavimo
marsikaj, od mestne komunalne infrastrukture do prijateljstev med ljudmi.
Ker so grafi tako razširjeni, je njihova teorija v praksi zelo uporabna. V
tej diplomski nalogi se bomo posvetili le njenemu manǰsemu delu, in sicer
povezanosti grafov. Če poenostavimo, povezanost grafov govori o tem, koliko
vozlǐsč oziroma povezav moramo odstraniti, da graf postane nepovezan, tj.
da graf razpade na najmanj dva dela, tako da iz enega dela ni poti do drugega.
Za primer vzemimo optična omrežja, ki so povezana z našim poklicem.
Danes si težko predstavljamo življenje brez svetovnega spleta, in ko se zgodi
nekaj izrednega, kot je na primer prekinitev optičnega kabla med gradnjo
ceste, hitro postanemo nejevoljni ter vklopimo mobilne podatke na telefonu.
A tudi oddajnik za mobilni signal mora biti povezan z optičnim kablom v
omrežje. Kaj bi se šele zgodilo, če bi teroristična organizacija prerezala edini
optični kabel, ki vodi v Slovenijo, ali pa razstrelila edino centralo za internet?
Najverjetneje bi vlada razglasila izredne razmere, saj bi se marsikaj v našem
življenju ustavilo.
Da posledice ne bi bile prehude, skrbijo načrtovalci omrežja. Ti imajo
omrežje predstavljeno kot graf, kjer so centrale in internetni priključki upo-
rabnikov predstavljeni kot vozlǐsča grafa, optični kabel pa kot povezave med
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njimi. Te grafe nato preverjajo z algoritmi za povezanost grafov in tako za-
gotovijo ustrezno razmerje med ceno gradnje ter stopnjo ranljivosti omrežja.
Seveda je to zahtevano razmerje za navadnega uporabnika nižje od razmerja
za neki vojaški objekt, a to ni več del naše diplomske naloge.
V začetnem delu diplomske naloge bomo predstavili problem povezanosti
grafov in podali nekaj definicij, da nam bo v nadaljevanju snov lažje razu-
mljiva. Podali bomo tudi nekaj izrekov, ki sem jih ocenil kot pomembneǰse
za to področje in se navezujejo na nadaljevanje. Nato si bomo ogledali nekaj
dejstev o preverjanju (ne)povezanosti grafov, moči povezanosti in artikulacij-
skih vozlǐsčih. Sledilo bo nekaj algoritmov, od preprosteǰsih do napredneǰsih.
Na koncu pa bomo nanizali še nekaj sklepnih ugotovitev diplomskega dela.
Poglavje 2
Definicija problema
2.1 Definicije
V tem razdelku bom predstavil nekaj definicij, ki jih bom uporabljal v nada-
ljevanju [1].
Definicija 2.1 Vozlišče je element množice vozlǐsč grafa, ki jo bomo ozna-
čevali kot V .
Definicija 2.2 Povezava je par vozlǐsč. Če sta vozlǐsči u in v, povezavo
med njima označimo kar z uv. Množico povezav danega grafa bomo označili
z E.
Definicija 2.3 Graf je množica V vozlǐsč in množica E povezav (G =
(V,E)).
Definicija 2.4 Usmerjena povezava je enosmerna povezava. Npr., po
usmerjeni povezavi (u, v) lahko pridemo iz vozlǐsča u v vozlǐsče v, obratno pa
ne.
Definicija 2.5 Neusmerjena povezava je dvosmerna povezava. Npr.,
po neusmerjeni povezavi {u, v} lahko pridemo iz vozlǐsča u v vozlǐsče v, in
obratno. V praksi neusmerjeno povezavo {u, v} lahko predstavimo kot dve
usmerjeni povezavi ({u, v} = {(u, v), (v, u)}).
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Definicija 2.6 Povezava (u, v) je zasičena v smeri povezave, če je njen
pretok enak njeni kapaciteti oz. v obratni smeri, če je pretok skozi njo enak
0.
Definicija 2.7 Reziduani graf – Gf grafa G je graf, katerega množica
vozlǐsč je enaka množici vozlǐsč grafa G. Prav tako pa vsebuje vse povezave
grafa G, če so te nezasičene (v primeru, da je povezava nezasičena v obratni
smeri od svoje usmerjenosti, jo dodamo v graf Gf , a obratno usmerjeno).
Definicija 2.8 Usmerjen graf je graf, ki ima poleg neusmerjenih tudi
usmerjene povezave.
Definicija 2.9 Neusmerjen graf je graf, ki ima le neusmerjene povezave.
Definicija 2.10 Graf je v splošnem nepovezan, če obstaja par vozlǐsč,
med katerima ni poti. Več o tem in moči povezanosti si bomo pogledali v
nadaljevanju.
Definicija 2.11 Vozliščna povezanost grafa G – κ(G) je najmanǰse šte-
vilo vozlǐsč grafa G, ki jih moramo odstraniti, da G postane nepovezan.
Definicija 2.12 Povezavna povezanost grafa G – λ(G) je najmanǰse
število povezav grafa G, ki jih moramo odstraniti, da G postane nepovezan.
Definicija 2.13 ST -prerez je najmanǰsa množica povezav grafa G, ki jih
moramo odstraniti, da vozlǐsče s ni povezano z vozlǐsčem t (tj. iz s ne moremo
priti v t).
Definicija 2.14 Stopnja vozlišča je število povezav, ki vsebujejo to vo-
zlǐsče (oz. katerih krajǐsče je to vozlǐsče).
Definicija 2.15 Minimalna stopnja δ(G) grafa G je najmanǰsa stopnja
kakega vozlǐsča grafa G.
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Definicija 2.16 Vozlǐsče w je sosed (ali sosednje vozlǐsče) vozlǐsča v, če ob-
staja neusmerjena ali usmerjena povezava med v in w. Množico vseh sosedov
vozlǐsča v v grafu G označimo z NG(v).
Definicija 2.17 Drevo je graf, v katerem je eno vozlǐsče koren drevesa,
ostala pa razpadejo na disjunktne množice, ki so tudi drevesa. Koren je
nad vsakim vozlǐsčem iz teh množic, in vsako vozlǐsče iz teh množic je pod
korenom.
Definicija 2.18 Predniki vozlǐsča v v drevesu so vsa vozlǐsča drevesa, ki
so nad njim. Vozlǐsče v je naslednik vseh svojih prednikov.
Definicija 2.19 Nasledniki vozlǐsča v v drevesu so vsa vozlǐsča drevesa, ki
so pod njim.
Definicija 2.20 Koren drevesa (oz. koren) je vozlǐsče drevesa, ki nima
prednikov.
Definicija 2.21 List drevesa (oz. list) je vozlǐsče drevesa, ki nima nasle-
dnikov.
Definicija 2.22 Notranje vozlišče drevesa (oz. notranje vozlišče) je
vsako vozlǐsče v drevesu, ki ni list.
2.2 Opis problema
Povezanost grafov je široko področje teorije grafov, ki ga bomo v tej diplomski
nalogi delno predstavili [25]. Kakor je široko samo področje, tako je široka
tudi njegova uporaba. Uporablja se skoraj povsod, od načrtovanja omrežij
(kjer nas zanima predvsem njihova ranljivost) do njihove izkorǐsčenosti (npr.,
pri internetnem omrežju) [19]. Poleg tega se uporablja tudi pri programiranju
vzporednih algoritmov in vzporednem računanju.
Sam problem povezanosti grafov lahko razdelimo na več podproblemov,
med katerimi so tudi naslednji:
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• Ali je graf povezan? Kakšna je njegova moč povezanosti?
• Ali obstaja vozlǐsče, katerega odstranitev povzroči, da graf postane
nepovezan? Ali obstaja povezava, katere odstranitev povzroči razpad
grafa na več nepovezanih komponent?
• Ali želimo razbiti graf na poljubno velike komponente s poljubnimi vo-
zlǐsči? Ali pa ga želimo razbiti na dve komponenti, kjer ena vsebuje
izbrano vozlǐsče s, druga pa izbrano vozlǐsče t (ST -povezanost)? Al-
goritme za ST -povezanost lahko uporabimo tudi v primeru, ko s in t
nista posebej izbrani. Takrat izvedemo algoritem za vse pare vozlǐsč s
in t (pri neusmerjenih grafih pa za s izberemo poljubno vozlǐsče, nato
pa algoritem izvedemo |V − 1|-krat, vsakokrat z drugim t ∈ V − s).
• Ali želimo graf razdeliti na približno enako velike komponente? V tem
primeru gre za NP-težek problem, kar pomeni, da domnevno ni rešljiv
deterministično v polinomskem času.
Seveda želimo iz danega grafa odstraniti najmanǰse možno število vozlǐsč
oziroma povezav, da bo graf postal nepovezan. (Izjema je podproblem, kjer
želimo graf razdeliti na približno enako velike komponente. Ta problem zelo
verjetno ni rešljiv v polinomskem času, zato se zadovoljimo že z dovolj dobrim
približkom rešitve.) Najpomembneǰsi sta torej definiciji 2.11 in 2.12, zato ju
še enkrat ponovimo.
Pri vozlǐsčni povezanosti nas zanima, najmanj koliko vozlǐsč moramo od-
straniti, da se bo število povezanih komponent v grafu povečalo. Poleg tega
števila pa nas zanima tudi, katera so ta vozlǐsča. (Seveda pa se pri odstranitvi
vozlǐsč odstranijo tudi povezave, ki ta vozlǐsča vsebujejo.)
Podobno je pri povezavni povezanosti, le da nas tukaj namesto vozlǐsč
zanimajo povezave. Zanima nas torej, najmanj koliko povezav moremo od-
straniti, da se število povezanih komponent v grafu poveča. (Tokrat se od-
stranijo le povezave, ne pa tudi njihova krajǐsča.) Katere so te povezave, pa
izvemo iz najmanǰsega prereza.
Poglavje 3
Izreki
V tem poglavju bom predstavil tri pomembneǰse izreke, ki govorijo o po-
trebnem številu odstranjenih vozlǐsč oz. povezav, da prvotni graf razpade.
Najprej bom predstavil Mengerjev izrek, nato Whitneyevo neenakost, na
koncu pa še izrek, ki povezuje največji pretok z najmanǰsim prerezom.
3.1 Mengerjev izrek
Leta 1927 je avstrijsko-amerǐski matematik Karl Menger dokazal izrek, ki
nam pove, najmanj koliko vozlǐsč (oz. povezav) moramo odstraniti, da graf
razdelimo na dva nepovezana dela [14]. Izrek pravi, da je velikost naj-
manǰsega prereza enaka velikosti največje množice disjunktnih poti med po-
ljubnima vozlǐsčema grafa.
Izrek 3.1 Za poljubni, ne nujno disjunktni množici vozlǐsč A in B grafa G
velja
|σ(A,B)| = |υ(A,B)|, (3.1)
kjer je σ(A,B) najmanǰsi prerez, tj. množica vozlǐsč, ki loči G na graf z
vozlǐsči iz A in graf z vozlǐsči iz B, υ(A,B) pa je največja množica disjunktnih
poti med množicama A in B.
Dokaz. Izrek bomo dokazali s pomočjo indukcije po številu povezav [22,
14].
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1. Osnova indukcije:
Denimo, da je graf G brez povezav (|E| = 0). Potem je
σ(A,B) = A ∩B (3.2)
A ∩B = υ(A,B) (3.3)
3.3 vsebuje poti z enim samim vozlǐsčem, ki so tako v A kot v B. Ker
sta množici enaki, je enaka tudi njuna moč.
2. Indukcijska predpostavka:
Naj bo AB-prerez poljubna množica vozlǐsč grafa G, ki G razdeli na
graf z vozlǐsči iz A in graf z vozlǐsči iz B, ter σ(A,B) najmanǰsa takšna
množica. Naj bo s moč množice σ(A,B). Naj bo AB-konektor podgraf
grafa G, katerega elementi so AB-poti, tj. poti, ki v notranjosti ne
vsebujejo nobenega vozlǐsča iz A ali B. Največji AB-konektor označimo
z υ(A,B).
Graf G ima povezavo e = v1v2. S pomočjo indukcije predpostavimo,
da velja izrek tudi za graf G′ = G− e. Graf G′ pa ima tudi AB-prerez
S, ki ima manǰso moč od AB-prereza prvotnega grafa G (|S| < s).
3. Indukcijski korak:
Naj bo P := S ∪ {v1} in Q := S ∪ {v2}. Potem sta P in Q AB-prereza
za G′. Velja, da je |P | = |Q| = |S|+ 1 = s.
Iz tega sledi, da sta tako AP -prerez kot QB-prerez za G′ AB-prereza
za G. Sledi, da ima graf G′ AP -konektor C1, ki vsebuje P , ter QB-
konektor C2, ki vsebuje Q. Ker je C1 ∩ C2 = S sledi, da je tudi
AB-prerez za graf G in C1 ∪ C2 + e = C AB-konektor za graf G.

Ta izrek velja tudi za neskončne grafe [15].
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Slika 3.1: Skica grafa iz dokaza. [28]
3.2 Whitneyeva neenakost
Whitneyeva neenakost povezuje vozlǐsčno povezanost, povezavno povezanost
in najmanǰso stopnjo vozlǐsča v grafu [17].
Izrek 3.2 Za vsak graf G velja:
κ(G) ≤ λ(G) ≤ δ(G), (3.4)
tj.: vozlǐsčna povezanost grafa je manǰsa ali enaka od njegove povezavne po-
vezanosti, ta pa manǰsa ali enaka od najmanǰse stopnje vozlǐsča grafa.
Dokaz. Najprej bomo dokazali neenakost
λ(G) ≤ δ(G). (3.5)
Naj ima graf G vozlǐsče v s stopnjo δ(G). Če odstranimo vse povezave,
na katerih je vozlǐsče v, bo graf G razpadel na najmanj dva dela (saj bo v
enem gotovo vozlǐsče v). Sledi, da je povezavna povezanost manǰsa ali enaka
najmanǰsi stopnji vozlǐsča v.
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Dokažimo še drugo neenakost (in s tem izrek 3.2)
κ(G) ≤ λ(G). (3.6)
Naj bo S najmanǰsa množica povezav grafa G, za katero je graf G − S
nepovezan. Neenakost (3.6) bomo dokazali z obravnavo dveh možnosti:
1. Predpostavimo, da v grafuG obstaja vozlǐsče v, ki ni krajǐsče nobene od
povezav v S. Naj bo C komponenta grafa G− S, ki vsebuje v. Potem
vozlǐsča komponente C, ki so krajǐsča vsaj ene povezave v S, ločijo
vozlǐsče v od grafa G − C. Ker zaradi minimalnosti nobena povezava
v S ne vsebuje dveh vozlǐsč iz C, obstaja množica vozlǐsč iz S, ki jo
bomo označili z W , za katero velja |W | ≤ |S| in je G −W nepovezan
graf. Sledi, da je κ(G) ≤ |S|.
2. Predpostavimo, da so vsa vozlǐsča grafa G krajǐsča vsaj ene povezave
v S. Naj bo v poljubno vozlǐsče grafa G in naj bo C tista komponenta
grafa G− S, ki vsebuje vozlǐsče v. Sosedje vozlǐsča v v grafu G− S so
elementi komponente C in krajǐsča vsaj ene, med seboj disjunktivnih
povezav v S. Sledi, da je dG(v) (stopnja vozlǐsča v v grafu G) ≤ |S|.
In ker sosedje vozlǐsča v ločijo vozlǐsče v od vseh ostalih vozlǐsč v G,
sledi, da je κ(G) ≤ |S|, razen v primeru, ko je {v} ∪ NG(v) = V . V
tem primeru obstajata dva scenarija:
• Graf ni poln. V tem primeru izberemo drugo vozlǐsče v, za katero
ta pogoj ne velja, saj je vozlǐsče v poljubno.
• Graf je poln. V tem primeru je κ(G) = λ(G) = |V | − 1.

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3.3 Izrek o največjem pretoku in najmanǰsem
prerezu1
Izrek 3.3 Za poljuben končni graf G z znanimi kapacitetami povezav je naj-
večji pretok enak kapaciteti najmanǰsega prereza.
Na podlagi zgornjega izreka lahko algoritme za računanje največjega pre-
toka uporabimo za iskanje najmanǰsega prereza. Če graf nima podanih kapa-
citet povezav, te vse nastavimo na enako poljubno pozitivno vrednost (npr.
1). S tem postanejo povezave enakovredne in ǐsčemo običajno povezavno po-
vezanost. Izrek 3.3 velja tudi za neusmerjene grafe, saj v tem primeru vsako
neusmerjeno povezavo spremenimo v dve nasprotno usmerjeni, kapaciteta
usmerjenih povezav pa je enaka kapaciteti prvotne povezave [23].
Tokrat bomo izrek dokazali v dveh delih. Prvi del je sestavljen na način,
ki je bližje samemu algoritmu za iskanje največjega pretoka in s tem tudi
najmanǰsega prereza [26].
Dokaz. Predpostavimo, da imamo graf G s kapacitetami povezav c ter
izbranima vozlǐsčema s in t. Graf želimo razdeliti na dve komponenti. Prva
komponenta naj vsebuje vozlǐsče s, druga pa t. Ker je graf končen, se bo po-
stopek iskanja največjega pretoka iz vozlǐsča s v vozlǐsče t končal v končnem
številu korakov. Naj bo Gf končen rezidualen graf
2 grafa G, ki je zasičen
(pretok iz vozlǐsča s v vozlǐsče t je največji možen oz. med vozlǐsčema s in t
ne obstaja pot, ki ne bi vsebovala vsaj ene zasičene povezave) s pretokom f .
Potem označimo s S tisti del grafa Gf , ki je dosegljiv iz točke s, in s T tisti
del, ki je nedosegljiv iz s. Za vsako povezavo med S in T velja naslednje:
• če je povezava usmerjena iz S v T , je pretok skoznjo enak pretoku
povezave,
• če je povezava usmerjena iz T v S, je pretok skoznjo enak 0.
1angl. Max-flow min-cut theorem
2angl. residual graph
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To je tudi dokaz, da je graf zasičen (ni več nezasičene poti), da je skozenj
pretok največji in da je ST -prerez najmanǰsi. Velja pa tudi, da je ta največji
pretok enak kapaciteti ST -prereza.
Drugi del dokaza je napisan bolj sistematično. V njem moramo dokazati
ekvivalentnost treh trditev, ki zajemajo cel izrek [24]. Te trditve so naslednje:
1. V G obstaja prerez s kapaciteto enako pretoku f .
2. V G je f največji pretok .
3. V G ne obstaja nezasičena pot .
Ekvivalentnost trditev 1, 2 in 3 dokažemo v treh korakih.
Najprej predpostavimo, da obstaja nezasičena pot s pretokom f . Potem
lahko povečamo pretok po tej poti, f pa ni največji. Torej velja ¬ 3 =⇒ ¬ 2,
in zato 2 =⇒ 3.
Nato predpostavimo, da obstaja ST -prerez s kapaciteto f in naj bo f ′
vrednost poljubnega pretoka. Potem je:
f ′ ≤ kapaciteta ST -prereza = vrednost f .
Torej velja 1 =⇒ 2.
Naj bo Cs množica vseh vozlǐsč, ki so dosegljiva s potjo iz vozlǐsča s, ne
da pri tem upoštevamo smeri povezav, ostala vozlǐsča pa naj bodo v množici
Ct. Sledi, da je vozlǐsče s v Cs, vozlǐsče t pa v Ct. Naj bodo vse povezave
iz Cs v Ct označene z ai, vse povezave iz Ct v Cs pa z bi ter naj bo c(e)
kapaciteta povezave e. Potem velja:
|f | =
∑
i
f(ai)−
∑
i
f(bi)
=
∑
i
c(ai)− 0
=
∑
i
c(ai)
= kapaciteta ST -prereza
Torej velja 3 =⇒ 1. S tem je izrek dokazan. 
Poglavje 4
Preverjanje (ne)povezanosti
grafa
Preden se lotimo samega razbijanja grafa na več komponent, je dobro pre-
veriti, ali je graf že nepovezan. Za to obstaja več algoritmov, jaz pa bom v
tem poglavju predstavil dva najsplošneǰsa. Algoritmi za preverjanje (ne)po-
vezanosti so koristni tudi pri preverjanju, ali smo graf res razbili na več
komponent, kot smo to želeli. Ti algoritmi so v našem primeru primerni za
neusmerjene grafe, a bi jih lahko uporabili tudi na usmerjenih grafih. Toda
to je že vprašanje moči povezanosti, ki ga bomo obravnavali v naslednjem po-
glavju [25]. V nadaljevanju sledita algoritma za preverjanje (ne)povezanosti
grafa s pomočjo iskanja v širino in iskanja v globino.
4.1 Iskanje v širino
Pri iskanju v širino algoritem začne v izbranem začetnem vozlǐsču, nato pa
obiskuje ostala tako, da najprej obǐsče vsa sosednja vozlǐsča izbranega vo-
zlǐsča in jih označi kot obiskana [25, 7]. Šele nato začne obiskovati sosednja
vozlǐsča sosednjih vozlǐsč začetnega vozlǐsča, ki še niso bila obiskana. Algo-
ritem se tako konča, ko ni več sosednjih neobiskanih vozlǐsč. Če v algoritem
dodamo števec, ki se poveča vsakokrat, ko neko vozlǐsče označimo za obi-
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skano, lahko brez težav ugotovimo, ali je graf nepovezan. Če je števec enak
številu vseh vozlǐsč v grafu, je graf povezan. To pa velja tudi v obratni smeri.
4.1.1 Algoritem
Algorithm 1 Algoritem za iskanje v širino
1: procedure iskanjeVSirino(G, zv) . zv je začetno vozlǐsče iskanja
2: let Q be vrsta
3: zv.obiskano← true
4: Q.enqueue(zv) . V vrsto Q dodamo vozlǐsče zv
5: while Q not empty do
6: v ← Q.dequeue() . Iz vrste Q vzamemo prvi element
7: for all w ∈ G.sosednjaVozlǐsča(v) do
8: if w.obiskano == false then
9: w.obiskano← true
10: Q.enqueue(w)
11: end if
12: end for
13: end while
14: end procedure
Zgoraj je predstavljen algoritem za iskanje v širino. Pri iskanju v širino
uporabljamo vrsto Q (za katero velja pravilo FIFO). V vrsto dodamo vsa
neobiskana vozlǐsča, ki so sosednja trenutnemu vozlǐsču in ki smo jih pred-
hodno označili kot obiskana. Nato vzamemo iz vrste naslednje vozlǐsče, ga
označimo kot obiskanega in postopek ponovimo. Algoritem se konča, ko je
vrsta prazna.
4.1.2 Časovna in prostorska zahtevnost
Med samim izvajanjem algoritma bomo morali v najslabšem primeru prei-
skati vsa vozlǐsča in tudi vse njihove povezave. Sledi, da je časovna zahtevnost
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za graf G(V,E) enaka O(|V |+ |E|). Pri tem lahko povemo, da je O(|E|) med
O(1) in O(|V |2), odvisno od gostote (deleža povezav glede na |V |2) grafa.
Prostorska zahtevnost algoritma je O(|V |), saj med algoritmom potrebu-
jemo vrsto, kjer hranimo neobiskana sosednja vozlǐsča.
4.1.3 Primer izvajanja algoritma
Dogovorimo se, da si vozlǐsča pri sprehodu skozi sosednja vozlǐsča sledijo po
abecednem vrstnem redu. Na sliki 4.1 je zraven imena vozlǐsča v oklepaju
dodana časovna oznaka, ki pove, kdaj smo pri iskanju v širino vozlǐsče označili
kot obiskano. Za začetno vozlǐsče smo izbrali vozlǐsče A.
A(1)
B(2) C(3)
D(4) E(5)
F (6)
Slika 4.1: Vrstni red obiskanja vozlǐsč pri iskanju v širino.
Na začetku izvajanja algoritma vozlǐsče A označimo kot obiskano. Vo-
zlǐsče dodamo v vrsto Q in ga takoj zatem vzamemo iz nje. Nato njegova
soseda B in C označimo kot obiskana ter ju dodamo v vrsto.
Iz vrste vzamemo naslednje trenutno vozlǐsčeB. Ko pregledujemo njegove
sosede, ugotovimo, da sta vozlǐsči A in C že označeni, zato ju ne označimo
ponovno in ne dodamo v vrsto. Nista pa še bila označena kot obiskana soseda
D in E vozlǐsča B, zato ju označimo ter dodamo v vrsto.
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Iz vrste ponovno vzamemo novo vozlǐsče C, ki pa nima več neoznačenih
sosedov, zato vzamemo iz vrste naslednje vozlǐsče, tj. D. Njegov sosed B
je že bil označen kot obiskan, F pa še ne, zato tega označimo in dodamo v
vrsto.
Zdaj sta v vrsti zaporedoma le še vozlǐsči E in F , ki nimata nobenih
neobiskanih vozlǐsč, zato ju vzamemo iz vrste in zaključimo algoritem.
4.2 Iskanje v globino
Tudi algoritem za iskanje v globino začne v izbranem vozlǐsču, vendar za raz-
liko od algoritma za iskanje v širino obiskuje vozlǐsča tako, da vedno izbere
prvega še neobiskanega soseda ter ga označi kot obiskanega [25, 9]. Ko tre-
nutno vozlǐsče nima več neobiskanega soseda, se vrnemo nazaj in obǐsčemo
naslednjega. Algoritem se konča, ko se vrnemo v začetno vozlǐsče in ni več
neobiskanega sosednjega vozlǐsča. Tudi tukaj lahko dodamo števec, ki se
poveča ob vsakem na novo označenem obiskanem vozlǐsču, ter tako ugoto-
vimo, ali je graf povezan. Če je števec enak številu vseh vozlǐsč v grafu, je
graf povezan. To velja tudi v obratni smeri.
4.2.1 Algoritem
Iskanje v globino lahko implementiramo z iterativnim (algoritem 2) ali re-
kurzivnim (algoritem 3) algoritmom.
Pri iterativnem iskanju v globino uporabljamo sklad (za katerega ve-
lja pravilo LIFO). Na začetku na sklad dodamo začetno vozlǐsče, nato pa
začnemo z zanko. S sklada vzamemo vrhnje vozlǐsče, ki ga, če še ni bilo
označeno kot obiskano, označimo ter na sklad dodamo njegove sosede. Algo-
ritem se konča, ko je sklad prazen.
Pri rekurzivnem iskanju v globino ob vsakem klicu procedure trenutno vo-
zlǐsče označimo kot obiskano. Temu sledi zanka po vseh njegovih sosedih, kjer
v primeru, da sosed še ni bil obiskan, pokličemo proceduro z argumentom,
ki je ta sosed. Ker računalnik ne izvaja rekurzivnega algoritma dobesedno,
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Algorithm 2 Iterativni algoritem za iskanje v globino
1: procedure iskanjeVGlobino(G, zv) . zv je začetno vozlǐsče iskanja
2: let S be sklad
3: S.push(zv) . Na sklad S dodamo vozlǐsče zv
4: while S not empty do
5: v ← S.pop() . S sklada S vzamemo vrhnji element
6: if v.obiskano == false then
7: v.obiskano← true
8: for all w ∈ G.sosednjaVozlǐsča(v) do
9: S.push(w)
10: end for
11: end if
12: end while
13: end procedure
Algorithm 3 Rekurzivni algoritem za iskanje v globino
1: procedure iskanjeVGlobino(G, v) . v je trenutno vozlǐsče iskanja
2: v.obiskano← true
3: for all w ∈ G.sosednjaVozlǐsča(v) do
4: if w.obiskano == false then
5: iskanjeVGlobino(G,w)
6: end if
7: end for
8: end procedure
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temveč se tak algoritem pri prevajanju spremeni v iterativnega. Pri tem se
uporabi sistemski sklad, kot smo lastnoročno to storili pri algoritmu 2. Se
pa za razliko od iterativnega algoritma pri rekurzivnem algoritmu bolje vidi,
kaj se zgodi v vsakem koraku.
4.2.2 Časovna in prostorska zahtevnost
Tako kot pri iskanju v širino je tudi pri iskanju v globino treba preiskati vsa
vozlǐsča in povezave, zato je časovna zahtevnost za graf G(V,E) tudi tukaj
enaka O(|V |+ |E|).
Podobno je pri prostorski zahtevnosti, ki je O(|V |), saj moramo tudi tukaj
hraniti neobiskana sosednja vozlǐsča. Razlika je le v tem, da jih hranimo na
skladu in ne v vrsti kot pri iskanju v širino.
4.2.3 Primer izvajanja algoritma
Dogovorimo se, da si vozlǐsča pri sprehodu skozi sosednja vozlǐsča sledijo po
abecednem vrstnem redu. Tudi tukaj smo na sliki 4.2 zraven imena vozlǐsča
v oklepaju dodali časovno oznako, ki pove, kdaj smo pri iskanju v globino
vozlǐsče označili kot obiskano. Prva komponenta oznake je za iterativni,
druga pa za rekurzivni algoritem. Prav tako smo za začetno vozlǐsče izvajanja
algoritma izbrali vozlǐsče A.
Na začetku izvajanja algoritma vozlǐsče A dodamo na sklad S in ga takoj
zatem vzamemo z njega. Ker vozlǐsče še ni bilo obiskano, ga zdaj označimo
kot obiskanega, nato pa njegova soseda B in C dodamo na sklad.
S sklada vzamemo naslednje vozlǐsče – C in ga označimo kot obiskano.
Zdaj na sklad dodamo vse njegove sosede, to so A, B in E. Na skladu so zdaj
vozlǐsča B, A, B in E. In ne, ni napaka. Vozlǐsče B je na skladu dvakrat,
saj tukaj ne označujemo vozlǐsč vnaprej in pred dodajanjem na sklad ne
preverjamo, ali so že označena.
Naslednje vozlǐsče, ki ga vzamemo s sklada, je vozlǐsče E. Označimo ga
kot obiskano in na sklad dodamo njegove sosede. Sklad vsebuje vozlǐsča B,
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A(1, 1)
B(6, 2) C(2, 6)
D(5, 3) E(3, 5)
F (4, 4)
Slika 4.2: Vrstni red obiskanja vozlǐsč pri iskanju v globino.
A, B, B, C in F .
S sklada vzamemo vozlǐsče F in tudi njega označimo kot obiskanega. Na
sklad dodamo njegova soseda D in E, tako da sklad zdaj vsebuje vozlǐsča B,
A, B, B, C, D in E.
Ponovno s sklada vzamemo vrhnje vozlǐsče, to je E, a ker je to že bilo
obiskano, vzamemo naslednjega – D. Ker to še ni bilo označeno kot obiskano,
ga označimo ter njegova soseda B in F dodamo na sklad. Na skladu so zdaj
vozlǐsča B, A, B, B, C, B in F .
Tudi tokrat je prvo vozlǐsče, ki ga vzamemo s sklada (F ), že bilo obiskano,
zato vzamemo naslednje (B). Ko dodamo vse njegove sosede na sklad, ta
vsebuje vozlǐsča B, A, B, B, C, A, C, D in E. Do konca algoritma sklad še
samo izpraznimo, saj so vsa vozlǐsča že obiskana.
Izvajanje je zelo podobno tudi pri rekurzivnem algoritmu, le da namesto
dodajanja vozlǐsča na sklad pokličemo proceduro s tem vozlǐsčem kot vho-
dnim argumentom. Izjema je le začetno vozlǐsče, za katero ne pokličemo
procedure, temveč to vozlǐsče obravnavamo v začetnem klicu. Pri iterativ-
nem algoritmu dodamo na sklad vsa sosednja vozlǐsča in šele nato začnemo z
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obravnavo naslednjega vozlǐsča, medtem ko pri rekurzivnem algoritmu sproti
obdelamo posamezno sosednje vozlǐsče. Zato je vrstni red obrnjen. Enak
vrstni red bi dobili, če bi pri enem od algoritmov zamenjali smer
”
sprehoda“
po sosednjih vozlǐsčih.
Poglavje 5
Moč povezanosti
Glede na to, kako so vozlǐsča v usmerjenih grafih med seboj povezana, po-
znamo šibko in močno povezane grafe. Moč povezanosti lahko tudi po-
splošimo in se vprašamo, koliko šibko oziroma močno povezanih komponent
vsebuje dani graf.
5.1 Šibka povezanost1
Ko se sprašujemo, ali je graf šibko povezan, nas zanima, ali iz vsakega vozlǐsča
do vseh ostalih obstaja pot, če zanemarimo smeri povezav [25]. To lahko
najlažje preverimo tako, da vse usmerjene povezave v grafu spremenimo v
neusmerjene in poženemo enega izmed algoritmov za preverjanje povezanosti
iz poglavja 4.
Pri vprašanju, koliko šibko povezanih komponent ima graf, je podobno.
Tokrat želimo poiskati čim večje komponente, ki vsebujejo šibko povezana
vozlǐsča, ob tem pa ni večjih šibko povezanih komponent, ki bi vsebovale
poleg trenutnih tudi kakšno drugo vozlǐsče. Tudi pri iskanju takšnih kom-
ponent spremenimo vse usmerjene povezave v neusmerjene in uporabimo
enega izmed algoritmov v poglavju 4. Ker pa ǐsčemo vse komponente, mo-
ramo v splošnem in po potrebi algoritem izvesti večkrat, vsakokrat na še
1angl. weakly connected
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neobiskanem vozlǐsču. Tako ob vsakem zagonu algoritma dobimo največjo
komponento, ki je šibko povezana in vsebuje to vozlǐsče.
Na podlagi povedanega vidimo, da je graf G šibko povezan, če je v njem
natanko ena šibko povezana komponenta.
Na skici 5.1 je graf, ki ni šibko povezan, saj ob spremembi vseh povezav
v neusmerjene ni poti iz vsakega vozlǐsča v vsako drugo. Tak primer je na
primer par vozlǐsč A in E, med katerima ni poti. Je pa graf sestavljen iz treh
šibko povezanih komponent, in sicer iz komponente, ki vsebuje vozlǐsča A,
B, C in F , komponente z vozlǐsčem D in komponente z vozlǐsči E, G in H.
A
B C D
E F
G H
Slika 5.1: Graf ni šibko povezan, vsebuje pa tri šibko povezane komponente.
5.2 Močna povezanost2
Za razliko od šibke povezanosti pri močni ne ignoriramo smeri povezav, se pa
tudi tukaj sprašujemo, ali je možno iz vsakega vozlǐsča priti v vsa ostala [25].
2angl. strongly connected
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Ali je graf močno povezan, bi lahko preverili tako, da bi izvedli algoritem za
preverjanje povezanosti iz poglavja 4 na vsakem vozlǐsču, vendar bi bilo to
časovno zelo potratno, saj bi bila časovna zahtevnost za graf G(V,E) enaka
O(|V |) ·O(|V |+ |E|) = O(|V |2 + |V | · |E|).
Tudi tukaj poznamo močno povezane komponente kot pri šibki poveza-
nosti, le da namesto šibke povezanosti tokrat uporabimo močno povezanost.
Prav tako velja, da če graf vsebuje natanko eno močno povezano komponento,
je celoten graf močno povezan.
Čeprav bi morda bralec ob branju naslovov pomislil, da sta si šibka in
močna povezanost nasprotujoči ter izključujoči, pa ni tako. Še več. Če je graf
G močno povezan, potem je tudi šibko povezan, obratno pa ni nujno. Zakaj?
Če obstaja usmerjena pot med dvema vozlǐsčema, potem bo pot obstajala
tudi ob spremembi povezav iz usmerjenih v neusmerjene. Vsako neusmerjeno
povezavo lahko namreč predstavimo kot dve usmerjeni, vsako v svojo smer,
med istima vozlǐsčema.
Na skici 5.2 je graf, ki je šibko, ne pa tudi močno povezan. Ugotovimo
lahko, da je graf sestavljen iz treh močno povezanih komponent. Prva kompo-
nenta vsebuje vozlǐsča A, C in E, druga B in F ter tretja samo eno vozlǐsče,
in sicer D.
A B
C D
E F
Slika 5.2: Graf ni močno povezan, vsebuje pa tri močno povezane kompo-
nente.
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5.2.1 Kosarajujev algoritem3
Kosarajujev algoritem je sestavljen iz dveh delov [3, 2]. V prvem delu iz-
vajamo običajno preverjanje povezanosti iz poglavja 4 na usmerjenih grafih
(vozlǐsče u je sosednje vozlǐsču v le, če iz vozlǐsča v obstaja usmerjena pove-
zava do u), poleg tega pa imamo še dodatni sklad S, ki je na začetku prazen.
Ko trenutno vozlǐsče nima več neobiskanih sosednjih vozlǐsč, ga dodamo na
sklad. Prav tako na sklad dodajamo tudi vozlǐsča pri sestopanju nazaj po
grafu, če ta nimajo več neobiskanih sosednjih vozlǐsč. To nadaljujemo, dokler
na skladu niso vsa vozlǐsča.
V drugem delu na grafu G zamenjamo smer povezav in tako dobimo graf
GT . Prav tako odstranimo tudi vse oznake za obiskana vozlǐsča. Zdaj iz
sklada S vzamemo zgornji element in če vozlǐsče ni bilo obiskano, ponovno
poženemo algoritem za preverjanje povezanosti. Vsa vozlǐsča, ki smo jih
obiskali v enem takšnem iskanju, so del ene močno povezane komponente.
Ta postopek ponavljamo tako dolgo, dokler sklad S ni prazen.
Zdaj lahko ugotovimo, ali je ta algoritem res časovno učinkoviteǰsi od pre-
verjanja povezanosti na vsakem vozlǐsču posebej. V prvem delu uporabimo
algoritem za preverjanje povezanosti na grafu z usmerjenimi povezavami, to-
rej iskanje v globino oziroma širino, katerega časovna zahtevnost je O(V +E),
kot smo to ugotovili v poglavju 4. Nato moramo iz grafa G sestaviti graf GT .
Tudi za to operacijo potrebujemo O(V + E) časa. V zadnjem delu pa po-
novno uporabimo enega izmed algoritmov za iskanje, s časovno zahtevnostjo
O(V + E). Časovna zahtevnost celotnega algoritma je tako O(V + E).
Primer izvajanja algoritma si bomo ogledali na grafu 5.2. Za preverjanje
povezanosti bomo uporabili algoritem za iskanje v globino. V izogib veliko
skic grafa se dogovorimo, da bomo v oznako vozlǐsča poleg samega imena
dodali še dve naravni števili, ki predstavljata časovni oznaki. Prvo število
nam pove, kdaj smo vozlǐsče prvič obiskali, drugo pa, kdaj vozlǐsče ni imelo
več neobiskanih sosedov in smo ga dodali na sklad. Po koncu izvajanja prve
faze algoritma so na skladu S vozlǐsča v zaporedju D, F , B, C, E, A, pri
3angl. Kosaraju’s algorithm
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čemer je D na dnu, A pa na vrhu sklada. Nato zamenjamo smeri povezav na
grafu G in dobimo graf GT 5.4.
A (1, 12) B (2, 7)
C (9, 10) D (3, 4)
E (8, 11) F (5, 6)
Slika 5.3: Graf po prvi fazi izvajanja algoritma.
A B
C D
E F
Slika 5.4: Graf po zamenjavi smeri povezav.
Tudi v drugi fazi algoritma bomo uporabili algoritem za iskanje v globino.
S sklada S vzamemo vrhnji element, vozlǐsče A, in poženemo iskanje. Iz
vozlǐsča A pridemo do vozlǐsča C in nato E, nakar se iskanje zaključi. Prva
močno povezana komponenta tako vsebuje vozlǐsča A, C in E. S sklada
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zdaj vzamemo vozlǐsče E, a ker smo ga zdaj že obiskali, vzamemo naslednje
vozlǐsče C, ki je bilo prav tako že obiskano, zato vzamemo naslednji element,
in sicer vozlǐsče B. Iz vozlǐsča B pridemo le do vozlǐsča F . Druga močno
povezana komponenta tako vsebuje vozlǐsči B in F . Zdaj vzamemo naslednji
element s sklada, vozlǐsče F , ki je že bilo obiskano, zato vzamemo naslednji
element, vozlǐsčeD. Iz njega ne vodi nobena pot, zato je vozlǐsčeD tudi edino
v tretji komponenti. Zdaj je sklad S prazen, kar pomeni, da se algoritem
zaključi. Graf G ima tri močno povezane komponente, sam graf pa ni močno
povezan, saj vsebuje več kot eno močno povezano komponento.
Poglavje 6
Artikulacijska vozlǐsča1
Artikulacijsko vozlǐsče je vozlǐsče, katerega odstranitev bi povzročila, da graf
razpade na več povezanih komponent, kot jih je bilo pred odstranitvijo tega
vozlǐsča [25, 4, 6]. Torej, če ima graf artikulacijsko vozlǐsče, potem je njegova
vozlǐsčna povezanost enaka 1. Iz praktičnega vidika so to torej šibke točke v
našem omrežju, ki jih želimo odkriti in preprečiti.
Za iskanje takih vozlǐsč bi lahko uporabili že pridobljeno znanje iz po-
glavja 4. Na grafu G bi v vsakem koraku najprej odstranili eno vozlǐsče,
nato pa s pomočjo enega izmed algoritmov (glede na to, ali ima graf ne-
usmerjene ali usmerjene povezave ter ali smo se odločili za šibko oziroma
močno povezanost) preverili, ali se je število povezanih komponent povečalo.
Če se je povečalo, potem je odstranjeno vozlǐsče zagotovo artikulacijsko. A ta
algoritem ni časovno najbolj učinkovit, saj moramo algoritem izvesti |V |-krat
(oziroma |V | + 1-krat, ker moramo ugotoviti tudi začetno število povezanih
komponent). Časovna zahtevnost tega algoritma je torej O(|V |2 + |V | · |E|).
Kot omenjeno, glede na tip povezav v grafu in moč povezanosti poznamo
tri tipe artikulacijskih vozlǐsč, ki so za neusmerjene grafe, ter šibka in močna
artikulacijska vozlǐsča. V nadaljevanju se bomo usmerili na neusmerjene
grafe in šibka artikulacijska vozlǐsča (usmerjen graf spremenimo v neusmer-
jen). Razlog za to je preprost, saj artikulacijska vozlǐsča niso tema diplom-
1angl. articulation vertices
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ske naloge, temveč povezanost grafov. Če bi želeli predstaviti tudi časovno
učinkoviteǰse algoritme za močna artikulacijska vozlǐsča, pa bi se naša obrav-
nava občutneje podalǰsala in zapletla.
Kot omenjeno, poznamo tudi učinkoviteǰsi algoritem, ki izvede preverja-
nje povezanosti, in sicer iskanje v globino samo enkrat. Posledično je njegova
časovna zahtevnost linearna glede na |V | in |E|, tj. O(|V |+ |E|), pri svojem
delovanju pa uporabi iskalno drevo, ki nastane med iskanjem na grafu.
Iskalno drevo je predstavitev iskanja s pomočjo drevesne strukture. Prika-
zuje, v kakšnem vrstnem redu smo obiskali posamezno vozlǐsče in iz katerega
soseda smo ga obiskali. Na grafu G na sliki 6.1 smo izvedli algoritem za
iskanje v globino, kjer smo za začetno vozlǐsče izbrali vozlǐsče A, in dobili
iskalno drevo 6.2.
A B
C D E
Slika 6.1: Graf vsebuje dve artikulacijski vozlǐsči.
A
B
C
D
E
Slika 6.2: Iskalno drevo za graf 6.1 z začetnim vozlǐsčem iskanja A.
Artikulacijska vozlǐsča so:
• Koren drevesa, če to vsebuje več kot enega otroka. Pri nas je to vozlǐsče
A.
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• Notranje vozlǐsče, (ki po definiciji ni koren) za katerega ne obstaja
povratna povezava (v našem primeru med vozlǐsčema E in A) med
enim izmed njegovih naslednikov in njegovim prednikom. Pri nas je to
vozlǐsče D.
V teoriji grafov poznamo tudi mostove2 [8]. To so povezave, za katere
velja, da če odstranimo vsaj eno izmed njih, se število povezanih komponent
poveča. Sledi, da je v primeru, ko graf vsebuje vsaj en most, povezavna
povezanost 1. Obstaja pa tudi zveza med artikulacijskimi vozlǐsči in mostovi:
• Če sta v iskalnem drevesu dve sosednji vozlǐsči artikulacijski, je pove-
zava med njima most. V našem primeru je to povezava AD.
• Vsaka povezava v iskalnem drevesu med artikulacijskim vozlǐsčem in
listom drevesa je most. V našem primeru je to povezava DC.
V obeh zgornjih primerih gledamo le navadne povezave v iskalnem drevesu
in ne povratnih.
2angl. bridge
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Poglavje 7
Povezanost grafa z algoritmom
za največji pretok
Kot smo ugotovili že v poglavju 3.3, obstaja povezava med največjim preto-
kom in najmanǰsim prerezom oziroma povezavno povezanostjo. S pomočjo
algoritma za največji pretok lahko zato poljuben graf razbijemo na dva dela,
od katerih bo en vseboval vozlǐsče s, drugi pa vozlǐsče t, ki sta poljubni ter
vnaprej določeni. Rezultatu algoritma pravimo ST -prerez in vsebuje pove-
zave, ki jih moramo odstraniti, da dobimo dvodelni graf.
Algoritem 4 pokličemo, ko zaključimo s poljubnim algoritmom za največji
pretok. Začetni klic je poisciSTprerez(G, s), kjer je G graf, ki ima podane
kapacitete povezav in tokove, ki tečejo skozi. Ob zaključku izvajanja nam
algoritem vrne množico STprerez, ki vsebuje povezave v ST -prerezu.
Algoritem je uporaben za usmerjene in neusmerjene grafe, kjer vsako
neusmerjeno povezavo nadomestimo z dvema nasproti usmerjenima poveza-
vama [5, 11, 20]. Z njim lahko ǐsčemo v okviru ST-povezanosti ST -prerez. Če
graf nima podanih kapacitet povezav ali pa ko ǐsčemo običajno povezavno
povezanost (odstraniti najmanǰse število povezav), kjer so si vse povezave
enakovredne, za kapaciteto izberemo poljubno pozitivno število (npr.: 1).
Seveda lahko z algoritmom poǐsčemo tudi najmanǰsi prerez med dvema po-
ljubnima vozlǐsčema. To naredimo tako, da algoritem izvedemo za vsak par
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Algorithm 4 Algoritem za iskanje ST-prereza
1: procedure poisciSTprerez(G, s)
2: let S be sklad
3: S.push(s)
4: while S not empty do
5: v ← S.pop()
6: if v.obiskano == false then
7: v.obiskano← true
8: for all w ∈ G.vozliscaSPovezavo(v) do . Vrne vsa vozlisca,
do katerih oziroma iz katerih vodi povezava iz/do vozlǐsča v
9: if vw.pretok < vw.kapaciteta then . Povezava vw v
smeri naprej ni zasičena
10: S.push(w)
11: end if
12: if wv.pretok > 0 then . Povezava wv v smeri nazaj ni
zasičena
13: S.push(w)
14: end if
15: end for
16: end if
17: end while
18: let STprerez be množica
19: for all v ∈ V do
20: for all w ∈ G.sosednjaVozlǐsča(v) do
21: if v.obiskano == true ∧ w.obiskano == false then
STprerez.add(vw)
22: end if
23: end for
24: end for
25: return STprerez
26: end procedure
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vozlǐsč s in t, kar je |V |2 − |V |-krat. To je nekoliko lažje pri neusmerjenih
grafih, kjer moramo algoritem izvesti
”
le“ |V |−1-krat. Za vozlǐsče s izberemo
poljubno vozlǐsče iz V , vozlǐsče t (t ∈ V − s) pa je v vsaki izvedbi drugo. Za
rešitev vzamemo množico z najmanǰso močjo.
Da se bomo na primeru največ naučili, bomo zanj izbrali neusmerjen graf
z različnimi kapacitetami povezav. Ostali primeri so le poenostavitev tega.
Algoritem bomo simulirali na grafu 7.1.
A B
C D
E F
3
2
1
5
4 2
3
Slika 7.1: Graf G, na katerem bomo simulirali izvedbo algoritma.
V prvem koraku vsako neusmerjeno povezavo spremenimo v dve usmer-
jeni, vsako v svojo smer, pri čemer je kapaciteta vsake enaka kapaciteti ne-
usmerjene povezave. To bomo sicer pri programiranju najverjetneje naredili
že ob gradnji grafa, saj je to najlažji način predstavitve neusmerjenih pove-
zav. Sledi izvedba algoritma za največji pretok. Eden izmed njih je Ford-
Fulkersonov algoritem, ki ga bomo uporabili mi. V našem primeru bomo
iskali ST -prerez med vozlǐsčema C in D.
Algoritmi za iskanje največjega pretoka potekajo tako, da najprej poǐsče-
mo nezasičeno pot in jo nato zasitimo. Pri Ford-Fulkersonovemu algoritmu je
to iskanje naključno. Mi bomo nezasičene poti iskali po abecednem vrstnem
redu.
V prvem iskanju nezasičene poti najdemo pot CABD. Ko se vračamo
nazaj iz vozlǐsča t (D) v s (C), v vsakem koraku pogledamo, za koliko lahko
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A B
C D
E F
2/3
2
1
2/5
4
2
3
3
2/2
1
5
4
2
3
Slika 7.2: Graf G po zasičenju prve najdene nezasičene poti CABD
povečamo pretok. To povečanje je enako minimumu med še prosto kapaciteto
trenutne povezave in možnim povečanjem v preǰsnjem koraku. Ko dosežemo
vozlǐsča s, dobimo največje število, za katero lahko povečamo pretok vzdolž
cele poti. V našem primeru je to za 2, zato to tudi storimo.
A B
C D
E F
2/3
2
1
2/5
2/4
2
2/3
3
2/2
1
5
4
2/2
3
Slika 7.3: Graf G po zasičenju druge najdene nezasičene poti CEFD
Druge najdena nezasičena pot je CEFD. Tudi tukaj ugotovimo, da lahko
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povečamo pretok za 2.
A B
C D
E F
3/3
2
1
3/5
3/4
2
3/3
3
2/2
1/1
5
4
2/2
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Slika 7.4: Graf G po zasičenju tretje (zadnje) najdene nezasičene poti
CEFABD
Tretja najdena nezasičeno pot je CEFABD, ki jo zasitimo, ko povečamo
pretok skoznjo za 1. To je bila hkrati tudi zadnja nezasičena pot, zato se
iskanje največjega pretoka zaključi.
Zdaj je na vrsti iskanje ST-prereza s pomočjo algoritma 4. Iz vozlǐsča s
začnemo z iskanjem (v našem primeru v globino) v rezidualnem grafu. Ko se
iskanje zaključi, poǐsčemo vse povezave v prvotnem grafu med vozlǐsči, ki smo
jih obiskali, in tistimi, ki jih nismo. Te povezave so namreč del ST -prereza.
To sta v našem primeru povezavi CA in EF .
Če bi želeli poiskati še običajno povezanost med poljubnima vozlǐsčema,
bi morali za t izbrati še ostala vozlǐsča. Ugotovili bi, da bi bilo treba tudi pri
ostalih prerezih odstraniti dve povezavi (povezavna povezanost je 2).
Časovna zahtevnost iskanja ST -prereza na ta način je precej odvisna
od izbire algoritma za največji pretok. Pri algoritmih za največji pretok se
časovna zahtevnost giblje med O(E ·max|f |) in O(V E) [13]. Ko pa že imamo
zasičen graf, je časovna zahtevnost iskanja ST -prereza reda O(V + E).
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Poglavje 8
Krčenje grafa1
Za iskanje najmanǰsega prereza oziroma povezavne povezanosti obstajajo
tudi hitreǰsi algoritmi. Ti ne temeljijo na največjem pretoku, ampak na
krčenju grafa [25]. Kaj je krčenje grafa in kako ga izvajamo, si bomo pogledali
v tem poglavju.
Pri krčenju grafa združujemo vozlǐsča med seboj, pri čemer večino po-
vezav ohranimo [10]. Na ta način dobimo multigraf (graf, ki med dvema
vozlǐsčema vsebuje več povezav) z manǰsim številom vozlǐsč. Naj bodo u, v
in w poljubna različna vozlǐsča v grafu, ki ga želimo skrčiti. Če združimo
vozlǐsči u in v v vozlǐsče uv, potem s povezavami, ki vsebujejo vsaj eno izmed
vozlǐsč u in v, naredimo takole:
• Če obstaja povezava med u in v, potem jo po združitvi u in v preprosto
odstranimo. Takšna povezava namreč nima vpliva na nadaljevanje.
• Če obstaja neusmerjena povezava med vozlǐsčem u ali v ter vozlǐsčem
w, potem je po združitvi u in v ta povezava med uv in w.
• Če obstaja usmerjena povezava iz vozlǐsča u ali v v vozlǐsče w, potem
je po združitvi u in v ta povezava usmerjena iz uv v w.
• Če obstaja usmerjena povezava iz vozlǐsča w v vozlǐsče u ali v, potem
je po združitvi u in v ta povezava usmerjena iz w v uv.
1angl. graph contraction
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Krčenje grafa se deli na krčenje vozlǐsč in krčenje povezav [29, 30]. Pri
prvem združujemo poljubni vozlǐsči, medtem ko pri krčenju povezav združu-
jemo le njuni krajǐsči (vozlǐsči, med katerima je povezava). Krčenje vozlǐsč
je tako le splošneǰsi primer krčenja povezav.
Za prikaz krčenja grafa bomo uporabili graf na sliki 8.1. Pri tem bomo
povezave označili z njihovimi krajǐsči, tj. oznakami, ki prikazujejo, med
katerima dvema vozlǐsčema je bila povezava v prvotnem grafu.
A
B C
D
AD
BA
BD
CA
DC
Slika 8.1: Prvotni graf G.
Ko skrčimo graf G (slika 8.1) po zgornjih pravilih, dobimo graf na sliki 8.2.
Primer prikazuje krčenje vozlǐsč in tudi krčenje povezav, saj sta združeni
vozlǐsči sosednji.
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AB
C D
AD
BD
CA
DC
Slika 8.2: Graf G po krčenju, ko smo združili vozlǐsči A in B.
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Poglavje 9
Napredneǰsi algoritmi
V tem poglavju si bomo ogledali nekaj napredneǰsih algoritmov za reševanje
problema povezanosti grafov, oziroma natančneje najmanǰsega prereza (po-
vezavne povezanosti). Ti algoritmi temeljijo na krčenju grafa, natančneje
krčenju povezav. Da je ta postopek krčenja grafa uporaben, nam zagota-
vlja dejstvo, da se najmanǰsi prerez med krčenjem ne zmanǰsa, če pri tem
odstranjujemo le povratne povezave [25]. Ta se kvečjemu lahko le poveča.
9.1 Kargerjev algoritem
Kargerjev algoritem spada v družino naključnih algoritmov za iskanje naj-
manǰsega prereza v neusmerjenih grafih [12, 18]. Ker je algoritem naključen,
ni nujno, da je najdeni prerez res minimalen, a se ta verjetnost ob nekajkratni
izvedbi algoritma in izbiri najbolǰse rešitve močno poveča. Algoritem spada
v družino algoritmov Monte Carlo.
Algoritem deluje tako, da krči povezave v grafu toliko časa, da v njem
ostane le še k vozlǐsč. Ker ǐsčemo najmanǰsi prerez, ki graf razbije na dve
komponenti, bomo za k tokrat v algoritem 6 vstavili 2. Algoritem v vsakem
koraku krčenja grafa popolnoma naključno izbere povezavo, ki jo bo skrčil.
Če vsako povezavo pred začetkom izvajanja označimo, lahko na koncu ugo-
tovimo, katere povezave v prvotnem grafu so del najdenega prereza. Prav
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Algorithm 5 Kargerjev algoritem za iskanje prereza
1: procedure Karger(G(V,E), k) . G je neusmerjen graf, k je število
željenih končnih komponent
2: while |V | > k do
3: e← random from E
4: G← G− e . V grafu G skrčimo povezavo e
5: end while
6: return E . Povezave, ki ostanejo, so v prerezu
7: end procedure
tako lahko ugotovimo, katera vozlǐsča so v kateri komponenti, če ob vsakem
koraku krčenja grafa označimo, kateri dve vozlǐsči smo združili. Prvotna vo-
zlǐsča, iz katerih je nastalo končno vozlǐsče izvajanja algoritma, so del iste
komponente v prerezu.
Verjetnost, da algoritem v enem izvajanju najde minimalni prerez, je
najmanj 2|V |·(|V |−1) . Če pa algoritem izvedemo n-krat in izberemo najmanǰso,
potem bomo našli minimalni prerez z verjetnostjo najmanj
(
2
|V |·(|V |−1)
)n
.
Časovna zahtevnost algoritma je O(V 2), saj moramo, če želimo graf raz-
biti na dve komponenti, graf skrčiti |V | − 2-krat, časovna zahtevnost enega
krčenja povezave v grafu pa zahteva O(|V |) časa. Časovno zahtevnost lahko
zmanǰsamo tudi s pomočjo ustrezne strukture za iskanje unije, ki se uporablja
pri Kruskalovem algoritmu. Vendar pozor. To je časovna zahtevnost enkra-
tnega izvajanja algoritma, ki ne da nujno najmanǰsega prereza. Če želimo z
večjo verjetnostjo najti najmanǰsi prerez, moramo algoritem izvesti večkrat,
s tem pa se časovna zahtevnost poveča. Da je verjetnost, da ne najdemo
najmanǰsega prereza največ 1|V | , potem moramo algoritem izvesti najmanj
|V |2 ln |V |-krat. Takrat je časovna zahtevnost algoritma O(|V |4 log |V |).
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9.2 Karger–Steinov algoritem
Verjetnost, da s Kargerjevim algoritmom ne najdemo najmanǰsega prereza,
se z manǰsanjem grafa povečuje, zato je treba algoritem izvesti večkrat [12,
18]. Večkratno izvajanje algoritma pa pomeni tudi več porabljenega časa, še
posebej pri velikih grafih. Zato sta David Karger in Clifford Stein v navaden,
Kargerjev algoritem dodala manǰso izbolǰsavo: Kargerjevega algoritma ne
izvajamo večkrat od začetka, ampak ga ponovimo na že delno skrčenem grafu.
Algorithm 6 Karger-Steinov algoritem za iskanje prereza
1: procedure KargerStein(G(V,E)) . G je neusmerjen graf
2: if |V | ≤ 6 then
3: return najmanjsiPrerez(G) . V grafu G preverimo vse možne
prereze in vrnemo najmanǰsega
4: else
5: k ← |V |√
2
6: G1 ← Karger(G, k)
7: G2 ← Karger(G, k)
8: return minimum(KargerStein(G1), KargerStein(G2))
9: end if
10: end procedure
Čas enkratne izvedbe algoritma lahko določimo s pomočjo glavnega iz-
reka1 metode deli in vladaj. Dani problem razdelimo na
√
2-krat manǰse
podprobleme iste vrste, pri čemer na enak način rešimo dva podproblema,
časovna zahtevnost sestavljanja delnih rešitev v končno pa je O(|V |2). Enač-
ba za časovno zahtevnost takega reševanja je torej T (|V |) = 2T
( |V |√
2
)
+
O(|V |2). Za enkratno izvedbo algoritma tako potrebujemo O(|V |2 log |V |)
časa. Ker tudi tokrat želimo, da je verjetnost napake največ 1|V | , moramo
tokrat algoritem izvesti najmanj ln2 |V |-krat. Končna časovna zahtevnost je
tako O(|V |2 log3 |V |).
1angl. master theorem
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9.3 Stoer-Wagnerjev algoritem
Stoer-Wagnerjev algoritem se uporablja za iskanje najmanǰsega prereza v ne-
usmerjenih grafih, katerih kapacitete povezav so nenegativne [27]. Tudi ta
algoritem za svojo osnovo uporablja krčenje povezav, a za razliko od preǰsnjih
dveh povezav, ki jih bo skrčil, ne izbira naključno. Zato je končni rezul-
tat res najmanǰsi prerez. Algoritem je bil zasnovan na podlagi Nagamochi-
Ibarakijevega algoritma, ki ga je poenostavil, kljub temu pa je časovna zah-
tevnost ostala enaka [16].
Algorithm 7 Faza Stoer-Wagnerjevega algoritma
1: procedure StoerWagnerFaza(G, a) . G je neusmerjen graf
2: A← {a}
3: while A 6= V do
4: A.add(v) . V A dodaj vozlǐsče v, čigar kapaciteta povezave z A
je največja
5: end while
6: Merge(vi−1, vi) . Združi predzadnje in zadnje dodani vozlǐsči v A
7: return Povezave(G, vi−1, vi) . Vrne množico povezav med
vozlǐsčema vi−1, vi v grafu G, ki predstavljajo tudi ST -prerez med njima
8: end procedure
Algoritem je sestavljen iz |V | − 1 faz. V vsaki izmed izmed njih ǐsče en
ST -prerez. Na začetku izvajanja algoritma si izberemo poljubno vozlǐsče a iz
V , ki ga dodamo v množico A, in bo v vseh fazah isto. Nato začnemo s prvo
fazo. V množico A postopoma dodajamo sosede vozlǐsče v A, pri čemer v
vsakem koraku dodamo tisto sosednje vozlǐsče, do katerega vodi povezava (iz
A v V −A) z najvǐsjo kapaciteto. Če iz nekega vozlǐsča v A vodi več povezav
v neko drugo vozlǐsče, potem gledamo vsoto kapacitet. Predzadnje vozlǐsče,
ki ga dodamo v A, je s, zadnje t, povezave med njima pa so del ST -prereza.
Zapomnimo si, kolikšna je povezavna povezanost (velikost ST -prereza), in
skrčimo povezave med njima. S tem dobimo graf, ki ima namesto ločenih
vozlǐsč s in t zdaj skupno vozlǐsče st.
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Algorithm 8 Stoer-Wagnerjev algoritem za iskanje najmanǰsega prereza
1: procedure StoerWagner(G(V,E)) . G je neusmerjen graf
2: minPrerez.velikost ←∞
3: while |V | > 1 do
4: trenutniPrerez ←StoerWagnerFaza(G, a) . a ∈ V
5: if trenutniPrerez.velikost < minPrerez.velikost then .
Primerjamo kapacitete in ne le število povezav
6: minPrerez ← trenutniPrerez
7: end if
8: end while
9: return minPrerez
10: end procedure
Zdaj ponovimo celotno fazo, le da tokrat uporabimo nov, skrčen graf.
S tem nadaljujemo, dokler v grafu ne ostane samo še eno, veliko vozlǐsče.
Rešitev najmanǰsega prereza je najmanǰsi izmed dobljenih ST -prerezov.
Vsako iskanje ST -prereza v eni fazi (algoritem 7) ima časovno zahtevnost
O(|E| + |V | log |V |). Da najdemo najmanǰsi prerez, moramo izvesti |V | − 1
faz in s tem poiskati vse ST -prereze v grafu. Skupna časovna zahtevnost
algoritma je tako O(|V | · |E|+ |V |2 log |V |).
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Poglavje 10
Sklepne ugotovitve
Problem povezanosti grafov je široko področje in je sestavljeno iz več pod-
problemov. Eden izmed njih je preverjanje, ali je graf povezan. Pri tem
uporabljamo algoritem za iskanje v širino ali v globino. Je pa ta podproblem
zelo uporaben tudi pri ostalih, saj lahko z njim npr. preverimo uspešnost
razbitja grafa.
Pri nepovezanih grafih je dovolj, da se vprašamo, ali je graf (ne)povezan.
To vprašanje pa se pri usmerjenih grafih razširi na vprašanje moči povezano-
sti, pri čemer poznamo šibko in močno povezanost. Graf je šibko povezan, če
lahko iz poljubnega vozlǐsča pridemo do vsakega drugega vozlǐsča, pri čemer
smeri povezav ignoriramo. Podobno je pri močni povezanosti, le da tukaj
smeri povezav ne ignoriramo. Eden izmed algoritmov za preverjanje močne
povezanosti je Kosarajujev algoritem.
V grafih poznamo tudi artikulacijska vozlǐsča, ki so nekakšne šibke točke
našega grafa. Če eno izmed njih odstranimo, potem bo graf razpadel na več
komponent. Prav tako poznamo mostove. To so povezave, katerih odstrani-
tev tudi poveča število povezanih komponent v grafu. Pri iskanju artikula-
cijskih vozlǐsč in mostov si pomagamo z iskalnim drevesom.
Potem pa je tukaj še naǰsirše področje, ki smo ga obravnavali v nalogi
– najmanǰsi prerez. Tukaj ǐsčemo najmanǰse število povezav oziroma naj-
manǰso vsoto pretokov skoznje, da graf razpade na več komponent. Graf
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lahko razbijemo na poljubne komponente ali pa na dve komponenti, od kate-
rih vsaka vsebuje izbrano vozlǐsče. Slednjemu prerezu pravimo ST -prerez. So
pa algoritmi za računanje ST -prereza uporabni tudi pri običajnih najmanǰsih
prerezih. Tukaj lahko uporabimo običajen algoritem za največji pretok ali
pa katerega izmed posebej prilagojenih algoritmov, ki temeljijo na krčenju
grafov. Med temi so so Kargerjev, Karger-Steinov in Stoer-Wagnerjev al-
goritem. Prva dva spadata med naključne algoritme, katerih rezultat ni
nujno najmanǰsi prerez, zato ju moramo izvesti večkrat. Tretji algoritem
pa zagotovo vrne pravilno rešitev v prvem poskusu. Poleg tega ima tretji
algoritem tudi najmanǰso časovno zahtevnost, če predpostavimo, da Karger-
jev in Karger-Steinov algoritem izvajamo tako dolgo, da je možnost napake
majhna.
10.1 Nadaljnje delo
Tema diplomske naloge je zelo široka, zato je možnosti za nadaljnje delo zelo
veliko. V nalogi sem že predstavil nekaj algoritmov za iskanje najmanǰsega
prereza, a teh je še veliko in bi si zaslužili pozornost. Prav tako bi lahko
sprogramiral še ostale algoritme in skušal ugotoviti, kateri je najprimerneǰsi
za neko izbrano vrsto grafov.
Drugi podproblem, ki bi bil primeren za nadaljnje delo, je razbitje grafov
na k približno enake dele. Kot sem omenil, je to NP-težek problem, a je
za računalnǐstvo zelo pomemben, saj se uporablja na podočju paralelnega
programiranja in tudi drugje [21].
Vsekakor je še dovolj možnosti za dodatno raziskovanje in nadgradnjo
diplomske naloge v magistrsko delo.
Poglavje 11
Programska koda
V tem poglavju bom predstavil implementacijo predstavitve grafa in treh
algoritmov za iskanje prereza, ki so bili predhodno že opisani. Pod vsakim
sklopom kode so razložene morebitne nejasnosti, sem pa že pri programiranju
poskusil pisati razumljivo kodo, zato v razlagi ni trivialnosti. Programska
koda je napisana v programskem jeziku Java.
11.1 Predstavitev grafa
Komponente vozlǐsča od 6. do 9. vrstice so namenjeni za iskanje nenasičenih
poti pri Ford-Fulkersonovem algoritmu. V komponenti povezavaPoti hra-
nimo povezavo, s pomočjo katere smo prǐsli do tega vozlǐsča. Komponenta
najvecjePovecanje nam pove, za koliko lahko povečamo pretok po trenutni
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povezavi do tega vozlǐsča. Seznam izV ozlisc uporabljamo pri krčenju grafa,
tako da vanj dodamo začetna vozlǐsča grafa, iz katerih je nastalo to vozlǐsče.
Komponenti prvotnoZacetnoV ozlisce in prvotnoKoncnoV ozlisce v objektu
Povezava hranita identifikator prvotnega para vozlǐsč v grafu, preden smo
ga skrčili.
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Metodo pripraviZaKrcenje pokličemo, preden začnemo z algoritmom za
prerez, ki pri svojem delu uporabi krčenje grafa. Metoda poskrbi, da bomo
po končanem iskanju prereza vedeli, katere povezave v prvotnem grafu so del
prereza.
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11.2 ST -prerez z algoritmom za največji pre-
tok
V metodi iskanjeNezasicenePoti uporabimo iterativno iskanje v globino.
V 11. vrstici preverimo, ali smo že prǐsli do želenega vozlǐsča, v nasprotnem
primeru pa se sprehodimo po sosednjih vozlǐsčih (nasV ozlisce) trenutnega
voslǐsča. Če sosednje vozlǐsče še ni bilo obiskano in do njega vodi nezasičena
pot, ga dodamo na sklad. Če se sklad izprazni in ne pridemo do želenega
vozlǐsča, potem v grafu ni več nezasičene poti, zato vrnemo false.
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Če v grafu obstaja nezasičena pot, potem je ta shranjena v objektu graf ,
ki smo ga posredovali kot argument v metodo iskanjeNezasicenePoti. To
pot nato zasitimo v vrsticah od 6 do 15. Nato graf v 16. vrstici poenosta-
vimo (metoda reset v razredu Graf) in poǐsčemo novo nezasičeno pot, če ta
obstaja.
Metoda STprerezZNajmanjsimPretokom je začetna metoda za iskanje
ST -prereza s pomočjo največjega pretoka. Ko se Ford-Fulkersonov algori-
tem zaključi, se v spremenljivko graf (vrstica 2) shrani graf, ki ima vozlǐsča,
ki so dosegljiva iz vozlǐsča s, označena kot obiskana. Metoda se med vrsti-
cama 4 in 13 sprehodi med vsemi vozlǐsči in njunimi izhodnimi povezavami
ter v množico stPrerez shrani vse povezave, ki so iz vozlǐsč, označenih kot
obiskana v vozlǐsča, označena kot neobiskana.
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11.3 Kargerjev algoritem
Metoda zdruziV ozlisci, ki jo uporabljamo za krčenje povezav v grafu, bi de-
lovala tudi za krčenje vozlǐsč. Te metode ne potrebujemo le pri Kargerjevem
algoritmu, temveč tudi pri Stoer-Wagnerjevem algoritmu. Na začetku me-
tode si pripravimo nov, za eno vozlǐsče manǰsi graf. Vozlǐsči, ki ju združimo,
bosta v novem grafu vozlǐsče z indeksom, manǰsim izmed obeh indeksov pr-
votnih vozlǐsč. Nato si za še lažje nadaljnje delo pripravimo tabelo slovar,
ki služi kot preslikava indeksov iz prvotnega v nov graf. Novo nastalemu
vozlǐsču posodobimo tudi množico izV ozlisc. Od 17. vrstice naprej pa le
še dodajamo povezave v nov graf glede na to, kateri dve vozlǐsči sta njeni
krajǐsči.
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Metodo Karger pokličemo po tem, ko smo graf pripravili za krčenje (metoda
pripraviZaKrcenje). Kot že omenjeno, Kargerjev algoritem izbira povezave
naključno in zato ne vrne zagotovo najmanǰsega prereza. To je razlog, da
moramo metodo Karger poklicati večkrat, za rešitev pa nato vzamemo naj-
manǰso množico med vsemi, ki jih je metoda vrnila v 7. vrstici.
11.4 Stoer-Wagnerjev algoritem
Objekt razreda StoerWagnerObjekt bomo uporabili za vračanje skrčenega
grafa in ST -prereza v metodi StoerWagnerFaza.
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V metodi StoerWagnerFaza je implementirana faza Stoer-Wagnerjevega
algoritma. V while zanki dodajamo v množico mnozicaA postopoma vo-
zlǐsča, do katerih vodi povezava z največjo kapaciteto iz enega vozlǐsča v
množici mnozicaA v drugo vozlǐsče iz komplementa množice mnozicaA.
Ker je med dvema vozlǐsčema lahko več povezav, si pomagamo s tabelo
kapacitetaDoV ozlisca, ki nam na indeksu i, j pove, kolikšna je vsota ka-
pacitet povezav iz vozlǐsča z indeksom i v vozlǐsče z indeksom j. Ko je moč
množice mnozicaA enaka moči množice vozlǐsč grafa graf , se zanka zaključi.
Zdaj le še shranimo ST -prerez med predzadnjim in zadnjim vozlǐsčem v
grafu ter vozlǐsči združimo. ST -prerez in nov graf vrnemo s pomočjo objekta
StoerWagnerObjekt.
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V metodi StoerWagner kličemo metodo StoerWagnerFaza na prvotnem
grafu oz. grafu, ki ga je v preǰsnjem koraku vrnila ta ista metoda. Nato
med vrsticama 10 in 13 izračunamo kapaciteto ST -prereza, ki ga je vrnila
metoda StoerWagnerFaza. Če se izkaže, da je manǰsi od predhodnih, ga
shranimo, na koncu izvajanja pa vrnemo najmanǰsi ST -prerez, ki je hkrati
tudi najmanǰsi prerez med poljubnima vozlǐsčema.
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