ABSTRACT Indoor positioning systems have received increasing attention because of their wide range of indoor applications. However, the positioning system generally suffers from a large error in localization and has low solidity. The main approaches widely used for indoor localization are based on the inertial measurement unit (IMU), Bluetooth, Wi-Fi, and ultra-wideband. The major problem with Bluetooth-based fingerprinting is the inconsistency of the radio signal strength, and the IMU-based localization has a drift error that increases with time. To compensate for these drawbacks, in the present study, a novel positioning system with IMU sensors and Bluetooth low energy (BLE) beacon for a smartphone are introduced. The proposed trusted K nearest Bayesian estimation (TKBE) integrates BLE beacon and pedestrian dead reckoning positionings. The BLE-based positioning, using both the K-nearest neighbor (KNN) and Bayesian estimation, increases the accuracy by 25% compared with the existing KNN-based positioning, and the proposed fuzzy logic-based Kalman filter increases the accuracy by an additional 15%. The overall performance of TKBE has an error of <1 m in our experimental environments.
I. INTRODUCTION
The market for location-based services (LBSs) has expanded in recent times. Because global positioning system technology cannot play the vital role in indoor environments owing to complications in the line of sight (LOS), many technologies have been proposed to overcome such adverse effects, e.g., Bluetooth, RFID, ultra-wideband (UWB), ZigBee, the wireless local area network, and the inertial measurement unit (IMU) [1] , [2] . These techniques make use of wireless signals for location extraction. Some of the methods for extracting the distance of the user are the Time of Flight, Time of Arrival (ToA), and received signal strength indicator (RSSI). For example, ToA uses the packet transmission to estimate the time lags between wireless devices. This method has high precision, but its high hardware costs and implementation difficulties limit its applications. On the other hand, the RSSI usually depends on the environment and surrounding structure and has limited accuracy. Because there is always a tradeoff between accuracy and practicability in designing an LBS, the RSSI, being a very cost-effective method with reasonable
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RSSI-based position estimation for an indoor tracking system is designed using propagation models to estimate the distance between devices [3] , [4] . Usually, the propagation models do not take obstacles into consideration; hence, this is not considered an effective method for obtaining the position. However, this problem can be rectified by using fingerprinting techniques, i.e., by matching the trained positioning data with the real-time observed data. In the fingerprinting method, reference points are assigned with the collection of unique signal strengths called fingerprints. The fingerprints are stored in a database and used in the localization phase through pattern recognition and machine-learning algorithms. These techniques can be useful for both deterministic and probabilistic methods [5] . Generally, the probabilistic approach introduces mathematical analysis considering the variance of the signal strength to obtain a better result than the deterministic approach.
Another approach for enhancing the indoor positioning system employs IMUs, which consist of an accelerometer, a gyroscope, a magnetometer, and a barometer. The most common approach using IMU sensors for navigation is pedestrian dead reckoning (PDR). Here, the accelerometer is used to estimate the displacement of the user, while the gyroscope and magnetometer are used to calculate the heading direction. PDR is a very low-cost system and does not require additional devices. However, there are drawbacks; e.g., the initial position of the user is required, and the drift error accumulates with time.
To overcome these obstacles, RSSI fingerprinting and IMU-assisted positioning can be combined to eliminate the drawbacks of each method. There are various filtration methods, e.g., the Kalman filter, the Particle filter, and their variants [6] , [7] . The Kalman filter is generally used with linear and Gaussian models, whereas the particle filter is used with nonlinear models. The particle filter provides significantly better estimation of the position in noisy and inaccurate measurements. However, it requires higher computation power and is more complex than the Kalman filter [8] . Because minimum computation and complexity are preferred in smartphone environments, considering the memory use and power consumption, the Kalman filter is widely used for removing noise and accurately estimating the location.
In this study, we design an indoor positioning system with Bluetooth Low Energy (BLE) beacons and IMU sensors of the smartphone, which employs a probabilistic approach involving the fingerprinting technique and PDR. These two methods are combined through a fuzzy-logic Kalman filter called Trusted K nearest Bayesian estimation (TKBE) algorithm.
The rest of the paper is organized as follows. Section 2 describes related works. Section 3 presents the proposed positioning algorithm using BLE beacons and PDR with the fuzzy-logic Kalman filter. The experimental setup and performance analysis are described in Section 4. Section 5 concludes the paper works.
II. RELATED WORKS
In this section, we examine the various existing indoor positioning techniques, among which fingerprinting is the most common and favored [5] . Two types of approachesdeterministic and probabilistic-are the major methods using pre-assembled RSSI fingerprints to estimate the current location. Santosh et al. identified the important factor for reducing the number of reference points using fingerprinting and weighted centroid localization [9] . In another study, the recent methods of localization using probabilistic methods were demonstrated to be more efficient than the orthodox techniques, such as trilateration [10] . Rui et al. used weighted fusion with a probabilistic approach [11] . Because the fingerprint dataset can be large for an extensive environment, Loizos et al. showed an efficient way of filtering initial fingerprints with respect to the BLE devices [12] . Zhiliang et al. proposed an algorithm that minimizes the computation complexity and does not require an optimization search using the Gaussian radial function in a support vector machine [13] . Recent advances in indoor positioning with Wi-Fi were reported in [14] . An error of approximately 2 m can be obtained in Wi-Fi/BLE-based localization.
Another very popular technique of indoor positioning is PDR using an IMU for the navigation. This is a relative navigation process that predicts the position of the user according to the previous location. It does not require extra devices and is thus considered as the simplest and effective navigation method. However, this method has the drawback of locating the initial position of the user. Pavel et al. presented the various methods of navigation using PDR [15] . In another study, PDR navigation was performed by enhancing the heading estimation [16] . Additionally, a map-matching algorithm for improving the performance was reported [17] . A SmartPDRbased localization technique was implemented in a real-time scenario by combining a magnetometer and a gyroscope to obtain a more accurate heading direction [18] .
Integrated positioning algorithms have been introduced for improving the accuracy in indoor positioning. Various algorithms have been derived for the integration of PDR, Wi-Fi, and UWB. Linear and nonlinear filtration methods, such as the Kalman filter, particle filter, and extended Kalman filter, are the most widely used approaches for removing noise and enhancing the localization accuracy. PDR and Wi-Fi were combined with the Kalman filter [19] , where weighted centroid localization was used for Wi-Fi, which eliminates the burden of fingerprint training data. The particle filter, which uses a probabilistic approach for estimating the position, is another choice for data fusion. The complexity and performance of the particle filter were examined in [20] . Another probabilistic approach also involves non-parametric analysis of the RSSI for indoor positioning [21] , [22] . Trust Chain Positioning Fusion (TCPF), which eliminates the Wi-Fi interference by using Trust State and Trust Point Determination, was detailed in [23] . In this study, we use BLE beacons for the RSSI-based positioning because it makes the installation and operation stable for a long period of time and is considered to be efficient with regard to power consumption.
III. PROPOSED POSITIONING ALGORITHM
Different localization techniques have different drawbacks in real environments. RSSI-based localization has a performance limitation due to its signal fluctuation, depending on the environment. Its accuracy decreases with the change of the environment and the fading effect. On the other hand, localization using PDR is precise in a short range, provided the initial position. However, as the distance increases, the location from PDR drifts from the walking path. Hence, we propose a TKBE algorithm that handles the signal fluctuations and drift errors using a fuzzy-logic Kalman filter.
A. RSSI BEHAVIOR
The RSSI is one of the metrics that is used to estimate the link quality of wireless channels. The RSSI is mainly affected by the variability of the transmitter, the variability of the receiver, and the orientation of the antenna. It generally degrades with the increase of the distance. The widely used propagation VOLUME 7, 2019 model is given by
where PL(d 0 ) is the path loss at a particular reference distance (normally d 0 = 1 m), d is the distance from the sensor, η is the path-loss exponent, and A is a Gaussian random variable with zero mean and variance of σ 2 [24] . An observation example showing the relationship between the RSSI and the distance in our testbed is presented in Fig. 1 .
FIGURE 1.
Relationship between the RSSI and the distance measured experimentally in our testbed.
B. ENHANCED BLE BEACON-BASED POSITIONING
Fingerprinting techniques usually consist of two stages: the offline phase and the online phase. Although this approach is considered as time-consuming, it has been widely used owing to its higher accuracy compared with other techniques. This algorithm surpasses the performance of various techniques, such as trilateration and weighted centroid localization. The RSSI varies with changes in the surroundings, LOS, and antenna orientation. This limits the localization performance. Owing to these features, the fluctuation in RSSI is seen even at the same location with different points of time. Fig. 2 (a) shows the variation of the RSSI at different locations of the room, where one BLE beacon is installed at one corner of the room at a particular point of time t 1 . Figs. 2 (b) and (c) show the variations of the RSSI of the same beacon at two different points of time: t 2 and t 3 , respectively In Fig. 2 , we observe that the RSSI at several locations may be indistinguishable or heterogeneous [25] . One of the conventional and simple method used in positioning is K-nearest neighbor (KNN) [26] . The KNN works in a deterministic way and is based on the shortest physical distance between the reference points and the target position called Euclidean distance. However, it does not consider the variance of the RSSI. Large variance of the RSSI cannot be ignored for positioning, necessitating a probabilistic approach. Such uncertainty in RSSI can be dealt by finding the likelihood of reference location based on obtained measurement of RSSI.
1) KNN
Let N be the number of reference points in the test area. Each reference point is denoted as R i , where i = (1, 2, 3, . . . , N). Here, X i represents the two-dimensional (2D) location of the reference point, i.e., X i = [x i , y i ] T . A total of M BLE beacons are used in the testbed. In the offline phase, a radio map is constructed and stored in the database. The radio map is given as
where S ij is the mean the of RSSI obtained from the j th BLE beacons at the i th reference point, and σ j is the standard deviation of the measurement noise of each BLE beacon signal.
During the online phase, the Euclidean distance between the target position and the reference points is calculated as
where S j is the RSSI vector obtained from the j th BLE beacon at the online phase. The Euclidean distance is sorted in ascending order. In basic KNN, the weighted average of 3 neighbors are considered in position estimation as shown in Fig. 3 . However, as we can see, the heterogeneous behavior of RSSI leads to select false reference points causing the error in estimation. So, if the number of K's are increased as in Fig. 4 , the true nearest reference points are selected. However, the weighted average does not yield better estimation due to many reference points. So we experimentally selected K = 15 which is the minimum number of neighbors so that the true nearest reference points are always included. Now, Bayesian estimation is used to estimate the likelihood of each reference points given by KNN as show in Fig. 5 .
2) BAYESIAN ESTIMATION
Bayes' theorem is the outcome in probability theory that shows the connection among conditional probabilities. It is considered as an effective structure for reasoning and decision-making under variability. The probability P(A|B) represents the likelihood of event B occurring given that A is true and the individual probabilities of A and B. It is expressed as follows.
This conditional probability can be used to determine the probability of the location according to the given set of RSSIs, as explained by Xu et al. [27] . Generally, in the probabilistic approach, the location of the target is computed by maximizing the conditional posterior probabilities given by P(R i |S j ). The posterior probability of being at location X i given the RSSI obtained in the online phase is described as follows.
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Because the RSSI signals are obtained from different BLE beacons, they are considered as independent random variables; hence, their probabilities P(S j |R i ) can be multiplied. P(R i ) is the prior probability of reference points, which is uniformly distributed among the selected reference points by KNN. This eliminates the other reference points from consideration in Bayesian estimation and increases the likelihood of the nearest points. Thus, (5) becomes
The distribution of the RSS measurement is considered as Gaussian, which can be observed at any particular location. Here, the distribution of 100 samples of the RSSI is evaluated and plotted in Fig. 6 . By using the Gaussian distribution, the probability P(S j |R i ) can be calculated as follows.
Using (7), P(R i |S j ) is obtained. The minimum mean square error is applied over the conditional density probability acquired using Bayes' theorem to determine the location of the target X ble . This is expressed as follows.
The proposed algorithm limits the number of reference points with the KNN and maximizes the location probabilities around the true position. Fig. 7 shows the step of the proposed BLE beacon-based positioning with the KNN and Bayesian estimation. The performance of different methods-BLE beacon-based positioning with only the KNN, with only Bayesian estimation, and with Bayesian estimation with KNN-is shown in Fig. 8 .
C. PDR-BASED POSITIONING
PDR is the method of tracking the current position of a pedestrian by using a previously determined position. In PDR, the initial position can be obtained from the RSSI-based positioning. There are three components for target navigation: the step detection, step length, and heading direction. These fundamental components are obtained by three sensors of the smartphone. The accelerometer is used for computing the step detection and step length, whereas the heading direction is determined by the magnetometer and gyroscope. Let us assume the initial position (x k , y k ); then, the position after a step (x k+1 , y k+1 ) is calculated as
where SL k is the step length at step k, and θ k is the heading angle at step k. Because PDR is effective for short distances, it should be combined with other approaches for full-area positioning.
1) STEP DETECTION
Among the methods for detecting steps, peak detection is a fundamental way to achieve good step-detection performance by using the accelerometer. This method involves the vertical acceleration generated by the vertical strike when the foot hits the floor. Because the vertical acceleration is affected by the tilting of the smartphone, we consider the magnitude of the acceleration (a mag ). A step is detected when it satisfies the following two conditions:
where g is the gravity of Earth, a th is the threshold acceleration, and t th is the time threshold for the acceleration measurement time period t. The acceleration threshold a th is used to restrict the false step detection, and the time threshold t th restricts the detection of steps to a finite duration of time. The acceleration and threshold level are shown in Fig. 9 .
2) STEP-LENGTH ESTIMATION
The step length differs among individuals. Moreover, some individuals exhibit changes in their step length when walking. Thus, it is difficult to precisely estimate the step length. There are various methods for step-length estimation [28] . They can be classified into static and dynamic methods. The static method usually assumes that the length of the step is constant throughout the process and only differs for different individual feature, as follows:
where k is fixed for men or women and the height is adjusted according to the individual. Dynamic methods are popular because they allow a different step length in every step. A dynamic approach called the Weinberg approach is used in this study for estimating the step length [29] . This method uses the vertical acceleration due to the impact of running or walking. The value of the vertical acceleration is obtained from the accelerometer. Then, the step length is given as
where a max and a min are the maximum and minimum vertical accelerations, respectively. In our experiment, k is obtained as 0.35 by testing people with different heights.
3) HEADING ESTIMATION
The most common method for determining the heading direction is by using the magnetometer readings, but the magnetometer is easily affected by other metals and electronic devices present in the environment. Hence, another approach is considered, which employs the angular velocity obtained from the gyroscope. However, the gyroscope suffers from the problem of sensor noise that accumulates with the integration. To eliminate this drift, a Kalman filter is used with magnetometer and gyroscope readings [30] . The heading estimate is converted into the coordinate system of the testbed. It is assumed that the user holds the smartphone in the hand while walking. The proposed state transition and measurement equation for the Kalman filter are given as follows.
FIGURE 10. Heading-direction estimation using a magnetometer and gyroscope.
Here, α t is the walking direction, V t is the gyroscope reading, Z t is the direction of the heading obtained from the magnetometer, t is the time index for the gyroscope measurement, ϕ is the Gaussian error with zero mean and variance P, and θ is the Gaussian error with zero mean and variance Q. Fig. 10 shows the turns observed in our experiment via the proposed heading estimation.
D. PROPOSED TKBE ALGORITHM
In this section, the proposed fusion algorithm is explained. The method obtains the locations from the BLE beacon and PDR-based positionings and then combines them using a fuzzy-logic Kalman filter for estimation of the position. The fusion process is composed of three sections: the fuzzy-logic Kalman filter, clustering of next reference points, and PDR drift elimination. The framework of the proposed method is shown in Fig. 11 
1) INTEGRATION WITH FUZZY-LOGIC KALMAN FILTER
The Kalman filter is the most widely used filter for sensor fusion and position estimation. It keeps track of the estimated state of the system and the variance. Additionally, it yields rigorous results compared with other filters used in recent times, with reasonable computational power. The Kalman filter is based on the estimation of the process and the measurement noises [31] . Let L t be the 2D coordinates expressed as [x, y] T . The state transition and measurement function are given as follows:
where u t = SL k [cos θ k sin θ k ] T is obtained from step estimations of the PDR-based positioning, and Z t is the 2D coordinate obtained from BLE beacon-based positioning. A, B, and C are the identity matrix. The variables w and v symbolize the process and measurement noises with normal probability distributions.
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Here,Q is the covariance matrix of the Gaussian noise of the PDR approach with zero mean, and R is the covariance matrix of the Gaussian noise of the BLE beacon-based algorithm with zero mean. The Kalman filter algorithm consists of the following two processes. Predicting:
Updating:
Here, A, B, and C are the identity matrix; P is the process covariance matrix which represents the estimation error; and K is the Kalman gain of the system, which ranges from 0 to 1. When the Kalman gain is higher, the measurements are more accurate, and the estimates are unstable. When the Kalman gain is lower, the estimates are more accurate, and the measurement are unstable. There are two estimation errors: the priori estimation error and the posterior estimation error. These errors are the difference between the estimated value and the actual value and are given as follows:
where L k is actual value,L − k is the priori estimated value, andL k is the posteriori measured value. The priori estimation error covariance P − k and posteriori estimation error covariance P k are given as follows.
Let the priori estimated value be the 2D location from the PDR approach and the posteriori measured value be the 2D location from the BLE beacon-based positioning. If these two values are close to the actual value (true position), the estimated error is small. In our experiment, the priori estimated value is assumed to be close to the actual value (L k ≈L − k ) because if the initial position is provided correctly, the PDR shows the minimum drift in a short distance. We see from (22) that the difference between the priori estimated and measured values, along with the Kalman gain, affects the estimation of the location. The process and measurement noises are considered as a constant in real-time application [32] . As the Kalman gain eventually depends on both the process and measurement noises, assuming that both parameters are constant throughout the process does not yield correct estimation, because of the difference between the actual and estimated values. For any sensor, if the noise covariance is unknown, i.e., Q = 0 and R = 0, the Kalman filter returns an optimal estimate of L t , which minimizes the mean of the squared error. However, if the noise covariance is assumed to be constant throughout the process, Kalman filter provides the estimate according to A, B, and C, which are identity matrices in this system. We attempt to compensate for the uncertainty in the process and measurement noise for each step of estimation. P t|t−1 is initial process covariance matrix and is computed only once because the priori estimated value is assumed to be the actual value. We experimentally initialize the process noise matrix with small value, Q = 0.225 0 0 0.225 , and the initial process covariance matrix,
The role of measurement noise matrix R and process noise matrix Q is to adjust the gain of the filter in a way which controls bandwidth as the state and varies the measurement error. During the updating process of Kalman filtering, we design a measurement update that continuously changes the measurement noise matrix R according to the value of the posteriori estimation error E k . Therefore, the matrix R is defined as
where y is a variable obtained from the set of the basic fuzzylogic system designed to assign R to the measurement update of the Kalman filter. It is given as
There are three conditions of E k obtained from the fuzzylogic system, as follows.
Low Error: The estimated and measurement values are close and reliable. Hence, R is small.
Medium Error: The estimated and measurement values differ by more than 1 unit and less than 2 units. In this case, both values are equally likely. Hence, R is slightly larger than in the previous case.
High Error: The estimated and measurement values differ by more than 2 units. In this case, the measurement value is less reliable than the estimated value. Hence, R is large, which shifts the calculation toward the estimated value.
Experimentally, the matrix R = 0.675 0 0 0.675 gives a fair estimation of the system, but varying the measurement noise R in accordance with the posteriori estimation error E k yields better overall results.
2) CLUSTERING OF NEXT REFERENCE POINTS
Owing to the large number of reference points and the unpredicted behavior of the RSSI, the measured Euclidean distance between radiofrequency devices may not yield the desired reference points that need to be selected for positioning. However, this issue can be alleviated by creating a cluster of reference points as candidates for the next step of positioning. The area is created by feeding back the final position to the database and creating a trusted zone [33] . If [x, y] is the final location, it is fed to the database, and
is the bounded area for the next step of positioning, where n = 9 m in our testbed. This prevents the selection of false reference points in the KNN due to interference.
3) PDR DRIFT ELIMINATION
Generally, the PDR error drifts with distance owing to the integration process of the acceleration signal. However, the PDR positioning error can be reduced by resetting the current location with the location obtained from the RSSI approach. In this work, the location of PDR is reset every 10 steps.
IV. EXPERIMENTS RESULTS AND PERFORMANCE EVALUATION
To evaluate the proposed TKBE positioning method, experiments were performed in a real environment, and the results were compared with those of the conventional positioning with the Kalman filter.
A. EXPERIMENT SETUP
Two experiments were conducted in the computer laboratory and the corridor of the 8 th floor of the IT Building of Chosun University in South Korea. The corridor had dimensions of 100 × 2.25m 2 , and the laboratory had dimensions of 7 × 7m 2 .
The beacons were placed with a distance of 6.75 m between them and at a height of 2.6 m in both the testbeds. The experiments were performed using Estimote iBeacons, and the application was developed on the Android platform. The device used for the positioning was a Samsung Galaxy Note 8 (API 27).
Figs. 12 (a) and (b) show the corridor and the computer laboratory, respectively. The red circles indicate the positions where the beacons were installed. The beacons were placed at opposite sides along the corridor and in the four corners of the laboratory. A total of 35 beacons were used for the positioning. In the testbeds, 100 RSSI samples were collected at each reference point in four directions. The reference points were assigned at a distance of 1.8 m for both the testbeds. The information of the collected RSSIs was stored in a SQLite database on the Android device during the offline phase. We used two sets of fingerprint data for both the computer laboratory and the corridor.
These two different testbeds were selected because of its nature and the complexity. The behavior of RSSI to both the testbeds are different as shown in Fig. 13 . The corridor is considered as the normal environment where as the computer laboratory is equipped with various instruments, metals and closets that hindrances the signal strength making it a complex environment.
B. POSITIONING ERROR AND CUMULATIVE DISTRIBUTION FUNCTION
An experiment was performed in the testbed to evaluate the cumulative distribution function of the error. The target stood still in several locations, and >50 location samples were collected. Fig. 14 shows the cumulative distribution of the error in the computer laboratory, and Fig. 15 shows that in the corridor. Here, the solid line indicates the error of the traditional positioning algorithm using both BLE with only KNN and PDR (called TRAD1). The dotted line shows the traditional positioning algorithm using both BLE with Bayesian estimation and PDR (called TRAD2). The dashed dotted line indicates the error of TKBE positioning with the conventional Kalman filter, and the dashed line indicates the error of TKBE positioning with the proposed fuzzy-logic Kalman filter. In all the cases, we observe that the proposed positioning method yields a better result than the TRAD1 and TRAD2 using the conventional Kalman filter. We also observe that the variable measurement noise matrix reduces the error rather than keeping it constant throughout the process. The error of the proposed algorithm was <1 m for 80% of the experiment time. Tables 1 and 2 show the results of the performance comparison between the algorithms. In the computer laboratory, the proposed TKBE algorithm had an average error of 0.65 m, whereas TRAD1 exhibited an error of 1.09 m. In the corridor, TKBE and TRAD1 had mean errors of 0.82 and 1.16 m, respectively. Under the same conditions, TRAD2 exhibited slightly better performance than TRAD1 but worse performance than the proposed TKBE method. The positioning of the proposed algorithm was further enhanced by the changing measurement noise R with respect to the posteriori estimation error, yielding slightly better performance than a constant R. Hence, we can obtain approximately 25% better performance than existing algorithms by using the TKBE algorithm. 
V. DISCUSSION AND COMPARISION
In our proposed algorithm, we have enhanced the accuracy and stability using two modifications. heterogeneous behavior of RSSI from positioning but there are still areas of improvement in narrowing down the estimation to refine positioning. Moreover, using KNN and maximum likelihood separately does not provide good estimation too as shown in our experimental work, which is named as TRAD1 and TRAD2. Hence, proposed algorithm selects the possible nearest reference points based on KNN and the prior probability of this selected reference points are uniformly distributed for Bayesian estimation. This narrows down the search area as well as prevent the farther reference points to be included due to fluctuation in RSSI. Moreover, our proposed fuzzy-logic Kalman filter changes the measurement noise based on the error of BLE based position (posteriori estimate error) and predict a better model than the existing Kalman Filter fusion [32] works by significant amount. Since, PDR works for short distance due to its drifting factor, we try to make use of BLE based positioning. PDR is assumed to be correct position for short period of distance and used as prior estimated value that assist the BLE based positioning when the RSSI fluctuation is high (i.e. posterior estimate error is high). Overall, our two proposed modification in this algorithms enhance the performance as shown in experiments and results.
VI. COMPUTAIONAL COMPLEXITY
The experiments were performed using an Android application (Java) running on a Samsung Galaxy Note 8 with Samsung Exynos 9 octa 8895 and a 1.7-GHz octa-core processor. Because the processing time of any algorithm depends on the processor specifications, we computed the runtime of various algorithms on the same device to compare the computational complexity.
As shown in Fig. 18 (a) , the runtime of the TRAD1 algorithm was slightly longer than that of TRAD2. Therefore, it is clear that the Bayesian estimation is preferred over the KNN because of its high accuracy and lower computational complexity. The proposed TKBE algorithm had a slightly longer computational time than the TRAD1 and TRAD2 algorithms. Because the TKBE combines the KNN and Bayesian methods, it exhibited higher performance than each of these two methods, with slightly higher computational complexity, as shown in Fig. 18 (b) . The proposed TKBE algorithm had approximately 30% longer computational runtime than other two. However, the accuracy of the TKBE method was more than 25% higher than those of the other algorithms. This tradeoff appears to be acceptable, as the runtime of the algorithm depends on the size of the fingerprinting database.
VII. CONCLUSION
We proposed a method for enhancing the accuracy of indoor localization based on BLE beacons and IMUs. We designed a localization algorithm with BLE beacon using KNN-based Bayesian estimation, whereas IMUs employ PDR. The BLE based positioning and PDR based positioning were combined using fuzzy-logic Kalman Filter. The proposed TKBE algorithm consists of three components: enhanced positioning using BLE beacons, PDR, and fusion performed by the fuzzy-logic Kalman filter. The BLE-based positioning is enhanced by selecting KNNs and then estimating its probability density function. This minimizes the error in the estimation caused by the unstable RSSI in a large testbed and enhances the accuracy of the existing basic KNN and PDR algorithms by ≥25%. A fuzzy logic-based Kalman filter was designed using a fuzzy-logic set of values assigned to the measurement update based on the posteriori estimation error E k . This set of values adjusts the Kalman gain toward either prior estimated values or the posteriori measured value. The proposed algorithm exhibited accuracy improvements of by 15% to 20% compared with the conventional Kalman filter. The error of the proposed algorithm was < 1 m for most of the experiments (> 80%). We compared our results with other existing fusion algorithms and it can be seen that our model has better accuracy and stability of positioning. Moreover, although this algorithm had slightly longer runtime than the TRAD1 and TRAD2 algorithms, it is feasible for a real-time smartphone-based application and provides higher accuracy by mitigating the effects of the RSSI instability and the PDR drift error. 
