Ambient noise tomography exploits seismic ground motions that propagate coherently over long inter-station distances. Such ground motions provide information about the medium of propagation that is recoverable from inter-station cross-correlations. Local noise sources, which are particularly strong in ocean bottom environments, corrupt ambient noise cross-correlations and compromise the effectiveness of ambient noise tomography. As shown in previous studies, tilt and compliance noise are major sources of noise that contaminate the vertical channels of the ocean bottom seismometers and such noise can be greatly reduced by exploiting information on the horizontal components and the differential pressure gauge records, respectively. We find that ambient noise cross-correlations involving ocean bottom seismometers are of significantly higher signal-to-noise ratio at periods greater than 10 s after reducing these types of noise, particularly in shallow water environments where tilt and compliance noise are especially strong. The reduction of tilt and compliance noise promises to improve the accuracy and spatial extent of ambient noise tomography, allowing measurements based on coherently propagating ambient noise to be made at stations in the shallower parts of the Juan de Fuca plate and at longer periods than in previous studies. In addition such local noise reduction produces better estimates of the azimuthal content of ambient noise.
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Introduction
One of the major limitations of seismic data recorded by ocean-bottom seismometers (OBS), compared to the land-based stations, is their higher level of locally generated noise. The source of such noise has been well studied over the past few decades (e.g., Webb, 1988; Duennebier and Sutton, 1995) . Two types of noise are believed to be the major source of local noise contamination observed on ocean-bottom seismometers: tilt noise, produced by seafloor currents changing the level of poorly situated seismometers, and compliance noise, produced by pressure variations induced by ocean gravity waves that deform the solid earth below the seismometer. Crawford and Webb [2000] and Webb and Crawford [1999] showed that both types of noise may be greatly reduced by predicting/subtracting the noise component derived, respectively, from the horizontal components of the seismometer for the tilt noise and from the differential pressure gauge for the compliance noise. These techniques have been applied successfully to earthquake data to improve the signal-to-noise ratio (SNR) and to reduce distortions (e.g., Dolenc et al., 2007; Ball et al., 2014) . Bell et al. [2015] investigated the characteristics of both tilt and compliance noise recorded on the Cascadia Initiative stations across the Juan de Fuca plate and showed that local noise on the vertical components can be reduced by one to two orders of magnitude by removing these types of noise.
In recent studies, ambient noise tomography (ANT) has proven to be effective at constraining the crust and upper mantle structure based on cross-correlations of long time sequences of ambient noise. The method seeks to exploit ambient noise that is generated far from the two stations whose seismic records are cross-correlated and propagates coherently between the stations. Fairly standard methods have been developed for continental stations to process raw seismic data for this purpose (e.g., Bensen et al., 2007) . In an oceanic environment, near mid-4 ocean ridges, Harmon and Forsyth [2007] and Yao et al. [2011] showed that the fundamental and first higher mode Rayleigh waves can be extracted from ambient noise recorded on OBSs near the East Pacific Rise in the south central Pacific Ocean. Tian et al. [2013] and Gao and Shen [2015] studied the crust and upper mantle structures near the Juan de Fuca and Gorda plates using the ANT method. These studies, however, are based on data processing methods that have been designed for continental stations and, in particular, did not attempt to correct for the effects of tilt and compliance noise on ambient noise cross-correlations. They, therefore, suffer from limited frequency content and a reduction in the spatial extent in their results in some cases. In contrast, Bowden et al. [2016] applied the tilt and compliance reduction technique to OBSs offshore southern California in an attempt to improve the vertical noise cross-correlations. They find that the Rayleigh wave first overtone is easier to measure with these corrections. They also argue, however, that the strength of the fundamental mode Rayleigh wave may be reduced due to these noise removal techniques, which also reduce useful signals in the ambient noise crosscorrelations.
As indicated by Tian et al. [2013] and Tian and Ritzwoller [2015] , the effects of tilt and compliance noise on ambient noise cross-correlations are extremely strong on shallow water stations located on the Juan de Fuca plate such that the Rayleigh wave signals are completely obscured using data processing procedures designed for continental stations. Tian et al. [2013] avoided the strong local noise on shallow water stations by focusing analysis only on 18 deep ocean OBS stations deployed by WHOI. This limited their results to a lithospheric age dependent model of the crust and uppermost mantle near the Juan de Fuca ridge. Tian and Ritzwoller [2015] studied ambient noise levels and directionalities across the Juan de Fuca plate by investigating the SNRs as measured on each station pair and showed that, in most cases, paths that involve 5 shallow water stations have almost no observable Rayleigh wave signal at periods above about 10 sec. Furthermore, they showed that longer period signals (>20 sec) are not observable on any of the oceanic paths.
In this study, we aim to improve the accuracy, broaden the bandwidth to longer periods, and extend the spatial applicability of studies based on ambient noise cross-correlations across the Juan de Fuca plate by first reducing tilt and compliance noise on vertical component waveforms prior to further data processing. Our goal is improve microseism directionality studies, extend the resolvable region of ambient noise tomography into the eastern parts of the Juan de Fuca plate, and extend structural information deeper into the mantle beneath the plate. In Section 2 we describe our procedure to reduce the effect of tilt and compliance noise on vertical component ocean bottom seismometers. In Section 3 we show how such corrections improve the signal-tonoise ratio (SNR) of Rayleigh wave ambient noise cross-correlations from 10 to 40 s period, which improves the prospects for ambient noise tomography across the Juan de Fuca plate.
Finally, in Section 4 we show how the corrections improve the ability to infer information about the directionality of ambient noise, which provides new information about the source location and mechanism of generation of ambient noise. 
Tilt and compliance noise reduction
In this study, we analyze the same data set as described by Tian and Ritzwoller [2015] with 62 OBS stations and 40 continental stations (Fig. 1) . At least 6 months of continuous data that overlap in time are available from all 102 stations. Examples of typical daily ocean bottom seismic records are shown in Figure 2 , where the vertical and differential pressure gauge components of shallow water station J49A are plotted as an example of the effect of strong compliance noise and the vertical and horizontal components of deep water station station G03A are plotted as an example of strong tilt noise. In both cases, the two components plotted are highly similar to one another, which indicates that the vertical components are severely contaminated by noise recorded on the horizontal components and the pressure in the water column. Note that the tilt noise, as shown in Figure 2 c-e, has a periodicity of roughly half a day, which may be caused by ocean bottom currents induced by the semidiurnal tidal cycle.
We follow Bendat and Piersol [1986] and Crawford and Webb [2000] to define the horizontal-to-vertical or pressure-to-vertical transfer function as:
where s is the 'source' channel and r is the 'response' channel. Grs(f) and Gss(f) are, respectively, the cross-spectral and auto-spectral density functions estimated using Bartlett's method of averaged periodograms:
where ns is the number of time segments. Si(f) and Ri(f) are the Fourier transforms of the ith segments of the source and response channels, respectively. The modulus and argument of the 7 transfer function are usually referred to as the admittance (Ars(f)) and phase (Φrs(f)), which describe, respectively, the gain factor and the phase shift between the source and response channels. The coherence function γrs(f) is defined similarly to the transfer function, but describes the degree to which the response channel can be predicted linearly from the source channel:
In defining the compliance and tilt transfer functions the response channel in both cases is the vertical component seismometer. For compliance the source channel is the differential pressure gauge (DPG) and for tilt the source channel is the appropriately rotated horizontal component as discussed below.
The microseism Rayleigh wave, which is the target 'signal' for ambient noise crosscorrelation, is recorded by the vertical component seismometer as well as the horizontal components and the DPG. As indicated by Bell et al. [2015] , the tilt or compliance noise on the vertical component can be greater than the microseism signal by one to two orders of magnitude.
Furthermore, Bowden et al. [2016] argue that the fundamental mode microseism Rayleigh wave may be reduced when attempting to remove the tilt and compliance noise. For these reasons, we add the following data processing steps to the procedure described by Bell et al. [2015] to ensure that the tilt and compliance transfer functions are computed accurately.
(1) We define the downweighted coherence as
where Φ(f) is the phase of the coherence function and Φ 0 is defined differently for different coherence functions to account for the expected phase shifts. We set Φ 0 = 0 for both the tilt (horizontal-to-vertical) and compliance (pressure-to-vertical) coherence functions because the tilt and compliance noise are expected to be in phase in the source and response channels. However , 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   8 we observe a clear π/2 phase shift between the pressure signals recorded on the DPG and the horizontal components, which may be caused by the circular motion of the ocean gravity wave. Therefore, we set Φ 0 = π/2 for the pressure-to-horizontal coherence functions when predicting the compliance effects on the horizontals, as discussed below. (2) The transfer functions are only applied in frequency bands where ( ) is greater than 0.5. This ensures that the denoising process is applied only in frequency bands with a strong sign of the effect of tilt or compliance noise and the expected phase shift. (3) Bell et al. [2015] use a weighted least squares method to fit quadratic functions to both admittance and phase in the coherent band to provide smooth tilt transfer functions. We find, however, that some admittance curves cannot be fit well by quadratic functions probably due to cross-interferences between the tilt and compliance noise. We, therefore, follow their procedure to fit quadratics to the phase of both the tilt and compliance transfer functions, but retain the raw admittance curves to provide a more accurate prediction. (4) We only apply the tilt and compliance transfer functions in specified frequency ranges to minimize distortion to and perhaps reduction in the microseism Rayleigh wave. In particular, we set a cutoff frequency of 0.11 Hz for the tilt transfer functions [Crawford and Webb, 2000] and compute the cutoff frequencies for the compliance transfer functions based on the infragravity wave dispersion relationship as discussed below. (5) Also as discussed later in the paper, we find in cases of particularly strong tilt and compliance noise that a further denoising iteration is needed to ensure clean results. This is further discussed below with Figure 6 and 7.
As discussed by Crawford et al. [1998] 
where λ is wavelength and g is the gravitational acceleration. As indicated by this relationship, the ocean gravity wave at lower frequency has longer wavelength and thus induces pressure variation to a greater depth. Bell et al. [2015] investigate the relationship between water depth and the cutoff frequency of the observed compliance noise. They find that at λ=d, where d is the water depth, the predicted cutoff frequency is consistently slightly lower than the maximum frequency of the observed compliance transfer function. We, therefore, set λ=0.8d, and predict the cutoff frequency for the compliance transfer function as = √ 1.6 .
As showed later by Figure 4 and 5, this relationship is consistent with the frequency content of the observed compliance noise and ensures the efficient removal of it. Bell et al. [2015] also show that tilt angles can be estimated from the admittance of the tilt transfer functions and find that these angles drift continuously over time and may shift abruptly as the instrument re-levels. We, therefore, compute transfer functions using daily records after removing time windows affected by earthquakes. We partition each daily record into a maximum of forty-three 2000 sec segments depending on how much time is affected by earthquakes. To minimize uncertainties in the tilt transfer function, instead of predicting noise from the two horizontal components separately, we follow Bell et al. [2015] and predict and remove the tilt noise from the horizontal component rotated in the direction of the tilt. Examples of the tilt transfer function are shown in Figure 3 , where we plot the mean and standard deviation of the horizontal-to-vertical transfer functions over the first nine days of March, 2012 for deep water station J68A (Fig. 1) The compliance transfer functions are computed in a similar manner, but the source channel is the DPG. Figure 4 shows the example of the mean and standard deviation of nine pressure-tovertical compliance transfer functions for the first nine days of March, 2012 for shallow water station J49A (Fig. 1) . High coherence close to 1 is seen on all dates between about 0.01 and 0.12 Hz. Only two of the constituent curves drop below 0.9 at lower frequencies, which are probably caused by higher tilt noise on those two days. All admittance curves agree well in the frequency range of high coherence where the observed phases are close to zero.
Tilt noise affects our ability to remove compliance noise and vice versa. To remove both we iterate. We first compute both the pressure-to-vertical and horizontal-to-vertical transfer functions on the original records for each station and each day. We then down-weight the amplitude of the coherences based on equation (5) and compare the down-weighted coherences of the two transfer functions to decide which type of noise is stronger for the considered daily record. The predicted effect of the noise source with the stronger averaged coherence is removed first. We then re-compute the other transfer function to predict and remove the weaker noise source. The transfer functions are only applied in the frequency bands where the coherences are For stations that are affected simultaneously by strong compliance and tilt noise, a single de-noising iteration does not remove both types of noise completely and a second iteration is needed. We show an example of such a case for deep-water station G03A in Figures 6 and 7. In Figure 6 , the raw vertical component daily record for March 7, 2012 is compared to the record after two denoising iterations. In the frequency band 0.05-0.1 Hz, noise is reduced by a factor of ~7 for the peak noise and a factor of ~1.7 on average throughout the day. In the lower frequency band 0.01-0.05 Hz, noise is reduced by a factor of ~60 for the peak noise and a factor of ~10 on average throughout the day. The effects of removing each type of noise on this station are shown in Figure 7 . Each dot in the figure is a daily averaged amplitude reduction value computed as the average ratio between the records before and after a specific type of noise is removed. In both the Bell et al. [2015] that the tilt angle on this station increases continuously from about 0.1° at the beginning to about 0.5° at the end of the time period.
The overall amplitude reductions averaged over the entire time of study are shown in Table   1 for the OBS stations. Out of the 62 OBSs listed in Table 1 , to which our de-noising data processing procedure is applied.
In 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   13 other OBSs on which the denoise technique does not reduce the noise significantly in this frequency band.
Comparison of ambient noise cross-correlations before and after reduction of tilt and compliance noise
To investigate the effects of removing tilt and compliance noise on ambient noise crosscorrelations, we compute two sets of ambient noise cross-correlations between all station pairs.
For the first set, we follow a traditional ambient noise cross-correlation procedure designed for application to continental stations [Bensen et al., 2007] and apply an earthquake filtered (10-40 sec) running-average time domain normalization followed by spectral whitening. For the second set, we add the compliance and tilt noise removal process as described in Section 2 before the normalizations applied to the continental stations. Record sections of the shallow water station J49A are plotted in Figure 8 a-d for both cross-correlation sets in two frequency bands. Between 160 and 270 daily cross-correlations are stacked for each of these station pairs. In both the 12-20 sec period band and the 20-30 sec period band, there is no observable signal on the raw crosscorrelations using the traditional procedure (Fig. 8a, c) . This is consistent with the results shown by Tian and Ritzwoller [2015] , where the traditional continental procedure does not produce any measurable signal on OBS pairs at and beyond 20 sec period and has extremely low SNRs at 10-20 sec period on most of the station pairs involving shallow water stations. Clear Rayleigh wave signals show up in both period bands, however, after removing the tilt and compliance noise (Fig. 8b, d ). As shown in Figure 9 , the removal of tilt and compliance noise, which we refer to as "denoising", does not have as strong of an effect at periods below 10 s or above 30 s. There is,
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Geophysical Journal International   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 14 however, strong tilt and compliance noise above 30 s period, but the intrinsic ambient noise signals are weaker in this band than at shorter periods. Although the SNRs are improved in this band they remain lower than in the period band between 10 and 30 sec even after denoising.
To quantify the overall improvement of denoising on all stations, we apply a frequency-time analysis (FTAN, Levshin et al., 2001) on both cross-correlation sets (raw and denoised) and use the averaged SNRs on each station in a given period band as indicators of quality. To minimize the effects of bad FTAN measurements on our conclusions, we further down-weight each SNR curve according to the bias of the measured group speed compared to an associated reference group speed curve. The construction of the reference curves is described below. For a given point (A) on the measured group speed curve, we define the bias as the shortest distance to the reference dispersion curve (at point B) in the log(T)-log(v) plane, where T is period and v is group speed:
We then down-weight the SNR of this measurement using a Gaussian weighting function to produce the "Down-Weighted SNR":
where σ defines the standard deviation of the Gaussian weighting function. For the results shown here, a σ of 0.1 is used, which effectively reduces to near zero the SNR measurements for group velocity measurements more than ~20% away from the reference curve, partially depresses measurements between 10% and 20%, and leaves measurements within 10% almost unchanged.
An example of this down-weighting process is shown in Figure 10 with measurements made on shallow water-continent station pair J33A-I05D ( Fig. 1) from both cross-correlation sets, where measurements made using the traditional processing scheme are shown with red 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   15 circles and the denoised measurements are shown with blue dots. The original SNR curves are peaked near 8 sec period and have non-zero values across the whole period range from 1 to 35 sec period. After down weighting by the group speed dispersion bias, the raw SNR curve drops to zero beyond 11 sec period because of the large error of its group velocity measurement. The zero values mean, essentially, that there is no Rayleigh wave observed in the cross-correlation.
Also, both curves are weighted-down below 5 sec period where the measured dispersion curves begin to scatter appreciably.
The reference group velocity dispersion curve for each path is chosen based on the water depth at the station-pair used to produce the ambient noise cross-correlation. When both stations are in deep water (>1.5 km depth), the reference dispersion curve is taken from the lithospheric age dependent model of Tian et al. [2013] . For all other path types (continental, continent-toshallow ocean, continent-to-deep ocean, and shallow ocean-to-deep ocean), we construct reference dispersion curves from the average of all the dispersion measurements of the associated type. Most of the shallow ocean-to-shallow ocean paths do not have high quality signals to be measured even with the denoising process applied. The shallow ocean-to-deep ocean reference curve is, therefore, used for the shallow paths instead. Example reference group velocity dispersion curves are shown in Figure 11 . Note that the accuracy of these reference curves may degrade towards the short periods (<5 sec) where the ambient noise signals weaken. (Fig. 12) , most of the shallow water stations are improved from having no measurements at all to having some measurable paths. The percentage of useful paths are improved for most deep water stations as well. At 20-30 sec period (Fig. 13) , almost all ocean-bottom stations benefit significantly from the denoising process. This process even affects some of the near-shore continental stations, potentially by removing horizontal noise leaked into the vertical components. Note that only 47 OBSs are plotted on the denoised maps for reasons discussed in Section 2.
These results provide evidence of a substantial improvement in the quality of Rayleigh wave ambient noise cross-correlation measurements from 10 to 30 s period, which promises a greater utility of these measurements for ambient noise tomography. In contrast with Bowden et al. [2016] who argue that the strength of the fundamental mode Rayleigh wave is reduced due to these noise removal techniques, we find that the SNR is actually increased for the Rayleigh wave at all periods, as illustrated in Table 1 and Figure 12 and 13. We believe this difference must be related to differences in our data processing procedures relative to theirs. 
Improvement of estimates of ambient noise directionality
In the study of the location and mechanism of microseism generation, Tian and Ritzwoller [2015] analyzed ambient noise directionality based on the SNRs of ambient noise crosscorrelation measured using the Cascadia initiative ocean bottom seismometers combined with stations on the Western US continent. They found that oceanic stations are severely contaminated by local noise in the primary microseism band (10-20 s period) and are almost unusable for the directionality study for stations deployed in shallow waters. To make meaningful observations, they discarded most of the shallow water stations and averaged among station groups to stabilize the results. Here, we investigate the effect of the tilt and compliance reduction technique to improve both the accuracy and the spatial extent of the ambient noise directionality study.
In Figure 14 , we present 'fan diagrams' similar to those presented in Tian and Ritzwoller 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 18 oceanic station J45A in the period band between 12 and 20 s. With the raw cross-correlations (Fig. 14a) , where tilt and compliance noise have not been reduced, strong signals are observed to propagate to the southwest, while signals propagating toward the northwest and southeast directions are much weaker. The fan diagram after noise reduction (Fig. 14b) shows much stronger signals in these three directions in addition to stronger but still weak signals propagating toward the north, northeast, east, and southeast directions. These three directions of the strongest signals are consistent with the three potential local source regions for the primary microseisms discussed by Tian and Ritzwoller [2015] .
Similarly, in 22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Consistent with Bell et al. [2015] we investigate the noise environment across the Juan de Fuca plate and find that tilt and compliance noise are the major sources of local noise that contaminate the vertical channels of the ocean bottom seismometers. These two types of noise can be predicted and greatly reduced from the vertical component data, on a daily basis, through the horizontal-to-vertical (for tilt) and pressure-to-vertical (for compliance) transfer functions. For each daily record, we remove the type of noise that has a higher overall coherence first to minimize uncertainties. To ensure clean results, this process is applied iteratively until the average coherences of both types of noise are below 0.5. This usually means that a second iteration is applied on stations/dates that are strongly affected by both types of noise.
We compute ambient noise cross-correlations of all station pairs both before and after the tilt/compliance noise removal process to obtain two separate cross-correlation data sets for comparison. We then apply frequency-time analysis to measure the SNRs for all station pairs on both cross-correlation sets. Each of these SNRs is then down-weighted based on how much the measured group speed is biased from a reference curve. We use the averaged-down-weighted SNR (DSNR) on each station as an indicator of the overall quality of the cross-correlations in which that station is involved. Almost all the oceanic stations display improved cross-correlation qualities at periods greater than 10 sec after reducing the tilt and compliance noise ( Table 1) 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   21 reduction of tilt and compliance noise.
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