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Intuitively, a class of functions is robustly learnable if not only the class
itself, but also all of the transformations of the class under natural trans-
formations (such as via general recursive operators) are learnable. Fulk
showed the existence of a nontrivial class which is robustly learnable
under the criterion Ex. However, several of the hierarchies (such as the
anomaly hierarchies for Ex and Bc) do not stand robustly. Fulk left open
the question about whether Bc and Ex can be robustly separated. In this
paper we resolve this question positively. ] 1999 Academic Press
1. INTRODUCTION
The learning situation often studied in inductive inference may be described as
follows. A learner receives as input a graph of a function f, one element at a time.
As the learner is receiving its input, it conjectures a sequence of programs as
hypotheses. To be able to learn the function f, the sequence of programs conjec-
tured by the learner must have some desirable property with respect to the input
function f. By appropriately choosing this desirable property one gets different
criteria of learning. One of the first such criteria studied is called Ex-identification
[Gol67]. The learner is said to Ex-identify f iff the sequence of programs output
by it converges to a program for f (see the formal definitions in Section 2). A learner
is said to Ex-identify a class iff it Ex-identifies each function in the class. A class of
functions is Ex-identifiable iff some machine Ex-identifies the class.
Even though one cannot Ex-identify the class of all recursive functions, several
interesting and important classes, such as the class of polynomials, are Ex-iden-
tifiable. Gold [Gol67] showed that one can Ex-identify every recursively
enumerable class of recursive functions using the following technique. Suppose C is
a recursively enumerable class of recursive functions, and p0 , p1 , ... is an effective
sequence of programs which compute exactly the functions in C. Consider a
machine M which, on any input data, searches for the least i such that the function
computed by program pi is consistent with the input data; M then outputs pi . It is
easy to verify that M acting as above will Ex-identify each function in C. The above
technique is known as identification by enumeration. The naturalness of this
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strategy led Gold to conjecture that any class of functions which can be Ex-iden-
tified, can also be Ex-identified using identification by enumeration. That is, every
Ex-identifiable class is contained in a recursively enumerable class of functions.
Ba rzdin s [Bar71] showed the above conjecture to be false using the ‘‘self-describ-
ing’’ class, SD=[ f | f (0) is a program for f ]. A machine can Ex-identify each func-
tion f in SD by just outputting the program f (0). On the other hand, no recursively
enumerable class of recursive functions contains SD. In defense of Gold’s intuitions,
SD and other self-referential classes used to refute his conjecture seem like artificial
tricks. After all, to identify these self-referential classes, a learning device need only
find some coded value from its input. On the other hand, one could argue that self-
description is quite natural in that every cell of every organism contains a
‘‘program’’ that completely describes that organism. The reader is directed to
[JSW98] for further discussion on this issue. Some of the following motiviation is
from [JSW98].
Ba rzdin s formulated a more sophisticated version of Gold’s conjecture designed
to transcend such counterexamples as above. He reasoned that if a class of func-
tions is identifiable only by way of a self-referential property, then there would be
a general recursive operator (i.e. an effective and total mapping from total functions
to total functions) that would transform the class into an unidentifiable one. The
idea is that if a learning device is able to find the embedded self-referential informa-
tion in the elements of a class, so can a general recursive operator, which can then
remove this information. To see this in the context of SD, consider the operator
3 which removes the self-referential information f (0) as 3( f )= g, where
g(x)= f (x+1). One can show that 3(SD)=[3( f ) | f # SD]=R, the class of all
the recursive functions. Thus, 3(SD) is not Ex-identifiable [Gol67]. Informally
stated, Ba rzdin s ’ conjecture is: If all the projections of a class of functions under all
general recursive operators are Ex-identifiable (or, in other words, if the class is
robustly Ex-identifiable), then the class is contained in a recursively enumerable
class of recursive functions and, consequently, it is identifiable by enumeration.
Fulk [Ful90] showed that Ba rzdin s ’ conjecture is false by exhibiting a class of func-
tions which is robustly Ex-identifiable, but not contained in any recursively
enumerable class of recursive functions. This result can be taken as the first non-
trivial step to show that, in the model of inductive inference, robust learning may
be really interesting.
Since Gold [Gol67] many criteria of inference have been proposed by research-
ers all over the world (see [AS83, BB75, CS83, Fre91, KW80, OSW86]). One such
criterion is Bc-identification (cf., e.g. [CS83, Bar74]) informally described below
(see the formal definition in Section 2). In Bc-identification of a function f by
machine M one requires that, M on receiving a graph of the function f, outputs
an infinite sequence of programs p0 , p1 , ..., such that all but finitely many programs
in this sequence are programs for f. Intuitively, Bc-identification requires semantic
convergence rather than syntactic convergence. The criteria of inference, such as Bc
above, that have been studied in literature have usually been accompanied by
proofs showing the differences between the new and old criteria of inference. The
proof techniques used to show separations between the criteria often involve classes
with self-referential properties. The same criticism of the class SD above applies to
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such separations. Thus, it would be interesting to study whether these separations
hold robustly. For example, Fulk [Ful90] showed that the anomaly hierarchies for
Ex and Bc-identification (see formal definitions in Section 2) do not hold robustly.
Hence, one may expect some results of inductive inference (especially the
hierarchies) not to stand robustly, and it would be interesting to study which
results do hold robustly.
Besides the issue of self-reference discussed above, it is also philosophically inter-
esting to study robust learning [JSW98]. Herman Weyl [Wey52] described the
famous Erlangen program on founding geometry algebraically due to Felix Klein
as follows: ‘‘If you are to find deep properties of some object, consider all the
natural transformations that preserve your object (i.e. under which the object
remains invariant).’’ Since general recursive operators can be looked upon as
natural transformations, it is interesting to consider robust identification from a
purely philosophical point of view too. We direct the reader to [JSW98] for further
motivations for studying robust learning.
Ex and Bc are perhaps two of the most widely studied identification criteria.
Thus, it is important to study whether these criteria are robustly separated or not.
In this paper we show that Bc and Ex-identification are separated robustly.
In related work, [JSW98] presented several results on robust learning. For
example, they showed that the mind change hierarchy for Ex-identification, and
team-hierarchy for Ex and Bc-identification stands robustly. Furthermore, they
even showed that there are ‘‘self-referential’’ classes which can be robustly Ex-iden-
tified. [CJO+98] addresses robust learning in the presence of context (see [AGS89,
KSVW95]). Zeugmann [Zeu86] and Kurtz and Smith [KS89] have studied a
slightly different version of robust identification. Recently Ott and Stephan [OS99]
have studied a different version of robust identification (called hyper-robust iden-
tification) and independently obtained Corollary 2 of this paper. We now proceed
formally.
2. NOTATION AND PRELIMINARIES
Recursion-theoretic concepts not explained below are treated in [Rog67]. N
denotes the set of natural numbers; V denotes a nonmember of N and is assumed
to satisfy (\n)[n<V<]. Let #, , /, $, #, respectively denote membership,
subset, proper subset, superset, and proper superset relations for sets; < denotes
the emptyset; card(S) denotes the cardinality of set S. So ‘‘card(S)V’’ means that
card(S) is finite; min(S) and max(S), respectively, denote the minimum and maxi-
mum element in S. We take min(<) to be  and max(<) to be 0.
( } , } ) denotes a 11 computable mapping from pairs of natural numbers onto
natural numbers. ?1 , ?2 are the corresponding projection functions. ( } , } ) is
extended to n-tuples in a natural way.
4 denotes the empty function; ’, with or without decorations, ranges over partial
functions. ’(x)a denotes that ’(x) is defined. ’(x)A denotes that ’(x) is not defined.
For a # N _ [V], ’1=a ’2 means that card[x | ’1 (x){’2 (x)]a. ’1 {a ’2 means
that c[’1=a ’2]. (If ’1 and ’2 are both undefined on input x, then, as is standard,
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we take ’1 (x)=’2 (x).) If ’=a f, then we often call a program for ’ as an a-error
program for f; domain(’) and range(’) respectively denote the domain and range
of the partial function ’.
f, g, and h, with or without decorations, range over total functions. R denotes the
class of all recursive functions, i.e., total computable functions with arguments and
values from N. C and S, with or without decorations, range over subsets of R; P
denotes the class of all partial recursive functions. . denotes a fixed acceptable
programming system; .i denotes the partial computable function computed by
program i in the .-system. Note that in this paper all programs are interpreted with
respect to the .-system. We let 8 be an arbitrary Blum complexity measure
[Blu67] associated with the acceptable programming system .; many such
measures exist for any acceptable programming system [Blu67]. For this paper,
without loss of generality, we assume that 8i (x)x for all i, x.
A class CR is said to be recursively enumerable (r.e.) iff there exists an r.e. set
X such that C=[. i | i # X]. Zero is the everywhere 0 function, i.e., Zero(x)=0, for
all x # N.
2.1. Function Identification
We first describe inductive inference machines. We assume, without loss of
generality, that the graph of a function is fed to a machine in canonical order. For
any partial function ’ and n # N such that, for all x<n, ’(x) a , we let ’[n] denote
the finite initial segment [(x, ’(x)) | x<n]. Clearly, ’[0] denotes the empty
segment. SEG denotes the set of all finite initial segments, [ f [n] | f # R 7 n # N].
We let _ and {, with or without decorations, range over SEG. Let |_| denote
the length of _. We often identify (partial) functions with their graphs. Thus for
example, for _= f [n] and for x<n, _(x) denotes f (x). An inductive inference
machine (IIM) [Gol67] is an algorithmic device that computes a mapping from SEG
into N _ [?]. Intuitively, ‘‘?’’ above denotes the case when the machine may not wish
to make a conjecture. Although it is not necessary to consider learners that issue ‘‘?’’
for identification in the limit, it becomes useful when the number of mind changes
a learner can make is bounded. In this paper, we assume, without loss of generality,
that once an IIM has issued a conjecture on some initial segment of a function, it
outputs a conjecture on all extensions of that initial segment. This is without loss
of generality because a machine wishing to emit ‘‘?’’ after making a conjecture can
instead be thought of as repeating its previous conjecture. We let M, with or
without decorations, range over learning machines. Since the set of all finite initial
segments, SEG, can be coded onto N, we can view these machines as taking natural
numbers as input and emitting natural numbers or ?’s as output. We say that M( f )
converges to i (written: M( f ) a =i) iff (\n)[M( f [n])=i]; M( f ) is undefined if
no such i exists. The next definitions describe several criteria of function identification.
Definition 1 [Gol67, BB75, CS83]. Let a, b # N _ [V]. Let f # R.
(a) M Exab -identifies f (written: f # Ex
a
b(M)) just in case there exists an a-error
program i for f such that M( f ) a =i and card[n | ?{M( f [n]){M( f [n+1])]b
(i.e., M makes no more than b mind changes on f ).
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(b) M Exab -identifies S iff M Ex
a
b -identifies each f # S.
(c) Exab=[SR | (_M)[SEx
a
b(M)]].
We often write Exb for Ex
0
b , Ex
a for Ex
*
a , and Ex for Ex
*
0 . Ex0 is also referred
to as finite identification.
By definition of convergence, only finitely many data points from a function f
have been observed by an IIM M at the (unknown) point of convergence. Hence,
some form of learning must take place in order for M to learn f. For this reason,
hereafter the terms identify, learn, and infer are used interchangeably.
Definition 2 [Bar74, CS83]. Let a # N _ [V]. Let f # R.
(a) M Bca-identifies f (written f # Bca(M)) iff, for all but finitely many n # N,
M( f [n]) is an a-error program for f.
(b) M Bca-identifies S iff M Bca-identifies each f # S.
(c) Bca =[SR|(_M)[SBca(M)]].
We often write Bc for Bc0.
Definition 3 [Gol67]. (a) A machine M is said to be identifying by enumera-
tion iff there exists an effective sequence of programs p0 , p1 , ..., such that (i) each
.pi is total, and (ii) for all _ # SEG, M(_)= pi , where i=min[ j | _.pj].
(b) NUM=[C | (_C$ C)[C$ is recursively enumerable]].
Note that NUM is the collection of all the classes which can be identified using
identification by enumeration [Gol67]. Some relationships between the above
criteria are summarized in the following theorem.
Theorem 1 [CS83, BB75, Bar71]. (a) Ex0/Ex1/ } } } /Ex*/Bc/Bc1/ } } }
/Bc*=2R.
(b) Let a, b, c, d # N _ [V]. Then, Exab Ex
c
d iff ac and bd.
(c) NUMEx.
We let I and J range over identification criteria defined above.
There exists an r.e. sequence M0 , M1 , M2 , ..., of inductive inference machines such
that, for all criteria I of inference considered in this paper,
for all C # I, there exists an i # N such that CI(Mi).
[OSW86] shows the above for I=Ex. Essentially, the same proof can be used for
all I considered in this paper. We assume M0 , M1 , M2 , ... to be one such sequence
of machines.
2.2. Operators
Definition 4 [Rog67]. A recursive operator is an effective total maping, 3, from
(possibly partial) functions to (possibly partial) functions, which satisfies the follow-
ing properties:
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(a) Monotonicity: For all functions ’, ’$, if ’’$ then 3(’)3(’$).
(b) Compactness: For all ’, if (x, y) # 3(’), then there exists a finite function
:’ such that (x, y) # 3(:).
(c) Recursiveness: For all finite functions :, one can effectively enumerate (in :)
all (x, y) # 3(:).
Definition 5 [Rog67]. A recursive operator 3 is called general recursive iff 3
maps all total functions to total functions.
Remark 1. For each recursive operator 3, we can effectively (from 3) find a
recursive operator 3 $ such that
(a) for each finite function :, 3 $(:) is finite, and its canonical index can be effec-
tively determined from :, and
(b) for all total functions f, 3 $( f )=3( f ).
Definition 6 [JSW98]. Let I, J be identification criteria. (I, J)-robust=
[C | C # I 7 (\ general recursive operators 3)[3(C) # J]].
Note that traditionally only (I, I)-robust identification is considered and referred to
as robust I-identification. The above definition is a generalization of this notion. The
reason we consider such a generalization is that there are classes which are not in
(I, I)-robust, but they are in (I, J)-robust for J a weaker identification criterion than
I: i.e., I/J. Alternatively, one may interpret a positive result on (I, J)-robustness
as ‘‘how simple’’ (namely, even from I) a robustly J-identifiable class can be. Also,
as seen by the following proposition, we always have (I, J)-robust as a subset of
(J, J)-robust.
Proposition 1 [JSW98]. (a) Suppose II$, JJ$. Then (I, J)-robust(I$, J$)-robust.
(b) (I, J)-robust=(I & J, J)-robust.
Barzdin had conjectured that every class C in (Ex, Ex)-robust is in NUM; that
is, C is contained in a recursively enumerable class. Fulk refuted this conjecture by
constructing a class C # (Ex, Ex)-robust which is not in NUM. Fulk also showed
Theorem 2 [Ful90]. (a) For all a # N _ [V], (Exa, Exa)-robust=(Ex, Ex)-robust.
(b) For all n # N, (Bcn, Bcn)-robust=(Bc, Bc)-robust.
Since, R # Bc*, it follows that R # (Bc*, Bc*)-robust. Thus, for a # N _ [V] and
n # N, (Ex, Ex)-robust=(Exa, Exa)-robust(Bc, Bc)-robust=(Bcn, Bcn)-robust/
(Bc*, Bc*)-robust.
It was left open by Fulk whether (Ex, Ex)-robust/(Bc, Bc)-robust. We solve
this question in this paper.
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3. MAIN RESULT
We first show the following lemma.
Lemma 1. There exists a recursive function p such that, for all i # N, the following
five properties are satisfied:
(A) (\x<i)[.p(i) (x)=0].
(B) .p(i) (i)=1.
(C) card[x | .p(i) (x)A]1)
(D) range(.p(i)) [0, 1].
(E) For z # [0, 1], let
hzi (x)={.p(i) (x),z,
if .p(i) (x)a;
otherwise.
Then [h0i , h
1
i ] 3 Ex(M i).
Proof. This proof is based on modification of a proof of Ex1&Ex{< in
[CS83]. By the operator recursion theorem [Cas74] there exists a recursive p such
that .p(i) may be defined in stages as follows.
Initially, for x<i, .p(i) (x)=0 and .p(i) (i)=1. Let x0=i+1. Intuitively, xs
denotes the least x such that .p(i) (x) has not been defined before stage s. Go to
stage 0.
Stage s
1. For z # [0, 1], let
.p(i) (x), if x<xs ;
fz (x)={z, if x=xs ;0, otherwise.
2. For x=xs+1 to  Do
2.1. If Mi ( f0[x]){Mi ( f1[x]), then go to step 3.
2.2. Else let .p(i) (x)=0.
EndFor
3. Let z # [0, 1] be such that Mi ( fz[x]){Mi (.p(i)[xs]).
Set .p(i) (xs)=z, and let xs+1=x.
Go to stage s+1.
End Stage s
Fix i. It is easy to verify that (A) to (D) of the lemma are satisfied. We show (E).
We consider two cases:
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Case 1. There exist infinitely many stages. In this case h0i =h
1
i =.p(i) , and Mi on
.p(i) makes infinitely many mind changes (due to execution of step 3 infinitely often).
Case 2. Stage s starts but does not finish. In this case .p(i) is not defined on
exactly one point xs . Also, for all x>xs , M i (h0i [x])=Mi (h
1
i [x]). Thus Mi fails to
Ex-identify at least one of h0i and h
1
i .
From the above cases, it follows that (E) holds. K
Theorem 3. There exists a CR such that C # (Ex1&Ex, Bc)-robust.
Proof. Let p be as given by Lemma 3.1. For z # [0, 1], let
hzi (x)={.p(i) (x),z,
if .p(i) (x)a;
otherwise.
Let zero denote the everywhere zero function.
Let C=[Zero] _ [hzi | z # [0, 1] 7 i # N]. It is easy to verify, using Lemma 1,
that C # Ex1&Ex. Fix a general recursive operator 3. We assume without loss of
generality (by Remark 1) that for all f, n, 3( f [n]) is finite and a (canonical
index) for 3( f [n]) can be obtained effectively from f [n]. We will show below that
3(C) # Bc.
For all i, k # N and z # [0, 1], let
gzi, k(x)={.p(i) (x),z,
if x{k;
if x=k.
Let progp(i) denote a program (obtained effectively from i) for 3(.p(i)).
Let progq(i, k, z) be a program (obtained effectively from i, k, z) for 3(gzi, k). Let
progr(i, k) denote a program (obtained effectively from i, k) such that .progr(i, k) is
defined as follows.
.progp(i) (x), if .progp(i) (x)a;
.progr(i, k) (x)={.progq(i, k, 0) (x), if .progq(i, k, 0) (x)a=.progq(i, k, 1) (x)a;A, otherwise.
Note that the second clause above is consistent with the first clause, since .p(i)
is a subset of at least one of g0i, k and g
1
i, k .
Define M as follows.
M( f [n])
1. If f [n] is consistent with 3(Zero[n]), then output a program for
3(Zero[n]).
2. Otherwise, let m be the least number such that f [n] is inconsistent with
3(Zero[m]).
3. For each i<m, let ki=min[x | x>i 7 8p(i) (x)>n].
For each i<m, let ui=min[x | x>ki 7 8p(i) (x)>n].
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(* Note that min[x | x>i78p(i)(x)>n], and min[x | x>ki78p(i)(x)>n]
are nonempty, since by our assumption on 8, 8p(i) (x)x. *)
4. (* Note that, for all x<ui , gzi, ki is defined. *)
Let i<m be the least number such that, for some z # [0, 1], 3(gzi, ki[u i])
is consistent with f [n]. (If no such i exists, then output 0).
5. If both 3(g0i, ki[ui]) and 3(g
1
i, ki
[ui]) are consistent with f [n], then output
progr(i, ki).
Else output progq(i, ki , z), where 3(gzi, ki[ui]) is consistent with f [n].
End
We claim that the above M Bc-identifies 3(C). Suppose f # 3(C). If f =3(Zero),
then clearly, M Bc-identifies f. So suppose f{3(Zero). Let m0 be the least number
such that 3(Zero[m0]) is inconsistent with f. Then, clearly, for large enough n, m
as computed in step 2 of M( f [n]) will be m0 . Let i0 be the least number such that
for some z0 # [0, 1], f =3(hz0i0 ). Note that i0<m0 . Let n0>m0 be large enough so
that for all nn0 the following hold (note that there exists such an n0):
(A) f [n] is inconsistent with 3(Zero[m0]),
(B) For i<m0 , let k i , ui be as computed in step 3 of M( f [n]). Then, the
following three hold:
(B.1) For all i<i0 , and z # [0, 1], 3(gzi, ki[ui]) is inconsistent with f [n],
(B.2) If .p(i0)  R, then ki0=min[x | .p(i0) (x)A]],
(B.3) For z # [0, 1], if 3(hzi0) is inconsistent with f, then 3(h
z
i0
[ui0]) is incon-
sistent with f [n].
Now, it is easy to verify that, for all n>n0 , i as computed in step 4 is the same
as i0 . We now claim that for n>n0 , M( f [n]) is a program for f.
Fix n>n0 . Let ki0 , ui0 be as computed in step 3 of M( f [n]). Note that if
.p(i0)  R, then k i0=min[x | .p(i0) (x)A]]. We now consider the following two cases:
Case 1. Both 3(g0i0 , ki0[ui0]) and 3(g
1
i0 , ki0
[ui0]), are consistent with f [n]. (Note
that, in this case, our assumption on n0 implies that both 3(h0i0) and 3(h
1
i0
) are
consistent with f.)
Case 1a. .p(i0) is not total. In this case, our assumption on n0 implies that
ki0=min[x | .p(i0) (x)A]]. Thus, h
z
i0
= gzi0 , ki0 . Hence, by definition of progr(i0 , k0) for
all z # [0, 1], .progr(i0 , ki0)=3(h
z
i0
)=3(gzi0 , ki0).
Case 1b. .p(i0) is total. In this case, h
0
i0
=h1i0 , and thus .progr(i0 , ki0)=.progp(i0)
=3(h0i0)=3(h
1
i0
)= f.
Case 2. For some z # [0, 1], 3(gzi0 , ki0[u i0]) is consistent with f but 3(g
1&z
i0 , ki0
[u i0])
is inconsistent with f. In this case, hzi0= g
z
i0 , ki0
and f =3(gzi0 , ki0). Thus, M( f [n])=
progq(i0 , k i0 , z) is a program for f.
From the above cases, it follows that M( f [n]) is a program for f. Thus,
M Bc-identifies 3(C). K
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Corollary 1. There exists a C$R such that C$ # (Ex10&Ex, Bc)-robust.
Proof. Let C be as in the proof of Theorem 3. Let C$=C&[Zero]. One can
now easily verify that C$ # Ex10&Ex. The corollary now follows from Theorem 3. K
Corollary 2. (Bc, Bc)-robust &Ex{<.
The above solves an open problem from [Ful90].
Corollary 3. For all n # N, there exists a SR such that S # (Exn+10 &
Exn, Bc)-robust.
Proof. For f # R, let f $ be defined as
f $((x, y) )={ f (x),0,
if yn;
otherwise.
Suppose, C # (Ex10&Ex, Bc)-robust (Corollary 1 gives such a class). Let S=
[ f $ | f # C]. Since C # Ex10 , it follows that S # Ex
n+1
0 . Also, S # Ex
n  S # Ex 
C # Ex. Thus, S  Exn.
Also, since there exists a general recursive operator 3 such that, 3(C)=S, it
follows that S # (Bc, Bc)-robust. The corollary follows. K
Corollary 4. There exists a SR such that S # (Bc&Ex*, Bc)-robust.
Proof. For f # R, let f $ be defined as f $((x, y) )= f (x). Suppose, C #
(Ex1&Ex, Bc)-robust (Theorem 3 gives such a class). Let S=[ f $ | f # C]. Now,
S # Ex*  S # Ex  C # Ex. Thus, S  Ex*.
Also, since there exists a general recursive operator 3 such that, 3(C)=S, it
follows that S # (Bc, Bc)-robust. The corollary follows. K
Up to now we have confined ourselves to general recursive operators for realizing
the transformations of the classes to be learned. Clearly, this is not the most general
approach. One could allow recursive operators instead, which map the functions in
the class to be learned to total functions, but need not map functions outside the
class to total functions.
Definition 7 [JSW98]. (I, J)-recrobust=[C | C # I 7 (\ recursive operators
3 | 3(C)R)[3(C) # J]].
It is easy to verify that the proof of Theorem 3 also shows
Theorem 4. There exists a CR such that C # (Ex11&Ex, Bc)-recrobust.
Further note that the proof of Theorem 3 shows that for C as constructed in
proof of Theorem 3 one can find a machine Bc-identifying 3(C) effectively from a
program for 3. Thus not only can one Bc-identify 3(C) for all general recursive
operator 3, but one can effectively find a program for Bc-identifying 3(C) from a
program for 3. A similar observation also holds for Theorem 4 for recursive
operators mapping C to a subset of R.
Final manuscript received June 22, 1999.
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