Wind has become a popular renewable energy resource in the last two decades. Wind speed modeling is a crucial task for investors to estimate the energy potential of a region. The aim of this paper was to compare the popular 
Introduction
As demand of energy increases with the population growth, renewable energy resources have started to play an important role in meeting the energy needs. Recently, the fossil fuel reserves have gradually decreased and the interest in the clean and renewable energy resources has increased [1] [2] [3] [4] . There are several forms of renewable energy such as hydro energy, wind energy, solar energy, geothermal energy, and biomass energy. Among these renewable energy resources, wind energy has become a growing interest in recent years. There are significant increases in the number of wind energy plants installed in Turkey and the whole world. By the end of 2016, Turkey had 6106.05 MW installed wind energy capacity [5] and the wind energy potential of Turkey was predicted as 48,000 MW 1 , which is more than 11% of the global installed wind energy capacity in 2016.
Global wind power had an average annual growth rate of 22.1% between 1990 and 2015 [5] . Figures 1a and 1b show the cumulative installed wind energy capacity of Turkey and the world.
The different events of solar heating on the Earth's surface cause temperature and pressure differences in different regions. These differences of pressure lead air to move to other regions with low air pressure. This movement generates air currents which carry kinetic energy. Wind turbines convert the kinetic energy carried by air currents to mechanical or electrical energy [6] . Wind is a renewable, clean, and never-ending source of energy; however, the initial investment cost of turbines required to produce energy is high. Therefore, estimating the energy potential of the region is a critical prerequisite for entrepreneurs who are considering investment. It is also important for choosing the proper turbine model. Wind speed is the most important variable in the calculation of wind energy potential that is highly dependent on wind speed data [7, 8] . Wind speed modeling and estimation of wind energy potential have become the subject of many works in recent years.
Unimodal wind speed distributions are being highly used for wind speed modeling and wind power potential evaluation studies. Especially, two-parameter Weibull distribution is the most commonly used wind speed distribution due to its simplicity and flexibility in many wind energy studies. Beside Weibull distribution, other unimodal distributions such as Rayleigh, gamma, normal, and lognormal are also being used.
In the literature of unimodal wind speed distributions, Safari [6] compared Weibull, Rayleigh, lognormal, normal, and gamma distributions for modeling the wind speed data and found that Weibull, lognormal, and gamma distributions provide better fit for the data observed. Kaplan [9] , Köse et al. [10] , Çelik [11] , Akpınar and Akpınar [12] , and Gökçek et al. [13] employed Weibull and Rayleigh distributions to evaluate the wind energy potential in their studies. Hou et al. [7] showed that gamma and lognormal distributions performed better than Weibull distribution in some occasions. Akgül et al. [14] suggested that inverse Weibull distribution is a good alternative to the conventional Weibull distribution. Kantar and Usta showed that the minimum cross entropy [15] and the upper-truncated Weibull distribution [16] are better alternatives to the Weibull distribution. Sohoni et al. [8] compared Weibull, Rayleigh, gamma, lognormal, and inverse Gaussian distributions. They revealed that Weibull, Rayleigh, and gamma distributions represent the data better. Mert and Karakuş [17] employed 4-parameter Burr, 3-parameter generalized gamma, and Weibull distributions to analyze wind speed data obtained from Hatay, Turkey. Arslan et al. [18] proposed generalized Lindley and power Lindley distributions as alternative to Weibull distribution. Kantar et al. [19] employed the extended generalized Lindley distribution (EGLD) for wind speed analysis and they revealed that EGLD outperforms well-known unimodal distributions including Weibull, Rayleigh, gamma, and lognormal. Even though unimodal distributions are highly popular in wind speed modeling studies, they remain incapable of providing a good fit for the observations from the heterogeneous wind regime. Therefore, finite mixture distributions are also being employed.
In the literature of mixture wind speed distributions, Morgan et al. [20] stated that when Weibull distribution is compared with the more complex models such as two-component mixture Weibull (WW), Fletcher-Goldfarb-Shanno (BFGS), Nelder-Mead (NM), and simulated annealing (SA) optimization algorithms for the datasets obtained from an actual wind farm and a meteorological station. Our motivation can be seen from Figures 2a-2c , where the empirical wind speed density functions are highly heterogeneous. To assess the fit performances of wind speed distribution functions, Kolmogorov-Smirnov (K-S) test, root mean square error (RMSE), coefficient of determination ( R 2 ), and power density error (PDE) were considered as judgment criteria. Computation times were also included for a fair assessment. The rest of this paper is organized as follows: Section 2 describes the conventional unimodal and two-component mixture wind speed distributions, parameter estimation method, optimization algorithms, and model assessment criteria. A detailed information about the datasets and assessments of chosen wind speed distributions are presented in Section 3. Section 4 presents some aspects of the study. Finally, Section 5 includes the concluding remarks.
Materials and methods
Numerous wind speed distributions have been used in previous studies. The most common ones, Weibull, gamma, normal, and lognormal distributions, and their two-component mixture forms were considered in this paper. To find the unknown parameters of wind speed distributions, we used the ML approach which is the most common estimation technique in wind energy studies. NR, BFGS, NM, and SA algorithms were used to obtain ML estimators of the selected wind speed distributions.
Unimodal wind speed distributions

The Weibull distribution
One of the most frequently used distributions in wind speed modeling is the Weibull distribution. Let V be a random variable, the probability density function (pdf ), and cumulative distribution function (cdf ) of the Weibull distribution are respectively given by: and
where v is the wind speed data, k and c are the shape and scale parameters, respectively. ML estimators for k and c can be obtained by maximizing the log-likelihood function as shown below:
where v i denotes the wind speed observations and n is the number of observations. The ML estimators of k and c are respectively given below:k
However, the ML estimator of k can be computed by iterative methods.
Gamma distribution
The pdf and cdf of gamma distribution are respectively given below:
and
where α and β are the shape and scale parameters respectively, and Γ(α) is the gamma function. The loglikelihood function of gamma distribution is given below:
Normal distribution
Normal distribution has two parameters: µ and σ that are called mean and variance, respectively. The pdf and cdf of normal distribution are respectively given below:
The log-likelihood function of normal distribution is given by:
Lognormal distribution
The pdf and cdf of lognormal distribution are respectively given by:
where µ and σ are the mean and variance of the ln v , respectively. The log-likelihood function of lognormal distribution is given by:
2.2. Mixture wind speed distributions
Two-component mixture Weibull distribution
The pdf and the cdf of WW are respectively given by:
where k 1 and c 1 are the shape and scale parameters of the first Weibull component. Similarly, k 2 and c 2 are the shape and scale parameters of the second Weibull component. p is the mixing parameter where 0 < p < 1 . The log-likelihood function of WW is given below:
Two-component mixture gamma distribution
The pdf and cdf of GG are respectively given as follows:
where α 1 and β 1 are the shape and scale parameters of the first gamma component, α 2 and β 2 are the shape and scale parameters of the second gamma component respectively. p is the mixing parameter where 0 < p < 1 . The log-likelihood function of GG is given below:
Two-component mixture normal distribution
The pdf and the cdf of NN are respectively given by:
where µ 1 and σ 1 are the mean and variance of the first normal component respectively. Similarly, µ 2 and σ 2 are the mean and variance of the second normal component. p is the mixing parameter and 0 < p < 1 . The log-likelihood function of NN is given as follows:
Two-component mixture lognormal distribution
The pdf and the cdf of LL are respectively given as follows:
where µ 1 and σ 1 are the mean and variance of the first lognormal component, respectively. µ 2 and σ 2 are the mean and variance of the second lognormal component, p is the mixing parameter where 0 < p < 1. The log-likelihood function of LL is given by:
Maximum likelihood estimation
The main idea of the ML approach is based on the maximization of the log-likelihood function given in Eqs. (3), (8), (11), (14), (17), (20), (23), and (26) . ML estimations are the solutions of the first order partial derivatives of log-likelihood functions and they can be solved numerically using optimization techniques. To obtain ML estimators of the parameters, we use maxLik function which allows to select different optimization algorithms including NR, BFGS, NM, and SA in R software [29] .
The Newton-Raphson algorithm
NR is a simple and powerful algorithm. Let x 0 be the initial value for a root of a differentiable function f , ∇ is the gradient vector and H is the Hessian matrix (a matrix obtained from second partial derivatives of f ). First iteration will be
iterations more generally
where i is the number of iterations. Iterations will stop when ||x (i+1) −x i < c|| where c is a predefined constant.
NR is a fast algorithm, it converges quadratically; however, the success of the algorithm highly depends on the initial values. Another major disadvantage of NR is that it requires to compute Hessian matrix and gradient vector at each iteration.
The Broyden-Fletcher-Goldfarb-Shanno algorithm
BFGS [30] [31] [32] [33] is a very powerful technique in solving unconstrained optimization problems. BFGS does not explicitly compute the Hessian but it approximates; therefore, it is a fast algorithm. BFGS updates the Hessian at each iteration by using the following formula:
where k is the iteration number, x k is the starting point,
k , s k is the step taken from x k and y k = H k s k . Since BFGS stores V k at each iteration, it requires sufficient computer memory.
The Nelder-Mead algorithm
NM is a gradient-free, unconstrained nonlinear optimization algorithm that was proposed in 1965 by Nelder and Mead [34] . NM uses a simplex to find an optimal solution for the n -dimensional optimization problems.
NM starts with a set of n + 1 points which are the vertices of working simplex. Once the initial simplex is constructed, the objective function is evaluated at each vertices to test if the convergence criterion is satisfied, if not, NM transforms the simplex by using reflection, expansion, contraction, and shrinking operators. NM can be easily implemented and gives significant results in the first few iterations; however, it is not efficient for the large problems for which it does not guarantee an optimal solution.
The simulated annealing algorithm
Annealing is the process of changing the internal structure of the metals by heating them up to the melting point and slowly cooling into a minimum energy crystalline structure. SA is a gradient-free, heuristic search algorithm that was inspired by the annealing process in metal works and adapted to optimization problems by Kirkpatrick et al. [35] . The algorithm does not only accept the solutions that decrease the objective function, but also accepts the solutions that increase the objective function with a probability p = e −∆/t in order to avoid getting stuck in local minima, where ∆ is the increase in the objective function and t is the control parameter. Probability of accepting bad solutions systematically decreases with the iterations. Similar to NM, SA tends to be slow for large problems and does not guarantee an optimal solution.
In the following section, the performances of the wind speed distributions and optimization algorithms are evaluated via model assessment criteria.
Model assessment
Wind speed distributions used in this study were evaluated based on K-S test, RMSE, R 2 , and PDE criteria.
K-S test was used for deciding whether a sample belongs to a population with a specific distribution. Let F 0 (x) be the population cumulative distribution and S N (x) be the observed cumulative step function of sample, then test statistic d is the maximum difference between the empirical and analytical cumulative distributions [36] .
RMSE indicates the deviation between the observed data points and model's predicted values. R 2 shows how well the model fits the observed data. RMSE and R 2 are respectively given below:
whereF is the estimated cdf , X (i) is the i-th order statistics,F = ∑ n i=1F i /n , and n is the number of wind speed observations [18] . PDE is described as follows:
where P R is the wind power density computed from the actual wind speed observations. P D is the wind power density obtained from a theoretical density function. P R and P D are respectively given by:
Lower K-S test statistic, RMSE and PDE values, and higher R 2 value indicate better fit performance.
Results
Seasonal wind speed analysis
The seasonal wind speed observations were gauged at 80 m height and collected on 10-min basis in Belen
Wind Power Plant located in Hatay region of Turkey. Geographical coordinates of the plant is 36
36
• 12 ′ 45.0 ′′ E. A preprocessing stage was not employed to the dataset. Table 1 shows the summary of wind speed for each season and year. Accordingly, summer months are more convenient for wind power generation. The parameter estimations, K-S test statistic, RMSE, R 2 values, and the computation times of the wind speed distributions obtained by using four different optimization algorithms are presented in Tables 2  and 3 . According to the results of K-S test statistic, WW was the most successful distribution in 2013. WW provided the best fit in winter and spring by using BFGS, and in autumn by using NM. NN was the second-best distribution and provided the best fit in summer by using NR. When the results were evaluated according to the RMSE and R 2 criteria, WW provided the best fit in winter by using NR and in spring by using BFGS. NN and LL provided the best fit by using NR in summer and autumn, respectively. According to the evaluation based on PDE, LL using NM and SA provided better modeling in winter and autumn, respectively.
In 2014, GG provided the best fit in all months according to K-S test statistic, RMSE, and R 2 criteria. For the K-S test statistic, GG provided better modeling by using NM in winter and spring, and NR in summer and autumn. According to RMSE and R 2 criteria, GG provided the best fit by using BFGS in winter, NM in spring and summer, and NR in autumn. LL provided the best fit in winter and autumn by using NM according to the PDE criterion. Density fit plots are demonstrated in Figure 4 .
In summary, mixture wind speed distributions outperformed the unimodal wind speed distributions according to K-S test statistic, RMSE, and R 2 criteria. Unimodal distributions performed better only in 3 seasons according to the PDE criterion. NM and BFGS were the fastest optimization algorithms for the parameter estimations of unimodal and mixture distributions, respectively. SA was the slowest algorithm for all types of distributions. Overall comparison of the distributions and the optimization algorithms is presented in Table 4 . 
Annual wind speed analysis
Wind speed dataset observed at Gökçeada Meteorological Station was used for the annual wind speed analysis.
Observations were gauged at 10 m height on hourly basis from 2010 to 2013. Geographical coordinates of the station is 40 • 11 ′ 27.6"N, 25
• 54 ′ 27.0"E. The dataset was provided by the Turkish State Meteorological Service. Table 5 presents the summary statistics for the dataset.
Wind direction frequency and the average wind speed for each direction and calm are presented in Figure 5 . The maximum frequency of occurrence is at NNE with the average wind speed of 5.69 m/s.
The parameter estimations, K-S test statistic, RMSE, R 2 values, and the computation times of the wind speed distributions obtained by using four different optimization methods are presented in Table 6 . NM was the fastest optimization algorithm for unimodal wind speed distributions while BFGS and NM were the fastest algorithms for mixture distributions. SA is the slowest algorithm for all types of datasets. Density fit plots of the distributions are presented in Figure 6 . Overall comparison of the distributions and optimization algorithms is presented in Table 7 .
Discussion
In this paper, we presented a comparison between unimodal and two-component mixture wind speed distributions. The Weibull, gamma, normal, lognormal distributions, and their two-component mixture forms were employed to model the wind speed observations obtained from Belen Wind Power Plant and Gökçeada Meteorological Station.
Similar studies have been conducted in wind speed modeling; however, the aspects that make this study different are that it has a detailed seasonal and annual analysis and gives opportunity to compare the optimization algorithms for ML. Additionally, it also allows to compare the results of the wind speed datasets obtained from an actual wind farm and a random meteorological station. Finally, we would like to emphasize that the number of mixture components is fixed. In future works, we will focus on an unknown number of mixture components for wind speed modeling. 
Conclusion
Main results of this study can be summarized as follows:
1. Two-component mixture distributions have superiority over the unimodal distributions for the seasonal and annual wind speed data according to the assessment criteria including K-S test statistic, RMSE, R 2 , and PDE.
