Abstract This paper presents novel approaches for combining re-ranking and rank aggregation methods aiming at improving the effectiveness of Content-Based Image Retrieval (CBIR) systems. Given a query image as input, CBIR systems retrieve the most similar images in a collection by taking into account image visual properties. In this scenario, accurately ranking collection images is of great relevance. Aiming at improving the effectiveness of CBIR systems, re-ranking and rank aggregation algorithms have been proposed. However, different re-ranking and rank aggregation approaches, applied to different image descriptors, may produce different and complementary image rankings. In this paper, we present four novel approaches for combining these rankings aiming at obtaining more effective results. Several experiments were conducted involving shape, color, and texture descriptors. The proposed approaches are also evaluated on multimodal retrieval tasks, considering visual and textual descriptors. Experimental results demonstrate that our approaches can improve significantly the effectiveness of image retrieval systems.
Introduction
Currently, image and multimedia retrieval consists in a research challenge of great interest in academia and industry. Successive advances in image acquisition and sharing technologies have enabled significant changes in the users' behavior. Users have moved from consumers to active producers of multimedia content. In this scenario, effective systems for analyzing and searching images by content are mandatory. Content-Based Image Retrieval (CBIR) can be broadly seen as any technology that helps to organize digital picture archives by means of their visual content [11] . In general, given a query image, a CBIR system aims at retrieving the most similar images in a collection. Images are ranked in decreasing order of similarity between the feature vectors of the query image and dataset images. The descriptors take into account different visual properties of the image (e.g., shape, color, and texture).
Although very promising and present in various industry retrieval system, the current approaches also have limitations. A common problem consists in the use of visual similarity for judging semantic similarity. This limitation is generally known as "semantic gap," because is related to the mismatch between low-level features and high-level semantic concepts [11] . The semantic gap, in turn, has direct and negative impact on the effectiveness of retrieval systems. Recently, post-processing approaches, as re-ranking algorithms [41] , have been proposed in order to improve the effectiveness of retrieval results, without the need of user intervention.
The research involving visual features is also very active and several different features [17, 20, 27, 31] have been proposed, considering shape, color, and texture properties. In this scenario, an alternative solution for improving the effectiveness of retrieval systems consists in combining different visual features using rank aggregation methods. For a retrieval task, different features produce different rankings. Therefore, it is intuitive that different descriptors may provide different but complementary information about images. In this way, rank aggregation techniques [3, 7, 15, 38] aim at combining different rankings in order to obtain a more accurate one. Although diverse rank aggregation approaches have been proposed for years [16] , this research area is still attracting attention of CBIR systems researches [38] .
More recently, there has been considerable research on contextual re-ranking methods. In general, CBIR systems consider only pairwise image analysis, that is, compute similarity measures considering only pairs of images, ignoring available information encoded in the relations among several images. On the other hand, the user perception usually considers the query specification and responses in a given context. Therefore, the main objective of these methods consists in exploiting the contextual information aiming at improving the distance measures. Significant effectiveness gains have been obtained, considering various algorithms and techniques [21, 22, 32, 34, 36, 38, 41, 43, 49, 62, 63] .
In the same way that different visual features produce different and complementary rankings, results of re-ranking and rank aggregation methods can also be combined to obtain more effective results. Although a lot of efforts have been employed to develop new visual features, re-ranking, and rank aggregation methods, few initiatives aim to combine them. In this paper, we propose four novel approaches for combining re-ranking and rank aggregation methods aiming at improving the effectiveness of CBIR systems. We discuss how to combine (i) re-ranking algorithms; (ii) rank aggregation algorithms, and both (iii) re-ranking and rank aggregation algorithms.
A large experimental evaluation was conducted, considering different datasets and various image descriptors (using shape, color, and texture properties). We evaluated the proposed approaches on multimodal retrieval tasks, considering visual and textual descriptors, and performed comparisons with stated-of-the-art methods. Experimental results demonstrate that our combination approaches can further improve the effectiveness of image retrieval systems. This paper differs from previous work [38, 39] as it presents: (i) a formal definition of the proposed methods; (ii) a new meta-agglomerative approach for combining rank aggregation methods; and (iii) extends the experimental protocol, evaluating the proposed method on visual and mutlimodal image retrieval tasks. This paper is organized as follows. Section 2 discusses related work. Section 3 presents a formal definition of the adopted image retrieval model using re-ranking and rank aggregation methods. Section 4 presents our approaches for combining re-ranking and rank aggregation methods. Section 5 briefly presents the re-ranking and the rank aggregation methods considered in our experiments. Section 6 presents the experimental evaluation and, finally, Section 7 discusses the conclusions.
Related work
This section discusses related work. Section 2.1 presents re-ranking approaches, while Section 2.2 discusses upon rank aggregation methods.
Re-ranking
In a general retrieval scenario, given a query image, a CBIR system aims at retrieving the most similar images in a collection ranked in decreasing order of similarity. Traditional CBIR systems compute a predefined distance (or similarity) measure between the query image and each collection image. Next, the images are ordered according to the considered measure. Therefore, these approaches perform only pairwise image analysis, that is, they compute measures considering only pairs of images.
However, the traditional distance measures (as the classical Euclidean distance) often fail to return satisfactory results, mainly due to the well-known semantic gap problem [18] . In addition, the pairwise analysis ignores existing information encoded in the relationships among several images. In recent years, there has been considerable research on improving the distance measures in CBIR systems and several approaches [22, 36, 62, 63] have been proposed to improve the effectiveness of retrieval tasks by replacing pairwise similarities by more global affinity measures [63] . These approaches propose improving the effectiveness of image searches by exploiting the information about the relationships among images, commonly referred to as contextual information, in an unsupervised way. These methods require no user intervention, training or labeled data, and often use iterative strategies to process contextual information. Significant advances also have been achieved by image retrieval and re-ranking based on text queries [24, 53] .
Promising results have been obtained by individual methods, yielding very significant effectiveness gains. On the other hand, different techniques have been employed for exploiting contextual information, as diffusion process [61, 62] , clustering [32] , frequence of patterns [55] , graph-based algorithms [22, 63] , and approaches based on the analysis of ranked lists [41] .
Considering the positive results and the diversity of strategies employed, it is expected that these approaches can be combined. However, to the best of our knowledge, there are no studies about strategies for combining these methods.
Rank aggregation
In many retrieval applications, different algorithms often provide different and complementary information about the datasets being analyzed. This scenario is similar for content-based image retrieval systems, in which combining various visual features may improve ranking and retrieval effectiveness performance. A common approach for improving CBIR systems consists in using rank aggregation techniques. In many situations, rank aggregation has been seen as a way for obtaining a consensus ranking when multiple ranked lists are provided for a set of objects. More specifically, rank aggregation approaches aim at combining different rankings in order to obtain a single and more accurate one.
Although rank aggregation problem has a long history [13, 29] , and received great attention by the computer community in the last few decades [16] , it is still being employed in many new applications [13, 29] . The rank aggregation methods use mainly the information of: (i) the score computed for an image; and (ii) the position (or rank) assigned to an image in a ranked list. Traditional methods as CombSum and CombMNZ algorithms [16] consider the sum of the normalized relevance scores computed by different systems. The Borda count method [8] uses rank information in voting procedures and rank scores are summed up directly.
Rank aggregation methods can be also specially useful for multimedia retrieval, when multimedia objects are composed of different media such as text and image, providing different kinds of upon the same data. Commonly, different rank aggregation approaches consider that images highly ranked in many ranked lists are likely to be relevant [10] . Most of the techniques developed in that context fall in three different categories: early fusion, late fusion, and transmedia fusion. Early fusion approaches consider the feature space designed via a joint model, integrating different features into a single large vector. Late fusion techniques, on the other hand, merge the monomedia similarity information by means of aggregation functions. The aggregation functions exploit information from different rankings for computing a more accurate onte. In transmedia approaches, one of the modalities is first used to gather relevant objects and then other modality is employed to aggregate their results [7] .
As a result of the diversity of rank aggregation approaches, there are studies about the comparison among different rank aggregation methods [45] , although there is no consensus about the best method for all situations. Our objective in this paper is to combine different re-ranking and rank aggregation approaches recently proposed for image retrieval scenarios.
Image retrieval model
This section presents formal definitions for image descriptor, re-ranking, and rank aggregation. Those concepts are used along the text. In order to obtain the distance between two images img i and img j , it is necessary to compute the value of ρ( (img i ), (img j )). For simplicity and readability purposes we use the notation ρ(img i , img j ). The distance ρ(img i , img j ) among all images img i , img j ∈ C can be computed to obtain an N × N distance matrix A, such that A ij = ρ(img i , img j ).
Image descriptor
Given a query image img q , we can compute a ranked list R q in response to the query, based on the distance matrix A. The ranked list R q ={img 1 , img 2 , . . . , img N } can be defined as a permutation of the collection C which put the collection images in increasing order of distance ρ. We also can take every image img i ∈ C as a query image img q , for obtaining ranked lists for each image of the collection.
Re-ranking
Re-Ranking algorithms aims at exploiting contextual information encoded in the distance matrix A and in the respective ranked lists which can be computed based on distances. We can formally define a a re-ranking algorithm as a function f r that takes as input the distance matrix A and for computing a new and more effective distance matrix A r :
Given the new distance matrix A r , new ranked lists can be computed. Note that the function f r consists in exploiting relationships among images encoded in matrix A and the respective ranked lists.
Rank aggregation
Let C be an image collection and let
The set of descriptors D can be used for computing a set of distances matrices A = {A 1 , A 2 , . . . , A m }. As discussed in previous subsection, for each distance matrix A i ∈ A, a set of ranked lists can be computed. The objective of rank aggregation methods is to use the set A as input for computing a new (and more effective) distance matrix A a :
Based on the combined distance matrix A a , a new set of ranked lists can be computed.
Efficiency aspects
Although the re-ranking and rank aggregation methods are formally defined in terms of full distance matrices, the methods are also direct supported by ranked list analysis. Although the ranked lists contain distance scores from the entire collection, the top positions of ranked lists are expected to contain the most relevant images related to the query image. Therefore, most of the methods can be extended for performing updates and analysis considering only a subset of ranked list (and the respective distance information).
Recent works [33] demonstrated the scalability of re-ranking methods that exploit this approach. Indexing structures are used for avoiding the need for computing all distances for each ranked list. In addition, parallel and heterogeneous computing environments have been exploited for accelerating re-ranking methods. Since rank-based approaches are less 
Combining re-ranking and rank aggregation methods
This section presents four different approaches for combining re-ranking and rank aggregation methods.
Cascading re-ranking
In the previous section, we defined a re-ranking algorithm as a implementation of a function f r (A). Note that in (1), both input and output of the function f r are distance matrices (the set of ranked lists can be computed based on the distance matrix). In this way, an output matrix obtained from a given function (implemented by a re-ranking algorithm) can be sent to other re-ranking algorithm, aiming at further improving its effectiveness. We call this combination approach as "cascading re-ranking," as it can be applied to a chain of re-ranking algorithms.
More formally, let F r = {f r 1 , f r 2 , . . . , f r c } be a set of functions which represents different re-ranking algorithms. We can use a given distance matrix A for computing a new distance matrix A r considering a composite function based on the set F r as follows:
The main motivation of this approach is based on two facts: (i) different re-ranking algorithms exploit contextual information in different ways and can be complementary (one algorithm can improve the quality of ranked lists that others did not); (ii) the second reranking algorithm can take advantage of improvements obtained by the first one. Figure 1 illustrates this combination approach, considering two re-ranking algorithms.
Re-ranking with rank aggregation combination
A single distance matrix A computed by a given image descriptor can be submitted to different re-ranking algorithms, defined by the set of functions F r = {f r 1 , f r 2 , . . . , f r c }. In this scenario, a different distance matrix is computed for each re-ranking algorithm, producing a set of matrices {A 1 , A 2 , . . . , A c }.
As discussed in the previous section, the results obtained by the different re-ranking methods are often complementary (one re-ranking can exploit contextual information that others did not). On the other hand, rank aggregation methods aims at combining complementary results. Therefore, we propose to use a rank aggregation method for combining the results of different re-ranking algorithms in order to obtain a single, and more effective distance matrix A a . Equation (4) defines this combination approach, using a the function f a representing a rank aggregation method.
, f r c (A)).
(4) Figure 2 illustrates the proposed model, considering the use of two re-ranking methods followed by a rank aggregation step.
Agglomerative rank aggregation
The two previous combination approaches consider the strict situation where only one image descriptor is available. In this section, we present a combination approach called "Agglomerative Rank Aggregation," which is able to use several image descriptors as input.
Given a set of distance matrices A computed by a set of image descriptors, different rank aggregation methods can be employed for combining them. However, each rank aggregation method produces a different and complementary distance matrix. In this way, another rank aggregation method can be employed for combining the results of the first rank aggregation methods. This combination approach uses a hierarchical agglomerative method, in which the rank aggregation methods can be divided in layers.
Considering a combination based on a two-layer approach, the first layer refers to the use of rank aggregation methods that are defined as a set of functions F a = {f a 1 , f a 2 , . . . , f a c }. The second layer, in turn, refers to the use of another rank aggregation method, defined by a function f a . This function combines the matrices computed by the methods used in the first layer. The final distance matrix A a is computed as follows:
, f a c (A)).
(5) Figure 3 illustrates the proposed approach for a two-layer rank aggregation scenario.
Meta-agglomerative rank aggregation
As we have previously discussed, the general goal of rank aggregation algorithms is to combine distance matrices computed by different image descriptors aiming at obtaining a new and more effective distance matrix (and ranked lists computed based on distances). In this way, the combined matrix can be considered as a meta-feature and therefore, used as input for the same rank aggregation approach. According to this reasoning, we extend the agglomerative presented in previous section by proposing a Meta-Agglomerative Rank Aggregation approach. The first output combined matrix is computed by the agglomerative combination, using the rank aggregation algorithms defined by the first and second layers. In the following, the output matrix is used as an input to the second layer algorithm. Figure 4 illustrates the proposed approach for the meta-agglomerative approach.
Re-ranking and rank aggregation methods
This section briefly describes the re-ranking and rank aggregation methods considered in the experimental evaluation of our proposed combination approaches. 
Re-ranking methods
This section presents the two re-ranking methods considered: the Contextual ReRanking [34, 40] and the RL-Sim Algorithm [41] .
Contextual re-ranking
The Contextual Re-Ranking (CRR) [34, 40] algorithm re-ranks images by taking into account contextual information encoded in ranked lists and distance among images. The algorithm uses a gray scale image representation of distance matrices computed by CBIR descriptors, referenced as context image. The axes of images are defined according to ranked lists and each pixel represent the distance between two images in the dataset, normalized in the interval [0,255] for defining a gray scale. Given an image, the re-ranking algorithm processes contextual information by constructing context images for each one of its k-nearest neighbors. The main steps of Contextual Re-Ranking Algorithm are illustrated in Fig. 5 .
Each context image is analyzed using image processing techniques. Median filters are used to process the context images, filtering out wrong similarity information. Subsequently, a binary image is obtained from the gray scale image, where the black pixels represent similarity between the images.
An affinity matrix W is employed for storing the similarity between images, computed using the information of black pixels. More formally, W [i, j ] defines the similarity between images img i and img j . In this way, the black pixels define increments to the affinity matrix W .
The same procedure is performed for all img i in the collection. Since all images are processed, the affinity matrix W is used as input for computing a new distance matrix A t+1 (where t indicates the current iteration). Based on the new distance matrix A t+1 , a new set of ranked lists is computed. These steps are repeated along several iterations. After a 
RL-sim re-ranking algorithm
The main motivation of RL-Sim Re-Ranking [41] algorithm relies on the conjecture that contextual information encoded in the similarity between ranked lists can provide resources for improving effectiveness of CBIR descriptors. In general, if two images are similar, their ranked lists should be similar as well [35] . In the following, we present a definition of the re-ranking algorithm.
Let ψ : R × R × N → R be a similarity function that defines a similarity score between two ranked lists considering their first K images, such that ψ(R x , R y , K) ≥ 0 for all R x , R y ∈ R. The RL-Sim Re-Ranking [41] takes as input an initial set of ranked lists R and use the function ψ for computing a more effective distance matrix A r and therefore a more effective set of ranked lists R r . An iterative approach is used: the new (and more effective) set R t+1 , where t indicates the current iteration, is used for the next execution of our re-ranking algorithm and so on. These steps are repeated along several iterations aiming at improving the effectiveness incrementally. After a number T of iterations a re-ranking is performed based on the final distance matrix A r . Based on final distance matrix, a final set of ranked lists can also be computed.
The objective of function ψ is to compute a more effective distance between two images, considering the contextual information encoded in the first K positions of their ranked lists. Let kNN be a function that extracts a subset with the first positions of ranked list R x , such that | kNN(R x , k) |= k. The function ψ computes the intersection between the subsets of two ranked lists considering different values of k, such that k ≤ K. Equation (3) presents the function ψ based on the intersection metric [14] .
A new dissimilarity measure, based on similarity of ranked lists, is computed as follows:
Distance Optimization Algorithm
The Distance Optimization Algorithm (DOA) [36] employs a clustering approach for performing image re-ranking in CBIR tasks. The algorithm is based on the fact that if two images are similar, their distances to other images and therefore their ranked lists should be similar as well. The algorithm creates clusters and uses them for updating distances among images. Based on new distances, more effective clusters can be computed and these steps are repeated in an iterative manner until a convergence criterion is reached. Clusters are created according to cluster-similar functions, which consider the similarity of their ranked lists or the correlation of their distances. Once clusters are created, distances among images belonging to the same cluster are update (decreased). Redefining distances leads to performing a re-ranking which redefine the clusters. This process is repeated while an unsupervised estimation of the quality of clusters improves.
Mutual kNN graph
The Mutual kNN Graph [22] proposes an unsupervised approach for query-by-example and clustering tasks. The method is evaluated on shape retrieval and goes beyond pairwise similarity analysis by considering the underlying structure of the shape manifold, which is estimated from the similarity scores between all the shapes within a collection.
The manifold structure of the data is exploited by defining a neighborhood for each data point in terms of a modified version of a mutual k-nearest neighbor graph, which yields improved performance on all analyzed datasets [22] . In addition to the modification in the graph construction, possible asymmetries of the input affinity matrix are also exploited.
Rank aggregation methods
This section briefly describes the rank aggregation approaches considered in our experimental evaluation. We discuss the Contextual Rank Aggregation [37, 40] , the use of RL-Sim Algorithm [41] for rank aggregation tasks and the Set Rank Aggregation method.
Contextual rank aggregation
The Contextual Rank Aggregation (CRA) [37] algorithm aims at combining the results of different descriptors. The main idea consists in applying the Contextual Re-Ranking [34] algorithm discussed in Section 5.1.1, but using the affinity matrix W for accumulating updates of different descriptors at the first iteration. In this way, different matrices A i ∈ A of different descriptors are being combined.
RL-sim rank aggregation
Let D = {D 1 , D 2 , . . . , D m } be a set of CBIR descriptors. We can use the set of descriptors D for computing a set of distances matrices A = {A 1 , A 2 , . . . , A m }. The approach used by the RL-Sim Algorithm [41] for combining descriptors works as follows: first, the set A is combined in a unique matrix A a . For the matrices combination, a multiplicative approach is employed. Each position (i, j ) of the matrix is computed as follows:
Given a combined matrix A a , a set of ranked lists R a is computed based on this matrix. Then, both the matrix A a and the set R a are used as input for RL-Sim re-ranking algorithm.
Set rank aggregation
In this section, we propose a simple rank aggregation method to be used as a second layer rank aggregation in agglomerative approach combination, presented in Section 4.3. We consider the strategy of modeling the ranked lists as sets of different sizes. This strategy is also used by the RL-Sim [41] algorithm, presented in Section 5.1.2. We use the same function ψ described in (6) for computing the similarity between ranked lists. We refer to this method as Set Rank Aggregation (SetRA) along the paper. The main idea is to compute the similarity between ranked lists, defined by each distance matrix being combined, and add this similarity scores in order to obtain a new combined score. Let m be the number of matrices being combined and R i x be the ranked list produced by matrix A i for image img x and R i y for image img y , the new combined similarity score ψ c is computed as follows:
The new combined distance is computed as the inverse of similarity score given by function ψ c .
Experimental evaluation
This section presents a set of conducted experiments for demonstrating the effectiveness of our combination approaches. We analysed our approaches under several aspects and compared our results with other methods from the literature. Section 6.1 describes the datasets and descriptors used for content-based image retrieval tasks. Section 6.2 presents the experimental results concerning the cascading re-ranking methods. Section 6.3 presents results for combination of re-ranking methods. Section 6.4 presents the evaluation of agglomerative rank aggregation approach, while Section 6.5 discusses the evaluation of meta-agglomerative approach. Section 6.6 describes the experimental evaluation of multimodal image retrieval tasks, considering visual and textual descriptors. Section 6.7 discusses performed experiments on the widely used UKBench dataset. Finally, Section 6.8 presents a comparison of our approaches with other re-ranking and rank aggregation methods. Some sections discuss the gain obtained by the combination approaches. We consider a relative gain formulation aiming at considering the amount of improvement over the initial effectiveness results of each descriptor. Let M b be the value of the effectiveness measure before the use of the combining algorithms and let M a be the value after its use, the gain is computed as follows: Table 1 presents a summary of the re-ranking and rank aggregation methods, the sections that they were discussed, and the respective acronyms used along the experimental evaluation. Table 2 shows a summary of datasets used, described in details in next sub-sections. For all datasets, we considered all images as queries in the experimental evaluation. 
Descriptors and datasets

Shape
We use the MPEG-7 collection [25] , a well-known shape database, commonly used for re-ranking and post-processing methods evaluation and comparison. This collection is composed of 1400 shapes divided into 70 classes, composed by 20 objects each. In addition to MAP, we consider the bullseye score (Recall@40) as evaluation measure, which counts all matching objects within the 40 most similar candidates. The retrieved score is normalized with the highest possible number of hits, which is 20. We consider six shape descriptors using the MPEG-7 collection: Segment Saliences (SS) [48] , Beam Angle Statistics (BAS) [1] , Inner Distance Shape Context (IDSC) [27] , Contour Features Descriptor (CFD) [35] , Aspect Shape Context (ASC) [28] , and Articulation-Invariant Representation (AIR) [17] .
Color
We evaluate our method for three color descriptors: Border/Interior Pixel Classification (BIC) [50] , Auto Color Correlograms (ACC) [20] , and Global Color Histogram (GCH) [51] . The experiments were conducted on a database used in [58] and composed of images from 7 soccer teams, containing 40 images per class.
Texture
The experiments consider three well-known texture descriptors: Local Binary Patterns (LBP) [31] , Color Co-Occurrence Matrix (CCOM) [23] , and Local Activity Spectrum 
Cascading re-ranking
This section discusses the use of our cascading approach for combining re-ranking methods.
The main goal of this experiment is to validate that our proposed approach can be used with different re-ranking methods. In this way, we considered the MPEG-7 collection, which is commonly used for evaluation of post-processing methods.
We considered four different re-ranking approaches: the Distance Optimization Algorithm [35] , the Mutual kNN Graph [22] , the Contextual Re-Ranking [34] , and RL-Sim Re-Ranking [41] algorithms. We also considered the Contextual Re-Ranking [34] and RL-Sim Re-Ranking [41] applied to all algorithms. Table 3 presents the results for Recall@40 measure. The CFD [35] descriptor was considered due to its high gains obtained for this descriptor. The IDSC [27] descriptor was considered due to its use by the evaluation of the Mutual kNN Graph [22] algorithm. We can observe positive gains over the first re-ranking method for all combinations, ranging from +0.11 % to +1.99 %. The positive gains indicate that, even with contextual information already exploited by the first re-ranking employed, the second re-ranking can further improve the effectiveness when combined by our cascading approach.
Combining re-ranking methods with rank aggregation
This section presents the effectiveness evaluation of our approach for combining re-ranking with rank aggregation algorithms. We consider the Contextual Re-Ranking (CRR) [34] , the RL-Sim Re-Ranking [41] , and the Set Rank Aggregation (SetRA) algorithms. We aim also to evaluate the use of the proposed approach for different descriptors and datasets. We considered three datasets and twelve descriptors, including shape, color, and texture descriptors. Table 4 presents the MAP scores for RL-Sim Re-Ranking [41] and Contextual ReRanking [34] algorithms in isolation, and considering our combination approach. The results obtained by an arithmetic mean combination are also showed as a baseline. As we can observe, for almost all descriptors our combination approach presents a higher MAP score than both baselines, with significant gains. Exceptions are the LBP [31] and LAS [52] descriptors, in which the RL-Sim Re-Ranking [41] yields low gains. However, we should note that, even for those cases, our combination approach presents a MAP score higher than the worst re-ranking methods (in fact, close to the average result between the two methods).
Our approach also presents a higher average score when compared to both re-ranking algorithms. The combination score (67.72 %) represents a gain of +2.48 % for Contextual Re-Ranking [34] algorihtm (66.08 %) and +3.67 % to the RL-Sim Re-Ranking [41] algorihtm (65.32 %).
We also considered the bullseye score (Recall@40) for shape descriptors on the MPEG-7 collection. Table 5 presents the effectiveness results considering the Recall@40 measure. Similar results were observed for the MAP measure. Our combination approach also presents better average scores (86.69 %) than both re-ranking algorithms. Note that the RLSim Re-Ranking [41] algorithm yields better average Recall@40 scores than Contextual Re-Ranking [34] algorithm. The contrary occurs considering the MAP scores (Contextual Table 4 ). However, our combination approach presents better scores considering both measures.
Agglomerative rank aggregation
This section presents the evaluation of our proposed Agglomerative Rank Aggregation Approach, introduced in Section 4.3. We select two descriptors with the best effectiveness results for each visual property (shape, color, and texture). For shape descriptors, we do not consider the AIR [17] descriptor because this descriptor presents a very high effectiveness result by itself and our objective is to evaluate the potential of the combination approach. Table 6 presents the MAP score of our combination approach. For comparison, we also present the MAP scores for descriptors in isolation and other baselines: the arithmetic mean, the multiplicative approach, and an strategy that uses as the first-layer rank aggregation method, the RL-Sim Rank Aggregation [41] and Contextual Rank Aggregation (CRA) [37] algorithms. We can observe that significant gains are obtained by the proposed combination approach when compared with the results of the descriptors and with the first-layer rank aggregation method and baselines.
Meta-Agglomerative Rank Aggregation
This section discusses the effectiveness performance of the proposed Meta-Agglomerative Rank Aggregation Approach. Similarly to the Agglomerative Rank Aggregation evaluation, we select two descriptors with the best effectiveness scores for each visual property (shape, color, and texture). Table 6 presents the MAP score of this combination approach, in which the first layer rank aggregation consists of the use of RL-Sim RA + CRA + Agglomerative RA. The MAP score for descriptors in isolation and combined with first-layer rank aggregation method are also presented. We can observe that the proposed approach achieves significant gains. Considering the color experiments, for example, the achieved score (50.71 %) presents a gain of +29.16 % over the best description in isolation (39.26 %) 
Multimodal retrieval
This section presents the evaluation of Agglomerative Rank Aggregation with regard to a multimodal image retrieval task, which considers both visual and textual descriptors. Descriptors, used dataset, and results are discussed in the following.
UW dataset
The UW dataset [12] was created at the University of Washington and consists of a roughly categorized collection of 1,109 images. The images include vacation pictures from various locations. These images are partly annotated using keywords. On the average, for each image the annotation contains six words. The maximum number of words per image is 22 and the minimum is one. There are 18 categories, ranging from 22 images to 255 images per category.
Descriptors
-Visual Color Descriptors: we considered three color descriptors on experiments: Border/Interior Pixel Classification (BIC) [50] , Global Color Histogram (GCH) [51] (both already used on Section 6.1.2), and the Joint Correlogram (JAC) [59] . -Visual Texture Descriptors: for texture we used the Homogeneous Texture Descriptor (HTD) [60] , Quantized Compound Change Histogram (QCCH) [19] , and Local Activity Spectrum (LAS) [52] (the last also considered in Section 6.1.3). -Textual Descriptors: six well-known textual similarity measures are considered for textual retrieval, like the Cosine similarity measure (COS), Term Frequency -Inverse Term Frequency (TF-IDF), and the Dice coefficient (DICE). Table 7 presents the scores (MAP) for mentioned descriptors (visual and textual) on the UW dataset. The best descriptor effectiveness score in terms of MAP achieves 52.26 %.
Results
Experiments were conducted using the proposed Agglomerative Rank Aggregation approach, considering visual, textual, and multimodal retrieval tasks. Two scenarios were evaluated: when all descriptors are used; and when only the best descriptors for each modality are used. Two baselines are considered in the experiments: the traditional Borda [64] method and the recently proposed Reciprocal Rank Fusion [9] . 
Natural image retrieval
The Agglomerative Rank Aggregation was also evaluated on a public benchmark dataset used for near-duplicate image retrieval tasks. The UKBench [30] dataset (University of Kentucky Recognition Benchmark, also referred to as Nister and Stewenius (N-S) Dataset) has a total of 10,200 images. The dataset is composed of 2,550 objects or scenes, where each object/scene is captured four times from different viewpoints, distances and illumination conditions. For evaluation purposes, the N-S score is used, computed between 1 and 4, corresponding to the number of relevant images among the first four image returned. The highest achievable score is 4, indicating that all similar images are retrieved at top positions. The UKBench is a very challenging dataset for unsupervised approaches, mainly due to the small number of images in each class. The experiment considered two descriptors: the Auto Color Correlograms (ACC) [20] and a variant of vocabulary tree based retrieval (VOC) [30, 57] , which uses SIFT features. For VOC, we considered the rank positions provided by recent approaches 1 as the distances among images. For the UKBench dataset, we used k = 5 for the RL-Sim Rank Aggregation [41] , Contextual Rank Aggregation (CRA) [37] , and Set Rank Aggregation algorithms. Table 9 presents the results of the Agglomerative Rank Aggregation in comparison with other image retrieval approaches. The proposed approach achieves a high N-S score of 3.80, comparable with various state-of-the-art results.
Comparison with other approaches
We also evaluated our combination approaches in comparison with other re-ranking an rank aggregation methods. We consider several re-ranking and post-processing methods, applied to various shape descriptors. Table 10 presents the results. We consider the re-ranking with rank aggregation combination, presented in Section 4.2, using the RL-Sim Re-Ranking [41] and Contextual Re-Ranking [34] with Set Rank Aggregation method. We can observe that our combination approach achieves high effectiveness results, being comparable to the best scores reported in literature.
Our methods are also compared with other rank aggregation approaches on the MPEG-7 collection. Three baselines are considered: the traditional Borda [64] method, usually used as baseline in several works; the recently proposed Reciprocal Rank Fusion [9] method; and the Co-Transduction [3] method, recently proposed for CBIR applications. In the case of Borda and Reciprocal Rank methods, the same descriptors, which are used with our methods, were combined. Our agglomerative and meta-agglomerative approaches, using the RL-Sim Rank Aggregation [41] and Contextual Rank Aggregation [37] methods were considered for comparison. We can observe that our method outperforms various baselines (Table 11) .
Regarding efficiency aspects, the complexity of the rank aggregation methods is defined by the sorting of ranked lists, which leads to O (N ×N log(N ) ). However, in many situations only the beginning of ranked lists may be processed and parallel models can be employed, leading to very efficient implementations as recently proposed [42] .
Conclusions
In this paper, we have presented a novel approach for combining different re-ranking and rank aggregation methods, considering four novel combination schemes. The main idea of the our work consists in exploiting complementary rankings computed by different methods in order to obtain more effective results.
We conducted a large experimental evaluation including visual (considering shape, color, and texture descriptors) and multimodal retrieval (considering visual and textual descriptors). Experimental results demonstrate that our approaches can further improve the effectiveness of different image retrieval tasks.
In future work, we intend to investigate the use of approaches for automatically combining the results of re-ranking and rank aggregation methods. We also plan to investigate the use of the proposed methods in image retrieval scenarios in which users provide relevance judgements on retrieved results. The idea is to use these relevance feedbacks to guide the combination of re-ranking and rank aggregation approaches. We also intend to conduct a deeper analysis of the gains obtained by the re-ranking and rank aggregation methods, aiming at identifying patterns which could indicate what descriptors are more suitable for these post-processing methods.
