Abstract-Testbeds are a stage between the simulation and the production stages. To this end they must be as close as possible to production environments (i.e. real hardware, on the field deployments) while also keeping the traits of experimentation facilities (i.e. fault tolerance, ease of deployment, testing and data collection). This paper presents Wibed, a platform for facilitating the deployment and management of testbeds for experimentation on mesh networks based on commodity IEEE802.11 routers. The Wibed platform has been used to deploy the UPC-A6 testbed with 50 nodes over six campus buildings. The UPC-A6 testbed is being federated with the Community-lab testbed.
I. INTRODUCTION
Following the current standard research facilities (e.g. PlanetLab [1] ), the experimentation nodes in the Communitylab testbed, developed by the Community Networks Testbed for the Future Internet (CONFINE) [2] project, integrate virtualisation techniques 1 to allow running experiments in parallel, a user-friendly deployment of experiments and management environment and a robust recovery system. Nonetheless, the adoption of virtualisation has the drawbacks of higher node costs due to increased requirements on computing resources such as CPU and memory and, to ensure proper isolation of experimentation resources, of restricting the access to the lower layers of the operating system and communication stack. While cost increase entails a reduction of the number of experimentation nodes being deployed, restricted access to the low layers restrains the range of supported experiments. Wibed, the testbed platform presented in this paper, has been envisaged as a complement to the Community-Lab testbed facility to cope with these two problems at the cost of foregoing the virtualisation support.
The Wibed architecture has been conceived to keep the hardware restrictions as open as possible: the capability of running a GNU/Linux system and having two ath9k 2 supported Wireless Network Interface Cards (WNICs) are the minimum conditions set by design. Currently these conditions are broadly fulfilled by many of the Commercial off-the-shelf (COTS) wireless routers available in the retail market for less 1 Using Linux Containers. http://lxc.sourceforge.net/. 2 http://wireless.kernel.org/en/users/Drivers/ath9k than 100e, allowing the deployment of Wibed-like testbed of tenths of nodes for a few thousand Euro. Thanks to a minimised management system, Wibed admits from link-layer to application-layer experiments.
At the time of this writing, the Wibed platform is being developed and, in parallel, a testbed of 50 nodes is being deployed over six buildings of Universitat Politècnica de Catalunya (UPC) Campus Nord, Barcelona. The resulting testbed will be made available to the researchers as part of the CONFINE Community-lab 3 [3] [4] facilities. The software and documentation 4 are publicly available and maintained as part of the CONFINE project.
A. COTS IEEE802.11 routers
The router market is offering routers made from COTS components. These COTS routers (also know as commodity routers, Customer-premises equipments (CPEs), home gateways, home routers, etc.) are fast, inexpensive, and equipped with bleeding-edge technology. Compared to routers offered by the industry's largest manufacturers, these routers cost a fraction of that price. Nonetheless, the strategy of offering the latest innovations while keeping the prices as low as possible has its downsides such as a limited number of production series, extremely short release intervals between new models and a high component variability even between very similar models. Nowadays, several vendors are offering in the market various device models sporting dual radios with IEEE802.11n support, 8MB of flash and 64MB of RAM memory, fast CPUs, USB sockets, all below the 100elevel.
B. OpenWrt
OpenWrt 5 is a Linux distribution that has become the defacto standard 6 for embedded devices thanks to its accurate design, frequent updates and small size. OpenWrt provides a complete Buildroot to easily generate both a cross-compilation toolchain and a firmware (root filesystem plus a kernel) for the target architectures. The toolchain consists of gcc as the compiler, binutils as the assembler and linker, and µClibc as the C standard library. The base system of the firmware consists of the Linux kernel as the operating system kernel and the following root filesystem components: BusyBox, mac80211, opkg 7 and Unified Configuration Interface (UCI) 8 . OpenWrt also provides a feeds system, to integrate additional packages (over 3.500 available by default) into the firmware 9 .
II. PLATFORM DESIGN
As shown in Fig.1 , testbeds based on the Wibed platform are composed by a set of COTS routers, the testbed nodes, forming mesh networks with access to an external testbed server. The testbed management system follows a server-client model with the testbed controller (the server software) being the only means of external interaction with the whole testbed (thus, neither sysadmins nor researchers should ever log in to the nodes). The nodes receive orders from the controller (e.g. "install a new experiment") in a pull-based manner, by periodically sending it a request. The orders are embedded in the replies to the node's requests. Controller orders are node-specific, making it possible, for instance, to stop the experiment execution on a single specific node.
Experiments are filesystem overlays which are attached to the nodes firmware during the experiment execution. Nodes can run only a single experiment at a time but different nodes can run different experiments in parallel. The management system also allows the execution of commands in the nodes when an experiment is running.
Aside from the experiment deployment tools, Wibed includes a centralised storage system to ease data collection from experiments.
In order to relax deployment restrictions, the testbed management and related nodes-controller communication is established over a wireless mesh network, operating independent of the wireless experimentation network. Although it is recommended to include more wired nodes in order to increase the testbed resilience, this approach allows to significantly reduce the costly and time-consuming task of deploying wired network connection in the target experimentation zone. Therefore, if experiments demand low-level WNICs access, at least two WNICss are needed to fully isolate the management from the experimentation network.
A. Management network
The Management Network (MGMT-NET) is used to reach the research devices remotely. Wired connectivity between research nodes is not a requirement for all Wibed nodes but for at least one (identified as border node). Consequently, to ensure the controller-node communication, the MGMT-NET has to be built using WiFi 802.11 standards. Thus the primary WNICs radio is used to create a AD-HOC (IBSS) network between all deployed nodes.
The routing protocol BATMAN-ADV 10 handles the layer 2 routing by encapsulating Ethernet over Ethernet. The border nodes make the interconnection between the WiFi testbed and the controller. As a result of this configuration, from a networking point of view, the controller and the nodes are in the same collision domain. This facilitates the management and administration of the nodes, since standard auto-configuration and node access techniques via IPv6 link-local addresses are possible.
A proper operation of the nodes and experiments is essential for the usability of the testbed. Therefore, to clearly identify and handle the cases of correct and abnormal experiment execution while coping with potential instabilities of the wireless and multi-hop management network, the system must combine robustness against temporary connectivity-failures with restrictive checks and recovery procedures. Only in case of long-term disconnection and unrecoverable failure, the node automatically returns to the initial state (even if there is an experiment running).
B. Nodes management system
The node states are detailed in Table I . Fig.2 shows the node finite-state machine with transitions resulting from a controller order tagged. The remaining transitions are the result of node's local operations. INIT-IDLE transition triggers a special request including the device model and the firmware version. ERROR-IDLE and ERROR-INIT are formally an internal transition but can only be triggered externally via the 
III. DISCUSSION

A. Proof of concept
As part of the development process a small testbed (seven nodes with two wired connections to the server) has been setup in our laboratory. On this testbed most of the functionalities of the Wibed platform (e.g. the auto-configuration of the MGMT-NET, the experiment overlay system, the storage system) have been independently tested and validated. Additionally, a complete simple experiment (each node stores the output of 100 ping6 to multicast address 11 ) using all Wibed functionalities has been run successfully.
B. Costs and replicability
As already mentioned, the entire Wibed platform is a free/libre-software project, and thus available to everybody at no cost. The total cost of the hardware of the presented 50-nodes testbed is below 4.000e. The skills required for 11 https://wiki.confine-project.eu/wibed:example designing and implementing wireless experiments may suffice to install and operate a Wibed-based testbed. Thus, the solution here presented allows the deployment and execution of a fully operational wireless testbed at a fraction of the cost required by most other available testbeds.
IV. CONCLUSION
In this work we have presented Wibed, a platform for deploying and managing testbeds for experimenting on mesh networks built on top of COTS IEEE802.11 routers. We have presented its design, and how nodes evolve throughout the execution of an experiment and react to commands given by a central controller. We have also described how these nodes interconnect to one another and, eventually, to the controller server. By focusing on a very pragmatic and simple adhoc operation and management we have achieved to reduce both the budget and effort requirements for the setting up of link-layer to application-layer experiments over these wireless testbeds.
In addition, we have also presented details regarding an ongoing deployment of this testbed in a real-world scenario, encompassing 50 nodes spread throughout six buildings at the North campus at UPC. Once this deployment is complete and the platform matures, it is our objective to open it to other researchers, providing a physical testbed on which novel algorithms and systems designed for wireless mesh networks may be tested and verified.
