Chirp-rate, as a second derivative of signal phase, is an important feature of nonstationary signals in numerous applications such as radar, sonar, and communications. In this paper, an adaptive algorithm for the chirp-rate estimation is proposed. It is based on the confidence intervals rule and the cubic-phase function. The window width is adaptively selected to achieve good tradeoff between bias and variance of the chirp-rate estimate. The proposed algorithm is verified by simulations and the results show that it outperforms the standard algorithm with fixed window width.
Introduction
Instantaneous frequency (IF) estimation is a challenging topic in the signal processing [1] . The IF is defined as the first derivative of the signal's instantaneous phase. Time-frequency (TF) representations are main tools for nonparametric IF estimation. The positions of peaks in the TF representation can be used as an IF estimator. There are several sources of errors in this estimator: higher-order derivatives of the signal phase and the noise. For relatively high signal-to-noise ratio (SNR), Stanković and Katkovnik have proposed an IF estimator based on intersection of confidence intervals rule (ICI) that produces results close to the optimal mean squared error (MSE) of the IF estimate, by achieving tradeoff between bias and variance [2] [3] [4] [5] [6] [7] .
Sometimes in practice there is a need for an estimation of the second-order derivative of signal phase. Estimation of this parameter, referred to as the chirp-rate, is important in radar systems, for example, focusing of the SAR images [8, 9] .
Recently, O'Shea et al. have proposed a chirp-rate estimator based on the cubic phase function (CPF) [10] [11] [12] [13] [14] . It gives accurate results for a third-order polynomial phase signal. In this paper, we consider nonparametric chirprate estimation without the assumption on the polynomial phase structure. To this end, an adaptive algorithm for the chirp-rate estimation is proposed based on the ICI algorithm [15] [16] [17] [18] . The proposed estimator performs well for moderate noise environments.
The paper is organized as follows. The CPF-based nonparametric chirp-rate estimator is presented in Section 2. In Section 3 asymptotic expressions for the bias and the variance of the nonparametric chirp-rate estimate are provided as a prerequisite for the proposed adaptive algorithm. Full details of the adaptive algorithm based the ICI principle are presented in Section 4. Numerical examples are given in Section 5. Conclusions are given in Section 6. 
A close look at the phase of the local autocorrelation f (t + nT) f * (t − nT) by means of Taylor expansions is
where φ (k) (t) is defined as the kth derivative of the phase. When higher-order phase derivatives are equal to 0, the WD is ideally concentrated along the IF, that is, it achieves maximum along the IF line ω(t) = φ (t). Therefore, the IF can be calculated as
by ignoring higher-order derivatives. Estimation of the higher-order phase terms is also very important, for example, in radar signal processing (proper estimation of higher-order phase terms can be helpful in focusing of radar images [21] [22] [23] [24] [25] [26] [27] [28] [29] ). Commonly, higher-order nonlinearity exists in the estimate. The nonlinearity causes performance degradation of the IF estimate. For example, it reduces the SNR threshold of the method applicability [23] .
Analogy to the above observations on the IF estimation, the chirp-rate parameter (i.e., the second-derivative of the phase) can be obtained by
This approximate formula corresponds to the local autocorrelation function f (t+nT) f * 2 (t) f (t−nT). Since f * 2 (t) does not depend on nT, the CPF was proposed for the chirp-rate estimation:
where Ω denotes chirp-rate index. The rectangular window function (finite number of samples) is inherently assumed in the original O'Shea estimator. Here, in our derivations of the adaptive chirp-rate estimator, we will assume that a general window function is used. The CPF-based nonparametric chirp-rate estimation can be performed as
In this manner, the nonlinearity of the chirp-rate estimation is kept to the same order as in the WD case, that is, the second, order nonlinearity. It results in high accuracy approaching the Cramer-Rao lower bound (CRLB) for a wide range of the SNR for Gaussian noise environment [10, 11, 13] . However, nonpolynomial phase signal or high-order polynomial phase signal this estimator is biased, and the performance degrades. To relax the application range of the CPF-based chirp-rate estimator, in this following, an CPFbased algorithm with adaptive window width is proposed. Specifically, the window width is adaptively determined by using the ICI algorithm.
Asymptotic Bias and Variance
The chirp-rate is estimated by using the position of the peaks in the magnitude-squared CPF. The CPF is ideally concentrated on the chirp-rate for signals, when the fourthand other higher-order phase derivatives are equal to zero. However, for signals with these derivatives being different from zero, this is not the case. Higher-order derivatives produce bias in the chirp-rate estimation. The asymptotic expression for the bias, derived in the appendix, is
where w b is a constant dependent on the selected window type only, while φ (4) (t) is the fourth derivative of the signal phase. Assume that the signal corrupted by the additive white Gaussian noise ν(t) with (i) mutually independent real and imaginary parts,
, where σ 2 is variance while δ(t) is the Dirac delta function defined δ(t) = 1 for t = 0 and δ(t) = 0 elsewhere. Then, the asymptotic expression for variance of the chirp-rate estimator (7), for relatively high SNR, exhibits
where w v depends on the selected window type only (see appendix). Obviously, the bias increases with the increase of the window width, while the variance decreases at the same time. The MSE of the estimator is
From (10), by minimizing the MSE with respect to h, we get
Since the fourth-order derivative of the signal phase is not known in advance, we cannot determine the optimal EURASIP Journal on Advances in Signal Processing window length h opt (t) in practice. In this paper, an algorithm that can produce adaptive window width, close to the optimal one, is proposed without knowing phase derivatives in advance. The ICI algorithm [2] [3] [4] [5] [6] [7] is developed for similar problems with a tradeoff in parameter selection between the bias and variance. The ICI-based algorithm for the second-order derivative estimation is given in the following section.
Intersection Confidence Interval Algorithm
Here, we will briefly describe the ICI algorithm for achieving the tradeoff between influence of the higher-order derivatives (bias) and noise (variance). Consider the set of increasing window widths H = {h 1 , h 2 , . . . , h Q }, h i < h i+1 . These windows are selected in such a manner that h i ≈ a i−1 h 1 , a > 1. It is assumed that the optimal window h opt (t), for a given instant, is close to a value from the considered set.
Chirp-rate estimates corresponding to all windows from H are Ω hi (t), i = 1, 2, . . . , Q. They are obtained as
where C hi (t, Ω) is the CPF calculated with window w hi (t) of the width h i , w hi (t) / = 0 for |t| ≤ h i /2. Around any estimate, we can create a confidence interval [
, where κ is the parameter that controls probability that exact chirp-rate parameter belongs to the interval, while
. For Gaussian variable we know that exact value of the parameter belongs to the interval with probability P(κ) (e.g., P(2) = 0.95 and P(3) = 0.997).
According to [7] , the optimal window is close to the widest one where the confidence intervals, created with two neighboring windows from set H, still intersect. This can be written as It is required that this relationship holds also for all narrower windows:
Then we can adopt that the optimal window estimate for the considered instant is h opt (t) = h i or h opt (t) = h i−1 .
As it is shown in [2] , selection of particular window depends on bias and variance (in fact on powers of parameter of interest h n and h −m ) in considered application. Namely, in our application bias 2 { Ω h (t)} ∝ h 4 while var{ Ω h (t)} ∝ h −5 . Then, according to [2] , it is better to take previous accuracy depends on the proper selection of parameter κ. This selection is discussed in details in [2] . It can be assumed that the algorithm for relatively wide region of κ ∈ [2, 5] produces results of the same order of accuracy. The crossvalidation algorithm [4] or results from analysis given in [2] can be employed in the case where precise selection of this parameter is required. In our simulations, κ = 3 is used. The remaining question in the algorithm is how to estimate σ(h i ) since the signal amplitude and noise variance (A and σ) are not known in advance. There are several 6 EURASIP Journal on Advances in Signal Processing approaches in literature, but here we will use a simple and very accurate technique from [30] . Namely, amplitude can be estimated as
where
where N is number of signal samples, while the variance can be estimated as
Numerical Examples
We considered two test signals:
The exact chirp-rates for these two signals are Ω 1 (t) = 24π sign(t) and Figure 1 depicts the MSE of the obtained chirp-rate estimators for σ = 0.06 (first row, SNR = 24 dB), σ = 0.09 (second row, SNR = 21 dB) and σ = 0.12 (third row, SNR = 18 dB). The left column is given for the first test signal (18) while the right column represents results for the second test signal (19) . Results are obtained with the Monte Carlo simulation with 100 trials. Thin line marks results obtained with the windows of the fixed width, while thick line represents results achieved with the proposed algorithm. It can be seen that the proposed algorithm gives more accurate results than almost all windows with fixed width. It may happen that some of windows with fixed width outperform our algorithm, but it should be kept in mind that the best window is not known in advance. For example, it can be seen that the best fixed window width for the first test signal and σ = 0.06 (Figure 1(a) ) is about N = 20 samples, for the second signal and the same noise, it is about N = 50 samples (Figure 1(b) ), while for the first signal and σ = 0.12 ( Figure 1(e) ), it is about N = 70 samples.
Illustration of the adaptive CPF for the chirp-rate estimation for the first test signal embedded in the noise with σ = 0.09 is depicted in Figure 2 . Figure 2 (g). Bias in the region close to the abrupt change can be observed. It is caused by the fact that we need a narrow window in this region and that this window produces estimate highly corrupted by noise (see Figure 2(a) ). Figure 2 (h) depicts the adaptive window width.
Results achieved with the second test signal for σ = 0.09 are depicted in Figure 3 . Here, the fourth order derivative of the signal phase is constant and we can expect that the optimal window width is constant. High noise influence can be observed for small window widths (Figures 3(b) and 3(c) , N = 9 and N = 17) while, at the same time, the bias can be seen for wide window (Figure 3(f), N = 257) . The chirprate estimate and corresponding adaptive window width are depicted in Figures 3(g) and 3(h) . It can be seen that the proposed algorithm gives adaptive window width close to constant as it was expected.
Conclusion
An adaptive chirp-rate estimator is introduced for a general signal model. It is based on the confidence intervals-rule. Selection of the algorithm parameters is discussed. The proposed algorithm is tested on two characteristic test signals. The obtained results are good, close to the optimal one that can be achieved with the CPF function.
Appendices

A. Asymptotic Bias and Variance
Our observation is modeled as x(t) = f (t) + ν(t) where f (t) = A exp( jφ(t)), while ν(t) is Gaussian noise with mutually independent real and imaginary parts, with zeromean E{ν(t)} = 0 and E{ν(t )ν * (t )} = σ 2 δ(t − t ). Chirprate is estimated by using position of the CPF maximum. The CPF is ideally concentrated on the chirp-rate for noiseless signals when φ (k) (t) = 0 for k > 3. Introduce the following notation F h (t, Ω) = |C h (t, Ω)| 2 for squared-magnitude of the CPF. Here, index h denotes width of the used even window function, w h (t) / = 0 for |t| ≤ h/2, w h (t) = w h (−t). Two main sources of errors in the CPF are (1) errors caused by nonzero higher-order derivatives of the signal phase (contributing to the bias); (2) errors caused by the noise (contributing to the variance). For the sake of brevity, here we will give the main steps of the derivations. According to [3] , the bias of the chirp-rate estimator can be expressed as 
