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a b s t r a c t
The motivation of heat assisted recording is to improve the thermal stability of recorded
data bits by increasing the strength of the uniaxial anisotropy. During the recording process
the medium is heated by a laser, reducing the coercivity and allowing the head to write
data bits. We present a micromagnetic model based on the augmented Landau–Lifshitz
equation taking into account a phenomenological power-law describing the dependence
of the saturation magnetization on the temperature. A full-discrete numerical scheme is
presented and the convergence of approximate solutions to a weak one is shown.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
A ferromagnetic material, whose temperature is below a critical value (Curie’s temperature depending on the material
– see e.g. [1,2]), breaks up into small uniformly magnetized regions (Weiss domains), separated by transition layers (Bloch
walls) – see [3–6]. The first dynamical model for the precessional motion of the magnetization was proposed by Landau and
Lifshitz in 1935, c.f. [7]. Basically, this model is constituted by a continuum precession equation (γ is the absolute value of
the gyromagnetic ratio)
Mt = −γ M× Heff, (1.1)
in which the presence of quantum-mechanical effects and anisotropy is phenomenologically taken into account by means
of the effective field Heff = −DE(M)with Landau energy
E(M) = A

Ω
|∇M|2 dx+

Ω
ϕ(M) dx+ 1
2

Rn
|∇u|2 dx−

Ω
⟨Hext,M⟩ dx. (1.2)
Here the four terms represent exchange, anisotropy, magnetostatic, and Zeeman’s energy, respectively.
The approach followed by Landau and Lifshitz consists of introducing dissipation in a phenomenological way. In fact,
they introduce an additional torque term that pushes magnetization in the direction of the effective field (see Fig. 1).
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Fig. 1. Precession, damping and precessionwith damping. The green arrow denotesHeff , the red arrow stands for the starting position ofM, the blue arrow
is the actual state ofM. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 2. Temperature-dependent saturation magnetizationMs = |M| depending on the material and/or model.
Then – for a givenM(0, ·) = M0, and |M0| = Ms ≥ 0 – the Landau–Lifshitz (LL) equation reads as follows
Mt = −γ M× Heff − γα MMs × (M× Heff) inΩT := (0, T )×Ω, (1.3)
with the first term on the right-hand side representingmagneticmoment precession, and the second term on the right-hand
side describing damping of the moment motion (with damping coefficient α > 0). For a recent survey see [8–13].
An in-principle different approach was proposed in [14] in 1955, who observed that since the conservative Eq. (1.1) can
be derived from a Lagrangian formulation where the role of the generalized coordinates is played by the components of
magnetization. The modified LL equation according to Gilbert’s work, is generally referred to as the Landau–Lifshitz–Gilbert
(LLG) equation:
Mt = −γ M× Heff + αMsM×Mt . (1.4)
Let us note that (1.3) can be reformulated into (1.4) and vice versa. Both versions describe isothermal gyromagnetic dynamics
of single magnetic moment particles. The common very important feature is the fact that the magnitude of magnetization
M remains constant in time. This can be easily revealed by the scalar multiplication of the equation by M followed by
time integration. In the literature, a verification of weak solvability of (1.3) is often based on its reformulation in the
Landau–Lifshitz–Gilbert form, which crucially rests on |M| = const almost everywhere inΩT . Numerically, the construction
of a convergent, fully practical discretization that preserves the ‘‘sphere constraint’’ at mesh-points is possible; see [15].
The preservation of the modulus of magnetization is an isothermal property. With increasing temperature the |M|
decreases.1 The changes ofMs = |M| can be described by Brillouin, Langevin or Langevin–Weiss functions, cf. Fig. 2. Micro-
magnetic models with variable temperature are nowadays used in data recording. A thermally-assisted magnetic recording
disk drive records data by heating a small region of the magnetic layer on the disk to near or above its Curie temperature
while a write field is applied by a thin film inductive write head, cf. [16–18]. The saturation magnetization Ms = Ms(τ )
varies for changing temperature, for which Landau proposes the following phenomenological power-law behavior for all
τ < τC ,
Ms(τ ) = M0

1− τ
τC
β
, (1.5)
1 In fact, at the temperature above the Curie point a ferromagnet loses its ferromagnetic ability to possess a net (spontaneous) magnetization in the
absence of an external magnetic field. At temperatures below the Curie point, magnetic moments are partially aligned within magnetic domains in
ferromagnetic materials. As the Curie point is approached, thermal fluctuations increasingly destroy this alignment, until the net magnetization becomes
zero at and above the Curie point. Above the Curie point, the material is purely paramagnetic.
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where the exponent β > 0 is found by experimental or theoretical evidence. This law very well agrees with experimental
observations away from τC .
The mathematical model of thermally-assisted magnetic recording is based on an augmented LL or LLG model. The
modification is based on an additional term, which allows variableMs. Using the mutual orthogonality ofM,M× Heff, and
M×(M×Heff), for every (t, x) ∈ ΩT , to describe temperature-dependent gyroscopic precession: For a givenMs ∈ C1 ([0, τC ))
solve
Mt = κ M− γ M× Heff − γα MMs × (M× Heff), |M(t, x)| = Ms (τ (t, x)) inΩT , (1.6)
∂nM = 0 on ∂ΩT := ∂Ω × [0, T ]. (1.7)
This purelymathematical derivation has also a physical background derived in the 90th. The relation (1.6) is the so-called
Landau–Lifshitz–Bloch (LLB) equation ofmotion for themagnetization at finite temperatures. Nowadays it becomes the best
candidate to be applied to the processes of thermal magnetic recording. Unlike the well-known LL or LLG equation, the LLB
equation describes both transverse and longitudinal relaxation of the magnetization vector. There exists a lot of literature
devoted to the study of the LL or LLG equation from theoretical or numerical point of view. The situation for the LLB equation
is fully different. Besides some physical and engineering papers (see e.g. [19–21,16]) there has been almost nothing done in
mathematics. Weak solutions for
mt = κm− γ (1+ δ2)m×1m+ δ mMs ×mt
and their approximations have been studied in [22], which is in fact an augmented LLG equation.
In this paper, we verify solvability of (1.6)–(1.7) for Heff = 1M. We propose a fully practical, implicit discretization of
(1.6)–(1.7) in Section 3. The scheme employs the midpoint rule for temporal discretization, and lowest order conforming
finite elements, together with reduced integration and discrete Laplacian for spatial discretization. Existence of iterates
is shown in Lemma 3.1, and stability properties are gathered in Lemmas 3.2–3.4. Our main result is Theorem 4.1 in
Section 4, where unconditional convergence of iterates towards weak solutions of (1.6)–(1.7) is shown. In Section 5, we
report computational studies using Scheme A for different academic examples.
2. Preliminaries
2.1. Weak solutions of (1.6)–(1.7)
The function κ ≡ κ(τ , τt) describes the dependence of modulus of magnetization on temperature. We assume that
κ ∈ C1 ([0, τC )× R) obeys
1. κ(τ , τt) = 0 for τt = 0,
2. κ(τ , τt) ≤ 0 for τt ≥ 0, and κ(τ , τt) > 0 for τt < 0.
A scalar multiplication of (1.6) byM implies
d
dt
|M(t, ·)|2 = 2κ (τ(t, ·), τt(t, ·)) |M(t, ·)|2 inΩ. (2.1)
By the chain rule one can get that
κ(τ , τt) = τt2
d
dτ
ln [Ms(τ )]2 = τt ddτ lnMs(τ ), (2.2)
which satisfies the above requirements (1) and (2). Thus, for a given Ms ∈ C1 ([0, τC )) one can get shrinking, extension, or
conservation of magnetization saturation by means of varying temperatures. For 0 ≤ t1 ≤ t2 ≤ T we can easily deduce that
|M(t2, ·)|2 = |M(t1, ·)|2 exp

−2
 t2
t1
κ

τ(s, ·), τt(s, ·)

.
Thus, a possible explicit dependence of κ onMs may also by assumed, which seems advantageous in a neighborhood of τC .
Let us note than if we adopt the phenomenological power-law (1.5), then the relation (2.2) will take the form
κ(τ , τt) = − τtβ
τC − τ .
We shall work in the variational framework. First, we give a definition of a weak solution to (1.6)–(1.7). Below, suppose
that τ : ΩT → R+ is given, with 0 ≤ τ < τC , as well asMs ∈ C1
[0, τC ).
Definition 2.1. LetM0 ∈ W 1,2(Ω,R3) be given with 0 < |M0(·)| ≤ Ms

τ(0, ·) <∞ almost everywhere inΩ . A function
M : ΩT → R3 is called a weak solution of (1.6)–(1.7) if
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(1) ∂tM ∈ L2(ΩT ,R3), andM ∈ L∞

0, T ;W 1,2(Ω,R3), withM(0, ·) = M0 in the sense of traces,
(2) |M| ∈ L∞(ΩT ), and satisfies (2.1) almost everywhere inΩT ,
(3) for all φ ∈ L2(ΩT ,R3) there holds
ΩT
⟨Mt ,φ⟩ − κ⟨M,φ⟩ + γ ⟨M×1M,φ⟩ + γ δMs ⟨M× (M×1M) ,φ⟩ = 0. (2.3)
2.2. Finite element spaces
Throughout this paper we assume that Th is a quasi-uniform triangulation of the polygonal or polyhedral bounded
Lipschitz domain Ω ⊂ Rd into triangles or tetrahedra of maximal diameter h for d = 2 or d = 3, respectively. We let
Vh ⊂ W 1,2(Ω) denote the lowest order finite element space on Th, i.e., φh ∈ Vh if and only if φh ∈ C(Ω) and φh|K is affine
for each K ∈ Th. Given the set of all nodes (or vertexes) Nh in Th and letting {ϕz : z ∈ Nh} denote the nodal basis in Vh we
define the nodal interpolation operator Ih : C(Ω) → Vh by Ihψ := z∈Nh ψ(z)ϕz, for ψ ∈ C(Ω), and Ph : L2(Ω) → Vh
the L2(Ω)-projection. We use boldface notation to indicate vectorial quantities, like Vh = Vh(Ω,R3), for example. Wewrite
(f, g) = 
Ω
⟨f, g⟩ dx for f, g ∈ L2(Ω,Rℓ) and abbreviate ∥f∥ = ∥f∥L2(Ω). For functions φ,ψ ∈ C(Ω) a discrete inner product
is defined by
(φ,ψ)h :=

Ω
Ih[⟨φ,ψ⟩] dx =

z∈Nh
βz⟨φ(z),ψ(z)⟩, (2.4)
where βz =

Ω
ϕz dx for all z ∈ Nh; we define ∥ψ∥2h := (ψ,ψ)h. We remark that there holds
∥ψh∥ ≤ ∥ψh∥h ≤ (d+ 2)1/2∥ψh∥ ∀ψ ∈ Vh. (2.5)
Basic interpolation estimates yield (cf. [23]) that(φh,ψh)h − (φh,ψh) ≤ Ch ∥φh∥ ∥∇ψh∥ ∀φh,ψh ∈ Vh, (2.6)
where here and throughout this paper C > 0 denotes an (h, k)-independent generic constant, whichmay change from place
to place. We define a discrete Laplace operator ∆˜h : W 1,2(Ω,R3)→ Vh by requiring
(−∆˜hφ,χh)h = (∇φ,∇χh) ∀χh ∈ Vh.
We note that there exists a constant c1 > 0 such that for all φh ∈ Vh there holds (cf. [15])
∥∆˜hφh∥h ≤ c1h−2 ∥φh∥h and ∥∆˜hφh∥L∞ ≤ c1h−2 ∥φh∥L∞ . (2.7)
2.3. Discrete time-derivatives and interpolation
Given a time-step size k > 0 and a sequence {ϕj}j≥0 in some vector space X we set
dtϕj+1 := k−1

ϕj+1 − ϕj and ϕj+1/2 := ϕj + ϕj+1
2
,
for j ≥ 0.We note that there holds ⟨dtϕj+1, ϕj+1/2⟩X = 12dt∥ϕj+1∥2X , if X is a Hilbert space. Piecewise constant interpolations
of ϕj are defined for 0 ≤ t ≤ tJ such that t ∈ [tj, tj+1) for some j ∈ {0, 1, . . . , J − 1} by
ϕk,h(t, x) := ϕj+1/2(x) and ϕ+k,h(t, x) := ϕj+1(x) ∀x ∈ Ω,
and a piecewise linear interpolation is defined through
ϕˆk,h(t, x) := t − tjk ϕ
j+1(x)+ tj+1 − t
k
ϕj(x) = ϕj(x)+ (t − tj)dtϕj+1(x) ∀x ∈ Ω.
These piecewise constant or linear prolongations are also called Rothe’s functions in the literature. Note that there holds
∥ϕ+k,h − ϕˆk,h∥X + ∥ϕk,h − ϕˆk,h∥X ≤ 2k∥dt ϕˆ∥X . (2.8)
2.4. Properties of the vector product
We will frequently make use of the following properties of the vector product: For a1, a2, a3, a4 ∈ R3 there holds
⟨a1 × a2, a3⟩ = −⟨a2, a1 × a3⟩,
a1 × (a2 × a3) = ⟨a1, a3⟩a2 − ⟨a1, a2⟩a3,
⟨a1 × a2, a3 × a4⟩ = ⟨a1, a3⟩⟨a2, a4⟩ − ⟨a2, a3⟩⟨a1, a4⟩.
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3. Stability
The following fully practical scheme employs the midpoint rule (temporal discretization), and low order finite elements
together with numerical integration. Below let κ˜(t, x) := κτ(t, x), τt(t, x), and κ˜j(x) := κτ(tj, x), τt(tj, x) for all
(t, x) ∈ ΩT , as well asM j+1/2s := Ms

τ(tj+1/2, ·)

inΩ .
Scheme A. Let κ˜ ∈ C ΩT , andM0 ∈ Vh. For j = 0, 1, 2, . . . , J − 1 findMj+1 ∈ Vh such that for all φh ∈ Vh there holds
dtMj+1,φh

h −

κ˜j+1Mj+1/2,φh

h + γ

Mj+1/2 × ∆˜hMj+1/2,φh

h
+ γα

Mj+1/2
M j+1/2s
× Mj+1/2 × ∆˜hMj+1/2 ,φh
h
= 0. (3.1)
First, we verify the existence of solutions to Scheme A, and some stability properties.
Lemma 3.1. Let T > 0, κ˜ ∈ C(ΩT ), J + 1 = [T/k], andM0 ∈ Vh be given. Then, for a sufficiently small k ≤ k0(T ), there exists
Mj+1
J
j=0 ⊂ Vh such that (3.1) holds.
Proof. Assume thatMj ∈ Vh is given. We define a continuous functional F : Vh → Vh by setting forwh ∈ Vh
F(wh) = 2k (wh −M
j)+ Ih

κ˜j+1wh + γα
M j+1/2s
wh × (wh × ∆˜hwh)− γwh × ∆˜hwh

.
For k−1 > max κ˜ , and allwh ∈ Vh such that (1− kmax κ˜)∥wh∥h ≥ ∥Mj∥, we have
(F(wh),wh)h = 2k
∥wh∥2h − (Mj,wh)h− (κ˜j+1wh,wh)h
≥ 2
k
∥wh∥h

(1− kmax κ˜)∥wh∥h − ∥Mj∥h

≥ 0.
Hence, Brouwer’s fixed point theorem (see also [24, p. 493]) implies the existence of wh ∈ Vh such that F(w∗h) = 0. Then,
Mj+1 := 2w∗h −Mj solves (3.1). 
Our next concern is the stability of discrete solutions. This is established in the next lemmas.
Lemma 3.2. Let the assumptions of Lemma 3.1 be fulfilled. Then there exists a positive, bounded constant C ≡ C∥M0∥L∞(Ω,R3), ∥κ˜∥L∞(ΩT ,R3) such that for sufficiently small k ≤ k0(T ) there holds
max
z∈E max0≤j≤J+1
|Mj(z)|2 +max
z∈E max1≤j≤J+1
dt |Mj(z)|2 ≤ C .
Proof. Choosing φh = Mj+1/2(z)ϕz in (3.1), we find
dt |Mj+1(z)|2 = 2κ˜j+1(z)|Mj+1/2(z)|2 ≤ C
|Mj+1(z)|2 + |Mj(z)|2 . (3.2)
Summation of (3.2) over j followed by an application of the discrete version of Gronwall’s lemma give
max
z∈E max0≤j≤J+1
|Mj(z)|2 ≤ C .
The rest of the proof follows from the last inequality and (3.2). 
Lemma 3.3. Let the assumptions of Lemma 3.1 be satisfied. Moreover we assume that κ˜ ∈ C1(ΩT ) and M0 ∈ Vh. Then there
exists a positive, bounded constant C ≡ C∥M0∥W1,2(Ω), ∥κ˜∥W1,∞(ΩT ,R3) such that for a sufficiently small k ≤ k0(T )
1
2
max
0≤j≤J+1
∥∇Mj∥2 + γαk
J
j=0
 M
j+1/2
M j+1/2s
× ∆˜hMj+1/2

2
h
≤ C .
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Proof. Set φh = ∆˜hMj+1/2 in (3.1). By the definition of ∆˜h, we obtain
1
2
dt∥∇Mj+1∥2 + γα
 M
j+1/2
M j+1/2s
× ∆˜hMj+1/2

2
h
= ∇Ih[κ˜j+1Mj+1/2],∇Mj+1/2 .
We sum up this identity over j, thenwe apply theW 1,2-stability ofIh and Lemma 3.2 to the right hand side. Finally we bring
into action the discrete Gronwall lemma to conclude the proof. 
Lemma 3.4. Let the assumptions of Lemma 3.3 be fulfilled. Then – for a sufficiently small k ≤ k0(T ) – there exists a positive
constant C ≡ C∥M0∥L∞(Ω)∩W1,2(Ω), ∥κ˜∥W1,∞(ΩT ,R3) such that
(i) k
J
j=0
dtMj+12h ≤ C
(ii) k
J
j=0
Mj+1/2M j+1/2s × Mj+1/2 × ∆˜hMj+1/2
2
h
≤ C.
Proof. (i) Choosing φh = dtMj+1 in (3.1), we finddtMj+12h = κ˜j+1Mj+1/2, dtMj+1h − γ Mj+1/2 × ∆˜hMj+1/2, dtMj+1h
− γα

Mj+1/2
M j+1/2s
× Mj+1/2 × ∆˜hMj+1/2 , dtMj+1
h
.
First, we sum this identity over j. Then we apply the Cauchy and Young’s inequalities to the right-hand side and involve
Lemmas 3.2 and 3.3 to get the desired result.
(ii) We set φh = Mj+1/2M j+1/2s ×

Mj+1/2 × ∆˜hMj+1/2

in (3.1) and we get

dtMj+1,
Mj+1/2
M j+1/2s
× Mj+1/2 × ∆˜hMj+1/2
h
=
Mj+1/2M j+1/2s × Mj+1/2 × ∆˜hMj+1/2
2
h
.
The rest follows easily from (i). 
4. Convergence
We are now able to characterize suitable limits of {Mˆ}k,h for (k, h)→ 0.
Lemma 4.1. Let the assumptions of Lemma 3.3 be fulfilled. Then there exist a subsequence of {Mˆ}k,h (denoted by the same symbol
again), andM ∈ C [0, T ], L2(Ω,R3) ∩ L∞ 0, T ;W 1,2(Ω,R3) such that for (k, h)→ 0
Mk,h, Mˆk,h,M+k,h → M in L∞

0, T ,W 1,2(Ω,R3)

, (4.1)
Mk,h, Mˆk,h,M+k,h → M in C
[0, T ], L2(Ω,R3) , (4.2)
Mk,h(t, ·), Mˆk,h(t, ·),M+k,h(t, ·) ⇀ M(t, ·) in V ∀t ∈ [0, T ], (4.3)
∂tMˆk,h ⇀ ∂tM in L2(ΩT ,R3). (4.4)
Proof. Lemma 3.4 together with (2.5) gives
 T
0
∂tMˆk,h2 ≤ C . From the estimate
Mˆk,h(t, ·)− Mˆk,h(t ′, ·) ≤  t
t ′
∂tMˆk,h ≤ |t − t ′| 12 t
t ′
∂tMˆk,h21/2 ≤ C |t − t ′| 12
we obtain the equicontinuity of t → Mˆk,h(t, ·) in C
[0, T ], L2(ΩT ,R3). Due to the compact embedding W 1,2(Ω,R3) b
L2(Ω,R3), and [25, Lemma 1.3.13] we find (4.2) and (4.4).
The relation (4.3) follows from [25, Lemma 1.3.15]. 
Now, we are in the state to prove the convergence of approximate solutions to a weak solution.
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Theorem 4.1. Let the assumptions of Lemma3.3 be fulfilled. Let k, h > 0, and {Th}h>0 be a family of quasi-uniform triangulations
of Ω with maximal mesh-size h > 0. For h → 0, let M0 → M0 in W 1,2(Ω,R3)∩ L∞(Ω,R3). There exists a subsequence {Mˆh,k}
of iterates generated from Scheme A, which converges weakly * in L∞

0, T ;W 1,2(Ω,R3) for (k, h) → 0 to a weak solution
of (1.6)–(1.7) in the sense of Definition 2.1.
Proof. Step 1: Verification of (2.3). First we take φ ∈ C∞(ΩT ,R3). The identity (3.1) can be rewritten in terms of Rothe’s
functions as follows
∂tMˆk,h,Ihφ

h
− κ˜+k,hMk,h,Ihφh + γ Mk,h × ∆˜hMk,h,Ihφh
+ γα

Mk,h
Msk,h
× Mk,h × ∆˜hMk,h ,Ihφ
h
= 0. (4.5)
We integrate (4.5) in time and then pass to the limit for (k, h)→ 0.
We use standard error estimates and stability bounds for Ih to find
∂tMˆk,h,Ihφ

h − (Mt ,φ) =

∂tMˆk,h,Ihφ

h − (∂tMˆk,h,Ihφ)+

∂tMˆk,h, [Ih − Id]φ
+ (∂tMˆk,h −Mt ,φ)
≤ Ch ∥∂tMˆk,h∥L2∥φ∥W1,2 + |(∂tMˆk,h −Mt ,φ)|,
and hence T
0

∂tMˆk,h,Ihφ

h
− (Mt ,φ)
 → 0 (k, h → 0). (4.6)
On using κ˜ ∈ C1, a corresponding study easily shows for all φ ∈ C∞(ΩT ,R3), T
0
κ+Mk,h,Ihφh − (κM,φ)→ 0 (k, h → 0). (4.7)
We use the definition of ∆˜h, and the pointwise identities∇ Mk,h × φh ,∇Mk,h = Mk,h ×∇φh,∇Mk,h
and
⟨∇ [M× φ] ,∇M⟩ = ⟨M×∇φ,∇M⟩
to conclude
Mk,h × ∆˜hMk,h,Ihφ

h =
∇ (Ih − Id)(Mk,h × Ihφ) ,∇Mk,h+ Mk,h ×∇Ihφ,∇Mk,h . (4.8)
Interpolation estimates and D2Mk,h|K = 0 for all K ∈ Th imply that the first term on the right-hand side may be bounded by
≤ Ch∥∇Mk,h∥
∥∇Mk,h∥ + 1 ∥φ∥W2,∞ .
For the last term in (4.8), we use (4.2) and (4.3), together with Ihφ → φ in W 1,∞(ΩT ,R3) to eventually conclude
convergence of the left-hand term in (4.8) in the way T
0

Mk,h × ∆˜hMk,h,Ihφ

h →
 T
0
(M×1M,φ) (k, h → 0), (4.9)
where1M exists in the distributional sense.
Using (2.6) we deduce T
0

Ih

Mk,h × ∆˜hMk,h

,Ihφ
− Ih Mk,h × ∆˜hMk,h ,Ihφh ≤ Ch  T
0
∥Ih[Mk,h × ∆˜hMk,h]∥h∥∇Ihφ∥
→ 0 (k, h → 0).
Further T
0

Ih

Mk,h × ∆˜hMk,h

, (Ih − Id)φ
 ≤ Ch Ih Mk,h × ∆˜hMk,h ∥φ∥W1,2
→ 0 (k, h → 0).
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Hence, according to (4.9) we see that T
0

Ih

Mk,h × ∆˜hMk,h

,φ
→  T
0
(M×1M,φ) (k, h → 0), (4.10)
which is valid for any φ ∈ C∞ ΩT ,R3. Lemma 3.3, (2.5) and the reflexivity of L2 ΩT ,R3 imply
Ih

Mk,h × ∆˜hMk,h

⇀ z in L2

ΩT ,R3

. (4.11)
The uniqueness of the limit yields T
0
(M×1M,φ) =
 T
0
(z,φ) ,
which holds truth for any φ ∈ C∞ ΩT ,R3. According to the Hahn–Banach theorem there exists the extension M×1M
of M × 1M to L2 ΩT ,R3. Moreover we have  M×1M
L2(ΩT ,R3)
= ∥z∥L2(ΩT ,R3). Finally, the density of C∞

ΩT ,R3

in
L2

ΩT ,R3

gives M×1M = z in L2 ΩT ,R3. From now on, we identify M×1MwithM×1M.
It remains to verify that T
0

Mk,h
MS k,h
× (Mk,h × ∆˜hMk,h),Ihφ

h
→
 T
0

M
MS
× (M×1M) ,φ

(k, h)→ 0. (4.12)
First, using (2.5), (2.6) and Lemma 3.2 we deduce
 T
0

Ih

Mk,h
MS k,h
× φ

,Ih[Mk,h × ∆˜hMk,h]

h
−

Ih

Mk,h
MS k,h
× φ

,Ih[Mk,h × ∆˜hMk,h]

≤ Ch
 T
0
Ih[Mk,h × ∆˜hMk,h]h
∇Ih

Mk,h
MS k,h
× φ
 .
Thanks to κ˜ ∈ C1 we get also the bound of the first derivative of MS . We employ W 1,2-stability of Ih, and Lemma 3.1 to
convince ourselves that the right-hand side tends to zero for (k, h)→ 0. From similar reasons we obtain
 T
0

(Id− Ih)

Mk,h
MS k,h
× φ

,Ih[Mk,h × ∆˜hMk,h]
 ≤ Ch
 T
0
Ih[Mk,h × ∆˜hMk,h]
∇Ih

Mk,h
MS k,h
× φ

→ 0 (k, h)→ 0.
Using (4.2),MS k,h → MS in C(ΩT ,R3) and Ih

Mk,h × ∆˜hMk,h

⇀ M×1M in L2 ΩT ,R3we arrive at T
0

Mk,h
MS k,h
× Ih Mk,h × ∆˜hMk,h ,φ→  T
0

M
MS
× (M×1M) ,φ

and  T
0

Ih

Mk,h
MS k,h
× Mk,h × ∆˜hMk,h ,φ→  T
0

M
MS
× (M×1M) ,φ

as (h, k)→ 0 for any φ ∈ C∞(ΩT ,R3).
Similarly as in (4.11) we deduce that
Ih

Mk,h
MS k,h
× Mk,h × ∆˜hMk,h⇀ MMS × (M×1M) in L2(ΩT ,R3).
This verifies (4.12), and shows that the limitM : ΩT → R3 satisfies (2.3).
Step 2: Verification of item (2) of Definition 2.1. By a density argument, we conclude that
dM
dt
= κM− γM×1M− γ δ M
Ms
× (M×1M) a.e. inΩT . (4.13)
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Wemultiply (4.13) byM|M|p−2 for p ≥ 2 and conclude
∂t |M|p = pκ|M|p ≤ p

max
ΩT
κ

|M|p.
An application of Gronwall’s lemma brings
|M|p(t, x) ≤ |M0(x)|p exp

pT max
ΩT
κ

a.e. inΩT .
From this we deduce
∥M∥L∞(ΩT ) = limp→∞ ∥M∥Lp(ΩT ) ≤ C ∥M0∥L∞(Ω) .
The scalar multiplication of (4.13) byM immediately implies that the function |M| solves
d
dt
|M|2 = 2κ˜ |M|2 a.e. inΩT . (4.14)
Due to the definition of the function κ˜ in terms ofMS we easily find that (4.14) implies
|M| = Ms a.e. inΩT .
This consideration concludes the verification thatM is a weak solution to (1.6)–(1.7) in the sense of Definition 2.1.
There also exists a discrete version of (4.14). Choosing φh = Mj+1/2(z)ϕz in (3.1), we find
dt
Mj+1(z)2 = 2κ˜j+1(z) Mj+1/2(z)2 .
This can be rewritten in terms of Rothe’s function as follows
d
dt
Mˆ t j+ 12 , z2 = 2κ˜+ t j+ 12 , z Mˆ t j+ 12 , z2 ∀j ∈ {0, . . . , J}, ∀z ∈ Nh, (4.15)
which represents a discrete variant of (4.14). 
5. Computational experiments
5.1. Normalized model with Maxwell’s equations
We denote M˜s = ∥M0∥∞ andm = M/M˜s,ms = Ms/M˜s. The Eq. (1.6) can be written in the following normalized form
mt = κ∗m+m× heff + α mms × (m× heff), (5.1)
whereκ∗ = κ 1+α2
γ M˜0
and the time ismeasured in units 1+α
2
γ M˜0
s. The effective field is taken asheff = A1m+K(e,m)e+hm+hext;
where A = 2A∗
µ0M˜2s
, K = 2K∗
µ0M˜2s
; A∗ is the exchange constant, K ∗ is the uniaxial anisotropy constant. The demagnetizing field
hm is usually expressed it terms of a scalar magnetic potential u, i.e. hm = ∇u, where
(∇u,∇φ) = (m,∇φ) ∀φ ∈ H1(Ω˜); (5.2)
i.e., one has to solve a system of coupled Eqs. (5.1) and (5.2). The domain Ω˜ ⊂ Rn has to be taken sufficiently large and
Ω b Ω˜ , see, e.g. [26].
Scheme B. Let κ˜ ∈ C ΩT , andm0 ∈ Vh. For j = 0, 1, 2, . . . , J − 1 findmj+1 ∈ Vh such that for all φh ∈ V˜h,φh ∈ Vh there
holds
(∇uj+1/2,∇φh) = (mj+1/2,∇φh)
dtmj+1,φh

h −

κ˜∗j+1m
j+1/2,φh

h
+

mj+1/2 × hj+1/2eff ,φh

h
+ α

mj+1/2
mj+1/2s
×

mj+1/2 × hj+1/2eff

,φh

h
= 0, (5.3)
where hj+1/2eff = A∆˜hmj+1/2 + K(e,mj+1/2)e+∇uj+1/2 + hext.
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Fig. 3. Mesh for the domain Ω˜ at x3 = 0 (left) and zoom at the mesh for the domainΩ at x3 = 0 (right).
Fig. 4. S-state initial condition for the magnetization.
5.2. Solution of the nonlinear system
Weuse a simple fixed-point iterative algorithm to solve thenonlinear system in each step of SchemeB. Similar fixed-point
algorithms were employed in the context of the LLG and Maxwell–LLG equations, see [27,26,15]. We solve the nonlinear
system forwh := mj+1/2h , gh = ∇vh := uj+1/2h . The time derivative dtmj+1h is replaced by 2k (wh −mjh). After linearization of
the nonlinear terms in (5.3) we obtain the following algorithm.
Algorithm 5.1. Setw0h := mjh and ℓ := 0.
(i) Computewℓ+1h ∈ Vh, such that for all ϕh ∈ V˜h,φh ∈ Vh there holds
(∇vℓ+1h ,∇ϕh) = (wℓh,∇ϕh),
2
k
(wℓ+1h ,φh)h − (κ˜∗j+1wℓ+1h ,φh)h +

wℓ+1h × hℓeff,φh

h + α

wℓh
mj+1/2s
× wℓ+1h × hℓeff ,φh
h
= 2
k
(mjh,φh)h,
(5.4)
where hℓeff := A∆˜hwℓh + K(e,wℓh)e+∇vℓ+1h + hext.
(ii) For fixed ε > 0, stop and setmj+1h := 2wℓ+1h −mjh, once
∥wℓ+1h −wℓh∥h ≤ ε.
(iii) Set ℓ := ℓ+ 1 and go to (i).
5.3. µMag standard problem no. 4
In our first experiment we compute the µMag standard problem no. 4, see [28], with Ms ≡ 8 × 105, i.e., we neglect
the temperature effects. The initial condition is an S-state, see Fig. 4. The respective computational meshes for the domains
Ω˜ and Ω are depicted in Fig. 3. The remaining parameters for the computation were: A∗ = 1.3 × 10−11, K ∗ = 0, α =
0.02, γ = 2.211 × 105, µ0 = 1.25667 × 10−9, µ0Mshext = (24.6, 4.3, 0) × 10−3, k = 0.02, h = 0.00390625 × 10−6.
In Fig. 5 we plot the average x, y-components of the magnetization for the cross product, the Gilbert formulation results
from [27], and the results from [29]. The results are in good agreement.
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Fig. 5. Evolution of |Ω|−1 
Ω
mx and |Ω|−1

Ω
my .
Fig. 6. Temperature at t = 0.
Fig. 7. Initial condition.
5.4. Thermally assisted switching
The next experiment is to demonstrate the temperature effects on the switching. We take K ∗ = 500, e = (1, 0, 0),
µ0M˜shext = (−14, 2.4, 0) × 10−3, the remaining parameters for the computations are the same as in the previous
experiment. We consider the power law (1.5) with β = 0.5, τC = 1.5.
First, sample is quickly heated and the switching field hext is applied which causes the magnetization to switch to the
opposite direction. At time t = 160 the external field is switched of, i.e., we set hext = 0 and the sample is allowed to reach a
steady state. The initial temperature distribution is displayed in Fig. 6, the corresponding distribution ofms is in Fig. 7. After
the magnetization has switched to the opposite direction, the sample is left to cool and the magnetization remains oriented
in the direction of the applied field. The time evolution of the average temperature of the sample is displayed in Fig. 8. The
numerical error in themagnitude of themagnetization due to the temporal variations ofms is displayed in Fig. 9. The plots of
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Fig. 8. Evolution of the average temperature in time.
Fig. 9. Evolution of ∥|mh| −ms∥∞ .
Fig. 10. Evolution of |Ω|−1 
Ω
mx and |Ω|−1

Ω
my for thermally assisted and constant magnitude LLG equations.
average x, y-components of themagnetization in Fig. 10 reveal that in the constantmagnitude case withms ≡ 1, in contrary
to the thermally assisted case, the external field hext is not strong enough to overcome the anisotropy effects and switch the
magnetization in the opposite direction.
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