With the rapid development of China's high-speed railway network and the increasement of it's operating mileage, the requirement for the fault diagnosis and safety of high-speed railway has been increasing significantly. In order to enhance the safety and reduce the accident rates, it is essential to analyze the factors that closely related to safety and accident of high-speed railway. Compared with the traditional fault diagnosis method, the association rule algorithm of data mining technology has the advantage of dealing with large scale fault data. In the present study, the parallel apriori algorithm based on MapReduce algorithm was proposed. Furthermore, a subsystem of association analysis regarding fault diagnosis, which was based on mining association rules and integrated with the parallel association rules algorithm, was designed by taking advantage of the sparsity characteristic of the fault data. The function of the designed subsystem was validated by actual operating data collected. The results show that the proposed fault diagnosis subsystem based distributed parallel association rules can be used in the fault diagnosis of China's high-speed railway.
Introduction
Since Beijing-Tianjin intercity high-speed rail operated in August 2008, the high-speed railway network in China has possessed the largest scale around the world. The total operating mileage of high-speed railway in China reaches 22,000 kilometers [1] . Furthermore, the four lengthwise high-speed railway network has been constructed. There are almost 9,000 EMU (electric multiple unit) in China and the total running high speed train is 2,332 pairs [2] . The high-speed railway has become the main vehicle type of people trip. Under the circumstance, the high-speed railway plays a key role in public security, including national economy security and people's lives. Therefore, the fault diagnosis and security management of high-speed railway is essential and crucial.
Association rule is one of the most important data mining methods aiming at extracting unknown and potential useful rules from large amount of data. Agrawal R, Imielienski T and Swami A (1993) firstly proposed the association rule and the Apriori algorithm based on frequent itemsets [3] . The Apriori algorithm is based on recursive statistics, and the frequent itemset is justified sheared by minimal support degree. The other algorithms are mainly based on Apriori algorithm, or its variants and extensions. Due to the process of multiple original data scanning and generation of a large number of candidate itemsets, the Apriori algorithm has the disadvantages of low efficiency in data mining and large space of usage memory. With regards to the shortcomings, many researchers have proposed many optimized methods. Park J S, Chen M S and Yu P S (1995) proposed the Data Handling Program (DHP) algorithm [4] , which uses the hashing technique to efficiently improve the generation process of candidate sets. Ashok S, Edward O and Shamkant (1995) proposed the Partition algorithm based on the division strategy on the purpose of reducing the number of scanning database in the data mining process and the CPU burden [5] . Hannu T (1996) obtained some worthy rules based on sampling optimization method by extracting samples from transaction database [6] . Then the remainder of database was used to verify the algorithm. The method was verified reducing the cost of input and output significantly. These algorithms have improved the efficiency of data mining association rules in different degrees. Nevertheless, the inherent defects in Apriori algorithm have not been overcome completely. In practice, the data used to be mined are unnecessary to be added, reduced and modified. On the other hand, the threshold value of minimum support and minimum confidence will also be modified in order to achieve the interesting association rules. Under the circumstances, the initially obtained association rules may not be a strong rule and a new association rule may be obtained with refreshed data. Therefore, the association rules need to be updated. The traditional approach is to use the updated data set or the new threshold value to do the data mining once again, whereas the initial result of data mining is wasted. Therefore, the traditional method is low-efficiency and undesirable. The advisable method is to obtain the desired association rules by efficiently use the initial data mining results. At present, there are some scholars studying incremental update mining of association rules, and some related algorithms have been proposed by Jian-xin BI and Qi-shan Zhang (2005) [7] . Nevertheless, with the increase of database, the efficiency of these algorithms needs to be further improved.
The integrated management platform of high-speed railway is suitable to be established by lightweight Enterprise Service Bus (ESB) technology. From the perspective of the overall solution, Intel Corporation provides the Hadoop software as the solution through operating and optimizing the software platform. The advantage of Intel Hadoop is its computing framework with highly parallel and scalable distributed batch operation, whose processing ability is close to real-time mode. At the same time, the high performance distributed massive data warehouses Hive is a data warehouse architecture built on Hadoop to support the querying and analyzing of massive data stored in Hadoop.
With the rapid construction and development of high-speed railway in China, the number of the EMU and maintenance organization grows fastly. At the same time, a large amount of data are accumulated in the operation and maintenance of high-speed railway. These data have the characteristics of wide distribution, huge quantity, heterogeneous, and small effective information ratio. In addition, in order to meet the requirement of high efficiency and accuracy of EMU operation and maintenance, it needs to quickly and accurately extract the relevant information to form a variety of services information and support its operation and maintenance. Therefore, the data of high-speed railway EMU operation and maintenance have obvious characteristics of big data, which also brings a great challenge to EMU operation and maintenance. At present, the multi-source and heterogeneous data analysis and fault correlation diagnosis of China's high-speed railway EMU and its key components based on data analysis just begin. There is a large gap for practical usage. In the present study, a fault diagnosis method and its application in high-speed railway EMU in China is investigated based on association rules of big data mining.
Parallel improvement of the Apriori algorithm

Definition of Multiple Minimum Support Association Rule
The mining strategy of multiple minimum support proposed Zhen-yu WANG, Shi-Lei BAI and Fan-guan XIONG(2002) [8] is a data mining method, which defines the value of minimum support association rule respectively according to the characteristics of transaction itself based on the defined support degree .
, its any transaction is given the minimum support degree that it needs to satisfy, which is called the minimum support degree, and is denoted as MIS.
Definiton 2. For mining rule:
, the minimum value of minimum support of the various items contained in the rule
is the minimum support degree required to be satisfied.
The Apriori Algorithm of Multiple Minimum Support Degree Based on MapReduce
The event items with high occurrence frequency will have a higher minimum support degree restriction and vice versa. Under the circumstances, the minimum support required for any candidate rule will be generated in the premise of the minimum support degree for each item in the rule itself. Therefore, the algorithm is designed as follows.
Input: data set DB, minimum support degree set The MapReduce system in cloud computing environment divides the original data into many small data within the size of defined input slice. Furthermore, with the function of load balancing, the MapReduce system can put the data slice in each node of the cloud computing cluster evenly, used as the input for the Map task. Then, each node will process the small data of input slice using the distributed parallel computing. The Apriori parallel algorithm based on MapReduce function solve the problems of data distribution and node communication effectively. The input of Map function takes the line position of affairs as the key and the transactional context as value. The output of Map function uses the project in transaction or candidate itemsets as key and number 1 as value. The Reduce function statutes these key/value pairs and the numbers 1 corresponding to each key is accumulated. Then, the final output is set as the supporting number obtained from the accumulation. The projects or supports of candidate item set takes as final output. The parallel algorithm of Apriori uses the distributed parallel computing environment of cloud computing and realizes the parallel scanning of data set.
The Map function mainly collects the appearance frequency number of each item in candidate set. The Reduce function mainly prunes the candidate sets containing non-frequent itemsets. Every frequent set is produced by the implementation of Map and Reduce functions. The data set is divided into small pieces transformed to each data node after the data is stored in HDFS. The Map function executes the data block, thereby generating a <key, value> pairs for each recorder. The Hadoop framework gathers automatically the <key, value> pairs together in accordance with the same items. Then, it transfers the candidate itemsets value list to the Reduce function. The Reduce function accumulates these values and generates a statistical value as a synchronization candidate set. The advantage of the algorithm is that there is no data exchange between the data nodes. What transferred between the data nodes is the statistical values. In each traversal of the data set, each Map function generates a local candidate set, then the Reduce function collects these local statistics data together, forming the whole candidate set. Figure 1 shows the phases of the data flow and the parallel Apriori algorithm in the MapReduce programming model. The multiple iterations of the MapReduce calculation forms the total data analysis. Each iteration generates a frequent set till a closed frequent set is formed.
Map: (row_id, trasaction ) →list(itemset, v2=1) Reduce: (itemset, list(v2)) →(itemset, sum(v2)) The Map Function Design. In order to carry out rapid information transmission in each computing node in the Hadoop cluster, it is needed to serialize these information into binary data. The Hadoop provides its own serialization Writables to match the platform. The program written in MapReduce and run on Hadoop is used to serialize the input key/value pair. Two methods are defined in the Writable interface. One method is used to write the information into the binary format as DataInput stream. The other method is used to read the information from the binary format of DataOutput.
A new extension of Writables interface Frequentitemsets class is redefined in the MapReduce, which can be used to storage each generated frequent itemsets to Frequentitemsets class, and then the candidate item sets can be obtained through the algorithm Apriori_gen (L k ). Finally, the numbers in each item in candidate item sets can be achieved through scanning the local data.
The code is designed as follows. 
Case Study
A lot of data is generated in the process of EMU's operation and maintenance, these data are collected by the "wireless transmission equipment (WTD)" installed in the EMU, then send to the ground server used wireless network after organizing and processing. The running state of EMU can be effectively monitor and managed through data analysis after the ground receiver receiving. The data used in this case is the information recorded of CRH2 type EMU all parts of China in 2014, the average daily fault record is 1.5 millions, and the total size of the data is about 500G. Data files are derived from the CSV Oracle format file, using Hive to complete the data cleaning work and making HQL (SQL class) statement into the MapReduce program. The EMU fault mining experimental procedure of MapReduce algorithm based on Apriori is as follows:
I. The EMU fault data is imported into the Hive based Hadoop cluster, and stored in the distributed file system HDFS of Hadoop cluster, Setting file input and output path, the system reads the data slice (split) from the HDFS and transmits it to each map node.
II. The minimum support and minimum confidence are set before data mining, then the Hadoop cluster is started, and frequent item sets of fault data are mined. The calculated output of the map node become the input of the reduce node, the mining results are stored in the specified output directory after the calculation completed.
III. Using MRApriori algorithm for mining, the frequent items calculated are stored in HDFS. IV. The program running process and cluster state are viewed through HDFS management page http://localhost:50070/,monitoring the health status of Name node and Data node. The mining results can be obtained from HDFS after the program runs.
V. The strong fault association rules of the EMU are generated using frequent item sets, and the support and confidence of each rule are calculated.
The experimental data is cited from Hui HU' Research and Implementation of Mining Association Rules for EMU Failure Data Based on Hadoop [9] .On the basis of the above experimental procedure, the association rules of fault data set of EMU are mined using the improved association rule algorithm, the results of the frequent and related faults are obtained from the Hadoop cluster mining and analyzed. Partial association rules are shown in table 2. For example, the association rule "CRH2,2109A, October=>air condition and ventilation system[support=l.69%, conf=l1.37%]"means the fault of air condition and ventilation system frequently happens on train 2109A in CRH2 every October, which degree of support is 1.69%, and the confidence level is 11.37%.The fault association rule can given some suggestions for EMU maintenance, i.e. the air condition and ventilation system of train 2109A in CRH2 should be maintenanced in October each year in order to exclude it before fault happens.
For the association rule "longitude: 110.14-122.43 latitude: 22.5-42.37 => a normal air valve, air condition ventilation system [support=2.51%, conf= 10.26%] means the fault on new air valve abnormal and ventilation and air condition system frequent happens in the area longitude 110.14 -122.43 and latitude: 22.50-42.370，The degree of support is 2.51% and the confidence level is 10.26%, which reveals the relationship between fault and location.
Conclusion
China's high-speed railway has accumulated a large number of structured, semi-structured and unstructured production, usage and maintenance data after 9 years operating. For the huge amount of data, it contains valuable security association information of precious EMU parts, whereas the data exhibits the characteristic of high redundancy, wide distribution, and invalidation. This paper aims to establish a fault diagnosis system for high-speed railway. Regarding with the disadvantages in the Apriori algorithm, the Apriori parallel association rules is proposed based on MapReduce function. The analysis system of association rules for fault diagnosis has been established. It is useful for analyzing and predicting the fault of high-speed railway.
