In this paper, we study the impact of carrier frequency offset (CFO) estimation/compensation on the information rate performance of the zero-forcing (ZF) receiver in the uplink of a multi-user massive multiple-input multiple-output (MIMO) system. Analysis of the derived closed-form expression of the per-user information rate reveals that with increasing number of BS antennas M , an O( √ M ) array gain is achievable, which is same as that achieved in the ideal zero CFO scenario. Also it is observed that compared to the ideal zero CFO case, the performance degradation in the presence of residual CFO (after CFO compensation) is the same for both ZF and MRC.
I. INTRODUCTION
In the past few years, massive multiple-input multiple-output (MIMO) systems have emerged as one of the key technologies in the evolution of the next generation 5G wireless systems due to their ability to support high data rate and improved energy efficiency [1] , [2] . In a massive multi-user (MU) MIMO system, the base station (BS) is provided with hundreds of antennas to simultaneously serve only a few tens of single-antenna user terminals (UTs) in the same timefrequency resource [3] . Increasing the number of BS antennas open up more available degrees of freedom, which helps accommodate more number of users, thus improving the achievable spectral efficiency [4] , [5] . At the same time, the required radiated power to achieve a fixed desired information rate can be reduced with increasing number of BS antennas, M (array gain).
It has been shown that even with imperfect channel state information (CSI), the achievable array gain for any sub-optimal linear receiver (e.g. zero-forcing (ZF), maximum ratio combining
Above results assume perfect frequency synchronization at the BS receiver, without which the performance of the system would deteriorate rapidly. In practice acquiring perfect knowledge of the carrier frequency offsets (CFOs) between the received user signals at the BS and the frequency of the BS oscillator is however a challenging task. There exists various techniques for CFO estimation and compensation for conventional small MIMO systems in the literature [7] - [10] . However these algorithms incur tremendous increase in computational complexity with increasing number of BS antennas, M and increasing number of UTs, K (i.e. massive MIMO scenario). Recently in [11] an approximation to the joint ML (Maximum Likelihood) CFO estimation has been proposed for massive MIMO system. However this technique requires a multi-dimensional grid search and therefore has high complexity with large number of UTs.
In [12] the authors propose a simple low complexity algorithm for CFO estimation and a corresponding communication strategy for massive MU-MIMO uplink. It has been shown that with sufficiently large M, the algorithm has only O(M) complexity (independent of the number of UTs). However the impact of the residual CFO (due to CFO compensation) on the performance of massive MIMO is yet to be studied. The most common linear suboptimal receivers used in massive MIMO uplink are MRC (maximum ratio combining) and ZF (zero-forcing) receivers.
With the MRC receiver, system performance is limited by the multi-user interference (MUI) in the high SNR regime. For the ideal zero CFO scenario, the ZF receiver is known to remove this limitation by eliminating the MUI [6] . In this work we therefore study the impact of the residual CFO error (due to the CFO estimation strategy proposed in [12] ) on the achievable information rate of the ZF receiver and compare it to that of the MRC receiver. To the best of our knowledge, this paper is the first to report such a study. we perform CFO estimation in a special UL slot prior to the data communication. For CFO estimation, we adopt the CFO estimation strategy presented in [12] . CFO compensation can be performed in two different ways -(i) at the BS (prior to channel estimation and multiuser detection); or (ii) at the respective UTs prior to data transmission (this however requires transmission of CFO estimates from the BS to the UTs over a control channel in the DL slot, following the special UL slot for CFO estimation). Data communication starts from the first UL slot, following the special CFO estimation UL slot. In these UL slots, prior to UL data transmission, the UTs transmit pilots for channel estimation. 1 The special UL/DL slot for CFO estimation might be repeated every few coherence intervals, depending on how fast the CFOs change. [12] For the CFO estimation phase, special pilots are transmitted by the UTs in the uplink. A pilot sequence of length N ≤ N u is divided into B = N/K pilot-blocks, where each pilot-block is K channel uses long. 
A. CFO Estimation Strategy in
where ω k ∆ = 2π∆f k T s is the CFO for the k th user (T s = 1/B c , where B c is the communication bandwidth and ∆f k is the frequency offset of the k th UT). Also g mk
and k = 1, 2, . . . , K, is independent complex baseband frequency-flat channel gain coefficient 1 The same CFO estimates can be used for CFO compensation prior to precoding in the DL slot of each coherence interval. 2 Although the CFO estimation method assumes N/K to be integer, we can accommodate non-integer values of N/K, by defining the number of blocks B ∆ = ⌈N/K⌉. Hence for non-integer N/K, the B th block is less than K channel uses long.
Therefore the effective N/K is ⌈N/K⌉ for UTs allowed to transmit in the B th block, and it is (⌈N/K⌉ − 1) for all other UTs.
power (∝ 1/ √ M ) for CFO estimation is within the desired limits.
B. Uplink Data Communication
After CFO estimation, CFO compensation can be performed in one of the following two ways:
(a) the BS can feed the individual CFO estimates back to the corresponding UTs over a control channel in the DL slot, following the special UL slot (see Fig. 1 ). In this way, the k th UT would correct its CFO by rotating the transmit signal at the t th channel use by e −j ω k t . However in this method there is possibility of corruption of the estimates due to error in the control channel;
(b) another way of correcting frequency offsets is to perform CFO compensation at the BS, 3 Independent and identically distributed Rayleigh fading is a commonly used model for the distribution of channel gains in a massive MIMO system [3] - [5] . 4 Here arg (c) denotes the 'principal argument' of the complex number c. 5 For expression of ν k see [12] .
prior to channel estimation and multi-user detection. In this paper, we would use this second technique for CFO compensation and study the impact of the residual CFOs (i.e. ω k − ω k ) on the performance of massive MIMO uplink. 6 The uplink data communication starts at t = 0 (see Fig. 1 ). We assume that in the first K consecutive channel uses, the UTs transmit pilots for channel estimation sequentially in time 7 , i.e., the k th UT transmits an impulse of amplitude √ K p u only in the (k − 1) th channel use. The received pilot at the m th BS antenna at
is the circular symmetric AWGN.
C. MMSE Channel Estimation
To estimate the channel gains, firstly, CFO compensation is performed on the received pilots at the BS. Since the pilots from different UTs are separated in time, pilot from the k th UT after compensation is given by
and
Next we compute the minimum mean square estimate (MMSE) of the effective channel gain coefficient g mk as given below:
where m = 1, 2, . . . , M and k = 1, 2, . . . , K. Using (2), the estimate of the effective channel gain matrix is given by
where
III. UPLINK RECEIVER PROCESSING
In this section we formulate a generalized approach towards multi-user receiver processing at the massive MIMO BS. From Fig. 1 
, where m = 1, 2, . . . , M. To detect information symbols 6 Note that the information theoretic performance is identical for both the CFO compensation techniques. 7 Though impulse type pilots are not amenable to practical implementation (due to high peak-to-average-power ratio (PAR)),
we use them because our main objective is to study the first order effects of system parameters M , K, N , pu etc. on the information rate performance of ZF and MRC detectors in the presence of residual CFOs. 8 Both g mk and wm[k − 1] have uniform phase distribution (i.e. circular symmetric) and are independent of each other.
Clearly, rotating these random variables by fixed angles (for a given realization of CFOs and its estimates) would not change the distribution of their phases and they will remain independent. Therefore the distribution of g mk and n mk 
T . The detected signal from the k th UT at the BS after CFO compensation is given by
T (the q th column of G) and
A. Coding Strategy
We define the effective channel estimation error as ǫ mk
The mean vector and the covariance matrix of ǫ k are respectively given by E[ǫ k ] = 0 and
where (a) follows from (2) and
where SIF k [t] is the time-varying self-interfering component of the desired signal and 
is zero mean and independent of x k [t]
= 0, since g k and ǫ k are orthogonal due to MMSE estimation and a k is function of g k = 0. (7) where (a) and (b) follow from the definitions of SIF 
rate is therefore given by the following lower bound on I(
and the overall information rate for the k th user is thus given by
A. Mutual Information Analysis for the ZF Receiver
For a ZF receiver, the detector matrix is defined as
Clearly, for ZF receiver, A H G = I K , i.e., a H k g q = δ k,q = 1 if k = q and 0 if k = q, 9 In practice, coding could be performed across a group of consecutive channel uses within each transmission block, since the
would not change significantly within a small group of consecutive channel uses. 10 In a wireless channel of bandwidth 200 KHz and a coherence interval of duration 1 millisecond, even with K = 10 UTs, the channel estimation overhead is only 5%. Further, CFO estimation is performed at a 5 to 10 times slower rate than channel estimation and therefore its overhead is expected to be less than 1% [15] . We have therefore neglected the CFO estimation overhead in (9), since it is a mere scaling factor, which does not impact the main conclusions of our work.
where q = 1, 2, . . . , K and k = 1, 2, . . . , K. Substituting this result in (6), we get ES
, where we have used the fact that
Lemma 1. With MMSE channel estimates, it can be shown that E {(
, where G is the MMSE estimate of effective channel gain matrix (see (3)).
Proof: See Appendix A. Proposition 1. For the ZF receiver, the lower bound in (8) is given by the achievable information
where γ = pu σ 2 and t = K, K + 1, . . . , N u − 1. Proof: Using the expression for E {( G H G) −1 } kk from Lemma 1, we get the expressions (8) we obtain (10).
B. Mutual Information Analysis for the MRC Receiver
For MRC receiver, A = G, or, a k = g k , ∀k = 1, 2, . . . , K. Substituting this result in (6), we get
Similarly,
Lemma 2.
With MMSE channel estimate G of the channel gain matrix G (see (3)), it can
and,
Proof: See Appendix B. Proposition 2. For the MRC receiver, the lower bound in (8) 
From (12) it is clear that R
Remark 3. From Theorem 1, it is clear that with every doubling in the number of BS antennas, the minimum required SNR to achieve a fixed per-user information rate decreases by approximately 1.5 dB as long as the number of BS antennas M is sufficiently large. This shows that with the CFO estimation technique proposed in [12] , the ZF receiver (also the MRC receiver) yields an O( √ M ) array gain in the massive MIMO uplink. This is interesting since even for the ideal zero CFO scenario with ZF/ MRC receiver, the maximum achievable array gain is known to be ]. Also for simplicity, we assume β k = 1, ∀k = 1, 2, . . . , K. The information rate for each user is also computed analytically using Propositions 1 and 2 in (9) with σ
its approximation in (1) with G k = 1 (see Remark 1).
In Fig. 2 we plot the variation of the minimum required SNR γ = p u /σ 2 (both analytical and simulated) to achieve a fixed information rate of 2 bpcu (bits per channel use) for the 1 st user versus the number of BS antennas, M (fixed K = 10 and N = 100). Observe that the analytical approximation to the required γ for both ZF and MRC is quite tight. Also for M sufficiently large, with every doubling in M, the required γ decreases roughly by 1.5 dB (note the decrease in required SNR γ from M = 320 to M = 640). This supports Theorem 1 and shows that with the discussed CFO estimation/compensation technique, an O( √ M ) array gain is achievable. Also note that the required γ for ZF and MRC is the same for sufficiently large M > 320 (see Remark 4) . However for finite M, ZF is more power efficient compared to MRC.
For example at M = 80, ZF requires approximately 1.7 dB less power than MRC. Next we consider this extra SNR required by MRC when compared to ZF (denoted as SNR gap) for the same desired information rate I 1 = 1, 2, 2.5 bpcu (for the 1 st UT) for fixed M = 80 and K = 10 (see Table I ). From Table I , we make an interesting observation that the SNR gap between the ZF and MRC receivers is almost the same irrespective of whether we have the ideal zero CFO scenario or the residual CFO (after CFO compensation) scenario. Therefore the new result in this paper is that with CFO compensation, there is no significant degradation in the SNR gap when compared to the SNR gap in the ideal/zero CFO scenario.
VI. CONCLUSION
In this paper, we study the impact of low-complexity CFO estimation and compensation on the performance of ZF receiver in massive MIMO uplink in a flat fading environment and compare it to that of the MRC receiver. The tight closed-form analytical expressions for information rates of ZF and MRC reveal that an O( √ M ) array gain is indeed achievable with CFO estimation. This is interesting since the best possible array gain for ideal zero CFO scenario is also known to be O( √ M ). Finally the study of the SNR gap between ZF and MRC receivers for the same per-user information rate suggests that compared to the ideal zero CFO case, the performance degradation due to residual CFO is same for both the ZF and MRC receivers. Clearly from (3) we have G = (
