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Abstract 
In this paper, we define a graph G as semi-Pd-sparse if G does not contain as induced subgraph 
a PC, a 5 or the complement of a ,fork, where a fork is the tree of order 5 with 3 pendent 
vertices. This new class of graphs contains strictly the class of PJ-sparse graphs. 
Using r?lotfzlluu &composition we first propose a linear recognition algorithm for semi-PJ- 
sparse graphs and next, we show that with very little work, we can extend the linear algorithms 
of ChvCtal et al. (1987) concerning the class of perfect graphs that are P5,P5 and Cs-free. for 
finding an optimal coloring, a largest clique and a largest stable set of a semi-Pd-sparse graph C;. 
Finally, we characterize by forbidden configurations the closure by .suhstitution-compo.rition (the 
inverse operation of modular decomposition) of semi-I’d-sparse graphs, composition operation of 
graphs that (among other properties) preserves perfection. 
1. Introduction 
Real life applications of different areas of computer sciences and applied mathe- 
matics, as to communications, transportation, VLSI design, computational semantics, 
scheduling, clustering analysis, have stimulated the study of graphs that possess some 
‘local density’ properties. One of the best-known exponents of such graphs, is the class 
of cogruphs. 
Cographs can be defined as the family of graphs obtained from single vertices under 
the closure of the operations of complement and union. A local density metric for 
cographs was first established by Lerchs [26], where in he showed that the class of 
cographs is precisely the class of Pb-free graphs, namely, the class of graphs that does 
not contain an induced subgraph isomorphic to a chordless path of four vertices. In that 
paper, he also established, that a Pd-free graph G admits a unique tree representation 
(c.otreee associated to G) and in [ 121, Comeil et al. obtained a linear-time recognition 
algorithm (on the number of edges of G) from this cotree. 
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- 
z2: Pg or house 
Fig. 1. 
This class of graphs was independently rediscovered by researchers, under differ- 
ent names and has been studied extensively over the years from both theoretical and 
algorithmic perspectives. 
Since the presentation of the various results obtained for cographs is beyond the 
scope of this paper, we shall only make reference to a few of them (see in [25] for 
several bibliographical references concerning cographs). First, in [33], it was shown 
that Pd-free graphs are perfect graphs (we recall in the next section the definition 
of a perfect graph). Next, many of the decision problems that are NP-complete for 
general graphs, have polynomial-time complexity, when dealing with cographs. Thus, 
in [ 10, 1 1,9] there are polynomial-time algorithms for the decision problems concerning 
the chromatic, the stability, the density and the clique covering number as well as for 
the minimum weight dominating sets, the minimum fill-in clusters and the hamiltonicity 
of cographs (see [ 181 for a formal definition of these problems). 
It comes as no surprise that the various results obtained for Pd-free graphs have 
motivated researchers to investigate the class of Ps-free graphs. Unfortunately, in spite 
of extensive research, very little is known about this class of graphs. The Strong Perfect 
Graph Conjecture (see Section 5) is still an open question even when we restrict this 
problem to the class of 2Kz-free graphs, which is a subclass of Ps-free graphs. 
The natural outcome was further research on different subclasses of Ps-free graphs in 
order to improve our knowledge of the entire class of graphs. Our paper is an attempt 
in this direction. The class of graphs that we propose to study here is an overclass of 
P4-sparse graphs. A graph G is defined by Hoing in [22] as P4-sparse if any set of 5 
vertices of G contains at the most one induced P4. We can easily verify that we can 
obtain an equivalent definition by the 7 forbidden configurations 21,. . . , Z, depicted in 
Fig. 1. 
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Pd-sparse graphs were also studied by Jamison and Olariu. In [23] they exhibited 
a tree decomposition for Pb-sparse graphs that led them in [24] to propose a linear 
recognition algorithm for this class of graphs. It must also be pointed out that P4 sparse 
graphs are perfect graphs, since they are strictly contained in the class of (Ps, Pg, C,)- 
free graphs, which are weakly triangulated graphs and thus perfect (see [20]). Chvatal 
et al. [7], established for a (Pj, Ps, Cs)-free graph G linear algorithms for finding an 
optimal coloring, a largest clique, a largest stable set and a minimum clique cover for G. 
We propose here to study the class of semi-Pd-spurse graphs. We define a graph G 
as Semi-Pa-sparse, whenever G does not contain any subgraph isomorphic to a Pj, a 
5 or to graph Z4. Henceforth, we shall call graph Zd, a kite. Since G may contain a 
Cg, the class of semi-Pb-sparse graphs is not a class of perfect graphs. A local density 
metric for G can be established by observing that G is a Ps-free graph such that no 
vertex of this graph is adjacent to exactly three vertices of an induced P-1 of G. 
In our study we apply to the class of semi-Pd-sparse graphs, a method introduced in 
[ 151 using mod&u decomposition of graphs for solving efficiently algorithmic graph 
problems. This paper is organized as follows: Section 2 provides the terminology and 
the background information, as well as the fundamental properties of the modular 
decomposition of a semi-Pd-sparse graph G. The associated unique modular decompo- 
sition tree of G is the basic data structure for all the algorithms presented here; these 
algorithms having linear-time complexity. In Section 3, we give a characterization of 
semi-Pd-sparse graphs (the main theorem of this paper), that is the foundation stone 
of the linear recognition algorithm presented in Section 4. In Section 5, we show that 
with a small amount of work we can extend the algorithms of Chvatal et al. [7], men- 
tioned above, and demonstrates the class of perfect graphs that are Ps,K and Cs-free, 
for finding an optimal coloring, a largest clique and a largest stable set for a semi-PA- 
sparse graph in linear time. In Section 6, we propose a characterization by forbidden 
configurations of the closure under substitution-composition of the family of semi-PJ- 
sparse graphs. Finally, in Section 7, we show how all the previous algorithms can be 
applied to the complementary class of semi-Pd-sparse graphs. 
2. Modular decomposition of semi-P4-sparse graphs 
2.1. Terminology 
For terms not defined in this paper the reader is referred to [5]. All graphs considered 
in this report are finite, without loops or multiple edges. The set of vertices of a graph 
G is denoted by V(G) and the set of its edges by E(G), with cardinalities / V(G)1 = n 
and IE(G)I = m. For X C V(G), G[X] will denote the subgraph of G induced by X 
and whenever there is no possible confusion, the graph induced by V(G) -A’, will be 
denoted by G-X. The neighbourhood of a vertex 2: is N(c) = {w 1 z’w E E(G)}, while 
N(X) (X C V(G)) is the set of vertices outside X which are adjacent to at least one 
vertex of X. The vertex u will be uniwrsal vertex for X C V(G) (or X-universal), if 
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N(v) = X. The union of two vertex disjoint sets A and B (i.e. A n B = 8) will also 
be denoted by A + B. 
A chordless path of k vertices is denoted by Pk, a chordless cycle of k vertices is 
denoted by Ck, while a Ck cycle with k25 is called long cycle or hole. A graph G 
is defined to be a split graph and is denoted by G = K + S, if there is a bipartition 
of V(G) into a stable set S and a complete set K (i.e. G[K] is a clique). 
A graph G will be called T-free, where 2 is a set of graphs, if no induced subgraph 
of G is isomorphic to a graph of 3%“. A set of graphs 9 will be Z-free if every graph 
of F is Y-free. 
A set of vertices M of a graph G is said to be a module of G, if every vertex outside 
A4 is either adjacent to all vertices of M or to none of them. Empty set, singletons and 
V(G) are trivial modules and whenever G has only trivial modules, it is called prime 
or indecomposable graph. Obviously, M is a module in G iff A4 is a module in G. If 
G is prime then G and G are connected and if n > 2 then n 24. A non-trivial module 
M is also called a homogeneous set. If M = {x, y}, x and y are called twin vertices. A 
module M is a strong module iff for any module A, either MnA = 8 or one module is 
included to the other. A maximal strong submodule H of a module M will be a strong 
module of G strictly contained in M, such that every strong module strictly containing 
H, contains also M. Many other names have been given in the litterature for modules; 
some of them are autonomous sets [29], closed sets [14], clumps [4], commities [34] 
and partitive sets [ 161. 
Whenever a graph G has a non-trivial module M, in order to get some of its structural 
properties, it is useful to decompose G into two subgraphs G[M] and G, where G, 
is defined as follows: 
V(G,)=V(G)-MU{ } h m w ere m is a new vertex called a marker. 
E(G,) = E(G\M) U {Y~Y E N(W). 
In other words, G, is the graph obtained from G by contracting the module M to the 
marker m. 
If G[A4] and/or G, are not prime graphs, by applying recursively this process to 
G[M] andlor to G,, we can clearly associate with G a binary tree L&(G) whose nodes 
correspond to the graphs obtained during this decomposition process. More precisely, 
let G,f be the graph corresponding to the node f of d(G); then if f is a leaf, Gf is 
isomorphic to a prime subgraph of G, otherwise Gf is isomorphic to a decomposable 
subgraph of G. Clearly, since there is no restriction on the method for choosing the 
modules of G, d(G) is not necessarily unique. 
The substitution-composition graph G of two disjoint graphs Gi = (VI, El) and 
G2 = (Vz, E2) arises naturally as the inverse operation of the binary modular decom- 
position of G defined above: G is obtained by first removing a vertex v from G2 and 
then making every vertex in G1 adjacent to all the neighbours of v in G2. We shall 
also call this operation the X-join composition of Gi and G2, and we shall note it 
henceforth by %(G,, G2; v). 
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The decomposition of a graph following modules has various names in the literature: 
substitution-decomposition [29], ordinal sum [21] and X-join [32] and it has been 
discovered independently by researchers in many different areas (see [27.29] for a 
summary of different applications). 
The morltllur decomposition is a form of decomposition of a graph G that associates 
with G a unique decomposition tree, denoted henceforth, by T(G). The leaves of r(G) 
are the vertices of G, while the set of leaves associated to the subtree rooted on an 
internal node corresponds to a strong module M of G. An internal node is labeled 
by P (resp. S. N) for pur~lllrl (resp. series, nrighbourhood) modules. The module 
corresponding to a P-node induces in G a non-connected graph, that which is of an 
S-node induces a connected graph whose complement is non-connected and, that which 
is of an N-node induces a connected graph whose complement is also connected. The 
process of constructing T(G) is defined as follows: parallel modules are decomposed 
following the connected components and series modules following the complement 
connected components of their corresponding induced subgraphs, while neighbourhood 
modules are decomposed into their maximal strong submodules. Since every vertex of 
a neighbourhood module N is contained into a unique maximal strong submodule of 
N (see [6,14]), there is only one possible decomposition at each step and thus T(G) 
will be unique. 
Remark. Since a P1-free graph has only parallel and serial modules, the cotree is a 
special case of T(G). 
The efficient construction of the modular decomposition tree T(G) has been studied 
extensively over the years. In [28,8], two linear algorithms (on the size of G) are 
proposed for it. 
2.2. Set of’ prime graphs and modular dwomposition 
A method for resolving algorithmic graph problems is introduced in [ 151 relying on 
the unique modular decomposition tree T(G) associated with a graph G. Concerning 
the recognition problem of G, the key idea of this method is to transform this problem 
into that of a set of prime graphs that are constructed from T(G). We shall apply this 
method to the class of semi-P4-sparse graphs. In order to make our study self-contained. 
we shall recall from [ 1.51, the background information concerning this method. 
Let q be an internal node of T(G); we denote by M(q) the corresponding module 
of G i.e. the set of leaves of T(G) whose least common ancestor in T(G) is ~1. 
Property. The set of strong mod&s of’ G is e.xactlJ. the wt of’ the n1otiu1r.s M(q) irl 
T(G) (see [S]). 
Let V(q) = {ql,qz,. ,q,.} be the set of children of the node q in T(G). The r-epre- 
smtutiw graph G(q) of the module M(q) is the graph whose vertex set is V(q) and 
whose edge set is obtained by adding an edge q;q, in G(q) if and only if there is 
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a vertex of M(qi) that is adjacent to a vertex of M(qj). Note that by the definition 
of a module, if a vertex of M(qi) is adjacent to a vertex of M(qj) then every vertex 
of M(qi) will be adjacent to every vertex of M(qj). Thus, G(q) is isomorphic to the 
graph induced by a subset of M(q) consisting of a single vertex from each maximal 
strong submodule of M(q) in the modular decomposition of G. It is easy to show that, 
if q is an S-node then G(q) is a complete graph, if q is a P-node, G(q) is edgeless 
and if q is an N-node, G(q) is a prime graph. 
Notation. Given the modular tree T(G), we denote by n(G) the set of prime graphs 
{ G(NI ), . . . , G(N,)}, where {NI , . . . , N,} is the set of the N-nodes of T(G). 
The following result is a key fact when dealing with prime graphs, 
Proposition 2.2.1. Let H be a proper subset of the vertices of a prime graph G. If H 
is not a stable set (resp. a clique), then there exist two adjacent (resp. non-adjacent) 
vertices x, y in H and a vertex z outside H such that xz E E(G) and yz $! E(G). 
Proof. Consider the connected components of the subgraph G[H] of G; since H is 
not a stable set, it has a connected component Q of at least two vertices. Since V(Q) 
is not a homogeneous set of G (G is a prime graph), there exists a vertex z outside H 
adjacent to some but not all vertices of Q. By connectedness of Q, we find an edge 
xy in Q such that xz E E(G) and yz $! E(G). Whenever H is not a clique, the result 
holds by considering the connected components of G[H] (as subgraph of G). 0 
We now, present two theorems which show how the recognition of a semi-Pd-sparse 
graph G can be obtained from z(G). The first one deals with the two forbidden graphs 
of our family, the Ps and the Pg, which are prime graphs according to the modular 
decomposition. Note that this theorem is of independent interest since it stands for any 
graph G that does not contain a prime graph Z. 
Theorem 2.2.1. Let Z be a prime graph such that 1 V(Z)1 > 3; then a graph G is 
Z-free iff IT(G) is Z-free. 
Proof. Since every graph of rc(G) is isomorphic to an induced subgraph of G, the 
only if part is self-evident. Let us assume by contradiction that z(G) is Z-free while 
there is an induced subgraph of G isomorphic to Z. Let h be the least common an- 
cestor of the set of vertices of Z in T(G) and let {hi,. . . , hk} be the set of children 
of h. 
Claim. IV(Z)n V(M(hi))(<l,i= l,..., k. 
Proof. First observe that since h is the least common ancestor of the vertices of Z in 
T(G), Z is not entirely contained into a module M(hi). If we assume that a module 
J.-L Fouquet, V. Giakoumakisl Disurtr Mathematics 1651166 11997) 277-300 283 
M(h;) contains a subset H of V(Z) of at least two vertices, H would be a non-trivial 
module of Z, contradicting our assumption that Z is a prime graph. 0 
The above result implies that Z is an induced subgraph of G(h) and thus k is an 
N-node, otherwise if h were an S-node (resp. a P-node), V(Z) would be a clique 
(resp. a stable set) contradicting our assumption that Z is a prime graph. Hence z(G) 
is not Z-free, a contradiction. 0 
Corollary 2.2.1. A prime graph Z is un induced subgraph of u graph G ij und only> 
iJ’ Z is an induced subgraph of a graph qf rc( G). 
Consider now the set of prime graphs z(G) of G. In every graph of this set mark 
each vertex q whose corresponding module does not induce a stable set in G. In other 
words, we do not mark q whenever q labels a P-node in T(G) whose every son is 
a leaf of T(G). Let us call a P4 abed one (at least) of whose midpoints b or ~7 is 
marked, a marked Pd. 
Remark. Observe that, by applying this marking process to a kite, we associate with 
it a marked P4. This observation is the key idea into the following result. 
Theorem 2.2.2. G is kite-free ifs no graph of x(G) contuins either u marked PJ or a 
subgruph isomorphic to kite. 
Proof. Suppose first that G is kite-free; then since every graph of z(G) is isomorphic 
to an induced subgraph of G, rc(G) is obviously kite-free. Assume now that there is a 
graph H of 7c( G) containing a marked P4, say P and denote V(P) = {w, x, y, z}. Let 
q be the N-node of T(G) whose representative graph is H and assume that no is a 
marked vertex of P (w will be a midpoint of P). Clearly, w labels an internal node 
of T(G) and thus by considering two adjacent vertices of the module M(w) and one 
vertex from each maximal module M(x). M(y) and M(z) (where M(x), M(y) and 
M(z) stand for the maximal submodule of H containing, respectively, x, JJ and z). we 
obtain an induced subgraph of G isomorphic to a kite, a contradiction. 
Conversely, assume that rc(G) is kite-free and that no graph of rc(G) contains a 
marked P4, while G is not kite-free. Let Z be an induced subgraph of G isomorphic 
to a kite, let k be the least common ancestor of the set of vertices of Z in T(G) 
and let {kl,. , kk} be the set of children of k. Since by the choice of k, Z is not 
entirely contained into a module M(k,), k cannot be either a P-node for otherwise 
Z would be disconnected, or an S-node for otherwise there would be a module Q 
in Z adjacent to every vertex of V(Z) - Q, a contradiction. Hence, k is an N-node 
and since by assumption G(k) is Z-free, there must be a module M(k,), i E [ 1,. , k] 
containing more than one vertex of Z. We can easily verify that the only possibility in 
the modular decomposition of Z is that M( k;) contains the two adjacent twin vertices of 
Z while three other maximal submodules of M(k) contain each, one vertex of the three 
284 J.-L Fouquet. V. Giakoumakisl Discrete Mathematics 1651166 (1997) 277-300 
remaining vertices of Z. But now there would be a marked P4 in the representative 
graph G(h) of h, the marked vertex being hi, a contradiction. 0 
3. On prime semi-I’d-sparse graphs 
The previous two theorems show that the recognition of a semi-Pd-sparse graph 
G can be transformed into the recognition of its associated set of prime graphs n(G). 
Whence, these results motivated us to propose in Theorem 3.4 below, a characterization 
of indecomposable semi-Pd-sparse graphs. For this, we need two results that we give 
immediately. 
The first one is presented in [13] and deals with a (Ps,Ps)-free graph containing 
at least one induced C,. A special graph is required for this result, the buoy, whose 
definition in [ 131 is as follows. 
Definition. We shall say that an induced subgraph of a (Ps,Ps)-free graph G is a 
buoy whenever we can find a partition of its vertex set into 5 subsets Ai, i = 0,. . ,4 
(subscript i is to be taken modulo 5), such that Ai and Aj are joined by every possible 
edge if and only if i and j are consecutive (each Ai being maximal for these properties). 
We shall denote a buoy by @= (AC,,. . . ,Ad). 
Theorem 3.1 (Fouquet et al. [13]). Let G be u connected (P5,P5)-free graph. If G 
contains un induced C, then every C, of G is contained into a buoy, and this buoy 
is either equal to G or is an homogeneous set of G. 
Consider now the modular decomposition of a semi-Pd-sparse graph G containing 
a buoy a= (Ao,..., Ad). Then Theorem 3.1 implies that V(a) is a strong module of 
G. Clearly, the least common ancestor of V(8) in T(G) will be an N-node h and 
thus since the sets Ai are modules in 9#, the representative graph G(h) of h will be 
isomorphic to a Cs cycle. 
The second result presented in [3 l] deals with the closure by substitution-composition 
of the family of graphs that do not contain a complete subgraph of three vertices (i.e. 
a triangle) as induced subgraph. 
Theorem 3.2 (Olariu [31]). For a graph G the following statements are equivalent: 
(i) G has no induced subgruph isomorphic to a house or u bull or the graph HI 
depicted in Fig. 2. 
(ii) for every induced subgraph H of G at least one of the following statements is 
true: 
(a) H contains a non trivial module 
(b) H is triangle free 
The above theorem leads us to the following result. 
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bull 
Fig. 2. 
Theorem 3.3. Let G be u prime non-bipnrtite semi-Ph-spurse graph haciny at least 6 
certices; then G contccins a bull us induced subgruph. 
Proof. Indeed, G by definition does not contain a house or HI as induced subgraphs 
(HI contains a kite). On the other hand, since G is prime, by Theorem 3.1, G is Cs-free 
and since by definition G is Ps-free, it is also hole-free. Thus, if we assume that G is 
bull-free then according to Theorem 3.2, G would be triangle free and consequently a 
bipartite graph (the only possible induced cycle in G would be the Cd), a contradiction. 
??
Before presenting our characterization for prime semi-Pb-sparse graphs, we recall the 
definition of a special graph, the spider, defined in [23] as follows. 
Definition. A graph G is a spider if the vertex-set V(G) admits a partition into sets 
S, K and R such that 
(i) S is a stable, K is a clique and ISI = lKI 32. 
(ii)Every vertex in R is adjacent to all vertices in K and misses all the vertices 
in S. 
(iii) There exists a bijection f between S and K such that either N(x)nK = {,f’(x)} 
for all vertices x in S or N(x) n K = K - {f(x)} for all vertices x in S. 
In other words, every vertex in S (resp. K) has a ‘private’ neighbour in K (resp. 
S) or every vertex in S (resp. K) has a ‘private’ non-neighbour in K (resp. S). It is 
easy to see that the complement of a spider is also a spider. 
Observation. Whenever lRI < 1, the spider does not contain any non-trivial module. 
We shall henceforth call a prime spider an urchin whenever every vertex in the stable 
set is of degree 1 and a star$sh when not. 
The Main Theorem 3.4. Let G be CI prime semi-P4-sparse gruph; then at least one 
qf the following is true: 
(i) G is bipartite, 
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an urchin 
Fig. 3. 
a starfish 
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Fig. 4. 
(ii) G is isomorphic to a C,, 
(iii) G is isomorphic to a starfish or to an urchin. (see Fig. 3). 
Proof. Assume that G fails to satisfy (i) and (ii); then Theorem 3.3 implies that there 
is an induced subgraph in G, say { 1,2,3,4,5}, isomorphic to a bull (Fig. 4). 
Consider now the following partition rt = Ai +Aij +A+ +A, i, j, k E [2,5] of N(9)- 
{2,3,4,5}, where 9 = 2345 is the induced path of length 4 in this bull and 
Ai = {X E V(G)1 x is adjacent to the only vertex i of Y}, 
Ajj = {x E V(G)1 x is adjacent to vertices i and j of 9} 
Ai,k = {X E V(G)1 x is adjacent to vertices i, j and k of 9}, 
A = {x E V(G)1 x is adjacent to every vertex of 9’). 
Since G is (P5,house,hole, kite)-free we have: 
Claim 1. (i) Aijk = 8, otherwise G contains a house or a kite, a contradiction. 
(ii) A2,A5 = 0, otherwise G contains a P5, a contradiction. 
(iii) A25 = 8, otherwise G contains u hole, a contradiction. 
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Hence, we only have to consider 71 as the partition 
~c=A~+A~+AK~A~~+A~~+A~~+A~~+A. 
Claim 2. A24 = A35 = 8. 
Proof. Assume that A24 # 8; then every vertex II of A24 is adjacent to vertex 1. for 
otherwise the set { 1,2,3,4, u} induces a house in G, a contradiction. Let H be the set 
of vertices of G that are adjacent to every vertex of { 1,2,4}. Obviously, H contains 
A24 U (3). Since G[H] is not a clique (3 is not adjacent to any vertex of A24) and G is 
a prime graph, Proposition 2.2.1 implies that there must be x and ,v in H and a z 4 H 
such that xy $ E(G), zx E E(G) and zy $ E(G). Now, z must be adjacent to a vertex 
of { I, 4) for otherwise the graph induced in G from {x, y,z. 1,4} would be a kite, 
a contradiction. It follows that z is adjacent to vertex 2 for otherwise {x, v,z, 2,4} or 
{x, I; z, 1.2) induces a house in G, a contradiction. But now, since z does not belong to 
H, z is not adjacent either to vertex I or to vertex 4 and this implies that {y.z, 1,2,4} 
induces a house in G, a contradiction. 
Using similar arguments, the reader could easily verify that A35 = 0. 0 
Claim 3. A3 = A4 = A23 = A45 = 0. 
Proof. Assume that A3 + A23 # 8; then every vertex of this set is not adjacent to 
vertex 1 for otherwise the set {x, 1,3,4,5) would induce a kite in G, a contradiction. 
Consider the set A3 + A23 + (2); then since it is not a non-trivial module in G (G is 
prime), by Proposition 2.2.1 there exist two vertices x and y in A3 + A23 + (2) and a 
vertex z outside A3 + A23 + {2}, such that zx E E(G) and zy $ E(G). Observe that if 
z is not adjacent to any vertex of { 3,4,5}, then {XJ. 3,4,5} induces a Ps in G and if’ 
z is adjacent to exactly two vertices of {3,4,5}, then {x,z, 3,4,5} induces a house or 
a kite in G, a contradiction. Now, if z is adjacent to every vertex of {3,4,5}, the set 
{ y,z, 3,4,5} induces a kite in G, a contradiction. Therefore, z is adjacent to exactly 
one vertex of {3,4,5}. This vertex cannot be vertex 3 (z 4 A3 + A23) or vertex 5 for 
otherwise {x,z, 3,4,5} induces a CS in G, a contradiction. Consequenly, the only vertex 
of { 3,4,5} that is adjacent to z is vertex 4. But now, if z is adjacent to vertex 1, the 
set {y,z, I, 3,4} induces a kite and if not, the set {x,z. 1.3,4} induces a house in G, a 
contradiction. 
Using similar arguments, the reader could easily verify that A4 + A45 = fl. r 
Thus, partition rz is reduced to 71 = A + A34 
Notation. Let D; be the set of vertices of G at minimum distance i from 9. 
The set As4 is not empty since vertex 1 belongs to A34. We consider two cases: 
A # 0 and A = 8. 
Case I. A # 0. 
We shall show that in this case, G is isomorphic to a starfish. 
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Claim 4. G[A] is u complete gruph. 
Proof. Assume on the contrary that G[A] is not complete. Since A is not a homoge- 
neous set in G, Proposition 2.2.1 implies that there must be two non-adjacent vertices 
x and y in A and a vertex z outside A such that xz E E(G) and yz 4 E(G). If z @ A34 
the set {x, y, z, 3,4} induces a kite and if z E A34 the set {x, y, z, 2,4} induces a house 
in G. a contradiction. 0 
Claim 5. IJ’ two vertices x and y in A34 are adjacent then they have the same neigh- 
bourhood in A. 
Proof. Otherwise, a vertex z in A that is adjacent to x and non-adjacent to y, together 
with the vertices x, y, 3 and 5 induces a kite, a contradiction. 0 
Claim 6. No vertex in A34 is adjacent to a vertex in 02 
Proof. Let Ai be the set of vertices of A 34 that are adjacent to a vertex of 02 and 
let Di be the set N(A34) n D2. Assume that Ai4 # 8. 
Fact 1. Every vertex in Ai4 U 04 is adjacent to every vertex in A. 
Proof. Indeed, consider a vertex x E A and two adjacent vertices y E Ai and z E 0;. 
Then, xy E E(G) for otherwise the set {x, y,z, 3,4} induces a kite or the set {x, y,z, 4,5} 
induces a house when, respectively, xz @ E(G) or xz E E(G). NOW, xz E E(G) for 
otherwise the set {x, y,z, 2,3} induces a kite, a contradiction. 0 
Let H be the set of vertices of G that are adjacent to every vertex of A. Let Q be the 
connected component of G[H] containing the set Ai U 0; U {2,3,4,5} that obviously 
belongs to H. 
Fact 2. Every vertex in A34 belongs to V(Q). 
Proof. Assume to the contrary that there exists a vertex a in A34 - V(Q) and consider 
two adjacent vertices, y E Ai and z E 04. Then Claim 5 implies that a is not adjacent 
to y and since a $ AG4, az $! E(G). Hence, the set {z, y, a, 3,4} induces a kite in G, a 
contradiction. 0 
Since V(Q) is not a homogeneous set in G (G is prime), there must be a vertex, 
say U, outside Q that is adjacent to some but not all the vertices of V(Q). By Facts 
1 and 2, u$A34UDa, and thus the shortest path from u to a vertex t in A34 is of 
length at least 2. Hence, the shortest path from u to vertex 5 is of length at least 4, 
contradicting our assumption that G is a P5-free graph. 0 
Claim 7. A34 is a stuble set. 
Proof. Otherwise, since A34 is not a homogeneous set in G. by Proposition 2.2.1 
there would be two adjacent vertices .Y and y that do not share the same neighbour- 
hood outside A34, that neighbourhood, as we showed in Claim 6, would be in A. But 
Claim 5 implies that x and y must have the same neighbourhood in A, a contradiction. 
Claim 8. Every certez in A is non-ac$ucrnt to esuctlj. one crrtrs qf’Aj+ 
Proof. We show first that every vertex in A, is non-adjacent to at least one vertex 
in A34. Let H be the set of vertices of A that are adjacent to every vertex of A;4 
and assume that H # 8. If A - H # 8, then no vertex x of this set is adjacent to a 
vertex y of D2, for otherwise, x and ,v together with a vertex z in A34 (by Claim 6. 
yz 6 E(G)) and the vertices 3 and 4, induce a kite in G, a contradiction. But now, 
the set A ~ H U A34 U {2,3,4,.5} is a non-trivia1 module in G, a contradiction. 
Assume that two vertices y and J‘ ’ in A34 are not adjacent to a vertex s in A. 
Then, since {y, y’} is not a homogeneous set of G, there must be a vertex, say t, 
such that yt E E(G) and y’t $ E(G). Then, since by Claim 6, t must be in A. the set 
{t,x,y’,2.4} m uces a kite in G, a contradiction. 0 d 
Claim 9. D2 = 0. 
Proof. Assume on the contrary that there exists a vertex z in D2. Then, since z is not 
adjacent to any vertex of A34 (Claim 6), there must be a vertex x in A that is adjacent 
to z. But now, set {x, y,z, 3,4} where y is a vertex in A34 that is not adjacent to .Y (~2 
exists by Claim 8) induces a kite, a contradiction. 3 
Hence, we have already proved that V(G) = A U A34 U {2,3,4,.5} and that G[A] is 
a clique while A34 is a stable set. 
Notation. Let AT4 be the subset of A34 formed by the non-universal vertices for .il. 
Claim 10. There is u bijection f betwwrz A and AT4 such that f(x) = AS4 ~ N(X) 
for uil x in A. 
Proof. Indeed, in Claim 8, we showed that for every vertex x in A, there is exactly 
one vertex in A34 that is not adjacent to x. Then since 02 = 0 (Claim 9) and A is not 
a homogeneous set, we clearly have that for every pair of vertices {x, y} of A, there 
must be two distinct vertices z and t of A 34 such that xz @ E(G) and yt $ E(G). L 
Claim 11. lA34 - Af41 d 1. 
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Proof. Indeed, there cannot be more than one vertex in A34 adjacent to every vertex in 
A, for otherwise these vertices would form a non-trivial module of G, a contradiction. 
u 
It is clear now that G is a starfish decomposed into a complete graph induced by 
A U {3,4}, a stable set formed by A& U {2,3} and whenever A34 -A& # 8, a vertex, 
say a, such that N(a) = A U {3,4}. 
Case II: A = 8. 
Claim 12. G[AM] is a clique. 
Proof. Assume on the contrary that G[A34] is not a complete graph; then since A34 is 
not a homogeneous set in G (G is prime), Proposition 2.1.1 implies that there must 
be two non-adjacent vertices x and y in A34 and a vertex z outside As4 such that 
xz E E(G) and yz $ E(G). However, the set {x, y,z, 3,4} induces a kite in G, a 
contradiction. 0 
Claim 13. 03 = 0 and G[Dt] is a stable set. 
Proof. Observe first that there is no vertex of G of minimum distance 3 from 9, 
otherwise such a vertex, say z, together with one of its neighbour, say x, in D2, a 
neighbour of x in As4 and the set {4,5}, induce a Ps in G, a contradiction. Assume 
now that G[Dz] is not a stable set and let Q be a connected component of G[Dz] of at 
least two vertices; then since Q is not a homogeneous set in G, by Proposition 2.2.1 
there must be an edge xy in Q and a vertex z outside Q such that xz E E(G) and 
yz @ E(G). Since 03 = 8, z must be a vertex of A34 and thus the set {x, y,z, 4,5} 
induces a P5 in G, a contradiction. 0 
Claim 14. Every vertex in 02 is of degree 1 
Proof. Otherwise, a vertex z in 02 together with two vertices x and y in N(x) by 
Claim 12 are adjacent and the set {2,3} induces a kite in G, a contradiction. 0 
Since there is no homogeneous set in G, it is easy to see that the following holds. 
Claim 15. There is at most one vertex in A34 that is not adjacent to any vertex in 
D2. 
It is clear now that G is an urchin decomposed into a stable set formed by the 
vertices of 02 U {2,5} and a clique whose vertex set is equal to the set A34. 0 
Remark. In [23] Jamison and Olariu proved that a P4-sparse graph G is prime if and 
only if G is isomorphic to a prime spider. 
J.-L Fouquet, V. Giakoumakisl Discrete Mathemutics 1651166 11997) 277-300 291 
4. Recognition algorithm 
4.1. On Pg:fi.ee bipartite graphs 
Consider a connected bipartite graph G and denote by W and B the two sets of the 
bipartition of V(G) (white and black vertices). In Theorems 4.1 .I and 4.1.2 we give 
two basic properties of G whenever this graph is Ps-free. 
Theorem 4.1.1. Let G be a bipurtite graph having at least tw’o white or at leust tnto 
black vertices; then G is connected and Ps-free iJ’ and only if all pair qf’ vertices 
{x, y} qf G. such that x, y E W or x, .y E B, tiertfj N(x) C N(y) or NOi) C N(x). 
Proof. Suppose first by contradiction that G is connected and Ps-free while there are 
two vertices x and y of W such that N(x) -N(y) # 0 and N(y) - N(x) # 0. Consider 
u E N(x) - N(y) and v E N(y) - N(x); then we can easily verify that any chordless 
chain in G containing the edges xu and yt: is of length at least 4 and this contradicts 
our assumption that G is Ps-free. Concerning the if part of the theorem it is easy to see 
first that G is connected. Assume now that G contains a Pg, say abcde; then clearly a 
and e are in the same set of the bipartition and N(a) - N(e) # 8 and N(e) - N(a) # B, 
a contradiction. Cl 
Theorem 4.1.2 below gives a characterization of a Ps-free bipartite graph based on 
the degrees sequence of its vertices. Consider a bipartite graph G and sort its white 
vertices in decreasing order of their degrees and its black ones in increasing order of 
their degrees. Let 7c, = WI + W2 + . . + wk and 7th = B, + B2 + + BI be the two 
corresponding partitions of W and B, obtained whenever two vertices of W or B with 
the same degree are in the same class W, or B,. Then we have the following. 
Theorem 4.1.2. Let G be a bipartite graph; then G is connected and Ps-jLee lf’und 
only [f 
(i) k = 1, 
(ii) ‘VX E W,, i = 1,. . . , k, degree(x) = ciCi IBjl, 
(iii) Vy E Bi. i = 1,. , 1, degree(y) = x.1=, / W,l. 
Proof. We shall prove the theorem by induction on k. The result is immediate in view 
of Theorem 4.1.1 when k = 1. Let us first show the only if part of the theorem. 
Fact 1. Every vertex of WI is a B-universal vertex. 
Proof. Assume that WI E WI is not B-universal. Then, G being connected, there exists 
a white vertex w adjacent to some black vertex b such that wlb @ E(G). Thus, by 
Theorem 4.1 .l, N(wl) is strictly included in N(w). contradicting our assumption that 
w has a maximum degree in W. 0 
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Fact 2. No vertex of B1 is adjacent to a vertex of W - WI 
Proof. Assume that there exists a vertex 61 of BI that is adjacent to a vertex w of 
W - WI; then since w is not a B-universal vertex of G there must be a vertex b of B 
such that wb $! E(G). By Theorem 4.1.1, N(b) is strictly contained in N(bl) and this 
contradicts our assumption that bl has a minimum degree in B. 0 
It is easy to see that Gr = G - WI - B1 is connected. Facts 1, 2 and the induction 
hypothesis imply thus the only if part of our theorem. 
Conversely, assume that G verifies (i)-(iii). Observe that every vertex of WI is a 
B-universal vertex and every vertex of Bl is a W-universal vertex. 
Fact 3. The neighbourhood of every vertex of BI is the set WI. 
Proof. Otherwise, there must be adjacent vertices bl E B1 and w, E W,. with Y > 1. 
Then, w,. cannot be adjacent to every vertex of B, + B,.+l + . . + Bl, since in this case 
its degree would be greater than xi=, lBj 1, a contradiction. Hence, there is a black 
vertex b,Y E B, with s Br that is not adjacent to w, and thus there must be a white 
vertex wt E W, with t > s that is adjacent to b, and so on. Thus, we find a vertex of 
Bl that is not W universal, a contradiction. 0 
Consider now the graph Gi = G - WI - BI. By Fact 3 we deduce that Gi verifies 
conditions (i)-(iii) of the theorem and thus by the induction hypothesis Gi is connected 
and Ps-free. It is clear now that G is also connected and Ps-free, as claimed. 0 
Given the degree of each vertex of a bipartite graph G, it is easy to derive from 
the above theorem an O(n) algorithm, to decide whether G is connected and Ps-free 
or not. We recall that one can sort the vertices of a graph following the order of 
their degrees in O(n) time complexity, by applying usual techniques of sorting integers 
ranging from 0 to n (e.g. bucketsort, see [l]). 
4.1.1. On prime Ps-free bipartite graphs 
Whenever a Ps-free bipartite graph G is prime, it is not difficult to see that there is 
no pair of white and no pair of black vertices that have the same degree. Thus, each 
class of the partition x,, and the partition zb of G is reduced to a single vertex. This 
implies that the sequence of the degrees of the white vertices of G, say SW, and that of 
its black vertices, say S’B, in increasing order will be, respectively, SW = (1,2,. . . , n/2) 
and Ss = (1,2 ,..., n/2). 
Using Theorem 4.1.2 we then deduce the following result. 
Theorem 4.1.3. Let G be a bipartite graph; then G is prime and Ps-free if and only 
zfS,=(1,2 ,..., n/2)andSg=(1,2 ,..., n/2). 
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4.2. The set of prime gruphs of’ u semi-Pd-sparse gruph 
We investigate now the unique-up-to-isomorphism, set of prime graphs n(G) of a 
semi-PJ-sparse graph G. Obviously, by the Main Theorem 3.4, every prime graph in 
n(G), must be isomorphic to a P5-free bipartite graph or a C’s or a spider. But this 
is not sufficient for characterizing a semi-Pb-sparse graph. Furthermore, Theorem 2.2.2 
requires that no graph of n(G) should contain as induced subgraph a marked PJ. We 
recall that during the construction of a graph of n(G) from the modular tree T( G ). 
we mark each vertex whose corresponding module does not induce a stable set in G. 
Such a vertex is likely to create an induced PJ one (at least) of whose midpoints is 
marked. 
Then, a graph G, in 7-c(G) will not contain an induced marked P;I whenever G, is 
isomorphic to either 
(i) a ,iaeakly murked P5-jbee bipurtitc graph, that is a graph having at most two 
marked vertices, the black vertex and the white vertex of degree 1 or to 
(ii) an unmurked Cg, that is a C5 with no marked vertex or to 
(iii) a lveukly murked prime spider, that is a prime spider (R. K.S) whose no vertex 
in the clique K is marked. 
More formally, we can give the following characterization for semi-Pd-sparse graphs. 
Theorem 4.2.1. A gruph G is semi-PJ-spurse if YI( G) contuins \~wkl~~ murked Pq;-frw 
hipurtitr gruphs or unmarked Cs q&s or ,veuklJl murked prime spiders. 
4.3. A linrur recognition algorithm 
Input: A connected graph G 
Output The message ‘G is a semi-P4 sparse graph’ or ‘G is not a semi-PA-sparse 
graph’ 
Complexif~~: O(n + m). 
Step 1: Construct the modular decomposition tree T(G) of G. If T(G) has no ,V- 
node then return the message ‘G is a cograph’. 
Step 2: Construct from T(G) the set of prime graphs n(G) and mark every vertex 
whose corresponding module in T(G) does not induce a stable set in G. 
Step 3: Test if each graph of n(G) is either a weakly marked Ps-free bipartite graph 
or an unmarked Cs cycle or a weakly marked prime spider; if yes return the message 
‘G is a semi-P4 sparse graph’ and if not return the message ‘G is not a semi-P3 sparse 
graph’. 
Complexity: Step 1 needs O(n + m) time (see [28,8]). Step 2 needs O(n + m) time 
(see [35]). For Step 3 we need also O(n + m) operations. Indeed, we can test if a 
graph G, of n(G) is bipartite and we can find the degree of each vertex of 6, in 
O(n, + m,) time complexity, n; = (iV(G,)l and m, = ((E(G,)l. Then, we can sort 
the vertices of Gj following the increasing order of their degrees in O(rl,) time. We 
check if G, is an unmarked C, cycle in constant time or a weakly marked bipartite 
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P5-free graph in O(Bi) in using Theorem 4.1.3. To check if Gi is a weakly marked 
spider we can first test if Gi is a split-graph Gi = Ki + Si (Ki being a clique and 
Si a stable set) with O(Hi) time complexity (see [17]). Then, we check if each ver- 
tex of Si is of degree 1 or of degree IKI - 1 or of degree JKl - 2. In the latter 
case the only vertex of Ki that is not adjacent to any vertex of Si will be eventually 
marked. It follows that the whole time complexity of the algorithm is O(n + m), as 
claimed. 
5. Optimizations for semi-I’d-sparse graphs 
As we have pointed out in the introduction of this paper, since semi-Pd-sparse graphs 
may contain Cs cycles, this class is not a class of perfect graphs in the sense given by 
Berge in [2]. A graph G is perfect if for every induced subgraph H of G the chromatic 
number x(H) of H equals the largest number o(H) of pairwise adjacent vertices in 
H. A graph is minimal imperfect if G itself is imperfect but every induced subgraph 
of G is perfect. The only known minimal imperfect graphs are the odd long cycles (or 
holes) and their complements. Berge in [3] conjectured that these are the only min- 
imal imperfect graphs. The above question, known also as the Strong Perfect Graph 
Conjecture, stimulated over the years intensive research that established the perfection 
of many families of graphs. Naturally, for each class of perfect graphs the question 
concerning the complexity of some classical NP-complete problems has been investi- 
gated. A result of Griitschel et al. [ 191 shows that the decision problems concerning 
the chromatic, stability, density, and clique covering number is polynomial for per- 
fect graphs (see also [ 181 for formal definition of these problems). But, the proposed 
algorithms, although of polynomial complexity, are not efficient from a practical view- 
point. Thus, it is of great interest to establish efficient algorithms for such NP-complete 
problems. 
Regarding semi-P4 -sparse graphs that do not contain an induced Cs, we know that 
they are perfect graphs since this class is a subclass of (Ps,&, C’s)-free graphs which 
are perfect (see [20]). In [7] Chvatal et al. proposed an O(n + m) algorithm for finding 
a minimum coloring, a largest clique, a minimum clique cover, and a largest stable set 
for any (Ps,%,Cg)-free graph. 
The purpose of this section is to show that the linear algorithm in [7] can be extended 
to the class of semi-Pb-sparse graphs. For this reason, we shall look more carefully 
into the properties of a buoy g in a semi-Pa-sparse graph G. 
Proposition 5.1. Let !4? = (Ao, . . , A4) be a buoy in a semi-P4-sparse graph G. Then 
each Ai, O<i <4, is a stable set. 
Proof. Otherwise, an edge xy E G[Ai] together with a vertex z E Ai+l , a vertex t E Ai_ 1 
and a vertex u E Ai- (i is to be taken modulo 5) induces a kite in G, a contradiction. 
0 
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Corollary 5.1. If’ u aertex x in u buoy .B= (Ao, . ,A4) is aGjuc.ent to u rertc.u ~1 
in u buoy .#= (A&. . ,A:) in CL semi-Pb-sparse graph G, then eoer!’ uerte.y of’ .d is 
adjucent to every vertex of .B’. 
Proof. Indeed, by Theorem 3.1, the vertices of .JA and the vertices of .#’ form, respec- 
tively, two non-trivial modules in G and by the previous result neither the vertices of 
.,A’ can be included to any set A; of 28 nor the vertices of ,9!I can be included in any 
setA:of&‘, l<i<5. 0 
Finding un optimal coloring: The number of colours needed for coloring an odd 
hole is clearly three. Proposition 4.1 implies that three colours are also sufficient for 
coloring a buoy .#. Then Corollary 4.1 leads us to apply a simple transformation of a 
semi-I’d-sparse graph G for obtaining an optimal coloring. 
We first find every buoy 2 in G in using the linear recognition algorithm presented 
in the previous section. V(2) will be the module corresponding to a graph of X(G) 
that is isomorphic to a Cs. Next, we replace in G each buoy by three new vertices 
forming a triangle. In this way, each new triangle has the same neighbourhood in G as 
its corresponding buoy. The obtained graph G’ is clearly (F’s, Pj, Cs)-free and has O(n) 
vertices and O(m) edges. Thus, we may apply the algorithm of Chvatal et al. in [7], to 
G’, for obtaining an optimal coloring of G’ in O(n+m). It remains to color each buoy 
by the three colors of its corresponding triangle and this can be done in constant time. 
Finding u brgest clique and u largest stable set: A buoy cannot contribute to a 
largest clique by more than two of its adjacent vertices. Hence, following the previous 
discussion we can replace in G each buoy, by one of its edges and apply the algorithm 
of Chvatal et al. in [7] to the resulting graph for obtaining a largest clique in the initial 
graph G. 
The contribution of a buoy .2I= Ao, . ,A4 into a largest stable set will be equal 
to the stable set S(W) whose cardinality is equal to max (IA, + ALill, IA, + A,_j/), 
i = 0,. ,4 and the subscript i is to be taken modulo 5. We replace then each .W in 
G by S(&) and we apply the algorithm in [7] to the resulting graph for obtaining a 
largest stable set in the initial graph G. 
Findiry u minimum clique cover: The problem of finding a minimum clique cover 
in a graph G is obviously equivalent to the optimal coloring of its complement; see 
Section 7. 
6. Closure of the semi-Pd-sparse class of graphs 
The substitution-composition or the X-join composition of graphs is of great im- 
portance, because many of the properties of the initial graphs are preserved after their 
.X-join composition. We are interested now in characterizing by forbidden configu- 
rations the closure of semi-Pd-sparse under the X-join composition (or substitution- 
composition). 
296 J.-L Fouquet, V Giakoumakisl Discrete Mathematics 165/166 (1997) 277-300 
Theorem 6.1. Let F be a family of graphs dejined by a set W ofjbrbidden subgraphs 
(that are minimal with respect to set inclusion). Let Z be a graph of W; then ij Z 
is not prime, the class of graphs which is the closure under the %-join composition 
of F is not Z-free. 
Proof. Let H be a non-trivial module of Z; then since the graphs of W are minimal 
with respect to set-inclusion, the graph Z[H] induced by H clearly belongs to 9. 
Consider Z’ induced by V(Z) - H U {u} where 2: is a new vertex whose neighbourhood 
in Z’ is the neighbourhood of H in Z; then Z’ belongs also to 9 since this graph is 
isomorphic to an induced proper subgraph of Z. But %(Z[H], Z’; v) does not belong 
to F since this graph is isomorphic to the forbidden graph Z. 0 
Theorem 6.2. Let G1 and G2 be two gruphs that are Z-free where Z is a prime 
graph; then %(Gl, Gz; v) is also Z-free. 
Proof. Indeed, the composed graph %“(G1, Gz; v) is Z-free for otherwise Z could be 
partitioned into two non-trivial sets, one of them belonging to Gt and the other one to 
G2 - {ZI} and thus Z would be a decomposable graph, a contradiction. 0 
From the previous two theorems we may derive the following. 
Corollary 6.1. Let F be a jbmily of graphs dejined by a set W of forbidden con- 
figurations (that are minimal with respect to set-inclusion). Then, F is closed under 
the X-join composition lx every graph of W is a prime graph. 
The above results show that the class of semi-I’d-sparse graphs is not closed under 
substitution-composition since one forbidden configuration, the kite, is not a prime 
graph. However, we have. 
Theorem 6.3. Let G be a prime graph; then G is kite-free ifs G does not contains 
one of the graphs FI, . , F7 depicted in Fig. 5 as induced subgraph. 
Proof. The only if part being obvious, we show by contradiction the if part. Let F be 
an induced graph of G isomorphic to a kite and let V(F) = abcde, with the vertex 
a being adjacent to the three vertices b, c and d of the P4 bcde. Let A be the set of 
vertices of G that are adjacent to the vertices b and d and non-adjacent to the vertex 
e. Since A contains the adjacent vertices a and c, A is not a stable set, and since A is 
not a non-trivial module of G (G is a prime graph), by Proposition 1.1, there must be 
two adjacent vertices x and y in A and a vertex z outside A such that x is adjacent to z 
while y is not adjacent to z. By considering all the possibilities of adjacency between 
z and the set {b,d,e}, we obtain that G contains one of the graphs of {Fl,. . ,F,} as 
induced subgraph, a contradiction. 0 
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FIN. 5 
Since the complement of a prime graph G is also a prime graph and since the 
complement of a kite is isomorphic to a fork, we can now deduce the following 
result. 
Corollary 6.2, Lrt G hr a prime grrzph, then G is jivk:f&r if G is {Fl.. , F~}~frw. 
Theorems 6.2 and 6.3 lead us to the following characterization of a prime semi-PI- 
sparse graph. 
Theorem 6.4. Let G be a prime yruph, then G is CI .stvni-Pd-spurse qruph if G i\ 
(P,,%, Fs. F6. F7)@e. 
Let us denote by Q the set of forbidden graphs in Theorem 6.4 which characterize 
a prime PJ-sparse graph, namely Q = (P5, Pg, F5, Fb, F,}. Let us denote by Y the 
closure of Pd-sparse graphs under the X-join composition. Then, we have the following 
characterization of 9. 
Theorem 6.5. A graph G belongs to Y $f G is QTfj.ee. 
Proof. First, we show that if a graph G is in 9 then G is Q-free. Assume by contra- 
diction that there is a graph Z of Q in G; then since every graph of R is prime, by 
Corollary 2.1.1, we know that there must be a graph H of the set of prime graphs rc( C ) 
of G that contains Z. Hence, since H is isomorphic to a subgraph of G, H must be 
also in 9”. However, H is a prime graph and thus it must be a semi-Pq-sparse graph, 
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since no prime graph can be obtained as substitution-composition of two graphs. Hence 
H is Q-free, a contradiction. 
Conversely, suppose that G does not belong to 9’ and that G is Q-free. Consider 
the associated binary decomposition tree d(G) which was defined in Section 2. The 
leaves of d(G) correspond to prime induced subgraphs of G (and thus will be Q-free 
graphs), which by Theorem 6.4 must be semi-Pb-sparse graphs. Hence, by a bottom- 
up traversal of d(G), we can obtain G as substitution-composition of semi-Ph-sparse 
graphs and thus G must be in 9, a contradiction. 0 
Recognition algorithm: The family of graphs 9 is defined by a set of forbidden 
subgraphs that are all prime graphs (Theorem 6.5). Thus, Theorem 2.1.1 implies that 
a graph G belongs to 9 if and only if every graph of n(G) belongs also to 9. 
Then, by Main Theorem 3.4 we deduce that every graph in Z(G) is isomorphic to a 
prime Pg-free bipartite graph or to a C’s or to a prime spider. Hence, the recognition 
algorithm proposed for a semi-Pd-sparse graph can also be used for the recognition 
problem of 9, except that we do not have to test for the existence of a marked P4 
into the considered graph. 
To establish the algorithms for the NP-complete problems considered in the previous 
section, we benefit from the fact that in every buoy 9? = (A 1,. . . ,A5), every set Ai of 
g as a stable set. But, as we can easily verify, this is no longer valid for the family 
of graphs lip and thus we cannot use the techniques of the previous section. We shall 
study these problems in a forthcomimg paper. 
7. On the complementary class of semi-PA-sparse graphs 
A linear recognition algorithm for the complementary class of the class of semi- 
Pb-sparse graphs can easily be obtained from an analogous theorem to Theorem 3.4 
by observing that the C, and the spiders are self-complementary graphs while the 
complement of a prime bipartite Ps-free graph can be recognized in linear time by 
using a analogous theorem to Theorem 4.1.2. Concerning the largest stable set, the 
largest clique and the minimum clique cover, these problems can be solved by anal- 
ogous technique used for finding a largest clique, a largest stable set and an opti- 
mal coloring in the class of semi-Pd-sparse graphs. We do not know how to find 
an optimal coloring (and thus a minimum clique cover in the complement) in lin- 
ear time. However, a linear-time algorithm to find a coloring in at most ~OJ colors 
can be given. Indeed, for each buoy 59 = (Al,. . . ,A5), each Ai induces a complete 
graph. Let us consider the graph G* obtained in deleting in each buoy one of the 
set Ai with the least number of vertices (obviously IAil < iw), then this new graph 
G” is perfect and can be colored in linear time with w colors by using the algorithm 
in [7]. io new colors are thus necessary to color the remaining vertices of G as 
claimed. 
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