Data cube construction is a commonly used operation in data warehouses. Because of the volume of data that is stored and analyzed in a data warehouse and the amount of computation involved in data cube construction, it is natural to consider parallel machines for this operation.
INTRODUCTION
Analysis on large datasets is increasingly guiding business decisions. Retail chains, insurance companies, and telecommunication companies are some of the examples of organizations that have created very large datasets for their decision support systems. A system storing and managing such datasets is typically referred to as a data warehouse and the analysis performed is referred to as On Line Analytical Processing (OLAP) [1] .
Computing multiple related group-bys and aggregates is one of the core operations in OLAP applications [1] . Jim Gray has proposed the cube operator, which computes group-by aggregations over all possible subsets of the specified dimensions [6] . When This work was supported by NSF grant ACR-9982087, NSF CA-REER award ACR-9733520, and NSF grant ACR-0130437. . Developing sequential algorithms for constructing data cubes is a well-studied problem [9, 8, 10, 12] .
Data cube construction is a compute and data intensive problem. Therefore, it is natural to use parallel computers for data cube construction. There is only a limited body of work on parallel data cube construction [3, 4, 5] .
We have developed novel sequential and parallel algorithms for data cube construction, based upon the notion of aggregation tree. The use of aggregation tree bounds the total memory requirements for storing intermediate results. In addition, our algorithms meet the important requirements of a data cube construction algorithm, i.e., computing each node from its minimal parent, and ensuring high cache and memory reuse. However, our work has shown that a number of other factors have a major impact on the performance. The three important factors are, 1) Data distribution, i.e., how the original array is distributed among the processors, 2) Level of parallelism, i.e., what parts of the computation are parallelized and sequentialized, and 3) Frequency of communication, i.e., does the implementation require frequent interprocessor communication (and less memory) or less frequent communication (and more memory).
In this paper, we focus on these three issues and how they impact the performance of parallel data cube construction. Particularly, we examine:
Impact of Data Distribution:
We have developed a closed form expression for the total communication volume required by our original parallel algorithm. This expression establishes the relationship between the distribution of the original multidimensional array and the total communication volume. We conduct a detailed experimental study to evaluate the impact of choosing data distribution to minimize communication volume on the overall execution time.
Impact of Level of Parallelism:
Our first algorithm sequentializes part of the computation, i.e., if the computation of an array from its parent involves reduction along a dimension that is not distributed, this computation is not done in parallel. We present a variation of this algorithm, which performs a redistribution of the parent array in such cases, and therefore, exploits parallelism at all levels in cube construction. The new algorithm, however, involves higher communication volume and frequency. We present an experimental comparison of the two algorithms.
Impact of Communication Frequency:
Our first two algorithms require frequent interprocessor communication. This helps reduce the memory requirements. We have developed a variation of both of our algorithms to require at most phases of communication, where is the number of dimensions of the original array. We evaluate the impact of this variation on the performance.
Our experimental results demonstrate the following. 1) In all cases, reducing the frequency of communication and using higher memory gave better performance, though the difference was relatively small. 2) Choosing data distribution to minimize communication volume made a substantial difference in the performance in most of the cases. This difference became more significant with increasing sparsity level in the dataset. 3) Finally, using parallelism at all levels gave better performance, even though it increases the total communication volume. Again, the difference is more significant as the sparsity level in the dataset increases.
The rest of the paper is organized as follows. We further discuss the data cube construction problem in Section 2. Our aggregation tree is presented in Section 3. Our original parallel data cube construction algorithm, its variations for changing the level of parallelism and communication frequency, and quantitative analysis for communication volume are presented in Section 4. Our detailed experimental study is presented in Section 5. We compare our work with related efforts in Section 6 and conclude in Section 7. This section further elaborates the issues and challenges in data cube construction. Before that, we also give some general motivation for data cube construction.
DATA CUBE CONSTRUCTION
Organizations often find it convenient to express facts as elements of a (possibly sparse) multidimensional array. For example, a retail chain may store sales information using a three-dimensional dataset, with item, branch, and time being the three dimensions. An element of the array depicts the quantity of the particular item sold, at the particular branch, and during the particular time-period.
In data warehouses, typical queries can be viewed as group-by operations on a multidimensional dataset. For example, a user may be interested in finding sales of a particular item at a particular branch over a long duration of time, or all sales of all items at all branches for a given time-period. The former involves performing an aggregation along the time dimension, whereas the latter involves aggregations along the item and the branch dimensions.
To 
We denote the original array by ABC. Then, data cube construction involves computing arrays AB, BC, AC, A, B, C, and a scalar value all. As an example, the array AB has the size ¡ ¨ ¤ . Some of the major issues in data cube construction are as follows. Cache and Memory Reuse: Consider the computation of AB, AC, and BC. These three arrays need to be computed from the initial array ABC. When the array ABC is disk-resident, performance is significantly improved if each portion of the array is read only once. After reading a portion or chunk of the array, corresponding portions of AB, AC, and BC can be updated simultaneously. Even if the array ABC is in main memory, better cache reuse is facilitated by updating portions of AB, AC, and BC simultaneously. The same issue applies at later stages in data cube construction, e.g., in computing A and B from AB. Using minimal parents: In our example, the arrays AB, BC, and AC need to be computed from ABC, by aggregating values along the dimensions C, A, and B, respectively. However, the array A can be computed from either AB or AC, by aggregating along dimensions B or C. Because
, it requires less computation to compute A from AB. Therefore, AB is referred to as the minimal parent of A.
A lattice can be used to denote the options available for computing each array within the cube. This lattice is shown in Figure 1 . A data cube construction algorithm chooses a spanning tree of the lattice shown in the figure. The overall computation involved in the construction of the cube is minimized if each array is constructed from the minimal parent. Thus, the selection of a minimal spanning tree with minimal parents for each node is one of the important considerations in the design of a sequential (or parallel) data cube construction algorithm. Memory Management: In data cube construction, not only the input datasets are large, but the output produced can be large also. Consider the data cube construction using the minimal spanning tree shown in Figure 1 . Sufficient main memory may not be available to hold the arrays AB, AC, BC, A, B, and C at all times. If a portion of the array AB is written to the disk, it may have to be read again for computing A and B. However, if a portion of the array BC is written back, it may not have to be read again.
These issues are addressed by a new data structure, aggregation tree, that we introduce in the next section.
SPANNING TREES FOR CUBE CONSTURCTION
This section introduces a data structure that we refer to as the aggregation tree. An aggregation tree is parameterized with the ordering of the dimensions. For every unique ordering between the dimensions, the corresponding aggregation tree represents a spanning tree of the data cube lattice we described in the previous section. Aggregation tree has the property that it bounds the total memory requirements for the data cube construction process.
To introduce the aggregation tree, we initially review prefix tree, which is a well-known data structure [2] . The lattice is also referred to as the prefix lattice. The lattice we have shown earlier in Figure 1 is a complement of the prefix lattice, and is referred to as the data cube lattice.
A prefix tree 4 is a spanning tree of the prefix lattice . It is defined as follows:
is defined as follows:
is the root of the tree. Since an aggregation tree is a spanning tree of the data cube lattice, it can be used for data cube construction. We next present an algorithm that uses the aggregation tree and has minimally bounded memory requirements. When the function Evaluate is invoked for a node p , all children of p in the aggregation tree are evaluated. This ensures maximal cache and memory reuse, since no portion of the input dataset or an intermediate result needs to be processed more than once. After computing all children of a node, the algorithm progresses in a depth-first fashion, starting with the right-most child. An array is written back to the disk only if it is not going to be used for computing another result. Thus, the only disk traffic in this algorithm is the reading of the original input array, and writing each output (or computed) array once. Moreover, each array is written once in its entirety. Therefore, frequent accesses to the disks are not required.
The depth-first traversal, starting from the right-most child in the aggregation tree, creates a bound on the total memory requirements for storing the intermediate results. Consider data cube construction starting from a three dimensional array ABC, where the sizes of the three dimensions are
, and ¡ , respectively. After the three children of the root of the aggregation tree are computed, the memory requirements for holding them in main memory are
The design of the aggregation tree and our algorithm ensure that the total memory requirements for holding output arrays during the entire data cube construction process are bounded by . After the first step, BC can be written back. Then, the node AC is used for computing the array C. Since 
PARALLEL ALGORITHMS
This section focuses on algorithms for parallel data cube construction. Initially, we focus on two parallel algorithms, level one parallel and all levels parallel. Then, we discuss an optimization that reduces the communication frequency, and can be applied to both algorithms.
Level One Parallel Algorithm
Consider a n-dimensional initial array from which the data cube will be constructed. Suppose we will be using a distributed memory parallel machine with ¥ processors. Through out this paper, we will assume that the number of processors used is a power of 2. This assumption corresponds well to the parallel processing configurations used in practice and has been widely used in parallel algorithms and partitioning literature.
We partition the dimension
. Each processor is given a unique label
, it is easy to verify that there are . The significance of a lead processor is as follows. If we aggregate along a dimension, then the results are stored in the lead processors along that dimension.
The level one parallel algorithm is presented in Figure 4 .
on each processor 
All Levels Parallel Algorithm
In the algorithm we described above, the parallelism is limited. As we go down the tree, the computation of children and the process of writing back results take place only on the lead processors, and other processors don't do anything after sending out their portions to the their corresponding lead processors. In this subsection we present another algorithm, referred to as the All Levels Parallel Algorithm. This algorithm further increases the parallelism by partitioning the children in the aggregation tree.
There
We make the same assumptions and use the same terminology as used for presenting the first algorithm. The algorithm is presented in Figure 5 . is not partitioned. The impact of this on the observed execution times will be evaluated experimentally in the next section.
Construct CubeV

Parallel Data Cube Construction with Low Communication Frequency
Both Level One Parallel Algorithm and All Levels Parallel Algorithm have high communication frequency, since we communicate for each child one by one in depth-first order in the aggregation tree. This has the advantage of reducing the required memory, but can also slow down the performance because of communication latency.
In this subsection, we present optimized versions with low communication frequency for these two algorithms, in which communication for a given level of the tree is done concurrently. The optimized Level One Parallel Algorithm is shown in Figure 6 . The All Levels Parallel Algorithm can be optimized similarly, and the detailes are not included here.
We take the aggregation tree in Figure 2 In Level One Parallel Algorithm, we need 6 phases of communications for 3-dimensional data cube construction. But using the optimized algorithm, we only need to communicate twice. Thus, the communication frequency is reduced by 66.67%.
EXPERIMENTAL RESULTS
We have conducted a series of experiments to show the impact of communication frequency, data distribution, and parallelism on data cube construction.
Our experiments have been performed on a cluster with 16 Sun Microsystem Ultra Enterprise 450's, with 250MHz Ultra-II processors. Each node has 1 GB of main memory which is 4-way interleaved. Each of the nodes has a 4 GB system disk and a 18 GB data disk. The nodes are connected by a Myrinet switch with model number M2M-OCT-SW8.
In constructing data cubes, the initial multidimensional array can be stored in a dense format or a sparse format [12] . A dense format is typically used when 40% of array elements have a non-zero value. In this format, storage is used for all elements of the array, even if their value is zero. In a sparse format, only non-zero values are stored. However, additional space is required for determining the position of each non-zero element. We use chunk-offset compression, used in other data cube construction efforts [12] . Along with each non-zero element, its offset within the chunk is also stored. After aggregation, all resulting arrays are always stored in the dense format. This is because the probability of having zerovalued elements is much smaller after aggregating along a dimension.
Since sparse formats are frequently used in data warehouses, all our experiments have been conducted using arrays stored in a sparse format. A sparse array is characterized by sparsity, which is the fraction of elements that have a non-zero value. We have experimented with different levels of sparsity.
Impact of Communication Frequency
In order to see the impact of communication frequency, we applied the two algorithms and their corresponding optimized versions presented in Section 4 to
dataset. We experimented with three different levels of sparsity, 25%, 5%, 2% on 8 processors. A four-dimensional dataset can be partitioned in three ways on 8 processors (i.e. when § T
). These three options are, . We refer to these three options as three dimensional, two dimensional, and one dimensional partitions, respectively. Figure 7 and Figure 8 show the results for Level One Parallel Algorithm and its optimized version, and the results for All Levels Parallel Algorithm and its optimized version, respectively.
Note that the advantage of the original algorithms, which have higher communication frequency, is reduced memory requirements. However, memory requirements did not appear to be a significant factor in these experiments, as sufficient memory was always available in all cases. For both algorithms, the optimized version which reduces the communication frequency outperforms the original version regardless of the data distribution and the sparsity. This is consistent with the fact that the communication frequency is determined by the structure of the aggregation tree and is not affected by the data distribution and the sparsity. Communication frequency of the optimized versions is determined by the number of levels in the aggregation tree, whereas the communication frequency of the original versions is determined by the number of children in the aggregation tree.
However, the relative differences between the corresponding original and communication frequency optimized algorithms is quite small (within 5%) in almost all cases. An exception is when the sparsity level is 25% and the data distribution is one dimensional. Thus, if memory is a constraint, the versions with reduced memory requirements will be preferable.
Since the optimized version outperforms the original one, we used only optimized versions of Level One Parallel Algorithm and All Levels Parallel Algorithm to test the impact of the data distribution and the parallelism in the following subsections. For simplicity, Level One Parallel Algorithm and All Levels Parallel Algorithm will stand for their corresponding optimized versions in the following subsections.
Impact of Data Distribution
We now report a series of experiments to evaluate the impact of data distribution on the performance. We experimented primarily with the Level One Parallel, using a number of different datasets and sparsity levels.
The first set of experimental results are obtained from
dataset. We experimented with three different levels of sparsity, 25%, 10%, and 5%. The results on 8 processors for Level One Parallel Algorithm are presented in Figure 9 . The sequential execution time were 22.5, 12.4, and 8.6 seconds, with sparsity levels of 25%, 10%, and 5%, respectively.
Our results from the previous section suggest that when Three dimensional partition outperforms both two dimensional and one dimensional partitions at all three sparsity levels. The version with two dimensional partition is slower by 7%, 12%, and 19%, when the sparsity level is 25%, 10% and 5%, respectively. The version with one dimensional partition is slower by 31%, 43%, and 53% over the three cases. The ratio of communication to computation increases as the array becomes more sparse. Therefore, a greater performance difference between different versions is observed. 
dataset, 16 processors
The speedups of the three-dimensional version were 5.34, 4.22, and 3.39, with the sparsity levels of 25%, 10%, and 5%, respectively. We believe that these are good speedups considering the small problem size and high ratio of communication to computation.
As we had stated earlier, the Level One Parallel Algorithm sequentializes a part of the computation after the first level of the aggregation tree. With different choices for partitioning, the amount of computation of performed on different nodes is, therefore, different. So, this could be another factor behind the observed difference in execution time. However, the dominant part of the computation in data cube construction is at the first level and is not affected by the partitioning choice made. Therefore, we can conclude that the difference in performance seen as a result of the partitioning choice made is primarily because of the difference in communication volume.
Next, we consider
arrays with sparsity levels of 25%, 10%, and 5%. Figure 10 shows experimental results on 8 processors for Level One Parallel Algorithm. Again, the problem can be partitioned in three ways and we have implemented all three. The sequential execution time for 25%, 10%, and 5% cases are 321, 154, and 97 seconds, respectively.
The experimental results again validate our theoretical result that three dimensional partition is better than two dimensional or one dimensional partition. The version with two dimensional partition is slower by 8%, 15% and 16% with sparsity levels of 25%, 10%, and 5% respectively. The version with one dimensional partition is slower by 30%, 42%, and 51% over the three cases. The speedups of the three dimensional versions are 6.39, 5.31, and 4.52, with sparsity levels of 25%, 10%, and 5%, respectively. The speedups reported here are higher because of the larger dataset, which results in relatively lower communication to computation ratio.
Finally, we have also executed the same dataset on 16 processors. A four-dimensional dataset can be partitioned in five ways on 16 processors (i.e. when Results from these five partitions, and for sparsity levels of 25%, 10%, and 5%, are shown in Figure 11 . The relative performance of the five versions is as predicted by the theoretical analysis we have done. The version with four dimensional partition always gives the best performance, followed by the version with three dimensional partition, the two dimensional version with
, the other two dimensional version, and the finally the one dimensional version. In fact, with sparsity level of 5%, there is more than 4 times performance difference between the best and the worst version.
The speedups of the best version are 12.79, 10.0, and 7.95, with sparsity levels of 25%, 10%, and 5%, respectively.
Impact of Level of Parallelism
When we presented All Levels Parallel Algorithm in Section 4, we pointed out that though All Levels Parallel Algorithm obtained more parallelism than Level One Parallel Algorithm, it also increased the communication volume. In order to see the trade-off, we experimented with
dataset on 8 processors for both algorithms. We only considered the three dimensional partition, since we have shown that three dimensional partition outperforms the other partitioning choices for
The experimental results are presented in Figure 14 . We have two observations from Figure 14 . First, All Levels Parallel Algorithm has better performance than Level One Parallel Algorithm, though its communication volume is greater than the latter. As we had stated earlier, both algorithms have the same communication volume at the first level. Since the dominant part of computation is at the first level, the increase of communication volume at other levels has less impact on the execution time than The second observation is that the sparser the dataset is, the better performance All Levels Parallel Algorithm achieves over Level One Parallel Algorithm. For the three sparsity levels 75%, 25%, 5%, All Levels Parallel Algorithm reduces the execution time compared to Level One Parallel Algorithm by 9.79%, 12.26%, 26.22%, respectively. This is because the ratio of the communication to computation is higher in the sparser dataset.
More comparisons between the two algorithms can be performed by examining the corresponding results from the previous subsection, where the impact of data distribution was studied for both the algorithms. Overall, the trends are the same as explained above. 
RELATED WORK
Since Gray et al. [6] proposed the data cube operator, techniques for data cube construction have been extensively studied for both relational databases [9, 8] and multidimensional datasets [12, 10] . Our work belongs to the latter group. Zhao et. al [12] use MMST (Minimum Memory Spanning Tree) with optimal dimension order to reduce memory requirements in sequential data cube construction. Our primary focus has been on parallelization, including ordering of dimensions and partitioning to minimize communication volume. In the process, we have used the aggregation tree to bound the total memory requirements, without requiring frequent writing to the disks. Tam [10] uses MNST (Minimum Number Spanning Tree) to reduce computing cost. Again, our primary contribution is in looking at parallelization.
Goil et. al [4, 5] did the initial work on parallelizing data cube construction starting from multidimensional arrays. In comparison, our work has focused on evaluating the impacts of level of parallelism, data distribution, and communication frequency on the performance. It should also be noted that their work has used only single dimensional partitions, whereas our experiments and mathematical analysis have demonstrated that multidimensional partitions often perform better. Recently, Dehne et. al [3] have studied the problem of parallelizing data cube. They focus on a shareddisk model where all processors access data from a common set of disks. Because there is no need to partition the data-set, they can partition the tree. In comparison, we have focused on a sharednothing model, which we believe is also more commonly used in practice. Their effort does not consider the memory requirements issue either. Ng et al. have reported parallel algorithms for icebergcube computation [7] . The algorithms they have parallelized are very different from the original cube construction problem that we have focused on.
CONCLUSIONS
In this paper, we have focused on a number of trade-offs that arise in parallel data cube construction. We have presented a set of algorithms that represent different choices that could be made for level of parallelism and frequency of communication. For our basic algorithm, we have analyzed the total communication volume and shown how it relates to the data distribution of the original array.
We have carried out a set of experiments to evaluate the impact of data distribution, frequency of communication, and level of parallelism, as the cube size and the sparsity of the dataset are varied. Our results can be summarized as follows: 1) In all cases, reducing the frequency of communication and using higher memory gave better performance, though the difference was relatively small. 2) Choosing data distribution to minimize communication volume made a substantial difference in the performance in most of the cases. This difference became more significant with increasing sparsity level in the dataset. 3) Finally, using parallelism at all levels gave better performance, even though it increases the total communication volume. Again, the difference is more significant as the sparsity level in the dataset increases.
