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Abstract 
The range of an AUV is dictated by its finite energy source and minimising the energy consumption is required to 
maximise its endurance. One option to extend the endurance is by obtaining the optimum hydrodynamic hull shape 
with balancing the trade-off between computational cost and fluid dynamic fidelity. An AUV hull form has been 
optimised to obtain low resistance hull. Hydrodynamic optimisation of hull form has been carried out by employing 
five parametric geometry models with a streamlined constraint. Three Genetic Algorithm optimisation procedures 
are applied by three simple drag predictions which are based on the potential flow method. The results highlight the 
effectiveness of considering the proposed hull shape optimisation procedure for the early stage of AUV hull design. 
 
©  Published by Elsevier Ltd. 
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1. Introduction 
The  power  required  to  overcome  hydrodynamic  drag  is  an  important  component  of  the  energy  budget  of 
Autonomous Underwater Vehicles. The drag experienced by the vessel is a direct consequence of the hull shape and 
operating speed of the vehicle. Various AUV’s shapes have been developed, ranging from:  the conventional torpedo 
shape (e.g.  Autosub), streamlined shapes (e.g.  REMUS 100) and multi-hull  vehicles (e.g. DeepC, ABE). Often the 
primary driver in the hull shape of the vehicle is not minimising the drag per unit volume; other constraints such as: 
pressure vessel selection, launch mechanism, available  deck area, container size, etc take priority. 
In  1974,  the  first  optimisation  AUV  hull  shape  was  performed  by  Parsons  et  al.  (1974)  by  using  a  direct 
optimisation strategy where the body geometry and the hydrodynamic shape is defined by a set of  mathematical 
formulae,  the  unknown  variables  as  a  function  of  the  body  geometry  had  been  randomly  selected,  then  the 
hydrodynamic drag of  that body  was predicted,  finally a black box optimisation  procedure was used to define 
the minimum total drag hull.  Additional optimisation approaches have  been proposed by (Myring, 1976; Zedan 
and  Dalton,  1986).  Alternatively,  hull  shapes  can  be  designed  by  employing  trial  and  error  techniques  or  the 
designer’s experience with the use of drag prediction simulations (Huggins and Packwood, 1994; Sarkar et al., 1997; 
Rutherford and Doerffela, 2005; Stevenson et al., 2007; Jagadeesh et al., 2009; Karim et al., 2009; Husaini et al., 
2009).  More  recently,  high  performance  computers  and  Computational  Fluid  Dynamic  (CFD)  using  Reynolds 
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Averaged Navier-  Stoke (RANS) simulation techniques for predicting the hull drag have become the conventional 
tools for  AUV designers (Phillips et al., 2010; Jagadeesh et al., 2009; Karim et al., 2009; Phillips et al., 2008, 
2007; Sarkar et al., 1997; Rattanasiri et al., 2013c,b,a). 
The aims of this study are, firstly, to develop three simple drag prediction strategies for an AUV hull suitable for 
hull  shape  optimization,  secondly,  to  develop  simple  optimisation  procedures  using  the  commercial  MATLAB 
optimisation toolbox. The drag prediction strategies range in complexity from a purely empirical approach, a basic 
potential flow approach through to a potential flow approach with  separation prediction.  RANS-SST simulation, 
are used to validate the results with the first three drag strategies. 
2. Mathematical hull geometries 
This work assumes a length Reynolds number (ReL) 2.85 × 106. To define the mathematical shape of the vehicle 
two streamlined curve equations are considered; the ellipsoid curve and the sectional-area curve  (Landweber and 
Gertler, 1950; Rattanasiri and Wilson, 2010). 
 
 
 
 
  Figure 1:  Sketches of (top) a body of revolution (y(x)) 
and (bottom) a sectional-area curve (y2(x))  
 
2.1. Sectional-area curve hull 
      Sectional-area curve is a single set of mathematical line equation that can generate various curvatures.  Sketches 
of two-dimensional shape of body of revolution (y) and its sectional-area curve (y2) in dimensionless form (Landweber 
and Gertler, 1950; Rattanasiri and Wilson, 2010) show in Figure 2. Where m is the position of maximum radius of 
area curve, Cp is the prismatic coefficient; rn is the radius of curvature at nose and rt the radius of curvature at tail.  
     
3. Numerical approaches 
Fluids in motion are subject to the normal stress (or pressure) and tangential shear stress, for air, water, and 
other engineering fluids, shear stresses can be related to the velocity field. The momentum conservation principle 
for such fluids is expressed by the Navier-Stokes equations. Assuming this AUV is fully submerged in deep water, 
there will be no wave resistance, the total drag coefficient;  D C  based on the wetted surface area is therefore only due 
to the viscous drag (
v C ) and can be estimated as:- 
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Where  F C  is the skin friction drag. The total drag coefficient based on the volumetric 
DV C    can be  estimated 
as:-   Author name / Systems Engineering Procedia  00 (2014) 000–000   
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Where   is the fluid density, 
w A  is the wetted surface area and V is the fluid velocity. 
3.1. Drag prediction strategy 
The drag prediction strategies utilised in this study are summarised as following:- 
 
3.1.1 Drag prediction strategy 1 (fully empirical) 
 
The  simplest  drag  prediction  strategy  is  fully  empirical;  the  total  drag  coefficient  is  calculated  from  a 
prediction  of  the  viscous  drag  coefficient.   The  skin  friction  coefficient;   1957 F C  obtained by the ITTC’57 ship 
correlation line (ITTC, 1957) as a function of Reynolds number (Re) where Aw  is the wetted surface area and V 
is the vehicle speed:- 
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and the form factor (1+k) (Hoerner, 1965) in term of hull length (L) and maximum hull diameter (dm):-  
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3.1.2 Drag prediction strategy 2 (semi-empirical) 
The second drag prediction strategy is based on potential flow. Utilising Schlichting’s  F C prediction  (
g Schlichtin F C ,
) (Schlichting, 1962), this study selects the solution of a Fredholm integral equation developed by Landweber (1959) 
to  predict  the  tangential  local  velocity  (
e u )  and  the  local  Reynolds  number 
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where s is the distance to the leading edge. 
 
3.1.3 Drag prediction strategy 3 (numerical) 
 
The  third  method  uses  potential  flow  and  a  classical  boundary  layer  method.  The  local  velocity  ( e u )  is 
determined by the Fredholm integral solution for a given free stream velocity (Landweber, 1959).  The  boundary 
layer method to predict the skin friction drag was introduced by Moran (1984); the  F C  from  laminar boundary layer 
growth is predicted by using Thwaites’ method, the skin friction coefficient ( F C )  are then predicted from the semi-
empirical formulas given by Cebeci and Bradshaw (1977).  Laminar separation criteria is set where the wall shear 
stress  drop to  zero,  λ  <  −0.0842. Transition point  is  predicted using Michel’s criterion. Turbulent separation is 
predicted when the shape factor (H) reaches the value 2.4. If no laminar or turbulent separation occurs, the Ludwieg-
Tillman skin-friction drag can be calculated (White, 1974). 
 
3.1.3 Reynolds Averaged Navier Stokes (RANS) simulation (numerical) 
To provide insights into the behaviour of the presiding drag prediction strategies several validation cases  have also 
been performed using the more advanced RANS CFD methodology. The SST turbulence models are chosen with 
the transition package; fully turbulent turbulence model, γ − θ model and γ − θ  fixed transition model, provided by 
ANSYS CFX 12.1. The computational parameters are provided in Table 1.  The model domain, boundary condition   Author name / International Conference on Underwater System Technology: Theory and Applications 2014 
and mesh strategies used in this simulation are the  same strategy as shown in reference Rattanasiri et al. (2012, 
2013c,b,a). 
3.2. Validation drag prediction strategies 
The experimental data of Series 58 (Gertler, 1950) including the numerical data are selected for comparison with the 
drag prediction strategies. Figure 4(a) illustrates the drag predictions for a range of fineness ratios compared with the 
experimental results (Gertler, 1950) and previous CFD simulations (Nakayama and Patel, 1973). The experimental and 
numerical results as well as the first two drag prediction strategies illustrate an optimum fineness ratio for minimal 
volumetric drag at a fineness ratio of about 5.  However drag prediction strategy three predicts an optimum at a 
fineness ratio of four. 
The influence of Reynolds number on volumetric drag coefficient is illustrated in Figure 4(b). Drag  prediction 
strategy 3 is not predicting assuming delayed transition  and consequently the drag result is  less than the other 
results. The total drag is over predicted by 7.5%, 7.2% and 4.2% by drag prediction strategies 1, 2 and 4, compared 
to  the  experimental  results.  Whilst  the  total  drag  is  under  predicted  approximately  45.5%  by  drag  prediction 
strategy 3 due to the early predicted transition point. 
To  The  difference  between  the  drag  prediction  strategies  can  be  explained  by  examining  the  skin  friction 
distribution along the vessel.  Agreement between the experiment and the Fredholm integral model is  satisfactory 
over 90% of the body surface from the nose. For the three different drag prediction strategies; drag prediction strategy 1 
is the estimation of an average value of the skin friction drag with depend upon  the  L Re , thus it cannot be evaluated. 
The results from RANS-SST fully turbulent model, RANS-SST  R − θ turbulent model (fixed transition point at 
27.5%L from the nose) and RANS-SST R − θ turbulent model is demonstrated in Figure 5 by the black line, orange 
line and green line, respectively.  The results  illustrate that by improving the transition model of drag prediction 
strategies 2 and 3, the more accurate results could be obtained for the optimisation procedure. 
 
 
 
a)  Fineness ratio (F.R.)  B)  L Re  
 
Figure 4:  Comparison of the drag of Series 58 between experimental data (Gertler, 1950), Nakayama and Patel 
(1973)’s calculation and drag prediction strategies (a) at various F.R. at  L Re  = 20 × 106 (b) at various  L Re at 
F.R.=7.0   Author name / Systems Engineering Procedia  00 (2014) 000–000   
 
Figure 5: Comparison the skin friction distributions from drag prediction strategy 2 and drag prediction strategy 3 
with the results from drag prediction strategy 4 RANS-SST simulation of G4157 at  L Re = 2.85 × 106 
 
4. MATLAB GA Optimisation strategy 
For  optimisation  procedure,  the  objective  function  is  used  to  provide  a  measure  of  how  individuals  have 
performed in the problem domain. For a minimisation problem, the fit individuals will have the lowest numerical 
value  of  the  associated  objective  function,  in  this  study;  this  is  the  total  volumetric  drag  coefficient.  The 
objective function is:- 
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25 optimisations were performed for each case. The best result of the population diversity, the setup of  GA 
options is selected as following:  Generations = 100, Populations = 200, Crossover fraction = 0.8, Selection = 
Stochastic Function, Elite count = 2.0. 
5. AUV hull shape optimisation 
5.1. Streamlined hull shape results 
Streamlined hull shape results of optimisation strategy 1, 2 and 3 are shown in Figure 10. The results show that:- 
•  Four types of local optimal shape; Stern shape, Bow shape, Hill shape and Cylinder shape, are  obtained 
by the optimisation strategies 1 and 2. 
•  The shape results from optimisation strategies 3 are constrained by the boundary layer method thus the only 
streamlined shapes of Stern and Cylinder are obtained. 
•  It could be highlighted that there are various optimal shapes to be selected at the same minimum  hull drag 
obtained by each optimisation strategy. 
6. Conclusion 
In order, to optimise a AUV hull to obtain a low resistance hull, three drag strategies are developed.  These 
strategies are then joined to a Genetic Algorithm (GA) within the MATLAB optimisation toolbox  to develop three 
shape optimisation procedures. 
   Author name / International Conference on Underwater System Technology: Theory and Applications 2014 
(a) drag prediction strategy 1; Stern 
shape (case c), Bow shape (case y), 
Hill shape (case o) and Cylinder 
shape (case h) 
(b) drag prediction strategy 2; Stern 
shape (case e), Bow shape (case w), 
Hill shape (case p) and Cylinder 
shape (case k). 
(c) drag prediction strategy 3; Stern 
shape (case a, g) and Cylinder shape 
(case b, l and t) 
Figure 10: The optimal shape from the drag prediction strategy 1, 2 and 3 
Drag prediction strategy 1 (fully empirical) is the simplest drag prediction strategy based on the ITTC’57 skin 
friction line; it provides the cheapest numerical cost with the lowest fidelity. Drag prediction  strategy 2 (semi-empirical) 
is more complicated drag prediction strategy, the technique couples the  potential flow method, Fredholm integral 
equations, with the Schlichting predictions of skin friction; it  provides a moderate numerical cost, with a higher 
fidelity understanding of the flow.  Drag prediction  strategy 3 (Numerical) is a viscous drag prediction strategy 
which utilises a potential flow method as a  starting point. The model has a higher computational cost; however local 
flow conditions and separation  can be predicted.  Full RANS CFD simulations are also utilised to validate the drag 
models. 
The optimisation  strategy  applied  to the three simple  drag prediction strategies  described earlier.  Each GA 
MATLAB algorithm is selected with the feasible set-up of Mutation, Generations, Populations  and Reproduction i.e. 
Selection,  Elite  count  and Crossover  fraction. Each  optimisation  strategy  has  been carried out by employing two 
parametric curves; ellipsoid curve and the sectional-area curve. Each  procedure is validated for the effectiveness of 
the  proposed  hydrodynamic  optimisation  by  employing  parametric ellipsoid curve.  Five parametric geometry 
models of the sectional-area curve are selected as  its streamlined constraint accounts for hull shape variations.  25 
optimisations of each strategy have been performed at the Reynolds Number 2.85 × 106. 
The  results  of  shape  with  inflection  points  from  optimisation  strategies  1  and  2  are  due  to  the  lack of the 
streamlined constraint.  The envelope technique could be applied to the sectional-area curve  equation to constraint 
these strategies, the results may be improved with the cheap computational cost  than that of optimisation strategy 3. 
The results of optimisation strategy 3 are Stern shape and Cylinder shape, these shapes obtained at the same total drag 
with a similar stern’s curve, however, different bow’s  curve.  The transition model is fixed with the transition point of 
the  shape at 0.5L;  the results suggest  the lower drag shape may be obtained from the different and more accurate 
transition prediction models.  These  results  suggested  a  variety  of  AUV  hull  shapes  from  three  simple  shape 
optimisation strategies  and it could be beneficial to the AUV hull designer. 
The study shows that the success of a shape optimisation task depends on a number of important  issues.  A first 
important requirement is the capability to generate smooth hull shape variants by varying  a number of suitably selected 
form points.  This is actually the key point to be cared for to make design  optimisation a fast and reliable process. 
Since  sectional-area  curve  mathematical  model  is  automatically  generated  via  the  optimisation  process  for 
streamline to satisfy the given requirements, a fair curve is  always generated even with a few subset of parameters 
unavailable to satisfy the given requirements i.e.  rn, rt.  The curve can, therefore, be easily used in the AUV hull 
shape optimisation.   Author name / Systems Engineering Procedia  00 (2014) 000–000   
Another important aspect is the selection of the right optimisation criteria, which must take into  account  of  the 
goal of the optimisation task, but also the features, capabilities and limitations of the  CFD tools used to simulate 
hulls’ hydrodynamics. Despite its simplicity, these optimisation procedures  can be successfully applied to optimise 
the shapes of the AUV hull for the low resistance design.  This  procedure can be used literary effective at the early 
design stage instead of the trial and error.  However,  with the improvement of the optimisation procedure such as 
addition of hull volumetric constraint or  the one inflection point constraint, the unique optimal hull shape may be 
obtained. 
7. Future work 
Three  drag  prediction  optimisation  procedures  discussed  in  this  work  provides  similar  hull  shape  diameter. 
With the streamlined shape constraint applied to optimisation strategies 1 and 2, these two strategies could provide 
streamlined  shape  with  the  cheap  computational  cost.  With  a  more  accurate  transition  prediction,  the  drag 
prediction strategy 3 could provide more accurate results, consequently, a good streamlined hull shape. By applying 
the volume constraint to the optimisation process, a unique optimal hull shape may be obtained. 
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