Abstract. We consider the nonlinear heat equation ut − ∆u = |u| α u on R N , where α > 0 and N ≥ 1. We prove that in the range 0 < α < 4 N−2 , for every µ > 0, there exist infinitely many sign-changing, self-similar solutions to the Cauchy problem with initial value u 0 (x) = µ|x| − 2 α . The construction is based on the analysis of the related inverted profile equation. In particular, we construct (sign-changing) self-similar solutions for positive initial values for which it is known that there does not exist any local, nonnegative solution.
Introduction
In this paper we prove the existence of radially symmetric self-similar solutions of the nonlinear heat equation on R In all these cases, as t → 0, the solution approaches the initial value uniformly on the exterior of any ball around 0. In fact, for every α in the range 0 < α < 4 N −2 , and every µ ∈ R, µ = 0, we prove the existence of infinitely many self-similar solutions of (1.1) with initial value µ|x| − 2 α . This result is significant for several reasons. First, while it is already known that for every α > 0, the equation (1.1) has at least one self-similar solution with initial value µ|x| Second, in the range 0 < α < 4 N −2 , it is known (Remark 1.2 (v) and (vi)) that there exists an arbitrarily large (finite) number of self-similar solutions with initial value µ|x| − 2 α if |µ| is sufficiently small, and only if µ = 0 is the existence of infinitely many such solutions known (Remark 1.2 (ii), (iii) and (iv)). Here we establish the existence of infinitely many self-similar solutions with initial value µ|x| − 2 α , for all µ ∈ R.
Third, for all µ ∈ R in the case 0 < α ≤ 2 N , and for all µ ∈ R with |µ| sufficiently large in the case 2 N < α < 4 N −2 , the self-similar solutions we construct are all signchanging. In other words, the positive initial value µ|x| (See Proposition A.1 in the Appendix for details on these nonexistence properties.) Thus, we construct sign-changing solutions of (1.1) with a positive initial value for which there is no local in time nonnegative solution.
This last point merits further explanation. Consider the initial value problem
where u = u(t, x), t ≥ 0, x ∈ Ω where Ω is a domain in R N (possibly Ω = R N ), and α > 0. In the case where Ω = R N , we impose Dirichlet boundary conditions. It is well-known that this problem is locally well-posed in C 0 (Ω), and also in L p (Ω) for p ≥ 1, p > N α 2 . See [13, 14, 2] . Moreover, if u 0 ≥ 0 in Ω, then the resulting solution satisfies u ≥ 0 in Ω. This is a consequence of the iterative method used to construct solutions, based on Duhamel's formula.
On the other hand, this problem is not well-posed in L p (Ω) if α > 2 N and 1 ≤ p < N α 2 . For example, regular initial values can yield multiple solutions which are continuous into these spaces. See [7, 1, 11] . Also, it was observed in [14, 15] (see also [11, 8, 6] ) that there are nonnegative u 0 ∈ L p (Ω) for which there is no local-in-time nonnegative solution in the weakest possible sense. This last fact has often been considered as a proof of the non-existence of solutions of (1.2) associated to those initial values. However, the possibility remains that positive initial data can give rise to local solutions which assume both positive and negative values. This of course would seemingly violate the maximum principle. Such a possibility is not completely unknown. Indeed, in [7] both positive and negative solutions were constructed with initial value 0. Even though these solutions are regular for t > 0, they are too singular as (t, x) → (0, 0) for any maximum principle to apply.
The present paper gives the first result, to our knowledge, of the existence of a sign-changing solution of (1.2) with an initial value u 0 ∈ L 1 loc (R N ), u 0 ≥ 0 for which no local in time nonnegative solution exists. While the initial value u 0 (x) = µ|x| − 2 α is not in any L p space, we show in a subsequent article [3] that the solutions constructed here can be perturbed to give solutions to (1.2) with nonnegative initial value in L p , 1 ≤ p < N α 2 , with the same property. In order to state our results more precisely, we recall some known facts about self-similar solutions of (1.1). A self-similar solution of (1.1) is a solution of the form u(t, x) = t
where f : R N → R is the profile of the self-similar solution u given by (1.3) . In order for u given by (1.3) to be a classical solution of (1.1) for t > 0, the profile f must be of class C 2 and satisfy the elliptic equation
In our investigations, we look only for radially symmetric profiles (except if N = 1), and so we write, by abuse of notation, f (r) = f (x) where r = |x|, so that f : [0, ∞) → R is of class C 2 , and satisfies the following initial value ODE problem, f ′′ (r) + N − 1 r + r 2 f ′ (r) + 1 α f (r) + |f (r)| α f (r) = 0 (1.5)
for some a ∈ R. Of course, if N = 1, it is not necessary that f ′ (0) = 0 in order to obtain a regular profile on R. See Theorem 1.4 below.
It is known [7] that the problem (1.5)-(1.6) is well-posed. More precisely, given a ∈ R, there exists a unique solution f a ∈ C 2 ([0, ∞); R). exists, and is a locally Lipschitz function of a ∈ R. If L(a) = 0, then f a decays exponentially. See [10] for more precise information on the asymptotic behavior of solutions to (1.5)-(1.6). Moreover, if a = 0, then f a has at most finitely many zeros and we set N (a) = the number of zeros of the function f a . It follows that every radially symmetric regular self-similar solution of (1.1) with initial value u 0 = µ|x| − 2 α is given, via the formula (1.3), by a profile f = f a which is a solution of (1.5)-(1.6) such that L(a) = µ. Moreover, (1.3) and (1.7) imply that |u(t, x)| ≤ C(t + |x| 2 )
One deduces easily from (1.9) and (1.10) that
u 0 in L q ({|x| > ε}) for all ε > 0 and q ≥ 1, q > N α 2 , 11) and that if α > 2 N , then
(1.12)
We are now able to state our main result. It concerns the case N ≥ 2. In dimension 1, we have a similar result (see Theorem 1.4 below), whose proof is somewhat different. and let µ ∈ R, µ = 0. There exists m 0 ≥ 0 such that for all m ≥ m 0 there exist at least two different, radially symmetric regular self-similar solutions u of (1.1) with initial value u 0 = µ|x| where each term is in C((0, ∞), L r (R N )) for all r > N α 2 > 1. Moreover, the map t → u(t) − e t∆ u 0 is in C([0, ∞), L r (R N )) for all r ≥ 1 such that N α 2(α+1) < r < N α 2 . To prove this theorem, we need to show, among other things, that the function L takes on every value µ ∈ R infinitely often. More precisely, given µ ∈ R, µ = 0, we need to show that for all sufficiently large integers m, there exist at least two values of a such that L(a) = µ and N (a) = m. Note that since L(−a) = −L(a), it suffices to consider µ > 0. To put these assertions in the appropriate historical context, and describe our approach to the proof, we recall some of the known results about the solutions f a of (1.5)-(1.6) and the function L defined in (1.7). We let
is a singular stationary solution of (1.1). It is also self-similar, with singular profile
α . We will see later (see Theorem 1.3) that (1.1) has other singular self-similar solutions when β ≥ 0. Hence the need to specify that the self-similar solutions in Theorem 1.1 are regular.
The detailed study of the profiles f a is based on the numbers
for m ≥ 0, first defined in [16] . The following remark recalls some of the important properties of these numbers.
N −2 , then 0 < a m < ∞ for all m ≥ 0. In particular, there are infinitely many radially symmetric self-similar solutions of (1.1) with initial value 0, including one which is positive. See [7] and [16, [5] .) In this range of α, it is also true that for every m ≥ 0, there exists a m < a < a m+1 such that N (a) = m+ 1 and L(a) > 0. This is not explicitly proved anywhere, as far as we know. It does follow from the results in [16] along with a slight improvement of Proposition 3.7 in that paper which is straightforward to prove.
N −2 and a > 0, then f a (r) > 0 for all r > 0 and L(a) > 0 (see [7] ). Moreover, L : R → R is bounded. Indeed, there is no local in time positive solution of (1.1) with the initial value µ|x| In light of these properties and in view of (1.9), to prove Theorem 1.1, it would suffice to show that the successive maxima of |L(a)| on the intervals [a m , a m+1 ] tend to infinity. Our approach to proving Theorem 1.1, however, is not based directly on a study of L(a) using equation (1.5)-(1.6). Instead, we begin by specifying an arbitrary value of L(a) and constructing the solution of (1.5)-(1.6) starting at infinity. This idea was previously used in [12] , which introduced the inverted profile equation for this purpose.
If f is the profile of a radially symmetric self-similar solution, we set 
where β is given by (1.15) and
For an arbitrary solution w : (0, ∞) → R of (1.19), it is not clear that lim s→0 w(s) = w(0) exists. In spite of the highly singular nature of equation (1.19) at s = 0, global regular solutions w : [0, ∞) → R can be constructed given any fixed values of w(0) and w ′ (s 0 ) for sufficiently small s 0 > 0. See [12] and Section 3 below for the details. Theorem 1.1 therefore reduces to showing that for every µ > 0 and for every m > m 0 , there exist at least 2 solutions of (1.19) with w(0) = µ, which have precisely m zeros, and such that lim s→∞ s 1 α w(s) exists and is finite. It is therefore important to understand the asymptotic behavior as s → ∞ of solutions to (1.19) . It was shown in [12] that if α < 4 N −2 , then lim s→∞ w(s) always exists and is a stationary solution of (1.19). If β > 0, which corresponds to 2 N −2 < α < 4 N −2 , then w(s) must tend to either 0 or ±β 1 α . In the case β ≤ 0, i.e. 0 < α ≤ 2 N −2 , all solutions must satisfy w(s) → 0 as s → ∞. The possible asymptotic behaviors of w(s) can be determined from the following partially formal argument. Setting w(s) = z(t) where t = log s, we obtain 4z
Deleting the term e −t z ′ (t) on the (intuitive) basis that this will be negligible as t → ∞ yields the autonomous differential equation
In the case β < 0, a standard phase plane stability analysis shows that all solutions of (1.23) have one of the following two asymptotic behaviors for large t > 0:
(1.24)
This translates, for solutions of (1.19), into the following two possible asymptotic behaviors: It is now relatively clear what must be done. These asymptotic behaviors must be proved for solutions w(s) of (1.19), and the existence of solutions with asymptotic behavior like φ 1 (s) with arbitrarily large number of zeros must be established. It turns out that for N ≥ 2 the long time behavior determined by φ 2 , which represents slower decay than the one determined by φ 1 , is stable, so that the asymptotic behavior we are looking for is unstable. Our approach to proving the existence of solutions with the behavior determined by φ 1 is a shooting argument. More precisely, we show the existence of solutions with the asymptotic behavior given by φ 2 with arbitrarily large number of zeros. Solutions with long time behavior given by φ 1 are found in the transitional regions where the number of zeros increases.
Solutions with the asymptotic behavior φ 2 give rise formally to self-similar solutions of (1.1) with singular profiles. It turns out that these are genuine weak solutions of (1.1) when β ≥ 0. There exist an integer m ≥ 0 and an increasing sequence (µ m ) m≥m ⊂ (0, ∞) such that for all m ≥ m there exists a radially symmetric profile h m which is a solution of (1.4) in the sense of distributions, has exactly m zeros, is regular for r > 0, has the singularity
as r ↓ 0, and the asymptotic behavior r 2 α h m (r) → µ m as r → ∞. If u is given by (1.3) with f = h m , and u 0 = µ m |x| − 2 α , then u is a solution of (1.1), and also of (1.14), in
(1.27)
Moreover, u satisfies (1.11) and (1.12). In addition, the map t → u(t) − e t∆ u 0 is in
N −2 , the singular profiles do not give rise to weak solutions of (1.1), see Remark 7.3.
In the case N = 1, the conclusion of Theorem 1.1 holds. However, the asymptotic analysis of w(s) is much simpler, since the profile equation (1.5) has no singularity at r = 0. This last property also allows us to construct odd profiles. Our result in this case is the following. 
Furthermore, if α > 2, they are solutions of the integral equation (1.14) , where each term is in In this section, we prove Theorem 1.1. The bulk of the work is the construction of the appropriate profiles, as stated in the following theorem. ( The proof of Theorem 2.1 depends on a series of propositions, which are stated below and proved in the subsequent sections. In the last part of this section, we give the proof of Theorem 2.1 assuming these propositions and, at the very end of this section, obtain Theorem 1.1 as a consequence.
As mentioned in Section 1, our approach is based on the study of the inverted profile equation (1.19) . It is convenient to set g(s) = −βs + |s| α s, s ∈ R (2.1) and
We collect in the following proposition an existence result for solutions of (1.19) with appropriate initial conditions, as well as several properties of these solutions. These results are in part taken from [12] , and the detailed proof is given in Section 3.
Proposition 2.2. Assume N ≥ 1 and α > 0. There exists η > 0 such that for all µ ≥ 1, there exists a unique solution
Moreover, w µ satisfies the following properties. In fact, all that is needed in the subsequent arguments is a collection of solutions
The key ingredient in the proof of Theorem 2.1 is that the number of zeros of w µ is arbitrarily large for large µ. This is stated in the following proposition.
Proposition 2.4. Assume N ≥ 1, α > 0, and let (w µ ) µ≥1 be the collection of solutions of (1.19) given by Proposition 2.2. Given any T > 0 and m ∈ N, there exists µ ≥ 1 such that if µ ≥ µ, then w µ has at least m zeros on [0, T ]. In particular, if N (µ) is the number of zeros of w µ on (0, ∞), (2.6)
The proof of Proposition 2.4 is given in Section 4. The second ingredient we use is a classification of the possible asymptotic behaviors of w µ (s) as s → ∞. We let
Note that λ 1 > λ 2 if N ≥ 3 and λ 1 = λ 2 if N = 2. Moreover,
where β and γ are defined by (1.15) and (1.20). We also define
and
(log s) The following result shows that as s → ∞, the solutions w µ (s) of (1.19) given by Proposition 2.2 decay either as φ 2 (slow decay), or else as φ 1 (fast decay).
Proposition 2.5. Assume (1.13), and let (w µ ) µ≥1 be the collection of solutions of (1.19) given by Proposition 2.2. If φ 1 and φ 2 are defined by (2.9) and (2.10), respectively, then the following properties hold.
(i) The limit
exists and is finite.
exists and is finite, and L 1 (µ) = 0.
Proposition 2.5 in the case β > 0 follows from the results in [12] . For β ≤ 0, the proof requires the separate study of the various cases N ≥ 3 and β < 0; N ≥ 3 and β = 0; N = 2. The proof is given in Section 5.
Proposition 2.5 is relevant for the following reason. To prove Theorem 2.1 we need to find a > 0 such that L(a) = µ. For the solution w of the inverted profile equation (1.19) defined by (1.18) in terms of the profile f a , this means, by (1.21), that w(0) = µ. The existence of solutions w of (1.19) such that w(0) = µ follows from Proposition 2.2 (at least if µ is sufficiently large). However, in order that these solutions correspond to a profile f a , we must ensure that f defined by (1.18) in terms of w has a finite limit as r → 0. This last condition is equivalent to the fact that w(s) φ1(s) = s 1 α w(s) has a finite limit as s → ∞. By Proposition 2.5, we see that we should look for solutions w µ (s) of (1.19) such that L 2 (µ) = 0.
The last ingredient needed in the proof of Theorem 2.1 concerns the local behavior of N (µ), the number of zeros of w µ . Proposition 2.6. Assume (1.13). Let L 2 be defined by (2.11) and N by (2.6), and consider µ ≥ 1.
The proof of Proposition 2.6 is carried out in Section 6.
We are now in a position to complete the proof of Theorem 2.1, assuming Propositions 2.2, 2.4, 2.5 and 2.6. We first give a lemma, which will also be used in the proofs of Theorems 1.3 and 1.4.
Lemma 2.7. Assume (1.13). Let L 2 be defined by (2.11) and N by (2.6), and set m = N (2)+1. It follows that there exists an increasing sequence (µ m ) m≥m ⊂ [1, ∞) with the following properties.
It follows from Proposition 2.4 that E m = ∅, and we define 
In particular, J m is bounded and we set Proof of Theorem 2.1. We first prove that there exists a sequence (α m ) m≥m ⊂ (0, ∞) satisfying (with the notation (1.7)-(1.8))
To see this, we consider the collection (w µ ) µ≥1 of solutions of (1.19) given by Proposition 2.2, and the sequence (
, it follows from (1.21) and (2.12) that
and since L is continuous [0, ∞) → R, we see that α m → ∞ as m → ∞. This proves (2.18) and (2.19).
Fix µ > 0. We construct the sequences (a ± µ,m ) m≥m . Consider the sequence α m → ∞ constructed above and satisfying (2.18)-(2.19). By (2.18), we may choose an integer m µ sufficiently large so that
By continuity of L, there exist
such that
Next, since N (α 2m ) = 2m (by (2.19)), it follows from (2.21), (2.22) and [16, Proposition 3.7] (this is in fact an immediate consequence of [7, Proposition 3.4] ) that
From (2.21) and (2.23), we deduce that there exist 
and N ( b With the completion of the proof of Theorem 2.1, the existence of the appropriate profiles has been established. It remains to show that the resulting solutions given by formula (1.3) have the properties required by Theorem 1.1. To this end, we prove the following lemma, which includes the case of non-radially symmetric profiles.
, and u satisfies (1.11) with u 0 = ω(x)|x|
N , then u also satisfies (1.12), and u is a solution of (1.14) where each term is in
, so that the first term on the right hand side of (1.14) does not make sense, hence (1.14) altogether, does not make sense.
is a solution of (1.4), it follows from formula (1.3) and elementary calculations that
3) with respect to t, we see that
2 . The regularity of ∆u now follows from equation
and property (1.11) follows by dominated convergence.
2 < q, which implies property (1.12). Moreover, the regularity of u on (0, ∞) ensures that
(2.29)
Applying (2.29), one easily passes to the limit in (2.28) as ε ↓ 0 and obtain equation (1.14) . Since the first two terms in (1.14) are in
2 easily follows from (1.14) and (2.29).
We finally complete the proof of Theorem 1.1. We may assume µ > 0 without loss of generality, and we apply Theorem 2.1. The profiles f = f a ± with a ± = a
if m ≥ m µ is odd, are two different radially symmetric solutions of (1.4) with m zeros. Moreover, r 2 α f a ± (r) → µ as r → ∞, and it follows from [7, Proposition 3 
α . Theorem 1.1 is now an immediate consequence of Lemma 2.8, where f (x) = f a ± (|x|) and ω(x) ≡ µ.
The inverted profile equation
This section is devoted to the proof of Proposition 2.2. We use the notation of [12, Theorem 2.5]. In particular, we consider the functions K 1 and K 2 , both continuous on [0, ∞), with K 1 (0) = 4. We fix t 0 > 0 sufficiently small so that sup
and we set
Note that for all M > 0
where g is given by (2.1). We fix η > 0 sufficiently small so that
It follows from (3.1)-(3.5) that if µ ≥ 1 and
Applying (3.6), we deduce from [12, Theorem 2.5 and Proposition 2.4] that for all µ ≥ 1, there exists a solution 
follows easily. Identity (2.5) follows from elementary calculations. Moreover, [12, Proposition 3.1 (i)] implies that the solution w µ satisfies (iii). If (N − 2)α ≤ 4, then γ > 1, see (1.20) . It follows that H µ (s) defined by (2.4) is nonincreasing for s large, and bounded by (iii), so it has a finite limit as s → ∞. This proves Property (iv).
The second statement of Property (v) is a consequence of [12, Propositions 3.3 and 3.2]. In particular, G(w µ (s)) defined by (2.2) has a limit as s → ∞. Since H µ (s) also has a limit, we see that s 2 w ′ µ (s) 2 must have a limit, which is necessarily 0. This proves the first statement of Property (v).
We now turn to the proof of Property (vi). If β > 0 and w µ (s) → ±β 
7) It follows from (1.19) and (2.8) that
In other words, at any point s ≥ s 0 where z ′ (s) = 0, z 2 has a local minimum. Thus z can vanish at most once for s ≥ s 0 . If N = 1, so that λ 1 < λ 2 by (2.7), the above argument works with σ ∈ (λ 1 , λ 2 ). The case N = 2, where λ 1 = λ 2 , requires a more delicate argument. We let σ = λ 1 , so that equation (3.8) becomes
Multiplying (3.9) by z ′ yields the energy identity
Integrating the above inequality yields
for s ≥ 1. We now define for s > 1
It follows in particular that dt ds
We deduce from (3.12) and (3.13) that
so that
Next, differentiating (3.14) with respect to s and applying again (3.13), we obtain
It follows from (3.9), (3.12), (3.15) and (3.16) that
Note that by (3.11) and (3.12),
for t large, so that
It follows from (3.17) and (3.18) that for t large, if v ′ vanishes, then v ′′ has the sign of v. Arguing as in the case N ≥ 3, we conclude that v has a finite number of zeros.
We finally prove Property (vii), so we suppose w µ (s) → 0 as s → ∞. By Property (vi), w µ (s) = 0 for s large, and we deduce from (1.19 
It easily follows that if s is large, then either w Thus we fix an interval I ⊂ (0, b) for which w µ (s) > 0 for all s ∈ I. (The case w µ (s) < 0 can be handled analogously.) We need to estimate |I| as a function of µ, and it suffices to do so for µ > 1 sufficiently large. The crucial observation is that H µ given by (2.4) is increasing on [0, b], by (2.5), so that 2s
for s ∈ (0, b]. The first largeness condition we impose on µ is that µ > 2 2(α + 2)|β| It follows that the interval I can be partitioned into four pairwise disjoint subintervals, which depend on µ,
given by
Note that one or more of these intervals might be empty or contain just a single point. We now proceed to estimate the lengths of these four intervals.
Consider first the interval I 
Consequently, if s < t and s, t ∈ I 1 µ , then
Since |w
In exactly the same way, we also have
We next turn our attention to I 2 µ . To estimate its length, we partition this interval into further subintervals. Differentiating (1.19) we get 
where again we use (1.19) and (4.3). In other words, (w µ (s)
Integrating, we see that if s < t and s, t ∈ J 1 µ , then
This shows that
µ is the union of two intervals, J 2+ µ and J
2−
µ , where, respectively, w
, which integrates to yield, if s < t and s, t ∈ J
This implies that
where we need to impose an additional largeness condition on µ, i.e.
Consequently, if s < t and s, t ∈ J 2− µ , then
(4.10) For future reference, we recall that 11) and so the length of I 
Recall that w ′′ µ < 0 and w 3) , we deduce that G(w µ (s)) > G(w µ (t)) > 0, and it follows from (4.12) that
Integrating, we obtain
where we have set z = wµ(τ ) wµ(s) , for s ≤ τ ≤ t. Furthermore, once again using (4.3),
Putting this into (4.13), we obtain that
The proof is now complete. Indeed, by (4.4) and (4.11), the function ι(µ), for µ satisfying (4.3) and (4.9), can be taken as the sum of the right hand sides of the estimates (4.5), (4.6), (4.7), (4.8), (4.10) and (4.14), where b is given by (4.1) 5. Asymptotic behavior of the solutions of (1.19) In this section, we give the proof of Proposition 2.5, which concerns the asymptotic behavior as s → ∞ of the solutions (w µ ) µ≥1 of (1.19) given by Proposition 2.2. This behavior must be studied separately in each of the four different cases Although this section is somewhat technical, the results are not surprising and the methods used are standard techniques. We note that some of the results in this section will also be used in the proof of Proposition 2.6.
Before we begin the detailed analysis, we observe that in all cases, if L 1 (µ) given by (2.12) exists and is finite., then f (r) = r Proof. It follows from Proposition 2.2 (vi) that w µ has a constant sign for s large. The result is now a consequence of [12, Proposition 3.5] . (Note that this last proposition assumes that w µ has a constant sign on (0, ∞), but the argument uses only the fact that w µ has a constant sign for s large.) Proposition 2.5 follows from Proposition 2.2 (v) and Lemma 5.1.
Proof of Proposition
Let φ 1 and φ 2 be defined by (2.9) and (2.10), respectively. A simple calculation shows that Lφ 1 = Lφ 2 = 0. It then straightforward to check that w µ satisfies the following variation of the parameter formula
for all s > 0.
Lemma 5.2. Given any µ ≥ 1, the limit (2.11) exists and is finite, the map
, and
Proof. We first prove that
Indeed, z(s) = s λ2 w µ (s) satisfies (3.8) with σ = λ 2 , i.e. (using (2.7))
Therefore, if
It follows that the right hand side of (5.7) is negative for s > s 0 = Next, we deduce from (5.5) and the property λ 2 α < 1 that
(5.9)
Hence, from (5.3) we see that L 2 (µ) is well defined and that (5.4) holds.
Lemma 5.3. If L 2 (µ) = 0, then the limit (2.12) exists and is finite.
Proof. If L 2 (µ) = 0 then (5.3) and (5.4) yield
(5.11)
It follows that 
so that R is an interval and λ 2 ∈ R. We claim that λ 1 ∈ R. We prove this by contradiction, so we assume λ 1 ∈ R. Therefore may choose ρ > 0 such that
Note that, since ρ ∈ R, we have
for s ≥ 1. Moreover, αρ = ρ λ1 < 1, so that |W µ (s)| ≤ Cs −(α+1)ρ ; and so 
Since (α + 1)ρ ∈ R by (5.13), we deduce from (5.18) that
Since λ 1 ∈ R by assumption and (α + 1)ρ ∈ R (again by (5.13)), it follows from (5.19) and (5.16) that θ(s) = log(1 + s). This means that λ 1 = (α + 1)ρ, which contradicts the last condition in (5.13). This contradiction establishes that
To show that L 1 (µ) is well defined, we let ρ = λ 1 in (5.14), so that
Thus we deduce from (5.10) that the limit L 1 (µ) exists and is finite. α . We first study the limit (2.11).
Lemma 5.4. Given any µ ≥ 1, the limit L 2 (µ) given by (2.11) exists and is finite, and either
Proof. Since w µ has a finite number of zeros, we may suppose w µ (t) > 0 for t large. Set
s) with t = log s and s > 1, so that v(t) > 0 for t large and L 2 (µ) = lim t→∞ v(t) if this last limit exists. Note that sw
Since w µ is a solution of (1.19), a straightforward calculation shows that v satisfies
so that in particular V (t) is bounded below. It follows using (5.22) that
Therefore, V ′ (t) < 0 for t large, and V is decreasing; and so V (t) has a finite limit V ∞ as t → ∞. It follows that v(t) and t|v ′ (t)| 2 are bounded as t → ∞, hence v ′ (t) → 0 as t → ∞. We next show that v(t) has a limit as t → ∞, i. 
in (5.24), then n → ∞, we deduce that
On the other hand, we can write (5.22) in the form
We observe that the right-hand side of (5.28) is negative on [τ 2n , τ 2n+1 ] for n sufficiently large. Integrating on (τ 2n , τ 2n+1 ), we obtain
We now let n → ∞. Since v ′ (τ n ) → 0, we obtain b ≤ a, which is absurd. It follows that there exists v ∞ ≥ 0 such that v(t) → v ∞ as t → ∞.
We now claim that either v ∞ = 0 or else
It follows from (5.28) that there exists δ > 0 such that
Integrating the above inequality yields a contradiction with the fact that v and v ′ are bounded. We obtain in the same way a contradiction if we assume that v ∞ > v. Thus either v(t) → 0, or else v(t) → ( Suppose now for all s > s µ and j = 1, 2.
Proof. Identity (5.31) is formula (3.1) in [12] , and is straightforward to verify. Formula (5.32) can be obtained from (5.31) and the identity h 2,µ (s) = h 1,µ (s) − Letting n → ∞ (and since e 1 4s → 1 as s → ∞), we conclude that
Letting now δ ↓ 0, we obtain ℓ ≤ − (
Therefore, either ℓ = − N −2 2 or else ℓ = 0.
Lemma 5.7. Given µ ≥ 1, if L 2 (µ) = 0, then the limit (2.12) exists and is finite. 
This implies where
and W µ is given by (5.2).
Lemma 5.8. Given µ ≥ 1, there exists C > 0 such that 
(5.41)
In addition, the maps µ → c Given ε > 0, we first fix s 0 sufficiently large so that Cs 
It follows from Lemma 5.9 that the limit (2.11) is well defined and L 2 (µ) = c ∞ 2,µ . Moreover, it follows from formula (5.37) again that
Thus we see that L 1 (µ) is well defined and L 1 (µ) = c ∞ 1,µ . Proposition 2.5 follows from Lemma 5.10.
Local behavior of the number of zeros
This section is devoted to the proof of Proposition 2.6. We consider separately the cases N ≥ 3 and N = 2.
6.1. The case N ≥ 3. The proof is inspired by the proof of [9, Lemma 4] . Since
). (6.1)
We set
so that by (6.1)
so that (see (3.8))
Moreover, we set
Elementary calculations show that
In particular,
Given δ > 0, it follows from (6.7) that
Therefore, if we fix such that H µ (s 0 ) < 0. By continuous dependence, we have H µ (s 0 ) < 0 for µ close to µ. Therefore, by (6.10), H µ (s) < 0 for s ≥ s 0 and µ close to µ, and it follows from (6.6) that w µ does not vanish for s ≥ s 0 and µ close to µ. Again by continuous dependence of w µ on µ in C 1 ([0, s 0 ]), we conclude that w µ has the same number of zeros as w µ provided µ is sufficiently close to µ. This proves Property (i) of Proposition 2.6.
We now assume L 2 (µ) = 0. It follows from Proposition 2.5 (ii) that L 1 (µ) exists and is finite, therefore by (6.1)
Moreover, we deduce from equation (6.5) that for large s, if z Assume now that z µ has a zero on (s, ∞), and let s µ > s be the smallest such zero. By (6.13) and continuous dependence,
(6.16)
In particular, if ε is sufficiently small, then
Moreover, z ′ µ (s µ ) < 0; and so we may define s µ < τ µ ≤ ∞ by
If τ µ = ∞, then z µ has N (µ) + 1 zeros on (0, ∞) and lim sup z µ (s) < 0 as s → ∞. Therefore, lim sup
Applying (6.17), we deduce that
Thus we see that there exist s µ < t 1 < t 2 ≤ τ µ such that
It follows from (6.10), (6.12) and (6.20) that
Since s δ H µ (s) is nonincreasing on (s, ∞) by (6.10) and (6.12), and since by continuous dependence, s δ H µ (s) is bounded uniformly on µ satisfying (6.14), we have
for some constant C independent of µ. Moreover, it follows from (6.19) that
Furthermore, H µ is nonincreasing on (s, ∞) by (6.8) and (6.12), from which it follows (using (6.6) and (6.20)) that
Formulas (6.22) and (6.24) imply that log t2 t1 is bounded below, so that there exists ν > 0 independent of µ satisfying (6.14) such that t 2 ≥ (1 + ν)t 1 . Since t 1 ≥ s µ → ∞ as ε → 0 by (6.16), we see that if ε is sufficiently small, then t δ 2 − t δ 1 ≥ 1. Therefore, we deduce from (6.21) and the fact that τ µ ≥ s µ → ∞ as ε → 0, that H µ (τ µ ) < 0 if ε is sufficiently small. Applying (6.8) and (6.12), we conclude that H µ (s) ≤ H µ (τ µ ) < 0 for s ≥ τ µ . It now follows from (6.6) that there exists ρ > 0 such that z µ (s) ≤ −ρ for s ≥ τ µ . Therefore z µ has N (µ) + 1 zeros on (0, ∞) and wµ(s) φ1(s) → ∞. By Proposition 2.5 (ii) we deduce that L 2 (µ) = 0. This proves Property (ii) of Proposition 2.6, and completes the proof in the case N ≥ 3.
6.2. The case N = 2. We continue with the notation established in Subsection 5.4. We first consider µ ≥ 1 such that L 2 (µ) = 0. It follows that there exists s > 0 such that
for s ≥ s. We deduce from formula (5.37) that 
we deduce by applying (6.25) that if µ is close to µ, then w µ has no zero on [max{s, s}, ∞). By possibly assuming that µ is closer to µ, it follows from continuous dependence (Proposition 2.2 (i)) that N (µ) = N (µ), which proves Property (i) of Proposition 2.6. We next assume L 2 (µ) = 0. Given µ ≥ 1, define v µ (t) for t > 0 by
so that v µ is a solution of (3.17). We deduce from (6.26) and Proposition 2.5 that
Moreover, it follows from (5.39) and (6.26) that
We deduce from (6.27) and (3.17) that for t large, if v ′ µ (t) = 0 then v ′′ µ (t) and v µ (t) have the same sign. Since v µ (t) → 0 as t → ∞ (by (6.27)), it easily follows that there exists t µ > 1 such that v µ (t)v ′ µ (t) < 0 for t ≥ t µ . Thus we may assume without loss of generality that
(6.29)
In particular, w µ has N (µ) zeros on (0, log t µ ), so that by continuous dependence, w µ also has N (µ) zeros on (0, log t µ ) provided |µ−µ| is sufficiently small. Therefore, we need only show that, by possibly assuming |µ − µ| smaller, either
By (6.29), we have v µ (t µ ) > 0 if |µ − µ| is sufficiently small, and we define t µ > t µ by
If t µ = ∞, then we are in case (6.30). Assume now t µ < ∞, so that v µ (t µ ) = 0 and v ′ µ (t µ ) < 0, and set
We claim that t µ = ∞. Assuming this claim, we see that v µ has one zero on [t, ∞) and that lim sup v µ (t) < 0 as t → ∞. Therefore, t 1 2 v µ (t) → −∞ as t → ∞. By (6.26), this means that s λ w µ (s) → −∞ as s → ∞, and Proposition 2.5 implies that L 2 (µ) = 0. Thus we see that we are in case (6.31), and this completes the proof. We finally prove that
By (6.29) and continuous dependence, t µ , hence t µ can be made arbitrarily large by assuming |µ − µ| sufficiently small. In particular, with M > 0 defined by (6.28), we have
if |µ − µ| is sufficiently small. Applying (6.32), we obtain t
, which contradicts (6.28). Thus t µ = ∞, which completes the proof for N = 2.
Singular profiles
In what follows, we prove Theorem 1.3. We suppose N ≥ 3 and 2 N −2 ≤ α < 4 N −2 , and we consider the collection (w µ ) µ≥1 of solutions of (1.19) given by Proposition 2.2. It follows from Proposition 2.5 (i) and (2.10) that the corresponding profile f µ (r) = r
Thus we see that if L 2 (µ) = 0 (i.e. if w µ has slow decay), then f µ (r) is singular at r = 0. On the other hand, one verifies easily that f µ ∈ L α+1 loc (R N ). Furthermore, it follows from (7.1) that
and so r
where we apply Proposition 2.2 (iii) in the last inequality. We claim that f µ is a solution of (1.4) in the sense of distributions, i.e.
On the other hand, f µ is a classical solution of (1.4) on R N \{0}, so that integration by parts yields
Therefore, (7.4) follows from (7.5) and (7.6) provided we show that
this is a consequence of (7.3). If α = 2 N −2 , this follows from (7.2), (7.3), and the fact that |w µ (s)| + s|w 
loc (R N ) be a solution of (1.4) in the sense of distributions and satisfy
and |x|
and u is a solution of (1.1), and also of (1.14) with u 0 (x) = ω(x)|x|
where p, q satisfy (1.27). Moreover, u satisfies (1.11) and (1.12). In addition, the map t → u(t) − e t∆ u 0 is in
The proof is similar to that of Lemma 2.8, but some extra care is needed because of the possible singularity of f at x = 0. Differentiating (1.3) with respect to t, we see that u satisfies equation (2.26) for t > 0 and x = 0. Property (7.8) follows from (1.3) and (7.7), and property (7.9) is then a consequence of the dominated convergence theorem. Next, we deduce from estimate (7.7) if α > 2 N −2 , and the
) whenever p, q satisfy (1.27). In addition, it follows from (1.4) that for every t > 0, ∆u + 1 2t
in the sense of distributions. In particular, we see that ∆u
) whenever p, q satisfy (1.27). Moreover, (7.11) and (2.26) imply that u is a solution of (1.1). Properties (1.11) and (1.12) follow from the fact that u(t, x) → u 0 (x) for all x = 0 by (2.27), estimate (7.8), and dominated convergence.
We now show that u satisfies (2.28) for all 0 < ε < t. To see this, we consider ϕ ∈ C ∞ c (R N ) such that ϕ(x) = 1 for |x| ≤ 1. Note that ∆(ϕu) = ϕ∆u+2∇u·∇ϕ+u∆ϕ, so that (ϕu) t = ∆(ϕu) − 2∇u · ∇ϕ − u∆ϕ + ϕ|u| α u. (7.12)
Therefore, it follows from (7.9) that ϕu ∈ C 1 ((0, ∞), L p (R N )); and from (7.10) and (7.9) 
) by (7.8) and dominated convergence. Therefore ϕu has the required regularity so that (7.11) implies
in L p (R N ) for all 0 < ε < t. Next, we have
Arguing as above, one sees that (1 − ϕ)u has the required regularity so that
N α 2 and 0 < ε < t. Summing up (7.13) and (7.15), we see that
for all p, q satisfying (1.27) and all 0 < ε < t. We now prove the last statement in the lemma, which will imply equation (1.14) . For this, we consider separately the cases α > 
, so that by scaling
Since − 2(α+1) α > −1, we see that the integral term in (1.14) is continuous [0, ∞) → L r (R N ), and that we can let ε ↓ 0 in the integral term in (1.14) . Since
. We fix T > 0 and write for 0 < t < T
We have by (1.3)
Furthermore, given r > 1,
and one can easily complete the proof as in the case α > 2 N −2 . Remark 7.2. In the case α > 2 N −2 , the singular stationary solution u of (1.1) given by (1.16) is in particular a self-similar solution. Its profile (which is u itself) satisfies the assumptions of Lemma 7.1, so that u is a solution of (1.14). Note that u is time-independent, but the other two terms in (1.14) do depend on time. . Therefore ∆ f µ has a Dirac mass at the origin, so that f µ is not a solution of (1.4) in the sense of distributions.
The case of dimension 1
The purpose of this section is to prove Theorem 1.4. Its proof is similar to that of Theorem 1.1, with two major differences. The first one is that the proofs of the results analogous to Propositions 2.5 and 2.6 are completely elementary. This is due to the fact that equation (1.5) is not singular at r = 0. (It seems that there is no simplification in the proof of Proposition 2.4 when N = 1.) The second major difference is that Theorem 1.4 concerns both radially symmetric (i.e. even) profiles, and odd profiles.
Throughout this section, we suppose N = 1. We first observe that if f ∈ C 2 ([0, ∞)) is a solution of (1.5) on (0, ∞) and if f ′ (0) = 0, then extending f by setting f (x) = f (−x) for x < 0 yields a solution of (1.4) on R. Similarly, if f (0) = 0, then extending f by setting f (x) = −f (−x) for x < 0 also yields a solution of (1.4). Therefore, we need only construct solutions of (1.5) on (0, ∞) that satisfy either f ′ (0) = 0 (corresponding to an even profile) or f (0) = 0 (corresponding to an odd profile).
We consider the collection (w µ ) µ≥1 of solutions of (1.19) given by Proposition 2.2. We recall that, by Proposition 2.2 (i),
for r > 0. It follows that f µ is a solution of the profile equation (1.5) and that
Moreover, since N = 1, equation (1.5) is not singular at r = 0, so that f µ can be extended to a solution of (1.5) for all r ∈ R. (This follows from an obvious energy argument.) One deduces easily by using (8.1) and (8. Therefore, the limit (8.5) exists and
Thus we see that if L 2 (µ) = 0, then the limit (8.6) exists and
In particular, L 1 (µ) = 0 for otherwise we would have
so that no zero of f µ can appear or disappear at infinity by varying µ. Moreover if r > 0, then f ′ µ (r) = 0 whenever f µ (r) = 0, so that no zero of f µ on (0, ∞) can appear or disappear by varying µ. Thus we see that N (µ) can only change at a µ for which f µ (0) = 0, i.e. L 2 (µ) = 0. In particular, if 1 ≤ µ 1 < µ 2 , N (µ 1 ) = N (µ 2 ) and f µ1 (0) f µ2 (0) = 0, then there exists µ ∈ (µ 1 , µ 2 ) such that f µ (0) = 0. 
Therefore, f µ is increasing in [0, ρ] and
It follows in particular from (8.10) and (8.11) that In order to prepare the proof of Theorem 1.4, we make the following observation. 
Proof. It follows from Proposition 2.4 that E m = ∅, so that 2 ≤ µ m < ∞. The remaining properties follow from the argument used in the proof of Lemma 2.7 (using Remark 8.1 (vi) where the proof of Lemma 2.7 uses Proposition 2.6).
Proof of Theorem 1.4 (i). We consider the sequence (µ m ) m≥m given by Lemma 8.2. We construct an increasing sequence ( µ m ) m≥m+1 ⊂ (1, ∞) such that, with the notation (8.2) 
We claim that N ( µ m ) = m. Finally, we may assume µ > 0 without loss of generality, and we see that the profiles f = f a ± with a ± = a Part (ii) of Theorem 1.4 concerns odd solutions of (1.19). Therefore, given any b ∈ R, we consider the solution
The solutions g b of (8.23) have properties similar to the solutions f a of (1.5)-(1.6) (with N = 1). We summarize some of these properties in the following proposition. Proof. Let b ∈ R and let g b be the solution of (8.23). It follows from standard energy arguments that g b exists globally. We set
so that z b is a solution of (1.19) on (0, ∞). It follows from [12, Proposition 2.4] that z b ∈ C 1 ([0, ∞)); and so z b (0) = lim s→0 z b (s) exists and is finite. Applying (8.27), we obtain the existence and finiteness of the limit (8.25) with
The continuous dependence of L 1 (b) = z b (0) on b follows from arguments in [12] . More precisely, let
and note that, given any τ < T < ∞,
). Applying (8.27 ), this implies that, given any 0 < ε < σ,
is nondecreasing on (0, σ) by (2.4) and (2.5), so that z b is bounded on (0, σ) in terms of z b (σ) and z ′ b (σ). Therefore, by (8.27) , sup
where A is a continuous function of its arguments. Let b ∈ R. It follows from [12, formula (2. 3)] that for all 0 ≤ s ≤ σ
Given b 0 , b ∈ R and applying (8.31), we have for all 0 ≤ s ≤ σ
we deduce that, given any 0 < ν < σ
We observe that (see [12, Lemma 2.1]) and we fix 0 < ν < σ sufficiently small so that For completeness, we state and prove below a proposition which establishes nonexistence of nonnegative solutions for both classical solutions of (1.1), and solutions of the integral equation (1.14). for all 0 < τ < t < T . We fix 0 < t < T and M > 0. Since u 0 is not integrable at x = 0, there exists 0 < ε < 1 such that if K = {ε < |x| < 1}, then e t∆ (½ K u 0 )(0) ≥ M . Since u(τ ) ≥ ½ K u(τ ), we have u(t, 0) ≥ e (t−τ )∆ (½ K u(τ ))(0) by (A.4), and we deduce by letting τ → 0 that u(t, 0) ≥ M . Since M > 0 is arbitrary, we deduce that u(t, 0) = ∞, which is absurd.
