Wave set-up is often underestimated by the models (e.g. Raubenheimer et al., 2001) . Our paper discusses how the wave set-up may be changed by the inclusion of turbulent mixing in the bottom shear stress. The parameterization developed in Mellor (2002) for phase-averaged oscillatory boundary layer is used for this purpose. Two studies are carried out. The dependence of the parameterization on the vertical discretization and on the magnitude of the near-bottom wave orbital velocity is investigated. The function that distributes the turbulent terms over the vertical is modified, giving a good agreement with the average of the phase-resolved velocities, but an overestimation of the turbulent phase-resolved velocities. Applying that parameterization to simulate laboratory conditions in the presence of rip currents gives accurate magnitudes of the rip velocity, particularly in a fully coupled wave-current configuration, with an RMS error of about 4%. Compared to a model using the more standard Soulsby (1995) parameterization, the wave set-up is increased by about 12% when using the alternative parameterization. Thus the bottom shear stress is sensitive to the mixing parameterization with a possible effect of turbulence on the wave set-up. Further measurement and parameterization efforts are necessary for practical applications.
Introduction
Waves in the nearshore zone drive morphodynamic and hydrodynamic responses at many spatial and temporal scales (e.g. Svendsen, 2006) . The most obvious hydrodynamic features are longshore currents (Bowen, 1969) and a mean sea level increase on the shore face (e.g. Longuet-Higgins and Stewart, 1963). Longuet-Higgins (1970) models the bottom shear stress as a linear combination of the alongshore current, the near-bottom orbital velocity and the bottom friction coefficient. As opposed to that, friction is believed to be a secondary term in the cross-shore momentum balance in which the wave-induced momentum flux divergence is mostly balanced by the hydrostatic pressure gradient associated with the wave set-up (e.g., Apotsos et al., 2007 ). An accurate parameterization of friction is thus the first priority when modeling flows in a surf zone. Many in situ experiments tried to determine a physical roughness parameter and various studies aimed at estimating meaningful friction coefficients from observed flow patterns (Feddersen et al., 2000 and Feddersen et al., 2003) . These studies suggest that friction may not only be a function of bottom roughness, but also depend on wave breaking. Other sources of discrepancy between roughness and friction coefficients may stem from differences in roughness between the alongshore and cross-shore directions, because of specific form drags over bedforms (e.g. Barrantes and Madsen, 2000) , and from the multiple velocity time scales that must be accounted when investigating the effect of bottom friction on either of the flow components (e.g., the wave effects on the dissipation of infragravity waves as in under the Boussinesq and hydrostatic assumptions. The model uses the ADI (Al- we use the model of Walstra et al (2000) to include the dissipation due to wave 102 breaking which is linearly distributed over a distance equal to H rms /2. This model
103
is based on a k-epsilon closure scheme and requires the additional terms P kb and P b 104 in equations (2.4) and (2.5), respectively.
105
In equations (2.2) and (2.3), c 1 , c 2 and c 3 are constant parameters. The terms P is generated by a force that acts similarly to a barotropic pressure gradient τ 0x /h,
111
where τ 0x is the x-component of the mean wall shear stress vector. Two source 112 terms (P k and P ) are added to the standard k-epsilon turbulent scheme to model 113 the effects of both bottom friction and wave breaking:
where F 1Ψ and F 2z are given in Mellor (2002) with α = 100 (Craig and Banner, 1994) . u is the water friction velocity. H rms is 125 the root mean square significant wave height. z is the distance from the surface.
126
Four situations are discussed: 
131
The coefficients α and β are chosen to combine the turbulent source terms intro-132 duced by Walstra (2000) and Mellor (2002) . The input of TKE resulting from wave 133 breaking is distributed over the water column as in Rascle et al. (2013) , who high-
134
lighted the efficiency of this modeling strategy, and not injected at the surface (e.g. 
136
Aside from the previous equations, the formulation of the bottom shear stress must 137 be modified to account for the wave effects. For the phase-averaged solution, the
138
ML02 formulation uses near-bottom TKE such as: 
where τ bx is the x-component of the bottom shear stress, z b is the first grid point 143 above the bottom, k 0 is the TKE near the bottom, κ is the Von Kármán constant 144 set to 0.4, z is the distance above the bottom and S M 0 is a stratification parameter 145 taken equal to 0.39 for a neutral flow.
146
We have for the phase-resolving solution:
(2.8)
148
With wave breaking, the boundary conditions for TKE and dissipation are changed.
149
At the surface, we prefer the dirichlet boudary conditions of Kantha the simulation of the air flow over waves (Miles, 1996) . Indeed, the oscillations and overestimate mixing in the outer boundary layer (Miles, 1996) , especially when 
200
To ensure that our computations for turbulent kinetic energy are correct, we com-
201
pare for each wave phase our vertical profiles with the ones given by Jensen et al.
202
(1989) and by Mellor (2002) . Note that this comparison is done for a pure oscillatory 
258
His function is:
where γ 1 , γ 2 , γ 3 are constants and set to -0.0488, 0.02917, 0.01703, respectively (more The velocity profiles obtained with the new function agree with the phase-resolving 291 ones for both the BREAK and NO BREAK cases. The impact of wave breaking is 292 more significant than before because the depth is shallower. As explained before, 293 the near-bottom TKE had to be increased to obtain correct velocities. Therefore, 294 an overestimation of near-bottom TKE is also observed here. As a coarser mesh is 295 used, this overestimation goes up to the first twenty centimeters, while that problem 296 is confined near the bottom at high resolution.
297
We also diagnose the influence of the near-bottom wave orbital velocity on the results
298
produced by the mixing parameterization (ML02). As discussed in the previous To sum up, the mixing parameterization has been adapted successfully for use in 307 our modeling platform after a new F 2z function was derived. The mixing parame-308 terization with this function works well at high resolution but also at low resolution.
309
The performances in presence of wave breaking are acceptable. boundary layer (δ) for bottom friction. δ is computed as:
where σ is the intrinsic wave radian frequency, u orb is the near-bottom wave orbital 347 and f w is the friction factor according to Soulsby (1995) . f w is defined as:
where z 0 is the bottom roughness which is set to five millimeters in the next. The 349 wave energy dissipation due to wave breaking is computed by the wave model while 350 the dissipation due to the bottom stress is obtained by the following relation:
The spectral wave model, WAVEWATCH III, is phase-averaged. The transport 
Experiments

365
We use laboratory data of Haas and Svendsen (2002) , provided to us by K. Haas step is set to 0.5 s for both models and the coupling time step is equal to 1 s.
378 Battjes (1975) shows that the horizontal viscosity is affected by wave breaking for 379 2DH configurations. We choose for our three-dimensional simulations to apply a 380 constant horizontal viscosity coefficient everywhere. So, the vertical mixing is af-381 fected equally over the grid, since the vertical turbulence is the main subject of this 382 study. Then, our conclusions will be to some extent independent of lateral mixing 383 though, of course, horizontal mixing decreases the overall turbulence level. Further-384 more, the three-dimensional effects redistribute the mixing due to wave breaking.
385
The hydrodynamical model is forced by an incident wave of 1 m offshore. The peak
386
period is set to 6.25 s. The wave spectrum is Gaussian and the wave incidence is 387 normal to avoid the development of an alongshore current, which could prevail over Both the ML02 and SB95 parameterizations are tested against the laboratory data.
399
Vertical profiles of the cross-shore velocity and cross-shore profiles of the significant 400 wave height and mean sea surface elevation are examined. Results for both coupling 401 modes are also compared. The influence of the γ value is also evaluated. Table 3 : Description of the studied cases that differ by the depth-induced breaking constant (γ), the coupling mode and the bottom stress parameterization. than the observations inside the channel for both parameterizations (see Figure 3. 3).
Results
411
RMS errors of about 9% are found (see Table 4 parameterizations work well in the two-way mode and reproduce the channel flow.
421
They produce similar currents at all locations except near the bottom (see Figure   422 3.3). We discuss this point in the next section. (e) The γ value has a little impact is always weaker in two-way coupling and, therefore, its offshore extension is smaller.
431
The impact of the two-way mode is intensified inside the rip channel because the 432 current is strong at this location and modifies the wave fields due to the change in Table 4 : Root mean square error (RMSE) for Test R. Minimum RMSE values are in bold. ML02f and ML02c refer to the mixing parameterization used for the one-way and the two-way mode, respectively. SB95f and SB95 refer to the parameterization proposed by Soulsby (1995) for the one-way and the two-way mode, respectively.
Wave set-up
436
We investigate the impact of the bottom shear stress parameterization on the wave 437 set-up. The sensitivity to the depth-induced breaking constant and to the coupling 438 mode is also studied. As the wave set-up is sensitive to the increasing of the wave (2002) showing that wave blocking by rips is fairly rare.
458
For a one-way coupling, the significant wave height is independent of the bottom with the laboratory data is found for a two-way coupling with γ = 0.73 (see Figure   463 3.4, red and green solid lines).
464
The feedback slightly influences the shape of the mean sea surface elevation (here- for all bottom stress parameterizations.
469
The depth induced breaking constant modulates the shape of the MSSE which is which is coherent because the highest shoal is obtained for this value of γ (see Figure   484 3.4).
485
The two parameterizations correctly simulated the shape of the MSSE. The cross- 
Summary and conclusions
504
Numerical investigations using the mixing parameterization described within the 505 scope of this paper have been conducted. Two studies are carried out. First, a one-506 dimensional study allowed us to assess the performance of ML02 and adapt it at 507 our modeling system. Second, a nearshore study allowed us to highlight the impact 1.80
578
The elevation (z) from the bottom is given by: z = 2hς + 2h. 
