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Abstract--We construct a conservative scheme which approximates gas flow through a duct by dis- 
continuity waves, rarefaction waves and steady waves. Analytical studies on the interaction and stability 
of these nonlinear elementary waves are used to determine the evolution of the state variables. The 
scheme isconsistent, admissible, and reduces to the Godunov scheme when the duct is uniform. Numerical 
results how that he scheme is stable and tends to a stable steady flow: it also compares favorably with 
a fractional Godunov scheme. 
I. INTRODUCTION 
Consider quasi-one-dimensional g s-dynamics equations for flows through a duct of varying 
cross section A(x)[l]: 
A'(x) 
(p), + (pu) ,  = - - -p t t ,  
A(x)  
(pu), + (pu-' + PL - 
- A ' (x )  
- -  pu : ,  ( 1. I ) 
A(x) 
(pE), + (pEu  + puL  = 
A ' (x )  
A(x)  
- - -  (puE + pu), 
where p, p, u and e are, respectively, density, pressure, velocity and internal energy of the gas 
and E = e + u-'/2, the total energy. For uniform duct, (I.  1) is reduced to 
(p), + (pu), = 0. 
(pu)t + (pu-' + p),  = O, (1.2) 
(pE), + (pEu  + pu),  = O. 
Flows for (1.2) and also supersonic and subsonic flows for (1.1) have been shown to be stable. 
However, transonic flows for (1.t)  may be unstable[2]. Moreover. analysis of asymptotic 
flows[3] reveals that an expansion wave may reflect as a compression wave at sonic point. 
In view of these rich physical phenomena, we construct a conservative scheme using the 
elementary waves for (1.2) and steady waves, i.e. solutions of 
A'(x) 
(puL = - - -pu ,  
A(x) 
A '(x) 
(P u2 + PL  = - - -  pu'-, (1.3) 
A(x)  
-A ' ( . r )  
(pErt + pu),  - - -  (pErt + ptt) 
A(x) 
as building blocks. Elementary waves for (1.2) are situated between the meshes, as in the 
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Godunov scheme[4]. One of the novel features of the scheme is that the cross section AI.r) of 
the duct is approximated by a step function so that stead,, v;aves are discretized and concentrated 
at the center of each mesh. This yields the relatively simple formula <3. I) for the computation 
of the average value of the state at a new' time level. The scheme is of the same degree of 
consistency and simplicity as the Godunov scheme for conservation laws. 
Numerical results show that our scheme is stable, produces harp shock waves and yields 
stable steady flow in the time-asymptotic limit. It also compares favorably with a fractional 
Godunov scheme. 
In Sec. 2, we recall some basic formulas for calculating the elementary waves. The scheme 
is defined in Sec. 3. The key formula, (3.1). is derived in Sec. 4 based on the approximation 
procedure on the wave propagation (cf. [2]). A much simpler derivation is presented in Sec. 5 
by approximating the cross section of the duct by a step function. This has the effect that steady 
waves are discretized to concentrate at the center of each mesh. Since the entropy is constant 
along a steady wave, we are able to prove in Sec. 6 that the scheme is admissible, i.e. it satisfies 
the entropy condition. 
Numerical results are presented in Sec. 7. For a diverging duct numerical results show 
that a linear initial profile converges time-asymptotically to the unique steady flow with the 
given boundary data. The steady flow contains a standing shock wave and is the same one as 
in [5]. Our scheme compares favorably with the fractional Godunov schetne in that our scheme 
yields a stable wave profile sooner, produces a sharper shock wave. and yields a more accurate 
asymptotic state. For a converging-diverging ozzle we identify t~o initial profiles, one of 
them linear, which tend to each of the two stable stead', flows ~ith the given boundary data. 
One of the steady flows possesses a boundary layer at the inflow: the other contains a standing 
shock wave situated along the diverging portion of the duct. 
Recently, there has been intense interest in the calculation of gas flows using higher-order 
Godunov-type schemes[6,7] and other methods[8.9]: it ~ould be interesting to incorporate our 
analysis into these schemes. Flow through a duct has also been calculated recently' using random- 
choice methods[ 10-12]. 
2. ELEMENTARY WAVES 
For notational simplicity, we write (1. I), (1.2) andl1.3), respectively as 
U, + F(U), = G(x, U). (1.I) 
U, + F(UI, = 0, 1.2) 
F(U), = G(x. Or). 1.3) 
We will assume that the gas is polytropic: 
P(P. e) = (y - l)pe, (2.1) 
where "y -> 1 is the ratio of specific heats. The characteristic speed ~. and characteristic vectors 
r , , i  = 1, 2. 3. are 
~.l = tt - -  C .  ~. ,  = l t ,  ~,,, = It + C.  
*'t = (1 ,  At ,  E + pp  -~ - tw) ,  
,"3 = (1. k 3.E + pp- I  + uc). 
and r, is such that u and p are both invariant along ,,,. Here ¢' = k "ypp-~ is the sound speed. 
There are three kinds of elementary waves for 11.21. An /-rarefaction wave (U,,. Ut). i = 1. 
3, takes values along the integral curve R, of ,,,: 
U~ ~ Rr(Uo) =- {U'U is on R, through U,, and ,k,I/.,"~) - X,IU )}, i = 1, 3. 
Difference ~,cheme for transonic nozzle t]o,a 
A contact discontinuity (/-,"0. U~) takes values along R,: 
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Ut CE R_,(Uo) ~ the integral curve of ,-2 through U~,. 
An /-shock wave (Uo. U~), i = 1. 3. takes values along the Rankine-Hugoniot curve: 
UI E S / (U , )  =- {U:cr(U - U,O = F(U) - FLU,,) 
for some scalar ~. ~,,(U) < ~ <- ~,,(U,d}, i = 1. 3. 
The Riemann problem (1.2) with 
U(x. 0) = for x > 0. 
is solved by finding U,, ~ R~-(U~)US((U~). U,, ~ Rz(U,,,) with the property that U E 
R.7(U,,)US/(U,,) so that the solution is made of the elementary waves just mentioned. Since 
both u and P are unchanged along R: curves, it is convenient to locate the curves R, and &. 
i = 1,3. on the (u. p)-plane, using (2.1) to eliminate the variables P and e. Tedious calculations 
yield the value of p ,  = p,, = p,,, as the solution of the following equations: 
d)!p., pl. pB + d)(p.,  p , .  p,) = u / -  u ,  
(:b(p., Pi, G) =- 
p ,  - p, 
when p .  -> p,, 
.'('y + l)p.  "y -  1 + - -  
pici\j 2",/p, 2y i = l, f. 
y -  12  ( (  t '~-" -> ) c, P_2 - 1 whenp.  < P,. 
\ \P , /  
The function 6 is an increasing concave function of p . .  Thus the Newton method may be 
employed efficiently to find p . .  Having found p , ,  the types of/-waves, i = 1.3, are determined 
and the states U,,, and U,, are then easily identified. This procedure follows that of Godunov[4] 
which is more efficient than some of the other methods for solving the Riemann problem (cf. 
[131). 
We next turn to the construction of steady waves, i.e. solutions of (1.3). It turns out that 
the ratio of the cross section of the duct is the only determining factor in locating a state along 
a steady flow. Suppose that U~ is a given state in a steady flow situated at the position of the 
duct with cross section A~. Then a state U, in the same steady flow corresponding to the cross 
section A, can be found from U~ and A~/A,_ as follows. The Mach number M, = u, /c ,  at U, 
can be tbund by solving[14] 
-, /M,I:J 
II I~ - I I  
(2.2) 
The right-hand side of (2.2). as a function of (M:}-'. is convex and has a minimum at (M:)-" = 
1. Thus we may use the Newton method effectively to solve (2.2) for (M,_)2. (As a function of 
M:. the right-hand side of (2.2) is not convex and the Newton method may fail.) Since the 
right-hand side has a minimum at M, = 1. (2.2) does not have a solution when 
> ~ 1 + 2 (M~): and A~ > A,. {2.3) 
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Since along a steady flow entropy and enthalpy are constant, we have 
1 1 
a =-pp-~ and b- - - -~u:  - - c "  (2.4) 
- y -  1 
are invariant. We write a, = a(U,), etc. Writing tt-' as MZc: in the identity b~ = bz, it follows 
that 
( ): 
c_, = ~(M,) z + I/(3, - 1) (2.5) 
Since (c_,)-" = yp_,(p_,)-~, it follows from a~ = a, that 
(c:): 
P ,  - (2 .6 )  
ya~ 
Finally, having found the values of M:, c: and p_, we have 
p,_ = a.p~, u, = c~M,. (2.7) 
This completes the construction of a steady flow. Even though (2.2) has two solutions for M,., 
we set M, > 1 (or M, < I) when M, > I (or M~ < 1). This poses no numerical problem as 
we use (M~)-" as the initial guess for (Mz)-' when we use the Newton method to solve (2.2). 
3. THE SCHEME 
Choose mesh lengths &r and ~t satisfying the usual Courant-Friedrichs-Lewy condition. 
At each time level t = kzXt, k = O, 1, 2 . . . . .  the approximate solution U(x, t) =- U_~,(x, t) 
is piecewise stead>,: 
U(x, kAt) satisfies (1.3) for (h - ½)~x < x < (h + ~,)Ar. 
h integers. 
Suppose that U(x, kAt) is given. Then U(x, (k + l)ht) is constructed as follows: Denote by 
Uh., -- U(hAx,  k&t), U~ =- U((h +- {)A.r, kAt). 
Thus (U~Tk, U~;7~.) is a steady wave over the interval (h - ½).X.r < .r < (h + ½)$x. As a first 
step, we solve the Riemann problem (Uh_ ,.k, U~;7~) and ( U~2~. Uh- ~.k), and denote their solutions 
by Vh.Jx/t) and Vh.~.k(X/t) respectively, and set 
{/h-~ I/XX,lk-IIA,I %,k÷l (I.@lAx,ck+llA,i 
A h 
u~ '¥ / '÷ l "  i 
Fig. I. (a lA  typical numerical block in the scheme. [b) Cross section of theduct• 
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(Fig. 1). We set 
-~t 
U,~_, = U~.~ + ~ [F(U~,~) - F(Ut[D + F(Ut2~) - F(U;T~)I. (3.1) 
For convenience, we will choose the mesh points in such a way that the duct is either 
converging or diverging for each mesh interval ((h - ½)..%x, (h + ~,).Sx). We now describe the 
procedure for calculating Uh~-~ and Utah, ~. First assume that the duct is converging over the 
interval ((h - ½).Xx, (h + l )~x) [F ig ,  l(b)]: 
A£- > Aj, > At.. 
Ah =- A(hAx) .  At? =- A((h ± ½).X.rL 
There are two cases. 
Case 1. A~ =- &,, A2 =- Aj*, and U~ -- Ut, k.~ do not satisfy condition (2.3). 
Thus the steady wave equations (1.3) can be solved for the interval x E ((h - ½)Ax, (h + 
½)Ax) with the given state Uh.~. ~ at x = hAx. We set 
Ul,~. I =- (],,~* I (3.2) 
and calculate U~-a  from Ut, k+ L by solving (1.3). 
Case 2. At = At,, A,_ -- At, and Ul = Ut,.~--i satisfy condition (2.3). 
In this case the above procedure fails because the system (1.3) becomes ingular. We set 
Ut;ik. ~ to be a sonic state which is related to (/h~- ~ by a steady wave. In other words, set M, = 
1 and use (2.4)-(2.7) to calculate U_, and set 
Uh+~-i - U,. (3.3a) 
With A2, A,  and U, as given, we may use an analogous procedure to (2.2), (2.4)-/2.7) to find 
U~. Note. however, that there are two solutions Mt of (2.2): we choose the subsonic branch: 
Uj,.~+I = UI, MI < 1. (3.3b) 
The state Ut;T~+, is then calculated from Uh.~+, by solving (1.3). Note that since A~;- > Ah > 
&. .  Ut,.~+ t and Uj~+j can always be calculated from the given state U;k_ ~. 
Next we consider the diverging duct: A? < A~ < A ?. Again we have two cases. In the 
first case where A~ -= Ah, A2 -- A,7 and U~ -- U~,.~,~ do not sat isfy/2.3),  we again use (3.2) 
to find Uh.k*~ and U~.~.  In the second case, instead of (3.3a) and (3.3b) we set M, = I and 
use (2.4)-(2.7) to find U, and set 
U;2~+t = U2. (3.4a) 
With A~, A,  and U_, known, find a supersonic Ut using the analogous procedure to (2.2), (2.4)-  
(2.7) and set 
Ui,.k.I =- Ui, Ml > 1 (3.4b) 
and calculate the state Ut;~. ~ with the given At?, At, and Uh.k- t by solving (1.3). 
The key formula (3.1) will be analyzed and explained in the next two sections from two 
different perspectives. The rather puzzling procedures (3.3) and (3.4) are the reflection of the 
following wave phenomena. The second case as described above holds when a supersonic 
(subsonic) rarefaction wave propagates through a converging (diverging) duct: it reflects as a 
subsonic (supersonic) compression wave as it reaches the sonic state. That this should be so is 
a consequence of the study of noninteracting wave pattern discovered by Liu[3]. The use of 
the analytical studies on the asymptotic states to construct a random-choice method was first 
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proposed for a scalar model by the second author and generalized to gas dvnamics in {101. The 
rather simple procedure, (3.3) and (3.4), is equivalent to a slightly more complicated one used 
in [10] up to a second-order numerical error. 
The above procedures are for the evaluation of the interior states. In the calculation of gas 
flows, there has always been controversy as to how to treat the boundary condition. We have 
performed several numerical experiments and found that the following numerical treatment of 
the boundary condition yields desirable results. Suppose that the interior points are x = h&t, 
h = 0 . . . . .  N and that the inflow boundary is x = -~A.~ and the outflow boundary x = 
N + ½Ax. The numerical evaluation of the boundary states 
U~"+l = U(-½..Lv - 0, (k + l)At), 
Uk'2l -~ U((N + ½)_kv + O. (k + l)At), 
are done as follows. Since we are dealing with supersonic inflow, the state U '° at the inflow is 
a given boundary datum and so we set U},"÷ ~ =- Um. The downstream boundary condition should 
be prescribed only if the flow is subsonic there, and then only one fluid variable should be 
prescribed there. In the present study, we prescribe the outflow density P = P""~. Since we do 
not know a priori whether the outflow is supersonic or subsonic at any given moment, a 
desirable scheme would be to implement the boundary condition p = p"~' only when the outflow 
is subsonic. This is achieved by calculating the state U['<2, according to the tbllo~ving[ IO]: 
out ÷ U~+, is connected to U,vk+t by either a I-shock wave or 
a l-rarefaction wave and pIU,'~,) = p,,~. 
This determined the state U~K uniquely since UE.~+, is an interior state ~vhose calculation has 
been described in the first half of this section. The outflow condition may be replaced by 
prescribing the pressure p, the velocity u or the temperature T.
4. WAVE ITEGRATIONS I 
The propagation of elementary waves for ( l .  2) through a steady wave is rather complicated 
and no exact analytical description exist. We now describe an approximating procedure with 
second order of accuracy[2] and then use it to derive the estimate (3.1). Consider the region 
f~ -- {(x, t): 0 -< x -< Ax, 0 - t -<At} .  
Suppose that at t = 0, an approximate solution U(x, t), consists of a steady wave for 0 < x < 
Ax and elementary waves for (1.2) issued from x = 0 and x = Ax and propagating into the 
region fL The end states of the steady wave at x = 0 and x = Ax are denoted by U_ and U_. 
The averag e of the steady wave is U. The elementary waves issued from x = 0 I or x = Ax) 
are the solution of the Riemann problems (U~, U_) and (U_, U) ,  respectively IFig. 2). Our 
purpose is to estimate the average value of U(x, At) over 0 - x --- Ax. For definiteness and 
simplicity, we assume that the solution of (U~, U_ ) consists of a contact discontinuity (U~, U~ ) 
lO,Atl ~ [,6x,at) 
u z_ u, 
10,0) 0 (AX,O) 
Fig. 2. Propagation of elementary 
waves at (0. O) and (..Yr. O) through 
the steady wave I U _. U.  ). 
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and a 3-rarefaction wave (U~, U_). and that the solution of U . ,  U )  is a l-shock wave. These 
elementary waves divide the region f~ into subregions f~,. i = 1, 2 . . . . .  5 (Fig. 2). The 
approximating procedure is that in lq~ and f~.,, U(x, t) is a steady wave with the given values 
U~ and U~, respectively at x = 0. In f~a, U(x, t) is the steady wave (U_, U . ) .  Similarly, in 
1q5, U(x, t) is a steady wave with the given state U at x = Ax. In the rarefaction region f~3, 
U(x, t) is a steady wave along the ray ~ = constant, ~ = x/t E (k~(Ul), k3(U_)), and coincide 
with the rarefaction wave (U~, U_) at (0, 0). 
As usual, we integrate over f~ to estimate the average value of U(x, At): 
If: f? ] - u =- -SSx U(x, ±e) dx - U(x. O) d.~ 
= a~r IF(U,) - F(U)] + ~ G(x, U) 6r dr. (4.1) 
1= I 1~ 
Since UIn, is a steady wave, we have 
ff. G(x.U)ax=ff. F (u) r = f. F(U(x -O, t )  d t -F (Ut )At ,  
I I 1rift2 
where we have used the fact that U = U~ along t = 0 because U is steady there. Similar 
estimates also hold for the integration of G(x, U) over ~.,, I)~ and ~s as U is also steady in 
these regions. Consequently we have 
f fG(x ,U)  dxdt=f f .  G(x,U) dxdt 
3 
+ f~nfl,. 
+ fflzn~l 
[F(U(x - O, t)) - F(U(x + O, t))] dt 
F(U(x, t)) dt - ~ F(U(x. t)) dt 
J fl 3Nfl.~ 
[F(U(x - O, t)) - F(U(x + O, t))] dt 
+ [F (U)  - F(U~)]At. (4.2) 
Let eei, i = 1, 2, 3, be the strength of elementary waves: 
Of. l ~ I JUi - U,I[ , 
o , :  = I IU -  - U , l [ .  
~'3 = I [U .  - U+I [ .  & ~ Ot I + o~, + ot 3. 
Since F(U(x +- O, t)) satisfy (1.3) along f~z n 1~ 2 and also along f~ n 1") 5, we have from 
elementary theory of ordinary differential equations that 
fa t)) F(U(x O, t))] = [F(U/) - F(Uj)]At + O(1)cl~(At) z,[F(U(x O, + dt ~nfl, 
fn [F(U(x O, t)) - F(x + O, t))] dt = F(U. )  - F(U,)]At + O(l)oe3(At)-'. 1 ,Nil5 
Similarly, we have 
fn F(U) dt - | F(U) dt = 
f 
[F(UI) F(U_)]At + O(1)a_,(At)-'. I 
, ¢"1 ~ 3 ~ jN ll.t 
CA~JA12 ." 415-B 
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The area of the region D-3 occupied by the rarefaction wave (U~, U_) is 
.x,(h~(U_) - k3(Ui))(..kt)-" = O(l)a,_(At) z, 
and thus 
f ~ G(x, U) d.rdt = O(l)az(At):. 
The above estimates and (4.2) yield 
f ( G(x, U)cLr dt = [F(U+) - F (U_ ) ]~t  + O(1)o~(At) 2,
J Jn 
and so from (4.1) 
At 
= // + ~ [F(U/) - F (U)  --- F(U_) - F(U_) I  + error, 
error = O(l)c~(At):, (4.3) 
which is formula (3.1) plus the error term. Assuming that the total strength of waves is finite, 
then for each time level the total error is O(l)(At): .  And, for the finite region 0 <- t <- T, there 
are T(At)-' time levels and the total amount of errors would then be O(1)TAt, which tends to 
zero as the mesh size At tends to zero and the scheme is consistent. Of course, there are other 
errors which have been committed. One is the approximation procedure imposed at the beginning 
of this section, on the propagation of waves, and the other is the averaging procedure on t = 
kAt. The former has been shown to contain second-order as above (cf. [2]); the latter is again 
a consistent procedure, as in Godunov scheme for conservation laws[4]. 
5. WAVE INTEGRATIONS lI 
A simpler and revealing way of deriving the basic estimate (4.3) is presented in this section 
without resorting to the approximating procedure described at the beginning of the last section. 
As in the last section, consider the region 12 = {(x, t ) :0 -< x -< ~x, 0-< t-< At} and an 
approximate solution U(x, t) defined in f~. However, we now approximate the cross section of 
the duct by a step function with a discontinuity at x = .Xx/2, so that the steady wave (U_. 
U+) is now concentrated at the line x = Ax/2 [Figs. 3(a,b)]. 
In the region 12-  -= {(x, t) :0 < x < Ax/2. 0 < t < At} and also in 12+ -= {(x, t):.Lr/ 
2 < x < Ax, 0 < t < At}, the duct is uniform and so U(x, t)l~,_- solves the conservation laws 
(1.2). Thus integrating U(x, t) over 12+ and f~-  we obtain 
O 'kr '2  
f/ r2  
Ax 
U(x, At) dx = -2- U_ - [F(UO - F(U_)]~t, 
A 
Ax 
U(x, &t)dx = --2- U.  + [F (U . )  - F(U,)I&t, z 
and so 
lily U(x, ~t) dx + f_ ' 
I 2 
1 
U(.r..Xt) d.r - 2 (U-  + U_) 
.Xt 
Ax [F(UD - F(Ur) + F(U_)  F(U_)] .  
which is the same as estimate (4.3) with no error terms. The numerical error caused by the 
(O,L~t) 
U t /U -  
[0,0) 
u~ 
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(L~x,z~ t) AIxl 
Ur 
A~ 
(Ax,o) &X 
Fig. 3. (a) Elementary wave pattern when the cross section of the duct is 
a step function. (b) Approximation of the duct shape by a step function. 
X 
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approximation of the cross section of the duct by a step function is of the same order of the 
error that occurs in (4.3). 
6. ADMISSIBILITY 
For an admissible solution of the Euler eqs. (1.2) the thermodynamics entropy S is non- 
decreasing along each fluid element: 
OS OS 
- -  + u - - ->O.  (6.1) 
Ot Ox 
Direct calculations using the thermodynamics relation de = T dS - p d(1/p) also shows that 
(6.1) holds for admissible solutions of (1.1). We now show that, except for a second-order 
numerical error, our approximate solutions also satisfy (6.1). First we point out that along a 
steady wave S is constant. Consequently, in each zone kAt  < t < (k + l)At, (6.1) is satisfied 
exactly for an approximation solution. This is clear when the formulation of Sec. 5 is used 
because (6.1) holds for a solution of the Riemann problem. 
At the time kAt,  the averaging process introduces a change in the entropy production. The 
amount of entropy averaged over an interval (a. b) -= ((h - ½)Ax, (h + ½)Ax) at time kAt  + 
0 and kAt  - 0 are, respectively, 
1 b S(U(x,  kt + 0)) dt U(x, kt - O) dt 
b a 
and 
- S(U(x, kt - 0) dr, 
b a 
where we have noted that U(x, kAt  + 0), a < x < b, is the constant state 
I fi' U(x. kAt O) dr. 
b a 
For the constitutive relation (2.1) we have S = k + In e + (I - ~) In P and so -S  is a 
convex function of U = (P, P u, pE). Thus 
_1 0 S(U(x, kAt  - 0)) dt <- s U(x, kAt  - O) dx , 
b a 
and so the entropy averaged over any mesh interval ((h - ½)Ax, (h + ½)Ax) increases from 
t = k..kt - Otot  = k..kt + O. 
Finally, we show that the average of the entropy between two particle paths is a nonde- 
creasing function of time. This is, in fact, the consequence of the above observations on the 
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Fig. 4. The shape of the diverging duct. 
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Fig. 5. Linear initial density profile. 
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entropy production. To apply the above arguments in a straightforward way we have to assume 
that the particle paths pass through the mesh points {((h --- ½)&r, k_~t)}, h integers, k any positive 
integer, which is, of course, in general not the case. In other words, there is a slight numerical 
error for the approximate solution to violate (6. l): details are omitted. This completes the proof 
of the admissibility of our scheme. 
7. NUMERICAL  RESULTS 
Numerical calculations are carried out for a diverging duct and also for a converging- 
diverging duct. The ratio of specific heats is taken to be ",/ = 1.4. We first describe the numerical 
results for a diverging duct. The length of the duct is 10 m and the cross section of the duct 
13 m (Fig. 4): 
A(x) = 1.398 + 0.347tanh(0.8x - 4), 0<x< 10. 
Forty mesh points are used; ,~x = 0.25. The inflow boundary condition is (p~o, Pin, / / in)  ---- 
(0.3809, 0.502, 1.299) and the out flow density is Pout = 0.776. These boundary data can be 
connected by a steady wave solution with a standing shock wave located at x = 4.816 (the 
solid line in Fig. 5)[5]. The initial data is a linear profile connecting U~, and (P, p, u) = (0.745, 
0.776, 0.505). The Riemann problem and the steady wave equations (1.3) respectively are 
solved within the numerical error 10 -6 for the pressure variable and (M:)-'. In our calculation, 
these problems usually require one or two iterations, and never exceed four iterations for the 
Riemann problem or five iterations for the steady-wave problem. Our scheme is compared to 
a fractional Godunov scheme; it uses the Godunov scheme to solve (1.2) to obtain U[4] and 
then alternates with solving the ordinary differential equations 
U, = G(t. (J). 
Our scheme compares favorably with the fractional Godunov scheme in that it yields a much 
sharper shock wave and less dissipation elsewhere. Figure 6 depicts the density profile at time 
t = 2.67 (50 time steps) using our scheme. It shows that a stable wave profile is already being 
formed. The solid line in Fig. 6 represents the asymptotic steady wave. The density profile 
after 50 time steps using the fractional Godunov scheme is depicted in Fig. 7. 
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Fig. 6. The density profile (dotted line) at t = 2.67 (50 
time steps), conservative piecewise steady (CPS) scheme, 
and the asymptotic profile (solid line). 
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Fig. 7. The density profile at t = 2.69 (50 time steps) 
using the fractional Godunov scheme. 
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Fig. 8. The density profile at t = 15.18 (250 time steps) 
using the CPS scheme. 
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Fig. 9. The density profile at t = 13.42 (250 time steps) 
using the fractional Godunov scheme. 
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Fig. 10. The shape of the converging-diverging duct. 
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Fig. 12. The density profile at 1800 time steps with the 
linear profile (Fig. 11) using the CPS scheme. 
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Fig. 13. A partly linear and partly steady initial density Fig. 14. The densit', profile at 900 time steps with the 
profile, initial profile depicted in Fig. 13 using the CPS scheme. 
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After 250 time steps (t = 15.18). our scheme yields a wave profile close to the asymptotic 
steady profile (Fig. 8). The density profile at time step 250 using the fractional Godunov scheme 
is shown in Fig. 9. 
It is noted that our scheme (Fig. 8 yields a sharper shock wave and smaller oscillations 
than the fractional Godunov scheme (Fig. 9). While it takes 50 time steps for our scheme to 
produce a clear stable wave pattern (Fig. 6) it takes 200 time steps for the fractional Godunov 
scheme to produce a comparable result. In Figs. 5 -9  the transient solutions in dotted lines are 
superimposed with the exact asymptotic steady profile (solid lines). 
The shape of the converging-diverging duct. Fig. 10 for our calculation, is the reflection 
of the above diverging duct (Fig. 4). There are 80 meshes: .X.r = 0.25. We extend the steady 
wave for the diverging duct in the above case to the converging portion of the duct by solving 
(1.3) to obtain an upstream state (/3~°, ~,,. ~, )  = (0.12071.0.22110.  1.78255). Thus U,0 can 
be connected to Uo,, by a steady wave with a standing shock wave at the diverging portion of 
the duct. The state Um can also be connected to a downstream state with the given outflow 
density po,, = 0.776 by a shock wave with a negative speed at the inflow boundary followed 
by a subsonic steady wave. This is indeed the asymptotic wave profile which a linear initial 
data connecting b',, and Uo,, approaches. The initial density profile and the density profile at 
1800 time steps are depicted in Figs. 11 and 12, respectively. Note that in Fig. 12 the density 
profile behind the shock wave at the inflow is close to a constant. This is reasonable because 
the subsonic steady wave in the exact asymptotic state has a small velocity and a near-constant 
density profile. 
To produce an asymptotic state with the given inflow state U,. and outflow density 9oo~ 
(solid line in Fig. 14) we choose an initial profile which is steady for the converging portion 
of the duct and the same linear profile for the diverging portion of the duct as before (Fig. 13). 
The density profile after 900 time steps (in dotted lines) and the exact asymptotic steady 
density profile (in solid lines) are depicted in Fig. 14. 
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