By inserting interleavers between intermediate stages of the polar encoder, a new class of polar codes, termed interleaved polar (i-polar) codes, is proposed. By the uniform interleaver assumption, we derive the weight enumerating function (WEF) and the input-output weight enumerating function (IOWEF) averaged over the ensemble of i-polar codes. The average WEF can be used to calculate the upper bound on the average block error rate (BLER) of a code selected at random from the ensemble of i-polar codes. Also, we propose a concatenated coding scheme that employs P high rate codes as the outer code and Q i-polar codes as the inner code with an interleaver in between. The average WEF of the concatenated code is derived based on the uniform interleaver assumption. Simulation results show that BLER upper bounds can well predict BLER performance levels of the concatenated codes. The results show that the performance of the proposed concatenated code with P = Q = 2 is better than that of the CRC-aided i-polar code with P = Q = 1 of the same length and code rate at high signal-to-noise ratios (SNRs). Moreover, the proposed concatenated code allows multiple decoders to operate in parallel, which can reduce the decoding latency and hence is suitable for ultra-reliable low-latency communications (URLLC).
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I. INTRODUCTION
P OLAR codes [1] are constructed from the generator matrix G ⊗M 2 with G 2 = 1 1 0 1 , where ⊗M denotes the M th Kronecker power. It has been shown in [1] , that the synthesized channels seen by individual bits approach two extremes, either a noiseless channel or a pure-noise channel, as the block length N = 2 M grows large. The fraction of noiseless channels is close to the channel capacity. Therefore, the noiseless channels, termed unfrozen bit channels, are selected for transmitting message bits while the other channels, termed frozen bit channels, are set to fixed values known by both encoder and decoder. Therefore, polar codes are the first family of codes that achieve the capacity of symmetric binaryinput discrete memoryless channels under a low-complexity successive cancellation (SC) decoding algorithm as the block length N approaches infinity.
However, the performance of polar codes at short to moderate block lengths is disappointing under the SC decoding Manuscript algorithm. Later, a successive cancellation list (SCL) decoding algorithm for polar codes was proposed [2] , which approaches the performance of the maximum-likelihood (ML) decoder as the list size L is large. However, the performance levels of polar codes are still inferior to those of low-density parity-check (LDPC) codes even under the ML decoder.
To strengthen polar codes, a serial concatenation of a cyclic redundancy check (CRC) code and a polar code, termed the CRC-aided polar code, was found to be effective to improve the performance under the SCL decoding algorithm [2] . The performance levels of CRC-aided polar codes under the SCL decoding algorithm are better than those of LDPC and turbo codes [2] , [3] .
As the SCL decoder has been found empirically to achieve the ML performance, it is important to study the block error rate (BLER) of polar codes under the ML decoder. However, in the literature, there are no analytical results regarding the ML performance of polar codes. The BLERs of polar codes rely on simulations that are time-consuming. A possible way to analyze the BLER performance of a coding scheme is to use the BLER upper bound which is a function of the weight enumerating function (WEF) such as that used to analyze turbo codes [4] . However, if the code size is large, obtaining the exact WEF of a polar code with the heuristic method is prohibitively complex. Approximations of WEFs of polar codes are proposed in [5] , [6] based on the probabilistic weight distribution (PWD) [7] .
In this paper, we propose to randomize the polar code using interleavers between the intermediate stages of the polar code encoder. Codes constructed on the basis of this idea are called interleaved polar (i-polar) codes. A similar construction has been proposed in [8] , of which the interleavers are inserted in the Tanner graph of polar codes to increase the minimum distance or reduce the number of codewords at the minimum distance. The ensemble of i-polar codes is formed by considering all possible interleavers. The regular polar code is just one realization of the ensemble of i-polar codes. Based on the concept of the uniform interleaver, i.e., all interleavers are selected uniformly at random from all possible permutations, the average WEF of a code selected at random from the ensemble of i-polar codes can be evaluated. The concept of the uniform interleaver has also been used in the analysis of turbo codes [4] . Note that the WEF analysis in this paper is not an approximation to the WEF of a polar code, but is an exact WEF averaged over the ensemble of ipolar codes. Based on the average WEF, a BLER upper bound, termed simple bound [9] , can be used to evaluate the BLER performance averaged over the ensemble of codes. Simulation results show that the BLER upper bounds can well predict the 0018-9448 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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ML performance levels of i-polar codes at high SNRs. Also, we will show by simulations that a specific realization of ipolar codes outperforms a regular polar code under the SCL decoder of the same list size. We also propose a concatenated coding scheme that employs P identical high rate codes as the outer code and Q identical i-polar codes as the inner code with an interleaver in between. CRC codes are the most popular outer codes employed in the concatenation of polar codes. We propose as an alternative to use systematic regular repeat-accumulate (RRA) codes or irregular repeat-accumulate (IRA) codes [10] as the outer component code. The average WEF of the concatenated code is derived based on the uniform interleaver assumption. Simulation results show that the BLER upper bounds can well predict the BLER performance levels of the concatenated codes. One advantage of the proposed concatenated code is that, for Q > 1, the code can be decoded using Q SCL decoders working in parallel which can significantly reduce the decoding latency when Q is large. Analytical and simulation results both show that the performance of the proposed concatenated code with P = Q = 2 is better than that of the CRC-aided i-polar code with P = Q = 1 of the same length and code rate at high SNRs. Therefore, the proposed coding scheme is suitable for ultra-reliable lowlatency communications (URLLC) [11] .
The rest of the paper is organized as follows. We begin with a brief introduction of polar codes in Section II. The construction of i-polar codes is presented in Section III. Section IV presents the WEF and IOWEF analysis of i-polar codes. In Section V, a concatenated coding scheme with the i-polar code as the inner component code is proposed and the WEF of the concatenated code is presented. Analytical and simulation results are given in Section VI. Finally, conclusions are given in Section VII.
Notations: Throughout this paper, matrices and vectors are set in boldface, with upper case letters for matrices and lower case letters for vectors. An N -tuple vector x is denoted as x = [x 0 , x 1 , . . . , x N −1 ] with the indices starting from 0 rather than 1. The notation x b a means the sub-vector [x a , x a+1 , . . . , x b ] if b ≥ a and null vector otherwise. Set quantities such as A are denoted using the calligraphic font, and the cardinality of the set A is denoted as |A|.
II. BACKGROUND
A codeword of the polar code of length N = 2 M without bit-reversal matrix can be represented by
is the codeword bits, and G 2 = 1 1 0 1 . A polar code of block length 2 M can be represented by a graph with M layers of trellis connections as given in Figure 9 of [1] . We refer to this as the standard graph of the polar code. It has been shown in [12] that for a polar code of block length 2 M , there exist M ! different graphs obtained by different permutations of the M layers of trellis connections. In this paper, we represent a polar code using the graph obtained by reversing the order of the layers of its standard graph. The reason for choosing reverse ordering of the standard graph is that the bit-reversal operator B N given in (71) of [1] is no longer required. Figure 1 shows an example graph for N = 8 with reverse ordering of the standard graph, where the notation ⊕ represents a modulo-2 adder.
The codeword x obtained from (1) is then transmitted via N independent uses of the binary input discrete memoryless channel (B-DMC) W : X → Y, where X = {0, 1} denotes the input alphabet, Y denotes the output alphabet, and W (y|x) denotes the channel transition probabilities. The conditional distribution of the output Y = y given the input X = x, denoted as W N (y|x), is given by
The distribution of Y conditioned on U = u, denoted as W M (y|u), is given by
The polar code of length N = 2 M transfers the original 2 M identical channels W into 2 M synthesized channels, denoted as W
with the transition probability given by
It has been shown in [1] that as M grows large, the synthesized channels start polarizing. They approach either a noiseless channel or a pure-noise channel. The fraction of noiseless channels is close to the channel capacity. Therefore, the noiseless channels are selected for transmitting message bits while the other channels are set to fixed values known by both encoder and decoder. In the code design, a polar code of dimension K is generated by selecting the K least noisy channels among W (i) M and the indices of the K least noisy channels are denoted as a set A. Define u A as a sub-vector of u formed by the elements of u with indices in A. Only the sub-vector u A , termed unfrozen bits, is employed to transmit message bits. The other bits u A c , termed frozen bits, are set to fixed values known by both encoder and decoder. In this paper, we set the frozen bits to all zeros.
Polar codes can be decoded by the SC decoder which has decoding complexity of O(N log N ) and can achieve the capacity as N approaches infinity [1] . However, SC decoder does not perform well at short to moderate block lengths. The SC decoder has the drawback that if a bit is not correctly detected, it is not possible to correct it in future decoding steps. To improve the performance, a more sophisticated SCL decoder was proposed in [2] , which performs very close to the ML performance for large list size L. The SCL decoder of list size L is based on the tree search over the message bits under the complexity constraint that the number of candidates in the list is at most L. At the ith step, if i ∈ A, the decoder extends every candidate path in the list along two paths of the binary tree by appending a bit 0 or a bit 1 to each of the candidate paths. Therefore, for every i ∈ A, the decoder doubles the number of paths. When the number of paths exceeds L, only the L most reliable paths are retained. This procedure is repeated until i = N −1. At the last step, the most reliable path is selected as the output of the decoder. The SCL decoder degenerates to the SC decoder when L = 1. The details of the SCL decoder can be found in [2] formulated in the probability domain and in [13] formulated in the loglikelihood ratio (LLR) domain.
III. INTERLEAVED POLAR (I-POLAR) CODES
A polar code is constructed recursively by the well-known structure x+y|y. Since the meaning will always be clear from the context, we use '+' to denote the binary addition as well as the ordinary real number addition. Let C 1 and C 2 be two linear codes of the same length n. We define C 1 + C 2 |C 2 as
As shown by the graph representation of the polar code, a polar code can be described by the following recursive equation
for m = 1, . . . , M and j = 0, . . . , 2 M−m − 1. The initial conditions are C 0,j = {0, 1} if j ∈ A and C 0,j = {0} if j ∈ A c . The polar code of length N = 2 M is represented by the code C M,0 .
We propose to construct the i-polar code by inserting an interleaver at the output of every upper encoder for C m−1,2j . An interleaver can be represented as a permutation matrix Π. We define CΠ as
which represents a code obtained by permuting the code bits of all codewords of C using the interleaver Π. Therefore, the i-polar code can be described by the following recursive equation
for m = 1, . . . , M and j = 0, . . . , Figure 2 shows the graph of an i-polar code of length N = 8, for which three interleavers are required, i.e., Π 1,0 , Π 1,1 , and Π 2,0 with sizes 2, 2, and 4, respectively. Note that the interleavers Π 0,j , for j = 0, 1, 2, 3, are omitted because they are trivial.
The following theorem shows that the interleavers do not change the polarization effect.
Theorem 1: I-polar codes have the same polarization effect as polar codes.
Proof: Reading from right to left, Figure 3 illustrates the channel transformation process of the i-polar code for N = 8 with synthesized channels de-interleaved by Π −1 1,0 , Π −1 1,1 , and Π −1 2,0 . The channel transformation process of the polar code is formed by replacing the de-interleavers with direct links represented by dashed lines in Figure 3 . For channel transformation process of the polar code, the figure starts with
1 ). The transformation continues in butterfly patterns with 2 M−μ−1 copies of the transformation (W
Finally, the synthesized channels W 2 , and so on. Then based on the concept of a random tree process, the polarization effect is proved in [1] . We want to prove that inserting de-interleavers at the upper channels as that shown in Figure 3 does not change the polarization effect. Note that there are 2 M−μ−1 copies of the transformation (W
). For the i-polar code, after channel transformation, the 2 M−μ−1 copies of the upper channels W
Since the de-interleaver acts only on the 2 M−μ−1 channels of the same type W (2i) μ+1 , the outputs of the de-interleaver are just re-ordered channels of the same type W (2i) μ+1 which is the same as that of the original polar code. Therefore, by induction, for the ipolar code, further transformation of the 2 M−μ−1 re-ordered channels of the same type gets the same synthesized channels as those of the polar code.
The SC or SCL decoder for polar codes can be easily modified to decode i-polar codes. As proved in Theorem 1, both i-polar code and polar code produce the same synthesized channels W (i) M for i = 0, . . . , 2 M − 1. Therefore, the same bit channel selection algorithm as those designed for polar codes can be employed for i-polar codes. It has been shown that the bit channel selection algorithms based on Gaussian approximation (GA) for density evolution such as those proposed in [14] - [16] are effective for binary-input additive white Gaussian noise (BI-AWGN) channels. Bhattacharyya parameter can calso be employed for bit channel selection [17] . In this paper, we employ the bit channel selection algorithm given in [15] for both i-polar and polar codes. For convenience, we give a brief review of the algorithm proposed in [15] . Assume that the all-zero codeword was transmitted. The bit LLR under SC decoding for the channel W
The idea of GA is to approximate the LLR as a Gaussian random variable with mean β and variance σ 2 satisfying σ 2 = 2β. Therefore, the p.d.f. of the LLR random variable can be described by a single parameter σ. The mutual information of the channel W (i) μ , defined as I
, was shown in [18] to be
where σ 2 is the variance of the LLR random variable L (i) μ . We want to find the transformation of mutual information (I
) that corresponds to the mutual information for the channel transformation (W 
is a Gaussian random variable with variance 2 , and hence the mutual information I (2i+1) μ+1 is given by
for i = 0, . . . , 2 μ − 1. Also, according to Proposition 4 of [1] ,
for i = 0, . . . , 2 μ − 1. Through the recursions of (3) and (4) with μ = 0, . . . , M − 1, we can calculate I
Given the same set A, the i-polar code has the same performance level as that of the polar code under the SC decoder, since the synthesized channels, W (i) M for i ∈ A, are the same for both codes as shown in the proof of Theorem 1. However, they have different performance levels when a more sophisticated decoder, such as the SCL decoder [2] or stack decoder [19] , [20] , is employed. We will show that the WEF of the i-polar code is different from that of the polar code. This implies that these two codes have different performance levels under the ML decoder. Actually, simulation results show that i-polar codes perform better than polar codes under the SCL decoder.
IV. WEF AND IOWEF OF I-POLAR CODES

A. (N, K, A) Ensemble of I-Polar Codes
As described in Section III, at the mth layer of the ipolar graph, there are 2 M−m−1 interleavers of size 2 m . For an interleaver of size n, there are n! possible interleavers. The (N, K, A) ensemble of i-polar codes is formed by all possible interleavers given the unfrozen bit set A, of which the code length N = 2 M and dimension K = |A|. In theory, it is impossible to exhaustively enumerate the WEF of i-polar codes over all possible interleavers when the code size is large. To overcome this difficulty, we use the concept of a uniform interleaver, which was introduced in the analysis of turbo codes [4] .
Definition 1 [4] : A uniform interleaver of length n is a probabilistic device which maps a given input word of weight d into all distinct n d permutations of it with equal probability 1/ n d .
B. WEF and IOWEF
Given an (N, K) linear block code C, its WEF is defined as
where w H (c) is the Hamming weight of c, A C d is the number of codewords of C with Hamming weight d, and Y is a dummy variable. The WEF can be used to compute the exact probability of undetected errors and an upper bound on the BLER [9] .
We define the input-output weight enumerating function (IOWEF) of the code C as
where xm is the output at the mth stage of the i-polar encoder.
where A C w,d denotes the number of codewords of C generated by an input message word of Hamming weight w whose output codeword has Hamming weight d. It should be noted that the WEF is a polynomial in one variable and the IOWEF is a polynomial in two variables. The relation between the WEF and IOWEF is given by
The WEF depends only on the code C, as only weights of codewords are enumerated. However, the IOWEF depends on the encoder, as it depends on the pairs of Hamming weights of input message word and output codeword. Since there are many different encoders that generate the same code C, we will assume that a specific encoder is employed when the IOWEF is considered. The IOWEF can be used to compute the upper bound on the bit error rate (BER) [9] . Also it is important for the study of concatenated coding schemes.
Due to the recursive equation (2), the code C m,j can be represented as the graph shown in Figure 4 . The code C m,j forms a (2 m , |A 2 m j+2 m −1
, where x m is the output vector at the m-th stage of the i-polar encoder. Define the WEF of the i-polar code C m,j averaged over the ensemble as A Cm,j (Y ). Assume that the WEFs A Cm−1,2j (Y ) and
Lemma 2:
Let c 1 and c 2 be length-n binary vectors with Hamming weights d 1 and d 2 , respectively. Assume that Π is a uniform interleaver. Then the weight distribution for c 1 Π + c 2 |c 2 averaged over all possible interleavers Π is given by
Proof: We first derive the weight distribution for c 1 Π+c 2 . Since the weight of c 1 
permutations of
. Among these permutations, let k be the number of positions at which the elements in c 1 Π and c 2 are both equal to 1. The minimum value of k can be easily shown to be max(0, d 1 + d 2 − n) and the maximum value of k to be min (d 1 , d 2 ) . Given the value k, the Hamming weight of c 1 Π + c 2 is d 1 + d 2 − 2k, and there are a total of d2 k n−d2 d1−k such permutations. Therefore, the probability that c 1 Π + c 2 has weight d 1 + d 2 − 2k is given by We are ready to calculate the average WEF A Cm,j (Y ) based on the recursive equation (2) .
Theorem 3: Given the WEFs
where n = 2 m−1 .
Proof: The averaged WEF of C m,j can be written as
By Lemma 2, we have
where d 1 = w H (c 1 ) and d 2 = w H (c 1 ). The average number of codeword combinations of c 1 and c 2 for w H (c 1 ) = d 1 and w H (
. The proof is completed. Similarly, for the average IOWEF, we have the following theorem.
Theorem 4: Given the IOWEFs A Cm−1,2j (X, Y ) and
where n = 2 m−1 . Based on Theorem 3 and Theorem 4, we can compute the average WEF and IOWEF using the following recursive equations 
The interleaver can also be applied for every output of the lower encoder. In this case, the recursive equation becomes 
m−1,j does not change the WEF of the code. Therefore, the following code has the same WEF as C m,jC (2) , as averaged over all interleavers,C m,j has the same average WEF as C m,j . Therefore, it is sufficient to consider only the former option.
C. WEFs of (32, 16) I-Polar Code and Polar Code
The WEFs of the (32, 16) i-polar code and polar code are compared. The set A which is used for the i-polar code and the polar code is given by This set A is obtained by using the bit channel selection algorithm described previously which was proposed in [15] . Table I gives the coefficients of WEFs of all test cases, of which the Hamming weights, denoted as d, are listed in the first column and the remaining columns are the coefficients A d of all test cases. The WEF averaged over the ensemble of i-polar codes is denoted as WEF(A), which is computed based on the recursive equation (5) . Since the code size is small, the WEF of a realization of i-polar codes can be enumerated exhaustively. We take 1000 independent realizations of i-polar codes and compute the WEF of each realization.
In Table I , WEF(B) denotes the sample average of the WEFs over 1000 realizations. The WEF of the polar code is also enumerated exhaustively and is denoted as WEF(C). It can be observed that the sample average WEF(B) is very close to the (analytical) ensemble average WEF(A). Also, among the 1000 realizations, only two types of WEFs are observed, denoted as WEF type 1 and WEF type 2 as given in Table I . Among the 1000 realizations, the WEF type 1 and WEF type 2 appear 991 times and 9 times, respectively. Note that WEF type 1 and WEF type 2 are just two WEFs that occur with higher probability than the others. There are other WEFs, e.g., the WEF of the polar code, with small probabilities that do not appear among 1000 realizations. The WEF type 1 and WEF type 2 are all close to the WEF(A), which means that, with high probability, any realizations are as good as the ensemble average WEF(A). The WEF(C) of the polar code concentrates to a smaller number of Hamming weights, i.e., there are no codewords of Hamming weights 10, 14, 18, and 22 as shown in Table I . The reason is that the i-polar code contains interleavers which have the effect of spreading the Hamming weights of codewords widely. For linear codes, the minimum Hamming weight, denoted as d min , and its multiplicity, denoted as A dmin , dominate the performance at high SNRs. Table I shows that both polar code and i-polar code have the same number of codewords 8 with minimum Hamming weight 4. This means that both codes have the the same error probability at high SNRs with ML decoding. This phenomenon can be observed from the upper bounds and simulated BLER curves of both codes shown in Figure 6 .
The parameters d min and A dmin for both i-polar code and polar code with N = 512 and K varying from 32 to 480 are shown in Figure 5 . The parameters d min and A dmin for the i-polar code are obtained through the recursive equation (5) . Since there is no analytical WEF for the polar code, we use the SCL decoder with L = 5× 10 5 to search for the minimum weight codewords as that proposed in [3] . The results show that both codes have the same minimum Hamming weight. However, the parameters A dmin for the i-polar code are smaller than or equal to those for the polar code. This means that, for some cases, the i-polar code performs better than the polar code with ML decoding at high SNRs.
D. BLER Upper Bound
In this paper, we focus on the performance of codes over BI-AWGN channels. For BI-AWGN channels, the ith received signal can be represented as
where c i ∈ {0, 1} is the i-th bit of the codeword c ∈ C, w i is the zero-mean additive white Gaussian noise with E[w 2 i ] = N 0 /2, and E s is the symbol energy. Given the WEF of a code C, the union bound on the BLER over BI-AWGN channels is a function of the WEF given by
where ρ is the signal-to-noise ratio defined as 2E s /N 0 . However, the union bound may be too loose at low SNRs. A tighter upper bound, called simple bound, was proposed in [9] . For convenience, the bound is given here as
where δ = d/N , and with r(δ) = ln
,
Otherwise,
The functions c 0 (δ) and f (ρ, δ) are given by
It should be noted that a similar bound can be employed to obtain an upper bound on the bit error rate (BER) if the IOWEF of the code is known. However, in this paper, we only focus on the BLER upper bound. Figure 6 shows the BLER upper bounds for the (32, 16) polar code and the (32, 16) i-polar code based on the WEFs given in Table I . Also BLER simulations are conducted based on the SCL decoder with L = 8. In this case, we have verified that the performance of the SCL decoder with L = 8 is very close to the ML performance. The BLER upper bounds show that the i-polar code is slightly better than the polar code at low SNRs. Simulation results also show such a slight difference.
V. WEF OF CONCATENATED CODING SCHEMES
Polar codes are weak at short to moderate block lengths. Therefore, concatenated coding schemes are often considered in the design of polar codes. A famous coding scheme is to concatenate a CRC code as the outer code with a polar code as the inner code [2] . The Reed-Solomon codes, BCH codes, convolutional codes, and LDPC codes are also considered as the outer code with a polar code as the inner code [21] - [23] . So far, for concatenated coding schemes, most research works focus on the asymptotic analysis, i.e., the performance analysis as N approaches infinity. The performance levels for codes of finite block lengths rely on simulations which are time-consuming. We will develop the WEF analysis for concatenated codes which can then be used to evaluate the BLER performance using the bound given in (8) .
We consider a concatenated coding scheme as shown in Figure 7 . The encoder consists of P parallel outer encoders of the same code, denoted asC O . The codeC O is called the outer component code. For the pth outer encoder, the input message word is denoted as a k-bit vector a p and the output codeword is denoted as an n-bit vector b p . The P output codewords from the outer encoders form an nP -bit supercodeword, denoted as b = [b 1 , . . . , b P ]. The nP -bit supercodeword is then interleaved by an interleaver which outputs a vector u represented as u = bΠ, where Π is the permutation matrix formed by the interleaver. The vector u is then partitioned into Q blocks with each block of sizeK, wherē KQ = nP . The partition is given by u = [u 1 , . . . , u Q ] with u q being aK-bit vector for q = 1, . . . , Q. Then 
Proof: The outer super-code is a parallel concatenation of P identical codesC O , i.e.,
The WEF of the outer supercode can be represented as
A similar proof can be used to prove (10) . Similar to that shown in [24] , by the assumption of uniform interleaver, the WEF of the serial concatenated code, denoted as C, can be represented as
where A CO w and A CI w,d are the coefficients of (9) and (10), respectively.
The CRC-m code is often considered as the outer code which adds m redundant (parity) bits at the end of the message vector and can be treated as a (k+m, k) linear code. However, the WEFs of general CRC codes are not available in the literature. In order to evaluate the WEF of the concatenated code, we employ the primitive (2 m −1, 2 m −m−1) BCH code (which is actually a Hamming code) as the outer component code in the analysis. The encoder structure of the (2 m −1, 2 m − m−1) BCH code is similar to that of the CRC-m code, except that the generator polynomial of the (2 m − 1, 2 m − m − 1) BCH code must be a primitive polynomial of degree m and the code length must be 2 m − 1. Some WEFs of BCH codes can be found in [25] .
An alternative way is to use systematic regular repeataccumulate (RRA) codes or irregular repeat-accumulate (IRA) codes [10] as the outer component code. For simplicity, we employ systematic RRA codes in our analysis. The RRA encoder repeats every message bit d v times and then feeds the entire repeated message bits into an interleaver of size Kd v . An accumulate code is then employed to encode the interleaved Kd v bits. The coded bits are then punctured regularly, i.e., only the last bit is retained for every d c output bits, and a total of m parity bits are retained with md c = Kd v . The details of computing the WEFs of systematic RRA codes and IRA codes can be found in [26] .
An issue of the concatenated coding scheme is how to design the decoder that achieves the ML performance. A possible method is to use the belief propagation (BP) decoder for the inner code which outputs soft information for decoding of the outer code. However, the performance of the BP decoder for a polar code is much inferior to that of the ML decoder. Another method for Q = 1 is to use the SCL decoder for the inner code and an error detector for the outer code as that proposed for decoding of CRC-aided polar codes [2] . In this method, the SCL decoder outputs L message vectors in a descending order of their reliabilities. The first message vector that passes the error detection of the outer code is selected as the decoded message vector. If no message vector passes the error detection, the message vector of the largest reliability is selected as the decoded message vector. However, for Q > 1, we adopt Q SCL decoders working in parallel and each decoder outputs L candidates of message vectors. Therefore, L Q combined message vectors and reliabilities are obtained by considering all possible combinations of message vectors and reliabilities from all decoders. The L Q combined message vectors are then fed to the outer decoder in a descending order of their reliabilities. The first combined message vector that passes the error detection of the outer code is selected as the output. In the simulation, we adopt the SCL decoder for the inner code and an error detector for the outer code.
The advantage for the proposed concatenated code with Q > 1 is that Q SCL decoders can operate in parallel. This parallel decoding structure can reduce the decoding latency as compared to the SCL decoder for a single polar code of the same length and code rate. For example, for Q = 2, if the total block length is N , the block length of each i-polar code is N/2. These two i-polar codes can be decoded simultaneously which means that two SCL decoders of length N/2 can operate in parallel. Because the codeword length becomes N/2 for each decoder, the decoding latency can be reduced as compared to the SCL decoder for a single polar code of length N .
VI. ANALYTICAL AND SIMULATION RESULTS
A. Analytical and Simulation Results of I-Polar Codes and Polar Codes
In order to compare different coding schemes, we consider various rate-1/2 codes of length 1024 as follows.
1) (1024, 512) polar code, 2) (1024, 512) i-polar code, 3) CRC-aided polar code which is the direct concatenation of a (520, 512) CRC-8 code and a (1024, 520) polar code without interleaver in between, 4) CRC-aided i-polar code which is the direct concatenation of a (520, 512) CRC-8 code and a (1024, 520) ipolar code without interleaver in between, 5) RRA-aided i-polar code which is the concatenation of a (520, 512) RRA code with d v = 3 and a (1024, 520) ipolar code with an interleaver in between as that shown in Figure 7 with P = Q = 1. The CRC-8 code is generated by the polynomial
Note that the interleavers, including the one between the inner and outer codes and those in the i-polar code, are only generated once and are fixed for subsequent simulation runs. The SCL decoder with L = 8 is employed to decode both i-polar code and polar code. A simple error detector is employed to decode the outer code. Figure 8 shows the simulation results and BLER upper bounds based on the simple bound [9] as given in (8) . Since the IOWEF of the polar code and the WEF of the CRC code are not available, only upper bounds for the i-polar code and the RRA-aided i-polar code are given. Simulation results show that the ipolar code is about 0.1 dB better than the polar code at low SNRs. The BLER upper bound of the i-polar code can well predict the performance level at high SNRs. We also give the simulation result of the ML lower bound of the i-polar code as that proposed in [2] . The ML lower bound is obtained as follows. During the simulations, when a decoding error occurs, the decoded codeword is checked whether it is more likely than the transmitted codeword. If this event happens, the ML decoder would surely make an error as well. The ML lower bound is the frequency of such an event and is thus a lower bound on the BLER of the ML decoder. Simulation results show that the analytical BLER upper bound and the simulated BLER are very close to the ML performance at high SNRs.
The performance gap between the CRC-aided i-polar code and CRC-aided polar code is about 0.1 dB at BLER of 10 −5 as shown in Figure 8 . The results also show that the RRA-aided ipolar code is about 0.05 dB worse than the CRC-aided i-polar code at BLER of 10 −5 . The RRA-aided i-polar code with SCL decoder of list size L = 8 is much inferior to that predicted by the BLER upper bound at middle SNRs. This means that L = 8 is not enough to achieve the ML performance of the RRA-aided i-polar code. To verify this point, we increase the list size to L = 64 and perform both BLER and ML lower bound simulations. The results show that with L = 64 the simulated BLER achieves that of the ML lower bound. Also the analytical BLER upper bound can well predict the ML performance at high SNRs. We also conduct a simulation for the CRC-aided polar code with L = 64. The result show that the RRA-aided i-polar code performs slightly better than the CRC-aided polar code under the SCL decoder with L = 64. In order to know how far the constructed codes are away to the theoretical limit, we employed the Polyanskyi-Poor-Verdú (PPV) bound as given in [27] - [29] as a reference. The PPV bound is a lower bound on the size of a code that can be guaranteed to exist with given arbitrary block length N , BLER, and SNR of the BI-AWGN channel. Therefore, given block length N , BLER, and code dimension K, we may find the SNR for which the lower bound on the size of a code equals 2 K . The BLER curve obtained in this way serves as the BLER lower bound for an (N, K) code. For N = 1024 and K = 512, the results shown in Figure 8 indicate that the RRA-aided i-polar code under the SCL decoder with L = 64 is about 1.0 dB away from the PPV bound at BLER of 10 −5 .
To understand how the RRA-aided i-polar code performs much better than the i-polar code, we plot the average WEFs of both codes as given in Figure 9 . The average WEF of the (1024, 512) i-polar code is obtained by the recursive equation (5) . The average WEF of the concatenated code is obtained as follows. The IOWEF of the (1024,520) i-polar code is com- puted by the recursive equation (6) and the WEF of the RRA code can be computed as given in [26] . Finally, the average WEF of the concatenated code is calculated by (11) . The results show that both codes have minimum Hamming weight of 16. However, the numbers of low weight codewords of the RRA-aided i-polar code are dramatically reduced as compared to those of the i-polar code. For example, the numbers of the minimum weight codeword of the RRA-aided i-polar code and i-polar code are 166.84 and 42403.31, respectively. This means that, at high SNRs, the BLER of the RRA-aided i-polar code is about 166.84/42403.31 ≈ 3.9 × 10 −3 times the BLER of the i-polar code. The upper bounds and simulation results for both codes faithfully reflect the difference as shown in Figure 8 .
We also conduct similar simulations by increasing the code rate to 3/4. The CRC-8 code is generated by the polynomial g 8B (D) = D 8 + D 7 + D 6 + D 4 + D 2 + 1. The BLER simulation results and upper bounds are given in Figure 10 . The performance gap between the i-polar code and the polar code is enlarged to 0.3 dB at BLER of 10 −5 . The upper bounds well predict the performance levels at high SNRs. The results shown in Figure 10 also indicate that the RRA-aided i-polar code under the SCL decoder with L = 64 is about 1.0 dB away from the PPV bound at BLER of 10 −5 .
B. BCH-Aided I-Polar Code
We consider the primitive (255, 247) BCH code as the outer component code and the (512, 255) i-polar code as the inner component code. The generator polynomial of the BCH code is g(D) = D 8 +D 4 +D 3 +D 2 +1. The WEF of the (255, 247) BCH code can be found in [25] . Two settings are considered in the simulation. The first setting is P = Q = 1 and the second setting is P = Q = 2. In order to achieve the ML performance, the SCL decoder with L = 64 is employed for all codes considered. The analytical and simulation results are given in Figure 11 . The results show that the BLER upper bounds can well predict the performance levels at high SNRs. With P = Q = 1, the BCH-aided i-polar code is about 1.3 dB better than the i-polar code at the BLER of 10 −5 . The slope of the BLER curve for P = Q = 2 is much steeper than that of P = Q = 1 at high SNRs. This phenomenon is well predicted by the BLER upper bound. For P = Q = 2, the concatenated code is a (1024, 494) code. To compare to the code of the same length and code rate with P = Q = 1, we conduct a simulation of the CRCaided i-polar code which is the concatenation of the (502, 494) CRC-8 code, generated by g 8A (D) as given in (12) , and the (1024, 502) i-polar code with an interleaver in between. The SCL decoder with L = 64 is employed to decode the CRCaided i-polar code with P = Q = 1. The BLER lower bound is also conducted in this simulation. Simulation results shown in Figure 11 indicate that the proposed P = Q = 2 coding scheme is worse than the P = Q = 1 case at low SNRs. However, the BLER for the P = Q = 2 case becomes better than that of the P = Q = 1 case at high SNRs. The simulation results also show that the BLER for the P = Q = 2 case is better than the ML lower bound for the P = Q = 1 case at high SNRs. This means that, at high SNRs, the BLER of the P = Q = 2 case decoded by the SCL decoder with L = 64 is truly better than that of the P = Q = 1 case even under ML decoding.
The slope of the BLER curve for the P = Q = 2 case is steeper than that of the P = Q = 1 case under the same length and code rate. This means that the proposed coding scheme with P = Q = 2 can provide more reliable communications at high SNRs. In addition, the proposed coding scheme with P = Q = 2 allows two SCL decoders to operate in parallel which can reduced the decoding latency. Therefore, in terms of the realiability and decoding latency, the proposed coding scheme is suitable for ultra-reliable lowlatency communications (URLLC) [11] . 
C. I-Polar Code and Polar Code for Fifth Generation New Radio (5G NR)
Polar codes have been employed as the channel coding technique for the control channel in the specification of fifth generation new radio (5G NR) [30] . The maximum length of polar codes defined in the specification [30] is N = 1024. Let A(k) be the unfrozen bit set with k elements, i.e., |A(k)| = k. The 5G polar codes have the property that A(k) ⊂ A(l) if k < l. Therefore, a single sequence, termed polar sequence, is defined in Table 5 .3.1.2-1 of [30] , which can be used to derive A(k) for any 0 < k ≤ N and N ∈ {128, 256, 512, 1024}. In addition, the CRC-24 with generator polynomial g CRC24C (D) defined in Section 5.1 of [30] is employed as the outer code. We select three codes of N = 512 and K ∈ {128, 256, 384} which correspond to code rates of 1/4, 1/2, and 3/4. In order to test the performance of i-polar codes, we replace the 5G polar code by the i-polar code with the same unfrozen bit set derived from [30] . The BLER simulation results under the SCL decoder with L = 8 are shown in Figure 12 . The results show that the i-polar code performs slightly better than the 5G polar code for all cases considered.
VII. CONCLUSION
A. Suggestions for Further Research
1) Selection of the unfrozen bit set: Conventional algorithms for the selection of the unfrozen bit set A are based on the Gaussian approximation (GA), which is nearly optimal for the SC decoder. However, for a more sophisticated decoder, such as the SCL decoder, the conventional selection algorithms are not optimal. The WEF of i-polar codes can well predict the BLER performance under the ML decoder, which can be used for the selection of the unfrozen bit set so that the performance can be improved under the SCL decoder. A possible method is to use a greedy algorithm as described below. Let A(k) be a unfrozen bit set with |A(k)| = k for k = 1, . . . , N. Then we impose the constraint A(k) ⊂ A(l) for k < l in the bit channel selection algorithm. This constraint has also been used in the code design of 5G polar codes [30] . Given A(k), we may calculate the WEFs of all test cases of A (j) (k + 1) = A(k) ∪ j for some j ∈ A c (k). The BLER upper bound at a certain SNR for each test case can be calculated based on the WEF. The set with the smallest BLER upper bound is selected as A(k + 1). The above procedure is repeated until k = N . 2) Design of concatenated codes: For Q > 1, there are L Q combined message vectors and reliabilities if Q parallel SCL decoders are employed to decode the inner component codes. This number may become prohibitively complex if Q or L is large. To reduce the number of candidates of combined message vectors, a local error detection code for each inner component code can be employed. In this way, each decoder only outputs message vectors that pass the local error detection, which could significantly reduce the number of candidates from each decoder. 3) Optimization of RRA and IRA outer codes: Simulation results show that the RRA-aided i-polar code performs slightly worse than the CRC-aided i-polar code. Therefore, we believe that there is room to improve the RRA outer code. One possible way is to adopt IRA codes. The reason is that the IRA code has more degrees of freedom to select the degree distributions of information nodes and check nodes. Then the WEF of the concatenated code can be used to design the degree distributions [10] of information nodes and check nodes of the IRA code. We can prove that, given an arbitrary CRC code, we can find an IRA code which is equivalent to the CRC code. Therefore, at least we can find an IRA-aided i-polar code which has exactly the same performance as the CRC-aided i-polar code. The proof is given as follows. Since a CRC code is a systematic code, the parity-check matrix of a (k + m, k) CRC code can be represented as H CRC = ⎡ ⎢ ⎢ ⎢ ⎣ p 11 p 12 · · · p 1k 1 0 · · · 0 p 21 p 22 · · · p 2k 0 1 · · · 0 . . . . . . . . . . . . . . . . . . . . . . . .
Also, the parity-check matrix of a (k + m, k) IRA code can be represented as
q 11 q 12 · · · q 1k 1 0 · · · 0 q 21 q 22 · · · q 2k 1 1 · · · 0 . . . . . . . . . . . . . . . . . . . . . . . . q m1 q m2 · · · q mk 0 0 · · · 1 ⎤ ⎥ ⎥ ⎥ ⎦ .
We may transfer H CRC Since E is full rank, it is obvious that H is also a paritycheck matrix of the CRC code and has the same form as H IRA . Therefore, given an arbitrary CRC code, we can find an IRA code which is equivalent to the CRC code.
B. Concluding Remarks
This paper proposes a new class of polar codes, termed interleaved polar (i-polar) codes. By the assumption of uniform interleavers, we derive the average WEF over ensemble of codes. The average WEF is then used to calculate the BLER upper bound. Simulation results show that i-polar codes outperform polar codes. Also, the BLER upper bounds can well reflect the BLER performance levels at high SNRs. We also propose a concatenated coding scheme which employs P identical high-rate codes as the outer code and Q identical i-polar codes as the inner code. The concatenated coding scheme shows a steeper BLER slope at high SNRs for P = Q = 2 and its performance is better than that of the CRCaided i-polar code with P = Q = 1 of the same length and code rate at high SNRs. However, the proposed coding scheme allows multiple SCL decoders to operate in parallel, which can significantly reduce the decoding latency. Therefore, the proposed coding scheme is suitable for ultra-reliable lowlatency communications (URLLC).
