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Abstract  
In a context of deteriorating civil infrastructure and limited funds available to ensure their 
functionality and safety, there is a need for accurate assessment methods leading to a better 
allocation of the available resources and a timely detection of abnormal behaviours. Nowadays, 
technological advances have enabled the acquisition of reliable monitoring data concerning 
environmental conditions, loadings and structural responses from civil infrastructure assets. With 
massive amounts of data generated by monitoring systems, the challenge lies on how to extract 
relevant information that can be used for an enhanced management of civil infrastructure. 
Motivated by this, the research presented herein is devoted to the development of data-based 
models and associated methodologies for monitoring data interpretation, assessment and 
probabilistic life prediction in the specific area of fatigue reliability of welded joints in orthotropic 
steel decks. Moreover, it contributes to the definition of temporal and spatial requirements for 
monitoring campaigns and to the assessment of their cost-effectiveness within the present work's 
application framework. The proposed data-based models, associated methodologies and analysis 
are illustrated using the monitoring data from the Great Belt Bridge (Denmark). 
Polynomial regression models are firstly developed to characterize the correlation patterns 
between environmental conditions (pavement temperatures), operational loads (heavy traffic 
counts) and a strain-based performance indicator proportional to S-N fatigue damage at monitored 
welded joints. Monitoring outcomes are also used to develop time series models for simulating 
the main actions contributing to the fatigue process under consideration, namely pavement 
temperatures and heavy traffic counts.  
A methodology for probabilistic fatigue life prediction is then developed by integrating the 
different data-based models within an S-N fatigue reliability framework. It is based on Monte 
Carlo Simulation to account for the uncertainty in random variables (e.g. material properties, 
fatigue model) and random processes (e.g. traffic, temperature) and estimate the remaining fatigue 
life of selected welded details. The developed method enables to quantify the effect of different 
scenarios in terms of changes in pavement temperatures and heavy traffic counts. Moreover, an 
algorithm based on statistical control charts defined by the prediction bands of the regression 
models is proposed for the interpretation of new monitoring data and the identification of 
abnormal behaviours, as part of an envisaged "real-time" assessment. 
Temporal and spatial requirements for monitoring campaigns are determined on the basis of the 
quantification of the epistemic uncertainty reduction provided by increasing monitoring datasets 
within the context given by the developed methodology for probabilistic life prediction.  Finally, 
the benefit of monitoring techniques is assessed at different points in time through a posterior 
decision analysis. 
The work presented in this thesis provides a theoretical framework that could be adopted in 
assessing other structural components under different deterioration mechanisms, hence 
contributing to a wider and more effective use of monitoring-based techniques for enhanced 
infrastructure asset management.  
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1. Introduction  
1.1. Motivation 
Civil infrastructure is the backbone of modern societies. It allows for the transportation of goods 
and persons and the exploitation and management of natural resources, thus constituting a key 
element for the social development and economic progress of regions.  
Existing civil infrastructure deteriorates in time due to the inherent aging of materials combined, 
in many cases, with increasing operational demands and severe environmental conditions. This 
leads to a situation where the service life of some structures is reached, thus compromising their 
functionality and the safety of the users. ASCE (2013) estimates, for instance, that approximately 
11% of the more than 600.000 bridges currently operational in USA can be rated structurally 
deficient. The same study highlights that the budget required to eliminate USA's bridge backlog 
by 2028 equals 20.5 billion annually. This contrasts with the 12.8 billion per year which are 
currently spent to that purpose.  
In a context of deteriorating civil infrastructure and limited funds devoted to their maintenance or 
repair, it becomes of utmost importance to assess and predict as accurately as possible the 
performance of structural assets, in order to allocate in an efficient manner the available 
resources. However, the assessment of civil structures is a complex task due, in essence, to the 
stochastic nature of the underlying deterioration processes and the loading demands. 
Traditionally, visual inspections have been, and still are, used to reduce the uncertainties 
associated with structural deterioration. Nevertheless, performance assessment approaches based 
on visual inspections have some important drawbacks. For instance, they present an inherent 
subjectivity associated to the judgement of the inspectors, are intermittent in time and provide, in 
most cases, only qualitative information.  
In recent years, sensors have increasingly been used to collect data concerning the actual loading, 
environmental conditions and responses of structures. This has put forward an alternative 
paradigm for assessing and predicting structural performance, creating the field of Structural 
Health Monitoring (SHM). One of the underlying ideas behind SHM approaches is that the data 
obtained through monitoring systems can be used to reduce the epistemic uncertainties associated 
with the deterioration and loading processes of structures. This can result in more accurate 
structural performance assessments and predictions, paving the way towards a better allocation of 
limited funds for maintenance purposes and to a timely detection of abnormal behaviours, thus 
preventing failures. In light of the above, the potential of monitoring-based techniques is clear. 
The interest of designers, asset managers and researchers raised by the abovementioned potential, 
combined with a technology push from sensor suppliers accompanied with an increase in the 
reliability of the measurement equipment and a decrease in its cost, has resulted in a technology 
overload of the civil engineering industry. As a result, we are moving from a situation of scarce 
and qualitative data to a new one characterized by an overload of quantitative monitoring data. 
Yet the paradox is that this situation can be of reduced practical interest if no relevant information 
is extracted from monitored data and incorporated into the decision-making process relating to 
the management of civil infrastructure.  
From the perspective of infrastructure managers, the information obtained from monitoring data 
should address well-defined questions, the most basic being whether structures are safe at present, 
what is their expected service life and, additionally, with what confidence can we answer these 
questions. These general questions provide the research direction for those works targeting real 
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applications. From a scientific perspective, this set of questions can be translated into the problem 
of developing mathematical models for the assessment and life prediction of instrumented civil 
infrastructure assets based on monitoring data. This is a challenging task because, among other 
issues, consideration needs to be given to the different sources of uncertainty (Okasha & 
Frangopol, 2012) as well as to environmental and operational effects (Sohn, 2007) that can highly 
influence the monitored signals, thus hindering their correct interpretation.  
A considerable amount of the research work carried out within the area of monitoring-based 
performance assessment has been devoted to vibration-based approaches. Those approaches can 
serve to verify the design of existing structures by comparing monitored and theoretical 
dynamical features. However, they are extremely sensitive to environmental effects and, in 
general, provide global information that is difficult to link with the determination of service lives. 
Such approaches have been proven successful under controlled situations (e.g. laboratory tests or 
simulations) and with relatively important defects. An important challenge of vibrational-based 
approaches is to prove their effectiveness when applied to civil infrastructure assets under field 
conditions (Brownjohn, 2007). Chang, Flatau, & Liu (2003) pointed out that the existence of such 
major defects could be detected by means of traditional approaches such as visual inspections.  
On the other hand, local approaches to SHM (Chang et al., 2003) targeting critical structural 
components subject to particular deterioration mechanisms are increasingly receiving research 
attention. Although those approaches can more readily generate useful information, they present 
as a main limitation the fact that not all components can always be monitored. This highlights the 
need to define temporal and spatial requirements for monitoring campaigns accounting for the 
reliability of the information obtained and the associated costs. 
The present thesis aims at further developing data-based models for the assessment and life 
prediction under uncertainty of structural components of monitored civil infrastructure assets. 
That is, to move from data to information that can be incorporated into the decision process 
relating to civil infrastructure management, hence maximizing the potential of monitoring 
techniques and rationalizing its use. 
1.2. Research objectives 
The general objectives of the present thesis are:  
 To develop data-based component performance models (input-output) in monitored 
infrastructure assets. 
 To develop data-based models for the prediction of environmental and operational 
loadings on infrastructure assets. 
 To develop methodologies for probabilistic life prediction of monitored infrastructure 
assets by integrating the above two. 
 To develop algorithms for the interpretation of new monitoring outcomes and for the 
detection of abnormal behaviours.  
 To contribute in defining criteria for temporal and spatial requirements for monitoring 
campaigns. 
 To contribute in assessing the expected benefit of monitoring-based assessment 
approaches.   
1.3 Key tasks Introduction
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1.3. Scope 
Civil infrastructure includes a wide variety of different structural assets (e.g. bridges, tunnels, 
dams, nuclear facilities, etc…). Each of these assets is composed by multiple structural 
components (e.g. hangers, anchor blocks, piles, etc., in the case of suspension bridges) which, in 
turn, are subjected to different deterioration and/or resistance mechanisms (e.g. fatigue, corrosion, 
etc…).  
Such great variability motivates the definition of a clear scope to tackle the general research 
objectives described in the previous section. Thus, the work presented in this thesis focuses on 
monitoring-based fatigue assessment of welded joints in orthotropic steel decks of long-span 
bridges.  
The definition of such a case-study is motivated by the fact that the development of any data-
based methodology relies, to a large extent, on the availability of long-term monitoring data. This 
condition is fulfilled in the case of Orthotropic Steel Decks (OSD) of long-span bridges, because 
these bridges are one of the most monitored civil infrastructure assets. Moreover, their sensitivity 
to fatigue has turned those components into a relevant research topic due to the implications 
associated with their failure. 
The data used for the development of the different models and associated methodologies 
presented herein stem from the monitoring outcomes recorded by the Structural Health 
Monitoring System (SHMS) of the Great Belt Bridge (Denmark). It is the author's opinion that 
any research work relating to the area of SHM highly benefits from accessing real field data. In 
effect, only field data reveals real challenges that need to be addressed to enable a wider 
deployment of data-based approaches that can be used to assess existing structures.  
It is envisaged that the underlying philosophy proposed in this thesis, although only applied in 
OSD subjected to fatigue, could be followed to assess other structural components under different 
deterioration mechanisms, thus paving the way towards a wider and more effective use of 
monitoring-based techniques for an enhanced assessment and life prediction of deteriorating 
infrastructure assets. 
1.4. Key tasks  
The following key tasks have been undertaken to achieve the general research objectives given 
the scope of the project: 
 Processing, analysis and interpretation of different monitoring outcomes from the Great 
Belt Bridge.  
 Development and validation of models for stress performance characterization at welded 
joints of OSD accounting for the effects of environmental (via pavement temperatures) 
and operational (via heavy traffic counts) loadings. 
 Development and validation of time series models for the prediction of pavement-
temperatures and heavy vehicle counts based on monitoring outcomes. 
 Development of a new method for probabilistic fatigue life prediction integrating the 
different data-based models within a fatigue reliability framework. 
 Study of the effect of different temperature and traffic scenarios on the predicted fatigue 
lives. 
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 Sensitivity analysis of the parameters involved in the calculation of fatigue lives and 
assessment of the capabilities of monitoring data in reducing the associated epistemic 
uncertainties.  
 Development of algorithms based on statistical control charts to interpret new sets of 
strain, temperature and traffic monitoring data and to detect abnormal behaviours. 
 Investigation of temporal and spatial requirements for monitoring campaigns devoted to 
fatigue life prediction based on the quantification of the potential epistemic uncertainty 
reduction through monitoring.  
 Investigation of the expected benefit of monitoring approaches in fatigue life prediction 
through a posterior decision analysis. 
1.5. Thesis outline 
The thesis is divided into eight chapters.  
Chapter 1 serves as an introduction to the work and describes the motivation, objectives, scope 
and organization of the research work.    
Chapter 2 summarizes the theoretical background used in Chapters 4 to 7. 
Chapter 3 contains a literature review of recent works within the research areas relating to the 
thesis. 
Chapter 4 proposes regression models for stress-related performance characterization of 
instrumented welded joints in orthotropic steel decks accounting for both environmental and 
operational loadings. Weighted least squares and Bayesian approaches are considered to estimate 
the model parameters using real monitoring outcomes from the Great Belt Bridge (Denmark). 
This chapter provides the fundamental mathematical tool enabling data-based approaches to local 
assessment and life prediction of monitored infrastructure assets.  
Chapter 5 explores the use of time series models to describe the processes of pavement 
temperatures and heavy vehicles counts based on monitoring data. Such models are required when 
addressing the remaining service life calculations which depend on the prediction of future states 
of both ambient and operational loadings.  
Chapter 6 deals with two main applications of SHM initiatives. The first concerns the life 
prediction of monitored structural components. A new monitoring-based methodology is 
developed to determine the remaining fatigue life of different welded details. The proposed 
approach consists of integrating the different data-based models developed and validated in 
Chapters 4 and 5 respectively within a probabilistic fatigue reliability framework to account for 
the effect of the uncertainties arising from the material properties and the damage model. The 
second part of the Chapter is devoted to the development of algorithms for the detection of 
abnormal responses. Such algorithms are based on the prediction bands of the regression models 
developed in Chapter 4 and are used to interpret new sets of monitoring data. From a conceptual 
perspective, Chapter 6 illustrates how useful information can be extracted from the data provided 
by monitoring systems. 
Chapter 7 addresses, from a wider perspective, three important issues relating to SHM approaches 
in general. Namely, how much data needs to be acquired (temporal requirements), at how many 
locations (spatial requirements) and what is the associated benefit of monitoring-based 
approaches to infrastructure management. These questions are tackled given the application 
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framework of this thesis, i.e. fatigue assessment of OSD. The first two questions are tackled by 
quantifying the potential epistemic uncertainty reduction provided by increasing monitoring 
datasets. The assessment of the expected benefit of monitoring-based approaches is based on a 
posterior decision analysis. 
Finally, Chapter 8 summarizes the main findings, discusses the originality and limitations of the 
work and outlines some general conclusions. It also includes recommendations for future research 
work.   
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2. Background Theory 
In order to make the present thesis as self-contained as possible, the theoretical background 
underpinning the different chapters is presented here. In particular, the state-of-the-art in the 
following relevant fields is reviewed concisely: the S-N approach to fatigue assessment, structural 
reliability analysis, Bayesian decision theory, parameter estimation techniques and time series 
modelling. 
2.1. S-N approach to fatigue assessment 
This section presents the formulation of the S-N fatigue assessment method, which will be further 
considered in Chapter 6. There exist other approaches to fatigue assessment which model 
explicitly the fatigue crack growth based on fracture mechanics principles, e.g. Linear Elastic 
Fracture Mechanics (LEFM) and Elasto-Plastic Fracture Mechanics (EPFM). Further details on 
these approaches can be found in Dowling (1999).  
2.1.1. Formulation 
An S-N curve is an empirical relationship between a constant amplitude stress range ∆σ applied 
cyclically to a specimen and the corresponding number of cycles to failure D
. The standard S-N 
formulation reads:  
D
 ⋅ Δk| = 7 (2.1) 
where 7 and @ are  material/specimen parameters. Equation (2.1) describes a linear dependence 
between log(D
) and log (Δk).  
The determination of the parameters of the S-N fatigue curves relies on the results from 
laboratory tests. A critical issue when analyzing S-N fatigue curves is the failure criterion, which 
is not always clearly defined and/or monitored and may vary from crack initiation to the existence 
of a through-thickness crack.    
In some cases, the S-N fatigue curve may consist of a multi-linear relationship of three segments 
according to the following expression:  
 D
 ⋅ Δk| = 7e                       D
 ≤ De D
 ⋅ Δk|  = 7L           De ≤ D
 ≤ DLD
 = ∞,                                  Δk ≤ Δk  
(2.2) 
where 7e, 7L, @e and @L are the material parameters, (De, ke) and (DL, kL) the points where the 
slopes of the S-N curves change, and Δk the fatigue limit. In principle, stress ranges below Δk 
can be repeated an infinite number of cycles without reaching failure. However, this strict 
interpretation of the fatigue limit needs to be quantified. In effect, the existence of some 
(occasional) stress ranges above Δk caused by infrequent loads can lead to the initiation of  a 
crack which can then be propagated by every stress cycle, thus removing the beneficial effect of 
the presence of Δk under idealized conditions (Dowling, 1999).  
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Figure 1 shows a schematic representation of a bi-linear S-N curve with a fatigue limit. 
 
Figure 1. Bi-linear S-N curve with a fatigue limit. 
Engineering designs are typically based upon the use of S-N curves for fatigue assessment. 
Calculation codes provide design S-N curves which correspond to a particular percentile of 
survival of the laboratory test results, see Figure 1. HSE (2001) compared S-N fatigue assessment 
methods as implemented in a variety of codes of practice. 
S-N curves can refer to nominal, hot spot or notch stresses, see Figure 2. Nominal stresses 
exclude all stress concentration effects due to the presence of welds and structural discontinuities. 
Typically, hot spot stresses account for the effect of structural discontinuities due to the geometry 
of the detail under consideration but exclude the highly localised effects of the welds. Notch 
stresses are peak stresses (e.g. in the root of a weld) which consider the stress concentrations 
caused by the presence of notches. Fricke (2003) reviewed the use of different stress definitions in 
S-N fatigue curves. 
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Figure 2. Nominal, hot-spot and notch stresses, (Rules for the Classification of Steel Ships, 2013). 
In the present thesis, the S-N curves defined in EN 1993-1-9:2005. Eurocode 3: Design of steel 
structures - Part 1-9: Fatigue (2005) have been considered for the calculations performed in 
Chapter 6. Those curves are given for a variety of welded details and are based on nominal 
stresses, which are the ones that can be derived from the strains monitored (see section 4.3.2.3) at 
the vicinity of welded joints of the OSD considered in this work (see Figure 12 and Figure 13).  
It is worth pointing out that welded details are especially prone to fatigue cracking due to the local 
stress concentrations and various imperfections arising from the welding process. Moreover, the 
high tensile residual stresses that can be present in such joints may lead to a situation where even 
compressive stresses also contribute to fatigue damage (Maddox & Richards, 1991).  
2.1.2. Palmgren-Miner damage accumulation law 
In most cases, fatigue prone details are subjected to variable amplitude loading instead of constant 
amplitude loadings, which are those applied in laboratory tests to derive parameters of S-N 
curves.  
Miner (1945) and Palmgren (1924) proposed the following accumulation law to account for the 
effect of varying stress ranges: 
D =  Δ11e  
(2.3) 
where  is the total fatigue damage caused by DE individual contributions Δ1. Each individual 
contribution corresponds to the effect of a single stress range, defined by:  
 
Δ1 = 1D
,1 (2.4) 
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where D
,1 is the number of cycles to failure of the ith stress range as per Equation (2.1).  
The failure of a detail is assumed to be reached when  equals 1. 
One important limitation of S-N, in contrast with LEFM, approaches to fatigue assessment is the 
inability to link  to any observable quantity related to the extent of fatigue damage, e.g. crack 
size. This limits the scope of S-N approaches in determining remaining fatigue lives, since the 
failure point is not strictly defined. More complex LEFM formulations can model explicitly the 
crack growth, integrate the outcome of inspections and model the effect of repair actions 
(Chryssanthopoulos & Righiniotis, 2006), resulting in more advanced assessment tools, which can 
be useful as a structure enters the latter part of its fatigue life.  
2.1.3. Cycle counting methods 
In order to apply the Palmgren-Miner damage accumulation law to a realization of a random 
stress process, it is necessary to determine the associated number of cycles and the corresponding 
magnitudes. Several cycle counting methods, such as peak counting, range counting, and rainflow 
counting can be applied. A review of such methods can be found in Madsen, Krenk, & Lind, 
(1986), where it was revealed that all the above methods provide the same result for both a pure 
sinusoidal stress loading and for an ideal narrow-band stress process. However, it was concluded 
through a comparison between test results and results predicted by the different cycle counting 
methods, that the rainflow counting method provides, in general terms, the best results.  
Moreover, the rainflow counting algorithm is the method specified in EN 1993-1-9:2005. 
Eurocode 3: Design of steel structures - Part 1-9: Fatigue (2005) for the determination of stress 
histograms from a stress sequence.  
Details on the rainflow counting algorithm used in the present thesis to determine the stress 
histograms in section 4.3.2.3 can be found in Standard Practices for Cycle Counting in Fatigue 
Analysis. Designation: E 1049-85 (1997). A review of the principles of the rainflow counting 
algorithm is found in Appendix A. 
2.2. Structural Reliability Analysis 
Due to the randomness associated with the loading acting on structures and with their resistance 
properties, geometry, etc… the performance of structural systems can be regarded as a random 
variable.  This is the motivation for the introduction and use of probabilistic methods in assessing 
structural systems. Structural Reliability Analysis (SRA) aims at estimating the probability of 
failure of a structural component or system, provided an appropriate mathematical representation 
of the failure mechanism and the threshold that separates safety from failure is available. In 
addition, information is also required for the probabilistic modeling of the pertinent random 
variables. SRA has been applied to a wide range of structural components and systems, found in 
offshore, nuclear and civil infrastructure.  
The present section provides an overview of the general formulation of structural reliability 
problems and the associated techniques for calculating the probabilities of failure, which will be 
further considered in the Chapter 6. 
Further details concerning the theoretical foundation of SRA and its development can be found in 
Madsen et al. (1986) and Melchers (1999).  
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2.2.1. The Cornell reliability index 
Cornell (1969) defined a safety margin B  as the difference between a resistance H  and the 
associated loading effect T:  
M = R − S (2.5) 
where H and T, and hence B, are random variables.  
Positive values of B correspond to the safe domain in contrast with the failure domain (B ≤ 0). 
Assuming independent normally distributed random variables, the mean R  and the standard 
deviation k of B can be calculated as: 
μ = μ − μ (2.6) 
σ = (kL + kL).+ (2.7) 
where R, R, k and k are the mean and standard deviation of H and T respectively. 
The same author defined the following reliability index F:  
F = Rk  (2.8) 
For the particular case of H and T  being normally distributed and independent (see Figure 3), the 
Cornell reliability index, F, leads to the probability of failure (-[B ≤ 0]) through the following 
expression:   
-# = -(B ≤ 0) = Φ − Rk = Φ(−F) (2.9) 
where Φ(⋅) is the cumulative distribution function (CDF) of a standard normal random variable.  
A major drawback of the Cornell reliability index is that it is not invariant with respect to the 
formulation of the safety margin, for the general case where the margin is non-linear. In order to 
overcome this limitation, Hasofer & Lind (1974) proposed a different expression for the reliability 
index, from which an estimation of the probability of failure was possible. 
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Figure 3. PDF of R, S and g=R-S, normal case.  
In order to illustrate the concept of the reliability index introduced in this section, let us consider, 
as an example, the case of a steel bar subjected to an axial load in the field. To account for the 
variability in both the load and the resistance of the bar it is assumed, for simplicity, that those 
parameters are independent, normally distributed random variables, as represented in Figure 3.  
Table 1 summarizes the probabilistic modelling for both resistance and load variables.  
    
Random variable Distribution type Mean value Standard deviation 
Axial force, S [kN] Normal R = 55 k = 4.4 
Resistance, R [kN] Normal R = 70.5 k = 3.8 
Table 1. Probabilistic modelling for both resistance and load variables. 
Equations (2.6) to (2.8) can be used to calculate the Cornell reliability index given the numerical 
values defining the probabilistic model in Table 1: 
F = RqRkL − kL =
70.5 − 55√4.4L + 3.8L = 2.67 (2.10) 
Then, given that H and T are normal and independent random variables, the probability of failure 
can be evaluated using Equation (2.9): 
-# = Φ(−F) = Φ(−2.67) ≅ 3.8 ⋅ 10qf (2.11) 
The calculated probability of failure can be interpreted as the expected frequency of bar failures. 
In other words, if 1,000 identical bars were present in a structure and were described by the 
probabilistic model in Table 1, 3.8 would be expected to fail.  
In turn, the reliability index F can be interpreted as an alternative measure of the probability of 
failure, according to Equation (2.9). 
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2.2.2. General formulation 
The reliability indices outlined in the previous section are only exact when the basic random 
variables are independent and normally distributed. This condition is rarely fulfilled in real 
engineering applications.  
Let us consider a function <(P) defining the failure set as the region with values P satisfying <(P) ≤ 0, where P is a vector of random variables. <(P) is known as the Limit State Function 
(LSF). The LSF can be regarded as a generalization of the safety margin presented in Equation 
(2.5). For instance, the LSF associated with the example presented in the previous section is the 
difference between the resistance of the bar (R) and the applied axial force (S). Such function is 
negative when the axial force exceeds the resistance of the bar. Examples of LSFs within the 
context of civil infrastructure include, among others, serviceability limit states, ultimate limit 
states and fatigue limit states.  
Considering the formulation presented in the previous paragraph, the probability of failure -[<(P) ≤ 0] can be calculated as: 
-# = -(<(P) ≤ 0) =  9P(P)XP(P)  
(2.12) 
where  9P(P) is the joint PDF of the basic random variables P. However, this multi-dimensional 
numerical integration is difficult to perform in many cases. Therefore, approximate methods have 
been developed as summarized in the following section. Such methods allow the estimation of the 
failure probability for different deterioration mechanisms and/or modes of failure.  
Once the -# is estimated, it can be used to determine the reliability index  defined as 
 ≅ −Φqe(-#) (2.13) 
which is often used as an alternative indicator for the outcome of a SRA. However, in some of the 
methods described below (e.g. FORM/SORM), the reverse process is followed: i.e. the reliability 
index is calculated first and then the -# is found from 
-# ≅ Φ(−)  (2.14) 
As seen in Equation (2.13),  increases non-linearly with decreasing values of -#. Table 2 shows 
typical values of -# together with their corresponding  values.  
       -# 10qe 10qL 10qf 10q 10q+ 10q 10q  10q¡  1.28 2.33 3.09 3.72 4.27 4.75 5.20 5.61 
Table 2. Values of ¢£ and corresponding ¤.  
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2.2.3. Calculation methods 
In general, there are few cases where an analytical solution exists to compute the integral in 
Equation (2.12). Several calculation alternatives can be used when an analytical approach is not 
possible. Such alternatives can be classified into numerical integration, numerical approximations 
(First-Order Reliability Method, FORM, and  the Second-Order Reliability Method, SORM) and 
methods based on Monte Carlo Simulation (MCS). 
Numerical integration schemes, despite being easy to implement, are associated with low 
efficiencies for increasing dimensionality of the random variable vector P. This renders such 
approaches inadequate for many problems.  
The underlying idea behind the FORM numerical approximation scheme consists of two separate 
steps. Firstly, the set of random variables P is transformed from their original space to a space of 
standard, independent and normal random variables (¥), see Figure 4. This can be achieved by 
applying the Rosenblatt (Hohenbichler & Rackwitz, 1981) or the Nataf (Der Kiureghian & Liu, 
1986) transformations. Then, the concept developed by Hasofer & Lind (1974) consisting of 
determining the closest point, also referred as the design point, from the origin of the U-space to a 
linearized expression of the LSF is performed via an optimization algorithm. The distance from 
the origin to the design point is an estimate of the reliability index   which can be used to 
calculate the probability of failure according to Equation (2.14), see Figure 4-b. The SORM 
approximation makes a second order approximation of the LSF at the design point.  
 
 
Figure 4. Joint PDF and LSF: original space (a) to normal U-space (b). 
An alternative to FORM/SORM approaches are MCS methods. The  principle of MCS methods is 
to generate several realizations of the random variable vector P by sampling from their joint PDF 
and evaluate at each iteration whether the simulated realization of P leads, or not, to a violation of 
the LSF <(P1 ≤ 0), see Figure 5. Figure 6 provides a conceptual flowchart of the different steps 
required in a MCS approach. 
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Figure 5. Conceptualization of MCS. 
MCS provides an alternative calculation method to determine the value of the integral in Equation 
(2.12): 
-#¦ = 1DF =[P1 ∈ #: <(P) ≤ 0] (2.15) 
where -#¦ is an estimator of -#, DF the sample size of the MCS, P1 a realization of the vector of 
random variables, and = the indicator function which equals 1 if  P1 ∈ # and 0 otherwise.   
The expected value and variance of the estimator  -#¦ read:  
$)-#¦* = $ © 1DF  =)P1 ∈ #: <(P) ≤ 0*
ª«
1e ¬ =  =)P ∈ #* ⋅ 9_(P)XP
=  9_(P)XP = -#­®  
(2.16) 
'()-#¦* = '( © 1DF  =)P1 ∈ #: <(P) ≤ 0*
ª«
1e ¬ = 1DF Var ²=)^1 ∈ #*³ → 0 'I D → ∞ (2.17) 
The estimator presented in Equation (2.15) is unbiased and its variance tends to zero as the 
sample size DF of the MCS increases. 
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Figure 6. Conceptual flowchart of MCS. 
The main drawback of MCS methods is that their sample size DF can be very high when dealing 
with problems associated with low probabilities of failure. Broding, Diederich, and Parker (1964) 
proposed an estimate of the MCS sample size for a confidence level  in the failure probability -# 
as:  
DF > −ln (1 − )-#  (2.18) 
As it can be seen from Equation (2.18), crude MCS can be highly inefficient. Importance 
sampling techniques can be used to overcome the abovementioned situation, further details of 
those techniques can be found in  Melchers (1999).  
2.2.4. S-N Fatigue Reliability 
Chryssanthopoulos & Righiniotis (2006) reviewed different formulations of the LSF for a fatigue 
limit state following both S-N and LEFM approaches. According to the above mentioned 
reference, the sources of uncertainties in an S-N fatigue analysis can be divided into three 
different categories: the uncertainty associated with the derivation of the S-N curves, those related 
to the Palmgrem-Miner's accumulation law and those pertinent to the loading process. 
The uncertainty in S-N curves is typically characterized by performing laboratory tests on 
nominally identical specimens subjected to a constant stress range  Δk. Results from numerous 
such tests reveal that the realizations of the number of cycles to failure D
 at any constant ∆σ 
exhibit a variability that can be described by a lognormal distribution. A common approach for 
modelling the abovementioned source of uncertainty is to consider the parameter @ in Equation 
(2.1) as deterministic and model the parameter 7 by a lognormal distribution (JCSS, 2007). 
S-N curves are used in combination with the Palmgren-Miner damage accumulation law, see 
section 2.1.2, to account for the effect of variable amplitude loading. Several studies (e.g. 
-#¦ = D
/D  
D
 = D
 + 1 
PDF of random variables 9P(P) 
Random sampling of P1  ·^e, … , #^¹1 
NMC  
simulations 
 <(P1) ≤ 0 ? 
Definition of sample size of MCS, DF  
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Wirsching and Chen 1988) have ascertained that the Palmgren-Miner value at failure, Δ , is 
subjected to a high variability. This can be partly understood by the existence of sequence effects, 
i.e. the order that different stress cycles are experienced by a structure, which are not accounted 
for in the Palmgren-Miner law; another reason is the ambiguity in the definition of a failure 
criterion. Taken together, both these factors lead to a model uncertainty associated with the 
Palmgren-Miner law expressed in terms of a bias and a measure of dispersion. 
Finally, the uncertainty on the stress ranges arises from the underlying variability of the particular 
loading process under consideration (e.g. vehicle, wind, wave loads). In an S-N approach to 
fatigue assessment, the fatigue loading can be characterized by the quantity (Chryssanthopoulos 
& Righiniotis, 2006):  
ºz =  Δ1e σ»| 
(2.19) 
where Δk1  is the stress range corresponding to the ith cycle out of N and m the S-N fatigue 
parameter. ºz may be modelled by a probability distribution. For narrow banded Gaussian stress 
processes, it can be shown that the stress ranges follow a Rayleigh distribution (JCSS, 2007). In 
such cases, the expectation of Δk| reads: 
$[Δk|] = ¼2k√2½|Γ(m/2) (2.20) 
where k is the standard deviation of the Gaussian stress process and Γ(⋅) is the Gamma function. 
In the case of broad banded stress processes, the determination of stress cycles is more complex 
and requires the application of a cycle counting method, see section 2.1.3. Zhao et al. (1990) 
proposed a 5-parameter mixed Weibull distribution to model stress ranges of broad banded 
processes. As an alternative approach, Tong Guo & Chen (2011) modelled the equivalent stress 
ranges TUV induced by traffic loads by a log-normal distribution, where:  
TUV = ¿1D  Δk1|

1e À
e/| (2.21) 
With regard to the definition of the LSF in the context of fatigue assessment, JCSS (2007) 
proposes the following expression:   
<(P, ) = Δ − () (2.22) 
where Δ is the random variable describing the Palmgren-Miner's sum at failure and () the S-N 
fatigue damage, see Equation (2.3), at time . () can be described by means of a probabilistic 
expression to account for the uncertainties in the loading process described above (e.g. material 
parameter A and the term ºz ). Equation (2.22) is an example of a time-varying structural 
reliability problem, since the loading term varies with time. 
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2.3. Bayesian decision theory 
Bayesian decision theory is considered in Chapter 7 to assess the benefit of monitoring-based 
approaches to infrastructure management 
Bayesian decision theory offers a mathematical framework for making engineering decisions 
under uncertainty. Such types of decisions are often the focus of engineering problems where 
designs, maintenance, repair actions, etc… need to be undertaken under the presence of multiple 
uncertainties. The final goal of Bayesian decision analysis is to select those alternatives that 
minimize the expected undesirable consequences (or maximise the expected benefits) of any 
combination of decisions and events. The extent of such consequences is quantified by a measure 
called utility which is often expressed in monetary terms. In the present thesis, positive utilities 
represent costs. 
Bayesian decision analysis can be classified into prior, posterior and pre-posterior depending on 
the type of information available at the decision-making point.  
Further details on decision analysis can be found in Benjamin & Cornell (1970) and Raiffa & 
Schlaifer (1961). 
2.3.1. Prior decision analysis 
Prior decision analysis assesses the expected utility $′[[ ∣ '1]  of each decision alternative '1 
given the prior probabilities -Â¼J8 ∣ '1½ of the different possible outcomes J8 of the state of the 
nature Θ conditional on '1. The best decision alternative in a prior decision analysis can be found 
as: 
$[[] = min1 $ÄÂ [[('1 , J8)] (2.23) 
$′[⋅] refers to the expectation operator using prior information. 
Figure 7 illustrates a decision tree associated with a prior decision analysis.    
 
Figure 7. Illustration of a prior decision problem. 
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2.3.2. Posterior decision analysis 
Posterior decision analysis deals with the case where new information is available and can be 
used to calculate the posterior probabilities -Â′¼J8 ∣ '1½ of the different possible outcomes J8 of 
the state of the nature Θ  conditional on '1  following the Bayes theorem. The posterior 
probabilities are then used to compute the expected utilities of the different decision alternatives. 
In an analogous way as in the prior analysis case, the best decision alternative is found as:  
$[[] = min1 $′ÄÂ [[('1, J8)] (2.24) 
$′′[⋅] refers to the expectation operator using posterior information. 
Figure 8 illustrates a decision tree associated with a posterior decision analysis.    
 
 
Figure 8. Illustration of a posterior decision problem. 
2.3.3. Pre-posterrior decision analysis 
Pre-posterior decision analysis can be regarded as a posterior analysis carried out considering the 
outcome b of experiments Å before they are actually carried out. Pre-posterior decision analysis is 
used to compare the cost of acquiring new information through experiments (in the context of 
civil engineering such experiments can be inspection or structural monitoring) with the benefit 
from the information they provide.  
In a pre-posterior decision analysis the best decision alternative is given by: 
$[[] = minV $Æ∣ÇÂ [minÈ  $ÂÄ∣ÆÂ [[(Å, b, ', J)]] (2.25) 
Figure 9 illustrates a decision tree associated with a pre-posterior decision analysis.    
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Figure 9. Illustration of a pre-posterior decision problem. 
2.4. Parameter Estimation Techniques 
Parameter estimation techniques are considered in Chapter 4 to determine the parameters of 
regression models characterizing the normal correlation pattern between different monitoring 
outcomes.  
2.4.1. Weighted Least Squares Estimation 
Consider the following equation:   
N = J + Je^e + ⋯ + JÊ^Ê + l (2.26) 
where y is an observed dependent variable, ^e, … , ^Ê  are -  independent predictor variables, J, … , JÊ, model parameters and l a random error term. The family of models represented by 
Equation (2.26) are referred to as multiple regression models and aim at describing how a 
dependent variable N depends (linearly) on the set of independent variables ^e, … , ^Ê.  
Suppose that C (C > - + 1) sets of observations (N1 , ^1e, … , ^1Ê) are available: 
Ne = J + Je^ee + ⋯ + JÊ^eÊ + leNL = J + Je^Le + ⋯ + JÊ^LÊ + lL…NË = J + Je^Ëe + ⋯ + JÊ^ËÊ + lË 
(2.27) 
The objective of a parameter estimation problem consists of estimating the vector of model 
parameters  J, … , JÊ given the system of linear equations described by Equation (2.27).  
Within a least-squares approach to parameter estimation problems, J, … , JÊ can be determined 
by minimizing the sum of squares of the model residuals: 
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Z¼J,…,θÊ½ =  ÍN1 − J −  J8^18Ê8e Î
LË
1e  
(2.28) 
with respect to J, … , JÊ.  
The system of equations in (2.27) can be expressed in a matrix form as: 
a = _o + m    (2.29) 
where: 
a =   ÏNeNL⋮NËÑ _ = ÒÓ
ÓÔ1 ^ee ^eL … ^eÊ1 ^Le ^LL … ^LÊ⋮ ⋮ ⋮ ⋮1 ^Ëe ^ËL … ^ËÊÕÖ
Ö× 
(2.30) 
(2.31) 
 
o =   Ï JJe⋮JË Ñ m =   Ï
lelL⋮lË Ñ 
(2.32) 
(2.33)  
The least squares estimator of o in Equation (2.29) can be calculated as: 
o =   ¼_Ø_½qÙ_Øa (2.34) 
Under the assumptions of independence, normality and homoscedasticity of the error term, the 
least squares estimate of the model parameters is unbiased and efficient. Further, the estimates for 
the different standard errors are unbiased.  
When the constant variance assumption is violated, the least squares estimates of the model 
parameters are still unbiased, although they are no longer efficient and the estimates of the 
standard errors are biased. This results in biased estimates of confidence intervals, confidence 
bands and prediction intervals, which are defined in Equations (2.39) to (2.47) for a Weighted 
Least Squares (WLS) formulation.  
The problem of heteroscedasticity mentioned above can be tackled considering a WLS approach 
to parameter estimation consisting of giving weights to the summation terms in Equation (2.28) in 
order to estimate o by minimizing:  
ZM¼J,…,θÊ½ =  \1 ÍN1 − J −  J8^18Ê8e Î
LË
1e  
(2.35) 
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where \1 > 0 are the weights, which are inversely proportional to the variance associated with 
the ith observation: 
\1 ∝ k1qL (2.36) 
Following a matrix notation, the estimator of the vector of model parameters o can be calculated 
as: 
o =   ¼_Ø]_½qÙ_Ø]a (2.37) 
where ] is the (C^C) weight matrix:  
] = Ï\e 0 … 00 \L … 0⋮ ⋮ ⋱ ⋮0 0 … \ËÑ 
(2.38) 
The confidence intervals of the different model parameters can be determined as:  
J8,eqr = J8 ± ËqÊqe,eqrL ⋅ I(J8) (2.39) 
where J8,eqr is the 100(1 − d)% confidence interval of the estimated parameter J8, W#,eqÝ  the (1 − d/2)  percentile of a t-distribution with X9  degrees of freedom and I(J8)  the estimated 
standard error of J8, see Equation (2.40). 
I¼J8½ = IM ⋅ ¼Þ8ße,8ße½,+ (2.40) 
IML = (a − _o)A](a − _o)C − - − 1  (2.41) 
Þ8ße,8ße = (_A]_)8ße,8ßeqe  (2.42) 
where IML  is the weighted residual variance and Þ8ße,8ße  the (à + 1, à + 1)  component of the 
matrix in Equation (2.42). 
Confidence limits on the mean value of N at a given PQ, RS ∣PQ, also known as confidence bands, 
can be computed by the following expression:  
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RS ∣PQ = PQo ± ËqÊqe,eqrL ⋅ I(NOPQ) (2.43) 
PQ = [1 ^e … ^Ê]A (2.44) 
IL¼NOPQ½ = PQØ¼_Ø]_½qePQ ⋅ IML  (2.45) 
where PQ is a given vector of independent variables in which  RS ∣PQ is calculated and I(NOPQ) is an 
estimate of the standard error of RS ∣PQ.  
Confidence limits on the value of a new N at a given PQ, also known as prediction bands, are 
given by the equation:  
NPQ = PQo ± ËqÊqe,eqrL ⋅ IK (2.46) 
ILK = IML\PQ + IL¼NOPQ½ = IML ⋅ á 1\PQ + PQØ¼_Ø]_½qePQâ (2.47) 
where IKL  is an estimator of the total variance of NPQ and \PQ the weight corresponding to PQ.  
For a complete overview of the theory associated with regression analysis, the reader can refer to 
Draper & Smith (1981) and Kleinbaum, Kupper, & Nizam (2008). Application examples of 
weighted least squares can be found in Steliopoulos & Stickel (2007) and in Zorn, Gibbons, & 
Sonzogni (1997).  
2.4.2. Bayesian Parameter Estimation 
In a Bayesian approach to parameter estimation, the model parameters o  are considered as 
random variables characterized by their joint Probability Distribution Function (PDF). An 
important advantage of Bayesian techniques is that they allow for incorporating prior information 
about the model parameters in the estimation process. This is especially relevant with scarce 
observations (Ghosh et al. 2006). 
 
 
 
 
 
 
 
Background Theory 2.4 Parameter Estimation Techniques
 
28  Department of Civil and Environmental Engineering –University of Surrey
 
The posterior distribution of model parameters 9′′( o ∣ G ) can be updated in the light of new 
observations through application of the Bayes’ rule: 
9′′( o ∣ G ) = >( G ∣ o ) ⋅ 9′(o)-(G)  (2.48) 
where: 
 
-(G) =  >( G ∣ o ) ⋅ 9′(o)ßãqã Xo 
(2.49) 
The different terms in Equation (2.48) are defined below. 
 G is the vector of observations which can be divided into a vector P of input variables to a 
particular model and into their corresponding vector of independent responses a.  
 = [P a]A (2.50) 
 9′(o) is the prior joint distribution of the vector of model parameters o.  
 >( G ∣ o ) is the likelihood function of observing the data vector G conditional on o. The 
likelihood function is defined by the particular model formulation considered. A common 
approach to define >( G ∣ o ) (Li, Zhang, & Wang, 2011; Perrin, 2007; Rabiei, 2011) is to 
use the PDF  9ä(o) of the model error l: 
l = NKåæ − NÊUVW(o, P) (2.51) 
l ∝ 9ä(o) (2.52) 
where NKåæ  is the observed dependent variable and NÊUVW(ç, è)  the corresponding model 
prediction.  
Under the assumption of independent and identically distributed (i.i.d.) errors, >( G ∣ o ) can be 
computed as:  
>( G ∣ o ) ∝ é 9ä(o, G1)Ë1e  (2.53) 
 -(G) is a normalizing constant to ensure that the integral of the posterior distribution of 
the model parameters equals one. 
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Apart from particular cases where analytical solutions to determine -(G) exist, the calculation of 
the normalizing constant is a complex task and requires the use of numerical approaches.  
Markov Chain Monte Carlo (MCMC) methods are a family of numerical approaches that can be 
used to compute the posterior distribution of model parameters o given the observed data  G. The 
underlying mechanism of MCMC algorithms consists of generating realizations of a Markov 
chain which, after a number of iterations, converges to the desired distribution. Such chains can 
be used for inference via summary statistics (e.g. posterior mean, posterior quantiles, etc.) of the 
marginalized posterior distribution of the model parameters. An important issue of MCMC 
approaches is to assess the convergence of the simulated chains (Brooks & Roberts, 1998) and to 
determine appropriately the length of the burn-in period, that is, the length of the first samples to 
disregard because they are not representative of the steady state of the target posterior distribution 
of the model parameters. 
Further details on MCMC methods can be found in Hastings (1970) and Gilks et al. (1996). 
Gelman, Rubin, Stern, & Garlin (1995) provides an overview of Bayesian analysis. Application 
examples of Bayesian techniques within the field of SHM can be found in Rafiq (2005), Strauss, 
Frangopol, & Kim (2008a) and Okasha & Frangopol (2012). Spiegelhater, Thomas, Best, & Lunn 
(2003) provides an overview of WinBugs, a software for Bayesian analysis based on MCMC 
methods that has been used in the present thesis.  
2.5. Time series modeling  
This section presents a concise description of time series modelling techniques, which are used in 
Chapter 6 to characterize the processes of pavement temperatures and heavy traffic counts in the 
context of fatigue assessment.  
An introduction to time series modelling can be found in Chatfield (2004) and more advanced 
topics are discussed in Wei (2005). 
2.5.1. Autoregressive models 
A time series ` is said to be an autoregressive (AR) random process of order - if it satisfies the 
following expression: 
` = ve`qe +⋅⋅⋅ +vÊ`qÊ + l (2.54) 
where ve, … , vÊ  are the -  coefficients of the AR model and l  a random process error term 
normally distributed.  
As described by Equation (2.54), the present values of an AR process are described by a linear 
combination of its own previous - values. Much of the classical theory of regression analysis can 
be used to determine the paramaters of an AR process (Chatfield, 2004). In effect, AR models can 
be regarded as multiple regression models where the independent variables are past values of `.  
The backward shift operator  is usually used to describe time series models.  
8` = `q8 (2.55) 
Background Theory 2.5 Time series modeling
 
30  Department of Civil and Environmental Engineering –University of Surrey
 
Then, Equation (2.54) can be rewritten as: 
v()` = l (2.56) 
where v() is a polynomial of order - in B.  
v() = 1 − veB −⋅⋅⋅ −vÊBÊ (2.57) 
Two functions are commonly used to characterize time series models, namely the autocorrelation 
function (ACF) and the partial autocorrelation function (PACF).  
The ACF function ,(u) of a random process is defined as the ratio between the autocovariance 
coefficient at lag u, i(u), and the corresponding value at lag 0:   
,(u) = i(u)/i(0) (2.58) 
i(u) = $[(` − R)(`ßë − R)] (2.59) 
where $[⋅] is the expectation operator and R the first moment of the random process.   
The PACF, hereby denoted as d(u), measures the autocorrelation between two observations ` 
and `ßë not accounted for by the autocorrelation at lags 1 to u − 1 inclusive. For the calculation 
details of the PACF, the reader can refer to Box, Reinsel, & Jenkins (2008). 
AR processes present ACFs that tail off gradually and PACFs that cut off after - lags. Thus, 
PACFs can be used to determine the order of AR processes. 
2.5.2. MA models 
A time series ` is said to be a moving average (MA) random process of order ì if it satisfies 
the following expression:  
` = l + elqe +⋅⋅⋅ +ílqí (2.60) 
where e, … , í  are the ì  coefficients of the MA model and l  a random process error term 
normally distributed. Equation (2.60) may be rewritten in a compact form as:  
` = ()l (2.61) 
 
 
where: 
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() = 1 + eB +⋅⋅⋅ +íBí (2.62) 
In contrast with AR models, present values of MA processes are defined as a linear combination 
of its previous random error terms l, see Equation (2.60). Such error terms are unobserved since 
they depend on the model parameters to be estimated. This turns the process of fitting MA models 
more complex than for the case of AR, and requires the use of iterative algorithms (Box et al., 
2008). 
In terms of model identification and order selection, MA processes are associated with PACFs 
that tail off gradually and ACFs that cut off after ì lags. Hence, the ACF can be used for selecting 
the order of MA processes. In this regard, ACF and PACF play reverse roles in the case of AR 
and MA processes.  
2.5.3. ARMA models 
AR and MA models can be combined in what is known as autoregressive moving average 
(ARMA) random processes defined by -  AR terms and ì  MA terms. ARMA models are 
described by the following expression: 
` = ve`qe +⋅⋅⋅ +vÊ`qÊ + l + elqe +⋅⋅⋅ +ílqí (2.63) 
In a compact form:  
v()` = ()l (2.64) 
Both the ACF and PACF of ARMA processes tail off gradually. Iterative algorithms are required 
to estimate the parameters of ARMA models in a similar way as for the case of MA processes.  
2.5.4. Regression models 
The regression approach to time series modeling aims at describing the values of a time series ` 
by a set of explanatory variables c1, instead of by a weighted sum of its past values (e.g. AR 
models). A regression approach to time series modeling can be formulated as:  
` = J + θeZe, +⋅⋅⋅ +θïZï, + ϵñ (2.65) 
where J1 are the ò parameters of a multiple regression model, c1, the ith explanatory variable and l the regression error at time t. In some cases, it may be convenient to use dummy variables as 
explanatory variables c1, (Cools, Moons, & Wets, 2009). 
A common issue while modeling time series by regression models is that the resulting error terms 
can be correlated. This can be of importance if the purpose of the regression model is explanatory, 
because the estimated standard errors are no longer unbiased. As a result, the confidence intervals 
and the statistical tests on model parameters are strictly invalid, although the estimated regression 
coefficients are still unbiased (Van Den Bossche, Wets, & Brijs, 2004). A common way to tackle 
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the autocorrelation structure in the time series of the regression residuals is to model them by an 7HB7(-, ì) model:  
` = J + θeZe, +⋅⋅⋅ +θïZï, + ()v() ϵñ (2.66) 
2.5.5. Non-stationary series 
Most time series theory applies to stationary series (e.g. AR, MA and ARMA models). A time 
series is said to be stationary if the joint distribution of `(e), … , `(ó) is the same (e.g. constant 
mean and variance) as the joint distribution of `(e + u), … , `(ó + u), (Chatfield, 2004). 
In reality, time series can be non-stationary due, for instance, to fluctuations on the mean and/or 
the standard deviation of the series. Such changes can be caused by either global trends in the data 
or by cyclical changes caused by seasonal effects (e.g. mean air temperatures throughout a year). 
In such cases, a prerequisite in order to apply the theory of stationary time series consists of 
transforming the non-stationary series into a stationary one.  
A common approach for removing the trend in non-seasonal time series is to consider their 
differences as:  
∇` = ` − `qe (2.67) 
If the time series contains seasonal effects, a possible approach for eliminating them is to 
difference the series according to the associated seasonal lag s: 
∇ô` = ` − `qæ (2.68) 
Differenced stationary time series can be fitted, in general, by ARMA models. This is known as 
autoregressive integrated moving average (ARIMA) models, since the stationary fitted model has 
to be summed (integrated) to calculate the non-differenced original series.   
Another approach for transforming non-stationary time series into stationary time series is to de-
seasonalize the original data by subtracting the calculated seasonal mean and dividing by the 
corresponding seasonal standard deviation. Stationary time series theory can then be applied to 
deseasonalized series.  
More advanced methods for dealing with non-stationary series are found in Yaffee & McGee 
(2000). 
2.6. Model selection 
Different competing models can exist within a given model family to describe a particular dataset 
and to predict new values. In consequence, some formal tools are required to select the model 
performing the best. This process is usually carried out by determining the model that optimizes a 
particular indicator defined as a function of the dataset and the model parameters under 
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consideration. The present section presents some performance indicators that can be used for 
model selection  purposes (both regression models, Chapter 4, and time series models, Chapter 5). 
2.6.1. Akaike Information criterion 
The Akaike Information Criterion (AIC) is defined as: 
7= = −2 ⋅ ln(@'^. õöòÅõöℎ÷÷X) + 2( (2.69) 
where ( is the number of independent parameters of the model and C the number of data points 
considered in the model.  
The AIC consists of two terms. The first term (maximum likelihood term) accounts for the 
goodness of the model fit, whereas the second term penalizes the model complexity measured by 
the number of model parameters, thus avoiding potential overfitting situations.  
Up to an arbitrary constant, and under the hypothesis of normal distributed and homoscedastic 
model errors, the AIC can be approximated as:  
7= = C ⋅ ln ¿∑ ¼NKåæ − NÊUVW½LË1e C À + 2( (2.70) 
where NKåæ  are the observed dependent variables and NÊUVW  the corresponding model-based 
predictions.  
Model selection can be performed on the basis of minimum AIC values.  
The AIC is biased for small samples. Hence, a bias corrected version referred as AICc is preferred 
over the classical formulation, see Burnham & Anderson (2002).  
7=E = 7= + 2( ⋅ (( + 1)C − ( − 1  (2.71) 
2.6.2. Mean Square Error 
The Mean Square Error (MSE) quantifies the average squared error obtained within a given 
dataset.  
BT$ = 1C ¼NKåæ − NÊUVW½L
Ë
1e  (2.72) 
The MSE quantifies in absolute terms a measure of the goodness of fit of a model. Lower MSE 
values imply more accurate models.  
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2.6.3. Mean Absolute Percentage Error 
The Mean Absolute Percentage Error (MAPE) quantifies the average absolute error expressed as 
a percentage. 
B7ù$ = 1C  úNKåæ − NÊUVWNKåæ ú ⋅ 100
Ë
1e  (2.73) 
The MSE quantifies in relative terms a measure of the goodness of fit of a model. Lower MAPE 
values imply more accurate models.  
In contrast to the AIC and AICc, neither the MSE nor the MAPE consider any penalties arising 
from increasing the model complexity. 
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3. Literature Review 
This chapter presents a literature review of recent studies within the areas relating to this thesis. 
First, the field of SHM is reviewed with special attention given to its application in deteriorating 
civil infrastructure assets, in particular long-span bridges. Then, emphasis is given to the fatigue 
behaviour of orthotropic steel decks and to the use of monitoring data within structural reliability 
applied to fatigue assessment. Finally, research is reviewed targeting (i) the definition of 
requirements for monitoring campaigns, (ii) the integration of monitoring outcomes within bridge 
management strategies, and (iii) the time series modelling of pavement temperatures and traffic 
counts.  
3.1. Structural Health Monitoring 
The process of determining and tracking the integrity of a structure, assessing the existence and 
nature of damage and estimating its remaining life is referred to as Structural Health Monitoring  
(SHM) (Chang et al., 2003). In general, this is achieved by processing data recorded by sensors 
and developing algorithms to obtain information concerning both current and future conditions of 
a structure. 
Rytter (1993) classified the SHM tasks in four different levels: i) detection (identify the existence 
of damage), ii) localization (identify the location of damage), iii) assessment (estimate the 
magnitude of the damage) and iv) prediction (estimate the remaining service life). Worden, 
Farrar, Manson, & Park (2007) proposed a series of general principles or fundamental axioms to 
SHM based on a review of SHM works.Those axioms included, among others, the fact that all 
materials have some defects, that the identification of damage requires a comparison between two 
system states, that sensors cannot measure damage directly but data that needs to be interpreted 
and that the more sensitive a measurement is to damage, the more sensitive it is to environmental 
and operational effects.  
It is difficult to determine exactly the origin of SHM. In effect, the abovementioned tasks have 
been tackled in a qualitative manner (e.g. by performing visual inspection) for a long time. 
Undoubtedly, the increased attention devoted to SHM has been motivated by technological 
advances enabling the acquisition of reliable and quantitative data via the use of sensors. Farrar et 
al. (2004) provides an overview of  the literature in the area of SHM up to that point in time.   
SHM applications can be found in the field of mechanical and aerospace engineering, as well as 
in civil infrastructure. In the area of mechanical structures, many studies deal with rotating 
machinery (Randall, 2004). The success of SHM within this field can be attributed to several 
factors (Farrar & Worden, 2007): i) well-known operational and environmental conditions and 
damage mechanisms at particular locations, ii) large datasets available, and iii) quantifiable 
economic benefits. In the aerospace community, SHM started to be explored in the late 1970s 
through vibration-based approaches for damage detection associated with the development of 
space shuttles (Farrar & Worden, 2007). As an example, Boller & Buderath (2007) discusses the 
potential of SHM approaches in the area of fatigue assessment of aerospace infrastructure. Since 
the early 1980s, vibration-based approaches to SHM have been introduced to a number of civil 
infrastructure, including bridges and offshore oil platforms (Kirkegaard, 1991). More recently, 
Brownjohn (2007) reviewed SHM applications in a variety of infrastructure assets including 
dams, offshore structures, bridges and tunnels, buildings and towers, as well as nuclear 
installations. 
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In general, SHM approaches can be classified according to two main criteria, see Figure 10. On 
the one hand, they can be subdivided into global or local approaches (Chang et al., 2003). Global 
approaches aim at detecting and locating damages by comparing the dynamic properties (e.g. 
natural frequencies and mode shapes) of a structure obtained at different times with those 
corresponding to a normal condition. The underlying idea is that any deterioration or damage in a 
structure will have an impact on its dynamic properties. Examples of global approaches to SHM 
applied to bridge structures can be found in Brownjohn et al. (2010), Feltrin, Jalsan, & Flouri 
(2013) and Peeters & Roeck (2001). Such approaches have been successful when the extent of the 
damage was substantial (Siringoringo, Fujino, & Nagayama, 2011). Local approaches can be 
implemented  on particular components with known deterioration/damage mechanisms occurring 
at pre-determined loactions. Hence, they  aim at quantifying rather than locating 
deterioration/damage in a structure. Examples of local approaches to SHM can be found in 
Casciati (2010), Ding & Li (2011) and Iwasaki et al. (2005). 
Through a different perspective, SHM methods can be divided into physical-based (also known as 
model-based, Worden and Manson 2007) and data-based approaches. Model-based approaches 
rely on an initial physical representation/model of a structure (e.g. a FE model) the parameters of 
which can be updated given the data provided by sensors. In contrast, data-based approaches 
involve the development of a statistical model which is not physically related to underlying 
performance attributes. For example, Sohn, Czarnecki, & Farrar (2000) proposed a data-based 
approach using statistical process control to SHM.  
Barthorpe (2011) compared model- and data-based approaches; in general, model-based 
approaches are suitable for prediction purposes and can be highly parametrised but do not easily 
accommodate the effect of uncertainties and require the development of specific models (e.g. 
Finite Element model) for each structure under consideration. On the other hand, data-based 
approaches can be applied in a systematic manner to different assets once algorithms have been 
developed and can account for different uncertainty effects but would fail to predict unobserved 
situations (i.e. they extrapolate incorrectly).  
 
Figure 10. Conceptual classification of SHM methods.  
3.1.1. Effects of environmental and operational conditions on SHM 
Irrespective of the SHM approach taken, some common challenges exist. One of the most 
important is the changing environmental (temperature, humidity, wind, etc.) and operational 
conditions (live loads, etc.) to which structures are subjected. These variations have an impact on 
the measured signals, making data interpretation a complex task. In effect, failure to quantify the 
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input-output relationship between environmental and operational conditions, on the one hand, and 
structural responses (e.g. strains, displacements, etc.) or derived quantities (e.g. natural 
frequencies), on the other, can make it impossible to distinguish structural changes of interest due 
to damage/deterioration from changes induced by operational and environmental conditions 
(Sohn, 2007). This poses bounds on the ability to assess and predict the performance of a structure 
based on monitoring data. 
In view of the above, Sohn (2007) lists different mathematical tools (regression analysis, 
subspace-based identification method, singular value decomposition, auto-associative neural 
networks, etc.) to account for  the temperature effects on SHM. Regression analyses are a feasible 
alternative when large datasets concerning both input and output parameters are available. 
Modern monitoring systems provide large amounts of data, hence making regression analyses an 
appropriate tool. In a global approach to SHM,  Ko & Ni (2005) and Peeters & Roeck (2001) used 
regression analyses to characterize the temperature dependences of natural frequencies. Within a 
local approach to SHM, Ni et al. (2007) and Ding & Li (2011) considered regression analysis to 
characterize the behaviour of expansion joints as a function of environmental and loading 
conditions. Guo, Li, & Li (2008) and Guo, Li, & Wang (2008) carried out a linear regression 
analysis to describe the pattern between monthly-averaged S-N fatigue damages, monthly-
averaged temperatures and traffic flow. A different alternative was explored by Cross, Worden, & 
Chen (2011), consisting of using cointegration techniques for removing environmental effects in 
SHM applications. 
In order to  illustrate the relevance of environmental and operational effects on SHM, a useful 
analogy is to consider the process of monitoring a person’s health by means of recording 
exclusively his/her heart rate. The observation of high values of heart rate, e.g. above 160 beats 
per minute, may raise concerns about the health of the individual. However, if periods of intense 
physical activity (operational conditions in the SHM problem) are simultaneously monitored and 
the age of the individual is also known, we are in a position to actually perform health 
monitoring. This can be done by linking all observations, thus concluding that the individual is in 
a healthy condition since high heart rates are expected when performing demanding physical 
activities. Within a SHM perspective, the approach consisting of measuring exclusively structural 
responses (i.e. heart rates in the above example) can be regarded as performing Structural 
Monitoring (SM). In such an approach, monitoring data cannot be used to assess the performance 
of a structure. This is essentially due to the lack of a model (physical- or data-based) describing 
the input-output relationship existing between environmental and operational conditions, on the 
one hand, and structural responses, on the other. It is the author's opinion that the key to unlock 
the potential of SHM is precisely the development of such models and associated methodologies. 
Another challenge to SHM initiatives, especially when dealing with damage prognosis (Farrar & 
Lieven, 2007) or life prediction, is how to tackle the uncertainties inherent in different 
deterioration and damage  mechanisms (corrosion, fatigue,  etc.) as well as in live loads over long 
time periods. In this regard, monitoring data are increasingly being integrated within probabilistic 
frameworks, which are underpinned by SRA. Examples of this can be found in Kim & Frangopol 
(2010), Kwon & Frangopol (2010) and Okasha & Frangopol (2012). 
3.2. Deteriorating Civil Infrastructure Assets  
Civil infrastructure assets deteriorate in time due to the inherent aging of their materials, 
accompanied, in some cases, by increasing demands in terms of loadings and harsher 
environmental conditions. ASCE (2013) provides a complete overview of the condition of several 
infrastructure systems (e.g. dams, bridges, ports, rails, roads, schools, electrical grids, etc.) in 
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USA and puts forwards the need for further investments to guarantee their functionality and safety 
in view of these challenges. Frangopol, Saydam, & Kim (2012) reviewed the most significant 
deterioration mechanisms of several types of infrastructure assets (bridges, marine and offshore 
structures, aerospace structures and underground structures). It was highlighted that information 
on the traffic load provides a solid basis for the estimation of the lifetime of steel bridges.  
According to ASCE (2013), approximately 11% of the more than 600.000 bridges in the USA are 
structurally deficient. Further, it is estimated that over two hundred million trips are taken across 
structurally deficient bridges on a daily basis. The same study reveals that the budget required to 
remove USA's bridge backlog by 2028 amounts to $20.5 billion annually, whereas only $12.8 
billion per year are currently spent to that purpose. Hence, bridges are among the civil 
infrastructure assets requiring major investments. Imam & Chryssanthopoulos (2012) analysed 
the causes and consequences of metallic bridge failures. A total of 164 cases were considered and 
divided into cases of collapse and cases of partial failure. Fatigue problems were found to be the 
cause leading to structural collapse in 13% of the cases, thus highlighting the significance of this 
deterioration mechanism in the design and integrity management of metallic bridges.  
Within the context of deteriorating bridges, long-span bridges are of special relevance. In effect, 
they are key elements of transportation networks that need to be operated minimizing any possible 
traffic disturbance due to the great impact both in social and economic terms that such situations 
can have. Jensen (2010) reviewed the most common maintenance issues of long-span cable-
supported bridges, namely:  deterioration of the main cables and hangers, loss of paint, 
deterioration of bridge deck and surfacing, wear and malfunction of bearings and expansion 
joints, excessive vibrations of cable stays and hangers and fatigue performance of OSD. 
3.3. SHM of Civil Infrastructure Assets  
In recent years, the number of monitored civil structures has increased significantly due to 
advances in sensor technologies, combined with a need for more accurate assessments leading to 
a better allocation of limited funds to deteriorating assets. However, SHM of civil infrastructure is 
a complex task due to the following primary reasons (i) civil structures are typically one-offs with 
no prototypes being constructed, unlike their counterparts in, for example, the aircraft industry, 
(ii) they are subjected to harsh and varying environments and operational conditions, and (iii) they 
are expected to perform over very long service lives.   
Recently, several publications have appeared providing guidelines for performing SHM in civil 
infrastructures (Rücker, Hille, & Rohrmann, 2006). Aktan et al. (2001) discussed the role of 
monitoring in managing civil infrastructure systems. Chang et al. (2003) discussed global 
approaches to SHM applied to civil infrastructure. Changes in environmental conditions and the 
amount of damage required for detection were put forward as the main challenges of global 
approaches in real-world conditions. Brownjohn (2007) underlined the need to move from 
massive amounts of monitoring data to information that can be used to inform the decision-
making process of civil infrastructure operators. 
At present, applications of SHM in bridges clearly outnumber those targeting other civil structural 
types. Especially abundant are the applications in long-span bridges, because of their innovative 
design and network importance. In this regard, Wong (2007) proposed a modular architecture for 
the design of SHMS of cable-supported bridges in Hong Kong. The proposed concept consists of 
six different modules, namely a sensory system, a data acquisition and transmission system, a data 
processing and control system, a structural health evaluation system, a structural health data 
management system and an inspection and maintenance system. Andersen & Vesterinen (2006) 
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presented several examples of SHMS on long-span bridges and divided the end-goals of SHMS 
into the following ones: i) to ensure safe structures, ii) to obtain rational and economic 
maintenance plannings, iii) to attain safe and economic operation and iv) to identify the causes of 
unacceptable responses. MacKenzie, Apaydin, and Akkol (2012) presented the SHMS of the 
Bosporus Bridge (Turkey) and Vlamis-Stathopoulos, Wit, & Hovhanessian (2009) the SHMS of 
the Rion-Antirion bridge (Greece). An example of application of SHM in a short-span bridge can 
be found in Webb & Middleton (2013), where monitoring of pier displacements revealed the poor 
condition of some of the bridge's bearings. Guidelines for monitoring steel railway bridges can be 
found in Feltrin (2007). 
3.4. Fatigue behaviour of orthotropic steel decks  
OSD were developed by German engineers in the 1930's. The first OSD was constructed in 1936.   
Such structural components have been used in several long-span bridges due to their light weight, 
high stiffness and prefabrication possibility. Examples of the above can be found in UK (Forth 
Roadway Bridge, 1964, Severn Bridge, 1966, or Humber Bridges, 1981), Denmark (Great Belt 
Bridge, 1998) or in Turkey (Bosporus Bridge, 1973). OSD are also being contemplated in the 
proposed design of new bridges such as the Messina Bridge, in Italy (Polk et al., 2011). 
In general, OSD are formed by longitudinal troughs, transversal beams, top steel deck plates and a 
pavement course, see Figure 11.  
 
Figure 11. Components of an orthotropic steel deck. 
Citing Troitsky (1987), the term orthotropic is used because "ribs [longitudinal troughs] and 
floorbeams [transverse beams] are orthogonal and because in both directions their elastic 
properties are different or anisotropic, the whole system became known as orthogonal-
anisotropic, or, briefly, orthotropic". 
An exhaustive reference concerning the design, construction and maintenance of OSD can be 
found in Connor et al. (2012).  
Fatigue-related problems can develop over time at particular OSD details, such as welded joints 
between various sub-elements (e.g. plate and longitudinal troughs or longitudinal troughs and 
transversal beams). De Jong (2004) reviewed some of the typical fatigue-induced cracks observed 
in a number of bridges in the Netherlands. Kolstein (2007) classified OSD welded joints 
according to their S-N fatigue performance. Xiao, Yamada, Inoue, & Yamaguchi (2006) studied 
fatigue cracks at trough splice joints and (Ya, Yamada, & Ishikawa, 2011) at trough-to-deck 
joints.  
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Figure 11 and Figure 12 show the direction of applied stress ranges leading to fatigue cracks and 
corresponding examples for welded joints in trough splices and trough-to-deck. 
 
 
 
 
Figure 12. Typical cracks in trough splices, (De Jong, 2006). 
 
 
Figure 13. Typical cracks in trough-to-deck welds, (De Jong, 2006). 
The fatigue behaviour of OSDs is a complex phenomenon, because of the stochastic nature of the 
traffic load, their intricate geometry resulting in complex stress fields and the interaction between 
the deck surfacing and the steel deck. Moreover, there are many different typical details and 
connections. As a consequence of this, there are many different types of cracks in terms of 
locations, mechanical behaviour and crack growth process. For a complete overview of crack 
types in OSD, the reader is referred to De Jong (2006).  
In addition, the presence of surfacing in the OSD complicates the estimation of the actual stress 
level in the steel deck (and thus, in the different welds) due to two different effects: i) the load 
dispersal through the pavement layer and ii) the composite action between the steel deck and the 
surfacing. Although both effects are generally beneficial, insofar as the fatigue life of various 
welds is concerned, it is important to develop appropriate means for taking them into account in 
order to make realistic fatigue assessments.  
The effect of the dispersal of concentrated loads through the pavement of an OSD is accounted for 
in EN 1991-2:2003. Eurocode 1 : Actions on structures – Part 2 : Traffic loads on bridges (2003), 
through a simple dispersal ratio of 1:1 (i.e. a dispersion angle of 45o), see Figure 14. 
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Figure 14. Dispersal of concentrated loads through the pavement of an OSD, EN 1991-2:2003. 
Eurocode 1 : Actions on structures – Part 2 : Traffic loads on bridges (2003). 
De Jong (2006) developed an FE model of an OSD considering the surfacing and concluded that 
the load dispersal through the pavement thickness did not play an important role in reducing the 
stress levels at the steel plate. The same author also put forward that for accurate fatigue 
verifications, attention needs to be paid as well to the stiffness of the pavement layer.  
A number of studies have focused on the composite action between the steel deck and the OSD 
surfacing and its effects on reducing the stress level at the steel plate, see for example Cullimore, 
Flett, & Smith (1983). Medani (2006) provides a clear explanation of the phenomenon: "the 
composite action in bending of the wearing course with the steel deck causes reduction of 
stresses. By applying a surfacing on the steel plate, the moment of inertia of the structure 
increases, resulting in smaller deformations and thus lower stresses. The total reduction of 
stresses due to composite action depends mainly on the bond between the wearing course and the 
steel deck, and the stiffness of the wearing course […]. In case of asphaltic surfacings, the 
properties of the wearing course become temperature, stress and strain rate dependent and they 
may change as the asphalt ages. This makes the reduction of stresses in the steel plate due to the 
contribution of the surfacing variable". 
Kolstein and Wardenier (1997) developed a theoretical model to assess the impact of the 
pavement layer on the stress level at the steel deck plate, by assuming a linear strain distribution 
in the pavement and in the steel. Several cases were analyzed considering different pavement 
thicknesses and values of the Young Modulus. Further, two different behaviours (i.e. flexible or 
stiff) of the interlayer between the wearing course and the steel plate were considered. The effect 
of stiff interlayers was modelled by a full connection between the pavement and the steel deck, in 
contrast to flexible interlayers. Figure 15 presents the results obtained in this study. It was 
concluded that the level of stresses in the OSD welded joints is a function of the pavement 
temperatures due to the temperature dependence of the pavement stiffness. In turn, this plays an 
important role in determining the fatigue life of OSD welded joints (Kolstein 2004). 
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Figure 15. Theoretical analysis of the composite action on steel decks (Kolstein, 2004). 
De Jong (2006) studied the same phenomenon through a series of laboratory tests using a heavy 
vehicle simulator. Several parametric studies were carried out considering the factors influencing 
the measured stress ranges, namely: surfacing layer types, wheel types, axle loads, vehicle 
positions, vehicle speeds and pavement temperatures. It was concluded that the stress reduction in 
the steel due to the surfacing is caused, in essence, by the effect of the surfacing acting as a beam 
with its stiffness varying with temperatures. In particular, the effects of temperatures on stresses 
were quantified by means of a Stress Reduction Factor (SRF), defined as the ratio between the 
stress at the OSD (i.e. at the deck plate or at the web trough) with surfacing at a particular 
temperature divided by the corresponding stress without surfacing. SRFs increased from 0.2-0.5 
at 0∘ to 0.6-1.0 at 30∘, for the different details and cases considered.  
Full-scale laboratory tests were also carried out to verify the fatigue behaviour of the OSD of the 
Great Belt Bridge (Gimsing 1998; Vejdirektoratet. Statens Vejlaboratorium Rapport., 1993). The 
tests' outcomes confirmed the significance of pavement temperature effects on the OSD welded 
joints. Figure 16 shows the observed longitudinal stress ranges at trough-splice welds as a 
function of pavement temperatures obtained from the aforementioned laboratory tests, with  
Figure 17 presenting details of the corresponding surfacing composition. 
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Figure 16. Stress levels as a function of pavement temperatures at trough-splice welds (Gimsing, 
1998).  
 
Figure 17. Composition of surfacing used in the Great Belt Bridge (Gimsing, 1998).  
The complexity in determining the strain levels at OSD welded joints has motivated the use of 
monitoring approaches. Several studies have measured the stress ranges at OSD welded joints and 
have emphasized the contribution of temperature effects (Laigaard, Bitsch, & Gjelstrup, 2012; 
Song & Ding, 2013). Guo, Li, and Li (2008) used monthly-averaged monitoring data to propose a 
method to determine the remaining fatigue life at OSD welded joints. The proposed method did 
not account for the effect of uncertainties relating to the monitored strain levels, nor for the joint 
effect of future traffic and temperature levels. These effects were considered by Sugioka, 
MacRae, Saleh, & Beamish (2008), where the remaining fatigue life of OSD welded joints was 
estimated in probabilistic terms via a MCS considering temperature effects and traffic intensities, 
following an S-N formulation. The proposed methodology did not consider monitoring data to 
derive the stress ranges at selected welded joints, but relied on a simplified analytical model to 
determine stress ranges. In consequence, the effects arising from the stochastic nature of the 
applied traffic load were not captured. 
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3.5. Monitoring-based fatigue reliability assessment 
Fatigue assessments are very sensitive to the correct estimation of the equivalent stress range 
because fatigue lives are inversely proportional to a higher power (typically third but possibly 
higher) of this quantity (Gurney, 1979). This has, in part, motivated the use of monitoring 
techniques for determining more accurately the stress levels at fatigue-prone details. An 
additional reason is that cracks associated with the fatigue process in steel structures are difficult 
to observe by traditional means (e.g. visual inspection), especially during early stages of the 
fatigue crack growth. In such a context, monitoring of strains can provide valuable information 
about the fatigue life at critical details before detectable fatigue cracks actually develop. 
The integration of monitoring outcomes within a probabilistic framework, such as the one 
underpinned by fatigue reliability methods, can be regarded as a natural platform for the treatment 
of both aleatoric (e.g. material properties, stress range spectra, etc.) and epistemic (e.g. fatigue 
damage model) uncertainties in the underlying fatigue process. As a result, a number of studies, 
combining field measurements and structural reliability methods, have been undertaken, thus 
creating the research area of monitoring-based fatigue reliability assessment.  
Frangopol, Strauss, & Kim (2008) assessed the fatigue reliability of an existing highway bridge 
(Lehigh River Bridge, USA) using a monitoring period of 11 days by comparing the allowable 
effective stress range and the stress range distribution fitted according to SHM data. The random 
variables involved, which also included an error term to account for the uncertainties in the 
measurements, were assumed to be normally distributed. This enabled an analytical calculation of 
the reliability index. Ni, Ye, and Ko (2010) developed a fatigue reliability model in relation to 
monitoring strain data from the Tsing Ma Bridge (China). The observed stress histograms were 
used to compute probability distributions of stress ranges using finite mixture distributions, 
accounting for the different effect of wind, highway and railway traffic. The LSF was defined 
following the Miner's rule. More details can be found in Ye (2010). A different approach was 
followed by Chen, Xu, & Wang (2009). In this case, the data from the monitoring system was 
used to characterize railway, highway and wind loads. A MCS was then carried out to determine 
the stress distributions at particular details induced by the different loads via FE modelling. A 
probabilistic description of the equivalent stress ranges was finally inputted into an S-N fatigue 
LSF. Tong Guo & Chen (2011) obtained daily histograms of stress ranges from the strain gauges 
installed in the Throgs Neck Bridge (USA). Equivalent stress ranges were modeled by lognormal 
probability distributions, which were eventually used in an S-N fatigue reliability LSF. An 
analytical expression for the reliability index could be obtained because all random variables 
present in the LSF were assumed to be independent and lognormally distributed. A similar 
approach was followed by Kwon and Frangopol (2010), where several PDF types were 
considered to model the monitored daily stress range histograms.  
Liu, Frangopol, & Kwon (2010) proposed a combined use of monitoring data and FE-based 
calculations for fatigue reliability assessment. To assess non-monitored locations, a Spatial 
Adjustment Factor (SAF) was developed, consisting of the ratio between FE-computed stresses at 
critical points and those at monitored locations. The measured/adjusted stress range histograms 
where used in a fatigue reliability analysis. Further details can be found in Kwon and Frangopol 
(2009). Guo, Frangopol, and Chen (2012) used the data provided by the Weigh-in-Motion (WIM) 
system installed in the Throgs Neck Bridge (USA) to characterize probability distributions of axle 
weights, axle spacings and vehicle positions. This information was used to perform a MCS to 
determine the stress range histograms at critical fatigue details through an FE model. The 
computed histograms were used to determine the fatigue reliability profiles using an S-N type 
LSF. A further example of combined use of SHM data and Finite Element (FE) analysis can be 
found in Wang, Li, & Li  (2010). 
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3.6. Requirements for monitoring campaigns 
Monitoring can be seen as an additional management activity which needs to be performed in a 
rational manner, since it is impossible to monitor all structures at all times. Although it seems 
intuitively evident that there should be an optimum point between the information gained from the 
data provided by sensors and their number and associated monitoring durations, only few recent 
studies can be found in the literature exploring temporal and spatial requirements for monitoring 
campaigns. 
Okasha & Frangopol (2012) developed a Bayesian approach to estimate the parameters of an 
extreme distribution of monitored strains. The change in the uncertainty caused by an increase of 
the monitoring dataset was quantified via the evolution of the Coefficient of Variation (COV) of 
the parameter being estimated, which decreased and reached a plateau as the volume of 
monitoring outcomes augmented. This was suggested as an indicator for determining the duration 
of monitoring campaigns. Treacy, Brühwiler, & Caprani (2013) analyzed the effect of different 
sizes of monitored datasets on the extreme value estimates of traffic-induced strains. In this case, 
the effect of increasing the number of monitoring outcomes was quantified through the reduction 
of the width of the confidence intervals in estimated extreme values. This was proposed as the 
criterion for determining an appropriate duration of monitoring campaigns. Albrecht, Hosser, 
Klinzmann, & Schnetgöke (2010) concluded that different monitoring durations had a significant 
impact on computed structural reliability estimates.  In the field of fatigue assessment, Ye (2010) 
used increasing sizes (i.e. days) of the dataset used to derive stress range histograms to compute 
the fatigue life of different joint details. The results obtained in this study showed that there was 
almost no variation in the predicted fatigue lives when more than 20 days were considered. Kim 
& Frangopol (2011) formulated an optimization problem to determine optimum inspection and 
monitoring planning by minimizing the expected damage detection delay for reinforced concrete 
structures via a genetic algorithm. 
The issue of spatial requirements for monitoring campaigns has also been explored by different 
authors. Under the assumption of independent monitored components, Frangopol, Kim, & Strauss 
(2010) used an acceptance criterion approach for determining the required number of sensors to 
guarantee a particular fraction of sensors indicating violations at a given confidence level using an 
hyper-geometric distribution. The proposed methodology was applied to assess the fatigue 
performance of several stringers in a steel bridge. An important drawback of that approach was 
the binary nature of the sensor output, which did not allow for incorporating continuous 
information. Strauss, Frangopol, & Kim (2008b) tackled this particular issue by proposing a 
variables approach (Ang & Tang, 2006) which allowed the consideration of a physical quantity 
by its mean monitored value. The proposed methodology was used to calculate the required 
number of sensors to assess the ultimate resistance of metallic components in tension. In the field 
of concrete structures, Rafiq (2005) studied the effect of multiple sensor outcomes in terms of 
corrosion initiation or passivity confirmation on the updated PDF of corrosion initiation times.   
The relatively limited amount of research work with regard to temporal and spatial requirements 
of monitoring campaigns can be explained by the fact that such issues require a critical mass of 
work in the field of SHM before they can be tackled. One of the consequences of this situation is 
that, to some extent, the design of monitoring systems in  structures is driven by heuristics rather 
than by clear recommendations. This can result in non-optimal designs both in terms of 
installation cost and operational efficiency.  
An allied area of research is the assessment of the benefit of such approaches. In a context of 
deteriorating infrastructure and limited budgets devoted to their maintenance, it is clear that there 
will only be place for cost-effective assessment approaches. Messervey (2008) followed a risk-
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based decision approach to assess the total expected cost of a visual inspection campaign as well 
as a monitoring program. The more accurate structural information obtained through monitoring 
increased the reliability profile, thus reducing the total expected cost of failure for the monitoring 
alternative. Thöns & Faber (2013) considered a pre-posterior Bayesian decision analysis to 
quantify the expected life cycle cost or benefit of SHM-based assessment methods while 
accounting for the uncertainty arising from SHM techiques. The proposed framework was 
illustrated with two different case studies focusing on hot-spots subjected to fatigue damage. 
Rafiq, Chryssanthopoulos and Onoufriou (2005) considered different management strategies for 
corrosion-prone concrete structures. The benefit of using predictive models updated using 
permanent SHM data was highlighted in terms of life cycle costs and increased control of 
performance levels. 
3.7. Integration of SHM within bridge management strategies 
The use of monitoring outcomes leading to more accurate assessments and life predictions of civil 
structures paves the way towards an enhanced management of civil infrastructure. In this regard, 
Rafiq, Chryssanthopoulos, and Onoufriou (2004) highlighted the benefits of incorporating 
monitoring data into the management of deteriorating concrete bridges. Mccarten (2010) 
discussed the potential of monitoring to manage a network of small to medium span bridges. 
Messervey (2008) listed the benefits and associated challenges concerning the integration of 
health monitoring in asset management from a life-cycle perspective and Okasha & Frangopol, 
(2012) proposed a generic approach for integrating SHM in a system performance based life-
cycle bridge management framework.  
Several studies have appeared in recent years where predictive models updated through 
monitoring outcomes are used for formulating problems to optimize inspection, maintenance or 
repair plans in civil infrastructure assets. Orcesi & Frangopol (2011) used Weibull functions to 
model the PDFs of times to failure for the Wisconsin Bridge (USA). Those distributions were 
updated using monitoring outcomes following a Bayesian scheme and provided the basis for a bi-
objective optimization problem to determine times and types for maintenance actions, while 
keeping the probability of failure below a predefined threshold. The developed formulation 
considered the costs of monitoring, maintenance and failure and was solved via Genetic 
Algorithms. In this case, monitoring information was only obtained during one monitoring 
campaign with a single deterioration mechanism, fatigue, being considered.  In an extension to 
this study, Orcesi, Frangopol, & Kim (2010) considered several LSF (fatigue, serviceability and 
structural capacity). Monitoring data were used to compute the different updated reliability 
profiles. The optimization problem was formulated and tackled in a similar way as in the 
preceding study. The outcome of this work illustrated that decisions considering multiple limit 
states concurrently may lead to different management strategies than when considering each of 
the limit states separately. 
New research directions in the field of SHM-based maintenance optimization considering a much 
wider scope (i.e. a network of infrastructure assets) have been recently formulated (Sousa, 
Chryssanthopoulos, Zavitsas, & Polak, 2013). The objective here is to link monitoring data 
related to intelligent transport systems with the quantities of interest from an asset performance 
perspective. 
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3.8. Time series modelling as applied to pavement temperatures and traffic counts 
Several authors have considered deterministic approaches to model variations in pavement 
tempreatures and traffic loads. De Jong (2007) modeled hourly levels of traffic intensities by 
considering a function for the traffic levels over 24 hours and accounting for the annual 
percentage of traffic increase. In the same study hourly-averaged values of pavement 
temperatures were modelled as a function of the temperature of the air, the hour within the day 
and the solar radiation. The main drawback of deterministic approaches is that they disregard the 
inherent random nature of both temperature and traffic processes. This results in an undetermined 
level of uncertainty in fatigue assessments carried out using such approaches. 
Sugioka (2009) followed a probabilistic approach consisting of fitting an empirical cumulative 
distribution function to the hourly distribution of air temperatures. This was then used to calculate 
pavement temperatures by considering a linear dependence with air temperatures. The traffic load 
was characterized by the empirical distribution of the hourly axle weights and the temporal 
distribution of the number of axles within one day on an hourly basis. Traffic levels and pavement 
temperatures were assumed to be independent. However, the proposed approach did not allow for 
seasonal variations of traffic levels. 
One way to overcome the abovementioned limitations is to model the random processes of 
pavement temperatures and traffic intensities by considering time series models. Several authors 
have tackled this issue, although not in the context of fatigue assessment of orthotropic steel 
decks.  
Traffic intensities usually present seasonal effects (Ouchard & Montreuil, 2011) on top of weekly 
patterns and alterations caused by social activities, such as holidays (Cools, Moons, & Wets, 
2007), or economic cycles. Cools et al. (2009) modelled the variability in daily traffic intensities 
by (seasonal) ARIMA models with exogenous input. 
In contrast with traffic, the variability of pavement temperatures is essentially due to weather 
conditions. Hashemloo (2008) explored the use of artificial neural networks as well as univariate 
and multivariate SARIMA models to predict hourly time series of pavement temperatures. The 
dataset used to fit the abovementioned models consisted of 14 consecutive days. As a result, no 
seasonal effects were considered. 
3.9. Summary 
SHM approaches can be classified according to their scope (global and local) and underlying 
approach (model- and data-based).  
In general, global approaches lead to positive results when the extent of damage is significant or 
under controlled conditions. Local approaches can be used to tackle long-term deterioration 
mechanisms typically affecting civil infrastructure assets (e.g. fatigue or corrosion) in known 
critical points. Notwithstanding the assumed a priori knowledge, their main limitation is the very 
local nature of the results obtained.  
Model-based approaches to SHM rely on a previously formulated physical representation of a 
structure (e.g. a FE model). They perform well when predicting non-monitored situations, but 
require the development of application-specific models. Data-based approaches, on the other 
hand, account for the effect of different uncertainties and can be applied in a systematic manner to 
a number of structures once basic algorithms are developed. As a main drawback, they rely on the 
quantity and quality of monitoring data available for their development and tend to present 
problems when extrapolating results in domains where data is scarce.  
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Important challenges in SHM approaches are the effects of environmental and operational 
conditions on the monitored signals. Disregarding such effects makes the task of monitoring-
based structural assessment and data interpretation very challenging. In effect, it can become 
impossible to distinguish structural changes of interest from changes induced by the 
abovementioned effects. There exist several mathematical approaches to account for these effects. 
Regression analyses appear to be suitable mathematical tools when there is abundance of data 
obtained under varying conditions.  
From a wider perspective, it is commonly agreed within the SHM research community that, with 
an increasing number of structures being instrumented and data generated, the main challenge lies 
now on how to move from data to information that can be incorporated into the decision-making 
process related to the management of civil infrastructure. 
In this regard, several applications of SHM aim at determining the remaining fatigue life at 
critical details of steel bridges. Due to the existence of both aleatoric and epistemic uncertainties, 
monitoring outcomes are increasingly being integrated within probabilistic frameworks (e.g. 
structural reliability methods). It appears that, in most cases, emphasis is given exclusively to the 
structural responses to characterize the histograms of stresses.  
Focusing on orthotropic steel decks (OSD), their main drawback are fatigue issues that may arise 
at welded joints. Their assessment is a difficult task due to the stochastic nature of the traffic load, 
their intricate geometry and the composite effect between the surfacing and the steel deck. Failure 
to characterize the input-output relationship between environmental (pavement temperatures) and 
live loads (vehicle loading) conditions, on the one hand, and structural responses (strains at 
welded joints), on the other hand, makes the tasks of data interpretation, performance assessment 
and life prediction of those components complex.  
According to the literature review conducted, methodologies based on monitoring outcomes for 
probabilistic prediction of OSD fatigue lives accounting for the joint effect of environmental and 
operational conditions are currently missing. Such an identified research gap is tackled through 
Chapters 4 to 6. Firstly, Chapter 4 deals with the development of polynomial regression models to 
characterize the normal correlation pattern among pavement temperatures, heavy traffic counts 
and a strain-based performance indicator proportional to S-N fatigue damage at monitored welded 
joints. Monitoring outcomes are then used in Chapter 5 to characterize time-series models for 
simulating pavement temperatures and heavy traffic counts. A novel methodology for 
probabilistic fatigue life prediction is developed in Chapter 6. It consists of integrating the 
different data-based models developed in Chapters 4 and 5 within an S-N limit state function by 
means of a Monte Carlo Simulation.  
Furthermore, the review of the literature has revealed that algorithms for real-time data 
interpretation and performance assessment of OSDs are also largely unavailable. This has been 
tackled in Chapter 6, where a novel methodology for interpreting new/additional monitoring data 
and for identifying unexpected behaviours has been developed based on the prediction bands of 
the regression models developed in Chapter 4. 
Finally, although research questions concerning the requirements (both spatial and temporal) and 
the quantification of the benefit of monitoring are beginning to be formulated, the amount of work 
in these areas is so far limited and clearly needs to be expanded. In this regard, the first part of 
Chapter 7 contributes to the abovementioned fields by developing novel methodologies to 
quantify how much data needs to be acquired and at how many locations within the present work's 
application framework, i.e. fatigue assessment of OSDs. Finally, the second part of Chapter 7 
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explores the benefit of monitoring-based approaches to fatigue assessment, in relation to 
traditional visual inspections.   
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4. Regression Models for Performance 
Characterization of Welded Joints in Orthotropic 
Steel Decks 
4.1. Introduction 
The layout of the present chapter is as follows. Firstly, FE-based approaches for assessing the 
fatigue life of welded joints of OSD are introduced and the motivation for monitoring-based 
approaches is outlined. The monitoring outcomes of the SHMS of the Great Belt Bridge  are then 
presented. The data provided by this system is used to develop and validate regression models to 
characterize the correlation pattern between environmental (pavement temperatures) and 
operational (heavy traffic counts) conditions, on the one hand, and a stress-related performance 
indicator at welded joints of OSD, on the other hand. The  applications of the developed models 
are described. Finally, WLS and Bayesian approaches are considered to estimate the model 
parameters following different temporal discretization schemes.  
This chapter provides the fundamental mathematical tool enabling data-based approaches for 
assessment and life prediction of monitored OSD. 
4.2. FE-based approaches for fatigue assessment of OSD 
FE models are commonly used for assessing the fatigue life of welded joints in steel bridges 
(Battista, Pfeil, & Carvalho, 2008; Tong Guo et al., 2012; Lukaˇ, Androić, & Dujmović, 2011). 
The underlying principle of FE-based approaches consists of calculating the stress response 
induced by vehicles at critical details via a physical model of the structure. The obtained 
responses can then be used to determine the remaining fatigue life by considering an appropriate 
damage model (e.g. S-N curve and Palmgren-Miner law or a Fracture Mechanics approach).  
The FE-calculated stress ranges at welded details of OSD  used for fatigue assessment depend, in 
general, on the detail level of the FE model and the modeling hypothesis including the 
characteristics of the traffic load (position, axle weights, distance, etc…) and the environmental 
conditions (i.e. pavement temperatures). This may result in an unqualified level of uncertainty in 
the determination of the stress range histograms required for a fatigue assessment. Ni et al. (2010) 
highlighted the important consequences of an inaccurate estimation of the equivalent stress ranges 
for fatigue assessment purposes, since fatigue lives are proportional to, as a minimum, the third 
power of the stress range (Gurney, 1979). Another limitation of FE-based approaches is the 
difficulty of capturing any time-dependent effects, such as variations in the equivalent stress 
ranges caused by structural degradation (Liu et al., 2010) or by changes in the traffic load 
characteristics. 
The abovementioned drawbacks of FE-based approaches can be regarded as the underlying 
motivation for using monitoring approaches to capture the overall strain levels at welded joints of 
OSD arising from environmental and operational conditions. 
4.2.1. Influence surfaces of the Great Belt Bridge 
Influence surfaces can be computed by FE models to characterize the load effects induced by a 
particular load at a given welded joint. In the present work, they have been obtained by computing 
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the stress response caused by a vehicle at different deck locations. Mathematically, influence 
surfaces are defined as:  
k|,ü(I, N) = 9(I, N)     (4.1) 
where k|(I, N) is the stress induced by a particular vehicle type  at a point ù of the structure, I 
and N are longitudinal and transversal coordinates of the vehicle on the structure, and 9(I, N) the 
shape of the influence surface.  
The particular shape of the influence surface depends both on the characteristics of the vehicle 
load (number and distance between axles, axle weight, wheel type, etc…) and the properties of 
the structure under consideration (geometry of the OSD, thickness of the steel plates, pavement 
characteristics, etc…).  
The stress history at a particular weld can be simulated by assuming different vehicle types and 
transversal positions (Chung, 2004). Then, the stress ranges and their associated number of cycles 
can be determined by applying the rainflow counting algorithm to the simulated stresses and the 
fatigue life can be estimated by considering particular damage models (see section 2.1). An 
example of this is found in  Guo et al. (2012). 
A detailed local FE model of the OSD of the Great Belt Bridge has been developed to 
characterize the influence surfaces of a trough splice and trough-to-deck welds. Figure 18 show 
the location of the analyzed welded joints, together with the applied vehicle load and the reference 
system considered.  
 
Figure 18. Location of the welded joints considered for influence surface analysis (plan view). 
Further details about the welded joints referred as SG2 (trough-splice) and SG3 (trough-to-deck) 
are given in section 4.3.2.3.  
The influences surfaces have been computed by applying the traffic load following a grid of 5cm 
x 5cm on the steel girder. The traffic load has been considered according to EN 1991-2:2003. 
Eurocode 1 : Actions on structures – Part 2 : Traffic loads on bridges (2003). 
Trough-splice weld (SG2) 
Trough-to-deck weld (SG3) 
y 
s 
Vehicle load 
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Figure 19-a  shows the application of an idealized frequent lorry on the FE model and Figure 19-b 
displays a detail of the geometry of the troughs inputted in the FE model. The summary of the 
characteristics of the traffic load shown in Figure 19-a is found in  Table 3.  
 
        
 
Figure 19. Applied traffic load (a) and trough detail (b) of the FE model. 
 Axle spacing (m) Frequent axle loads (kN) 
 4.80 90 
3.60 180 
4.40 120 
1.30 110 
 110 
Table 3. Characteristics of the idealized frequent lorry, taken from EN 1991-2:2003. Eurocode 1 : 
Actions on structures – Part 2 : Traffic loads on bridges (2003). 
Figure 20 shows the influence surface obtained considering the traffic load in Table 3 at the 
trough splice weld shown in Figure 18. The stress variations are considered relative to the dead 
load state and positive values correspond to tension. The effect of the number of axles is clearly 
observed in the five valleys corresponding to each of the lorry's axles.  
Figure 21 presents a top view of the influence surface obtained at a trough splice (a) and at 
trough-to-deck (b) welds. Such influence surfaces correspond to the normal stresses shown in 
Figure 32.  Higher stress values are found in the trough splice weld. This can be regarded as a 
consequence of the local structural behaviour and the longitudinal position within a span of the 
welds under analysis. Figure 21 reveals also that the trough splice welds are more sensitive to 
global effects such as the presence of nearby vehicles. This is evident from the fact that the 
associated influence surface spreads above the length of the applied vehicle load (14.1 m). In 
contrast with this behaviour, trough-to-deck welds are more sensitive to the local effects induced 
by the wheel loads. This behaviour was further confirmed by the analysis of monitored strain 
responses of the same welds (Laigaard et al., 2012). 
s 
y 
a) b) 
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Figure 20. Influence surface at the trough splice weld shown in Figure 18.  
 
Figure 21. Influence surfaces of trough splice (a) and trough-to-deck (b) welds defined in Figure 18. 
Figure 22 shows an influence line obtained from the influence surface in Figure 20 at a particular 
transversal location N∗. The effect of the number and the distance between the axles is evident 
again.  
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Figure 22. Simulated stress time-history obtained from the influence surface at a trough-splice weld. 
4.3. The Great Belt Bridge and its SHMS 
4.3.1. General Characteristics 
The Great Belt Bridge is a suspended bridge in Denmark that opened in 1998. It has a main span 
of 1624 m and a maximum hanger length of 177 m. Its cross-section is formed by a closed box 
girder with an OSD, formed by longitudinal troughs and cross beams spaced every 4 m. Since the 
bridge inauguration, the traffic has been continuously increasing, exceeding an annual bi-
directional traffic flow of 10 million vehicles since 2006.  
 
 
Figure 23. Longitudinal profile of the Great Belt Bridge. 
 
Figure 24. Cross section of the suspended deck of the Great Belt Bridge 
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4.3.2. The SHM system 
The existing monitoring system on the bridge is extensive, recording strains at selected welded 
joints of the orthotropic deck, pavement temperatures and traffic intensities recorded 
simultaneously. Moreover, the system has been operational for some years, thus providing an 
excellent platform for model development and detailed investigations. 
4.3.2.1. Pavement temperature monitoring system  
The pavement temperature monitoring system is implemented at two different cross sections 
(Figure 25). Each cross section is instrumented with two sensors placed in the middle of the slow 
lane; one in the northern lane and another in the southern lane. The sensors are embedded 1cm 
into the pavement wearing course and record pavement temperatures every five minutes with a 
resolution of 0.1∘. Table 4 summarizes the characteristics of the pavement temperature sensors.  
 
 
 
 
Figure 25. Longitudinal location of the pavement temperature sensors. 
   
Temperature sensor Longitudinal location Traffic lane 
S9901 Main Span Slow-North 
S9902 Main Span Slow-South 
S9903 Approach Span Slow-North 
S9904 Approach Span Slow-South 
Table 4. Characteristics of the pavement temperature sensors. 
Figure 26 shows raw data obtained every 5 minutes at sensor S9902. 
 
Figure 26. Raw data for pavement temperatures at S9902 (19/05/2012). 
0 5 10 15 20 25
5
10
15
20
25
30
Time [h]
H
o
u
rl
y
-a
v
e
ra
g
e
d
 T
 [°
 C
]
S9901, S9902 S9903, S9904 
E W 
4.3 The Great Belt Bridge and its SHMS Regression Models for Performance Characterization 
of Welded Joints in Orthotropic Steel Decks
 
Department of Civil and Environmental Engineering – University of Surrey 61 
 
Figure 27 displays the hourly-averaged pavement temperatures corresponding to sensors S9901 to 
S9904. As it can be observed, these values are almost identical for the different sensors. This is 
due to the fact that the variation of atmospheric conditions over the length of the bridge is very 
low and, as a result, the spatial variability of the pavement temperatures in the same scale also 
remains very small. Moreover, the pavement characteristics are the same within the entire length 
of the bridge. A detailed analysis of the pavement temperature time series is found in section 
5.2.1. 
 
Figure 27. Time-histories of pavement temperatures from different sensors, year 2012. 
4.3.2.2. Traffic classification and monitoring 
The vehicles that cross the Great Belt Bridge are automatically classified into different vehicle 
classes according to their dimensions at the toll system on an hourly basis. Table 5 summarizes 
the dimensional limits of the different vehicle classes. 
      
Vehicle 
class 
Max. length [m] Min. length 
[m] 
Max. height 
[m] 
Min. height 
[m] 
Approx. vehicle 
type 
1 3 0 No limit 0 Motorcycle 
2 6 3 No limit 0 Car 
3 20 6 2.8 0 Car with trailer 
4 10 6 No limit 2.8 Van 
5 20 10 No limit 2.8 Truck 
6 No limit 20 No limit No limit Modular truck 
Table 5. Characteristics of the different vehicle classes. 
Figure 28 shows the number of passages per hour of vehicles corresponding to classes 2, 3 and 5 
heading eastwards. A detailed analysis of the time series of the traffic counts is found in section 
5.3.1. 
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Figure 28. Time series of traffic counts for classes 2, 3 and 5 (year 2012). 
4.3.2.3. Strain monitoring system 
The strain monitoring system of the bridge consists of an instrumented cross section, whose 
location is shown in Figure 29. The cross section is monitored by 15 uniaxial strain gauges (SG) 
placed under the traffic lanes heading eastwards. SGs numbers 1, 3, 4, 6, 7, 9, 10, 12, 13 and 15 
are used to monitor the transverse nominal strains (see Figure 32) at the trough-to-deck weld and 
are placed at the mid-point between transversal cross-beams. SG numbers 2, 5, 8, 11 and 14 are 
used to monitor the longitudinal nominal strains  at trough splice welds (see Figure 32). They are 
placed at 0.5m from the nearest cross-beam. The SGs numbered from 1 to 9 are placed under the 
slow traffic lane, whereas the rest are placed under the fast traffic lane. 
Table 6 summarizes the characteristics of the monitored welds. Figure 30, Figure 31 and Figure 
32 show the location and type of the different instrumented welds.  
 
 
Figure 29. Longitudinal location of the strain instrumented section 
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SG number Weld type Traffic lane 
1 Trough-to-deck Slow 
2 Trough splice Slow 
3 Trough-to-deck Slow 
4 Trough-to-deck Slow 
5 Trough splice Slow 
6 Trough-to-deck Slow 
7 Trough-to-deck Slow 
8 Trough splice Slow 
9 Trough-to-deck Slow 
10 Trough-to-deck Fast 
11 Trough splice Fast 
12 Trough-to-deck Fast 
13 Trough-to-deck Fast 
14 Trough splice Fast 
15 Trough-to-deck Fast 
Table 6. Characteristics of the instrumented welds. 
 
 
Figure 30. Location of SGs relative to traffic lanes. 
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Figure 31. Location and type of instrumented welds. 
 
Figure 32. Instrumented welds. 
The data from SGs are sampled at a frequency of 100 Hz in order to capture the strain cycles 
induced by the different axle configurations of the vehicles as well as possible dynamic 
amplification effects arising from the interaction vehicle-pavement. Strain records are converted 
to stresses by assuming a linear elastic behaviour for the steel. Further, the values of the strains 
are relative, since the SGs were installed when the bridge was already in operation (and hence 
dead load effects were already present). However, the influence of those effects is of minor 
importance when assessing the stress ranges (Ni et al., 2010), which essentially depend on the 
differences between peaks and valleys in the monitored time series of strains. 
Figure 33 shows a realization of the strains monitored at SG7 during a particular day. An overall 
trend is observed in the value of strains. This is caused by temperature variations at the 
orthotropic deck. A similar behaviour was observed in Ni et al. (2010).  
  Strain gauge 
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Figure 33. Measured time series of strains during 24h at SG7 (15/05/2011). 
Figure 34 presents the stress time-history corresponding to the passage of a heavy vehicle at SG7. 
It is shown that the 100 Hz sampling frequency enables identifying the number of axles. This is of 
utmost importance for determining correctly the stress range histograms for fatigue assessment.  
 
Figure 34. Stress time-history during the passage of a heavy vehicle at SG7. 
Due to a system breakdown between August and November 2012, the data provided by the strain 
monitoring system was incomplete, see Figure 35. 
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Figure 35. Availability plot for the strain monitoring data, year 2012. 
The stress ranges are computed by applying the rainflow counting algorithm to the monitored 
strains duly converted to stresses according to ASTM (Standard Practices for Cycle Counting in 
Fatigue Analysis. Designation: E 1049-85, 1997). Due to computational constraints, intervals of 
500 datapoints at a time are considered for the application of the cycle counting algorithm. This 
corresponds to 5 seconds with a sampling frequence of 100 Hz and leads to stable results given 
the order of magnitude of the times required by heavy vehicles to cross the monitored welds. As 
an illustration of this, such times are around 0.5 s. for a 15m long vehicle driving at 100 km/h. 
This is in line with the plot shown in Figure 34.  
Figure 36 and Figure 37 show the stress range histograms obtained using the available data of the 
year 2012. The interval bin size used in the histograms is 0.5 MPa. The different stress ranges 
were recorded under different ambient (pavement temperatures) and operational (traffic 
intensities) conditions. The majority of stress cycles correspond to low amplitudes induced by 
light vehicles. This has also been observed in other studies (Fasl et al., 2010; Tong Guo & Chen, 
2011; Liu et al., 2010). The upper tails of the histograms are caused by the passage of heavy 
vehicles.  
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Figure 36. Stress range histograms. SG1 to SG8, year 2012. 
 
0 10 20 30 40 50
10
0
10
5
10
10
Stress histogram CH1
Stress range [MPa]
N
u
m
b
e
r 
o
f 
c
y
c
le
s
 [
-]
0 10 20 30 40 50
10
0
10
5
10
10
Stress histogram CH2
Stress range [MPa]
N
u
m
b
e
r 
o
f 
c
y
c
le
s
 [
-]
0 10 20 30 40 50
10
0
10
5
10
10
Stress histogram CH3
Stress range [MPa]
N
u
m
b
e
r 
o
f 
c
y
c
le
s
 [
-]
0 10 20 30 40 50
10
0
10
5
10
10
Stress histogram CH4
Stress range [MPa]
N
u
m
b
e
r 
o
f 
c
y
c
le
s
 [
-]
0 10 20 30 40 50
10
0
10
5
10
10
Stress histogram CH5
Stress range [MPa]
N
u
m
b
e
r 
o
f 
c
y
c
le
s
 [
-]
0 10 20 30 40 50
10
0
10
5
10
10
Stress histogram CH6
Stress range [MPa]
N
u
m
b
e
r 
o
f 
c
y
c
le
s
 [
-]
0 10 20 30 40 50
10
0
10
5
10
10
Stress histogram CH7
Stress range [MPa]
N
u
m
b
e
r 
o
f 
c
y
c
le
s
 [
-]
0 10 20 30 40 50
10
0
10
5
10
10
Stress histogram CH8
Stress range [MPa]
N
u
m
b
e
r 
o
f 
c
y
c
le
s
 [
-]
Regression Models for Performance Characterization of 
Welded Joints in Orthotropic Steel Decks 
4.3 The Great Belt Bridge and its SHMS 
 
68  Department of Civil and Environmental Engineering –University of Surrey
 
 
Figure 37. Stress range histograms. SG9 to SG15, year 2012. 
An analysis of the histogram tails (see Figure 38) reveals that trough splices welds are subjected 
to higher stress ranges than trough-to-deck welds. This is in line with the FE-based influence 
surface analysis  made in section 4.2.1. Moreover, welds under slow lanes present longer 
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histogram tails than those under the fast lane. This is explained by the fact that most heavy traffic 
crosses the bridge using the slow lane.  
 
Figure 38. Tails of stress range histograms for SG1, 2, 10 and 11. 
4.4. Temperature effects on stress ranges 
A scatter plot of the maximum stress ranges within one hour against the corresponding hourly-
averaged pavement temperature (see Figure 39) confirms the temperature dependence of stress 
ranges at welded joints of OSD (see section 3.4). 
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Figure 39. Maximum hourly stress range vs. hourly averaged pavement temperatures. 
4.5. Development and validation of regression models 
4.5.1. A stress-related performance indicator 
The performance in terms of stresses of a monitored weld is characterized by the following 
indicator ():  
() =   Δk1f1e     
(4.2) 
where Δ is an arbitrary time duration and Δk1 is the ith stress range out of the total number of 
stress cycles (DE) within the time interval [,  + Δ) calculated via rainflow counting from the 
monitored data. In order not to include the effect of the measurement noise in , stress ranges 
below 0.5 MPa are disregarded. 
As discussed in section 4.2, the stress response of a particular weld depends on both the 
characteristics of the traffic load and the structural performance, including the temperature-
dependent interaction between the pavement layer and the steel deck. In consequence,  
encompasses all the abovementioned effects. Moreover,    can be regarded as the fatigue 
loading term ºz defined in equation (2.19). It is proportional to a conservative estimate of fatigue 
damage under an S-N approach, considering a single-slope S-N fatigue curve in which the fatigue 
parameter m equals to 3, as applicable to many typical fatigue details, see section 3.4. 
Figure 40 shows ()  at SG7, 8, 13 and 14 considering Δ equal to one hour and confirms that 
trough splice welds are subjected to higher stress ranges than trough-to-deck welds, as discussed 
in section 4.3.2.3. The same figure displays also that SGs placed under the fast lane (SG 13 and 
14) are associated with values of  which are orders of magnitude below the ones obtained 
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under slow lanes. This is explained by the fact that most heavy traffic, around 96% according to 
Udmattelsesvurdering, opdatering for temperatur. Orthotrope dæck (2007), uses the slow lane, 
and is further accentuated by the definition of , which amplifies the contribution of large stress 
ranges, essentially induced by heavy vehicles. 
 
 
Figure 40. þ2 profiles at SG 7, 8, 13 and 14. 
4.5.2. Model formulation  
A general formulation for regression models to characterize the performance in terms of stresses 
of OSD considering the effect of environmental and operational conditions can be written as: 
() = B((), o) + l    (4.3) 
where () is the performance indicator defined in Equation (4.2), B(⋅) a regression function 
characterized by a set of model parameters o , ()  the vector of explanatory variables 
comprising the environmental and operational conditions within [t, t+Δ) obtained through sensor 
readings and l is a random error term. Δ defines the temporal discretization step of the model. 
The model parameters o  reflect the combined effect of the traffic load and the structural 
performance at the weld under consideration. 
The inclusion of l  in Equation (4.3) is motivated by several reasons. Firstly, the operational 
conditions (i.e. traffic load) can be regarded as stochastic. Further, there can exist measurement 
errors between the physical parameters of interest and the measured quantities. The probability 
distribution of the error term has zero mean for unbiased models. 
Considering the variables monitored by the SHMS of the Great Belt Bridge, the vector of 
explanatory variables () is defined as:   
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() = ()()  (4.4) 
where () is the average temperature within the time interval [t, t+Δ ) and ()  is the 
aggregated number of heavy vehicles that crosses the instrumented welded joints during the same 
time interval. Heavy vehicles are here considered as those pertaining to vehicle classes 5 and 6 
(see section 4.3.2.2). This choice is discussed in section 4.5.7.   
Casting Equation (4.4) into Equation (4.3) leads to:  
() = B((), (), o) + l    (4.5) 
In order to carry out a regression analysis, the functional form of B(⋅) needs to be specified. 
Based on the considerations in section 3.4, a regression function B(⋅)  consisting of two 
multiplicative terms is considered. The first term equals ()  and the second term is a 
polynomial function of degree -  to account for the effects of pavement temperatures in the 
monitored strains. 
() = () ⋅ Í J1qeÊße1e ⋅ ()1qeÎ + l    (4.6) 
Equation (4.6) is a polynomial model of order -, which is a particular case of multiple regression 
models. Several mathematical techniques exist to estimate the model parameters J1, see section 
2.4.  
Figure 41 shows a schematic representation of the time series of the monitoring-based quantities (), () and () used in the regression models.  
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Figure 41. Schematic representation of the time series of Ø2, 2 and þ2. 
4.5.3. Model applications 
The model presented in Equation (4.6) can be used for two main applications: performance 
assessment and performance prediction. Table 7 summarizes the data required for each 
application and their engineering uses.  
     
Model application 
Monitoring-based 
parameters 
Performance  
indicator Engineering 
use Ø2 2 Strain þ2 
Performance 
assessment 
Needed  Needed Needed 
Computed from 
strain and 
generated by 
model 
- Interpretation 
of monitoring 
data (real-time) 
Performance 
prediction 
(Past) 
Needed or 
simulated 
Needed or 
simulated 
Not 
available 
Generated by 
model 
- Compile 
structure history 
- Forensic 
analysis 
(Future) Simulated Simulated N/A 
Generated by 
model 
- Remaining 
fatigue life 
- Inspection 
planning 
Table 7. Model phases and applications. 
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4.5.3.1. Performance assessment 
The regression models can be used to assess the performance of a monitored weld, that is, to 
interpret new/additional monitoring outcomes and identify behaviours differing from the normal 
correlation pattern characterized with the training dataset (see section 4.5.4). In consequence, the 
model-based performance assessment requires all traffic, temperature and strain data.  
If monitoring data is acquired on a real-time basis (e.g. SHMS of long-span bridges) the model-
based performance assessment can be carried out continuously.  
Section 6.3 deals with the model-based performance assessment.  
4.5.3.2. Performance prediction 
The second model application concerns the prediction of the quantity , shifting the focus from 
present situations (typically dealt with the performance assessment application) to future or past 
events.  
The history of a monitored joint can be generated by inputting known or simulated temperature 
and traffic conditions ( and ) in the regression model. The engineering applications of past 
predictions include the computation of fatigue damages over past periods to estimate the current 
condition of a weld and forensic analysis (e.g. understanding why one location seems to 
experience different fatigue damage from another).  
The prediction of future events can be done by inputting simulations of future  and  values 
into the regression model. This can be used to generate estimates of the remaining fatigue life, 
schedule appropriate inspection plans and justify potential life extensions.  
In section 6.2, model-based performance predictions are integrated within a probabilistic 
framework to determine the remaining fatigue lives of the monitored welded joints.  
4.5.4. Model development: training and validation phases 
From a model development perspective, two phases can be distinguished, namely a training phase 
and a validation phase. 
The training phase is associated with a complete set of monitoring data (strain, pavement 
temperatures and heavy traffic counts) known as training dataset. This phase is required to 
estimate the model parameters characterizing the normal correlation pattern between the 
explanatory variables ( and ) and the response variable (). Furthermore, this phase also 
serves for determining an appropriate polynomial regression function B(⋅) and for validating the 
modeling hypothesis.  
A critical aspect of the training phase is to input as complete a range of temperature and traffic 
conditions as possible to capture accurately the input-output dependence. When new monitoring 
data for the normal condition becomes available, model parameters may be updated by extending 
the training dataset.  
Since competing models can exist to describe a training dataset, a different dataset, known as 
validation dataset, is often used to assess the performance of the different regression models, see 
section 2.6, and to select the best candidate model.  
The development of regression models throughout a training and a validation phases is tackled in 
the following sections and the effects of considering different sizes of training datasets is explored 
in section 7.2. 
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4.5.5. Regression models with daily time steps 
4.5.5.1. Methodology 
Firstly, the data from the SHMS of the Great Belt Bridge is discretized following a daily time step (Δ = 24ℎ)  to compute the values of ()  (averaged within each Δ ), ()  (aggregated 
within each  Δ) and () (aggregated within each Δ). The training dataset corresponds to the 
year 2012 and the validation dataset to the year 2011. 
Then, WLS approaches are used to estimate the model parameters corresponding to the 9 SGs 
(SG1 to SG9) placed under the slow traffic lane using the training dataset. Finally, Bayesian 
techniques to regression analysis are explored to tackle the same problem. 
Table 8 summarizes the characteristics of the datasets considered. Their sizes are determined by 
the number of days with complete availability of traffic, strain and temperature. Figure 42 shows 
the training datasets for SG1 and SG2 considering the daily discretization scheme and Figure 43 
the corresponding values of ñ  and ñ. 
Dataset Year Δ Dataset size 
Training 2012 1 day 221 
Validation 2011 1 day 77 
Table 8. Training and validation datasets. 
 
Figure 42. Training dataset  Ø2(),2(), þ2() for SG1 and SG2,  2 = . 
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Figure 43. Training dataset  Ø2(),2(),  2 = . 
4.5.5.2. Least-squares regression 
Equation (4.6) can be rewritten as: 
()() =  J1qe
Êße
1e ⋅ ()1qe + l    
(4.7) 
with Δ equal to 24 hours. 
In a matrix form: 
a = Øo + m    (4.8) 
where: 
a =   
ÒÓÓ
ÓÓÓ
ÓÓÓ
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ÖÖÖ
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Ø =
ÒÓÓ
ÓÔ1 (e) L (e) … Ê (e)1 (L) L (L) … Ê (L)⋮ ⋮ ⋮ ⋮1 (Ë) L (L) … Ê (Ë)ÕÖÖ
Ö× (4.10) 
m =   Ïl(e)l(L)⋮l(Ë)Ñ 
(4.11) 
o =   Ï JJe⋮JË Ñ 
(4.12) 
and C is the number of available datapoints ,  , .  
The model parameters of the polynomial regression model of Equation (4.8) can be estimated 
following a matrix approach to least squares regression as:  
o =   (ØAØ)qeØAa (4.13) 
The resulting residual vector can be determined as:  
m = a − Øo (4.14) 
Figure 44 presents the regression line obtained considering a polynomial function of 4th order for B(⋅) at SG4 and SG8.  
 
Figure 44. Regressed model at SG4 and SG8, 2 = . 
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The analysis of the residuals obtained from the different models indicates the violation of one of 
the assumption of linear least-squares regression. Namely, the magnitude of the residuals 
increases with increasing values of , as it is evident from the funnel shape of the residuals 
shown in Figure 45, which correspond to a polynomial model of 4th degree. 
 
Figure 45. Model residuals versus Ø2. 
The estimates of the model parameters obtained under non-constant variance are unbiased, but the 
standard errors calculated under the same situation are biased. This may lead to bias in the 
confidence intervals as well as in the prediction and confidence bands, as reviewed in section 
2.4.1. From a SHM perspective, this implies that the model applications are restricted to 
prediction purposes, as discussed in section 6.3.  
The following section addresses the use of WLS regression analysis to tackle the parameter 
estimation problem of the polynomial models under non-constant variance.  
4.5.5.3. Weighted least-squares regression 
Model parameters can be estimated following a matrix approach to weighted least regression as:  
o =   (ØA]Ø)qeØA]a (4.15) 
where W is the weight matrix defined as:  
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] = Ï\e 0 … 00 \L … 0⋮ ⋮ ⋱ ⋮0 0 … \ËÑ 
(4.16) 

 ∝ k1qL (4.17) 
The diagonal terms of \1 are proportional to the reciprocal of the variances. These terms can be 
estimated by analyzing the temperature dependence of the variance of the residuals obtained from 
the ordinary least squares regression. 
Figure 46 shows the estimated variances of the residuals from the model corresponding to SG7. 
Such values have been calculated by grouping the residuals within temperature intervals of 5∘ .  
 
Figure 46. Variance of residuals versus Ø2. 
An exploratory analysis of the temperature dependence of the standard deviations of the residuals 
suggests that they are proportional to the estimated value of N1, see Equation (4.7). Thus, 

 = Í J1qeÊße1e ⋅ ()1qeÎ
qL (4.18) 
Figure 47 shows the confidence and prediction bands (see section 2.4.1) for the daily 3rd degree 
polynomial regression models obtained following the weighted least squares approach outlined 
above using the training dataset. Both predictions and confidence bands increase in regions of 
high temperatures and in regions with a reduced amount of data. 
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Figure 47. 95% confidence and prediction bands for daily þ2/2.  
An analysis of the weighted residuals is performed to verify the modeling hypothesis and the 
validity of the results. Figure 48 shows the scatter plot, the ACF and the normal probability plot 
of the weighted residuals obtained from a 3rd degree model corresponding to SG4. As it can be 
observed, the residuals are normally distributed and zero-centered  and heteroscedasticity is 
removed. The analysis of the ACF considering the maximum length of consecutive residuals (64 
points) reveals two peaks at lags 1 and 7. However, the magnitude of those peaks is small and 
close to the 95% confidence limit. This weak temporal dependence could be removed by 
modeling the residuals by a time series approach (see section 2.5). However, the benefit of such 
approaches would be marginal in view of the magnitude of the temporal correlation. Thus, the 
assumption of independent residuals is considered to be acceptable. Another way to remove such 
effects could be to characterize  by more data (e.g. number of axle and associated weights, 
vehicle speeds etc.) in order to consider any possible temporal dependence among the 
characteristics of the traffic load (axle weights, etc.) which appears to be unobserved by the 
current traffic classification system. 
The analysis of the residuals for the regression models corresponding to the rest of SGs is found 
in Appendix B.  
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Figure 48. Residual, ACF and probability plots of weighted residuals at SG4. 
Different polynomial models with orders ranging from 2 to 4 are considered as candidates for 
Equation (4.7). The performance of the different models is quantified by means of the following 
indicators: AICc, MSE and MAPE, defined in section 2.6. Further, an additional performance 
indicator Ψ is defined to assess the performance of the models in predicting the cumulative values 
of :  
Ψ = ∑ ()®e ÊUVW1EVW∑ ()®e |KË1KUVW 
(4.19) 
where the numerator represents the cumulated value of   predicted by the model and the 
denominator the analogous quantity calculated considering the monitored strain signal.  
The best model is considered as the one with the lowest value of the AICc indicator. Figure 49 
shows the evolution of AICc as a function of the polynomial order - for the model corresponding 
to the SG2.  
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Figure 49. AICc vs. polynomial order at SG2.   
The performance indicators corresponding to the best models for all SGs are presented in Table 9, 
where -∗ refers to the order of the best polynomial model. The values of the model parameters 
with the corresponding 95% confidence intervals and the tables summarizing the performance 
indicators for the rest of the models can be found in Appendix B. 
    
  Training dataset Validation dataset 
SG -∗ AICc MSE MAPE 
(%) 
Ψ(%) MSE MAPE 
(%) 
Ψ(%) 
1 4 -703.5 3.41·1011 15.9 98.3 2.08·1011 35.1 106.9 
2 3 -911.7 6.87·1011 8.8 102.1 1.52·1012 35.0 119.1 
3 4 -464.9 2.00·1011 27.1 103.0 1.26·1011 41.5 99.5 
4 4 -615.1 3.48·1010 22.2 97.6 7.01·1010 32.4 104.5 
5 4 -799.3 1.76·1011 13.5 99.2 5.05·1011 45.1 125.2 
6 4 -641.2 3.17·1011 20.4 97.5 5.00·1011 36.8 111.7 
7 4 -622.2 3.54·1011 22.1 97.2 3.70·1011 54.6 122.0 
8 4 -900.2 1.31·1012 10.0 99.9 4.05·1012 38.6 116.7 
9 4 -795.9 1.08·1011 13.2 98.9 1.43·1010 32.9 107.3 
Table 9. Performance indicators for regression models, 2 = . 
As expected, MAPE values increase from the training to the validation dataset. An important 
outcome of the analysis are the values of the performance indicator Ψ during the validation phase, 
which are comprised between 99.5% (SG2) and 122.0% (SG7) with an average value of 112.5%. 
This means that, on average, the error on the cumulated value of the model predictions for  
conditional on the monitored values of  and  during the validation phase is 12.5%. This 
highlights the potential of only monitoring environmental and loading conditions, which can then 
be inputted into the developed regression models to obtain estimates of , without the need of 
monitoring strains. In this regard, it has to be pointed out that temperature monitoring and traffic 
counting are easy to be performed. 
The monitoring-based values for , their corresponding predicted values and confidence and 
prediction bands corresponding to SG1 and SG2 are shown in Figure 50 for a subset of the 
training dataset. Figure 51 shows the same quantities obtained considering the validation dataset. 
It can be seen that the values of  computed from the monitored strain data all fall within the 
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95% prediction band for the considered subset of the validation dataset. This illustrates the 
predictive capabilities of the developed models and the fact that the welded joint is behaving as 
expected.  
 
 
Figure 50. Model predictions and monitoring observations at SG1 and SG2 (a subset of the training 
dataset), 2 = . 
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Figure 51. Model predictions and monitoring observations at SG1 and SG2 (a subset of the validation 
dataset), 2 = . 
Figure 52 shows a flowchart summarizing the methodology used to develop and validate the 
regression models following a WLS approach.  
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Figure 52. Flowchart of the algorithm for WLS model development. 
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4.5.5.4. Bayesian Regression 
In the present section, a Bayesian approach to regression analysis (see section 2.4.2) is considered 
to estimate the model parameters using the training dataset. 
According to Equation (4.7), the difference between the model predictions and the monitored 
observations can be calculated as:  
l() = N() −  J1qeÊße1e ⋅ ()1qe    
(4.20) 
where:  
N() = ()()    (4.21) 
Following the considerations described in section 4.5.5.3, the error term l() is assumed to be 
normally distributed with a mean value of zero and a standard deviation proportional to the 
estimated mean value of N(): 
l() = D(0, k()) (4.22) 
where 
k() = ò ⋅  J1qeÊße1e ⋅ ()1qe    
(4.23) 
and ò is a positive constant to account for the proportionality between y(t) and k(). 
Equations (4.20), (4.22) and (4.23) can be combined to define the likelihood of the monitoring 
data, conditioned on o, as: 
-( G ∣ o ) = é 1√2 k() ⋅ Å^- ¿− 12 ⋅ ¼N() − ∑ J1qe
Êße1e ⋅ ()1qe½Lk()L À
Ë
1e  
(4.24) 
where  G is the set of monitored variables or derived quantitites: 
G = !á(e)(e) , (e)â , … , á(Ë)(Ë) , (Ë)â" (4.25) 
The posterior distribution of the model parameters can be computed according to the Bayes' 
theorem:  
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-( o ∣ G ) = -( G ∣ o ) ⋅ -(o)-(G)  (4.26) 
where -( o ∣ G ) is the posterior distribution of the model parameters given G, -(o) is the joint 
prior distribution of the model parameters and -(G) a normalizing constant.  
The training dataset corresponding to SG2 is considered for the Bayesian regression analysis. As 
discussed in section 4.5.5.3, a 3rd degree polynomial model is considered. The calculations are 
performed using the software WinBugs, see section 2.4.2. Uninformative priors are used because 
no prior information is available on the set of model parameters o, see Table 10. 100,000 samples 
are simulated for each of the three chains used to check the convergence of the simulations. A 
burn-in period of 4,000 samples is considered in this study, see section 2.4.2.  
   
Parameter Type of distribution R k J Normal 1 104 Je Normal 1 104 JL Normal 1 104 Jf Normal 1 104 2 ⋅ ln (ò) Normal 1 104 
Table 10. Prior distributions of the model parameters. 
Figure 53 shows the different simulated chains for each of the four model parameters and Figure 
54 the marginalized posterior distributions for o. 
 
Figure 53. Chains of the model parameters corresponding to the posterior distribution. 
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Figure 54. Marginalized posterior PDF of the model parameters.  
The results obtained following a Bayesian and a WLS approach are very close, as shown in Table 
11.  
     
 Bayesian regression Weighted Least Squares 
Parameter Mean posterior 95% C.I posterior. Value 95% C.I. J (·102) 30.1 29.2 – 30.9 30.4 29.5 – 31.2 Je (·101) 3.78 2.23 – 5.20 3.66 2.11 – 5.20 JL (·10-1) 23.1 3.36 – 44.1 20.8 -0.48 – 42.0 Jf (·10-2) 6.40 -1.68 – 14.2 6.64 -1.77 – 15.0 
Table 11. Comparison of model parameters for SG2.  
As mentioned, a Bayesian framework allows for the incorporation of prior knowledge via 
informative priors of the model parameters. However, the benefit of this is limited given the data-
based approach followed here. This is due to the fact that model parameters o do not represent 
any direct physical quantity that could have been characterized in previous studies, but the 
combined effect of the traffic load and the structural performance at a particular point. Therefore, 
informative priors can only be used when assessing points with the same structural performance, 
for example identical welded details placed in different (but from a structural perspective 
identical) transversal sections along a suspended bridge. Nevertheless, in terms of data storage, a 
Bayesian approach can be advantageous since the parameter estimation can be carried out 
recursively using posteriors as priors in successive analysis, thus not requiring to store all the 
data.  
The benefit of a WLS approach is that less computational power is required and a simpler 
analytical framework is considered. 
 
 
 
4.5.6. Regression models with hourly time steps 
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4.5.6.1. Methodology 
An hourly time step Δ  for the regression models is explored in this section. Firstly, the 
monitoring outcomes are discretized according to an hourly scheme (Δ = 1ℎ) to calculate the 
values of (), () and (). The data have been divided into a training and a validation 
datasets following the same considerations as in section 4.5.5.1, see Table 12. Bearing in mind the 
results of the previous section, the methodology developed in section 4.5.5.3 is followed here to 
develop and validate the regression models. 
Dataset Year Δ Dataset size 
Training 2012 1 h 5494 
Validation 2011 1 h 2174 
Table 12. Training and validation datasets. 
Figure 55 shows the training dataset for SG1 and SG2. An hourly time discretization results in 
more scattered values of , which range from -13.7° C to 44.9° instead of -9.3 °C to 29.7 °C for 
the case of a daily time step, see Figure 42.  
 
 
Figure 55. Training dataset  Ø2(),2(), þ2() for SG1 and SG2,  2 = Ù. 
4.5.6.2. Weighted least-squares regression 
Figure 56 shows the estimated variance of the model residuals against   at SG1, which 
motivates the consideration of the methodology developed in 4.5.5.3. 
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Figure 56. Variance of the residuals versus Ø2 at SG1, 2 = Ù. 
The regression lines obtained following the WLS approach considering a polynomial function of 
4th degree at SG4 and SG8 are presented in Figure 57. Figure 58 shows a plot with the regressed 
model and the associated training dataset at SG1. 
 
Figure 57. Regressed models at SG 4 and SG8, 2 = Ù. 
 
Figure 58. Regressed model at SG1 and training dataset, 2 = Ù. 
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The analysis of the weighted residuals reveals departure from normality and an autocorrelation 
structure with a daily pattern (see Figure 59-a) for all the models corresponding to the different 
SGs (see Appendix C). The latter can be due, as discussed, to the fact that the properties of the 
heavy traffic load not explicitly included in the traffic index Bñ (e.g. axle weight, etc…) can be 
temporally correlated. This behaviour is masked when considering a wider time aggregation 
scheme (e.g. Δ = 24ℎ, see section 4.5.5.3).  
The values of the estimated model parameters are found in Appendix C. 
    
 
Figure 59. ACF and probability plots of weighted residuals at SG1, 2 = Ù. 
Once more, model parameters estimated under non-normality and autocorrelation of the residuals 
are unbiased, but the standard errors are invalid. This limits the applications of the hourly models 
to predictive purposes, as further discussed in section 6.3. 
The performance indicators of the hourly regression (- = 4) are found in Table 13. As expected, 
MAPE values increase when computed with the validation dataset.  
   
  Training dataset Validation dataset 
SG - MSE MAPE 
(%) 
MSE MAPE 
(%) 
1 4 1.88·109 22.7 8.67·108 42.1 
2 4 5.29·109 23.1 6.98·109 46.5 
3 4 8.07·108 51.90 1.23·109 75.5 
4 4 2.39·108 34.6 4.26·108 42.6 
5 4 1.07·109 30.1 1.26·109 55.6 
6 4 1.44·109 39.0 1.63·109 63.0. 
7 4 1.65·109 42.0 9.99·108 78.1 
8 4 8.65·109 27.2 1.11·1010 53.5 
9 4 7.25·108 21.7 4.75·108 39.3 
Table 13. Performance indicators for hourly regression models.  
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The smaller time discretization of hourly models results in lower squared errors than the ones 
obtained from daily models. However, both types of models lead to very close results when 
assessing their cumulated predictive performance by means of the indicator Ψ, see Table 14.  
   
  Training dataset Validation dataset 
SG p SE hourly / 
 SE daily  
Ψ(%) 
hourly 
Ψ(%) 
daily 
SE hourly / 
 SE daily  
Ψ(%) 
hourly 
Ψ(%) 
daily 
 
1 4 0.14 96.7 98.3 0.12 103.0 106.9  
2 4 0.19 102.5 102.1 0.13 114.3 119.1  
3 4 0.10 106.6 103.0 0.28 97.2 99.5  
4 4 0.17 101.7 97.6 0.17 109.3 104.5  
5 4 0.15 97.6 99.2 0.07 121.8 125.2  
6 4 0.11 95.8 97.5 0.09 110.9 111.7  
7 4 0.12 94.8 97.2 0.08 119.1 122.0  
8 4 0.16 97.6 99.9 0.07 113.4 116.7  
9 4 0.17 97.6 98.9 0.09 105.1 107.3  
Table 14. Comparison between hourly/daily performance indicators of the regression models.  
Model predictions and monitoring observations at SG1 and SG2 obtained considering both the 
training and the validation datasets are shown in Figure 60 and Figure 61 respectively. Hourly 
models are able to reproduce the profile of  accounting for short-term variations in  and . 
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Figure 60. Model predictions and monitoring observations at SG1 and SG2 (a subset of the training 
dataset), 2 = Ù. 
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Figure 61. Model predictions and monitoring observations at SG1 and SG2 (a subset of the validation 
dataset), 2 = Ù. 
A daily aggregation of the predicted values of   considering the hourly model is shown in 
Figure 62. Model-based predictions agree well with monitoring-based values. Hence, the 
variations of pavement temperatures and traffic levels do explain the daily occurrences of . 
The hourly time discretization enhances the work of Guo, Li, & Li (2008), where the time step 
used in the regression model (one month) could not explain changes in daily fatigue damages, 
which appeared to present a random pattern. 
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Figure 62. Daily aggregation of þ2 from an hourly model at SG1 (subset of the validation dataset) 
Moreover, an hourly time discretization step allows for assessing in detail the impact of different 
heavy traffic patterns throughout a day. This could be used, in case of fatigue concerns, to assess 
the benefit of applying dynamic toll fees for heavy traffic according to pavement temperatures in 
order to concentrate the heavy traffic flow during daily periods with low pavement temperatures 
(Laigaard et al., 2012). 
4.5.7. Influence of vehicle classes 
In this section, the effect of considering different vehicle classes to define the explanatory 
variable  is studied by considering the following cases i)  defined by all vehicle classes, ii)  defined by vehicle class 2, and iii)  defined by vehicle classes 2, 3 and 4.  
The training dataset corresponding to the SG2 has been used to estimate the parameters of daily 
models (3rd degree polynomials) following a least squares regression approach. Then, MSE and 
MAPE indicators are calculated to assess the performance of the different models.  
The results obtained are summarized in Table 15. The model considering classes 5 and 6 to define   outperforms clearly the rest of the models both in terms of MSE and MAPE. This is further 
illustrated by analyzing the scatter plot of the different model residuals, see Figure 63. It is 
observed that the scatter of the residuals is reduced when  is defined by vehicle classes 5 and 
6. This is due to the higher correlation existing between heavy vehicles and the performance 
indicator .  
     
Indicator Vehicle classes for  
(training phase) All 2 2+3+4 5+6 
MSE 8.58·1012 1.05·1013 1.04·1013 8.58·1011 
MAPE (%) 82.6 94.1 92.8 8.8 
Table 15. Comparison of model parameters for SG2.  
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Figure 63. Model residuals vs. Ø2 for different models.  
4.6. Summary  
In the present chapter, regression models have been developed to characterize the normal pattern 
between pavement temperatures and heavy traffic counts, on the one hand, and a stress-related 
performance indicator proportional to S-N fatigue damage at welded joints of OSD, on the other. 
The models are associated with a time step Δ  defining the temporal interval in which the 
pavement temperatures  are averaged and the performance indicator  and the traffic counts  aggregated. This allows a considerable reduction of the monitored data, which increases with 
increasing values of Δ . As an illustration of this, a daily time step (Δ = 24ℎ) summarizes 
144,000 strain datapoints (assuming a sampling frequence of 100 Hz) into a single value of .  
In terms of applications, the developed models can be used for performance prediction leading to 
estimates of fatigue lives and for performance assessment to interpret new sets of monitoring 
outcomes. 
It has been confirmed that increasing pavement temperatures result in higher strain levels at 
monitored welds due to the pavement-deck interaction described in section 3.4. Further, heavy 
vehicles have been found to be the main contributors to S-N fatigue damage.  
A daily time step has been explored and a methodology based on WLS approach has been 
developed to estimate the model parameters under the non-constant variance observed in the 
model residuals. The consideration of an hourly discretization scheme makes it possible to 
account for the effect of short-term (e.g. within a day) variations of pavement temperatures and 
heavy traffic counts on . However, the prediction bands of the hourly regression models are 
biased due to the autocorrelation observed in the residual series. This limits the applications of 
those models to performance prediction. In order to overcome this, quantitative data concerning 
the traffic loading could be monitored by a WIM system and used to define the traffic variable . The performance of hourly- and daily-based models is very similar for long-term predictions 
of the cumulated performance indicator .  
Moreover, a Bayesian approach to regression analysis has been considered as an alternative to 
parameter estimation. The results obtained with non-informative priors are very similar to those 
following a WLS approach. Given the data-driven approach considered, model parameters do not 
represent directly any physical quantity; as such, it is difficult to benefit from the combination of 
prior and posterior information offered by Bayesian methods. 
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Further, the model development has put forward that monitoring of pavement temperatures and 
traffic conditions can lead to accurate estimates of the cumulative strain-based damage of welded 
joints. This highlights the potential benefit of short-term complete monitoring campaigns aiming 
at deriving the regression models, followed by usage monitoring campaigns (Farrar & Lieven, 
2007) targeting only pavement temperatures and traffic counts, which can be inputted into the 
regression models to estimate ñ. In this regard, the average error on the cumulated value of the 
model-based predictions obtained following the above mentioned approach considering the 
validation dataset has been 12.5%. 
Finally, and from a general perspective, the main limitation of the models developed in the 
present chapter is that, due to their data-driven nature, they are very dependent on the quality and 
quantity of the monitoring dataset used to develop them. They can perform poorly when 
extrapolating over areas without sufficient training data. However, a main advantage of data-
based models for SHM of civil infrastructure is their scalability. In effect, once developed, they 
can be applied in a systematic manner to other infrastructure assets, without requiring any 
physical representation of the structure under consideration, which can be unavailable or can be 
costly to develop.  
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5. Time series models for temperature and traffic 
simulation 
5.1. Introduction  
The present chapter deals with the development of time series models to describe the processes of 
pavement temperatures and heavy traffic counts based on the data provided by the SHMS of the 
Great Belt Bridge. Modelling of pavement temperatures and traffic counts is required for fatigue 
assessment of OSD due to the temperature-driven composite action between the pavement and the 
steel deck. 
5.2. Modeling of pavement temperatures 
5.2.1. Analysis of monitoring outcomes 
In the following, the data recorded by the temperature sensor 9902 is considered (see 4.3.2.1). 
This sensor is the closest one to the section instrumented with SGs. Figure 64 shows the averaged 
pavement temperatures obtained from the year 2008 until 2010 considering an hourly 
discretization scheme (Δ = 1ℎ). 
 
Figure 64. Hourly averaged-pavement temperatures from 2008 to 2010. 
The hourly-averaged pavement temperatures oscillate between -10.7°C and 45.5°C and they 
present a clear annual cycle, as observed in Figure 64. Furthermore, there exists a daily pattern. 
This can be observed in Figure 65 (a), where the averaged values of hourly temperatures are 
plotted as a function of the month of the year and the hour within the day under consideration. 
Figure 65 (b) presents the standard deviations of the hourly temperatures following the same time 
discretization. The variance of the hourly pavement temperatures is not constant throughout the 
year, with higher dispersion levels exhibited during warm periods. This is due to wider pavement 
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temperature oscillations during the summer period in Denmark (from 10∘ to 40∘, see Figure 
64) than during the winter period. 
 
Figure 65. Mean value (a) and standard deviations (b) of hourly-averaged pavement temperatures. 
The same raw data used to generate the above figures can be aggregated using a daily time step (Δ = 24ℎ), as shown in Figure 66. The yearly pattern is observed again, but the extreme values 
differ from the ones obtained considering an hourly discretization time-step. The maximum daily-
averaged temperature between 2008 and 2010 is 31.8°C and the minimum is -8.4 °C.  
 
Figure 66. Daily averaged-pavement temperatures from 2008 to 2010. 
Figure 67-a presents the monthly-averaged values of the pavement temperatures starting from 
daily-averaged values and Figure 67-b the corresponding standard deviations. A daily-based 
discretization scheme reduces considerably the seasonal variability of the time series, as shown in 
Figure 67-b. 
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Figure 67. Mean value (a) and standard deviations (b) of daily-averaged pavement temperatures as a 
function of the month. 
As discussed in section 4.5.6.2, the regression models based on a daily dicretization scheme 
provide accurate estimates of the cumulated value of   that are needed for long-term 
performance simulations for fatigue assessment purposes. In consequence, the following sections 
tackle the stochastic modeling of time series of pavement temperatures averaged following a daily 
time step (Δ = 24ℎ).  
5.2.2. Model development and validation 
The approach followed to model the time series of daily-averaged pavement temperatures consists 
of fitting an AR model to the deseasonalized time series. Similar approaches for seasonal time 
series modeling can be found in the literature (Wang et al. 2005 and Ghanbarpour et al. 2010). 
The time series corresponding to the daily-averaged pavement temperatures from the year 2010 
has been used as a training dataset for model development, since the data availability during 2010 
was complete.  
5.2.2.1. Deseasonalization of the time series 
Figure 67 reveals that there are two seasonal effects in the time series; a variation on the mean 
value and a slight variation on the standard deviation of the time series.  
In order to model the fluctuations on the mean values  of the pavement temperatures, a sinusoidal 
function (Yaffee & McGee, 2000) has been considered, see Equation (5.1). Trigonometric models 
for pavement temperature modeling were also considered by De Jong (2007). 
Y = de ⋅ IöC(dL ⋅  + df) + @A (5.1) 
where Y is the expected daily-averaged pavement temperature at time t (expressed in days, i.e. 0 ≤  ≤ 365),  de, dL and df are the parameters of the sinusoidal function and @A is the overall 
annual average of the pavement temperatures. 
The model parameters are estimated following nonlinear least squares. Table 16 presents the 
estimated model parameters. The model fit for the year 2010 is shown in Figure 68. 
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Parameter Value Units de 13.4 °C dL 0.01709 rad/day df -1.78 rad @A 10.1 °C 
Table 16. Parameters of the sinusoidal model for daily-averaged pavement temperatures. 
 
Figure 68. Original time series and sinusoidal fit. 
The original time series is then deseasonalized by subtracting the daily mean values provided by 
Equation (5.1) and dividing by the seasonal standard deviations of the time series.  
∗ = () − YkA,  (5.2) 
where ∗ is the deseasonalized daily-averaged pavement temperature at time t, () the daily-
averaged pavement temperature from the original time series and kA,  the seasonal standard 
deviation of the time series, as shown in  Figure 67-b.  
5.2.2.2. Residual modeling 
Figure 69 presents the resulting deseasonalized time series. The analysis of its ACF, see Figure 
70-a confirms that the series is stationary, since it decreases quickly to 0. 
 
Figure 69. Time series of Ø∗. 
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Figure 70. Autocorrelation function (ACF) (a) and Partial ACF (PACF) (b) of Ø∗ 
A joint analysis of the ACF and the PACF (Figure 70), indicates that ∗  can be adequately 
modeled by an AR(1), see Equation (5.3), with a positive coefficient, because the ACF 
exponentially decreases to 0 as the lag increases and the PACF cuts off at lag 1 (see section 2.5).  
∗ = wA,e ⋅ qe∗ + lA, (5.3) 
where wA,e is the first AR coefficient and lA, is a random normal error term at time t. Table 17 
shows the estimated values of the model parameters of Equation (5.3). 
    
Parameter Value 95% C.I.  wA,e 0.614 [0.532 – 0.695]  
Table 17. Model parameters of the AR(1). 
The analysis of the AR(1) model residuals (Figure 71) shows that the residuals are normally 
distributed, zero centered and with a standard deviation equal to 0.764 °C. Further, the ACF and 
PACF of the model indicates that they are independent (Figure 72), thus verifying the modeling 
hypothesis.  
 
Figure 71. Segment of the residual series from AR(1) (left) and associated normal probability plot 
(right). 
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Figure 72. ACF (a) and PACF (b) of the residuals series from the AR(1) model. 
5.2.3. Temperature simulations 
Equations (5.1), (5.2) and (5.3) can be combined to simulate future temperature profiles. 
Figure 73-a shows the original time series used to estimate the predictive model for daily 
pavement temperatures and 5 simulated temperature profiles (Figure 73, b). 
 
 Figure 73. Original time series (a) and 5 temperature predictions (b) corresponding to the training 
dataset (year 2010). 
In order to assess the predictive performance of the developed model, the MSE of the model 
predictions is computed both for the training dataset (year 2010) and for the validation dataset 
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(year 2009).  As expected, the results obtained with the validation dataset (22.13 ∘L) are slightly 
higher than with the training dataset (17.72 ∘L).  
5.3. Modeling of heavy traffic counts 
5.3.1. Analysis of monitoring outcomes 
The data presented in the this section corresponds to the traffic heading towards the East with 
dimensions larger than 10m in length and 2.8m in width, see section 4.3.2.2. Figure 74 shows the 
raw traffic data from the years 2008 until 2010, whereas Figure 75 shows the same data 
aggregated following a daily discretization step (Δ = 24ℎ) . Some seasonal effects can be 
observed on those time series, namely during the periods corresponding to summer and winter 
holidays, where the overall traffic intensities decrease. In addition, a negative global trend seems 
to exist. This can be better observed by analyzing the annual evolution of the traffic counts 
(Figure 76), where it can be seen that the number of heavy vehicles has increased continuously 
between the bridge inauguration and until the year 2007. From 2008 and onwards the annual 
number of heavy vehicle decreases, this can probably be explained by the macroeconomic 
conjuncture which impacts the transportation of goods by heavy trucks. All these considerations 
highlight the non-stationarity of the traffic time series.   
 
Figure 74. Vehicle counts, hourly aggregation. 
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Figure 75. Vehicle counts, daily aggregation. 
 
Figure 76. Annual evolution of the traffic volume. 
Apart from the abovementioned seasonal effects and trend, there exist also a daily and an hourly 
patterns on the time series. This can be seen in Figure 77, where the traffic data are shown 
following an hourly and a daily discretization time steps.  
   
Figure 77. a) Hourly and b) daily traffic counts (a subset from the year 2008). 
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In view of the above, the behaviour of the time series of heavy traffic counts can be described by 
the superposition of several patterns with different temporal scales and drivers, as summarized in 
Table 18. 
   
Temporal scale of 
the pattern 
Driver Effect 
Lifeline Economy Variations in annual traffic counts 
Yearly Vacations Variations during holidays 
Weekly Social week organization Day-to-day variations within weeks 
Daily Bridge location in relation to origin-
destination 
Hour-to-hour variations within days 
Table 18. Temporal patterns of the heavy traffic counts. 
5.3.2. Model development and validation 
The approach followed to model the traffic counts consists, in a first step, of fitting regression 
models to the deseasonalized traffic time series. Then, AR models are used to fit the regression 
error terms.  
In order to compare different candidate models and select the best one, their predictive 
performance is assessed by means of the MSE and MAPE indicators corresponding to a training 
and a validation dataset (D. Ni, Ii, Guin, & Williams, 2004).  
The training dataset consists of the data from the years 2008 and 2009, whereas the data from the 
year 2010 has been used as the validation dataset. 
5.3.2.1. Deseasonalization of the time series 
A weekly time step has been considered to compute the daily means and the associated standard 
deviations to deseasonalize the time series as:  
∗ = () − Rn,kn,  (5.4) 
where Bñ∗  is the deseasonalized daily traffic at time  , μ,ñ  and σ,ñ  the daily average and the 
standard deviation considering a weekly time step calculated with the training dataset, see Figure 
78-a. 
Figure 78-b shows the daily COV computed following the above mentioned weekly time step. 
The COV remains approximately constant throughout the year, apart from weeks with holidays in 
which it increases.  
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Figure 78. Daily mean and corresponding standard deviation of traffic considering a weekly time step 
(a) and the corresponding COV (b). 
The deseasonalized time series obtained from Equation (5.4) is shown in Figure 79. The ACF of 
this time series (Figure 80) does not decay rapidly and alternates cyclically, thus indicating the 
existence of an autocorrelation structure of the time series which, in essence, is caused by the day-
of-the-week effect (Figure 77-b).  
 
Figure 79. Deseasonalized time series of heavy traffic counts. 
 
Figure 80. ACF of the deseasonalized time series of heavy traffic counts. 
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5.3.2.2. Regression modeling 
Regression models (see section 2.5.4) are used to fit the deseasonalized time series as:  
∗ = he + λLXL, +⋅⋅⋅ +λï`ï, + ϵ,ñ (5.5) 
where ∗  is the value of the deseasonalized traffic series at time  , h1  is the ith regression 
coefficient, X1, the ith dummy explanatory variable and ϵ,ñ a random error process term at time .  
Three different sets of dummy explanatory variables ⋅`,  have been considered, creating three 
different candidate models. 
The first model (RM1) consists of seven dummy variables (X1 to X7) in order to consider the day-
of-the-week effect. The second model (RM2) has an additional explanatory variable, X8, to 
account for the effect of holidays on the deseasonalized time series. The third model (RM3) 
results from an exploratory analysis of the residual series (Figure 81) from the second regression 
model RM2, which has enabled to identify outliers corresponding to days with abnormal 
responses. In particular, it has been found out that days within the Christmas period (24, 25, 26 
and 31 of December and 1st of January) need to be modeled by four additional dummy variables. 
Further, the traffic pattern in the vicinity of holiday periods appears to present a particular 
behaviour as well. This has been taken into account by creating extra dummy variables for those 
weekdays prior to a long weekend (a weekend followed by 2 or more holiday days), for those 
weekdays prior to a short weekend (a weekend followed by a holiday) and, finally, for those 
sundays prior to a holiday. Model parameters have been determined by least squares estimation.  
Table 19 summarizes the regression coefficients for RM1 and RM2, whereas Table 20 deals with 
RM3. It can be observed that week days present, as expected, higher traffic intensities than 
weekends. All models coincide in predicting the highest value for the standardized heavy traffic 
counts during Tuesdays and the lowest during Saturdays. 
    
Variable Description Estimate  Variable Description Estimate 
Model: RM 1    Model: RM2   
X1 Monday 0.741  X1 Monday 0.788 
X2 Tuesday 0.778  X2 Tuesday 0.790 
X3 Wednesday 0.735  X3 Wednesday 0.747 
X4 Thursday 0.554  X4 Thursday 0.648 
X5 Friday -0.211  X5 Friday -0.129 
X6 Saturday -1.534  X6 Saturday -1.534 
X7 Sunday -1.062  X7 Sunday -1.062 
    X8 Holiday -1.2313 
Table 19. Parameter estimates for RM1 and RM2. 
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Variable Description Estimate  Variable Description Estimate 
Model: RM3       
X1 Monday 0.744  X9 1
st January -0.644 
X2 Tuesday 0.758  X10 31
st December -1.576 
X3 Wednesday 0.756  X11 Pre Long WE  1.273 
X4 Thursday 0.671  X12 Pre Short WE 0.533 
X5 Friday -0.143  X13 Sunday Pre Holiday 0.023 
X6 Saturday -1.539  X14 24-25
th December -0.522 
X7 Sunday -1.076  X15 26th December 0.835 
X8 Holiday -1.130     
Table 20. Parameter estimates for RM3. 
Models with more parameters (i.e. RM2 and RM3) result in less scattered residuals, as it can be 
seen in Figure 81. The analysis of the regression residuals reveals that, even for the most complex 
model (RM3), there exists some outliers corresponding to days with abnormal behaviour. This 
could be improved by adding additional dummy variables. This would, however, lead to a 
marginal model improvement, due to the reduced number of outliers.   
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Figure 81. Residuals of the different regression models. 
5.3.2.3. Residual modeling 
The analysis of the residuals of the different regression models (RM1, RM2 and RM3) reveals 
significant autocorrelations in all cases, as it can be observed in Figure 82-a and -b.  
To account for this, the residuals of the different regression models have been modeled by AR 
models: 
ln, =  wn,1 ⋅ ln,q1Ê1e + 3 
(5.6) 
where ln, is the regression error at time , wn,1 are the parameters of the autoregressive model, - 
is the order of the AR model and 3 is a normal random error term. 
Different AR models (AR1, AR2 ans AR3) are considered to fit the residuals of RM1, RM2 and 
RM3 respectively. The order of the AR models has been determined by analyzing the ACF and 
the PACF of the corresponding residual series. Table 22 presents the values of the parameters for 
each of the three AR models.  
   
Autoregressive model Parameters 
 wn,e wn,L wn,f wn, wn,+ wn, wn,  
AR1 0.258 -0.506 -0.167 -0.145 -0.217 -0.057 -0.057 
AR2 0.471 -0.188 - - - 0.070 0.082 
AR3 0.307 -0.124 - - - 0.119 0.044 
Table 21. Parameter estimates for AR1. AR2 and AR3. 
Figure 82 (a,b) presents the ACF and the PACF corresponding to the residuals of RM3, whereas 
Figure 82 (c,d) displays those from the AR3 model.  
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Figure 82. ACF and PACF of the RM3 (a,b) and AR3 (c,d) residuals.  
The residuals of AR1, AR2 and AR3 are independent. However, they are not normally distributed 
due to the existence of outliers, as it is observed in Figure 83. Such outliers are caused by the 
particular traffic behaviour in the vicinity of holiday periods that is not accounted by the 
formulation of models RM1, RM2 and RM3.  
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Figure 83. Residuals for AR1, AR2 and AR3 models.  
Figure 84 shows two normal fits of the error term 3 in Equation (5.6) of the residuals from AR3. 
The first fit (EN) corresponds to the original residuals, whereas the second (ET) is obtained by 
truncating the residuals above 1.5 times the standard deviation of the original residuals. This can 
be regarded as being equivalent to disregarding the residuals corresponding to outliers. 
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Figure 84. Normal fit of the residuals of the AR3 model. 
It can be seen (Figure 85) that the second set of residuals is approximately normally distributed.  
  
Figure 85. Probability plot for the truncated residuals of the AR3 model. 
Table 22 summarizes the parameters of  3 for the models AR1, AR2 and AR3 considering all 
residuals (EN) and truncated residuals (ET).  
   
Model residuals 3 (EN) 3 truncated (ET) 
 @Å'C s.t.d. mean s.t.d 
AR1 3.50·10-3 0.231 7.50·10-3 0.100 
AR2 -6.93·10-4 0.181 -1.16·10-2 0.084 
AR3 -9.42·10-4 0.132 1.24·10-2 0.069 
Table 22. Different models for the error term %. 
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5.3.2.4. Model comparison 
Several models have been developed using different regression formulations (see Table 19 and 
Table 20) and the corresponding AR model for the regression residuals (see Table 21). This 
results in three models: RM1+AR1, RM2+AR3 and RM3+AR3. Further, two different models for 
the error term 3 have been considered (EN and ET) depending on whether the AR residuals are 
truncated or not. This gives place to six different models for daily heavy traffic counts prediction, 
see Table 23.  
In order to select the best model, the performance of the different models is assessed by the 
following indicators: AIC, MSE and MAPE defined in section 2.6.  
Table 23 and Table 24 summarize respectively the calculated performance indicators for the 
training (years 2008 and 2009) and validation (year 2010) datasets.  
   
Model 3 model AIC MSE MAPE 
RM1+AR1 EN 8.230·103 7.472·104 19.5% 
RM2+AR2 EN 7.794·103 4.127·104 15.1% 
RM3+AR3 EN 7.411·103 2.404·104 11.8% 
RM1+AR1 ET 7.841·103 4.384·104 12.9% 
RM2+AR2 ET 7.457·103 2.600·104 10.1% 
RM3+AR3*  ET* 7.146·103 1.669·104 8.60% 
Table 23. Performance indicators for model comparison during the training phase. 
  
Model 3 model MSE MAPE 
RM1+AR1 EN 5.543·104 18.6% 
RM2+AR2 EN 2.718·104 13.7% 
RM3+AR3 EN 1.639·104 11.0% 
RM1+AR1 ET 3.073·104 12.3% 
RM2+AR2 ET 1.443·104 9.29% 
RM3+AR3* ET* 1.105·104 8.24% 
Table 24. Performance indicators for model comparison during the validation phase. 
The values obtained during the training phase show that the more complex regression models 
(RM2+AR2 and RM3+AR3) outperform the most simple both in terms of MSE and MAPE. The 
AIC indicator is also smaller for the model RM3+AR3, thus indicating the benefit of including 
more explanatory variables in the regression model. Further, the models considering the truncated 
normal distribution ET for the error term 3 outperform the ones considering the complete 
distribution EN. In effect, the non-truncated error models EN exaggerate the randomness of the 
model predictions because the effect of outliers is taken into account, whereas the ET model 
underestimates this randomness, especially for the days within a holiday period. Due to the 
reduced number of outliers, the models built using the truncated normal distribution present better 
predictive performances, as shown in Table 23 and Table 24.  
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Regarding the validation phase, a similar behaviour is observed as summarized in Table 24. 
Moreover, the MAPE values corresponding to the training and the validation phases are very 
similar, indicating that training dataset has been long enough to capture the behaviour of the time 
series. 
Overall, the best model candidate according to the considered criteria is RM3+AR3 associated 
with a truncated normal error distribution (ET) for 3. 
The predictions of the selected model for a subset of the training dataset are shown in Figure 86.  
 
Figure 86. Predictions from RM3+AR3 (ET) and observations for daily traffic (subset of the training 
dataset) 
5.3.3. Traffic simulations 
Figure 87 shows a comparison between model-based predictions and traffic observations 
corresponding to subset of the validation dataset. A clear match between model predictions and 
traffic observations is found. 
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Figure 87. Predictions from RM3+AR3 (ET) and observations for daily traffic (subset of the 
validation dataset) 
It has to be pointed out that the predictive performance of the developed models depends strongly 
on the values of the daily averages (Rn,) and associated standard deviations (kn,) of the future 
traffic levels, which were known for the traffic simulations performed in the validation phase 
(Figure 87). For future traffic simulations, it is evident that those values will have to be estimated, 
hence decreasing the predictive performance of the models, due to the inherent uncertainty related 
to future traffic levels.  
5.4. Summary 
The present chapter has tackled the use of monitoring data to characterize time series models for 
pavement temperatures and heavy traffic counts. Such models are required for fatigue life 
prediction of OSD due to the temperature-driven composite action between the pavement and the 
steel deck. 
In the case of pavement temperatures, the time series are firstly averaged considering a daily 
discretization scheme and deseasonalized. The resulting time series are modelled by first order 
AR models. 
In the case of heavy traffic counts, the data analysis has revealed that such time series are 
influenced by long-term economic trends and a combination of seasonal effects of varying 
temporal scales: a yearly pattern characterized by vacation periods, a weekly pattern caused by 
day-of-the-week effects and a daily pattern defined by the location of the bridge in relation to the 
origin-destination of the heavy traffic. The above mentioned effects make the modelling of daily-
aggregated traffic counts a challenging task consistig of several steps. Firstly, daily-aggregated 
traffic counts are deseasonalized by substracting the weekly means and dividing by the 
corresponding standard deviations. Then, regression models are used to account for day-of-the-
week and holiday effects. Finally, autoregressive models are fitted to the residuals of the 
regression models. Due to the existence of competing model formulations, a model comparison 
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analysis has been carried out by means of comparing the associated MSE, MAPE and AIC 
indicators to determine the best model. In all cases, the most complex regression model has 
outperformed its more simple competitors. 
Finally, it is worth pointing out that there is an inherent and very important source of uncertainty 
in long-term traffic forecasts caused by economic trends and in long-term temperature forecasts 
due to the effects of climate change.  
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6. Probabilistic fatigue life prediction and 
performance assessment 
6.1. Introduction 
From a general perspective, the ultimate goals of SHM are to assess the performance and to 
predict the remaining life of structures based on the monitoring data collected. The present 
chapter tackles both areas for the particular case of welded joints of OSD subject to fatigue.  
It is divided into two different sections. The first one sets up a probabilistic framework integrating 
the models developed in Chapters 4 and 5 to calculate the time-varying fatigue reliability profiles 
of the different monitored welded joints. This corresponds to the performance prediction 
application described in section 4.5.3.2. Different scenarios of pavement temperatures and heavy 
traffic levels are considered and a sensitivity analysis is carried out to investigate the effect of 
different parameters. The second part of the chapter concerns the performance assessment 
application, cf. section 4.5.3.1. An algorithm to detect outliers flagging abnormal behaviours is 
developed. This provides a framework for interpreting new monitoring outcomes.  
The proposed framework is illustrated by analyzing the monitoring outcomes from the Great Belt 
Bridge.  
6.2. Probabilistic fatigue life prediction 
As seen in Chapters 4 and 5, the traffic counts, the pavement temperatures and the strain response 
(characterized by the performance indicator ) are subjected to a degree of variability captured 
by the different models used to characterize them. However, other sources of uncertainty need to 
come into the picture as well when predicting the remaining fatigue life. Namely, the uncertainty 
arising from the material fatigue parameters and the uncertainty of the damage accumulation law 
(Palmgren-Miner) should be addressed when considering a probabilistic S-N approach. 
The existence of the above mentioned sources of uncertainty makes it necessary to consider a 
probabilistic framework in which to predict the remaining fatigue life. A fatigue reliability 
approach  is considered in the present section to tackle the fatigue life prediction.  
It is noted that the methodology for fatigue reliability prediction presented herein is carried out 
using daily (Δ = 24 ℎ) models, see section 4.5.5.  
6.2.1. Definition of the Limit State Function (LSF) 
The time-varying LSF for S-N fatigue reliability is formulated according to section 2.2.4 as: 
<(P, ) = Δ − () (6.1) 
where Δ is the Miner's sum at failure, () the S-N fatigue damage at time  and P the vector of 
random variables.  
Following an S-N approach with a single-slope curve and Palmgren-Miner's rule for damage 
summation under variable amplitude loading, () can be rewritten as:  
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() = 17 ⋅  Δk|

  
(6.2) 
where 7 and @  are the material parameters defining the S-N fatigue curve for any particular 
fatigue detail and Δk the corresponding stress range at time .  
Considering a single slope S-N fatigue curve with a fatigue parameter m equal to 3 as in many 
typical structural details, Equation (6.2) can be linked with the regression models developed in 
Chapter 4 and the time series models in Chapter 5 as:  
() = 17 ⋅  Dñ()

 = 17 ⋅  ñ() ⋅ Í J1qe ⋅ ñ()1qe + ËqÊqe ⋅ IK
Êße
1e Î

  
(6.3) 
where ñ() and ñ() are the time series models derived in Chapter 5, J1 the parameters of the 
regression models in Chapter 4, C the number of datapoints corresponding to the training dataset 
associated with the regression model, - the order of the regression model, ËqÊqe a t-distribution 
with C − - − 1 degrees of freedom and IK the estimate of the total variance of the regression 
model at a given ñ(), see section 2.4.1.  
Equation (6.3) can be inserted into Equation (6.1) to obtain the expression of the LSF integrating 
the monitoring-based developed time series and regression models:  
<(P, ) = Δ − 17 ⋅  ñ() ⋅ Í J1qe ⋅ ñ()1qe + ËqÊqe ⋅ IK
Êße
1e Î

  
(6.4) 
As mentioned in 2.2.4, a common approach for S-N fatigue reliability analysis is to consider the 
parameter @ as deterministic and to model 7 by an appropriate distribution. In this regard, the 
parameter @ defining the slope of the S-N curve has been considered, in a conservative approach, 
equal to 3 according to EN 1993-1-9:2005. Eurocode 3: Design of steel structures - Part 1-9: 
Fatigue (2005) for the welded details under consideration, see Figure 88. However, it has to be 
noted that the propposed approach can cope with any particular value of @ by modifying the 
definition of the performance indicator  accordingly, see Equation (4.2).  
6.2.2. Probabilistic modeling 
In order to perform a fatigue reliability analysis, the material parameter A and the Miner's sum at 
failure Δ in Equation (6.4) need to be modeled.   
The fatigue parameter 7 is modeled following a lognormal distribution with a COV equal to 0.58 
(JCSS, 2007). A back-calculation is done according to the statistical method described in EN 
1990. Eurocode 0 - Basis of structural design (2007) to determine the mean value of the fatigue 
parameters of the S-N curves. The characteristic values of 7 are taken from EN 1993-1-9:2005. 
Eurocode 3: Design of steel structures - Part 1-9: Fatigue (2005) and correspond to a 95% of 
survival of log(N) at DF = 2 million at a 75% confidence level. The trough-splice welds (welded 
against a backing strip) correspond to detail category 71, whereas the trough-to-deck welds 
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(partial penetration weld) correspond to detail category 50. The calculation details can be found in 
Appendix D.  
Table 25 summarizes the derived mean values for the fatigue parameters 7 and Figure 88 shows a 
detail of the geometry of the trough stiffeners of the OSD of the Great Belt Bridge. 
   
Detail category 5% characteristic  
value of A [MPa3] 
$[7] 
[MPa3] 
 '([7],+ 
[MPa3] 
COV 
50 (trough-to-deck) 2.50 ⋅ 10ee 7.30 ⋅ 10ee 4.23 ⋅ 10ee 0.58 
71 (trough-splice) 7.16 ⋅ 10ee 2.09 ⋅ 10eL 1.21 ⋅ 10eL 0.58 
Table 25. Parameters of the lognormal distributions of the fatigue parameter A. 
 
Figure 88. Detail of stiffener troughs. 
The value of the Miner's sum at failure, Δ, is modeled as a lognormal variable with a mean value 
of 1 and a COV of 0.3, as suggested in (P. Wirsching, 1984). This has further been recommended 
in JCSS (2007). 
Figure 89 shows the PDF of the fatigue parameters and the Miner's sum at failure and Table 26 
summarizes the parameters of the LSF for reliability analysis. 
 
 
Figure 89. PDF of (a) the fatigue parameter A  (b) of Miner's sum at failure. 
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Parameter Symb
ol 
Distribution/Expression Source 
Fatigue parameter  A Lognormal 
(see Table 25) 
EN 1993-1-9 
EN 1990 
JCSS Model 
Code 
Fatigue parameter m Deterministic EN 1993-1-9 
JCSS Model 
Code 
Miner's Damage at Failure Δ Lognormal (1.0, 0.3) (P. Wirsching, 
1984) 
Stress-related performance 
 indicator 
ñ() Regression model Chapter 4 
  = ñ() ⋅ ( J1qeñ1qe()Êße1e+ ËqÊqe ⋅ IK) 
[where (⋅) is a t-distributed random 
variable]  
Equation (4.7) 
Daily heavy traffic counts ñ() Time series model Chapter 5 
  ∗ () = () − Rn,kn,  
 
Equation (5.4) 
 
  ∗ =  h1 ⋅ 1`, + ln, 
 
Equation (2.65) 
  ln, =  wn,1 ⋅ ln,q1 + 3Ê1e  
[where 3 is zero mean normal 
random variable] 
Equation (5.6) 
Daily-averaged pavement 
 temperatures 
() Time series model Chapter 5 
  Y = de ⋅ IöC(dL ⋅  + df) + @A Equation (5.1) 
 
  ∗ =  − YkA,  Equation (5.2) 
  ∗ = wA,e ⋅ A,qe∗ + lA,  
[where lA, is zero mean normal 
random variable] 
Equation (5.3) 
Table 26. Probabilistic models of the variables/processes in the LSF. 
 
 
 
6.2 Probabilistic fatigue life prediction Probabilistic fatigue life prediction and performance 
assessment
 
Department of Civil and Environmental Engineering – University of Surrey 127 
 
6.2.3. Temperature and Traffic scenarios 
The time series models in Chapter 5 assume that the annual average temperature and the number 
of heavy vehicles calculated in the training phase are time-invariant. It is evident, however, that 
future traffic levels are subjected to high uncertainties arising, among other factors, from 
economic conditions. Moreover, climate change is predicted to result in an increase of future 
temperatures. Therefore, it is necessary to consider different traffic and temperature scenarios for 
the fatigue life calculation of the welds under consideration.  
Two temperature scenarios (T0 and T1) are considered. The scenario T0 does not consider any 
annual temperature increase. Hence, the annual average temperature is the one obtained from the 
dataset used to derive the time series model for daily temperatures (see section 5.2). On the other 
hand, the temperature scenario T1 considers an annual air temperature increase of 2.9 °C by the 
year 2100 (Danmarks Meteorologiske Institut, 2012). This scenario has been calculated by the 
Danish Meteorological Institute considering the scenario A1B of future emissions of greenhouse 
gases (Bernstein et al., 2007). An increase in air temperatures leads to an equal increase in 
pavement temperatures (De Jong, 2006).  
Two different traffic scenarios have also been defined. The traffic scenario B0 considers the 
future heavy traffic levels to be equal to the ones obtained from the training dataset (see section 
5.3.2) while the traffic scenario B1 considers an annual heavy traffic increase of 1% until the year 
2030. The heavy traffic levels from 2030 and onwards are assumed to remain constant. 
Figure 90-a shows the annual temperature increase. Figure 90-b presents the ratio of yearly 
increases in the counts of heavy vehicles considering the level of 2012 as reference.  
  
 
Figure 90. Scenarios for (a) pavement temperature and (b) heavy traffic counts. 
The different traffic and temperature scenarios are combined resulting in four global scenarios 
summarized in Table 27. 
Identifier T0 T1 
B0 Scenario S0 Scenario S1 
B1 Scenario S2 Scenario S3 
Table 27. Definition of scenarios. 
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6.2.4. Time-varying fatigue reliability profiles 
6.2.4.1. Methodology 
A MCS is carried out to determine the time-varying fatigue reliability profile for the different 
instrumented welds and the different scenarios under consideration.  
In each simulation, the values of 7 and Δ are sampled from their distributions (see Table 26). 
Then, the pavement temperatures ñ() and the associated counts of heavy vehicles ñ() are 
simulated following a daily time step (Δ = 24ℎ) to determine the stress-related performance 
indicator ñ() . This process is repeated until the LSF is violated ¼ö. Å. <¼P, #½ < 0½ , a 
realization of the time to failure ¼#½ is determined and the next simulation starts. Figure 91 
shows the simulated profiles of ñ  and ñ  during 730 days as well as the corresponding 
simulated profile of ñ() using the regression model for SG2 (trough splice weld). 
Finally, a lognormal distribution is used to fit the DF realizations of # obtained at the end of the 
MCS, DF  being the sample size of the MCS. This process is repeated for all SGs under 
consideration. The reliability index at time t, (), can then be calculated as:  
() = −Φqe Í 9®()X Î 
(6.5) 
Where Φqe  is the inverse of the cumulative distribution function of the standard normal 
distribution and 9®() the fitted lognormal PDF to the simulated time to failure realizations. 
Figure 92 shows 1000 simulated realizations of # corresponding to the scenario S0 at SG1 and 
Figure 93 displays the corresponding lognormal probability plot. It can be observed that the 
lognormal distribution fits very well the simulated fatigue lifetimes.  
The methodology proposed to determine the time-varying fatigue reliability profiles is 
summarized in Figure 94. 
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Figure 91. Simulated profiles Ø2, 2 and þ2 at SG2 during 730 days (2 = ), scenario S0.   
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Figure 92. Simulated £ at SG1, scenario S0. 
 
Figure 93. Lognormal fit to simulated £ at SG1, scenario S0. 
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Figure 94. Methodology for the time-varying fatigue reliability calculation. 
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6.2.4.2. Results 
EN 1990. Eurocode 0 - Basis of structural design (2007) states that the target reliability index for 
a fatigue limit state corresponding to a standard reference period of 50 years for class RC2 
(medium consequences) structural members can vary from 1.5 to 3.8, depending on the degree of 
inspectability, reparability and damage tolerance. Long-span bridges are designed with service 
lives above 50 years. However, since fatigue failure is caused by a damage accumulation process 
rather than by the extreme effect of actions, the target reliability index need not be modified to 
account for the effect of longer lives. In consequence, the target reliability index selected in this 
thesis to illustrate the developed methodologies has been taken equal to 3.8. This corresponds to 
the upper bound of the abovementioned range, in order to account for the fact that fatigue failures 
in long-span bridges are typically associated with high failure consequences. 
The obtained reliability profiles are conservative due to the consideration of a single-slope S-N 
fatigue curve where all stress cycles are assumed to be damaging. This represents a more severe 
model than the standard Eurocode design model EN 1993-1-9:2005. Eurocode 3: Design of steel 
structures - Part 1-9: Fatigue (2005). Moreover, system effects, which in this case are expected to 
be favourable, are ignored. As a result, the calculated reliability profiles can be regarded as a 
conservative lower bound of the detail's actual reliability level. In consequence, the estimated 
times to failure may be regarded as warning points in which to schedule detailed inspections 
(Chen et al., 2009; Chung, 2004), thus linking monitoring outcomes with management strategies. 
Similarly, the violation of the considered threshold could also be regarded as an indication for 
developing less conservative models that could be updated with the outcome of inspections. 
Fracture mechanics formulations  could be appropriate candidates. 
Figure 95 and Figure 96 present the time-varying fatigue reliability profiles obtained at trough-to-
deck and trough splice welds respectively for the scenario S0. The sample size of the MCS has 
been equal to 500 (see section 6.2.5.1). 
It can be observed that the reliability indices decrease non-linearly with time. The calculated 
times for reaching  = 3.8 corresponding to the scenario S0 are summarized in Table 28.  
SG8 (66 years) and SG1 (106 years) are respectively the trough splice and trough-to-deck welds 
presenting the lowest time to reach the target reliability. Due to the above considerations, those 
are conservative estimates of fatigue lives.  
        
 SG1 SG2 SG3 SG4 SG5 SG6 SG7 SG8 SG9 
t. s.t. () < 3.8 [years] 106 87 157 343 205 137 128 66 142 
Table 28. Times to reach ¤ = ).* at different SGs, scenario S0. 
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Figure 95. Time-varying fatigue reliability profiles at trough-to-deck welds, scenario S0. 
 
Figure 96. Time-varying fatigue reliability profiles at trough splice welds, scenario S0. 
Figure 97 and Figure 98 show respectively the reliability profiles at SG1 and SG8 corresponding 
to the different scenarios considered. Table 29 summarizes the corresponding times for reaching  = 3.8. 
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t. s.t. () < 3.8  
[years] 
S0 S1 S2 S3 
SG1 106 82 76 66 
SG8 66 64 56 48 
Table 29. Times to reach + = ).*, SG1 and SG8, different scenarios. 
As expected, the increase of temperature levels (scenario S1), heavy traffic levels (scenario S2) 
and temperature and traffic levels (scenario S3) all result in lower reliability profiles. In both 
welds, the most unfavorable scenario is S3, followed by S2, S1 and S0. The decrease in the time 
to reach  = 3.8 due to increases in the temperature (scenario S1) is more important at SG1 
(22.6% reduction) than at SG8 (3.0% reduction). This is explained by the major sensitivity to 
pavement temperature of the regression models corresponding to trough-to-deck welds (see 
Figure 47), which could be attributed to the local structural behaviour and the longitudinal 
position of the monitored points within a span.  
The joint increase of future traffic levels and temperatures captured by the scenario S3 decreases 
significantly the times to reach  = 3.8, with corresponding reductions of 27.2% (SG8) and 
37.7% (SG1).  
 
Figure 97. Time-varying fatigue reliability profiles at SG1, scenario S0 to S3. 
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Figure 98. Time-varying fatigue reliability profiles at SG8, scenario S0 to S3. 
6.2.5. Sensitivity analysis 
6.2.5.1. Sample size of the Monte Carlo Simulation 
Since the methodology described in 6.2.4.1 relies on a MCS, it is necessary to study the 
convergence of the MCS corresponding to each analysis. This has been done by analyzing the 
evolution of the COV of the simulated fatigue lives as a function of the sample size DF of the 
MCS.  
Figure 99 (a) and (b) show respectively the mean value, the standard deviation and the COV of 
the simulated # as a function of the sample size of the considered (n), for the particular case 
corresponding to SG8 and the scenario S0. It is shown that the results stabilize around 500 
simulations.  
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Figure 99. a) ,)£* and -.)£*Q,/ and b) 0G-(£) of the MCS as a function of NMC.  
6.2.5.2. Material parameter A 
The material parameter A depends on the particular class of the detail under consideration and is 
characterized through fatigue laboratory tests. Different studies have suggested different COV for 
this parameter (JCSS, 2007; P. Wirsching, Ortiz, & Chen, 1987).  
The following cases have been considered to study the impact of different distributions of this 
parameter on the calculated reliability profiles: 
 A1: Lognormal. Mean = 2.09 ⋅ 10eL Bù'f. COV = 0.75. 
 A2: Lognormal. Mean = 2.09 ⋅ 10eL Bù'f. COV = 0.45. 
 A3: Lognormal. Mean = 0.75 ⋅ 2.09 ⋅ 10eL Bù'f. COV = 0.58. 
 A4: Lognormal. Mean = 1.25 ⋅ 2.09 ⋅ 10eL Bù'f. COV = 0.58. 
 A5: Lognormal. Mean = 2.09 ⋅ 10eL Bù'f. COV = 0.58. 
The sensitivity study is performed for the case corresponding to SG8 associated with the scenario 
S1. 
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It can be seen from Figure 100 that increasing the COV of the fatigue parameter 7 leads to a 
reduction in the reliability profile. On the other hand, increasing the mean value of 7 results in an 
increase of the reliability profile.  
The impact of the variability of the different probabilistic models for 7  on the computed 
reliability profiles is very significant. It is therefore critical to work with an adequate model for 
this parameter. 
Moreover, it is worth noting that the uncertainty associated with this material parameter cannot be 
reduced by means of monitoring strains, pavement temperatures or traffic counts, but only by 
performing additional laboratory fatigue tests. This is an important remark, since it limits the 
capability of SHM in reducing the uncertainties associated with fatigue life predictions of welded 
joints. 
 
Figure 100. Reliability profiles at SG8, scenario S1, for different models of A.   
6.2.5.3. Miner's sum at failure 
The sensitivity analysis of the Miner's sum at failure, Δ, is performed for the case corresponding 
to SG8 associated with the scenario S1. The following cases have been considered:  
 Δe: Lognormal. Mean =1. COV = 0.2. 
 ΔL: Lognormal. Mean =1. COV = 0.4. 
 Δf: Lognormal. Mean =0.8. COV = 0.3. 
 Δ: Lognormal. Mean =1.2. COV = 0.3. 
 Δ+: Lognormal. Mean =1. COV = 0.3. 
Figure 101 reveals that an increase in the mean value of Δ increases the reliability curve, whereas 
increasing the COV decreases the associated reliability levels.  
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As per the previous case, the computed reliability profiles are very sensitive to the probabilistic 
model of Δ. Again, monitoring cannot reduce the uncertainty level arising from the value of the 
Miner's sum at failure.    
 
Figure 101. Reliability profiles at SG8, scenario S1, for different models of 2. 
6.3. Model-based performance assessment 
The present section deals with the assessment phase described in section 4.5.3.1, where the 
normal correlation pattern between the monitored variables characterized by the regression 
models developed in Chapter 4 is used for interpreting new monitoring data and identifying 
unexpected behaviours. 
In recent years, several examples of statistical methodologies for performance assessment based 
on monitoring data can be found in the literature. Ding & Li (2011) considered statistical process 
control charts to assess the performance of bridge expansion joints. Sohn et al. (2000) followed 
also a statistical process control technique to identify plastic deformations of a concrete bridge 
column based on vibrational data. Iwasaki et al. (2005) employed similarity tests on response 
surfaces of monitored loads to detect the presence of damage in monitored tunnel's jet fans. 
6.3.1. Methodology 
The prediction bands of the regression models estimated with the training dataset (see section 
4.5.5.2) are used to compute the distribution of the normalized model residuals as:  
ËqÊqe = Í J1qeÊße1e ⋅ 1qe − ()ñ |KË1KUVWÎ ⋅ 11IKL  (6.6) 
where ËqÊqe is the t-distribution with (C − - − 1) degrees of freedom, C being the number of 
monitoring outcomes corresponding to the training dataset, -  the order of the polynomial 
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regression model, and IKL  the total variance of a prediction at a particular temperature , see 
section 2.4.1.  
When the value of the degrees of freedom of a t-distribution is high (e.g. above 30), the 
distribution can be well approximated by a normal distribution with a zero mean value and a 
standard deviation equal to one. Then, Equation (6.6) can be rewritten as: 
c ≃ Í J1qeÊße1e ⋅ 1qe − ()ñ |KË1KUVWÎ ⋅ 11IKL  (6.7) 
The probability distribution of c  can be used to determine upper and lower limits (L) 
corresponding to 100(1 − d)% confidence region:  
> = Φqe(d/2) (6.8) 
where Φqe(⋅) is the inverse CDF of the standard normal random variable c.  
The upper and lower limits are used to identify the presence of monitoring outcomes outside the 100(1 − d)% confidence region. Such data points are referred as outliers.  
The flowchart summarizing the methodology for performance assessment based on the detection 
of outliers is summarized in Figure 102. The assessment process can be carried out by plotting the 
time series of the standardized monitored residuals and the corresponding upper and lower limits 
in order to identify outliers. If new monitoring data is available in real time, such analysis can be 
done accordingly. 
It has to be noted that, in order to use a regression model for performance assessment purposes, 
the modeling hypothesis leading to a correct estimation of IKL  need to be verified. These are: 
independence, normality and equal variance of the regression residuals. As seen in Chapter 4, 
only the models with a daily time step discretization scheme fulfill such requirements.  
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Figure 102. Flowchart of the assessment process. 
If no outliers are detected, the performance of the system has not changed compared to the 
reference performance of the training phase. 
The detection of an outlier given the confidence level d suggests the existence of an abnormal 
behaviour flagging an unexpected response differing from the reference pattern. In general terms, 
the presence of outliers does not necessarily imply that some structural damage has occurred, 
since there are different causes resulting in outliers (see section 6.3.2). On the other hand, a 
considerable number of outliers can indicate a permanent change from the reference pattern. Such 
situations can be used to inform management actions in order to identify the underlying cause of 
the abnormal behaviour, assess the validity of the performance predictions carried out with the 
existing regression model and eventually evaluate the need to regress a new model with a new 
training dataset. 
The assessment methodology described in this section can be classified as an unsupervised 
learning approach to damage detection. As a result, it is not capable of identifying the cause 
behind a particular outlier, but only to assess whether or not the system is behaving as expected. 
This tends to be the usual situation while developing data-based SHM algorithms for civil 
infrastructure (Sohn et al., 2000), where data from a damaged situation is rarely available and, in 
consequence, it is not possible to identify the cause of an abnormal behaviour. Therefore, it is 
worth pointing out that the identification of such causes may require the use of additional 
techniques (e.g. visual inspections or Non Destructive Tests, NDT) used in conjunction with 
engineering judgment and other sources of information. This highlights the fact the monitoring-
based approaches cannot be used in isolation but as a complement to other available tools.  
6.3.2. Potential causes of outliers 
There are several causes that can alter the input-output dependence between heavy traffic levels, 
pavement temperatures and the stress-related performance indicator ñ  captured by the 
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regression models, and lead to outliers. In the following, the main potential causes of outliers are 
outlined. 
6.3.2.1. Changes in the traffic composition 
A modification in the properties of the heavy vehicles (e.g. weights of the axles, number of axles, 
transversal vehicle position, etc.) may result in outliers. This is because the input variable used to 
characterize the traffic load, i.e. the counts of heavy vehicles  , does not capture such 
properties. This could be improved by capturing more data to characterize the traffic properties 
and hence overcome current model limitations. Such data could be obtained from a WIM station. 
Another situation that may lead to outliers is a substantial increase of the traffic counts of other 
vehicle classes (especially classes 4 and 5, see section 4.3.2.2) resulting in higher contributions to  than the ones characterized during the training phase. 
6.3.2.2. Structural deterioration 
The existence of structural deterioration, e.g. changes in the pavement layer or in the steel (fatigue 
cracks, corrosion) can potentially lead to the presence of multiple outliers. Additional surveys 
(e.g. visual inspections or NDT tests) would be needed to confirm and identify possible structural 
deteriorations. It is evident that such structural changes would generally occur over long time 
periods, thus requiring appropriate datasets from different points in time to be made available. 
6.3.2.3. Sensor malfunction  
Another cause that cannot be disregarded is the effect of sensor malfunctions. In effect, any data-
based approach relies on the quality and reliability of the measured data. Any degradation on the 
sensors affecting the data being recorded will also be detected as an unexpected response. In this 
sense, the assessment phase can be also regarded as an indirect tool to verify the correct operation 
of the monitoring equipment. This is of interest, since life predictions based on erroneous 
monitoring data lead inevitably to erroneous estimates that need to be identified and discarded.  
6.3.3. Assessment examples 
The proposed assessment methodology is illustrated considering the regression model for SG8. 
The monitoring data of the training dataset is analyzed, outliers are detected and the underlying 
causes identified for the first two examples. The third example deals with simulated data in order 
to exemplify a situation where multiple outliers are present.   
6.3.3.1. Example 1 
Figure 103 shows the control chart corresponding to the training data at SG8 considering a 99% 
confidence region defined by the upper and lower confidence limits (UCL and LCL respectively). 
An outlier is detected corresponding to the monitored data obtained at 15/05/2012. The 
normalized residual is positive, implying that the monitored value of ñ is lower than the model 
prediction. The management team of the Great Belt Bridge indicated that on 15/05/2012 the 
traffic on the slow lane heading eastwards was diverted into the fast lane from 07h00 until 20h00. 
This change in the transversal vehicle positions (see section 6.3.2.1) is the cause behind the 
abnormal behaviour. This highlights the potential of the proposed methodology in interpreting 
monitoring data and detecting unexpected responses. 
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Figure 103. SG8 control chart (May 2012). 
6.3.3.2. Example 2 
Figure 104 displays the control chart considering a 99% confidence region for a subset of the 
training dataset at SG8. An outlier is identified on Easter Day, 08/04/2013. In this case, the 
normalized residual is negative. This means that the monitored value of ñ is higher than the 
model-based prediction. A detailed analysis of the traffic conditions on that day reveals an 
important increase on the daily vehicle counts of both classes 2 and 3, see Figure 105. This 
explains the increase on the monitored value of ñ and the presence of an outlier (cf. section 
4.3.2.2), since the regression models only consider vehicle classes 5 and 6 to characterize the 
operational vehicular load (cf. section  6.3.2.1).  
 
Figure 104. SG8 control chart (April 2012) 
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Figure 105. Daily vehicle counts for a) Class 2 and b) Class 3. 
6.3.3.3. Example 3 
Both previous examples correspond to a situation where the abnormal response is limited to a 
single outlier, flagging an unexpected behaviour. A different situation would be caused by a 
permanent increase of the axle weight, a structural deterioration or a sensor malfunction. In such a 
case, outliers would not be limited to a few occurrences, but would rather appear continuously in 
the control charts.  
The illustration of such a case relies on the availability of data reflecting the above mentioned 
situations. The examination of the datasets used herein reveals the lack of this situation during the 
monitored period. For illustrational purposes it has been decided to simulate the normalized 
residuals corresponding to the SG8 by subtracting 2 units during a period of 30 days (see Figure 
106). This results in negative normalized residuals, which could correspond, for instance, to an 
increase of the axle weight of heavy vehicles.  
Figure 106 shows the control chart of the simulated normalized residuals. It can be observed that 
the occurrence of outliers is maintained in time. Such situation would require a detailed 
investigation for identifying the causes and potential consequences of the abnormal behaviour. In 
such cases, a new training dataset obtained from a new monitoring campaign might also be 
required to "re-train" the regression models.  
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Figure 106. SG8 control chart, simulated data. 
6.4. Summary 
The first part of this chapter has been devoted to developing a methodology for probabilistic 
fatigue life prediction based on monitoring data which accounts for the effect of different 
environmental (pavement temperatures) and operational (heavy traffic counts) scenarios. This 
corresponds to the performance prediction application of the regression models, outlined in 
section 4.5.3.  
The methodology consists of integrating the different data-based models associated with a daily 
discretization scheme within an S-N fatigue reliaility framework. The uncertainties arising from 
material properties and fatigue damage modelling are accounted via random variables, 
temperature and traffic uncertainty via random processes modelled by time series models and the 
uncertainty in the monitored strains via regression models. A MCS scheme is then developed to 
simulate the fatigue damage in an S-N context. This is used to determine the associated time-
varying reliability profiles, which can be regarded as conservative lower bounds of the detail's 
reliability level, due to the single slope S-N model considered. The calculated times for reaching 
the target reliability provide warning points at which detailed inspections can be scheduled. This 
could be used to link monitoring outcomes with management strategies, and highlights the need 
for combined assessment approaches.  
The obtained results have revealed that increasing either future pavement temperatures or heavy 
traffic levels decreases the predicted fatigue lives. For the case of the welded joint associated with 
the lowest predicted fatigue life (i.e. SG8), the joint consideration of increasing traffic and 
temperature levels via the considered scenarios results in a reduction of 27% in the time needed to 
reach a nominal target reliability (from 66 to 48 years).  
Further, the sensitivity analysis carried out has shown that the calculated fatigue lives are very 
sensitive to the probabilistic models used to describe the material parameter of the S-N model and 
the Miner's sum at failure. It is worth pointing out that the uncertainty in these cannot be reduced 
by means of monitoring strains, pavement temperatures or traffic counts. Hence, the potential of 
monitoring in reducing the uncertainty associated with fatigue life prediction is limited.  
The second part of the Chapter has dealt with the development of a methodology for the 
interpretation of new/additional monitoring data and the identification of abnormal behaviours.  
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This corresponds to the performance assessment application of the regression models, outlined in 
section 4.5.3.  
The underpining algorithm of the methodology is based on statistical control charts defined by the 
prediction bands of the regression models developed in Chapter 4 and can be regarded as an 
unsupervised local approach to abnormal behaviour identification. As such, it requires a training 
dataset during which the normal behaviour pattern is characterized. The algorithm can be used to 
interrogate in real-time monitoring outcomes and flag anormalities, though without identifying 
their cause. 
The presence of outliers flagging abnormalities does not necessarily imply the existence of 
deterioration, since changes in the traffic load composition or sensor malfunctions can also lead to 
outliers. However, there is benefit in detecting such situations since the first should be used to 
update fatigue life predictions and the second can be used to review confidence in the monitoring 
data. In this regard, the identification of outliers can be used to inform management actions to 
determine the underlying causes of the abnormal behaviours. This may involve the use of 
additional techniques (e.g. visual inspections) in conjunction with engineering judgement and 
other sources of information. This highlights that monitoring-based assessment approaches cannot 
be used in isolation but as a complement to other available tools.  
In order to illustrate the developed methodology for data interpretation, two cases of abnormal 
behaviour have been correctly identified using real monitoring outcomes. The analysis of such 
cases has revealed that the underlying causes were, in both situations, changes in the traffic 
pattern due to maintenance activities and holiday effects. It is worth pointing out that the use of 
quantitative WIM data to characterize the traffic load could improve the capability of the data-
interpretation algorithm by reducing the number of outliers caused by changes in the traffic 
composition. 
Finally, the methodology for monitoring-based fatigue life prediction can be regarded as a tool for 
informing long-term infrastructure management decisions (e.g. optimization of inspections), 
whereas the methodology for data-interpretation provides support for short-term infrastructure 
management (e.g. detection of changes in the traffic load, sensor malfunctions, etc.). 
It is the author's opinion that, as more structures are instrumented, data-based methodologies for 
life prediction and data interpretation will need to be further developed for different structural 
components associated with different deterioration mechanisms. This shall enable moving from 
data to information that can be used to support decision-making for the management of 
deteriorating civil infrastructure. 
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7. Requirements for monitoring campaigns 
7.1. Introduction 
The present chapter deals with three important questions which are common to all SHM 
approaches. Namely, how much data needs to be acquired in time (temporal requirements), by 
how many sensors (spatial requirements) and, last but not least, what is the benefit of following 
SHM-based approaches in comparison to other alternatives. 
Such questions are tackled given the scope of the thesis: i.e. fatigue assessment of OSD.  
The results presented in this chapter are based upon the methodology developed in Chapter 6 for 
fatigue life prediction. 
7.2. Temporal requirements 
7.2.1. Methodology 
Firstly, several options for monitoring campaigns are defined in terms of the number, time and 
duration of the different monitoring phases associated to each monitoring option. The monitoring 
outcomes corresponding to each of the different monitoring options are then used to regress daily 
predictive models. The fatigue reliability profiles associated to the different regression models are 
then calculated. Finally, the error in determining the time in which the reliability falls below a 
predefined target is calculated for different monitoring options. This indicator can be regarded as 
a tool for scheduling the time duration of new monitoring campaigns under a time-invariant 
hypothesis, i.e. no structural deterioration (e.g. corrosion) has taken place and the nature of the 
loading has remained the same. 
The monitoring outcomes used in this section correspond to those obtained from February 2012 to 
July 2012. Due to the symmetry of the pavement temperature distribution (see Figure 67-a), it is 
assumed that the selected period captures the complete temperature range within a typical year.  
7.2.2. Definition of monitoring campaigns 
To explore the effect of the different monitoring datasets obtained at different monitoring 
campaigns, several temporal monitoring options are defined. Each option is characterized by its 
number of monitoring phases and the corresponding starting times and durations. Figure 107 
shows the considered options for the monitoring campaigns and Table 30 summarizes the 
parameters defining them.  
The choice of the different options for monitoring campaigns is done as part of an exploratory 
analysis attempting to capture several feasible options for short-term monitoring campaigns, as 
further discussed in section 7.2.5.  
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Figure 107. Options for monitoring campaigns. 
 
Number of 
 monitoring phases 
Time duration 
per phase [days]  
Total duration 
[days] 
Data used 
[%] 
  
Option 1 1 28 28 16.6   
Option 2 1 28 28 16.6   
Option 3 1 28 28 16.6   
Option 4.1 2 7 14 8.3   
Option 4.2 2 14 28 16.6   
Option 4.3 2 28 56 33.3   
Option 4.4 2 42 84 50   
Option 5.1 3 7 21 12.5   
Option 5.2 3 14 42 25   
Option 5.3 3 28 84 50   
Option 5.4 3 42 126 75   
Table 30. Definition of monitoring campaign options. 
7.2.3.  Regression models associated to the different monitoring options 
All the regression models presented in this section correspond to the data from SG8. The model 
parameters and prediction intervals have been calculated according to the methodology described 
in section 4.5.5.3. 
7.2.3.1. Options 1, 2 and 3 
Figure 108 presents the regression models corresponding to the datasets of the monitoring options 
1, 2 and 3. It can be observed that linear models are sufficient for describing the temperature 
dependence because the consideration of a single monitoring phase of 28 days does not capture 
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the whole pavement temperature range. Therefore, those models fail to characterize adequately 
the temperature dependence of the strains described in section 3.4 when extrapolating outside the 
monitored temperature ranges. The consequence of this is that such models introduce a bias in the 
values of  
­n as it is clearly shown in Figure 108. 
 
 
 
 
 
Figure 108. Regression models, options 1 (a), 2 (b) and 3 (c). 
7.2.3.2. Option 4 
Figure 109 shows the regression models corresponding to the monitoring options 4.1 to 4.4. It is 
observed that the temperature dependence is well captured and that the consideration of longer 
monitoring durations results in a narrowing of the associated prediction bands. This corresponds 
to a reduction of the statistical uncertainty caused by considering more datapoints in the training 
dataset. It is worth pointing out that monitoring outcomes serve both to characterize the 
temperature-dependent effect and the variability of the monitoring outcomes arising, in essence, 
from the stochastic nature of the heavy traffic load.   
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Figure 109. Regression models, option 4.1 (a) to 4.4 (d). 
7.2.3.3. Option 5 
Figure 110 shows the regression models corresponding to the monitoring options 5.1 to 5.4. A 
similar behaviour to the one corresponding to the models within option 4 is observed.  
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Figure 110. Regression models, option 5.1 (a) to 5.4 (d). 
7.2.4. Reliability profiles associated to different monitoring options 
The regression models corresponding to the different monitoring options are used to calculate the 
fatigue reliability profiles following the methodology described in section 6.2.4.1 for the scenario 
S0. 
7.2.4.1. Options 1, 2 and 3 
Figure 111 displays the fatigue reliability profiles for options 1 to 3 and the one corresponding to 
the regression model with all the data within the period under consideration (i.e. from February 
2012 to July 2012).  
As described in section 7.2.3.1, the regression models associated with those options underestimate 
the ratio 
­n. This results in an important overestimation of the reliability index in time, as shown 
in Figure 111, which makes those monitoring campaigns inappropriate for life prediction.  
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Figure 111. Relability profiles associated with options 1 to 3, SG8 scenario S0. 
7.2.4.2. Options 4 and 5 
Figure 112 presents the reliability profiles of options 4.1 to 4.4. The reliability profile of those 
monitoring options associated with low values of the time duration per phase (i.e. option 4.1, 7 
days, and option 4.2, 14 days) are below the reference profile obtained when using all the data. 
This is explained because such models have higher statistical uncertainties resulting in wider 
prediction bands, as observed in Figure 109. As more data become available (i.e. options 4.3 and 
4.4) the calculated reliability profiles shift towards higher values and are very close to the 
reference profile. This is caused by the reduction of the statistical uncertainties when using bigger 
datasets.  
There is a considerable difference between options 4.1 and 4.2, on the one hand, and 4.3 and 4.4, 
on the other. It is worth pointing that there is a marginal change from option 4.3 to option 4.4, 
despite the fact that the latter option benefits from twice as many datapoints. This can be regarded 
as an indication of the limits in uncertainty reduction of monitoring outcomes. In effect, apart 
from the epistemic uncertainties that can be decreased by considering more monitoring data (e.g. 
to characterize the variability of the response induced by the traffic load) aleatoric uncertainties in 
the parameters of the LSF in Equation (6.4) remain and cannot be reduced by acquiring additional 
monitoring data. 
Figure 113 shows the results corresponding to the options 5.1 to 5.4. A very similar behaviour to 
options 4.1 to 4.4 is again observed.  
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Figure 112. Relability profiles associated with option 4, SG8 scenario S0. 
 
Figure 113. Relability profiles associated with option 5, SG8 scenario S0. 
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7.2.5. Determination of monitoring durations 
In order to assess in quantitative terms the performance of the different monitoring options, the 
following indicator is defined:  
, = 1∗4óó∗ ⋅ 100 (7.1) 
where 1∗ is the time in which the reliability profile obtained in the previous section using the data 
from the ith monitoring campaign equals ∗ and 4óó∗  the corresponding time obtained considering 
all the monitoring data.  
Figure 114 shows the evolution of the indicator , as a function of the percentage of data used 
corresponding to options 4 and 5. The curves corresponding to the options 1, 2 and 3 are not 
shown as they are clearly biased. It can be observed that monitoring option 4 outperforms 
monitoring option 5. That is, for a given amount of monitoring data used, the error in ∗ is lower 
for the monitoring option 4. An important result is that with 33.3% of the data used, the obtained 
value of ∗ reaches 98% of the reference value. This value falls to 84% when only 8.3% of the 
total data is being used. 
 
Figure 114. Index 5 vs. percentage of used data, options 4 and 5. 
Such type of curves can provide the basis for determining the duration of temporary monitoring 
campaigns, which can reduce the cost of a permanent installation. Such an approach can be 
especially relevant with the increasing development of Wireless Sensor Networks (WSN) (Chae, 
Yoo, Kim, & Cho, 2012; Fasl et al., 2010) which can be easily deployed and thus are especially 
suitable for temporary campaigns. The use of short-term monitoring campaigns for performance 
prediction could turn out to be a cost-effective alternative for infrastructure assets (e.g. short-span 
bridges) where the use of a permanent monitoring system might not be cost-effective. In such 
situations, portable sensors (e.g. wireless) could be deployed in an asset during an optimal 
monitoring duration and then be installed in another asset, hence monitoring a number of 
structures.  
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Nevertheless, it has to be pointed out that the presented results, as well as the references found in 
the literature, rely on the assumption of time-invariance. A change in the stochastic properties of 
the traffic load, for instance, could alter the results. Further, it is evident that such curves vary 
among structures, structural components and deterioration mechanisms. It is therefore believed 
that more research work in this direction is needed to gather sufficient knowledge to result in 
some general guidelines about temporal requirements for monitoring campaigns. 
Notwithstanding, and in the absence of more specific information, the results presented herein can 
be used to inform the design of SHM systems in similar structures (Andersen, Enckell, Alcover, 
& Chryssanthopoulos, 2013).  
7.3. Spatial requirements 
7.3.1. Introduction 
Several structural components with a priori identical geometries and under the same 
environmental and mechanical stressors can be found repeatedly in a bridge. Examples of such 
components include bridge piers, bearings, expansion joints, stiffeners, cables, etc. 
From a SHM practitioner’s perspective, it is relevant to determine the spatial requirements (i.e. 
how many sensors need to be installed) to assess such type of components. The present section 
tackles precisely this question in the case of fatigue assessment of nominally identical welded 
joints considered in this thesis, see Figure 115.  
 
Figure 115. Identical through-to-deck welded details.  
Intuitively it seems clear that, as an extreme case, if all welded joints were identical from a 
structural point of view and loaded exactly in the same way, the monitored data obtained at one 
location would suffice to assess the total number of welded joints. However, this situation is 
unlikely to occur. For instance, if different strain gauges were installed to monitor the details 
shown in Figure 115, a degree of variability in the monitored strains (and hence in the fatigue 
loading term  defined in Chapter 4 and in the fatigue lives determined in Chapter 6) would be 
observed. Assuming that the load induced by the vehicles crossing the bridge as well as the 
pavement temperatures could be considered as invariant in space (in other words, all monitored 
welded joints are exposed to the same environmental and operational conditions), the 
abovementioned spatial variability in the strains would be caused by the existence of defects on 
Identical welds 
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the pavement layer resulting in different Dynamic Amplification Factors (DAF) from weld to 
weld, by geometrical imperfections of the welds, etc. 
The spatial variability described in the above paragraph can be seen as the underlying motivation 
for researching the required number of strain gauges to assess the fatigue process of nominally 
identical welds. In particular, this has been done by assessing, at a particular point in time, the 
fraction of welded joints exceeding a threshold probability of failure as a function of the installed 
number of strain gauges, as described in detail in section 7.3.2. 
In practical terms, the proposed methodology could serve to determine the required number of 
strain gauges to be installed given a maximum allowable fraction of joints violating the fatigue 
probability of failure. However, as discussed in the following section, more research is needed in 
order to verify the strong hypotheses on which the developed methodology relies. Until then, the 
results presented herein must be regarded as qualitative. 
7.3.2. Methodology 
Following the considerations of the previous section, if different welds belonging to the same 
detail were monitored (see Figure 115), the associated reliability profiles (calculated according to 
section 6.2) would present a degree of scatter caused by the spatial variability effects discussed in 
the previous paragraph.  
Figure 116 illustrates a theoretical scatter of the reliability profile. It is shown that at time  the 
values of the calculated reliability level are assumed to follow a particular PDF that characterizes 
the effects of the spatial variability. Due to the lack of information to define accurately such 
function, a normal distribution with a mean value of ̅() and a coefficient of variation  is 
here assumed in all the examples presented below. Furthermore, it is assumed that there are no 
correlation effects among welds. It is evident that in order to apply the proposed methodology, 
those hypotheses must be confirmed, for instance, by laboratory tests or by additional monitoring 
campaigns.  
  
Figure 116. Scatter of the reliability profile due to the spatial variability. 
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The question of interest when determining the spatial requirements for monitoring campaigns can 
be formulated as how to evaluate the probability (equivalently the expected fraction) of a group of 
components to violate the target reliability ∗ given the information obtained from the data of the C installed sensors, -[ () < ∗ ∣ C ]. Such a quantity is represented by the shaded area shown 
in Figure 116. Here, the variable C is used to quantify the level of epistemic uncertainty arising 
from the estimation of the mean value of the reliability distribution at any given point in time. It is 
evident from Figure 116 that the above mentioned probability will depend on the particular 
reliability level () and the particular PDF characterizing the spatial variability. As previously 
mentioned, if no spatial variability existed, the results obtained at one location would be 
representative of the whole group of components. 
A MCS approach is proposed to evaluate -[ () < ∗ ∣ C ], following the assumption of a 
normal distribution with known COV to describe the scatter of the reliability level at time t0. 
First, the number of sensors used, C, and the sample size of the MCS are selected. The reliability 
indices associated to each sensor ()1 are then simulated according to:  
()1 ∝ D(̅(),  ⋅ ̅()) (7.2) 
where ̅() and  are assumed.  
The mean value of the simulated ()1, R(7), is calculated to fit a normal distribution for the 
values of the reliability index at time , g , based on the available data:  
g ∝ D¼R(7),  ⋅ R(7)½ (7.3) 
R(7) = 1C  ()1
Ë
1e  
(7.4) 
For each simulation, the probability -# of violating the target reliability ∗ is calculated as:  
 -# = -[ () < ∗ ∣ C ] = (  8Xg∗qã  (7.5) 
Finally, the percentiles of the simulations of  -# can be computed. 
Figure 117 summarizes the described methodology for determining the necessary number of 
sensors required for the S-N fatigue reliability assessment of welded joints. 
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Figure 117. Methodology for determining the necessary number of sensors. 
7.3.3. Sensitivity analysis 
A sensitivity analysis is carried out to analyze the effects of the different variables playing a role 
in the determination of the necessary number of sensors. The results obtained correspond to a 
sample size of the MCS equal to 20,000.  
7.3.3.1. Influence of  
The 95% percentiles for -#  corresponding to a mean reliability level ̅() equal to 4.75 are 
plotted in Figure 118 for different values of . It is observed that higher values of  result 
in higher values of -#  for a given number of sensors. In effect, as   approaches 0, the 
probability of violating ∗ = 3.8 approaches 0 given ̅() = 4.75 > ∗. 
For a given , the effect of increasing the number of sensors always results in a reduction of 
the probability of violating ∗, thus increasing the reliability of the group of components assessed. 
This reduction follows a plateau behaviour and becomes marginal after a particular number of 
sensors. 
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 -#,8 = -[ () < ∗ ∣ C ] = (  8Xg∗qã  
 
Calculate the percentile of the simulated -# 
7.3 Spatial requirements Requirements for monitoring campaigns
 
Department of Civil and Environmental Engineering – University of Surrey 161 
 
 
Figure 118. Sensitivity analysis for different COVs of the spatial variability PDF. 
7.3.3.2. Influence of ̅()  
The 95% percentiles for -# corresponding to a  equal to 0.05 are plotted in Figure 119 for 
different values of ̅(). It is observed that higher values of ̅() result in lower probabilities of 
threshold violation -#. For a given value of ̅(), the effect of increasing the number of sensors 
results in a reduction of the probability of violating ∗.  
 
Figure 119. Sensitivity analysis for different ¤(Q). 
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7.3.3.3. Influence of percentiles 
The values of -# corresponding to  = 0.05 and ̅() = 4.30 are showed in Figure 120 for 
different percentile values.  
As expected, the value of -# increases with an increase of the percentile considered and decreases 
with an increasing number of sensors.  
 
Figure 120. Sensitivity analysis for different percentiles. 
7.3.4. Determination of the number of sensors in deteriorating structures  
The methodology described in section 7.3.2 is followed to calculate the 95% percentiles of -# 
associated with the reliability profiles at SG8 for the scenarios S0 and S1. For illustrative 
purposes, the number of sensors and the  are considered equal to 2 and 0.05 respectively.  
Figure 121 shows the results obtained. As the reliability profile decreases in time, -# increases 
non-linearly. The evolution of -# presents a differentiated behaviour with a first phase with no 
remarkable changes and a second phase with an abrupt increase. This corresponds to the phase 
where the reliability level approaches ∗. The consideration of scenarios associated with lower 
reliability profiles (such as S1, which considers future temperature increase) results in higher 
values of -# in time.  
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Figure 121. ¢£ versus time, constant number of sensors.  
Alternatively, in order to maintain the probability of threshold violation -# below a predefined 
level, the number of sensors needs to be increased in time, as discussed in section 7.3.3. Figure 
122 presents the number of sensors required in order to maintain the 95% percentile of -# below 
1% for a  = 0.05 . The number of required sensors increases non-linearly with time, 
presenting a first phase with a required number of sensors, C, constant and equal to one and a 
second phase with a significant augmentation of n. Again, the values associated with the scenario 
S1 and higher than the ones for S0.  
 
Figure 122. Number of sensors vs. time to maintain ¢£,;/ < Ù%. 
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7.4. Assessing the value of SHM 
7.4.1. Methodology 
A risk-based decision tree approach is used to evaluate the potential benefit of SHM approaches 
in relation to traditional visual inspection.  
First, two different options for fatigue assessment and their corresponding costs are defined. The 
first one is based on the SHM-based methodology developed in section 6.2. The costs of such an 
approach include the cost of installing and operating the monitoring system. The alternative 
consists of assessing the life of the welds by means of an initial visual inspection campaign 
together with the S-N reliability profiles obtained through desk studies (e.g. FE analysis). The 
costs of this alternative comprise the inspection costs. The cost associated with the desk studies is 
disregarded, since it is common to both options.  
At any time step , both options provide an estimate of the probability of failure that can be used 
to compute the corresponding expected costs, as shown in Figure 123.  
 
 
Figure 123. Risk-based decision-tree at time .  
The expected costs at time t associated with the visual inspection ($)A,*) and the monitoring 
($)A,()*) options can be calculated as: 
$)A,()* = -#
<() ⋅ ( + 
) + =1 − -#
<()> ⋅   (7.6) 
$)A,()* = -#() ⋅ (() + 
) + =1 − -#()> ⋅  ()  (7.7) 
where -#
<  and -# are the probabilities of failure obtained from the FE and the SHM-based 
approaches (see Figure 125) and ,  and 
 are the costs of the initial inspection program, 
the monitoring program and the total costs associated with the failure of the welds. All the costs 
are normalized and positive. 
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The total costs of monitoring at time  can be divided into the installation cost of the system C1  
and the annual cost for operating the system CK :  
(t) = C1 + CK ⋅ t (7.8) 
The difference B() between the expected costs of the two options can be regarded as the 
benefit of adopting the SHM alternative:  
B() = $)A,()* − $)A,()* = = =-#
<()−-#()> ∙ 
 −  ∙  + ¼ − 1 ½ (7.9) 
From Equation (7.9) it can be read that B() depends on three terms. A first non-linear term 
being the product between the cost of failure and the difference between the probability of failure 
calculated via an SHM and an FE approach, a negative linear term depending on the annual cost 
for operating the SHM system and, finally, a constant term equal to the difference between the 
inspection costs and the cost of installing the SHM system.  
The proposed approach evaluates the benefit of the SHM option at different points in time. The 
main limitation of such a simplified approach is that it does not account for the entire life-cycle 
costs associated with the different options. These would also include the costs of maintenance and 
repair actions, the effect of those actions and inspections on the reliability profiles and the 
uncertainties associated with inspection techniques.  
Nevertheless, this simplified approach allows an understanding of the influence of the main 
parameters on the benefit of using SHM techniques. Moreover, it contributes to the emerging 
research field of risk-based approaches for assessing the benefit of SHM. 
7.4.2. FE-based reliability profiles 
Firstly, the stress response at the location of the trough splice weld SG2 is simulated using the 
influence surfaces obtained from the FE model presented in section 4.2.1 and considering the 
vehicular load and the associated transversal position distribution from EN 1993-1-9:2005. 
Eurocode 3: Design of steel structures - Part 1-9: Fatigue (2005). The interaction between the 
pavement layer and the steel deck is characterized by the laboratory tests carried out prior to the 
bridge construction (Vejdirektoratet. Statens Vejlaboratorium Rapport., 1993) and shown in 
Figure 16. The rainflow counting algorithm is applied to the simulated stress response to derive 
the performance indicator . The associated number of heavy vehicles  and the averaged 
pavement temperatures  required to calculate  have been considered equal to the monitored 
values corresponding to the year 2012. A daily time step (Δ = 24ℎ) has been considered.  
Figure 124 compares the curve 
­n  -  obtained following the FE-based approach described 
above with the corresponding monitoring-based values. It can be seen that the results obtained 
through FE simulation are higher than the monitoring-based values, highlighting the conservatism 
of the hypothesis considered in the FE approach.  
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Figure 124. Monitored and simulated outcomes at SG2.  
In order to calculate the reliability profile associated with the FE-based calculations, a regression 
curve is used to model the dependence between  
­n  and  . Then, a MCS is performed 
according to the scenario S0 (see section 6.2.3) and the LSF defined in Equation (6.4) at SG2 
following the fatigue reliability assessment method proposed in Chapter 6.  
Figure 125 shows the FE- and the associated SHM-based reliability profiles. As expected from 
the analysis of Figure 124, the reliability profile associated with the FE simulation is lower than 
the SHM one . 
 
Figure 125. Monitoring- and FE- based reliability profiles at SG2, scenario S0.  
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7.4.3. Sensitivity analysis 
The present section explores the influence of the different parameters involved in Equation (7.9) 
to determine the benefit of SHM. All the different costs have been normalized by considering a 
reference construction cost. They have been estimated by analysing some figures corresponding 
to SHMS of long-span bridges. They need to be regarded as indicative. 
7.4.3.1. Influence of  
 
Different values of the cost of failure 
 are considered to evaluate B(). The exact evaluation 
of 
 is a topic deserving more research attention, since several direct and indirect costs need to 
be taken into consideration.  
The values of the other parameters involved have been considered as follows:  
  = 2 ⋅ 10qL 
 1 = 1 ⋅ 10qL 
  = 5 ⋅ 10q 
Figure 126 shows different B() curves according to different 
. It is observed that in all cases 
the benefit of monitoring decreases in an initial phase. This is due to the increase in the costs of 
monitoring caused by the annual costs of operation of the monitoring system . However, as 
time increases, so does the term =-#
<()−-#()> ∙ 
  due to the difference between the 
probabilities of failure obtained via the FE approach, on the one hand, and the SHM on the other. 
This reverses the negative trend observed during the initial period. Lower values of 
  are 
associated with longer times to reach this reversing point. 
Given the values of the other parameters, the associated reliability curves and the 30 years' time 
horizon considered in this example, different costs of failure can lead to positive or negative 
values for () . 
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Figure 126. BM(t) for different 0A. 
7.4.3.2. Influence of  
Several values of the installation cost of the monitoring system 1  are considered. The annual 
cost for operating the monitoring system   is always considered equal to 0.051 . 
The values of the other costs considered in this case are as follows:  
  = 2 ⋅ 10qL 
 
 = 1 
Figure 127 shows the obtained results. As expected, lower monitoring costs increase the benefit of 
the SHM alternative. The influence of the normalized cost of monitoring is important. Given the 
values of the other parameters, the associated reliability curves and the 30 years' time horizon 
considered in this example, different monitoring costs can lead, again, to positive or negative 
values for B().  
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Figure 127. BM(t) for different 0BCD . 
7.4.3.3. Influence of  
Several values of the cost of the inspection program  are considered.  
The values of the other costs considered in this case are as follows: 
 
 = 1 
 1 = 1.5 ⋅ 10qL 
  = 7.5 ⋅ 10q 
Figure 128 shows the results obtained. As expected, lower inspection costs decrease the expected 
benefit of the SHM alternative. 
The influence of  is high and may lead, once more, to positive or negative values for B() 
given the values of the other parameters, the associated reliability curves and the 30 years time 
horizon considered in this example. 
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Figure 128. BM(t) for different 0-E. 
7.5. Summary 
The present chapter has tackled the definition of temporal and spatial requirements for monitoring 
campaigns. Furthermore, the expected benefit of monitoring for fatigue assessment purposes, in 
relation to traditional visual inspection, has also been explored. 
The determination of temporal requirements has been based upon the quantification of epistemic 
uncertainty reduction due to increasing monitoring training datasets being available. It relies on a 
time-invariant assumption, i.e. no structural deterioration has occurred and the nature of the 
loading has remained unchanged, and on the methodology developed in Chapter 6 for 
probabilistic fatigue life prediction. 
The obtained results have shown that single period monitoring campaigns fail to capture the 
temperature dependence of strains and lead to biased estimates of fatigue lives. It has also been 
found that including more monitoring outcomes in the training dataset leads to a reduction of the 
associated statistical uncertainty, which translates into narrower prediction bands of the regression 
models developed in Chapter 4. In this regard, the accuracy, defined as the ratio of the fatigue life 
calculated considering a particular subset of the monitoring data over its counterpart using all 
available data, increases with increasing sizes of monitoring datasets. However, this trend 
becomes marginal beyond a particular percentage of data used, with no significant statistical 
uncertainty reduction being achieved by further monitoring. This result can be used to determine 
the duration of useful temporary monitoring campaigns, which could turn out to be a cost-
effective alternative for infrastructure assets (e.g. short-span bridges) where the use of a 
permanent monitoring system might not be cost-effective. 
 
In order to illustrate the proposed approach, the accuracy of different monitoring options, defined 
by the number, duration and time of their monitoring phases, has been assessed. It has been found 
that by using 33% of the data corresponding to 6 months (16.5% of the data in one year), a 98% 
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of accuracy is achieved. This value falls to 84% when 8.3% of the 6 months of data considered 
(4.15% of the annual data) are used.  
The determination of spatial requirements has been based upon the quantification of epistemic 
uncertainty reduction achieved through an increase in the number of monitored points. It relies on 
a strong hypothesis, namely that spatial variability effects can be modelled by a normal 
distribution centered on the mean value of the reliability profile with a constant COV and 
disregarding any correlation among identical welds. Until these hypotheses are verified, the 
obtained results must be considered as qualitative. 
Under the above mentioned considerations, the probability of the assessed welds of exceeding a 
target fatigue failure probability decreases with decreasing values of the standard deviation of the 
normal PDF of the spatial variability, with increasing values of the mean level of the reliability 
profile and with increasing numbers of sensors used in the estimation of this parameter, the latter 
being caused by a reduction of the level of epistemic uncertainty arising from the estimation 
process. A consequence of the above is that, as a structure deteriorates, the required number of 
sensors needed to maintain the number of structural components above a predefined fatigue target 
reliability will increase. As a result, in future an increasing number of sensors on civil 
infrastructure may be required.  
Finally, the expected benefit of monitoring in fatigue assessment, in comparison to traditional 
visual inspection, has been explored through a posterior decision analysis based on the results 
obtained in Chapter 6.  
The expected benefit has been found to be the combination of three terms: a non-linear term 
depending on the product between the difference of the probabilities of failure (calculated with 
and without SHM) and the cost of failure, a negative linear term depending on the annual cost for 
operating the SHMS and a constant third term being the difference between the inspection costs 
and the cost of installing the SHMS. The relative contribution of each term depends on the 
particular case being examined. A limitation of the approach considered is that it does not 
consider a complete life-cycle but is limited to an arbitrary time horizon. Consequently, the costs 
associated with maintenance and repair actions, as well as the interaction between inspection and 
monitoring, are disregarded. Hence, the obtained results must be read in qualitative terms. 
It is the author's personal opinion that the assessment of the benefit of SHM is an important 
research field deserving more attention to facilitate a wider acceptance of SHM since, in a context 
of limited funds, only proven cost-effective assessment approaches are likely to be adopted by 
infrastructure managers. 
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8. Conclusions and Future Work 
8.1. Key findings, originality of the work and limitations 
In a context of deteriorating civil infrastructure networks and limited funds available to ensure 
their functionality and safety, it is evident that there is an increasing need for improved 
assessment methods leading to a better allocation of resources and a timely detection of abnormal 
behaviours.  
Technological advances have made it possible to obtain reliable data concerning environmental 
conditions, loadings and structural responses on, among other, civil infrastructure. This has 
opened the door to an exciting and new paradigm in performance assessment and life prediction 
of structures. In effect, more structures than ever are instrumented nowadays and this trend is 
likely to increase in the future. With massive amounts of data being generated by monitoring 
systems, the challenge is to extract relevant information that can be used for enhanced 
management, hence maximizing the potential of monitoring techniques. 
The present research has contributed in addressing these issues by developing a series of novel 
data-based models and associated methodologies for data interpretation, assessment and life 
prediction for the particular case of monitored welded joints of orthotropic steel decks subjected 
to fatigue. Account is taken of the effect of environmental and operational conditions and the 
main sources of uncertainty. Moreover, it has contributed to other relevant issues within the field 
of SHM, namely the definition of temporal and spatial sensor requirements, and the assessment of 
the cost-effectiveness of monitoring-based approaches for life prediction. 
The originality, key findings and limitations of the work presented in this dissertation are 
discussed below on a chapter by chapter basis. 
8.1.1. Chapter 4 
The original contribution made in Chapter 4 is:  
 Development of polynomial regression models using a Weighted Least Squares approach 
to parameter estimation, to characterize the normal pattern among pavement 
temperatures, heavy traffic counts and a strain-based indicator proportional to S-N fatigue 
damage at monitored welded joints in orthotropic steel decks. In terms of applications, the 
models can be used for performance prediction leading to estimates of fatigue lives and 
for performance assessment to interprete new monitoring outcomes. 
The corresponding key findings are summarized below: 
 Confirmation that increasing pavement temperatures result in higher strain levels at 
monitored welded joints due to the temperature dependence of the pavement stiffness.  
 Heavy vehicles, defined in the study as those above 10m long and 2.8m high, are the main 
contributors to S-N fatigue damages. 
 A Weighted Least Squares approach to parameter estimation can be used to determine the 
regression model parameters and to determine unbiased prediction bands under the non-
constant variance observed in the model residuals.  
 The results obtained through a Bayesian regression approach to parameter estimation with 
uninformative priors are very similar to those following a Weighted Least Squares 
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technique. In the data-driven approach presented herein, model parameters do not 
translate directly into physical quantities; as such, it is difficult to benefit from the 
combination of prior and posterior information offered by Bayesian methods. 
 Monitoring of pavement temperatures and traffic conditions can lead to accurate estimates 
of the cumulative strain-based damage of welded joints, via the developed regression 
models. This highlights the potential benefit of short-term complete monitoring 
campaigns aiming at deriving these regression models, followed by monitoring 
campaigns targeting only pavement temperatures and traffic counts, which can then be 
input into the regression models to obtain estimates of the stress-related performance 
indicator  . The results obtained have revealed an average error of 12.5% on the 
cumulative value of  when following the abovementioned approach.    
 The time step associated with the regression models defines the discretization scheme in 
which to average pavement temperatures, on the one hand, and aggregate heavy traffic 
counts and the stress-related performance indicator, on the other. Models based on an 
hourly discretization scheme make it possible to capture the effect of short-term 
variations (e.g. within a day) of pavement temperatures and traffic counts on the stress-
related performance indicator .  
 The predictions bands of models with hourly time steps are biased due to the correlation 
observed in the residual series. This limits the applications of such models to performance 
prediction.  
 Hourly- and daily-based models lead to very similar results when dealing with long-term 
predictions of the cumulative value of . 
 The developed regression models allow a considerable reduction of the monitored data. 
This is achieved by summarizing the raw data of monitored strains, pavement 
temperatures and traffic counts into the corresponding indicators (i.e. ,  and ) 
according to the temporal discretization scheme associated with the regression models. In 
this regard, the wider the discretization time step, the higher the data  reduction rate 
achieved. As an illustration of this, a daily time step translates 24h of monitored strains 
(i.e. 144.000 datapoints considering a sampling frequency of 100 Hz) into a single value 
of the performance indicator .  
The limitations of the results obtained are: 
 From a general perspective, the main limitation of the models developed is that, due to 
their data-based and local nature, they rely on the quality and quantity of the monitoring 
dataset used to develop them. Further, they tend to perform poorly when extrapolating 
predictions in areas without data (e.g. pavement temperatures) and the results provided 
are limited to the particular weld under consideration. However, a main advantage of 
data-based approaches for SHM of civil infrastructure is their scalability. In effect, once 
developed, they can be applied systematically to other infrastructure assets without 
requiring any specific physical model of the structure, which can be unavailable or costly 
to develop.  
 In particular, the scatter of the regression models could be reduced by using quantitative 
data (e.g. axle weights, etc.) to characterize the traffic load instead of the classification 
based on vehicle dimensions. Such data could be obtained, for instance, by a weigh-in-
motion system.   
8.1 Key findings, originality of the work and limitations Conclusions and Future Work
 
Department of Civil and Environmental Engineering – University of Surrey 177 
 
8.1.2. Chapter 5 
No significant original contribution was made in Chapter 5 in the area of time series modelling. 
However, the novelty introduced therein is the utilisation of monitoring data to characterize time 
series models for the simulation of the main actions contributing to the fatigue process under 
consideration, namely pavement temperatures and heavy traffic counts.  
The main findings obtained in this chapter are summarized below:  
 Deseasonalized time series of daily-averaged pavement temperatures can be effectively 
modelled by autoregressive models of first order.  
 Modelling daily-aggregated heavy vehicle counts is a challenging task due to the different 
seasonal effects and trends present in the data. Traffic counts are influenced by long-term 
economic trends and a combination of seasonal effects of varying time scales; a yearly 
pattern characterized by vacation periods, a weekly pattern determined by the day-of-the-
week effects and, on a more refined time scale, a daily pattern defined by the location of 
the bridge in relation to the origin-destination of the heavy traffic. 
 Deseasonalisation of the data was achieved by substracting the weekly means and 
dividing by the corresponding standard deviations. A regression model was then 
developed to account for normal day-to-day and holiday effects. Finally, autoregressive 
models were fitted to the regression residuals. 
 There is an inherent and very important source of uncertainty in long-term traffic 
forecasts caused by economic trends and temperature forecasts due to the effects of 
climate change.  
8.1.3. Chapter 6 
The original contributions made in Chapter 6 are as follows: 
 Development of a methodology for probabilistic fatigue life prediction based on 
monitoring data which accounts for the effect of different environmental (pavement 
temperatures) and operational (heavy traffic counts) scenarios. It consists of integrating 
the different data-based models associated with a daily discretization scheme within an S-
N fatigue reliability framework. The uncertainties arising from material properties and 
fatigue damage modelling are accounted via random variables, temperature and traffic 
uncertainty via random processes modelled by time series models and the uncertainty in 
the monitored strains via regression models. A Monte Carlo Simulation scheme is then 
developed to simulate the fatigue damage in an S-N context to determine the associated 
time-varying reliability profiles.   
 Development of a methodology for the interpretation of new/additional monitoring data 
and the identification of abnormal behaviours. The  underpinning algorithm is based on 
statistical control charts defined by the prediction bands of the regression models 
developed in Chapter 4.  
The corresponding key findings are summarized below:   
 Increasing either future temperature or traffic levels decreases the predicted fatigue lives. 
 In the case associated with the lowest remaining fatigue life (SG8), the joint consideration 
of increasing traffic and temperatures levels via the considered scenarios results in a 
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reduction of 27% in the time needed to reach a nominal target reliability (from 66 to 48 
years). 
 The calculated times for reaching the target reliability provide warning points at which 
detailed inspections can be scheduled. This could be used to link monitoring outcomes 
with management strategies, and highlights the need for combined assessment 
approaches.   
 The calculated fatigue lives are very sensitive to the probabilistic models used to describe 
the material  parameter in the S-N model and the Miner's sum at failure. The uncertainty 
in these cannot be reduced by means of monitoring strains, pavement temperatures or 
traffic counts. In this respect, the potential of monitoring in reducing the uncertainty 
associated with fatigue life prediction is limited. 
 The algorithm developed for data interpretation can be regarded as an unsupervised local 
approach to abnormal behaviour identification. As such, it requires a training dataset 
during which the normal behaviour pattern is characterized. 
 The algorithm can be used to interrogate in real-time monitoring outcomes, and flag 
abnormalities, though without identifying their cause. 
 The presence of outliers indicating abnormal behaviours does not necessarily imply the 
existence of deterioration, since changes in the traffic composition or sensor malfunctions 
can also be the cause of outliers. There is benefit in detecting such situations, since the 
first should be used to update  fatigue life predictions while the second can be used to 
review confidence in the monitoring data.  
 The identification of outliers can be used to inform management actions to determine the 
underlying causes of the abnormal behaviours. This process may involve the use of 
additional techniques (visual inspections, etc.) in conjunction with engineering judgement 
and other sources of information. This highlights once more that monitoring assessment 
approaches cannot be used in isolation but as a complement to other available tools.  
 Two cases of abnormal behaviour have been correctly identified by the proposed 
approach using real monitoring outcomes. The analysis of such cases has revealed that the 
underlying causes were, in both situations, changes in the traffic pattern due to 
maintenance activities and holiday effects. 
 The methodology for monitoring-based fatigue life prediction can be regarded as a tool 
for informing long-term infrastructure management decisions (e.g. optimization of 
inspections), whereas the methodology for data-interpretation provides support for short-
term infrastructure management (e.g. detection of changes in the traffic load, sensor 
malfunctions, etc.). 
The main limitations associated with the original contributions outlined above are:   
 The calculated fatigue reliability profiles can be regarded as conservative lower bounds of 
the detail's reliability level, due to the S-N model considered. 
 The uncertainties arising from the use of the monitoring equipment in itself have not been 
considered. 
 The calculated fatigue lives refer to a particular welded detail. Structural modelling at 
more complex levels has not been addressed. 
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 The use of quantitative weigh-in-motion data to characterize the traffic load could 
improve the capability of the data-interpretation algorithm by reducing the number of 
outliers caused by changes in the traffic composition.  
8.1.4. Chapter 7  
The original contributions made in Chapter 7 are:  
 Determination of temporal requirements for monitoring campaigns by quantifying the 
effect of epistemic uncertainty reduction due to increasing monitoring training datasets 
being available.  
 Determination of spatial requirements for monitoring campaigns by quantifying the effect 
of epistemic uncertainty reduction achieved through an increase in the number of 
monitored points. 
The corresponding key findings are summarized below:   
 Single period monitoring campaigns fail to capture the temperature effects on strains and 
lead to biased estimates of fatigue lives.   
 Including more monitoring outcomes in the training dataset results in a reduction of the 
associated statistical uncertainty which translates into narrower prediction bands for the 
corresponding regression models.  
 The accuracy, defined as the ratio of the fatigue life calculated considering a particular 
subset of the monitoring data over its counterpart using all available data, increases with 
increasing sizes of monitoring datasets. However, this trend becomes marginal beyond a 
particular percentage of data used, with no significant statistical uncertainty reduction 
being achieved by further monitoring. This result can be used to determine the duration of 
useful temporary monitoring campaigns, which could turn out to be a cost-effective 
alternative for infrastructure assets (e.g. short-span bridges) where the use of a permanent 
monitoring system might not be cost-effective. 
 In particular, it has been shown that by using 33% of the data corresponding to 6 months 
(16.5% of the data in one year), a 98% of accuracy is achieved. This value falls to 84% 
when 8.3% out of the 6 months available data (4.15% of the annual data) are used.  
 The probability of the assessed welds of exceeding a target fatigue failure probability 
threshold decreases with an increasing number of sensors due to a reduction of the level 
of epistemic uncertainty arising from the estimation of the mean value of the reliability 
distribution at any point in time. 
 As a structure deteriorates, the required number of sensors needed to maintain a number 
of structural components above a predefined fatigue target reliability will increase. A 
consequence of this is that in future an increasing number of sensors on civil 
infrastructure may be required. 
 The expected benefit of monitoring in fatigue assessment, in relation to traditional visual 
inspection,  has been explored through a posterior decision analysis based on the results 
obtained in Chapter 6.  
 The expected benefit has been found to be the combination of three terms: a non-linear 
term depending on the product between the difference of the probabilties of failure, 
calculated with and without SHM, and the cost of failure, a negative linear term 
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depending on the annual cost for operating the SHM system and a constant third term 
being the difference between the inspection costs and the cost of installing the SHM 
system. The relative contribution of each term depends on the particular case being 
examined. 
The main limitations associated with the key findings are:   
 The results concerning the temporal requirements rely on a time-invariant assumption, i.e. 
no structural deterioration has taken place and the nature of the loading has remained the 
same.  
 The results concerning the spatial requirements rely on a strong hypothesis, namely that 
spatial variability effects can be modelled by a normal distribution centered on the mean 
values of the reliability profile with a constant COV and disregarding any correlation 
among identical welds. Until these hypotheses are verified, the obtained results must be 
considered as qualitative. 
 The cost-benefit analysis does not consider a complete life-cycle but is limited to an 
arbitrary time horizon. Consequently, the costs associated with maintenance and repair 
actions, as well as the interaction between inspection and monitoring, are disregarded. 
Hence, the obtained results must be read in qualitative terms.  
8.2. Concluding remarks 
From a general perspective, it would seem imprudent to draw general conclusions regarding a 
very wide field of research such as SHM of civil infrastructure on the basis of the case-study 
defined by the research scope of this thesis. Nevertheless, the present work provides a good 
overview of the different capabilities and challenges of data-based approaches to SHM targeting 
structural components under particular deterioration mechanisms. Moreover, it is believed that the 
underlying philosophy developed in this thesis provides a theoretical framework that could be 
applied to other structural components under different deterioration mechanisms, thus constituting 
valuable guidance towards a more effective use of monitoring data.  
8.3. Future work 
The research work carried out has made it possible to identify the following areas for future 
research. 
8.3.1. Link monitoring outcomes and Fracture Mechanics fatigue models 
One of the limitations of S-N approaches to fatigue assessment is that the damage indicator 
considered does not refer to any observable quantity. As a result, it is impossible to link the 
outcome of visual inspections or other tests, in terms of crack detection and crack sizes, with the 
data-based S-N fatigue performance predictions. A way to circumvent this would be to integrate 
the multiple sources of monitoring data within a Fracture Mechanics damage formulation. This 
would bridge an important existing gap between classical approaches to performance assessment 
and monitoring-based techniques.  
8.3.2. Assessment of other structural components 
Civil structures are formed by different structural components subjected to several deterioration 
mechanisms.  As such, the use of data-based approaches for the determination of the remaining 
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lives and the assessment of the current performance of the above mentioned components are 
topics deserving more research attention. From a conceptual point of view, such issues could be 
tackled following parallel approaches to those presented herein. 
The assessment of multiple structural components will enable to move from component life 
predictions to structural life predictions, hence providing a more solid basis for infrastructure 
management. 
8.3.3. Definition of temporal and spatial requirements 
Due to the impossibility to monitor all assets always, it is believed that more research work 
should be directed towards determining temporal and spatial requirements for optimal monitoring 
campaigns.  
Such temporal requirements could be used to determine useful durations of short-term monitoring 
campaigns targeting specific critical components/structures. Such an approach could be supported 
by the use of emerging technologies such as Wireless Sensor Networks that could be easily 
deployed in the field, thus overcoming the burden associated with permanent/wired systems.  
It is the author's opinion that a critical issue while tackling spatial requirements to monitoring 
campaigns would be the determination and interpretation of spatial correlation patterns for the 
different deterioration processes associated with the monitored civil infrastructure assets. 
8.3.4. Assessing the value of SHM 
It is the author's personal view that a key-issue that is likely to contribute to a wider deployment 
of monitoring-based techniques is the analysis of the expected benefit of SHM approaches. 
Such analysis should be based upon a life cycle cost-benefit approach, accounting for the 
interaction among monitoring data, existing assessment methods such as visual inspection and 
non-destructive tests and the effects of maintenance and repair actions. In effect, the outcome of 
such studies will provide a solid argument regarding the cost-effectiveness of monitoring 
solutions for infrastructure managers. 
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Appendix A: Rainflow counting method for stress cycles 
Let us consider a monitored time series of strains duly converted to stresses. Let us now rotate the 
axis of the stress-time plot in such a way that the time axis is oriented vertically, see Figure 129. 
From a graphical point of view, the rainflow method for counting stress ranges comes from the 
idea of letting a rain flow drip down the peaks and valleys created by the rotated time series of 
stresses. The different rain flows are stopped according to a number of rules. Then, the resulting 
flows  determine the number of half cycles of stresses according to their amplitude defined as the 
difference between their starting and ending points. Opposite (i.e. compressive and tensile) half 
cycles of equal magnitude are finally paired together to form complete stress cycles.  
Bannantine, Comer, and Handrock (1990) describe the rules to determine when a rain flow must 
stop:  
 A rain flow starting in a local maximum stress point falling towards a local minimum 
must stop when it encounters a local maximum point of higher magnitude than the value 
corresponding to the starting maximum. This situation corresponds to the point B in 
Figure 129.  
 A rain flow starting in a local minimum stress point falling towards a local maximum 
must stop when it encounters a local minimum point of lower magnitude than the value 
corresponding to the starting minimum. This situation corresponds to the point A in 
Figure 129. 
 A rain flow must stop when it encounters an already "wet" path. This situation 
corresponds to the point C in Figure 129. 
 
Figure 129. Illustration of rainflow counting method, (Hoadley, Frank, & Yura, 1983).  
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Appendix B 
Analysis of residuals and performance indicators from WLS regression, F = 24ℎ. 
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Appendix B: Analysis of residuals and performance indicators from WLS regression, 2 = . 
 
Figure 130. ACF of weighted residuals, 2 = . 
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Figure 131. Normal probability plots of weighted residuals, 2 = . 
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Figure 132. Residual plot of weighted residuals, 2 = . 
    
p=2 Training dataset Validation dataset  
SG  AICc MSE MAPE (%) Ψ(%) MSE MAPE (%) Ψ(%) 
1  -563.6 8.12·1011 20.1 91.8 1.93·1011 35.3 98.8 
2  -911.2 6.96·1011 8.9 102.1 1.55·1011 34.5 118.6 
3  -411.5 3.22·1011 31.2 95.5 4.49·1011 46.4 91.4 
4  -503.4 8.73·1010 28.7 87.3 3.75·1010 34.9 91.8 
5  -792.9 1.95·1011 13.6 99.1 4.37·1011 44.0 125.7 
6  -543.5 5.86·1011 23.8 91.5 2.12·1011 33.1 103.0 
7  -536.2 7.10·1011 24.4 92.6 9.49·1011 50.3 114.5 
8  -896.1 1.44·1012 10.2 99.8 3.35·1011 37.6 116.7 
9  -643.5 3.69·1011 17.1 93.2 9.28·1011 31.6 99.8 
Table 31. Performance indicators for model comparison. polynomial order 2. 2 = . 
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p=3 Training dataset Validation dataset  
SG  AICc MSE MAPE (%) Ψ(%) MSE MAPE (%) Ψ(%) 
1  -666.9 4.97·1011 16.5 95.3 1.35·1011 36.1 103.7 
2  -911.7 6.87·1011 8.8 102.1 1.52·1012 35.0 119.1 
3  -460.2 2.06·1011 27.3 100.4 2.27·1011 44.3 97.8 
4  -612.8 4.26·1010 22.4 95.9 5.45·1010 31.2 102.3 
5  -797.0 1.83·1011 13.5 99.2 5.00·1011 46.2 126.4 
6  -632.7 3.76·1011 20.5 96.2 3.75·1011 37.3 110.4 
7  -599.1 5.00·1011 22.0 94.2 1.83·1011 52.7 118.2 
8  -898.8 1.37·1012 10.2 99.9 3.77·1012 39.0 117.3 
9  -770.4 1.68·1011 13.9 97.1 8.24·1010 34.2 106.1 
Table 32. Performance indicators for model comparison. polynomial order 3. 2 = . 
    
p=4 Training dataset Validation dataset  
SG  AICc MSE MAPE (%) Ψ(%) MSE MAPE (%) Ψ(%) 
1  -703.5 3.41·1011 15.9 98.3 2.08·1011 35.1 106.9 
2  -911.1 6.95·1011 8.8 102.1 1.44·1012 34.4 118.7 
3  -464.9 2.00·1011 27.1 103.0 1.26·1011 41.5 99.5 
4  -615.1 3.48·1010 22.2 97.6 7.01·1010 32.4 104.5 
5  -799.3 1.76·1011 13.5 99.2 5.05·1011 45.1 125.2 
6  -641.2 3.17·1011 20.4 97.5 5.00·1011 36.8 111.7 
7  -622.2 3.54·1011 22.1 97.2 3.70·1011 54.6 122.0 
8  -900.2 1.31·1012 10.0 99.9 4.05·1012 38.6 116.7 
9  -795.9 1.08·1011 13.2 98.9 1.43·1010 32.9 107.3 
Table 33. Performance indicators for model comparison. polynomial order 4. 2 = . 
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 Model parameters    
 (95% confidence interval)  
SG p J (·102) Je(·101) JL(·10-1) Jf(·10-2) Jf(·10-3) 
1 4 3.56 1.64  6.21 -2.53  7.20  
  (3.39 - 3.74) (1.13 - 2.16) (0.85 - 11.6) (-10.4 - 5.35) (4.00 - 10.44) 
2 3 30.4 3.66 20.8 6.64 - 
  (29.5 - 31.2) (2.11 - 5.20) (-0.48 - 42.0) (-1.77 - 15.0) - 
3 4 3.08 0.46 0.608 0.590 4.70 
  (2.80 - 3.36) (-0.27 - 1.20) (-6.40 - 7.62) (-9.65 - 10.8) (0.74 - 8.57) 
4 4 0.60 0.36 4.09 2.71 0.94 
  (0.56  - 0.63) (0.24 - 0.48) (2.72 - 5.45) (0.71 - 4.70) (-0.03 - 1.91) 
5 4 13.8 1.53 6.60 -12.3 5.20 
  (13.20 - 14.34) (0.31 - 2.75) (-8.57 - 21.8) (-28.8 - 4.21) (0.54 - 9.84) 
6 4 2.49 0.91 7.39 2.88 3.60 
  (2.35 - 2.62) (0.48 - 1.34) (2.78 - 12.0) (-3.88 - 9.65.) (0.78 - 6.41) 
7 4 3.98 1.13 4.74 -2.06 6.20 
  (3.75 - 4.22) (0.47 - 1.79) (-2.36 - 11.86) (-12.1 - 7.97) (2.35 - 9.99) 
8 4 36.1 8.10 45.6 -23.7 10.8 
  (34.9 - 37.3) (5.31 - 10.9) (14.1 - 77.2) (-61.7 - 14.2) (-0.68 - 22.4) 
9 4 3.44 1.28 4.85 -0.97 5.60 
  (3.30 - 3.58) (0.88 - 1.68) (0.73 - 8.97) (-6.92 - 4.98) (3.23 - 7.91) 
Table 34. Model parameters for daily models. 
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Appendix C 
Analysis of residuals and performance indicators from WLS regression, F = 1ℎ. 
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Appendix C: Analysis of residuals and performance indicators from WLS regression, 2 = Ù.  
 
Figure 133. ACF of weighted residuals 2 = Ù (lags expressed in hours).  
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Figure 134. Normal probability plot of weighted residuals, 2 = Ù. 
 
Figure 135. Weighted residuals vs. Ø2, 2 = Ù.  
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 Model parameters    
SG p J (·102) Je(·101) JL(·10-1) Jf(·10-2) Jf(·10-3) 
1 4 3.68 0.96 0.019 3.86 2.88 
2 4 31.2 3.54 12.8 1.72 1.53 
3 4 3.73 -0.20 -3.44 6.70 0.97 
4 4 0.54 0.49 1.64 -0.93 1.85 
5 4 13.3 0.58 7.82 -0.64 0.42 
6 4 2.31 0.69 1.87 3.84 2.09 
7 4 3.65 0.82 1.80 3.14 2.23 
8 4 34.7 5.89 28.4 5.23 1.41 
9 4 3.39 0.96 1.25 2.17 2.56 
Table 35. Model parameters, 2 = Ù.  
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Appendix D 
Derivation of probability distributions for EN 1993-1-9 fatigue parameters. 
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Appendix D: Derivation of probability distributions for EN 1993-1-9 fatigue parameters. 
The values of the detail categories of the S-N curves, ΔkF, corresponding to a value of DF  = 2 
million cycles are calculated at a 75% confidence level of a 95% probability of survival for log(N)  
(EN 1993-1-9:2005. Eurocode 3: Design of steel structures - Part 1-9: Fatigue, 2005). 
The statistical calculation method to determine the characteristic values of the detail categories 
fatigue resistances is detailed in (EN 1990. Eurocode 0 - Basis of structural design, 2007), Annex 
D.7. According to the European norm, the design value of a property X following a lognormal 
distribution can be determined as:  
`W = GWi| ⋅ exp (@S − òËIS) (D.1) 
Where GW is the design value of a conversion factor, i| a partial factor for the fatigue strength, òË 
the characteristic fractile factor and @S  the mean of the logarithmic transformation of the 
property under analysis, which can be calculated as: 
@S = 1C  ln (^1) (D.2) 
If the COV of X, K , is known from prior knowledge, then the standard deviation of the 
logarithmic transformation of the property under analysis can be calculated as :  
IS = ln (KL + 1) (D.3) 
If K is unknown, then:  
IS = L 1C − 1 (õC(^1) − @S)L (D.4) 
The value of K is considered known and equal to 0.58 as suggested in (JCSS, 2007).  
Then, considering that the number of data points obtained during the fatigue test was, at least, 
n=10 (EN 1993-1-9:2005. Eurocode 3: Design of steel structures - Part 1-9: Fatigue, 2005), the 
value of òË can be read from Table D.1 from (EN 1990. Eurocode 0 - Basis of structural design, 
2007) and equals 1.72.  
Equation (D.1) is used to isolate @S:  
@S = ln(`W) − ln GWiW + òËK (D.5) 
Finally, the mean value of the non-logarithmized variable X can be calculated as:  
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@ = e(|MßæML ) (D.6) 
From (EN 1993-1-9:2005. Eurocode 3: Design of steel structures - Part 1-9: Fatigue, 2005), the 
characteristics value of the fatigue material coefficients reads 2.50 ⋅ 10ee Bù'f  and 7.16 ⋅10ee Bù'f  for details categories 50 (trough-to-deck weld) and 71 (trough-splice weld) 
respectively.   
The mean values and standard deviations of the fatigue parameters A following a log-normal 
distribution and calculated according to the previous paragraphs are summarized in the following 
table:  
   
Detail category 5% characteristic value 
of A [MPa3]  
$[7] 
[MPa3]  
 '([7].+ 
[MPa3] 
COV 
50 (trough-to-deck) 2.50 ⋅ 10ee 7.30 ⋅ 10ee 4.23 ⋅ 10ee 0.58 
71 (trough-splice) 7.16 ⋅ 10ee 2.09 ⋅ 10eL 1.21 ⋅ 10eL 0.58 
Table 36. Parameters of the lognormal distributions of the fatigue parameter A. 
The value of the coefficients GW and i| have been considered equal to 1. 
 
 
  
 
 
 
 
 
 
 
