Abstract-In this paper, we present a soft biometrics based appearance model for multi-target tracking in a single camera. Tracklets, the short-term tracking results, are generated by linking detections in consecutive frames based on conservative constraints. Our goal is to "re-stitching" the adjacent tracklets that contain the same target so that robust long-term tracking results can be achieved. As the appearance of the same target may change greatly due to heavy occlusion, pose variations and changing lighting conditions, a discriminative appearance model is crucial for association-based tracking. Unlike most previous methods which simply use the similarity of color histograms or other low level features to construct the appearance model, we propose to use the fusion of soft biometrics generated from sub-tracklets to learn a discriminative appearance model in an online manner. Compared to low level features, soft biometrics are robust against appearance variation. The experimental results demonstrate that our method is robust and greatly improves the tracking performance over the state-of-the-art method.
I. INTRODUCTION
Multi-target tracking in real-world scenes has been extensively studied for many years, as it is an important prerequisite for many industrial applications, such as video surveillance, human-computer interaction, behavior analysis, and anomaly detection. For instance, reliable tracking results enable further analyzing tasks such as face recognition in surveillance cameras [1] . The goal of multi-target tracking is to provide the trajectories of all targets while maintaining the consistency of identity labels. There are many challenges in multi-target tracking, such as illumination and appearance variation, occlusion, and sudden change in motion [2] [3] [4] .
As great progress has been achieved in object detection, association-based tracking has become more popular recently [5] [6] . In the association-based tracking framework, an object detector is first applied to all image frames, and conservative constraints are used to associate consecutive detection responses into tracklets. Thus, each tracklet is a sequence of short but reliable estimations of the same target. Longer tracks of different targets are generated by associating tracklets under certain spatial-temporal constraints according to their affinities. In most association-based tracking approaches, an affinity model is constructed which combines time, appearance, and motion information to measure the affinity between two tracklets. Many previous methods use color histograms only to represent the appearance of a target [7] [8] [9] . However, the color information is not always consistent and reliable, as the appearance of a target may change drastically even within a short time period due to occlusion, pose and illumination variations, as shown in Fig. 1 . In this paper, to enhance the appearance model for tracking, in addition to color histogram, we use soft biometrics which are invariant to view and illumination changes to learn a discriminative appearance model in an online manner. Soft biometrics are characteristics that can be used to describe a person [10] , for instance, height, weight, gender, hair color and clothes color. Although each one of them is not discriminative enough to uniquely identify an individual, when bundled as a whole they can provide a coarse representation of a target. Because soft biometrics can be directly acquired from surveillance videos without any subject's cooperation, they are suitable for constructing appearance models of tracked targets. Soft biometrics have been widely used for retrieval and recognition tasks on image datasets [10] [11] [12] , target identification in surveillance video data [13] , and person reidentification across cameras [14] . However, to the best of the authors' knowledge, soft biometrics have not been used to improve tracking performance.
We generate the appearance model that can differentiate the tracklets containing different targets using AdaBoost [15] . With the online learning process, the generated appearance model is specifically designed for tracklets within current time interval, thus good discriminality can be achieved. For each frame, a set of soft biometric features is extracted from every detection response. As the appearance of target in a tracklet may vary even after a short time period because of illumination change and AdaBoost is sensitive to outliers and noisy data, we divide each tracklet into several sub-tracklets and apply a fusion method to aggregate a number of soft biometric feature sets into a single one. It is demonstrated by the experiments that the fusion of soft biometrics provides a concise and reliable representation for tracked targets and the use of subtracklets greatly improves the efficiency and effectiveness of the proposed model. Besides the appearance constraint, we also use spatial and temporal constraints to deal with ambiguities in tracklet association.
An overview of our appearance model is shown in Fig. 2 . The contributions of this paper are the following:
• We integrate soft biometrics information into appearance model to mitigate the confusion caused by appearance variation.
• Tracklets are divided into sub-tracklets based on time constraint and appearance similarity. The use of subtracklet instead of detection responses greatly reduces online training time, and alleviates the negative impact of incorrectly extracted soft biometrics.
• Real-world surveillance data are used in the experiments and the effectiveness of the proposed method is validated.
The rest of the paper is organized as follows: Section II discusses related work; an outline of our tracking method and our proposed soft biometrics based appearance model is described in Section III; experiments are presented in Section IV; and Section V concludes this paper.
II. RELATED WORK
Multi-target tracking has been extensively explored in the past. A general categorization divides multi-target tracking approaches into two groups. In the first group, tracking is considered in a time critical scenario in which only the past and current frames are used for tracking [16] For time critical tracking, usually particle filters are used. A multi-target tracking framework is proposed in [16] which uses both continuous pedestrian detector confidence and online instance-specific classifier. Hue et al. [17] extend the classical particle filter in order to deal with multiple targets and multiple receivers in the regime of sequential monte carlo methods. Recently, an efficient particle filter is proposed using an independence approximation for multi-target tracking [18] . However, the particle filtering based methods are not robust against identity switches caused by occlusion, abrupt motion, appearance variation, etc.
For less time critical tracking, data association based tracking (DAT) has become a major researched area recently. With the detection responses ready in hand, the focus is shifted to robust tracklet association using global optimization [5] [6] . To achieve robust association, reliable affinity scores between tracklets are essential. Such scores are generally obtained based on appearance and motion information. To enhance the appearance model, multiple features including color histogram, HOG features, covariance matrices are used in a boosting framework [23] . To mitigate occlusions, part-based appearance models have been applied in multi-target tracking [21] [22] . Non-linear motion is proposed in [20] to better model direction changes. As a drawback, the appearance or motion affinity is prone to error since these low-level features are not invariant against complex and noisy scenes.
Compared to low-level features such as color histogram which may drift significantly over time, soft biometrics, such as gender, height, are rather stable with respect to changes in appearance, time, and motion. Soft biometrics contain high level semantic information, which has been used for recognition or retrieval tasks [11] [13] [14] . In [11] , facial marks such as freckles and scars are used for improved face recognition. Reid et al. [13] use soft biometrics to retrieve specified subjects in surveillance video data. Most recently, soft biometrics have been used to improve the person re-identification accuracy across non-overlapping surveillance cameras [14] .
III. TECHNICAL APPROACH

A. Tracking Framework
Given a set of tracklets, the goal of association-based tracking is to find the best set of tracklet associations with the maximum linking probability. The global optimal solution is often obtained by solving the maximum a posteriori problem (MAP) using various optimization algorithms. As linking all the tracklets in an entire video directly has a high computational cost, it is a common routine to divide the video using a time sliding window, and carry out tracklet association independently in each time sliding window.
We define a set of tracklets generated from a time interval
Each tracklet is a consecutive sequence of detection responses that contain the same target. Let association ψ ij define the hypothesis that tracklet T i and T j contain the same target, with T i occurring before T j . A valid association matrix ψ is defined as follows:
The two constraints for matrix ψ indicates that each tracklet can only be associated to and associated by one other tracklet. To handle the case of initial and terminating tracklet, an augmented matrix similar to [2] is used.
We define A as the pairwise transition score matrix, and A ij as the cost for associating T i and T j based on the affinity model. Let Ψ be the set of all possible association matrices, we formulate the multi-target tracking as the following optimization problem:
The Hungarian algorithm is used to solve this assignment problem in polynomial time.
The affinity model is constructed by integrating multiple cues, as show in Eq. (3):
where T i , T j are two different tracklets, γ is a weighting parameter, and Appr(·), T ime(·), and Motion(·) are the appearance, time and motion models respectively. In appearance and motion models, the cost for associating T i and T j is defined as their negative loglikelihood. The time model is defined as the following:
where Gap ij is the frame difference between T i and T j , and only when Gap ij is within a pre-defined maximum allowed gap, GAP , the two tracklets can be linked. A linear motion model which is widely used for multi-target tracking [8] [2] is employed in our approach.
B. The Discriminative Appearance Model 1) Tracklet division:
In a tracklet, the appearance of a target may vary with time (see Fig. 3 ), but the detection responses that are obtained in consecutive frames often possess high visual similarity. For efficient computation and to create concise representations of a tracklet, we further divide each tracklet into several sub-tracklets and consider every subtracklet as an appearance instance of a target. An example of tracklet division is shown in Fig. 3 We assume that a target cannot have large pose variation in a very short period of time Δt (0.5s in our experiments). Tracklet division starts from the beginning of a tracklet and 
Vector sub-tracklets are generated one by one. Let len be the number of frames included in Δt (about 10 in our experiments). The first detection of a tracklet is the appearance reference to form the current sub-tracklet. Specifically, with respect to the detection in the first frame as the reference detection, the detections from the following frames within Δt are compared to the reference detection. As long as the detection similarities are above a pre-defined threshold (0.9 in our experiments), the corresponding frames are kept in this sub-tracklet. Thus, the number of detections in a sub-tracklet is smaller or equal to len. Once a detection's similarity to the reference detection is below the threshold or the number of detections in the current sub-tracklet exceeds len, this detection becomes a new reference detection and detections in latter frames are compared to this reference detection to form a new subtracklet. Here color histogram is used to measure the detection similarity.
2) Fusion of soft biometrics:
The soft biometric features extracted from a detection response are shown in Table I , the potential values for each feature are also listed. These soft biometric features are extracted using state-of-the-art techniques [10] [24] , and can be categorized into three types: symbolic, scalar-valued, and vector-valued. A confidence level which scales from 0 to 1 is associated with each feature to indicate the prediction confidence. Our goal is to design a fusion method that can combine common soft biometric features extracted from several detections into a single one. In the remainder of this paper, fn represents the feature name, fval is the feature value, and fc is the confidence level.
For binary symbolic features, the sum of confidence levels of all potential values is equal to 1, thus, given the confidence level of one potential value, the confidence level for the other potential value can be inferred. When fusing symbolic features, the averaged confidence level for each potential value is computed and the one with the highest score is selected as the fused confidence level, and the corresponding value is the fused feature value. For scalar-valued and vector-valued features, the fused value and fused confidence level are defined as follows:
where n is the number of features used for fusion.
3) Similarity of soft biometric features:
After soft biometrics fusion, each sub-tracklet is represented by a single set of soft biometric features. Then the similarity between common features for each feature type (symbolic, scalar, vector) is computed. For the symbolic features (Gender, HairColor, SkinColor), if the symbolic value of the two features are the same then the similarity is the average of the two confidence levels. If the symbolic values are dissimilar, then the similarity is the maximum confidence level, as defined in Eq. (7).
For the scalar-valued features (Height and Weight), we assume that the feature values are from a normal distribution with parameters μ and σ 2 . As the height accuracy is ±12.7cm and the weight accuracy is ±9kg (learned by analyzing soft biometrics extracted from previous data), we define the standard deviation so that for the height P ([fval−12.7, fval+12.7]) = 80% and for the weight P ([fval−9, fval+9]) = 80%. For the accumulated probability to be equal to 80% the range should be (μ − 1.28σ, μ + 1.28σ). Thus, the standard deviations are equal to 1.28σ = 12.7 for height and 1.28σ = 9 for weight. The similarity score sim 2 is defined as:
For the vector-valued features (BodyColor, TorsoColor, LegsColor), the Bhattacharyya Coefficient is used to measure the similarity sim 3 , which approximates the amount of overlap between two probability distributions, as given in Eq. (9):
4) Learning of the appearance model:
Our goal is to design a discriminative appearance model that gives high similarity for a pair of tracklets that contain the same target (positive pairs) while assigning low similarity for two tracklets that contain different targets (negative pairs). We use AdaBoost to learn the appearance model [23] . AdaBoost consists of a number of weak classifiers and adaptively learns a strong classifier that is a linear combination of all weak classifiers and minimizes the overall error. In our appearance model, the similarity computed from each soft biometric feature is a weak classifier, and AdaBoost assigns a weighting parameter for each feature during the online learning process. We formulate the learned appearance model as follows:
where t indicates the iteration index, ω t is the weighting parameter and h t (T i , T j ) is a weak classifier based on one of the soft biometric features extracted from tracklets T i and T j .
As the appearance of the same target may vary over time, each tracklet is represented by the average of all its subtracklets. The appearance affinity for a pair of tracklets T i and T j is measured according to their corresponding averaged features. In case the training of AdaBoost cannot be carried out because no negative tracklet pairs are found or the training set size is too small, we directly compute the pair-wise similarities of all tracklets using the soft biometric feature similarities. The similarity of two sets of soft biometrics is defined as the weighted sum of all feature similarities. The weights are assigned according to confidence levels so that similarities calculated from feature values with less confidence levels have less effect, and the summation of all weights equals to 1.
5) Online training sample collection:
In order to collect positive and negative training samples online, we adopt the selection criteria similar to [23] . Note that our training set is constructed on sub-tracklets level, while in [23] the detection responses are used directly.
Two spatial-temporal constraints are used to identify negative tracklet pairs (two tracklets that contain different targets). Two tracklets form a negative pair, if one of the following constraints is satisfied:
• the two tracklets have large overlap in time;
• the two tracklets have a small frame gap but large spatial difference.
The first constraint is based on the observation that the same target cannot be simultaneously tracked in two different tracklets; and the second constraint is based on the observation that one target cannot make a significant distance move within a short time period with limited velocity.
A pair of sub-tracklets (t x , t y ) is a positive sample if t x , t y ∈ T i , and t x = t y , and it is a negative sample when t x ∈ T i , t y ∈ T j and (T i , T j ) is a negative tracklet pair. The value of a training sample is an 8-dimensional vector, where each element of the vector is the similarity between two common soft biometric features in the two sub-tracklets.
IV. EXPERIMENTAL RESULTS
In order to evaluate the proposed model on a dataset that contains many different kinds of appearance variations, eight real-world videos of different scenes (five indoor and three outdoor) are collected in a real-world surveillance camera network. Each video is about 9 minutes at the frame rate of 20fps with a resolution of 704×480. Sample frames are shown in Fig. 4 . The number of participants involved in each video ranges from 9 to 24. The input tracklets are generated using a method similar to [8] .
This dataset is very challenging for the following reasons: (1) it covers multiple different scenes (both indoor and outdoor), while most public tracking datasets only have a single scene or multiple scenes that are quite similar; (2) there are intense illumination variations for the outdoor videos (see Fig. 4 ), which may cause an abrupt and drastic change to the appearance of a target. (3) even for the indoor videos there still exist noticeable illumination changes, for instance, in video 3 the girl in purple is walking from a bright region to a dark region. Therefore, traditional appearance models that
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A. Soft biometrics verification
As we use soft biometrics to build the appearance model, the quality of soft biometrics and the soft biometrics similarity measurement are crucial for the performance of tracklet association. To validate the robustness of the soft biometrics, for each video we compute the similarity between all pairs of tracklets based on the proposed soft biometrics fusion method, and these similarities are categorized into intra-class (tracklets from the same target) and inter-class (tracklets from different targets). The histograms for each category are plotted. Four sample histograms are shown in Fig. 5 . The histograms suggest that most intra-class similarities are larger than most inter-class similarities and with a single threshold these two classes can be coarsely separated. Therefore, the soft biometrics extracted from the same target have high degree of consistency.
B. Tracklet association results
In this evaluation, the main goal is to reduce the number of fragments. The proposed model uses soft biometrics as features and generates training samples using sub-tracklet pairs. Two baseline models are presented for comparison. In Baseline Model I, only soft biometrics are used without subtracklet. Specifically, training samples are collected directly from detection pairs. In Baseline Model II, sub-tracklets are used but no soft biometrics are used except color histograms. We also compare to the appearance model in [23] which uses detection pairs and color histograms are adopted as features.
The experimental results for all the videos are shown in Table II . Two sets of parameters are used, one is applied to all indoor videos and the other is applied to all outdoor videos. It is obvious that the association time is reduced roughly by one order of magnitude for models that use subtracklets, as the size of training set for AdaBoost is much smaller. The reduction rate of Baseline Model II is comparable to the proposed model, however, the number of association errors for each video is greater than the proposed model. This demonstrates that the other soft biometric features (Gender, HairColor, SkinColor, Height, Weight) are complementary to color histograms, as they capture the appearance information that is overlooked by color histograms. When using Baseline Model I, although the number of errors is small, fewer fragments are detected compared to the proposed model. Because detection pairs are directly used to generate the training set, two detections from the same tracklet but with quite different appearance (e.g., the appearance of targets in outdoor videos is greatly affected by lighting) are also collected as positive samples. This would provide bad training data for AdaBoost and makes the learned appearance model less discriminative.
1) Comparison with state-of-the-art:
The model in [23] also uses detection pairs for training set and only color histograms are used as extracted features. Comparison between Baseline model I and the model in [23] indicates that fusion of soft biometrics in a sub-tracklet is essential, as for a single detection the other soft biometric features (Gender, HairColor, SkinColor, Height, Weight) are more prone to errors than color histograms. Based on the results, the proposed model still outperforms the model in [23] with a higher fragment reduction rate and less association errors, and the running time is much less due to the employment of sub-tracklets. Also, it is worth noting that when no fragment exists in the input tracklets (e.g., Video 7), our model does not mistakenly associate any tracklet pairs, which further demonstrates the robustness of our model.
V. CONCLUSIONS
In this paper, we proposed a single camera multi-target tracking method by integrating soft biometrics into the appearance model. Compared to previous methods that only use low level features such as color histogram for data association, soft biometrics, as the high level semantic information, are more invariant against changes in pose, illumination, etc. Fusion of soft biometrics alleviates the negative impact of incorrectly extracted soft biometrics features and by using sub-tracklets the computational cost is significantly reduced. Compared to the baseline models and state-of-the-art method [23] , the soft biometrics integrated tracking model has fewer fragments, higher fragment reduction rates, and significantly lower computation time.
