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Abstract 
Auto-associative networks are a type of Artificial Neural Network (ANN) architectures that has been used in a variety of engineering areas for the 
past two decades. In auto-associative networks, the knowledge to be extracted from a database is the identity function. In other words, this particular 
network is trained to reproduce its inputs and output(s). Due to the fact that the network is optimized on inputs, as well as outputs, obtaining highly 
accurate results can be challenging. In this study, auto-associative network was explored using seven civil engineering databases from various 
applications and with a range of data types. The architecture of the auto-associative networks was developed with only three layers - input, hidden, 
and output layers - in order to maintain the generalization capabilities. Only the output was considered when assessing the statistical accuracy 
measures. A traditional ANN model was developed for each database to provide an initial estimate of the output. Then these estimates and the inputs 
were used to develop the auto-associative network. The auto-associative network improved the statistical accuracy measures for some databases 
relative to the traditional ANN approach. Overall, the auto-associative network yielded promising results and can be applicable to civil engineering 
databases. 
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1. Introduction 
A Feed-forward neural network involves acquisition of input-output models from examples using backpropagation training algorithm. 
The network learns a mapping from given inputs to desired output values by adjusting internal weights to minimize the error. In auto-
associative networks, the knowledge to be extracted from a database is the identity function of the database, which is simply: {network 
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inputs} = {network outputs}. Auto-associative networks are one of the classic Artificial Neural Network (ANN) architectures used 
commonly in robotics, machine learning, and signal processing. They have been used for a wide variety of pattern processing problems 
such as cleaning up noisy pictures and recognizing known pictures when partially occluded1.  Some of the known applications that 
auto-associative networks are typically used in are: noise reduction, replacement of missing sensor values, gross error detection and 
correction, and signal processing. 
The purpose of training a highly-parameterized, nonlinear network in these areas is that feed-forward networks trained on the identity 
function can perform several useful data screening tasks with appropriate internal architectures2.  In other words, this particular type of 
network is trained to reproduce its inputs and its output(s). The network is forced to represent the input patterns in fewer dimensions, 
creating a compressed representation. These compressed representations may reveal interesting generalizations about the data. A typical 
architecture of an auto-associative network contains 3 hidden layers, which are, respectively, called mapping layer, bottle neck layer, 
and de-mapping layer3. This approach has been used by some researchers 4, 5, 6 to reduce the dimensionality (# of nodes) of the hidden 
layer in ANNs for the commonly used applications listed above. The auto-associative network approach has been used in some 
engineering areas for about two decades.  However, it has not been explored in civil engineering, where artificial intelligence is mostly 
referred to as a function approximation method. In this study, the auto-associative network approach was explored by using seven 
engineering databases that contain both categorical and continuous variables. For this reason, model development of the auto-
associative network was considered with only one hidden layer. More than one hidden layer combined with an insufficient number of 
databases may cause the network to memorize the data in the training phase7. Consequently, models were developed with only one 
hidden layer to maintain the generalization capability of the network.  
Auto-associative network is based on mapping n input variables into n output variables. In order to obtain predictions from this network, 
an initial estimate of the controlled variable (i.e. output) has to be included as an input. For this reason, each database was utilized to 
develop an ANN prediction as an input in the model development and then applied to auto-associative network approach. The four 
sequential training stages for all seven databases and their desired criteria to choose the optimal network structures of auto-associative 
network models are explained in the following sections. Even though the developed models are optimized on both inputs and output, 
in this study only the output variable was evaluated in terms of statistical accuracy measures. Therefore, results presented in this study 
are limited to output variables. 
2. Database Description  
To effectively demonstrate the potential use of the auto-associative network, seven databases with different characteristics were chosen 
to be used in this study (see Yasarer7). Database characteristics in engineering may vary from synthetic databases, such as those 
obtained from computer software or through digital instrumentation, to human factor-involved databases, in which highly associated 
parameters may not be available. Databases with a combination of various characteristics are included in this study to evaluate the 
performance of the newly presented method. Some databases used in this research are: 
• Synthetic or digital databases: these types of databases are usually obtained though finite element analysis software or closed-
form solutions (e.g., database 1); 
• Human factor-involved databases: these types of databases are typically considered as low-level databases because there are 
human related factors, for which there may or may not be information available (e.g., database 2); 
• Databases with categorical variables: Some databases include categorical variables whose relationships with phenomena 
cannot be expressed mathematically, but are vital to the database modeling. Each category is considered as a binary variable 
and only one of them can be active at a time (e.g., database 3); 
• Databases with experimental observations: This type of database typically contains experimentally obtained variables. The 
inputs are controlled variables that are defined in the experimental set-up, while the output is an observation from an 
experiment (e.g., database 3, database 4, and database 5);
• Databases with multiple outputs: This type of database has multiple outputs that are related to a set of inputs.  However, in 
this study each output is treated separately in relation to its inputs (e.g., database 5 and database 6); 
• Databases with small variance: In this type of database both the input and the output may have small variance, accordingly it 
is challenging to obtain a statistically significant relationship between inputs and output(s) in the model (e.g., database 7).          
3. Modeling Phase 
Four sequential stages were followed to develop the auto-associate networks and traditional ANNs for seven databases. In the first 
stage, the ANN architecture was determined based on problem characteristics, and then input and output categories were selected 
accordingly. In this step the training, testing, and validation datasets are also determined. In the second stage, the network was trained 
and tested on the datasets to obtain the optimum number of hidden nodes and iterations for the ANN architecture determined in stage 
one. In the third stage, the best performing network obtained from the second stage was validated on the validation database. If accuracy 
measures from training, testing and validation database are highly comparable, then the model may not be trained on all data.  In the 
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fourth stage, the best performing network obtained in the second stage was retrained on all data to increase the prediction accuracy and 
evaluate how well the ANN model characterized the desired behavior. Retraining the network with all datasets is expected to provide 
reliable predictions and better accuracy measures. It has been presented through several research studies by Najjar et al.8, 9, 10 that stage 
four is recommended to arrive at a better performing network model. The optimal network structures for the static ANN models were 
selected based on statistical measures such as mean root square error (MRSE), mean absolute relative error (MARE), and coefficient 
of determination (R2). The final architectures of the developed auto-associative networks are listed in Table 1.  
Table 1. Final ANN Architectures of seven databases 
Database # # of Outputs 
Output 
Designation 
Final ANN 
Architectures 
Database 1 1 Output 1 8 - 6 - 8 
Database 2 1 Output 1 8 - 6 - 8 
Database 3 1 Output 1 13 - 8 - 13 
Database 4 1 Output 1 7 - 7 - 7 
Database 5 2 
Output 1 4 - 4 - 4 
Output 2 4 - 5 - 4 
Database 6 3 
Output 1 17 - 7 - 17 
Output 2 17 - 7 - 17 
Output 3 17 - 2 - 17 
Database 7 1 Output 1 16 - 8 - 16 
In Table 1, the (8 – 6 – 8) notation for database 1 denotes the final architecture of the optimum network where each number, 
respectively, represents: number of inputs (8), number of hidden nodes (6), and number of outputs (8). The statistical accuracy measures 
of the auto-associative networks and ANN models for seven databases are shown together in Tables 2, 3, and 4 and their graphical 
representations are, respectively, depicted in Figures 1, 2, and 3. 
Table 2. Statistical Comparison of MARE for seven databases
Database #
# of
Outputs
Output
Designation
MARE (%)
ANN
Auto-
associative
Reduction
Database 1 1 Output 1 4.069 7.269 -79%
Database 2 1 Output 1 3.9681 4.3912 -11%
Database 3 1 Output 1 12.719 14.770 -16%
Database 4 1 Output 1 20.359 18.321 10%
Database 5 2
Output 1 0.186 0.206 -11%
Output 2 1.125 1.132 -1%
Database 6 3
Output 1 5.416 3.855 29%
Output 2 11.529 18.220 -58%
Output 3 8.009 8.779 -10%
Database 7 1 Output 1 12.380 31.243 -152%
Figure 1. Graphical Comparison of MARE between ANN 
and Auto-associative networks for seven databases
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Table 3. Statistical Comparison of R2 values for seven databases
Database #
# of 
Outputs
Output
Designation
R2
ANN
Auto-
associative
Increase
Database 1 1 Output 1 0.9984 0.9839 -1%
Database 2 1 Output 1 0.4554 0.3788 -17%
Database 3 1 Output 1 0.9364 0.9342 0%
Database 4 1 Output 1 0.8549 0.8653 1%
Database 5 2
Output 1 0.9944 0.9933 0%
Output 2 0.9333 0.9329 0%
Database 6 3
Output 1 0.6612 0.8347 26%
Output 2 0.8721 0.7397 -15%
Output 3 0.8377 0.8038 -4%
Database 7 1 Output 1 0.9831 0.9553 -3%
Figure 2. Graphical Comparison of R2 values between ANN 
and Auto-associative networks for seven databases 
Table 4. Statistical Comparison of MRSE values for seven databases
Database #
# of 
Outputs
Output
Designation
MRSE
ANN
Auto-
associative
Reduction
Database 1 1 Output 1 2.3740 7.4928 -216%
Database 2 1 Output 1 0.3203 0.3425 -7%
Database 3 1 Output 1 63.7835 55.7573 13%
Database 4 1 Output 1 47.9782 46.2396 4%
Database 5 2
Output 1 0.1676 0.1825 -9%
Output 2 0.4255 0.4266 0%
Database 6 3
Output 1 0.0038 0.0027 29%
Output 2 0.2276 0.3251 -43%
Output 3 0.0059 0.0066 -12%
Database 7 1 Output 1 0.8466 1.4805 -75%
Figure 3. Graphical Comparison of MRSE values between 
ANN and Auto-associative networks for seven databases 
4. Discussion 
As seen from the graphical results depicted in Figures 1, 2, and 3 and the accuracy measures of the developed auto-associative network 
models for each database listed in Tables 2, 3, and 4, the auto-associative network models have reliable results. Moreover, the statistical 
accuracy measures, such as MARE, R2, and MRSE, from ANN network and auto-associative network modeling have been evaluated 
to determine the increase/reductions in the statistical accuracy measures of the proposed auto-associative network models. As presented 
in Table 2, only database 4 and database 6- output 1 had a MARE reduction. The rest of the databases or outputs had an increase in 
error values. It should be noted that negative quantities indicate increase in errors. Similarly, R2 value has improved for the same two 
databases as resulted in Table 3. Database 3, database 5- output 1 and output 2 had no changes in R2 values as depicted in Table 3. The 
other statistical accuracy measure, MRSE has similar results. However, there is more improvement for MRSE values than the other 
statistical measures. Database 3 and database 6 – output 1 had a few significant changes, one of which is 13% and the other one is 29% 
reduction in error. Database 3 had also 4% reduction in error. It should be noted that auto-associative network approach utilizes an 
initial estimate coming from traditional ANN. Accordingly, this parameter may already be optimized by the ANN approach and could 
not be improved any further.  
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5. Concluding Remarks 
Auto-associative network approach with backpropagation learning algorithm was explored by using seven civil engineering databases. 
Effects of input parameters on the output based on the statistical evaluation criteria was utilized to determine the optimal architecture 
of the neural network models, while mapping input parameters on the output layer as well. The auto-associative network method utilized 
the outputs from static ANN models along with the input parameters to generate new improved results, as well as to provide reflection 
of the predicted outputs and input parameters. Due to the fact that auto-associative network is optimized on inputs and output(s), the 
statistical accuracy measures of the outputs were not expected to be as reliable as ANN models. However, the results indicated that for 
few cases auto-associative network can perform better. The auto-associative network did not perform well on most of the databases in 
terms of error reduction, but discovered the relationship between inputs and output. Even though the results from auto-associative 
network are not comparable with those obtained via other approaches, they are still considerably promising. It is noteworthy to mention 
that auto-associative network can not only be utilized to generate outputs, but can also be used for verification of the missing values in 
input parameters.    
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