I show that there exist universal constants C(r) < ∞ such that, for all loopless graphs G of maximum degree ≤ r, the zeros (real or complex) of the chromatic polynomial P G (q) lie in the disc |q| < C(r). Furthermore, C(r) ≤ 7.963907r. This result is a corollary of a more general result on the zeros of the Potts-model partition function Z G (q, {v e }) in the complex antiferromagnetic regime |1 + v e | ≤ 1. The proof is based on a transformation of the Whitney-Tutte-Fortuin-Kasteleyn representation of Z G (q, {v e }) to a polymer gas, followed by verification of the Dobrushin-Kotecký-Preiss condition for nonvanishing of a polymer-model partition function. I also show that, for all loopless graphs G of second-largest degree ≤ r, the zeros of P G (q) lie in the disc |q| < C(r) + 1. Along the way, I give a simple proof of a generalized (multivariate) Brown-Colbourn conjecture on the zeros of the reliability polynomial for the special case of series-parallel graphs.
Introduction
The polynomials studied in this paper arise independently in graph theory and in statistical mechanics. It is appropriate, therefore, to begin by explaining each of these contexts. Specialists in these fields are warned that they will find at least one (and perhaps both) of these summaries excruciatingly boring; they can skip them.
Let G = (V, E) be a finite undirected graph 1 with vertex set V and edge set E. For each positive integer q, let P G (q) be the number of ways that the vertices of G can be assigned "colors" from the set {1, 2, . . . , q} in such a way that adjacent vertices always receive different colors. It is not hard to show (see below) that P G (q) is the restriction to Z + of a polynomial in q. This (obviously unique) polynomial is called the chromatic polynomial of G, and can be taken as the definition of P G (q) for arbitrary real or complex values of q.
2
The chromatic polynomial was introduced in 1912 by Birkhoff [13] . The original hope was that study of the real or complex zeros of P G (q) might lead to an analytic proof of the Four-Color Conjecture [75, 88] , which states that P G (4) > 0 for all loopless planar graphs G. To date this hope has not been realized, although combinatoric proofs of the Four-Color Theorem have been found [2, 3, 4, 84, 112] . Even so, the zeros of P G (q) are interesting in their own right and have been extensively studied. Most of the available theorems concern real zeros [14, 117, 128, 129, 56, 130, 113, 38] , but there has been some study (mostly numerical) of complex zeros as well [52, 10, 12, 8, 9, 41, 6, 7, 82, 121, 17, 18, 19, 93, 94, 95, 96, 85, 97, 86, 114, 98, 99, 100, 90] .
A more general polynomial can be obtained as follows: Assign to each edge e ∈ E a real or complex weight v e . Then define Z G (q, {v e }) = {σx} e∈E 1 + v e δ(σ x 1 (e) , σ x 2 (e) ) , (1.1) where the sum runs over all maps σ: V → {1, 2, . . . , q}, the δ is the Kronecker delta, and x 1 (e), x 2 (e) ∈ V are the two endpoints of the edge e (in arbitrary order). It is not hard to show (see below) that Z G (q, {v e }) is the restriction to q ∈ Z + of a polynomial in q and {v e }. If we take v e = −1 for all e, this reduces to the chromatic polynomial. If we take v e = v for all e, this defines a two-variable polynomial Z G (q, v) that was introduced implicitly by Whitney [124, 125, 126] and explicitly by Tutte [115, 116] ; it is known variously (modulo trivial changes of variable) as the dichromatic polynomial, the dichromate, the Whitney rank function or the Tutte polynomial [123, 11] .
3
In statistical mechanics, (1.1) is known as the partition function of the q-state Potts model. 4 In the Potts model [131, 132] , an "atom" (or "spin") at site x ∈ V can exist in any one of q different states (where q is an integer ≥ 1). The energy of a configuration is the sum, over all edges e ∈ E, of 0 if the spins at the two endpoints of that edge are unequal and −J e if they are equal. The Boltzmann weight of a configuration is then e −βH , where H is the energy of the configuration and β ≥ 0 is the inverse temperature. The partition function is the sum, over all configurations, of their Boltzmann weights. Clearly this is just a rephrasing of (1.1), with v e = e βJe − 1. A coupling J e (or v e ) is called ferromagnetic if J e ≥ 0 (v e ≥ 0) and antiferromagnetic if −∞ ≤ J e ≤ 0 (−1 ≤ v e ≤ 0).
To see that Z G (q, {v e }) is indeed a polynomial in its arguments (with coefficients that are in fact 0 or 1), we proceed as follows: In (1.1), expand out the product over e ∈ E, and let E ′ ⊆ E be the set of edges for which the term v e δ σ x 1 (e) ,σ x 2 (e) is taken. Now perform the sum over configurations {σ x }: in each connected component of the subgraph (V, E ′ ) the spin value σ x must be constant, and there are no other constraints. Therefore,
where k(E ′ ) is the number of connected components (including isolated vertices) in the subgraph (V, E ′ ). The expansion (1.2) was discovered by Birkhoff [13] and Whitney [124] for the special case v e = −1 (see also Tutte [115, 116] ); in its general form it is due to Fortuin and Kasteleyn [58, 44] (see also [39] ). We take (1.2) as the definition of Z G (q, {v e }) for arbitrary complex q and {v e }.
In statistical mechanics, a very important role is played by the complex zeros of the partition function. This arises as follows [133] : Statistical physicists are interested in phase transitions, namely in points where one or more physical quantities (e.g. the energy or the magnetization) depend nonanalytically (in many cases even 3 The Tutte polynomial T G (x, y) is conventionally defined as [123, p. 45] [11, pp. 73, 101] T G (x, y) =
where k(E ′ ) is the number of connected components in the subgraph (V, E ′ ). Comparison with (1.2) below yields T G (x, y) = (x − 1) −k(E) (y − 1) −|V | Z G (x − 1)(y − 1), y − 1 . discontinuously) on one or more control parameters (e.g. the temperature or the magnetic field). Now, such nonanalyticity is manifestly impossible in (1.1)/(1.2) for any finite graph G. Rather, phase transitions arise only in the infinite-volume limit. That is, we consider some countably infinite graph G ∞ = (V ∞ , E ∞ ) -usually a regular lattice, such as Z d with nearest-neighbor edges -and an increasing sequence of finite subgraphs G n = (V n , E n ). It can then be shown (under modest hypotheses on the G n ) that the (limiting) free energy per unit volume f G∞ (q, v) = lim This limit f G∞ (q, v) is in general a continuous function of v; but it can fail to be a real-analytic function of v, because complex singularities of log Z Gn (q, v) -namely, complex zeros of Z Gn (q, v) -can approach the real axis in the limit n → ∞. Therefore, the possible points of physical phase transitions are precisely the real limit points of such complex zeros. As a result, theorems that constrain the possible location of complex zeros of the partition function are of great interest. In particular, theorems guaranteeing that a certain complex domain is free of zeros are often known as Lee-Yang theorems. 6 The purpose of this paper is to prove an upper bound on the complex q-plane zeros of the Potts-model partition function Z G (q, {v e }), valid throughout the "complex antiferromagnetic regime" |1 + v e | ≤ 1, under certain "local" conditions on the weights {v e }: for example, in terms of the quantity max x∈V e∋x |v e |. As a corollary, I obtain upper bounds on the zeros of the chromatic polynomial P G (q) in terms of the maximum degree of the graph G. More precisely, I show that there exist universal constants C(r) < ∞ such that, for all loopless graphs G of maximum degree ≤ r, the zeros of P G (q) lie in the disc |q| < C(r). This answers in the affirmative a question posed by Brenti, Royle and Wagner [17, Question 6.1], generalizing an earlier conjecture of Biggs, Damerell and Sands [12] limited to r-regular graphs. The constants C(r) arise as the solution of an explicit minimization problem, and I prove that C(r) ≤ 7.963907r. This linear dependence on r is best possible, as the example of the complete graph K r+1 shows that C(r) ≥ r.
Furthermore, I show that the presence of one vertex of large degree cannot lead to large chromatic roots. More precisely, if all but one of the vertices of G have degree ≤ r, then the zeros of P G (q) lie in the disc |q| < C(r) + 1. Please note that a result of this kind cannot hold if "all but one" is replaced by "all but two", for in this case the chromatic roots can be unbounded, even when r = 2 and G is planar [103] .
The proofs of these results are based on well-known methods of mathematical statistical mechanics. The first step is to transform the Whitney-Tutte-FortuinKasteleyn representation (1.2) into a gas of "polymers" interacting via a hard-core exclusion (Section 2). I then invoke the Dobrushin condition [34, 35] (or the closely related Kotecký-Preiss condition [65, 104] ) for the nonvanishing of a polymer-model partition function (Section 3). Lastly, I verify these conditions for our particular polymer model, using a series of simple combinatorial lemmas, some of which may be of independent interest (Section 4); in particular, I give a simple proof of a generalized (multivariate) Brown-Colbourn conjecture on the zeros of the reliability polynomial for the special case of series-parallel graphs (Remark 3 in Section 4.1). The main results of this paper are contained in Section 5; some generalizations and extensions are in Section 6. I conclude with some conjectures and open questions (Section 7).
With a little more work, it should be possible to extend the arguments of this paper to prove the existence and analyticity of the limiting free energy per unit volume (1.3) for suitable regular lattices G ∞ and translation-invariant edge weights v e , in the same region of complex q-and {v e }-space where Z will be proven (in Section 5) to be nonvanishing uniformly in the finite subgraphs V n ("uniformly in the volume" in statistical-mechanical lingo). In particular, this would provide a convergent expansion for the limiting free energy in powers of 1/q. However, I have not worked out the details.
This paper would never have seen the light of day without the help and advice of Antti Kupiainen. During my visit to Helsinki in September-October 1997, I told Antti of my conjectures about P G (q) and Z G (q, {v e }) -conjectures that I had no good idea how to prove. He immediately saw that they ought to be provable by cluster (or Mayer) expansion. My reaction was, "Ugh! You know how I detest the cluster expansion!"; indeed, I had resisted learning it for nearly 20 years and had devoted much of my work in mathematical physics to finding ways of circumventing it [102, 23, 24, 42] . Antti assured me that the cluster expansion is not so difficult, and he suggested that I study the excellent review article of Brydges [22] . We also quickly figured out how to represent Z G (q, {v e }) as a polymer gas. Jean Bricmont then told me about the work of Kotecký and Preiss [65] , and Roman Kotecký informed me of the work of Dobrushin [34] . Here, finally, was a version of the cluster expansion simple enough that even I could understand it! Nine months later, I figured out how to verify the Dobrushin (or Kotecký-Preiss) condition and thereby complete the proof.
Transformation of the Potts-Model Partition Function to a Polymer Gas
Let G = (V, E) be a finite undirected graph equipped with complex edge weights {v e } e∈E . If G contains a loop e (i.e. an edge connecting a vertex to itself), this simply multiplies Z G (q, {v e }) by a factor 1 + v e ; so we can assume without loss of generality that G is loopless, and we shall do so in this section in order to avoid unnecessary complications. Likewise, if G contains multiple edges e 1 , . . . , e n connecting the same pair of vertices, they can be replaced, without changing the value of Z, by a single edge e with weight v e = n i=1 (1 + v e i ) − 1. So we could assume without loss of generality, if we wanted, that G has no multiple edges. But this assumption would not simplify most of our subsequent arguments, so we shall usually refrain from making it. Note, however, that our numerical bounds frequently get better if multiple edges are replaced by a single equivalent edge.
So let G be loopless, and consider the Whitney-Tutte-Fortuin-Kasteleyn representation (1.2) of the Potts-model partition function Z G (q, {v e }). For each term in (1.2) we decompose the subgraph (V, E ′ ) into its connected components. Some of these components may consist of a single vertex and no edges; the remaining components are disjoint connected subgraphs (S 1 , E 1 ), . . . , (S N , E N ) with |S i | ≥ 2. The total number of components is
It follows that:
Proposition 2.1 (jointly with Antti Kupiainen) Let G = (V, E) be a loopless finite undirected graph equipped with edge weights {v e } e∈E . Then
where
and 
with single-particle state space P * (V ) [the set of all nonempty subsets of V ], fugacities w(S), and two-particle Boltzmann factor given by a hard-core exclusion
Graph theorists will recognize the right-hand side of (2.5) as the generating function, in the variables w(S), for independent subsets of vertices of the intersection graph of P * (V ). The usefulness of (2.2)-(2.6) comes from the fact that the fugacities w(S) are all suppressed by powers of q −1 , hence are small for large |q|. Moreover, if the sum over E in (2.4) can be controlled, one expects that w(S) will be exponentially decaying in |S| when |q| is large enough. This raises the hope that the Mayer expansion [119] , which is an expansion of log Z polymer,G in powers of the fugacities w(S), might converge for sufficiently large |q|. If so, this would imply that Z polymer,G = 0 in the region of convergence. That is what we go about proving in the following sections -but in the opposite order.
Dobrushin and Kotecký-Preiss Conditions for the Nonvanishing of Z
In statistical mechanics, a grand-canonical gas is defined by a single-particle state space X (here assumed for simplicity to be finite), a fugacity vector w = {w x } x∈X ∈ C X , and a two-particle Boltzmann factor W (x, y) [a symmetric function W : X × X → C]. The (grand) partition function Z(w, W ) is then defined to be the sum over ways of placing N ≥ 0 "particles" on "sites" x 1 , . . . , x N ∈ X, with each configuration assigned a "Boltzmann weight" given by the product of the corresponding factors w x i and W (x i , x j ): 1) where the N = 0 term is understood to contribute 1. Under very mild conditions on W [e.g. |W (x, y)| ≤ 1 for all x, y is more than sufficient], Z(w, W ) is an entire analytic function of w. Our goal is to find a sufficient condition for Z(w, W ) to be nonvanishing in a polydisc D R = {w: |w x | < R x }. This would imply, in particular, that log Z(w, W ) is an analytic function of w in D R . We say that W is
An important special case is when W is hard-core and hard-core self-repulsive: then Z(w, W ) is the generating function for independent sets of vertices of the graph G = (X, E) defined by placing an edge between each pair of vertices x = y for which W (x, y) = 0. Dobrushin [34, 35] has given an elegant sufficient condition for the nonvanishing of Z in a polydisc D R , whenever W is hard-core and hard-core self-repulsive. His proof is astoundingly simple, avoiding all the combinatoric complication that has given cluster expansions such a reputation for difficulty. Here I shall present a slight extension of Dobrushin's theorem, in which the condition of hard-core interaction is replaced by the weaker assumption that the interaction is physical and repulsive; moreover, the conclusion of the theorem is slightly strengthened. (We won't really need this extension -the original Dobrushin theorem would suffice for our purposes -but the stronger result is no more difficult, and it gives a bit more insight into the method of proof.) The hard-core self-repulsion is, however, essential both in Dobrushin's version and in my own: it guarantees that each "site" x ∈ X can be occupied by at most one "particle" x i . It follows that the partition function can be rewritten as a sum over subsets:
where the second product runs over unordered pairs x, y ∈ X ′ (x = y) with each pair counted once.
Let us define, for each subset Λ ⊆ X, the restricted partition function
Of course this notation is redundant, since the same effect can be obtained by setting w x = 0 for x ∈ X \ Λ, but it is useful for the purposes of the inductive proof. We have:
Theorem 3.1 Let X be a finite set, and let W satisfy
for all x ∈ X. Then, for each subset
where on the left-hand side we take the standard branch of the log, i.e. | Im log · · · | ≤ π.
Remarks. 1. It follows from (3.4) that K x ≥ 1 and hence that R x < 1. 2. The conclusion of Dobrushin's theorem [34, 35] is the special case of (3.6) in which some of the w ′ x are equal to w x and others are equal to 0, and in which only the real part of the logarithm on the left-hand side is handled.
Proof. Note first that (3.5) for any given Λ implies (3.6) for the same Λ, by integration.
The proof is by induction on the cardinality of Λ. If Λ = ∅ the claims are trivial. So let us assume that (3.5) [and hence also (3.6)] holds for all sets of cardinality < n, and let a set Λ of cardinality n be given. Let x be any element of Λ, and let Λ ′ = Λ \ {x}. It follows from (3.3) that
here the first term on the right-hand side of (3.7) covers the summands X ′ ∋ x, while the second covers X ′ ∋ x. Note that w ∈D R since |W (x, y)| ≤ 1. From (3.7) we have
Now by the inductive hypothesis (3.6) for Λ ′ , and using the fact that w y /w y = W (x, y) ≥ 0, we have
which is ≤ K x by the hypothesis (3.4). This proves (3.5) for Λ, and hence completes the induction.
Let us now return to the special case of a hard-core interaction. If W (x, y) = 0 (resp. 1), we say that x and y are incompatible (resp. compatible) and write x ∼ y (resp. x ∼ y). Note that in our convention x ∼ x, in agreement with some authors' convention [65, 91, 101] and contrary to others' [34, 35] . The hypothesis (3.4) is then equivalent to the existence of constants c x ≥ 0 such that
. This is the Dobrushin [34, 35] condition. Slightly stronger, and more convenient to check, is the Kotecký-Preiss [65, 104] condition
Let us now consider the important special case in which the single-particle state space X can be partitioned as X = ∞ n=1
X n in such a way that
[This typically arises when X is some set of nonempty subsets of a finite set V , and x ∼ y means x ∩ y = ∅; we will then take X n to be the sets of cardinality n, and will prove (3.14) by proving
which is manifestly stronger than (3.14).] Let us take
with some suitably chosen α > 0. Then, for (3.14) to imply the Kotecký-Preiss condition (3.13), it suffices that
We have therefore proven:
X n (disjoint union) and that there exist
Then the Kotecký-Preiss condition (3.13) holds with the choice c x = e αn R x for x ∈ X n .
Remarks. 1. Suppose we try the more general Ansatz c x = b n R x for x ∈ X n . Then (3.14) implies the Kotecký-Preiss condition (3.13) 
So there is no loss of generality in restricting attention to b n = e αn for some α. 2. Since the state space X is finite, only finitely many of the A n are nonzero. Nevertheless, we often have occasion to consider simultaneously an infinite family of problems -e.g. in this paper, all loopless graphs G of maximum degree ≤ r and arbitrarily many vertices -and it is natural to seek bounds that are uniform over the family. So it is useful to forget that only finitely many of the A n are nonzero. (Moreover, similar methods can be applied to problems with an infinite state space X, in which case {A n } is a genuinely infinite sequence.) This leads to two further remarks:
3. For the condition
to hold, it is necessary that the sequence {A n } ∞ n=1 have some exponential decay (i.e. A n ≤ Ce −ǫn for some ǫ > 0), but there is no minimum required rate of decay. Indeed, if {A n } ∞ n=1 has any exponential decay at all, then by modifying finitely many of the A n one can make (3.18) hold. It can thus be valuable in applications to work hard on estimating the first few coefficients A n (see [59] for an example).
n=1 e αn A n is finite-valued and continuous (in fact, real-analytic) on 0 < α < δ, left-continuous (as a map into the extended real line) as α ↑ δ, and identically +∞ for α > δ. In particular, the infimum of F (α) is attained, so (3.18) is equivalent to
Important Final Remark. The results in this section provide an extraordinarily simple proof of the convergence of the Mayer expansion for a grand-canonical gas with physical and repulsive two-particle interactions. To see what is at issue, let us first trivially rewrite the partition function (3.1) as 20) where G N is the set of all (simple loopless undirected) graphs on the vertex set {1, . . . , N}, and
is called the two-particle Mayer factor . Then standard combinatorial arguments [119] show that
at least in the sense of formal power series in w, where C N ⊆ G N is the set of connected graphs on {1, . . . , N}. This is the Mayer expansion; the principal problem is to prove its convergence in some specified polydisc. The usual approach to proving convergence of the Mayer expansion [79, 91, 28, 22, 25, 27, 101, 26, 104] is to explicitly bound the terms in (3.22) ; this requires some rather nontrivial combinatorics (for example, Proposition 4.1 below together with the counting of trees). Once this is done, an immediate consequence is that Z is nonvanishing in any polydisc where the series for log Z is convergent. Dobrushin's brilliant idea [34, 35] was to prove these two results in the opposite order. First one proves, by an elementary induction on the cardinality of the state space, that Z is nonvanishing in some specified polydisc (Theorem 3.1); it then follows immediately that log Z is analytic in that polydisc, and hence that its Taylor series (3.22) is convergent there. It is an interesting open question to know whether this approach can be made to work without the assumption of hard-core self-repulsion.
Some Combinatorial Lemmas

Reduction to trees
The weight w(S) involves a sum (2.4) over connected subgraphs (S, E) of the induced subgraph (S, E S ). The trouble is that there may be "too many" connected subgraphs. It is remarkable, therefore, that this sum can sometimes be bounded by a sum over a much smaller set of graphs, namely spanning trees. The following proposition underlines the special role played by the "complex antiferromagnetic regime" A ≡ {v ∈ C: |1 + v| ≤ 1}. Proposition 4.1 (Penrose [79] ) Let G = (V, E) be a finite undirected graph equipped with complex edge weights {v e } e∈E satisfying |1 + v e | ≤ 1 for all e. Then
Penrose [79] proved this when G is the complete graph K n ; the result then follows for all graphs without loops or multiple edges (it suffices to set v e = 0 on the nonexistent edges). Here I present a minor modification of Penrose's proof that permits loops and multiple edges:
Proof. We can assume without loss of generality that G is connected, since otherwise both sides of the inequality are zero. Let C (resp. T ) be the set of subsets E ′ ⊆ E such that (V, E ′ ) is connected (resp. is a tree). Clearly C is an increasing family of subsets of E with respect to set-theoretic inclusion, and the minimal elements of C are precisely those of T (i.e. the spanning trees). It is a nontrivial but wellknown fact [ , and none of the subsequent arguments will depend on a specific choice of R. Nevertheless, for completeness, we shall give at the end of this proof a concrete construction of one possible R.
Given the existence of R, we have the immediate identity
In particular, if |1 + v e | ≤ 1 for all e, then (4.1) follows.
We now indicate a construction of R that is a slight variant of the one used by Penrose [79] (he orders the vertices, while I order the edges): Choose (arbitrarily) a vertex x ∈ V and call it the root; and choose (arbitrarily) a numbering of the edges. For each E ′ ∈ C and y ∈ V , let depth E ′ (y) be the length of the shortest path in E ′ connecting y to the root. For each y ∈ V \ {x}, let e(y) be the lowest-numbered edge in E ′ connecting y to a vertex y ′ with depth E ′ (y ′ ) = depth E ′ (y) − 1. And finally, let S(E ′ ) = {e(y): y ∈ V \ {x} }. Then trivially S(E ′ ) ⊆ E ′ ; moreover, it is easy to see that (V, S(E ′ )) is a tree and that depth S(E ′ ) (y) = depth E ′ (y) for all y ∈ V . Conversely, given a spanning tree (V, T ), it is not hard to see that S(E ′ ) = T if and only if T ⊆ E ′ ⊆ R(T ), where R(T ) is obtained from T by adjoining all edges e ∈ E that (a) connect two vertices of equal depth T (this includes loops, if any), or (b) connect a vertex y to a vertex y ′ having depth T (y ′ ) = depth T (y) − 1 where e is higher-numbered than the edge already in T that connects y to a vertex y
This completes the proof.
Remarks. 1. The identity (4.2) and the inequality (4.1) generalize to matroids. Indeed, for any matroid M, the independent sets of M form a simplicial complex IN(M), called a matroid complex ; moreover, every matroid complex is shellable, and every shellable complex is partitionable [15 2. I conjecture that (4.1) can be strengthened so that on the right-hand side the absolute value is put outside the sum rather than inside. (This would be useful in case the {v e } do not all have the same phase.) In fact, I conjecture more: Let
be the cyclomatic number of the subgraph (V, E ′ ), and define the generalized connected sum
In particular, λ = 0 corresponds to the tree sum and λ = 1 to the connected sum. Then I conjecture that (a) If |1 + v e | ≤ 1 for all e, then |C G (λ, {v e })| is a decreasing function of λ on 0 ≤ λ ≤ 1.
I had originally conjectured a stronger result, namely
; but this is in fact false for all r > 0, even for the second derivative evaluated at λ = 0 with equal edge weights v e = v. Indeed, if we write
where a j is the number of spanning subgraphs of G having j cycles, then 
Indeed, by (4.2) and (4.4b), we have
(1 + λv e ) (4.6) and hence
which has the claimed sign whenever 0 ≤ λ ≤ 1 and −1 ≤ v e ≤ 0 for all e.
3. C G (1, {v e }) is equal, up to a prefactor, to the reliability polynomial R G ({p e }) [32] , where p e is the probability that edge e is operational and v e = p e /(1 − p e ):
(4.8)
Now the Brown-Colbourn conjecture [20, 120] states that for any connected graph G (loops and multiple edges are allowed), R G (p) = 0 whenever |p − 1| > 1. A more general conjecture is that R G ({p e }) = 0 whenever |p e − 1| > 1 for all edges e, or equivalently, that C G (1, {v e }) = 0 whenever 0 < |1 + v e | < 1 for all e. But this generalized Brown-Colbourn conjecture is an immediate consequence of conjecture (a): for if we had C G (1, {v e }) = 0 with |1 + v e | < 1 for all e, then we could choose
for all e, and we would have
Note also that if the generalized Brown-Colbourn conjecture holds for a graph G, then it holds also for any graph that can be obtained from G by a sequence of doublings of edges ("parallel expansions") and/or subdivisions of edges ("series expansions"). This follows from the formulae [32, p. 35]
where G ′ is obtained from G by parallel (resp. series) expansion of an edge e 0 into a pair of edges e 1 , e 2 . It suffices to note that if |1 − p i | > 1 for i = 1, 2, then the same inequality holds for p ≡ 1 − (1 − p 1 )(1 − p 2 ) and for p series ≡ p 1 p 2 /(p 1 + p 2 − p 1 p 2 ); the former is obvious, and the latter follows by observing that the series-expansion formula corresponds to addition of 1/v = 1/p − 1 and that |1 − p| > 1 corresponds to Re(1/v) < −1/2. In particular, since the generalized Brown-Colbourn conjecture manifestly holds for trees, it also holds for all connected graphs without a K 4 minor, as these are precisely the graphs that can be obtained from trees by a sequence of series and parallel expansions [37, 72, 122, 76] . The (original) Brown-Colbourn conjecture for series-parallel graphs was first proven by Wagner [120] , by a vastly more complicated method.
Connected subgraphs containing a specified vertex
Let G = (V, E) be a finite or countably infinite undirected graph equipped with edge weights {v e } e∈E , and let x ∈ V . Let us define the weighted sum over connected subgraphs G ′ = (V ′ , E ′ ) ⊆ G containing n vertices, one of which is x, and m edges:
Special cases are the tree sum
and the edge-counted sum
When the edge weights v e are all equal to 1, we shall optionally omit them from the notation; note in particular the obvious bound
(4.14)
In this subsection we shall obtain a variety of upper bounds on C n,m (G, {v e }, x) in terms of "local" information about the graph G and the weights {v e }.
Proposition 4.2 Let G = (V, E) be a finite or countably infinite loopless undirected graph of maximum degree ≤ r, equipped with edge weights {v e } e∈E ; and let x ∈ V . Let T r be the infinite r-regular tree, and let y be any vertex in T r . Then
and hence
(4.16)
In particular,
Proof. We can assume without loss of generality that G = (V, E) is connected. Let U = ( V , E) be the universal covering graph of G, with covering map f : U → G; and let x be a vertex of U such that f ( x) = x. [The universal covering graph of a connected loopless graph G can be constructed as follows: Fix a base vertex x of G, and let the vertices of U be the walks in G (of finite length) that begin at x and do not contain any "doublebacks" (i.e. two consecutive uses of the same edge in opposite directions). Two vertices of U are defined to be adjacent if one of them is a one-step extension of the other, and f : U → G maps each walk onto its final vertex. We take x to be the zero-step walk starting at x.] It is easy to see that U is a tree (in general countably infinite even when G is finite). Moreover, since G has maximum degree ≤ r, U is a subtree of T r , from which it follows trivially that
Fix an arbitrary total order on E, and choose arbitrarily for each edge e ∈ E a distinguished direction. Now let H be a connected m-edge subgraph of G that contains x. Let S be the lexicographically first (with respect to the chosen total order on E) spanning tree of H. Then S based at x has a unique lifting to a subgraph S of U based at x: it is defined by mapping each vertex s of S to the unique path in S from x to s. Now, for each edge e of H not belonging to S, there is a unique edge e of U such that f ( e) = e and e is incident with the image in S of the vertex of S from which e is directed. The addition of these edges to S produces a connected m-edge subgraph H of U that contains x. Moreover, the map H → H is injective, since H = f ( H). This completes the proof that
We conclude by calculating the numbers t
8 Let U r be the infinite tree in which all vertices have degree r except for one vertex y which has degree r − 1, and let u (r) m+1 = C •,m (U r , y). Then define, as formal power series, the generating functions
8 For similar computations, see e.g. [43] .
The recursive structure of r-regular rooted trees easily implies the functional equations
We now use the Lagrange Implicit Function Theorem for formal power series [48, Theorem 1.2.4], which states that for formal power series f (u) = ∞ n=0 f n u n and g(u) = ∞ n=0 g n u n with g 0 = 0, the functional equation U(z) = zg(U(z)) has a unique solution U(z), and for all n ≥ 1 one has
where [z n ]P (z) denotes the coefficient of z n in the formal power series P (z). Applying this with f (u) = (1 + u) r and g(u) = (1 + u) r−1 yields
Remarks. Let us also collect some properties of the numbers t 25) defined for integers n, r ≥ 1, have the following properties:
(4.26)
(d) For all n and all r ≥ 3,
(e) As r → ∞ at fixed n ≥ 1,
Proof. (a) and (b) are trivial, while (c) and (e) follow from Stirling's formula. (f) is trivial for r = 1, while for r ≥ 2 it follows immediately from
The first inequality in (d) is obvious for n = 1, so assume n ≥ 2. We have 
where the sums are convergent for σ > 1, so that σ
).
Lemma 4.4 Let n ≥ 2 and 1 ≤ k ≤ n − 1 be integers. Then
Proof. We use the following strong form of Stirling's formula [31, pp. 45-46] : for integer n ≥ 1, log n! = (n + ) log n − n + log √ 2π + ǫ n (4.34)
(The proof in [31] is valid only for n ≥ 2, but ǫ 1 = 1 − log √ 2π ≈ 0.08106 clearly satisfies 1/13 < ǫ 1 < 1/12.) Then
Proposition 4.2 clearly gives the best possible bound for C •,m (G, x) and T n (G, x) in terms of the maximum degree of G, since it is sharp when G = T r . On the other hand, Proposition 4.2 is somewhat unnatural for general (unequal) edge weights {v e }, since adding an edge of small weight v e makes little change in C n,m (G, {v e }, x) but can cause the bound to jump (in case it increases the maximum degree). It is of interest, therefore, to find alternative bounds that depend "smoothly" on the weights {v e }. We shall now give two such bounds (Propositions 4.5 and 4.6). Unfortunately, both of them are strictly weaker than Proposition 4.2 when the edge weights are equal, and neither one is strictly stronger than the other. 
[The e in front of the sup in (4.37b) denotes, of course, the base of the natural logarithms!]
Proof. As in the proof of Proposition 4.2, we pass to the universal covering graph U = ( V , E) of G with covering map f : U → G; and we define the weight v e of an edge e ∈ E to be the weight v e of its image e = f ( e). It then follows, as in Proposition
Let us now define, for each vertex x ∈ V , the formal generating function
Then the recursive structure of rooted trees implies that
where y ∼ x denotes that y is adjacent to x, xy denotes the (unique) corresponding edge, and denotes coefficientwise inequality at all orders in z; the second inequality holds because 1 + αz e αz for α ≥ 0. It then follows, by induction on the power of z, that C x (z) C (z) for all x, whereC(z) is determined by the equation Remarks. Then for any x ∈ V ,
be a connected subgraph of G having m edges. Then for any vertex x ∈ V ′ , there exists a path on G ′ starting and ending at x that uses each edge e ∈ E ′ exactly twice. (Proof: The multigraph formed by doubling each edge of G ′ is Eulerian. Alternate proof: By induction on m. 9 ) Conversely, every path on G starting and ending at x corresponds in this way to at most one subgraph G ′ . The claim follows.
Let us conclude by examining the relative sharpness of these bounds when G is an r-regular graph and the edge weights v e are equal. Then the tree bound t ) for all r, and behaves as e[r − 3 2 − O(1/r)] as r → ∞. The bound of Proposition 4.5 is slightly weaker: it grows at exponential rate er. Finally, the bound of Proposition 4.6 grows at exponential rate r 2 , which is vastly weaker for large r but is slightly better when r = 2.
In particular, when G is a regular lattice, it can be shown by supermultiplicativity arguments [60, 61, 127, 57] that the limits .46) exist. For the simple hypercubic lattice Z d with nearest-neighbor bonds, these growth constants have been computed (non-rigorously) in a large-d asymptotic expansion [45, 77] (see also [78, 53, 33] for related rigorous results):
where σ = r − 1 = 2d − 1. Let us compare this with the tree bound of Proposition 4.2:
Thus, the latter bound is very close to sharp for G = Z d in high dimension d, confirming the intuition that high-dimensional regular lattices are "like trees" to leading order in 1/d.
Application to the Potts-Model Partition Function
We are now ready for the main theorem of this paper:
be a loopless finite undirected graph equipped with complex edge weights {v e } e∈E satisfying |1 + v e | ≤ 1 for all e. Let Q = Q(G, {v e }) > 0 be the smallest number for which
[Note that Q is automatically finite, since T n (G, {v e }, x) = 0 for n > |V |.] Then all the zeros of Z G (q, {v e }) lie in the disc |q| < Q.
Proof. Starting from the polymer-gas representation (2.2)-(2.4) of Z G (q, {v e }), we apply Theorem 3.1 and Proposition 3.2 with the choice R S = |w(S)|. We verify hypothesis (a) of Proposition 3.2 by verifying (3.15) with
Now we use Proposition 4.1 to conclude that w(S) can be bounded by a sum over trees: |w(S)| ≤ |q|
Inserting this into (5.2), we get
If |q| ≥ Q, hypothesis (b) of Proposition 3.2 holds (recall Remark 4 following that Proposition) and hence Z G (q, {v e }) = 0.
In applying Theorem 5.1 we are of course free to use any convenient upper bound on max x∈V T n (G, {v e }, x). In particular, when G has maximum degree ≤ r, Proposition 4.2 provides such a bound. Recall that 5) and let C = C(r) > 0 be the smallest number for which
The following is then an immediate consequence of Theorem 5.1 and Proposition 4.2:
be a loopless finite undirected graph of maximum degree ≤ r, equipped with complex edge weights {v e } e∈E satisfying |1+v e | ≤ 1 for all e. Let v max = max e∈E |v e |. Then all the zeros of Z G (q, {v e }) lie in the disc |q| < C(r)v max .
And for the chromatic polynomials:
Corollary 5.3 Let G = (V, E) be a loopless finite undirected graph of maximum degree ≤ r. Then all the zeros of P G (q) lie in the disc |q| < C(r). Table 1 lists rigorous upper bounds on C(r) for 2 ≤ r ≤ 20, proven (with the assistance of Mathematica) as follows: After computing numerically an approximate value of C(r), 10 I added 10 −6 and rounded it upwards to a rational number p/10 6 . (Thus, the value reported in Table 1 exceeds my best estimate of C(r) by at most 2 × 10 −6 .) I likewise approximated the numerically-found α by a rational number p ′ /10 6 . Thereafter I did all computations in exact rational arithmetic. First I computed a rational upper bound on e α (differing from the true e α by at most 2 × 10 −10 ) by truncating the Taylor series for e −α at odd order (here ninth or eleventh) to obtain a lower bound on e −α . Finally, I computed an upper bound on (5.6) by summing the terms explicitly through n = some n 0 and bounding the tail of the series (n ≥ n 0 + 1) using Proposition 4.3(d); I systematically increased n 0 until the inequality (5.6) was verified. For r = 2, of course, I just summed the series exactly.
As r → ∞ we have the following:
963906 . . . be the smallest number for which
Then C(r) ≤ Kr for all r, and lim r→∞ C(r)/r = K. Moreover, we have the rigorous bound K ≤ 7.963907.
Proof. Clearly C(r) ≡ C(r)/r is the smallest number for which
It follows from Proposition 4.3(f) that C(r) ≤ K for all r. Now suppose that we were to have lim inf r→∞ C(r) ≤ K − ǫ < K. Then there would exist infinite sequences {r i } ↑ ∞ and {α i } such that
for all i. Now the finiteness of (5.9) implies that the α i are bounded [e.g. from Proposition 4.3(c) we have e
(K −ǫ) whenever 10 Using the generating function f (z) =
n z n where z = e α /C, I solve simultaneously the equations f (z) = (log z + log C)/C and f ′ (z) = 1/(Cz) by solving numerically f (z) = −zf ′ (z) log f ′ (z) and then plugging back in to determine C = 1/[zf ′ (z)] and α = − log f ′ (z). Table 1 : Upper bounds on C(r) for 2 ≤ r ≤ 20; they differ from my best estimate of the true C(r) by at most 2 × 10 −6 . The third column gives a value of α for which (5.6) is proven to be ≤ 1. The fourth column gives the upper bound on e α employed in this proof. The fifth column gives the number of terms explicitly summed in the series.
. So we can extract a subsequence of {α i } that converges to some value α * . Then Proposition 4.3(e,f) and the dominated convergence theorem imply that 10) which contradicts the definition of K. Finally, it is easy to prove that K ≤ 7.963907, by a computer-assisted method similar to that used above for C(r). For the tail of the series (n ≥ n 0 + 1), it suffices to use the crude bound n n−1 /n! ≤ e n−1 ≤ 3 n−1 . The proof succeeds with the choices α = 0.403774, e α ≤ 1.4974655 and n 0 = 32. Remarks. 1. Since Z G (q, {v e })/q for any graph G is the product of the same quantity over the blocks of G, it is legitimate to apply Theorem 5.1 and its corollaries separately to each block. This can lead to large improvements (consider e.g. trees).
2. What happens if we drop the assumption that |1 + v e | ≤ 1? Because we can no longer use Proposition 4.1 to reduce the sum to trees, we need to consider all n-vertex connected subgraphs of G containing a given vertex x. But the number m of edges in such a subgraph could be as large as ⌊rn/2⌋ (where r is the maximum degree of G). Therefore, the factor t 
as q → +∞ [74, 67, 64, 66, 16] . In the Whitney-Tutte-Fortuin-Kasteleyn polynomial (1.2), this reflects the coexistence at v = v t (for all q ≫ 1) between a phase with a low density of occupied edges and a phase with a high density of occupied edges.
Some Generalizations
The following generalization of the Whitney-Tutte-Fortuin-Kasteleyn polynomial (1.2) is motivated by some work of Tutte [115, 118] , Farrell [40] and Stanley [106, 108] as well as by the statistical-mechanical application to be discussed below. Let us replace the single complex number q by a map q: P * (V ) → C, and define
are the connected components of (V, E ′ ). We immediately deduce an analogue of Proposition 2.1: the identity (2.2) is replaced by 2) and the fugacities w(S) are now given by
The proof of Theorem 5.1 then goes through without change, and yields:
Theorem 6.1 Let G = (V, E) be a loopless finite undirected graph equipped with complex edge weights {v e } e∈E satisfying |1 + v e | ≤ 1 for all e, and let q:
be a sequence of positive numbers satisfying 4) and assume that
for all nonempty subsets S ⊆ V . Then Z G (q, {v e }) = 0.
The following special case is of particular interest: Fix an integer N ≥ 0, and for each x ∈ V choose a vector u x = (u
where q is a fixed complex number. This corresponds to a q-state Potts model in a magnetic field h x = (h
x ) in the first N spin directions, where u
To see this, we first define, for each integer q ≥ N, the partition function for the q-state Potts model in a magnetic field, generalizing (1.1):
Now expand out the product over e ∈ E, and let E ′ ⊆ E be the set of edges for which the term v e δ σ x 1 (e) ,σ x 2 (e) is taken. Then perform the sum over configurations {σ x }: in each connected component of the subgraph (V, E ′ ) the spin value σ x must be constant, and there are no other constraints. The sum over possible spin values in a connected component with vertex set S yields (6.6). It follows that, for any integer q ≥ N, the partition function Z G (q, {v e }, {u
x }) equals Z G (q, {v e }) with weights (6.6). We then take the latter, which is a polynomial in q, {v e } and {u
The following lemma gives a sufficient condition for the applicability of Theorem 6.1 to this situation: Lemma 6.2 Let q(S) be defined by (6.6) . The proof of Lemma 6.2 is deferred to the end of this section.
We can exploit this example to obtain new results for the ordinary (zero-field) Potts-model partition function Z G (q, {v e }) and in particular for the chromatic polynomial P G (q), by employing a variant of the "ghost spin" trick of Suzuki [110] and Griffiths [49] . Given a finite graph G 0 = (V 0 , E 0 ) and an integer N ≥ 1, we define G to be the join of G 0 with the complete graph on N vertices. Thus, the vertex set of G is V = V 0 {y 1 , . . . , y N } (disjoint union) and the edge set is E = E 0 { xy i } x∈V 0 , 1≤i≤N { y i y j } 1≤i<j≤N . We allow the edge weights {v e } e∈E 0 and {v xy i } x∈V 0 , 1≤i≤N to be arbitrary complex numbers, but we require that v y i y j = −1 for 1 ≤ i < j ≤ N (this condition is crucial). We then have the identity 11) where q N = q(q − 1) · · · (q − N + 1) is the N-th "falling factorial" polynomial and u
. This is most easily proven in the Potts spin representation (1.1)/(6.7): Let q be an integer ≥ N, and let us compute the left-hand side of (6.11). There are q N admissible ways to color the vertices {y 1 , . . . , y N }, all of which are equivalent modulo permutations of {1, . . . , q}; and with any such coloring fixed, the sum over colorings of V 0 yields precisely Z G 0 (q, {v e }, {u
Since both sides of (6.11) are polynomials in q and the equality holds for infinitely many values of q, it must hold identically.
By applying Theorem 6.1 to the graph G 0 , we can obtain new results for the ordinary Potts-model partition function of the graph G. In particular, given any graph G = (V, E) and any vertex y ∈ V , we can interpret G as the join of G 0 ≡ G \ y (the graph obtained from G by deleting y and all edges incident on it) and K 1 . (Any edge xy that was not originally present in G can be introduced and given v xy = 0.) More generally, given any N-clique y 1 , . . . , y N of G, we can interpret G as the join of G 0 ≡ G \ {y 1 , . . . , y N } and K N ; however, for N > 1 we must require that v y i y j = −1 for each pair i = j. Theorem 6.1, Lemma 6.2(b,c) and Proposition 4.2 then yield an extension of Corollary 5.2. To state it, we first define C = C(r, N,v) to be the smallest number for which
We then have: Then all the zeros of P G (q) lie in the union of the discs |q| < C(r) and |q − 1| < C(r). In particular, they all lie in the disc |q| < C(r) + 1.
Thus, the zeros of P G (q) can be bounded in terms of the second-largest degree of a vertex in G. Such a result was recently conjectured by Shrock and Tsai [99] ; see Section 7 for further discussion. Let us note that the phrase "except perhaps one" in Corollary 6.4 cannot be replaced here by "except perhaps two", not even in the case r = 2. Indeed, I have elsewhere [103] constructed a family of planar graphs in which all but two vertices have degree 2 and whose chromatic roots are together dense in {q ∈ C: |q − 1| ≥ 1}. Modifications of these graphs show also [103] that the condition v y i y j = −1 for i = j in Theorem 6.3 (when N > 1) cannot be relaxed.
Let us now give the proof of Lemma 6.2. We will need the following elementary fact:
Lemma 6.5 Let z and a be complex numbers. Then |z + λa| 2 ≥ |z + a| (|z| − |a|) (6.13)
Proof. Simple calculus shows that
In the first two cases we clearly have min 0≤λ≤1 |z + λa| 2 ≥ |z| 2 − |a| 2 = (|z| + |a|)(|z| − |a|) ≥ |z + a| (|z| − |a|) , (6.15) while in the third case we have
Proof of Lemma 6.2. We use the shorthand w(S) = q(S)/ x∈S q({x}).
(a) Let |S| = n and suppose that the sequence (u
x ) x∈S consists of m −1's and n − m 0's. Then
from which (6.8) immediately follows.
(b) Let S = {x 1 , . . . , x n }; we then have q({x j }) = q + u j and q(S) = q +ū with −N ≤ū ≤ u 1 , . . . , u n ≤ 0. Now apply Lemma 6.5 with z = q, a =ū and λ = u j /ū for j = 1, 2: we have
and hence 19) which implies (6.9).
(c) This bound is trivially obtained by bounding the numerator and denominator separately.
Remarks. 1. For simplicity, I have not bothered to exploit the full strength of (6.19), which is quite a bit sharper than (6.9).
2. I am not entirely happy with Lemma 6.2, and I suspect that it can be improved. In particular, it is disconcerting that (6.9) is not uniformly stronger than (6.10), even though the corresponding hypothesis on the u (i)
x is strictly stronger.
Some Conjectures and Open Questions
The bounds in this paper are, of course, far from sharp, and it is of some interest to speculate on what the best-possible results might be. Let us define C opt (r) = max{|q|: P G (q) = 0 for some loopless graph G of maximum degree r} .
(7.1)
The example of the complete graph K r+1 shows that C opt (r) ≥ r. It is easy to see that C opt (1) = 1 and C opt (2) = 2; and there is some evidence that C opt (3) = 3.
11 But, at least for r ≥ 4, C opt (r) must in fact be strictly larger than r, as is shown by numerical computations on the complete bipartite graph K r,r (see Table 2 ).
12 Indeed, Gordon Royle (private communication) has conjectured that, for r ≥ 4, K r,r is the graph of maximum degree r having the largest chromatic roots (in modulus). It would be useful to have a better understanding of the chromatic zeros of the complete bipartite graphs K m,n . In particular, it would be useful to have a proof that K r,r has chromatic roots of magnitude > r for all r ≥ 4; and it would be valuable to understand the asymptotic behavior of the chromatic roots of K m,n as m, n → ∞ in various ways (e.g. with α = m/n fixed).
Using the Dobrushin uniqueness theorem [46, 101] , it can be proven [89] that for a countable graph G of maximum degree r, the q-state Potts-model Gibbs measure on G is unique for all integer q > 2r whenever −1 ≤ v e ≤ 0 for all edges e. Uniqueness of the Gibbs measure is one of several (inequivalent) notions of "absence of phase transition" [46, 101] . It does not imply the analyticity of the free energy, but it does make it plausible.
13 Likewise, a result that holds for integer q > q 0 need not hold for all real q > q 0 , much less for a complex neighborhood of that real semi-axis; but it does suggest that such a result might be true. It is not unreasonable, therefore, to conjecture that there is a complex domain D r containing the interval (2r, ∞) of the real axis, such that Z G (q, {v e }) = 0 whenever q ∈ D r , −1 ≤ v e ≤ 0 for all edges e, and G has maximum degree ≤ r. Indeed, it is quite possible that D r = {q: |q| > 2r} works; this would be a slight extension of the conjecture that C opt (r) ≤ 2r.
We can pose these questions more generally as follows: Let G be a class of finite graphs, and let V be a subset of the complex plane. Then we can ask about the sets S 1 (G, V) = G∈G v∈V {q ∈ C: Z G (q, v) = 0} (7.2) S 2 (G, V) = G∈G {ve}: ve∈V ∀e {q ∈ C: Z G (q, {v e }) = 0} (7.3) 11 Biggs, Damerell and Sands [12] have verified that the chromatic roots of all 3-regular graphs with ≤ 10 vertices, as well as those of ladders ("prisms") and Möbius ladders of arbitrary length, lie in |q| ≤ 3. Read and Royle [82] have extended this verification to all 3-regular graphs with ≤ 16 vertices, as well as to some larger graphs.
12 Recall [111, 68] that
where S(m, k) is the Stirling number of the second kind (the number of ways of partitioning a set of m elements into k nonempty subsets) [105, pp. 33-38] and q k = q(q − 1) · · · (q − k + 1). See Woodall [128, pp. 219 -220] and Brown [18] for some properties of the chromatic zeros of the K m,n .
Among the interesting cases are the chromatic polynomials V = {−1}, the antiferromagnetic Potts models V = [−1, 0], and the complex antiferromagnetic Potts models V = A ≡ {v ∈ C: |1 + v| ≤ 1}. Indeed, one moral of this paper is that some questions concerning chromatic polynomials are most naturally studied in the more general context of antiferromagnetic or complex antiferromagnetic Potts models (with notnecessarily-equal edge weights). In Corollary 5.2 we have shown that the set S 2 (G r , A) is bounded, where G r is the set of all loopless graphs of maximum degree ≤ r; and in Theorem 6.3 we have extended this to S 2 (G ′ r , A), where G ′ r is the set of all loopless graphs of second-largest degree ≤ r. But it would be interesting to examine in more detail the location of all these sets in the complex plane, and to prove sharper bounds.
Another direction in which the results of this paper could be extended is by finding a criterion weaker than bounded maximum degree (or bounded second-largest degree) under which the zeros of P G (q) and Z G (q, {v e }) could be shown to be bounded. An interesting idea was suggested very recently by Shrock and Tsai [99] , who studied a variety of families of graphs and arrived at a conjecture that can be rephrased as follows: For G = (V, E) and x, y ∈ V , define λ(x, y) = max # of edge-disjoint paths from x to y (7.4a) = min # of edges separating x from y (7.4b) and Λ(G) = max
x =y λ(x, y) . 14 More generally, one could define λ(x, y; {v e }) to be the maximum flow from x to y when |v e | is taken to be the capacity of edge e, and likewise Λ(G, {v e }); this might lead to the appropriate extension of Corollary 5.5. This possible connection of chromaticpolynomial and Potts-model problems with max-flow problems is intriguing. Note that Λ(G) and Λ(G, {v e }) possess a "naturalness" property that maximum degree and its relatives lack: namely, for any graph G with blocks G 1 , . . . , G b , we have Λ(G, {v e }) = max 1≤i≤b Λ(G i , {v e }); contrast this with Remark 1 after Corollary 5.5.
14 Shrock and Tsai [99] studied only the chromatic-polynomial case V = {−1}, and proposed an even stronger result, based on the quantity Λ non-adj (G) = max x = y x, y not adjacent λ(x, y) .
But this cannot work for v = −1: a counterexample is obtained [103] by gluing together n copies of the cycle C k (any fixed k ≥ 3) along a single common edge and then taking n → ∞.
