Abstract-Random fluctuations in gene regulatory networks are inevitable due to the probabilistic nature of chemical reactions and the small populations of proteins, mRNAs present inside cells. These fluctuations are usually reported in terms of the first and second order statistical moments of the protein populations. If the birth-death rates of the mRNAs or the proteins are nonlinear, then the dynamics of these moments generally do not form a closed system of differential equations, in the sense that their time-derivatives depends on moments of order higher than two. Recent work has developed techniques to obtain the two lowest-order moments by closing their dynamics, which involves approximating the higher order moments as nonlinear functions of the two lowest ones. This paper uses these moment closure techniques to quantify noise in several gene regulatory networks.
I. INTRODUCTION
Gene expression and regulation is inherently a noisy process. The origins of this stochasticity lies in the probabilistic nature of chemical reactions and small populations of reactants living inside cells, which can lead to large statistical fluctuations in molecule numbers. Recent work [1] , [2] has provided considerable experimental evidence for these stochastic fluctuations and may account for the large amounts of cell to cell variation observed in genetically identical cells exposed to the same environment conditions [3] , [4] . Although often considered deleterious for the cell, this stochasticity can also be advantageous (for example, by creating a heterogeneous population of cells that can adapt better in varying environments) and building models that capture it is becoming increasingly important. abhi@engineering.ucsb.edu, hespanha@ece.ucsb.edu
To quantify stochastic fluctuations one uses the stochastic formulation of chemical kinetics, which treats the different reaction involved in a biochemical process as probabilistic events. The time evolution of the system, is then described by a single equation for a probability function, where time and species populations appear as independent variables, called the Master Equation [5] , [6] . However, this equation can only be solved for relatively few, highly idealized cases and generally Monte Carlo simulation techniques are used to study stochasticity in bio-chemical reactions [4] , [7] , [8] . Using them, various authors have investigated stochastic gene expression from a single gene and groups of genes in which protein production is activated or halted by particular signals [9] , [10] . Such groups of genes are known as gene regulatory networks. The stochastic fluctuation in the protein population is usually reported in terms of the ratio of its standard deviation and its mean, also known as the coefficient of variation. Much effort can be saved by applying approximate methods to produce these low-order statistical moments directly, without actually having to solve for the probability density function or running Monte Carlo simulations. Various such approximate methods have been applied, for example, expanding the Master equation [11] . In this paper we use moment closure techniques to estimate these low-order statistical moments and quantify stochastic fluctuations in different gene regulatory networks.
In Section II we consider a very simple model for gene expression where the mRNA is transcribed from the gene GeneX at a rate K r and the protein X is translated from the mRNA at a rate K p as shown in Figure 1 . Both mRNA and the protein decay at constant rates d r and d p , respectively. As the ratio of the lifetimes of the protein and its mRNA is typically small we assume d p /d r << 1. To derive differential equations for the time evolution of moments of the populations, we model the gene expression process as a Stochastic Hybrid System (SHS) with state WeB18.1 1-4244-0989-6/07/$25.00 ©2007 IEEE.
denote the number of molecules of the mRNA and the protein, respectively. In order to fit the framework of our problem, this SHS has trivial continuous dynamicsẋ = 0, four reset maps representing births and deaths of the mRNA and the protein, with transitional intensities defined by their birth-death rates. The time evolution of the moments of x is then obtained using results from the SHS literature [12] . A steady state analysis of these moment equations in Section II, gives the steady-state coefficient of variation for the protein population, which we denote by CV X as
where E[x p (∞)] denotes the steady-state mean protein population. We refer to this CV X as the inherent stochasticity in GeneX.
In Section III we investigate negative feedback in gene expression caused by the protein X inhibiting its own transcription rate. This is done by simply taking the transcription rate of GeneX as K r = K max r − k 1 x p for some constants K max r and k 1 . Analysis of the corresponding moment equations show that CV X becomes lower than the one in (1) and decreases with increasing k 1 for fixed E[x p (∞)]. Often the protein X itself is inactive but combines with itself, i.e multimerizes, to form an active multimer which then inhibits the transcription rate of X. Assuming fast multimerizations, the population of the multimer is assumed to be proportional to x N p where N denotes the degree of multimerization in X. The transcriptional rate then becomes K r = K max r − k 1 x N p . Due to the nonlinear transcription rate, the time derivative of the first and second order moments of x is not closed, in the sense that, it now depends on moments of order higher than two. Using the recent developed techniques of moment closure [13] , [14] , [15] , the moment dynamics is closed by approximating these higher order moments as nonlinear functions of the two lowest ones. Steady state analysis of the closed moment equations show that larger values of N lead to lower CV X . Hence we conclude that this sophisticated form of negative feedback (using multimerizations) is more effective in suppressing noise in the protein.
A two-gene cascade activation network, as shown in Figure 2 is analyzed in Section IV, where a multimer of protein X activates another gene GeneY to make a second protein Y . This is done by assuming that the transcription rate of GeneY is given by Ax N p where A is an activation constant. If there are no multimerizations, i.e. N = 1, we show that in such a network the steady-state coefficient of variation of protein Y is given by
X dp dp where Kp, dr and dp denote the translation rate, mRNA and protein death rate for GeneY , respectively. Also we denote by y p and E[y p (∞)] the number of molecules of protein Y and its steady state mean.
and other parameters being approximately the same for both genes, we have CV Y = 1.23CV X . Note from the above formula for CV Y that when dp << d p then the contribution in stochasticity from GeneX, CV 2 X dp/(dp + d p ) is negligible and CV Y is just the inherent stochasticity in GeneY . We demonstrate using moment closure techniques that multimerizations in the activating protein X, i.e. N ≥ 2, lead to a larger values of CV Y than in (2) for fixed E[y p (∞)]
II. MODELING OF GENE EXPRESSION
A very simple model for gene expression is shown in Figure 1 , where the mRNA is transcribed from the gene GeneX at a constant rate K r and the protein X is translated from the mRNA at a constant rate K p . Both mRNA and the protein decay at rates d r and d p respectively. Thus K p /d r denotes the number of proteins produced per mRNA. As both the processes of transcription and translation happen concurrently, this model will correspond to gene expression in a Prokaryotic cell. We denote by x p and x r the number of molecules of protein X and its mRNA, respectively. Continuous approximations x r D and x p D for x r and x p are obtained from the chemical rate equationṡ
leading to a steady-state population of
As this model does not provide any information about the stochastic fluctuation in the protein, we turn to a stochastic formulation which treats births and deaths of the mRNA and WeB18.1 the protein as probabilistic events. Thus, assuming x p (t) = x p and x r (t) = x r , the probability of any of the four reactions corresponding to births and deaths of the mRNA and the protein happening in the infinitesimal time interval (t,t + dt] is given as
A convenient way to model the time evolution of the number of molecules x p and x r is through a Stochastic Hybrid System (SHS), the state of which is x = [x r , x p ] T . This special class of SHS was introduced in [13] and to fit the framework of the problem, is characterized by trivial dynamicsẋ = 0, a family of reset maps φ i (x) and a corresponding family of transitional intensities λ i (x). For the stochastic gene expression model we have
with corresponding transition intensities given by
In essence, if no reaction takes place, the state remains constant and whenever any of the reactions happens, the corresponding reset map φ i (x) is "activated" and the state x is reset, furthermore, the probability of the activation taking place in an "infinitesimal" time interval (t,t + dt] is λ i (x)dt.
In order to gauge the noise level in the protein population, we determine the time evolution of the first and second order moments of x(t). Towards that end we define for n ∈ N and m ∈ N the un-centered moment of x(t) as
where E stands for the expected value. The time evolution of moments is then obtained from the following Theorem which is a straightforward application of Theorem 1 in [12] to the above SHS.
Theorem 1 : Consider a SHS with trivial dynamicṡ x = 0 and K reset maps φ i (x) and K corresponding transition intensities λ i (x). Then for every differentiable function ψ(x) we have that
where
Taking ψ(x) = x n r (t)x m p (t) in the above Theorem and using (5), (6), (7) one obtainṡ
The steady-state moments are obtained as
In this paper, we use the coefficient of variation defined by
to quantify noise strength in the protein population. Replacing the above stady-states in (11) we get
Here d p /d r << 1 is the ratio of the lifetimes of the protein and the mRNA and is typically a very small number. In the sequel we refer to
as the inherent stochasticity in GeneX. Note from (3) and (10) that here
This is generally not true and holds only when birth and death rates are linear, as in (6).
III. GENE EXPRESSION WITH NEGATIVE FEEDBACK
In this section we consider negative feedback in gene expression caused by the protein inhibiting its own transcription. Such auto-regulatory networks are common means of stabilizing protein levels in biochemical pathways. Another sophisticated form of negative feedback is when multiple copies of a protein combines with itself to form a multimer and then instead of the protein this new multimer inhibits the transcription [4] . As the dynamics of multimerization is very fast, the population of the multimer rapidly comes in WeB18.1 equilibrium with the protein population and one can assume that the number of molecules of the multimer is proportional to x N p where N denotes the degree of multimerization. The negative feedback is incorporated in the model by taking the transcription rate to be
for some constants K max r and k 1 . The chemical rate equations corresponding to this model are then given bẏ
A. No multimerization
We first analyze the case N = 1 which corresponds to no multimerization in the protein. The corresponding SHS for this model is exactly similar to (5)- (6) but with λ 1 (x) = K max r − k 1 x p . Again using Theorem 1 the following moment dynamics are obtaineḋ
which using T = d p /d r << 1 leads to the following first and second order steady-state moments for the protein population
As linearity in the birth and death rates is still maintained we have
For comparison purpose, we now vary parameters k 1 and K max r so as to keep x p D (∞) fixed and see its effect on the coefficient of variation. Hence for a given K max r , k 1 is always chosen such that
correspond to more negative feedback. Using the above steady states one can show that
This reduces to
if k 1 << d r . As CV X is a decreasing function of K max r , we conclude that negative feedback suppresses the stochastic variation in the protein.
B. Effects of Multimerization
We now investigate the effects of multimerization by taking λ 1 (x) = K max r − k 1 x N p where N is an integer larger than 2. The dynamics of the vector µ, defined as
can be written asμ
T for some matricesĀ, A, B. One can see that the above moment equations are not closed in the sense that the time evolution of the vector µ depends onμ which is a vector containing higher order moments of x. For analysis purposes, we close the above system by approximating each element of µ as a nonlinear function ϕ(µ). This procedure is commonly referred to as moment closure. Referring the reader to [14] for further details we take the following approximations for elements ofμ
As analytical solution of the closed moment equations are too complicated to be of any use we investigate them numerically by taking
We now fix x p D (∞) = 500. This implies from (15) that for a given K max r and N, k 1 is chosen as
The steady-state moments are then obtained from the approximate model (18)-(19) using Mathematica for varying K max r . Table I lists CV X obtained for different values of K max r . CV X values corresponding to N = 1 and given by (17) are also listed along with CV X values obtained for N = 2 and 3. The case K max r = .01 corresponds to k 1 = 0 and hence no negative feedback. As one can see, negative feedback through the multimer gives lower values of CV X , and is a more effective mechanism to suppress noise in the protein.
IV. GENE ACTIVATION BY ANOTHER GENE
In this section we study a gene network where a gene GeneX makes the protein X. This protein or its multimer then activates gene GeneY to make protein Y as shown in Figure 2 . This activation is incorporated in the model by taking the transcription rate of GeneY to be Ax N p where A denotes a activation constant. We denote by y p , y r the number of molecules and dp, dr the decay rates of the protein Y and its mRNA, respectively. The translation rate for GeneY WeB18.1 is Kp. The deterministic chemical rate equations are then given bẏ
A. No multimerization Assuming no multimerization, we set the transcription rate of gene GeneY to be Ax p . The corresponding SHS with state x := [x r , x p , y r , y p ] T now has with 8 reset maps and transitional intensities corresponding to the birth-death of the two proteins (x p ,y p ) and two RNA's (x r ,y r ). Using it and Theorem 1 one can show that the time evolution of the vector Stochastic fluctuations in protein populations were quantified for expression from a single gene with and without negative feedback and a two-gene cascade activation network. This was done by modeling the populations of mRNAs and proteins in the gene network as the continuous state of a stochastic hybrid system. This enabled us to obtain the time evolution of their first and second order statistical moments. If the birth and death rates of the mRNAs and the proteins were linear, their steady-states statistical moments could be obtained directly from the moment dynamics. However for nonlinear rates the derivatives of these moments dependent on higher order moments and to perform a steady state analysis moment closure techniques were used to approximate their time derivative as functions of themselves.
From this analysis we concluded that negative feedback in gene expression, where a protein inhibits its own transcription, can decrease stochastic fluctuations in the protein. Indirect negative feedback through multimerization of the protein was found to be more effective in suppressing this noise. In a two-gene cascade activation network where the protein X expressed by one gene activates another gene, mulitmerizations in X increased the stochastic fluctuations in the activated protein Y .
As part of our current work we are developing techniques which will allow us to obtain approximate formulae for the steady-state coefficient of variation in terms of the parameters of the reactions. These involve linearizing the moment closure functions about CV 2 = 0 and then finding CV 2 (∞) from the steady-state analysis of the moment equations. Another line of future work would be look at gene expression and regulation where the mRNA transcribed from the gene is not immediately accessible for translation. This would corresponds to gene expression in Eukaryotic cells where the mRNA is transported from the nucleus to the cytoplasm where translation takes place. This can be incorporated in our model by introducing another specie that corresponds to the inactive mRNA and is being converted into an active mRNA at some constant rate.
