Abstract. We produce explicit formulae for various ideal zeta functions associated to the members of an infinite family of class-2-nilpotent Lie rings, introduced in [8] , in terms of Igusa functions. As corollaries we obtain information about analytic properties of global ideal zeta functions, local functional equations, topological, reduced, and graded ideal zeta functions, as well as representation zeta functions for the unipotent group schemes associated to the Lie rings in question.
Introduction and main result
The main object of this paper is the computation of various ideal zeta functions associated to the class-2-nilpotent Lie rings L m,n defined in [8] .
1.1. Ideal zeta functions of Lie rings and algebras. Let R be the ring of integers O of a number field or a compact discrete valuation ring, such as the completion O p of O at a nonzero prime ideal p or a formal power series ring of the form F q T . Let L be a nilpotent R-Lie algebra which is free of finite rank over R. The ideal zeta function of L is the Dirichlet generating series ζ A deep theorem, in contrast, asserts that all the Euler factors ζ ⊳ L(Op) (s) are rational functions in q −s p ; cf. [6, Theorem 3.5] . Computing these rational functions is, in general, a hard problem. 1.2. The Lie rings L m,n and their ideal zeta functions. In the current paper we compute explicitly, for any given m, n ∈ N, the ideal zeta functions of the o-Lie algebras L m,n (o) := L m,n ⊗ Z o, where L m,n is the class-2-nilpotent Lie ring introduced in [8] and o is a compact discrete valuation ring of arbitrary characteristic. Our main Theorem 1.1 expresses the ideal zeta functions ζ ⊳ Lm,n(o) (s) as rational functions in q and q −s , where q is the residue field cardinality of o, in terms of Igusa functions. To recall the definition of the Lie ring L m,n , put E = E(m, n) = {e | e = (e 1 , . . . , e n ) ∈ N n 0 , e 1 + · · · + e n = m − 1}, F = F(m, n) = {f | f = (f 1 , . . . , f n ) ∈ N n 0 , f 1 + · · · + f n = m}.
The Lie ring L m,n has generators {x e | e ∈ E} ∪ {y f | f ∈ F} ∪ {z j | j ∈ [n]}, subject to the defining relations (1.1) [ for all e, e ′ ∈ E, f , f ′ ∈ F, j, j ′ ∈ [n] and, for all e ∈ E and f ∈ F, (1 we find that
. We recall further from [12] the definition of the Igusa zeta function of degree n
where ℓ denotes the classical Coxeter length function on the Coxeter group S n , the descent statistic Des is defined via Des(w) = {i ∈ {1, . . . , n − 1} | w(i + 1) < w(i)} and
cf., for instance, [6, Proposition 1.1]. The following is this paper's main result.
Theorem 1.1. For any compact discrete valuation ring o, with residue field cardinality q,
where, for i ∈ {0, 1, . . . , n − 1},
e(m, j).
1 + q 9−7s + q 10−7s + q 18−10s + q 19−10s + q 28−17s
This formula exemplifies what seems to be a general phenomenon: cancellations as observed in (1.4) do not appear to affect the Igusa function of degree n occurring in (1.5).
1.3.
Mal'cev's correspondence. Nilpotent Lie rings play an important role in the theory of finitely generated, torsion-free nilpotent groups. Indeed, by the Mal'cev correspondence, each such group G has an associated nilpotent Lie ring L G such that, for almost all rational primes p, the ideal zeta function ζ ⊳ L G (Zp) (s) is equal to the local normal subgroup zeta function ζ ⊳ G,p (s) := H⊳pG |G : H| −s , enumerating the normal subgroups of G of finite p-power index; cf. [6, Theorem 4.1] . Every nilpotent Lie ring arises in this way. In nilpotency class two, the above identity holds for all primes. Theorem 1.1 thus yields, as a corollary, all local normal subgroup zeta functions of the nilpotent groups ∆ m,n associated to the Lie rings L m,n = L ∆m,n , and thus the (global) normal zeta function
It was in this context of subgroup growth of finitely generated nilpotent groups that ideal zeta functions of Lie rings were first studied systematically. We are not aware of any subgroup-growth-theoretic interpretation of the ideal zeta functions 
Theorem 1.1 thus confirms and extends the well-known, prototypical formula
cf. [6, Proposition 8.1]. For n > 1, however, the Lie rings L m,n are pairwise non-isomorphic.
For practical purposes, we may thus restrict attention to n ≥ 2 as in [8] .
Example 1.4. For n = 2, the Lie rings L m,2 are the Lie rings associated, by the Mal'cev correspondence, to the indecomposable D * -groups of odd Hirsch length 2m + 3 featuring in the classification up to commensurability of the finitely generated class-2-nilpotent groups with 2-dimensional centre, developed in [5] . Their local normal zeta functions, and thus the ideal zeta functions of the Lie rings L m,2 (Z p ), are essentially computed in [16, Proposition 2] , in agreement with the relevant special cases of Theorem 1.1.
Example 1.5. For m = 1, the Lie rings L 1,n are the Lie rings associated to the so-called Grenham groups G n+1 . These class-2-nilpotent groups have presentations
These groups' normal zeta functions, and thus the ideal zeta functions of the Lie rings L 1,n (Z p ), are computed in [17, Theorem 5].
1.5. Related work. The paper [8] , which introduced the groups ∆ m,n , computes their proisomorphic zeta functions ζ ∧ ∆m,n (s), enumerating the subgroups of finite index in ∆ m,n whose profinite completions are isomorphic to that of ∆ m,n . By general principles, these zeta functions also satisfy Euler product decompositions indexed by the rational primes, whose factors are rational functions in p −s . In the notation of the current paper, [8, Theorem 1.4] establishes that the Euler factor ζ ∧ ∆m,n,p (s) of ζ ∧ ∆m,n (s) at a rational prime p, enumerating the relevant subgroups of ∆ m,n of p-power index, is of the form
The subgroup zeta functions ζ ∆m,n (s) = H≤∆m,n |∆ m,n : H| −s , enumerating all finite index subgroups of the groups ∆ m,n , are known explicitly only for m = 1, i.e. the Grenham groups from Example 1.5; cf. [18] .
For a nonzero prime ideal p in a number ring O, the O p -ideal zeta functions ζ ⊳ Lm,n(Op) (s) may not be confused with the Z p -ideal zeta functions of L m,n (O p ), considered as Z p -Lie algebras. For n = 1, i.e. in the case of the Heisenberg Lie ring h ∼ = L m,1 ; cf. Example 1.3), the latter have been computed for primes p which are unramified in O in [12] and for primes p which are nonsplit in O in [13] . In the forthcoming paper [1] we generalize these computations to cover the ideal zeta functions of algebras arising from a large class of Lie rings, including the Grenham Lie rings L 1,n , via base extensions with various compact discrete valuation rings. The paper gives a survey of applications of Igusa functions in the area of zeta functions of groups and rings, and is built on a generalization of this class of functions.
1.6. Organization and notation. We proof Theorem 1.1 in Section 2, using the general method introduced in [17] . In Section 3 we collect a number of corollaries and porisms, notably pertaining to global analytic properties of ideal zeta functions, functional equations satisfied by local ideal zeta functions, their behaviour at zero, topological and reduced ideal zeta functions, graded ideal zeta functions, and the representation zeta functions associated to the groups ∆ m,n .
We write N = {1, 2, . . .
We write Mat a,b (R) for the set of a × b-matrices over a ring R. The ring's units are denoted by R * . We write Mat a (R) instead of Mat a,a (R). Given matrices A 1 , . . . , A n with the same number of rows, we write (A 1 | · · · | A n ) for their juxtaposition (or concatenation). We write Id n for the n × n-identity matrix and 0 a,b for the zero matrix (0) ij ∈ Mat a,b (R). Sometimes we write 0 for a zero matrix whose dimensions are clear from the context.
We denote by o a compact discrete valuation ring of arbitrary characteristic, with maximal ideal p, uniformizer π ∈ p \ p 2 , and residue field cardinality q. The p-adic valuation on o will be denoted by val p .
Given a property P , the "Kronecker delta" δ P is equal to 1 if P holds and equal to 0 otherwise.
Proof of Theorem 1.1
We stick, to a large extent, to the notation of [17] . Throughout, m, n ∈ N with n ≥ 2 are arbitrary but fixed.
Commutator matrix.
A key object in the computation of various zeta functions associated to the Lie ring L m,n is its commutator matrix with respect to a Z-basis. Consider the ordered (!) Z-basis B m,n = (x e , y f , z 1 , . . . , z n ) e∈E, f ∈F of L m,n , where both the elements x e and y f are given, respectively, in reverse lexicographical ordering.
Recall that the commutator matrix M m,n of L m,n with respect to B m,n is given as follows.
To give a general, explicit description of M m,n we introduce the following notation. For e ∈ N and a variable Y , write
and define recursively, for n ≥ 2,
. Moreover, one checks easily that
say by using parts (1) and (2) of the following lemma.
Lemma 2.1. 
Proof. That the (i, j)-entry of M m,n (Y) vanishes if i and j are either both at most or both greater than e(m, n) is clear, given the defining relations (1.1). The antisymmetry of M m,n (Y) is also evident, as L m,n is a Lie ring. To justify the specific shape of B m,n (Y), recall that its columns are indexed by the generators x e , e ∈ E, whereas its rows are indexed by the generators
Crucially, both sets of generators are ordered reverse-lexicographically. Therefore, for j = 1, . . . , m, the "j-th column block" B 
We describe in detail the submatrices of the column block B 
As [x e , y f ] = z 1 δ e ′ =f ′ , the relevant submatrix of B (1) For n = 2, we obtain
Up (2) For m = 1, we obtain
the commutator matrix of the Grenham Lie ring L 1,n with respect to the Z-basis (x, y 1 , . . . , y n , z 1 , . . . , z n ); cf. Example 1.5. (3) For m = 2, n = 3,
Informal overview of the proof.
We use the general method introduced in [17] . The fact that there only the case o = Z p is treated explicitly is insubstantial: all that is needed is the fact that Z p is a compact discrete valuation ring. According to [17, Lemma 1] (essentially [6, Lemma 6.1]) there exists a rational function A ⊳ m,n in q and q −s such that
The rational function A ⊳ m,n may be viewed as a generating function enumerating the values of two integer-valued functions w and w ′ on the set V n of homothety classes of lattices in Z(L m,n (o)) ∼ = o n , viz. vertices in the affine Bruhat-Tits building of type fl A n−1 associated to the group GL n (k), where k = Frac(o) is the field of fractions of the local ring o:
The function w captures the (log q of the) index of the maximal integral element The discussion so far applies, mutatis mutandis, to (the o-points of) any class-2-nilpotent Lie ring. In general, the index of X([Λ ′ ]) in the Lie ring's abelianization will depend in an arithmetically subtle way on [Λ ′ ]. The key to the proof of Theorem 1.1 is the realization that, for the Lie rings L m,n , the index of X([Λ ′ ]) depends solely, and in a (log q -)linear fashion, on the elementary divisors of Λ ′ max . Consequently, the rational function A ⊳ m,n may be expressed in terms of an Igusa function of degree n. In the course of the proof of these facts we will compute the relevant (log q -)linear functionals explicitly, making heavy use of the combinatorial description (2.1) of the commutator matrix M m,n (Y).
Parametrizing lattices.
We recall, e.g. from [17] , a parametrization of maximal integral lattices inside o n . Let Λ ′ ≤ o n be a maximal o-sublattice, i.e. π −1 Λ ′ ≤ o n , where π ∈ p \ p 2 is a uniformizer. The lattice Λ ′ is said to be of type ν(Λ ′ ) = (I, r I ) if
and Λ ′ has elementary divisors
Clearly |o d : Λ ′ | = q ι∈I rι(n−ι) , whence, in the notation of [16, Definition 2],
It is well known and not hard to show (cf., for instance, [17, Lemma 2]) that
Here n I q −1 is the value of the Gaussian multinomial
Of central importance in the following is the elementary fact that the group Γ n := GL n (o) acts transitively on the set of maximal lattices of given type ν. Denoting, for i ∈ [n], by ε i the i-th standard basis vector of o n , the lattice
is evidently of type ν. The stabilizer subgroup Γ ν of Λ ′ in Γ n is easily described explicitly, but we will not need this description. What we will need is the fact that the orbit-stabilizertheorem gives us a bijection between maximal lattices of type ν and cosets in Γ/Γ ν . Fix a coset αΓ ν . After a permutation of the rows if necessary (corresponding to a monomial change of o-basis for o n ), it contains a representative of the form 
Set r := ι∈I r ι .
Lemma 2.5. (2.5) holds if and only if g (1) ≡ 0 mod (π r ) and
Proof. By multiplying each of the congruences in (2.5) by the appropriate power of the uniformizer π we may consider them all as congruences modulo (π r ). By concatenating the relevant matrices, we obtain that (2.5) is equivalent to the single congruence
Note that the vector α (n) ∈ o n is nonzero modulo p. By Proposition 2.3 and Lemma 2.2,
thus only holds if g (1) ≡ 0 mod (π r ). Deleting the first e(m, n) rows from the matrix in (2.7) one sees that, in this case, (2.5) is equivalent to (2.6).
Note that, in the f (m, n) × e(m, n) · n-matrix in (2.6), the first i 1 blocks π r B m,n (α (j) ), j ∈ [i 1 ], i.e. the first e(m, n) · i 1 columns, are of course redundant. Proposition 2.6. The index of the lattice of elements g ∈ o d(m,n) satisfying the simultaneous congruences (2.5) equals q ι∈I rι e(m,n)+ n j=ι+1 e(m,j) .
In other words,
Proof. For j = 1, . . . , n, write
for the j-th column block of the matrix in (2.6). Note that val p (B j ) = ι≥j r ι ∈ N 0 . Set
In the light of Lemma 2.5 we need to prove that the index in o f (m,n) of the solutions of the congruence
e(m,j) . For this it suffices to show that
where
We proceed inductively, replacing B successively by equivalent matrices.
We first note that the top e(m, n) rows of B n form a matrix ‹ B ∈ GL e(m,n) (o), as α 1n ∈ o * . We use ‹ B to clear-by suitable column operations-all other entries in the top e(m, n) rows of B. Note that this does not affect the last e(m, j) columns in either of the matrices B j , j = 1, . . . , n − 1, nor these matrices' valuations. We now use ‹ B to clear-by suitable row operations-all entries of B below ‹ B, leaving the other columns unaffected. We may then also assume that ‹ B = Id e(m,n) . We have thus replaced B by an equivalent matrix of the form
where, for each j = 1, . . . , n − 1, the matrix B ′ j has valuation ι≥j r ι and the matrices
and B j ∈ Mat f (m,n),e(m,n) (o) coincide in their last e(m, j) columns. Set
The top e(m, n − 1) rows and last e(m, n − 1) columns of B ′ n−1 form a matrix π ι≥n−1 rι B for B ∈ GL e(m,n−1) (o). We may use it to clear all other entries in the top e(m, n − 1) rows of B ′ . Note that this does not affect the last e(m, j) columns in either of the matrices B ′ j , j = 1, . . . , n − 2, nor these matrices' valuations. We now use π ι≥n−1 rι B to clear all entries of B ′ below B, leaving the other columns unaffected. We may then also assume that B = Id e(m,n−1) .
We have thus replaced B ′ by an equivalent matrix of the form
where, for j = 1, . . . , n − 2, the matrices B ′′ j ∈ Mat f (m,n−2),e(m,n) (o) each have valuation ι≥j r ι and the matrices
, and B j ∈ Mat f (m,n),e(m,n) (o) coincide in their last e(m, j) columns. The claim (2.8) follows by continuing inductively in this manner.
2.5.
Completion of the proof of Theorem 1.1. We are now ready to complete the computation of the rational function A ⊳ m,n (q, q −s ) featuring in (2.2). Indeed, using (2.2), (2.3), (2.4), and Proposition 2.6, we obtain
e(m,j)
with a ⊳ i (m, n) and b ⊳ i (m, n) defined as in (1.6). Using Lemma 2.1 (3) one easily computes
, whence, using (1.3), we obtain that
Theorem 1.1 follows now from (2.2).
Corollaries and porisms
We record a few consequences of Theorem 1.1 and its proof. Throughout, o denotes, as before, a compact discrete valuation ring. Let O be the ring of integers of a number field K, with Dedekind zeta function ζ K (s). We set L m,n (O) := L m,n ⊗ Z O.
Global analytic properties.
Corollary 3.1. The ideal zeta function ζ ⊳ Lm,n(O) (s) has abscissa of convergence α ⊳ (m, n) = d(m, n) and allows for meromorphic continuation to (at least) the complex half-plane
and even the whole complex plane if n ≤ 2. In any case, the continued function has a simple pole at s = α ⊳ (m, n).
Proof. It is well known (see (1.4) 
, has abscissa of convergence s = d, and admits meromorphic continuation to the whole complex plane to a function that has a simple pole at s = d. It thus suffices to observe that the Euler product (3.1)
and allows for meromorphic continuation to {s ∈ C | ℜ(s) > β ⊳ (m, n)}; cf. [2, Lemmas 5.3 and 5.4] . To verify the latter, note that
s attained at one of the elements w ∈ S n with # Des(w) = 1. The stronger claim for n = 2 follows from the observation that the Euler product (3.1) is
) .
; see (1.7). Remark 3.2. It remains an interesting challenge to determine the maximal domain of meromorphicity of the global ideal zeta functions ζ ⊳ Lm,n(O) (s) for general m and n. The good analytic properties for n ≤ 2 are, in any case, exceptional: for n > 2, the numerator of an Igusa function of degree n will not, in general, factor as the product of finite geometric progressions; see, for instance, Example 1.2 (where we obtain β ⊳ (2, 3) = max{ 
Proof. Cf. [17, Theorem 4] .
For almost all residue field characteristics, these functional equations had been established, in greater generality, in [19, Theorem C] ; see also [20 3.3. p-Adic behaviour at zero. It is intriguing to note the behaviour of ζ ⊳ Lm,n (o) at s = 0.
Proof. By (1.4) it suffices to observe that
.
3.4.
Topological and reduced ideal zeta functions. The next corollaries concern the topological and reduced ideal zeta functions associated to the Lie rings L m,n . Informally, these are two related (but distinct) limiting objects capturing the behaviour of ζ ⊳ Lm,n(o) (s) as 'q → 1'; see [9] and [3] , respectively, for details and precise definitions.
For our purposes, the following ad hoc definitions may suffice. Let
and the reduced zeta function
We omit the proofs of the following simple calculations.
Lemma 3.5.
(
. Corollary 3.6.
Corollary 3.7.
(1) The topological ideal zeta function of L m,n is given by
It has degree −h(m, n) in s, a simple pole at s = 0 with residue
(h(m,n)−1)! and satisfies
a nonzero rational number satisfying µ ⊳ m,n h(m, n)! ∈ N. We note an immediate consequence of Theorem 3.12 regarding the topological representation zeta function ζ Gm,n,top (s) ∈ Q(s) of G m,n ; cf. [10, Definition 3.6].
Corollary 3.14.
ζ Gm,n,top (s) = s s − n .
Consequently, all questions raised in [10, Section 7]-except possibly Question 7.3-have positive answers for the group schemes G m,n .
