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ON MAXIMAL HARD-CORE THINNINGS OF STATIONARY PARTICLE
PROCESSES
CHRISTIAN HIRSCH AND GU¨NTER LAST
Abstract. The present paper studies existence and distributional uniqueness of subclasses of
stationary hard-core particle systems arising as thinnings of stationary particle processes. These
subclasses are defined by natural maximality criteria. We investigate two specific criteria, one
related to the intensity of the hard-core particle process, the other one being a local optimality
criterion on the level of realizations. In fact, the criteria are equivalent under suitable moment
conditions. We show that stationary hard-core thinnings satisfying such criteria exist and are
frequently distributionally unique. More precisely, distributional uniqueness holds in subcritical
and barely supercritical regimes of continuum percolation. Additionally, based on the analysis
of a specific example, we argue that fluctuations in grain sizes can play an important role
for establishing distributional uniqueness at high intensities. Finally, we provide a family of
algorithmically constructible approximations whose volume fractions are arbitrarily close to the
maximum.
1. Introduction
Motivated by applications in materials science, the problem of finding good models for hard-
core particle systems has a long history. Gibbs processes based on a suitable hard-core potential
offer the possibility of formalizing the heuristic of a Boolean model conditioned on a certain hard-
core constraint. However, Gibbsian particle processes are notoriously difficult to simulate [16].
Additionally, it seems debatable whether the approach of conditioning on the hard-core con-
straint is a reasonable approximation to the physical mechanisms that lead to the formation of
hard-core systems in the microstructure of advanced materials. Another popular and natural
possibility to create hard-core particle processes starts from a random initial configuration of
particles that may exhibit overlappings. Then, the hard-core constraint is enforced via a suit-
able thinning. For instance, the classical Mate´rn-type processes are obtained from a Boolean
model by applying an appropriate thinning rule.
Although models of Mate´rn-type are appealingly simple to define, they suffer from the draw-
back of achieving only moderately high intensities. In other words, many packings appearing
in materials science exhibit a substantially higher volume fraction. We refer the reader to [23]
for a more detailed discussion concerning the relevance of random close packings in materials
science. Of course, Mate´rn-type thinnings give only specific examples of thinning operations.
Is it possible to achieve denser packings by using different kinds of thinning mechanisms?
This question has recently been addressed systematically by investigating the subclass of hard-
core thinnings of stationary particle processes that maximize the intensity or volume fraction
under a hard-core constraint [10, 11]. Whereas the focus of [11] is on simulation techniques for
bounded sampling windows, in the present paper we investigate the extension of such volume-
maximizing thinnings to stationary particle processes defined on the entire Euclidean space. In
particular, we substantially extend the results of [10].
Let K denote the family non-empty compact subsets of Rd and observe that the Hausdorff
distance endows K with the structure of a metric space [21]. We let B(K) denote the Borel σ-
algebra on K. Furthermore, Φ is assumed to be a stationary particle process on some probability
space (Ω0,F0,P0), i.e., Φ is a stationary point process on K. We assume the intensity γ0 of Φ
to be non-zero and finite.
This research publication was funded by LMU Munich’s Institutional Strategy LMUexcellent within the frame-
work of the German Excellence Initiative.
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In the following, we consider stationary thinnings of the particle process Φ. To make this more
precise, we let T = TΦ denote the family of particle processes Ψ defined on some probability space
(Ω,F ,P) such that there exists a measurable map S : Ω→ Ω0 with the following properties:
(i) P0 is the image measure of P under S,
(ii) Ψ is a realizationwise subset of Φ ◦ S, and
(iii) the particle processes Ψ and Φ ◦ S are jointly stationary.
A priori, the probability space (Ω,F ,P) could vary from one particle processes in TΦ to another.
However, after a possible extension, all random variables occurring in this paper can be assumed
to be defined on a fixed probability space (Ω,F ,P) with expectation operator E. Therefore, to
ease notation, we shall assume that Ψ and Φ are defined on this space with S being the identity
map. Note that (Φ,Ψ) is a coupling of Ψ and Φ.
We write Q to denote the typical grain distribution of Ψ. Introducing the intensity γ of Ψ
via
γ = E
∑
K∈Ψ
1{c(K) ∈ [0, 1]d},
where c(K) is the center of gravity of the particle K, this distribution is characterized by the
Campbell formula
E
∑
K∈Ψ
f(K) = γ
∫
Rd
∫
K
f(K + x)Q(dK)dx
for any measurable function f : K → [0,∞). Moreover, we assume γ to be finite throughout the
manuscript. Then, for a measurable and translation invariant function h : K → [0,∞) we let
γh(Ψ) = γ
∫
h(K)Q(dK)
denote the h-intensity of Ψ. For instance, if h ≡ 1, then γh(Ψ) is just the intensity of Ψ ∈ T.
A particle configuration ϕ satisfies the hard-core constraint, in symbols ϕ ∈ Ehc, if and only if
the interiors of particles in ϕ are pairwise non-overlapping. That is, int(K)∩ int(K ′) = ∅ for all
distinct K,K ′ ∈ ϕ. Then, Thc = TΦ,hc ⊂ T denotes the subset of T consisting of the stationary
thinnings Ψ with P(Ψ ∈ Ehc) = 1. In other words, elements of Thc describe stationary hard-core
thinnings. If Ψ ∈ Thc, by choosing h = λd to be the Lebesgue measure in R
d, the volume
fraction is another special case of the h-intensity.
In this paper, we investigate processes in Thc exhibiting certain maximality properties. More
precisely, we consider intensity maximal and locally maximal thinnings.
Loosely speaking, intensity-maximal thinnings are elements Ψ ∈ Thc with maximum possible
h-intensity. Here, the maximum h-intensity
γh,max = γΦ,h,max = sup
Ψ∈Thc
γh(Ψ)
is the supremum over all h-intensities of stationary hard-core thinnings of Φ. The thinning
Ψ ∈ Thc is h-intensity maximal if γh(Ψ) = γh,max. An illustration of a volume-maximal thinning
based on a cut-out of a Poisson Boolean model consisting of disks attached to the points of a
Poisson point process is shown in Figure 1.
Note that we do not require maximal thinnings to be factors (in the sense of [9]) of the
underlying particle process. That is, we do not require that there exists a deterministic and
translation-covariant algorithm extracting the thinning from the underlying particle process.
In particular, Mate´rn I hard-core processes are elements of Thc, so that γh,max is positive.
In the following, we let Th,i−max denote the subset of Thc consisting of all h-intensity maximal
thinnings.
In our first main result, we use a subsequential limit argument to establish the existence of
stationary h-intensity maximal hard-core thinnings. For a measurable and translation invariant
function h : K → [0,∞), we let Kh ⊂ K denote set of discontinuity points of h.
Theorem 1. Assume that γh(L(Φ)) < ∞ and that Kh is a zero-set with respect to Q. Then,
Th,i−max 6= ∅.
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Figure 1. Volume-maximal thinning on the cut-out of a Boolean model
Ideally, we would like to have an explicit algorithm generating stationary maximal hard-core
thinnings from a given configuration of particles. One idea could be to start from a suitable
stationary tessellation and to optimize the configuration within the different cells separately.
More precisely, assume that in addition to Φ there exists a random tessellation Ξ such that
Φ and Ξ are defined on the same probability space and such that the pair (Φ,Ξ) is jointly
stationary. Then, we consider the thinning Φ−Ξ,max of Φ whose configuration in a cell Ξi is
described as follows. Starting from the family
Φ−Ξi = {K ∈ Φ : K ⊂ Ξi}
of all particles of Φ that are entirely contained within the cell Ξi, we choose the hard-core
thinning Φ−Ξi,max of Φ
−
Ξi
achieving the maximal aggregate h-value. If there are several possi-
ble configurations achieving this maximal value, we choose one according to some translation
invariant rule.
Since the thinned particles are contained in their corresponding cells, assembling them into
a single configuration Φ−Ξ,max = ∪i≥1Φ
−
Ξi,max
preserves the hard-core property. Since particles
intersecting cell boundaries do not enter the optimization, this algorithm does not lead to an
h-maximal thinning. Nevertheless, in the next result, which can be seen as generalization of [10,
Satz 5.2.5], the maximal intensity is approached arbitrarily closely. We let A⊕A′ = {a+a′ : a ∈
A, a′ ∈ A′} denote the Minkowski sum of A,A′ ⊂ Rd. Additionally, for a family of stationary
random tessellations {Ξ(k)}k≥1, certain typical isoperimetric-type coefficients of the form
Eλd(∂Ξ(k)
∗ ⊕ [−m,m]d)
Eλd(Ξ(k)∗)
, (1)
are considered, where Ξ(k)∗ denotes the typical cell of the tessellation Ξ(k).
Theorem 2. Let {Ξ(k)}k≥1 be a family of stationary random tessellations such that for every
k ≥ 1 the pair (Ξ(k),Φ) is jointly stationary. Also assume that for every m ≥ 1 the typical
isoperimetric-type coefficients in (1) tend to 0 as k →∞. Then,
lim
k→∞
γh(Φ
−
Ξ(k),max) = γh,max.
In Section 3, we provide two examples of tessellations whose typical isoperimetric-type coeffi-
cients tend to 0. First, we consider Poisson-Voronoi tessellations of decreasing intensities whose
underlying Poisson point process is assumed to be independent of the particle process Φ.
As a second example, we take up the construction from [22] and consider a family of stationary
Voronoi tessellations whose process of cell centers is a factor of the particle process Φ, in the
sense that it can be expressed as a measurable function of Φ.
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As an alternative to describing maximal hard-core thinnings via their intensity, we now pro-
pose a realizationwise characterization based on a local maximality property. Loosely speaking,
swapping a finite number of grains in the thinning by a finite number of grains outside the thin-
ning should not lead to a net increase in h-values if the swap preserves the hard-core property.
To be more precise, let ψ,ϕ be locally finite configurations of convex grains such that ψ ∈ Ehc
and ψ ⊂ ϕ. We say that ψ is a locally h-maximal thinning of ϕ (short: locally h-maximal) if
whenever ψ′ ∈ Ehc is such that ψ
′ ⊂ ϕ, ψ∆ψ′ = (ψ \ ψ′) ∪ (ψ′ \ ψ) is finite and ψ′ 6= ψ, then∑
K∈ψ′\ψ
h(K) <
∑
K∈ψ\ψ′
h(K).
A stationary random thinning is locally maximal if and only if the event of being locally maximal
has probability 1.
Next, we show that under a suitable moment condition, almost sure local maximality and
intensity-maximality are equivalent. We note that quite similar moment conditions appear
naturally in the investigation of densities of additive functionals for particle processes, see [21,
Section 9.2]. In the following, Th,ℓ−max denotes the subset of Thc consisting of all almost-surely
locally h-maximal thinnings with respect to Φ ◦ S.
Theorem 3. If γh(L(Φ)) <∞, then Th,i−max ⊂ Th,ℓ−max. Moreover, the identity
Th,i−max = Th,ℓ−max
holds under the additional moment condition∫
λd(K ⊕ [−1, 1]
d)h(K)Q(dK) <∞. (2)
Now, we know that stationary h-maximal hard-core thinnings exist. But are they also unique
in a distributional sense? In addition to existence, it is natural to consider distributional unique-
ness. In general, we suspect that Th,ℓ−max can consist of infinitely many distinct distributions
of particle processes for large intensities and advertise as an open problem the development
of a general explicit non-asymptotic algorithmic description for at least some of its members.
Nevertheless, in many situations it turns out that stationary h-maximal hard-core thinnings are
in fact distributionally unique. As opposed to existence, the issue of distributional uniqueness
is more complex and the rest of the present paper is devoted to this topic.
First, distributional uniqueness should hold in the subcritical regime of continuum percola-
tion, as we can choose a maximal thinning in each of the finite clusters. To make this idea
rigorous, we impose additional assumptions on the distribution of particles. Indeed, imagine
a configuration of two overlapping particles of equal volume that are disjoint from all other
particles. Then, we are left with a choice as regards to which of the two particles should be part
of a volume-maximal thinning. Therefore, we assume that all factorial moment measures of the
marked point process {(c(K), h(K)) : K ∈ Φ} are absolutely continuous. Under this assump-
tion, any bounded connected component in the union of particles contains a distributionally
unique h-maximal thinning. This suggests that if the particle process is in a subcritical regime,
where with probability 1 the union of all particles does not contain an infinite connected compo-
nent, then all elements of Th,ℓ−max have the same distribution. Moreover, this distribution can
be constructed as a factor from the law of the reference particle process by a simple thinning
rule: Consider the connected components of the particle processes separately and inside each
of them choose the almost surely uniquely determined h-maximal thinning.
More precisely, writing {Φi}i≥1 for the collection of connected components of the union of
particles in Φ, we let Φmax denote the thinning of Φ obtained by selecting in each of the Φi the
(almost surely uniquely determined) h-maximal hard-core subset. Hence, Φmax is a stationary
hard-core thinning of Φ. We show that every locally maximal thinning has the same distribution
as Φmax.
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Theorem 4. Assume that the union of particles in Φ almost surely does not percolate and
that all factorial moment measures of the marked point process {(c(K), h(K)) : K ∈ Φ} are
absolutely continuous. Then, every locally maximal thinning has the same distribution as Φmax.
As we have seen in the discussion preceding Theorem 4, dropping the absolute continuity
assumption might destroy uniqueness of locally h-maximal distributions in the sense of The-
orem 4. In contrast, the effects of moving from the sub- to the supercritical regime are less
clear.
To make this more precise, we consider the Poisson Boolean model. That is, Φ is assumed
to be a homogeneous Poisson particle process with some intensity γ0 ∈ (0,∞) and some grain
distribution Q0. Let γc = γc,Q0 denote the critical intensity for continuum percolation in the
Poisson Boolean model with Q0-distributed grains. If γ0 < γc, then, by Theorem 4, there exists
a distributionally unique stationary h-maximal hard-core thinning. Next, we note that in many
situations, there is at least a small range above γc, where distributional uniqueness continues
to hold. Indeed, elementary geometric reasoning shows that in some specific configurations, it
is possible to single out particles that can never be part of a volume-maximal thinning. After
disregarding them, the intensity of the remaining relevant particles becomes strictly smaller, so
that the essential enhancement technology [1, 3] brings one back into a subcritical regime.
Theorem 5. Assume that Φ is a Poisson Boolean model of balls with intensity γ0 ∈ (0,∞),
and whose radius distribution is absolutely continuous with support bounded away from 0 and
∞. Moreover, on the support of the radius distribution, the Lebesgue density is assumed to
be bounded away from 0. Then there exists γu > γc such that if γ0 < γu, then all locally
volume-maximal particle processes have the same distribution.
The general approach outlined in [3] is sufficiently flexible to be applicable to the problem
described in Theorem 5, although some care is needed to transfer the geometric constructions
in [3] to the setting of random radii.
What happens for intensities that are substantially larger than the critical intensity γc? Even
on a heuristic level, it is not entirely clear what kind of behavior is expected. At first glance,
the breaking of rotational symmetry in models from statistical physics [8, 18] could suggest
that at high intensities a certain form of crystallization occurs. However, on the contrary, the
philosophy of [4] predicts that long-range dependencies could disappear through substantial
fluctuations in the grain sizes.
In order to put these speculations on a more rigorous foundation, we provide examples of
functions h and supercritical Poisson Boolean models of spherical grains with arbitrarily high
intensity for which distributional uniqueness of locally h-maximal thinnings holds. In these
examples, h is a specific functional that is increasing in the grain volume, but exhibits substan-
tially more pronounced fluctuations than the volume. In particular, this example is genuinely
different from the essentially subcritical case discussed in Theorem 4.
More precisely, consider a Poisson Boolean model Φ in Rd with intensity γ0 > 0 and random
radii distributed uniformly on the interval [0, 1]. Now, for a ≥ 1 we put ha(Br(x)) = exp(ar).
Our last main result shows distributional uniqueness of locally maximal thinnings holds for all
sufficiently a.
Theorem 6. Assume that Φ is a Poisson Boolean model of balls with intensity γ0 > 0, and
whose radius distribution is uniform on [0, 1]. If a ≥ 1 is sufficiently large, then all locally
ha-maximal particle processes have the same distribution.
In the proof of Theorem 6, we will see that for large values of a, stationary ha-maximal
hard-core thinnings resemble packings based on the random sequential adsorption algorithm.
The stabilization techniques used to show that random sequential adsorption is well-defined in a
stationary setting [19, 20] play an essential roˆle to establish distributional uniqueness of locally
maximizing thinnings in the setting of Theorem 6.
The rest of the present paper is organized as follows. First, in Sections 2, 3 and 4, we prove
Theorems 1, 2 and 3, respectively. Next, the issue of distributional uniqueness in the subcritical
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and barely supercritical regime is considered in Section 5. Since the proof of Theorem 5 is
based on delicate elementary geometric results, large parts of it are postponed to an appendix.
Finally, in Section 6 we prove Theorem 6.
2. Proof of Theorem 1
In this section, we prove that Ti−max(L(Φ)) 6= ∅.
Proof of Theorem 1. Since every particle process Ψ ∈ T is a realizationwise subset of Φ ◦S, the
family of distributions of particle processes in T is tight [2, Proposition 11.1.VI]. In particular,
if {Ψn}n≥1 is a sequence of elements of Thc whose h-intensities converge to γh,max, then there
exists a subsequence {Ψni}i≥1 converging weakly to the distribution of a particle process Ψ. We
claim that Ψ ∈ Th,i−max.
Indeed, the family
∑
K∈Ψni
1{c(K) ∈ [0, 1]d}h(K) is uniformly integrable since γh(L(Φ)) <
∞. Since the discontinuities of h form a zero-set with respect to Q, the h-intensity γh(Ψni)
converges to γh(Ψ) as i tends to ∞. It remains to show that Ψ ∈ Thc. First, note that Ehc is a
closed set, so that by the Portmanteau theorem,
P(Ψ ∈ Ehc) ≥ lim sup
i→∞
Pni(Ψni ∈ Ehc) = 1.
Finally, as shift operations are continuous [2, Proposition A2.3.V], weak limits of stationary
particle processes are again stationary, which completes the proof. 
3. Proof of Theorem 2
In order to prove Theorem 2 we introduce a thinning Ψ+Ξ(k) of Φ that is h-maximal among all
thinnings of Φ where hard-core constraints are only imposed within the cells. More precisely,
let
Φ+Ξi(k) = {K ∈ Φ : c(K) ∈ Ξi(k)}
denote the family of grains in Φ whose grain center is contained in the cell Ξi(k) of Ξ(k).
Then, we let Φ+Ξi(k),max denote a hard-core thinning of Φ
+
Ξi(k)
that maximizes the aggregated
h-values. In case that the maximizer is not unique, we choose one according to some translation
invariant rule. Finally, we put Φ+Ξ(k),max = ∪i≥1Φ
+
Ξi(k),max
. Note that in contrast to Φ−Ξ(k),max, the
thinning Φ+Ξ(k),max is not necessarily hard core, as we allow overlaps between grains associated
with different cells.
Now, we claim that
γh(Ψ) ≤ γh(Φ
+
Ξ(k),max), (3)
holds for any stationary hard-core thinning Ψ of Φ. In particular, γh,max ≤ γh(Φ
+
Ξ(k),max).
In order to see (3), we extend the original probability space so as to support a stationary pair
(Ψ,Ξ(k)) such that the distributions of (Ξ(k),Φ) and (Ψ,Φ) do not change. We may choose
Ξ(k) and Ψ conditionally independent given Φ. Now, (3) can be shown using either the refined
Campbell formula or the mass-transport principle [5, 14]. Following the latter approach, every
cell Ξj ∈ Ξ(k) transports mass h(Ki) to every grain Ki ∈ Ψ whose center c(Ki) is contained
in Ξj. Since the Ξj form a partition, the total mass received by the grain Ki is h(Ki). On the
other hand, the total mass sent out by the cell Ξj equals∑
Ki∈Ψ
1{c(Ki) ∈ Ξj}h(Ki).
Therefore, by the mass-transport principle [14, Corollary 3.9],
γh(Ψ) = E
∑
Ξj∈Ξ(k)
1{c(Ξj) ∈ [0, 1]
d}
∑
Ki∈Ψ
1{c(Ki) ∈ Ξj}h(Ki).
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In particular, the definition of Φ+Ξ(k),max yields that
γh(Ψ) ≤ E
∑
Ξj∈Ξ(k)
1{c(Ξj) ∈ [0, 1]
d}
∑
Ki∈Φ
+
Ξ(k),max
1{c(Ki) ∈ Ξj}h(Ki)
= γh(Φ
+
Ξ(k),max),
which proves (3).
In the light of (3), it suffices to show that
lim
k→∞
γh(Φ
+
Ξ(k),max)− γh(Φ
−
Ξ(k),max) = 0.
In order to establish this bound, we first show that inside the cell Ξi(k) the difference of h-values
between Φ+Ξ(k),max and Φ
−
Ξ(k),max is of the order of the surface area of the cell Ξi(k).
Lemma 7. Almost surely, for every i, k ≥ 1, it holds that∑
K∈Φ+
Ξi(k),max
h(K)−
∑
K∈Φ−
Ξi(k),max
h(K) ≤
∑
K∈Φ: c(K)∈Ξi(k)
K∩∂Ξi(k)6=∅
h(K).
Proof. The definition of Φ−Ξi(k) provided in Section 1 gives that∑
K∈Φ+
Ξi(k),max
∩Φ−
Ξi(k)
h(K) ≤
∑
K∈Φ−
Ξi(k),max
h(K).
Hence, ∑
K∈Φ+
Ξi(k),max
h(K) ≤
∑
K∈Φ+
Ξi(k),max
∩Φ−
Ξi(k)
h(K) +
∑
K∈Φ: c(K)∈Ξi(k)
K∩∂Ξi(k)6=∅
h(K)
≤
∑
K∈Φ−
Ξi(k),max
h(K) +
∑
K∈Φ: c(K)∈Ξi(k)
K∩∂Ξi(k)6=∅
h(K),
as required. 
Using Lemma 7, we can now prove Theorem 2.
Proof of Theorem 2. First, by Lemma 7,
γh(Φ
+
Ξ(k),max)− γh(Φ
−
Ξ(k,max)
≤ E
∑
i≥1
∑
K∈Φ
c(K)∈[0,1]d∩Ξi(k)
1{K ∩ ∂Ξi(k) 6= ∅}h(K)
= E
∑
K∈Φ
c(K)∈[0,1]d
1{K ∩ ∪i≥1∂Ξi(k) 6= ∅}h(K),
where Ξi(k) denotes the ith cell of the tessellation Ξ(k). Now, we choose m ≥ 1 large and
distinguish the cases whether or not K is contained in [−m,m]d. Thus,
γh(Φ
+
Ξ(k),max)− γh(Φ
−
Ξ(k),max)
≤ E
∑
K∈Φ
c(K)∈[0,1]d
1{K 6⊂ [−m,m]d}h(K)
+ E
[
1{[−m,m]d ∩ ∪i≥1∂Ξi(k) 6= ∅}
∑
K∈Φ
c(K)∈[0,1]d
h(K)
]
.
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The dominated convergence theorem implies that the first expected value tends to 0 as m→∞.
By uniform integrability, it remains to show that the indicator in the second expectation tends
to 0 in probability as k → ∞. Moreover, by sub-additivity and the Campbell formula [21,
Theorem 3.1.2] for the process of cells Ξ(k),
P([−m,m]d ∩ ∪i≥1∂Ξi(k) 6= ∅) = Eλd([0, 1]
d ∩ ∪i≥1∂Ξi(k)⊕ [−m,m]
d)
≤ E
∑
i≥1
λd([0, 1]
d ∩ ∂Ξi(k)⊕ [−m,m]
d)
= E
∑
i≥1
c(Ξi(k))∈[0,1]
d
λd(∂Ξi(k)⊕ [−m,m]
d)
=
Eλd(∂Ξ(k)
∗ ⊕ [−m,m]d)
Eλd(Ξ(k)∗)
.
Now, sending k →∞ and using the assumption in Theorem 2 completes the proof. 
As a first example, we may apply Theorem 2 to the family {ΞPois(k)}k≥1, where ΞPois(k)
denotes a Poisson-Voronoi tessellation based on a homogeneous Poisson point process that is
independent of Φ and has intensity k−1, where k ≥ 1. Clearly, the pair (ΞPois(k),Φ) is jointly
stationary and we now provide a simple scaling argument to show that if k is sufficiently small,
then the typical isoperimetric-type coefficient becomes arbitrarily small.
Lemma 8. Let k ≥ 1 and ΞPois(k) be a Voronoi tessellation based on a homogeneous Pois-
son point process with intensity k ≥ 1. Then, for every m ≥ 1 the typical isoperimetric-type
coefficients in (1) tend to 0 as k →∞.
Proof. The Mecke-Slivnyak Theorem [13, Theorem 9.4] implies that the typical cell ΞPois(k)
∗
is obtained as the zero-cell after adding an additional point at the origin. Additionally, by the
scaling property of the Poisson point process,
Eλd(∂ΞPois(k)
∗ ⊕ [−m,m]d)
Eλd(ΞPois(k)∗)
=
Eλd(∂ΞPois(1)
∗ ⊕ [−m/k1/d,m/k1/d]d)
Eλd(ΞPois(1)∗)
.
Note that Eλd(∂ΞPois(k)
∗ ⊕ [−m,m]d) is finite by [12, Theorem 2]. In particular, the assertion
follows from the dominated convergence theorem. 
The Voronoi tessellation used in Lemma 8 makes use of additional randomness in the sense
that the point process of cell centers is assumed to be independent of the particle process Φ.
However, by resorting to a factor construction provided by A´. Tima´r [22], it is possible to
dispense with this additional randomness and produce a sequence of Voronoi tessellations as
factors of Φ. More precisely, assuming the group of isometries of the process of particle centers
{c(K)}K∈Φ to be almost surely trivial, in [22] a sequence of Voronoi tessellations {Ξfact(k)}k≥1
is constructed such that for every m ≥ 1 there exists a = a(m) > 0 with the property that for
every k ≥ 1 and every cell Ξfact,i(k) of Ξfact(k),
(i) the pair
(
Ξfact(k),Φ
)
is jointly stationary,
(ii) Ξfact(k) can be expressed as measurable function of Φ, and
(iii)
λd(∂Ξfact,i(k)⊕[−m,m]
d)
λd(Ξfact,i(k))
≤ a2−k.
Using item 3. it is straightforward to verify that the typical isoperimetric-type coefficients
tend to 0.
Lemma 9. For the family of tessellations {Ξfact(k)}k≥1 the typical isoperimetric-type coeffi-
cients tend to 0 for every m ≥ 1.
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Proof. Combining the definition of the typical cell with item 3. gives that
Eλd(∂Ξfact(k)
∗ ⊕ [−m,m]d)
Eλd(Ξfact(k)∗)
=
E
∑
c(Ξfact,i(k))∈[0,1]d
λd(∂Ξfact,i(k) ⊕ [−m,m]
d)
E
∑
c(Ξfact,i(k))∈[0,1]d
λd(Ξfact,i(k))
≤ a2−k,
which tends to 0 as k →∞. 
4. Proof of Theorem 3
The proof of Theorem 3 consists of two directions that are presented in Sections 4.1 and 4.2,
respectively.
4.1. Local maximality from intensity-maximality. In this subsection we fix a stationary
hard-core thinning Ψ of Φ. If local maximality fails, then we can swap a finite number of grains
from the thinning with a finite number of grains outside the thinning in such a way that the
hard-core property is preserved and such that there is a net increase in h-values. We show that
such a swap can be implemented in a translation-covariant manner. This allows us to construct
from Ψ a stationary hard-core thinning Ψ′ that exhibits a higher h-intensity.
First, it is convenient to introduce short-hand notation for swaps. A swap is a pair σ =
( ~K, ~L) consisting of finite subsets ~K of Ψ and ~L of Φ \ Ψ. Moreover, the swap σ is valid if
i)
∑
K∈ ~K h(K) <
∑
L∈~L h(L) and ii)
~L ∪ (Ψ \ ~K) ∈ Ehc. Furthermore, if σ = ( ~K, ~L) and
σ′ = ( ~K ′, ~L′) are valid swaps, then σ and σ′ are compatible if L ∩ L′ = ∅ for all L ∈ ~L and
L′ ∈ ~L′. Note that if σ = ( ~K, ~L) and σ′ = ( ~K ′, ~L′) are compatible valid swaps, then also the
union σ ∪ σ′ := ( ~K ∪ ~K ′, ~L ∪ ~L′) is a valid swap.
First, starting from a stationary thinning that is not locally h-maximal, we give a translation-
covariant construction for a family of compatible valid swaps. For m ≥ 1 and K ∈ Φ, we select a
valid swap σ
(m)
K = (
~K ′, ~L′) such that K ′, L′ ⊂ c(K)+ [−m/2,m/2]d for all K ′ ∈ ~K ′ and L′ ∈ ~L′.
If such a swap does not exist, then set σ
(m)
K to be the empty swap, i.e., σ
(m)
K = (∅, ∅). If there
are several possibilities, we fix one of them according to an arbitrary translation-covariant rule.
Now, assume that Φ is endowed with iid marks {uK}K∈Φ from the unit interval [0, 1]. Then,
we introduce a specific Mate´rn-type thinning S(m)(Φ,Ψ) of Φ, where K ∈ Φ is contained in
S(m)(Φ,Ψ) if and only if σ
(m)
K 6= (∅, ∅) and uK > uK ′ for every K
′ ∈ Φ with σ
(m)
K ′ 6= (∅, ∅) and
|c(K) − c(K ′)|∞ ≤ m. Next, we show that S
(m)(Φ,Ψ) has positive intensity provided that the
intensity of all K ∈ Φ such that σ
(m)
K 6= (∅, ∅) is positive.
Lemma 10. If m ≥ 1 is such that the intensity of all K ∈ Φ with σ
(m)
K 6= (∅, ∅) is positive, then
also the intensity of S(m)(Φ,Ψ) is positive.
Proof. By local finiteness, there exists an integer n ≥ 1 such that the intensity γn of all K ∈ Φ
with σ
(m)
K 6= (∅, ∅) and #{K
′ ∈ Φ : |c(K ′)−c(K)|∞ ≤ m} ≤ n is strictly positive. In particular,
the intensity of S(m)(Φ,Ψ) is at least n−1γn, as required. 
Now we establish the first half of Theorem 3.
Proof of Theorem 3, first half. Assume that Ψ is a stationary hard-core thinning of Φ such that
with positive probability, Ψ is not locally maximal. In particular, σ
(m)
K 6= (∅, ∅) for some m ≥ 1
and K ∈ Ψ. Hence, by Lemma 10, we see that S(m)(Φ,Ψ) 6= ∅. We show that implementing
all swaps in S
(m)
sw (Φ,Ψ) := {σ
(m)
K : K ∈ S
(m)(Φ,Ψ)} transforms Ψ into a stationary hard-core
thinning Ψ′ with γh(Ψ
′) > γh(Ψ). In particular, Ψ is not intensity-maximal.
To be more precise, let
Ψrem = {K ∈ Ψ : K ∈ ~K for some ( ~K, ~L) ∈ S
(m)
sw (Φ,Ψ)}
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and
Ψadd = {L ∈ Φ \Ψ : L ∈ ~L for some ( ~K, ~L) ∈ S
(m)
sw (Φ,Ψ)}
denote the stationary particle processes of grains that are removed, respectively added by some
swap in S
(m)
sw (Φ,Ψ). Then, by compatibility, Ψ
′ = (Ψ \ Ψrem) ∪ Ψadd is a stationary hard-core
thinning of Φ. Moreover, since the latter union is disjoint, we deduce that
γh(Ψ
′) = γh(Ψ)− γh(Ψrem) + γh(Ψadd). (4)
For each swap σ ∈ S
(m)
sw (Φ,Ψ) define the center
c(σ) =
∑
K∈Φ:σ
(m)
K
=σ
c(K)
#{K ∈ Φ : σ
(m)
K = σ}
.
Then, Ψadd and Ψrem can be regarded as cluster point processes with primary point process
{c(σ)}
σ∈S
(m)
sw (Φ,Ψ)
. Note that the clusters in both Ψadd and Ψrem are pairwise disjoint. In
particular, the h-intensities of Ψadd and Ψrem satisfy
γh(Ψadd) = E
∑
( ~K,~L)∈S
(m)
sw (Φ,Ψ)
1{c( ~K, ~L) ∈ [−1/2, 1/2]d}
∑
L∈~L
h(L),
and
γh(Ψrem) = E
∑
( ~K,~L)∈S
(m)
sw (Φ,Ψ)
1{c( ~K, ~L) ∈ [−1/2, 1/2]d}
∑
K∈ ~K
h(K),
respectively. Since
∑
L∈~L h(L) >
∑
K∈ ~K h(K) holds for any valid swap (
~K, ~L), identity (4)
gives that γh(Ψ
′) > γh(Ψ). 
4.2. Intensity-maximality from local maximality. In this section, we assume that Ψ is
a stationary hard-core thinning of Φ and that Ψ is almost surely locally maximal, so that
γh(Ψ) ≤ γh,max.
Using the techniques established in Section 3, we prove that under condition (2), the thinning
Ψ is intensity-maximal. More precisely, for k ≥ 1 let Ξ(k) denote a Poisson-Voronoi tessellation
with intensity k−1 that is defined on a common probability space with Ψ and is independent of
Ψ. If we knew that γh(Φ
−
Ξ(k),max) ≤ γh(Ψ), then we could let k tend to ∞ and apply Theorem 2
to deduce that
lim
k→∞
γh(Φ
−
Ξ(k),max) = γh(Ψ) = γh,max.
Therefore, the proof of Theorem 3 is complete once the following auxiliary result is established.
Lemma 11. Let k ≥ 1 be arbitrary. Then, γh(Φ
−
Ξ(k),max) ≤ γh(Ψ).
Proof. To simplify notation, we write Ξ instead of Ξ(k). For m ≥ 1 define
ΦΞ,m = {K ∈ Φ
−
Ξ,max : K ⊂ [−m/2,m/2]
d} ∪ {K ∈ Ψ : K ∩ [−m/2,m/2]d = ∅}
as the union of all grains of Φ−Ξ,max that are contained in [−m/2,m/2]
d and all grains of Ψ that
do not hit [−m/2,m/2]d. Then, ΦΞ,m is a hard-core thinning of Φ that does not contain grains
intersecting the boundary ∂[−m/2,m/2]d of [−m/2,m/2]d. In particular, by local maximality,
E
∑
K∈ΦΞ,m: c(K)∈[−m/2,m/2]d
h(K) ≤ E
∑
K∈Ψ:K∩[−m/2,m/2]d 6=∅
h(K)
≤ E
∑
K∈Ψ: c(K)∈[−m/2,m/2]d
h(K)
+ E
∑
K∈Φ:K∩∂[−m/2,m/2]d 6=∅
h(K)
= mdγh(Ψ) + E
∑
K∈Φ:K∩∂[−m/2,m/2]d 6=∅
h(K).
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Moreover,
mdγh(Φ
−
Ξ,max)− E
∑
K∈ΦΞ,m: c(K)∈[−m/2,m/2]d
h(K)
= E
∑
K∈Φ−Ξ,max: c(K)∈[−m/2,m/2]
d
h(K)− E
∑
K∈ΦΞ,m: c(K)∈[−m/2,m/2]d
h(K)
≤ E
∑
K∈Φ:K∩∂[−m/2,m/2]d 6=∅
h(K).
But by the same arguments as in Section 3,
E
∑
K∈Φ:K∩∂[−m/2,m/2]d 6=∅
h(K) ≤ γ0E
∫
λd(∂([−m/2,m/2]
d)⊕ (−K))h(K)Q(dK).
Since the right-hand side is of order O(md−1), sending m to infinity concludes the proof. 
5. Proof of Theorems 4 and 5
In this section, we prove distributional uniqueness of locally maximal thinnings in subcritical
and barely supercritical regimes of continuum percolation. First, recall that we let Φmax denotes
the thinning of Φ that is obtained by selecting the h-maximal hard-core subset in each of the
connected components. Since we assume absolute continuity with respect to Lebesgue measure
and absence of percolation, this selection is well-defined and unique.
Proof of Theorem 4. First, we show that Φmax is locally maximal. Indeed, suppose that Ψ
′ is
a hard-core thinning that is obtained by swapping a finite number of particles in Φmax with
a finite number of particles in Φ \ Φmax. If i ≥ 1 is such that Φmax ∩ Φi 6= Ψ
′ ∩ Φi, then the
maximality property of Φmax implies that∑
K∈Φmax∩Φi
h(K) >
∑
L∈Ψ′∩Φi
h(L). (5)
Hence, Φmax is locally maximal. On the other hand, suppose that Ψ
′ is a locally maximal
hard-core thinning. If Ψ′ 6= Φmax, then Ψ
′ ∩ Φi 6= Φmax ∩ Φi for some i ≥ 1. In particular,
when swapping Ψ′ ∩ Φi with Φmax ∩ Φi, then inequality (5) yields a contradiction to the local
maximality of Ψ′. 
In the proof of Theorem 4 we have used that in the subcritical regime of continuum per-
colation, the hard-core condition is essentially a local condition that does not extend beyond
the considered connected component. A priori, this is not necessarily true in the supercritical
regime. Nevertheless, slightly above the critical intensity, a refinement of this argument still
works, since a positive proportion of the grains cannot be contained in any locally maximal
thinning. These grains are called dispensable in the following.
Definition 12. A grain K ∈ Φ is dispensable if there exists K ′ ∈ Φ such that
(i) K ∩K ′ 6= ∅,
(ii) h(K) < h(K ′),
(iii) if K ′′ ∈ Φ is such that K ′′ ∩K = ∅, then K ′′ ∩K ′ = ∅.
Figure 2 illustrates the definition of dispensable grains. The crucial observation is that if
Ψ is a locally maximal hard-core thinning of Φ, then Ψ does not contain dispensable grains.
Indeed, if we remove a dispensable grain K from a hard-core subset and replace it by K ′, then
condition (iii) ensures that the resulting subset is still hard-core, whereas (i) and (ii) show that
swapping K and K ′ increases the h-value. This is made precise in Proposition 13 below.
Let Φ′ denote the particle process obtained from Φ after removing all dispensable grains.
Clearly, if Φ is a Poisson process, then Φ′ has a strictly smaller intensity. The proof of Theorem 5
proceeds in two steps. First, we show that Φ′ and Φ have the same locally maximal thinnings.
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Figure 2. Configuration including a dispensable ball (dark gray)
This is a purely deterministic result. In a second step, we show that if we are only slightly
above the critical threshold for continuum percolation, then the union of the particles in Φ′
consists of finite connected components almost surely. The proof of the latter claim uses the
adaptation of the essential enhancement technique to the continuum setting that has been
developed in [3]. Finally, we can apply Theorem 4 to deduce distributional uniqueness of locally
maximal thinnings.
Carrying out this program, we first show that Φ and Φ′ have the same locally maximal
thinnings.
Proposition 13. Every locally maximal thinning of Φ is a locally maximal thinning of Φ′, and,
vice versa, every locally maximal thinning of Φ′ is a locally maximal thinning of Φ.
Proof. First, let Ψ be a locally maximal thinning of Φ. Then, it suffices to show that Ψ ⊂ Φ′.
If Ψ 6⊂ Φ′, then let K ∈ Ψ be some h-dispensable grain. Furthermore, let K ′ ∈ Φ be as in
Definition 12. In particular, K ∩K ′ 6= ∅ implies that K ′ 6∈ Ψ. Hence, Definition 12 shows that
swapping K and K ′ yields another hard-core thinning, despite the fact that h(K ′) > h(K).
This contradicts local maximality of Ψ.
Conversely, let Ψ be a locally maximal thinning of Φ′. Let Ψ′ be a hard-core thinning of Φ
differing from Ψ in only finite many grains and satisfying∑
K∈Ψ′\Ψ
h(K) >
∑
K∈Ψ\Ψ′
h(K).
Moreover, among all such choices of Ψ′, we fix one where #(Ψ′ \ Φ′) is minimal. Note that
Ψ′ ⊂ Φ′ would result in a contradiction to the local maximality of Ψ. Otherwise, choose any
h-dispensable K ∈ Ψ′. Furthermore, let K ′ ∈ Φ be as in Definition 12 with the additional
requirement that h(K ′) is as large as possible. In particular, K ′ ∈ Φ′. Hence, if we let Ψ′′
denote the the hard-core thinning of Φ obtained after swapping K and K ′, then #(Ψ′′ \ Φ′) =
#(Ψ′ \ Φ′)− 1, contradicting the choice of Ψ′. 
Under the assumptions of Theorem 5, dispensable grains occur with positive probability.
Therefore, the intensity of grains that are relevant for forming locally maximal hard-core subsets
is strictly lower than the intensity of the underlying Poisson particle process. Hence, the critical
intensity for observing long-range interactions should be strictly higher than the critical intensity
of continuum percolation. To provide a rigorous proof of this heuristic, we proceed as in [3],
where the essential-enhancement technology that has originally been developed for Bernoulli
percolation [1, 7, 17] has been adapted to various continuum percolation models.
Consider a Poisson particle process Φ with intensity γ0 > γc and grain distribution Q as in
the statement of Theorem 5. After possible rescaling, we may assume that the support of the
radius distribution is given by the interval [1,m] for some m > 1, i.e.,
Q({K ∈ K : B1(o) ⊂ K ⊂ Bm(o)}) = 1 (6)
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and Q({K ∈ K : B1+ε(o) ⊂ K ⊂ Bm−ε(o)}) < 1 for every ε > 0. In the following, we
assume that m ≥ 1.1 in order to reduce the notational complexity for some geometric auxiliary
constructions. The proof of the general case is similar.
First, we declare each grain of the Poisson particle process to be red independently with
probability 1 − p for some parameter p ∈ (0, 1). If a grain is not red, then it is active. The
reason for working with 1−p instead of p is that similar as in [3, Theorem 2.3], we use essential
diminishments in the sense that specific grains are suppressed. That is, we want the events
related to the occurrence of active paths to be increasing in p. Next, it will be convenient to
consider dispensable grains with the additional property that they do not intersect too many
other grains of the Poisson Boolean model. To be more precise, an active grain K of the Poisson
Boolean model is called special dispensable if its radius is smaller than 1.05 and there exists an
active grain K ′ of the Poisson Boolean model such that the following properties are satisfied.
(i) K ∩K ′ 6= ∅,
(ii) K does not intersect any grains from the Poisson Boolean model of radius smaller than
1.05,
(iii) if K ′′ ∈ Φ is such that K ′′ ∩K = ∅, then K ′′ ∩K ′ = ∅.
(iv) K intersects at most 3 grains from the Poisson Boolean model of radius larger than
1.05.
In particular, any special dispensable grain is dispensable in the sense of Definition 12. Now,
any special dispensable grain is declared green independently with probability 1 − q for some
parameter q ∈ (0, 1).
Let Bn(o) = {x ∈ R
d : |x| ≤ n} denote the Euclidean ball of radius n ≥ 1 centered at the
origin and let θn(p, q) denote the probability, that there exist uncolored grains K,K
′ ∈ Φ such
that
(i) c(K) ∈ B1(o), c(K
′) ∈ Bn(o) \Bn−1(o),
(ii) K,K ′ can be connected by a chain of overlapping uncolored grains in Φ with centers
in Bn(o).
We put
θ(p, q) = lim inf
n→∞
θn(p, q)
noting that the sequence (θn(p, q))n≥1 is not necessarily decreasing, since to decide which grains
are special dispensable we only use grains with center in Bn(o). The parameters p and q are
designed so as to render θ(p, q) increasing in both p and q. The relation between percolation of
the diminished model and θ(p, q) is given by the following result, whose proof is parallel to [3,
Proposition 3.1].
Proposition 14. If θ(p, q) = 0, then, almost surely, there is no infinite uncolored connected
component.
Our goal is to use the essential-diminishment method to prove the following result.
Proposition 15. There exists γu ∈ (γc, γ0) such that θ(γu/γ0, 0) = 0.
Before we come to the proof of Proposition 15, let us discuss how it implies Theorem 5.
Proof of Theorem 5. By Proposition 13, it suffices to show that there exists some γ0 > γc such
that, almost surely, Φ does not contain an infinite connected component after removing the
dispensable grains. But this is a consequence of Propositions 14 and 15, which show that
almost surely Φ does not contain infinite connected components already after removing all
special dispensable grains. 
The key step in the proof of the essential-diminishment approach is the derivation of the
following differential inequality, see [3, Lemmas 3.1 and 3.2].
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Lemma 16. There exists a continuous function δ : (0, 1)2 → (0, 1) such that for all p, q ∈ (0, 1)
and n ≥ 1,
∂θn(p, q)
∂q
≥ δ(p, q)
∂θn(p, q)
∂p
. (7)
We briefly recall the well-known argument that is used to deduce Proposition 15 from
Lemma 16.
Proof of Proposition 15. Assume that γ0 > γc and put pc = γc/γ0. Then, we need to show that
lim inf
n→∞
θn(pc + ε, 0) = 0,
for some ε > 0. By Lemma 16, there exists ε > 0 such that
θn(pc + ε, 1/4) ≤ θn(pc − ε, 1/2)
for all n ≥ 1. This can be seen after a small computation involving derivatives; for a similar
problem a detailed derivation is given in the proof of [6, Theorem 3.7]. Since an independently
thinned Poisson particle process is again a Poisson particle process, the definition of pc gives
that
lim inf
n→∞
θn(pc + ε, 0) ≤ lim inf
n→∞
θn(pc + ε, 1/4) ≤ lim inf
n→∞
θn(pc − ε, 1/2) = 0,
as required. 
The proof of Lemma 16 is delicate, but most of the arguments used in the proof of [3, Lemma
3.2] carry over to the present setting with some extra work. In fact, the only substantial
difference is that in our setting, the radii of balls are random, whereas that radius is held
constant in [3]. Hence, to avoid unduly repetition, we omit the details of the proof of Lemma 16
and only reproduce the most important steps in the appendix.
6. Uniqueness through random fluctuations in grain sizes
The proof of Theorem 6 proceeds in several steps. As in the theory of Gibbs measures, the
question of distributional uniqueness is related to the stabilization concept via the notion of
disagreement percolation [24]. That is, loosely speaking, the symmetric difference of two distinct
locally maximal thinnings percolates. This is made precise in the following result, where for
a locally finite set of grains ϕ, we let G(ϕ) denote the contact graph on ϕ. That is, G(ϕ) has
vertex set ϕ and K,L ∈ ϕ are connected by an edge if K ∩ L 6= ∅. The specific form of ha is
not of importance for the following result.
Lemma 17. Let Ψ,Ψ′ be locally ha-maximal thinnings of Φ. Then, all connected components
of the graph G(Ψ∆Ψ′) are infinite.
Proof. Assume that C was a finite connected component G(Ψ∆Ψ′) and let K0 ∈ C be arbitrary.
We show that local ha-maximality implies that K0 ∈ Ψ ∩ Ψ
′, which is a contradiction to the
choice of K0. We assume that ∑
K∈C∩Ψ
ha(K) >
∑
K ′∈C∩Ψ′
ha(K
′),
noting that the proof proceeds analogously if the inequality is reversed. Defining
Ψ′′ = (Ψ′ \ C) ∪ (C ∩Ψ),
we claim that Ψ′′ provides a counter-example to the local ha-maximality of Ψ
′. Indeed, Ψ′∆Ψ′′
is contained in C and therefore finite. Moreover,∑
K ′′∈Ψ′′\Ψ′
ha(K
′′) =
∑
K∈C∩Ψ
ha(K) >
∑
K ′∈C∩Ψ′
ha(K
′) =
∑
K ′∈Ψ′\Ψ′′
ha(K
′),
which yields the desired contradiction to the local maximality of Ψ′. 
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Next, we identify macroscopic point configurations that can act as a shield against disagree-
ment percolation, i.e., percolation of the graph G(Ψ∆Ψ′) considered in Lemma 17. For this
purpose, for any integer a ≥ 1, we say that a grain K0 is a-huge in a particle configuration ϕ if
ha(K0) >
∑
K∈ϕ:K∩K0 6=∅
ha(K)<ha(K0)
ha(K).
That is ha(K0) is larger than then the sum of the ha-values of all smaller grains intersecting
K0. First, we show that a
2d-huge grains occur with high probability.
Lemma 18. The probability that all grains K ∈ Φ with c(K) ∈ Q3a(o) = [−
3
2a,
3
2a]
d are
a2d-huge in Φ tends to 1 as a→∞.
Proof. By the multivariate Mecke formula [13, Theorem 4.4], it suffices to show that the prob-
ability that an additional grain K0 = Br0(o), r0 ∈ [0, 1] added at the origin fails to be a
2d-huge
in Φ ∪ {Br0(o)} is of order o(a
−d). Indeed, letting U denote a uniform random variable that is
independent of the Poisson particle process,
E#{K ∈ Φ : c(K) ∈ Q3a(o) and K is not a
2d-huge in Φ}
= λ
∫
Q3a(o)
P(BU (x) is not a
2d-huge in Φ ∪ {BU (x)})dx
= 3dadλP(BU (o) is not a
2d-huge in Φ ∪ {BU (x)}).
Let
E1,a = {#{K ∈ Φ : K ∩K0 6= ∅} ≤ a}
denote the event that K0 is intersected by at most a grains from Φ. Moreover, we let
E2,a = {r 6∈ (r0 − a
−
3d
2 , r0] for all K = Br(x) ∈ Φ with K ∩K0 6= ∅}
denote the event that for every grain K = Br(x) intersecting K0 the radius r is outside (r0 −
a−
3d
2 , r0] .
First, we claim that if E1,a and E2,a occur, then K0 is a
2d-huge in Φ. Indeed, in this case,∑
Br(x)∈Φ:Br(x)∩K0 6=∅
r<r0
ha2d(K) ≤ a exp(a
2d(r0 − a
−
3
2d)) < exp(a2dr0).
Second, the probability of the complements of the events E1,a and E2,a is of order o(a
−d).
Indeed, the probability of Ec1,a can be bounded from above by the probability that the ball
B2(o) contains more than a grain centers. As the grain centers form a Poisson point process,
this probability decays to 0 exponentially fast as a→∞. To bound the probability of Ec2,a, we
let N denote the number grains of Φ whose centers are contained in B2(o). Then, noting that
2r0 ≤ 2, Campbell’s formula gives that
P(Ec2,a) ≤ E#{Br(x) ∈ Φ : (x, r) ∈ B2(o)× (r0 − a
−
3d
2 , r0]} = a
−
3d
2 EN,
which is of order o(a−d) by the finiteness of the Poisson particle intensity. 
Working only with a-huge grains simplifies the computation of locally maximal thinnings
substantially. For instance, if K0 is a-huge and is larger than any grain of Φ intersecting K0,
then K0 is contained in any locally ha-maximal thinning Ψ of Φ. Indeed, otherwise moving
from Ψ to
(Ψ ∪ {K0}) \ {K ∈ Ψ : K ∩K0 6= ∅}
would lead to a net increase of aggregated ha-values, thereby contradicting local ha-maximality
of Ψ. This observation can be generalized to multiple particles under consideration.
To capture dependencies between a-huge grains, we introduce a directed intersection graph
G′ = G′(Φ) on the vertex set Φ where we draw an edge from K = Br(x) to K
′ = Br′(x
′) if and
15
only if K ∩K ′ 6= ∅ and r < r′. The cluster C(K) = C(K,Φ) of K ∈ Φ is defined as the set of
all K ′ ∈ Φ that are reachable from K via a directed path in G′.
Lemma 19. Let a ≥ 1, z ∈ Zd and assume that K ′ is a2d-huge in Φ for every K ′ with
c(K ′) ∈ Q3a(az). Let Ψ,Ψ
′ be locally ha2d -maximal thinnings of Φ and let K ∈ Φ be such that
K ′′ ⊂ Q3a(az) for all K
′′ ∈ C(K). Then, K 6∈ Ψ∆Ψ′.
Proof. Assume that K ∈ Ψ. We need to show that K ∈ Ψ′. We proceed by induction on the
cardinality of C(K). The case #C(K) = 1 has already been treated in the discussion preceding
the lemma, so that we may assume #C(K) > 1. Now, let {K1, . . . ,Km} denote the grains to
which an edge is drawn from K in G′. In order to derive a contradiction, we assume that K 6∈ Ψ′.
By the hard-core property of Ψ, we have Ki 6∈ Ψ for every 1 ≤ i ≤ m. Hence, by induction
we conclude that also Ki 6∈ Ψ
′ for every 1 ≤ i ≤ m. In particular, Ψ′′ = (Ψ′ \ A) ∪ {K}, is
hard-core, where
A = {K ′ ∈ Φ \ {K1, . . . ,Km} : K
′ ∩K 6= ∅}
denotes the family of grains different from K1, . . . ,Km intersecting K. Since K is a
2d-huge in Φ,
we see that moving from Ψ′ to Ψ′′ leads to a net increase in ha2d-values, thereby contradicting
the assumption of local ha2d-maximality of Ψ
′. 
Now, a site z ∈ Zd is a-good if
(i) K is a2d-huge in Φ for every K ∈ Φ with c(K) ∈ Q3a(az), and
(ii) C(K) ⊂ Q3a(az) for every K ∈ Φ with c(K) ∈ Qa(az).
Then, as a→∞, a-good sites occur whp.
Lemma 20. The probability that any given site is a-good tends to 1 as a→∞.
Proof. By stationarity, we may assume that the given site is the origin. First, we note that if
there exists K ∈ Φ with c(K) ∈ Qa(az) and C(K) 6⊂ Q3a(az), then there exists a sequence of
k ≥ k0(a) = ⌊a/4⌋ grains K0 = K,K1, . . . ,Kk ∈ Φ such that
(i) |c(Ki)− c(Ki+1)| ≤ 2 for every 0 ≤ i ≤ k − 1,
(ii) λd(Ki) ≤ λd(Ki+1) for every 0 ≤ i ≤ k − 1.
By the multivariate Mecke formula, or the form of the factorial moment measures of a Poisson
particle process, the expected number of such sequences is bounded above by ad(2dκd)
k0(a)/k0(a)!,
which tends to 0 as a→∞. An application of Lemma 18 completes the proof. 
After having shown that a-good sites occur with high probability, we now prove that the
associated cubes can act as shields against disagreement percolation. To make this precise, for
Γ ⊂ Zd we put Γa = ∪z∈ΓQa(az).
Lemma 21. Let Γ ⊂ Zd be a finite set of a-good sites and K ∈ Φ be such that c(K) 6∈ Γa.
Assume that Γa separates c(K) from ∞ in the sense that there does not exist an unbounded
curve starting from c(K) and not intersecting Γa. Then, K 6∈ Ψ∆Ψ′ for any locally ha2d -
maximal thinnings Ψ,Ψ′ of Φ.
Proof. If K ∈ Ψ∆Ψ′, then Lemma 17 implies that there exists an infinite self-avoiding path π
in the contact graph G that starts from K, and has the property that K ′ ∈ Ψ∆Ψ′ for every
K ′ ∈ π. Next, by the choice of Γ, there exist z1 ∈ Γ and K1 ∈ π such that c(K1) ∈ Qa(az1).
But this gives a contradiction to Lemma 19, which necessitates that K1 6∈ Ψ∆Ψ
′. 
Proof of Theorem 6. The percolation process of a-good sites is 4-dependent. Moreover, by
Lemma 20, the probability that any given site is a-good tends to 1 as a → ∞. Hence, by the
dependent-percolation result [15, Theorem 0.0], it is possible to choose a ≥ 1 sufficiently large
such that with probability 1, for every K ∈ Φ there exists a finite set Γ of a-good sites such
that every unbounded continuous curve starting from c(K) intersects some site of Γa. Now, we
may apply Lemma 21 to conclude the proof. 
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Appendix A. Proof of Lemma 16
In this section, we sketch the most important ideas needed to prove Lemma 16. For details,
the reader is referred to [3], especially [3, Lemma 3.2]. In order to facilitate the transfer, we try
to stay as closely as possible to the notation used in [3].
First, it is useful to interpret the partial derivatives appearing in Lemma 16 in terms of
pivotal events by using a formula of Margulis-Russo type, see [13, Theorem 19.1]. Consider a
grain K0 whose center x = c(K0) is contained in Bn(o). This grain is 1-pivotal if an uncolored
path of overlapping grains from B1(o) to Bn(o) \Bn−1(o) exists if K0 is active, but such a path
does not exist if K0 is red. Similarly, an active and special dispensable grain K0 is 2-pivotal
if an uncolored path from B1(o) to Bn(o) \ Bn−1(o) exists if and only if K0 is not green. The
event that K0 is i-pivotal is denoted by En,i(K0) and we put Pn,i(K0, p, q) = P(En,i(K0)). The
relation between Lemma 16 and pivotal probabilities is expressed by the following formula of
Margulis-Russo type, see [3, Lemma 3.1] and [13, Theorem 19.1].
Lemma 22. Let n ≥ 1 and p, q ∈ (0, 1). Then,
∂θn(p, q)
∂p
= γ0
∫
Bn(o)
∫
K
Pn,1(x+K, p, q)Q(dK)dx,
and
∂θn(p, q)
∂q
= γ0
∫
Bn(o)
∫
K
Pn,2(x+K, p, q)Q(dK)dx.
Before proving Lemma 16, we establish an auxiliary result allowing us to assume that dimin-
ishments are suppressed in a fixed annulus around x. More precisely, let Aα,β(x) = Bβ(x)\Bα(x)
denote the annulus of outer radius β > 0 and inner radius α > 0 around x ∈ Rd. We let Rn,α,β(x)
denote the event that all active and special dispensable grains with center in Aα,β(x) are un-
colored. The proof of the following result is parallel to [3, Lemma 3.3], but for the convenience
of the reader, we provide some details. We recall that the support of the radius distribution is
given by [1,m], where m shall denote the constant introduced in (6).
Lemma 23. Let α > 8m and β > α + 8m. Then, there exists a continuous function γ1 :
(0, 1)2 → (0,∞) such that
P(En,1(x+K) ∩Rn,α,β(x)) ≥ γ1(p, q)Pn,1(x+K, p, q)
holds for all n > β+8m, p ∈ (0, 1), x ∈ Bα−6m(o)∪Bn(o)\Bβ+6m(o) and Q-almost all K ∈ K.
Proof. We first generate the Poisson Boolean model in Bn(o) and decide for all grains centered
outside Aα,β(x) whether they are red or active. Second, we decide which special dispensable
grains centered outside Aα,β(x) are green. Third, we decide for all grains with center in Aα,β(x)
that intersect more than three other grains or have radius larger than 1.05 whether they are red
or active, noting that such grains can never be special dispensable. LetW denote the remaining
grains with centers in Aα,β(x).
On the event En,1(x+K), there exists a coloring of these remaining grains for which x+K
is 1-pivotal. Using this information, we construct the remaining coloring on W . If x+K ∈W
was colored under the coloring provided by En,1(x+K), then its new color is red. Otherwise,
it is active, but not green. In particular, both the old and the new colorings have the same
uncolored grains, so that x + K remains 1-pivotal under the new coloring. Since the number
of grains in W is bounded above by some constant, we obtain the desired positive lower bound
γ1(p, q) for the probability of observing the coloring. 
In order to prove Lemma 16, we need four technical but elementary geometric auxiliary results
concerning the existence of configurations of balls exhibiting prescribed intersection patterns.
First, we show that grains can be perturbed a little bit without destroying a given intersection
pattern.
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Lemma 24. There exists δ1 = δ1(d,m) ∈ (0, 1) such that for every δ ∈ (0, δ1) the following
holds. Let V be a finite family of balls with radii contained in the interval [1,m]. Assume that
y1, y2 ∈ R
d and ρ1, ρ2 ∈ [1,m] are such that K1 = Bρ1(y1) and K2 = Bρ2(y2) do not intersect
any balls from V . Furthermore, suppose that y1 6∈ K2 and that K1 ∩K2 6= ∅. Finally, choose
y′2 ∈ [y1, y2] such that |y2 − y
′
2| = δ. If ρ
′ ∈ (δ2 + ρ2 − δ, 2δ
2 + ρ2 − δ) and y
′ ∈ Bδ2(y
′
2), then
Bρ1(y1) ∩Bρ′(y
′) 6= ∅ and Bρ′(y
′) does not intersect any ball in V .
The configuration in Lemma 24 is illustrated in Figure 3, left.
y1 y2y
′
2
Bρ′(y
′)
y
yy′ y′′
y
∂Br−ρ+0.01(o)
Figure 3. Configurations in Lemmas 24 and 25; blue balls are elements of V
Proof. First, we note that Bρ1(y1) ∩Bρ′(y
′) 6= ∅, since
|y1 − y
′| ≤ |y1 − y
′
2|+ |y
′
2 − y
′| ≤ ρ1 + ρ2 − δ + δ
2 ≤ ρ1 + ρ
′.
Now, let Bρ(y) be any member of the family V . We need to show that |y′2−y| > ρ2+ρ−δ+3δ
2
provided that δ < δ1, where δ1 is a suitable constant only depending on d andm. Put a = |y2−y|,
b = |y1 − y|, c = |y1 − y2|, and let
u =
〈y − y2, y1 − y2〉
ac
,
where 〈·, ·〉 denotes the standard scalar product in Rd. Then,
|y′2 − y|
2 = a2 + δ2 − 2aδu,
so that it suffices to show
a2 + δ2 − 2aδu > (ρ2 + ρ− δ + 3δ
2)2. (8)
Note that the left-hand side is increasing in a for a ≥ δu, so that it suffices to prove the claim
if a = ρ2 + ρ. Then, (8) is equivalent to
δ(1 − 3δ) >
2a
a+ ρ2 + ρ− δ + 3δ2
δ(u − δ/(2a)).
First, the right-hand side of this inequality is at most
2δu
2− δ/a
.
Additionally, since ρ1, ρ2 and ρ are contained in the interval [1,m], we see that u is bounded
above by some u1 < 1 that depends only on m and d. To conclude the proof, we choose
δ1(d,m) > 0 such that 1− 3δ >
2
2−δ/au1 whenever δ < δ1(d,m). 
Next, we prove an auxiliary result that will be useful for iteratively creating two families of
balls such that no ball from one family intersects a ball from the other set.
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Lemma 25. There exists r1 = r1(d,m) with the following property. Let V be a finite family of
balls with radii contained in the interval [1,m]. Assume that y ∈ Rd and ρ ∈ [1,m] are such that
r = |y| ≥ r1 and no ball from V has its center in Br−ρ+0.01(o). Furthermore, choose y
′ ∈ [o, y]
such that |y′− y| = ρ+1 and assume that Bρ(y) does not intersect any ball in V . Then, y
′ has
distance at least 1 + 0.001m−1 from any ball in V .
The statement of Lemma 25 is illustrated in Figure 3, right.
Proof. For simplicity, we assume that y lies on the first coordinate axis, i.e., that y = re1. Next,
by simultaneously moving y closer to the origin and decreasing ρ, we may reduce the general
case to the special one where ρ = 1. Now, let Bρ(y) be an arbitrary ball from V . Again, by
simultaneously moving y closer to y′ and decreasing ρ, we may assume that either ρ = 1 or that
|y| = r − 0.99.
We start by discussing the first case. If 〈y, e1〉 ≥ 〈y, e1〉, then |y − y
′| ≤ 2 + 0.001m−1 would
enforce that B1(y) and B1(y) have non-empty intersection. On the other hand, if 〈y, e1〉 ≤
〈y, e1〉, then the problem can be reduced to the case where |y| = r − 0.99, and this case will be
considered next.
By moving y on the sphere ∂Br−0.99(o), we may assume that |y − y| = ρ + 1. We want to
show that a = |y − y′| ≥ ρ+ 1+ 0.001m−1 holds for a suitable choice of r1. In order to achieve
this goal, we first choose y′′ ∈ [o, y] such that |y′′| = |y|. Then, we consider the triangle ∆y′′y′y
and write
α = arccos
〈y, y′′〉
|y||y′′|
,
so that
a2 = 1.012 + 4|y|2(sin α2 )
2 − 4|y|(sin α2 )1.01(sin
α
2 ) = 1.01
2 + 4|y|(sin α2 )
2(|y| − 1.01).
Moreover, by considering the triangle ∆yoy,
(ρ+ 1)2 = |y|2 + (|y|+ 0.99)2 − 2|y|(|y|+ 0.99)(1 − 2(sin α2 )
2)
= 0.992 + 4|y|(sin α2 )
2(|y|+ 0.99).
Hence,
a2 = 1.012 + σ(|y|)((ρ + 1)2 − 0.992) = 1.012 + σ(|y|)(ρ2 + 2ρ+ 0.0199).
where
σ(|y|) =
|y| − 1.01
|y|+ 0.99
.
In particular,
a2 − (ρ+ 1 + 0.001m−1)2 = (2.01 + 0.001m−1)(0.01 − 0.001m−1)
+ (σ(|y|)− 1)(ρ2 + 2ρ · (1 + 0.001m−1))
+ σ(|y|)(0.0199 − 0.002ρm−1).
Since the latter expression is strictly positive, we conclude the proof. 
Proving Lemma 16 is difficult since we need to produce two ‘arms’, i.e., two mutually non-
overlapping families of balls. As in [3, Lemma 3.2], the construction of these non-overlapping
grains is based on delicate elementary geometric arguments. For that purpose, we introduce a
geometric auxiliary construction that will be used in Lemmas 26 and 27. Let x ∈ Rd and V ,
T be finite and mutually non-overlapping subsets of spherical grains whose radii are contained
in the interval [1,m]. Now, let K = Bρy(y), L = Bρz(z) denote the balls of V and T whose
centers are closest to x and put r = |x− y|. We assume that there are no grains from T \ {L}
that are centered inside Br(x). In order to simplify the presentation, we assume that x = o and
y = re1 = (r, 0, . . . , 0).
The general goal of the following auxiliary results is to enlarge both V and T by one grain
such that i) the new grains are closer to the origin and ii) grains from V still do not overlap
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with grains from T . First, we consider the situation where |z| > r and there exists some grain
L0 = Bρz0 (z0) in T such that |z0| < r + ρz0 − 0.01.
Lemma 26. There exists δ2 > 0 such that for every δ ∈ (0, δ2) there exists r2(δ) > 0 with the
following properties. Let V , T and y be as above. Assume that |z| > r ≥ r2 and that there exists
some grain L0 = Bρz0 (z0) with |z0| < r+ ρz0 − 0.01. Moreover, choose y
′ ∈ [o, y] and z′ ∈ [o, z0]
such that |y′−y| = ρy+1 and |z
′−z0| = ρz0+1. Finally, put K
′ = B1+δ(y
′). Then K∩K ′ 6= ∅,
K ′ does not intersect any grain from T , and there exists z∗ ∈ B3δ(z
′) such that L∗ = B1+δ(z
∗)
has the following properties:
(i) K ′ ∩ L∗ = ∅,
(ii) L0 ∩ L
∗ 6= ∅,
(iii) L∗ does not intersect any grain from V .
The configuration in Lemma 26 is illustrated in Figure 4.
KK ′
L0
L∗
∂Br(o)
Figure 4. Configuration in Lemma 26
Proof. Without loss of generality, we may assume that z0 lies in the plane spanned by e1 and
e2. First, applying Lemma 25 to y = y and y = z0 gives that y
′ and z′ have distance at least
1+ 0.001m−1 to any grain from T and V , respectively. In particular, K ′ does not intersect any
grain from T . Moreover, if 4δ < 0.001m−1, then any L∗ of the form B1+δ(z
∗) with z∗ ∈ B3δ(z
′)
does not intersect any elements from V .
It remains to show that K ′∩L∗ = ∅ and L0∩L
∗ 6= ∅ hold for a suitable choice of z∗. Recalling
that y = re1 and writing v = (z0 − y)/|z0 − y| we obtain that
|z′ − y′| ≥ 〈z′ − y′, v〉 = 〈z0 − y, v〉+ 〈(ρy − ρz0)e1, v〉 + 〈z
′ − z0 + |z
′ − z0|e1, v〉
≥ ρy + ρz0 + 〈(ρy − ρz0)e1, v〉 − δ/2.
(9)
provided that r2 is sufficiently large. By moving z0 closer to o and shrinking Bρz0 (z0) in such a
way that z′ remains fixed, we may assume that either ρz0 = 1 or |z0| = |y|.
If ρz0 = 1, then,
ρy + ρz0 + 〈(ρy − ρz0)e1, v〉 = (ρy − 1)(〈e1, v〉 + 1) + 2 ≥ 2,
so that (9) implies that |z′ − y′| ≥ 2 − δ/2. Therefore there exists z∗ ∈ ∂B3δ(z
′) such that
|z∗ − z0| = ρz0 + 1 and |z
∗ − y′| > 2 + 2δ. In particular, L0 ∩ L
∗ 6= ∅ and K ′ ∩ L∗ = ∅.
Finally, assume that |z0| = r. Then (9) can be strengthened to give |z
′ − y′| ≥ |z0 − y| − δ/2
if r2 is sufficiently large. Now, we conclude as above. 
The second auxiliary result deals with the case, where |z| ∈ (r−0.01, r) or ρz ≤ 1.01. Without
loss of generality, we assume that z is contained in the two-dimensional plane generated by e1
and e2 and that the e2-coordinate of z is non-negative.
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Lemma 27. There exist δ3 > 0 and r3 > 0 such that if r > r3, then the following holds. Let
V , T , y, z be as above, define y∗ = y − (ρy + 1)2
−1/2(e1 + e2) and choose z
∗ ∈ [o, z] such that
|z∗−z| = ρz+1. Assume that L = Bρz(z) intersects some other grain from T and that any grain
L = Bρz(z) ∈ T \ {L} satisfies |z| > r + ρz − 0.01. Furthermore, assume that |z| ∈ (r − 0.01, r)
or that ρz ∈ (1, 1.01). Then, K
∗ ∩L∗ = ∅, K∗ does not intersect any grain from T and L∗ does
not intersect any grain from V , where K∗ = B1+δ3(y
∗) and L∗ = B1+δ3(z
∗).
The statement of Lemma 27 is illustrated in Figures 5a and 5b.
K
K∗
L
L∗
∂Br(o)
(a) |z| ∈ (r − 0.01, r)
K
K∗
L
L∗
∂Br(o)
(b) ρz ≤ 1.01
Figure 5. Configuration in Lemma 27
Proof. We only deal with the case |z| ∈ (r − 0.01, r), since the arguments for the case ρz ∈
(1, 1.01) are very similar. Write H+ and H− for the subsets of Rd consisting of points with pos-
itive and negative second coordinate, respectively. Then, for sufficiently small δ and sufficiently
large r3 the construction of y
∗ and z∗ implies that K∗ ⊂ H− and L∗ ⊂ H+. In particular,
K∗∩ (L∪L∗) = ∅. Moreover, again if δ3 is sufficiently small and r3 is sufficiently large, then the
distance from y∗ to ∂Br(o) is larger than 1.02. In particular, K
∗ does not intersect any grain
from T . It remains to show that L∗ does not intersect any grain from V . Let K = Bρy(y) ∈ V
be arbitrary. Then,
|y − z∗|2 = |z∗ − z|2 + |y − z|2 − 2〈z∗ − z, y − z〉.
Since |z∗ − z| ≥ 2 and |y − z| ≥ 1 + ρy, it remains to show that
(1 + δ + ρy)
2 ≤ 4 + (1 + ρy)
2 − 4(1 + ρy)
〈z∗ − z, y − z〉
|z∗ − z||y − z|
. (10)
Now,
4(1 + ρy)
〈z∗ − z, y − z〉
|z∗ − z||y − z|
≤ 0.1
provided that r3 is sufficiently large. Hence, a direct computation gives (10) for sufficiently
small δ. 
Using Lemmas 24–27, we now outline the proof of Lemma 16. In order to make it easier for
the reader to look up further details, we try to adhere closely to the structure of [3, Lemma
3.2].
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Proof of Lemma 16. By Lemma 22 it suffices to construct a continuous function δ : (0, 1)2 →
(0, 1) such that
Pn,2(x+K, p, q) ≥ δ(p, q)Pn,1(x+K, p, q)
holds for all n ≥ 1, p, q ∈ (0, 1), x ∈ Bn(o) and Q-almost all K ∈ K. We distinguish three cases
depending on the distance from x to the origin and to the boundary of Bn. In the following,
we let δ0 ∈ (0, 1) and r0 ≥ 1 denote a small and a large constant whose value is determined in
the course of the proof. Now, we fix x ∈ Bn(o) and K ∈ K. In the proof we will use the short
notation Cr = Br(x), En,1 = En,1(x+K), Rn,α,β = Rn,α,β(x) and Aα,β = Aα,β(x).
Case |x| ∈ (r0,n− r0). We build up the Poisson Boolean model iteratively. In the first step,
we create all grains whose centers are not contained in C0.5r0 , and we also determine which of
those grains are active. In particular, this information is sufficient to determine the special
dispensable grains whose center is not located in C0.6r0 . In the second step, we determine which
of those grains are green. The partially colored process of grains resulting from these two steps
is called Φ(1).
Now, consider two specific subsets of grains in T, V ⊂ Φ(1). The set T consists of those grains
in Φ(1) that are connected by an uncolored path of overlapping grains in Φ(1) to Bn(o)\Bn−1(o).
Similarly, V denotes the set of those grains in Φ(1) that are connected by an uncolored path
to B1(o). In the next step, we continue building up the Poisson Boolean model by adding
further grains with centers in C0.5r0 . More precisely, the grains are added in decreasing order
in the distances of the grain center to x. This construction is continued until an active grain
K = Bρy(y) is found that intersects some grain in V or some grain in T . Without loss of
generality, assume the former and add K to V . We put r = |x− y|.
Note that if En,1∩Rn,0.4r0,0.6r0 occurs, thenK exists and no grain of V intersects some grain of
T . The geometric construction presented in [3, Lemma 3.2] now proceeds by showing that with
a probability bounded away from 0 it is possible to extend the sets V and T radially towards
x in a way that K0 becomes 2-pivotal. We explain how the first steps of this construction
can be transferred to the setting of random radii. In fact, the first steps are the most difficult
part of the construction since all possible configurations of V and T have to be taken into
account accordingly. In contrast, after the first steps one has a fairly precise control on the
existing configuration, which makes it much easier to extend V and T radially towards x. More
precisely, we say that two balls K∗ and L∗ of radius in [1 + δ0,m] extend V and T if
(i) the centers of K∗ and L∗ are contained in Cr,
(ii) K∗ ∩ L∗ = ∅,
(iii) K∗ does not intersect any grain from T ,
(iv) L∗ does not intersect any grain from V ,
(v) K ∩K∗ 6= ∅,
(vi) L∗ intersects some grain from T .
In order to guarantee that extensions occur with positive probability, it is important to note
that if δ0 is sufficiently small, then Lemma 24 allows small fluctuations of the locations and
sizes of K∗ and L∗ without destroying their configurational properties.
On the event En,1 ∩ Rn,0.4r0,0.6r0 , we distinguish three different types of configurations for
V and T that will be denoted by E3, E4 and E5, respectively. First, let E3 be the event that
there exists some grain L′ = Bρz′ (z
′) in T with |z′| < r + ρz′ − 0.01. In this case, provided
that δ0 is sufficiently small and r0 is sufficiently large, Lemma 26 shows that V and T can be
extended by suitable grains K∗ and L∗. Second, let E4 denote the event that E3 does not
occur, but there exist z˜ ∈ Cr and ρ˜ ∈ [1.01,m] such that K˜ = Bρ˜(z˜) intersects some grain in
T , but no grain in V . By shrinking K˜ towards the boundary of Cr, we may assume that either
|z˜| ∈ (r − 0.01, r) and ρ˜ ≥ 1.01 or that |ρ˜| = 1.01. In both situations, Lemma 27 allows us to
extend V and T . Finally, if E3 and E4 do not occur, then we continue the radial generation
of the Poisson Boolean model, where we only generate active grains that intersect some grain
in T but no grain in V . This is done until the first such grain L = Bρz(z) is found, which is
then added to T . We let E5 denote the event that such a grain does exist. Since E4 does not
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occur, we conclude that ρz ≤ 1.01. Hence, again provided that δ0 is sufficiently small and r0 is
sufficiently large, Lemma 27 implies that also under E5 the families V and T can be extended.
To summarize, we have seen that conditioned on each of the events E3, E4 or E5 the prob-
ability of being able to extend each V and T by one further grain is strictly larger than 0. As
in [3, Lemma 3.2], a refinement of the geometric construction shows that by performing several
extension steps, V and T can be extended so that K0 is 2-pivotal with a probability that is
bounded below by a strictly positive function that is continuous in (p, q). Since Lemma 23 gives
a corresponding lower bound for the probability of En,1 ∩ Rn,0.4r0,0.6r0 , this concludes the first
case.
Case |x| ≤ r0. As before, we build up the Poisson Boolean model in different phases. First,
we add all grains with centers in Bn(o) \ C2r0 and determine which of these are active. In
particular, this determines the special dispensable grains in Bn(o) \C3r0 and we find out which
of them are green. In the second phase, continue to add grains in decreasing distance to x until
an active grain K that is connected to ∂Bn(o) is found. Let H denote the event that such a
grain is found which has the additional property that the distance of its center to x is between
1.9r0 and 2.1r0. Now, the event H occurs if En,1 ∩ Rn,1.5r0,3r0 occurs. As in the previous case,
a suitable geometric construction shows that conditioned on H, the event that K0 is 2-pivotal
has a probability that is bounded below by a positive continuous function in p. Note that, the
present case is substantially simpler since only one family (and not two families) of grains needs
to be extended.
Case |x| ≥ n− r0. This case is omitted, as it is similar to the previous one. 
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