A Class of Translation invariant Transforms
M. D. WAGH AND S. V. KANETKAR called translation invariant and are useful for pattern recognition. Examples of transforms of this kind are the cyclic autocorrelation of a sequence, the modulus of the DFT of a sequence (the square root of its power spectrum ) [ 11, and the power spectrum of the BIFORE transform of a sequence [ 2 ] . In this note, an infinite class of transforms is defined and its translation invariance is proved. Since this class is infinite, "best" transforms could conceivably be selected for different applications where emphasis may be on different properties such as speed, hardware realizability, memory requirements, etc.
A function f ( a , b ) in two variables is said to be symmetric if 
1) n-(r+l)
Absfruct-A class of translation invariant transforms containing the R-transform is defined, and it is shown that a particular member of this where class is superior to the R-transform for pattern recognition applications. 
A ( K ) =~n ( o ) .
Manuscript Proof: Let the length of a ( Z ) be 2". We proceed by the method of mathematical induction over the exponent n.
When n = 1, a(Z) has only two elements and the translation invariance of A ( K ) follows from the symmetry of f i and fz.
If the theorem is true in the case of sequences of length 2"-' , its truth in the case of sequences of length 2" can be established as follows. For a sequence of length 2",
From this, it can be seen that a cyclic shift in a(Z), i.e., a ( Z ) -+ a((Z + 1) mod 2"), is equivalent to a cyclic shift in y1 (Z) be-
From the definition, it follows that A ( K ) is the K mod 2"-'th sample of the transform of y 1 ( I ) . Therefore, A ( K ) is invariant under a cyclic shift in y 1 ( I ) , a sequence of length Zn-l , and is therefore invariant under cyclic shifts in a(Z).
It can be shown that this class of transforms is also invariant under inversion, as stated in the following theorem.
Theorem 2: A ( K ) is invariant under inversion in a(1).
Proof: If the length of a(Z) is 2 n , the inversion of a(Z) means a ( Z ) -+ a(2" -1 -I ) . In this case then, +f,(~2(2~ -1 -I ) , a(2"-' -I -1)) = fs(a (2"-' -1 -I ) , a(2n -1 -I ) ) from symmetry off,
But this is the inversion of y l ( I ) as this sequence has only
2n -1 elements. Thus, inversion in a(Z) corresponds to inversion in ~~( 1 ) .
The theorem can then be proved by arguments similar to that of Theorem 1.
Q.E.D. An important property of this class of translation invariant transforms is their recursive nature of calculations (see Fig. l ), similar to that of the FFT or fast Hadamard transformation. This simplifies both the software and hardware implementation. costly. This is so firstly because the adder circuits used are not only costlier, but also slower compared t o basic AND/OR gates. Further, it is known [ 51 that the different components of the R T exhibit different amplitude bounds even when the pattern component amplitude bounds are uniform. The ratio of the maximum to minimum amplitude bounds is as large as the length of the sequence. Generally, the transforms of all the possible patterns are stored, and the transform of the unknown pattern is compared with these stored transforms for its identification. The volume required for the transform storage is therefore an important consideration. If the transform storage is designed according to the individual component amplitude bounds, it occupies ( n + 2) . Zn-l bits for binary patterns of length 2" [ 6 ] . But in this case, the comparison of tce transform of an unknown pattern and a stored transform is complicated because of the nonuniform representation of the transform components (with different amplitude bounds) in the storage. If uniform representation is used in the transform storage, the volume is even larger, 2' " bits. Finally, the total number of distinct transforms is also an important factor because it determines the maximum number of patterns which can be distinguished from one another using that transform technique. For example, in the case of the RT, if the length of the binary sequence is 16 bits, even though there are 65 536 possible binary patterns, one can choose at the most 86 of these to form a valid pattern set (i.e., a set in which the patterns can be distinguished from one another on the basis of the RT) because there are only 86 distinct transforms.
The work reported in this note indicates that the arithmetical functions a + b and I a -b I which occur in the definition of the R T can be replaced by any other symmetric functions so that the transform has other desirable properties besides translation invariance. We investigate here the transform result- Further, the transform components have a uniform amplitude bound of 1 bit, resulting in a smaller transform volume and also simpler transform comparison circuits. The performances of the R T and MT are compared in Table   I for various sequence lengths N = 2". This table shows that even if the R T volume is based upon the individual component amplitude bounds, it is larger than the MT volume by a factor 1 + n / 2 . The transform computation time in the case of the RT is 21.5 times as much as that in the case of the MT. Although these times are highly dependent upon the machine used, it is obvious that the evaluation of the logical operations AND/OR will always be much faster than the arithmetical operations of addition or subtraction. The number of distinct transforms in the case of the MT (determined by computer search) is also nearly equal to that of the R T (from [ 31) when N = 4 and 8 and about double when N = 16.
The MT can also be extended to two-dimensional patterns, as has been done in case of the R T [ 31 , [ 7 J . It is thus clearly superior to the R T and can replace the R T in most binary pattern recognition work.
