ABSTRACT Unsupervised feature selection is designed to select an optimal feature subset without any label information from high-dimensional data, which is implemented by eliminating the irrelevant and redundant features and has been attracted widespread attention in recent years. Specifically, the obtained low-dimensional representation is interpretable that is useful to machine learning applications. In this paper, we propose a novel unsupervised feature selection algorithm, namely ordinal preserving self-representation (OPSR) for image classification and clustering. First, each feature in high-dimensional data is represented by the linear combination of other features. Then, the topology information is introduced into the objective function for utilizing the ordinal locality of high-dimensional data adequately. At last, an efficient iteratively update algorithm is designed to solve the proposed OPSR, and its convergence is proved in detail. Extensive experimental results on six benchmark databases demonstrate that the effectiveness of the OPSR and its superiority also is verified by comparing with some state-of-the-art feature selection algorithms.
I. INTRODUCTION
With the rapid development of biological science and information technology, data dimensionality involved in data mining, machine learning, computer vision and bioinformatics is growing explosively [1] . High-dimensional data can not only degenerate the performance of many algorithms because of the dimensionality curse and the existence of irrelevant, redundant and noisy features, but also significantly aggravate the time and memory burden [2] . Therefore, effectively handling the high-dimensional data and accurately selecting useful information have become a challenging issue. Dimensionality reduction is one of the most popular techniques to learn a low-dimensional compact representation by reducing the dimensions of high-dimensional data, which can be classified into two categories, feature extraction and feature selection [3] - [6] . Feature extraction constructs the new feature space with lower dimensionality by reducing the original feature space. However, it is difficult to analyze the new features due to the fact that the transformed features generated by feature extraction have no physical meanings. In contrast, feature selection extracts a subset of most relevant features from the original feature set, maintaining the readability and interpretability of features effectively [7] .
In the past decades, feature selection has drawn much attention [8] - [14] . According to the availability of label information, feature selection is divided into three categories, including supervised, semi-supervised and unsupervised. Supervised feature selection determines the discriminative features in terms of the correlations of features with label information, such as Fisher score (FS) [15] , Spectral feature selection (SPEC) [16] , robust feature selection via joint 2,1 -norms minimization (RFS) [17] and self-weighted supervised discriminative feature selection (SSD-FS) [18] . However, the supervised feature selection methods could not work well without sufficient labels, which are obtained expensively and time-consuming for many practical applications. Semi-supervised feature selection makes the best of both limited labeled data and unlabeled data to select relevant features [19] - [22] , such as semi-supervised local discriminant analysis (SELD) [19] and semi-supervised feature selection via rescaled linear regression (RLSR) [20] . Unsupervised feature selection relies on some criteria to select features that can accurately preserve the intrinsic structure of high-dimensional data without any label information. Recent study has demonstrated that preserving the local geometrical data structure is obviously more important than preserving global structure in unsupervised feature selection [23] - [26] . Yang et al. [23] selected the most discriminative features in batch mode with the manifold structure. Li et al. [24] utilized the discriminative information from spectral clustering and feature correlation simultaneously. Guo et al. [25] introduced the triplet-based loss function to enforce selected feature groups for preserving ordinal locality of original data. Luo et al. [26] characterized the local structure of each neighborhood by using adaptive reconstruction nonnegative weights graph. Chang et al. [27] proposed the convex sparse principal component analysis and applied it to feature learning task. Although most of traditional methods preserve the inherent structure by removing irrelevant or redundant features and keeping the better interpretation, they neglect the intrinsic relationship of features and are sensitive to noisy features.
In recent years, self-representation has been investigated for unsupervised feature selection and widely been developed in machine learning and computer vision applications [28] - [36] . The concept of self-representation is that each feature can be well approximated by a linear combination of other features which are relevant with each other. Hu et al. [28] suggested the unified framework by simultaneously exploiting feature-level self-representation, K-means method, low-rank subspace selection and rowsparsity. Li et al. [29] used the property of the data to construct self-representation coefficient matrix and discovered its sparse structure by sparse representation. Tang et al. [30] obtained the feature representation coefficient matrix by feature self-representation and preserved the local geometrical structure by learning the sample similarity graph automatically. Lei and Zhu [31] exploited the global manifold structure using low-rank constraint on self-representation coefficient matrix. Tang et al. [32] maintained both the global and local structures of data well owning to the unified unsupervised feature selection framework derived from feature self-representation and robust graph regularization. Seen from the aforementioned self-representation dimensionality reduction methods, the majority of them are robust to noisy data, and the local geometric structure of data is preserved very well. However, the ordinal locality of original data is not taken into account in them sufficiently.
In order to address the aforementioned issues, we present a novel unsupervised feature selection approach using the ordinal locality-preserving and the feature self-representation. Specifically, the main contributions of this paper are summarized as follows: 1) We introduce the topology information namely the ordinal locality into the self-representation model, which could well preserve the local geometrical structure and the ordinal locality information simultaneously.
2) We develop an efficient iterative optimization algorithm to optimize the objective function, and prove its convergence theoretically.
3) Compared with some well-known methods, extensive experimental results demonstrate the effectiveness and the superiority of the proposed OPSR approach on six benchmark databases.
The remaining of this paper is organized as follows. Section II describes the proposed unsupervised feature selection approach in detail and gives the corresponding objective function. Then, we design an iterative optimization algorithm to solve the objective function and prove its convergence in Section III. Section IV analyzes the experimental results adequately and the conclusions are given in Section V.
II. THE PROPOSED METHOD
In this section, we first define the used notations in this paper and then elaborate the proposed OPSR model in detail.
A. NOTATIONS
In this paper, the uppercase letters and the lowercase letters are used to represent matrices and vectors, respectively. Tr(X ), X T and X −1 stand for the trace of a matrix X , the transpose of X and the inverse of X , respectively. Given the data matrix X = [x 1 ; x 2 ; . . . ; 
B. THE OPSR MODEL
In recent popular methods [33] , the feature selection problem is regarded as a multi-output regression problem:
where f (Y − XW ) is the loss function, W ∈ R d×c indicates the feature weight matrix, φ(W ) defines the regularization term which is represented with W , and β denotes a positive constant. Generally, the response matrix Y is defined as the class labels for supervised feature selection. However, the class labels are difficult to obtain for some reasons, such as budget limitation or unavailable message. In contrast, unsupervised feature selection algorithms set the response matrix Y with pseudo-class labels acquired by some criteria, and the Y is calculated differently for different methods. Obviously, it is hard to generate the proper response matrix in many feature selection methods. VOLUME 6, 2018 Feature self-representation has been explored in unsupervised feature selection recently, which assumes that each feature can be well characterized by the linear combination with all the other features and the representation coefficient matrix is sparse that is considered as feature weights. Specifically, the data matrix X is applied to the response matrix, i.e., Y = X , which is more physical and explanatory. Therefore, the feature selection problem is formulated as:
where W denotes the self-representation coefficient matrix, the first term is used to calculate the feature reconstruction error and is robust to outliers, and the second term is the regularization on W which can guide to select the relevant feature subset. Thus, we can obtain the relevant features effectively by the model in (2) . However, the local geometric structure of data is neglected, which is especially important for dimensionality reduction. Although many researches have preserved the local geometric structure of data by improving their model, such as the SPNFSR suggested by Zhou et al. [34] , they yet ignored the ranking information in each sample's neighborhood that is crucial for feature selection. The literatures [25] and [37] illustrated that the ordinal locality plays a very important role in describing the local data structure, which reflected the ranking information of each sample's neighborhood as well as the neighborhood relationship between data samples simultaneously. Inspired by the above descriptions, we incorporate the ordinal locality into the self-representation model as shown in (2) .
Given an original sample x i , its corresponding selected feature group is represented by z i = W T x T i , then Z = W T X T . The sample x i with its neighbors x u and x v form a triplet (x i , x u , x v ), and their new selected features also comprise of a triplet (z i , z u , z v ). Suppose that dist(·, ·) is taken as a distance metric, the ordinal locality preserving loss function is optimized in (3) to acquire appropriate features for each data sample.
where i is an index set of the k nearest neighbors of x i . C i represents an antisymmetric matrix consisting of (u, v) th element that is computed by dist(
Particularly, the weight matrix S ∈ R N ×N is defined as:
Combining (3) and (4) together, (3) is formulated as:
For the sake of convenience, squared Euclidean distance is utilized to compute each pairwise distance.
Consequently, (5) is rewritten as:
Therefore, the regularization of the ordinal locality [18] is briefly formed as:
where
As a result, combining (2) and (7), we generate the overall objective function, which is defined as:
where the first term is the feature self-representation for describing the property that each sample can be well approximated by all other samples through the linear combination and it is robust to outliers. The second term is the regularization that adequately preserves the ordinal locality of original samples including the ranking information of each sample's neighborhood and neighborhood relationships between data samples. And the third term reflects the row-sparsity on the feature coefficient matrix W for selecting the appropriate feature subset. α > 0 and β > 0 are the two trade off parameters.
III. OPTIMATION AND CONVERGENCE ANALYSIS
Seen from (8) , the OPSR algorithm is non-smooth and we cannot obtain a closed-form solution because of the l 2,1 -norm. Therefore, an efficient iterative updating algorithm is developed to optimize our proposed OPSR model and its convergence is proved accordingly.
A. ITERATIVE UPDATING ALGORITHM
For a matrix U ∈ R n×d , there is U 2,1 = tr U T VU , where V represents a diagonal matrix and its diagonal elements is denoted as v ii = 1 (2 u i 2 ) [33] . Let R = X T LX , then the (8) can be rewritten as the following:
where P and Q signify two diagonal metrics and their corresponding diagonal elements are defined as:
Next, the Lagrange multiplier namely λ = [λ] ij is adopted to constrain W ≥ 0. Let
Then, the Lagrangian function is formulated as:
After taking the derivatives of (13) 
In order to ensure the non-negativity of W , we define R = R + − R − as well as the literature [39] , where
Consequently, bringing the decomposed positive and negative parts of (15) and (16) into (14), we can obtain the update rule with respect to W that is defined as:
Furthermore, p ii and q ii are redefined in the following because that the values of x i − x i W 2 and w i 2 may be zero.
where ε is a very small constant.
As mentioned above, we can solve the (9) by alternately updating W , P and Q. The whole optimization procedure of the proposed OPSR is summarized as follows:
B. CONVERGENCE ANALYSIS
Under the proposed updating rule in (17) , the value of the objective function in (9) monotonically decreases, which is seriously proved in this subsection. Meanwhile, the convergence of the iterative updating algorithm is analyzed in detail.
Theorem 1: For W ≥ 0, the value of the objective function in (9) is non-increasing and has a lower boundary under the updating rule in (17) .
Proof of Theorem 1: Firstly, an auxiliary function which is useful to the following lemmas is introduced and defined as:
Definition 1: ϕ u, u is an auxiliary function ρ (u) supposed that ϕ u, u ≥ ρ (u) and ϕ (u, u) = ρ (u) are satisfied.
Lemma 1:
If ϕ is an auxiliary function of ρ, then ρ is non-increasing with the following updating rule: (20) where t represents the t-th iteration.
Proof:
To prove the updating rule in (17) is absolutely as well as in (20) (21) is the auxiliary function of ρ ij , ρ ij is non-increasing with the update criterion in (17) . Replacing ϕ u, u (t) in (20) by the auxiliary function in (21) and setting it as zero, we can get the iterative updating rule of W as follows:
Subsequently, the proof of the convergence of Theorem 1 is given. For any non-zero vectors, h ∈ R d and w ∈ R d , we have the following inequality holds:
The proof in (27) is similar to that in literature [23] .
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Let P t and Q t be the t-th iteration, after fixing them, W t+1 is updated by solving the inequality:
Hence, we have
Note that,
x i − x i W 2 , the above inequality is rewritten as:
Then, we have the following inequality:
According to the property in (27) , for each i, we have 
Combining (31), (34) and (35), we can obtain:
The (36) implies that the objective function in (9) monotonically decreases in each iteration and has the lower boundary which makes it converge. Overall, Theorem 1 is proven.
C. COMPUTATIONAL COMPLEXITY ANALYSIS
The computational complexity analysis of the proposed OPSR is analyzed in this section. Obviously, the computation complexity of calculating the weighting matrix S among samples is O (d 2 n) . Besides, the cost of each iteration in Algorithm 1 is equal to O(min(n, d)dn). Therefore, the total computation complexity of our algorithm is equal to O(d 2 n+ t(min(n, d)dn)), where t is the number of iterations.
Algorithm 1 OPSR 1: Input:
The data matrix X ∈ R n×d , parameters α and β, and number of selected features m. 2: Initialize: Let t = 1, P 1 
IV. EXPERIMENTAL RESULTS AND ANALYSIS
To evaluate the effectiveness of the proposed OPSR, a series of experiments including classification and clustering are constructed particularly in this section. Meanwhile, to verify the superiority of OPSR, extensive experiments are carried out via comparing with some state-of-theart unsupervised feature selection algorithms (SPEC [16] , MCFS [12] , RUFS [40] , MFFS [41] , RSR [33] , L1-UFS [32] , UFSOL [25] , SCUFS [14] , NNSRD [42] and DSRMR [30] ) on six benchmark databases including Extended YaleB [43] , CMU PIE [44] , AR [45] , JAFFE [46] , ORL [47] and COIL20 [48] .
In our work, the classification rate (CR) as the metric is utilized to evaluate the performance of the proposed OPSR quantitatively, which is defined as:
where T is the number of test samples which are correctly classified and N is the total number of test samples.
A. DATABASES
The description of six benchmark databases are illustrated in Table 1 , and some image samples from the databases are displayed in Figure 1 . Subsequently, the details of these databases are summarized as following: (1) Extended YaleB database [43] is consisted of 2414 frontal cropped facial images from 38 subjects. Each subject has 64 images with the size of 32 × 32 pixels, which were obtained with small illumination changes in head pose and facial expression.
(2) CMU PIE database [44] is consisted of 41368 face images from 68 subjects, and the face images of each subject were captured with 13 different poses, 43 different illumination changes and 4 different expressions. A subset named C29 which contains 24 images of each subject with only illumination changes is selected for our experiments.
(3) AR database [45] is consisted of 4000 face images from 126 distinct subjects (70 male and 56 female). Each subject has 26 facial images which were acquired under the condition of several expressions, illumination changes and sun glasses and scarf occlusions.
(4) JAFFE database [46] is consisted of 213 facial images from 10 Japanese female models which were captured with 7 kinds of facial expressions (6 basic facial expressions and 1 neutral).
(5) ORL database [47] is consisted of 400 images from 40 distinct subjects which were taken under the condition of different times, varying illumination and several facial expressions.
(6) COIL20 database [48] is consisted of 1440 images from 20 objects, which were obtained by varying object angels at intervals of 5 degree.
B. CLASSIFICATION
In this subsection, Extended YaleB, CMU PIE and AR databases are utilized for the classification experiments. In particular, l image samples (l = 20, 12 and 7) are chosen randomly for each subject from each database for training and the reminding samples are applied to testing. The process of the sample selection is repeated with 10 times and the calculated average classification rates and standard deviations are illustrated in Table 2 . Besides, the running time of different algorithms are revealed in Table 2 .
Obviously, several observations can be found from Table 2 , which are summarized as follows: (1) We can see that the listed feature selection algorithms imply better classification performance since the feature selection procedure plays an important role in improving the classification rates by eliminating redundancy and noisy features significantly. (2) The performance of SPEC is superior to the Baseline algorithm but is inferior to the other algorithms, which results from selecting the features in one-by-one manner and ignoring the correlations among features. (3) In contrast, MCFS, RUFS, MFFS, RSR, L1-UFS, UFSOL, SCUFS, NNSRD and DSRMR have better performance by selecting features in a batch model and exploiting the correlations among features as much as possible. Specially, L1-UFS, SCUFS, NNSRD and DSRMR are superior to most of the compared algorithms which take advantage of the local structure of data. UFSOL also achieves better performance owning to preserve the ordinal locality structure of data sufficiently. Besides, RSR indicates that the self-representation ability of features during the procedure of selecting the most representative features. (4) The proposed OPSR outperforms the compared algorithms on the three databases by introducing the ordinal locality structure of data into the self-representation model that can preserve the local geometrical structure and the ordinal locality features effectively. (5) The running time of the proposed OPSR is less than L1-UFS, UFSOL, SCUFS and DSRMR on the three databases and less than RUFS on the AR and CMU PIE databases. This is because the iterative updating strategy is designed to optimize the proposed OPSR. Nevertheless, the computational performance is slightly inferior to other methods, such as SPEC, MCFS, MFFS, RSR and NNSRD.
To illustrate the impact of the number of selected features, Figure 2 provides the curves about classification rate of different compared algorithms with different numbers of selected features on three databases. From Figure 2 , we can clearly see that with the increasing number of the selected features, the classification rates gradually rise for all the listed algorithms. Whereafter, the trend towards relatively stable when the classification rates reach the peak at which all the algorithms achieve the best classification performance. For the AR and CMU PIE databases, the curves of OPSR are almost above the curves of all compared algorithms. For the Extended YaleB database, we can see that the classification rate of OPSR is slightly lower than DSRMR with continuing to increase the number of the selected features after achieving the best performance. Overall, the proposed OPSR is excellent compared to the other algorithms with the increasing number of selected features.
In order to analyze the influence of parameter values in the OPSR model, Figure 3 displays the classification rates of OPSR with various values of parameters α and β on three databases. Apparently, it can be seen that the performance of OPSR is not very sensitive to various values of parameters α and β from Figure 3 . Moreover, OPSR achieves the best performance when the values of α and β are neither too large nor too small. More specially, the classification rates increase gradually with the increasing values of α and β. However, the classification rates decrease dramatically with the increasing values of α and β continuously after achieving the best performance. The cause of this phenomenon is that relative small α and β values will weaken the role of second and third terms and make the first term play a dominant role in the objective function as shown in (8), which will neglect the ordinal locality of original samples and the sparsity of selected features. Likewise, relative large α and β values can reduce the impact of the first term, which will not retain the ability of feature self-representation well. Figure 4 shows the convergence curves of the proposed OPSR on the three databases, which intuitively indicate that the OPSR algorithm converges very fast (generally within 500 iterations) and demonstrates the effectiveness and efficiency of the proposed optimal algorithm.
C. CLUSTERING
In this subsection, ORL, JAFEE and COIL20 databases are employed for the clustering experiments to demonstrate the effectiveness and superiority of OPSR. To evaluate the performance from a quantitative point of view, two metrics namely clustering accuracy (ACC) and normalized mutual information (NMI) [49] are used for comparative analysis of compared algorithms with OPSR. The definition of ACC is formulated as following:
where n denotes the number of samples, ψ(a, b) is the indicator function that ψ(a, b) = 1 if a = b, and ψ(a, b)=0 otherwise. c i and l i stand for the clustering label and the corresponding groundtruth label of i-th sample, respectively.map(·) is the optimal mapping function that matches the obtained clustering label and the groundtruth well in terms of the Kuhn-Munkres algorithm. Clearly, the higher ACC means the better clustering performance. In addition, NMI is defined as:
where C and G denote the clustering label and the groundtruth of i-th input sample, respectively. I (C, G) is the mutual information between C and G. H (C) and H (G) are the entropies corresponding to C and G. Similarly, the higher NMI means the better clustering performance. For convenience, a simple algorithm namely k-means is made use of clustering the selected features for various feature selection algorithms. Due to the initialization plays an important role in the performance of k-means algorithms, 50 times with different random initializations are repeated during clustering experiments. The calculated average clustering results with standard deviations are used to evaluate the performance of the proposed OPSR quantitatively. Table 3 and Table 4 depict the ACC and NMI with standard deviations obtained by the optimal fixed parameters as well as the running time on three databases, respectively. Obviously, we can see that our OPSR performs better than all compared algorithms with relatively few of selected features.
The phenomenon sufficiently reveals the effectiveness and superiority of the proposed OPSR for clustering task. Meanwhile, we also can see that all feature selection algorithms are superior to the BaseLine, which indicates that the procedure of feature selection plays an important role in clustering. Besides, the computational performance of the proposed OPSR is consistent with the classification experiments described in Section IV.B.
Furthermore, the change curves of ACC and NMI with the number of selected features on three databases are shown in Figure 5 and Figure 6 , respectively. In the same way, it can be seen that the curves of OPSR is higher than compared algorithms in most cases with the increasing number of selected features. The observations illustrate that our OPSR is highly competitive with the state-of-the-art compared algorithms.
To discuss the sensitivity of parameters α and β in our OPSR for clustering task, Figure 7 and Figure 8 display the ACC and NMI changes with varying values of parameters α and β on three databases, respectively. Evidently, seen from these figures, the proposed OPSR is not sensitive to the parameters and achieves the best performance with moderate parameter values on three databases. VOLUME 6, 2018 At last, the convergence curves of the proposed OPSR with approximately 500 iterations on ORL, JAFFE and COIL20 databases are shown in Figure 9 . Visibly, the value of the objective function declines for each iteration and converges very fast on the three databases.
V. CONCLUSIONS
This paper suggests a novel Ordinal Locality-preserving and Feature Self-representation algorithm for unsupervised feature selection. In detail, the ordinal locality is brought into the self-representation model, which can maintain the local geometrical structure and the ordinal locality of original data simultaneously. In addition, an efficient iterative optimization algorithm is designed to solve the objective function. Finally, extensive classification and clustering experiments indicate that the performance of the proposed OPSR outperforms some well-known algorithms in terms of classification rate, ACC and NMI metrics.
In the future, our work will focus on incorporating other regularized constraints for the structure preserving and developing our algorithm with semi-supervised learning method that can utilize the labeled samples adequately for improving classification rates. In addition, we try to apply the proposed OPSR to other fields, such as the scene classification. 
