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Re´sume´ – Dans cet article, nous proposons une nouvelle fac¸on de mettre en oeuvre l’e´galiseur autodidacte a` retour de de´cisions a` configuration
variable initialement de´veloppe´ dans [1] au moyen d’un algorithme ite´ratif. Nous montrons que nous nous affranchissons alors du temps de
convergence inhe´rente a` toute me´thode ite´rative tout en conservant les meˆmes performances assymptotiques. Par contre cette ame´lioration
ne´cessite un couˆt de calcul nettement supe´rieur a` celui des proce´dures ite´ratives, couˆt que nous e´valuons pour les deux me´thodes.
Abstract – In this article, we propose a new algorithm for the blind adaptive Decision-Feedback Equalizer with self optimized configuration.
This equalizer was first introduced in [1], we now show that with our new algorithm we do not have any convergence time and reach the same
assymptotical performances than before. This is achieved by an important increase of computational cost which is evaluated for both methods.
1 Introduction
Du fait de leur nombreux avantages, les e´galiseurs a` retour
de de´cision (ERD) sont couramment utilise´s afin d’e´liminer
dans les signaux de communication la distorsion induite par
les canaux de propagation. En effet meˆme lorsque le canal est
se´ve`re et fortement bruite´, il est possible apre`s convergence de
l’e´galiseur d’atteindre des performances tre`s acceptables : i.e.
une faible erreur quadratique moyenne en sortie de l’e´galiseur
et cela pour un couˆt de calcul beaucoup plus faible que d’autre
techniques performantes tel que par exemple le maximum de
vraisemblance. Le canal de propagation e´tant inconnu, l’ERD
doit eˆtre imple´mente´ de manie`re adaptative. Dans un ERD clas-
sique, l’adaptation se fait par l’interme´diaire d’une se´quence
d’apprentissage, ce qui diminue e´videment le de´bit utile de la
transmission. C’est pourquoi dans [1] les auteurs ont propose´
un ERD ne ne´cessitant aucune se´quence d’apprentissage. Cet
e´galiseur aveugle comporte deux modes de fonctionnement :
dans le mode initial, l’e´galiseur est constitue´ de la cascade d’un
filtre blanchissant purement re´cursif
 
, d’un filtre transverse

et d’un correcteur de phase  . L’originalite´ du disposit-
sif est lie´ au fait que chaque e´tage est adapte´ selon un crite`re
spe´cifique, ce qui confe`re a` la fois robustesse et rapidite´ de con-
vergence. Lorsque le processus d’e´galisation est suffisamment
avance´, ce qui peut eˆtre appre´cie´ a` l’examen de l’erreur quadra-
tique moyenne estime´e, la structure et les crite`res d’adaptation
de l’e´galiseur sont modifie´s de telle sorte que le dispositif se
transforme en un e´galiseur a` retour de de´cisions (ERD) con-
ventionnel. Le caracte`re re´versible de cette modification ap-
porte au nouvel e´galiseur un avantage substantiel au sens ou`
chaque fois qu’il le peut, il tire profit de ses propres de´cisions
sans risque de divergence, contrairement aux ERD convention-
nels.
Dans cet article, nous nous proposons de de´crire ce dispositif
et de de´tailler l’algorithme ite´ratif initialement de´veloppe´ pour
sa mise en oeuvre. Nous verrons ensuite comment s’affranchir
de la pe´riode de convergence inhe´rente a` tout algorithme ite´ratif
et e´valuerons le couˆt de calcul supple´mentaire d’une telle ame´lio-
ration. Enfin des comparaisons entre ces deux proce´dures sont
pre´sente´es.




	 une se´quence i.i.d. de donne´es discre`tes de moyenne
nulle et de variance unite´ et 	ﬀ ﬁ	ﬂ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la fonction
de transfert du canal de propagation. Le signal observe´ est cor-
rompu par un bruit blanc gaussien additif  
	 de variance !#"$ .











Nous rappelons que l’e´galiseur line´aire MMSE (solution de


















Habituellement cet e´galiseur line´aire est imple´mente´ par un
filtre transverse (FIR) afin d’e´viter tous risques d’instabilite´.
Cependant, une imple´mentation par un filtre re´cursif (IIR) com-
porte un certain nombre d’avantages [1]:
1. Elle ne´cessite en ge´ne´ral moins de coefficients que la
mise en oeuvre par filtre transverse.
2. L’ordre optimal pour le filtre a` retour de de´cision est : .
3. Enfin, elle permet d’e´voluer simplement d’un sche´ma
d’e´galisation line´aire vers un sche´ma non line´aire du type
retour de de´cisions.
En effet, le de´nominateur de
-
	 n’est autre que la densite´
spectrale de puissance (d.s.p.)     	 du signal observe´ % 
	 .
Donc si : repre´sente le nombre de ze´ros de la fonction de
transfert du canal   	 alors
 
  	 posse`dent 9: racines, :
d’entre elles e´tant a` l’inte´rieures du cercle unite´ et les : autres
e´tant a` l’exte´rieur. De`s lors la d.s.p.
  
	 peut se factoriser
ainsi :
  
	    	 / ﬂ2434 / 	 avec    	 un polynoˆme a`
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La fonction de transfert de l’e´galiseur
-















On peut alors imple´menter le filtre

 comme un filtre re´cursif
stable. De plus ce filtre n’est autre que le filtre blanchissant
les observations puisque la densite´ spectrale de puissance de sa
sortie est e´gale a`  . Donc l’e´galiseur line´aire optimal (en terme
EQM) peut eˆtre imple´mente´ comme de´crit par la figure 1, ou`





























FIG. 1: Structure de l’e´galiseur : mode initial
En comparant l’e´galiseur line´aire optimal avec l’ERD con-
ventionnel (figure 2), on constate que l’on peut passer facile-
ment de l’un a` l’autre par un simple changement de structure :
inversion de l’ordre des filtres    	 et    	 .
Dans un contexte aveugle, il reste a` trouver des crite`res per-
mettant d’aboutir a` une solution proche de celle du MMSE.
>
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FIG. 2: Structure de l’e´galiseur : mode final
2.2 Mise en oeuvre - Algorithme ite´ratif
La solution retenue dans [1] consiste a` mettre en place un algo-
















	h . L’algorithme ite´ratif perme-
ttant d’aboutir a` la solution de´sire´e se traduit alors ainsi : a`


















































Pour de´terminer le filtre











, il existe plusieurs algorithmes aveugles de de´convolution. Le
crite`re de Godard [2] dans un contexte non bruite´ permet d’obtenir
un e´galiseur  	 de type Zero-forcing. Lorsque le bruit n’est
pas trop fort, le filtre  	 re´sultant de la minimisation du
crite`re de Godard est proche de la solution MMSE recherche´e.
L’algorithme ite´ratif permettant de minimiser le crite`re de Go-


















































h et l u un pas positif correcte-
ment choisi.
Etant donne´e qu’en sortie du CMA, on obtient une estime´e
des symboles a` un retard pre`s et une constante complexe pre`s,
il est necessaire de mettre en place une proce´dure de correction













ou`   &
	 correspond au  ie`me symbole de´cide´. L’algorithme
ite´ratif permettant de minimiser (2) peut eˆtre trouve´ dans [4].
Une fois que les filtres    	 et  	 sont proches de leur
valeur finale (i.e. lorsque l’erreur quadratique estime´e est infe´-
rieure a` un seuil), le changement de structure se produit. Les
filtres  	 ,  	 et z sont alors adapte´s de telle sorte a` min-
imiser le crite`re (2). En reprenant les notations de la figure 2,




















































































































est un pas positif correctement choisi,  un parame`tre
positif et z]n 	 n . Les principaux inte´reˆts d’un tel algo-
rithme sont tout d’abord son faible couˆt de calcul, sa re´activite´
(d’autant plus primordiale que le canal change vite). Son in-
conve´nient majeur re´side en son temps de convergence (meˆme
s’il est aussi rapide que l’algorithme classique du CMA ite´ratif).
Afin d’eˆtre compatible avec une utilisation dans des syste`mes
de communication par bloc, une proce´dure dite par ’burst’. Elle
permet de re´duire le temps de convergence. Elle part du constat
suivant : a` la fin d’un bloc, les parame`tres \ , q et z sont plus
proches de leur valeur optimale qu’au de´but du bloc. L’ide´e
consiste donc a` ite´rer la proce´dure sur un meˆme bloc mais en
initialisant l’algorithme avec les valeurs obtenues en fin de bloc
lors de la pre´ce´dente ite´ration. De cette manie`re, il est possi-
ble de re´duire conside´rablement le temps de convergence de
l’algorithme moyennant une perte de re´activite´ : le canal de
propagation est suppose´ stationnaire sur la dure´e du bloc.
2.3 Evaluation du couˆt de calcul
Pour e´valuer le couˆt de calcul, nous comptons le nombre d’ope´ra-
tions (additions ou multiplications) re´alise´es au cours de l’algo-












nombre de symboles dans le bloc. Si maintenant on re´alise
l’algorithme ite´ratif ’burst’ sur des blocs de taille o et en ef-
fectuant M ite´rations par bloc, nous obtenons de l’ordre de
dndn
o
ope´rations ne´cessaires. Lors des simulations du chapitre
4, nous avons fixe´

 , en effet dans le contexte simule´,




Une autre possibilite´ pour re´duire le temps de convergence,
consiste a` mettre cet algortime sous forme de traitement bloc.
Tout comme pour la technique ’burst’, on suppose le canal sta-
tionnaire sur la dure´e du bloc. Par contre, comme on utilise
l’ensemble des donne´es du bloc pour aboutir a` la solution, la
notion de “dure´e de convergence” n’existe plus : on obtient les
meˆmes performances que l’on soit en de´but ou en fin de bloc.
Le principe d’un algorithme du gradient a` pas optimal est le
suivant: on veut optimiser une certaine fonction de couˆt
[
	
suivant la varible  en utilisant toutes les donne´es du bloc.















































































5. Ite´rer les points 2,3 et 4 jusque convergence de l’algo-







3.1 Application a` l’algorithme pre´ce´dent
Pour de´terminer le filtre  	 , on minimise graˆce a` un algo-
rithme du gradient a` pas optimal la fonction
[





































































c . Une fois ces parame`tres de´termine´s,
nous changeons de structure et passons a` une structure d’ERD














c par un algorithme du gradi-
ent initialise´ avec les valeurs calcule´es a` l’e´tape pre´ce´dente.
Si l’EQM en sortie de l’ERD est meilleure que celle en sortie
de l’e´galisation line´aire, alors on conserve les symboles de´cide´s
en sortie de l’ERD, sinon ce sont ceux en sortie de l’e´galiseur
line´aire qui sont conserve´s.
3.2 Evaluation du couˆt de calcul
Nous avons la` encore compte´ le nombre d’ope´rations re´alise´es
par ce nouvel algorithme. Pour un bloc de taille o , o ﬂ    et
o
u  2! , #"ﬀndnynﬁ$ ope´rations sont ne´cessaires. Soit de l’ordre
de 45 fois plus que l’algorithme ite´ratif ’burst’.
4 Simulations
Nous conside´rons un e´metteur utilisant une modulation MDP4.
Le mode`le de propagation conside´re´ est le suivant. Le facteur
d’exce`s de bande du filtre d’e´mission est fixe´ a` 0.2, le canal de
propagation re´sulte de la superposition de 3 trajets. Le retard
du premier trajet est arbitrairement fixe´ a` ze´ros tandis que les
deux autres sont tire´s ale´atoirement entre _ n&% '$ c suivant une
loi uniforme avec 283ﬃ$ le rythme d’e´mission. Le module de
l’atte´nuation du premier trajet est fixe´ a` un, les autres sont tire´s
ale´atoirement entre _ n&% 2 c suivant une loi uniforme. L’argument
de l’atte´nuation est tire´ ale´atoirement entre _ n(%ﬃ) c suivant une
loi uniforme. Enfin le filtre est normalise´. L’observation est
acquise au moyen d’une seule antenne. Le bruit est suppose´
complexe, blanc et gaussien. Le rapport signal a` bruit est fixe´ a`
15dB.
Le filtre  	 posse`de o ﬂ  : + 2 coefficients avec :
le nombre de coefficients du canal. Le filtre  en posse`de
o
u  2! . Les re´sultats ont e´te´ obtenus en moyennant dndnyn
re´alisations ou` pour chaque re´alisation le canal et les symboles
ont e´te´ tire´s ale´atoirement. Le crite`re de performance retenu est









(EQEM) sur le nombre de re´alisations. De cette manie`re, on
peut appre´cier l’e´volution de la qualite´ de l’e´galisation en fonc-
tion du temps.
La figure 3 compare les vitesses de convergence entre l’algo-
rithme ite´ratif classique et l’algorithme ite´ratif ’burst’. On con-
side´re des blocs de o  2bndnyn symboles. La courbe en trait
plein repre´sente l’EQEM obtenue avec l’algorithme ite´ratif clas-
sique tandis que celle en pointille´s repre´sente l’EQEM obtenue
avec la technique ’burst’. A la vue des re´sultats de cette simu-
lation, nous comparerons dans la suite des simulations l’algo-
rithme bloc avec uniquement l’algorithme ite´ratif ’burst’.
La figure 4 compare l’EQEM obtenue avec la technique ite´ra-
tive ’burst’ avec celle obtenue par l’algorithme bloc. La taille
du bloc conside´re´e est e´gale a`
o
 2ndnyn symboles. Une fois
que l’algorithme ite´ratif a converge´, on constate qu’avec un
rapport signal a` bruit de 15dB, on obtient des performances
comparables avec les deux me´thodes. Par contre, avec l’algo-
rithme bloc, seuls les o ﬂ premiers symboles du bloc sont mal














Bloc de taille : 1000
Iteratif
Iteratif−burst
FIG. 3: Vitesse de convergence des algorithmes ite´ratifs
estime´s.














Bloc de taille : 1000
ERD−bloc
Iteratif−burst
FIG. 4: Erreur quadratique estime´e moyenne´e - o 2ndnyn
Il est possible de re´duire la taille des blocs, la figure 5, est





performances obtenues en fin de bloc avec l’algorithme ite´ratif
sont comparables avec celle obtenues avec l’algorithme bloc.
Mais, encore une fois, avant d’obtenir ces performances, il faut
attendre environ les trois quart de la dure´e du bloc alors qu’avec
l’algorithme blocs seuls les o ﬂ premiers symboles sont mal
estime´s.














Bloc de taille : 500
ERD−bloc
Iteratif−burst
FIG. 5: Erreur quadratique estime´e moyenne´e - o    ndn
Enfin la figure 6 est obtenue avec des blocs de taille o 
dndn . Cette taille peut eˆtre conside´re´e comme la taille critique
ne´cessaire au bon fonctionnement des algorithmes.
Sur des blocs de tre`s petite taille, l’algorithme bloc est nette-
ment meilleur que l’agorithme ite´ratif ’burst’.
La figure 7 illustre un autre avantage de l’algorithme bloc
sur son homologue ite´ratif, sa robustesse face au bruit.













Bloc de taille : 200
ERD−bloc
Iteratif−burst
FIG. 6: Erreur quadratique estime´e moyenne´e - o  fndn















Bloc de taille : 1000
ERD−bloc
Iteratif−burst
FIG. 7: Influence du Bruit -
o
 2bnyndn , SNR  " dB
5 Conclusion
La mise en oeuvre de l’e´galiseur autodidacte a` retour de de´cision
a` configuration variable au moyen d’un algorithme traitant les
donne´es par bloc permet de s’affranchir de la pe´riode de con-
vergence des algorithmes ite´ratifs tout en garantissant la meˆme
performance assymptotique. Elle permet aussi de traiter des
donne´es sur des blocs tre`s courts (200 symboles). Enfin l’algo-
rithme bloc est plus robuste au bruit que son homologue ite´ratif.
Le prix de ces ame´liorations est un surcouˆt en terme de temps
de calcul (d’un facteur 45). Surcouˆt qui peut eˆtre prohibitif
suivant l’application conside´re´e.
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