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   We have studied theoretically the Kondo effect in the quantum dot(QD) within the whole 
range of temperature by using the equation-of-motion(EOM) technique based on the non-
equilibrium Green function formalism. We have taken the finiteness of Coulomb correlation 
and the non-equilibrium effect into account by calculating the correlation terms emerged 
from the decoupling approximation using  EOM method for the lesser Green function. We 
showed that the result is in good qualitative agreement with the results of NCA, NRG and 
NRPT, etc. , even using EOM method which is being recognized as a ‘conventional’ method . 
 The results are the generalization into the pseudo-equilibrium state of the Refs. 32,33 and 
can be used to describe a non-equilibrium state  under the bias voltage which is not so large.  
 
I. Introduction 
   The Kondo effect
1,2 
in electronic transport through QD strongly coupled to metallic leads 
was predicted theoretically
3,4
 and also observed experimentally
5-11
. The Kondo effect is a 
typical instance to demonstrate an importance of the many-body effect. 
    The main features of the Kondo effect in QD are the appearances of the Kondo peak in the 
density of state (DOS) at the Fermi level and the zero-bias maximum of the differential 
conductance. Exchange coupling of the electron located on the dot with conduction electrons 
of the leads gives rise to screening of the dot spin, which consequently leads to the Kondo 
resonance at sufficiently low temperatures.  
   Several theoretical techniques have been developed to study this intriguing phenomenon, 
including a Green function technique based on the EOM or diagrammatic methods, slave-
boson mean field theory, scaling approach, numerical renormalization group 
techniques(NRG) and real time renormalization group techniques(RTRG), etc.
12-28
 
    One of the techniques used in the non-equilibrium situations is the non-equilibrium Green 
function(NGF) techniques.
15,21,22,25,26
 To calculate DOS and electric current one needs both 
retarded and lesser Green functions. The former one is usually calculated by the EOM 
method in the framework of some decoupling approximation schemes. The most commonly 
used approximation is the one worked out by Meir et al
15
. This approximation describes the 
situation rather well for temperatures close to the Kondo temperature KT  as well as above 
KT  . However, it is not correct for much smaller temperatures  KTT   . In this regime, the 
approximation developed by Lacroix
29
 is more appropriate. 
   Most of literatures(e.g., Refs. 21,25,26,28,31,etc) based on the EOM method used the 
decoupling approximation of Meir et al
15
 , and so they haven’t considered the very low 
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temperature region  KTT  .  On the other hand, the Kondo effect in the whole range of 
temperature including  KT  was studied in Refs. 32,33 by using the approach developed by 
Lacroix
29
. However, they
32,33
 calculated the correlation functions using the fluctuation-
dissipation theorem, which is valid only for the equilibrium state. 
   In the case of non-equilibrium problem, the EOM method is not so commonly used because 
of some difficulties with calculating the lesser Green function was derived on the basis of 
some heuristic assumptions. Most of references (e.g., Refs. 21,25,26,28,31, etc) have adopted 
the Ng ansatz
30
 to calculate the self-energy, whereas in Ref. 31 both the lesser and retarded 
Green functions were calculated consistently within the same approximation scheme not 
using the Ng ansatz. However, such approximations for the lesser Green function do not 
conserve charge current in asymmetrical systems. 
   In this paper, we are going to investigate theoretically the Kondo effect in QD’s with finite 
Coulomb correlation U in the whole range of temperature including the Kondo temperature 
KT  by using the EOM method based on NGF technique. Our goal is to show how to  obtain 
the DOS and the conductance which agree well with the results of NCA,NRG and NRPT 
under the bias voltage that is not so large, by using the EOM technique. 
   The paper is organized as follows. In Sec. II we describe the model and establish the 
theoretical formalism so that DOS and the electric current in the non-equilibrium state cam be 
calculated in the whole range of temperature by applying the EOM method and the 
decoupling approximations to the Green function. The numerical results for DOS and the 
differential conductance are presented and discussed in Sec. III. Finally, the summary and the 
general conclusions are in Sec. IV. 
 
II. Theoretical Formalism 
 
   We consider a single-level QD coupled to metallic leads by tunneling barriers. The whole 
system can be described by the following model Hamiltonian
31
: 
 res D TH H H H    (1) 
    The term resH  in Eq. (1) describes  the left ( )L   and right ( )R   leads: 
 
†
res k k k
k
H c c  

  (2) 
Where k  is the single-electron energy in the /L R  lead for the wave vector k  and electro
n spin   , whereas †kc   and kc   denote the corresponding creation and annihilation operators. 
   The term  DH  in Eq. (1) describes QD and takes the form of  
 † † †DH d d Ud d d d  


   
   (3) 
,where   denotes the energy of the discrete dot level of  an electron with spin   ,  d
  and  
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d  are the corresponding creation and annihilation operators ,and  U  denotes Coulomb correl
ation parameter.  
   The last term 
TH  in Eq. (1) describes the tunneling between QD and leads, and is of the 
form  
 † . .T k k
k
H T c d H C  

   (4) 
, where  kT   are the components of the tunneling matrix and describe the coupling between Q
D and   -lead. 
   The general expression for the electric current  I  flowing from the left to the right 
electrode was derived by Jauho et al
25,26
, who showed that in a stationary state the current  I  
is given by the formula. 
      
              EEEEfEEf
EEETr
dEie
I
arR
R
L
L
RL
GGΓΓ
GΓΓ

  22                    (5) 
where ( )EG ( , , )r a    are the Fourier transforms  †( ) ; EG E d d
 
      of the non-equilibrium 
retarded, advanced and lesser Green functions of QD, ( )f E  is the Fermi distribution function 
in the  -lead, and ( )EΓ  describes a contribution to the half-width of the dot level due to 
width of the dot level due to the tunneling through the  -barrier .      ,,arE G  and 
 EΓ  are 22  matrices in spin space, but if leads are nonmagnetic and we don’t take the sp
in-flip process into account,  EΓ  would be  diagonalized  and so take the form  of 
  
k
kkk ETTEE 



 
*2)()(Γ                                 (6) 
Generally, )(E  are functions with the energy dependence , but we can suppose that they 
are constant in the conduction band
23,24,26
. Then, if min and  

max  are the minimum edge 
energy and the maximum edge energy of the conduction band for spin   respectively, we 
take the following relation  






),( 0
)(
)(
maxmin
maxmin
EE
E
E



                                           (7) 
In order to calculate the current Eq. (5), Green functions )()( EG ar  and )(EG

  must be 
calculated.  
III. EOM Method 
The equation of motion for the dot causal Green function EddEG 

 ;)(  is as 
follows. 
    


k
EkkEE dcTdndUddE ;;1;
*            (8) 
  


k
dkk EKTEUGEGE )()(1)( ,
*)2(  
, where EdndEG 

 ;)(
)2(  is the QD second Green function and  
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  Ekdk dcEK 

 ;,  is the electrode-QD Green function. The retarded (advanced) 
Green function  )()( EG ar  can be obtained as )0()(
)(  iEGEG ar   from the above causal 
Green function )(EG . 
The equation of motion for the electrode-QD Green function   Ekdk dcEK 

 ;,  is 
given as following. 
  EkEkk ddTdcE    ;;                               (9) 
, ( ) ( ) ( )k d k kK E g E T G E      
The analytic continuation of the Eq. (9) is used to give the equation of motion for the lesser 
Green function of the electrode-QD   Ekdk dcEK 

 ;,  
, ( ) [ ]
r a
k d k k kK E T g G g G      
                              (10) 
,where (2) †( ) ;r rEG E d n d       is the second-order 
1( ) ( 0 )rk kg E E i 
     and 
)()(2)(   kk EEifEg 
  denote the retarded and lesser Green function of the non-
coupled electrode when there is no Coulomb interaction respectively. 
Substituting Eq. (9) into Eq. (8) leads to the equation of motion  for the QD retarded Green 
function ( ) ;r rEG E d d  
    
)(1)()]([ )2(0 EUGEGEE
rrr
                       (11) 
,where r0  is the self-energy in the absence of Coulomb interaction and describes a coupling 
to  electrodes, and is defined as 
 

 



k k
k
k
r
kk
r
iE
T
EgTE
0
||
)(||)(
2
2
0               (12) 
On the other hand, the equation of motion for the second-order QD Green function 
EdndEG 

 ;)(
)2(  can be written as  
 






k
EkkEkkEkk
E
dddcTdddcTdncT
ndndUE
;;;
;)(
**
 
(13) 
    


k
C
dkk
B
dkk
A
dkk EKTEKTEKTnEGUE )()()()(
)2(
,
*)2(
,
)2(
,
*)2(  
Applying the EOM method to )2(G , second-order electrode-QD Green functions come out 
and the equation of motion for the second-order QD lesser Green function )2(G  contains these 
new second-order electrode-QD Green functions. These second-order Green functions are 
defined as follows. 
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Ek
A
dk dncEK 

 ;)(
)2(
,  
(2)
, ( ) ;
B
k d k EK E c d d d     
                                               (14) 
Ek
C
dk dddcEK 

 ;)(
)2(
,  
Applying the EOM method to the second electrode-QD Green functions yields the 
following equations.  
 
  






q
EqkqEqkqEk
Ekk
ddccTdcdcTdndT
dncE
;;;
;
*         (15) 
 
* * *
;
; ; ;
k k E k
k E q k k E q k q E
q
E U c d d d c d
T d n d T c c d d T c d c d
        
             

     
    
         
         
      (16) 
 
*
; ;
; ; ;
k k E k k E
k E q k q E q k q E
q
E c d d d d c T d d
T d n d T c c d d T c d c d
           
             

      
    
           
           
   (17) 
The consecutive application of the EOM method to these Green functions leads to the higher-
order Green functions. In order to truncate higher correlation terms some adopted the  
standard Hartree-Fock truncation approximation
23
 . That is why this approximation is useful 
to establish a set of equations for the first-order and second-order Green functions and solve 
easily them and obtain the corresponding self-energy rΣ . However, this approximation is 
valid only for the relatively higher temperature region. On the other hand, the decoupling 
approximation worked out by Meir et al
15,26,28
 is sometimes used to establish a closed of 
equations. This decoupling approximation is based on assuming that the higher-oeder spin 
correlations of the electrode electrons can be neglected. This approximation describes 
sufficiently the phenomena not only above the Kondo temperature KT , but also near KT . 
However, it is not correct for much smaller temperature than  KT .  To consider the whole 
regime of temperature including  KT , we adopt the decoupling approximation of Lacroix
29
. 
According to  Ref. 29, the second-order Green functions can be written as the following 
forms . 
 
; ;
; ;
; ;
; ;
;
k q E q k E
k q E q k E
k q E k q E
k q E k q E
k q E k
c d c d d c c d
c c d d c d c d
c c d d c d c d
c d c d c c d d
c c d d c
       
       
       
       
    
   
   
   
   
 
     
     
     
     
    ;
; ;
q E
k q E k q E
c d d
c d c d d c c d
  
       
 
   
 
     
                                     (18) 
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First, applying the above mentioned approximation to Eq. (15) which is the equation of 
motion for (2), ( ) ;
A
k d k EK E c n d    
    and considering the first term of Eq. (13), we can 
show that 
 

















g
gggg
r
Ek
r
k
k
k
k
r
kk
k
r
E
kk
dcTcdTdcEgT
EgEGTdncT
**
)2(
2
*
;)(
)()(;
                 (19)           
The first term on the RHS of the above equation becomes  (2)0 ( ) ( )
r E G E   by Eq. (12) and 
the second term becomes  
 agrg
g
g
k
g
g
g
gg
GgGgT
d
i
dcT
d
icdT

















 
2
**
2
;
2
             (20) 
with the help of the definition of the lesser Green function and its Fourier transformation 
equation.  Remembering the definition of the 0-th self-energy and the half-width function , 
Eq. (20) can be written as the following . 
2
2 2
0
[ ]
2
2 ( ) ( ) ( )
2 2
( ) ( )
2 2
r a
k k k
k
r a
k k k k
k k
r a
d
i T g G g G
d d
i T g G i T if G
d d
i G f G
    

      
 

    



 
     
 
 
 
 
 


 
   
    

  
 
 
Again, with using Keldysh equation  ar GGG 
  0  and Ng ansatz , the lesser Green func
tion  becomes   
 
1
0 0 0
1
0 0
0 0
( )
( ) ( ) ( )
( )
( )( )
r a r a
r a
L R
r aL R
L R
r a
G G G
i f i G G
f f
G G
f G G
 
  
 
 
 
 
 



 

    
    
 
  
 
  
 
                                     (21) 
, where  0 0
r a i 

      and 0 ( )i f   

    are considered.  The following function  
( )
L R
L R
L R
f f
f  
 

 
                                                     (22) 
can be considered as the renormalized Fermi distribution function due to the coupling with 
electrodes. This seems to be a weight-averaged distribution function with half-width 
functions.  
7 
 
 
Next, applying Eq. (18) to Eq. (16) which is the equation of motion for 
E
k
B
dk dddcEK
  ;)(
)2(
,  
and using the second term of Eq. (13) result in  

 















g
r
gkg
r
dgkg
k
r
kk
r
kk
k
rB
dkk
GccTKdcT
GTdcEgTEKT
*
,
*
)2(*)2(
, )(
~)(
                     (23) 
, where the third term on the RHS becomes  
rr
k
g
rr
ggk
g g
r
dggk
r
dgkg
GdcGgTdc
KTdcKdcT



 

0
2
,
*
,
*





 
           (24) 
Therefore Eq. (23) can be rewritten as follows. 
r
gk
r
k
k g
gk
rr
k
k
k
k
k
r
kk
rr
k
rB
dkk
GccEgTT
GEgT
dcEgTGEKT

 

















)(~
)(~
)(~)1()(
*
)2(2
0
)2(
,
                   (25) 
, where  1( ) ( 0 )rk kg E E i 
     and  Ukk   
~ . 
Finally, applying Eq. (18) to Eq. (17) which is the equation of motion for  
E
k
C
dk dddcEK
  ;)(
)2(
,  
and considering the third term of Eq. (13) ,the following equation is obtained 

 

















g
r
dgkg
r
kggkg
r
kk
r
k
k
k
C
dk
k
k
KcdTGccT
GTcdEgTEKT
,
*
,
*)2(
,
*
)(
)(
~~)(
            (26) 
and after tidying up we can rewrite the above equation as  
r
kg
r
kg
k g
k
rr
k
k
k
k
r
k
k
k
rrrC
dk
k
k
GccEgTT
GEgT
cdEgTGEKT

 

















)(
~~
)(
~~
)(
~~)1()(
*
)2(2
*
0
)2(
,
*
                      (27) 
, where  
1( 0 )rk kg E i 
    and     kk
~~ . 
From now on, we are going to enter the detailed calculations. We are going to calculate first 
the first terms of the RHS in Eq. (25) and Eq. (27) and then the other terms one after another .  
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1) The first  term of Eq. (25)  

   Ek
r
k
k
kk
r
k
k
k cdEgT
d
idcEgT 






;)(~
2
)(~           (28) 
must be obtained from the equation of motion  for Ekkd cdEK 

 ;)(, ,which using  
EE HBABABAE  
 ],[;},{;                    (29) 
and the analytic continuation of  
 EGTcdE kEkk 
*;)(    
emerged from  Eq. (29), is related to 
 
 )()()()(*;  akrkkEk GgGgTcd              (30) 
As a result, Eq. (28) leads to   
 )()()()(2 )(~
2
)(~ 











 a
k
r
k
r
k
k
kk
r
k
k
k GgGgEgT
d
idcEgT            (31) 
 In order to calculate the first term of the RHS of the above equation , we use the following  



i
igig
igig



)()(
)()(  
and then obtain the following equation.   
( ) ( )
1 1
0 0
1
[ ( ) ( )]
r r
k k
k k
r r
k k
g E g E
E U i i
g E g
E U i
 
   
 
 
    

   
 



      
 
    
         (32) 
Thus the first term of Eq. (31) can be written as 
2
( ) ( )
2
0 0
( )
2
1
( ) [ ( ) ( )]
2 0
1
( )[ ( ) ( )]
2 0
r r
k k k
k
r r
k k k
k
r r
d
i T g E g G
d
i G T g E g
E U i
d
i G E
E U i
 
   

   
 
  
 



 
   

 
   





 
  
    
   
    



      (31-1) 
, where   
2
0
2
( ) ( )
1
0
1
2 0
r r
k k
k
k
k k
E T g E
T
E U i
d
E U i
  


   


  
  

   


 

    
 
    



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In the same manner, we can rewrite the second term of (31). 
   
   
2
2
( )
2
1
2 ( )
2 0
1
( ) ( )
2
r a
k k k
k
a
k k
k k
a
d
i T g E g G
d
i T if G
E U i
d
f G
E U i
   

   
   

  
  

 


     
   

 
    



 
  
    
 
    



     (31-2) 
Thus, Eq. (31) can be written as follows.  
 

























)()()()(
~
)(
1
2
)(~
00
arr
k
r
k
k
k
GfEiG
iUE
d
dcEgT
       (33) 
With the help of Eq. (21),  Eq. (31) becomes 
  )()()(~)(
)(
1
2
)(~
00 













arrar
k
r
k
k
k
GEGGi
f
iUE
d
dcEgT






 

           (34) 
2) Now, we are going to calculate the first term of Eq. (27). 
 )()()()()(~~
2
)()(
~~
2
)(
~~
2
,
**














a
k
r
k
r
k
k
k
dk
r
k
k
kk
r
k
k
k
GgGgEgT
d
i
KEgT
d
icdEgT






       (35) 
With the help of  
1 1
( ) ( )
0 0
1
[ ( ) ( )]
0
r r
k k
k k
r r
k k
g E g
E i i
g g E
E i
 
   
 
 

    

  
 


     
 
   
               (36) 
, the first term on the RHS of Eq. (38) can be written as follows 
 
2
2
2
0 0
( ) ( ) ( )
2
1
[ ( ) ( )] ( )
2 0
1
( ) [ ( ) ( )]
2 0
1
( )[ ( ) (
2 0
r r
k k k
k
r r
k k k
k
r r
k k k
k
r r
d
i T g E g G
d
i T g g E G
E i
d
i G T g g E
E i
d
i G
E i
   

   
  
   
 
  
 

 


 
   

 
   

 
   








  
   
  
   
   
   



)]E
             (35-1) 
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, where   
2
0
2
( ) ( )
1
0
1
2 0
r r
k k
k
k
k k
E T g E
T
E i
d
E i
  


   


  
  

   


 

   
 
   



 
 And the second term on the RHS of Eq. (38) becomes.  
2
2
( ) ( ) ( )
2
1
2 ( ) ( ) ( )
2 0
1
( ) ( )
2 0
r a
k k k
k
a
k k
k k
a
d
i T g E g G
d
i T if G
E i
d
f G
E i
   

   
   

  
  

 


     
   

 
   



 
  
   
 
   



       (35-2) 
From Eq. (35-1) and (35-2), Eq. (35) becomes  
 
  )()(~~)())()((
)(
0
1
2
)()()(
~~
)()(
0
1
2
)(
~~*






















ar
o
r
o
ar
ar
o
r
ok
r
k
k
k
GGGi
f
iE
d
GfiG
iE
d
cdEgT






















          
(37) 
3) Now, we consider the third term of Eq. (25)    gkrkgk ccEgTT )(~*  .  
To do this, we must first look for the equation of motion for the electrode-electrode   
  

kgkg ccM ;)(,  
 Using the following relations  
  kgkg cc ,},{ 
  
  dTcHc gggg ],[  
gives the equation of motion for   

kgkg ccM ;)(, . 
r
kgkg
r
kgg cdTcc   
 ;;)( ,       (38) 
With the help of the equation of motion for  

kcd ; , the above given equation results 
in  
)]()([)()( *,,  
rr
kkgkg
r
kgg GgTTM                 (39) 
)()()()( *,,  
rr
k
r
gkgkg
r
g
r
kg GggTTgM                (40) 
 In addition, taking into account the rule for the following analytic continuation  
      aaarrrar CBACBACBACABCABABC    
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leads to   
, ,
*
( )
[ ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )]
r
g k g g k
r r r a a a
g k g k g k g k
M g
T T g g G g g G g g G
    
          
 
        

  
 
  
 (41) 
Thus the third term of Eq. (25) becomes 
 














 

 

 





k g
aa
kg
a
k
r
g
r
k
r
g
r
kgk
k g
gk
r
kkgg
k g
gk
r
kgk
GggGggGggEgTT
TTEgg
d
i
ccEgTT
)()()()()()()()()()(~
)(~)(
2
)(~
22
*
,
*
                                                                                                                                             (42) 
, where the first term on the RHS is 
*
,
2
2
( )( ( ))
2
( )[ 2 ( ) ( )]
2
( )2 ( ) ( )
2
1
( )
2 0
r
k g k g g k
k g
r
k k k
k
r
k k k
k
d
T T g E i g
d
T g E i if
d
T g E f
d
f
E U i
     
 
   

   


 
  

 


    


    



   



  
 
 
    
 
 


          (42-1) 
and the second is   
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 According to Eq. (32), the above equation can be written as follows. 
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Similarly, the third is as follows  
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and the fourth is as follows. 
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Also, the following relation is established 
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, similar to Eq. (32). So the fourth term of Eq. (48) becomes 
 
 
2
0 0
1
( ) [ ( ) ( )]
2 0
1
( ) [ ( ) ( )]
2 0
a r a
k k k
k
a r r
d
G f T g E g
E U i
d
G f E
E U i

     
  

    
 

  
   

  
   


 
    
   
    
 

      (42-4) 
At last, the third term of Eq. (25) results in the following. 
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4) The final turn is the calculation of the third term of Eq. (27).  
As in 3), using the equation of motion for electrode-electrode Green function  
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, the electrode-electrode lesser Green function   ,k gM   

 has the form of the following. 
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(46) 
Considering the above equation in the third term of Eq. (27) yields the following. 
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Also, as in 3), the first term of Eq.( 47) is  
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and  the second is  
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Using the relation given by  
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,  Eq. (47-2-a) becomes  
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The third is  
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and the fourth is  
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Putting the equations given in 1)~4) into Eq. (25) and (27) , the following equation of 
motion for the second Green function  
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G E  can be obtained. 
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Where 1,3i  , (1) ( ) ( )A f    and
(3) ( ) 1A   . ( )F   denotes the pseudo-equilibrium 
distribution function and is defined as  
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It seems to be a weight-averaged function with half-width functions of the left lead and the 
right one. In Refs. 32,33, instead of such the ‘pseudo-equilibrium’ distribution function the 
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equilibrium one appears, because they used the fluctuation-dissipation theorem that is valid 
for the equilibrium state in order to calculate the correlation terms  †A B  .  
     Unlike Refs. 32,33, remembering that the correlation term †A B   is related to the lesser 
Green function  †; EB A
   with  
† †;
2
E
dE
A B i B A

                                                 (50) 
, we adopted the EOM technique for lesser Green functions, and G
   was derived as  
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                                    (51) 
by using Ng ansatz
30
. We regard that Eq. (51) would be the generalization of the fluctuation-
dissipation theorem for the pseudo-equilibrium state. 
    Eq. (11) and (48) form the closed set of equations ,and from those the QD retarded Green 
function  rG  is given by  
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On the other hand, the DOS for electrons in QD is defined
22
 by  
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and the current Eq. (5) is written as follows using Ng ansatz
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. 
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In order to calculate the current Eq. (54) we must find out  rG and to do this we must find 
out the average occupation number of electrons  n  This is found by the definition of the 
lesser Green function  G . 
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Therefore, to find rG , Eqs. (48-1~6),(51),(52) and (55) must be calculated self-consistently. 
 
IV. Numerical Results 
     For simplicity, the electron band in the leads is assumed to be independent of the energy 
and extends from D  below Fermi level (bottom band edge) up to D  above Fermi level(top 
band edge). The energy integrals will cut off at DED  , i.e., will be limited to the 
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electron band. For positive (negative) bias we assume the electrostatic potential of the 
left(right) electrode equal to zero. In other words, the electrochemical potential of the drain 
electrode is assumed to be zero, while that of the source electrode is shifted up by eV .  
A. Density of State 
    The main feature of the Kondo effect in QD is an appearance of the Kondo peak in the DO
S near Fermi level. Fig. 1 shows the height of the Kondo peak (value of DOS at Fermi level) 
vs. temperature KTT / .   
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Fig. 1. The height of the Kondo peak vs. temperature . 
The solid and dashed lines are the result using the approximation developed by Meir  et al
15
. and  Lacroix
29 
 resp
ectively. The parameters assumed for numerical calculations are: 
0
0.6   , 4U  , 0.1
L R
    , 2D  . 
 
     As shown in Fig. 1, the approximation worked out by Meir et al
15
 is valid only for the 
high-temperature regime  
KT T , but gives rise to the distorted result in the low-temperature 
regime  
KT T .  
     When the temperature decreases, there appears the Kondo peak in DOS near Fermi level. 
The height of the peak increases with decreasing temperature. Furthermore, the height of the 
Kondo peak in the very low temperature KT T  approaches to the maximum 1. This value 
reaches exactly to 1 at 0T  . The result agrees with (numerical renormalized group)NRG
38
 
and (non-crossing approximation)NCA
39
 results. 
B. Zero-Bias Conductance 
Fig. 2 shows the zero-bias conductance  vs. KTT  . The conductance follows the universal 
behavior in a wide range of temperature. Deviation from this universality is observed only  
for KTT  , as expected. We point out at very low- temperature  1/ KTT  the universal 
 curve has the expected Fermi- liquid behavior, i.e. 200 /)( TGGG  ,  
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 while at higher temperature  1/ KTT  the conductance is proportional to )/ln( KTT . The de
pendence curve of the conductance on temperature is in agreement with results of NRG
40
, NC
A
34,35
 and non-equilibrium renormalized theory(NRPT)
36
. 
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Fig. 2. The zero-bias conductance vs. temperature.  
The parameters, the solid and dashed lines are same as in Fig. 1. 
V. Conclusion 
    In this paper, we have studied theoretically the non-equilibrium Kondo effect in the 
quantum dot within the whole range of temperature including the Kondo temperature by 
using the EOM method based on the non-equilibrium Green function technique. We have 
taken the finitness of Coulomb correlation and the non-equilibrium effect into account by 
calculating the correlation terms emerged from the decoupling approximation using the EOM 
method for the lesser Green function. The results would be the generalization into the pseudo-
equilibrium state of Refs. 32,33 and can be used to describe a non-equilibrium state under the 
bias voltage which is not so large. The numerical results agree with the results of NCA, NRG 
and NRPT, etc.  
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