One of the best ways for developers to test and improve their skills in a fun and challenging way are programming challenges, o ered by a plethora of websites. For the inexperienced ones, some of the problems might appear too challenging, requiring some suggestions to implement a solution. On the other hand, tagging problems can be a tedious task for problem creators. In this paper, we focus on automating the task of tagging a programming challenge description using machine and deep learning methods. We observe that the deep learning methods implemented outperform wellknown IR approaches such as tf-idf, thus providing a starting point for further research on the task.
INTRODUCTION
In recent years, more and more people have started to show interest in competitive programming, either for purely educational purposes or for preparing for job interviews. Following this trend, we can also see an increase in the number of online platforms providing services such as programming challenges or programming tutorials. ese problems are based on a limited number of strategies to be employed. Understanding which strategies to apply to which problem is the key to designing and implementing a solution. However, it is o en di cult to directly infer from the textual problem statement the strategy to be used in the solution, especially with li le or no programming experience. us, assisting the programmer by employing a system that can recommend possible strategies could prove very useful, e cient and educational.
To this end, we propose a system to automatically tag a programming problem given its textual description. ese tags can be either generic, such as 'Math', or more speci c, such as 'Dynamic Programming' or 'Brute Force'. Each problem can have multiple tags associated with it, thus this research is focusing on a multi-class multi-label classi cation problem. is is a more challenging problem than the usual multi-class classi cation, where each data point can only have one label a ached. An example of a data sample for our problem is shown in Figure 1 . A similar problem would be to predict these tags based on the source code of a solution, but this would restrict the application domain. To be more speci c, we are interested in applying the system in the context of online programming challenges platforms where no solution or source code is available. us, we only consider the textual description of the problem statements as input to our system. By gathering data from two of the main online programming challenges platforms, Topcoder 1 and CodeForces 2 , we approach the problem through both machine learning and deep learning solutions, experimenting with di erent architectures and data representations. Considering the complexity of this problem, which is di cult even for humans, our hypothesis is that deep learning methods should be an e ective way of approaching this problem, given enough data. Based on the aforementioned, the research question that we are trying to answer is the following: "Could deep learning models learn and understand what are the strategies to be employed in a programming challenge, given only the textual problem statement?" e rest of the paper is organized as follows: in Section 2 we describe the related work carried out in the literature, both regarding multi-label classi cation, as well as text representation methods. Subsequently, in Section 3 we describe the process of gathering, understanding and pre-processing the data, while in Section 4 we present the data representation methods and the models that we employ. Following that, in Section 5 we discuss the experimental setup and present the results, followed by a discussion and re ection regarding those in Section 6. Finally, we conclude our research in Section 7.
RELATED WORK

Multi-label classifcation
As far as we are aware, no previous work has been carried out regarding multi-label classi cation in the context of tagging programming problem statements. Additionally, most of the papers tackling this task employ traditional machine learning methods, rather than deep learning approaches. In [21] the authors propose a multi-label lazy learning approach called ML-kNN, based on the traditional k-nearest neighbor algorithm. Moreover, in [9] the text classi cation problem is approached, which consists of assigning a text document into one or more topic categories. e paper employed a Bayesian approach into multiclass, multi-label document classi cation in which the multiple classes from a document were represented by a mixture model. Additionally, in [6] the authors modeled the problem of automated tag suggestion as a multi-label text classi cation task in the context of the "Tag Recommendation in Social Bookmark Systems". e proposed method was built using Binary Relevance (BR) and a naive Bayes classi er as the base learner which were then evaluated using the F-measure. Furthermore, a new method based on the nearest-neighbor technique was proposed in [5] . More speci cally, the multi-label categorical K-nearest neighbor approach was proposed for classifying risk factors reported in SEC form 10-K. is is an annually led report published by US companies 90 days a er the end of the scal year.
A di erent strategy for approaching the multi-label classication problem proposed in the literature is active learning, examined in [2] . Furthermore, in [18] the authors proposed a multi-label active learning approach for text classi cation based on applying a Support Vector Machine, followed by a Logistic Regression.
Regarding deep learning approaches, in [11] the authors analyzed the limitations of BP-MLL, a neural network (NN) architecture aiming at minimizing the pairwise ranking error. Additionally, they proposed replacing the ranking loss minimization with the cross-entropy error function and demonstrated that neural networks can e ciently be applied to the multi-label text classi cation se ing. By using simple neural network models and employing techniques such as recti ed linear units, dropout and AdaGrad, their work outperformed state-of-the-art approaches for this task. Furthermore, the research carried out in [8] analyzed the task of extreme multi-label text classi cation (XMTC). is refers to assigning the most relevant labels to documents, where the labels can be chosen from an extremely large label collection that could even reach a size of millions. e authors in [8] represented the rst deep learning approach to XMTC using a Convolutional Neural Network. e authors showed that the proposed CNN successfully scaled to the largest datasets used in the experiments, while consistently producing the best or the second-best results on all the datasets.
When it comes to evaluation metrics in multi-label classication scenario, a widely employed metric in the literature is the Hamming loss [6] [13][16] [22] . Furthermore, more traditional metrics are also used such as the F-measure [6] [13] [16] , as well as the average precision [16] [21] .
Text representation
Apart from the aforementioned, a lot of literature work has gone into experimenting with di erent ways of representing text. According to [17] , the word representation that has been traditionally used in the majority of supervised Natural Language Processing (NLP) applications is one-hot encoding.
is term refers to the process of encoding each word into a binary vector representation where the dimensions of the vector represent all the unique words included in the corpus vocabulary. While this representation is simple and robust [10] , it does not encode any notion of similarity between words. For instance, the word "airplane" is equally di erent to the word "university" as the word "student". e proposal of Word2Vec [10] solves this issue by encoding words into a continuous lower dimensional vector space where words with similar semantics and syntax are grouped close to each other. is led to the proposal of more types of text embeddings such as Doc2Vec [7] which encodes larger sequences of text, such as paragraphs, sentences, and documents, into a single vector rather than having multiple sectors, ie. one per word. One of the more recent language models which produced state-of-the-art results in several NLP tasks is the Bidirectional Encoder Representations from Transformers (BERT) [1] . Its main innovation comes from applying bidirectional training of an a ention model, the Transformer, to language modeling.
DATA
In this section, we describe the steps carried out to obtain the dataset that we have worked with. More speci cally, we focus on presenting the data source and the data collection process, followed by an overview of the preprocessing that we perform. Additionally, we show several descriptive statistics regarding the data and explain the steps we take for de ning the tag taxonomy for the dataset.
Data sources & collection
We investigate di erent competitive programming platforms to build a dataset of programming statements and tags. Specifically, the platforms of interest to us are: TopCoder 3 , Hackerrank 4 , CS Academy 5 , Codewars 6 , and Codeforces 7 . Due to legal reasons as well as the complexity of the platform interfaces, we manage to successfully scrape only two of these platforms:
• Codeforces on 13/09/2019. Codeforces is a website that o ers programming contests to people interested in participating. Users are free to upload a challenge statement, together with several tags specifying the strategies that should be used to devise a solution. We scrape a total of 5,341 problems, together with their tags. • Topcoder on 17/09/2019. Topcoder is a crowdsourcing platform in the sense that each problem is made available to all the developers and they provide solutions. It also provides an archive with free access, containing a set of problems with tags, similarly to CodeForces. We scrape a total of 4,508 problems, together with their tags.
We implement the scraping of these two platforms in Python, creating two ad-hoc scripts, one per platform. We use Beau-tifulSoup4 8 to parse the HTML of the pages, to extract only meaningful information.
Data preprocessing e crawled data contain a lot of redundant information or even data that can impact the training process in a negative way (e.g. HTML tags and L A T E Xsymbols). What is more, some NLP techniques, such as stop-word removal, have proven to increase classi cation performance on textual data since they do not provide any additional information and only increase the dimensionality of the problem [15] . Following the collection process, we merge the two crawled datasets and preprocess them.
At rst, HTML tags (< . * ? >) are removed since they do not provide any descriptive information about the problem. A erward, since mathematical de nitions are in L A T E Xformat on CodeForces and as plain text on TopCoder we decide to remove them from both to avoid introducing di erences between the two sets of data. In addition, all non-ASCII characters, digits, stop-words, punctuation and one character words (i.e. variable names) are removed for the same reason. e next step of the preprocessing pipeline is to concatenate all textual elds into one (i.e. title and description are concatenated into the eld "text"). Furthermore, we convert every character in this new eld to lowercase. Finally, we run an exact duplicate removal since we observed that some challenges on both crawled websites appear more than once.
en we remove words with less than 10 occurrences in the entire corpus assuming that they are not descriptive enough.
us, the nal dataset is a JSON le with an array of coding challenges and each entry has two elds, the "text" and the "tags" associated with it.
Descriptive statistics
A er performing the preprocessing steps, we compute several descriptive statistics. More speci cally, we compute the total number of problems, the average word count per problem and the average tags per problem, all separately for the CodeForces and Topcoder data, as well as for the combined dataset. ese statistics are provided in Table 1 . As we can observe, the number of problems gathered from the two data sources, as well as the additional statistics, are quite balanced. ere are no signi cant di erences when it comes to the average word count per problem and the average tags per problem between the CodeForces data and the Topcoder data. For a breakdown of the average number of words per tag, the reader can refer to Appendix A.
Tag taxonomy
Since each of the websites uses a di erent set of tags, it is necessary to create a taxonomy that maps the original tags to new common target labels. To decide on the class labels to be included in the taxonomy, we start by analyzing the data. To this end, we generate a correlation matrix for all the original tags present in the dataset to infer which of them can be grouped in a more general label. e original number of labels was 16 for the Topcoder data and 35 for the CodeForces data. A er performing the label aggregation we result in 17 common tags for the two data sources. For a complete list of these, the reader can refer to Appendix B.
Following preliminary experimentation, we observe that the performance is unsatisfactory which brings us to suspect that we have too few data instances given the associated number of labels. us, we proceed by further aggregating and reducing the number of tags. As before, we perform a visual analysis of the correlation matrix in Figure 2 between the di erent tags to decide which of them can be aggregated. Additionally, we plot a bar chart of the frequencies of the class labels in Figure 3 to understand whether some classes are present in too few instances to be properly learned by the models. A er performing this additional aggregation, we decrease the number of tags from 17 to 9. For a complete list of these, the reader can refer to Appendix C. e main semantic decisions taken while creating the nal taxonomy for the data are the following:
(1) We remove several general tags since we consider that they are too general and vague and, thus, do not give any concrete information regarding the methodology associated with the problem statement. Such tags are, for example, 'implementation', 'programming', 'arrays' or 'interactive'. (2) We group problem statements originally labeled with tags related to strings, string manipulations, and regular expressions into one category under the 'String Operations' name.
e term 'ternary search' was found to correspond to similar operations as 'binary search' 9 . us, we group their associated problem statements into one label, 'Binary Search'. During the second aggregation stage, we further combine 'Binary Search' with the 'Search' label under the common name 'Search and Binary Search', as although they use di erent methods, they refer to a similar class of problems. (4) Since we observed that tags like 'shortest path' and 'dfs' were associated with both 'graphs' and 'trees', we merge the la er two into the 'Graphs' label. Additionally, since graphs are a data structure, we further combine them with 'Data Structures' in the second aggregation stage into the 'Data Structures and Graphs' label. (5) Regarding the 'Math' tag we initially intended to remove it, since we consider it to be quite general. However, a er further analysis we observe that it is present in a high number of data points, hence we decide to keep it in the taxonomy. In the second aggregation stage, we combine it with the 'Probabilities and Combinatorics' tags, since they are a mathematics eld as well, under the common name 'Math and Probabilities'. e distribution of the nal taxonomy associated with our dataset is shown in Figure 4 . We can observe that there is an imbalance present in the dataset, with approximately 2500 data points di erence between 'Math and Probabilities' (the most common tag) and 'Geometry' (the least common tag). e imbalance is further taken into account when implementing the machine learning and deep learning models. Additionally, it is important to note that while we de ne 9 classes for classifying the data points, according to the descriptive statistics presented before, in our data there are 9 h ps://www.geeksforgeeks.org/ternary-search/ less than 2 tags per data point on average. us, the models will have to learn to predict signi cantly less 1s than 0s for the associated labels. erefore, to account for this ma er, in the methodology presented in the next section, we weigh the evaluation metric, as well as the loss function for the deep learning models to give more importance to correctly predicting 1s during the training. 
METHODOLOGY
In this section, we rst describe the data representation techniques that we used to encode our data. Following that, the machine and deep learning techniques used to classify the programming problem statements into the target set of tags are outlined. It has to be underlined that we only provide the intuition and main concepts of these methods since they do not constitute the main focus of our work.
Data representation
tf-idf. To obtain features for our baseline classi er we employ the tf-idf approach.
e Python library that we used 10 employs the following formula:
where tf(t,d) is the number of times term t appears in document d, and idf(t) = lo 1+n 1+d f (t ) +1 where n is the total number of documents and df(t) is the number of documents containing term t. By doing this, we obtain a number of features for each document equal to the total number of unique terms. For a more detailed overview of tf-idf and its usage we refer the reader to [12] . 10 h ps://scikit-learn.org/stable/modules/feature extraction.html One-hot encoding. Another representation technique we experiment with is one-hot encoding.
is method represents textual data in discrete vectors with binary values. As mentioned previously, one-hot encoding treats all the words in equal fashion and does not preserve any information about the word meaning. Another thing to note is that it also leads to a feature space with very high dimensionality. In particular, the number of dimensions of the one-hot vector is equal to the number of unique words in the programming problem statements dataset.
Word2Vec. One of the most popular representation techniques in the eld of NLP is the Word2Vec [10] model. In particular, in their work, the authors propose two di erent feedforward networks, Continuous Bag-of-Words (CBOW) and Skip-gram, that project words into a continuous vector space which preserves their semantics and syntax. e main di erence between the two models is that CBOW a empts to predict the target word based on its context, whereas Skip-gram predicts the context of the current word. In our work, we used the Skip-gram method since it was found to outperform CBOW in [10] . More details can be found in the original Word2Vec paper [10] .
Doc2Vec. e nal representation that was tried out is the Doc2Vec embeddings proposed by [7] . In simple terms, it extends the continuous vector space idea from Word2Vec [10] to larger text sequences, such as sentences, paragraphs, and documents. To be more exact, we map each programming problem statement to a pre-de ned number of dimensions. Similarly to Word2Vec, two models are proposed called Distributed Memory (PV-DM) and Distributed Bag of Words (PV-DBOW) which correspond to the CBOW and Skip-gram from Word2Vec [10] respectively. In this paper, we use the PV-DBOW model to obtain the document embeddings. More information about Doc2Vec are available in [7] .
Models
For carrying out the multi-label classi cation, we employ both machine learning and deep learning approaches, thus comparing the performances and analyzing the in uence of deep learning on this task. e machine learning models we use for classi cation are the following:
(1) Decision Tree: a non-parametric supervised learning technique that performs classi cation by learning decision rules based on the data features. e model is implemented using the scikit-learn 11 Python library. (2) Random Forest: a model that ts several decision tree classi ers on di erent sub-samples of the data and 11 h ps://scikit-learn.org/stable/modules/tree.html averages their outputs. It is also implemented using the scikit-learn 12 Python library. (3) Random Classi er: We implement our multiclass multilabel random classi er by predicting vectors where each entry has an equal probability of being either zero or one. We, therefore, expect to have, on average, 4.5 ones predicted per sample. e deep learning model that we employ is a Long-Short Term Memory (LSTM) network, which is an improvement to the traditional Recurrent Neural Networks (RNNs). By using the Gating mechanism, it addresses the short-term memory challenge that RNNs have. us, LSTMs can preserve long-term memory, which is an important aspect to consider since we are dealing with a text classi cation task. When generating the labels, it is essential to preserve the long-term dependencies in the problem statements. In order to obtain the nal predicted labels we use a logistic activation function. e reason that logistic activation function was used over so max is that the la er is more commonly used for multi-class classi cation problems where there is only one target label. We implement the LSTM architectures using PyTorch 13 , a Python-based open-source deep learning library.
EXPERIMENTS
In this section, we provide an overview of the experimental setup. More speci cally, we discuss the training and test sets, the evaluation metrics that we employ, as well as the training setup and the model hyperparameters. Additionally, we present the experimental results.
Training & Test sets
Being aware of the fact that we have li le data available, 8,707 data points a er pre-processing and duplicate removal, we decide to perform a single split between training and test, without creating a validation set. We perform a 90-10 split, creating a training set consisting of 7826 training samples, and 881 test samples. is decision is backed up by the fact that (i) it is not straightforward to balance the sets since we are in a multilabel se ing (one problem can have zero, one, or multiple tags) and (ii) our goal is not devising a state-of-theart architecture for the given problem, but rather verifying the applicability of neural networks to tackle it.
We mitigate the e ect of this decision by avoiding extensive hyperparameter tuning using the test set, which would otherwise cause our model to over t on the test set 14 .
erefore, the results we present later on in this section are obtained on the test set: the models do not have access to this data, but we use it to make decisions and tune a limited number of hyperparameters.
Evaluation Metrics
We present here the evaluation metrics we adopt to evaluate the di erent models.
Weighted Hamming Score. e standard (non-weighted) Hamming Score is de ned as "1 − Hammin Loss", where the Hamming Loss represents the fraction of the wrong labels out of the total number of labels. However, as mentioned before, the datapoints have, on average, less than 2 tags (out of 9). For this reason, we decide to weight the Hamming Score metric by weighting di erently the errors in predicting 1s or 0s. e implementation of our custom metric is as follows: and Ratio Miscl i is the ratio of misclassi ed entries per label i. W 0 and W 1 are set to 0.18 and 0.82, respectively, to account for the label unbalance present in our dataset.
Average Precision, Recall, F1. We implement the average precision, recall, and F1 score using the sklearn.metrics library 15 16 17 . Our implementation weights the average obtained per label based on its support.
Average Number of Ones per Sample. As an additional metric, we keep track of the average number of ones predicted per sample by the model. We do this mainly to make sure our models are not predicting either all ones or all zeros, and to account for the label unbalance of the dataset.
Training
As explained earlier in this section, we perform a 90-10 split of our data, obtaining training and test set. e test set is only used to perform early stopping (to halt the training if the model does not improve on the test set for more than 10 epochs) and to tune a very limited number of hyperparameters. To obtain a test set with distribution as similar as possible to the training set, we employ the iterative strati cation 18 , which aims to solve the problem of balancing the split in the case of a multiclass multilabel se ing. We implement our models using the deep learning framework Pytorch 13 and using some of the already implemented models of scikit 19 . All of our code can be found on GitHub 20 .
For the training of our architectures we employ binary cross-entropy loss 21 . However, similarly to the customization performed on the Hamming Loss, we weight the binary cross-entropy loss to account for the label unbalance.
Model hyperparameters
With regards to the tf-idf representation, the input dimensionality is 6,259, which is equal to the number of unique terms in the entire corpus. For both Decision Tree and Random Forest we employ the default values of Sklearn, and set the number of estimators for the Random Forest classi er to 500.
Similarly, with one-hot encoding, the input dimensionality equals the number of uniques terms in the corpus (6, 259) . e best performing LSTM network for this data representation has 16 hidden units, followed by a fully connected layer for the output classi cation (9 classes). We use zeropadding on the input sequences to create batches and speed up training. e learning rate is 0.01. e Doc2Vec approach results in a smaller input representation, with a dimensionality of 30. e architectures has two fully connected layers, with 16 and 9 neurons respectively. e non-linear activation function used is ReLu. e learning rate is again 0.01.
e Word2Vec data representation results in an input representation of 300. e LSTM has 16 hidden units and it is followed by a fully connected layer that maps the hidden state to an output of dimensionality 9, for the nal classi cation. Again, we employ zero-padding on the input sequences. e learning rate is 0.005.
Results Table 2 shows the performance of our models on the test set. We want to highlight again that although this data has been used for early stopping and limited tuning, the models have never seen it during training. It can be seen that W2V + LSTM achieves the best Weighted Hamming Score which is, in general, higher for the neural network models compared to the two baselines found in the rst three rows of the table.
DISCUSSION & REFLECTION
In this section we discuss our study, the ndings arising from our experiments and the challenges faced while conducting them.
To our knowledge, this is the rst research work that focuses on predicting tags based on the textual description of programming problem statements. As a result, we cannot compare the performance we obtain with any state-of-the-art result.
When it comes to interpreting the results shown in Table  2 , we consider as baselines the tf-idf with Decision Tree, since it achieves be er performance than Random Forest in terms of the Weighted Hamming Score and the Random Classi er. We can observe that the deep learning models achieve signi cantly higher performance compared to our baselines, performing be er on all the considered metrics. Regarding the data representation methods employed for the deep learning models, Word2Vec outperforms both Doc2Vec and one-hot encoding. is is a sensible result, as Word2Vec preserves the semantics and syntax of the words, as opposed to one-hot encoding. Additionally, it allows for the sequential modeling of the words in the problem statements by employing an LSTM, as opposed to Doc2Vec which encodes the data at a paragraph level. However, as we can observe in Table 2 , the number of trainable parameters is considerably higher for the Word2Vec model than for the Doc2Vec one, while only achieving a slight improvement in performance. us, depending on the use case, Doc2Vec might be preferred over Word2Vec. For instance, if a system needs to be retrained regularly to account for new data, using Doc2Vec instead might be a reasonable choice. Nevertheless, both the Word2Vec and Doc2Vec models have a substantially lower number of trainable parameters compared to one-hot encoding.
Moreover, we notice that in the case of the W2V+LSTM model, our best performing one in terms of Weighted Hamming Score, the average predicted number of ones per sample is quite high in comparison to the true labels (4 compared to 1.62). is could potentially be solved by adding a custom regularization term to this model to force the number of predicted ones to remain lower.
Additionally, during training, we have observed that our deep learning models were over ing on the training set a er a few epochs, even a er experimenting with regularization techniques such as drop-out and weight decay. Our reasoning behind this issue is that we do not have enough data since the problem that we aimed at solving serves a very speci c purpose.
is observation is also apparent in our baseline creation where more complex classi ers like Random Forest perform worse than a simpler Decision Tree. For an example of the over ing problem, we refer the reader to Appendix D, where we include a training curve showing an over ing behaviour (one-hot encoding + LSTM). at said, we notice that there is an emerging trend in deep learning literature that aims at solving problems that cannot be represented by large amounts of data, called small sample learning [14] . In particular, models try to learn concepts rather than pa erns since a concept can generalize be er, thus avoiding over ing. Such an approach could be investigated as future work for this task.
CONCLUSION
In this work we investigated how deep learning techniques perform in a novel multi-class multi-label text classi cation problem. Our ndings show that deep learning approaches signi cantly outperform traditional widely accepted IR techniques like tf-idf. Moreover, we experimented with di erent combinations of text representations and neural network architectures, nding Word2Vec + LSTM as the option that yields the best performance. Finally, we were able to experience rst hand the challenges and issues arising when having a limited amount of data, an issue that is common in the deep learning literature.
Regarding possible future research directions, the need to collect more data for this task is of crucial importance. is could be done by either gathering data from more programming challenges websites or slightly di erent domains that can provide similar data samples. Another way to get more training data is by arti cially augmenting the dataset either by the use of synonyms or adversarial networks [4] [20] . e availability of more training data will then allow researchers to use more advanced text embeddings such as BERT [1] and XLNet [19] which are the current state-of-the-art in the NLP eld. Last but not least, di erent lines of work can also be tried such as avoiding preprocessing the dataset and learning character embeddings, similar to what was performed in [3] . 
C. LIST OF FINAL 9 TAGS
A er the nal aggregation of the initial 17 tags, the 9 nal problem statement tags are the following: Figure 8 shows the aggregation that was performed on the initial 17 common tags in order to reduce them to the nal 9 tags.
D. OVERFITTING PROBLEM Figure 9 : Over tting example: One-hot encoding + LSTM.
