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Abstract
The paper deals with on-line regression settings with signals belonging
to a Banach lattice. Our algorithms work in a semi-online setting where all
the inputs are known in advance and outcomes are unknown and given step
by step. We apply the Aggregating Algorithm to construct a prediction
method whose cumulative loss over all the input vectors is comparable
with the cumulative loss of any linear functional on the Banach lattice.
As a by-product we get an algorithm that takes signals from an arbitrary
domain. Its cumulative loss is comparable with the cumulative loss of any
predictor function from Besov and Triebel-Lizorkin spaces. We describe
several applications of our setting.
1 Introduction
In this paper we consider an online regression task. A sequence of outcomes
is predicted step by step. In the beginning of each step we are given a signal
related to an outcome. After we make our prediction, the true outcome is
announced. We are interested to match a relationship between signals and their
outcomes. In a simple case each signal is an input vector of some variables
and this relationship is assumed to be linear; linear regression minimising the
expected loss is studied in statistics. We assess the quality of predictions by
means of the loss accumulated over several trials. This loss is compared against
the loss of predictors from some benchmark class. In this paper we prove the
upper bounds for the cumulative losses of our algorithms in the form
LT ≤ LT (θ) +R(T, θ) (1)
where the T is the number of prediction step, LT is the cumulative loss of
an algorithm over T steps, LT (θ) is the loss of any predictor θ from a chosen
benchmark class over T steps, and R(T, θ) is an additional term called a regret
term. We say that our algorithm competes with any function from a chosen
benchmark class if the order of R(T, θ) by T is sublinear.
The case when the signal is an input vector of some variables is well studied in
computer learning. Many algorithms (see Cesa-Bianchi and Lugosi, 2006, Chap-
ter 10) compete with the benchmark class of linear functions of input vectors
R
n → R. Some of them can be generalized to compete with the benchmark class
of all functions from a Reproducing Kernel Hilbert spaces (Gammerman et al.,
2004; Kivinen and Warmuth, 2004; Vovk, 2006b).
The novelty of this paper is in the expansion of the class of signals to the
signals from abstract normed vector spaces. In this paper we consider Banach
lattices, they are Banach spaces with some additional structural assumptions.
The performance of our algorithm is compared with the performance of any
vector from a dual lattice (so with a linear predictor on the signal). We show
that this framework can be useful when signals are digital images or sounds.
From one side, by example of AAR (Vovk, 2001) we show that algorithms
developed to compete with linear functions of a vector input can be slightly
modified to work in our framework. On the other side, this surprising result
comes with the assumption that all the input signals are known in advance.
We call it semi-online setting. We show that in some applications of online
regression a semi-online algorithm does not appear as a drawback.
We modify our algorithm to be able to work with finite-dimensional input
vectors from a domain of Rm and the benchmark class of functions belonging
to a Sobolev space. This may give a wide spectrum of applications, for example
prediction of Brownian motion (which almost surely can be said to belong to a
Sobolev space, see Vovk, 2007).
The paper is organized as follows. In Section 2 we give proofs of the the-
oretical bounds for the performance of an algorithm taking finite-dimensional
input vectors. The benchmark class of predictors is a class of linear functions
of input vectors having non-euclidian norms. Section 3 describes the proof of
the main theoretical bounds for an algorithm working with Banach lattices. In
Section 4 we describe several applications of our algorithms. Section 5 discusses
some open problems We include some complicated proofs and algorithms in the
Appendix.
2 Competing with different norms
A game of prediction contains three components: a space of outcomes Ω, a
decision space Γ, and a loss function λ : Ω × Γ → R. We are interested in
the square-loss game with Ω = [−Y, Y ], Y > 0, Γ = R, and the loss function
λ(y, γ) = (y − γ)2, y ∈ Ω, γ ∈ Γ. The game of prediction is being played
repeatedly by a learner receiving some signals xt from a linear space S, and
follows the prediction protocol:
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Protocol 1 Online regression
L0 := 0.
for t = 1, 2, . . . do
Reality announces a signal xt ∈ S.
Learner announces γt ∈ Γ.
Reality announces yt ∈ Ω.
Lt := Lt−1 + λ(yt, γt).
end for
Here Lt is the cumulative loss of the learner. We are interested in obtaining
upper bounds on the loss of the learner in the form (1) for any θ ∈ S∗. The
quality of the work of the learner can be measured by the order of growth of
the regret term in T .
We use the prediction method called Aggregating Algorithm for Regression
(AAR) developed initially (Vovk, 2001) for the case S = Rn. It takes a param-
eter a > 0 and gives its prediction of an outcome at a step T by formula
γT =
T−1∑
i=1
ytx
′
t
(
aI +
T∑
t=1
xtx
′
t
)−1
xT .
Here I is n × n identity matrix. It performs as well as any linear predictor θ
(given an input x (column vector), a predictor θ predicts θ′x). It is known that
Theorem (Vovk, 2001). For all a > 0, all positive integers T , all input vectors
x1, x2, . . . xT ∈ Rn such that ||xt||∞ ≤ X, t = 1, 2, . . . , T , and all θ ∈ Rn, the
loss of AAR satisfies
LT (AAR) ≤ LT (θ) + a||θ||22 + nY 2 ln
(
TX2
a
+ 1
)
. (2)
The regret term in this bound has a logarithmic order of growth in T but it
is linear in n. Therefore it is applicable for the case of small dimension n and
large T . We shall now prove an upper bound that grows slowly in n and depends
on non-euclidian norms in Rn. We use the constants of the norms equivalence.
Lemma 1. Let a ∈ Rn, 1 ≤ p ≤ 2, and 1/p+ 1/q = 1. Then
‖a‖2 ≤ ‖a‖p,
‖a‖2 ≤ n1/2−1/q‖a‖q.
Proof. The first inequality follows from the fact that the function f(p) = ‖a‖p
is decreasing in p. Indeed, for p 6= 0
f ′p =
−1
p2
n∑
i=1
|ai|p−1
(
n∑
i=1
|ai|p
)1/p−1
≤ 0.
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To prove the second inequality we consider the Holder inequality for x, y ∈
R
n and b ≥ 1 (see Beckenbach and Bellman, 1961, p.21):
n∑
i=1
|xiyi| ≤
(
n∑
i=1
|xi|b
)1/b( n∑
i=1
|yi|c
)1/c
for 1/b+ 1/c = 1. This implies
‖a‖22 =
n∑
i=1
|ai|2 ≤
(
n∑
i=1
(|ai|2)q/2
)2/q ( n∑
i=1
|1| qq−2
) q−2
q
,
for b = q/2 ≥ 1 and c = qq−2 . Therefore ‖a‖2 ≤ n1/2−1/q‖a‖q.
We denote the space of n-dimensional real vectors x = (x1, . . . , xn) equipped
with the q-norm ‖x‖q =
(∑n
i=1(|xi|)q
)1/q
by ℓnq , q ≥ 1. Let p be such that
1/p+ 1/q = 1.
Lemma 2. For each positive integer T and any real positive Y,X there is
a constant a > 0 such that for any sequence (x1, y1), . . . , (xT , yT ) such that
||xt||q ≤ X, |yt| < Y, t = 1, 2, . . . , T and all θ ∈ ℓnp the loss of AAR with the
parameter a satisfies
LT (AAR) ≤ LT (θ) + (Y 2X2 + ‖θ‖2p)T 1/2n1/2−1/max(q,p)Θ. (3)
Proof. Following (Vovk, 2006b, Theorem 3) we get
LT (AAR) ≤ LT (θ) + a‖θ‖22 + Y 2T
maxt=1,...,T ‖xt‖22
a
.
If q ≥ 2, then by Lemma 1 ‖xt‖22 ≤ n1−2/q‖xt‖2q and ‖θ‖22 ≤ ‖θ‖2p. This
leads to the regret term a‖θ‖2p + Y
2Tn1−2/qX2
a . By choosing a =
√
Tn1−2/q we
obtain the regret term (Y 2X2 + ‖θ‖2p)T 1/2n1/2−1/q.
If 1 ≤ q ≤ 2, then by Lemma 1 ‖xt‖22 ≤ ‖xt‖2q and ‖θ‖22 ≤ n1−2/p‖θ‖2p. This
leads to the regret term an1−2/p‖θ‖2p + Y
2TX2
a . For the same a =
√
Tn1−2/q =√
Tn2/p−1 we obtain the regret term (Y 2X2 + ‖θ‖2p)T 1/2n1/2−1/p.
Remark. We can deduce another bound from (2). We have ‖x‖∞ ≤ ‖x‖q for
any q ≥ 1. Since ‖θ‖2 ≤ ‖θ‖p if p ≤ 2 the upper bound becomes
LT (AAR) ≤ LT (θ) + a‖θ‖2p + Y 2n ln
(
TX2
a
+ 1
)
for q ≥ 2. Since ‖θ‖2 ≤ n1/2−1/p‖θ‖p if p ≥ 2 the upper bound becomes
LT (AAR) ≤ LT (θ) + an1/2−1/p‖θ‖2p + Y 2n ln
(
TX2
a
+ 1
)
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for 1 ≤ q < 2. The last bound is better in T but worse in n than (3). In our
main theorem we consider spaces of infinite dimension. The role of n is played
there by the dimension of the span of the inputs so far, which is generally T ,
and only the bound similar to (3) remains nontrivial.
Many researchers in machine learning consider kernel methods. Some algo-
rithms which use kernels are able to compete with functions from a Reproducing
Kernel Hilbert space. Our abstract framework allows us to formulate the upper
bound on the loss of an algorithm working in an abstract Hilbert space S = H .
We denote the scalar product inH by 〈·, ·〉. The algorithm which we use is called
KAAR (Kernelized AAR). It takes a parameter a > 0 and gives its prediction
of an outcome at a step T by formula
γT = (y1, . . . , yT−1, 0)
(
aI + K˜
)−1
k˜(xT ). (4)
Here I is T × T identity matrix, K˜ is a matrix of mutual scalar products
〈xi, xj〉, xi ∈ H, i, j = 1, . . . , T , and k˜(xT ) is the last column of K˜. It performs
as well as any linear predictor h ∈ H (given an input x, a predictor h predicts
〈h, x〉). The following theoretical bound for KAAR follows from Theorem 3 in
Vovk (2006b).
Theorem (KAAR theoretical bound). For any a > 0, every positive integer T ,
any sequence (x1, y1), . . . , (xT , yT ), xt ∈ H, |yt| < Y, t = 1, . . . , T , and all h ∈ H,
the loss of KAAR satisfies
LT (KAAR) ≤ LT (h) + a||h||2H + Y 2 ln det
(
I +
1
a
K˜
)
. (5)
3 Theoretical bound for the algorithm compet-
ing with Banach lattices
In this section we need to consider a different protocol than Protocol 1. The
learner plays the game following semi-online Protocol 2.
Protocol 2 Semi-online abstract regression
L0 := 0.
Reality announces number of steps T and signals x1, . . . , xT ∈ S.
for t = 1, 2, . . . , T do
Learner announces γt ∈ R.
Reality announces yt ∈ [−Y, Y ].
Lt := Lt−1 + (yt − γt)2.
end for
He competes with all the functions from the dual space S∗. His algorithm
BLAAR (Banach Lattices-competing AAR) working in Lp(µ), p ≥ 1 spaces is
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described as Algorithm 1 and derived in the Appendix. Recall, that Lp(µ) is
the space of all µ-equivalent classes of p-integrable µ-measurable functions on a
µ-measurable space X:
‖f‖Lp(µ) =
(∫
X
|f |pdµ
)1/p
<∞.
We use the notation Lp = Lp(µ).
Algorithm 1 BLAAR for Lp.
Reality announces number of steps T and signals x1, . . . , xT ∈ Lp.
Step 1. Find the linearly independent subset of x1, . . . , xT with the maximum
number of vectors: xr1 , . . . , xrn .
Step 2. Solve the following optimization problem. Maximize the absolute
value of the determinant of a matrix C = {cij}ij of sizes n×n: | detC| → max
with a restriction∥∥∥∥∥∥
√√√√ n∑
i=1
|γi|2
∥∥∥∥∥∥
Lp
≤ 1, where γi =
n∑
j=1
cijxrj .
Let the matrix D be the inversion of the matrix C: D = C−1.
Step 3. Take a =
√
Tn−|1/2−1/p|. Use it as a parameter for KAAR.
for t = 1, 2, . . . , T do
Let xs =
∑n
i=1 αsixri for s = 1, . . . , T . Apply KAAR for prediction at each
step by formula (4). In the matrix of scalar products use
K˜sl =
1
n
n∑
i,j=1
αsiαlj
n∑
k=1
dikdjk, s, l = 1, . . . , T. (6)
end for
We prove the following upper bound for the cumulative loss of BLAAR. It
performs as well as any linear predictor f ∈ (Lp)∗ (given a signal x, a predictor
f predicts f(x)).
Theorem 1. Suppose we are given p > 1 and x1, . . . , xT ∈ Lp for any positive
integer T . Assume also that ‖xt‖ ≤ X and |yt| ≤ Y for all t = 1, . . . , T . Then
there exists a > 0 such that for all f ∈ (Lp)∗ and any sequence y1, . . . , yT we
have
LT (BLAAR(a)) ≤ LT (f) + (Y 2X2 + ‖f‖2)T 1/2+|1/2−1/p|. (7)
The proof of this theorem is given in the Appendix. The main argument is
based on Corollary 5 in Lewis (1978). Note that if in Lemma 2 we take n = T ,
then AAR gives the regret term of the same order T 1−1/p for ℓnp , p ≥ 2.
It is possible to generalize the result for Banach lattices of more general
type. The algorithm becomes rather tricky because it is based on the complex
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interpolation method, and we do not discuss it here. We formulate the theorem
for the theoretical bound of this algorithm. First we give the definition of a
Banach lattice (Lindenstrauss and Tzafriri, 1979, see).
Definition 1. A Banach-lattice is a partially ordered Banach space B over the
reals provided
(i) x ≤ y implies x+ z ≤ y + z, for every x, y, z ∈ B,
(ii) ax ≤ 0 for every x ≤ 0 in B and every nonnegative real a,
(iii) for all x, y ∈ B there exists a least upper bound x∨ y and a greatest lower
bound x ∧ y,
(iv) ‖x‖ ≤ ‖y‖ whenever |x| ≤ |y|, where the absolute value of |x| of x ∈ B is
defined by |x| = x ∨ (−x).
The lattices are a well-studied wide class of Banach spaces. For example,
any Lp(µ) is a lattice (consequently, ℓp is a lattice). Other examples of Banach
lattices are Orlicz spaces. Another more intuitive definition of a Banach lattice
is given in Tomczak-Jaegermann (1989):
Definition 2. If (Ω,Σ, µ) is a measure space then a Banach space B is called a
Banach-lattice on (Ω,Σ, µ) if B consists of equivalence classes of µ-measurable
real functions on Ω such that if f is µ-measurable, g ∈ B, and |f | ≤ |g| µ-a.e.,
then f ∈ B and ‖f‖ ≤ ‖g‖.
We will use some pointwise expressions with elements of Banach lattices,
e.g., z =
(∑
j |fj |p
)1/p
, 1 ≤ p < ∞, where {fj} is a finite sequence in B. Our
main theorem uses the following structural properties of Banach lattices. They
are similar to convexity properties of standard Banach spaces.
Definition 3. Assume 1 ≤ p, q ≤ ∞ and B is a Banach lattice.
(i) B is called p-convex if there exists a constant M so that ∀n, ∀x1, . . . , xn ∈
B ∥∥∥∥∥∥
(
n∑
i=1
|xi|p
)1/p∥∥∥∥∥∥ ≤M
(
n∑
i=1
‖xi‖p
)1/p
.
The smallest possible value of M is denoted by M (p)(B).
(ii) B is called q-concave if there exists a constantM so that ∀n, ∀x1, . . . , xn ∈
B (
n∑
i=1
‖xi‖q
)1/q
≤M
∥∥∥∥∥∥
(
n∑
i=1
|xi|q
)1/q∥∥∥∥∥∥ .
(with the usual convention for q =∞). The smallest possible value of M
is denoted by M(q)(B).
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Every Banach lattice is 1-convex and ∞-concave. As a non-trivial example,
the space Lp(µ) is a p-convex and p-concave Banach lattice with M
(p)(Lp) =
M(q)(Lp) = 1 (this can be easily verified). If p ≥ 2, we can think it is p-concave
and 2-convex, and if 1 ≤ p < 2 we can think it is p-convex and 2-concave (see
Lindenstrauss and Tzafriri, 1979, Proposition 1.d.5).
Theorem 2. Let B be a p-convex and q-concave Banach lattice B, 1 < p ≤
2 ≤ q < ∞. Suppose we are given x1, . . . , xT ∈ B for any positive integer T .
Assume also that ‖xt‖ ≤ X and |yt| ≤ Y for all t = 1, . . . , T . Then there exists
an algorithm taking some a > 0 such that for all f ∈ B∗ and any sequence
y1, . . . , yT we have
LT (Algorithm(a)) ≤ LT (f) + (Y 2X2 + ‖f‖2)M (p)(B)M(q)(B)T 1/2+α, (8)
where α = max{ 1p − 12 , 12 − 1q }, and s > 0.
The proof of this theorem is similar to the proof of Theorem 1. The main
argument bases on Theorem 28.6 in Tomczak-Jaegermann (1989) or Corollary
3.5 in Pisier (1979), though their proof techniques are different from the proof
technique of the main argument for Theorem 1. The sequence of steps in the
algorithm follows the steps of the proof of these theorems.
4 Applications
In this section we consider different applications of our main theorem. They use
Theorem 1 rather than Theorem 2, so the algorithm used to give predictions is
Algorithm 1.
4.1 Algorithm competing with functional Banach spaces
A different protocol than Protocol 2 is usually considered in the online regression
literature: inputs are elements of some domain X ⊆ Rm. The goal is to find an
algorithm competing with all the functions from a functional Banach space B
on this domain X. Many algorithms are capable to compete with Reproducing
Kernel Hilbert spaces. The generalization of the notion of these spaces for the
Banach case is called a Proper Banach Functional space (Vovk, 2007).
Definition 4. A Proper Banach Functional space (PBFS) on a set X is a
Banach space B of real-valued functions on X such that the evaluation functional
ϕ : f ∈ B 7→ f(x) is continuous for each x ∈ X. We will use the notation
cB(x) for the norm of this functional: cB(x) := supf :‖f‖B≤1 |f(x)| and for the
embedding constant
cB := sup
x∈X
cB(x)
assumed to be finite.
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We will show further examples of PBFS with finite constant cB. We state
here that it is possible to apply BLAAR to get the following upper bound in
the standard protocol. It performs as well as any predictor f from a Banach
lattice which has the PBFS property (given an input vector x ∈ Rm, a predictor
f predicts f(x)).
Theorem 3. Let X be an arbitrary set and B be a PBFS on X and a q-convex
and p-concave Banach lattice, 1 < q ≤ 2 ≤ p < ∞. Suppose we are given
x1, . . . , xT ∈ X for any positive integer T . Assume also that |yt| ≤ Y for all
t = 1, . . . , T . Then it is possible to apply BLAAR with a parameter a > 0 such
that for all f ∈ B and any sequence y1, . . . , yT we have
LT (BLAAR) ≤ LT (f) + (Y 2c2B + ‖f‖2)M(p)(B)M (q)(B)T 1/2+β, (9)
where β = max{ 1q − 12 , 12 − 1p}.
The proof of this theorem bases on the correspondence between X and (B)∗∗
and Theorem 2 and almost fully repeats the proof of Corollary 1 (follows fur-
ther).
The regret term in (9) reaches its minimum by p, q when p = q = 2. In this
case B is a Hilbert space. The PBFS property implies that B is a Reproducing
Kernel Hilbert Space. In this case, the regret term is of order T 1/2 and coincides
with the order of the regret terms given by the algorithms previously applied
for competing with RKHS.
We can not apply Theorem 3 to Lp spaces since they are not proper. But
this theorem covers very important classes of Banach spaces: Besov and Triebel-
Lizorkin spaces with appropriate parameters (Triebel, 1978). We start our de-
scription with the discussion of the algorithm competing with fractional Sobolev
spaces.
The main trick used in order to compete with Sobolev spaces is to identify
each element of them with some element from Lp of the same (up to a constant)
norm and thus to impose a lattice structure on these spaces. This isomorphism
can be found ifX is an open, non-empty subset of Rm such that there exists a lin-
ear extension operator (see definition on p.1372 of Pe lczyn´ski and Wojciechowski,
2003) from a Sobolev space W sp (X) into W
s
p (R
m). This condition holds for Lip-
schitz domains (see, e.g., Rogers, 2006). We will further assume our domain is
a Lipschitz domain.
Let us take a function u(x) : Rm → R and by
û(y) =
1
(2π)m/2
∫
Rm
u(x)e−ixydx
denote a Fourier transform of u(x). By f∨ we denote an inverse Fourier trans-
form
f∨(x) =
1
(2π)m/2
∫
Rm
f(y)eixydy
for a function f . Then the isomorphism between a Sobolev space and a subspace
of Lp is described by the following theorem. It is constructed using Bessel
potentials.
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Theorem (Isomorphism of W sp and Lp). Let 1 < p < ∞, s > 0 such that
sp > m. Then W sp may be described as
W sp = {f ∈ S′(Rm) :
(
(1 + ‖y‖22)s/2f̂(y)
)∨
∈ Lp(Rm)}, (10)
where S′(Rm) is a collection of all tempered distributions on Rm.
The mapping in (10) means the convolution of a given function f and the
function with a polynomial Fourier transform (1 + ‖y‖22)s/2 (the latter called
Bessel potential). Explicit expressions of these functions see in Aronszajn et al.
(1963).
For the Sobolev spaces with p = 2 and s is an integer number, the proof is
easy and based on the Plancherel’s theorem of norm equivalence. For all s, p
see Triebel (1992), Theorem 1.3.2.
We can apply this theorem to get an algorithm competing with Sobolev
spaces. This algorithm can be derived from the proof of the following corollary.
Corollary 1. Assume X is a Lipschitz domain, and W sp (X) is a fractional
Sobolev space of functions on X, s > 0, p > 1. Suppose we are given x1, . . . , xT ∈
X for any positive integer T . Assume also that |yt| ≤ Y for all t = 1, . . . , T .
Then there exists an algorithm taking some a > 0 such that for all f ∈ W sp (X)
and any sequence y1, . . . , yT we have
LT (BLAAR) ≤ LT (f) + (Y 2c2W sp + ‖f‖
2)KT 1/2+|1/2−1/p|.
Here K is defined by isomorphism between W sp and Lp.
The proof of this corollary is given in the Appendix.
Lately Besov Bsp,q and Triebel-Lizorkin F
s
p,q function spaces begin to inter-
est researchers due to their connections with wavelets theory. They have the
PBFS property (see Triebel, 2005, Proposition 7(ii)), and cBsp,q , cF sp,q < ∞. By
the embedding theorem (Triebel, 1978, Theorem 2.3) F sp,q → Bsp,q → F s
′
p,2 =
W s
′
p , 1 < p ≤ q < ∞, s > s′. Here embedding A → B means there exists a
constant C and linear operator T : A → B such that for any f ∈ A we have
Tf ∈ B and ‖Tf‖B ≤ C‖f‖A. For Slobodetsky spaces Bsp = Bsp,p we can use
another result from the same theorem: Bsp → W sp , 2 ≤ p < ∞, s > 0. It helps
to keep the parameter s and thus do not increase constants in the regret term.
Using Corollary 1 we can get the theoretical bound
LT (BLAAR) ≤ LT (f) + (Y 2c2{B,F}sp,q + ‖f‖
2
{B,F}sp,q
)CT 1/2+|1/2−1/p|
for all f ∈ {B,F}sp,q, p > 1 and some C > 0 defined as a multiplication of the
embedding constants. An important benchmark class is the class of Ho¨lder-
Zygmund spaces Cs = Bs∞ which is embedded to Bs
′
p = B
s′
p,p whenever s
′ < s.
It is known that fractional Brownian motion B(h) almost surely belongs to Cs,
s < h.
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4.2 Application of the abstract framework
In this section we describe an example how our algorithm can be used in signal
processing. A signal can often be interpreted as a function on some domain,
e.g., a picture can be thought of as a mapping from points to colors. A musical
fragment can be thought of as a mapping from a point in time into sound
frequencies. We may be given weak regularity restrictions on the class these
functions form, e.g., it can be a Sobolev or Besov space. The family of Hilbert
spaces is reasonably wide, but if lacks many classes of functions of irregular
behavior.
Imagine we are given a film consisting frames of resolution 1024× 768 and
we want to predict some score calculated from each image. The correct linear
score for each image is given to us only after we make a prediction about the
score of this image. Applying the algorithm from Lemma 2 for prediction we
can get the following upper bound for the square loss of our predictions
LT (AAR) ≤ (Y 2X2 + ‖θ‖2p)T 1/2n1/2−1/p
where p ≥ 2, n = 1024× 768 = 786432, T is the length of the film in frames, X
is the maximal q-norm of images (1/q+1/p = 1), and Y is the upper bound on
the absolute value of the score. The upper bound from the remark is worse in
n, and in our example n is the dominating constant for reasonable films length.
On the other hand, the algorithm from Theorem 1 has the upper bound
LT (BLAAR) ≤ (Y 2X2 + ‖θ‖2p)T 1−1/p.
Then if we want to predict 24 frames per second (say, to detect defective frames),
the upper bound on the loss of the second algorithm will be better if we work
with films of duration less than 32768 (around 9 hours). The higher the res-
olution of the images is the more advantage the second algorithm has. This
improvement is due to the fact that it finds linearly independent vectors and
significantly depends only on them. Note that the example above works well in
the semi-online setting.
4.3 Learning a classifier
Online regression algorithms are often applied in the batch setting, when one
has a training set with input vectors and their labels and a test set containing
just input vectors. In this case the semi-online setting does not appear as a
drawback.
Online regression methods can be used to learn a linear classifier, for example
Perceptron. Cesa-Bianchi et al. (2005) use the AAR algorithm steps to make an
algorithm to train a Perceptron and to derive upper bounds on the number of
mistakes. They consider both linear classification and classification in an RKHS.
We show that the combination of our preprocessing steps and their algorithm
allows us to learn a classifier working in a PBFS. The abstract protocol may be
considered here, but we describe the standard protocol to give the reader the
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better understanding of how our algorithms can be applied to classify vectors.
Let (x1, y1), . . . , (xT , yT ) be a set of examples, where xi ∈ Rm is an input vector
and yi = {−1, 1} is its label, i = 1, . . . , T . The label corresponds to the class of
the input vector. Define the hinge loss Dγ(f, (x, y)) = max{γ−yf(x)}, γ > 0 of
any function f from a Sobolev spaceW sp , s > 0, p > 1. If we make preprocessing
steps described in the proof of Corollary 1 we will get vectors r1, . . . , rT ∈ ℓn2
corresponding to our input vectors, for some n ≤ T . At step t the second-order
Perceptron Algorithm (see Cesa-Bianchi et al., 2005, Figure 3.1) predicts
ŷt = sign
[( ∑
i∈Mt
yiri
)′
(aIn +
∑
i∈Mt
rir
′
i)
−1rt
]
,
where Mt ⊆ {1, 2, . . .} is the set of indices of mistaken trials (yi 6= ŷi, i ∈ Mt)
before the step t. It is possible to prove the following upper bound on the
number of mistakes
Theorem 4. It is possible to run the second-order Perceptron Algorithm on
any finite sequence (x1, y1), . . . , (xT , yT ) of examples such that the number k of
mistakes satisfies
k ≤ inf
γ>0
min
f∈W sp
(
R(f, T, a)2
2γ2
+
Dγ(f)
γ
+
R(f, T, a)
γ
√
Dγ(f)
γ
+
R(f, T, a)2
4γ2
)
where R2(f, T, a) = c2W sp (T
1/2−1/p‖f‖2W sp +
1
a
∑
i∈MT
f(xi)
2) and Dγ(f) is the
cumulative hinge loss
∑T
i=1Dγ(f, (xi, yi)) of f .
Note that T 1/2−1/p in the theorem above is equal to the maximum number
of linearly independent inputs (converted to the dual space (W sp )
∗∗), so if the
algorithm is run on the same sequence of inputs several times then this number
remains the same.
5 Discussion
The idea of competing with Banach spaces is not new. Vladimir Vovk (Vovk,
2006a, 2007) considers two different ways to do this. The first technique is based
on the game-theoretic probability theory (Shafer and Vovk, 2001) and called
Defensive Forecasting. The second technique is based on the metric entropy of
the space with which the learner wishes to compete. The Aggregating Algorithm
is used for prediction. Suppose that input vectors are taken from a domain
X ⊆ Rm. The main difference in the theoretical bounds for two algorithms
can be described by an example of Slobodetsky spaces Bsp(X) = B
s
p,p(X). We
always assume that sp > m: this condition ensures that the elements of Bsp are
continuous functions onX (see, e.g., Triebel, 1978). Assuming p ≥ 2, the known
upper bound on the regret term is of order O(T 1−1/p) when the learner uses
either the Defensive Forecasting or our algorithm from Corollary 1 to predict
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the outcomes. This order does not depend on s. The order O(Tm/(m+s)) is
provided by Metric Entropy technique. This order does not depend on p and so
this algorithm can be applied to compete with spaces with p = 1.
The question asked by Vovk (2006a) is whether it is possible to create an
algorithm which will involve both p and s parameters in the order of T in the
regret term.Our paper gives another way to apply the Aggregating Algorithm
and the order of the regret term corresponds to the order given by Defensive
Forecasting: T 1−1/p. Thus we reduced the problem to the analysis of two
different ways of using the Aggregating Algorithm to mix functions from Banach
spaces.
Our paper shows the same order of the regret term by T as the Defensive
Forecasting method. It allows us to think that this order may be optimal by
p. The lack of lower bounds for methods which are capable to compete with
functions from Banach spaces does not allow us to make a strong argument.
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Appendix
Proof of Theorem 1
The proofs of Theorems 1 and 2 base on the possibility to construct an isomor-
phism between a finite-dimensional Banach lattice and a Hilbert space such that
the norms of vectors do not increase too much. Precisely (see Tomczak-Jaegermann,
1989, Theorem 28.6),
Theorem (Distance). Let B be a p-convex and q-concave Banach lattice, and
X be an n-dimensional subspace of B. If 1 < p ≤ 2 ≤ q < ∞ then there exists
an isomorphic operator U : X → ℓn2 such that
inf
U
‖U‖‖U−1‖ ≤ nαM (p)(B)M(q)(B). (11)
Here α = max{ 1p − 12 , 12 − 1q }, ‖U‖ = supx∈X ‖Ux‖‖x‖ , ‖U−1‖ = supr∈ℓn2
‖U−1r‖
‖r‖
and infimum is taken over all isomorphisms between X and ℓn2 .
This theorem is formulated for Lp, 1 < p <∞ spaces as Corollary 5 in Lewis
(1978). The infimum in this case is bounded by n|1/2−1/p|. The expression
infU ‖U‖‖U−1‖ defines a Banach-Mazur distance d(X , ℓn2 ) between X and ℓn2 .
For the case of a general Banach space the John theorem (John, 1948) states
that d(X , ℓn2 ) ≤
√
n for any n-dimensional subspace X ∈ U , where U is some
Banach space. Thus our theorems can be applied for the cases p = 1 and p =∞
though the regret term becomes trivial (of order T ).
Remark. Interestingly, if one wants to omit the lattice structure on a Banach
space, it is possible to prove a weaker result than the Distance theorem. For the
definitions and the result we refer to Proposition 27.4 in Tomczak-Jaegermann
(1989):
If B is a Banach space of type p and cotype q, 1 < p ≤ 2 ≤ q <∞, and X is an
n-dimensional subspace of B, then d(X , ℓn2 ) ≤ Cn1/p−1/q for some constant C.
Clearly, this bound is worse than nα, but it can be shown that this is the best
possible asymptotic estimate for arbitrary p, q provided 1/p− 1/q < 1/2. In the
case 1/p − 1/q ≥ 1/2 this proposition does not give anything new due to the
fact that
√
n is the maximal bound.
Proof of Theorem 1. Let X ⊂ Lp be the linear span of the input vectors x1, . . . , xT .
Let the dimension of X be n. By the Distance theorem there exists an isomor-
phism U : X → ℓn2 = Rn such that
‖U‖‖U−1‖ ≤ n|1/2−1/p| = C.
Let the norms of the operator U and of the inverse operator U−1 be
‖U‖ = sup
x 6=0,x∈X
‖U(x)‖
‖x‖ = 1, ‖U
−1‖ = sup
r 6=0,r∈Rn
‖U−1(r)‖
‖r‖ ≤ C. (12)
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Here we state the norm of the direct operator equals one since in the other case
we can replace the operator U by the operator V = U/||U || with unitary norm.
The norm of the inverse operator then increases by ||U ||.
By ri = U(xi), i = 1, . . . , T we denote images of input vectors xi applying
operator U . We apply the KAAR with the scalar product kernel to these images
ri consequently. By formula (5) we get for any g ∈ (Rn)∗ and a > 0 the loss of
the learner at a step T satisfies
LT (BLAAR) ≤ LT (g) + a‖g‖22 + Y 2T
maxi=1,...,T ‖ri‖22
a
, (13)
where the determinant of the positive definite matrix I + 1aK˜ (K˜ is the ma-
trix of scalar products (ri, rj)) is bounded by the product of its diagonal ele-
ments (Beckenbach and Bellman, 1961, Chapter 2, Theorem 7) and the loga-
rithm ln(1 + x) is bounded by x for x ≥ 0.
For any f ∈ B∗ we take g : Rn → R such that g(r) := f(U−1(r)), ∀r ∈ Rn.
Since U is an isomorphism, U−1(r) ∈ Lp. The linearity of g follows from the
linearity of U−1, so g ∈ (Rn)∗. This means that LT (g) = LT (f) because the
values of f and g are equal on the corresponding vectors from X and Rn.
Let us consider any linear functional h : X → R on it such that h(x) =
f(x), ∀x ∈ X . Clearly,
‖f‖B = sup
‖x‖=1,x∈B
|f(x)| ≥ sup
‖x‖=1,x∈X
|f(x)| = sup
‖x‖=1,x∈X
|h(x)| = ‖h‖X .
Then, the norm of h can be lower estimated using (12):
‖h‖X = sup
x 6=0,x∈X
|h(x)|
‖x‖ = supr 6=0,r∈Rn
|g(r)|
‖U−1r‖ ≥
1
C
sup
r 6=0,r∈Rn
|g(r)|
‖r‖ =
1
C
‖g‖.
On the other hand, we have ‖r‖ ≤ ‖x‖ for all x ∈ X , r = U(x). Thus ‖ri‖2 ≤
‖xi‖2, i = 1, . . . , T and ‖g‖2 ≤ C2‖h‖2 ≤ C2‖f‖2, so the theoretical bound (13)
transforms to
LT (BLAAR) ≤ LT (f) + aC2‖f‖2 + Y
2TX2
a
.
We can choose a =
√
T/C and recall that n in C is the number of linearly
independent input vectors among x1, . . . , xT . Thus n ≤ T , and we get the
bound (7).
Derivation of Algorithm 1
The derivation of our algorithm is based on the proof of the Distance theorem
for B = Lp given in Lewis (1978).
Step 2: The optimization task. Let span{xr1 , . . . , xrn} = Z, dimZ = n
(we will further omit index r of x-es). We take some basis φ1, . . . , φn ∈ Z∗.
For an isomorphism u : ℓn2 = R
n → Z ⊂ Lp we define its determinant by
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detu = det{φi(γj)}ij , where γi = u(ei) for a unit vector basis ei ∈ Rn. Then
we find such u that | detu| → max and ‖γZ‖p ≤ 1, where γZ =
√∑n
i=1 |γi|2
(the resulting isomorphism is the one where the infimum is attained in the
Distance theorem). The maximum determinant is unique up to a constant
depending on the choice of φi. It is convenient to choose φi : φi(x) = ai for
any x =
∑n
i=1 aixi ∈ Z (so {φi}n1 is a biorthogonal system to {xi}n1 ). Then
| detu| = | det{cij}ij | for γi =
∑n
j=1 cijxj .
Step 3: The scalar product. The scalar product (6) is calculated by
kij =
∫
Ω
xixj |γZ |p−2dx, i, j = 1, . . . , T.
and is equivalent to (6) because δij = n
∫
Ω γiγj |γZ |p
′−2dx, i, j = 1, . . . , T from
the proof of Theorem 1 in Lewis (1978).
Proof of Corollary 1
Sobolev spaces are proper Banach spaces (see Triebel, 2005, Proposition 7(ii)).
The identity mapping from them to C(X) is bounded, so cW sp < ∞. From the
other hand, we impose a lattice structure on the Sobolev space using isomor-
phism (10).
Proof. We represent x1, . . . , xT as elements αi of a dual space (W
s
p )
∗. We take
αi(f) = αxi(f) := f(xi), ∀f ∈ W sp , i = 1, . . . , T . In this setting we compete
with the elements of (W sp )
∗∗: for each f ∈ W sp we take gf ∈ (W sp )∗∗ such that
by definition gf (α) := α(f) for any α ∈ (W sp )∗. This changing of variables does
not change the prediction error, since f(xi) = αi(f) = gf(αi).
The isomorphism theorem states that there exists a linear isomorphism U :
Lp →W sp between Lp and W sp , such that ‖U‖‖U−1‖ < K for some constant K.
We also denote CU = ||U || = supη∈Lp ||Uη||||η|| , CU−1 = ||U−1|| = supf∈W sp
||U−1f ||
||f || .
This isomorphism defines a dual isomorphism U∗ : (W sp )
∗ → (Lp)∗ by
(U∗α)(η) = α(Uη),
where η ∈ Lp and α ∈ (W sp )∗. Clearly, (U∗α)(U−1f) = α(f), ∀f ∈ W sp . We
denote β = U∗α ∈ (Lp)∗. Similarly, we have a correspondence U∗∗ : (W sp )∗∗ →
(Lp)
∗∗ defined by
(U∗∗g)(β) = g((U∗)−1β),
which gives us h = U∗∗g ∈ (Lp)∗∗ functions to compete with. After these
replacements we have the same prediction error since for any g ∈ (W sp )∗∗ we
get h(βi) = (U
∗∗g)(βi) = g((U
∗)−1βi) = g(αi), i = 1, . . . , T . The norm of a
function increases by some constant:
||h|| = sup
β
|h(β)|
||β|| = supα
|g(α)|
||U∗α|| ≤
|g(α)|
|α(Uη)| ||η|| = ||η|| ≤ CU−1‖f‖,
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where η = U−1f . The first inequality follows from the fact that ‖U∗α‖ =
supη
|(U∗α)(η)|
‖η‖ ≥ |(U
∗α)(η)|
‖η‖ =
|α(Uη)|
‖η‖ , ∀η ∈ Lp. To apply Theorem 1 we have to
ensure ||βi|| is bounded. It holds since
||βi|| = sup
η
|(U∗αi)(η)|
||η|| = supf
|f(x)|
||U−1f || ≤ supf
|f(xi)|
||f || CU ≤ cW spCU , i = 1, . . . , T.
Applying Theorem 1 concludes the proof.
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