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The results of two studies of disordered metals near 
their metal-insulator transition are presented: < i l A 
detailed comparison of Ge Au 1 and B Cu 1 is carried out in x -x x -x 
zero magnetic field. GeAu, a high Z material, has been shown 
to e xh1bit strong spin-orbit effects in a magnetic field 
while 8Cu, a low Z material, has been shown to e xhibit weak 
spln- orbit effects. Both materials have similar temperature 
dependent de conductivit~ behavior in zero field and 
appro x imate!~ linear mobilit~ edges; CiilA detailed stud~ of 
the non-linear de conducti v itu of GeAu and C Cu 1 is carried " x - x 
out for 1 .3K<T<4 . 2K and for E-fields up to 500V / cm. 
Anal~zing the o <El data in the contex t of an electro n g as 
heating model ~ields unph~sicall~ long electron relaxation 
times. Alternative!~, theE-field can limit renormalization 
by raising the electron energ~ above the disordered 
potential. The s~stem then changes from quantum mechanical 
scaling to classically diffusive behavior be~ond a certain 
le-ngth scale . The temperature and E-field data can then gi v e 
the characteristic lengths and prefactors for the transition. 
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Preface 
In the last ten ~ears much progre~s has been made 
towards understanding conductivit~ phenomena in disordered 
materials near the metal-insulator . 1-16 trans1 t 1 on . ThlS 
work has shown the importance of electron localization and 
electron-electron interaction effects in the absence of a 
magnetic field while ignoring spin-orbit interaction 
effects. We first report on a study of the low 
temperature de conductivit~ properties of two three 
dimensional disordered metallic systems, Ge Au 
x 1-x ' with 
strong spin-orbit scattering, and B xcul-x' with weak 
spin-orbit scattering. The strength of these materials' 
spin-orbit interactions is confirmed by magnetoresistance 
t 17 . 1 t . d t • . measuremen s wh1 e he1r c conduc 1v1ty behaviors are 
identical proving the irrelevance of spin-orbit effects in 
zero magnetic field. 
Early experiments on two dimensional d1sordered 
systems 
applied 
found a dependence of the conductivity on the 
18-22 
voltage . The phenomenon was explained as a 
23 hot-electron effect , in which localizing electrons in an 
E-field heat ohrnicall~ due to isolation from the 
surrounding thermal bath via an electron-phonon 
bottleneck. Our second stud~ investigates this behavior 
in three dimensional amorphous GexAu 1_x and CxCu 1_ x films. 
viii 
Anal~zing our de conductivit~ vs. applied E-field data 1n 
the context of this electron gas heating model results in 
unph~sicall~ large electron-phonon relaxation times. We 
successful!~ describe the behavior as the E-field 
' pumping ' the energ~ of the diffusing electrons above the 
disordered potential. This limits renormalization of the 
s~stem be~ond a certain length scale and, hence, changes 
the s~stem from quantum mechanical scaling to classical!~ 
diffusive behavior . We can then extract the 
characteristic lengths and prefactors for the 
metal-insulator transition from 
data. 
temperature and E-field 
This dissertation is presented in three parts. Part 
A is a general introduction to conductivit~ in amorphous 
material~. including phenomenolog~. theor~. sample 
preparation and the generic experimental apparatus, part B 
describes the sp1n~orbit interactions work and part C 
describes the non-linear de conductivit~ stud~. 
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Part A 
Background 
Chapter 1 
Introduction 
The metal-insulator transition is 
1 
the boundar~ in 
conductivit~-temperature phase space which separates 
materials that conduct electricit~ at zero temperature and 
those that don ' t <figure 1 ~ 1i . A ' regu 1 a1- ' <as opposed to 
disordered> metal ' s conductivit~ decreases with increasing 
temperature while an insulator ' s conductivit~ increases 
with temperature. Disordered 
metal-insulator transition exhibit 
metals near 
properties of 
the 
both 
phases, having a fini~e conducti v it~ at 
which increases with temperature. 
zero temperature 
We gain insight b!::J realizing that electrons in 
periodic metals are localized in momentum space while 
those in insulators are localized in real space. As these 
are real, finite systems it is reasonable to believe that 
we can interpolate between these states to stud~ the 
intermediate, weakly localized state . In fact, 
localization theory utilizes this tactic, treating the 
s~stem as free electrons (on short length scales ) tr~ing 
to extend to infinit!::J while coming to terms with the 
.... 
' 
Figure 1.1: 
metal 
"" 
_________ ,., 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
2 
II 
weak 
localizer" 
/ 
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3 
localizing 
discussing 
effects of the random potential. Before 
theor~ we will put weak localization in 
perspective b~ reviewing the models that describe metallic 
and insulating behaviors and relating them to the observed 
weak localizing behavior. 
Conduction in a perfect metal, a cr~stal with 
t r anslational s~mmetr~, is well understo.od u;;ing band 
theor~. Conduction electrons are described as plane waves 
ball isticall~ travelling throughout the metal . These 
extended wave functions give the perfect metal an infinite 
conductivit~ at T=O. At finite temperatures phonons 
interact with electrons, decreasing their mean free path 
and, therefore, . the conductivit~. 
increases the densit~ of phonons 
conductivit~ decreases . 
As the temperature 
increases and the 
A semiconducting metal can have zero conductivt~ at 
T=O if there are no states available near the Fermi 
energ~. i.e. the valence band is full. At finite 
temperatures electrons are thermal!~ excited across the 
band gap and the conductivit~ increases with temperature. 
Real metals have defects and impurities which 
elastieall~ scatter conduction electrons, decreasing the 
electronic mean free path and, hence, the T=O 
conduct ivi t~. The plane wave description is still valid 
and conductivit~ still decreases with increasing 
temperature. 
Our 'disordered metals ' are created by adding so many 
4 
defects and impurities that strong elastic scattering 
reduces the electronic mean free path to the order of a 
lattice constant. The zero temperature conductivit~ is 
still finite but greatl~ reduced. Since momentum is no 
longer a good quantum number band structure disappears and 
the electronic wave functions no longer even resemble 
plane waves. 
At zero-temperature we can visualize a prepared state 
at zero time, t=O. This highl~ localized wave packet is a 
sum of orthogonal energ~ eigenstates which ma~ overlap in 
space. The packet expands diffusivel~ for t>O and it's 
from a large t=O value. This energ~ smear decreases 
quantum mechanical diffusion is characterized b~ ph~sical 
properties (including conductivit~) which 
decrease with increasing length scale. 
monotonical!~ 
At t=CO the 
\metallic) wavefunction is extended and the enrg~ smear is 
zero resulting in a finite zero temperatur.e conductivit~. 
At finite temperatures inelastic interactions add to 
or subtract from the energ~ of the packet. The wave 
packet is 'destroyed' when the inelastic interaction 
energ~ is on 
the process 
the order of the packet's energ~ smear and 
begins again. Microscopicall~, the 
interaction mixes exact eigenstates which are separated by 
energies less than or equal to the interaction energy. 
These interactions impose a minimum energy smear for the 
eigenstate which translates into a maximum length scale. 
Increasing the temperature allows a larger minimum energy 
5 
smear and, therefore a smaller maximum length scale. 
Since the values of the s~stem ' s ph~sical properties 
increase with decreasing length scale, the conductivit~ 
increases with temperature. The result js a metal <since 
the electrons expand to infinit~ at T=O> in wh i ch the 
conduct i vi t ~ increases with temperature <due to the 
inelastic cut-off). 
If the disorder is increased further the wavepacket 
is a sum of localized eigenstates and, therefore, cannot 
spread to infinit~ at t=OO The electrons localize and 
the material becomes an insulator, i.e., the electrons 
can ' t diffuse to the 
conductivi t~ increases 
sample 
with 
boundar~ at T=O. Again, 
temperature via the minimum 
energ~ smear imposed b~ inelastic interactions. These 
i6sulators qualitative!~ behave like the semiconducting 
cr~stals. 
In the strongl~ localized 1 i mit the electrons so 
profoundl~ interfere with themselves that the~ no longer 
overlap in space. These insulators, unlike semiconducting 
cr~stals, 
energ~. 
ma~ have man~ available states near the Fermi 
The~ ma~ also, unlike the weakl~ localized 
insulators, have energ~ overlap of their wave packets. 
Conduction in such s~stems can onl~ occur via thermal 
excitations. 
We see that energ~ overlap and spatial e x tent of the 
functions · characterize the disorder dri v en 
6 
metal-insulator transition . Motivated b~ this picture we 
proceed to describe the theor~. 
Chapter 2 
Localization Theor~ 
As McMillan ' s two parameter 
.-, 
.. 
phenomenological 
renormalization group theor~ is the most useful in 
interpreting experiments, this theor~ will be emphas1zed 
here . A relative!~ detailed introduction to 
renormalization group ideas will be given for the simpler 
non- interacting electron case in three dimensions. The 
review article on localization b~ Lee and Ramakrishnan24 
1s recomended to those interested in a more thorough 
description of the theor~ . 
2 . 1 The metal-insulator transition 
In 1958 P. w. 25 Anderson proposed a model of a 
disordered s~stem. Figure 2.1 shows a one dimensional 
Anderson potential. A disorder parameter, V/ W, is defined 
where V is the energ~ smear of the random potential and W 
1s the average potential depth . In strong disorder, sma l l 
V/ W, electrons severe!~ interfere, becoming e xponential~ 
localized b~ potential fluctuations. In weak disorder, 
large V/W, less severe interference all o ws the elec tro ns 
to e x tend throughout the sample. The boundar~ between the 
two limits, where the wav e fun c tions chang e fr o m e x tended 
Potential disorder = V/W 
I 
w 
l1 
X 
Fiqure 2 . 1: The Anderson potential. Disorder 
1s defined as V/W where W is the average depth of 
the disordered potential and V is the mean square 
(lJ 
deviation of the potential from the mean. 
9 
to localized be~avior, is the metal-insulator transition. 
The transition ma~ be probed b~ c hanging the amount of 
disorder with a fixed electron dens i t~, effective 1 ~~ 
var~ing V, or fixing the disorder and changing the 
electron densit~, effective!~ var~ing W. The latter 
method is the common experimental procedure. In the early 
1970 ' s Mott suggested that this transition is 
. t . 26 d1scon 1nuous based on the Ioffe-Regel criterion that a 
27 
metal must have kFl>l, where kF is the Fermi wave number 
and 1 is the mean free path. This sharp drop to zero 
conductivit~ was called the mobilit~ edge28 . Experiments 
and recent theor~ have shown the transition to be 
. 1-5 7 9 14-16 
cont1nuous ' ' ' and ' mobility edge ' has come to 
mean the relation describing the transition in three 
dimensions, i.e., o<T=Oi~lx-x lv, 
c 
where x is electron 
concentration and x is the critical composition. 
c 
2 . 2: Sealing 
In the mid 1970 ' s Licciardello and 10 Thouless , 
11 Thouless , 16 and Wegner introduced scaling models of the 
problem. Thouless ' approach will b~ emphasized as it is 
the ancestor of the more intuitive theories. 
Licciardello and Thouless10 and 11 Thou less studied 
how the conductivit~ of a sample cube of side L was 
related to that of a cube of side 2L. He introduced the 
Thouless number, g. a dimensionless measure of disorder 
proportional to V/ W: 
10 
<2. 1) 
2 
where G/{e /2~> is a dimensionless conductance such that 
o=GL is the measured conductivity. The denominat o r, 
<dE/dNl i s the average spacing between energy levels of 
7 
the L sided cube, 1/<N0L~l, where N0 is the bulk density 
of states . The numerator, ~E. is the variation in energy 
levels caused by changing the cube ' s boundary conditions 
from periodic to anti-periodic. If g is large the 
electronic wave function is sensitive to the boundary 
conditions, and therefore extended. If g is small, the 
wave function is insensitive to the boundary conditions, 
7 
and therefore localized. Abrahams, et. al. used this 
link between conductance and disorder to develop a theory 
of non-interacting electrons in a disor~ered potential. 
2.3: One-parameter renormalization group 
The goal of the renormalization group method is to 
derive an expression for g<L> using the scaling funct.ion 
~(Ll=d(ln<gll/d(lnL> (2.2) 
which relates g<L> on one length scale to that on another 
and assumes that g (L) is the only relevant scaling 
parameter. This assumption now has theoretical 
29-32 
support The strategy is to find the limiting 
macroscopic e xpressions , g . (L~OO 1nsulator and 
9metal < L~OO ) ' and interpolate between the limits using 
the scaling function. f<nmv i ng g ( L> , the transition is 
1 1 
explored b~ starting with a g<L . . ) and appl~ing 
m1croscop1c 
the scaling equation out to a macroscopic scale. This is 
equivalent to putting the L sided cubes together and 
_seeing whether the initial wave function tunnels to the 
others <g grows) or not <g goes to O> . 
For a large g<L> the s~stem is metallic and must obe~ 
Ohm's law so g<L>=oL and ~<g>=1. Localization is included 
through a perturbation correction for weak disorder, i.e., 
33 kFl<<l, b~ Langer and Neal : 
S<g>=1-a/g. <2.3) 
For a small g the s~stem is exponentiall~ localized 
with localization length so g<L>~exp<-L/~) and 
e <g> =ln <g/g ) ' 
c 
where is the critical 
Since g decreases with increasing L, g<g . 
c 
conductance. 
The scaling function, S<g> describes a real, finite 
s~stem and should therefore be continuous and monotonic. 
Since the limiting expressions for S<g> are of opposite 
sign, there exists a gc such that S<g >=0. 
c 
This fixed 
point, corresponding to the critical conductivit~ gc' is 
the Anderson Transition which, b~ standard renormalization 
7 group arguments , is continuous. 
This renormalization process describes a quantum 
mechanicall~ diffusing electron at T=O with diffusivit~ 
(figure 2.2al Figure 2.2b shows DL as a 
function of time. At short times (microscopic lengths) 
the diffvsivity is strongl~ length dependent. For a 
D (~) t 
( a ) 
( b ) 
Figure 2.2: Quantum-mechanical diffusion in 
real space: {a) A wavefunction at time t 1 with 
spread L 1 evolves to width L2 at time t 2 . 
r 
t 
(b) The quantum mechanical diffusivit~, D=<L2 >/t, 
12 
as a function of time. The diffusivit~ is initiall~ 
large and decreases to a finite value for metals and 
zero for insulators. 
13 
conductor it flattens out to some finite value on longer 
time <or length> scales . The electrons then become 
classical!~ diffusing part i cles. The diffusivit~ of an 
insulator goes to zero at some finite time. The 
metal-insulator transition is the flow which 
ass~mptoticall~ approaches the time axis. 
At finite temperature the electrons experience 
inelastic interactions which destro~ this renormalization 
11 process Now the scaling stops at this inelastic time 
<or the corresponding length> and the s~stem ' s diffusivit~ 
is 
2 DL =<L . >/t . . 
. 1 1 
1 
The conductivit~ is found from equation <2.3) 
renormalization group methods 
o <L . > =o0 +a' /L .. 1 1 
As long as the sample length scale is larger than 
<2. 4> 
using 
(2. 5> 
L . 
1 
the 
conductivit~ is insensitive to the boundar~ and therefore 
ohmic. 
Each inelastic process has a temperature dependent 
inelastic time of the form 
-r . ~T-P. 
1 
(2.6> 
The temperature dependent conductivit~ is then found b~ 
combining <2.4> and (2.6> into (2.5) 
o=o ... +ATp/2 . 
~) 
i4 
Electron-electron interaction effects are left out of 
this model other than as a cut-off mechanism . However, it 
has been shown that interaction effects become quite 
important in diffusing electron s~stems 1 • 2 • 6 • 13 . This is 
a consequence of diffusing electrons being less free to 
react to a neighboring electron's coulomb field than the 
plane wave electrons in a cr~stal. The electrons, 
therefore, spend more time near each other, enhancing the 
interaction effects. 
Several workers have treated the problem of 
interacting electrons in a disordered s~stem 13 . These 
treatments include disorder b~ assuming diffusing electron 
wave packets made up of sums of plane waves and 
renormalizing A, the dimensionless coupling constant, via 
perturbation theor~ in the far metallic regime. It must 
be emphasized that localization effects are ignored in 
this approach. To date there is no successful microscopic 
theor~ which includes both localization and interaction 
effects near the t 1 . 1 t t " t " 24 me a -1nsu a or rans1 1on < i . e. , in 
the strong scattering regime). 
The first attempt to combine these two effects near 
the metal-insulator transition was McMillan ' s two 
14 parameter phenomenological renormalization group theor~ . 
While there are 34,35 now other such models , we can gain 
physical insight by analyzing data in the context of this 
theor~. 
15 
2.4: Two parameter renormalization group 
McMillan 14 combined the one parameter localization 
theor~ with electron-electron interactions <via the weak 
coupling approximation described abovei including 
screening within linear response theor~. This 
phenomenological theor~ has questionable assumptions <see 
appendix A> and conclusions drawn from it must be 
carefull~ scrutinized . Yet, it contains many features 
generic to tw~ parameter theories15 and provides us with a 
physicall~ intuitive model which successfull~ describes 
several aspects of the transition. 
This theory treats the motion of diffusing electron 
wave packets at a length scale L. McMillan defined three 
length dependent ph~sical quantities: di ffusivi t~, 
density of states at the Fermi energ~. and the 
dielectric constant, eL' and three energ~ scales: the 
energ~ spread of the packet, the average energy 
spacing <as in the one parameter model above) , 
and the interaction energy, 
Either set of quantities describe the motion of a 
diffusing electron wave packet of width 
Two dimensionless parameters are 
then defined, gL~FL/EL <which is the single particle 
localization parameter> and :>...L~UL/EL {which is the 
interaction parameter of Altshuler and Aronov and 
Altshuler, et. 13, al. 1 • McMillan deri~1ed and solved 8 
scaling equations, one for each energy, ph~sical quantit~ 
16 
and dimensionless parameter. He found two fixed points, 
one unstable with respect to interactions and not 
observable, corresponding to the non-interacting Anderson 
transition above, and the other . corresponding to the 
ph~sicall~ observable, interacting metal-insulator 
transit ion. Using standard renormal ization group 
techniques he found the ' shape · of the mobilit~ edge: 
o ~lx-x IY 
0 c (2. 7) 
- 1 
wi t h v =0 . 96 . 
Figure 2 . 3 is a summar~ of the renorrnalization 
process showing how the diffusivity scales with length in 
a metal . At small length scales (figure 2.3, region A) 
the electron has ~et to scatter and experiences ballistic 
motion with L=vFt. Beginning at a microscopic length 
<figure 2.3, region B> the electrons elasticall~ 
scatter and scaling begins. This is the quantum 
mechanical diffusion regime with L2 =DLt. The diffusivit~ 
Cas well as the other ph~sical quantities) change with 
length scale as described b~ the differential equat1ons of 
the renormalization group. At the correlation <or 
critical> length, ~. the packet becomes macroscopic, i . e. 
conducting, and the diffusivit~ becomes nearl~ constant 
classical!~ diffusing to infinit~ Cat T=O> with L2 =DLt-o t 
(figure 4, regions C and D). 
Condvctivit~ is defined as crL=2e2 NLDL and the T=O 
conductivity is limL-ocS'L' In the conducting reg1me the 
DL 
Da 
D! 
Di 
DCX> 
Ballistic 
L=vf t 
Quantum Mechanical Diffusion 
L2 = DLt 
Scaling 
elastic interactions 
Classical 
Diffusion 
inelastic 
interaction 
a e Li L 
l-A .. ,. B C ·I· D-
Figure 2.3: Plot of diffusivit~ vs. length 
scale, summarizing McMillan ' s renormalization 
group process. 
.... 
--..1 
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conduct i vi t~ is 
2 
e 
o=<0.1)-<l+t;/U \2.8a) 
nt; 
and the width of the energ~ smear of the wave packet is 
where ~ is the energ~ width of the packet at L=t;. 
This process is explicitl~ cut off b~ energ~ scales 
(instead of length scales as in the one parameter theor~). 
For example, at finite temperatures the wave packet is 
destro~ed b~ thermal fluctuations. Setting F =kT L in 
{2 . 8bl gives L=t;4~/kT and the conductivit~ becomes 
view. 
2 
e 
o= <0. 1)- < 1 +t;/U 
fit; 
The situation is equivalent 
(2. 9 ) 
to the one parameter 
The scaling is cut off b~ inelastic processes and 
the ph~sical properties of the s~stem are length scale 
independent for L>L . =<D . ~ . ) l/2~<D ~ . ) 1/ 2 . 
l l l l 
Again we emphasize that we must be careful in using 
this theor~ <appendix Al. We will see in part B that it 
successfull~ describes both the temperature dependence of 
the conductivit~ and the shape of the mobilit~ edge. In 
part C we will show how this energy renormal i zat1on allows 
us to describe theE-field dependence of the conducti v ity 
19 
intuitive!~ as a non-equilibrium process, a picture which 
is opaque to the standard length scaling theories. 
20 
Chapter 3 
Sample Preparation and Characterization 
This section will describe the aspects of sample 
preparation and character i zation that are generic to the 
work covered in both parts B and C. The details of sample 
configuration are different for the two experiments and 
will be described in the appropriate sections. Samples of 
part A consist of -1000A to -2000A thick quench-condensed 
Ge Au 1 and B Cu 1 films. x -x x -x Samples of part B consist of 
-lOOOA to -3500A thick quench-condensed Ge Au 1 and rf x -x 
Some details of the apparatus 
will be omitted here as the~ have been presented in an 
1 . d . t t • 17 ear 1er tsser a ton . 
3. 1: Sample preparation 
GeAu and BCu conductivit~ samples were 
condensed onto polished 1/2"x1/8" sapphire substrates at 
20K from independent, resistivel~ heated aluminum oxide 
boats in a dual-source configuration <Fig. 3.1> A 0.025 
mm gold wire was affixed with flexible silver paint to 
each of four gold contacts which were pre-evaporated onto 
each substrate. The films ' relative concentrations were 
determined from two computer monitored oscillating quartz 
cr~stal thickness monitors, each of which sees only one of 
quartz 
crystal~ 
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. quartz 
~crystal 
Figure 3.1: Dual source evaporation. 
the sources. Before and 
thickness monitors were 
22 
after each evaporation both 
calibrated with a commercial 
quartz crystal thickness monitor which was exposed to both 
sources . This crystal also monitored the film thickness 
during evaporation. 
CCu samples were rf sputtered in argon, again with a 
dual source configuration, at room temperature. Initial 
thickness estimations came from monitoring sputtering time 
using rates based on calibration films. Relative 
concentration was controlled by substrate positioning with 
respect to the sputter i ng targets as well as by adJusting 
the power of the sources . 
3.2: Sample characterization 
Transmission electron microscopic analysis of 
unannealed GeAu films showed no structure on length scales 
larger than the TEM ' s 15A resolution for amorphous 
materials. X-ray diffraction spectra, taken after each of 
several anneals, confirmed the films ' amorphous structure. 
Figure 3 . 2 shows a series of spectra from a 2000A film of 
Ge0 . 81 Au0 . 19 taken on a Norelco powder camera with 0 .4 
degr·ee resolution . Each curve is the result of 
subtracting the spectrum of a clean substrate from that of 
the film on a substrate. One of these backround spectra 
was taken for each sample spectrum. The unannealed film ' s 
spectrum (figure 3.2a) has a max imum at 2e-30 degrees that 
is greater than 10 degrees wide . We find crystallites 
that are approximately l OA in diameter fr o m the 
23 
Fiqure 3 . 2: X-ra~ diffraction scans on a 2000A 
film of Ge0 . 81 Au0 . 19 . Scattered intensit~ 
vs. scattering angle after each of several anneals: 
alafter room temperature for a week 
b) <a> + llOC for 25 minutes 
c) (b) + 125C for 30 minutes 
d) {C) + 140C for 30 minutes 
e> (d) + 150C for 30 minutes 
f) <e> + 160C for 30 minutes. 
Bumps evolve about scattering angles corresponding 
to Ge and Au cr~stal peaks as the film ' s 
conductivit~ decreases. At a sample dependent 
temperature the film cr~stallizes and the 
conductivit~ increases (f). 
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TEM result. After 
This is 
subsequent 
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is the 
the x-ra\:Js 
consistent 
anneals 
<figures 3.2b-3.2el ver\:J broad peaks form at angles near 
the Ge (111) and Au (111) cr\:jstal peak.s. The Ge (111> 
peak of figure 3.2e is ~5 degrees wide corresponding to a 
cr\:jstallite diameter of about 20A. The room temperature 
conductivity of the film decreased with each anneal until 
the anneal at 160C for 1/2 hour <figure 3 . 2fl when the 
conductivit\:j increased 6-fold. The Ge <111> and <220) 
peaks were then 1 degree wide corresponding to 90A 
cr\:jstallites and the Au <111> peak was 2 degrees wide 
corresponding to 50A cr\:jstallites. We model the S\:jStem as 
Au atoms, the source of conduction electrons, suspended in 
an amorphous Ge matrix. The evolution of broad bumps 
around Ge angles indicates that 
annealing 
and Au scattering 
causes clustering of like atoms in the film. 
The concurrent decrease in conductivit\:j suggests that Au 
atoms group into small clusters, reducing the number of 
conduction electrons and hence, reducing the S\:jstem · s 
Fermi energ\:j. The large conductivit\:j changes accompanied 
b\:J onl\:J small narrowing of the Au bump indicates that the 
conductivit\:j is ver\:J sensitive to Au clustering. At a 
sample dependent cr\:jstallization temperature large Ge and 
Au crystallites form, changing the nature of the system to 
a random d1stribution of 90A Ge and 60A Au cr\:jstallites. 
26 
The s~stem is now ordered on length scales less than 60A 
but amorphous on length scales larger than lOOA . n··,e 
Fermi en erg~ increases since the electron densit~ 
increases with the s~stem's decreased volume, hence, the 
larger conductivit~. This decrease in volume must be 
large enough to overcome the decrease in conduction 
electrons due to the Au cr~stallite formation. The film 
will still behave like an amorphous material since at 
4 . 2K, our highest temperature, the electrons are coherent 
to a length scale of 200A. Conduction ma~ also occur 
along grain boundaries on Au rich links. This mode of 
conduction would exhibit percolative or normal two or 
three dimensional metallic behavior depending on the Au 
concentration and the shapes of the conducting channels. 
However, the contribution of grain boundar~ conduction 
seems to be negligible since the films exhibit the same 
amorphous conductivit~ behavior as the uncrystallized 
films. 
Composition profiles were obtained by combining Auger 
electron spectroscop~ <AES> with sputter etching of the 
samples. This technique shows the variation in elemental 
concentration but ~ields inaccurate absolute 
concentrations. Figure 3.3 shows elemental concentration, 
as determ1ned by AES, as a function of distance from the 
substrate surface for a lOOOA film of Ge~ 87Aur 17 . v. -..J \). These 
curves show long range variations of less than 10~ in 
elemental concentration through each sample. 
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Figure 3.3: Variation of elemental 
concentration vs. distance from the substrate for 
lOOOA of Ge0 _83Au0 _17 . The film ' s surface is 
at lOOOA. The concentrations are constant to within 
107.. 
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fluorescence measurements ~ielded relative concentrations 
which varied in their agreement with those determined 
during evaporation from 17. to 207.. This technique is 
accurate to within 57. as shown b~ anal~zing la~ered 
standards. The concentrations presented in this report 
are those determined b~ this method. Sample thickness, as 
measured on an interferometer and with a st~lus using an 
Alph~-step thickness measuring device <see appendix B>, 
agreed with the microbalance determined thickness to 
within 107.. 
The x-ra~ diffraction spectrum of u.nannealed 
<figure 3.4a) shows no structure above the 
noise. The spectrum of unannealed Bo -~cuo •2 
. 00 . •.J 
(figure 3 . 4c) shows a 5 degree wide peak <corresponding to 
20A cr~stallites) at the Cu. <111> cr~stal peak. Annealing 
these films increased their conductivit~. The annealed 
(figure 3.4bl spectrum s t i 11 showed no 
str1..lcture. Annealing the B0 . 65cu0 . 32 film {figure 3.4d) 
narrowed the Cu. <111> peak to a width of 2.5 degrees which 
corresponds to 40A cr~stallites. A peak also formed at 32 
degrees corresponding to 60A boron oxide cr~stallites. 
The pure boron remained amorphous in both annealed films. 
This behavior can be explained through the presence of 
voids in the film. These voids increase the separation 
between the Cu. atoms and, hence, lower the Fermi energ~. 
Annealing the film destro~s voids which contracts the 
s~stem and raises the Fermi energ~. Again, the 
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contraction must be large enough to overcome the decrease 
in the number of conduction electrons due to metal 
cr~stallite formation . 
there ca~ be little 
After al l of the voids are gone 
change in conductivit~ which is 
consistent with our exper i ence . 
AES anal~sis <figure 3.5> of a lOOOA film of 
B0 . 83cu0 . 17 showed 8, Cu and 0 concentration variations of 
less than 10% through the sample. The 0 is due to 0 
liberated from the alumina coated spiral during 
x-ra~ fluorescence is insensitive to low Z evaporation. 
elements so this anal~sis could not be done on this 
s~stem. The concentrations presented are those determined 
b~ the microbalance during evaporation. 
Figure 3 . 6 shows the diffraction spectrum of a 2000 A 
CCu sample on the same scale as a spectrum for a pure Cu 
film of the same thickness. The 111 Cu peak is evident at 
about 33 degrees for the Cu sample. The CCu spectrum is 
ver~ flat indicating a highl~ amorphous film. These films 
have proven to be quite stable with both their spectra and 
conductivities remaining unchanged after a one hour, 
anneal . 
llOC 
We can be assured that the s~stems are amorphous and 
homogeneous on the length scales we probe . Our samples 
should be adequatel~ described b~ theor~ since the models 
of amorphous conductivit~ onl~ require disorder. 
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Chapter 4 
Experimental s~stem 
34 
In this chapter· we wi 11 give a brief description of 
the maJor components of the apparatus that are generic to 
both experiments. No novel techniques or apparatus were 
needed for these experiments so details will be omitted. 
4. 1: Cr~ostat 
The cryostat was a standard glass helium dewar with a 
stainless steel insert. A stainless steel can isolated 
the samples from the helium bath and a tube connecting the 
can with a needle valve outside of the cryostat allowed 
the introduction of helium gas for heat exchange. Samples 
were mounted on a copper block inside the can. 
4.2: Thermometr~ 
The primar~ temperature sensor was a standard 
germanium resistance thermometer, calibrated to within 1~ 
of the 4 He vapor-pressure scale, thermally grounded to the 
copper block with apiezon N grease. The resistance was 
measured using a four-probe AC resistance bridge36 which 
balanced a PAR model 120 lock-in amplifier. 
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4.3: Four-probe de conductivity 
Four-probe de conduct~vit~ data were obtained with a 
computerized bridge circuit consisting of a current source 
in series with a standard resistor <of 0.017. accurac~> and 
the sample. Figure 4.1 shows a schematic diagram of the 
data aquisition s~stem. An LSI 11 computer controlled the 
s~stem and received data through a black-box interface. 
It determined the current th~ough the circuit b~ reversing 
the polarit~ of the de current and averaging a series of 
voltage measurements taken across the resistor. It then 
calculated the sample conductivit~ b~ taking the same 
series of measurements across the sample. 
The current suppl~, a simple follower circuit 
consisting of a batter~ powered AD504 operational 
amplifier, could be operated manuall~ or stepped b~ the 
computer. This stepping was accomplished b~ changing the 
op-amp ' s ~eference voltage via a voltage divider with one 
leg consisting of a General Radio 1435 computer controlled 
resistance box. 
The computer controlled a switchbox which connected a 
Dana 6900 digital voltmeter 
either a sample or the standard 
with 7 digit precision to 
resistor. The voltage 
data was read b~ the computer through the interface, 
processed and stored on flopp~ disks . 
LSI II 
COMPUTER 
....::. ,. 
[..,.. 
I"' 
REVERSE ...,,---------.--------,~------~ 
.... 
--;;> BLACK BOX 
INTERFACE 
1 ..... 
.... 
SWITCH BOX I I 
I h 
DIGITAL VOLT METER t_ 
DANA 6900 
'---
CURRENT 
SUPPLY 
STANDARD 
RESISTOR 
SAMPLE 
Figure 4.1: Block diagram of the computer 
controlled, conductivit~ data aquisition s~stem. 
w (t.. 
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Part B 
Spin-orbit Effects 
1 2 Transport measurements ' on a-Si:Nb and a-Si:Au show 
7 
a linear mobil it~ edge as predicted b~ Abrahams etal. and 
McMillan 14 while measurements on ~ · p3,4 ::::> 1 : show a square 
root mobil it~ edge 15 as predicted b~ Grest and Lee . A 
significant difference between Si:P and the other s~stems 
mentioned is spin-orbit scattering. Silicon and 
phosphorus have low Z and hence low spin-orbit interaction 
strengths while niobium and gold are relatively high Z 
elements and have high spin-orbit interaction strengths. 
In addition, bulk disordered materials with weak 
spin-orbit scattering are often superconducting, which 
further complicates comparisons. 
In this section we report on DC conductivity 
measurements on amorphous GexAul-x' a high Z material, and 
amorphous BxCul-x' a low Z, non-superconducting material, 
near the metal-insulator trans i t i on . Since high Z 
mater1als have large spin-orbit effects and low z 
materials have small spin-orbit effects these two s~stems 
are well suited for this study. 
17 
measurements reveal these 
Magnetoresistance <t1R> 
differ-ent spin-orbit 
scattering behaviors, confirming our assumptions. The two 
materials ' zero field transport behaviors are shown to be 
38 
sirn i 1 ar, independent of spin-orbit effects, and in 
agreement with the Si:Nb and Si:Au work and the theories 
roen t i oned above. 
We will now describe how magnetoresistance signals 
the presence of strong spin- orbit effects. The reader is 
17 
referred to Tard~ for a detailed description of the 
Magnetoresistance work. 
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Chapter 5 
Magnetoresistance 
Measurements on three-dimensional disordered metallic 
S!:jstems in a magnetic field show negative 
magnetoresistance <MR> 37-39 no negative 1'1R2, 8, 40 • low 
field negative MR that reaches a minimum and becomes 
positive at high fields8 • 41 , and low field positive MR 
that reaches a maximum and becomes negative at high 
42 fields . Anal!:jse~ of these exp~riments invoke 
localization to explain the negative MR, and electron 
interaction, Zeeman spin-splitting, and spin-orbit effects 
to explain the positive MR, but no coherent model that 
describes the roles of these effects has been formulated. 
Our GeAu samples displa~ed positive MR at low fields 
( f i gure 5 . 1 ) without the 
high-field MR characteristic of 
temperature-independent 
localization-dominated43 
systems, indicating that Coulomb interactions must pla~ an 
important role in these materials. The positive MR 
persisted to the highest fields studied. These curves are 
qualitative!~ similar to the low conductivit~ Si:P samples 
of Rosenbaum et. 8 al. , the Si :Au of Nishida , et. 2 al. , 
40 
and the bismuth of MacLachlan . In BCu ( figure 5.1), the 
slope of the MR became negative for H~3T. Similar 
40 
H(TESLA) 
-0.6 
8o.7aCu0.22 
.......... 
-0.8 ,....... 
1-
-1.0 6 .......... 
Ge0.84Au0.16 b 
-1.2 I ,....... 1-
... 
-1.4 I .......... b 
Figure 5.1: 6o vs. H for lOOOA of 
-1 Ge0 . 84Au0 . 16 Co0 =9.4 <n-cm> J and lOOOA 
-1 
of s 0 . 78cu0 . 22 Co0 =496 <n-cm> J at 1 . 3K. 
The solid curves are the best fits to a 
model of 6o<H> consisting of the sum of 
contributions due to localization, electron 
interactions and spin-orbit effects . 
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crossover behavior was seen in CuZr, CuTi, and CuLu alloys 
of Bieri et . 42 al. . 
Since the only negative MR mechanism proposed to date 
is the relief of localization by the fielq 43 , Tardy 17 
i nterpreted the negative MR in BCu as the l ocalizat i on 
contribution at large H dominating the Coulomb interaction 
contribution. Negative MR can be observed only44 if , for 
some H within the experimental range, the inelast i c and 
sp i n-orbit lifetimes, ~ - and ~ , obey 
l so 
1/~.+2/~ ~4DeH/n. 
l so 
He therefore concluded that the spin-orbit coupling in BCu 
was weak enough to allow this condition to be met . No 
negative MR was evident in the GeAu samples. From this he 
concluded that localization effects in GeAu are dominated 
by spin-orbit coupling. These results are consistent with 
MR mea~urements on two dimensional Mg, MgAu and Au films 
by 45 Bergmann and with the well-known result that 
spin-orbit coupling increases with Z. 
17 Tardy computed least-squares fits to the data , 
f 1 1 . . 43 using a sumo oca 1zat1on (Ao 1 l and electron-electron 
. . 44 1nteract1on (Ao . ) 
l 
functional form was 
contributions to 
H . = <rckT> / <2De) , 
1 
the MR. The 
and g (T) ' the 
44 phenomenological electron-electron interaction strength , 
are the three adjustable parameters of the model . Th e 
bracketed factor of -1 / 2 reflects the assumpti o n 
42 
1/1" >> 1/1" . ' 
so 1 
and is omitted if instead we assume 
1/1" =0. 
so 
Lee and Ramakrishnan46 calculated the correction 
to the conductivit~ of an interacting electron gas due to 
Zeeman splitting. Numerical computation 17 showed this to 
be weak compared to the other effects and it was 
neglected. GeAu data was fit with the assumption 1/1" >> 
so 
1/1" . , and BCu with 1/1" =0. 
1 so 
The solid lines in figure 5.1 
represent the best-fit curves. 
Inelastic scattering times were calculated from the 
localization crossover fields H 1 using diffusivities 
extracted from linear fits of the Coulomb interaction 
crossover fields H . 
1 
as a function of temperature. Both 
GeAu and BCu have 1" . on the order of 10-13 s from 
1 
lK to 
8K. These times, while rather short, are consistent with 
those found b~ others2 •37 •38 (if one uses the measured 
diffusivit~ of "'10 2 em /s, instead of the free electron 
diffusivity> The scatter in the 1" . versus T results was 
1 
too large to allow quantitative conclusions about the 
temperature dependence of 1" . 
1 
In summar~, the results of this magnetoresistance 
work allow us to decide whether our samples have large or 
small spin-orbit effects. In high fields <-6-8 T> BCu has 
a strong negative component in it's MR caused b~ 
localization while GeAu has a ver~ weak negative MR 
component caused spin-orbit effects dominating 
localization. A quick look can reveal t.vhether the high 
field MR turns down <or magnetoconductivit~ turns up, 
43 
i.e . , figure 5.1i which is a characteristic of small 
spin-orbit effects or Just has the inflection point which 
is a characteristic of strong spin-orbit effects . 
44 
Chapter 6 
DC conductivit!:j 
6 . 1: Experimental procedure 
GeAu and BCu films were evaporated onto substrates as 
described in chapter 3. The contact geometry for this 
experiment is shown in figure 6 . 1. 
As we have seen in chapter 3, 
amorphous GeAu decreases with 
fact, a-GeAu and 
the conductivity of the 
moderate annealing. In 
goes through the 
metal-insulator 
approaches 
transition when annealed. We took 
advantage of this behavior to probe the metal-insulator 
transition. DC conductivit!:j data were collected during a 
series of anneals and measurements . The anneals varied 
from 50C for twenty minutes to 200C for three hours. We 
report on data from uncr!:jstallized films as supported by 
the x-ra!:j diffraction anal!:jsis discussed in section 3 . 2. 
The measurements were taken at room temperature and 
between 4.2K and 1.5K. Since annealing BCu does not have 
as strong an effect on the conductivit!:j, this S!:jStem was 
driven through the transition b!:j changing composition . A 
series of samples with an atomic boron concentrations of 
84~ to 75~ were c o ndensed, warmed to room temperature, 
measured and cooled for the low temperature measurements . 
.0025 11 Au wire Ag paint ~apphire 
L.c I ~ ~ .......... 
025
H- ~ 
. ~ 
1/211 .. l-1/s'J Tl._._ .. ---
Figure 6.1: Sample contact 9eometr~ for de 
conductivit~ measurements (in spin-orbit studies) . 
~ (11 
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The low temperature data were taken with the sample 
submerged in l iquid helium. A manostat controlled the 
pressure above the helium bath and kept the temperature 
stable to better than 1%. The temperature of the bath was 
measured with the germanium resistance thermometer . Data 
. f . f . . t T 1 / 2 constst o a sertes o conducttvt ~ versus curv es 
{figure 6 . 2) 
6.2 : Temperature power law 
Table 6 . 1 is a legend of five GeAu and e i ght BCu 
samples studied. Figure 6.2 shows a series of 
conductivit~ curves for Sample 
1 / 2 
E. These curves roughl~ 
obe~ o=o0 +o 1 T above and through the metal-insulator 
transition. Insulator effects are evident as the lower 
curves bend towards the origin . 
We computed least squares fits of the DC conductivit~ 
- j3 versus temperature data to o-o0 +o 1 T . The fits were 
performed using the IMSL subroutine zxsso47 which finds 
local minima in 
show the results 
determined using 
2 Table 6.2 and figures 6.3 and 6.4 
of these fits. Fitting errors were 
17 
a modified F test . For both GeAu and 
BCu, 13 ranged between 0.3 and 1.1 approaching , ~0.4 near 
the transition (section 11.2 discusses the variation from 
13=1 /2} . The simple average of the j3 ' s for GeAu is 0.55 
with a standard deviation of 0.18 and the average for BCu 
is 0.44 with a standard dev iation of 0.16 . 
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1
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Table 6.1: Sample legend. 
Sample t 
iA) 
A Geo. 84Auo. 16 860 
8 Geo. 86Auo. 14 850 
c Ge0.80Au0.20 960 
D Geo . 82Auo .18 960 
E Geo .84Auo .16 1060 
F 8 o.78cu0.22 940 
G 8 0.81Cu0.19 970 
H 8 o . 83Cuo . 1 7 1000 
I 8 o .83cuo .17 2360 
J 8 o .84Cuo .16 910 
K 8 o .83cuo .17 880 
L 8 o .81 Cuo .19 870 
M 8 0 . 77Cu0.23 910 
Table 6.2: Results of least squares fits to o=o0 +o 1Ts . 
Numbers after each sample letter indicate 
successive anneals. 
SAMPLE 
Al 
A2 
A3 
A4 
A5 
A6 
A7 
A8 
A9 
A10 
81 
82 
83 
84 
85 
86 
87 
-1 
<fl-cmi 
814 ± 2 
551.9 ±0.7 
30.1 ±0.3 
7.4 ±0.3 
2.6 ±0.4 
-2.8 ±0.2 
-2.8 ±0.2 
-2.35±0.06 
-1 .79±0.07 
-1 .14±0 .08 
697.0 ±0.9 
471.7 ±0.7 
44.29±0.04 
18.54±0.08 
9.62±0.09 
-2.1 ±0.8 
-6.3 ±1. 5 
3 ± 7 0.6 ±0 .4 
5 .1 ±0 . 7 0.49 ±0.04 
5 . 2 ±0.2 0.50 ±0.02 
9.4 ±0.2 0.38 ±0.01 
10 . 0 ±0.4 0.38 ±0.01 
8 . 9 ±0 . 2 0 . 41 ±0.01 
6.5 ±0.2 0.48 ±0.01 
4.99±0.06 0.548±0.004 
3.41±0.06 0.647±0.007 
1.95±0.06 0.80 ±0.01 
2.2 ±0.8 0.8 ±0 .12 
4 .0 ±0.7 0.6 ±0.05 
2.95±0.04 0.649±0.005 
7 .15±0 .08 0.43 ±0.01 
9.22±0.08 0.379±0.003 
13.7 ±0.7 0.30 ±0.01 
16.0 ±1. 4 0.27 ±0.02 
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Table 6.2 (continued) . 
SAMPLE 
C3 
C4 
C5 
C6 
C7 
C8 
C9 
C10 
Cl l 
C12 
C13 
-1 
<12- cm) 
45 . 7 ±0.2 
29 ± 5 
15 ± 2 
9 ± 1 
7. 1 ±0.8 
6 . 4 ±0.9 
6 . 1 ±0.9 
1. 7 ±0.7 
1 . 7 ±0.7 
-0 . 46±0.4 
-0.75±0.4 
50 
1. 0 ±0.2 0.90±0.05 
1 1 ± 5 0 . 26±0 . 08 
9 ± 3 0 . 31±0.05 
7 ± 2 0.40±0.04 
6 . 8 ±0.7 0.42±0.03 
5.9 ±0 . 8 0 . 46±0.05 
5.6 ±0.9 0 . 48±0.05 
4 . 8 ±0.6 0.52±0.05 
4.6 ±0.6 0.53±0.05 
3.5 ±0.4 0.56±0.03 
3.5 ±0.3 0.55±0. 0 3 
Table 6.2 (continued). 
SAt-1PLE 
01 
02 
03 
04 
05 
06 
07 
08 
09 
010 
011 
012 
013 
014 
-1 (f2-cml 
154.5±0 . 9 
131.6±0.4 
105. 1±0. 2 
87.6±0.1 
75. 1±0. 1 
66.8±0.3 
52.4±0.3 
47.0±0.4 
38.5±0.4 
33 . 0±0.5 
28.7±0.7 
20.5±0.8 
2.3±2 .. 3 
1 ± 2 
51 
3.52±0.9 0.48±0.07 
3.1 ±0 . 4 0.51±0 . 04 
1. 7 ±0 . 2 0.74±0.05 
1. 2 ±0 .1 0.92±0.04 
1.08±0.09 1 .01±0.04 
1. 2 ±0.3 1 .00±0 .09 
2.0 ±0.3 0.88±0.06 
2 . 6 ±0.3 0.79±0.05 
3.8 ±0.3 0.69±0.04 
4.6 ±0.5 0.64±0.04 
5.8 ±0.7 0.57±0.04 
8.1 ±0.8 0.49±0.03 
14 ± 2 0.36±0.04 
14 ± 2 0.37±0.03 
Table 6 . 2 <continued>. 
SAMPLE 
E3 
E4 
E5 
E6 
E7 
E8 
E9 
ElO 
Ell 
E12 
E13 
E14 
E15 
" ~ v 
-1 ( n-crn) 
69.6 ±0.3 
43 . 2 ±0.6 
31 .4 ±0.7 
21 .5 ±0.8 
15.2 ±0.8 
3 . 7 ±1. 0 
1 .6 ± 1 . 1 
0.00±1.1 
-1.3 ±0.9 
-1 .8 ±0.6 
-1.5 ±0.4 
-1 .4 ±0.3 
-o. 78±0. 14 
52 
2.35±0.25 0.62±0.04 
4 . 5 ±0.6 0.47±0.04 
5.8 ±0.7 0.43±0.04 
6.5 ±0.7 0.43±0.04 
7.1 ±0.7 0.43±0. 0 4 
8.3 ±1 .0 0.42±0.04 
7.9 ± 1 . 1 0.44±0.03 
7.6 ± 1 . 1 0.45±0.04 
6.5 ±0.9 0.49±0.04 
5.2 ±0.6 0.54±0.04 
3.4 ±0.3 0.66±0.04 
2.7 ±0.3 0.71±0.04 
1. 4 ±0 .1 0.91±0.04 
Table 6.2 <continued). 
SAMPLE 
F1 
F2 
F3 
G1 
G2 
G3 
H1 
H2 
I1 
I2 
I3 
0 ,J 1 
.J2 
J3 
J4 
J5 
Kl 
L1 
M1 
-1 
<n-cm> 
401 ± 1 
436.7±0 . 8 
493.4±0.8 
155.7±0.4 
250 ± 3 
308.7±2.5 
125. 1 ±0. 1 
138.4±0.7 
166.3±0.8 
198. 1±0. 6 
254.7±0.4 
-2 ± 6 
1. 8± 1. 3 
9.3±0 . 9 
14.4±0.8 
29. 1 ±0. 7 
43.2±0.7 
9.8±4.5 
45 ± 5 
)3 -1 
<n-cmk i 
3.0±0.2 
5.0±0.8 
5.4±0 . 9 
6.0±0.4 
13± 3 
7.5±2.5 
2.2±0.1 
4.6±0.6 
5.3±0.7 
5.3±0.5 
4.0±0.4 
8 ± 5 
10. 2±1. 2 
9.7±0.9 
8.4±0 . 8 
7.7±0.7 
8.0±0.7 
22± 4 
36± 5 
53 
0.67±0.02 
0.49±0 . 04 
0.45±0.05 
0.60±0.03 
0.31±0.05 
0.20±0.04 
0.85±0.01 
0.59±0.05 
0.5 ±0.8 
0.45±0.04 
0.46±0.03 
0. 37±0. 14 
0.34±0.03 
0.35±0.03 
0.39±0.03 
0.42±0 . 03 
0.44±0.03 
0.25±0.04 
0. 18±0. 02 
/3 
0.6 
+ • 
• 
• 
• 0 
• 
0 
50 
Figure 6.3: 
• • 
0 
• 
• 
100 
oo(.G-cmr1 
SAMPLE 
1::.. A 
0 8 
+ c 
• D 
0 E 
• 
150 
Power law, S. of the temperature 
54 
dependent conductivit~ as a functton of the distance 
from the transition of samples A-E. The power law 
approaches 0.4 with 10% error at the transttion. 
55 
0o~~~~o~o~2~o~o~~3o~o~-4~o-o __ 5_oLo---------4 
oo(n-cm)-l 
Figure 6.4: Power law, ~. of the temperature 
dependent conductivit~ as a function of the distance 
from the transition of samples F-M. The power law 
approaches 0.35 with 10% error at the transition. 
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6.3: Temperature coefficient 
Table 6.3 and figures 6.5 and 6.6 show the results of 
least squares fits to the data for S fi xed at 1/ 2. The 
1/2 
slopes of the T curves, o 1 , which are a manifestation 
of the s~stem ' s inelastic interactions, range between 3.0 
and 10.0 For GeAu (figure 6.5} the slopes 
are 1 inear with o 0 for o 0 between 10 and 60 <n-cm>-
1 and 
flattens out on both sides of this region. For BCu 
<figure 6. 6} the slopes are consistent with a linear 
relationship with o 0 . Both materials have o 1 approaching 
5.0-10.0 <n-cm.>- 1K- 1 / 2 at the transition. The values of 
the slopes are consistent with those of Hertel et. 1 al. 
who saw virtuall~ constant slopes of 7 -1 -1/2 <n-cm. > K 
through the transition in their a-Nb:Si temperature data. 
Cochrane 12 and Strom-Olson also . show slopes between 3 and 
7 ( ("'> > -1K-1 /2 . H-em. 1n a variet~ of amorphous and disordered 
metals with high conductivities spanning an order of 
magnitude. These results contrast with the Si :P data3 • 4 
which have large slopes that seem to diverge at the 
transit ion. 
vs. 
From equation <2.9} we see that the slope of 
T 1 / 2 curve is 
the o 
(6. 1) 
At the critical length the width of the wave packet is: 
(6. 2} 
Table 6.3: Room temperature conductivities and results 
' 1/2 
of least squares fits to o=o0 +o 1 ' T . 
SAI"IPLE 0 
A1 
A2 
A3 
A4 
A5 
A6 
A7 
A8 
A9 
AlO 
81 
82 
83 
84 
85 
86 
87 
Rm. Temp. 
-1 (fl-cm) 
283.7 
234.6 
221 .5 
196.1 
195.2 
162.9 
313.4 
255.3 
234.7 
212.7 
204.7 
0 , 
0 
-1 
<n-cm) 
813.5 ±0.3 
552.03±0.05 
30. 11±0. 02 
10.60±0.08 
6.44±0.08 
-0.35±0.07 
-2.39±0.02 
-3.17±0 .04 
-3.76±0.08 
-3.9 ±0.2 
694.5 ±0.2 
470.34±0.09 
42.60±0.08 
20.01±0.04 
12.87±0.06 
5. 17±0. 2 
3.41±0.2 
3.7 ±0.2 
5.00±0.03 
5.13±0 .09 
6.34±0.05 
6.53±0.05 
6.58±0.05 
6. 17±0. 01 
5.75±0.02 
5. 17±0 .05 
4.31±0.09 
4.47±0.11 
5.27±0.05 
4.47±0.05 
5.78±0.03 
6. 17±0 .04 
6.75±0.09 
6.73±0.11 
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Table 6.3 <continued). 
SAMPLE 0 
C3 
C4 
C5 
C6 
C7 
C8 
C9 
C10 
C11 
C12 
C13 
Rm. Temp. 
-1 
<n-cml 
241. 1 
230.6 
176.7 
149.7 
140.7 
134.6 
132.0 
110.6 
108.8 
90.5 
87.3 
0 , 
0 
-1 
<n-cml 
42.7 ±0.3 
35.6 ±0.2 
20.2 ±0. 1 
11.20±0.09 
8.67±0.06 
7.01±0.06 
6.37±0.07 
1.38±0.06 
1.27±0.06 
-1. 17±0. 05 
-1. 30±0. 04 
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0 ' 
1 
<n-cmk 1/ 2 i-1 
3.4 ±0. 1 
4.6 ±0. 1 
4.92±0.08 
5.29±0.06 
5.30±0.04 
5.29±0.03 
5.32±0.07 
5.06±0.04 
4.97±0.03 
4. 19±0. 03 
4.01±0.02 
Table 6.3 <continued). 
SAt1PLE 0 
D1 
02 
D3 
D4 
D5 
D6 
D7 
D8 
D9 
D10 
D11 
D12 
D13 
D14 
Rm. Temp. 
-1 
<1£-cm) 
382.7 
338.5 
290.8 
258.6 
237.4 
224.8 
202.9 
195.5 
184. 1 
176.8 
172.1 
162.8 
142.0 
138.1 
0 ' 
0 
-1 
m-cm) 
154.77±0.06 
131 . 48±0 . 04 
103.5 ±0. 1 
85.3 ±0.2 
72.3 ±0.2 
63.8 ±0.3 
49.1 ±0.3 
43.8 ±0.2 
35.8 ±0.2 
30.7 ±0.2 
27.3 ±0. 1 
20.76±0.06 
7.6 ±0.2 
5.7 ±0.2 
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3.32±0.04 
3 . 23±0.03 
3. 10±0. 08 
3.2 ±0. 1 
3.5 ±0.2 
3.9 ±0.2 
4.9 ±0.2 
5 . 4 ±0 . 1 
6.23±0.08 
6.75±0 . 09 
7. 14±0. 06 
7.89±0.04 
9. 0 ±0 .1 
9. 1 ±0. 1 
Table 6.3 <continued}. 
0 
E1 
E2 
E3 
E4 
E5 
E6 
E7 
E8 
E9 
ElO 
Ell 
E12 
E13 
E14 
E15 
Rm. Temp. 
-1 (1£-cm} 
342.1 
334.0 
307.5 
252.9 
230.4 
209.3 
196.7 
172.2 
164.3 
158.2 
149.2 
140.7 
130.7 
125.5 
115.8 
00 
-1 ( n-crn} 
134.5 ±0. 1 
132.74±0.08 
68.69±0.05 
43.64±0.04 
32.63±0.05 
22.78±0.06 
16.62±0.07 
5. 57±1 .07 
3.05±1.07 
1. 18± 1 . 07 
-1.01±0.06 
-2.41±0.07 
-3.4 ±1. 0 
-3.6 ±0. 1 
-3.4 ±0.2 
60 
10.03±0.08 
9.06±0.05 
3.23±0.04 
4.12±0 .02 
4.67±0.03 
5 . 28±0.04 
5.80±0.04 
6. 54±1 .05 
6.51±1 .04 
6.48±1 .04 
6.23±0.04 
5.83±0.04 
5. 12±0. 06 
4.70±0.07 
3.8 ±0.2 
Table 6.3 <continued). 
SAMPLE 0 
F1 
F2 
F3 
G1 
G2 
G3 
H1 
H2 
11 
12 
13 
,] 1 
.]2 
J3 
J4 
J5 
K1 
L1 
t·11 
Rm. Temp. 
-1 (fl-cm) 
540.1 
570 . 6 
611 .5 
269.5 
349.7 
337.3 
256.2 
256.2 
268.3 
293.0 
311.6 
98.4 
106.0 
111. 1 
114.7 
118.3 
177.8 
129 . 2 
197.2 
398.5 ±0.2 
436.82±0.05 
494 . 1 9±0 . 05 
153.50±0.08 
256.2 ±0.2 
314.10±0 .07 
120.0 ±0.4 
137.06±0.08 
167.05±0.05 
198.84±0.04 
255.24±0.03 
0. 86±0. 16 
6.3 ±0. 1 
13. 16±0. 09 
17.05±0.08 
30.90±0.06 
44.51±0.05 
23.6 ±0.3 
71.9 ±0.3 
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0 ' 
1 
<n-cmk 1 / 2 )- 1 
5. 13±0. 04 
4 . 89±0.03 
4.69±0.03 
8.01±0.05 
6.7±0.1 
2.29±0.05 
6.4±0.2 
5.79±0.05 
4.54±0.03 
4.54±0.03 
3.49±0.02 
5' 12±0 .09 
5.90±0.07 
6.01±0.05 
5.97±0.05 
5.98±0.04 
6.76±0.04 
8.4±0.2 
9.9±0.2 
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00~~~~~50~~~~~0~~-L-L~~~L-~--~ I 0 150 200 
.OQ (D-cm)-l 
Figure 6.5: Coefficient of the temperature 
dependent conductivit~ term, o 1 , as a function 
of distance from the transition of samples A-E. 
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Figure 6.6: Coefficient of the temperature 
dependent conductivit~ term, o 1 , as a function 
of distance from the transition of samples F-M. 
64 
Combining <6.1) and (6.2) 
Interpreting the data in this manner <and remember1ng 
that problems with McMillan's theory make such an 
interpretation questionable> yields diffusivit1es at 
crossover on the order of the free electron d if fusivity 
2 (see appendix Cl, n/m~l em. /s, for all of the systems 
except Si : P. While the slope is a characteristic of 
inelastic interactions of the electrons, a quantitative 
interpretation of the significance of these slopes awaits 
a more complete model of the system. 
6.4: Mobilit~ edge 
The annealing behavior of GeAu prevents the use of 
gold concentration as the parameter that characterizes the 
metal-insulator transition . The Drude electron 
concentration can be calculated from the Au concentration 
in a fresh sample, but there is no simple way to determine 
it after annealing. We chose the bare, i.e . , 
unrenormalized, conductivity as the parameter. The bare 
conductivity is a reflection of the microscopic length 
scale, a (see figure 2.3), where the system can be treated 
as free-electron like. A calculation using the simple 
Drude model expression 
2 
o =n e T . /m bare Drude elast1c <6. 4i 
relates this conductivity to the electron concentration. 
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In practice, we used room temperature conductivit~ as 
the bare conductivit~. In doing so, we assumed that 
phonons in the s~stem cut the renormalization group off at 
the same microscopic length scale after each anneal, i.e. 
the room temperature electron-phonon scattering time 
doesn ' t change. 
The shape of the mobilit~ edge was determined b~ 
fitting o 0 from the S=l/2 fits as a function of room 
temperature conductivi t~ ( 1 i sted in table 6. 3> . 
Figure 6.7 show the mobilit~ edges for BCu <samples F 
through M> and GeAu samples D and E. We fit the points to 
o 0 =Aio rm. 
· v 
t -o . t I . emp. cr1 . Table 6.4 shows the results of 
these fits. The values of v obtained from the fit are 
cons1stent with Hertel et. a1. 1 and Nishida et. 2 al. and 
7 14 
with the predictions of Abrahams, et al. and McMillan . 
The room temperature conductivit~ at the transition ocrit. 
-1 
<rL-cm.) which eguals 
conduct i vi t~ expression was 
Ioffe-Regel criterion to define 
26 derived 
The 
using 
the transition. 
Mott 
the 
This 
condition is actuall~ the microscopic criterion for the 
onset of scaling <see figure 2.3> and since 0 ~0 
rm. temp. a 
it 1s no surprise that the room temperature conductivit~ 
approaches the Mott conductivit~ at the transition. The 
slopes of the mobilit~ edge curves depend on microscopic 
details of each sample. The fact that the BCu po1nts lie 
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· SAMPLE 
• A 
l:J. E 
0 F-M 0 
0 
-E 0 
<...> 
I 
~ 300 0 
-
-bo 
0 0 
200 0 
B • 0 • 0 
100 • 
• l:J. 
00 400 600 
o-Ro om Temperature ( .Q- cm)-l 
Figure 6.7: The mobilit~ edge <o~ vs. o ) 
v rm. temp. 
for Samples A, E and F-M with power laws of 1 .5±0 . 2, 
0.91±0.09 and 1.02±0.15 respectivel~. The room 
temperature conductivit~ at the metal-insulator 
trarosi t ion -1 is~100 <O-cm) , of"lott. 
Table 6.4: Results of least squares fits to 
* 
o 0 =AioR m. 
SAMPLE A 
A* 0.062 
B 0 .16±0. 08 
c 0. 1 ± 0.2 
D 1 . 1 ± 0.2 
E 0.5 ± 0.2 
F-M 1 .5 ± 1. 5 
-c; ,v, 
Temp. c 
0 
c 
191.7 
192± 4 
102±15 
134± 2 
160± 6 
106±30 
v 
-1 (fl-crn> 
1. 4 
1.16±0.10 
1. 2 ± 0.3 
0.90±0.04 
1.01±0.09 
0.93± 0.2 
Not enough points to calculate uncertainties. 
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on a single 1 ine indicates that the disorder is 
independent of initial copper concentration . 
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Chapter 7 
Summar~ and Conclusions 
We have studied the zero field transport properties 
of three dimensional amorphous GeAu and BCu near the 
metal-insulator transition. These materials can be 
modelled as disordered metal atoms which suppl~ conduction 
electrons to the s~stem imbedded in an inert amorphous 
matrix. A s~stem's Fermi energ~. mediated b~ the densit~ 
of conduction electrons, determines whether it is a metal 
or an insulator. The electron densit~ is changed b~ 
either clumping of the metal atoms (in GeAul or b~ voids 
in the film <in ECul . The conductivit~ has -T 1 / 2 
dependence near the transition. The coefficient ~f that 
temperature term, which is determined b~ inelastic 
interactions, has values between 3.0 and 10.0 
<n-cm.l-lK-l/2 consistent with previous work excluding 
SiP. 
The data from both s~stems ~ield mobilit~ edges with 
power laws of -1, as predicted b~ McMillan 14 and Abrahams, 
7 
et.al .. Combined with magnetoresistance results from 
17 Tard~ which confirm the presence or absence of strong 
spin-orbit effects, this work shews the irrelevance of 
spin-orbit effects on the metal-insulator transition in 
70 
disordered materials in zero magnetic field . This result 
shows that the absence spin-orbit effects does not explain 
the power law of 1/2 found for the mobilit~ edge of Si:P. 
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Part C 
E-field Effect 
R lt f t . t 18-22 t . . 1 esu s o recen exper1men s on wo d1mens1ona 
s~stems at low temperatures have shown that dirty metals 
exhibit non-ohmic de conductivity. Anderson, 23 et.al. 
suggested that this behavior is the result of electrons 
ohmicall~ heating above the system ' s ambient temperature 
due to an electron-phonon bottleneck. 
-p ~ h ~ T with 0.4~p~2 for several 
e-p onon 
This model implies 
18-22 s~stems . · We 
have studied this E-field effect in three dimensional 
amorphous Ge Au 1 and x -x C Cu between x 1-x 1. 3K and 4.2K. 
Anal~zing our data in the context of an electron heating 
model ~ields long electron-phonon relaxation times and 
similar p ' s, . . 1 14 An alternate approach, in wh1ch McM1l an ' s 
quantum mechanical renormalization process is stopped when 
the energy an electron gains from the E-field is 
comparable to the energy width of the disordered 
potential, simply describes our o(E) data. 
We will first introduce the problem with a brief 
history of the effect as seen in two dimensional systems, 
including the hot electron model of Anderson et. al. We 
then describe the experiment and interpret the data in the 
context of the electron gas heating model, discussing the 
problems with this model. Finally, we treat the 
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phenomenon as a scaling effect and anal~ze the data us1n9 
this novel 'cut-off' in McMillan ' s theor~ . 
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Chapter 8 
Introduction 
In 1979 Dolan and Osheroff 18 studied 30A AuPd films 
and observed a logarithmic dependence of the resistivit~ 
onE-field at millikelvin temperatures for E-0.1V / cm . 
These films had sheet resistances larger than 10000/square 
at 1K and exhibited the logarithmic temperature dependence 
of resistance characteristic of 
weak-localizing s~stems. Bishop 
two 
19 
et .al. 
dimensional, 
sau.• this 
phenomenon in their metal-oxide-semiconductor field effect 
transistors IMOSFETs> at -5omK and E-o.OOlV/cm. Hoffmann 
20 
et.al . studied the effect in 12A-25A platinum films 
between 4.2K and 0.33K at fields up to lV/cm. Their films 
had resistances of 6000 to 50000 at room temperature. The 
low temperature conductivit~ increased as 
0.62e2/ C2n2~>log<E> for high fields. 
23 Anderson et.al. proposed that these results are due 
to an electron-phonon bottleneck which introduces a 
thermal resistance between the localizing electrons and 
the phonon bath. The applied electric field would then 
ohmicall\:j heat the electrons above the phonon bath . 
According to this model a o<El experiment at a fixed 
temperature T is actually measuring 0 (T . ) 
eLectron where 
T l >T. e ectron The differenc e between the electron and 
phonon temperatures can be calculated froro) a 
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phenomenological detailed balance expression23 
P . =oE2 =C6T / T h 1n e - p onon ( 8 . 1 > 
where C is the electronic specific heat. 
21 Bergmann used magneto-conductance to measure the 
temperature of conduction electrons of 30A gold and silver 
films with R~130n. He found that fields of ~30 V/ cm 
heated the conduction electrons as much as lK above the 
4.2K phonon 
,. h~2-3xl0- 11 
e-p 
bath. Using 
seconds. 
(8. 1 > he 
Dorozhkin and 
calculated 
22 Dolgopolov 
studied the effect in 50A gold films with R~35n between 
0 .4K and 4.2K with E up to lOV/cm. Using sample 
conductivit~ to determine electron temperature they found 
the electrons heating up to 15K and calculated relaxation 
t imes on the order of -7 10 s. 
Similar behavior has been observed in doped german1um 
cr~stals b~ A. c. 50 Anderson . He measured small 
electron-phonon thermal impedences which varied as 
1 ike metals, and were insensiti v e to carrier 
concentration . This defies intuition and the problem 
remains unsolved. 
Our earl~ measurements consisted of appl~ing large 
currents mAl to the samples of Part B and observing 
the conductivity. Two problems became evident with this 
e xperiment. First, the large geometry limited the range 
of E-fields we could achiev e. Second, the temperature 
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controlling thermometer was situated far from the films 
and the large currents heated them. This prevented our 
distinguishing between electronic effects and gross 
heating of the sample and substrate. 
These problems were overcome through the use of 
microlithography techniques (see appendix 0). By reduc~ng 
the geometries to micron scales we could achieve large 
E-fields with low currents and place temperature 
controlling thermometers very close to the sample. 
Chapter 9 
E-field experiment 
9.1: Substrate geometry and insert configuration 
The samples consisted of 500~ and 50~ square 
76 
films 
30~ apart. There were two versions of the geometry. 
Version 2 is shown in figure 9.1. The Au contacts are 
removed 
effects. 
contact 
from the active region to ensure minimum contact 
Version 1 was identical to version 2 but with Au 
strips across the sample. These two geometries 
yield similar results. 
Figure 9.2 shows the insert configuration. A 
calibrated Ge resistance thermometer was greased into a 
hole in the insert block which was drilled as close to the 
substrate as possible. A 4000 speer resistor was greased 
into a narrowed portion of the block near the base as a 
heater. The entire tip was situated in a vacuum can which 
was immersed in a helium bath. Helium gas could be 
introduced into the can via a stainless steel tube 
terminated with a needle valve at the top of the insert. 
This configuration allowed us to control the temperature 
to within 17. precision. 
The substrates were clamped at each end to the copper 
insert tip ensuring that all of the heat flows through the 
ends of the substrate (figure 9.3). Indium pads between 
the substrate and the copper insert tip enhanced thermal 
contacts 
Sapphire 
Figure 9.1: E-field effect sample geometr~ 
iversion 2). The small sample is ~50~ square and 
the large is 500~ square. The two films are 30~ 
apart with one serving as a temperature controlling 
thermometer for the other. The version 1 geometr~ is 
-J 
-J 
1dentical with the gold contacts crossing the films. 
.... 'C.-= = =-------=- ':=.! _,J 
Cu 
I I 
LJ 
Cu 
I I 
LJ 
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vacuum 
can 
calibrated 
Ge 
thermometer 
400.0. 
heater for 
temperature 
control 
Figure 9.2: E-field effect e xperiment insert 
configuration. A stainless steel tube running out 
of the cr~ostat allows the 1ntroduction of helium 
gas to the vacuum chamber. 
isotherms 79 
I 
t 
I 
I 
I 
I 
I I I I \ I 
I \ I 
Pin 
teflon tape 
Figure 9.3: Isotherm pattern of the experiment 
w1th vacuum in the sample can and current applied to 
the small film . The substrate is thermall~ anchored 
at both ends so heat must flow down the length of 
the substrate keeping the <small) sample film and 
\large> thermometer film at the same temperature. 
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contact between the substrate and insert. Teflon tape 
between the subs~rate and the retaining ring cushioned the 
substrate from mechanical stresses. 
We used the small film as the sample, taking 
advantage of the small geometr~ to achieve large E-fields 
<since E=V / 1). The large film then served as the 
temperature controlling thermometer. Figure 9.3 i s an 
intuitive picture of the substrate ' s isotherms when power 
is put into the sample while the can is under vacuum. The 
s~mmetr~ of the s~stem, the thin substrate and small 
distance between the films ensured that the sample and 
thermometer were at the same temperature during a 
mea sur em en t . 
9 . 2: Temperature control 
Initiall~, the temperature was controlled with the 
germanium resistance thermometer bridge as the feedback 
for a standard integral-rate-proportional circuit whose 
output is the heater. The helium bath was pumped and the 
desired temperature chosen b~ setting the appropriate 
resistance 
current to 
on the germanium thermometer bridge with the 
the sample film turned off. A standard 
2-probe, ferrite-ring bridge 
resistance of the large film. When 
thermal equilibrium the feedback 
cicuit measured 
the s~stem came 
the 
to 
to the controller was 
sw1tched to the 2-probe bridge thus maintaining the large 
film, and therefore the sample, at the initial temperature 
as the current increased. 
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9.3: Data aquisition 
Conductivit~ measurements were made as described in 
section 4.3 with the applied E-field calculated from the 
measured voltage. Conductivit~ vs. temperature 
measurements were made at low E-fields for 12K~T~1 .3K. 
Two sets of conductivit~ vs . de E-field measurements were 
then made; the first with the sample in vacuum and the 
second with a small volume of helium gas in the sample 
can. The measurements with helium were necessar~ because 
in vacuum the sapphire could not carr~ the heat awa~ fast 
enough to maintain temperature control for the highest 
E-fields. The small volume of helium greatl~ improved the 
power of the s~stem b~ short circuiting the heat 
the sapphire. This increase in cooling power was 
cooling 
flow in 
made at the expense of the isotherms of figure 9.3 adding 
some uncertaint~ to the sample temperature. 
Figures 9.4-9.6 show o<E> vs. E data taken at three 
temperatures with helium gas and vacuum in the can for 
three samples. All of the 
curve at high E-fields. 
0 vs. E data fall on a single 
At low fields this curve splits 
into temperature dependent branches. For each sample, the 
two sets of data lie on top of each other in the low field 
region and into the E-field dominated regime. 
The cooling power of the helium prevented film 
heating from interfering with E-field effects since the 
s~stem remained insensitive to bath temperature at high 
fields. At low fields, where temperature effects 
I 
-E 
u 
I 
~ 
-b 
50 
Figure 9.4: 
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+ 
T(K) 
+ 4.21 (He in can) 
'il 4.21 (vacuum in can) 
o 2.80 (He in can) 
• 2.80 (vacuum in can) 
o 1.46 (He in can) 
• 1.46 (vacuum in can) 
150 200 
Conductivit~ vs. E-field for sample 
BB4 at three temperatures with a vacuum in the 
sample can and a small volume of helium gas in the 
can. 
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Figure 9.5 : Conductivit~ vs. E-field for sampl e 
DDl at three temperatures with a vacuum in the 
sample can and a small volume of helium gas in t h e 
can . 
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Figure 9 . 6: Conductivit~ vs . E-field for sample 
FF5 at three temperatures with a vacuum in the 
sample can and a small volume of helium gas in the 
can. 
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dominate, an~ uncertaint~ in temperature introduced b~ the 
helium gas are negligible. Therefore, we are confident 
that the o<E> data reflects electronic behavior and not 
gross substrate heating . 
9.4: CCu 
We examined another s~stem, amorpho~s CCu, to confirm 
that the non-ohmic behavior we observe is indeed a 
localization phenomenon. Figure 9.7 shows the vs. 
0 
rm . temp. of a series of CCu samples. A least squares 
f i t of the data to 
v=0.9±0.2. Therefore, 
o 0 =Aio rm. 
-o ,v 
temp. cri t. ~ields 
both the GeAu and CCu s~stems 
exhibit weak-localizing behavior as characterized b~ a 
mobilit~ edge with a unit~ power law. 
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Figure 9.7: Mobility edge of sputtered CCu. 
A least-squares fit finds a power law of 0.9±0.2. 
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Chapter 10 
Electron Heating Interpretation 
In this chapter we will proceed as in previous 
k l8-23 wor 
derive 
and 
a 
assume an elecron heating model. First we 
phenomenological expression for the 
electron-phonon relaxation time as a function of electron 
temperature . Then the conductivit~ vs. E-field data is 
anal~zed by assuming that all of the conductivity changes 
were due to electron heating: finding the electron 
temperature from low field conductivit~ vs. temperature 
data and calculating relaxation times. The results are 
compared with the earlier work and with estimates for 
normal metals. 
10. 1 : Electron-phonon relaxation time 
We assume Anderson ' s 
electron-phonon bottleneck 
ohrnicall~ heat with respect to 
23 
model in which an 
causes the electrons to 
the phonon bath in the 
presence of a large E-field (figure 10. 1) We modi f~ the 
original heat balance equation <8 . 1) in the manner of 
Dorozh~<in and Dolgolopov 22 : 
f c dT 
,. = 
e-phonon ( 10. 1l 
hot 
electron 
gas 
. . 
weak electron 
phonon link 
. . . . . . . . · .. 
. :. 
. . .. 
. .. 
Phonons 
at 
. . . 
. . . . . . . . 
. . . 
... 
. . . . 
.... 
. . . . 
. ... 
·.·. . . . . ...... . 
.... 
. . . 
. .. 
- .. . 
.. 
. .. 
. . ' . . . . 
TBath 
. . . . 
. . . . .. .. 
... 
. . . ... 
. . .. . . . 
. . . . . 
. . . . . . 
. . . . ... 
. ... 
. · .. . . . . ... 
. . . . . . . . · .. 
. . . . . . 
. . 
. .. 
Teff f c dT 
Tbath 
Figure 10.1: The hot electron model. An 
electron-phonon bottleneck produces a small thermal 
conductivit~ between the localizing electrons and 
the phonon bath. An applied E-field ohmicall~ heats 
the electrons with respect to the bath and increases 
the conductivit~ as though the sample were at a 
warmer temperature. 
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where c is the free electron specific heat which is given 
b~48 
( 10 . 2l 
where k 6 is Boltzmann ' s constant, T is temperature, €F is 
the Fermi energ~ and n is the electron densit~. 
Since 
<10.3) 
and 
(10 .4) 
we have 
( 10. 5l 
We use the Drude conductivit~ expression as described 
in section 6.4 to derive an expression for n: 
2 
0 0 d =oRT=ne ~ 1 t . /m. ru e e as 1c <10.6) 
From section 2.4 we know that on the microscopic 
length, a: 
a=v ,. . F elast1c ( 10. 7) 
and 
a=l/kF. 
Combining {10.4), <10.7) and {10 . 8) 
2 -2/3 ~ 1 t· =m/n(3tt n> . e as 1c 
Inserting {10.9> into (10 . 6) and solving for 
1/3=~<3 2)2/3 / 2 
n " tt oRT e 
so that 
Fir.all~, integrating <10.1> 
1/3 
n 
2 2 2 ~ h =cCCT ff -Tb th )/(2oE )J. e-p onon e a 
Inserting the values of the constants: 
13 3 
n=C6.090x10 loRT 
-6 2 ~ l t. =C5 . 752x10 l / oRT 
e as 1c 
-6 
a=\8 . 2158x10 ) /o~­
~~ 
90 
{ 10. 8) 
<10.9> 
(10.10) 
{10.11) 
(10.12) 
<10.13) 
<10.14) 
( 10. 15l 
is in -1 U1-cm) then (10.13) is -3 in em 
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( 10. 16) 
(10.14) is 
in seconds, (10.15) is in em and (10.16) is in seconds . 
10.2: Data anal~sis 
In anal~zing the o<E> data we use the low field o<T> 
data as an electron thermometer <figure 10.2>. In doing 
this we assume all of the effect is due to electron 
heating and that the low temperature conductivit~ is a 
unique measure of electron temperature. Conductivit~ vs. 
temperature data were taken between 12K and 1 .3K and a 3 
parameter least squares fit of the data to o=o0 +o 1T
0 was 
done as in Part B. An effective temperature was 
calculated from 
for each o<E> data point. These values were then used in 
<10.15> to calculate the electron-phonon relaxation times. 
Table 10. 1 is a sample legend describing the 
composition, thickness, geometr~ configuration and anneal 
histor~ for nine samples studied. All of the samples were 
square. Geometr~ ' 1 ' corresponds to the 
configuration with the contacts crossing the film and ' 2' 
to that shown in figure 9.1. Figures 10.3-10.6 shows the 
o<Tl ' calibration ' data for 15 runs plotted with the best 
92 
fit to a- (T) data 
o-(T(E-0)) ----
Figure 10.2: Use of the sample low E-fie l d 
sample conductivit~ as a high E-field electron 
thermometer (in the hot electron model> . The 
effective temperature of the hot electrons, 
o <T eff <E> > , is determined from conduct ivi t~ vs. 
temperature data taken at low E. 
Table 10.1: E-field effect sample legend. 
Sample 
AA 
BBO 
BBl 
BB2 
BB3 
BB4 
885 
BB6 
BB7 
cc 
Material 
Ge0.78Au0.22 
t 
<Al 
1200 
DD1 Ge0 . 78Au0 . 22 1800 
DD2 
DD3 
EEl Ge0 . 80Au0 . 20 1700 
EE2 
EE3 
EE4 
Geometr\:j 
1 
1 
1 
1 
2 
Anneal Histor\:J 
Room Temp. for 1 day 
Room Temp. for 1 da\:J 
+Room Temp. for 1 month 
+ 70C for 1/2 hour 
+ 120C for 1 hour 
+ 150C for 1/2 hour 
+ 170C for 1 / 2 hour 
+ 190C for 1/ 2 hour 
+ 250C for 1 hour 
Room Temp. for 1 da\:j 
Room Temp. for 1 week 
+ 85C 
+ 105C 
for 1/ 2 hour 
for 1/2 hour 
Room Temp. for 1 da\:j 
+ 50C for 1/2 hour 
+ llOC for 1/ 2 hour 
+Room Temp. for 2 weeks 
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Table 10.1 <continued>. 
Sample l"laterial t Geometr\:j Anneal His tor~ 
<A> 
FF1 (;p A .;~_0.79HU0.21 1400 2 Room Temp. for 1 da.\:j 
FF2 + 50C for 1/2 hour 
FF3 + 60C for 1/2 hour 
FF4 + 70C for 1/2 hour 
FF5 + 80C for 1/2 hour 
FF6 + 90C for 1/2 hour 
FF7 + lOOC for 1/2 hour 
FF8 + 110C for 1/2 hour 
FF9 + 115C for 1/2 hour 
GG CCul 3500 2 Room Temp. for 1 da~ 
HH CCu2 2000 2 Room Temp. for 1 da\:j 
II CCu3 1500 2 Room Temp. for 1 da\:j 
I_ 
E 
u 
I 
~ 
-b 
450~----~----~----~6----~8~----IL0----~12 
T(K) 
EE4 
Figure 10.3 : LowE-field conductivity vs . 
temperature data for samples EE4, DD3 and FFB. 
The lines are the best fit curves of the data to 
95 
I 
-E 
(.) 
I 
~ 
b 
!-
E 
(.) 
I 
~ 
b 
Figure 10.4: LowE-field conductivity vs. 
temperature data for samples BB7-BB3 and FF7 . 
The lines are the best fit curves of the data t o 
.8 o=o0 +o 1T . 
96 
2 
Figure 10.5: 
4 6 
T (K) 
8 
Low E-field conductivit~ vs . 
001 97 
FF6 
12 
II 
temperature data for samples DD1, FF6 and II. 
The lines are the best fit curves of the data to 
o=o0 +o 1r
13
• 
I_ 
E 
u 
~ 805 
-b 
~ 
E 
u 
. I 
~ 
-b 
Fiqure 10.6: Low E-field conductivit~ vs. 
temperature data for samples GG, HH and FF3. 
The lines are the best fit curves of the data to 
J3 
o=o0 +o 1T . 
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fit curves. Table 10.2 presents the results of the 
calculations for n, a, and TD C=T 1 . l. rude e ast 1c For gold
48 
22 -3 
n=5 . 9x10 em , a=1.59A and TD d =3 . 0xlo-14s 
ru e 
at 273K and 
22 -3 -14 
n=8.5x10 em , a=l .41A and TD d =2 . 7x10 s at 273K for 
ru e 
copper. 
The electron densities calculated from the data are 
up to two orders of magnitude smaller than pure gold or 
copper. The microscopic lengths, a, are larger and the 
elastic relaxation times shorter than in the pure metals. 
This is consistent with the samples being dilute metals 
and gives us confidence that we properl~ used the Drude 
expression. 
Figures 10.7-10 . 14 show electron-phonon relaxation 
times as a function of the effective temperature plotted 
with guides to the e~e. Several features of these plots 
should be noted. Most of the data have T h-T-p with 
e-p 
1.2;$p~1 . 9. 23 Anderson et. al. , 
-< 
Predict T h-T ~ for three e-p 
dimensional s~stems in our temperature range. Both Dolan 
and Osheroff 18 and Bishop 19 et. al. found p-2 while 
their two dimensional s~stems at low expecting p=4 in 
23 temperatures Dorozhkin and 22 Dolgopolov found 
p=0.4-0.8 in their two dimensional films and anal~z1ng 
20 Hoffmann et.al. s data in a similar manner ~ields 
A second, and more s1gnificant, feature of the data 
is the -1o-9-10-7 s relaxation times between lK and 4. 2 K. 
These results are consistent with Dorozhkin and 
Table 10.2: Drude parameters 
Sample 
AA 
BBO 
BB1 
BB2 
BB3 
884 
BB5 
BB6 
BB7 
DDl 
DD2 
DD3 
EEl 
EE2 
EE3 
EE4 
0 Rm. Temp. 
-1 (0-cm> 
163.2 
592.9 
472.2 
453.5 
330.0 
287.9 . 
270.2 
254.9 
241 .o 
·304.4 
368.1 
321.6 
222.1 
353.1 
353.3 
330.0 
155.3 
n 
-3 (em> 
20 2.65x10 
1 .27x1o22 
6.41x1o21 
5.68 
2.19 
1 .45 
1. 20 
1 . 01 
8.52x1o22 
1.72x1o21 
3.04x1o21 
2.03 
6.67x1020 
2 . 68x1o21 
2.69 
2.19 
~ ~8 1c 20 .  ){ .) 
a 
(,8,} 
5.03 
1 .39 
1. 74 
1 . 81 
2.49 
2.85 
3.04 
3.22 
3.41 
2.70 
2.23 
2.55 
3.70 
2.33 
2.33 
2.49 
5.29 
,.Drude 
( s} 
2. 19x 10-15 
1 • t, 1~-16 
.c ... x \.) 
2.61 
2.83 
5.35 
7.03 
7.98 
8.90 
1 .00x10- 15 
-1c', 
6. 29x.1 0 "" 
4.30x10-16 
5.63 
-15 1. 18x10 
4.67x 1o-16 
4 . 67 
5.35 
? 2 -15 
_,4 xlO 
100 
Table 10.2 (continued). 
Sample o ' n Rm. Temp. 
(n-cm>- 1 (cml-3 
FF1 737.4 2.44x10 22 
FF2 661.9 1. 77 
FF3 609 . 6 1.38 
FF4 555.6 1 .04 
FF5 463 . 8 6.08x10 21 
FF6 377.9 3 . 29 
FF7 326.1 2. 11 
FF8 250.6 9.58x1o20 
FF9 195.1 4.52 
GG 922.4 4.78x1o22 
HH 398.8 3.86x1o21 
II 251.5 9.69x1o20 
a 
<A> 
1 . 1 1 
1 . 24 
1 .35 
1 .48 
1. 77 
2.17 
2.52 
3.28 
4.21 
0.89 
2 . 06 
3.27 
'i Drude 
<s> 
1.07x 10 -16 
1 .33 
1 . 57 
1 .89 
2 . 71 
4. 0 8 
5.48 
9.28 
1.53x 10 -15 
-15 6.85x 10 
. -16 3 . 6t:>x10 
9.21xl0- 16 
101 
102 
Taath (K) 
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lOll L_ _ _J..... _ ___.L __ .J.._ _ ___.__---;:~--~------'--~ 
1.0 10.0 40.0 
Figure 10.7 : Electron-phonon relaxation times 
vs. effective temperature for samples 882 and BB3. 
The times and temperatures were determined from o <E> 
data taken at several bath temperatures using the 
hot electron rr.odel (see te x t>. The line is a gu1de 
to the eye . 
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Fiqure 10.8: Electron-phonon relaxation times 
vs. effective temperature for samples 884 and 885. 
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The times and temperatures were determined f rom o (E} 
data taken at several bath temperatures using the 
hot electron model <see tex t>. The line is a guide 
to the e~e. 
165 . 104 
Taath {K) 
4.31 + 
3.52 X 
2.42 0 
2.01 A 
1.48 <> 
1011 
1.0 10.0 40.0 
Teff {K) 
Tsath {K) 
4.14 + 
3.36 X 
2.74 0 
.0. 2.26 0 
0 1.89 A 
0 1.47 <> 
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1.0 10.0 40.0 
Teff {K) 
Figure 10.9: Electron-phonon relaxation times 
vs. effective temperature for samples 887 and DDl . 
The times and temperatures were determined fr o m o<El 
data taken at several bath temperatures using the 
hot electron model <see text/ . The line is a gu1de 
to the e'::Je· 
-C/) 
·-
.c. 
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I 
1--G> 
Tsath (K) 
4.14 + 
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r= 
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3.38 X 
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1.92 A 
1.50 <> 
10 11 ~---L----L----L----L---~~~~--~--~ 
1.0 10.0 40.0 
Figure 10. 10: Electron-phonon relaxation times 
vs . effective temperature for samples DD3 and EE4. 
The times and temperatures were determined from c<El 
data taken at several bath temperatures using the 
hot electron model (see text>. The line is a guide 
to the e~e. 
Te~th (K) 106 
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-Cl) 
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1.0 10.0 40.0 
Figure 10.11: Electron-phonon relaxation times 
vs. effective temperature for samples FF3 and FF6. 
The times and temperatures were deter mined from a <E I 
data taken at several bath temperatures us1ng- the 
hot electro n model <see tex U . The line is a .guide 
to the eye . 
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Figure 10 . 12: Electron-phonon relaxation times 
vs. effective temperature for samples FF7 and FF8. 
The times and temperatures were determined from o(E} 
data taken at several bath temperatures using the 
hot electron model (see text) . The li n e 1s a guide 
to the e~e. 
+ 
Tsath (K) 
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7.8 x 10-7 
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Figure 10. 13: Electron-phonon relaxation times 
vs. effective temperature for samples GG and HH . 
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The times and temperatures were determ1ned f rom o (E ) 
data taken at several ba t h temperatures using t h e 
hot electron model (see text> . The 1 ine is a guide 
to the e\:Je· 
en 
-
.c 
a. 
I 
.... 4> 
Tsath (K) 
4.22 + 
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2.80 c 
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Fi qure 10 . 14: Electron-phonon relaxation times 
109 
vs. effective temperature for sample II. The times 
and temperatures were determined from o <E > data 
taken at several bath temperatures using the h o t 
electron model <see texti . The line is a gu1de to 
the e~e. 
110 
22 Dolgopolov who believed the~ saw times on the order of 
-7 10 s at 1K. Calculating the electron-phonon relaxation 
time from the electrical conductivit~ of ver~ clean gold 
~ields ~2x10- 10s at 4.2K <see appendix E> . Roukes 
49 
et . al . measured the electron-phonon relaxation times of 
lOOOA copper films at millikelvin temperatures using an 
electron noise technique. As expected, the~ found 
-3 ,.e-ph~T · Extrapolating their results to 1K 
appendix El gives 
,. h<4 . 2Ki~2.1x10- 10 . 
e-p 
,. h<1K>-1 .5xl0-8 
e-p 
Therefore, at ~1K, our 
<see 
and 
<and 
Dorozhkin and Dolgolopov's) data intersect Roukes et.al , ' s 
gold data with relaxation times ~1o-8s. This implies that 
data taken below lK can begin to show hot electron 
effects . 
Figure 10.15 is a plot of 6o/o=Co<E>-o<E=Ol J/o<E=Ol 
vs. E extracted from the literature for several systems 
and for sample EE4. 
~1o- 11 s relaxation 
Bergmann ' s results (C), which impl~ 
times, are one to two orders of 
magnitude smaller than other measurements at 4.2K and were 
probabl~ caused b~ electron heating. If the other 4.2K 
results were due to electron heating their Ao<El / o data 
would look more like Bergmann ' s. 
The millikelvin data shows aver~ large effect which 
strongl~ increases with decreasing temperature. This is 
due to hot electron effects, since at those temperatures 
relaxation times shorter than -8 -3 -4 10 s with T -T 
dependence are e xpected. 
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Figure 10. 15: Normalized change of conduct i v' i ty 
vs. E for several systems at several temperatures: 
Al 50A Au at 4.2K (Dorozhkin and Dolgolopovi 
Bi 0.65K 
Cl 30A II II 4.2K <Bergmann/ 
Di t10SFET 273mK (Dolan and Osheroff) 
El Sample EE4 " 4.2K 
Fl 1 .8K 
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A hot electron model of this behavior in our samples 
mandates electronic specific heats one to two orders of 
magnitude larger than in normal metals for which there is 
no justification at this time. As an alternat ive we have 
developed a simple scaling explanation which describes the 
data . 
Chapter· 11 
McMillan Scaling 
113 
In this chapter we examine the problem in the contex t 
of McMillan ' s renormalization group theory with a new type 
of non-equilibrium scaling cutoff. This mechanism is not 
an inelastic 
electrons from 
process but the effective decoupling of t h e 
the disordered potential due to the 
acquisition of energy from theE-field. 
11 . 1 : E-field ·cut-off ' 
We return to the scaling ideas of McMillan to 
motivate our phenomenological model. 
electrons elastically interact with 
Weakly localizing 
the disordered 
potential until an inelastic interaction <such as 
electron-electron) cuts off the scaling process <figure 
2.3). Until such an event occurs the electron maintains a 
c onstant average energy since the elastic scattering is 
against the ' lattice · of immovable ions . So far, the 
effect of adding energy via an E-field has been neglected. 
We propose that, since a weakly localizing electron cannot 
lose energy until an inelastic interaction occurs, large 
fields raise the average energy of the electro n above the 
disordered potential, effecti v ely stopping scaling. 
In this discussion we will 
rela xati o n t i mes sma l l enough 
assume electro n-pho n o n 
to prev ent ho t electro n 
1 14 
effects. The following expressions describe the normal 
process whereby renormalization is cut off by thermal 
fluctuations <electron-electron interactions}. 11cl1 i 1 1 an ' s 
length dependent conductivity expression for the metall1c 
regime <2.8a> has been modified to estimate the arbitrary 
pre-factor: 
C11.1al 
with 
C11.1b} 
Setting FL=k8 T, as in section 2.4, we find: 
L = C~/Ck T>J 1/ 2 T I:; 8 ( 11 . 2> 
so that 
<11. 3) 
1/2 
=o0 +o 1 T . 
We then find: 
( 1 1 .4 ) 
and 
( 11 . 5 } 
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Now appl~ an E-field. At a length scale, LE, -the . 
energ~ an electron gains from the electric field exceeds 
the uncertaint~ of the electron energ~, Setting 
these two energies equal for LE, 
( 11 . 6) 
so 
{ 11. 7) 
Conductivit~ on this length scale becomes 
( 11 . 8) 
so that 
(11.9) 
Solving for ~. ~. K, LT and LE in terms of the 
experimental parameters o 0 , o 1 and o 2 : 
3 2 
= ( 0 . 354 ) <a 2 / o 1 ) 
<11.10) 
1 i 6 
(11.11> 
l <11.12) 
(11.13) 
{11.14) 
for E in V/cm. The lengths are in angstroms and the 
energ~ is in electron volts. A similar anal~sis ~ields 
identical expressions for LT and LE when the s~stem is in 
the critical regime when L~~ <see appendix Fl. 
11 . 2: Data analqsis 
We computed least squares fits of our high E- field 
data to E 1/3 "':f o<E>=o0 +o2 E and o<E>=o3 +o4 E and the 
T 1 / 2 temperature data to o<T>=o0 +o 1 T and 
Figures 11 . 1-11.27 show the data as 0 (T ) 
o <T> =o5 +o6 TS. 
v s. T1 / 2 and 
o <E> 'v'S. E 1/ 3 plots with best fit lines. 
t ~ T > t T 1 / 2 . 1uch or the c< da a e xhib1t behav 1or at low T 
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Low E conductivit\j vs . T 1 / 2 and Figure 11. 1 : 
conductivit\j 1 / 3 vs. E data <taken at several bath 
temperatures) for sample AA . The lines are the best 
1/2 1 / 3 fits of the data to o=o0 +o 1T and o=o0 +o2 E . 
Th · of· th b t - · t E 1 / 3 · · d t e max1mum e es f1 11ne correspon s o 
the max1mum of the E-field fitting range. The 
temperature data was fit for 1 .3STS4 . 2. 
BBI 118 
Tsath (K) 
2.81 c 
2.47 0 
2.08 6 
1.72 <> 
I 
-E 0 2 4 6 8 10 12 u 
I El/3 (V/cm)l/3 q 
-b 
290 
280 
270 
0 2 3 4 5 
Figure 11 . 2: 1 / 2 Low E conductivit~ vs. T and 
1 /3 conductivit~ vs. E data <taken at several bath 
temperatures) for sample 881. The lines are the best 
1/ 2 1/3 fits of the data to o=o0 +o 1T and o=o0 +o2 E . 
The maximum of the best fit E 1/ 3 line corresponds to 
the ma x imum of theE-field fitting range . The 
temperature data was fit for 1 . 3STS4.2. 
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1 / 2 Figure 11.3: LowE conductivit~ vs. T and 
1 / 3 conductivit~ vs. E data <taken at several bath 
temperatures) for sample 882. The lines are the best 
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1 / 3 conductivit~ vs. E data <taken at several bath 
temperatures) for sample DDl. The lines are the best 
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1/ 2 Low E conducti v ity vs. and 
conductivity vs. E113 data <taken at several bath 
temperatures) for sample EE2. The lines are the best 
1/2 1 / 3 fits of the data to o=o0 +o 1T and o=o0 +o2E . 
The maximum of the best fit E11 3 line corresponds to 
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Figure 11 . 15: Low E conduct i vi t\j vs. T1 / 2 and 
conductivitlj vs. E 1/ 3 data <taken at several bath 
temperatures) for sample EE4 . The lines are the best 
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t . . t E 1 / 3 d t < t k t l b th conduc lVl y vs. a a a .en a severa a 
temperatures} for sample FF1. The lines are the best 
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The maximum of the best fit E 1/ 3 line corresponds to 
the maximum of the E-field fitting range. The 
temperature data was fit for 1.3ST54.2. 
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Figure 1 1 . 17: LowE conductivity vs. T1/ 2 and 
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d t . . t E 1 / 3 d con uc 1v1 y vs. ata <taken at several bath 
temperatures> for sample FF2. The lines are the best 
1/2 1/ 3 fits of the data to o=o0 +o 1T and o=o0 +o2 E . 
The maximum of the best fit E 1/ 3 line corresponds to 
the maximum of theE-field fitting range. The 
temperature data was fit for 1.3~T~4.2. 
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Figure 11 . 18: LowE conductivit~ vs. r 1 / 2 and 
d t . · t E 1/ 3 d t <t k t 1 b t con uc 1v1 ~ vs. a a a en a severa a h 
temperatures> for sample FF3. The lines are the best 
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2
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Th . 1 / 3 . e ma x 1mum of the best f1t E l1ne corresponds to 
the ma x 1mum of the E-field fitt1ng range. The 
temperature data was fit for 1 .3STS4.2 . 
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temperatures) for sample FF4. The lines are the best 
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temperature data was fit for 1 .3STS4.2. 
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temperatures) for sample FF5. The lines are the best 
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The maximum . 1 / 3 ' of the best f1t E l1ne corresponds to 
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1 / 0 T ' "-and 
. . . 1/ 3 ' conauct1v1t~ vs. E data \taken at several bath 
temperatures) for sample FFB. The lines are the best 
. 1/2 1/ 3 fits of the aata to o=o0 +o 1T and o=o0 +o2 E . 
Th . ~ th f . t E 1/ 3 1 · e ma x 1mum or e best 1 _ 1ne correspo nds to 
the ma x imum of theE-field fitting range. The 
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Figure 11.24: l/2 Low E conductivity vs. T and 
. . 1/3 
conduct1v1ty vs. E data <taken at several bath 
temperatures) for sample FF9. The lines are the best 
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the maximum of the E-field fitting range. The 
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d t . . t E 1/ 3 d t 't k t l b h con uc LVL y vs. a a l a en a severa at 
temperatures) for sample GG. The lines are the b~st 
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f . El /3 . The maximum o the best f1t l1ne corresponds to 
the maximum of theE-field fitting range. The 
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Figure 11.26: 1/2 Low E conductivit~ vs. T and 
d t - - t E 1/ 3 d < t k b con uc 1v1 ~ vs. ata a en at several ath 
temperatures) for sample HH. The lines are the best 
1 / 2 1 / 3 fits of the data to o=o0 +o 1T and o=o0 +o2 E . 
The max1mum of the best fit E 1/ 3 line c o rresponds to 
the maximum of the E-field fitting range. The 
temperature data was fit for 1 .35TS4.2. 
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5 
temperatures ) for sample II. The lines are the best 
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The ma x imum of 1 ' 7 the best fit E / ~ line c orresponds to 
the ma x imum of theE-field fitting range. The 
temperature data was fit for 1 .3STS4.2. 
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and power laws larger than 1/2 at high T 
(figures 11.5-11.7 and 11.14) which has led us to 
traditional!~ cut our temperature data fits off at T=4.2K. 
The anomalous high temperature data is probabl~ due to 
sample morpho 1 o ~3Y on the short length scales these 
temperatures probe and electron-phonon interactions 
cutting off the diffusion process. 
Power laws weaker than 1/2 { f i gures 11 . 14-1 1 . 1 8 , 
11.23, 11.24 and 
morphology or two 
dimensional systems 
Fitting the data for 
11 . 27i are either due to sample 
dimensional effects. 
are described by 
True two 
o=Alog <T / T ~ i . 
\) 
these weak power 1 auJ samp 1 es to 
o=o0 +Al og <T /T 0 i 
indicating that 
~ields larger 2, X S than power law fits 
the samples are not two dimensioMal. 
However, this behavior ma~ be due to the systems crossing 
over from three to two dimensional behavior. 
In Appendix G we observe how the fitting parameters 
change as the upper range of the data is varied. This 
procedure quantitaivel~ confirms that the 4.21< 1 i mit 
leaves a range of data which reflects the phenomena we 
wish to stud~. 
Choosing the fitting range for the o<El data is more 
challenging. In addition to morpholog~ problems we must 
also de~l with points breaking from the universal curve at 
the crossover to temperature dominated behavio r , a 
downward bend in the data at low E which is pr-esent in 
several samples (figures 11.2-11.4, 11.16, 11.23, 11.24) 
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and true hot electron effects at the highest fields. 
The choice of fitting ra~ge must minimize the 
influence of such features on the fit . There was no way 
to objectively choose a low field limit for the data. 
Points which broke, either horizontally <due to crossover) 
or vertically, from the universal curves as determined by 
eye were excised. At high E-fields, data which 
corresponded to effective temperatures larger than 16K as 
calculated in chapter 10 were eliminated. This criterion 
was motivated by the results shown in figures 10.7-10.14. 
Most of the 
horizontal at 
,. 
e-ph vs 
Teff~16K and 
curves bend towards the 
-10 
-r h""10 s. 
e-p Since such 
relaxation times are reasonable in a real system, we 
interpret the bends to signify the onset of hot electron 
effects and reject those points from the fits. Varying 
the range of the data <both the upper and lower limits) 
and observing the effect on the fitting parameters shows 
that no relevent information is lost by applying these 
criteria <Appendix G>. 
Tables 11.1-11.4 shows the results of the fits. 
Figure 11.28 is a plot of theE-field power law , ~ vs. 0~ 
v 
and figure 11.29 is a histogram of both the temperature 
and E-field power laws. About half of the ~ - s are ~1 /3 
and about half are larger. The average is 0.43±0. 10. The 
S ' s are quite spread out with an average of 0.5±0.3. 
T E Figure 11.30 shows that o 0 _o0 as 
non-equilibrium scaling model. 
is required by this 
Table 11.1: Least squares fits of data to 
o=a5~a6T 6 for 1 .3k5T54.2k 
<in <n-cml- 1 unit~> 
Sample 
AA -10 ± 2 13 ± 2 0.25±0.03 
880 340 ± 10 10 ± 10 0.2 ±0.2 
881 259.0±0.7 1. 8±0. 7 0.9 ±0.2 
882 210 ± 20 30 ± 30 0. 11±0. 07 
883 84 ± 2 12 ± 3 0.36±0.04 
884 77.9±0.9 6. 1 ±0. 9 0.42±0.04 
885 73 ± 2 6 ± 2 0.36±0.09 
886 69.4±0.7 4.8±0.7 0.34±0.04 
887 68 ± 1 3. 5±1. 0 0.40±0.08 
cc 102 ± 2 3 ± 2 0.8 :!:0.2 
DD1 150.8±0.5 3.1±0 .5 0.53±0.06 
DD2 122.7±0.3 1. 7±0. 3 0.77±0.06 
DD3 49.2±0.5 5.6±0.5 0.60±0.03 
EEl 121.8±0.4 2.5±0.4 0.54±0.06 
EE2 103.1±0 .2 1 . 0±0. 1 0.89±0.06 
EE3 -5 ± 1 12 ± 1 0.41±0.04 
EE4 -5 + 1 11 + 1 0.42:!:0.04 
2 
X 
, -4 Z.Ox10 
-7 5.4x10 ·.J 
2.9 
1. 6 
9.0x10 -4 
2.8 
7.7 
1. 0 
4. 1 
- ·:> 1 .6x10 ~ 
-4 2.8x10 -
2.8 
5.3 
-4 2.3x10 
1. 6 
7.5 
9.5 
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Table 11.1 (continued) . 
Sample 05 06 
FF1 150 ± 20 200 ± 50 
FF2 315 ± 4 9 ± 4 
FF3 283 ± 2 7 ± 2 
FF4 249 ± 2 7 ± 1 
FF5 193.0±0.6 3.5±0.5 
FF6 136.8±0.3 2. 1 ±0. 2 
FF7 100.8±0.3 2 . 2±0.2 
FF8 33 ± 2 13 ± 2 
FF9 -13 ± 3 26 ± 7 • .J 
GG 797 ± 5 
HH 286 ± 6 9 ± 5 
II -40 ± 40 140 ± 50 
0.02±0.07 
0.31±0.07 
0.37±0. 0 7 
0.39±0. 0 5 
0.62±0 . 05 
0 . 88±0.04 
0.97±0. 0 5 
0.49±0.04 
0 . 32±0.03 
0.5 ±0.2 
0.3 ±0.1 
0.07±0.03 
2 
")(. 
2.0 x 10-2 
5.9x10 ~4 
7.2 
4.1 
5.2 
4. 1 
8.0 
1 . 3 x 10 -3 
1. 6 
-7 
3. 2 x 10 '-' . 
-4 5.9x 10 
-3 1 . 7 x 10 
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Table 11.2: Least sguares fits of data to 
?f o=o~+o4E for OSoSo 
Sample 
AA 
880 
881 
882 
BB3 
BB4 
BB5 
BB6 
BB7 
cc 
DD1 
DD2 
DD3 
EEl 
EE2 
EE3 
EE4 
Q 
max 
15 . 2 
358 
280 
259 
121 
101 
92 
85 
82 
119 
166 
138 
79 
127 
116 
31 
32 
..:, max 
(in <n-cm>-l and V~cm units) 
1.05±0.7 1. 2±0. 3 0.39±0.03 
348 ± 4 3 ± 2 0.31±0.09 
257.8±0.6 4.4±0.5 0.27±0.06 
247.5±0.8 2.7±0.6 0.35±0.04 
96 ± 2 2.7±0.5 0.40±0.04 
83.9±0.3 1 . 1 ±0. 1 0.48±0.02 
•80.5±0.8 0 . 3±0.2 0.62±0.09 
74.5±0.5 0.4±0.2 0.55±0.07 
71.6±0.6 0.6±0.2 0.54±0.05 
105.0±0.5 1. 9±0. 5 0.37±0.04 
153.9±0.4 0.8±0.3 0.47±0.04 
124.6±0.4 0.6±0.1 0.53±0.04 
52.3±0.5 2.6±0.2 0.38±0.04 
124.7±0.1 0.46±:0.05 0.56±:0.02 
104.5±:0 .5 0. 33±:0. 15 0.63±:0.06 
2. 1 ±0. 8 3.0±:0.4 0.36±:0.02 
4 ± 2 2.3±:0.8 0.40±:0.04 
2 
X 
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-2 1 . 5x 10 
5.0x10 -2 
1 . 1 
1 . 1 
1 . 6x 10 -1 
1. 5x 10 -2 
3.5 
3.0 
1. 5 
-2 2.1x10 
2.4 
1. 2 
3.8x10 -3 
1 . 6 x 10 -2 
1 . 6x 10 -1 
1 . 9x 10 -2 
Table 11.2 <continued>. 
Sample 0 03 max 
FFl 387 375 ± 4 
FF2 337 326.6±0.6 
FF3 304 290 ± 1 
FF4 270 256.7±0.6 
FF5 212 195.8±0.8 
FF6 159 137.9±0.5 
FF7 128 99.9±0.'7 
FF8 81 41.2±0.9 
FF9 51 4 ± 3 
GG 814 800.8±0.4 
HH 307 294.8±0.4 
II 136 99.7±0.8 
<?4 (f 
2 ± 1 0.37±0.06 
0.7±0.3 0.53±0.05 
2.3±0.9 0.34±0.05 
1. 3±0. 3 0.43±0.04 
1. 7±0. 4 0.41±0.04 
1 . 6±0. 2 0.46±0.02 
2.8±0.4 0.39±0.02 
5.8±0.6 0.32±0.01 
8 ± 2 0 .27±0 .(J2 
2.2±0.3 0.45±0.04 
0. 8±0. 1 0.54±0.1 
5.0±0.5 0.36±0.01 
i49 
2 
?<. 
2.3x10 -1 
9.4x10 -3 
r ~ 10-2 c.~x 
1. 5 
2.9 
3.6 
1. 6 
-< 5.0x10 ·..J 
2.1x10 -1 
-? 
1 . 2x 10 ~ 
-3 2.8x10 
-3 8.4x10 
Table 11.3: Least squares fits of data to 
Sample 
AA 
660 
881 
882 
BB3 
BB4 
865 
BB6 
867 
cc 
DD1 
DD2 
DD3 
EEl 
EE2 
EE3 
EE4 
T 
o=o0 +o 1T for 1.3k~TS4.2k 
<in <n-cm>- 1 units> 
-2. 1 ±0. 1 4.93±0.09 
345.7 ±0.2 3.5 ±0. 1 
256.0 ±0.2 4.4 ±0. 1 
242.6 ±0.2 4.9 ±0 .1 
88.6 ±0 .1 7.76±0.08 
79.29±0.04 4.77±0.04 
75.4 ±0 .1 3.57±0.06 
71.58±0.05 2.78±0.03 
68.91±0.06 2.50±0.04 
98.4 ±0.4 5.8±0.2 
150.52±0.05 3.35±0.03 
120.8 ±0. 1 3.46±0.07 
47.28±0.08 7.36±0.05 
121 .51±0.04 2.78±0.03 
101.3 ±0. 1 2.63±0.07 
-2.39±0.09 8.79±0.06 
-2.61±0.04 8.77±0.03 
2 
X 
-3 2.7x10 
6.5x10 ~3 
5.4 
7.5 
2.7 
5.0x10 -4 
1.1x10 -3 
4.0x10 -4 
4.8 
-4 2.9x10 
_-;I 
1.6x10...., 
1. 4 
2.4x10 -4 
1 .9xl0-3 
1. 6 
1. 5 
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Table 11 .3 <continued). 
T Sample 00 01 
FFl 367.9±0.5 5.8 ±0.4 
FF2 319.4 ±0. 1 4 . 77±0.07 
FF3 285.6±0.1 4.85±0 . 06 
FF4 251 .45±0.07 4.84±0.05 
FF5 191.52±0.08 4.80±0.05 
FF6 133.3 ±0.3 5.2 ±~). 1 
FF7 95.8 ±0.3 6.6 ±0.2 
FF8 33.64±0.09 12. 16±0 .08 
FF9 -0.5 ±0.3 13.8 ±0.2 
GG 796.9 ±0.1 3.79±0.09 
HH 290.5 ±0.1 3.98±0.08 
II 90.0 ±0.6 13.4 ±0.4 
? 
c:... 
'X. 
5.1x10 -2 
2.1x10 -3 
1 . 2 
8.6x10 -4 
9.7 
-"3 6. 5)(.1 0 . 
_...., 
1. 6x 10 c:... 
1. 3x 10 -3 
1.1x10 -2 
3 ~ 0-3 .. vx1 
-3 2.1x10 
. -2 5.ox10 
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Table 11.4: Least squares fits of data to 
Sample 
AA 
880 
881 
882 
883 
884 
885 
BB6 
887 
cc 
DD1 
DD2 
DD3 
EEl 
EE2 
EE3 
EE4 
E ~ 
o=o0 +o2 c. for 0:5o:5o max 
-1 
<in <n-cm) and V/cm units) 
0 
max 
15.2 
358 
280 
259 
121 
101 
92 
85 
82 
119 
166 
138 
79 
127 
116 
31 
32 
-0.5±0.1 
348.0±0.3 
259.7±0.6 
247 .1±0. 2 
93.2±0.3 
80. 1 ±0. 3 
76.3±0.7 
71. 8±0 .3 
68.4±0.4 
104.5±0.2 
152.2±0.2 
121. 9±0. 3 
50.3±0.2 
122.4±0.3 
100.3±0.4 
0.7±0.2 
1.i±0 .4 
1.90±0.02 
2 . 9 ±0.1 
2.91±0.04 
2 . 99±0.05 
4.23±0.07 
3.06±0.06 
2.2 ±0. 1 
1 .82±0.08 
2.21±0.08 
2.37±0.07 
1 .86±0 .05 
2. 19±0. 08 
3.73±0.04 
1.81±0.06 
2.24±0.08 
3.75±0.04 
3.60±0.08 
2 
')(, 
-2 1 . 7 x 10 
4.9x10 -2 
2.4 
1 . 1 
1 . 9x10 -1 
9.2x10 -2 
1. 4x 10 -1 
7.6x10 -2 
5.4 
-1 1.6x10 
--:> 
3.8x10 ~ 
9.5 
3.0 
' -2 5.ox.10 
6.2 
2.0x10 -1 
2. 1 
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Table 11.4 (continued>. 
Sample E C] oo 02 max 
FFl 387 374.6±0.4 2. 1 ±0. 1 
FF2 337 323.3±0.3 2.39±Q.08 
FF3 304 289.7±0.2 2.40±0.07 
FF4 270 254.8±0.2 2.52±0.06 
FF5 212 194. 1±0. 2 2.81±0.06 
FF6 159 134.5±0.5 3.54±0.08 
FF7 128 97.2±0.2 4.31±0.05 
FF8 81 42.3±0.1 5.22±0.02 
FF9 51 9.0±0.4 5.21±0.08 
GG 814 799.1±0.2 3.68±0.09 
HH 307 290.6±0.2 2.95±0.07 
II 136 98 . 1±0.2 5.97±0.04 
2 
X. 
1 .9x10-l 
3.0 
6.0 x 10 -2 
3.0 
4.7 
1. 4x 10 -1 
3.5x10 -2 
~ ~ ~ -3 
...., . 8x 1 ~J 
'? 7 1 ~ -l 
"-• X V 
-2 3.1 x 10 
- . . ~ -2 
~.OX lV 
-2 l. 2x10 
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We can calculate the values of the parameters of 
equa t ions ( 11 . 10 l - ( 11 . 14} from the extracted values of o _, 
l) 
and Table 11 . 5 shows the results of these 
calculations as 
and 
L =AE- 1/ 3 
E 
L =BT-l/2 
T 
(11.15) 
{11.16) 
McMillan ' s prefactor, ~ . becomes 0.4±0.2. Th2 values 
of e range from 6A to -2000A and the temperature and 
E-field dependent coherence lengths are on the order oi 
10 0A to 1000A . 
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Table 11.5: McMillan parameters calculated from 
equat1ons 11.10-11.14 <in A, V/cm and eV units> 
Sample A B 
AA 0. 10±0. 01 1270± 50 490±30 
BBO 0.71±0.08 50± 6 5900±500 4900±700 0.55 ±0.05 
BBl 0.45±0.03 43± 3 3770±200 2500±200 0.30 ±0.01 
BB2 0.39±0.03 39± 3 3210±170 1960±150 0.215±0.009 
883 0.45±0.02 119± 7 2560±100 1400± 80 0.012±0.001 
BB4 0.45±0.03 136± 8 3550±150 2280±150 0.024±0.001 
885 0.30±0.04 95±13 3270±320 2020±290 0.039±0.002 
BB6 0.28±0.04 94±13 3690±330 2420±330 0.057±0.001 
887 0.61±0.07 217±25 6730±530 5950±710 0.065±0.002 
cc 0. 14±0. 02 34± 4 1440±130 580± 80 0.026±0.003 
DD1 0.20±0.02 33± 3 2660±150 1470±130 0 . 1 76±0 . 004 
DD2 0.31±0.04 62± 7 3450±290 2190±270 0 . 1 06±0 . 004 
DD3 0.34±0.01 168± 9 2210± 60 1120± 40 
-< (3.8±0.3ix10'"' 
EEl 0.27±0.03 54± 5 3650±250 2380±250 0. 166±0. 004 
EE2 0.58±0.07 139±17 6250±560 5320±710 0 .126±0 .007 
EE3 0.24±0.01 1570± 40 669± 25 10-6 ±10-6 
EE4 0.22±0.01 1450± 60 596± 35 10-7 ±10-7 
1. r:::-::, ::.;, 
Table 11.5 (continu.ed) . 
. 3amele t<, c: A B t. 
FF1 0.10:!:0.02 6:!: 1 1130:!: 190 400:!:100 0.35 :!:0.05 
FF2 0 . 21:!:0.02 1. + c_ 2 2160:!:160 1080:!:120 0.39 :!:0.01 
FF3 0.21:!:0.02 1, + c_ 2 2110:!:130 1040:!: 99 0.304:!:0.009 
FF4 0.24:!:0.02 23:!: 2 2340:!:120 1220:!: 90 0.235:!:0.006 
FF5 0.34:!:0.02 43:!: 3 2950:!:140 1730:!:120 0. 139:!:0. 004 
FF6 0.58:!:0.05 106:!: 8 3990:!:240 2720:!:230 0.057:!:0.002 
FF7 0.65:!:0.05 154:!:12 3670:!:240 2400:!:230 0.018:!:0.001 
FF8 0.34:!:0.01 218:!:23 1590:!: 20 682:!: 16 (8:!:2lx10 -4 
FF9 0.26:!:0.01 2000±2000 1230± 50 460:!: 30 .1 0-5 :!: 10-5 
GG 1 . 2 :tO. 1 37± 3 8120:!:550 7890:!:810 3.8 ±0.2 
HH 0.57±0.05 48:!: 4 4730:!:290 3510:!:330 0.46:!:0.02 
II \). 42±0 .03 109:!: 8 1710:!:100 760± 70 (4 0+ ~ 4) 1 ~ -3 • c..-'J • X. V 
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Chapter 12 
Discussion and Conclusions 
The deviations from T 1 / 2 and E 1 / 3 conductivit~ 
behaviors reflect the fact that the theor~ · s assumption of 
uniform disorder is not realized on all length scales. 
Conductivit~ measurements on real s~stems often deviate 
from the predicted behavior as shown in Part B. 
McMillan estimated a K on the order of 0.1 which is 
consistent with the value calculated above . . 
t1agnetoresistance data ~ield inelastic scattering . 17 t 1mes 
of t~pical diffusivities17 of -1-100 
2 . 
em /S g1ving t~pical coherence lengths of -10-1000A which 
agree with the lengths calculated above. 
. 2 
and it ' s scaling w1th o~ 
v 
<Figure 11.31) 
The values of ~ 
are consistent 
with McMillan ' s predictions and the tunnelling results of 
6 1 12 t1c!-1illan, Hertel et.al., Cochrane and Strom-Olsen and 
9 Lesueur et. al. . 
Earlier scaling . 51 ,52 explanat1ons of the E-field 
effect were met with objections based on the argument that 
a de electric field does not break time reversal s~mmetr~ 
and therefore cannot delocalize 21 ,53 electrons . While 
breaking time-reversal s~mmetr~ certainl~ delocalizes 
electrons, nothing precludes other delocalizing 
mechanisms. Furthermore, this argument is made u;i th1n 
linear response thecr~ for arbitrarily small, slowly 
-> (l) 
-<] 
1.0 
FF 
0.1 
0.01 
0.001 3 
10 104 105 
o-2 (.U-cm)-2 
0 
Figure 11.31: 2 Plot of ~ vs. o 0 for sample FF. 
The result is consistent with A-o0
2 as predicted 
by McMillan and observed by others tsee tex tl. 
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All of the terms in the expansion which would 
cause these non-linear effects are thrown out due to their 
complexity so the analysis self-consistently prohibits an 
E-field effect54 . 
We should also point out that Kaveh, et al . and Mott 
and Kaveh52 deduced an E 1/ 3 correction to conductivity by 
However, theE-field cannot cut off the renormalization in 
the same manner as inelastic interactions because the 
E-field has no characteristic interaction time. Such 
times are necessary to impose an uncertainty on the 
electron energy. The electric field only increases the 
electron ' s energy. This 'inelastic ' E-field cutoff is not 
equivalent to the one derived above. 
We can gain some insight by realizing that the 
electron wave packet energy smear is on the order of the 
energy smear of the disordered potential on the same 
length scale. This f 01 1 OI~IS from . 1 14 Md11 1 an ' s use of 
( f i gure 2. 1 l where EL is the average spacing of the 
electron wave packet energy levels, VL is the energy smear 
of the random potential is the average of the 
random potential of a block of material with sides of 
length L. By setting FL=eEL we say the electron gains an 
of energy which is comparable to 
fluctuations of the potential, making these fluctuations 
less 1mportant and stopping further renormalization, 1. e. 
the electrons decouple from the potential. 
measured conductivity, 
which is ~vL. and 
d iff us i vi t ld • as a 
equals oL . Figure 
E 
DL' the length 
function of 
Renormalization proceeds until 
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Thus o <E> , the 
12. 1 shows FL 
scale dependent 
length scale. 
which occurs at 
length L=L=. 
'-
On length scales longer than LE' but shorter 
than the inelastic scattering length, the sldstem is in a 
steady state with length independent properties ( i . e. , 
d iff us i ~~ i t ld • conductivity, etc. l. The sldstem can be 
described as classically diffusing particles, so-called 
diffusons, which are eventually destroyed by inelastic 
interactions. Again, this model assumes that the 
electron-phonon relaxation time is short enough to prevent 
ohmic heating. As the temperature of the system decreases 
and the relaxation time increases we expect hot electron 
effects to modify, and finally dominate, the o <E> 
I t is tempt i ng to interpret this non-equilibrlum 
process as electron heating. In the hot electron model 
the E-field adds energy to the system but the bottleneck 
is between the electrons and the phonon bath. The 
electrons inelastically interact, cutting off 
renormalization and thermalizing the energy gained from 
the field keeping them in thermal equilibrium with each 
other. 
In our scaling model the electrons, by virtue of the 
renormaltzation process, are isolated from each other and 
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LE 
fLeff 
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energ~ gained from the field c annot b~ thermalized until 
an inelastic interaction occurs . The ' bot t 1 enec k ' is 
between the electrons. l..Jhen the inelast i c event occurs 
the environment, i.e., the phonon bath, thermalizes the 
excess energ~. 
Several questions invite further stud~ . We have 
provided a phenomenological model which describes the 
s~stem ' s behavior and quantifies the parameters of the 
reroormalization group. However, there is no microscopic 
model of the phenomenon. These results will remain in 
quest ion unt i 1 a microscopic justification for our model 
is accomplished and direct measurements of the electron 
temperature are made . 
Theoretical progress will come either b~ confronting 
the complex terms of the of the linear response theor~ or 
b~ devising a new approach to deal with non-linear 
e-ffects. The problem could also be resol v ed b~ a theor~ 
which could account for anomalous!~ large heat capacities. 
Attempts at specific heat measurements have root been 
55 
successful . The low temperature specific heats of 
disordered metals are larger than those of normal metals 
but most of the difference can be attributed to lattice 
contributions. 
At the time of this writing all attempts to 
independently measure the electron temperature hav e 
failed. The most promising were Johnso n n o ise 
measurements similar to Roukes ' 49 et.al. wor k o n c o pper. 
i67 
However, our s~stems e xhibit strong 1/f-like noise 
behav ior into megahertz frequencies which swamped the 
Johnson noise . 
Four other experiments have been proposed . In one, 
the conductivit~ transverse and parallel to the lar ge 
E-field will be compared. A significant differenc e 
between the two conductivities can onl~ be due to scaling 
effects since there is no preferred direction for heating. 
The second is a set of E-field measurements made at 
millikeh;in 
measurements 
temperatures. 
with those made 
Comparison of 
above lK should 
different behaviors which can be attributed to 
electron effects at low temperatures . In the 
these 
reveal 
hot 
third 
experiment a set of contacts will be situated on a sample 
within a micron of a high field region. If the s~stem 
produces hot electrons the~ would diffuse from the high 
field region and be detected at the side contac ts. The 
fourth e xperiment measures the thermal rounding of the 
cusp in the single particle densit~ of states. The width 
of this rounding is 3kT and directl~ measures the 
temperature of the electrons into which the tunnelling 
current flows. This e xperiment would be the definitive 
measurement of the electron temperature. 
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Appendix A 
A Problem with McMillan ' s Theor~ 
In deriving his scaling relations McMillan 14 followed 
Abrahams et.a1. 7 in writing the Einstein relation as 
<Al > 
where N<O> is the single particle dens1t~ of states at the 
Fermi energ~ and D is the diffusivit~. He also derived 
the screening constant, k 0 =1/(screening length): 
<A21 
Lee56 pointed out that these expressions are 
inadequate for an interacting electron s~stem and the more 
general expressions: 
2 
o=e <dn/d~>D <A3> 
and 
2 1/2 k 0 =C4ne <dn/d~IJ , <A4> 
where dn/d~ is the thermod~namic density of states, should 
be used. Replacing <All and <A2> with (A31 and <A4> in 
McMillan's theory dacouples the scaling equati o ns, plac1ng 
his results in question. H ~ t j L 15 . j owever, l;lres. anr _ee po1nte• 
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out that this theory is a good starting point for data 
analysis. _ It is, in fact, the only theory to date which 
readily lends itself to thorough data analysis. It is 
guite successful in describing the shape of the mobility 
edge, the temperature dependence of conductivity and the 
l . f l "'1. th d t • . t 1 I 2 0 12 sea 1ng o u - con uc 1v1 y 
~ 2 " th A b . . 1 l!.=Ho w1 e1ng un1versa . Leseur 
The theory predicts 
9 
et.al. confirmed 
that l!.~o2 but found that A is not universal. 
Altshuler and Aronov, Altshuler et.al 13 and 
McMillan 14 predicted that interaction effects cause a 
sguare root cusp in N\Oi at the Fermi energy. This has 
been seen in several t 1,2,6,9, 12 sys ems Eql..tation <A2l 
then predicts that the screening length becomes infinite 
at the transition. The thermodynamic density of states 
has no such cusp and the screening length, while believed 
to be longer than in normal metals, does not diverge. 
Appendix B 
Determining Sample Thickness 
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The thicknesses of the samples of Part 5 were 
measured using an interferometric method and those of part 
C were measured with a commercial instrument utilizing a 
st~lus. Both methods measured the correct thickness of 
standard films to within 10% accurac~. 
Interferometry method: 
AIThe sample surface must be free of grease or 
contacts. Scrape half of the film from the 
substrate <after all conductivity measurements· 
are made) or use a satellite sample. 
BIEvaporate 300-500A of aluminum over the 
sample. 
ClPlace a 1/2" sapphire square with -700A of 
aluminum evaporated on it over the sample. This 
top piece should be transparent enough to see 
through and reflective enough to allow 
interference . The sandwiched films are placed 
under a metallurgical microscope. 
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DlFocus the interference fringes (illuminated b~ 
a sodium lamp> and photograph the interference 
pattern. 
ElThe picture shows the normal interference pattern 
which has a discontinuit~ at the sample film edge. 
The thickness of the film can then be calculated 
from the expression 
2t /~=(d-&dl /d 
or 
t=<d-6d)~/ (2d) 
where t is film thickness, d is the spacing 
between the fringes, ~ is the light's 
wavelength and 6d is the displacement of the 
fringes at the discontinuit~. 
The thicknesses of the samples in Part C were 
. l s f ' l 57 determ1ned on an A pha- tep pro 1 er This dev ice drags 
a sharp st~lus across the substrate and film and plots the 
signal of a transducer on a chart recorder. The 
instrument can resolve 50 to lOOA films. 
Appendix C 
Free Electron Diffusivit~ 
Deriving the so-called free electron diffusivit~ 1s 
an algebraic exercise which converts the Drude 
conduct i \I it~ expression for elasticall~ scattering 
electrons to an Einstein equation for diffusing electrons. 
This conversion is meaningful at the transition from 
ballistic motion <for length scales smaller than the mean 
free path, a> to diffusive motion, ie. 
We set the Drude conductivit~ equal to the Einstein 
relation for conductivit~: 
<C 1 > 
where n is the electron densit~. is . the elastic 
relaxation time, m is the electron mass, N<O) is the 
single particle densit~ of states at the Fermi energ~. 
<dn/dE> and D is the free electron diffusivit~. 
e:F 
We then 
find: 
D=n'l"/m[ 1 / N <O> J. <C2> 
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48 We know from the semi-classical theory of metals : 
and 
a=vF-r. 
Inserting <C3l , <C4) , <C5l and \C6) in <C2l 
The criterion for scaling to begin is kFa~1 so <C7i 
becomes: 
2 o-~/m=l .16 em / s. 
<C3l 
<C4l 
<C5l 
<C6l 
<C8l 
Appendix D 
Microlithograph~ 
The samples of Part C were made using a 
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two step 
liftoff process in a clean room using standard 
microlithograph~ techniques (modified to allow evaporation 
at cr~ogenic temperatures) We assume the readers are 
familiar with the standard techniques. The first optical 
masks were patterned on an SEM and later ones on a 
commercial beam writing instrument. 
encountered several problems: photoresist We 
cracking <at cr~ogenic temperatures>, CCu not sticking to 
sapphire, gold contact sticking difficulties and contact 
l1ftoff problems in our first attempts at using this 
techno 1 o~~~ . The c~ack1ng allowed fine strips of GeAu onto 
the substrate, causing electrical shorts. The contact 
liftoff problem appeared as vertical ridges at the contact 
strip edge wh1ch cut the sample films breaking electrical 
continuit~. This was due to the evaporated film 
maintaining continuit~ across the photoresist mask onto 
the substrate surface and being ripped up during liftoff. 
This is .a s~mptom of insufficient undercutting of the 
photoresist during process1ng. 
A pre-sputtered la~er of <step I.O below> 
effective!~ bonded the CCu to the substrate. This la~er 
conducted with a large resistance at room temperature but 
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was insulating at cr~ogenic temperatures. A chromium 
la~er beneath the gold contacts <step I . L below/ bonded 
the contacts to the substrate. This la~er was far enough 
from the sample to prevent a~~ magnetic effects from the 
chromium to interfere in the experiments. 
The photoresist cracking problem was solved b~ bak1ng 
the photoresist for 40 minutes <instead of 15) and soaking 
in chlorobenzene for 25 minutes (instead of 10) as 
described in steps II.C and II.D. These modifications 
apparently remove all solvent from the photoresist which 
cause thermal stresses during cooldown. The contact ridge 
problem was elimanated b~ sandwiching a layer of aluminum 
between an exposed photoresist layer and a top photoresist 
layer with the pattern cut into it. 
etched, leaving the pattern in 
The aluminum was then 
the aluminum . A final 
developing step removes some of the bottom photoresist 
layer undercutting the aluminum, leaving a sharp mask 
surface <steps I.B-I.Kl. The following procedure allowed 
us to reliabl~ manufacture samples. 
I. Contacts 
0) <CCu: flame substrates, sputter -500-lOOOA 
Si02 > 
Al Clean substrates 
i. Rinse with deionized <DI) water 
i i . II II alchono x in DI 
i i i . DI 
Bl 
iv. Rinse with acetone 
v. II methanol 
vi. isopropanol 
•,; i i . II DI 
viii. Blow with dr~ nitrogen 
c:::g 
Spin 4110'""' photoresist at 4000 rpm 
for 30 seconds 
Cl Bake at 70C for 15 minutes 
Dl Expose to ultraviolet light in a 
mask aligner for 1 minute 
<without an optical mask in place) 
El Evaporate -400A of aluminum 
Fl Repeat steps B and C 
Gl Soak in chlorobenzene for 10 minutes 
Hl Expose the contact pattern through the 
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optical mask in the aligner for 30 seconds 
Il Develop the pattern in 2:1 solution of DI 
58 . 
to 400K developer until pattern 
clears off of the substrate 
J) Place a drop of aluminum etch59 on 
substrate until aluminum free pattern is 
visible 
Kl Place the substrate in developing 
solution for a minute or two (until the 
substrate is clean in the pattern region) 
Ll Evaporate -70A of chromium 
. 
1 '7'7 
11) 500-1500A of gold <the substrate 
must not be brought to atmosphere between 
evapora t i onsl 
Nl Place substrate in acetone for l1ftoff 
(acetone dissolves the remaining 
photoresist leaving the exposed contact 
pattern covered with gold) 
II. Sample Film 
Al Repeat steps I.A-E 
Bl step I.B 
Cl Bake at 70C for 40 minutes 
Dl Soak in chlorobenzene for 25 minutes 
El Repeat step I.H-K 
Fl <CCu: ion mi 11 for ~30 seconds to 
clean the substrate surface which removes 
~200A of gold) 
Gl Evaporate (or sputter) sample film 
Hl Repeat step I.N 
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Appendix E 
Electron-phonon Relaxation Times 
Pure gold ' s electron-phonon relaxation time is 
estimated by extrapolating electrical resistivity data 
from a temperature where electron-phonon effects dominate, 
ie. where p~T 3 , and inserting that result into the Drude 
conductivity express1on: 
2 
o=ne -r/m, 
assuming -r=-r <rather than Drude's elastic relaxation 
e-ph 48 
t i rne) 
3 60 At 26K p~·T and pAu =0. 03091-1n-cm Extrapolating: 
p 4 . 2 K= \0. 0309).lll-crn l (4. 2 / 26> 
3
= 1 . 3x 10 - 12n-m. 
28 -3 For nA =5.9x10 m : 
· u 
' ' 2 ' 4 . 10-10 
-r h=m/ ~pne 1= .ox s. 
e-p 
49 Roukes et.al. measured -1 ms relaxation times at 25mK in 
very clean copper 
~2 1 ~ -10 
'f h X V S. 
e-p 
films. 
It should be noted 
Extrapolating to 4. 2f< gives 
that we expect e v en shorter 
relaxat1on times in dirty metals. Voids in the lattice 
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matr1x · soften · the bonds between ions enhancing the low 
en erg~ phonon specrum. Mochel · s measurements on 
disordered allo~s at cr~ogenic 55 temperatures ~ielded 
specific heats enhanced b~ as much as an order of 
magnitude reflecting this ·softness. ' Bergmann · s 21 low 
field measurements, which ~ielded -11 -r h~2x10 , 
e-p are 
consistent with these estimates. 
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Appendix F 
The Critical Regime 
In this section we derive McMillan ' s temperature and 
E-field dependent lengths, LT and LE, in the critical 
regime. The s~stem is in the critical regime when the 
sample is probing length scales smaller than the 
correlation length: 
<Fl> 
or (from equation 11 . tal 
<F2> 
Samples AA, EE3, EE4, FF8 and FF9 fit this criter- ion. 
I • t • 1 . 14 n the cr1 1ca reg1me 
<F3l 
oL=oa(a/ Ll <F4l 
and 
FL=Fa(a/ Lln <F5l 
where a 1s the microscopic length scale such that k_a- 1 . 
I 
and 
Equating FL with kT and eEL in <F4l we find 
L =a<F /CeEaJ>l/il+n> 
E a 
Substituting iF6l and <F7> in <F4i 
oiTi=o <kT / F > 1/ n 
a a 
and 
o <E>=o ieEa/F > 1 / in+l) 
a a 
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<F71 
iF8i 
iF9 l 
Anal~zing the data of the samples ment1oned above 
reveals a temperature power law of 1/ 2 and an E-field 
power law of 1 / 3. These impl~ n=2 which is consistent 
w1th the tunnelling work of Hertel 1 et. al. , Nishida 
2 
et . al. , Lesueur et.a1. 9 and Cochrane and Strom-Olsen 12 . 
For samples in the critical regime o~-o so 
~) 
o<Ti=o T 1 / 2 <FlO> 1 
and 
(E , E1 / 3 o 1 =o2 . 
Equating <F8l with <FlO> and <F9 ) with <Fll l 
1 ' '? 
o =o i k / F l / .._ 
1 a a 
<F 11 i 
i F1 2> 
