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a b s t r a c t
We present and solve a Linear Quadratic Regulator (LQR) for the boundary control of the beam
equation. We use the simple technique of completing the square to get an explicit solution. By
decoupling the spatial frequencies we are able to reduce an infinite dimensional LQR to an infinite
family of two dimensional LQRs each of which can be solved explicitly.
Published by Elsevier B.V.1. Introduction
We consider the stabilization of the linear beam equation us-
ng a Linear Quadratic Regulator (LQR). By decoupling the spatial
requencies we obtain a complete and explicit solution to the LQR
ncluding the closed loop eigenvalues. The simple technique of
ompleting the square yields Riccati PDEs. At each spatial fre-
uency the Riccati PDEs reduce to the algebraic Riccati equation
f a two dimensional problem which is readily solvable. The
ums of the optimal cost and optimal feedback of these two di-
ensional problems yield the optimal cost and optimal feedback
f the infinite dimensional LQR. The only technical issues that
rise are whether these sums are convergent. We discuss which
agrangians yield convergence.
The study of optimal control of systems governed by partial
ifferential equations goes back at least to Lions [1]. More recent
reatises on this topic are the works of Curtain and Zwart [2,3],
asiecka and Trigiani [4] and Krstic and Smyshlyaev [5] who use
ackstepping. LQR boundary control has been used by Lasiecka
nd Trigiani [6], Burns and King [7], Hulsing [8], Burns and Huls-
ng [9], Cristofaro, DeLuca and Lanari [10]. Coron, D’Andrea and
astin [11] found Lyapunov functions for the boundary control of
yperbolic conservation laws. Guo et al. have considered bound-
ry control of the beam equation in the presence of disturbances,
12,13]. Other papers on boundary control of the beam equation
re Morgul [14], Militec and Arnold [15], Han, Li, Xu and Liu [16].
More recently we introduced the Completing the Square tech-
ique to solve LQR problems for partial differential equations. We
olved an LQR problem for the heat equation under distributed
✩ This work was supported by AFOSR, United States of America under
FA9550-20-1-0318.
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0167-6911/Published by Elsevier B.V.control in [17] and under boundary control in [18]. In both cases
using an extension of Al’brekht’s method [19] we were able to
find the higher degree terms in the Taylor polynomial expansions
of the optimal cost and the optimal feedback.
In [20] we solved an LQR for the boundary control of the wave
equation by decoupling the spatial frequencies. This allowed us
to reduce an infinite dimensional LQR problem to an infinite
family of two dimensional LQR problems each of which can be
explicitly solved. In this paper we show that an LQR problem for
the beam equation can also be reduced to an infinite family of
two dimensional LQR problems each of which can be explicitly
solved.
2. Boundary control of the beam equation
In Exercise 3.18 Curtain and Zwart consider the undamped
beam equation subject to boundary control action
∂2f
∂t2




f (0, t) = 0, f (1, t) = 0
∂2f
∂x2
(0, t) = 0,
∂2f
∂x2
(1, t) = βu(t)
f (x, 0) = f1(x),
∂ f
∂t
(x, 0) = f2(x)












We also allow damping
d
z(x, t) = Az(x, t)dt





















The boundary conditions are
z1(0, t) = 0, z1(1, t) = 0
∂2z1
∂x2
(0, t) = 0,
∂2z1
∂x2
(1, t) = βu(t)
and the initial conditions are
z1(x, 0) = f1(x), z2(x, 0) = f2(x)
If α = 0 the beam is undamped and if α > 0 the beam is damped.













or n = ±1, ±2, ±3, . . .. If |n| is small enough the eigenvalues
λn, λ−n can be real numbers but for large |n| the eigenvalues
λn, λ−n are complex and conjugate.
We wish to find a feedback to stabilize the beam to achieve,
z(x, t) → 0 as t → ∞. Another possibility is that we wish
to stabilize the beam to some open loop trajectory z∗(x, t). We
define z̃(x, t) = z(x, t) − z∗(x, t) and we seek a feedback to drive
z̃(x, t) → 0 as t → ∞. Due to linearity these are equivalent
problems so we only consider the first one.
2.1. Linear quadratic regulation
We shall use a Linear Quadratic Regulator (LQR) to find the
desired feedback. We choose a 2 × 2 nonnegative definite matrix
valued function Q (x1, x2) which is symmetric in x1, x2, Q (x1, x2) =






z ′(x1, t)Q (x1, x2)z(x2, t) dA + Ru2(t)
)
dt (1)
subject to the beam dynamics where S = [0, 1]2 and dA = dx1dx2.
Let P(x1, x2) be any 2 × 2 symmetric matrix valued function
which is also symmetric in x1, x2, P(x1, x2) = P(x2, x1). Suppose
there is a control trajectory u(t) such that the corresponding state























































(∫∫ [ z2(x1, t)
−
∂4z1






P1,1(x1, x2) P1,2(x1, x2)


















P1,1(x1, x2) P1,2(x1, x2)























z2(x1, t)P1,1(x1, x2)z1(x2, t) + z1(x1, t)P1,1(x1, x2)z2(x2, t)
z2(x1, t)P1,2(x1, x2)z2(x2, t) + z2(x1, t)P2,1(x1, x2)z2(x2, t)
∂4z1
∂x41











− αz2(x1, t)P2,1(x1, x2)z1(x2, t) − αz2(x1, t)P2,2(x1, x2)z2(x2, t)
αz1(x1, t)P1,2(x1, x2)z2(x1, t) − αz2(x1, t)P2,2(x1, x2)z2(x1, t)dA dt
We assume that P(x1, x2) satisfies these boundary conditions












(x1, 1) = 0 (4)












































































z2(x1, t)P1,1(x1, x2)z1(x2, t)
+z (x , t)P (x , x )z (x , t)1 1 1,1 1 2 2 2
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− αz2(x1, t)P2,1(x1, x2)z1(x2, t) − αz2(x1, t)P2,2(x1, x2)z2(x2, t)
− αz1(x1, t)P1,2(x1, x2)z2(x1, t)
−αz2(x1, t)P2,2(x1, x2)z2(x1, t) dA dt



















z2(x1, t)P1,1(x1, x2)z1(x2, t)
+z1(x1, t)P1,1(x1, x2)z2(x2, t)





























− αz2(x1, t)P2,1(x1, x2)z1(x2, t) − αz2(x1, t)P2,2(x1, x2)z2(x2, t)
− αz1(x1, t)P1,2(x1, x2)z2(x1, t)
−αz2(x1, t)P2,2(x1, x2)z2(x1, t) dA dt






so that the time integrand in (6) is a perfect square of the form∫∫
S
(u(t) − K (x1)z(x1, t)) R (u(t) − K (x2)z(x2, t)) dA (8)
Clearly the terms quadratic in u(t) agree so we equate terms con-







































Then we equate terms containing the product of z(x1, t) and
z(x , t) and we obtain the system of Riccati PDEs for the boundary2
3














































where γ 2 = R−1β2.
2.2. Decoupling the spatial frequencies
To simplify the problem we decouple the spatial frequencies












sin nπx1 sin nπx2 (14)
and Q n,n1,2 = Q
n,n
2,1 .












sin nπx1 sin nπx2 (15)
with Pm,n1,2 = P
m,n
2,1 . Clearly any such P(x1, x2) satisfies the boundary
conditions (3) and (4). Later we shall give conditions on Q n,n that
ensure the convergence of (14) and (15) to continuous functions.
Then (9) implies that the optimal feedback gain is








nπ sin nπx2 (16)
and the Riccati PDEs (10), (11), (12), (13) imply that






































)′ Pn,n + Pn,nF n,n + Q n,n − Pn,n (Gn,n)′ (n,n)−1 Gn,nPn,n








































































α2 + n2π2γ 2
(


















f the two dimensional LQR (21) satisfies the standard conditions
hen the associated Riccati equation has a unique nonnegative
efinite solution. This implies that if we take the negative sign
n (22) the resulting Pn,n is not nonnegative definite.
The 2 × 2 closed loop system is
n,n
+ GK n,n =
[
0 1
−n4π4 − γ 2Pn,n2,1 −α − n
2π2γ 2Pn,n2,2
]
nd the closed loop eigenvalues are
n = −









or n = ±1, ±2, ±3, . . .. For n = 1, 2, . . . the corresponding























otice that at least for large |n|, µn and µ−n are complex conju-
ates as are vn(x) and v−n(x).











n(t) = eµntζ 0n
f µn and µ−n are complex and conjugate then ζ 0n and ζ
0
−n must
e complex conjugates for z(x, t) to be real valued.
Notice we can control each spatial frequency independently. If
e do not want to damp out the nth spatial frequency then we
et Q n,n = 0 so that Pn,n = 0 and K n,n = 0.
.3. Convergence
But we must address the questions of whether (14) and (15)







for i, j = 1, 2 and n > N then clearly (14) converges. We assume
that we have chosen Q n,n such that this is true.
We apply the Mean Value Theorem to (22) to obtain
Pn,n =
1 Q n,n1,11,2 2s1/2 n2π2
4








onotonically decreasing on this interval and takes on its maxi-








o clearly the sum
1,2(x1, x2) = P2,1(x1, x2) =
∞∑
n=0
Pn,n1,2 sin nx1 sin nx2
converges.














Pn,n2,2 sin nx1 sin nx2 (28)
converges.
If α > 0 then again by the Mean Value Theorem (23) implies
that there exists an s between α and√
α2 + n2π2γ 2
(


















so again the sum (28) converges.




Pn,n1,1 sin nx1 sin nx2 (29)
to converge r must be larger than 8 when α = 0 and r must be
larger than 5 when α > 0.
If α > 0 then all of the closed loop eigenvalues (26) are in the
open left half of the complex plane. In particular for large |n| the
real parts of the closed loop eigenvalues (26) are more negative
than α2 .
Can we shift all the eigenvalues into the open left half of the
complex plane if α = 0? If Q n,n > 0 but decays like 1nr as n → ∞
then the term outside the square root in (26) will be negative but
it will decay in absolute value like 1
nr/2−1
. For (29) to converge r
ust be greater than 8 so the term outside the square root in (25)
s converging to zero faster than 1
n3
. But we are more interested
in the convergence of feedback (16) than the convergence of the
optimal cost (15). For (16) to converge r need only greater than 1.
If we choose 1 < r < 2 then the term outside the square root in
(26) will grow like n1−r/2 so the higher the mode the higher the
damping. It is interesting to note that even if the optimal cost of
an LQR problem does not exist, the LQR methodology may yield
a stabilizing feedback.
3. Conclusion
We have used the simple and constructive technique of com-
pleting the square to solve the LQR problem for the stabilization
of the linear beam equation using boundary control. The result is
an explicit formula for the quadratic optimal cost and the linear
optimal feedback. Our approach allows us to decouple the spatial
frequencies so we can damp out all or just some frequencies.






RediT authorship contribution statement
Arthur J. Krener: Research, Writing.
eclaration of competing interest
The authors declare that they have no known competing finan-
ial interests or personal relationships that could have appeared
o influence the work reported in this paper.
eferences
[1] J.L. Lions, Optimal Control of Systems Governed by Partial Differential
Equations, Springer Verlag, Berlin, 1971.
[2] R. Curtain, H. Zwart, An Introduction to Infinite-Dimensional Linear
Systems Theory, Springer-Verlag, 1995.
[3] R. Curtain, H. Zwart, Introduction to Infinite-Dimensional Systems Theory,
Springer-Verlag, 2020.
[4] I. Lasiecka, R. Triggiani, Control Theory for Partial Differential Equations :
Continuous and Approximation Theories, Cambridge University Press, New
York, 2000.
[5] M. Krstic, A. Smyshlyaev, Boundary Control of PDEs, SIAM, 2008.
[6] I. Lasiecka, R. Triggiani, Riccati equations for hyperbolic partial diiferential
equations with L2(0, T ; L2(Γ )) Dirichlet boundary terms, SIAM J. Control
Optim. 24 (1986) 884–925.
[7] J. Burns, B. King, Representation of feedback operators for hyperbolic
systems, in: Computation and Control IV, Springer, 1995, pp. 57–73.
[8] K. Hulsing, Numerical Methods for Approximating Functional Gains for
LQR Control of Partial Differential Equations (Ph.D. thesis), Department of
Mathematics, Virginia Tech, 1999.
[9] J. Burns, K. Hulsing, Numerical methods for approximating functional gains
in LQR boundary control problems, Math. Comput. Modelling 33 (2001)
89–100.5
[10] A. Cristofaro, A. DeLuca, L. Lanari, Linear-quadratic optimal boundary
control of a one-link flexible arm, IEEE Control Syst. Lett. 52 (2021)
833–838, http://dx.doi.org/10.1109/LCSYS.2020.3006714.
[11] J.M. Coron, B. D’Andrea-Novel, G. Bastin, A strict Lyapunov function for
boundary control of hyperbolic systems of conservation laws, IEEE Trans.
Automat. Control 52 (2007) 2–11.
[12] B.-Z. Guo, H.-C. Zhou, A.S. AL-Fhaid, A.M. Younasand A. Asiri, Stabilization
of Euler–Bernoulli beam equation with boundary moment control and
disturbance by active disturbance rejection control and sliding mode
control approaches, J. Dyn. Control Syst. 20 (2014) 539–558.
[13] B.-Z. Guo, W. Kang, Lyapunov approach to the boundary stabilisation of a
beam equation with boundary disturbance, Internat. J. Control 87 (2014)
925–939.
[14] O. Morgul, On the boundary control of beam equation, in: Proc. of the
2002 IFAC World Congress, Barcelona, pp. 2017–2023.
[15] M. Miletic, A. Arnold, An Euler–Bernoulli beam equation with boundary
control: Stability and dissipative FEM, Institute for Analysis and Scientific
Computing, Vienna University of Technology, ASC Report No. 12/2013.
[16] P.-C. Han, Y.-F. Li, G.-Q. Xu, D.-H. Liu, The exponential stability result
of an Euler–Bernoulli beam equation with interior delays and boundary
damping, J. Differential Equations (2016) http://dx.doi.org/10.1155/2016/
3732176.
[17] A.J. Krener, Al’brekht’s method in infinite dimensions, in: Proceedings of
the IEEE Conference on Decision and Control, 2020, Also available at
arXiv:2003.03427v1, [math OC], 6 Mar 2020.
[18] A.J. Krener, Optimal boundary control of a nonlinear reaction diffusion
equation via completing the square and Al’brekht’s method, 2020, arXiv:
2010.07229v2, [math OC].
[19] E.G. Al’brekht, On the optimal stabilization of nonlinear systems, PMM-J.
Appl. Math. Mech. 25 (1961) 1254–1266.
[20] A.J. Krener, Boundary control of the wave equation via linear quadratic
regulation, 2021, arXiv:2101.09610v1, [math OC].
