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Abstract 
Leakage detection is critical for the proper management of water distribution systems (WDS). This paper proposes a leak 
detection approach based on a Bayesian calibration method. The methodology uses a newly formulated index, μ, which takes 
into account the variation of roughness in pipes between the calibrated models with and without leaks. Case studies, which use 
literature networks, are presented to demonstrate how the approach can be used in identifying pipes with losses. The approach 
starts with a calibration method followed by the analysis of sensitivity matrices. The approach proved to be effective in finding 
leaks, but the results depend crucially on the number and quality of the observed data.  
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1. Introduction 
Today water loss due to leaks is one of the major problems for water distribution systems (WDS). As a 
consequence of these economic and water-quality related issues, interest within the scientific community in leak 
detection methodologies has increased, with many papers on this topic published in recent years.  
Various modelling approaches are used for prediction of failures, depending upon the failure type, the nature 
and complexity of the network and the availability, scope and reliability of relevant data (Kleiner and Rajani, 2001; 
Giustolisi and Berardi, 2007; Berardi et al., 2007; Boxall et al., 2005). During the development of a multi-objective 
strategy different algorithms are used for solving the task of planning optimisation and renovation: a genetic 
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algorithm by Giustolisi, Laucelli and Savic (2005), a fuzzy rule based non-homogeneous Markov process by 
Kleiner et al. (2004, 2005), the method of Cullinane by Trifunovich and Umar (2003), statistical methods by Mays 
(2000), a non-sorting genetic algorithm by Devi & Nam-Sik 2004, a Strength Pareto Evolutionary Algorithm 
(SPEA) by Cheung et al. (2003), and a Non-Sorting Genetic Algorithm II by Deb et al. (2000).  
At present, pipe rehabilitation practice and theory are being actively developed, new materials for pipes are 
investigated and new factors influencing the probability of burst occurrences are being investigated. However, 
these efforts need sufficient time, efforts and resources to be fully realized, that is why the problem of water losses 
will remain important for the near future. In this context the detection of leaks is of high importance and both 
methodologies of the prediction of pipe failures and the detection of leaks are based on analysis of statistical data of 
already detected leaks (Berardi et al., 2005). The detection of a burst and identification of its size and location is 
not possible without system monitoring providing information about flow changes (Burnell, 2003), and pressure 
changes (Stephens et al., 2005). The quality of collected information from monitors depends on the placement of 
pressure loggers in a water distribution system.  
To solve the problem of optimal placement of pressure loggers various methods based on Genetic Algorithms, 
cluster analysis and regression analysis were suggested. Other methods are based on the use of sensitivity matrices, 
as Veltri et al. (2012). But the essence of all these methods is in discovering sensitive nodes in the network, which 
represent behaviour of all other nodes. Optimisation (search) methods such as genetic algorithms are used for the 
burst location, as Wu & Sage (2007) demonstrated. A burst is placed at different nodes of the WDS model and a 
solution is found that minimizes the difference between the simulated and measured transient pressure (Vitkovsky 
et al., 1999). The overwhelming majority of research papers concerned with this methodology have been applied to 
a single pipeline and not to real distribution systems.  
Currently, other methods for burst detection are appearing. This is linked to the increase in computer power 
capable of providing fast information processing in large databases and the availability of new numerical methods 
for WDS analysis. The burst finding pilot study using a calibration method proposed by Deagle et al. (2007) was 
successful and it proved that network models can be employed to identify system anomalies and areas of interest 
within the distribution network. There are other methods, which require continuous monitoring of the area 
concerned.  
Puust et al. (2006) proposed a methodology which is based on the Shuffled Complex Evolution Metropolis 
(SCEM-UA) algorithm and is capable of estimating the posterior probability density functions for unknown leak 
areas and their respective locations in an artificial network case-study. It seems that this approach is similar to the 
hybrid method presented in this report, but it has not been completely developed and unfortunately comparative 
analysis of these methods cannot be carried out. 
  
2. Calibration and methodology proposed 
WDS calibration methods are commonly used to obtain the value of roughness in pipes and demands at nodes. 
These parameters, in fact are supposed known for the verification problem but unknown in calibration. Three 
different types of approaches to calibration are mentioned in literature: 1) heuristic models, 2) explicit models and 
3) implicit models. In this paper an implicit model is used to demonstrate that calibration methods can be used to 
find leaks in WDS.  
The UNINET model, developed by Veltri et al. (2010), is used to calibrate roughness in pipes for the literature 
network used. The UNINET model, which uses the SCEM-UA methodology, Vrugt et al. (2003), as  optimization 
algorithm and INetPDA, Veltri et al. (2010), as the simulation model, has the following characteristics: 
• does not need an initial solution; 
• a minimum is obtained with a probabilistic criteria; 
• considers the parameters to estimate as casual variables and determines the a posteriori  probability 
distribution, using the Bayesian-statistical approach; 
• can use a PDA (Pressure Driven Analysis) simulation method. 
The model input data are divided into two groups: 
662   A. Fiorini Morosini et al. /  Procedia Engineering  70 ( 2014 )  660 – 667 
• the first group is used by SCEM-UA for the optimization method and measured data which are the 
distribution of flow in pipes and pressure at nodes, and the parameters of SCEM-UA algorithm. 
• the second group of data is used by the INetPDA simulation model and the inputs are topological data for 
the network. 
To estimate the roughness in pipes and demands at nodes the model UNINET is based on a Bayesian-statistical 
approach, where parameters are considered as random variables. This approach solves the optimization and the 
statistical analysis problems at the same time. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1  - UNINET Algorithm  
 
The aim of this paper is the individuation of the area where a leak can be found. The methodology proposed is 
based on the use of index μ that represents the difference between the calibrated roughness in the i-th pipes before 
and then after the introduction of a leak inside the network:  
 
ci
cicpi
i ε
εεμ −=         (1) 
 
Where : 
• μi  is the value of the index for the i-th pipe; 
• εcpi  is the calibrated roughness, in mm, of the i-th pipe after the introduction of the leak in the WDS; 
• εci  is the calibrated roughness, in mm, of the i-th pipe before the introduction of the leak in the 
WDS. 
With this index it is possible to identify the area where the system anomalies, the leak in our case, are within the 
distribution network. The choice of the nodes to use as known pressure data is made by the method of sensitivity 
matrices. 
The case study, on the literature network proposed by Greco and Di Cristo (1999) is a good starting point to 
show how the methodology works. 
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3. Case study 
The objective of this study is to demonstrate a method for determining the area where a leak can be. In this 
paper all analyses were made on the literature network proposed by Greco and Di Cristo (1999).  
 
 
Figure 2  - Greco and Di Cristo's network (1999) 
The network (Figure 2) consists of four closed elementary mesh, two nodes of power, eleven nodes of delivery 
and sixteen pipelines. In each analysis the value of roughness in all pipes were calibrated for different cases and 
with different amount of the water loss. Particularly three different values of leak were used, between 1% and 3% 
of total demand.  
First analyses were carried out using the same distribution of roughness classes for pipes proposed by Greco  
and Di Cristo (1999) and then the other analyses were made with 16 classes of roughness, where each pipe has a 
own roughness class. 
Table 1: Roughness classes assigned 
Pipe 
ID 
Roughness 
ε 
Roughness classes 
(by Greco and Di 
Cristo (1999)) 
1 1 1 
2 0.4 2 
3 0.2 3 
4 0.1 4 
5 0.2 3 
6 2 5 
7 0.1 4 
8 0.5 6 
9 0.5 6 
10 1 1 
11 0.6 7 
12
98
10
116
74
5
32
1
13
6 9 16
2
5 8 15
3
4
7
14
13
11
12
10
1
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12 1 1 
13 1 1 
14 0.5 6 
15 0.5 6 
16 0.2 3 
 
The leak was positioned inside the pipe 9 using a dummy node (Node 14) where each value of leak was 
assigned as demand. The results are shown in Table 3 and Figure 3. 
 
             Table 2 - Results for 7 roughness classes:  
             a) 7 known pressure data and 4.72 l/s leak; b) 7 known pressure data and 9.37 l/s leak 
 
Pipe ID εc a) εcp μ b) εcp μ 
1 0.574  0.726 26.48%  0.709 23.52% 
2 0.309  0.291 5.83%  0.293 5.18% 
3 0.248  0.273 10.08%  0.224 9.68% 
4 0.455  0.391 14.07%  0.516 13.41% 
5 0.248  0.273 10.08%  0.224 9.68% 
6 1.518  1.786 17.65%  2.336 53.89% 
7 0.455  0.391 14.07%  0.516 13.41% 
8 0.358  0.532 48.60%  0.805 124.86% 
9 0.358  0.532 48.60%  0.805 124.86% 
10 0.574  0.726 26.48%  0.709 23.52% 
11 0.42  0.441 5.00%  0.589 40.24% 
12 0.574  0.726 26.48%  0.709 23.52% 
13 0.574  0.726 26.48%  0.709 23.52% 
14 0.358  0.532 48.60%  0.805 124.86% 
15 0.358  0.532 48.60%  0.805 124.86% 
16 0.248  0.273 10.08%  0.224 9.68% 
 
 
Figure 3: Results with 7 roughness classes 
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Table 3 shows that when the Greco’s roughness classes assignment is used the class that includes the pipe where 
the leak is located has a high value of index μ. Roughness class 6, that is associated with pipe 9, has the highest 
percentage difference.  Similar analyses were performed by using 16 roughness classes, one for each pipe, and 
results are shown in Figure 5, 5, 6. 
 
Table 3 - Results of difference for 16 roughness classes:  
 
Number 
of 
measures 
2.37 l/s 4.27 l/s 9.37 l/s 
Min Max Average Min Max Average Min Max Average 
4 1.06% 57.79% 17.25% 0.03% 101.41% 22.08% 0.16% 78.72% 40.05% 
6 0.53% 113.46% 25.97% 2.13% 90.95% 31.47% 0.54% 110.94% 36.40% 
7 10.57% 116.96% 37.83% 1.32% 194.98% 40.05% 11.23% 152.08% 46.85% 
 
 
Figure 4: Results with 16 roughness classes and 2.37 l/s leak. 
 a) 4 known pressure data; b) 6 known pressure data and c) 7 known pressure data. 
 
 
Figure 5: Results with 16 roughness classes and 4.72 l/s 
a) 4 known pressure data; b) 6 known pressure data and c) 7 known pressure data. 
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Figure 6:  Results with 16 roughness classes and 9.37 l/s.  
a) 4 known pressure data; b) 6 known pressure data and c) 7 known pressure data. 
The figures above (Figure 4-5-6) show what happens when our assignment each pipe roughness class 
assignment for is used.  In this case, the class for the pipe where the leak is placed presents a high value of the 
index μ. This is true when a sufficient number of known data is used. Particularly roughness class 9, that is 
associated with  pipe 9, has the highest percentage difference when 7 known data measures are used to calibrate the 
roughness in pipes. Same results are obtained when the different leak magnitude is used. In fact high value of the 
index μ are obtained when the value of leak and the number of measure increase (Table 3). 
According to the results obtained, the methodology proposed is useful to check if a leak exist inside the WDS 
and for the casa study is possible to identify where it is. 
4. Conclusions 
In this paper a methodology for the identification of the area where a leak can be found in a water distribution 
system is presented. The methodology is based on a Bayesian calibration method and a new index, μ, to localize 
the area where a leak can be. This is done using the results showing the variation of the calibrated roughness values 
in pipes. The methodology requires pressure measurement data at the locations determined by using the sensitivity 
matrices method (Fiorini et al., 2013).The network analyses were conducted using the UNINET simulation model. 
The leak localisation method was verified on a case study using a literature network. Different initial conditions 
were used to test the methodology  
The satisfactory results show that the method can localise a leak without a high computational cost and 
significant errors, but they depend on the number and the quality of observed data. 
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