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Sur les traces d’ope´rateurs
(De Grothendieck a` Lidskii)
Didier Robert (a)
Pre´sentation
Dans cet article je souhaite attirer l’attention du lecteur sur des notions qui sont
classiques en alge`bre line´aire mais qui peuvent devenir de´licates a` manier dans des
espaces vectoriels de dimension infinie (muni d’une norme ou d’une topologie d’espace
vectoriel). La the´orie de Fredholm des e´quations inte´grales, qui sera e´voque´e a` la fin
de l’article, a de fortes analogies avec les syste`mes d’e´quations line´aires enseigne´s en
Licence 1 et 2 a` ceci pre`s que les endomorphismes ope`rent sur des espaces de Ba-
nach du type C(K) (espace des fonctions continues sur un compact K) ou Lp(Ω),
1 ≤ p < +∞, pour une mesure donne´e sur Ω. Dans la the´orie de Fredholm les notions
de trace, de de´terminant, et leur relations avec les valeurs propres, jouent e´videmment
le meˆme roˆle qu’en dimension finie. L’article fondateur de Fredholm date de 1903 :
”Sur une classe d’e´quations fonctionnelles” [Acta Mathematica, 27, p.365-390] alors
que l’analyse fonctionnelle e´tait peu de´veloppe´e. Il a e´te´ le point de de´part de beau-
coup de travaux qui ont motive´ en partie les de´veloppements ulte´rieurs de l’analyse
fonctionnelle tout au long du XXie`me sie`cle (Hilbert, Banach, Fre´chet, Dieudonne´,
Schwartz, Grothendieck, Sobolev, Gelfand, Krein, et beaucoup d’autres...)
Plus re´cemment la the´orie des ope´rateurs pseudo-diffe´rentiels et l’analyse microlo-
cale ont permis des avance´es importantes dans la compre´hension d’ope´rateurs non-
auto-adjoints apparaissant en me´canique des fluides ou en me´canique quantique pour
de´crire les instabilite´s de certains syste`mes. En effet la localisation dans le plan
complexe de valeurs propres a` partie imaginaire non nulle permet d’avoir des in-
formations quantitatives sur les re´sonances du syste`me (voir l’article de Zworski [18]
pour une illustration de ces phe´nome`nes). D’autre part les travaux re´cents (2009) de
Sjo¨strand [16] sur les formules de Weyl pour des ope´rateurs non-autoadjoints, per-
turbe´s ale´atoirement, montre bien l’inte´reˆt des de´terminants en dimension infinie. En
exploitant leurs proprie´te´s fines comme fonction entie`re dans le plan complexe on ob-
tient des informations sur les valeurs propres. Dans ces e´tudes la formule de trace de
Lidsjkii joue un roˆle fondamental.
Mon objectif ici est de raconter l’historique de cette formule, de rendre compte de
son roˆle dans les de´veloppements de l’analyse fonctionnelle ainsi que de son regain
actualite´ dans des re´sultats re´cents.
A la fin de l’article je pre´sente une esquisse de la preuve de la formule de Lidskii,
proche de la de´monstration originelle.
(a)Laboratoire Jean Leray, Universite´ de Nantes. Didier.Robert@univ-nantes.fr
1
21. Introduction
Sur un espace vectoriel complexe E de dimension finie n la trace et le de´terminant
d’un endomorphisme A posse`dent les deux proprie´te´s fondamentales suivantes : ils
sont invariants par conjugaison par automorphismes et s’expriment naturellement en
fonction des valeurs propres de A (en utilisant une base qui triangule A).
Rappelons ici rapidement les re´sultats suivants bien connus d’alge`bre line´aire.
Soient {e1, · · · , en} une base de E et {e∗1, · · · , e∗n} sa base duale dans E∗, dual de E .
On note par L(E) l’espace vectoriel sur C des endomorphismes de E .
La trace de A ∈ L(E) est de´finie par l’e´galite´ :
(1) Tr(A) =
∑
1≤j≤n
e∗j (Aej).
Tr est une forme line´aire sur L(E). Passons au de´terminant.
Le produit exte´rieur de 2 formes line´aires u, v sur E est note´ u ∧ v.
On note Ln = e
∗
1 ∧ e∗2 · · · ∧ e∗n la forme n-line´aire alterne´e sur En, Sn le groupe
syme´trique de {1, · · · , n} et εσ la signature de σ. On a donc
Ln(x1, · · · , xn) =
∑
σ∈Sn
εσe
∗
1(xσ(1)) · · · e∗n(xσ(n)), ∀(x1, · · · , xn) ∈ En.
Le de´terminant d’un endomorphisme A de E est de´fini par l’e´galite´ suivante
(2) detA = Ln(Ae1, · · · , Aen) =
∑
σ∈Sn
εσe
∗
1(Aeσ(1)) · · · e∗n(Aeσ(n)).
detA est l’unique scalaire complexe tel que pour toute forme n-line´aire alterne´e f sur
En on a
(3) f(Ax1, · · · , Axn) = (detA)f(x1, · · · , xn), ∀(x1, · · · , xn) ∈ En.
On en de´duit que det(AB) = (detA)(detB) pour tout A,B ∈ L(E).
En particulier detA est inde´pendant de la base choisie. En choisissant une base tri-
angulaire pour A on en de´duit alors que detA = λ1λ2 · · ·λn, les λj e´tant les valeurs
propres de A. Le polynoˆme caracte´ristique a donc pour exression
DA(z) = det(A− z1l) =
∏
1≤j≤n
(λj − z).
Dans la formule pre´ce´dente, les valeurs propres sont re´pe´te´es suivant leurs multipli-
cite´s.
En utilisant (2) on obtient les coefficients du polynoˆme caracte´ristique sous une forme
qui fait apparaˆıtre des traces et qui s’e´tendra a` la dimension infinie comme on le verra.
Pour cela on introduit les puissances tensorielles ⊗kE de E , k ≥ 1, et l’ope´rateur d’an-
tisyme´trisation de´fini pour x1, · · · , xk ∈ E par :
Πa(x1 ⊗ x2 ⊗ · · · ⊗ xk) = 1
k!
∑
σ∈Sk
εσxσ(1) ⊗ xσ(2) ⊗ · · · ⊗ xσ(k).
3Soient Aj ∈ L(E), 1 ≤ j ≤ k ; on de´finit un endomorphisme de ⊗kE par :
A1 ∧A2 · · · ∧Ak = Πa(A1 ⊗A2 · · · ⊗Ak)Πa
et ∧kA = A ∧A · · · ∧A︸ ︷︷ ︸
k fois
. Avec ces notations on alors :
(4) DA(−z) = zn + zn−1Tr(A) + · · · zkTr(∧kA) + · · ·+ z0 detA.
Notons que detA = Tr(∧nA). Les traces dans L(⊗kE) sont calcule´es dans la base
{ej1 ⊗ ej2 ⊗ · · · ⊗ ejk , (j1, j2, · · · , jk) ∈ {1, · · · , n}k}. On en de´duit en particulier,
en utilisant la proprie´te´ analogue vue pour le de´terminant, que Tr(B−1AB) = Tr(A)
pour tout B ∈ L(E) inversible et que TrA =
∑
1≤j≤n
λj .
Enfin la trace est l’unique forme line´aire sur L(E) invariante par conjugaison, a` mul-
tiplication par une constante pre`s : si f est une forme line´aire sur L(E) telle que
f(B−1AB) = f(A) pour tout A,B ∈ L(E), B inversible, alors il existe µ ∈ C tel
que f(A) = µTrA, ∀A ∈ L(E). La preuve de cette proprie´te´ est laisse´e en exercice au
lecteur (indication : conside´rer d’abord les endomorphismes de rang 1).
Bien suˆr en dimension finie il y a plusieurs manie`res d’aboutir a` ces re´sultats, cette
pre´sentation a l’avantage de pouvoir s’e´tendre a` la dimension infinie.
En dimension infinie les notions de trace et de de´terminant sont plus difficiles a`
manier qu’en dimension finie, y compris dans les espaces de Hilbert, car on ne dispose
pas, a priori, d’un outil e´quivalent a` la triangulation pour des ope´rateurs quelconques.
Pour aborder l’e´tude du spectre d’ope´rateurs compacts non diagonalisables (que l’on
rencontre par exemple dans l’e´tude de syste`mes dissipatifs et dans la the´orie de Fredh-
lom des e´quations inte´grales) il est tre`s utile de pouvoir disposer d’une trace et d’un
de´terminant ayant des proprie´te´s raisonnables, analogues a` celles que l’on vient de
rappeler pour la dimension finie.
Conside´rons un ope´rateur compact A de H. On sait alors que le spectre de A, en
dehors de 0, est constitue´ d’une suite de valeurs propres {λj(A)}j≥1 de multiplicite´
finie. La multiplicite´ µ(λ) de la valeur propres λ 6= 0 est de´finie par
µ(λ) = dim[Eλ(A)], si Eλ(A) :=
⋃
k≥1
ker(A− λ1l)k (sous− espace propre ge´ne´ralise´).
On convient d’e´crire la suite {λj(A)}j≥1 en re´pe´tant chaque valeur propre selon sa
multiplicite´.
En 1959, le mathe´maticien russe V.B. Lidskii de´montre [9] que si H est un espace de
Hilbert se´parable et si A est un ope´rateur de classe-trace (de´finie plus loin) sur H, et
pour toute base orthonorme´e {en} de H, on a
(5)
∑
n≥1
〈en, Aen〉 =
∑
j≥1
λj(A).
On utilise ici la notation suivante : 〈·, ·〉 de´signe le produit scalaire sur H, suppose´
anti-line´aire par rapport au premier argument. On note par ‖·‖ la norme du H de´finie
par le produit scalaire.
Cette e´galite´ (5) peut sembler n’eˆtre qu’une extension anodine du cas de la dimension
4finie. Cependant il a fallu attendre 1959 pour en avoir une preuve dans le cas ge´ne´ral
bien que quelques anne´es avant Grothendieck disposait implicitement des e´le´ments
d’une preuve mais sans e´noncer explicitement le re´sulat. D’autre part, comme on le
verra, la preuve de Lidskii repose sur des arguments classiques (et astucieux) faisant
intervenir des proprie´te´s fines de fonctions entie`res.
Rappelons pour commencer une de´finition de la classe Hilbert-Schmidt et de la classe-
trace (la terminologie “ope´rateur nucle´aire” pour “ope´rateur de classe-trace” est aussi
utilise´e).
De´finition 1.1. — Un ope´rateur A sur H est de classe Hilbert-Schmidt s’il existe
une base orthonorme´e {en}n≥0 de H telle que
(6)
∑
n≥1
‖Aen‖2 < +∞.
On montre que le membre de gauche de (6) est inde´pendant de la base orthonorme´e
choisie et que cette condition entraˆıne que A est compact.
On dira que A est de classe-trace s’il existe une de´composition de A : A = A1A2 ou`
A1 et A2 sont de classe Hilbert-Schmidt. Un ope´rateur positif A est de classe-trace si
et seulement si
∑
j≥1
λj(A) < +∞.
L’ensemble des ope´rateurs de classe Hilbert-Schmidt et des ope´rateurs de classe-
trace sont note´s respectivementS2(H) etS1(H). L’ensemble des ope´rateurs compacts
sera note´ S∞(H) et l’ensemble des ope´rateurs borne´s L(H).
Le lecteur aura devine´ qu’il existe des classes Sp(H) pour tout re´el p > 0 : A ∈ Sp(H)
si et seulement si (A∗A)p/2 est de classe-trace (A∗ de´signe l’adjoint hilbertien (i.e her-
mitien) de A). Pour p ≥ 1, ce sont des espaces de Banach pour des normes naturelles
note´es ‖ · ‖p ; on utilisera souvent la convention ‖ · ‖∞ = ‖ · ‖ (norme uniforme pour
les ope´rateurs borne´s). Les Sp(H) sont des ide´aux bilate`res norme´s de la C∗-alge`bre
L(H) (voir plus loin la de´finition).
Les espacesSp(H), introduits par von Neumann et Schatten, portent le nom de classes
de Schatten (voir [4]) pour leurs proprie´te´s). Ces espaces ont des proprie´te´s voisines
des espaces Lp de Lebesgue (pour un espace mesure´) ou` la fonctionnelle trace ”Tr”
joue le roˆle de l’inte´grale. On a par exemple la relation : Tr(A∗A) = ‖A‖22.
Il est alors clair que si A est de classe-trace on peut de´finir sa trace par la formule
naturelle :
(7) TrA =
∑
n≥1
〈en, Aen〉
L’absolue convergence de la se´rie est une conse´quence de l’ine´galite´ de Cauchy-Schwarz.
On ve´rifie facilement que Tr est une forme line´aire continue sur S1(H), inde´pendante
de la base orthonorme´e choisie, ve´rifiant TrA∗ = TrA et Tr(AB) = Tr(BA) pour tout
A ∈ S1(H) et tout B ∈ L(H).
Il e´tait connu depuis H. Weyl (voir [4]) que si A est de classe-trace alors la se´rie
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j λj(A) est absolument convergente. On donnera des de´tails plus loin.
On peut maintenant e´noncer rigoureusement le re´sultat de´montre´ par Lidskii.
The´ore`me 1.2 (Lidskii [9]). — Pour tout ope´rateur A de classe-trace l’e´galite´ (5)
est satisfaite.
Ce the´ore`me peut eˆtre conside´re´ comme le the´ore`me fondamental pour l’analyse
spectrale des ope´rateurs non auto-adjoints. En effet les valeurs propres d’un ope´rateur
sont en ge´ne´ral difficile d’acce`s (y compris dans le cas auto-adjoint) et un moyen
souvent utilise´ pour obtenir des informations est de pouvoir e´crire une formule de
trace du type
(8) Tr(f(A)) =
∑
j≥1
f(λj(A))
de sorte que le membre de gauche de (8) puisse eˆtre analyse´, estime´, pour une fa-
mille de fonctions f convenables, de´pendant d’un parame`tre re´el ou` complexe, puis
de conclure par un argument du type taube´rien(voir par exemple [1]).
Bien e´videmment si A est de plus un ope´rateur normal (AA∗ = A∗A) le the´ore`me
de Lidskii est trivial (A est alors diagonalisable) mais dans le cas ge´ne´ral c’est un
the´ore`me subtil et profond. En raison de l’instabilite´ du spectre des ope´rateurs com-
pacts non-auto-adjoints on ne peut pas passer facilement de la dimension finie a` la
dimension infinie.
On trouvera des preuves de´taille´es dans les livres [4], [3], [15], [10]. On peut remar-
quer que tous sauf [3] attribuent explicitement le re´sultat a` Lidskii. L’article original
de Lidskii (1959) est en Russe, il a e´te´ traduit en 1965 alors que [3] est paru en 1963.
La preuve originale de Lidskii a e´te´ reprise et simplifie´e dans [4]. Nous en expliquerons
le principe a` la fin de cet article.
Les preuves e´voque´es ci-dessus utilisent les proprie´te´s d’une fonction de´terminant
comme fonction entie`re d’une variable complexe. D’autres preuves connues, plus
alge´briques, sont fonde´es sur la recherche de formes triangulaires en dimension in-
finie [12].
Dans sa the`se monumentale, publie´e dans [5], Grothendieck a conside´rablement ap-
profondi la question de de´finir une trace (et un de´terminant) pour des classes ge´ne´rales
d’ope´rateurs sur des espace de Banach ou de Fre´chet.
Il a soutenu sa the`se d’E´tat en 1953, pre´pare´e sous la direction de J. Dieudonne´ et
L. Schwartz a` l’universite´ de Nancy. J’invite le lecteur a` lire (ou relire) les quatre
pages que L. Schwartz consacre a` A. Grothendieck dans son livre de souvenirs ”Un
mathe´maticien aux prises avec le sie`cle” [p. 292-295, Odile Jacob - 1997].
Rappelons ici que Grothendieck a obtenu la me´daille Fields en 1966 pour ses travaux
en ge´ome´trie alge´brique.
L’une des motivations de ses travaux de the`se e´tait de donner un cadre ge´ne´ral pour
la the´orie de Fredholm dans le prolongement des travaux de Schwartz sur le The´ore`me
des noyaux [6].
Cependant une question ne semblait pas re´gle´e : applique´s au cas particulier des es-
paces de Hilbert, les re´sultats de Grothendieck donnent certes une preuve de (5) mais
pour une classe plus restreinte d’ope´rateurs que la classe naturelle des ope´rateurs a`
6trace S1(H), a` savoir pour A ∈ S2/3(H).
Dans [10, section (27.4.11)] A. Pietsch a obtenu une condition suffisante pour la va-
lidite´ de l’e´galite´ (5) dans un espace de Banach quelconque contenant comme cas
particuliers les formules de trace de Grothendieck et de Lidskii.
L’approche de Grothendieck pour la validite´ de (5) dans des espaces de Banach a e´te´
rediscute´e dans [11].
2. L’approche de Grothendieck de l’e´galite´ de trace (5)
La the`se de Grothendieck [5] est consacre´e aux espaces vectoriels topologiques lo-
calement convexes et aux diffe´rentes classes d’ope´rateurs entre ses espaces. Nous ne
conside´rons ici que le cas des espaces de Banach (voir aussi [6]).
Dans cette section E de´signe un espace de Banach complexe, L(E) l’alge`bre des
ope´rateurs borne´s sur E , E ′ le dual topologique de E , la dualite´ e´tant note´e 〈·, ·〉 (le
crochet est ici biline´aire).
LF (E) de´signe l’ide´al des ope´rateurs de rang fini que l’on identifie au produit tensoriel
E ′ ⊗ E via l’application line´aire de´finie par J(x′ ⊗ x)y = 〈y, x′〉y.
On de´finit l’ide´alN (E) des ope´rateurs nucle´aires en introduisant sur E ′⊗E la norme
(appele´e projective) de´finie par
‖u‖pi = inf
{∑
j≥1
‖x′j‖‖xj‖, u =
∑
j≥1
x′j ⊗ xj
}
.
On note par E ′⊗ˆpiE le comple´te´ de E ′ ⊗ E pour cette norme.
L’injection canonique J se prolonge alors en une application line´aire Jpi continue de
E ′⊗ˆpiE dans L(E). En ge´ne´ral Jpi n’est pas injective (voir [5]) mais elle l’est pour les
espaces de Hilbert. La plupart des espaces de Banach utilise´s posse`dent cette proprie´te´
(par exemples les espaces Lp pour toute mesure µ et tout 1 ≤ p ≤ +∞) qui est relie´e
a` la proprie´te´ d’approximation(voir [5]), le premier contre-exemple est duˆ a` P.Enflo
[1973].
L’ensemble S1(E) des ope´rateurs nucle´aires de E est l’image de E ′⊗ˆpiE dans L(E)
par Jpi. C’est un ide´al bilate`re et un espace de Banach pour la norme quotient sur
E ′⊗ˆpiE/ker Jpi.
Dans la suite on supposera toujours que Jpi est injective.
Pour tout A de rang fini la trace est naturellement de´finie par TrA =
∑
x′j(xj) si
A = J(u), u =
∑
j〈xj ⊗ x′j〉. On montre facilement que Tr se prolonge par continuite´
a` S1(E) en une forme line´aire telle que |Tr(A)| ≤ ‖A‖1 pour tout A ∈ S1(E). De plus
Tr est invariante sur S1(E) : Tr(BA) = Tr(AB) pour tout T ∈ S1(E), A ∈ L(E).
Introduisons sur l’espace de Banach E une famille Sp(E) d’ide´aux pour p > 0. Soit A
un ope´rateur line´aire continu dans E , p un re´el, p > 0.
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suite x′j de E ′, ‖xj‖ = ‖x′j‖ = 1, une suite de re´els positifs σ = {σj} tels que∑
j≥1
σpj < +∞ et
(9) A(u) =
∑
j≥1
σj〈u, x′j〉xj , ∀u ∈ E .
On note Sp(E) l’ide´al des ope´rateurs p sommables. On a clairement Sp(E) ⊆ Sq(E)
si p ≤ q. Les ope´rateurs 1-sommables sont les ope´rateurs de classe-trace ou nucle´aires.
La trace est alors donne´e par
(10) Tr(A) =
∑
j≥1
σj〈xj , x′〉.
Pour que cette de´finition ait un sens le membre de droite de (10) doit eˆtre inde´pendant
de la repre´sentation (9) de A. C’est le cas si E posse`de la proprie´te´ d’approximation
car alors Jpi est injective.
Clairement, tout ope´rateur p-sommable avec p > 0 est compact. On de´signe par λj
les valeurs propres non nulles de A re´pe´te´es selon leurs multiplicite´s alge´briques.
Dans [5] (Ch.I, p.171-177 et Ch.II, p. 20) Grothendieck a obtenu le re´sultat suivant :
The´ore`me 2.2 (Grothendieck). — On suppose que A est 2/3-sommable. On a
alors l’e´galite´
(11) Tr(A) =
∑
j≥1
λj(A).
Dans le cas ge´ne´ral des espaces de Banach le The´ore`me 2.2 est optimal : dans
l’espace de Banach ℓ1 des suites sommables il existe un ope´rateur N , p-sommable
pour tout p > 2/3 tel que N2 = 0 et Tr(N) = 1 ([10], paragraphe 10.4.5).
Il peut sembler surprenant que Grothendieck n’ait pas aborde´ plus explicitement le
cas particulier important des espaces de Hilbert. Dans le chapitre II de sa the`se, p.13,
il affirme :
“Si p ≤ 1, alors le de´terminant de Fredholm de u est de genre 0”. Avec nos notations :
u = A est suppose´ p-sommable. On rappellera dans la section suivante les proprie´te´s
des de´terminants de Fredholm ainsi que la de´finition du genre pour une fonction
entie`re (voir apre`s la formule (16)).
A la fin de [9] Lidskii ajoute qu’il a pris connaissance du travail de Grothendieck [5]
(et donc de la citation ci-dessus) alors que son article e´tait sous presse.
Cette proprie´te´ du genre 0, les re´sultats sur la the´orie de Fredholm [6] et le theore`me de
factorisation des fonctions entie`res de Weierstrass-Hadamard [7] donnent une preuve
du The´ore`me 1.2 mais Grothendieck n’a ni e´nonce´ le re´sultat ni pousse´ l’argument
jusqu’au bout. Cette observation a e´te´ commente´e dans plusieurs publications, en
particulier dans [11].
Les the´ore`mes 1.2 et 2.2 ont e´te´ unifie´s par Pietsch [10] de la manie`re suivante.
On de´signe par ℓp l’espace des suites de nombres complexes de puissance p sommables,
p′ est le re´el conjugue´ de p. Dans [10] l’auteur a e´tudie´ de nombreuses familles d’ide´aux
8d’ope´rateurs, il a introduit en particulier les ide´aux suivants sur l’espace de Banach
note´ B.
De´finition 2.3. — On fixe 3 re´els (r, p, q) tels que r > 0 et 1 + 1r ≥ 1p + 1q .
L’ope´rateur A ∈ L(B) est dit (r, p, q) nucle´aire s’il existe une factorisation de A : A =
SDiag(σ)R telle que R ∈ L(B, ℓq′), S ∈ L(ℓp,B), σ ∈ ℓr, Diag(σ) e´tant l’ope´rateur
diagonal associe´ a` σ.
On de´signe par N(r,p,q)(B) l’ensemble des ope´rateurs (r, p, q) nucle´aires de B.
A ∈ N(r,p,q)(B) si et seulement si A admet une repre´sentation
A =
∑
j
σj≥1x
′
j ⊗ xj
telle que σ ∈ ℓr, (xj) ∈ ℓp′(B) et (x′j) ∈ ℓp′(B′) ; ℓp(B) de´signe l’espace des suites de
B qui sont faiblement dans ℓp.
En particulier N(r,1,1) co¨ıncide avec l’ensemble des ope´rateurs r sommables de B et si
B = H est un espace de Hilbert alors N(1,1,2)(H) = S1(H).
The´ore`me 2.4 (Pietsch [10]). — Pour tout ope´rateur A ∈ N(1,1,2)(B) on a∑
j |λj(A)| < +∞ et
TrA =
∑
j≥1
λj(A).
Il est facile de voir que N(2/3,1,1)(B) ⊆ N(1,1,2)(B). Ce theore`me contient donc les
e´galite´s de trace de Grothendieck et de Lidskii.
Remarque 2.5. — On notera que dans sa preuve Pietsch n’utilise pas la proprie´te´
d’approximation pour B.
En 1988 Pisier [11] a introduit une classe d’espaces de Banach “faiblement hil-
bertiens”, caracte´rise´s par une condition sur le type et le cotype faibles. Il montre
que dans ces espaces on a TrA =
∑
j≥1
λj(A) pour tout ope´rateur nucle´aire A tel que∑
j≥1
|λj(A)| < +∞.
3. Traces et fonctions invariantes
On montre facilement que toute forme line´aire continue et invariante f sur S1(B)
est un multiple de la trace Tr (voir l’Introduction). Il est naturel de chercher surS1(B)
d’autres fonctions invariantes en particulier des fonctions polynomiales e´ventuellement
sur d’autres ide´aux de L(B).
Mentionnons ici que Dixmier a e´tudie´ une autre proprie´te´ de la trace : la normalite´.
Soit L+(H) le coˆne des ope´rateurs positifs sur H, espace de Hilbert se´parable de
dimension infinie. On dit qu’une fonction f sur L+(H) a` valeurs dans [0,+∞], positive,
9additive et homoge`ne est une trace.
On dit que f est une trace normale si de plus elle est comple´tement additive : si
A =
∑
n≥1
An, An ∈ L+(H) alors f(A) =
∑
n≥1
f(An).
On montre facilement que toute trace normale est proportionnelle a` la trace usuelle
Tr.
Dixmier a montre´ qu’il existe sur L+(H) une trace non normale, TrD, appele´e depuis
trace de Dixmier. Cette trace est identiquement nulle sur les ope´rateurs de rang
fini. Dans son livre ”Ge´ome´trie non commutative”[InterEditions-1990], A. Connes
reproduit l’article de Dixmier et en a donne une application a` la the´orie perturbative
des champs.
Nous allons maintenant conside´rer des fonctions polynomiales invariantes intervenant
naturellement dans la the´orie des de´terminants de Fredholm.
De´finition 3.1. — Un ide´al bilate`re S de L(E) est dit norme´ s’il est muni d’une
norme ‖ · ‖S telle que
‖RAS‖S ≤ ‖R‖‖A‖S‖S‖.
Une une fonction f continue a` valeurs complexes sur l’ide´al S est invariante si
f(T−1AT ) = f(A) pour tout A ∈ S et tout T ∈ L(E).
Cette proprie´te´ e´quivaut a` f(AT ) = f(TA) pour tout T ∈ L(E).
Les espaces S1(E), S∞(E), Sp(H), 1 ≤ p < +∞ sont des ide´aux norme´s.
Dans cette section on va de´terminer toutes les fonctions polynomiales invariantes
sur l’ide´al norme´ S1(E) ainsi que sur les classes de Schatten Sp(H) dans le cas
hilbertien. Ce calcul a e´te´ re´alise´ inde´pendamment dans [13] et [2] avec des moti-
vations diffe´rentes : dans [13] pour justifier une me´thode nume´rique de calcul de
valeurs propres pour des syste`mes d’E´.D.P. elliptiques, initie´e par Fichera dans l’ou-
vrage ”Linear elliptic systems and eigenvalue problems” [Lecture Notes in Math.
No.8, Springer-Verlag-1965) et dans [2] pour l’e´tude des espaces classifiants de fibre´s
vectoriels.
On commence par calculer les fonctions polynomiales invariantes sur l’ide´al LF (E).
On rappelle qu’une fonction polynomiale homoge`ne de degre´ n sur un espace de Ba-
nach B est une application Φ de B dans C de´finie par une forme n-line´aire syme´trique
et continue Φ˜ telle que Φ(A) = Φ˜ (A, · · · , A)︸ ︷︷ ︸
n−fois
(Φ˜ est unique).
Suivant [6] on obtient des formes invariantes fondamentales par un calcul tensoriel.
On de´signe par
n⊗ E la nie`me puissance tensorielle de E et on identifie n⊗ (E ′) natu-
rellement avec (
n⊗ E)′. Soit Λn resp. Λn l’ope´rateur d’antisyme´trisation sur
n⊗ E resp.
n⊗ (E ′). Alors Λn est un projecteur de
n⊗ E et Λ′n = Λn. Si Aj ∈ L(E), j = 1, · · · , n,
on de´finit
A1 ∧A2 ∧ · · · ∧An = Λn(A1 ⊗A2 · · · ⊗An)Λn
(A1, · · · , An) 7→ A1∧A2∧· · ·∧An est n-line´aire et syme´trique et ∧nLF (E) ⊆ LF (
n⊗ E).
On ve´rifie que A 7→ Tr(∧s(An)) := J ns (A) est une fonction polynomiale invariante sur
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LF (E) de degre´ sn, s, n entiers ≥ 1. J ns est un invariant e´le´mentaire de type (s, n).
On a la relation de re´curence :
J ns (A) =
1
s
q=s∑
q=1
J nq1 (A)J ns−q(A)
avec la convention J n0 = 1.
En utilisant une ine´galite´ sur les de´terminants due a` Hadamard [3, (p.1018)] (et la
formule de Stirling) on obtient :
(12) |J ns (A)| ≤ γs‖A‖ns1
ou` γs ≤ C
(
e2
s
) s+1
2
dans le cas ge´ne´ral et γs =
1
s! dans le cas des espaces de Hilbert,
C e´tant une constante universelle.
On en de´duit que J ns (A) se prolonge par continuite´ en une fonction invariante sur
S1(E) ve´rifiant en particulier (12) et (12).
The´ore`me 3.2 ([13, 2]). — On suppose E de dimension infinie. L’espace vectoriel
Pn des fonctions polynomiales homoge`nes de degre´ n ≥ 1, invariantes sur S1(E), est
de dimension finie p(n), nombre de de´compositions de n en somme d’entiers. Chacune
des deux familles suivantes est une base de Pn :{
(J 11 )r1(J 21 )r2 · · · (J n1 )rn ,
}
r1+2r2+···+nrn=n
(13) {
(J 11 )r1(J 12 )r2 · · · (J 1n )rn ,
}
r1+2r2+···+nrn=n
.
Dans le cas hilbertien (E = H) on a un e´nonce´ analogue pour les classes de Schatten
Sp(H), 1 ≤ p < +∞ ([13]). En particulier toute fonction polynomiale invariante de
degre´ < p est identiquement nulle.
Les invariants e´le´mentaires s’expriment dans une base orthonorme´e arbitraire {ek} de
H. Il est commode ici d’introduire le produit tensoriel hilbertien de´fini comme suit : si
H1, H2 sont deux espaces de Hilbert, la forme sesquiline´aire sur H1 ⊗H2 de´finie par
〈x1 ⊗ x2, y1 ⊗ y2〉 = 〈x1, y1〉〈x2, y2〉 de´finit un produit scalaire. Le produit tensoriel
hilbertien est l’espace de Hilbert note´ H1⊗ˆ2H2 obtenu par comple´tion de H1 ⊗H2.
Soit A tel que An soit de classe-trace. Alors ∧sAn est de classe trace dans l’espace de
Hilbert ⊗ˆs2H et on a
J ns (A) = Tr(∧sAn).
On en de´duit
J ns (A) =
1
s!
∑
k1,··· ,ks
det
1≤i,j≤s
〈ekj , Aneki〉
D’autre part il re´sulte du Theore`me 1.2 une expression de J ns (A) en fonction des
valeurs propres de A.
J ns (A) = T ns (A),
si
T ns (A) =
∑
j1<j2<···<js
λj1(A)
nλj2(A)
n · · ·λjs(A)n.
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A partir de ces proprie´te´s il y a deux manie`res d’introduire un de´terminant. A e´tant de
classe trace, suivant la pre´sentation de Grothendieck [6], on introduit le de´terminant
de Fredholm :
(14) det(1l− zA) :=
∑
k≥0
(−1)kzkJ 1k (A),
C’est une fonction entie`re de z ∈ C d’ordre 1 (dans un espace de Hilbert), ce qui
re´sulte de l’ine´galite´ (12).
L’autre de´finition consiste a` partir directement des valeurs propres et du produit infini
(15) DA(z) :=
∏
j≥1
(1− zλj).
On sait (17) que
∑
j≥1
|λj | ≤ ‖A‖1, par conse´quent le produit infini de´finit une fonction
entie`re d’ordre 1.
Le The´ore`me 1.2 e´quivaut a` montrer que det(1l− zA) = DA(z), ∀z ∈ C.
Pour aller plus loin il est utile de rappeler le The´ore`me de factorisation de Weierstrass
pour les fonctions entie`res (voir le livre de W. Rudin, Real and Complex Analysis).
Les facteurs de Weierstrass sont les fonctions entie`res de´finies par E0(z) = (1− z) et
pour p ≥ 1, Ep(z) = (1−z) exp(z+ z22 + · · ·+ z
p
p ). Soit f une fonction entie`re. On note
par m la multiplicite´ de 0 si f(0) = 0 et par {zn}n≥1 la suite des ze´ros non nuls de f ,
ordonne´es par modules croissants, re´pe´te´s suivant leur multiplicite´. Le the´ore`me de
factorisation de Weierstrass nous dit alors que f admet une factorisation (non unique)
du type suivant
(16) f(z) = zmeg(z)
∞∏
n=1
Epn
( z
zn
)
ou` g est une fonction entie`re et {pn} est une suite d’entiers.
On dit que f est de genre ≤ µ s’il existe une de´composition de Weierstrass telle que
pour tout n, pn ≤ µ et g est un polynoˆme de degre´ ≤ µ. Le genre est de´fini comme
e´tant le plus petit entier positif ayant cette proprie´te´. Par conse´quent une fonction
entie`re est de genre 0 signifie que f se factorise trivialement sur ses ze´ros :
f(z) = azm
∏∞
n=1
(
1− zzn
)
(ou` a est une constante). Pour plus d’informations sur les
fonctions entie`res et leurs ze´ros on pourra consulter par exemple B. Levin ”Distribu-
tion of zeros of entire functions” [AMS Transl-1964].
Dans [6, The´ore`me 3] Grothendieck montre alors que les ze´ros de la fonction entie`re
FA(z) = det(1l−zA) sont exactement les valeurs propres λj(A) (avec les multiplicite´s).
D’apre`s le the´ore`me de factorisation de Weierstrass on aura l’e´galite´ DA = FA si on
montre que FA est de genre 0. C’est la de´marche suivie par Grothendieck dans les
espaces de Banach ge´ne´raux. Il montre en effet [5, p. 13-19] que si A est 23 -sommant
alors FA est de genre 0 et en de´duit le The´ore`me 2.2.
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Pour A ∈ Sp(H), p ≥ 2, entier, on introduit une re´gularisation du de´terminant
([3])
detp(1l− zA) =
∏
j
(1− zλj)Rp(zλj), Rp(z) = exp
[
z +
z2
2
+ · · ·+ z
p−1
p− 1
]
detp(1l − zA) est une fonction entie`re de z ∈ C dont les ze´ros sont les inverses des
valeurs propres non nulles de A.
On en de´duit que pour tout A ∈ Sp(H), p ≥ 1, il existe r > 0 tel que pour |z| < r on
a
(17) detp(1l− zA) = exp
(∑
k∈N
T p+k1 (A)
p+ k
zp+k
)
Cette formule remonte a` Poincare´.
Du the´ore`me 1.2 on de´duit les relations
J ps (A) =
∑
1≤k≤s
(−1)k+s
k!
( ∑
r1+r2+···+rk=s
J pr11 (A) · · · J prk1 (A)
r1 · · · rk
)
.
Exemples
Conside´rons maintenant le cas ou` H = L2(Ω, µ), µ e´tant une mesure bore´lienne
sur un espace localement compact Ω.
L’ope´rateur A sur H est de classe Hilbert-Schmidt si et seulement si il existe un noyau
inte´gral K ∈ L2(Ω× Ω, µ⊗2) tel que pour u ∈ L2(Ω, µ) on a
Au(x) =
∫
Ω
KA(x, y)u(y)dy et alors
‖A‖22 = Tr(A∗A) =
∫
Ω×Ω
|KA(x, y)|2dµ(x)dµ(y).
Soit A un ope´rateur de classe trace, A = A1A2, A1, A2 e´tant de classe Hilbert-
Schmidt. Il en re´sulte que A a un noyau inte´gral :
KA(x, y) =
∫
Ω
KA1(x, z)KA2(z, y)dµ(z).
Pour simplifier on suppose que KA est continu sur Ω×Ω. En utilisant le the´ore`me de
Fubini on obtient
Tr(A) =
∫
Ω
KA(x, x)dµ(x),
ainsi que pour tout s ≥ 1,
J 1s (A) =
1
s!
∫
Ωs

 det
1≤i≤s
1≤j≤s
KA(xi, xj)

 dµ⊗s(x1, · · · , xs),
expressions classiques de la the´orie des e´quations inte´grales de Fredholm que l’on
trouve par exemple dans le cours de Goursat ”Cours d’analyse mathe´matique” [vol
III, Gauthiers-Villars-1943].
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Une classe importante d’exemples d’ope´rateurs inte´graux est fournie par les ope´rateurs
pseudo-diffe´rentiels. Sur une varie´te´ compacte Riemannienne M de dimension d un
ope´rateur pseudo-diffe´rentiel A (voir [14]) admet un noyau inte´gralKA qui localement
s’e´crit :
KA(x, y) = (2π)
−d
∫
Rd
a(x, ξ)ei(x−y)·ξdξ
a e´tant une fonction lisse, a` valeurs complexes, appele´e symbole de A.
On suppose que a est un symbole classique elliptique d’ordrem. Son symbole principal
am est alors une fonction homoge`ne de degre´ m en ξ sur l’espace cotangent T
∗(M).
Si m ≤ 0 alors A est borne´ sur H := L2(M).
Sim < −dp alors A est dans la classe de SchattenSp(H). Par exemple pour l’ope´rateur
de Laplace-Beltrami △M sur M , (−△M + 1)−s est de classe Sp si s > d2p .
Si m < −d la trace de A est donne´e (localement) par le formule :
TrA = (2π)−d
∫
T∗(M)
a(x, ξ)dxdξ.
Notons que le symbole a n’a en ge´ne´ral pas de sens global sur une varie´te´, seul le
symbole principal (partie homoge`ne de plus haut degre´) est bien de´fini.
Le calcul symbolique sur les ope´rateurs pseudo-diffe´rentiels permet d’obtenir des infor-
mations sur les valeurs propres d’ope´rateurs diffe´rentiels elliptiques A (auto-adjoints
ou non) sur une varie´te´ compacte. Les travaux de Seeley [14] sont a` l’origine de nom-
breux de´veloppements du sujet. On trouvera dans [1] un exemple d’utilisation de
ces techniques pour obtenir des formules asymptotiques sur le spectre d’ope´rateurs
elliptiques non-auto-adjoints.
Dans le cas auto-adjoint on peut aller beaucoup plus loin dans les formules de
trace et par exemple relier le spectre du Laplacien sur M a` la ge´ome´trie (Selberg,
Gutzwiller) ; ceci est un autre et vaste sujet avec une abondante litte´rature. Il existe
e´galement des extensions des traces pour des ope´rateurs qui ne sont pas de classe-trace
par exemple les traces relatives (et les de´terminants relatifs) introduits par Krein [4]
ou par prolongement analytique d’une fonction ze´ta ge´ne´ralise´e [14]. Par exemple si
A = −△M + 1, la fonction ζA(s) := TrA−s de´finit une fonction holomorphe dans le
demi-plan complexe {s, ℜs > d2}. ζ se prolonge a` C en une fonction me´romorphe dont
les poˆles appartiennent a` la suite sj =
d−j
2 . De plus ζA est re´gulie`re sur les entiers
[14].
4. Esquisse de preuve du the´ore`me de Lidskii
Commenc¸ons par pre´senter un outil basique pour l’e´tude des valeurs propres d’ope´rateurs
non-auto-adjoints : les ine´galite´s de Weyl ([4, (p. 35-41)].
Soit A un ope´rateur compact de H. On conside`re la suite {λj(A)} de ses valeurs
propres non nulles (si elles existent) ordonne´e par ordre de module de´croissant, re´pe´te´es
suivant leur multiplicite´. Soit d’autre part la suite sj(A) des valeurs propres > 0 de
|A| := √A∗A, appele´es valeurs singulie`res (ou caracte´ristiques) de A. On a pour tout
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entier N ≥ 1 et tout re´el p >, r > 0, les ine´galite´s suivantes :
|λ1(A)λ2(A) · · ·λN (A)| ≤ s1(A)s2(A) · · · sN (A)∑
1≤j≤N
|λj(A)|p ≤
∑
1≤j≤N
(sj(A))
p
∏
1≤j≤N
(1 + r|λj(A)|) ≤
∏
1≤j≤N
(1 + rsj(A)).
On a de plus ‖A‖1 =
∑
j≥1
sj(A).
Rappelons que DA(z) :=
∏
j,≥1
(1− zλj). D’apre´s la troisie`me ine´galite´ de Weyl on a
(18) |DA(z)| ≤ e|z|‖A‖1 , ∀z ∈ C.
On suppose d’abord que A est de classe trace, sans valeur propre non nulle. C’est
e´quivalent a` lim
n→+∞
‖An‖1/n = 0 (i.e A est quasi-nilpotent).
Un exemple e´le´mentaire d’ope´rateur quasi-nilpotent : l’ope´rateur d’inte´gration note´
Ku(x) =
∫ x
0
u(y)dy, de´fini sur H = L2[0, 1], pour la mesure de Lebesgue sur [0, 1].
On ve´rifie directement que K n’a pas de valeurs propres (il est injectif). Il n’est pas
de classe-trace mais il est de classe de Schatten 1 + ε pour tout ǫ > 0. En particulier
K2 est quasi-nilpotent de classe-trace.
Soit ΠN une suite croissante de projecteurs orthogonaux de H de rang N convergent
fortement vers l’identite´ sur H. Alors AN := ΠNAΠN converge vers A dans S1(H)
et en particulier dans L(H).
On pose λ
(N)
j = λj(AN ) et DN = DAN . On en de´duit que lim
N→+∞
|λ(N)1 | = 0.
D’autre part en calculant la de´rive´e logarithmique
D′N (z)
DN (z)
on montre que
DN (z) = exp
(
−
∑
k∈N
T 1+k1 (AN )
1 + k
z1+k
)
.
On rappelle que pour tout entier s on a ici
T s1 (AN ) = Tr(AsN ) =
N∑
j=1
(λ
(N)
j )
s car AN est de rang fini N .
Or il re´sulte de la deuxie`me ine´galite´ de Weyl que l’on a
|T 1+k1 (AN )| ≤ ‖AN‖1|λ(N)1 |k
d’ou` l’on de´duit, posant a = Tr(A) et utilisant la continuite´ de la trace,
(19) lim
N→+∞
DN (z) = e
−az.
On montre maintenant que TrA = 0 en e´tablissant que si a 6= 0 alors DN est a` crois-
sance polynomiale, uniforme´ment par rapport a` N , ce qui donne une contradiction
avec (19).
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Il re´sulte des ine´galite´s de Weyl et de sj(AN ) ≤ sj(A) que l’on a
|DN (z)| ≤
∏
j≥1
(1 + sj(A)|z|) ≤
∏
1≤j≤M
(1 + sj(A)|z|) exp

|z| ∑
j≥M+1
sj(A)

 .
On choisit M tel que
∑
j≥M+1
sj(A) ≤ |a|
2
et z = e−ia arg ar, r > 0, on obtient
er|a|/2 ≤
∏
1≤j≤M
(1 + sj(A)r),
d’ou` la contradiction.
Le the´ore`me de Lidskii est ainsi de´montre´ pour les ope´rateurs de classe-trace quasi-
nilpotents. Pour le cas ge´ne´ral on de´compose l’espace de Hilbert en deux sous-espaces
orthogonauxH = HD
⊕HN ,HD =⊕
j≥1
Eλj (A) (somme de tous les sous-espaces spec-
traux ge´ne´ralise´s de valeurs propres 6= 0). Soient P le projecteur orthogonal sur HD
et P⊥ = 1l− P . On a alors
A = PAP + PAP⊥ + P⊥AP + P⊥AP⊥.
Or Tr(P⊥AP ) = Tr(PAP⊥) = 0 (invariance de la trace). D’autre part P⊥AP⊥ est
quasi-nilpotent. En effet, P commute avec A donc A∗ commute avec P⊥, or A∗ est
quasi-nilpotent d’ou` la proprie´te´ pour P⊥AP⊥ = (P⊥A∗P⊥)∗. Enfin PAP est une
somme de blocs de Jordan contenant exactement les valeurs propres de A avec leurs
multiplicite´s.
Ce qui termine la preuve du The´ore`me 1.2 puisque la trace est line´aire.
5. Qui e´tait Lidskii ?
On donne ici quelques e´le´ments biographiques, le lecteur inte´resse´ trouvera plus de
de´tails dans l’introduction de l’ouvrage consacre´ a` l’oeuvre mathe´matique de Lidski
e´dite´ par deux de ses anciens e´le`ves M. Levitin et D. Vassiliev ”Operator Theory and
its applications”[AMS Transl-2010].
Victor Borisovisch Lidskii est ne´ en 1924 a` Odessa, il est de´ce´de´ a` Moscou en 2008.
Il a soutenu sa the`se de doctorat a` l’universite´ de Moscou, sous la direction de I.M.
Gelfand, en 1954, sur le sujet suivant “Conditions for the completeness of the system
of root subspaces of non-self-adjoint operators with discrete spectra”. Il a e´te´ profes-
seur a` l’universite´ FizTech de Moscou de 1961 a` 2008 ainsi qu’a` l’Institut pour les
proble`mes de me´canique de l’acade´mie des sciences de l’URSS.
L’universite´ Fiz Tech a e´te´ cre´e´e en 1946 dans la banlieue de Moscou pour favoriser la
recherche en physique (en lien avec les programmes nucle´aires et spatiaux de l’URSS) ;
elle be´ne´ficiait d’un statut privile´gie´.
Lidskii a e´te´ avec Gohberg et Krein l’un des pionniers de l’analyse spectrale des
ope´rateurs non-auto-adjoints.
Il e´tait devenu un expert reconnu du domaine, a` la fois pour la partie the´orique et
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ses applications, notamment en me´canique : e´quations de l’e´lasticite´ et de l’hydro-
e´lasticite´, the´orie des coques minces. Dans ces domaines il a accompli une oeuvre
importante. Son re´sultat le plus connu est certainement le The´ore`me 1.2. Ses tra-
vaux connaissent un regain d’actualite´ avec les de´veloppements re´cents sur le spectre
d’ope´rateurs non-auto-adjoints et sur le pseudo-spectre dont on trouvera dans [17] un
aperc¸u.
Un autre re´sultat connu de Lidskii concerne une extension d’ine´galite´s de Weyl
pour les valeurs propres de matrices hermitiennes.
Soient A,B, 2 matrices hermitiennes de taille n. On note {λj(A), 1 ≤ j ≤ n} la suite
des valeurs propres de A ordonne´es par ordre de´croissant.
The´ore`me 5.1 (ine´galite´s de Lidski, 1950). — Pour toute partie J de {1, 2, · · · , n}
de cardinal k on a
(20)
∑
j∈J
λj(A+B) ≤
∑
j∈J
λj(A) +
k∑
j=1
λj(B).
Il s’agit e´galement d’un re´sultat important obtenu a` la suite d’un travail de Bere-
zin et Gelfand sur les groupes de Lie [8]. L’ine´galite´ (20) est relie´e a` des proprie´te´s
ge´ome´triques concernant les varie´te´s de Schubert et la the´orie des repre´sentations. On
trouvera dans l’article de R. Bhatia, ”Linear algebra to quantum cohomology : the
story of Horn’s inequality”[Amer. Math. Monthly-2001] une introduction pe´dagogique
a` ce sujet. L’ine´galite´ (20) a aussi des applications en analyse nume´rique. Mais ces
questions sortent du cadre de cet article.
Remerciements : Ce travail a e´te´ soutenu par le projet ANR “NOSEVOL” ANR-
2011-BS01019 01.
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