It is well-known that many signals of interest can be wellestimated via just a small number of supports under some specific basis. Here, we consider finding sparse solution for Multiple Measurement Vectors (MMVs) in case of having both jointly sparse and clumpy structure. Most of the previous work for finding such sparse representations are based on greedy and sub-optimal algorithms such as Basis Pursuit (BP), Matching Pursuit (MP), and Orthogonal Matching Pursuit (OMP). In this paper, we first propose a hierarchical Bayesian model to deal with MMVs that have jointly-sparse structure in their solutions. Then, the model is modified to account for clumps of the neighbor supports (block sparsity) in the solution structure, as well. Several examples are considered to illustrate the merit of the proposed hierarchical Bayesian model compared to OMP and a modified version of the OMP algorithm.
INTRODUCTION
According to the compressed sensing (CS) paradigm, for many signals it is possible to directly measure and represent all the information of a high-dimensional data in a sparse structure without requiring collection at high sampling rate [1, 2] . The linear CS model is based upon the equation Y = AX, where Y is the measurement vector, X is the high dimensional but sparse (having very few non-zero elements in some specific basis) data of interest, and A is a wide sensing matrix. A model where X is a sparse column vector called sparse Single-Measurement Vector (SMV) in the literature. Solution for the sparsest measurement vector is practically achieved using greedy and sub-optimal algorithms such as Basis Pursuit (BP), Matching Pursuit (MP), and Orthogonal Matching Pursuit (OMP) [3, 4] .
When Y and X are matrices (more than one column wide), this problem is called the Multiple Measurement Vector (MMV) model. MMV has found many applications such as neuromagnetic imaging [5, 6] and in the reconstruction stage based on Xampling (Compressed-Sensing of Analog Signals) of blind multi-band signals [7] [8] [9] . In MMVs, it is assumed that the columns of the solution matrix X share joint sparsity. Therefore, the MMV problem can be thought of solving a collection of SMV problems with the same sensing matrix and unknown joint sparsity structure. Having the joint sparsity prior for the solution accompanied with a condition on the spark of the sensing matrix A, σ(A), guarantees the uniqueness of K-sparse solution [7] . The spark of a given matrix A is the smallest number of linearly independent columns of matrix A [10] . In this area, Cotter et al. [5] and Chen and Rao [6] extended the greedy algorithms of MP and OMP to solve the MMV problem.
Mishali and Eldar [7] considered the Infinite-Measurement Vectors (IMVs) problem, which deals with the recovery of an infinite set of jointly sparse vectors. The IMV structure arises in recovery problems involving analog signals, such as multiband signals whose spectrum is sparse. In such a problem, it is assumed that the number of carrier frequencies and their corresponding maximum bandwidths are known while the band location information is unavailable [8, 9] . In [7] , they proved that the IMV problem can be reduced to the MMV problem. Then, by taking random combination of the measurements they further reduced it to the sparse SMV problem which they called it Reduce and Boost (ReMBo) algorithm. In the reduction stage they observed that the recovery of the SMV depends on both the exact nonzero values and their corresponding locations. Therefore, they drew several samples out of the merged measurement vector until a sparse vector was obtained [7] .
In this paper, first a hierarchical Bayesian approach is proposed and applied to the MMV problem in case when the solution matrix shares joint sparsity.
Bayesian models have found many applications in finding either sparse or low-rank components of the measurements and also in CS literature. Ji et al., represented CS structure based on Relevance Vector Machines (RVMs) to perform signal estimation. In this case, they showed that the posterior density of the sparse solution competes with the l 1 norm solution [11] . Under the assumption of having the statistical characterization of the signal on hand, Baron et al., proposed a Baysian model to reduce the required number of CS measurements for approximating the sparse solution [12] . By representing a hierarchical Bayesian model, Ding et al., decomposed an observed matrix Y into Y = L + S + E, where L, S, and E denote low-rank, sparse, and the noise component, respectively [13] . Based on their model, they showed that the proposed model is more robust to both Gaussian and densely sparse noise compared to the other previous proposed methods such as the conventional Principle Component Analysis (PCA) and convex methods.
In some problems the solution is not only sparse, but also exhibits a measure of contiguity (block sparsity). By having the contiguity structure, the nonzero elements of the solution more or less clump together. This is the case, for example, in the Continuous-To-Finite (CTF) stage of Xampling problem, where the supports of the solution matrix are both sparse and somehow contiguous [7] [8] [9] . Our Bayesian model is extended with a prior on the sparsity which encourages both contiguity and sparsity. The prior makes use of the ΣΔ measure of contiguity introduced in [14] .
This paper is organized as follows. In section 2, we present the proposed Bayesian model for the MMV problem when the solution shares joint sparsity. Section 3 describes the modified model to account for both joint sparsity and contiguity of the solution. Then, simulation results and comparisons will be illustrated in section 4. Finally, section 5 presents conclusions.
BAYESIAN APPROACH FOR JOINTLY SPARSE MMV
In this section, we propose a Bayesian model to find the supports of the linear MMV equation Y = AX + E under having the prior knowledge that the columns of the solutionmatrix X share joint sparsity. The support is represented using the binary vector s, so that the sparse solution X sp is described as s • X, where s and X account for the jointsparsity and the solution-values, and • denotes element-byelement multiplication applied across the columns of X. Therefore, the model that we consider for such an MMV problem is
where
In (1), matrix Y contains set of the observed data, A denotes the known sensing matrix, s is a binary support-learning vector, X is the set of unknown solution-values, and E represents the error (noise) in the measurement. Below, the elements of the hierarchical Bayesian model are described, the graphical model for which is portrayed in Figure 1 . The shaded node represents the observed variable.
The support-learning component s is a binary vector, which is desired to be sparse. Elements of s are modeled as Bernoulli random variables, whose probability is governed by a prior Γ:
(2) In order to make the vector s sparse, we experimentally decided that α 0 = in [13] . (1) are assumed to be drawn from the normal-gamma distribution
We assume that all the elements of X share the same precision τ . Moreover, due to the lack of prior knowledge about the solution-value matrix X in (1), we experimentally considered a 0 = b 0 = 0.1 for the hyper-parameters of this component. In other words, high variance for entries of the solution-value X was assumed as the prior knowledge.
The entries of the noise E are assumed to be drawn i.i.d. from a Gaussian distribution with the precision ε −1 . In such model the precision ε −1 is considered to be unknown and will be learned via the model inference. The noise model can be described as
where ε ∼ Gamma(θ 0 , θ 1 ). Similar to the previous hyperparameters, θ 0 = θ 1 = 0.1 was experimentally selected for initialization. Referring to figure 1 , the joint probability of the model is
In the description for the posterior probabilities below, conditioning on −, as in P (s p |−), is used to denote conditioning upon all relevant variables (including the observations).
), where
In the above equation,ỹ
•
where . F denotes the Frobenius norm.
BAYESIAN APPROACH FOR CONTIGUOUS JOINTLY-SPARSE MMV
We extend our Hierarchical Bayesian model to account for the MMV problems where the solution matrix X has the structure of both joint-sparsity and contiguity. In other words, we assume that the columns of the solution matrix are jointly sparse and each of such vectors, x n , might have groups of clumps i.e., groups of adjacent non-zero terms. Drawing from [14] , we measure contiguity of a support-learning vector s as follows. We first compute the absolute sum of the differences (the "sigma-delta")
For support-learning vectors that are clumped together, there are few transitions. For example, a constant vector (all ones or all zeros) has a ΣΔ of 0. The prior for the supportlearning vector s then made to depend on the term e
−α(ΣΔ)(s)
for some α > 0. The parameter α specifies the significance of the ΣΔ. Large values of α causes the supports of s to be more contiguous. The prior can be represented as
, and where α is another hyper-parameter.
Under this modification, the complete model becomes
Inference on the variables which are modified by the changed model is described as follows. and
where we experimentally set a 1 = 1 and b 1 = 1.1.
SIMULATION RESULTS
In this section, we present some simulations to show the advantage of the proposed Bayesian model over the OMP algorithm. In this case, our Multiple-Measurement Vectors (MMVs) is a set of linear equations that comes from the Continuous-To-Finite (CTF) stage of the Xampling problem [7] [8] [9] . The sensing matrix A for such a problem is in general a complex-valued matrix, but to simplify the model for these simulations, we take only the real part. The sensing matrix A is 50 × 195 and the measurement matrix Y is 50 × 5. The noise component is considered to have Gaussian distribution e ij ∼ N (0, 0.01). The updating process of our model's parameters is based on Gibbs sampling, where at each iteration one element of s and X components is updated. We compare the results of our model with the Orthogonal Matching Pursuit (OMP) algorithm and a modified OMP algorithm which Mishali and Eldar used for the Xampling problem [7] [8] [9] . The stopping condition for both of the OMP algorithms is based on the available statistics on the sparsity of the solution matrix X. These statistics are not necessary for our algorithm. Performance of the algorithms is evaluated using the probability of correct detection of a support location (probability of detect) P D and the probability of detecting a support location where there is none (probability of false alarm) P F A , and are defined as
.
As the first example, we consider the case when the solution matrix shares joint sparsity and its support (non-zero elements) are clumpy over the columns. In order to make the problem much more challenging for our Bayesian algorithm, we consider the supports to clump in pairs. In this case, the modified OMP is fed with the information that the supports are paired (while, again, this prior knowledge is unknown to our Bayesian model).
Figure (2) shows, for one particular problem, the performance of our approach compared to the OMP algorithms as a function of increasing number of iterations; this is essentially a learning curve not a receiver operating characteristic (ROC) curve. After a sufficiently large number of iterations (e.g., after about 500 iterations), the probability of detection is near 1, and the false alarm rate is essentially zero. By comparison, the OMP algorithms have consistently higher false alarm rate, despite having more information available to them. Figure (3) illustrates the net performance as the difference between probability of detection and probability of false alarms, P D − P F A versus different thresholds for different number of iterations of our Bayesian algorithm. In our figures, the legend Bayesian(n) denotes the results of our Bayesian model with n number of iterations. Also shown are the performance for the OMP algorithms. Here, the solutions for the support-learning vector s are collected in the last n 2 iterations. Then, we averaged over the collected supports and made inference about the true supports based on threshold value. As is shown in figure (3) , there is a threshold range (of about 0.25 to 0.4) for which the Bayesian method outperforms the OMP methods, even when they have more information given to them.
Results for a second example are shown in figures 4 and 5. In this example, the supports of the true solution are considered to be more clumpy than the first example.
A summary of performance of these two examples in terms of relative error is shown in Tables 1 and 2 . The relative-errors are defined 
CONCLUSION
The multiple-measurement vectors (MMVs) problem was considered. We proposed a model based on a hierarchical Bayesian approach to find the supports and solution-value matrix under the prior knowledge that the solution matrix shares joint-sparsity. The model was then extended to account for cases where the solution also has some contiguity (block sparsity) in its structure. Based on the simulation results, we showed that our algorithm outperforms both the famous greedy OMP algorithm and its modified version.
