In this paper, we introduce the notion of sBCI/sBCK/eBCI/eBCK-algebras as a generalization of the notion of BCI/BCK-algebras. This structure is studied in detail. Also we introduce a way to make an eBCK-algebra from a BCK-algebra and vice versa.
Introduction and preliminaries
Researchers have proposed several kinds of algebraic structures, related to some axioms of manyvalued logic, for investigation in many-valued logics. Imai and Iséki (1966) introduced two classes of abstract algebras: BCK-algebras and BCI-algebras (Imai & Iséki, 1966; Iséki, 1966 Iséki, , 1980 . A BCI-algebra is a non-empty set X endowed with a binary operation * and a constant 0 satisfies the following axioms:
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PUBLIC INTEREST STATEMENT
Y. Imai and K. Iséki introduced two classes of abstract algebras: BCK-algebras and BCI-algebras. Hundred of papers were written on BCK and BCI algebras. Most of the commutative algebras of logic (such as residuated lattices, Boolean algebras, MV-algebras, BE-algebras, Wajsberg algebras, BL algebras, Hilbert algebras, Heyting algebras, NM algebras, MTL algebras,weak-R0 algebras, etc.) can be expressed as particular cases of BCK algebras and the BCK-algebras are particular cases of BCI-algebras. The commutative groups can be expressed as particular cases of BCI algebras. Since developing algebraic models for non-commutative multiple-valued logics is a central topic in the study of extended algebraic structures. It is motivated us to define new extended BCK-algebras, sBCI/sBCK/ eBCI/eBCK-algebras, by considering the non-empty subset instead of constant 0. In particular, in this case, we get a new algebraic structure sBCI/sBCK/ eBCI/eBCK-algebra from a BCI/BCK-algebra is given and vice versa. Also, we define ideals in these structures and get some of the properties.
The hyperstructures theory (called also multi-algebras) was introduced by Marty (1934) . Jun, Zahedi, Xin, and Borzooei (2000) applied the theory of hyperstructures to BCK-algebras, introduced and studied the concept of hyper BCK-algebras and hyper K-algebras (Borzooei, Hasankhani, Zahedi, & Jun, 2000; Jun, Zahedi, Xin, & Rohi, 2000; Jun & Xin, 2002; Zahedi, Borzooei, Jun, & Hasankhani, 2000) , which is a generalization of a BCK-algebra, and investigated some related properties.
In this paper, we define new extensions of BCK-algebras, sBCI/sBCK/eBCI/eBCK-algebras, by considering a non-empty subset instead of constant 0. In particular, in this case, we can construct a new algebraic structure, such as sBCI/sBCK/eBCI/eBCK-algebra from a BCI/BCK-algebra which is given and vice versa. Also, we define ideals in these structures and study some of their properties.
A new extension of BCK-algebras
In this section we define the notion of sBCI/sBCK/eBCI/eBCK-algebras as a generalization of BCI/ BCK-algebras.
Definition 2.1 Let X be a non-empty set. By an sBCI-algebra we shall mean an algebra (X; * , A) such that * is a binary operation on X and A is a non-empty subset of X satisfies the following axioms:
where A * x = {a * x:a ∈ A} and similarly x * A = {x * a:a ∈ A}.
A sBCI-algebra X is called an eBCI-algebra if (sBCI 2 ) replaced with: (eBCI) x * A = {x}, for all x ∈ X. An eBCI-algebra (sBCI-algebra) X is called an eBCK-algebra (sB-CK-algebra) if it satisfies the following axiom:
It is obvious that every eBCK-algebra is an eBCI-algebra and every eBCI-algebra is a sBCI-algebra. Also every sBCK-algebra is a sBCI-algebra. An eBCI-algebra which is not an eBCK-algebra will be called proper. Huang, 2006) Let (X; * , 0) be a BCI-algebra. Then the following hold:
The subsequent example shows that axioms (sBCI 1 ) to (sBCI 4 ) and (eBCK) are independent.
Example 2.3 Let X = {a, b, c, d} and A = {a, b}.
(i) Consider the following table:
Then (X; * 1 , A) satisfies the axioms (sBCI 2 ) to (sBCI 4 ) and (eBCI). Since (X; * 1 , A) does not satisfy the axiom (sBCI 1 ).
(ii) Consider the following table:
Then (X; * 2 , A) satisfies the axioms (sBCI 1 ) to (sBCI 4 ). Since (X; * 2 , A) does not satisfy the axiom (eBCI), neither (sBCI 4 ).
(iii) Consider the following table:
Then (X; * 3 , A) satisfies the axioms (sBCI 1 ), (sBCI 2 ), (sBCI 4 ) and (eBCI). Since 
Then (X; * 4 , A) satisfies the axioms (sBCI 1 ) to (sBCI 3 ) and (eBCI). Since (X; * 4 , A) does not satisfy the axiom (sBCI 4 ).
Proposition 2.4 Every BCI/BCK-algebra is an eBCI/eBCK-algebra.
Proof Let (X; * , 0) be a BCI-algebra. Put A: = {0}, we can see that (X; * , A) is an eBCI-algebra. ✷
Theorem 2.5 Let (X; * , A) be an eBCI-algebra (eBCK-algebra). Then (X; * , A) is a BCI-algebra (BCKalgebra) if and only if
Proof Let (X; * , A) be an eBCI-algebra and |A| = 1. Thus A = {a}, consider 0: = a, then X is a BCIalgebra.
Conversely, let ∅ ≠ A ⊆ X and (X; * , A) be a BCI-algebra. By contrary, let a 1 , a 2 ∈ A, so by (eBCI), a 1 * a 1 = a 1 and a 2 * a 2 = a 2 . Also, since a 1 * a 1 = a 2 * a 2 = 0, we have a 1 = a 2 = 0 and so A = {0}. By a similar argument, we can prove every eBCK-algebra is a BCK-algebra. ✷
The following example confirms that not every eBCI-algebra (eBCK-algebra, sBCI-algebra) is a BCI-algebra (BCK-algebra, eBCI-algebra) in general.
Example 2.6 Let X = {a, b, c, d} be a set and A = {a, b}. Consider the following tables.
Then (X; * 5 , A) is a sBCI-algebra, (X; * 6 , A) is a sBCK-algebra, (X; * 7 , A) is an eBCI-algebra and (X; * 8 , A) is an eBCK-algebra. Since b * 5 b = b and a * 5 a = a, there is not an element 0 ∈ X, such that x * 5 x = 0, for all x ∈ X. By Theorem 2.2 (i), (X; * 5 , A) is not a BCI-algebra. By a similar argument, (X; * 6 , A) and (X; * 8 , A) are not BCK-algebras and (X; * 7 , A) is not a BCI-algebra.
is not an eBCK-algebra. By a similar argument, (X; * 7 , A) is not an eBCK-algebra. Also, since c * 5 A = {c, b} ≠ {c}, (X; * 5 , A) is not an eBCI-algebra. By a similar argument, (X; * 6 , A) is not an eBCK-algebra.
Proposition 2.7 Let (X i ; * , A), for i = 1, 2 be two sBCI-algebras. Then (X 1 ∩ X 2 ; * , A) is, too.
Corollary 2.8 If (X i ; * , A), for i ∈ Λ, be a family of sBCI-algebras, then ( ⋂ i∈Λ X i ; * , A) is, too.
We introduce a binary relation ≤ on X by x ≤ y if and only if one of the following holds: (ii) x * y ∈ A and y ∉ A.
Note. In the above definition, we note that if x * y ∈ A and y ∈ A, then since x ∈ x * A, we have x = x * y and so x ∈ A. Therefore X = A.
The next theorem shows that every element of A is a minimal element.
Theorem 2.9 Let (X; * , A) be an sBCI-algebra. Then
for all x, y, z ∈ X and a ∈ A.
Proof By definition of ≤ the proofs of (i), (iii) and (iv) are obvious.
(ii) Let x ≤ y and y ≤ x. By the contrary, let x ≠ y. Then x * y ∈ A, y * x ∈ A and x, y ∉ A. By (sBCI 4 ), x = y, which is a contradiction.
(iv) By (sBCI1) and (sBCI3), the proof is clear. ✷ By using Theorem 2.9 and next theorem we show that ≤ is an order on X.
Theorem 2.10 Let (X; * , A) be an eBCI-algebra. Then
(vi) the relation ≤ is an order on X,
a * x ∈ A and a * y ∈ A implies a * (x * y) ∈ A and a * (y * x) ∈ A,
(ii) Let x ≤ y and y ≤ z. If x = y or y = z, we easily get x ≤ z. Now, let x ≠ y and y ≠ z. By definition of ≤, x * y ∈ A, y * z ∈ A and y, z ∉ A. By (eBCI), ((x * z) * (x * y)) * (y * z) ∈ A. By two time using (eBCI), we get that x * z ∈ A. Then z ∉ A, implies x ≤ z.
(iii) Let x ∈ X and a be an arbitrary element of A. By (eBCI), x * a = x and a * a = a. By (sBCI 1 ), (iv) Let x ≤ y. If x = y, then the proof is clear. If x * y ∈ A and y ∉ A, then by Theorem 2.9 (iv) and (eBCI),
We note that if y * z ∉ A, then x * z ≤ y * z. If y * z ∈ A, then by (i), x * z ∈ A. Hence x * z, y * z ∈ A or x * z ≤ y * z.
(v) The proof is similar to (iv).
(vi) By (ii) and Theorem 2.9, the proof is clear.
(vii) Let x 1 , x 2 ∈ A and x ∈ X. By Theorem 2.9 (iv) and (eBCI),
(viii) By (sBCI 3 ) and (iii), Also, by (sBCI 1 ) (put z: = x * (x * y)), ((x * y) * (x * (x * (x * y)))) * ((x * (x * y)) * y) ∈ A. By (sBCI 3 ), (eBCI) and (iii), Hence (x * y) * (x * (x * (x * y))) ∈ A and so by (sBCI 4 ), either x * (x * (x * y)) = x * y or x * y ∈ A and x * (x * (x * y)) ∈ A.
(ix) Let a * x ∉ A. Then by (vii) and (iii), we have a * x = ((x * y) * (x * y)) * x. By (sBCI 3 ), By (iii), x * x ∈ A and so ((x * x) * y) * (a * y) = (a � * y) * (a * y), for some a � ∈ A. By (vii), we get that ((x * x) * y) * (a * y) ∈ A and so (a * x) * (a * y) = a �� * (x * y), for some a �� ∈ A. Again by (vii), a * (x * y) = a �� * (x * y) or a * (x * y) ∈ A. Thus, a * (x * y) = (a * x) * (a * y) or a * (x * y) ∈ A. We note that we have two cases a * x ∈ A or a * x ∉ A. We proved that a * x ∈ A implies a * (x * y) = (a * x) * (a * y) or a * x ∈ A. Therefore, a * (x * y) = (a * x) * (a * y) or a * x ∈ A or a * x ∈ A.
(x) Let a * x ∈ A and a * y ∈ A. By (eBCI), (a * x) * (a * y) ∈ A. Hence (a * x) * (a * y) = a 1 , for some a 1 ∈ A. By (sBCI 1 ), By a similar argument, a 2 * (y * x) ∈ A. By (vii), A * (y * x) ⊆ A and A * (x * y) ⊆ A. Thus a * (x * y) ∈ A and a * (y * x) ∈ A. ✷
(x * z) * (y * z) = ((x * z) * (y * z)) * (x * y) ∈ A.
(x * (x * (x * y))) * (x * y) = (x * (x * y)) * (x * (x * y)) ∈ A.
((x * y) * (x * (x * (x * y)))) * ((x * (x * y)) * y) = ((x * y) * (x * (x * (x * y)))) * ((x * y) * (x * y))
= (x * y) * (x * (x * (x * y))).
(a * x) * (a * y) = ((x * y) * (x * y)) * (a * y)
Example 2.11 Let X = {a, b, c, d, e} and A = {a, b}. By following table, (X; * 9 , A) is an eBCI-algebra.
We note that a = c * 9 c ≤ b
It means that the converse of (iv), (v) and (x) from Theorem 2.10, are not correct in general.
Theorem 2.12 Let (X; * , A 1 ) and (X; * , A 2 ) be eBCI-algebras. Then
Proof At first we prove that A 1 ⧵ A 2 = �. By the contrary, let x ∈ A 1 ⧵ A 2 . Then x ∈ A 1 and x ∉ A 2 . By (eBCI) we get, x * x = x and so x = x * x ∈ A 2 by Theorem 2.10 (iii), which is a contradiction. It means
Proposition 2.13 Let (X; * , A) be an eBCK-algebra. Then
for all a ∈ A and x, y ∈ X.
Definition 2.14 We call (Y; * , B) a sub-algebra of sBCI-algebra (sBCK-algebra, eBCI-algebra, eBCKalgebra) (X; * , A) if it satisfies:
(ii) (Y; * , B) is a sBCI-algebra (sBCK-algebra, eBCI-algebra, eBCK-algebra).
Theorem 2.15 Let (X; * , A) be a eBCI-algebra. Then (Y; * , B) is a sub-algebra of (X; * , A) if and only if satisfies the following conditions:
Proof Let (Y; * , B) be a sub-algebra of a eBCI-algebra (X; * , A) and C = A ∩ Y. It is obvious that (i) holds.
We want to show that (Y; * , C) is a sub-algebra of (X; * , A). Since Y ⊆ X, (Y; * , C) satisfies the axioms (eBCI) and (sBCI 3 ). Also by (i) and C ⊆ A we can easily conclude that (Y; * , C) satisfies the axioms (sBCI 1 ) and (sBCI 4 ). Hence (Y; * , C) is a sub-algebra of (X; * , A). By Theorem 2.12,
The proof of converse is straightforward. ✷ Corollary 2.16 If (X; * , B) is a sub-algebra of (X; * , A), then B = A.
Example 2.17 From Example 2.6, if we put
; * 7 , A) and (Y 1 ; * 8 , A) are sub-algebras of (X; * 5 , A), (X; * 6 , A), (X; * 7 , A) and (X; * 8 , A), respectively. By (sBCI 4 ), z = x * y or z, x * y ∈ A. If z = x * y, then x * y ∈ P 0 (X) and if x * y ∈ A, then x * y ∈ A ⊆ P(X). Hence x * y ∈ P. Therefore, P(X) is a sub-algebra of X. ✷ Example 2.20 Let X = {a, b, c, d, e} and A = {a, b}. Then from Example 2.11 (X; * 9 , A) is an eBCI-algebra. We get B(X) = {a, b, c}, P 0 (X) = {d, e}, P(X) = {a, b, d, e}. Also, B(X) and P(X) are sub-algebras of X.
Definition 2.21
We call a map f :(X 1 ; * 1 , A 1 ) ⟶ (X 2 ; * 2 , A 2 ) between two sBCI-algebras an isomorphism, if f is an onto and one to one map and satisfies the following axiom: Then (Y;⋄, 0) is a BCK-algebra. Furthermore, (Y;⋄, 0) is isomorphic to a sub-algebra of (X; * , A).
Proof By definition of ⋄, (BCI 2 ), (BCI 3 ) and (BCK) hold. To complete the proof, it is sufficient to prove that (Y;⋄, 0) satisfies (BCI 1 ). We have following cases:
Case 2. x ≠ 0 and
Thus Y satisfies the axiom (BCI 1 ) in this case.
Case 3. z = 0. The proof of this case is similar to 2.
By definition of ≤, we get x ≤ z. At first we show that in this case z * y ∉ A. By contrary, if z * y ∈ A, then z ≤ y. Also, by x * z ∈ A, we have x ≤ z. By Theorem 2.10 (ii), x ≤ y and so x * y ∈ A, which is a contradiction. Thus x * z ∉ A and so
On the other hand, Theorem 2.10 (iv) implies that x * y ≤ z * y or x * y ∈ A and z * y ∈ A. By assumption, x * y ∉ A. Hence x * y ≤ z * y. Thus (x * y) * (z * y) ∈ A and we have
Case 6. Let y ∈ A and x, z ∉ A. We note that if x = 0, then by definition of ⋄, we get x ⋄ y = 0 ⋄ y = 0 * y = x * y. If y = 0, then x ⋄ y = x ⋄ 0 = x = x * 0 = x * y. At last, let x, y ≠ 0. Because for all x, y ∈ X we have x, y ∉ A, thus x ⋄ y = x•y = x * y. Therefore, x•y = x * y, for all x, y ∈ X and (X;⋄, 0) = (X; * , 0) is a BCK-part of extension of (X; * , 0). ✷ The next example shows that an eBCK-extension of the BCK-part of an arbitrary eBCK-algebra does not equal the latter, in general. 
