Robert Morris [Communications of the ACM, 21:840-842, 1978] proposed a probabilistic technique for approximate counting. The basic idea is to increment a counter containing the value X with probability 2 −X . As a result, the counter contains an approximation of lg n after n events when starting with X = 1, and yields an unbiased estimator. Here we revisit the original idea of Morris, and propose a binary floating-point counter for tracking n. Namely, we use a d-bit significand in conjunction with a binary exponent. The counter has a simple formula for an unbiased estimation of n with a standard deviation of O(n2 −d/2 ). A floating-point counter matches the accuracy of a base-q Morris counter with q = 2 2 −d and uses the same number of d + lg lg n bits. The floating-point counter has the advantage that the incrementation probabilities are always integer powers of 1/2. As a consequence, it needs 2n 1 − o(1) random bits on average in order to count items in a data set of length n. Furthermore, the floating-point counter tracks small values exactly until n = 2 d .
Introduction
In the analysis of large data sets and streams it is occasionally necessary to maintain many counters simultaneously in order to track many similar objects or events. Exact counting up to some n requires ⌈lg(n + 1)⌉ bits, yielding impracticable memory demands in applications such as the analysis of the Web graph [BCD + 08] . Alternatively, it is possible to maintain good approximations of the true count up to some n using O(log log n) bits with probabilistic algorithms. Probabilistic counters may be useful in other emerging applications, such as the compositional analysis of molecular sequences [TCN07, CNK07] : for instance, if one wishes to examine the distribution of 16-mers in DNA sequences, more than four billion (4 16 ) counters need to be maintained in memory. Here we introduce a novel probabilistic counter with adjustable accuracy.
Morris [Mor78] proposed the following technique for approximate counting. Initialize a counter X = 1. The counter is incremented by one at the occurrence of an event by probability 2 −X . The counter is meant to track the magnitude of the true number of events. More precisely, after n events, the expected value of 2 X − 2 is exactly n. For a formal discussion, consider the Markov chain X n : n = 0, 1, . . . , with X 0 = 1. The transition probabilities are defined by
The estimator (2 Xn − 2) is unbiased and has a standard deviation of
.
A generalization of the binary Morris counter is a base-q counter with some r ≥ 1 and q = 2 1/r . In such a setup, the counter is updated with probability q −c : q = 2 is the simple version. The corresponding Markov chain has transition probabilities
The actual event count is estimated as D(X n ), using the transformation
Accordingly, the standard deviation of the estimator is 2 1/r − 1 2 n 1 + o(1) ; ln 2 2r n ≈ 0.59 √ r n.
A floating-point counter
Consider the following modification of the binary counter. Let M = 2 d be a design parameter. Initialize the counter with Z ← M . When counting an event, the counter is updated with probability 2 −⌊Z/M ⌋ . The Markov chain for the counter value Z n after n events is therefore a chain with Z 0 = M and the following transition probabilities.
An important insight comes from examining the binary representation of z in the analysis. Write z = M t + u with
where {x} = x − ⌊x⌋ denotes fractional part. In other words, u corresponds to the lower d bits of z, and t corresponds to the remaining upper bits. The counter is updated with probabilities determined by the upper bits only. In fact, (u, t) aims to be a floating-point representation of the true count n where t is the exponent, and u is a d-bit significand without the hidden bit for the leading '1' (corresponding to the power 2 d = M ). A counter state can be characterized by the pair (u, t). For the analysis, define the chain ξ n = (U n , T n ) : n = 0, 1, . . . that has transition probabilities
The chain starts with ξ 0 = (0, 1). Figure 1 illustrates the Markov chain for our counter. The counter state (u, t) represents the number (M + u)2 t . 
Theorem 2. Let V n = (U n + M )2 Tn − 2M be the unbiased estimate of n after n steps. Then
Deterministic counting up to M . Theorem 1 suggests the interpretation that the counter state ξ 0 = (0, 1) is reached after 2M deterministic steps, which may be viewed as the states (u, 0) with
Theorem 1 holds for n ≥ −2M with this definition. This view yields a natural extension of the counter in order to count from 0 to M deterministically: simply initialize with z = 0. The first M steps correspond to n = −M + 1, . . . , 0: the updates of (1) apply without any change to the deterministic regime since ⌊z/M ⌋ = 0 for z = 0, . . . , M − 1.
Comparison with a base-q counter. By (2), the counter is updated in almost the same way as the base-q counter with q = 2 1/M . Theorem 2 shows that the standard deviation of the estimator is bounded by
which is larger than the accuracy of the analogous base-q counter. In my experiments, the standard deviation of the floating-point counter is smaller than the above bound, and I think that the two counters have asymptotically the same accuracy. In simulation experiments, the two counters seem to have identical standard deviations: see Figures 4 and 5.
Tradeoff between memory usage and accuracy. Setting t = lg lg N M , the counter's estimator has a maximum value of (N − 2M ). In other words, we can count up to N using about d + lg lg N bits, with a relative accuracy better than 0.71
Computational burden. The computational requirements of a floatingpoint counter are very modest: it takes an average of 2 random bits to generate a random event with probability 2 −i when i ≥ 1 is an integer. In contrast, a base-q generator needs a uniform random number in the range (0, 1) to produce a random event with probability 2 −X/r . Let Bit() be a query to a random bit generator. It is easy to see that the algorithm Random below produces a random event with the desired probability using an expected number of 2 − i 2 i −1 calls to Bit().
Random(i)
// returns true with probability 2 −i 1 set j ← 0 2 while j < i do Figures 6 and 7 show statistics about the counter value, which is of theoretical interest. Namely, the floating-point counter value has a clear periodic component. A similar periodicity is wellcharacterized for a base-q counter [Fla85] , but is hardly perceivable on the plot.
Expectation and variance
Define p n (u, t) = P{U n = u, T n = t} for all n ∈ {0, 1, 2, . . . }. The starting point is deterministic:
By (2), for all n > 0 and t > 0,
The proofs of the two theorems rely on the following lemma that follows directly from the recursions.
Lemma 3. Let f (u, t) : {0, . . . , M } × N → R be an arbitrary function and consider the expected value
For all n > 0,
Proof of Theorem 1. The proof relies on an application of Lemma 3 with f (u, t) = (u + M )2 t . In that case, F n = Ef (U n , T n ) = E (U n + M )2 Tn is the expectation of the estimator after n steps. For n = 0, the theorem is immediate since U 0 = 0, T 0 = 1 and thus F 0 = 2M . For n > 0, apply the recursion of (5):
Proof of Theorem 2. In order to bound the variance, take the function f (u, t) = (u + M ) 2 4 t so that
By Lemma 3, we have the recursion
by Theorem 1. So,
From (6) and (7),
as claimed.
Exact probabilities
I derive the distribution of the counter value after n occurrences, following Flajolet's technique in analyzing the original counter design [Fla85] . In order to get an explicit formula for p n (u, t) = P{U n = u; T n = t}, sum over the possible series of updates leading to state (u, t):
where the summation is over n 1 , . . . , n t ≥ 0 with n 1 + n 2 + · · · + n t + M (t − 1) + u = n. In the formula, n j is the number of times the counter did not advance with T = j. Define the generating function
Since p n (u, t) in (9) is a Cauchy product involving negative binomials,
with
Decompose H u,t (x) into partial fractions. Set
The nominators are
So,
and, for j > 0 in general,
Notice that for the binary counter (M = 1, u ≡ 0), we get the formula (Equation (5) of [Fla85] )
where Q 0 = 1 and The plot depicts the result of 1000 experiments in which a floating-point counter with d = 4-bit mantissa was run until n = 100, 000. The red dots follow the averages; the black segments depict the standard deviations (for each σ, they are of length σ spaced at σ from the average), and grey dots show outliers that differ by more than ±2σ from the average. The shading highlights the asymptotic relative accuracy of a comparable base-q counter (≈ 0.59·2 −d/2 ). The plot depicts the result of 1000 experiments in which a base-q counter with q = 2 1/4 was run until n = 100, 000.
