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Abstract
An example of a 4 × 4 matrix is given that provides a counterexample to a result on Turing
(diffusion-driven) instability and also answers negatively a conjecture on strong stability. Such
instability is shown to arise from nonreal eigenvalues. The relevance and the connection of our
example to classes of matrix stability known in the literature are discussed.
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1. Introduction
A system of n reacting and diffusing chemical species can be modeled by a sys-
tem of partial differential equations. If a steady state solution of the system without
diffusion is locally asymptotically stable, then it remains so for the reaction–diffu-
sion system having equal diffusion coefficients in each species. However, as first
shown by Turing [7], if two species have unequal diffusion coefficients, then this
spatially homogeneous steady state solution can become unstable and steady state
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spatial periodic patterns evolve. This emerging phenomena of spatial symmetry break-
ing is known as Turing instability or diffusion-driven instability. There is a large
literature dedicated to the analysis of Turing systems in two species systems with
a renewed interest motivated by the experimental evidence of Turing patterns in
chemistry made in the last decade [1]. However, almost all real life reactions pro-
ceed as a sequence of multisteps and involve multispecies interactions. This general
situation has recently been investigated for model systems; see, for example, Murray
[4], Satnoianu et al. [5], Wang and Li [8], White and Gilligan [9] and references
therein. Murray [4] gives vivid examples of the application of Turing instability for
biological pattern formulation.
Necessary and sufficient conditions for Turing instability in n-component systems
can be recast in terms of matrix stability, related specifically to strong stability and
D -stability. These terms are explained in Definition 2.1 below. Such problems have
been investigated in the matrix literature; see, for example, Cross [2], Hershkowitz
[3], Togawa [6] and references therein.
We use these matrix ideas to review some reaction–diffusion results in the lit-
erature. In particular, we give a counterexample for n = 4 to the result that if A
is s-stable (this is defined after Definition 2.2 below) then A is strongly stable [5,
Theorem 2]. This same example answers negatively a conjecture in [8, p. 144]. We
explain this example in relation to Turing instability [5, Theorem 1].
2. Turing instability
For n chemical species, assuming no cross-diffusion, the matrix of diffusion coef-
ficients D˜ = diag(d˜1, . . . , d˜n) with d˜j  0 is a nonnegative diagonal matrix; if d˜j >
0 for all j , then it is a positive diagonal matrix. A reaction–diffusion equation for the
concentration of n chemical species u(x, t) = (u1, . . . , un) ∈ Rn in m space dimen-
sions x ∈  ⊂ Rm can be modeled by the partial differential equation
ut = D˜u + f (u) in × (0,∞), (2.1)
where f : Rn → Rn, f ∈ C1, is the reaction function and  is the Laplacian. The
initial condition is given by
u(x, 0) = u0(x)  0 in .
For pattern formation problems (Turing instability), a zero-flux (Neumann) boundary
condition is usually considered, giving uν = 0 on ∂× (0,∞), where ν is the unit
outward normal to ∂.
Without loss of generality, assume f (0) = 0, then u = 0 is a spatially homo-
geneous solution. This system exhibits Turing instability (diffusion-driven instabil-
ity) if u = 0 is locally asymptotically stable as a solution of (2.1) with no diffusion
(namely, ut = f (u)), but is unstable to spatial perturbations for the full reaction–dif-
fusion system (2.1). Local stability is studied by linearizing the system about u = 0.
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Let A = [aij ] with aij = ∂fi∂uj (0) be the Jacobian matrix of f at 0. Thus the lineari-
zation of (2.1) about u = 0 gives
ut = D˜u + Au in × (0,∞). (2.2)
Assuming that u = 0 is asymptotically stable for ut = Au, i.e., that all eigenvalues
of A have negative real parts, Turing instability occurs if A − k2D˜ has an eigen-
value with positive real part. Here k is the wave number, which is a real number. For
example, for one spatial dimension, if  = (0, a) ⊂ R, then k = jπ/a where j is an
integer. Similarly, if  = (0, a) × (0, b) ⊂ R2, then k2 = π2(p2
a2
+ q2
b2
) where p, q
are integers. For general situations the exact form of k depends on the domain .
To recast the above in terms of matrix ideas, we recall some notions of matrix
stability from the literature [2, Definition 1].
Definition 2.1. Matrix A is stable if all eigenvalues of A have negative real parts,
is strongly stable if A − D is stable for all nonnegative diagonal matrices D, and is
D-stable if DA is stable for all positive diagonal matrices D.
Taking D = k2D˜, Turing instability does not occur if and only if A is strongly
stable, and does occur for some set of diffusion coefficients if and only if A is stable
without being strongly stable. This latter situation is illustrated by Example 3.1 in
the next section. If all diffusion coefficients are positive and equal, then D = dIn
with d > 0, thus Turing instability is clearly impossible.
To investigate strong stability, we use the following definitions on the signed prin-
cipal minors [2, Definition 3].
Definition 2.2. For any subset 1  i1 < i2 · · · < ij  n of the integers 1, . . . , n,
let det(A[i1, i2, . . . , ij ]) denote the principal minor of A of order j from rows and
columns i1, i2, . . . , ij . Let det(A(i1, i2, . . . , ij )) denote the complementary princi-
pal minor of order n − j , thus rows and columns i1, . . . , ij are deleted. The signed
principal minors of A are the quantities (−1)j det(A[i1, i2, . . . , ij ]).
If all signed principal minors of A are positive, then we write A ∈ P. Note that
A ∈ P is equivalent to −A being a P -matrix (i.e., −A has all principal minors
positive), to the strict minors condition of [8, p. 143] and to A being s-stable [5,
p. 497]. If all signed principal minors of A are nonnegative with at least one of each
order positive, then we write A ∈ P+0 .
We recall the following results from the literature for an n × n matrix A. If n = 2,
then necessary and sufficient conditions for A to be both strongly stable and D-stable
are that A ∈ P+0 [2, Theorem 3]. If n = 3, then A is strongly stable if and only if A
is stable and A ∈ P+0 [2, Theorems 4]. For general n, if A is strongly stable or
D-stable, then A ∈ P+0 [2, p. 256].
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3. Example for four species
In this section we discuss a matrix example that clarifies the relation between the
types of matrix stability mentioned in the last section. From the above results for
n ≤ 3, if A is stable and A ∈ P+0 , then A is strongly stable. However for n  4,
this implication is not in general true. We now give an example to illustrate this for
n = 4. This is motivated by an example given by Togawa [6, p. 148] to show that if
A is D-stable, then it does not in general imply that A + tI is D-stable for all t  0
(although this implication is correct for n  3).
Example 3.1. Consider the 4 × 4 matrix
A =


−0.001 −0.0007 −0.0007 −0.0028
0.004 −0.001 −0.0007 −0.0028
0.004 0.004 −0.001 −0.0028
−1.0 −1.0 −1.0 −4.0

 .
Matrix A is stable with eigenvalues given approximately by
−4.0021, −0.0003484 ± 0.0000996i, −0.0002055.
Take D = diag(0, 0, 0, 1). Then the eigenvalues of A − D are approximately
−5.0017, 0.0000495 ± 0.0016237i, −0.0014204,
which is unstable due to a pair of complex eigenvalues with positive real part; thus
A is not strongly stable. By calculating the principal minors, it can be checked that
A ∈ P+0 (in fact A ∈ P).
Example 3.1 answers negatively the conjecture in [8, p. 144] for n = 4 , since A
is stable and satisfies the (strict) minors condition, but A − D is unstable. Moreover,
the matrix in Example 3.1 provides a counterexample to [5, Theorem 2], since A is
s-stable but not strongly stable.
From the results above, if A is stable and A ∈ P+0 , then Turing instability is not
possible for one, two or three species but may occur for four species. Note that the
instability of A − D in Example 3.1 arises from a pair of eigenvalues crossing the
imaginary axis with nonzero imaginary part, rather than from a real eigenvalue cross-
ing zero and becoming positive. In fact the following result shows that instability
cannot arise from an eigenvalue crossing zero, since det(A − D) retains the same
sign as det A. We use the notation for complementary principal minors as introduced
in Definition 2.2.
Theorem 3.2. Let A = [aij ] be an n × n matrix with A ∈ P+0 . Then sign (det(A −
D)) = (−1)n for all diagonal matrices D = diag(d1, . . . , dn) with dj  0.
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Proof. By the linearity of the determinant
det(A − D) = det A −
n∑
p=1
dp det(A(p)) +
n∑
p,q=1
p /=q
dpdq det(A(p, q))
−
n∑
p,q,r=1
p /=q /=r
dpdqdr det(A(p, q, r)) + · · · + (−1)n
n∏
p=1
dp. (3.1)
Since A ∈ P+0 , det A(p) is either zero or has the sign of (−1)n−1, det A(p, q) is
either zero or has the sign of (−1)n etc. Thus as dj  0, it follows that sign (det(A −
D)) = sign(det A) = (−1)n, since A ∈ P+0 .
We note that the following stronger statement can be established [2, Proposition
2]. If A ∈ P+0 and D is a nonnegative diagonal matrix, then A − D ∈ P+0 .
Turing proposed the mechanism of diffusion-driven instability based on chemical
interactions in order to explain early embryo morphogenesis and the formation of sta-
tionary structures in biological development. Mathematically this requires the con-
cept to mean that instability occurs from an eigenvalue crossing zero (not from a pair
with nonzero imaginary parts). With this restriction, the result of [5, Theorem 1] is
then verified. However, for systems of more than two species, diffusion-driven insta-
bility can be caused by a pair of complex eigenvalues leading to oscillatory patterns;
see [9] for discussion of this with three species. Example 3.1 shows that for four spe-
cies, even if the matrix A is stable and in class P, this phenomenon can still appear.
We conclude by noting that there are classes of matrices for which stability, strong
stability, D-stability and membership in P are equivalent. These include symmetric
matrices, matrices with all off-diagonal entries nonnegative (called essentially non-
negative), and matrices with all off-diagonal entries nonpositive (called Z-matrices,
with the important class of M-matrices as their stable subset). In [2, Proposition 2]
it is also shown that stability, strong stability and D-stability are all equivalent for
normal matrices; thus a stable normal matrix is in P+0 (and in fact is in P).
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