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Abstract
Recent years have witnessed the success of adaptive (or unified) approaches in estimating
symmetric properties of discrete distributions, where one first obtains a distribution estimator
independent of the target property, and then plugs the estimator into the target property as
the final estimator. Several such approaches have been proposed and proved to be adaptively
optimal, i.e. they achieve the optimal sample complexity for a large class of properties within
a low accuracy, especially for a large estimation error ε≫ n−1/3 where n is the sample size.
In this paper, we characterize the high accuracy limitation, or the penalty for adaptation,
for all such approaches. Specifically, we show that under a mild assumption that the distribu-
tion estimator is close to the true sorted distribution in expectation, any adaptive approach
cannot achieve the optimal sample complexity for every 1-Lipschitz property within accuracy
ε ≪ n−1/3. In particular, this result disproves a conjecture in [ADOS17] that the profile
maximum likelihood (PML) plug-in approach is optimal in property estimation for all ranges
of ε, and confirms a conjecture in [HS20] that their competitive analysis of the PML is tight.
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1 Introduction and Main Results
Given n i.i.d. samples drawn from a discrete distribution p = (p1, · · · , pk) of support size k, the
problem of symmetric property estimation is to estimate the following quantity
F (p) =
k∑
i=1
f(pi)
or its variants within a small additive error, for a given function f : [0, 1]→ R. This is a fundamen-
tal problem in computer science and statistics with applications in neuroscience [RWdRvSB99],
physics [VBB+12], ecology [Cha84,CL92,BF93,CCG+12], and others [PW96,PGM+01].
Over the past decade, there are two main lines of research towards the symmetric property esti-
mation. The first line of research aims to work out the minimax estimation rate and construct the
minimax rate-optimal estimators for a given property, including entropy [Pan03,Pan04,VV11a,
JVHW15, WY16], support size [VV13, WY19], support coverage [OSW16, ZVV+16], distance
to uniformity [VV11b, JHW18], sorted ℓ1 distance [VV11b, HJW18], Re´nyi entropy [AOST14,
AOST17], nonparametric functionals [HJWW17, HJM20], and many others. One of the main
findings in these work is that, plugging the empirical distribution into the property often leads to
a strictly suboptimal estimator, especially when the function f has some non-smooth parts. They
also provided general recipes for the construction of minimax rate-optimal estimators, while the
detailed construction crucially depends on the specific property in hand.
The other line of research aims to achieve a more ambitious goal: find an adaptive (or unified)
estimator that achieves the optimal sample complexity for all (or most of) the above symmetric
properties. Specifically, the learner aims to obtain a unified distribution estimator p̂ of the true
distribution p independent of the property F in hand, and hopes that the plug-in estimator F (p̂)
is minimax rate-optimal in estimating F (p) for a large class of properties F . As the empirical
distribution, possibly the most natural choice of p̂, does not work for this purpose, and the op-
timal estimator even for known F is typically quite involved, this goal may sound too good to
be true. However, a surprising recent development shows that there does exist such an estimator
p̂, and there are even multiple such estimators. One estimator is the local moment matching
(LMM) estimator in [HJW18] (and its refinement in [HS20]), which is minimax rate-optimal in
estimating the true distribution p up to permutation. Moreover, plugging the LMM estimator
into the entropy, power sum function, support size, and all 1-Lipschitz functionals attains the
optimal sample complexity for the respective properties within any accuracy ε ≫ n−1/3. An-
other estimator is the profile maximum likelihood (PML) estimator proposed in [OSVZ04], whose
statistical performance was analyzed in [ADOS17] via a competitive analysis with amplification
factor exp(3
√
n) of the error probability; this factor was later improved to exp(c′n1/3+c) for any
c > 0 in [HS20]. Consequently, for a large class of symmetric properties F where there exists a
sample-optimal estimator with a sub-Gaussian error probability exp(−cnε2), the above analyses
imply that the PML plug-in approach is also adaptively optimal within any accuracy parameter
ε≫ n−1/3.
The above adaptive estimators, albeit promising, still leaves important questions. Specifically,
we notice the following discrepancy: the estimators constructed in the property-specific manner
could achieve the optimal sample complexity for the entire accuracy regime ε ≫ n−1/2, while
both adaptive estimators above are shown to be optimal only when ε≫ n−1/3. This discrepancy
indicates the possibility that the adaptive approach may not be fully optimal – what happens for
2
the adaptive approach in the high-accuracy regime n−1/2 ≪ ε ≪ n−1/3? Is this high-accuracy
regime uncovered simply due to an artifact of the analyses for these adaptive estimators, the
possibility of another fully adaptive estimator which is currently missing, or a fundamental burden
for any adaptive estimators? Specializing this question to the PML, [ADOS17] conjectured that
“the PML based approach is indeed optimal for all ranges of ε”, while [HS20] conjectured that
ε≫ n−1/3 is the best possible range for the PML to be adaptively optimal. In this paper, we show
that the latter conjecture is true even for general adaptive estimation: there is a phase transition
for the performance of adaptive estimators at the accuracy parameter ε ≍ n−1/3, while beyond
this point, there is an unavoidable price that any adaptive estimator needs to pay on the sample
complexity. In other words, for a reasonable family of symmetric properties, although property-
specific approaches are optimal for the full accuracy range ε ≫ n−1/2, any adaptive approach
fails to achieve the optimal sample complexity for at least one of the property if ε≪ n−1/3. More
specifically, the main contributions of this paper are as follows:
1. We prove a tight adaptation lower bound for the class of all 1-Lipschitz properties. We show
that although the sample complexity for each 1-Lipschitz property is at most O(k/(ε2 log k))
for any ε ≫ n−1/2, under a mild assumption, any adaptive estimator must incur a sample
complexity at least Ω(k/ε2) for every ε≪ n−1/3.
2. As a corollary, we obtain a tight competitive analysis for the PML plug-in approach. Specif-
ically, we show that the amplification factor of the error probability in the PML competitive
analysis is at least exp(Ω(n1/3−c)) for every c > 0, resolving the tightness conjecture of the
upper bound exp(O(n1/3+c)) for every c > 0 in [HS20].
The rest of the paper is organized as follows. We introduce the necessary notations in Section
1.1, and state the main adaptation lower bound in Section 1.2. We also compare our setting and
results with an extensive set of prior work in Section 1.3. For the proofs of main results, Section
2 and 3 present the detailed proofs of Theorems 1 and 2, respectively. In particular, Section 2.1
presents a novel and general idea in proving the adaptation lower bound, and Section 2.2 presents
a generalized Fano’s inequality. Conclusions and open problems are drawn in Section 4.
1.1 Notations
Throughout the paper we adopt the following notations. Let N be the set of all positive integers,
and for n ∈ N, let [n] , {1, 2, . . . , n}. For a finite set A, let |A| be the cardinality of A. For k ∈ N,
letMk be the set of all discrete distributions supported on [k]. For two probability measures P,Q
on the same probability space, let ‖P −Q‖TV =
∫ |dP − dQ|/2, DKL(P‖Q) = ∫ dP log(dP/dQ),
and χ2(P‖Q) = ∫ (dP−dQ)2/dQ be the total variation (TV) distance, the Kullback–Leibler (KL)
divergence, and the χ2-divergence between P and Q, respectively. For random variables X and Y ,
let I(X;Y ) =
∫
dPXY log(dPXY /dPX ⊗dPY ) be the mutual information. For p ∈Mk, let Pp and
Ep denote the probability and expectation taken with respect to the i.i.d. samples X1, · · · ,Xn ∼
p, respectively. We also adopt the following asymptotic notations. For non-negative sequences
{an} and {bn}, we write an . bn (or an = O(bn)) to denote that lim supn→∞ an/bn < ∞, and
an & bn (or an = Ω(bn)) to denote bn . an, and an ≍ bn (or an = Θ(bn)) to denote both an . bn
and bn . an. We also write an ≪ bn to denote that lim supε→0 lim supn→∞ nεan/bn = 0, and
an ≫ bn to denote bn ≪ an.
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1.2 Main Results
To state our main adaptation lower bound, we first need to define the family of adaptive estimators
as well as the family of symmetric property estimation problems. In this paper, we consider the
class FLip of all 1-Lipschitz properties expressed as F (p) =
∑k
i=1 f(pi) with a 1-Lipschitz function
f : [0, 1]→ R, i.e. |f(x)−f(y)| ≤ |x−y| for all x, y ∈ [0, 1]. As for the class of adaptive estimators,
we require that the learner obtains a single discrete distribution estimator p̂ = (p̂1, · · · , p̂k) based
on the observations Xn, and then uses the plug-in estimator F (p̂) to estimate the property F (p).
To measure the performance of this adaptive estimator, we consider the expected estimation error
Ep|F (p̂) − F (p)| for the worst-case discrete distribution p ∈ Mk and the worst-case 1-Lipschitz
property F ∈ FLip. In other words, in this paper we are interested in characterizing the following
adaptive minimax risk :
R⋆adaptive(n, k) , inf
p̂
sup
F∈FLip
sup
p∈Mk
Ep|F (p̂)− F (p)|. (1)
For technical reasons, we also assume the following mild assumption for the single distribution
estimator p̂.
Assumption 1. For each n, k ∈ N, we assume that the distribution estimator p̂(Xn) = (p̂1, · · · , p̂k)
satisfies (where Sk denotes the permutation group over [k])
sup
p∈Mk
Ep
[
min
σ∈Sk
k∑
i=1
|p̂σ(i) − pi|
]
≤ A(n) ·
√
k
n
,
with A(n)≪ nδ for every δ > 0. We will use P to denote the class of all such estimators p̂.
Assumption 1 essentially requires that the single distribution estimator p̂ used in the adaptive
approach must be a reasonably good estimator of the true distribution p up to permutation, where
the term reasonably means that the estimator cannot be much worse than the empirical estimator.
We provide three reasons on why we believe this assumption to be mild. First, it is very natural
to expect or require that a good distribution estimator used in the adaptive approach should be
sound not only after being plugging into various properties, but also before the plug-in process
in terms of the (sorted) distribution estimation. In other words, Assumption 1 could be treated
as an additional requirement for any sound adaptive approach. Second, Assumption 1 holds for
many natural or known estimators. For example, the empirical distribution satisfies Assumption
1 with A(n) ≡ 1 (see, e.g. [HJW15]), and both known adaptive estimators, i.e. LMM and PML,
also belong to P with A(n) = polylog(n) (cf. [HJW18] for the LMM, and the proof of Theorem 2
for the PML). Hence, restricting to the estimator class P still leads to non-trivial lower bounds for
these known estimators. Third, a larger quantity A(n) in Assumption 1 only shrinks the accuracy
regime from ε≪ n−1/3 to ε≪ (nA(n))−1/3, but does not affect the claimed minimax lower bound
in the new accuracy regime. In addition to these reasons, we remark that Assumption 1 is mostly
a technical assumption, and we conjecture that the following Theorem 1 still holds without it.
Restricting to the estimator class P, the following theorem characterizes the tight adaptive
minimax rate for 1-Lipschitz property estimation.
Theorem 1. For each n, k ∈ N, it holds that
inf
p̂∈P
sup
F∈FLip
sup
p∈Mk
Ep|F (p̂)− F (p)| ≍

√
k
n logn if n
1/3 ≪ k . n log n,√
k
n if 1≪ k ≪ n1/3.
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Theorem 1 can also be equivalently formulated in terms of the optimal sample complexity.
Corollary 1. It is sufficient and necessary to have n = Θ(k/(ε2 log k)) samples for the existence
of an adaptive estimator in P to estimate all 1-Lipschitz properties within error ε if ε ≫ n−1/3,
and it is sufficient and necessary to have n = Θ(k/ε2) samples for the existence of an adaptive
estimator in P to estimate all 1-Lipschitz properties within error ε if n−1/2 ≪ ε≪ n−1/3.
Let us appreciate the result of Theorem 1 via the comparison with other results. First, there
will be no phase transition in the high-accuracy regime if we do not require an adaptive estimator.
Specifically, the following result was shown in [HO19b]:
sup
F∈FLip
inf
F̂
sup
p∈Mk
Ep|F̂ − F (p)| ≍
√
k
n log n
, 1≪ k . n log n. (2)
Comparing Theorem 1 and (2), we observe that simply after a swap of the infimum and supremum,
the minimax risk becomes significantly different. In particular, there is a strict separation between
the best achievable errors for adaptive and non-adaptive approaches, and the learner may need
to pay a strict penalty on the estimation error to achieve adaptation.
Second, we also compare Theorem 1 with a similar form of the minimax risk in the problem
of estimating sorted distribution, where [HJW18] shows that
inf
p̂
sup
p∈Mk
Ep
[
sup
F∈FLip
|F (p̂)− F (p)|
]
≍

√
k
n logn if n
1/3 ≪ k . n log n,√
k
n if 1≪ k ≪ n1/3.
(3)
As E[supnXn] ≥ supn E[Xn], the quantity in (3) is no smaller than our adaptive minimax risk in
(1), and thus implies the upper bound in Theorem 1. However, the lower bound of Theorem 1 is
the most challenging part and stronger than what (3) gives. In particular, we remark that after
exchanging the expectation and supremum, the lower bound argument will become fundamentally
different, and the traditional approaches fail to give the tight adaptive lower bound. We refer to
Section 2.1 for more details. Moreover, comparing the results of Theorem 1 and (3), we remark
that (3) gives a tight phase transition for the problem, while the adaptive lower bound in Theorem
1 shows a tight phase transition only for adaptive approaches. Technically, the former transition
could be derived by studying different regimes of the problem, while the latter transition requires
to also take into account the crucial nature of the adaptive approach.
The general adaptive lower bound of Theorem 1 also gives tight and non-trivial lower bounds
for some known adaptive approaches. For example, for the LMM adaptive approach in [HJW18],
Theorem 1 shows that the condition ε≫ n−1/3 required for its optimality in property estimation
is not superfluous, but in general unavoidable. The implication for the PML adaptive approach
[OSVZ04] is even more surprising; to fully describe this we need to recall some basics of PML.
Given n i.i.d. observations X1, · · · ,Xn drawn from a discrete distribution p supported on the
domain [k], the profile of the observations is defined as a vector φ = (φ0, · · · , φn) with φi being
the number of domain elements j ∈ [k] which appear exactly i times in the sample. For example,
φ0 is the number of unseen elements, and φ1 is the number of unique elements, i.e. appearing
exactly once. Let Φn,k be the set of all possible profiles with n observations and support size k.
Note that for any φ ∈ Φn,k and p ∈ Mk, we could compute the probability that the resulting
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profile is φ under true distribution p, denoted by P(p, φ). The profile maximum likelihood (PML)
distribution estimator is then defined as
pPML(φ) = arg max
p∈Mk
P(p, φ).
In other words, upon observing the profile φ, the PML estimator is the discrete distribution which
maximizes the probability of observing φ. This estimator is interesting in several aspects. From
the optimization side, the probability P(p, φ) is a highly non-convex function of p, and it is very
challenging to compute the exact or approximate PMLs. From the statistical side, as P(p, φ) does
not admit an additive form even under i.i.d. models (unlike the traditional log-likelihood), even
first-order asymptotic properties are challenging to establish for the PML. After 13 years of its
invention, a useful statistical property of the PML was established in [ADOS17] in terms of an
interesting competitive analysis: for every property F and accuracy parameter ε, it holds that
sup
p∈Mk
Pp(|F (pPML)− F (p)| ≥ 2ε) ≤ exp(3
√
n) · inf
F̂
sup
p∈Mk
Pp(|F̂ − F (p)| ≥ ε). (4)
Specifically, (4) gives an indirect statistical analysis of the PML plug-in approach which depends
on the performance of another estimator. For many properties (such as all 1-Lipschitz properties),
the minimax error probability in the RHS of (4) behaves as exp(−Ω(nε2)) when n exceeds the
optimal sample complexity, thus (4) shows that the PML plug-in approach is adaptively optimal
for ε≫ n−1/4. The proof of (4) used only the defining property of PML in a delicate way, and the
error amplification factor exp(3
√
n) follows from a simple union bound and a cardinality bound
on the number of profiles |Φn,k| ≤ exp(3
√
n).
The paper [ADOS17] asked whether the above error amplification factor exp(3
√
n) could be
improved in general; three years later [HS20] provided an affirmative answer. Specifically, using
a chaining property of the PML distributions, [HS20] showed the following improvement
sup
p∈Mk
Pp(|F (pPML)− F (p)| ≥ (2 + o(1))ε) ≤ exp(c′n1/3+c) ·
(
inf
F̂
sup
p∈Mk
Pp(|F̂ − F (p)| ≥ ε)
)1−c
(5)
for any absolute constant c > 0 and some c′ > 0 depending only on c. Using (5), the accuracy
range for the optimality of PML could be improved to ε≫ n−1/3 for the aforementioned proper-
ties. It was also conjectured in [HS20] that the new amplification factor in (5) is tight, but little
intuition was provided.
Surprisingly, without directly analyzing the PML adaptive approach, Theorem 1 implies the
tightness of the error amplification factor in (5), as summarized in our next main theorem.
Theorem 2. For any given constants C > 0, c1 ∈ (0, 1/3) and c2 ∈ (0, 1), it holds that
lim inf
n→∞
n−(1/3−c1) · sup
F∈FLip
sup
k,ε>0
log
supp∈Mk Pp(|F (pPML)− F (p)| ≥ Cε)(
inf
F̂
supp∈Mk Pp(|F̂ − F (p)| ≥ ε)
)1−c2 = +∞.
After some algebra, it is clear that Theorem 2 rules out the possibility that the exponent
O(n1/3+c) of the amplification factor in (5) could be improved to O(n1/3−c) in general. Therefore,
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Theorem 2 implies that the general competitive analysis of the PML in [HS20] is essentially tight,
thereby resolves the conjecture in [HS20].
We provide two additional remarks on Theorem 2. First, the validity of Theorem 2 is irrelevant
to Assumption 1, as the PML estimator is a simple instance which satisfies Assumption 1. Second,
the lower bound in Theorem 2 does not rule out the possibility that the PML adaptive approach
could be fully optimal for some property. For example, it was shown in [CSS19] that the PML
plug-in approach is fully optimal in estimating the support size. It will be an understanding open
question to propose a tight analysis of the PML estimator for specific properties.
1.3 Related Work
Property Estimation. There has been a rich line of research towards the optimal estimation of
properties (or functionals) of high-dimensional parameters, especially in the past decade. Starting
from some early work [LNS99,Pan03,Pan04,CL11,VV11a,VV11b,VV13], the fully minimax rate-
optimal estimators in all accuracy regimes were obtained for the Shannon entropy in [JVHW15,
WY16]. They also provided general recipes for both the estimator construction and tight minimax
lower bounds. Specifically, the crux of the optimal estimator construction lies in the classification
of smooth and non-smooth regimes and the usage of polynomial approximation to reduce bias
in the non-smooth regime, and the minimax lower bound relies on the duality between moment
matching and best polynomial approximation. Since then, these general recipes together with
their non-trivial extensions have been applied to various other properties, e.g. the Re´nyi entropy
[AOST14,AOST17], support size [WY19], support coverage [OSW16,ZVV+16,PW19], distance
to uniformity [JHW18], general 1-Lipschitz property [HO19a,HO19b], L1 distance [JHW18], KL
divergence [HJW16, BZLV18], and nonparametric functionals [HJWW17, HJM20]. We refer to
the survey [Ver19] for an overview of these results. There is also another line of recent work on
estimating a population of parameters or distribution under a Wasserstein distance, a problem
closely related to property estimation, via projection-based methods without explicit polynomial
approximation [KV17,TKV17,HJW18,RW19,VKVK19,VKK19,WY20,JPW20]. While the above
work completely characterized the complexity of many given problems in property estimation,
the complexity of adaptive estimation in a set of such problems is largely missing. For example,
the Ω(
√
k/(n log n)) lower bound for large k in Theorem 1 simply follows from the complexity
of estimating a particular 1-Lipschitz property, but the main Ω(
√
k/n) lower bound for small k
becomes the crucial complexity of adaptive approaches and thus does not follow from the above
set of results or tools.
Adaptive Property Estimation. More recently the problem of adaptive, or unified, property
estimation has drawn several research attention. As reviewed in the introduction, possibly the
most well-known adaptive approach is the PML plug-in approach, with early statistical develop-
ments in [OSVZ04,OSVZ11,AGZ17]. Since [ADOS17] provided the first competitive analysis of
the PML plug-in approach, there have been several follow-up papers on the statistical analysis of
the PML. Some work focused on the application of the competitive analysis and the construction
of the estimator achieving the minimax error probability in (4), e.g. [HO19a]. Some work focused
on proper modifications of the PML to achieve better adaptation, e.g. [HO19a,CSS19]; however,
these modified distribution estimators will depend on the target property and are thus not fully
unified. Other work aimed to improve the competitive analysis in [ADOS17]; for example, [HO20]
obtained a distribution-dependent amplification factor without changing the worst-case analysis,
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and [HS20] improved this factor to exp(O(n1/3+c)) in general. However, none of the above work
studied the limitation of the PML plug-in approach, even for concrete examples. Therefore, the
lower bound analysis, especially the possible separation compared with the optimal estimator, of
the PML is missing.
Another adaptive approach plugs in the LMM estimator proposed in [HJW18]. Different from
the general competitive analysis of PML, the performance of the LMM approach could be directly
analyzed for given properties based on its moment matching performance in each local interval.
Built on the LMM performance analysis in estimating entropy, power sum function, and support
size, the authors of [HJW18] commented that the LMM pays some penalty for being a unified
approach. However, this comment was only an insight, and there was no lower bound to support
it rigorously. The current work fills in this gap and shows that the price observed for the LMM
is in fact unavoidable even for general adaptive approaches.
Adaptation Lower Bound. We also review and compare with some known tools to establish
adaptation lower bounds, mainly taken from the statistics literature. Adaptation is an important
topic in statistics; for example, in nonparametric estimation one may aim to design a density
estimator adapting to different smoothness parameters, or in hypothesis testing one may wish
to propose an adaptive test procedure against several different alternatives. However, for some
problems the adaptation could be achieved without paying any penalty (e.g. density estimation
[Lep92,DJKP95], Lr norm estimation with non-even r [HJM20]), while for others some adaptation
penalties are inevitable (e.g. linear [EL94] or quadratic [EL96] functional of densities). The main
technical tool to establish tight penalties of adaptation is the constrained risk inequality originally
developed in [BL96] and generalized in [CL11,DR18]. Roughly speaking, this type of inequality
asserts that if an estimator achieves a too small error at one point, it must incur a too large error at
another point; therefore, adaptation may incur a penalty as it might be required to adapt to easier
problems and achieve a too small error. For testing, there is also another approach to establish
adaptation lower bounds, where the key is to use a mixture of different alternative distributions
which could be closer to the null than any fixed alternative; see [Spo96] and also [GN16, Chapter
8] for examples.
However, we remark that our adaptive estimation problem is fundamentally different. In the
above work, the target of adaptive estimation is to adapt to different (usually a nest of) parameter
sets, such as Ho¨lder balls with different smoothness parameters. In contrast, we consider a fixed
parameter set (i.e. p ∈Mk), but wish to adapt to different loss functions for the final estimator.
Establishing adaptation lower bounds for different losses is novel to our knowledge, and the above
tools are not applicable in this problem. Consequently, we aim to provide useful tools (cf. Section
2.1) for this new adaptation problem, and expect them to be a helpful addition to the literature
on adaptive estimation.
2 Proof of Theorem 1
This section is devoted to the proof of Theorem 1. Note that the upper bound is achieved by
the LMM estimator for k ≫ n1/3 and the empirical distribution for k ≪ n1/3 [HJW18]1, and
the lower bound for k ≫ n1/3 follows from the minimax lower bound for estimating a specific
1-Lipschitz property, i.e. the distance to uniformity F (p) =
∑k
i=1 |pi− 1/k| [JHW18]. Therefore,
1Note that [HJW18] shows that both the LMM and empirical distributions belong to P .
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it remains to prove the following adaptation lower bound:
inf
p̂∈P
sup
F∈FLip
sup
p∈Mk
Ep|F (p̂)− F (p)| &
√
k
n
, 1≪ k ≪ n1/3. (6)
This section is organized as follows. Section 2.1 presents a high-level overview of the idea in
proving the adaptation lower bounds to a class of loss functions in an abstract decision-theoretic
setup, and Section 2.2 introduces a generalized Fano’s inequality for the adaptation lower bounds.
The details to feed into these tools are worked out in Section 2.3.
2.1 High-level Idea
We consider a general decision-theoretic setup [Wal50]. Let (Pθ)θ∈Θ be a general statistical model
with parameter set Θ, and A be the space of all possible actions the learner could take. In other
words, the learner obtains an observation X ∼ Pθ with some unknown θ, and then maps X to a
random action a(X) ∈ A. Let L : Θ ×A → R+ be any (measurable) loss function, the problem
of minimax estimation is to characterize the following minimax risk:
R⋆(Θ,A, L) = inf
a
sup
θ∈Θ
Eθ[L(θ, a(X))]. (7)
Similarly, the problem of adaptive minimax estimation with respect to a class of loss functions L
is to characterize the following adaptive minimax risk:
R⋆(Θ,A,L) = inf
a
sup
θ∈Θ
sup
L∈L
Eθ[L(θ, a(X))]. (8)
To see how (8) is related to the adaptive property estimation, we could set Pθ to be the distribution
of n i.i.d. samples from the discrete distribution θ, with Θ =Mk. Moreover, A =Mk, LF (θ, a) =
|F (θ)− F (a)|, and L = {LF : F is a 1-Lipschitz property}.
There are several well-known tools to establish the lower bound of (7), where a standard and
prominent tool is the reduction to hypothesis testing problems; see, e.g. [Yu97,Tsy09]. The main
step is to find θ1, · · · , θM ∈ Θ such that both the separation condition and the indistinguishability
condition hold: the separation condition typically requires that infa∈A[L(θi, a)+L(θj , a)] ≥ ∆ for
some separation parameter ∆ > 0 and all i 6= j, and the indistinguishability condition essentially
states that any learner could not determine the true parameter θi based on her observations if
the truth i ∈ [M ] is chosen uniformly at random. Then it might be tempting to think that
one only needs to replace L(θ, a) by supL∈LL(θ, a) in the above arguments to lower bound
(8). However, this approach will place the supremum in L inside the expectation in (8), and
thus provide a lower bound for a larger quantity like (3). An alternative way is to use the trivial
inequality R⋆(Θ,A,L) ≥ supL∈LR⋆(Θ,A, L) and then lower bound the latter quantity. Although
this gives a valid lower bound, it is not strong enough in our problem where R⋆(Θ,A,L) ≫
supL∈LR
⋆(Θ,A, L) in view of Theorem 1 and (2).
The main idea to fix the above difficulty is that in addition to chooseM points θ1, · · · , θM ∈ Θ
corresponding to different statistical models, we also findM different loss functions L1, · · · , LM ∈
L tailored for the respective models. Specifically, the indistinguishability condition is unchanged
as it depends only on θ1, · · · , θM , while the separation condition could be replaced by infa∈A[Li(θi, a)+
Lj(θj , a)] ≥ ∆ for all i 6= j. Despite its simplicity, this idea gives the tight adaptation lower bound
for the property estimation, and can thus be viewed as an adaptive version of the hypothesis test-
ing approach for the adaptation lower bound.
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2.2 Generalized Fano’s Inequality
There is an additional difficulty to apply the aforementioned high-level idea to our problem, i.e.
the new separation condition Li(θi, a) + Lj(θj , a) ≥ ∆ does not hold for any action a ∈ A, but
instead holds for the random action a(X) with a strictly positive probability. To account for this
subtlety, we propose the following version of the Fano’s inequality.
Lemma 1 (Generalized Fano’s Inequality). In the above decision-theoretic setup, suppose that
θ1, · · · , θM ∈ Θ and L1, · · · , LM ∈ L are chosen. Assume that there exists A0 ⊆ A such that
inf
a∈A0
[Li(θi, a) + Lj(θj, a)] ≥ ∆ > 0, ∀i, j ∈ [M ], i 6= j,
and an estimator a(X) satisfies that Pθi(a(X) ∈ A0) ≥ pmin > 0 for all i ∈ [M ]. Then for this
estimator we have
sup
θ∈Θ
sup
L∈L
Eθ[L(θ, a(X))] ≥ ∆
2
(
pmin − I(U ;X) + pmin log 2
logM
)
,
where I(U ;X) denotes the mutual information between U ∼ Uniform([M ]) and X | U ∼ PθU .
Note that when Li ≡ L and pmin = 1, Lemma 1 reduces to the traditional Fano’s inequality
[CT06]. Hence, Lemma 1 is a generalization of the Fano’s inequality in the sense that it gives an
adaptation lower bound with a soft separation condition. We prove Lemma 1 in the remainder
of this subsection. First, as the maximum is no smaller than the average, we have
sup
θ∈Θ
sup
L∈L
Eθ[L(θ, a(X))] ≥ 1
M
M∑
i=1
Eθi [Li(θi, a(X))]. (9)
For each i ∈ [M ], let Qi be the conditional distribution of a(X) with X ∼ Pθi conditioning on
the event a(X) ∈ A0. Then by the non-negativity of each Li and definition of pmin,
Eθi [Li(θi, a(X))] ≥ Pθi(a(X) ∈ A0) · Ea∼Qi [Li(θi, a)] ≥ pmin · Ea∼Qi [Li(θi, a)],
and therefore (9) gives
sup
θ∈Θ
sup
L∈L
Eθ[L(θ, a(X))] ≥ pmin · 1
M
M∑
i=1
Ea∼Qi [Li(θi, a)]. (10)
The next few steps are similar to the proof of the traditional Fano’s inequality. For each a ∈ A0,
define a test Ψ(a) = argmini∈[M ]Li(θi, a). Then by the separation condition, we have
Li(θi, a) ≥
Li(θi, a) + LΨ(a)(θΨ(a), a)
2
≥ ∆
2
· 1(Ψ(a) 6= i), ∀i ∈ [M ], a ∈ A0,
and therefore (10) gives
sup
θ∈Θ
sup
L∈L
Eθ[L(θ, a(X))] ≥ ∆pmin
2
· 1
M
M∑
i=1
Qi(Ψ(a) 6= i) ≥ ∆pmin
2
(
1− I(U ;Y ) + log 2
logM
)
, (11)
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where the second inequality is due to the traditional Fano’s inequality [CT06], with U ∼ Uniform([M ])
and Y | U ∼ QU . To proceed, we introduce a few notations: let Ri be the distribution of a(X)
with X ∼ Pθi , R be the distribution of a(X) with X ∼ M−1
∑M
i=1 Pθi , and Q be the restriction
of the distribution R to the set A0. Then
I(U ;Y )
(a)
≤ EU [DKL(QU‖Q)]
(b)
≤ EU
[
1
PθU (a(X) ∈ A0)
·DKL(RU‖R)
]
(c)
≤ 1
pmin
· EU [DKL(RU‖R)]
(d)
=
I(U ; a(X))
pmin
(e)
≤ I(U ;X)
pmin
,
where (a) is due to the variational representation of the mutual information I(U ;Y ) = minQY EU [DKL(PY |U‖QY )],
(b) follows from the data-processing property of the KL divergenceDKL(P‖Q) ≥ P (A)·DKL(P·|A‖Q·|A),
(c) is due to the assumption of Lemma 1, (d) is the definition of the mutual information, and (e)
is the data-processing property of the mutual information. Now combining the above inequality
with (11) completes the proof of Lemma 1.
2.3 Proof of Adaptation Lower Bound
Recall that to formulate our adaptive property estimation problem in the general framework of
(8), we identify θ ∈ Θ and a ∈ A with the distributions p, p̂ ∈ Mk, and Θ = A =Mk. Moreover,
the loss function is the absolute difference in the property value LF (p, p̂) = |F (p)−F (p̂)|, and the
family of losses is L = {LF : F is a 1-Lipschitz property}. In this section, we apply Lemma 1 to
a suitable choice of distributions p1, · · · , pM ∈ Mk and 1-Lipschitz properties F1, · · · , FM ∈ FLip,
and prove the target adaptation lower bound in (6).
Without loss of generality we assume that k = 2k0 is an even integer. Consider the following
distribution p0 = (p0,1, · · · , p0,k) ∈Mk serving as the “center” of all hypotheses:
p0 =
(
1
2k
,
1
2k
+
1
k(k − 1) ,
1
2k
+
2
k(k − 1) , · · · ,
3
2k
)
.
Fix a parameter
δ ∈
(
0,
1
4k(k − 1)
)
(12)
to be chosen later, for each u ∈ U , {±1}k0 we also associate a distribution pu = (pu,1, · · · , pu,k) ∈
Mk with
pu,i = p0,i + uiδ, pu,k0+i = p0,k0+i − uiδ, ∀i ∈ [k0].
Clearly each pu is a valid probability distribution, and this is known as the Paninski’s construction
[Pan08]. By the Gilbert–Varshamov bound, there exists U0 ⊆ U such that the minimum pairwise
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Hamming distance between distinct elements of U0 is at least k0/5, and |U0| ≥ exp(k0/8). We
will set {pu}u∈U0 as the parameters θ1, · · · , θM in Lemma 1, with M = |U0| ≥ exp(k0/8).
For each u ∈ U0, we also need to specify the associated loss, or equivalently the 1-Lipschitz
property Fu ∈ FLip. The detailed choice of Fu is given by
Fu(p) =
k∑
i=1
fu(pi) =
k∑
i=1
min
j∈[k]
|pi − pu,j|, p = (p1, · · · , pk), u ∈ U0.
As the map x 7→ |x−x0| is 1-Lipschitz for any x0 ∈ R, and the pointwise minimum of 1-Lipschitz
functions is still 1-Lipschitz, each Fu is a valid 1-Lipschitz property.
Finally, to apply Lemma 1, it remains to specify the subset A0. For each i ∈ [k], let Ii be the
open interval (p0,i − 1/(2k(k − 1)), p0,i + 1/(2k(k − 1))); clearly I1, · · · , Ik are disjoint intervals
by the definition of p0. Now we define A0 as
A0 ,
q = (q1, · · · , qk) ∈ Mk :
k∑
i=1
k∏
j=1
1(qj /∈ Ii) ≤ k
10
 .
In other words, the subset A0 consists of all probability vectors which intersect with at least 9/10
of the intervals I1, · · · , Ik.
With the above construction and definitions, we are about to use Lemma 1 for the adaptation
lower bound. Specifically, we are left with three tasks: to lower bound the separation parameter
∆, to lower bound the minimum probability pmin for all estimators p̂ ∈ P, and to upper bound
the mutual information I(U ;Xn).
Lower bound of ∆. First, we aim to find a lower bound of |Fu(q)−Fu(pu)|+ |Fu′(q)−Fu′(pu′)|
for all q ∈ A0 and u 6= u′ ∈ U0. By construction of Fu, it is clear that Fu(pu) = 0 for all u ∈ U0,
and the above quantity can be written as
|Fu(q)− Fu(pu)|+ |Fu′(q)− Fu′(pu′)| =
k∑
i=1
(
min
j∈[k]
|qi − pu,j|+ min
j∈[k]
|qi − pu′,j|
)
.
One could check the following simple fact: if qi ∈ Ij(i) for some j(i) ∈ [k], then
min
j∈[k]
|qi − pu,j|+ min
j∈[k]
|qi − pu′,j| ≥ |pu,j(i) − pu′,j(i)| ∈ {0, 2δ}.
By the definition of q ∈ A0, we know that the set {j(i)}i∈[k] contains at least 9k/10 elements of
[k]. Moreover, by the minimum distance property of U0, for any u 6= u′ ∈ U0, there are at least
k/5 indices j ∈ [k] such that |pu,j − pu′,j| = 2δ. By an inclusion-exclusion principle, there are at
least 9k/10 + k/5− k = k/10 elements in the set {j(i)}i∈[k] such that |pu,j(i) − pu′,j(i)| = 2δ, and
therefore
|Fu(q)− Fu(pu)|+ |Fu′(q)− Fu′(pu′)| ≥ k
10
· 2δ = kδ
5
, ∀u 6= u′ ∈ U0, q ∈ A0.
In other words, ∆ ≥ kδ/5 in Lemma 1.
Lower bound of pmin. Next, we lower bound the probability Ppu(p̂(X) ∈ A0) for all p̂ ∈ P
and u ∈ U0. Here we need to use the definition of P in Assumption 1. Assume without loss of
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generality that p̂1 ≤ · · · ≤ p̂k, as any permutation of p̂ does not affect the validity of Assumption
1. Also, by the definition of pu and the choice of δ in (12), the entries of each pu are monotonically
increasing as well. Consequently, choosing p = pu in Assumption 1 gives
Epu
[
k∑
i=1
|p̂i − pu,i|
]
≤ A(n)
√
k
n
.
On the other hand, if the event p̂ /∈ A0 occurs, there are at least k/10 indices i ∈ [k] such that
p̂j /∈ Ii for all j ∈ [k]. Consequently, for such an index i, one has |p̂i− pu,i| ≥ 1/(2k(k− 1))− δ ≥
1/(4k(k − 1)) by the choice of δ in (12). Therefore,
k∑
i=1
|p̂i − pu,i| ≥ k
10
· 1
4k(k − 1) · 1(p̂ /∈ A0) ≥
1
40k
· 1(p̂ /∈ A0).
Combining the above two inequalities, we conclude that
sup
p̂∈P
max
u∈U0
Ppu(p̂(X) /∈ A0) ≤ 40A(n) ·
√
k3
n
,
which is far smaller than 1 as k ≪ n1/3 and the assumption A(n)≪ nδ for all δ > 0. Consequently,
we may choose pmin ≥ 1/2.
Upper bound of I(U ;Xn). The upper bound of the mutual information could be established
in a similar way as [HJW18]. Specifically, the following chain of inequalities holds:
I(U ;Xn)
(a)
≤ EU [DKL(p⊗nU ‖p⊗n0 )]
(b)
= n · EU [DKL(pU‖p0)]
(c)
≤ n · EU
[
k∑
i=1
(pU,i − p0,i)2
p0,i
]
(d)
≤ 2nk2δ2,
where (a) is due to the variational representation of the mutual information I(U ;X) = minQX EU [DKL(PX|U‖QX)]
and the fact that PXn|U = p
⊗n
U , (b) follows from the chain rule of the KL divergence, (c) uses the
inequality DKL(P‖Q) ≤ χ2(P‖Q), and (d) follows from mini∈[k] p0,i ≥ 1/(2k) and simple algebra.
Consequently, the mutual information could be upper bounded as I(U ;Xn) ≤ 2nk2δ2.
Combining the above analysis, Lemma 1 gives that
inf
p̂∈P
sup
F∈FLip
sup
p∈Mk
Ep|F (p̂)− F (p)| ≥ kδ
10
(
1
2
− 2nk
2δ2 + log 2
k/20
)
.
Consequently, choosing δ = c/
√
nk for a small enough constant c > 0 completes the proof of the
target lower bound (6) (note that the condition (12) on δ is also fulfilled as k ≪ n1/3).
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3 Proof of Theorem 2
This section is devoted to the proof of Theorem 2. The proof consists of two steps: first, we show
that the PML distribution belongs to the class P in Assumption 1, and therefore the adaptation
lower bound of Theorem 1 holds for the PML estimator; second, we argue by contradiction that
if Theorem 2 is false, then the PML plug-in approach will also achieve the rate-optimal minimax
rate for all 1-Lipschitz properties for some k ≪ n1/3, a contradiction to Theorem 1.
Step I: show that pPML ∈ P. First, for the empirical distribution p̂, [HJW15] shows that
sup
p∈Mk
Ep
[
k∑
i=1
|p̂i − pi|
]
≤
√
k
n
.
Moreover, a single perturbation of the observationsX1, · · · ,Xn only changes the quantity
∑k
i=1 |p̂i−
pi| by at most 2/n. Hence, by McDiarmid’s inequality, we have
sup
p∈Mk
Pp
[
min
σ∈Sk
k∑
i=1
|p̂σ(i) − pi| ≥
√
k
n
+ ε
]
≤ 2 exp
(
−nε
2
2
)
for every ε > 0. As for the PML distribution, the competitive analysis of [ADOS17] shows that
sup
p∈Mk
Pp
[
min
σ∈Sk
k∑
i=1
|pPMLσ(i) − pi| ≥ 2ε
]
≤ |Φn,k| · sup
p∈Mk
Pp
[
min
σ∈Sk
k∑
i=1
|p̂σ(i) − pi| ≥ ε
]
,
where |Φn,k| is the cardinality of all possible profiles with length n and support size k. Note that
trivially |Φn,k| ≤ (n+ 1)k holds, the above two inequalities lead to
sup
p∈Mk
Pp
[
min
σ∈Sk
k∑
i=1
|pPMLσ(i) − pi| ≥ 2ε
]
≤ min
1, 2 exp
k log(n+ 1)− n
2
(
ε−
√
k
n
)2
+
 . (13)
Now integrating the RHS of (13) over ε ∈ (0,∞) gives that pPML ∈ P with A(n) = O(√log n).
Step II: proof by contradiction. Assume by contradiction that Theorem 2 is false, i.e. there
exists an absolute constant c0 such that for some large enough n, it holds that
sup
p∈Mk
Pp(|F (pPML)− F (p)| ≥ Cε) ≤ exp(c0n1/3−c1) ·
(
inf
F̂
sup
p∈Mk
Pp(|F̂ − F (p)| ≥ ε)
)1−c2
(14)
for all k ∈ N, ε > 0 and F ∈ FLip. For any ε≫ n−1/2 and k ≫ 1, it was shown in [HO19b] that
the minimax error probability for any 1-Lipschitz property estimation is at most
inf
F̂
sup
p∈Mk
Pp(|F̂ − F (p)| ≥ ε) ≤ 2 exp
−cδn1−δ
(
ε− dδ
√
k
n log n
)2
+
 ,
14
for an arbitrary constant δ > 0 and constants cδ, dδ > 0 depending only on δ. Consequently, (14)
implies that
sup
F∈FLip
sup
p∈Mk
Pp(|F (pPML)− F (p)| ≥ Cε) ≤ 2 exp
c0n1/3−c1 − (1− c2)cδn1−δ
(
ε− dδ
√
k
n log n
)2
+
 .
Choosing δ < c1/4, ε = 2dδ
√
k/(n log n) and k ≍ n1/3−c1/2, the above inequality shows that
there exists an absolute constant c′0 > 0 depending only on (c0, c1, c2, C) such that
sup
F∈FLip
sup
p∈Mk
Pp
(
|F (pPML)− F (p)| ≥ 1
c′0
√
k
n log n
)
≤ 2 exp
(
−c′0n1/3−c1
)
.
Hence, using that E|X| ≤ t+ ‖X‖∞ · P(|X| ≥ t) for any t > 0 implies that for k ≍ n1/3−c1/2 and
n tending to infinity (possibly along some subsequence), we arrive at
sup
F∈FLip
sup
p∈Mk
Ep|F (pPML)− F (p)| .
√
k
n log n
,
a contradiction to Theorem 1 as pPML ∈ P. Therefore, the inequality (14) does not hold, and
the proof of Theorem 2 is completed.
4 Conclusion and Open Problems
In this paper we showed that there is a high-accuracy limitation for general adaptive approaches of
property estimation, which in turn implied tight lower bounds for the known adaptive approaches
such as the PML and LMM. A number of directions could be of interest. First, we believe that
Assumption 1 is an artifact of our proof and unnecessary for Theorem 1 to hold, and a better
choice of the loss functions in Lemma 1 could remove this assumption. Second, the adaptation
lower bound for PML does not rule out the possibility that PML could be fully optimal for
certain properties. However, to show this, one need to go beyond the competitive analysis of the
PML and seek for additional properties. Third, our current lower bound for PML only shows the
existence of a property requiring ε ≫ n−1/3 for the PML to be optimal, and it is interesting to
construct such a property explicitly.
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