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1. As is now well known, one of the most important methods in the 
study of nonlinear differential equations is the second method of Lyapunov, 
along with the comparison principle based on the use of single Lyapunov 
function. Recently Bellman [l], Matrosov [2], and V. Lakshmikantham [3] 
have shown that using a vector Lyapunov function is advantageous in certain 
cases. We introduce, in this paper, the concept of a conditionally invariant set 
with respect to a given set and exploit the notion of vector Lyapunov func- 
tions to obtain sufficient conditions for conditional stability and boundedness 
of the same. The example, given at the end, illustrates that these notions hold 
while the corresponding properties with respect to the given set, need not 
hold. 
2. Let I denote the half-line 0 < t < CO and R” denote the Euclidean 
space of n-dimensions. Consider the differential system 
x’ =f(t, 4, x(t,) = x0 , (to E 4, (kf), (2.1) 
where x and f are n-dimensional vectors and the function f(t, x) is defined 
and continuous on I x Rn. Let x(t; to, x0) be a solution of (2.1) with 
x(t,; to, x0) = x0 . Let A and B be any two subsets of Rn such that A C B. 
DEFINITIONS. (1) The set B is said to be conditionally invariant with 
respect to the set A for the differential system (2.1) if x0 E A implies that 
x(t; to, x0) C B for all t >, to . 
(2) The set B is said to be self-invariant for the differential system (2.1) 
if x0 E B implies that x(t; to, x0) C B for all t > to. 
Let g be a vector of m-dimensions and the function g(x) be defined and 
continuous on Rn. Define 
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Let the set A be defined by 11 g(&v) 11 = 0. Denote the set of points 
(X : /) g(.r) 11 < 2) and {X : 11 g(&v) 11 .s, a> by S(=l, (x) and S(A, LY), respectively, 
where a is some positive real number. Let the set B = S(A, a) be con- 
ditionally invariant with respect to &A. Suppose that M,: denotes a manifold 
of /z-dimensions in R", (k < n). 
In order to unify our results on conditional stability and boundedness of the 
conditionally invariant set B with respect to the system (2.1), we state the 
following definitions. We define S(B, E) = S(=l, I~ i- E), E > 0 and use below 
S(B, l ) for clarity. 
(i) Given E > 0 and t, > 0, there exists a positive function 8(t, , 6, a) 
that is continuous in t, for each E, such that 
x(t; t, , .Q C S(B, 4, (t 3 to), 
whenever 
(ii) The 6 in (i) is independent of t, 
(iii) Given E > 0, y >, 0 and t, 3 0, there exists a positive number 
T = T(t,, OL, y, 6) such that 
x(t; t, , so)C S(B, E), (t > 6, + T), 
whenever 
x,, E S(A, Y) n Mk 
(iv) The T in (iii) is independent of t, . 
(v) Definitions (i) and (iii) hold simultaneously. 
(vi) Definitions (ii) and (iv) hold simultaneously. 
(vii) Given y > 01 and t, > 0, there exists a positive function 
q = q(ts, y, a) that is continuous in t, for each E such that 
dc to, 4 C W, 7), 0 2 to) 
whenever 
(viii) The 7 in (vii) is independent of t, . 
(ix) For each y > OL and t, > 0, there exists a positive number /3 and a 
positive number T = T(t, , y) such that 
x(t; t, , xl?) c SP, B), (t > 4, + Th 
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whenever 
x0 E S(A, Y) n M, . 
(x) The T in (ix) is independent of to. 
(xi) Definitions (vii) and (ix) hold simultaneously. 
(xii) Definitions (viii) and (x) hold simultaneously. 
REMARKS. (1) We observe that the set B need not be self-invariant. 
(2) If cy = 0 these definitions reduce to the corresponding definitions for 
conditional stability and boundedness of the self-invariant set A 
(3) If il!fk = R” these definitions reduce to the corresponding definitions 
for stability and boundedness of the conditionally invariant set B. 
(4) If (t = 0 and M, = Rn these definitions reduce to the corresponding 
definitions for stability and boundedness of the selfinvariant set A. 
3. Let W be a vector of N-dimensions and the function r+‘(t, r) be defined 
and continuous on I x RN. For each t E I and for each i, (i = 1,2, .*a, N), 
let lYi (t, ri , ra , ..., yN) be nondecreasing in yl, Ye, ..*, riPi , Y~+~, **a, yN. 
Then it is known [4] that the differential system 
I’ = w(t, Y), y(to) = yo > (I=-$), (3.1) 
has the maximal solution (in the sense of componentwise majorization) 
existing to the right of 1, . 
Let V be a vector of N-dimensions and the function P(t, X) be defined and 
continuous on I x R”. We shall assume in the sequel that any inequality 
specified in terms of any two vectors of the same dimension implies that the 
same inequality holds for each corresponding component of the given vectors. 
If 0 denotes the N-dimensional zero vector, assume that 
0 < qt, x). (3.2) 
Suppose further that v(t, X) satisfies for each t, a Lipschitz’s condition in .1c 
locally. Define 
V*(t, x) = lim ;fot + [v(t C h, x + hf(t, x)) - v(t, x)]. (3.3) 
With respect to these functions we state the following lemma which is 
proved in [3]. 
LEMMA. Let the.function V*(t, x) of (3.3) satisfy the inequality 
v*p, x) < W(t, v(t, x)), 
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where W(t, Y) is the same function, defined earlier having the stated monotonic 
property. Let x(t; t, , x0) he any solution of (2.1) such that T;(tO , x,,) < y. , 
then 
qt, x(t; to , %J) < 4t; to , yo), (t .;.-- to) 
where r(t; t, , yo) is the maximal solution of (3.1). 
4. Let r(t; to, yo) be a solution of the differential system (3.1). If y. = 0, 
assume that 
2 rip; to , 0) < 8, (t > to), (4.1) 
i=l 
where /3 = p(to). Let in general 
ro = [r10 ? y20 9*-*9 rLo,o, 0, *.*> 01, (k < NJ (4.2) 
Corresponding to the definitions (i) to (xii) given in Section 2, if we say 
that the differential system (3.1) has the property (ia), we mean the following 
condition is satisfied. 
(ia) Given E > 0 and to 3 0, there exists a positive function S = S(to, l , ,!?) 
that is continuous in to for each E such that 
whenever 
g ri(t; tO 9 To) < B + 6, (t 3 to), 
i=l 
where y. satisfies (4.2) and /I is defined by (4.1). 
(iia) The /I in (4.1) and the 6 in (ia) are both independent of to . Con- 
ditions (iiia) to (xiia) can be defined similarly. 
We list below certain assumptions which will be used subsequently. 
lqt, x) = 0 if and only if XEA. (4.3) 
(4.4) The set of points {x) defined by Vj(t, X) FE 0, (i = k + 1, --*, N) 
constitutes a manifold of k-dimensions containing the set A. This manifold 
will be denoted by Mk . 
(4.5) The function b(r) is defined, continuous, and nondecreasing in I, 
r 2 0; b(r) > 0 for r > 0 and 
Wig(x) II> Q 2 vili(t, 4 for each (t, x) E 1 x RN. 
i=l 
(4.6) 
2 Vj(t, X) + 0 as I/g(x) (1 + 0 uniformly in t E I. 
i=l 
b(r) --t co as I--+ co. (4.7) 
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We state the following theorems on conditional stability and boundedness of 
conditionally Invariant set. 
THEOREM 1. Let the assumptions of the lemma hold together with (4.3), 
(4.4), (4..5), (4.6), and (4.7). Then 
I. Condition (ia) 3 condition (i), 
II. Condition (iiia) + condition (iii), 
III. Condition (va) S- condition (v). 
Proof. As the lemma holds. we have 
3 vie, 4t; t, , %> <2 rip; t, , r,), (t 2 to) (4.8) 
i=l i=l 
whenever 
where x(t; t, , x,,) is any solution of (2.1) and r(t; t, , yo) is the maximal solu- 
tion of (3.1). 
Let Y,, = 0. Then (4.9) together with (3.2) implies that x7=‘=, Vi(to , x0) = 0. 
But this result yields that x,, E A due to (4.3). As (4.5) and (4.7) hold, (4.8) 
together with (4.1) implies that IIg[x(t; t, , x,,)] 1) < b-l@) = CQ (say), 
(t 3 tll 9 x0 E A). Due to (4.6) there exists an a2 = c&3) such that 
Let 
cy = min (0~~ , 01~). (4.la) 
If follows therefore that whenever x,, E A, IIg[x(t; t,, , x0)] 11 < (Y. I.e., 
x(t; t, , x0) C S(A, a) for all t >, t, . Thus S(A, a) = B (say) is the con- 
ditionally invariant set with respect to A. 
Now let E > 0 be given. As (ia) holds, given ~(CX + E) > 0 and t,, > 0, 
where cy is the same number as defined by (4.la), there exists a positive 
function S = S(2 ,, , E, a) that is continuous in t,, for each c such that 
5 Y,(C to, Yo) < b(a + E) (t 2 to) (4.10) 
i=l 
whenever 
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Now choose yc, satisfying (4.2) such that 
and 
ri,=o (i=kfl;-*,N). (4.12) 
In view of (4.9) and (3.2), (4.12) + s,, E Mk because of (4.4). Further, 
from the monotonic property of b(r), (4.5), (4.1 l), (4.12), and (4.9) we deduce 
that 
I/&J II d Wa) = al (say). 
Also because of (4.6) there exists a 6, = 6,(6) such that 
Let 6, = min (6, , 6,). Now j[ g(x,,) 11 < 6, + x,, E S(A, S,). 
It follows therefore that whenever q, E S(A, 6,) n n/l, every solution 
~(t; t, , x0) satisfies (4.8). 
Suppose if possible that a solution ~(t; t, , x,,) of (2.1), x,, E S(A, 6,) r\ Mk , 
is such that II g[x(t; t, , x,,)] (/ = 01 + E for some t = t, > t, . Then using 
the relations (4.5), (4.8), and (4.10) we get the contradiction 
b(a + 4 < 2 Vi(4 9 4% t, , x0)) < g r,(t,; t, , YCJ) < b(a + E) 
i=l i=l 
which proves that (ia) + (i). We now proceed to the proof of the assertion 
that (iiia) z- (iii). 
Let E > 0, y > 0 and t, 3 0 be given. Let 11 g(x,,) 11 < y. Then because of 
(4.6) we can choose a yr = rr(y) such that 
Since (4.9) * (4.8), we choose yio (i = 1, a*-, N) such that (4.12) and 
xF==, yi,, < yr hold. As before, one concludes from (4.3), (4.12), and 
IIg(x,,) II < y that whenever x0 E S(A, y) n Mk , every solution x(t; t, , x0) 
of (2.1) satisfies (4.8). 
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Now as (iiia) holds, given ~(CY + E) > 0, 3/r > 0 there exists a positive 
number T - T(to , yi , G) such that 
whenever 
2 r,(t; 4, , y,,) < b(” + 4 (t 2 t, + T) (4.13) 
i=l 
Let {tla} be a sequence such that t, + co as n + co and tn 3 t, + T for 
each n. Then the assumption that a solution x(t; t, , x0) of (2.1) such that 
x0 E S(A, y) n M, has the property that Ilg[x(t,; t, , x0)] 11 > 01 + E leads 
to the contradiction 
b(a + c, < 2 vi(tn 9 X(tn; to 3 xO)) < 3 yi(tn; 4J 9 yaJ) < b(" + c) 
i=l i=l 
because of the monotonic property of b(r), (4.4), (4.8), and (4.13). This 
contradiction proves that (iiia) z- (iii). 
If the conditions (ia) and (iiia) hold simultaneously, then by combining 
the above proofs, it follows that the condition (va) =z- (v). 
This completes the proof of Theorem 1. 
THEOREM 2. Let the assumptions of the lemma hold together with (4.3), 
(4.4), (4..5), (4.6), and (4.7). Then 
I. Condition (iia) 3 condition (ii), 
II. Condition (iva) * condition (iv), 
III. Condition (via) 2 condition (vi). 
PROOF. The proof follows easily from that of the Theorem 1. For jI being 
independent of t, , a of (4.la) is also independent of t, as CQ and 01~ have the 
same property. Similarly, as (iia) holds, 6 is independent oft, , which implies 
that 6, has the same property. This shows that (iia) z- (ii). Similarly for 
other conditions. 
We state below two more theorems. The proofs are omitted as they follow 
closely the proof of Theorem 1 and with little modification run almost 
parallel to the corresponding theorem in [3]. 
THEOREM 3. Let the conditions of the lemma hold together with (4.3), (4.4)) 
(4.5), (4.6), and (4.7). Then 
I. Condition (viia) z- condition (vii), 
II. Condition (ixa) =X condition (ix), 
III. Condition (xia) - condition (xi). 
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THEOREM 4. Let the assumptions of the lemma hold together with (4.3), 
(4.4), (4..5), (4.6). and (4.7). Then 
I. Condition (viiia) => consition (viii), 
II. Condition (xa) 3 condition (x), 
III. Condition (xiia) 3 condition (xii). 
We give below an example to illustrate our results with necessary details. 
EXAMPLE. Let the differential system be 
Xl’ = (1 + $0.9 t) x1 + (+cos t - 1) x2 + ec114)sinf-t 1 x1 + xp /l,s 
+[ 
1 - (t - to) (t - to + 1) 
(t - to + 1)” 1 , d 1 _ x ,1;2 2 t 
X2’ = (- 1 + 4 COS t) xi + ($ cos t + I) x2 + e(li4)srnt-1 / xi + x2 1112 
4 1 - (t - to) (t - to + 1) 
(t ~ t, + 1J2 1 , x 1- x2 /l/2. (5.1) 
Let V = {If, , V2} where 
v-1 = (x1 + x.,)2, v2 = (x1 - x2)2, g(x) = 2(xi2 + xz2) and b(r) = r 
so that conditions (4.5), (4.6), and (4.7) are satisfied. Let k = 1 and by (4.4) 
Ml = {x1 : x1 = x2}. The set A is the set (0). Also, condition (4.3) holds. We 
have 
and 
j7,* < ~0s t 1~‘~ + 4 el\4sin t--t v13\4 
v2* <4V, +4 1 - (t - to) (t - to + 1) 
(t - t, + 1J2 
v3/4, 
2 
Thus the function W = ( IV1 , IVa) takes the form 
W 
1 
= cos tyl + 4e(li4)sintet <I4 
w, 4r, 4 1 1 -t -(t to) (t to 
- - 
+ 1) = (t - + 1)2 to #4 . 
Clearly the monotonic restrictions on W, and W, are satisfied. The maxima 
solution of (3.1) satisfying (4.2) is given by 
rl(t; to , ro) = eaint[ r;~4e-w4mt, + e-to _ e-t,]4 
1 
4 
; where ro = (110 9 0). (5.2) 
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If Y,, = 0, we have from (5.2) that 
2 
IZ( Ti 1; 10, 0) < 1 + ele4$ 
i=l 
so that ,5 of (4.1) is given by /3 = 1 + e14t 0. It is easy to see that 01 of (4. la) is 
equal to /3. Hence the conditionally invariant set with respect to the origin is 
given by 
qo, a) = {x : 2(x,2 + x2*) ,< 1 + f?-‘to}. 
Also the condition (ia) is satisfied. For from (5.2) 




2 ri(C t0, To) < P + e = 1 + e1-4to + E, 
rlo < ((1 + e4to-1~)1/4 - lJ4 e-4t0+sinto. 
As yso = 0, we have 6 = ylo . Hence by Theorem 1, condition (i) holds. 
NOTE. It is easy to verify that the origin is neither stable nor con&tionally 
stable. 
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