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3 Abstract—The extensive use of social media platforms and overwhelming amounts of imagery data creates unique opportunities for
4 sensing, gathering and sharing information about events. One of its potential applications is to leverage crowdsourced social media
5 images to create a tapestry scene for scene analysis of designated locations and time intervals. The existing attempts however ignore
6 the temporal-semantic relevance and spatio-temporal evolution of the images and direction-oriented scene reconstruction. We propose
7 a novel social-sensor cloud (SocSen) service composition approach to form tapestry scenes for scene analysis. The novelty lies in
8 utilising images and image meta-information to bypass expensive traditional image processing techniques to reconstruct scenes.
9 Metadata, such as geolocation, time, and angle of view of an image are modelled as non-functional attributes of a SocSen service. Our
10 major contribution lies on proposing a context and direction-aware spatio-temporal clustering and recommendation approach for
11 selecting a set of temporally and semantically similar services to compose the best available SocSen services. Analytical results based
12 on real datasets are presented to demonstrate the performance of the proposed approach.Q
13 Index Terms—Social-sensor, social-sensor cloud service, service composition
Ç
14 1 INTRODUCTION
15 THE proliferation of smartphones, together with the popu-16 larity of cloud-based social networks provides a unique
17 paradigm for data sensing, gathering and sharing [1], [2].
18 This data sensing and gathering paradigm can be termed
19 as social sensing [1]. Social-sensing allows crowdsourcing
20 massive amounts of multi-modal data from multiple social-
21 sensors [1]. The multi-modal data (i.e., social-sensor data) can
22 be provisioned via smartphones (i.e., social-sensors) and
23 hosted in social networks (also termed as social clouds [2] or
24 social-sensor clouds [3], [4]). Examples of social-sensor data
25 include Twitter posts and Facebook status. Social-sensor
26 data has become a significant and readily available means
27 for expressing opinions about activities and events. Posts
28 related to public events or incidents, especially images and
29 related descriptions, may contain critical information [1].
30 Traditional sensors like CCTV usually do not provide such
31 comprehensive coverage. The ubiquity of smartphones with
32 high-resolution cameras enables the sharing of images any
33 time and anywhere. As a result, whenever an event hap-
34 pens, it is quite likely to be photographed by one or more
35 smartphone users. Such photographs can provide a spatio-
36 temporal view of the event [1], [4].
37 The traditional approaches of event scene reconstruction
38 or analysis rely on data mining and image processing [9],
39 [10], [19], [20], [22], [23]. Most of the current work focuses on
40 utilising and improving the performance of scene capturing
41 hardware and analysis software. These techniques are both
42costly and time-consuming [19], [20]. Social-sensor data
43allows low cost, fast and accessible coverage of spatio-temporal
44events. Therefore, social-sensor data is considered as a
45promising and emerging source for monitoring and ana-
46lysing events. However, there are numerous inherent chal-
47lenges regarding management and efficient delivery of the
48social-sensor data. The social-sensor data is collected from
49multiple sources in several formats. It is challenging to man-
50age the multifaceted social-sensor data in the interoperable
51social cloud platforms. Another significant challenge is sear-
52ching and analysing the massive amount of heterogeneous data
53without exposing the complexities of data collection and
54management.
55Service paradigm can address the two challenges. Abstrac-
56ting a social media image as a service helps to manage and
57transform social-sensor data into useful information [3], [4].
58Service paradigm abstracts social-sensor data streams into
59small independent functions, i.e., social-sensor cloud services
60(abbreviated as SocSen services). These services havemultiple
61functional and non-functional attributes. Utilising social-sensor
62data as services add value to the unstructured social-sensor
63data and results in uniform and ubiquitous delivery. The
64functional attributes include shooting mode, descriptions,
65tags, etc. The spatio-temporal and contextual information of a
66social-sensor image can be presented as the non-functional
67attributes of a service. The qualitative features (e.g., price,
68trust, etc.) are conceptualized as the non-functional attributes
69of the service. Abstracting social-sensor data into services
70reduces the complexity of social-sensor data and supports
71efficient and real-time access to high-quality and relevant
72data. SocSen services also make it easy to access and reuse
73social-sensor data in multiple applications, over different
74platforms.
75This paper focuses on using service paradigm to devise
76an approach to reconstruct a scene, without implementing
77image processing. We specifically focus on the images and the
78image meta-data downloaded from social clouds to monitor
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79 event-specific scenes. We propose a new approach for selecting,
80 processing and analysing social-sensor cloud data as services to
81 reconstruct and analyse the spatio-temporal events. A com-
82 plete scene analysis needs to assemble context-relevant
83 images obtained from multiple directions (i.e., the point of view
84 from the camera location), locations, and different time inter-
85 vals. Initial attempts have been made to address these
86 requirements [4], [5]. However, we have identified the fol-
87 lowing open issues:
88 – Temporal-semantic relevance and spatio-temporal evolu-
89 tion: Temporally and semantically similar spatio-
90 temporal services help to identify an event’s activity
91 patterns in space and time. he spatio-temporal evolu-
92 tion of an event facilitated by the temporal-semantic
93 similarity can assist in generating the event’s time-
94 line. Less attention in existing studies has been given
95 to these two aspects.
96 – Direction-oriented spatio-temporal composition: The var-
97 ious directions of service coverage is a challenge for
98 the SocSen service composition. A successful com-
99 posite service should be able to depict the whole
100 scene from a specific direction or point of view of
101 coverage. No efforts in previous research have been
102 made towards this issue.
103 This paper accommodates the solution of the afore-
104 mentioned issues and proposes a novel recommendation
105 approach for SocSen service composition. The proposed rec-
106 ommendation approach helps to discover the direction-
107 aware spatio-temporally relevant services for SocSen ser-
108 vice composition with minimum human intervention.
109 The recommendation approach has made two major
110 contributions.
111 1) The approach proposes a model for selecting a set of
112 temporally and semantically similar services. The selec-
113 tion process recommends a set of clusters of SocSen
114 services from spatial, temporal and semantic per-
115 spectives. The given set of semantically similar
116 services exists close in time, but might be spatially
117 far. The semantically similar spatio-temporal ser-
118 vice clusters help to make up an event’s activity
119 pattern.
120 2) The approach proposes a context and direction-aware
121 spatio-temporal clustering approach. The proposed app-
122 roach of clustering helps to compose the SocSen
123 services considering the directions of the service cov-
124 erage. The proposed approach of clustering helps to
125 handle multiple queries with similar nature. The
126 new composition approach is based on the vantage
127 point of service coverage.
128 The proposed SocSen service composition forms a tapes-
129 try scene in the spatial aspect and a storyboard in the temporal
130 aspect. In the spatial aspect, the composition forms a tapestry
131 scene by selecting individual relevant services. In the tempo-
132 ral aspect, an event timeline is formed by combining various
133 individual tapestries and placing them in a bigger temporal tap-
134 estry to form the story of an event. The individual tapestries
135 are the tapestries formed by composing the services in indi-
136 vidual clusters. The composite service aims to provide a
137 user-required view and related information about an event for
138 the scene analysis.
139The rest of the paper is structured as follow. Section 2
140reviews the related background work. Section 3 describes
141the motivating scenario. Section 4 formally defines the Soc-
142Sen service. Section 5 explains the SocSen service composi-
143tion approach for a tapestry scene. Section 6 describes the
144evaluation of the proposed approach. Section 7 concludes
145the proposed work.
1462 RELATED WORK
147Our SocSen service selection and composition approach is
148built upon existing work in scene analysis, social-sensing,
149sensing-as-a-service, and service selection and composition.
150- Scene analysis and tracking are active research areas for the
151development of robust surveillance and monitoring systems
152[9], [10], [25]. Event monitoring or scene analysis through
153social network feeds is still new. Visual concept detectors are
154applied on camera video frames and interpreted as camera
155tweets posted regularly [22]. These tweets are represented
156by a combined probabilistic spatio-temporal (PST) data
157structure which is then combined with the concept-based
158image (Cmage) as the common representation for visualisa-
159tion. Topic models and graph-based ranking are used to pro-
160pose a multi-modal event summarisation framework for
161social media in [23]. This summarisation framework uses a
162set of social media posts about an event and selects a subset
163of shared images by maximising their relevance and mini-
164mising their visual redundancy.
165- Social sensing assists in almost real-time visualisation of
166life events via photos, blogs, etc. shared on various social
167media sites. Images and videos are especially crucial
168because they can be used to build a visual summary of an
169event and further used in other applications, e.g., area moni-
170toring and scene analysis. Spatio-temporal social media
171analysis for event detection is discussed in various studies
172including traffic planning [6], environment monitoring [13],
173[34] and so on [11], [12]. Abnormal topics, individuals and
174events within various social media data sources for visual
175analysis are examined in [24], [32]. Another study proposes
176an approach towards multi-scale event detection using
177social media data. It takes into account different temporal
178and spatial scales of events in the data [9]. A location-based
179event detection approach using locality-sensitive hashing is
180proposed in [10]. This approach is used to detect real-
181world events by clustering micro-blogs with high similari-
182ties. Researchers also proposed a framework to detect
183composite social events over streams using a graphical
184model called location-time constrained topic (LTT) [26].
185This framework fully exploits the information about social
186data over multiple dimensions. Most of these approaches
187are data-centric, built upon data mining and analysis techni-
188ques. Data mining and analysis techniques require a consider-
189able amount of expertise and time. Accessing and analysing the
190social-sensor data obtained from various social clouds
191results in several shortfalls like, the incapability of the time effi-
192cient and smooth processing of this data. SOA-based solutions
193only consider spatio-temporal and contextual aspects of
194sensor data for scene analysis without exploiting the data
195complexities. Thus, using SOA and social-sensors for scene
196analysis is believed to be more efficient than using image
197processing over the batch of images to build the scene.
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198 - Crowdsourcing and sensing-as-a-service are large-scale
199 sensing paradigms based on the power of IoT devices,
200 including mobile phones, smart vehicles, wearable devices,
201 and so on [15], [18]. Crowdsourcing allows the increasing
202 number of mobile phone users to share local knowledge
203 (e.g., local information, ambient context, noise level, and traf-
204 fic conditions) acquired by their sensor-enhanced devices.
205 The information can be further aggregated in the cloud for
206 large-scale sensing and community intelligence mining [12].
207 The mobility of large-scale mobile users makes sensing-as-
208 a-service a versatile platform that can often replace static
209 sensing infrastructures [15], [30]. A broad range of applica-
210 tions is thus enabled, including traffic planning [6], environ-
211 ment monitoring and public safety [25], [33], mobile social
212 recommendation [24], and so on. From the AI perspective,
213 sensing-as-a-service is founded on a distributed problem-
214 solvingmodel [27].
215 - Service selection and composition are the major research
216 problems in service-oriented computing [8], [17]. Service
217 selection and composition have been applied in many
218 domains, including scene analysis and visual surveillance
219 [5], [28]. The service composition problem can be categorised
220 into two areas. The first area focuses on the functional com-
221 posability among component services. The second area aims
222 to perform service composition based on non-functional
223 attributes (QoS). In [29], service composition from media
224 service perspective has been discussed. In [35], service sky-
225 line model is introduced for selection of optimal sets of
226 services as an integrated service package over multiple sets
227 of services. A mashup based approach to utilise existing
228 online services and data into entirely new applications is
229 investigated in [18]. The proposed approach enables users to
230 create, use, and manage mashups with little or no program-
231 ming effort. A composition approach for the sensor clouds
232 and crowdsourced services based on the dynamic features
233 such as spatio-temporal aspects is proposed in [6] and [11].
234 In our previous work, we proposed a conceptual model for
235 SocSen services as an open and flexible solution for scene
236 monitoring applications [3], [4], [5]. SocSen service selection
237 and composition are proposed for spatio-temporal scene
238 analysis in [4], [5]. However, SocSen service composition
239 for a scene from specific coverage and context perspectives is yet
240 to be explored.
241 3 MOTIVATION SCENARIO
242 We use an unsettled traffic movement scenario as our moti-
243 vating scenario. Let us assume, members of the public unite
244 want to gather intelligence on erratic drivers in Town
245 ’ABC’. Some residents posted about an erratic car driving on
246 20/01/17 around 13:30, at the intersection of Road X and Road
247 Y. Posts and images report a ”red car mounts footpath” and
248 ”accident” occurred ”around 1:45 pm”, along ”Road Y”, as
249 shown in Fig. 1. Traffic command operations want to ana-
250 lyse and reconstruct the car accident timeline. They want to
251 find the cause and effect of the incident. Their objective is to
252 find the behaviour leading to the accident and the vehicles or peo-
253 ple involved.
254 We propose to leverage these social media images to recon-
255 struct the desired scene that narrates the complete story for the
256 traffic command operations to perform scene analysis. Our goal
257is a spatio-temporal and contextual coverage of the chain of events
258resulting in the accident and objects of interest involved. The
259query q = < A; ts; te; d > includes an approximate region
260of interest, an initial textual description of the queried scene,
261and the approximate time frame of the queried event.
262 Query Phrases d, a set of phrases describing the
263query, e.g., ’accident’, ’red car’, ’intersection Road X
264and Y’, ’construct timeline’, ’cause of accident’,
265’effect of accident’
266 Query Region Að< x; y > ; l; wÞ, where < x; y > is
267a geospatial co-ordinate set, i.e., decimal longitude-
268latitude position and l and w are the horizontal and
269vertical distances from the center < x; y > to the
270edge of region of interest, e.g., (-37.8101008,144.
2719634339, 10 m, 10 m)
272 Query Time ðts; teÞ, where ts is the start time of the
273query, e.g., 13:20 AEST, 20/01/2017 and te is the end
274time of the query, e.g., 14:00 AEST, 20/01/17.
275The process of providing investigators with extra visual
276coverage can be considered as a service selection and composi-
277tion problem. This work proposes a model for selection and
278composition of SocSen services based on the user query. Soc-
279Sen services have multiple functional and non-functional
280attributes. The basic functional attributes of a service include
2811) Time T of the service at which the image is taken and 2) A
282set of keywords or key-phrases M providing additional
283information regarding the service, e.g., ’road accident’ and
284’accident on Road X’ etc. The basic non-functional attributes
285include 1) Service locationLðx; yÞ, i.e., longitude and latitude
286positions of the service and 2) Coverage Cov of the service
287defined using the maximum visible distance covered by the
288service, the direction of the service and the angular extent of
289a scene covered by the service.
290In the proposed scenario, the accident involves a single
291vehicle. Car A mounted the pavement and hit pedestrians
292at the intersection of Roads X and Y (Fig. 1). The aim is to
293reconstruct a visual summary of the accident scene. The visual
294summary is constructed by finding the available atomic
295services and forming a composite service. The proposed
296composite service is constructed using the functional and
Fig. 1. Motivation scenario - incidents.
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297 non-functional attributes of the atomic services. The visual
298 and textual summary captures the involved objects’ behaviour
299 leading to and after the specified event.
300 It is assumed that all available services are associatedwith
301 a two-dimensional geo-tagged location and time. All the available
302 services are indexed for locationLðx; yÞ of query q. Indexing is
303 achieved by considering their spatio-temporal features using
304 a 3D R-tree [4]. The search space is reduced by clustering and
305 selecting the spatio-temporally close and contextually related
306 services. The clustering is based on spatio-temporal features
307 and direction (i.e., the point of view from the camera loca-
308 tion) of the coverage. Spatio-temporal and directional clus-
309 tering helps to handle multiple queries of a similar nature.
310 Semantic context raised from each spatio-temporal service is
311 used for the selection of the contextually related services.
312 Semantic similarity is used to determine contextually related
313 services. Semantic similarity is based on the textual similarity
314 between semantic annotations of the services and the query
315 description. A vocabulary dictionary of domain experts is used
316 to assess the context-specific textual similarity. For example,
317 the dictionary includes the example behaviours like racing,
318 burnout and tailgating for a query related to erratic driving.
319 In addition, the dictionary also includes behaviour syno-
320 nyms, e.g., reckless and careless. We assess and select serv-
321 ices according to such spatio-temporal and contextual
322 relationships.
323 As shown in Fig. 2, at time t1, i.e., 13:20, two images (i.e.,
324 services) show that Car A was racing along Road X. Further,
325 at time t0 (i.e., 13:30) three services show that Car A made a
326 stop at the intersection and was seen driving erratically and
327 endangering the public. Pedestrians in danger, due to
328 erratic behaviour, are considered as interacting with the
329 object of interest, Car A. Two other services show that at the
330 intersection, Car A drove up north on Road Y, at 1:33 pm.
331 Following this at time t1 (i.e., 13:40) two services present
332 that Car A mounts the footpath along Road Y. Further, at
333 time t2 (i.e., 14:10) two services show that people are getting
334 treated by paramedics.
335 Eleven services are selected to reconstruct the car acci-
336 dent timeline. We compose the chosen services according to
337 their spatio-temporal and contextual relationships and com-
338 posability. Finally, we complete a composition, i.e., the
339 visual summary is created by forming a tapestry scene. The
340 tapestry is formulated by selecting the composable services
341covering the accident and placing images in the spatial grids fol-
342lowing the path of objects of interest. The composite service
343is a series of temporal tapestries in space, providing a visual
344summary of the spatio-temporal evolution of the event. The
345composition ascertains the uncertain parameters, like related
346events, their timeline, other objects involved and their interaction.
347For example, overspeeding on Road X is related to the acci-
348dent on the Road Y and pedestrians affected by this accident
349are also objects of interest. As shown in Fig. 2, the tapestry
350manifests the incident timeline, involved vehicle, and other
351related factors.
3524 MODEL FOR SOCIAL-SENSOR CLOUD SERVICES
353The main concepts related to the SocSen service include:
354Definition 1. Visual summary VisSum is defined as a set of 2D
355images covering the scene of an event. This observation is a tapes-
356try of context-relevant images in similar spatial and temporal
357dimensions. A VisSum gives users an accurate impression of
358what a particular scene looks like. An optimal VisSum captures
359the involved objects’ behaviour leading to and after the speci-
360fied event. An optimal VisSum is constructed by finding and
361selecting themost appropriate atomic services and forming a com-
362posite service. The proposed composite service is constructed
363based on appropriate composability parameters of spatio-temporal
364and textual similarity.
365Definition 2. Social-sensor SocSen is a camera device capturing
366an image shared on social media. A social-sensor provides infor-
367mation like camera GPS location, viewing direction and dis-
368tance, and time when the image was captured.
369Definition 3. Crowd-sourced social-sensor owner SocSenOwn
370is a user of the social media, who provides a service. A social-
371sensor owner provides contextual information about the service.
372The contextual information includes a textual description of an
373image specifying information related to a scene captured, e.g.,
374objects, places, and actions captured in the image.
375Definition 4. Social-sensor cloud SocSenCl is a social media
376platform hosting data from the social-sensors. A social-sensor
377cloud provides interaction information, i.e., the details and
378descriptions of relevant services. Such relevant services might
379cover objects interacting with objects of interest and details of
380their interactions. It is defined by:
381 Social-sensor cloud ID SocSenCl_id.
382 Sensor set SenSet = {SocSen_idi, 1im} represents a
383finite set of sensors SocSen that collects and hosts sen-
384sor data in the respective cloud.
385Table 1 illustrates a summary of all the notations used in
386this paper.
3874.1 Model for an Atomic Social-Sensor
388Cloud Service
389Atomic SocSen service Serv is defined by:
390 Serv_id is a unique ID of the service.
391 SocSenCl_id is the cloud ID where the service locates.
392 F is a set of functional attributes.
393 nF is a set of non-functional attributes.
Fig. 2. Motivation scenario - incident timeline.
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394 4.2 Functional Attributes of an Atomic
395 Social-Sensor Cloud Service
396 The functional attributes capture the behaviours described by
397 a service and form the baseline functionality of the atomic ser-
398 vice. The following are the minimal functional attributes asso-
399 ciatedwith an atomic service and their information sources:
400  Social-sensor device
401 – Shooting mode defines the nature of the service,
402 such as square, video, panorama, etc.
403  Social-sensor service owner
404 – Description D of the service provides additional
405 information regarding the service. It is assumed
406 that the service description includes complete
407 details of the service specifics related to the scene
408 captured, e.g., objects captured, and their relations.
409  Social-sensor cloud
410 – Tags T are objects of interest in the service anno-
411 tated by social media. It is assumed that the tags
412 describe the details of the objects of interests and
413 possible behaviours. Tags T provide the location
414 and focus of the image.
415 Description D and tags T together define the context Con
416 of the sensor.
417 4.3 Non-Functional Attributes of an Atomic
418 Social-Sensor Cloud Service
419 The non-functional attributes and sources of an atomic ser-
420 vice include:
421  Social-sensor device
422 – Time t is the time of the service at which the
423 image is taken. t can be either a single time-
424 stamp or a short interval of time (ts; te).
425 – Location L(x,y) is the location of the service
426 where x is the longitude and y is the latitude of
427 the service.
428– Coverage Cov of the service defines the extent to
429which the service covers the scene. Coverage Cov
430is defined by VisD, dir, and a, as shown in
431Fig. 4b. Where,
432
433Visible distance VisD is the maximum coverage distance.
434Direction dir is the orientation angle.
435Angle a is the angular extent of the scene covered.
436– Resolution Res is the minimum requirement of
437image resolution to be provided by the service.
438– Colour quality ColQ is the image’s definition,
439e.g., grey-scale.
440 Social-sensor service owner
441– Accessibility Acc indicates if the service is pub-
442licly available to a broader audience.
443– Permanence P indicates if the service description
444is altered or not.
445 Social-sensor cloud
446– Noise N is an obstruction in the image affecting
447the scene building as per user requirements. The
448SocSen service descriptions are used to detect
449noises. For example, ’pedestrians’ can be consid-
450ered as noises in coverage of vehicles on roads.
4515 SOCIAL-SENSOR CLOUD SERVICE TAPESTRY
452COMPOSITION APPROACH
453We propose an approach to filter, select and compose the best
454available SocSen services to form an event summary for
455scene analysis. The composition aims to address the queries
456that are ambiguous regarding objects of interest and spatio-
457temporal attributes. The query q is defined as q =
458< A; ts; te; d > , giving the region of interest, description
459and quality parameters of the required service(s). A query
460sample is provided in Section 3. Our approach aims to effi-
461ciently compose the available services that match users’
462requirements by selecting context relevant and composable
463services using functional and non-functional attributes. The
464steps to manage and enable smooth SocSen service compo-
465sition are depicted in Fig. 3. In the first step, we index all the
466available services using 3D R-tree [4] (Section 5.1). The sec-
467ond step is service clusters recommendation (Section 5.2). Then
TABLE 1
Summary of Notations
Notation Definition
VisSum Visual summary
SocSen Crowd-sourced social-sensor
SocSenOwn Crowd-sourced social-sensor owner
SocSenCl Social-sensor cloud
q User’s query
q.Rgn Query region fP < x; y > ; l; wg
Serv Atomic social-sensor cloud service
L(x,y) Serv’s geo-tagged location
t Time of the Serv or q
ts Serv’s start time
te Serv’s end time
Cov Visual coverage of the Serv
VisD The maximum visible coverage distance
of the Serv
dir
!
The visual direction of the Serv
a The angular extent of the scene covered
in the Serv
Con Contextual description of the Serv
D Descriptive information regarding the image
of the Serv
T Location and focus of the image of the Serv
Fig. 3. Social-sensor cloud service composition process.
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468 services are assessed for composability according to the pre-
469 defined relations (Section 5.3). Finally, we compose a tapestry
470 scene (Section 5.4).
471 There are two key assumptions. First, we assume that all
472 objects of interests and their behaviours are mentioned in the ser-
473 vice description (e.g., red car, erratic driving). Second, none of
474 the service coverage can wholly fit the contour of another. The
475 proposed technique forms a timeline of the queried event
476 by constructing a tapestry of multiple smaller tapestries.
477 5.1 Social-Sensor Cloud Service Indexing
478 We need an efficient approach to select relevant images (i.e.,
479 services), given a large number of images in social media.
480 Spatio-temporal indexing enables the fast discovery of serv-
481 ices. We index services considering their spatio-temporal
482 features using a 3DR-tree [4]. 3DR-tree [6] is a tree data struc-
483 ture which can be used as an efficient spatio-temporal index
484 to handle time and location-based queries. Time is consid-
485 ered as the third dimension in the 3D R-Tree. The leaf nodes
486 of the 3DR-tree represent serviceswhich are organised using
487 the minimum bounded region (MBR) that encloses the ser-
488 vice spatio-temporal region (Fig. 4a). It is assumed that all
489 available services are associated with a two-dimensional
490 geo-tagged location and time. The 3D R-tree efficiently
491 answers typical range queries for region R < A; ts; te > ,
492 e.g., ”select all services bounded by rectangular area A in
493 time ts to te”.
494 5.2 Social-Sensor Cloud Service Recommender
495 The SocSen services are diverse in their coverage of space,
496 time and content. Several problems are inherent to SocSen
497 services due to such wide occurrence and free nature of
498 social-sensors. Some of these problems include lack of contex-
499 tual similarity with required context, images only targeting sky or
500 ground, services with much noise. Such services are considered
501 as irrelevant to the query. Extracting relevant services is cru-
502 cial for composability assessment and composition of serv-
503 ices. The purpose of the service recommender is to select and
504 recommend a set of clusters of services for the composition by
505 assessing spatio-temporal proximity and contextual relevance
506 of the services. The contextually relevant spatio-temporal
507 clusters help to analyse the spatio-temporal evolution of an
508 event effectively. A key element in the design of a service rec-
509 ommender is defining similarity metrics to compare services.
510The service comparison strategy is based on themeta-data and
511semantic annotations of the images.
5125.2.1 Pre-Processing: Spatio-Temporal Clustering
513and Context Extraction
514The recommendation of relevant services process entails 1)
515spatio-temporal clustering, and 2) context extraction for each
516cluster. We propose to cluster SocSen services from spatio-
517temporal and directional perspectives. A high-performance
518NLP API, Retina,1 is used to extract the associated seman-
519tic context and keywords of each spatio-temporal cluster.
520Semantic similarities are based on the textual similarity
521between the semantic annotations of the service clusters and
522the query description. We explain the pre-processing steps
523as follows.
524Algorithm 1. Spatio-Temporal Service Clustering
525Input: 1) A set S of services - Each service has a spatio-temporal
526boundary and keywords. 2) Spatial distance threshold d. 3)
527Temporal distance threshold .
528Output: A set CST of spatio-temporally clustered services.
5291: C = 1 Cluster Counter
5302: for Each Servi 2 S do
5313: Insert Servi in 3D R-Tree
5324: for Each Servi 2 S do
5335: if TitleðServiÞ 6¼ undefined then Check if a service is in
534any cluster or not
5356: TitleðServiÞ = C Assign service to cluster
5367: Servj 2 CST :C CST :C is a spatio-temporal cluster
5378: Form GeoPatch ha; p; dir!; VisDi Form geographic spa-
538tial coverage with a direction and boundaries (Fig. 4b)
5399: S’ = Neighbours(Servi, d, )
54010: for Each Servj 2 S’ do
54111: ifDirectionðServi; Servj) = TRUE then
542(Fig. 4c)
54312: TitleðServjÞ = C
54413: Servj 2 CST :C
54514: S’ = S’ n Servj
54615: C = C + 1 Next cluster label
547Spatio-Temporal Clustering. Spatio-temporal clustering is a
548useful way to discover spatio-temporally and directionally
549relevant services efficiently. We propose to cluster SocSen
550services from spatio-temporal perspectives by considering
551the direction of the coverage. Clusters based on the van-
552tage point of coverage help in handling multiple queries of
553similar context or coverage. Spatio-temporal clustering
554boosts the performance of the next step, i.e., composability
555assessment.
556The following methodology is based on the coverage
557direction of the service and the distance between two serv-
558ices. The steps, as discussed in more details in Algorithm 1,
559are used to cluster SocSen services. The algorithm starts
560with an arbitrary service in the service set. The neighbourhood
561services of this service are extracted using a spatial distance
562d, temporal distance  and direction of the coverage
563(Fig. 4c). The directional relationships between the services
564depend upon the natural quadrants, i.e., North, South, East,
565and West. Two or more services are considered in a similar
Fig. 4. Illustration of service coverage,MBR, indexing and spatio-tempo-
ral clustering.
1. http://www.cortical.io/API.html
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566 direction when their directions from true north are consid-
567 ered in the same quadrant. If a service is in a new quadrant,
568 the service becomes the first service in the new cluster. The
569 algorithm then iteratively collects the neighbouring services
570 within a given distance from the core service. The process is
571 repeated until all the services have been processed. Neigh-
572 bouring services as determined by euclidean distance
DistsðServ1; Serv1Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1  x2Þ2 þ ðy1  y2Þ2
q
(1)
574
575
DisttðServ1; Serv1Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðt1  t2Þ2 þ ðt1  t2Þ2
q
: (2)
577
578
579 Context Extraction of Spatio-Temporal Clusters.We extract a
580 set of keywords CST:i:kw from the cluster’s services’ descrip-
581 tions and tags. It is assumed the social-sensor services’
582 descriptions and tags provide information related to places,
583 objects, buildings or behaviours captured in a service.
584 Therefore, extracting context information from all the serv-
585 ices available is essential. We categorised extracted keywords
586 into four categories, i.e., objects of interest, landmarks,
587 behaviours, and interacting objects. The service’s owner
588 provides service descriptions, including details of the ser-
589 vice specifics related to the scene captured, e.g., objects cap-
590 tured, and their relations. Tags provided by social-sensor
591 clouds are automatically generated and provide a realistic
592 context. However, information from a SocSen service’s
593 owner is considerately different from tags provided by a
594 social-sensor cloud. Information from a service’s owner is
595 mostly subjective and based on people’s personal experience.
596 We assume that data provided by the social-sensor cloud is
597 more trustworthy than the description provided by the serv-
598 ice’s owner.
599 Retina API is used to extract keywords and annotations
600 from service descriptions provided by service owners. Ret-
601 ina API parses the input text and numerically encodes the
602 meaning of the text as a semantic fingerprint. Snippets are
603 extracted based on their relation (i.e., semantic fingerprint)
604 to the context of the service description. These snippets
605 enable to extract keywords and annotations from text cor-
606 pora by determining the importance of each term in the
607 text. The context extraction process performs very accu-
608 rate word sense disambiguation to find out what the user
609 meant by each mentioned snippet. However, these snip-
610 pets and their context are subjective. The Retina API lets
611 us compare the meaning of terms on the semantic level.
612 The semantic fingerprint representation also extends to
613 representing the semantic content of texts in the same
614 space using the terms as the basic unit. This gives the abil-
615 ity to compare the semantic content of two pieces of texts
616 and extract the correct context as per service tags and
617 coverage.
618 Service keywords Serv.kw are determined by analysing
619 the overlap between the snippets from Serv.D and tags Serv.
620 T. The analysis is based on semantic similarity between
621 snippets and precedence of trustworthiness in a SocSen ser-
622 vice. If a word exists in both tags and keywords, it is
623 deemed as Serv.kw. The relationship between Serv.kw, tags
624 and description snippets can be explained as
Serv:kw 2
Serv:T
Serv:D if Serv:DðsnippetÞ  Serv:T
Serv:D if Serv:DðsnippetÞ ffi Cluster:kw
8<
: :
(3) 626
627
628We use Retina API for comparing the textual similarity
629between Serv.d and Serv.T. Retina parses the input text and
630numerically encodes the meaning of the two pieces of text
631as two semantic fingerprints. Further, it quantifies the
632meaning overlap between the two pieces of text as a per-
633centage, based on the number of overlapping points
634between the items to compare. A snippet from Serv.d is
635identified as a service keyword if the contextual similarity,
636i.e., the overlap between the snippet and the cluster key-
637words is more than a set threshold u. Serv.kw represents a
638set of words extracted from the service tags and description
639that are likely to describe the service. We call the set of kw
640as event keywords.
641CST:i:kw are determined by the frequency of the unique
642Serv.kw in each cluster. Each CST:i:kw is associated with its
643relative frequency in the cluster. The relative frequency of
644CST:i:kw is calculated as
freqrelðCST:i:kwÞ ¼ freqðCST:i:kwÞPn
i¼0 freqðCST:i:kwÞ
: (4)
646
647
648We compute a keyword score indicating how likely a
649keyword matches the query words, as shown in Table 2.
650The score indicates how contextually similar the cluster key-
651words are with the query keywords. The overall context of
652the cluster can be assessed by analysing the distribution,
653i.e., context relevance and relative frequency of the service
654keywords in each spatio-temporal cluster. The context of
655this cluster can be used to depict what is happening in the
656area. Table 2 depicts the possible keyword categories as per
657the motivation scenario. Retina API for text comparison is
658used to assess semantic similarity.
6595.2.2 Spatio-Temporal and Contextual Cluster
660Recommendation
661Contextual recommendation of the spatio-temporal service
662clusters around the location of the query is essential for the Soc-
663Sen service composition. The purpose of the service recom-
664mender is to filter and recommend the spatio-temporally
665similar neighbours for the composition by assessing contextual
TABLE 2
Cluster Keywords and Similarity Scores
AAMIR ET AL.: SOCIAL-SENSOR COMPOSITION FOR TAPESTRY SCENES 7
666 relevance between services and queries. The significant ele-
667 ments of the proposed service recommender are as follow.
668 1) Assessment and filtering of the relevant services from the
669 spatio-temporally and contextually relevant clusters. 2) Assess-
670 ment of the spatio-temporal service clusters that are temporally
671 close and follow similar semantic patterns. Algorithm 2 out-
672 lines the service recommendation process.
673 Spatio-Temporal and Contextual Service Filtering. Spatio-
674 temporal and contextual filtering of the clusters relevant to
675 the given query, within loose spatio-temporal bounds, is
676 required for an effective recommendation. We define a cube
677 shape region R using the user-defined rectangular event
678 area and the start and end time of the service, i.e., ts and te
679 for the effective area of the query q. The clusters outside this
680 region are assumed to have little probability of being rele-
681 vant to the query. Fig. 4a illustrates the query region and
682 the bounded region BR across time ts to te forming MBR.
683 The bounded region BR is formed by rounding up the query
684 region. Next, the semantic similarity between the clusters
685 and a query is assessed. Top n keywords of each cluster,
686 CSt:kw
n
0 , according to the relative frequency are used to
687 assess the semantic similarity between services in the clus-
688 ters and the query. LIN’s semantic similarity model [21] is
689 used to calculate the textual similarity between CSt:kw
n
0 and
690 a q:d. A cluster is identified as contextually relevant to the
691 query if the similarity between a q.d and cluster keywords is
692 more than a set threshold u. Next, the contextually irrele-
693 vant services from each spatio-temporally and contextually
694 relevant cluster are filtered out. Again, LIN’s model [21] is
695 used to assess contextually irrelevant services. u is used
696 again as a similarity threshold to assess the contextually
697 irrelevant services.
698 Temporal-Semantic Similarity. Temporally and semanti-
699 cally similar spatio-temporal services clusters are used to
700 represent an event’s activity pattern (Fig. 5). This activity pat-
701 tern depicts the spatio-temporal evolution of the event. This
702 approach leverages temporal information as a complemen-
703 tary source to detect semantic relatedness and computes a
704 refined metric of semantic relatedness. This approach is
705 based on associating each cluster keyword set with a
706 weighted frequency of similarity. The weighted frequency of
707 similarity Ssim is based on their unified occurrence and cal-
708 culated as
SsimðCST :x; CST :yÞ ¼ j freqðCST :x½kw \ CST :y½kwÞ
freqðCST :x½kw þ CST :y½kwÞ j:
(5)
710
711
712Next, the temporal dynamics for each context is extracted
713to quantify context occurrence for each period (e.g., within
7145 min of the desired time-stamp) to build its time series.
715Finally, each context’s time series is scaled according to the
716context’s original weight from Retina engine.
717Welch’s t-test is applied to compute the similarity in terms
718of time. Welch’s t-test dynamically assesses time associated
719with two clusters for similarity measure based on the char-
720acteristics of services. Welch’s t-test is defined as
TsimðCST :x; CST :yÞ ¼ x1  x2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
1
N1
þ s
2
2
N2
r : (6)
722
723Where, x1, s
2
1 and N1, and x2, s
2
2 and N2 are sample mean,
724sample variance and sample size of two clusters, respec-
725tively. Welch’s t-test is applied to compare activity distribu-
726tions in terms of time for every two clusters.
727The temporal-semantic relation between clusters is
RelationðCST :x; CST :yÞ ¼
SsimðCST :x;CST :yÞ
jTsimðCST :x;CST :yÞj
0 if limSsim!0
0 if limTsim!1
8<
: : (7)
729
730Where, 1 is considered the maximum temporal-semantic
731similarity, and 0 is considered as no temporal-semantic simi-
732larity. For example, TsimðCST :2; CST :3Þ = 3330ffiffiffiffiffiffi1
2þ13
p = 3.61, as calcu-
733lated through Welch’s t-test. The keyword overlap for CST :2
and CST :3 is 3 out of 5 keywords. Relation
ðCST :2; CST :3Þ ¼ 3j3:61j ¼ 0:83. Therefore, it can be stated that
they have a high temporal-semantic similarity. The temporal-
semantic similarity is lower for the clusters CST :1 and CST :2.
734TsimðCST :1; CST :2Þ = 2033ffiffiffiffiffiffi1
2þ12
p = 13. The keyword overlap is 2 out
735of 5 keywords.RelationðCST :1; CST :2Þ ¼ 2j13j ¼ 0:15.
736Algorithm 2. Service Recommendation
737Input: 1) A set S of CST - Spatio-temporally clustered services.
7382) A query q < RðA; ts; teÞ; d > . 3) A time period ðt1; t2Þ for the
739maximum search of related events.
740Output: 1) A set S0 of CSTC - Spatio-temporally and contextu-
741ally relevant clusters. 2) A set Sþ of CSTC - Temporal and con-
742textual relevant clusters.
7431: for Each CST 2 S do Select spatio-temporally and contextu-
744ally relevant clusters
7452: if (CST \ R) ^ ((CST :kwn0  q:d) 	 u) then
7463: CST 2 S0
7474: for Each CST 2 S’ do Filter out contextually irrelevant serv-
748ices from clusters
7495: for Each (Servi 2 CST:i) do
7506: if (Servi:kw  q:d)  u then
7517: CST:i = CST:i n Servi
7528: CST:i:kw = CST:i:kw n Servi:kw
7539: for Each CSTC:i 2 S’ do Extract temporal-semantic similar
754clusters
75510: S” = Neighbours(CSTC:i, ðt1; t2Þ)
75611: for Each CSTC:j 2 S” do
75712: if CSTC:j:kw
n
0  CSTC:i:kw) 	 u then
75813: CSTC:j 2 Sþ Temporal-semantic similar clusters
Fig. 5. Temporal-semantic similarity.
8 IEEE TRANSACTIONS ON SERVICES COMPUTING
759 5.3 Social-Sensor Cloud Service Composability
760 We propose a spatio-temporal composability model for Soc-
761 Sen services. Spatio-temporal and contextual composability
762 of two or more SocSen services can be defined in terms of
763 three instances:
764  Two or more services are composable if these serv-
765 ices are spatio-temporally composable and contextu-
766 ally relevant.
767  Two or more services are composable if these services
768 are temporally composable and contextually relevant.
769 In such cases, services might be located outside the
770 region of interest but still capture a scene inside.
771  Two or more services are composable if these serv-
772 ices are spatially composable and contextually rele-
773 vant. In such cases, services are available either
774 before or after the required period. Therefore, these
775 services might not directly capture the event in the
776 defined period but help in building the scene for the
777 cause and effect of the event.
778 5.3.1 Temporal Composability
779 Temporal composability, i.e., Compt, of two or more SocSen
780 services, defines the temporal relationship between the serv-
781 ices. These temporal relationships are defined by services’
782 time stamp T or time interval defined by start time Ts and end
783 time Te. The time T is the timestamp of the service when a
784 stand-alone image is taken. Start time Ts and end time Te
785 define the interval (Ts; Te) of the service for short video format
786 pictures (e.g., gif). Based on the above description, the follow-
787 ing rules for temporal composability are defined.
788 Let Serv1 and Serv2 be two services, then the expression
789 A oper B represents all the temporal relationships between
790 the two services, where oper 2 f> ; < ;¼g. Serv1 and Serv2
791 are composable if:
792  Serv1 and Serv2 touch temporal boundaries. This
793 encompasses: 1) meet, i.e., Serv1:Te ¼ Serv2:Ts, 2)
794 start together, i.e., Serv1:Ts ¼ Serv2:Ts and 3) end
795 together, i.e., Serv1:Te ¼ Serv2:Te,
796  Serv1 fully overlaps Serv2, e.g., ðServ1:Ts > Serv2:
797 TsÞ AND ðServ1:Te < Serv2:TeÞ,
798  Serv1 partially overlaps Serv2, e.g., ðServ1:Ts <
799 Serv2:TsÞ AND ðServ1:Te < Serv2:TeÞ AND ðServ1:
800 Te > Serv2:TsÞ,
801  Serv1 and Serv2 are equal, e.g., ðServ1:Ts ¼ Serv2:TsÞ
802 AND ðServ1:Te ¼ Serv2:TeÞ:, or
803  Serv1 and Serv2 have the minimum temporal dis-
804 tance between them. This encompasses Serv1:Te =
805 Serv2:Ts þ L, where L is the maximum allowed dif-
806 ference in time.
807 Euclidean distance is used as a distance function for the
808 time difference between the two services (Equation (2)).
809 5.3.2 Spatial Composability
810 Another aspect of composition concerns spatial relation-
811 ships between two or more services. The spatial compos-
812 ability of two or more services Comps is defined by:
813  The directional relationships between the services,
814 e.g., North, South and South-East, etc. Two or more
815services are considered topologically composable
816when their directions from true North are consid-
817ered in the same quadrant of the 4-quadrant general
818directional model, and
819 The distance between the services, e.g., the shortest
820distance between the two services.
821Let Serv1 and Serv2 be two service. Serv1 and Serv2 are
822composable if:
823 Serv1 and Serv2 touch spatial boundaries. This
824encompasses: 1) Overlap in space, or 2) Have the
825minimum spatial distance between them, i.e., close
826in geo-locations. This encompasses Serv1:L ¼ Serv2:
827L
 D, where D is the maximum allowed difference
828in geo-locations. euclidean distance is used as the
829distance function for the two services Serv1 and
830Serv2 (Equation (1)). And
831 Serv1 and Serv2 share the vantage point, i.e., Serv1
832and Serv2 lie in the same geometric quadrant, and
833are spatially close. This encompasses ðServ1:Covða;dirÞ
834ffi Serv2:Covða;dirÞÞ, i.e., similar in coverage.
835The pictorial representation of the spatial composability
836relation is shown in Table 3.
8375.3.3 Composability Assessment
838All services within a cluster are considered composable
839because they share the same vantage point and minimum
840spatial distance. In addition, two clusters are considered
841composable if any two services from both the clusters are com-
842posable. Therefore, spatial and temporal composability of the
843services from the different clusters is required to assess the
844composability relations between the clusters. Temporal
845composability (i.e., ComposabilityT ) between two services
846is the temporal overlap (i.e., OverlapT ) of the services. It is
847assessed as
OverlapT ðServ1; Serv2Þ ¼ DisttðServ1; Serv1Þ
L
: (8)
849
850
851Where, OverlapT ðServ1; Serv2Þ ¼ 1 is considered as the
852maximum acceptable temporal overlap for the temporal
853composability.
854Spatial composability (i.e., ComposabilityS) between the
855services is a qualitative relationship. We assess the compos-
856ability using the spatial overlap (i.e., OverlapS), positioning
857distance and direction of the services. Spatial overlap helps
858to assess the coverage overlap of the service
TABLE 3
Spatial Composability
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OverlapSðServ1; Serv2Þ ¼ 1
2
j ðServ1:VisD2  Serv1:a
 Serv2:VisD2  Serv2:a j :
(9)860
861
862 Where, OverlapSðServ1; Serv2Þ ¼ 0 depicts the maximum
863 coverage area overlap
Overlap
dir
!ðServ1; Serv2Þ ¼ jServ1:dir! Serv2:dir!j :
(10)865
866
867 Where, Serv1:dir
!
and Serv2:dir
!
are direction angles of
868 Serv1 and Serv2 respectively. The maximum acceptable dis-
869 tance overlap for composability is D. # is the maximum
870 acceptable direction overlap for dir
!
. Therefore, services are
871 considered spatio-temporally overlapped if the difference
872 between distance and direction of both services is below the
873 threshold. ComposabilitySðServ1; Serv2Þ is depicted as
ComposabilitySðServ1; Serv2Þ
¼ 1 if 0 < DisttðServ1;Serv1ÞD  1 ^
Overlap
dir
!ðServ1; Serv2Þ < #o
¼ 0 if OverlapSðServ1; Serv2Þ ¼ 0 ^
DisttðServ1; Serv1Þ ¼ 0 ^
Overlap
dir
!ðServ1; Serv2Þ ¼ 0o
8>>>><
>>>>:
:
(11)
875
876
877 Spatio-temporal composability, ComposabilityST ðServ1;
878 Serv2Þ, is based on the time of the services, their proximity
879 in space and the contextual similarity between service key-
880 words (i.e., Serv1:kw  Serv1:kw). Composability is assessed
881 on the basis of relations described at the beginning of the
882 section. These relations are depicted as
ComposabilityST ðServ1; Serv2Þ ¼ 1
if ComposabilityS ¼ 1
^ ComposabilityT ¼ 1
if ComposabilityS ¼ 1
^ ðServ1:kw  Serv1:kwÞ > u
if ComposabilityT ¼ 1
^ ðServ1:kw  Serv1:kwÞ > u
8>>>><
>>>>:
:
(12)
884
885
8865.4 Social-Sensor Cloud Service Composition
887for Tapestry Scenes
888The composition is handled as sewing a tapestry to form the
889scene. We start with the central piece, concerning space and
890time, and build a tapestry around it. The build-up is based
891on selecting the most composable services from the set of
892recommended services. The tapestry scene covers the visual
893summary of the whole queried scene, i.e., all objects of inter-
894est and their context. The final composition ascertains the
895uncertain parameters like all events relevant to the user’s query
896and previously undiscovered objects of interests involved. More-
897over, keywords describing smaller events, objects of inter-
898ests and related contexts are also generated.
899The proposed solution forms a tapestry of multiple
900scenes, forming a timeline of the queried event. The serv-
901ices’ coverage does not fit wholly with the contour of each
902other because of the dissimilar and divergent nature of the
903services’ coverage. In the proposed composition approach
904(Algorithm 3), we first spatially grid the query area into four
905natural cartesian plane quadrants using the query location
906as a central reference. Next, the recommended cluster that
907is closest to the query area is picked and placed in the gridded
908query area. Further, neighbour clusters are picked, and com-
909posable services are patched together according to their
910proximity in the cartesian plane. Fig. 6a depicts a 3D por-
911trayal of the SocSen service composition. Fig. 6b depicts the
912SocSen service composition in a 2D plane along the queried
913period. The process of selecting and joining the services con-
914tinues until all composable services are patched to provide
915the maximum available coverage. This process forms a 2D
916portrayal of the required composite service as a tapestry
917scene. Spatial and temporal gaps in the final output are
918expected, depending upon the services available in the que-
919ried area and time interval. The final 2D rendition of the
920composite service is a series of spatial tapestries ordered by
921time, providing a timeline of the visual summary of the
922event. Fig. 7 depicts the visualisation of the finalised tapes-
923try scene.
924Algorithm 3. Service Composition for Tapestry Scenes
925Input: A set S of CSTC - Spatio-temporal and contextual
926composable clusters.
927Output: 1) A set S of Ccomp - Service composition portrayal in
9282D. 2) A composed service Servcomp - Event timeline portrayal
929of the tapestry scene.
9301: for Each CSTC:i 2 S do
9312: for Each Servj 2 CSTC:i do
9323: Stitch GeoPatch(Servj) Stitch Servj to Geo-
933Patch (Algorithm 1 Step 8) by joining spatially to the
934patch
9354: S = S [ Ccomp:i S is a set of clusters composed as a
936service
9375: Servcomp = SorttðSÞ Sort all clusters in a temporal order
Fig. 6. Service composition portrayals.
Fig. 7. Event timeline portrayal of a tapestry scene.
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938 6 EXPERIMENT AND EVALUATION
939 A set of experiments is conducted to evaluate and analyse
940 the contribution of our proposed approach.
941 6.1 Experimental Setup
942 To the best of our knowledge, there is no available real spatio-
943 temporal service test case to evaluate our approach. Therefore,
944 we focus on evaluating the proposed approach using a self-
945 collected real dataset. The dataset is a collection of 10,000
946 user-uploaded images from January 2016 to July 2019, in the
947 city of Melbourne, Australia. The images are downloaded
948 frommultiple social media websites, e.g., flicker, twitter, goo-
949 gle+. We retrieve and download the images related to differ-
950 ent keywords, in different locations and time windows. The
951 query words can be found in the “Event Theme” column in
952 Table 7. These retrieved images are spatially overlapped in
953 nature. We use their geo-tagged locations, the time when an
954 image was captured, posted descriptions and tags to create
955 the SocSen services for the images. Further, camera direction
956 dir
!
, maximum visible distance of the image VisD and view-
957 able angle a are used to model the non-functional attribute
958 Cov. Quality features, e.g., resolution, are abstracted as the
959 other non-functional attributes. The user of the service can
960 adjust the thresholds of theQoS parameters.
961 All the experiments are implemented in Java and Mat-
962 lab. All the experiments are conducted on a Windows 7
963 desktop with a 2.40 GHz Intel Core i5 processor and 8 GB
964 RAM. We conduct the experiment based on seven different
965 event-oriented queries based on the real events in our dataset.
966 The basic features of the queries are briefly introduced in
967 Table 7. The example of a detailed user query can be found
968 in Section 3. We have performed two sets of experiments,
969 respectively, for configuration and evaluation. First, we
970 tune the parameters of the proposed approach to obtain
971 better performance (Section 6.2). Next, we evaluate the
972 proposed approach by comparing its performance with
973 several existing approaches from the perspectives of effec-
974 tiveness and scalability (Section 6.3).
975 6.2 Parameter Tuning
976 We need to properly configure the parameters in the algo-
977 rithms for better performance of the proposed approach.
978 The process of parameter configuration entails:
979 6.2.1 Configuration of the Cluster’s Spatial Distance d,
980 and the Temporal Distance 
981 Appropriate configurations of spatial distance d and tempo-
982 ral distance  help to run the service clustering algorithm
983efficiently. If d is low, clusters might not be able to capture
984relevant services. If d is high, clusters may contain many
985irrelevant services. Similarly, an inappropriate configura-
986tion of the time period  results in clustering of services that
987are not contextually relevant but share the same spatial
988bounds. For example, two separate accidents occurred at
989the same road intersection are clustered together if  is too
990high. Therefore, a trade-off is needed.
991We assess the effect of different values of d on the relevance
992of services within service clusters for all the seven queries. As
993an example, we present the results of two different queries.
994The first query has an initial area of 100 m2 in the city centre (
995Table 7 - Query 1). The second query has an initial area of
996250 m2 in the suburban area (Table 7 - Query 7).
997We test 6 different values of d. We select three clusters
998closest to the central point of the query for each d. We assess
999the relevance of the services in each cluster to the query.
1000The results depict that d impacts differently for the different
1001types of spatial areas (Tables 4 and 5). In the first query
1002(Table 4), d = 20 gives the highest relevance. That is, the
1003services within 20 meter are considered to be in the same
1004clusters for the congested city centre area. The most appro-
1005priate distance d is found to be 80 meters for the second
1006query because the event density is low in the suburban
1007areas (Table 5). Therefore, it is concluded that d varies upon
1008the service and event density in the spatial area. Similar to
1009d,  can be varied based on the timespan of available images
1010and videos. However, we do not have opportunities to tes-
1011tify the impact of  as we only use images in this experiment.
1012 is set to a single timestamp. The clusters are created based
1013on each single timestamp.
10146.2.2 Configuration of the Composability Thresholds D,
1015# and L for Service Composition
1016It is essential to properly select the composability thresholds
1017enabling higher accuracy of the composition. Appropriate
1018configurations of spatial distance threshold D, direction
1019angle threshold # and temporal distance L assist to select
1020spatio-temporally and contextually composable clusters effi-
1021ciently. All the services within a cluster are considered com-
1022posable since they share the same vantage point and the
1023minimum spatial distance (Section 5.3.3). Therefore, we
1024use each cluster’s appropriate spatial distance d (obtained in
1025Section 6.2.1) as ComposabilityS’s appropriate distance
1026threshold D to maintain the uniform composability rules. We
1027ignore the impact of # as it purely relies on sparsity of images.
1028Properly configuring L results in composing the services
1029that are not close to each other in space but might share the
1030same context. For instance, two accidents that occur in
TABLE 4
Relevance @ d for Query 1
d Cluster 1 Cluster2 Cluster3 Average
20 0.3750 0.8333 0.4444l 0.5509
40 0.3333 0.3684 0.2222 0.3080
60 0.4286 0.2581 0.0800 0.2555
70 0.2182 0.0127 0.0114 0.0807
80 0.1600 0.0000 0.0000 0.0533
90 0.1364 0.0000 0.0102 0.0489
TABLE 5
Relevance @ d for Query 7
d Cluster 1 Cluster 2 Cluster 3 Average
20 0.3333 0.4000 0.5556 0.4296
40 0.3913 0.9091 0.1111 0.4705
60 0.4839 0.5357 0.3200 0.4465
70 0.6000 0.5536 0.7624 0.6386
80 0.6515 0.7500 0.8061 0.7359
90 0.4944 0.5000 0.7025 0.5656
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1031 different locations and close time periods might be related to
1032 each other in context. Therefore, the tempo-contextual rela-
1033 tion between spatio-temporally and contextually relevant
1034 clusters is used as composability definingmetric.
1035 We analyse the appropriate thresholds for L to get better
1036 event coverage for the queries. We analyse two different
1037 types of queries, i.e., isolated events versus chained events. We
1038 assess the effect of different values of L on composing the
1039 clusters into a single service for each query. As an example,
1040 we present the results of three different queries. The first
1041 query is about a single accident (i.e., overspeeding of a red
1042 car at Road X). This accident has temporal-semantic relation
1043 with another isolated accident, i.e., the accident of a red car
1044 on Road Y (Fig. 5). The second query is an isolated event,
1045 capturing a tram accident (Fig. 8). The third query is also an
1046 isolated accident (i.e., a gas explosion). However, the user
1047 of the query intends to capture the complete after-effects of
1048 the accident (Fig. 9).
1049 We test 6 different values of L for each query. We assess
1050 the number of the relevant clusters in each time period. The
1051 result (Table 6) indicates that L relies on the query types.
1052 For example, services within close time proximity are
1053 enough for completing the visual summary of the scene,
1054 when composing for an isolated event. The experimental
1055 results (Query 2 and 3) show that 15 minutes time period
1056 can provide an appropriate visual summary of the tapestry
1057 scene for isolated events. The number of the clusters rele-
1058 vant to the queried isolated events remains constant for
1059 L > 15. Therefore, it is concluded that L is set as 15 minutes
1060 for isolated events. However, a different L is required for an
1061 event made up of several smaller events in different spatial
1062 locations, e.g., Query 1. For chained events, it would be bet-
1063 ter set L either by domain experts as per the queried
1064 domain or by users of queries. In addition, L might need
1065adjustments depending on the context needed to be covered
1066as per a user query (e.g., Query 3). Table 7 depicts the
1067appropriate composability thresholds for each query in our
1068experiments.
10696.2.3 Configuration of the Semantic Relatedness
1070Threshold u for Service Selection
1071We aim to configure the appropriate value of u for service
1072selection. The evaluation is conducted in terms of accuracy
1073and relevance of selected services for different semantic simi-
1074larity thresholds. We conduct the experiment with different
1075contextual semantic similarity thresholds u (Section 5.2.1),
1076(i.e., 0.25, 0.5, 0.75 and 1.0). The result (Table 8) shows that if
1077the similarity threshold decreases, the number of the rele-
1078vant services that are successfully selected (i.e., accuracy)
1079increases, but the number of selected services that are rele-
1080vant to the query (i.e., relevance) decreases. In contrast, the
1081relevance increases if the similarity threshold is increased.
1082However, the accuracy decreases simultaneously. There-
1083fore, the similarity threshold u is set to 0.5 based on the high-
1084est harmonic mean.
10856.3 Evaluation
1086The experiments aim to evaluate the proposed approach
1087from three perspectives. First, we evaluate the accuracy and
1088relevance in spatio-temporal and contextual coverage
1089according to the query requirements. Second, we analyse
1090and evaluate the scalability of the proposed approach over
Fig. 8. Event timeline for Query 2.
Fig. 9. Event timeline for Query 3.
TABLE 6
Relevant Clusters @ L
L Query :1 Query 2 Query 3
5 2 3 2
10 3 4 2
15 5 4 2
20 5 4 2
25 5 4 2
30 5 5 3
TABLE 7
Configured Parameters for the Queries
TABLE 8
Configuration of the Semantic Relatedness Threshold u
u Accuracy Relevance Harmonic Mean
0.25 80% 65% 72%
0.50 69% 77% 73%
0.75 55% 77% 64%
1.00 51% 88% 64%
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1091 time and space. Third, we conduct an online survey to find
1092 out human perception towards the output quality of the
1093 proposed approach.
1094 6.3.1 Accuracy and Relevance of Service Composition
1095 The first set of experiments assesses the accuracy and rele-
1096 vance of composition. The accuracy of composition is
1097 assessed by the ratio of the successfully retrieved services to the
1098 services relevant to the query. The relevance of the composi-
1099 tion is calculated as a fraction of the successfully retrieved rele-
1100 vant services to the services relevant to the query. The harmonic
1101 mean of accuracy and relevance is used to assesses the best
1102 available solution.
1103 We compare the proposed composition approach with
1104 four existing approaches for evaluation. The existing appro-
1105 aches include 1) classic image processing technique of Scale-
1106 Invariant Feature Transform [16] (abbreviated as SIFT), 2)
1107 enhanced image processing technique using KAZE fea-
1108 tures [31] (abbreviated as KAZE), 3) Image analytic based on
1109 Google Cloud Vision API2 (abbreviated as GCV) and 4) The
1110 selection based composition approach [5] (abbreviated as the
1111 selection approach). SIFT and KAZE are both implemented by
1112 similarity analysis. Theirmajor differences lie in targeted fea-
1113 tures and matching algorithms. We use a 360 degree struc-
1114 tured image dataset I from Google Map Street View of the
1115 area of interest for each query. The similarity analysis is per-
1116 formed by individually comparing the key point feature vec-
1117 tors of the images in I and the experiment dataset, and
1118 finding candidate matching features based on euclidean dis-
1119 tance of their feature vectors. The percentage of the matched
1120 keypoints are calculated, i.e., the number of matching key-
1121 points (Number of mKP) divided by the total number of key-
1122 points (Total number of KP) for each image to condense the
1123 matching keypoints into a scalar quantity [16], [31]. Images
1124 are measured as similar if the percentage of similarity is
1125 above 80 percent. GCV is implemented by extracting the top
1126 five image labels and web entities. The relevance of the
1127 images is calculated from tags and entities with a similarity
1128 score above 0.5. We calculate the percentage of true positives
1129 to evaluate the accuracy and relevance of the service compo-
1130 sition. GCV utilizes powerful pre-trained machine learning
1131 models through REST and RPC APIs. GCV API assigns
1132 labels to images and quickly classifies them into millions of
1133 predefined categories. Relevant images are selected based on
1134 the objects and spatiao-temporal metadata detected from
1135 similar images available over the Internet. Finally, we com-
1136 pare the composition performance of the approaches with
1137 our previous selection approach [5].
1138The result depicts that the proposed approach shows sig-
1139nificantly better performance than GCV, KAZE and SIFT. We
1140observe that approximately 69 percent of services in the com-
1141positions are accurately categorised. The 31 percent error rate
1142is reasonable due to the noises in the images. The proposed
1143approach considers spatio-temporal parameters in addition
1144to the service context. In contrast, GCV concentrates on the
1145content of images and KAZE and SIFT focus on the visual fea-
1146tures of the locations captured in the service. SIFT disregards
1147the temporal and contextual bounds. Next, we assess the com-
1148position by analysing relevance (Table 9). The average rele-
1149vance is 80 percent for the proposed approach and 79 percent
1150for GCV. The performance of the selection approach is close
1151to the proposed approach because both the approaches rely
1152heavily on the context of the services and their relevance to
1153the queries. The proposed approach shows the highest har-
1154monic mean (Table 9). Therefore, it is concluded that the pro-
1155posed approach outperforms the existing approaches on
1156accuracy and relevance.
11576.3.2 Scalability of Composite Services
1158The composition scalability indicates whether the proposed
1159approach is feasible for larger compositions in terms of
1160higher numbers of services available. As the number of
1161services increases, the complexity of the proposed approach
1162increases. Therefore, it is also important to evaluate the scal-
1163ability in terms of the execution time of the composition
1164with different sets of spatial parameters.
1165Two sets of experiments are conducted. First, we evalu-
1166ate the performance of the proposed approach in terms of
1167the composition effectiveness by expanding the query area.
1168We evaluate the relevance and accuracy of the proposed
1169approach and GCV on different query areas. SIFT and
1170KAZE are not included in this experiment because they
1171base on visual features of landmarks rather than spatial
1172areas and locations of services. We assess how relevance
1173and accuracy vary with 50, 100, 150 and 200 percent of the
1174bounded region BR of a query. The number of services
1175available also increases with the expansion of BR. The result
1176indicates that the proposed approach produces higher accu-
1177racy in the composition. The result (Fig. 10) shows the
1178impact of the BR on the accuracy and relevance of service
TABLE 9
Composition Performance Comparison
Approach Accuracy Relevance Harmonic Mean
Proposed Approach 69% 80% 74%
GCV 28% 79% 42%
SIFT 29% 39% 34%
KAZE 35% 56% 43%
Selection Approach 65% 73% 69%
Fig. 10. Impact of the bounded region BR on accuracy and relevance.
2. https://cloud.google.com/vision/, 2017 release
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1179 composition. The result indicates that the proposed approach
1180 gives better results for smaller BR because the proposed
1181 approach focuses on event-based service selection using
1182 spatio-temporal parameters and service context. In contrast,
1183 GCV focuses on the content in the images rather than pin-
1184 pointing the exact locations in the required time frame. The
1185 accuracy of the selected services in the composition is also
1186 higher for larger BR because the proposed approach is tempo-
1187 rally and contextuallymore sensitive. Therefore, the proposed
1188 approach can ignore the noise services as the number of serv-
1189 ices increase, whereas GCV does not consider the increase
1190 in noise due to temporal bounds. Moreover, the accuracy
1191 of the selected services in the composition increases as the
1192 BR increases.
1193 After a specific variation, for example, 150 percent of the
1194 BR for the proposed approach, the accuracy rate becomes
1195 stable (Fig. 10). Whereas, GCV returns slightly higher rele-
1196 vance for the similar number of the selected relevant serv-
1197 ices (Fig. 10). As the area increases, the proposed approach
1198 retrieves almost the same number of relevant services of
1199 GCV. The result also concludes that loosening the spatial
1200 constraint results in similar results.
1201 Next, we evaluate the scalability in terms of the impact of
1202 the number of services on the execution time of the composi-
1203 tion. We investigate how the execution time varies with
1204 different numbers of services. This experiment depicts a
1205 comparison of execution time between three types of
1206 approaches: 1) SIFT, 2) GCV, and 3) the proposed approach.
1207 Given the set of 7 queries with different service densities in
1208 the query area, we calculate the average execution time. The
1209 number of services varies between 380 to 980, with different
1210 density within the query area. Fig. 11 shows the execution
1211 time of the three algorithms at different numbers of services.
1212 The result shows that the proposed composition outper-
1213 forms GCV and SIFT in terms of execution time (i.e., for
1214 around 500 services, the processing time is 30 ms versus
1215 3,000 ms versus 4,000 ms). It is observed that the proposed
1216 approach takes a similar computation time, regardless of
1217 the number of services. This is because the non-relevant
1218 spatio-temporal services are filtered out in the initial steps,
1219 and a limited number of services require textual processing.
1220 The slight fluctuation shows the relative stability of the pro-
1221 posed approach.
12226.3.3 Human Perception Analysis
1223of Composite Services
1224We conduct a real-world user survey to analyze users’ per-
1225ception of the performance of the proposed approach.
1226We use MTurks3 to generate an online survey. This survey
1227is to assess which candidate approach provides the best
1228visual summary for the seven event queries (Table 7). For
1229all the queries we get the resultant visual summary from
1230the five candidate approaches 1) SIFT, 2) KAZE, 3) GCV, 4)
1231the selection approach, and 5) the proposed approach. The
1232resultant output from these five approaches is evaluated by
12331,100 MTurk users.
1234The result (Table 10) shows that 56 percent of users
1235believe that the proposed solution provides the best visual
1236summary of the image, i.e., the proposed approach can bet-
1237ter capture and describe the queried events than the other
1238approaches. The additional information regarding the loca-
1239tion and timeline of the queried events provisioned in the
1240product of the proposed approach is believed to be the
1241main reason for users’ high selection rate.
12427 CONCLUSION
1243This paper proposes a SocSen service composition approach
1244based on spatio-temporal and contextual proximity. The
1245proposed approach leverages crowdsourced social media
1246images to reconstruct tapestry scenes and provide related
1247information for scene analysis. The major contribution is to
1248deliver a unique SocSen service clustering and recommen-
1249dation approach that considers 1) temporal-semantic rele-
1250vance of the services to a queried scene, 2) spatio-temporal
1251evolution of a scene, and 3) direction-oriented spatio-
1252temporal composition to form a tapestry scene. We con-
1253ducted experiments to evaluate the performance of the pro-
1254posed approach for accurate and effective composition.
1255In the future, we plan to focus on the specific spatial
1256aspects (i.e., angle and direction) of SocSen service composi-
1257tion and conducting experiments on social media video
1258clips. In addition, we plan to improve the smoothness of
1259tapestry scenes by metricizing the overlaps and coverage of
1260the SocSen services in a composition.
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Fig. 11. Impact of the number of services on execution time.
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Human Perception Comparison
Approach SIFT KAZE GCV Selection Proposed
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