Prediction of laminar-turbulent transition is a key factor in the design of the heat shield of vehicles (re-)entering a planetary atmosphere. To investigate the transition by means of numerical simulation, accurate and efficient computational methods are necessary. Here, the compressible Navier-Stokes equations are solved for a gas where properties such as specific heat, thermal conductivity, viscosity, and specific gas constant depend on one or two thermodynamic variables. Our approach models a mixture of perfect gases in local thermodynamic equilibrium. The gas properties are provided either by means of direct calls to a library based on statistical mechanics and kinetic theory or indirectly in the form of look-up tables. In the first part of the paper, our method of handling a high-temperature gas in thermochemical equilibrium is described and verified. In the second part, the method is applied to the investigation of linear and non-linear boundary-layer instability. We carry out numerical simulations for a laminar flat-plate boundary layer at Mach 10 with a small, convectively amplified perturbation for both Earth and Martian atmospheres. Amplification of the perturbations shows favorable agreement with results obtained from linear theory. The secondary instability of the boundary layer in the presence of a largeamplitude two-dimensional wave is investigated. We observe that the non-linear mechanism of fundamental resonance becomes active and leads to a strong increase in amplification of threedimensional disturbance waves.
I. INTRODUCTION
The accurate prediction of the location of laminar-turbulent transition is a critical step in the design of hypersonic flight vehicles. Consider the computation of the heat load on the surface of vehicles cruising in, or (re-)entering, a planetary atmosphere. As turbulent flow induces a much higher load in comparison to laminar flow, 1 the prediction of the transition location is a key factor in designing the thermal protection system.
Studies of laminar-turbulent transition with a focus on high-temperature gas effects have mostly been based on experiments 11, 14 or linear theories. 15, 17, 24, 35 Theoretical approaches rely on numerical simulations in that they require a preceding computation of a steady-state flow, for which a number of numerical methods exist. In the following, we will give an introduction to high-temperature gas effects in hypersonic flow (Sec. I A), followed by a description of available numerical methods to handle these effects within simulation codes (Sec. I B). We will then summarize previous studies of boundary-layer instability and laminar-turbulent transition for hypersonic flows with high-temperature gas effects (Sec. I C), before we provide an overview of the content of the paper (Sec. I D).
A. The effect of high temperature on the hypersonic flow around a vehicle
The temperature in the boundary layer on the surface of a vehicle in flight at hypersonic speeds may be very high. For such a high temperature, the thermodynamic and transport properties, such as the gas specific heat and viscosity, are a function of temperature, and eventually for even higher temperature, one might observe a dependence on both temperature and pressure owing to chemical reactions and barodiffusion in the gas mixture. 1 The dissociating gas is in local thermodynamic equilibrium only if the characteristic time based on the flow velocity is large compared to all chemical reaction and thermal relaxation characteristic times. For a gas in chemical equilibrium, its composition is computed from two variables describing the thermodynamic state, such as, for instance, the density and internal energy. The elemental mole fractions are assumed to be constant in the flow. The composition of a gas in chemical non-equilibrium is governed by transport equations for the chemical species densities, and this complicates the numerical treatment significantly. It also leads to an increase in computational cost. The non-equilibrium regime is beyond the scope of this paper.
The way high temperature gas effects influence boundary-layer dynamics may vary with the type of vehicle and its mission. For slender bodies at hypersonic speeds, the temperature at the boundary-layer edge may be comparable to the temperature of the environment through which the vehicle moves, owing to the small deflection angle of the shock at the leading edge of the vehicle. For these conditions, the a)
Electronic mail: olaf.marxen@vki.ac.be. b) temperature inside the boundary layer may be very high owing to a conversion of kinetic energy into thermal energy. For blunt re-entry vehicles, however, a strong increase in temperature is expected in the shock layer as a result of the severe bow shock in front of the vehicle. Hence, it is the boundary-layer edge temperature that may be highest in this case, for an example see Fig. 4 in Ref. 16 .
B. Numerical methods for high-temperature gas effects
Several possibilities exist to handle high-temperature gas effects within these numerical methods. Reference 33 distinguishes between two general approaches. In the first one, the flow computation is performed simultaneously with the solution of an additional set of explicit or implicit equations to obtain the thermodynamic and transport properties of interest. We will later call this approach the direct method. The additional equations in this approach may be derived from first principles assuming a certain atomic=molecular model [for an example based on a rigid-rotator and harmonic-oscillator model see Ref. 4] . Only a few empiric model constants are necessary in this case. The second general approach relies on a pre-computation of thermodynamic and transport properties, for which the mentioned first-principles method is run in a pre-processing step prior to the flow computation. This second approach will be denoted as indirect method below and it can further be divided into two subgroups, depending on whether interpolation or curve-fitting techniques are used to extract actual quantities from pre-computed values. References 32 and 33 suggest to use the second general approach in conjunction with the curve-fitting technique, motivated by the observation that the first-principles approach was "too cumbersome and time-consuming to be efficiently used on an advanced computer" at that time.
Although the general approaches used to handle hightemperature gas effects have been recognized several decades ago, few numerical methods have been reported in which an unsteady solution to the Navier-Stokes equations in the presence of high-temperature gas effects has been sought. 18, 38 None of the methods specifically target unsteady flow in local thermodynamic equilibrium.
C. Boundary-layer instability and laminar-turbulent transition
A prerequisite to predicting the transition location is the knowledge of transition mechanisms. Many fundamental aspects of the laminar-turbulent transition process in highspeed boundary layers are not yet well understood. While theoretical approaches provide valuable insight into the flow dynamics, the quantitative effects of the assumptions of linearity and parallel flow often used in theories need to be understood.
Numerical simulations of boundary-layer instability and laminar-turbulent transition are now routinely carried out if gas properties are assumed to be constant (a calorically perfect gas). Numerical methods based on a high-order discretization are particularly well suited for simulations of transition because of the low dispersion and dissipation introduced that preserve the character of the underlying flow. However, the additional complexity associated with the combination of high Mach numbers and high temperatures causes the gas to no longer behave as a calorically perfect gas, which makes such simulations challenging. At present, not many high-order numerical methods are capable of handling the high-temperature regime, with few notable exceptions.
Apart from experiments, our knowledge of hypersonic boundary layer instability with high-temperature gas effects mostly comes from linear stability theory as well as more advanced methods, such as the parabolized stability equations (PSE). References 6 and 24 used PSE to investigate boundary-layer instability including non-equilibrium effects. They found growing waves for perfect gas, equilibrium, and non-equilibrium conditions. However, they considered only the linear-instability regime. Reference 21 reports numerical simulations of boundary-layer instability waves for nonequilibrium conditions, but they consider only the binary mixture of atomic and molecular oxygen. Moreover, Ref. 21 gives a comparison between numerical calculations and linear stability results only for perfect gas. Reference 31 investigates the receptivity and amplification of small boundarylayer perturbations for non-equilibrium air. The reference did not report a comparison with linear stability theory and the authors did not observe streamwise growing disturbances in their study. Reference 34 reports numerical simulations for non-equilibrium air. The author does not observe any significantly growing disturbance wave, nor does he compare numerical results for the reacting flow to linear stability theory. Similarly, the capability of the method of Ref. 7 of simulating a boundary-layer instability wave has only been verified for a calorically perfect case.
We conclude that despite numerous attempts, none of the methods based on the full, non-linear Navier-Stokes equations, i.e., methods for the direct numerical simulation, have demonstrated that they can accurately capture the growth rates of linear instability waves for chemically reacting high-speed flow. Hence, the validity of all these numerical methods for the simulation of boundary-layer instability waves remains to be established. This is true for both equilibrium as well as nonequilibrium conditions. Many of the previously mentioned studies stress the need for simulations of non-equilibrium conditions for investigations of boundary-layer instability. However, since the validity of their methods remains to be established, so does their conjecture. We note that some evidence for the importance of non-equilibrium effects comes from linear stability theory with its known deficiencies. Simulations of non-equilibrium conditions presently also suffer from a lack of established chemical models for non-equilibrium flow. For instance, the authors of Ref. 10 conclude that "the differences for linear stability growth rate prediction between …two [different] chemistry models for a Mach 10 boundary layer are larger than the differences between thermal nonequilibrium, chemical nonequilibrium, and chemical equilibrium." One of the problems are the uncertainties in chemical reaction rate coefficients of today's models. In light of all these arguments, we believe that it is a natural first step to establish the validity of a method for equilibrium conditions before progressing to non-equilibrium conditions. An investigation of a gas in thermo-chemical equilibrium can then provide a reference for the verification of nonequilibrium solvers. Moreover, it can serve to improve our understanding of physical mechanisms, including the influence of finite rate reactions, by means of a comparison between equilibrium and non-equilibrium solutions. Such a comparison has been performed for investigations using linear stability theory. 15 While equilibrium conditions could be simulated using a non-equilibrium solver by adjusting the reaction rate coefficients, we note that this approach is computationally very expensive.
Finally, it will likely depend on the details of the vehicle and its mission whether the boundary layer will be in thermochemical equilibrium, chemical non-equilibrium and thermal equilibrium, or even in full thermo-chemical non-equilibrium including gas-surface interaction.
For all the given reasons, studies for all three conditions are justified at present. In particular, there is a need to develop fast yet accurate methods exclusively for equilibrium conditions. We also note that simulations of non-linear, secondary instability have not yet been performed at all for any of the three conditions.
D. Objective and overview
The article is motivated by an interest in the transition location on the vehicle at a time of the flight trajectory where laminar-turbulent transition plays a role. The article consists of two main parts.
In the first part, we introduce and verify a numerical method for the treatment of a high-temperature gas in thermo-chemical equilibrium (Sec. II and III). Here, we propose the (direct as well as indirect) coupling of a previously developed numerical method for the time-integration of the Navier-Stokes equations-the fluid mechanical model-and a (also previously developed) computational library used to provide thermodynamic and transport properties for a hightemperature gas in thermo-chemical equilibrium. This coupling leads to a simple and accurate method for the treatment of high-temperature gas effects during numerical integration of the Navier-Stokes equations. The method resulting from this coupling allows one to account for non-parallel effects as well as non-linear disturbance evolution in examining boundary-layer stability. It also provides time-dependent information about the flow velocity vector as well as the thermodynamic quantities within a large domain. It can therefore provide additional insight into the flow field, which cannot be gained from experiments or theories.
In the second part, it is applied to investigate different hypersonic boundary layers under high-temperature conditions (Sec. IV). The instability of a small perturbation propagating in these boundary layers is considered, and the results are compared to available data from linear stability theory (Sec. V). Since the underlying set of equations is different for linear stability theory and our Navier-Stokes method, this goes beyond a mere verification. Finally, we apply our method to investigate a secondary stage of the transition process, the non-linear disturbance growth caused by fundamental resonance 13 in Sec. VI.
II. FLUID MECHANICAL MODEL
The governing equations are the time-dependent threedimensional Navier-Stokes equations for a compressible fluid in non-dimensional form. These equations are formulated for a mixture of thermally perfect gases in local thermodynamic equilibrium, where chemical reactions are assumed to take place with an infinite reaction rate, a condition denoted as chemical equilibrium. In the following, the mathematical formulation for the mechanical motion of the fluid is given, while thermodynamic and transport closure aspects will be described in Sec. III.
A. Equations of motion
The Navier-Stokes equations are formulated for a gas with density q, temperature T, pressure p, and internal energy e. The velocity vector is given by [u 1 
The total energy E, the viscous stress tensor r ij , and the heat flux vector q j are defined as
In the last equation, k e is the equivalent thermal conductivity and b e is the barodiffusion coefficient. The Reynolds number Re 1 , Prandtl number Pr 1 , and Eckert number Ec 1 are Re 1 ¼q 1c1Lref =l 1 ; Pr 1 ¼l 1cp;1 =k 1 ;
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The Mach number M 1 is computed with the streamwise velocity in the freestreamũ 1 and the speed of soundc 1 , i.e., M 1 ¼ũ 1 =c 1 . The choice of reference quantities results in a unity Eckert number for a calorically perfect gas.
B. Integration domain and boundary conditions
We consider the flow over a flat plate with a freestream velocity u 1 ¼ u(y 2 ) ¼ M 1 . A very similar setup has been used by Ref. 27 , and it was based on an investigation reported in Ref. 25 . The origin of the coordinate system is located at the leading edge of the flat plate. The computational domain is placed downstream of this (virtual) leading edge.
At the inflow x 1 , a self-similar boundary-layer solution is prescribed while the wall boundary condition (B.C.) at y 1 for the mean flow is either adiabatic or isothermal with a noslip condition. Within a certain region close to the outflow x 2 and in the freestream y 2 , the solution is damped towards a laminar, self-similar state for the mean flow (sponge region). For the disturbances, an isothermal wall boundary condition has been used unless stated otherwise.
Disturbances of a fixed frequency are forced via blowing and suction at the wall. The non-dimensional forcing frequency x is defined as (f is the dimensional frequency)
The boundary condition at the wall is
In this equation, k ¼ 0 for all x except k ¼ 1 for x s < x x c,strip and k ¼ À1 for x c,strip < x < x e . Moreover, a shape function is defined as in Ref. 37
where an auxiliary coordinate n has been used, defined for x s < x x c,strip as n ¼ ðx À x s Þ=ðx c;strip À x s Þ; with
and for x c,strip < x < x e as n ¼ ðx e À xÞ=ðx e À x c;strip Þ; with
For simulations with three-dimensional disturbance input, the amplitude coefficient A v in Eq. (10) is replaced by A v cos(2pz=k z ). Here, we used small forcing amplitudes for most of the simulations to ensure linear disturbance evolution, i.e., A v ¼ 0.001M 1 .
To avoid confusion, we will not use indices to denote components in the three spatial dimensions below, for instance, the velocity vector will only be referenced by [u v w] T or by its components. Moreover, in all plots shown below, the velocities are normalized by the free-stream velocityũ 1 as this is common practice in the literature. To represent the streamwise axis, a local Reynolds number R x ¼ Re x ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi x Re 1 M 1 p will be used.
C. Numerical method
The basis for the numerical method applied here is an algorithm solving Eqs. (1)- (6) . 29 It was originally developed for transitional flow in subsonic conditions, 30 but has since been slightly modified and applied to supersonic conditions. 26 The code has been verified by means of a comparison with simulations by other researchers and with linear stability theory. 26, 27 In this work, it is extended in order to handle different gas models as it will be described in more detail below (Sec. III B).
The temporal and spatial discretization of derivatives in Eqs. (1)- (6) is the same as in Ref. 26 , but will nevertheless be summarized in the following for completeness. Time-and space-accurate solutions are obtained based on sixth-order compact finite-differences in the interior of the domain with explicit third order Runge-Kutta (RK) time stepping. The numerical discretization is constructed on a structured, Cartesian grid using staggered variables.
In streamwise and spanwise directions, the grid is given by an equidistant spacing in x and z directions with NX and KZ points, respectively. In wall-normal direction, a grid stretching is applied, with the following formula holding at the inflow n ¼ 1,
The coefficients appearing in this equation, together with the streamwise and wall-normal resolution, are specified in Table I . For three-dimensional simulations (such as case I3D) KZ=40.
The time step for the numerical simulation was specified based on the frequency of the disturbance forcing x. Here, we have chosen
with LP specified in Table I for x ¼ 45. The same Dt was used for the other forcing frequencies.
D. Post-processing: Fourier analysis in time
To analyze the instability of the boundary layer, results are Fourier transformed in time and spanwise direction with a fundamental circular frequency X ¼x=2. The corresponding discrete Fourier transform reads (here given only for the two-dimensional case, with i ¼ ffiffiffiffiffiffi ffi À1 p )
with hrm ¼ ½0; 1=2; 1; s ¼ u; v;w; q;T;p ; (14) where 50 samples are taken within two forcing periods, l is the sampling index and the discrete time is t l ¼ 2=50 LPlDt. The Fourier coefficientŝ hrm ðxÞ is complex, with an amplitude jŝ hrm j and the phase is defined as:
The computations are advanced long enough so that the subharmonic hrm ¼ 1=2 is at least an order of magnitude smaller than the first harmonic, and thus demonstrating convergence towards a time-periodic state.
Only results for the first harmonic (hrm ¼ 1) will be considered here. The streamwise disturbance amplification is quantified using wall-normal maxima of the amplitudes of a disturbance quantityŝ 1 , which are computed aŝ
The amplification rate a i is computed from the streamwise velocity component
As it can be seen from this equation, the growth rate a i (x) is computed from a derivative with respect to the nondimensional streamwise coordinate x. Hence, the length scale used for non-dimensionalization of the growth rates is 
III. THERMODYNAMIC AND TRANSPORT PROPERTIES
In this section and throughout this paper, we will consider a mixture of gases in chemical and thermal equilibrium. In addition to the assumption of local thermodynamic equilibrium, we assume that the concentration of elements does not change in space and time.
A. Equilibrium gas models
The system of equations given in the last section (Sec. II A) is closed by an equation of state
In this equation, R ¼R=c p;1 is the so-called gas constant of the mixture that is a function of pressure and temperature for a chemically reacting gas: R ¼ Rðp;TÞ. In all our cases, we have a calorically perfect gas in the freestream. The freestream speed of sound can then be defined as c 2 1 ¼ c 1RT1 , which gives Ec 1 ¼ 1.
Calorically perfect gas
For a calorically as well as a thermally perfect gas, the gas composition does not change and we have
The internal enthalpy is proportional to the temperature, for the non-dimensional quantities we have h ¼ T, and the internal energy e ¼ h -p=q can be used to compute the temperature T explicitly as
The specific heat c p : 1, while k e and l depend on the temperature and, assuming that the local Prandtl number is constant, are equal, i.e., k e ¼ l. The latter can be computed from, e.g., Sutherland's law
Here,
Thermally perfect gas
For a thermally perfect gas, Eq. (20) still holds. However, the internal energy is a more complicated function of (only) the temperature. It can be computed based on an internal enthalpyh 0 at a temperatureT 0 , at which the assumption of a calorically perfect gas still holds, and a non-constant c p ðTÞ asẽ
The specific heath 0 at the reference temperatureT 0 can be expressed for air ash
However, it contains the heat of formation of the gas and can therefore be negative, depending on the convention chosen. Equation (23) can be used to obtain the temperature as a function of internal energy. The non-dimensional internal energy is given by
If the gas composition does not change (it is frozen, subscript f ), we have
In summary, for a thermally perfect gas Eqs. (21) and (22) are replaced by Eqs. (23)- (26).
Reacting gas in chemical equilibrium
In a reacting gas in chemical equilibrium, the chemical reaction rates are infinite so that the composition is solely a function of two thermodynamic quantities such as temperature and pressure, or, as in the present formulation, internal energy and density. Here, the gas is assumed to be a mixture of thermally perfect gases, while the exact composition is A high-order numerical method Phys. Fluids 23, 084108 (2011) determined by the constraint of chemical equilibrium. The internal energy e is then defined as
In this equation, h s contains the heat of formation for species s, respectively. Quantity y s stands for the species mass fraction. Within this paper, however, we will never consider the individual contributions to the sum, but only the sum itself. Depending on the gas, the heat of formation of individual species as well as their sum can be negative, and so can the internal energy.
Asẽ [as in Eq. (25)] can be a function ofT andq, i.e., e ¼ẽðT;qÞ, and this function is assumed to be known at least in tabulated form, it can be used to computeT for a given (non-dimensional or dimensional) internal energy e and density q as
Similarly, transport properties and gas constant are computable, viz.: k e ¼k e ðẽ;ẽqÞ=k 1 ; l ¼lðẽ;ẽqÞ=l 1 ;
b e ¼b e ðẽ;ẽqÞ=l 1 ; R ¼Rðẽ;ẽqÞ=c p;1 :
Hence, for a gas in chemical equilibrium, Eqs. (20)- (22) Conceptually, our implementation augments the thermal conductivity to account for diffusive transport of chemical and internal energy. This effect is responsible for the high values of k e for energies in the range of 4-6 Â 10 6 J seen in Fig. 3 . In this range, O 2 molecules dissociate into O atoms. The computation of k e is, in principal, given by an expression of the following type:
U s ,q s , andh s denote diffusion velocity, density, and enthalpy of the species s, respectively. In practice, however, the evaluation of k e is slightly more complicated than suggested by the above equation. Details regarding the computation of k e can be found in Refs. 2 and 23.
B. Physical chemistry
In the last section, only the general dependencies for the thermodynamic and transport properties of the gas have been given. Below, the actual relations will be either specified directly or via a reference. Two different sets of relations have been used. The first set, derived in Sec. III B 1 relies on simple analytic relations valid for local thermochemical equilibrium at a prescribed pressure, while the second (Sec. III B 2) gives a more general description of the gas properties.
Ad hoc analytic models for high-temperature air
In the following, analytic relations will be derived as a simple model for high-temperature air. The expressions have been chosen as suggested by other researchers for nonreacting gas mixtures, and then extended to include reaction effects in a way so that the properties resemble those obtained from the more general approach described in Sec. III B 2. The purpose of these equations is to give a reasonably good description of the properties as compared to more general models while allowing for a simple and fast evaluation. This is particularly useful to test new numerical methods or setups, i.e., we consider it as an approach for code verification. The given relations will be valid in the neighborhood of the assumed freestream pressurep ¼ 2596 Pa to 4596 Pa. For the flow considered here, a flat-plate boundary layer, this constraint is not severe, since the pressure is constant in the boundary layer and perturbations will be small.
For the ad hoc model, properties are computed based on the relations proposed by Ref. 25 for a thermally perfect gas. In contrast to their relations, we are adding an additional term to the equations for the thermal conductivity and specific heat in order to use the model for reacting-gas computations. This term introduces a dependence of gas properties on bothp and T via a functionF p , which will be specified below. More precisely, the specific heat in Eq. (23) is given bỹ (22) is still used, andl 1 has been chosen such that lðT 1 Þ ¼ 1. Similarly, the gas constant is still computed from Eq. (20)
While the ad hoc model may not represent a specific gas mixture, it has been used (without our extension) by Refs. 15 and 25, and hence it allows us to compare our results to what these researchers have reported. We have slightly extended the model in order to aid in the verification of our method. The conditions provided by the ad hoc model are regarded as sufficiently representative of a real model so that a verification based on this model is meaningful.
a. Thermally perfect gas: For a thermally perfect gas, d 6 : 1 whileF p 0 in Eqs. (32) and (33) . Evaluating the integral in Eq. (23), we obtaiñ
b. Chemically reacting gas: For a chemically reacting gas, we set d 6 : 0 but introduce the following functionF p :
In the cases considered here, the pressure is approximately constant within the boundary layer and only small perturbations are introduced into the laminar flow. Hence, a linear dependence ofÑ p fromp is sufficient for our purposes The MUTATION library possesses a front-end (below denoted as the MUTATION program), which can be run interactively or using shell scripts. The MUTATION program is used to create tables for the gas properties. These tables are used in the indirect (interpolation) method described in Sec. III C 1. This method allows for a very fast evaluation of gas and transport properties and is the preferred method for thermochemical equilibrium.
The MUTATION library also allows for a direct coupling with the Navier-Stokes solver. In this case, calls to the library are performed within the Navier-Stokes code, as described in Sec. III C 2. While computationally more intensive, this method can be used as a basis for a future implementation of chemical non-equilibrium conditions.
In equilibrium, gas properties and composition depend onT andp. Since we are considering a boundary layer here, the dependence onp will not play a strong role for the results presented below. Nevertheless, this dependence is included in our model.
Verification of the gas model with chemical reactions
A comparison of gas properties computed using the MUTA-TION program with those of Ref. 25 shows very good agreement for both the specific heat and the gas constant (Fig. 1) 12 as depicted in Fig. 2 . Overall, good agreement is observed, while slightly higher peak values for the thermal conductivity are obtained by the rigorous expressions based on the ChapmanEnskog method in MUTATION as opposed to the mixture rules used in the CEA code, as observed already in Ref. 23 .
The constants used in the ad hoc model have been chosen such that the resulting properties are a good approximation for air in the range of pressures between 2596 and 4596 Pa, for an example see Fig. 3 . 
C. Numerical method
Two methods have been implemented to handle the different gas models described in Sec. III B, an indirect method and a direct method. Since this part of our numerical method is absent in any previous implementation, such as those reported in Refs. 26 and 29 it will be described in detail in the following.
The indirect method belongs to the subgroup of interpolation methods, and it is similar to the one by Ref. 20 . The interpolation method has additional advantages over the curve-fitting method suggested by Refs. 32 and 33. First, the curve-fitting approach with coefficients given in Refs. 32 and 33 is restricted to air, while we can easily switch to different gas mixture without relying on coefficients reported in the literature. As an example of this feature, we will show below a case using Martian atmosphere. Second, if the curve fitting approach should prove not to be sufficiently accurate for a given case under consideration, it is not possible to improve its accuracy. In our interpolation approach however, we are able to converge to the solution of the first principles approach with fourth order, as it will be shown below.
The coupling between the fluid mechanical model (Navier-Stokes equations, Eqs. (1)- (8)) and the thermodynamic model (Sec. III A) takes place via the dimensional internal energyẽ and dimensional densityq, or their product. During the integration of the Navier-Stokes equations, the non-dimensional internal energy e is obtained from Eq. (4). The dimensional internal energyẽ is then obtained from Eq. (25) . The density q is directly available from integrating Eq.
(1) in time, and its dimensional valueq is obtained by multiplying it withq 1 .
Indirect (interpolation) method
In a pre-processing step, all gas properties are tabulated as a function of (dimensional) internal energyẽ and its product with the densityq. This is done, for instance, by running the MUTATION program using a shell script. An expected range of pressuresp and temperaturesT is provided and the MUTA-TION program then yieldsh,k e ,l, andq. This allows to computeẽ ¼h Àp=q andR ¼p=ðqTÞ. As an example,k e ðẽ;ẽqÞ is depicted in Fig. 4 .
In a second step, the resulting quantities are interpolated to a Cartesian grid spanned byẽ andẽq. Values outside the temperature and pressure range available are set to minus one (Fig. 5) . For carefully chosen intervals for both the temperature and pressure, these negative values are never accessed during a numerical simulation. Hence, they do not affect the solution in any way, and a special treatment of these values is not necessary. For the ad hoc model, all quantities can be directly computed as a function ofẽ andẽq so that no interpolation is required during pre-processing and no "outside values" exist (see Fig. 3 ).
During the actual simulation, a two-dimensional look-up and interpolation is performed in case of a chemically reacting gas. It is based onẽ andẽq at every RK substep. A lookup first searches for the point closest to the desired valuesẽ andẽq, followed by a number of interpolations using grid points in the neighborhood of this point. Interpolations are performed first in theẽ-dimension, i.e., they are carried out for more than one line of constantẽq in the neighborhood of the desired valueẽq, so that the interpolation in the second dimensionẽq can be of the desired order. This procedure provides the dimensional temperatureT, viscosityl, and thermal conductivityk e as well as the gas constantR, which are all subsequently non-dimensionalized using Eqs. (29) and (30) . The procedure uses Lagrange interpolation of second (LA2) or fourth (LA4) order. As stated earlier, the heat of formation may be negative, and the resultingẽ andẽq for a given temperature and pressure range may then also be negative. An example is given in Fig. 6 . In this figure, we can also see that our method allows for grid stretching in both dimensions as long as the grid is still Cartesian. This helps to increase the resolution in the relevant part of the domain. The grid is chosen in a way that the solution error is small for the quantity of interest, as checked by means of grid refinement studies (see Sec. III D).
In order to improve the computational performance, the indices of the closest point in the table (as described above) are saved from the previous RK substep for each point in the flow field and then used as a starting point for the search (again as described above) at the next step.
Similar approaches for the treatment of gas properties have been used for combustion simulations; an example can be found in Ref. 36 . Unlike in that reference, a Cartesian tabulation was found to be sufficiently accurate for our purposes. A verification follows in Sec. III D.
A thermally perfect gas requires only a one-dimensional look-up procedure, which is based on a Lagrange interpolation of fourth (LA4) order. In this case,ẽ can be used to retrieve the dimensional temperatureT, viscosityl, and thermal conductivityk e from the table, which are all subsequently non-dimensionalized [Eq. (26)]. Reference 27 reported results in which they used a one-dimensional 
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Direct method
For the ad hoc model (Sec. III B 1), the direct evaluation of Eqs. (22), (33) and (34) is straightforward and performed during the numerical integration of the Navier-Stokes equations at each RK substep. Equation (35) or (39) is inverted iteratively to obtain the temperature as a function of internal energyẽ and densityq.
In the model of Refs. 2 and 23, routines of the MUTATION library are called directly from within the Navier-Stokes solver. Within a subroutine of the library, Eq. (28) is solved iteratively. As an initial condition, a guess for the temperature and the gas composition, i.e., mass fractions of each species, is provided. Then, instead of solving Eqs. (30) and (19) , the pressure is computed directly. Next, mole fractions, number densities, and collision integrals are computed. These quantities are required to compute the viscosity and the total thermal conductivity by means of a Krylov method within the library. All quantities handed over to the MUTATION library are dimensional, and so are the results handed back by this library, which have to be non-dimensionalized before they can be used in the Navier-Stokes code.
For performance reasons, the temperature and gas composition are saved from the previous RK substep and are used as an initial condition for the iterative solution of Eq. (28) at the next step. Even though we did not perform a detailed comparison of the performance of the direct and the interpolation approach, it is clear that the interpolation approach is significantly faster. For instance, for the case of chemically reacting air, results as those depicted in Fig. 9 took five times longer with the direct approach (using the MUTATION library) as compared to the two-dimensional interpolation. The advantage of the direct approach, however, is that it can be extended to the case of finite-rate chemistry in the future.
Isothermal boundary condition
If an isothermal boundary condition is used in the computation, this condition is imposed iteratively. To enforce the boundary condition in the Navier-Stokes equations, the internal energyẽ at the wall has to be computed based on a given density at the wall and the desired condition for the temperature at the wallT w . The iteration is necessary since our implementation is set up to obtain the temperature as a function of internal energy and density. During the iteration using a Newton-Raphson algorithm, the internal energy is varied until the difference to the desired wall temperature T w is below a given tolerance e (here: e ¼ 1…5 Â 10 À7 ).
D. Verification
Both the fluid mechanical model as well as the MUTATION library have been verified independently for a number of test cases, see the references given in Secs. II C and III B 2. What remains to be checked is the coupling between the two as well as the numerical procedure described in Sec. III C. The interpolation procedure has been verified using, as a respective reference solution, the analytical expressions according to our ad hoc model. The expected order of convergence is seen for both the one-dimensional look-up (Fig.  7) as well as for the two-dimensional look-up (Fig. 8) .
In order to further check our implementation, we have compared results from the direct and indirect approach also for properties obtained from the MUTATION program and library. For quantities of primary interest here, such as the amplification rate and phase velocity of a small-amplitude Fig. 9 ) for chemically reacting air in equilibrium (*).
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Phys. Fluids 23, 084108 (2011) disturbance wave in a chemically reacting boundary layer (a more detailed description follows below), respective results are indistinguishable (Figs. 9 and 10). Small oscillations visible in the growth rate, Fig. 9 , are due to limited resolution in wall-normal direction at the edge of the boundary layer as it was found by changing the grid stretching in wall-normal direction. The level of oscillations is considered acceptable for the purpose of this paper, but they could be reduced by further increasing the resolution at the boundary-layer edge.
Oscillations are not seen if the growth rate is computed from the wall-normal velocity or the wall pressure.
A comparison between numerical simulation results and a self-similar solution for a boundary layer presented below may be regarded as an additional verification test. Moreover, we will also present a comparison between numerical solutions of a perturbed laminar boundary layer and linear stability results. Good agreement between the two methods further increases our confidence in the accuracy of the method.
IV. BASIC FLOW: FLAT-PLATE BOUNDARY LAYER AT MACH 10
Two different gases, representative of the atmosphere of the planets Earth and Mars, are considered in this paper. Freestream conditions for all cases are given in Table II .
A. Flow in air
For cases I and A, the basic configuration is chosen such that the assumptions of chemical and thermal equilibrium are reasonably, though not exactly, fulfilled. This has been judged based on the available literature where very similar or even identical conditions have been used. 6, 15, 24, 25, 35 For example, referring to case I (isothermal wall), Ref.
15 stated that "[f]or these flow conditions, the equilibrium and chemical non-equilibrium gas models yielded identical profiles, and the thermochemical non-equilibrium gas model yielded profiles only slightly different from the other two models" (p. 963) and that "…the results of the second-mode disturbances in equilibrium flow did not differ greatly from the chemical non-equilibrium flow" (p. 964).
For the conditions of case I, it may therefore be justified to regard the fluid as a thermally perfect gas, and all calculations for case I have been carried out using this assumption in conjunction with the ad hoc model given in Sec. III A 2 and III B 1. A comparison of boundary-layer profiles, given in Fig. 11 , shows good agreement with results for a chemically reacting gas in equilibrium as presented by Ref. 15 .
For case A (adiabatic wall), the fluid, five species air, behaves as a chemically reacting gas. While the effect of non-equilibrium may be significant for R x < 1400 and for first-mode disturbances even beyond that R x as estimated 
We have chosen our pressurep 1 such that we match the value for Re unit ¼ 6:6 Â 10 6 1=m provided in Ref. 25 .
Results depicted in Figs. 11 and 12 correspond to the self-similar solution as obtained from the respective boundary layer equations. However, the result of the NavierStokes equations remains very close to the self-similar solution as it can be seen in Fig. 13 .
B. Martian atmosphere
The aforementioned dependency on the details of the vehicle and its mission makes it difficult to choose a set of conditions relevant for flight in the atmosphere of planet Mars. Therefore, in choosing a test case, we do not target any specific vehicle or mission for the Martian atmosphere. Instead, we have selected a condition that facilitates a qualitative comparison with our results for air presented Sec. IV A. The main purpose of this test case is to demonstrate that our simulation code can handle very different gases in a simple and accurate way. This ability can also be employed to investigate the influence of different chemical mechanisms for the same gas, and hence, it allows to study the physical effect of chemical reactions (in equilibrium) on boundary-layer instability.
At the same time, the choice of our condition was inspired by Table II ) at the edge of our boundary layer as compared to the freestream conditions given in Ref. 8 , since an oblique shock around the front of the vehicle will likely be present even if the vehicle possesses a flat upper surface and overall slender shape (as one could expect from a cruise vehicle). All relevant quantities are given in Table II, While the difference between 1750 K and 1600 K may be significant for a given vehicle, we expect future thermal protection systems to easily withstand the higher temperature of 1750 K.
V. LINEAR SMALL-AMPLITUDE DISTURBANCE EVOLUTION
The instability of the boundary layer profiles described in the previous section shall now be investigated. We use blowing and suction at the wall as described in Sec. II B to introduce a single-frequency disturbance. Forcing parameters are given in Table III . According to Ref. 25 , the present disturbance can be classified as a second-type (mode) disturbance. We will compare our data with results from linear stability theory as available in the literature.
A. Amplification rates
The amplification rate for case I is depicted in Fig. 15 . For comparison, a result from linear stability theory reported in Ref. 15 is also given.
Resulting amplification rates and phase velocities for case A are depicted in Fig. 16 . A slightly lower amplification rate can be observed for an isothermal wall B.C. (for the disturbance) as compared with an adiabatic B.C. (for the disturbance), but differences are small. The same observation holds for a calorically perfect gas. 26 For comparison, linear stability results from Ref. 25 are also given in the figure.
The amplification rate for our case using Martian atmosphere, case M, is significantly larger for lower Reynolds numbers as compared to air, case I (Fig. 17) .
In addition to 2-D waves, we also investigated pairs of oblique waves, the result of which is depicted in Fig. 18 . This figure confirms that the 2-D wave is most amplified. It also confirms, again, that results from the direct and the interpolation method are indistinguishable.
B. Amplitude functions
In Figs. 19 and 20 , wall-normal amplitude and phase functions from our simulation are compared with the linear stability theory results of Ref. 25 . As expected from the differences in the base-flow profiles, the peak of the temperature disturbances is shifted further away from the wall in our numerical simulation. Differences are largest around the edge of the boundary layer, where the differences in the mean flow are strongest, too. However, overall agreement is still considered to be good. 
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VI. NON-LINEAR DISTURBANCE EVOLUTION (SECONDARY INSTABILITY)
Only very little is known about non-linear stages of the breakdown to turbulence in hypersonic, high-temperature flows. For supersonic flow (Ma 2) , the onset of non-linear effects is caused by secondary instability [fundamental or subharmonic resonance, see Refs. 5 and 13] or oblique breakdown. 5, 9 Oblique disturbances are most amplified in supersonic flow, and therefore oblique breakdown and secondary instability with respect to oblique primary waves 28 are important mechanisms in this regime. For larger Mach numbers, however, two-dimensional second-mode disturbances are stronger amplified for a calorically perfect gas 22 as well as for the case of a gas with high-temperature effects. 15 This suggests that oblique breakdown will play a lesser role and subharmonic or fundamental resonance in the presence of a large amplitude two-dimensional wave (of second-mode type) may cause breakdown to turbulence in the high Mach number range.
As pointed out in Sec. IV A, for the conditions of case I, it may be justified to regard the fluid as a thermally perfect gas, that is, a gas in thermal equilibrium, as the linear stability may only be weakly affected by non-equilibrium effects. The occurrence of a secondary instability leading to eventual breakdown to turbulence, however, may be influenced more significantly by non-equilibrium effects even if the gas is too cold to dissociate. 19 Quantifying this influence for our case will require both equilibrium and nonequilibrium results, but only the former are presented in the following.
Here, we study the weakly non-linear mechanism of fundamental resonance. A calculation with the same setup as case I3D is performed, but this time with the forcing amplitude of the 2-D disturbance increased by a factor of 25. While this 2-D disturbance is amplified in almost the same way as before, a strong increase in amplification for the oblique waves is observed once the 2-D wave reaches a certain threshold amplitude (Fig. 21) . The growth of the 2-D wave (c ¼ 0) is not much affected by its large amplitude, but the effect on the amplification of the oblique waves is strong (Fig. 22) . For c ¼ 6.4 the growth rate increases by more than a factor of 4.
VII. CONCLUSIONS
A method for the direct numerical simulation of a hypersonic laminar boundary layer with high-temperature gas effects, including chemical reactions in equilibrium, is reported here. In the simulations, the amplification of a harmonic perturbation with small-to-moderate initial amplitude is considered. Two different approaches have been used to handle the gas properties as a function of internal energy and density. First, a method based on interpolation tables is applied. This interpolation method is a two-dimensional extension of the method of tabulated gas properties reported in Ref. 27 . The second approach is a direct method based on a coupling between the Navier-Stokes solver and a library solving equations derived from kinetic gas theory. The method of tabulated gas properties exhibits a perfect agreement with the direct method. The code has been extensively verified.
An investigation of the linear and non-linear instability of a Mach 10 boundary layer has also been performed. A comparison of numerical results with the linear stability results of Refs. 25 and 15 is given. Overall good agreement was found. A study of the weakly non-linear disturbance evolution shows that the secondary instability mechanism of fundamental resonance may be active. It can lead to four times larger amplification rates for oblique waves if compared to their linear behavior. We believe that our method is suitable for an investigation of the breakdown to turbulence in a hypersonic high-temperature boundary layer. 
