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Preface
In recent years, information technology has been rapidly growing. Accordingly, importance of statis-
tics has been increasing. In this dissertation, I have made some new contributions to mathematical
statistics in some theoretical viewpoints. This dissertation consists of the following three chapters.
In Chapter 1, we present an improvement of information inequalities for the Bayes risk under
some regularity conditions. Information inequalities play an important role to measure the perfor-
mance of the Bayes estimator. As applications, we show a lower bound for locally minimax risk
and a Bayes prediction risk.
In Chapter 2, we show the asymptotic properties of estimators for the two-sided truncated
exponential family of distributions which include the upper-truncated Pareto distribution. Pareto
distribution is a typical distribution with a heavy tail and is widely applied in various elds, such
as, physics, nance, hydrology, and so on. In particular, we compare the maximum likelihood
estimator (MLE) and the maximum conditional likelihood estimator (MCLE) through the second
order asymptotic losses.
In Chapter 3, we derive the objective prior by asymptotically maximizing the -divergence
between the prior and the posterior (called the maximum divergence prior) for non-regular family
of distributions. In Bayesian analysis, the prior selection is so essential and much-discussed problem.
When we have no prior information, we often use the objective prior. As an extension, we derive
the maximum divergence prior for multi-dimensional non-regular family in the presence of a regular
nuisance parameter.
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Chapter 1
Information inequalities for the Bayes
risk
1.1 Introduction
The Cramer-Rao lower bound for the variance of unbiased estimators is well-known (Lehmann and
Casella (1998)). It is also well-known that its attainment is limited to an exponential family of
distribution. In other words, the bound is not always sharp. On the other hand, it is also well-
known that the Bhattacharyya type bound for the variance of unbiased estimators improves the
Cramer-Rao type bound and converges to the variance of the minimum variance unbiased estimator
under some regularity conditions (see Blight and Rao (1974), Khan (1984) and Ghosh and Sathe
(1987)).
As an application of the Cramer-Rao inequality, two dierent types of the lower bounds for
the Bayes risk are known. One is given by Borovkov and Sakhanenko (1980) by applying the
Cauchy-Schwarz inequality for the product measure of the sample and the parameter. The other is
given by Brown and Gajek (1990) by applying the Cauchy-Schwarz inequality (i.e., the Cramer-Rao
inequality) for the probability measure of the sample given the parameter and integrating it with
respect to the parameter. The latter bound contains the bias term. These two bounds were derived
by using dierent methods of proof. Some results related to the Brown-Gajek bound are given by
Ghosh (1994), Sato and Akahira (1996) and Takada (1999) among others.
Koike (2006) showed the Bhattacharyya type extension of the Borovkov-Sakhanenko bound for
the Bayes risk and obtained its asymptotic expression which improves the Borovkov-Sakhanenko
bound explicitly.
In this chapter, we consider the Bhattacharyya type extension of the Brown-Gajek bound for
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the Bayes risk and show its asymptotic expression. In Section 1.2, we give some notations and
preliminaries including some previous works. In Section 1.3, we derive the Bhattacharyya type
information inequality for the Bayes risk which improves the Brown- Gajek one, and we show the
asymptotic comparison up to the second order between the Brown-Gajek bound and our bound. In
Section 1.4, we show some examples including the numerical result. In Section 1.5, as an application,
we give the lower bound for the asymptotic local minimax risk in a similar way to Koike (2006).
Further, in Section 1.6, we consider the Bayes prediction problem and derive the Bayes prediction
risk bound.
Note that the inequality (1.3.2) in Theorem 1.3.1 is established using a dierent method from
Koike (2006). The former is derived by integrating the Bhattacharyya inequality which is derived
by applying the Cauchy-Schwarz inequality for the probability measure of the sample given the pa-
rameter, while the latter is derived by applying Cauchy-Schwarz inequality for the product measure
of the sample and parameter. The proof of Koike (2006) actually involved slightly milder regularity
conditions. It does not make explicit the connection to the Bhattacharyya inequality, nor does it
seem to lead to results like Corollaries 1.3.1 or 1.3.2.
1.2 Notations and preliminaries
Let X1; : : : ; Xn be a sequence of independent, identically distributed (i.i.d.) random variables
according to the density function f0(x; ) ( 2 ) with respect to a -nite measure , where  is a
(possibly innite) interval with the endpoints a and b ( 1  a < b  1). Then the joint probability
density function of X := (X1; : : : ; Xn) is f(x; ) := 
n
i=1f0(xi; ), where x = (x1; : : : ; xn). We
assume f(x; ) is twice partially dierentiable with respect to  for every x. Let g() be a twice
dierentiable function of . Consider the Bayes estimation problem for g() under the loss function
L(; d) = fd   g()g2. Let R(; ) = EfL(; )g denote the risk of a nonrandomized estimator
. Hereafter, we shall often omit arguments of functions and denote f = f(x; ); f 0 = @f=@ and
f 00 = @2f=@2 and so on for simplicity.
Let q() be a prior density of  with respect to the Lebesgue measure. For any estimator ,
let B(q; ) =
R
R(; )q()d and B(q) = inf B(q; ). B(q) is called the Bayes risk under q. We
assume the following conditions (A1) and (A2).
(A1) For an estimator  of g(), we dene e() = E(). Then the following (second order) Bhat-
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tacharyya inequality holds
Var() 
 
e0(); e00()

V  1n
 
e0(); e00()
T
;
where
Vn =
 
In Kn
Kn Jn
!
with In() = E

(f 0=f)2
	
, Jn() = E

(f 00=f)2
	
and Kn() = E
 
f 0f 00=f2

for n  1, and AT
means the transposition of a matrix A. I1() is continuously dierentiable. In particular, In() is
called the Fisher information number contained in X.
(A2) The prior density q() is twice continuously dierentiable and q(a) = q(b) = 0.
For a sucient condition for the Bhattacharyya inequality, see Theorem 4.1.2 of Zacks (1971)
(cf. Appendix in Brown and Gajek (1990)).
Then, we have the following lemma.
Lemma 1.2.1 (Koike (2006)). Under the conditions (A1) and (A2), it holds
In = nI1; Jn = nJ1 + n(n  1)I21 ; Kn = nK1: (1.2.1)
Next, we introduce some previous works for the Bayes risk.
Borovkov and Sakhanenko (1980) showed the following Cramer-Rao type bound for the Bayes
risk.
Theorem 1.2.1 (Borovkov and Sakhanenko (1980)). If the sample size equals 1, under the condi-
tions (A1) and (A2), it holds
B(q; )  C
2
C +D
; (1.2.2)
where
C :=
Z

g02q
I1
d; D :=
Z

1
q

g0q
I1
02
d:
If the sample size equals n  1, by using (1.2.1), the asymptotic approximation of (1.2.2) is
B(q; )  Cn 1 + ( D)n 2 +O  n 3 (1.2.3)
as n!1.
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On the one hand, Brown and Gajek (1990) presented the Cramer-Rao type bound taking bias
of estimator into consideration.
Theorem 1.2.2 (Brown and Gajek (1990)). If the sample size equals 1, under the conditions (A1)
and (A2), it holds
B(g; )  C
2
C +D
+Q1(b) +Q2(b) +Q3(b); (1.2.4)
where
b() = Ef(X)g   g();
(b) =
Z

b

g0q
I1
0
d =  
Z

g0b0q
I1
d; (1.2.5)
Q1(b) : =
C +D
CD

   CD
C +D
2
 0;
Q2(b) : =
Z


b0 +
g0
C
2 q
I1
d  0;
Q3(b) : =
Z


b  
D
1
q

g0q
I1
02
qd  0:
As an extension of Borovkov-Sakhanenko bound, Koike (2006) showed the Bhattacharyya type
bound for the Bayes risk.
Theorem 1.2.3 (Koike (2006)). If the sample size equals 1, under the conditions (A1) and (A2),
it holds
B(q; ) 
Z

g02q
I1
d; 
Z

g0g00q
I1
d

W 1
Z

g02q
I1
d; 
Z

g0g00q
I1
d
T
; (1.2.6)
where W := fE(SiSj)gi;j=1;2 is a 2 2 matrix with
Si :=
1
f0q
@i
@i

g0qf0
I1

(i; j = 1; 2):
Corollary 1.2.1 (Koike (2006)). If the sample size equals n  1, under the conditions (A1) and
(A2), the asymptotic approximation of (1.2.6) is
B(q; )  Cn 1 + ( D + E)n 2 +O  n 3 (1.2.7)
4
as n!1, where
E :=
hR

n
g02
I21
K1   g0g00I1
o
q d
i2
2
R
 g
02qd
 0:
The proofs of Theorem 1.2.3 and Corollary 1.2.1 are ommited (for the details, see Koike (2006)).
Note that the lower bound (1.2.7) improves (1.2.3) up to the order of n 2.
1.3 Bhattacharyya type lower bound for the Bayes risk
In this section, we derive the Bhattacharyya type lower bound for the Bayes risk which improves
Brown-Gajek one. Hereafter we assume the following condition which is concerned with the asymp-
totic expansion of bias of the Bayes estimator and the integration of order.
(A3) The bias of the Bayes estimator  is expressed as
b() = Ef(X)g   g() = b1()
n
+ o
 
n 1

as n!1, and if the risk is expressed by
R(; ) =
c1()
n
+
c2()
n2
+ c3()
with c3() = o
 
n 2

, then it holds Z

c3()qd = o
 
n 2

;
where c1() and c2() are functions of , and c3() is a function of  and n.
Remark 1.3.1. If the prior distribution depends on the sample size n, (A3) may not hold (see,
e.g. Zacks (1971), p.289). In this case, we may assume
b() = b0() +
b1()p
n
+
b2()
n
+ o
 
n 1

as n!1. However, the result can be so complicated that we do not discuss here.
Under the condition (A3), by using (1.2.1), the right-hand side of (1.2.4) is expanded as
B(q; )  Cn 1 + (R1 +R2)n 2 +O
 
n 3

(1.3.1)
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as n!1, where
R1 := 2
Z

b01g0q
I1
d; R2 :=
Z

b21qd:
We have the following theorem concerning the Bayes risk.
Theorem 1.3.1 (Hashimoto and Koike (2013)). If the sample size equals 1, under the conditions
(A1) and (A2), it holds
B(q; ) 
Z

 
g0 + b0; g00 + b00

V  11
 
g0 + b0; g00 + b00
T
qd +
Z

b2qd: (1.3.2)
Proof. By (A1), the risk of  is
R(; ) = Var() + b
2()   g0 + b0; g00 + b00V  11  g0 + b0; g00 + b00T + b2:
Hence, we have
B(q; ) 
Z

 
g0 + b0; g00 + b00

V  11
 
g0 + b0; g00 + b00
T
qd +
Z

b2qd:
This completes the proof. 
Corollary 1.3.1 (Hashimoto and Koike (2013)). If the sample size equals n  1, under the condi-
tions (A1){(A3), the asymptotic approximation of (1.3.2) is
B(q; )  Cn 1 + (R1 +R2 +R3)n 2 +O
 
n 3

(1.3.3)
as n!1, where
R3 :=
Z

(g0K1   g00I1)2
2I41
qd  0:
Proof. Since n  1, it holds
R(; )   g0 + b0; g00 + b00V  1n  g0 + b0; g00 + b00T + b2:
Furthermore, an easy computation yields
R(; )  1
det(Vn)

(g0 + b0)2Jn   2(g0 + b0)(g00 + b00)Kn + (g00 + b00)2In
	
+ b2; (1.3.4)
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and the asymptotic approximation of the right-hand side of (1.3.4) is given by
R(; )  g
02q
I1
n 1 +

2g0b01
I1
+ b21 +
(g0K1   g00I1)2
2I41

n 2 +O(n 3)
as n!1. Hence, we have
B(q; ) =
Z

R(; )qd

Z

g02q
I1
d

n 1 +

2
Z

b01g0q
I1
d +
Z

b21qd +
Z

(g0K1   g00I1)2
2I41
qd

n 2 +O(n 3)
= Cn 1 + (R1 +R2 +R3)n 2 +O(n 3)
as n!1. This completes the proof. 
It is not easy to describe the dierence between (1.2.4) and (1.3.2) explicitly. On the other
hand, the asymptotic comparison between (1.3.1) and (1.3.3) can be done explicitly. In fact, the
dierence between (1.3.1) and (1.3.3) is given by
R3n
 2 +O
 
n 3
  0
as n!1.
Remark 1.3.2. In a similar way to the proof of Theorem 2.7 in Brown and Gajek (1990), we have
B(q; )  Cn 1 + ( D +R3)n 2 +O
 
n 3

as n!1.
As a special case, if K1 = 0, we have the following corollary.
Corollary 1.3.2 (Hashimoto and Koike (2013)). If the sample size equals 1, under the conditions
(A1) and (A2), if K1 = 0, then it holds
B(g; )  C
2
C +D
+Q1(b) +Q2(b) +Q3(b) +Q4(b); (1.3.5)
where
Q4(b) :=
Z

(g00 + b00)2
J1
qd  0:
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Proof. From the proof of Theorem 1.3.1
R(; ) = Var() + b
2()   g0 + b0; g00 + b00V  11  g0 + b0; g00 + b00T + b2:
Since K1 = 0, we have
R(; )  1
I1J1

(g0 + b0)2J1 + (g00 + b00)2I1
	
+ b2 =
(g0 + b0)2
I1
+ b2 +
(g00 + b00)2
J1
:
Hence
B(q; ) =
Z

R(; )qd =
Z


(g0 + b0)2
I1
+ b2 +
(g00 + b00)2
J1

qd:
Hereafter, it is the same as that of Theorem 1.2.2. 
In the case of K1 = 0, the comparison between (1.2.4) and (1.3.2) can be done explicitly. Since
Q4(b)  0, the lower bound (1.3.5) improves (1.2.4). Moreover if K1 = 0, a necessary and sucient
condition for R3 = 0 is that g() is expressed as
g() =  + ;
where  and  are constant.
Remark 1.3.3. For example, if f0 belongs to the exponential family with the natural parameter,
K1 = 0 (see Khan (1984)). The family of distribution is favorable in the sense that K1 = 0 (i.e. the
Bhattacharyya matrix is diagonal) and it contains some major distributions. Hence, some articles
treating the Bhattacharyya inequality are considered under the family. For example, Blight and
Rao(1974) and Khan(1984) show that, for the family, the Bhattacharyya bound converges to the
variance of UMVU estimator. However, it has not been cleared whether or not the Bhattacharyya
type bound for the Bayes risk converges to the Bayes risk.
1.4 Some examples
In this section, we show some examples.
Example 1.4.1. Let X be an observable random variable as N(; 1), the normal distribution with
mean  and variance 1. Consider the Bayes estimation of g() = 2 under the quadratic loss when
the prior distribution of  is N(; 2). The posterior density of  given X is N

X+(=2)
1+(1=2)
; 1
1+(1=2)

.
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Thus the Bayes estimator of 2 is
(X) = E
 
2 j X = 1
1 + (1=2)
+

X + (=2)
1 + (1=2)
2
:
An easy computation yields
b() =
2 + 24 + 22(  )   2
(1 + 2)2
;
B(q; ) =
22(24 + 222 + 22 + 2)
(1 + 2)2
:
On the other hand, since g0() = 2; g00() = 2; I1() = 1 and K1() = 0, Theorem 1.3.1 yields
(1.3.2) =
22(24 + 222 + 22 + 2)
(1 + 2)2
:
In this example, the bound (1.3.2) is attained by the Bayes risk.
For comparison with Koike (2006), we consider the case of n  1. The posterior density of 
given X1; : : : ; Xn is N
Pn
i=1Xi+(=
2)
n+(1=2)
; 1
n+(1=2)

. Thus the Bayes estimator of 2 is
(X) = E
 
2 jX = 1
n+ (1=2)
+
Pn
i=1Xi + (=
2)
n+ (1=2)
2
:
The bias and Bayes risk are expanded as
b() =
2( + 2   2)
2
n 1 + o
 
n 1

;
B(q; ) = 4(2 + 2)n 1 +
 2(22 + 32)
2
n 2 +O
 
n 3

as n!1. From Corollary 1.3.1, we have
(1.3.3) = 4(2 + 2)n 1 +

 4

2 +
2
2

+ 2

n 2 +O
 
n 3

as n ! 1. Then the dierence between the Bayes risk of  and (1.3.3) is O  n 3 as n ! 1. On
the other hand, the right-hand side of (1.2.7) is equal to
4(2 + 2)n 1 +

 4

2 +
2
2

+
22
2 + 2

n 2 +O
 
n 3

(1.4.1)
as n!1, so that the dierence between the bounds (1.3.3) and (1.4.1) is
2  2
2
2 + 2

n 2 +O
 
n 3

(1.4.2)
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as n!1, with 2  22
2+2
 0. In this example, (1.3.3) is better than (1.2.7).
Example 1.4.2. Let X be an observable random variable as Po(), the Poisson distribution with
the parameter . Let the prior distribution of  be the gamma distribution Ga(a; b), where a; b > 0.
If we consider the problem of estimating g() = 2, the bound (1.3.1) is attained by the Bayes risk
in the same way as Example 1.4.1. Therefore, consider the Bayes estimation of g() = e  under
the quadratic loss. Note that e  is the probability of X = 0. The posterior density of  given X
is Ga

a+X; b1+b

. Thus the Bayes estimator of e  is
(X) = E

e  j X

=

1 +
b
1 + b
 a X
:
To compute the Bayes risk and the bound (1.3.1) is not easy by analytical method. Nevertheless, the
approximate values may be easily obtained by mathematical software. The result of the following
table is given by Mathematica.
prior (1.2.2) (1.2.4) (1.3.1) Bayes risk
Ga(1; 1) 2:614 10 2 4:635 10 2 4:753 10 2 4:761 10 2
Ga(1; 2) 1:592 10 2 3:971 10 2 5:269 10 2 5:285 10 2
Ga(2; 2) 3:312 10 3 1:403 10 2 1:490 10 2 1:507 10 2
Ga(4; 2) 2:258 10 5 9:054 10 4 9:611 10 4 9:785 10 4
In this example, the bound (1.3.1) is better than other bounds. However, the bound (1.3.1) is not
attained by the Bayes risk.
1.5 A lower bound for the asymptotic local minimax risk
As an application of main result, we consider the eciency for the minimax estimation of  if the
sample size equals n. Under the conditions (A1){(A3), we have the following lower bound for the
asymptotic local minimax risk (see also Koike (2006)).
Theorem 1.5.1 (Hashimoto and Koike (2013)). Suppose that there exist an " > 0 and an a > 0
satisfying
0 < a  jK1()j (1.5.1)
for  2 (0   "; 0 + "). If (0   "; 0 + ")  , we have for the local minimax risk at 0, under the
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conditions (A1){(A3),
sup
2(0 ";0+")
E
n
(^   )2
o
 1
I
n 1   
2
"2I2
n 2 +
a2
2I4
n 2 +O
 
n 3

(1.5.2)
as n!1, for any estimator ^ of , where I = sup2(0 ";0+") I1() and I = inf2(0 ";0+") I1().
Proof. Putting g() =  into (1.3.3), we have
B(q; ^) 
Z

q
I1
d

n 1 +

2
Z

b01q
I1
d +
Z

b21qd +
Z

K21
2I41
qd

n 2 +O(n 3)
as n!1, for all ^ and q satisfying the conditions (A1){(A3). Under the condition (A2), integrating
by parts gives
2
Z

b01q
I1
d =  2
Z

b1

q
I1
0
d:
Hence
2
Z

b01q
I1
d +
Z

b21qd =  2
Z

b1

q
I1
0
d +
Z

b21qd (1.5.3)
The expression (1.5.3) is a quadratic form in b1. Completing the square (1.5.3) gives
 2
Z

b1

q
I1
0
d +
Z

b21qd =
Z


q

b1  

q
I1
0 1
q
2
 

q
I1
02 1
q

d   
Z


q
I1
02 1
q
d:
So, we have
B(q; ^) 
Z

q
I1
d

n 1 +

 
Z


q
I1
02 1
q
d +
Z

K21
2I41
q d

n 2 +O(n 3)
 1
I
n 1  
R (0)2
 d
I2
n 2 +
a2
2I4
n 2 +O(n 3) (1.5.4)
as n!1, where
 = () :=
(q=I1)R q
I1
d
is a probability density. If we put () = 1" cos
2 ( 0)
2" for j 0j  ", the right-hand side of (1.5.4)
is
1
I
n 1   
2
"2I2
n 2 +
a2
2I4
n 2 +O(n 3)
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as n!1. Note that
sup
2(0 ";0+")
Ef(^   )2g  B(q; ^);
where the expectation of the right-hand side of the above is taken by a density q satisfying supp(q) 
(0   "; 0 + "). Therefore we have the desired result. 
Remark 1.5.1. (i) Note that () = 1" cos
2 ( 0)
2" attains the minimum of the functional
R

02
 d
(see Ghosh (1994), Borovkov (1998)).
(ii) Borovkov (1998) gave a similar lower bound:
sup
2(0 ";0+")
E
n
(^   )2
o
 1
I
n 1   
2
"2I2
n 2 +O
 
n 3

(1.5.5)
as n!1. The lower bound (1.5.2) improves (1.5.5) up to the order of n 2.
(iii) The condition (1.5.1) is satised if K1() is continuous, K1(0) 6= 0 and " > 0 is suciently
small. If the assumption (1.5.1) is not satised, (1.5.2) can be replaced by
sup
2(0 ";0+")
E
n
(^   )2
o
 1
I
n 1   
2
"2I2
n 2 +O
 
n 3

as n!1, from the left-hand side of (1.5.4). However this bound coincides with (1.5.5).
Koike (2006) also gave a following lower bound for the asymptotic local minimax risk
sup
2(0 ";0+")
E
n
(^   )2
o
 1
I
n 1   
2
"2I2
n 2 +
b2
2I3
n 2 +O
 
n 3

(1.5.6)
as n!1, where
0 < b 
E
 
 3f
0
0f
00
0
f20
+ 2

f 00
f30
3! :
The lower bound (1.5.6) improves (1.5.5) up to the order of n 2. However, the relation between
(1.5.2) and (1.5.6) has not been cleared.
1.6 Bayes prediction problem
In this section, we consider a lower bound of the Bayes risk for statistical prediction problem in a
similar way to Takada (1999). Takada (1999) showed the Cramer-Rao type bound for the Bayes
prediction risk. Here, we consider the Bhattacharyya type extension of Takada (1999) by using the
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result of Theorem 3.1.1. Let X1; : : : ; Xn be a sequence of i.i.d. random variables according to the
density function f0(x; ). After observing X = x, we want to predict a future random variable Y .
Let
~g(X; ) = E(Y jX)
denote the conditional expectation of Y given X.
For any predictor (X) of Y , let ~b() = E[(X)] E(Y ) be the bias of . We assume (A3) by
substituting b1 = ~b1. Furthermore let the Bayes risk be ~B(q; ) =
R
EfY   (X)g2q()d.
Then it holds
EfY   (X)g2 = EfY   ~g(X; )g2 + Ef(X)  ~b()  ~g(X; )g2 +~b2(): (1.6.1)
Here, we assume the following condition.
(A4) For all  2  such that R(; ) <1, b() is dierentiable. Further, it holds
~b0() + 1() = E

f(X)  ~b()  ~g(X; )gf
0
f

;
~b00() + 2() = E

f(X)  ~b()  ~g(X; )gf
00
f

;
where
1() = E

@
@
~g(X; )

; 2() = E

@2
@2
~g(X; )

+ 2E

@
@
~g(X; )
@
@
log f(X; )

:
Then, we have the following theorem concerning the Bayes risk for prediction problem.
Theorem 1.6.1 (Hashimoto and Koike (2013)). If the sample size equals 1, under the condition
(A4), it holds
~B(q; )  P +
Z


~b0 + 1;~b00 + 2

V  11

~b0 + 1;~b00 + 2
T
q d +
Z

~b2q d;
where
P :=
Z

EfY   ~g(X; )g2q() d:
The proof is omitted since it is similar to the one of Theorem 1.3.1.
Remark 1.6.1. In particular, if Y = g(), we can derive Theorem 1.3.1.
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Chapter 2
Second order asymptotic comparison
of the estimators for the two-sided
truncated exponential family
2.1 Introduction
The higher order asymptotic estimation in the presence of nuisance parameters is discussed by
Akahira and Takeuchi (1982) in the pooled sample case and by Akahira and Takeuchi (1991) and
Akahira (1997) in the sequential case, under suitable regularity conditions. For a truncated ex-
ponential family of distributions with a natural parameter  and a truncation parameter  as a
nuisance parameter, it is shown by Bar-Lev (1984) that the maximum likelihood estimator (MLE)
^ML of  for known  and the MLE and the maximum conditional likelihood estimator (MCLE)
^MCL of  for unknown  have the same asymptotic normality (see, e.g. Andersen (1970) for the
MCLE itself). A similar result can be easily derived from the asymptotic expansions of ^ML and
^ML in Akahira and Ohyauchi (2012). That is, their estimators are seen to be asymptotically equiv-
alent in the rst order. But it seems to be natural that ^ML of  and ^MCL of  for unknown 
are asymptotically worse than ^ML of  for known  in the higher order. In Akahira (2013) it is
shown that a bias-adjusted MLE ^ML and ^MCL of  for unknown  are second order asymptot-
ically equivalent and second order asymptotically worse than ^ML of  for known . The second
order asymptotic loss of ^ML and ^MCL relative to ^

ML is also calculated. Further, for a Pareto
distribution with a index parameter  to be estimated and two truncation parameters  and  as
nuisance parameters, the MLE ~ of  for known  and  and the MLE ^ of  for unknown  and
 are shown to have the asymptotic normality by Aban et al. (2006).
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In this chapter, in a similar way to Akahira (2013), the second order asymptotic results are
extended to the case of a two-sided truncated exponential family of distributions with a natural
parameter  and two truncation parameters  and  as nuisance parameters, which includes the
Pareto distribution. Indeed, the asymptotic expansions of the MLE ^;ML of  for known  and 
and the MLE ^ML and the MCLE ^MCL of  for unknown  and  are derived. It is shown that
a bias-adjusted MLE ^ML and ^MCL of  for unknown  and  are second order asymptotically
equivalent and second order asymptotically worse than the MLE ^;ML for known  and . The second
order asymptotic loss of ^ML and ^MCL relative to ^
;
ML is also calculated. Further, examples on a
two-sided truncated exponential case and an upper-truncated Pareto distribution are given.
2.2 Formulation and assumptions
In a similar way to Bar-Lev (1984) and Akahira (2013), we have the formulation as follows. Suppose
that X1; X2; : : : ; Xn; : : : is a sequence of i.i.d. random variables with a density
f(x; ; ; ) =
8<:
a(x)eu(x)
b(;;) for c <   x   < d;
0 otherwise
(2.2.1)
with respect to the Lebesgue measure, where  1  c < d  1, a() is positive-valued and
continuous almost surely, and u() is absolutely continuous with du(x)=dx 6 0 over the interval
(; ) for ;  2 (c; d) and  < . Let
(; ) :=


 0 < b(; ; ) := Z 

a(x)eu(x)dx <1

for ;  2 (c; d) and  < . Assume that for any ;  2 (c; d) with  < ,   (; ) is a
non-empty open interval. A family P := fP;; j  2 ; ;  2 (c; d);  < g of distributions
P;; with (2.2.1) with a natural parameter  and truncation parameters ;  is called a two-sided
truncated exponential family of distributions. Then we consider the estimation problem on the
natural parameter  in the presence of nuisance parameters  and .
In Akahira (2013), for a one-sided truncated exponential family of distributions with a natural
parameter  and a truncation parameter , the asymptotic expansions of the MLE ^ML of  for
known  and the MLE ^ML and MCLE ^MCL of  for unknown  are derived and their estimators
are compared up to the second order in their asymptotic variances, and a bias-adjusted MLE
^ML and ^MCL are shown to be second order asymptotically equivalent, but they are shown to be
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asymptotically worse than ^ML in the second order, and the second order asymptotic losses on the
asymptotic variances among them are calculated.
In a similar way to Akahira (2013), we extend the above results in Akahira (2013) to the case
of a two-sided truncated exponential family of distributions with a natural parameter  and two
truncation parameters  and . Indeed, we obtain the asymptotic expansions of ^;ML, ^ML and
^MCL up to the second order, i.e. the order o(n
 1), get their asymptotic means and variances and
calculate the second order asymptotic losses on the asymptotic variance among them.
2.3 The asymptotic expansion and the asymptotic variance of the
MLE ^;ML of  up to the second order when  and  are known
Denote a random vector (X1; : : : ; Xn) by X, and let X(1)      X(n) be the corresponding order
statistics of a random vector X. Here we consider the case when  and  are known. Then the
density (2.2.1) is considered to belong to a regular exponential family of distributions with a natural
parameter , hence log b(; ; ) is strictly convex and innitely dierentiable in  2  and
k(; ; ) :=
@k
@k
log b(; ; ) (2.3.1)
is the k-th cumulant corresponding to (2.2.1) for k = 1; 2; : : : . For given x = (x1; : : : ; xn) satisfying
c <   x(1) := min1in xi and x(n) := max1in xi   < d, the likelihood function of  is given
by
L;(;x) :=
1
bn(; ; )
(
nY
i=1
a(xi)
)
exp
(

nX
i=1
u(xi)
)
:
Then the likelihood equation is
1
n
nX
i=1
u(xi)  1(; ; ) = 0: (2.3.2)
Since there exists a unique solution on  of (2.3.2), we denote it by ^;ML which is the MLE of  (see,
e.g. Barndor-Nielsen (1978) and Bar-Lev (1984)). In a similar way to Akahira (2013), we have
16
from (2.3.2)
0 =
1
n
nX
i=1
u(Xi)  1(^;ML; ; )
=
1
n
nX
i=1
fu(Xi)  1(; ; )g   1p
n
2(; ; )
p
n(^;ML   ) 
1
2n
3(; ; )n(^
;
ML   )2
  1
6n
p
n
4(; ; )n
p
n(^;ML   )3 +Op

1
n2

: (2.3.3)
Putting
Z1 :=
1p
2(; ; )n
nX
i=1
fu(Xi)  1(; ; )g ;
U; :=
p
2(; ; )n(^
;
ML   );
we obtain from (2.3.3)
0 =
r
2
n
Z1  
r
2
n
U;   3
22n
U2;  
4
6
3=2
2 n
p
n
U3; +Op

1
n2

;
which implies that the asymptotic expansion of U; is given by
U; = Z1   3
2
3=2
2
p
n
Z21  
4
622n
Z31 +Op

1
n
p
n

; (2.3.4)
where i = i(; ; ) (i = 2; 3; 4). Since
E(Z1) = 0; V(Z1) = E(Z
2
1 ) = 1;
E(Z
3
1 ) =
3

3=2
2
p
n
; E(Z
4
1 ) = 3 +
4
22n
;
(2.3.5)
it follows that
E(U
2
;) = 1 

23
432
+
4
22

1
n
+O

1
n
p
n

: (2.3.6)
Since
E(U;) =   3
2
3=2
2
p
n
+O

1
n
p
n

; (2.3.7)
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it follows from (2.3.6) that
V(U;) = 1  1
n

23
232
+
4
22

+O

1
n
p
n

: (2.3.8)
Then it is easily seen from the rst terms of (2.3.4), (2.3.7) and (2.3.8) that U; is asymptotically
normal with mean 0 and variance 1.
2.4 The asymptotic expansion and the asymptotic variance of the
MLE ^ML of  when  and  are unknown
For given x = (x1; : : : ; xn) satisfying c <   x(1) and x(n)   < d, the likelihood function of , 
and  is given by
L(; ; ;x) =
1
bn(; ; )
(
nY
i=1
a(xi)
)
exp
(

nX
i=1
u(xi)
)
: (2.4.1)
Let ^ML, ^ML and ^ML be the MLEs of ,  and , respectively. Then it follows from (2.4.1) that
^ML = X(1) and ^ML = X(n) and L(^ML; X(1); X(n)) = sup2 L(;X(1); X(n)), hence ^ML satises
the likelihood equation
0 =
1
n
nX
i=1
u(Xi)  1(^ML; X(1); X(n)): (2.4.2)
Since, for (; ; ) 2  (c;X(1)) (X(n); d)
1(^ML; X(1); X(n))
= 1(; ; ) +

@
@
1(; ; )

(^ML   ) +

@
@
1(; ; )

(X(1)   )
+

@
@
1(; ; )

(X(n)   ) +
1
2
"
@2
@2
1(; ; )

(^ML   )2
+ 2

@2
@@
1(; ; )

(^ML   )(X(1)   ) + 2

@2
@@
1(; ; )

(^ML   )(X(n)   )
+

@2
@2
1(; ; )

(X(1)   )2 + 2

@2
@@
1(; ; )

(X(1)   )(X(n)   )
+

@2
@2
1(; ; )

(X(n)   )2
#
+
1
6

@3
@3
1(; )

(^ML   )3 +    ; (2.4.3)
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Putting U^ :=
p
2(; ; )n(^ML ), T(1) := n(X(1) ), T(n) := n(X(n) ), we have from (2.4.2)
and (2.4.3)
0 =
r
2
n
Z1  
r
2
n
U^   1
n

@1
@

T(1)  
1
n

@1
@

T(n)  
3
22n
U^2
  1p
2nn

@2
@

U^T(1)  
1p
2nn

@2
@

U^T(n)  
4
6
3=2
2 n
p
n
U^3 +Op

1
n2

;
hence the asymptotic expansion of U^ is given by
U^ = Z1   1p
2n

@1
@

T(1)  
1p
2n

@1
@

T(n)  
3
2
3=2
2
p
n
U^2   1
2n

@2
@

U^T(1)
  1
2n

@2
@

U^T(n)  
4
622n
U^3 +Op

1
n
p
n

= Z1   1p
2n

@1
@

T(1)  
1p
2n

@1
@

T(n)
  3
2
3=2
2
p
n

Z1   1p
2n

@1
@

T(1)  
1p
2n

@1
@

T(n)

  1
2n

@2
@

Z1T(1)  
1
2n

@2
@

Z1T(n)  
4
622n
Z31 +Op

1
n
p
n

= Z1   1p
2n

@1
@

T(1) +

@1
@

T(n)

  3
2
3=2
2
p
n
Z21 +
1
2n

3
2

@1
@

  @2
@

Z1T(1)
+
1
2n

3
2

@1
@

  @2
@

Z1T(n)  
4
622n
Z31 +Op

1
n
p
n

: (2.4.4)
Since E;;(Z1) = 0, E;;(Z
2
1 ) = 1 and E;;(Z
3
1 ) = 3=(
3=2
2
p
n) by (2.3.5), it follows from
(2.4.4) that
E;;(U^) =   3
2
3=2
2
p
n
  1p
2n

@1
@

E;;(T(1)) +

@1
@

E;;(T(n))

+
1
2n

1E;;(Z1T(1)) + 2E;;(Z1T(n))
	
+O

1
n
p
n

; (2.4.5)
where
1 :=
3
2

@1
@

  @2
@
; 2 :=
3
2

@1
@

  @2
@
:
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Here, it is seen in a similar way to Akahira (2013) that
E;;(T(1)) =
1
k(; ; )
+
A1(; ; )
n
+O

1
n2

; (2.4.6)
E;;(T
2
(1)) =
2
k2(; ; )
+O

1
n

; (2.4.7)
where
A1(; ; ) :=   1
k2(; ; )

c()
a()
+ k(; ; )

with k(; ; ) = a()eu()=b(; ; ) and c = a
0()+a()u0(). Since the second order asymptotic
cumulative distribution function of T(n) is given by
FT(n)(t) = P;;

T(n)  t
	
= P;;

n(X(n)   )  t
	
=
(
1 
Z 
+ t
n
1
b(; ; )
a(x)eu(x)dx
)n
=
"
exp
(
a()eu()
b(; ; )
t
)#

"
1  e
u()t2
2b2(; ; )n
n
c()b(; ; ) + a
2()eu()
o
+O

1
n2
#
for t < 0, where c() = a
0() + a()u0(), it follows that the second order asymptotic density of
T(n) is
fT(n)(t) =
~k(; ; )e
~k(;;)t  
~k(; ; )
a()b(; ; )n
n
c()b(; ; ) + a
2()eu()
o

(
t+
~k(; ; )
2
t2
)
e
~k(;;)t +O

1
n2

for t < 0, where ~k(; ; ) := a()eu()=b(; ; ). Then
E;;(T(n)) =  
1
~k(; ; )
  A2(; ; )
n
+O

1
n2

; (2.4.8)
E;;(T
2
(n)) =
2
~k2(; ; )
+O

1
n

; (2.4.9)
where
A2(; ; ) :=   1~k2(; ; )

c()
a()
+ ~k(; ; )

:
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Let Y1; : : : ; Yn 1 be a random permutation of the (n   1)! permutations of X(1); : : : ; X(n 1) such
that conditional on X(n) = x(n), the Y1; : : : ; Yn 1 are i.i.d. random variables with a density
g(y; ; ; x(n)) =
a(y)eu(y)
b(; ; x(n))
for c <  < y < x(n) <  < d; (2.4.10)
(see Quesenberry (1975) and Bar-Lev (1984)). Then the conditional expectation of Z1, given T(n)
is obtained by
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n 1X
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; (2.4.11)
where i = i(; ; ) (i = 1; 2). Since, for i = 1; : : : ; n  1,
E;; [u(Yi)jT(n)] =
Z X(n)

u(y)
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b(; 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=
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;X(n)) =: ^
(n)
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it follows from (2.4.11) that
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;(Z1jT(n)) =
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n
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;
hence, from (2.4.8) and (2.4.11)
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; (2.4.12)
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where ~k = ~k(; ; ). Since, by the Taylor expansion
u(X(n)) = u() +
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;
it follows from (2.4.8) and (2.4.9) that
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
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; (2.4.14)
where ~k = ~k(; ; ), A2 = A2(; ; ) and 1 = 1(; ; ). From (2.4.12) to (2.4.14), we obtain
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: (2.4.15)
On the other hand, it is shown in a similar way to Akahira (2013) that
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where k = k(; ; ). From (2.4.5), (2.4.6), (2.4.8), (2.4.15) and (2.4.16) we obtain
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;(U^) =   1p
2n

1
k

@1
@

  1
~k

@1
@

+
3
22

+O

1
n
p
n

: (2.4.17)
Since, by (2.4.4)
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it follows that
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Since T(1) and T(n) are asymptotically independent, it follows that
E;;(T(1)T(n)) = E;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Here
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For 1  i  n  1, we have
E;; [u(X(i))  1jT(n)] = E;; [u(X(i))jT(n)]  1 = 1(; 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(2.4.21)
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and, for i 6= j and 1  i; j  n  1
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Since, for i = 1; : : : ; n  1
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From (2.4.20) to (2.4.23) we obtain
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hence, by (2.4.8)
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On the other hand, it is shown a similar way to Akahira (2013) that
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Substituting (2.3.5), (2.4.7), (2.4.9), (2.4.15), (2.4.16), (2.4.19), (2.4.24) and (2.4.25) for (2.4.18) we
obtain
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In order to adjust ^ML such that ^ML has the same asymptotic bias as that of ^
;
ML given by (2.3.7),
we dene
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From (2.4.27) and (2.4.28) we obtain the stochastic expansion
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where U^ is given by (2.4.4). From (2.4.17) we have
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which is seen to be the same asymptotic bias as that of U; given by (2.3.7). Then it follows from
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;
hence, by (2.4.30)
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it is seen from (2.4.31) to (2.4.33) that
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In a similar way to the case of U; , it is easily seen from the rst terms of (2.4.4), (2.4.17), (2.4.26),
(2.4.29), (2.4.30) and (2.4.34) that U^ and U^ are asymptotically normal with mean 0 and variance
1. But, it is noted from (2.3.8) and (2.4.34) that there is a dierence between ^;ML and ^

ML in the
second order, i.e. the order n 1, in their asymptotic variances which is discussed in Section 2.6 in
detail.
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2.5 The asymptotic expansion and the asymptotic variance of the
MCLE ^MCL of  when  and  are unknown
Let Y2; : : : ; Yn 1 be a random permutation of the (n   2)! permutations of X(2); : : : ; X(n 1) such
that conditional on X(1) = x(1) and X(n) = x(n), the Y2; : : : ; Yn 1 are i.i.d. random variables with
a density
f(y; ; x(1); x(n)) =
a(y)eu(y)
b(; x(1); x(n))
for c <  < x(1) < y < x(n) <  < d: (2.5.1)
For given X(1) = x(1) and X(n) = x(n), the conditional likelihood function of  for y = (y2; : : : ; yn 1)
satisfying c <  < x(1)  yi  x(n) <  < d (i = 2; : : : ; n  1) is
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Since there exists a unique solution of (2.5.2), we denote it by ^MCL, i.e. the value of  for which
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letting
~Z1 :=
1q
~2(n  2)
n 1X
i=2
fu(Yi)  1(; x(1); x(n))g;
~U :=
q
~2n(^MCL   );
where ~i = i(; x(1); x(n)) (i = 1; 2; 3; 4), we have
0 =
s
~2
n  2
~Z1  
s
~2
n
~U  
~3
2~2n
~U2  
~4
6~
3=2
2 n
p
n
~U3 +Op

1
n2

;
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hence the stochastic expansion of U^ is given by
~U =
r
n
n  2
~Z1  
~3
2~
3=2
2
p
n
~U2  
~4
6~22n
~U3 +Op

1
n
p
n

= ~Z1  
~3
2~
3=2
2
p
n
~Z21 +
1
n
~Z1 +
~23
2~32n
~Z1  
~4
6~22n
~Z31 +Op

1
n
p
n

: (2.5.3)
Since for i = 2; 3; 4
~i = i(;X(1); X(n)) = i(; ; ) +
1
n

@i
@

T(1) +
1
n

@i
@

T(n) +Op

1
n2

;
we obtain
~U =
q
~2n(^MCL   )
=
p
2

1 +
1
n2

@2
@

T(1) +
1
n2

@2
@

T(n) +Op

1
n2
1=2p
n(^MCL   )
=
p
2n(^MCL   )

1 +
1
2n2

@2
@

T(1) +
1
2n2

@2
@

T(n) +Op

1
n2

; (2.5.4)
where T(1) = n(X(1)   ), T(n) = n(X(n)   ) and 2 = 2(; ; ). Then it follows from (2.5.3) and
(2.5.4) that
~U0 =
p
2n(^MCL   )
= ~Z1  
~3
2~
3=2
2
p
n
~Z1
2
+
1
n

1  1
22

@2
@

T(1)  
1
22

@2
@

T(n)

~Z1
+
1
2n
 
~23
~22
 
~4
3~22
!
~Z31 +Op

1
n
p
n

: (2.5.5)
For given X(1) = x(1) and X(n) = x(n), i.e. T(1) = t(1) := n(x(1)   ) and T(n) = t(n) := n(x(n)   ),
the conditional expectation of ~Z1 and ~Z
2
1 are
E;;( ~Z1jt(1); t(n)) =
1q
~2(n  2)
n 1X
i=2

E;; [u(Yi)jt(1); t(n)]  1(; x(1); x(n))
	
= 0;
E;;( ~Z
2
1 jt(1); t(n)) =
1
~2(n  2)
"
n 1X
i=2
E;; [fu(Yi)  1(; x(1); x(n))g2jt(1); t(n)]
+
XX
i6=j
2i;jn 1
E;;
fu(Yi)  1(; x(1); x(n))gfu(Yj)  1(; x(1); x(n))g j t(1); t(n)
#
= 1; (2.5.6)
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hence the conditional variance of ~Z1 is equal to 1, i.e. V;;( ~Z1jt(1); t(n)) = 1. In a similar way to
the above, we have
E;;( ~Z
3
1 jt(1); t(n)) =
~3
~
3=2
2
p
n  2
; E;;( ~Z
4
1 jt(1); t(n)) = 3 +
~4
~22(n  2)
: (2.5.7)
Then it follws from (2.5.5) to (2.5.7) that
E;;( ~U0jT(1); T(n)) = E;;( ~Z1jT(1); T(n)) 
~3
2~
3=2
2
p
n
E;;( ~Z
2
1 jT(1); T(n))
+
1
n
E;;( ~Z1jT(1); T(n)) 
1
22n

@2
@

T(1)E;;( ~Z1jT(1); T(n))
  1
22n

@2
@

T(n)E;;( ~Z1jT(1); T(n))
 
~4
6~22n
E;;( ~Z
3
1 jT(1); T(n)) +Op

1
n
p
n

=  
~3
2~
3=2
2
p
n
+Op

1
n
p
n

; (2.5.8)
E;;( ~U
2
0 jT(1); T(n)) = E;;( ~Z21 jT(1); T(n)) 
~3
~
3=2
2
p
n
E;;( ~Z
3
1 jT(1); T(n))
+
~23
4~32n
E;;( ~Z
4
1 jT(1); T(n))
+
2
n
E;;( ~Z
2
1 jT(1); T(n)) +
1
n
 
~23
~32
 
~4
3 ~2
2
n
!
E;;( ~Z
4
1 jT(1); T(n))
  1
2n

@2
@

T(1)E;;( ~Z
2
1 jT(1); T(n))
  1
2n

@2
@

T(n)E;;( ~Z
2
1 jT(1); T(n)) +Op

1
n
p
n

= 1 +
2
n
+
11~23
4~32n
 
~4
~22n
  1
2n

@2
@

T(1)
  1
2n

@2
@

T(n) +Op

1
n
p
n

; (2.5.9)
where ~i = i(;X(1); X(n)) (i = 2; 3; 4). Since, for i = 2; 3; 4
~i = i(;X(1); X(n)) = i(; ; ) +
1
n

@i
@

T(1) +
1
n

@i
@

T(n) +Op

1
n2

= i(; ; ) +Op

1
n

= i +Op

1
n

; (2.5.10)
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it follows from (2.5.8) that
E;;( ~U0) = E;; [E;;( ~U0jT(1); T(n))] =  
1
2
p
n
E;;
 
~3
~
3=2
2
!
+O

1
n
p
n

=   3
2
3=2
2
p
n
+O

1
n
p
n

: (2.5.11)
It is noted from (2.3.7), (2.4.30) and (2.5.11) that
E;;(U;) = E;;(U^
) = E;;( ~U0) =   3
2
3=2
2
p
n
+O

1
n
p
n

;
hence, MCL has the same asymptotic bias as 
;
ML up to the second order. It is also remarked that
^MCL has an advantage over ^ML in the sense of no need of the bias-adjustment. In a similar way
to the above, we obtain from (2.4.6), (2.4.8), (2.5.9) and (2.5.10) that
E;;( ~U
2
0 ) = 1 +
2
n
+
1123
432n
  4
22n
  1
k2n

@2
@

+
1
~k2n

@2
@

+O

1
n
p
n

: (2.5.12)
Since, by (2.4.32) and (2.4.33)
1
k

@2
@

=
1
k

@21
@@

=
1
k
@
@

@1
@

=
1
k
@
@
fk(1   u())g
=
1
k

@k
@
(1   u()) + k

@1
@

=  (1   u())2 + 2;
1
~k

@2
@

=
1
~k

@21
@@

=
1
~k
@
@

@1
@

=
1
~k
@
@
f~k(u()  1)g
=
1
~k
(
@~k
@
(u()  1)  ~k

@1
@
)
= (u()  1)2   2;
it follows from (2.5.12) that
E;;( ~U
2
0 ) = 1 +
1123
432n
  4
22n
+
1
2n
f1   u()g2 + 1
2n
f1   u()g2 +O

1
n
p
n

;
hence, by (2.5.11) and (2.4.34)
V;;( ~U
2
0 ) = 1 +
1
n

523
232
  4
22

+
1
2n
f1   u()g2 + 1
2n
f1   u()g2 +O

1
n
p
n

; (2.5.13)
which is asymptotically equal to V;(U^) up to the second order, i.e. the order n
 1 in their asymp-
totic variances. In a similar way to the case of U; , it is seen from the rst terms of (2.5.5), (2.5.11)
and (2.5.13) that ~U0 is asymptotically normal with mean 0 and variance 1.
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2.6 The second order asymptotic comparison among ^;ML, ^

ML and
^MCL
Summarizing the results in the previous sections, we have the following from (2.3.4), (2.3.7), (2.3.8),
(2.4.4), (2.4.29), (2.4.30), (2.4.34), (2.5.5), (2.5.11) and (2.5.13), the following.
Theorem 2.6.1 (Akahira et al. (2014)). For a two-sided truncated exponential family P of distri-
butions with density (2.2.1) with a natural parameter  and truncation parameters  and , let ^;ML,
^ML and ^MCL be the MLE of  when  and  are known, the bias-adjusted MLE and the MCLE
of  when  and  are unknown. Then their asymptotic expansions are given by
U; =
p
2n(^
;
ML   )
= Z1   3
2
3=2
2
p
n
Z21 +
1
2n

23
32
  4
322n

Z31 +Op

1
n
p
n

;
U^ =
p
2n(^

ML   )
= U^ +
1p
2n

1
k

@1
@

  1
~k

@1
@

  1
2n
(
1
k
  2
~k
+
1
k2

@k
@

@1
@

  1
~k2
 
@~k
@
!
@1
@
)
Z1 +Op

1
n
p
n

;
~U0 =
p
2n(^MCL   )
= ~Z1  
~3
2~
3=2
2
p
n
~Z21 +
1
n

1  1
22

@2
@

T(1)  
1
22

@2
@

T(n)

~Z1
+
1
2n
 
~23
~32
 
~4
3~22n
!
~Z1
3
+Op

1
n
p
n

;
respectively, where
1 =
3
2

@1
@

  @2
@
; 2 =
3
2

@1
@

  @2
@
;
U^ =
p
2n(^ML   )
= Z1   3
2
3=2
2
p
n
Z21  
1p
2n

@1
@

T(1) +

@1
@

T(n)

+
1
2n
Z1f1T(1) + 2T(n)g
+
1
2n

23
32
  4
322n

Z31 +Op

1
n
p
n

:
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Further, the second order asymptotic means of U; , U^
 and ~U0 are
E(U;) = E;;(U^
) = E;;( ~U0) =   3
2
3=2
2
p
n
+O

1
n
p
n

;
and the second order asymptotic variances of U; , U^
 and ~U0 are also given by
V(U;) = 1 +
1
n

523
232
  4
22

+O

1
n
p
n

; (2.6.1)
V;;(U^
) = V;;( ~U0)
= 1 +
1
n

523
232
  4
22

+
1
2n
f1   u()g2 + f1   u()g2+O 1
n
p
n

: (2.6.2)
Remark 2.6.1. In the second order asymptotic variances of U; , U^
 and ~U0, the rst term of
order 1=n results from the regular part of the density (2.2.1), which coincides with the fact that the
distribution with (2.2.1) is considerd to belong to a regular exponential family of distributions when
 and  are known. The second term of order 1=n in V;;(U^
) and V;;( ~U0) follows from the
non-regular (i.e. truncation) part of (2.2.1) when  and  are unknown, which means the ratio of
the variance 2 = V;;(u(X)) = E;; [fu(X)  1g2] of u(X) to the sum of distance f1   u()g2
and f1   u()g2 from the mean 1 of u(X) to u(x) at x =  and u(x) at x = , respectively.
Comparing the second order asymptotic variances of U; , U^
 and ~U0 given in Theorem 2.6.1,
we have the following.
Corollary 2.6.1 (Akahira et al. (2014)). Under the same setup as Theorem 2.6.1, the bias-adjusted
MLE ^ML and the MCLE ^MCL are second order asymptotically equivalent in the sense that
dn(^

ML; ^MCL) := n
n
V;;(U^
)  V;;( ~U0)
o
= o(1) (2.6.3)
as n!1, and they are second order asymptotically worse than ^;ML with the second order asymp-
totic losses of ^MLand ^MCL relative to ^
;
ML
dn(^

ML; ^
;
ML) := n
n
V;;(U^
)  V(U;)
o
=
1
2
f1   u()g2 + f1   u()g2+ o(1); (2.6.4)
dn(^MCL; ^
;
ML) := n
n
V;;( ~U0)  V(U;)
o
=
1
2
f1   u()g2 + f1   u()g2+ o(1) (2.6.5)
as n!1, respectively.
The proof is straightforward from Theorem 2.6.1.
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2.7 Some examples
For a two-sided truncated exponential case and an upper-truncated Pareto case the second order
asymptotic losses of the estimators are given as examples.
Example 2.7.1 (Two-sided truncated exponential distribution). Let c = 0, d = 1, a(x)  1 and
u(x)   x for  1 <   x   < 1 in the density (2.2.1). Since b(; ; ) = (e    e )=, it
follows that  = (0;1),
1 =
@
@
log b(; ; ) =
 e  + e 
e    e   
1

;
2 =
@2
@2
log b(; ; ) =
2e    2e 
e    e   
(e    e )2
(e    e )2 +
1
2
;
k(; ; ) =
a()eu()
b(; ; )
=
e 
e    e  ;
~k(; ; ) =
a()eu()
b(; ; )
=
e 
e    e  :
Then it follows from (2.3.2), (2.4.2), (2.4.27) and (2.5.2) that the solutions of  of the following
equations
e    e 
e    e  +
1

= X;
X(1)e
 X(1)  X(n)e X(n)
e X(1)   e X(n) +
1

= X;
X(1)e
 X(1)  X(n)e X(n)
e X(1)   e X(n) +
1

=
1
n  2
n 1X
i=2
Yi
become ^;ML, ^ML and ^MCL, respectively, where
X = (1=n)
Pn
i=1Xi. From (2.4.27) the bias-
adjusted MLE is given by
^ML = ^ML +
1
^2n
(
1
k^
 
@^1
@
!
  1
~^k
 
@^1
@
!)
;
where ^i = i(^ML; X(1); X(n)) (i = 1; 2), k^ = k(^ML; X(1); X(n)), ~^k = ~k(^ML; X(1); X(n)), and
@^1
@
=
@1
@
(^ML; X(1); X(n));
@^1
@
=
@1
@
(^ML; X(1); X(n))
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with
@1
@
=
 e 
e    e   
(   )e (+)
(e    e )2 ;
@1
@
=
e 
e    e  +
(   )e (+)
(e    e )2 :
From (2.6.3) to (2.6.5) we obtain the second order asymptotic losses
dn(^

ML; ^MCL) = o(1);
dn(^

ML; ^
;
ML) = dn(^MCL; ^
;
ML) =

1
 +
( )e 
e  e 
2
+

1
 +
( )e 
e  e 
2
1
2
  ( )2e (+)
(e  e )2
+ o(1)
as n!1.
When  =  = 1, and  = 2; 3; 5, the values of second order asymptotic loss dn(^

ML; ^
;
ML) of
^ML relative to ^
;
ML are given in Table 2.1.
Table 2.1: The values of the second order asymptotic loss dn(^

ML; ^
;
ML) of ^

ML relative to ^
;
ML for
 =  = 1:
　 The constant term of dn(^ML; ^
;
ML)
2 6:4725
3 7:9582
5 14:8146
Example 2.7.2 (Upper-truncated Pareto distribution). For the Pareto distribution with a index
parameter  to be estimated and two truncation parameters  and  as nuisance parameters, Aban
et al. (2006) show the asymptotic normality of the MLE ~ and ^ of  in the case when  and 
are known and the case when  and  are unknown, respectively. Although it is noted in Remark
2 of their paper that the asymptotic variance of ^ is not the same as that of ~, it is seen from
(2.6.1) and (2.6.2) that ~ and ^ has the same asymptotic variance in the rst order. However,
in the second order asymptotic comparison, a bias-adjusted of ^ is needed and its second order
asymptotic variance is dierent from that of ~, as below. Let c = 0, d = 1, a(x) = 1=x and
u(x) =   log x for 0 <   x <  <1 in the density (2.2.1). Then
b(; ; ) =
1    

;
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for  2  = (0;1). Letting t = log x, 0 = log  and 0 = log , we see that (2.2.1) becomes
f(t; ; 0; 0) =
(
e0
1 e (0 0) e
 t for 0  t  0
0 otherwise:
Hence the upper-truncated Pareto distribution case is reduced to the two-sided truncated exponen-
tial one in Example 2.7.1. Replacing X and X(i) (i = 1; : : : ; n) by logX := (1=n)
Pn
i=1 logXi and
logXi (i = 1; : : : ; n), respectively, in Example 2.7.1, we have the second order asymptotic losses
dn(^

ML; ^MCL) = o(1);
dn(^

ML; ^
;
ML) = dn(^MCL; ^
;
ML) =
(
1 +
 log 
1  
2
+

1 +
log 
1  
2)
1  (log )
2
1  

+ o(1)
as n!1, where  := (=).
When  = 0:8,  = 1, and  = 5; 10; 15, the values of second order asymptotic loss dn(^

ML; ^
;
ML)
of ^ML relative to ^
;
ML are given in Table 2.2. In Aban et al. (2006), the performance of the MLE
is compared with that of the estimators of Hill and Beg when  = 0:8,  = 1 and  = 10.
Table 2.2: The values of the second order asymptotic loss dn(^

ML; ^
;
ML) of ^

ML relative to ^
;
ML for
 = 0:8 and  = 1.
　 The constant term of dn(^ML; ^
;
ML)
5 6:7898
10 7:6495
15 8:3155
Example 2.7.3 (Two-sided truncated normal distribution). Let c =  1, d = 1, a(x) = e x2=2
and u(x) = x for  1 <   x   <1 in the density (2.2.1). Since
b(; ; ) =
p
2e
2=2 f(   )  (   )g ;
it follows that  = ( 1;1),
1(; ; ) =  +  (   ) +  (   );
2(; ; ) = 1  (   ) (   )  (   ) (   )  f (   ) +  (   )g2;
k(; ; ) =  (   ); ~k(; ; ) =   (   );
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where
(t) :=
(t)
(t)  (t+ )
with
(t) =
Z t
 1
(x)dx; (x) =
1p
2
e x
2=2
for all t 2 R1 and all x 2 R1. Then it follows from (2.3.2), (2.4.2) and (2.5.2) that the solutions of
the following equations
 +  (   )   (   ) = X;
 + X(1) X(n)(  X(1))  X(n) X(1)(  X(n)) = X
and
   X(1) X(n)(  X(1))  X(n) X(1)(  X(n)) =
1
n  2
n 1X
i=2
X(i)
become ^;ML, ^ML and ^MCL, respectively. From (2.4.27) bias-adjusted MLE is seen to be given by
^ML = ^ML +
1
^2n
(
1
k^
 
@^1
@
!
  1
~^k
 
@^1
@
!)
;
where
^i = i(^ML; X(1); X(n)) (i = 1; 2); k^ = k(^ML; X(1); X(n)); ~^k = ~k(^ML; X(1); X(n))
and
@^1
@
=
@1
@
(^ML; X(1); X(n));
@^1
@
=
@1
@
(^ML; X(1); X(n))
with
@1
@
=  (   )f       (   )   (   )g;
@1
@
=  (   )f    +  (   ) +  (   )g:
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From (2.6.3) to (2.6.5) we obtain the second order asymptotic losses
dn(^

ML; ^MCL) = o(1);
dn(^

ML; ^
;
ML) = dn(^MCL; ^
;
ML)
=
f    +  (   ) +  (   )g2 + f    +  (   ) +  (   )g2
1  (   ) (   )  (   ) (   )  f (   ) +  (   )g2 + o(1)
as n!1.
When  =  = 0, and  = 1; 2; 3, the values of second order asymptotic loss dn(^

ML; ^
;
ML) of
^ML relative to ^
;
ML are given in Table 2.3.
Table 2.3: The values of the second order asymptotic loss dn(^

ML; ^
;
ML) of ^

ML relative to ^
;
ML for
 =  = 0.
　 The constant term of dn(^ML; ^
;
ML)
1 6:3154
2 8:5681
3 15:8437
2.8 Final remarks
For a one-sided truncated exponential family of distributions with a natural parameter  and a
truncation parameter  as a nuisance parameter. Akahira (2013) derives the asymptotic expansion
of the MLE ^ML of  for known , the MLE ^ML and the MCLE ^MCL of  for unknown , and
shows that a bias-adjusted MLE ^ML such that it has the same asymptotic bias as ^

ML and ^MCL
are second order asymptotically equivalent in the sense that their asymptotic variances are same
up to the order o(1=n) and they are second order asymptotically worse than ^ML in the second
order asymptotic variance. The same asymptotic normality of ^ML, ^ML and ^MCL results from
the rst term of their asymptotic expansions. The second order asymptotic losses of ^ML and ^MCL
relative to ^ML are also calculated. In this paper, in a similar way to Akahira (2013), the above
results are extended to the two-sided truncated exponential family of distributions with a natural
parameter  and two truncation parameters  and  as nuisance parameters, which includes the
upper-truncated Pareto distribution. In particular, the values of the second order asymptotic losses
of ^ML and ^MCL given by (2.6.4) and (2.6.5) are quite simple, which results from the two-sided
truncated exponential family of distributions.
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Chapter 3
Maximum divergence priors for the
-divergence in non-regular cases
3.1 Introduction
In Bayesian inference, the selection of priors has been an important and much-discussed problem.
The concept of prior distribution is useful with sucient background information. However, we
often have a little prior information for most real situations. In such cases, we need to consider
the prior called `objective' or `non-informative' prior. One of the most widely used non-informative
priors is a uniform distribution over the parameter space. However, a uniform prior lacks invariance
under smooth one-to-one transformation. To overcome this diculty, Jereys (1961) proposes the
prior which is proportional to the positive square root of the Fisher information number. This
prior is invariant under smooth one-to-one transformation. The Jereys prior is also obtained
by asymptotically maximizing the Kullback-Leibler (KL) divergence between the prior and the
corresponding posterior for a given likelihood under some regularity conditions (Bernardo (1979),
Ghosh et al. (2006)). Recently, Ghosh et al. (2011) derives priors which asymptotically maximize a
more general divergence measure (called the -divergence) between the prior and the corresponding
posterior. We note that the KL divergence, the Bhattacharyya-Hellinger divergence and the chi-
square divergence are special cases of the -divergence (Amari (1982)). They show that maximizing
the -divergence yields the Jereys prior with the exception of the case of the chi-square divergence.
Maximizing the chi-square divergence yields a prior dierent from the Jereys one.
However, Ghosh et al. (2011) deals with the case of regular distributions and the result is
not applied for non-regular distributions whose support depends on unknown parameter. The
asymptotic expansion of the posterior distribution for non-regular distributions with monotone
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support are discussed in Ghosh et al. (1994) and Ghosal and Samanta (1997b). They show that the
rst order asymptotic distribution of the posterior distribution is an exponential distribution, that
is, the asymptotic normality of the posterior distribution does not hold in non-regular case. Ghosal
and Samanta (1997a) shows the prior which asymptotically maximizes the KL divergence for one-
parameter non-regular family. Further, Ghosal (1997) also shows the prior which asymptotically
maximizes the KL divergence for multi-dimensional non-regular family in the presence of nuisance
parameter.
In this chapter, we derive the prior which asymptotically maximizes the expected -divergence
for the same class of non-regular family in Ghosal and Samanta (1997b) and Ghosal (1999). In
this paper, we call this prior the maximum divergence prior (for the -divergence). In Section
3.2, we give denition and some preliminaries for non-regular family of distributions. Further, we
introduce the asymptotic expansion of posterior distribution in non-regular family given by Ghosal
and Samanta (1997b). In Section 3.3, we dene the expected -divergence and its second order
asymptotic approximation. In Section 3.4, we derive the maximum divergence prior for the -
divergence for one-parameter non-regular case. In Section 3.5, we compare maximum -divergence
priors between the regular and the non-regular cases, and we show some examples of prior which
are treated in Ghosal and Samanta (1997a). In Sections 3.6 and 3.7, we derive the maximum
divergence prior for the -divergence for multi-dimensional non-regular family in the presence of
nuisance parameter.
3.2 Denition and preliminaries
Let X1; : : : ; Xn be a sequence of i.i.d. random variables with a density f(x; ) ( 2   R) with
respect to the Lebesgue measure. We assume that for all  2 , f(x; ) is strictly positive in a
closed interval S() := [a1(); a2()] depending on unknown parameter  and is zero outside S().
It is permitted that one of the endpoints is free from . We assume the following conditions on the
density f(x; ), which are the same conditions as Ghosal and Samanta (1997b)
(B1) The endpoints a1() and a2() of the support are continuously dierentiable functions of .
(B2) For each x, log f(x; ) is twice dierentiable in  on the set f : a1() < x < a2()g. Further,
the following holds:
(a) For all  2 , c() := E[(@=@) log f(X1; )] < 1 is dierentiable in  and c() 6= 0.
Moreover, d() := E[(@
2=@2) log f(X1; )] <1.
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(b) There exist a neighborhood N0 of the true parameter 0 and an integrable function H0(x)
such that for all  2 N0 and x 2 (a1(); a2()), j(@2=@2) log f(x; )j < H0(x).
(B3) For a suciently large  > 0, it holds
E0

sup
<0 
log ff(X1; )=f(X1; 0)g

< 0:
(B4) E0 log f(X1; ; )! E0 log f(X1; )(! 0), where f(x; ; ) = supff(x; 0) : j   0j  g.
Further, we assume the following condition on the prior density.
(B5) The prior density () is twice dierentiable in .
We note that conditions (B2){(B4) ensure the validity of the asymptotic expansion of the pos-
terior distribution (cf. Ghosal and Samanta (1997b). Families such as uniform distribution U(0; ),
location family f(x; ) = f0(x ) with a positive smooth density f0 on [0;1), and truncation family
f(x; ) = g(x)= G()(x > ), where g is a positive smooth density on [0;1) and G() = R1x g(t)dt,
satisfy the above conditions.
In view of the results of Ghosh et al. (1994), in order to have a limit of the posterior distributions,
it is necessary that the set S() is either increasing or decreasing in , that is, S() satises either
S()  S(+") for " > 0 or S()  S(+") for " < 0, respectively. For this reason, we may assume
S() is decreasing without loss of generality. Indeed, the case where S() increases with  may be
reduced by the reparametrization  7! ( ) to the case where S() decreases.
First of all, we introduce the asymptotic expansion of posterior distribution for non-regular
family in Ghosal and Samanta (1997b). Since S() is decreasing, the set fa1()  Xi  a2(); i =
1; 2; : : : ; ng can be expressed as f^n(X1; : : : ; Xn)  g where ^n := minfa 11 (X(1)); a 12 (X(n))g and
X(1) := min1inXi; X(n) := max1inXi. If a1 does not depend on , then we interpret the
above ^n as a
 1
2 (X(n)) while it is interpreted as a
 1
1 (X(1)) if a2 does not depend on . Note that
^n    = Op(n 1) (n!1). Dene
 :=
1
n
nX
i=1
@
@
log f(Xi; ^n):
Note that    c() = Op(n 1) (n ! 1) (Ghosal and Samanta (1997b), Lemma 2.1). By Theorem
3.1 of Ghosal and Samanta (1997b), the posterior density of u = n(  ^n) givenX = (X1; : : : ; Xn)
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has the asymptotic expansion
(ujX) = eu
"
1 +
1
n
(
0(^n)
(^n)
(u+ 1) +
c2
2
(u2   2)
)
+O(n 2)
#
(3.2.1)
for u < 0, where
c2 :=
1
2n
nX
i=1
@2
@2
log f(Xi; ^n):
Putting  = u=n + ^n in (3.2.1), we have
(jX) = njjen( ^n)
"
1 +
1
n
(
0(^n)
(^n)
(n(   ^n) + 1)
+
c2
2
((n)2(   ^n)2   2)
)
+O(n 2)
#
(  ^n):
Further, we dene the maximum divergence prior.
Denition 3.2.1 (Maximum divergence prior). Letm(x) be the marginal density ofX = (X1; : : : ; Xn)
and let D(; ) be a divergence measure. The maximum divergence prior for D(; ) is dened by
() = arg max
()
Z
D((); (jx))m(x)dx: (3.2.2)
Note that the more the divergence between the prior and the corresponding posterior is, the less
the amount of prior information is.
3.3 The expected -divergence between the prior and the poste-
rior
The -divergence between the prior and the posterior is dened by
D((); (jX)) := 1 
R
()1 (jx)d
(1  ) (3.3.1)
for  2 R n f0; 1g and the expected -divergence between the prior and the posterior is dened by
R() :=
Z
D((); (jX))m(x)dx = 1 
R
[
R
()1 (jx)d]m(x)dx
(1  ) ; (3.3.2)
where m(x) is the marginal density of X = (X1; : : : ; Xn) (see Amari (1982) and Ghosh et al.
(2011)). Note that the -divergence smoothly connects the KL divergence ( ! 0), the squared
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Bhattacharyya-Hellinger divergence ( = 1=2), and the chi-square divergence ( =  1). Let Ln()
be the likelihood function of . From the relation Ln()() = (jx)m(x), we can express (3.3.2)
as
R() =
1  R R +1() (jx)Ln()dxd
(1  ) =
1  R +1()E[ (jx)]d
(1  ) ; (3.3.3)
where E denotes the conditional expectation ofX given . In order to derive the prior which maxi-
mizes the expected -divergence, we need to compute the expectation E[
 (jx)] in (3.3.3). Since
the exact computation of this expectation is not easy, we consider the asymptotic approximation of
E[
 (jx)]. We have the following lemma.
Lemma 3.3.1 (Hashimoto and Koike (2014)). Under the conditions (B1){(B5), the asymptotic
approximation of E[
 (jx)] for  < 1 is
E[
 (jx)] = fnjc()jg
 
1  

1 +
1
n(1  )

20()
c()()
+  2()

+O(n 2 ) (3.3.4)
as n!1, where
 2() :=  1() + (+ 1)c
0();  1() :=
2d()(+ 1)
c()2
are continuous functions, not involving ().
Remark 3.3.1. In the proof of Lemma 3.3.1, we adopt the shrinkage argument (Ghosh (1994),
Datta and Mukerjee (2004)). This method is a Bayesian approach for frequentist computations.
The shrinkage argument consists of three steps (For the details, see Datta and Mukerjee (2004)).
Proof. Step one. We consider a proper prior density (), such that the support of () is compact
in the parameter space. Next, we compute the expectation E[ (ujX)jX], where E[] denotes
the expectation under the posterior density (jX). Since
 (jx)(jx) =(njj)1 e(1 )n( ^n)

"
1 +
1
n
(
  
0(^n)
(^n)
(n(   ^n) + 1) + 
0(^n)
(^n)
(n(   ^n) + 1)
+
c2
2
(1  )((n)2(   ^n)2   1)
)
+O(n 2)
#
;
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the expectation of  (jX) under (jX) is given by
E[ (jX)jX]
=
Z ^n
 1
 (jx)(jx)du
=
(njj) 
1  
"
1 +
1
n(1  )
(
20(^n)
(^n)
  
0(^n)
(^n)
+
2c2(+ 1)
2
)
+O(n 2)
#
:
Note that in order to compute above integration, we put n(  ^n) =  t and regard the integration
as the expectation of the exponential distribution with mean parameter (1  ).
Step two. For an interior point  of the support (), we compute () = EE[ (jX)jX],
where E[] denotes the conditional expectation of X given . Since ^n    = Op(n 1),    c() =
Op(n
 1) and c2   d() = Op(n 1), the method in Datta and Mukerjee [26] gives
() =
fnjc()jg 
1  

1 +
1
n(1  )

20()
c()()
  
0()
c()()
+  1()

+O(n 2 );
where
 1() :=
2d()(+ 1)
c()2
is a continuous parametric function, neither involving () nor ().
Step three. By integrating () with respect to () and making () degenerate at , we haveZ
()()d
=
Z fnjc()jg 
1  

1 +
1
n(1  )

20()
c()()
  
0()
c()()
+  1()

()d +O(n 2 )
=
Z fnjc()jg 
1  

1 +
1
n(1  )

20()
c()()
+  1()

()d
 
Z fnjc()jg 
1  
0()
c()(1  )d +O(n
 2 ): (3.3.5)
Here, integration by parts for the second term of (3.3.5) givesZ fnjc()jg 
1  
0()
c()(1  )d =
Z
n 
1  

1  
d
d

c()  1
	
()d:
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Now suppose the support of () contains the true  as an interior point. Then we haveZ
()()d
=
fnjc()jg 
1  

1 +
1
n(1  )

20()
c()()
+  1() + (+ 1)c
0()

+O(n 2 ):
Hence, the asymptotic approximation of E[
 (jx)] is given by
E[
 (jx)] = fnjc()jg
 
1  

1 +
1
n(1  )

20()
c()()
+  2()

+O(n 2 ); (3.3.6)
where
 2() :=  1() + (+ 1)c
0()
is a continuous function, not involving (). This completes the proof. 
Remark 3.3.2. Lemma 3.3.1 does not hold for   1 as is evident from the right-hand-side
expression in (3.3.4).
3.4 Maximum divergence prior for the -divergence
In this section, we derive the maximum divergence prior for the -divergences in a similar way
to Ghosh et al. (2011). By using Lemma 3.3.1, for  < 1 and  6= 0 or  1, the rst order
approximation to (3.3.3) is given by
R()  1 
R
+1()fnjc()jg
 
1  d
(1  ) =
1  1n(1 )
R n ()
jc()j
o
()d
(1  ) : (3.4.1)
We now consider maximization (3.4.1) with respect to () under R ()d = 1 according to the
value of . Then we have the following.
Theorem 3.4.1. (Hashimoto and Koike (2014)) Under the conditions (B1){(B5), the maximum
divergence prior for the -divergence is given by
() / jc()j =
E  @@ log f(X1; )
 (3.4.2)
for  1 <  < 1, and such prior generally does not exist for    1.
Proof. Case I 0 <  < 1.
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In this case, we consider minimizingZ 
()
jc()j

()d
with respect to () under R ()d = 1. First, we recall the Holder inequality, i.e.,Z
jf1()f2()jd 
Z
jf1()jpd
1=pZ
jf2()jqd
1=q
where p > 1; q > 1 and p 1+q 1 = 1. The equality holds if and only if ff1()gp = aff2()gq, where
a is a constant. Now putting f1() = ()jc()j
 
1+ ; f2() = jc()j

1+ ; p = 1+ and q = (1+)=,
we have Z
1+()jc()j d
1=(1+)Z
jc()jd
=(1+)

Z
()d = 1;
or equivalently, Z 
()
jc()j

()d 
Z
jc()jd
 
:
The equality holds if and only if () / jc()j, which is the maximum divergence prior.
Case II  1 <  < 0.
We need to maximize Z 
()
jc()j

()d
with respect to () under R ()d = 1. Here, let f1() = ()jc()j  1+ ; f2() = jc()j 1+ ; p = 1+
and q = (1 + )=. By the Holder inequality, it holdsZ 
()
jc()j

()d 
Z
d
1+Z
jc()jd
 
=
Z
jc()jd
 
:
The equality holds if and only if () / jc()j, which is the maximum divergence prior.
Case III  <  1.
Putting  =   ( > 1), by (3.4.1),
R() =
1  1
n (1+)
R n ()
jc()j
o 
()d
(1 + )
:
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Hence, it suces to maximize Z 
()
jc()j
 
()d
with respect to () under R ()d = 1. We may writeZ 
()
jc()j
 
()d = E
 jc()j
()

;
where E[] denote the expectation under the prior (). Here, we recall the Lyapounov inequality
(DasGupta (2008)), i.e.,
fE(Xa)g1=a 
n
E(Xb)
o1=b
; 0 < a < b:
In this inequality, putting a = 1; b = ,(
E
 jc()j
()
)1=
 E
 jc()j
()

;
or equivalently, Z 
()
jc()j

()d 
Z
jc()jd

:
The equality holds if and only if () / jc()j. However, we can nd that () / jc()j is the
minimizer rather than the maximizer of (3.4.1). We can show that there is no maximizing prior in
this case. It suuses to show that
sup

Z
c()1 ()d = +1; for c() > 0: (3.4.3)
In order to prove (3.4.3), we consider a compact set A  R. Then there exists c0 > 0 such that
c()  c0 for all  2 A. For any M > 0, we can make a prior () = fM=((AM )c0)g1=(1 ) ( 2
AM ), where AM  A satisfying
R
AM
()d < 1 and () is the Lebesgue measure on R. If  is not
in AM , we can assign some suitable value to () to make () a probability density. Then, we haveZ
c()1 ()(d) 
Z
A
c()1 ()(d) 
Z
AM
c0
M
(AM )c0
(d) =M:
Hence, for any M > 0, we can nd () such that
R
c()1 ()(d)  M . Therefore, it holds
sup
R
c()1 ()d = +1. As in the case of c() < 0, we can show (3.4.3) in a similar way to
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the above.
Case IV  = 0.
For  = 0, we need to interpret (3.4.1) as its limiting value (when it exists). In this case, (3.4.1)
corresponds to the KL divergence. Indeed, it suces to compute the following
lim
!0
R() = lim
!0
1  1n(1 )
R n ()
jc()j
o
()d
(1  ) :
By L'Ho^pital's rule, we have
R0() = log n+ 1 
Z
() log

()
jc()j

d:
Hence, it suuses to minimize Z
() log

()
jc()j

d
with respect to () under R ()d = 1. By the property of KL divergence, the maximum divergence
prior for the -divergence is () / jc()j (see also Ghosal and Samanta (1997a)).
Case V  =  1.
In this case, the -divergence corresponds to the chi-square divergence considered by Clark and
Sun (1997) for the one parameter exponential family under the some regularity conditions. Now we
consider the case of non-regular distributions. Since +1() = 1, the rst order term in (3.4.1) is
constant, and we need to consider the second order term. When  =  1 in (3.3.4), we note that
(1  ) =  2 < 0. When c() > 0 for all  2 , it suces to maximizeZ
0()
()
d
with respect to () under R ()d = 1. However, we can not nd such () in general. For
example, putting () = sin (0    =2), we have R 0()=()d = R =20 (tan ) 1d =1. As in
the case of c() > 0, we can also show that the maximum divergence prior generally does not exist
in the case of c() < 0.
From Case I to Case V, we complete the proof. 
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3.5 Comparison of priors
As previously stated, Ghosh et al. (2011) derives non-informative prior as a maximizer of the -
divergence in regular case. In this section, we compare our result with Ghosh et al. (2011). Namely,
we give the comparison between regular and non-regular cases. The result is given in Table 3.1.
Table 3.1: The comparison of the maximum divergence priors
　 regular case non-regular case
0 <  < 1 () /pI() () / jc()j
 = 0 () /pI() () / jc()j
 1 <  < 0 () /pI() () / jc()j
 =  1 () / exp
hR 2g3() I0()
4I() d
i
 
 <  1    
Note that I() = E[f(@=@) log f(X1; )g2] < 1 denotes the Fisher information number and
g3() := E[(@
3=@3) log f(X1; )] <1 in Table 3.1.
From Table 3.1, for  1 <  < 1, the prior () / jc()j corresponds to the Jereys prior in
regular case. Note that this is the same as the prior in Ghosal and Samanta (1997a) and Ghosal
(1999). Further, the prior () / jc()j is invariant under a smooth one-to-one transformation, that
is, if we consider a smooth one-to-one transformation  = (), the maximum divergence prior of 
is jc()j := jc()jjd=dj. For  =  1, i.e., the chi-square divergence, Ghosh et al. (2011) derives
the prior which is dierent from the Jereys prior in regular case. On the other hand, in non-regular
case, we show that the maximum divergence prior for the chi-square divergence generally does not
exist. For  <  1, it is shown that there is no maximum divegence prior in regular and non-regular
cases.
We show some examples which are treated in Ghosal and Samanta (1997a).
Example 3.5.1 (Location family). Let f0 be a strictly positive density on [0;1) and consider the
family of distribution f(x; ) = f0(x   ). Since jc()j is constant, the uniform prior is the maxi-
mum divergence prior. In particular, the location family f(x; ) = e (x )(x > ) of exponential
distribution belongs to this.
Example 3.5.2 (Scale family). Let f0 be a strictly positive density on [0; 1] and consider the
family of distribution f(x; ) =  1f0(x=)( > 0). Since jc()j /  1, () /  1 is the maximum
50
divergence prior. In particular, the uniform distribution U(0; )( > 0) belongs to this.
Example 3.5.3 (Truncation family). Let g(x) be a strictly positive density on (0;1) and let
f(x; ) = g(x)= G()(x >  > 0), where G() =
R1
 g(t)dt. Since jc()j = g()= G(), the maximum
divergence prior is () = g()= G(), which is the hazard rate of g(x).
3.6 Multi-dimensional extension
In previous section, we derived the maximum divergence prior for the -divergence in one-dimensional
case. Nevertheless, we usually deal with multi-dimensional case in practical situations. Now, we
consider the situation where we also have an additional regular parameter ' together with the
non-regular parameter . We consider the following setting.
Let X1; : : : ; Xn be a sequence of i.i.d. random variables with a density f(x; ; ') ( 2  
R1; ' 2   R1) with respect to the Lebesgue measure. Note that we consider a scalar ', although
a vector 'may also be treated in essentially the same manner. We assume that for all  2  and ' 2
, f(x; ; ') is strictly positive and three times dierentiable in  and '. Let S() := [a1(); a2()]
be the support of f(x; ; ') which depends only on unknown parameter  and is zero outside S().
It is permitted that one of the endpoints is free from . We assume that the endpoints a1() and
a2() of the support are continuously dierentiable functions of . Let (; ') be a joint prior of
(; '). Let () and (') be priors of  and ', respectively. We assume that (; ') is three times
dierentiable in  and '. Also, we suppose that () and (') are three times dierentiable in 
and ', respectively. Such families were discussed by Smith (1985), Ghosal and Samanta (1995) and
Ghosal (1999). A simple example of this family is a location-scale exponential distribution with the
density f(x; ; ') = ' 1 expf (x   )='g (x > ). As in Section 3.2, we assume that the support
of the density S() is monotone decreasing without loss of generality.
First, we introduce the joint asymptotic posterior distribution of (; ') given X = (X1; : : : ; Xn)
in Appendix of Ghosal (1999). Let ^n be the consistent estimator as in one-parameter case, i.e.,
^n := minfa 11 (X(1)); a 12 (X(n))g, and let '^n be a unique solution of ' for the the modied likelihood
equation
nX
i=1
@
@'
log f(Xi; ^n; ') = 0:
Smith (1985) showed the consistency for the special case when  is a location parameter, but the
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argument can easily be generalized. Hence, we may assume that (^n; '^n) is consistent. We put
 :=
1
n
nX
i=1
@
@
log f(Xi; ^n; '^n); b
2 :=  
nX
i=1
@2
@'2
log f(Xi; ^n; '^n):
Let u := n(  ^n) and v :=
p
nb('  '^n) be normalized random variables. By Appendix in Ghosal
(1999), the joint posterior density of (u; v) given X = (X1; : : : ; Xn) has the asymptotic expansion
(u; vjX) = 1p
2
eu 
v2
2

1 +
1p
n
D1 +
1
n
D2 +O(n
 3=2)

(3.6.1)
for u < 0, where
D1 =
01
00b
v +
2a11
b
uv +
a03
b3
v3;
D2 =
10a03
00
(u+ 1) +
02
200b2
(v2   1) + a20
2
(u2   1) + 2(01=00)a11 + 3a12
b2
(uv2 + 1)
+
01a03
00b4
(v4   1) + 2a
2
11
2b2
(u2v2   2) + 2a11a03
b4
(uv4 + 3) +
a203
b6
(v6   15)
with
rs =
@r+s
@r's
(^n; '^n); ars =
1
(r + s)!n
nX
i=1
@r+s
@r's
log f(Xi; ^n; '^n)
for r; s = 0; 1; : : : , respectively. Note that  = a10 and b
2 =  2a02. From (3.6.1), we can obtain the
asymptotic marginal posterior density (ujX). The asymptotic marginal density of u is given by
(ujX) =
Z
(u; vjX)dv
=eu
"
1 +
1
n
(
10
00
+
2(01=00)a11 + 3a12
b2
+
6a11a03
b4

(u+ 1)
+

a20
2
+
2a211
2b2

(u2   2)
)
+O
 
n 2
 #
(3.6.2)
for u < 0.
3.7 Maximum divergence prior of a non-regular parameter in the
presence of a regular nuisance parameter
In this section, as a special case, we consider the case where non-regular parameter  is assumed
to be a parameter of interest and ' is a regular nuisance parameter. We derive the maximum
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divergence prior for -divergence in the sense of Berger and Bernardo (1989, 1992a, 1992b). First
of all, we note that the joint prior density (; ') is rewritten by (; ') = ('j)(). For xed ,
the conditional prior density ('j) is one dimensional. Bernardo (1979) recommends the following
conditional Jereys prior
('j) /
p
2(; '); (3.7.1)
where 2(; ') = E[ (@2=@'2) log f(X; ; ')]. For (3.7.1), we need to maximize the following
expected -divergence with respect to ()
R() =
1  R +1()E[ (jx)]d
(1  ) ; (3.7.2)
where E denotes the conditional expectation of X given . In order to derive the maximum
divegence prior, we need to compute the expectation E[
 (jx)]. Since the exact computation of
this expectation is not easy, we consider the second order asymptotic approximation of E[
 (jx)]
by using the asymptotic expansion of marginal posterior density (3.6.2) and the shrinkage argument
(Ghosh (1994), Datta and Mukerjee (2004)). In a similar way to Lemma 3.3.1, we have the following
lemma.
Lemma 3.7.1 (Hashimoto and Koike (2015)). For  < 1, the second order asymptotic approxima-
tion of E[
 (jX)] is given by
E

 (jx)
= n 
Z jc(; ')j 
1  

1 +
1
n

2
1  
(@=@)()
()
1
c(; ')
+ S(; ')

+O(n 2)

('j)d'; (3.7.3)
where c(; ') = E[(@=@) log f(X; ; ')] and S(; ') is a continuous function, not involving ().
The proof is omitted since it is similar to Lemma 3.3.1.
Remark 3.7.1. The equation (3.7.3) does not hold for   1 as is evident from the right-hand-side
expression in (3.7.3).
Theorem 3.7.1 (Hashimoto and Koike (2015)). For  1 <  < 1, the maximum divergence prior
for the -divergence of  is given by
() /
Z
jc(; ')j ('j)d'
 1=
(3.7.4)
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and such prior generally does not exist for    1.
The proof is omitted since it is similar to Theorem 3.4.1.
Remark 3.7.2. For  = 0 in (3.7.4), we interpret  ! 0 as  = 0. In this case, -divergence
corresponds to the KL divergence. In fact, ! 0 in (3.7.4), we have
(') / exp
Z
(log jc(; ')j)('j)d'

:
Note that this prior coincides with the maximum divergence prior for the KL divergence in Ghosal
(1997) and the probability maching prior in Ghosal (1999).
We show some examples concerned with the maximum divergence prior (3.7.4).
Example 3.7.1 (Location-scale family). Let f0 be a strictly positive density on [0;1) and consider
the location-scale family of distribution f(x; ; ') = ' 1f0f(x   )='g. Since c(; ') / 1=' and
2(; ') / 1='2, the maximum divergence prior (3.7.4) is () / constant. For example, exponential
distribution with location parameter f(x; ; ') = (1=')e (x )='(x > ) belongs to this family.
Example 3.7.2 (One-sided truncated exponential family). We consider the following one-sided
truncated exponential family of distribution
f(x; ; ') =
8<:
a(x)e'u(x)
b(;') for c <   x < d;
0 otherwise
(3.7.5)
with respect to the Lebesgue measure, where  1  c < d  1, a() is positive-valued and con-
tinuous almost surely, u() is absolutely continuous in the interval (; d) and du(x)=dx 6 0, and
b(; ') =
R d
 a(x)e
'u(x)dx is a nite positive normalized constant for  2 (c; d) (Bar-Lev (1984),
Akahira (2013)). Since c(; ') =  (@=@) log b(; ') and 2(; ') = (@2=@'2) log b(; '), the maxi-
mum divergence prior (3.7.4) is given by
() /
 Z   @@ log b(; ')
  @2@'2 log b(; ')
1=2
d'
! 1=
(3.7.6)
for  1 <  < 1. In this family, the maximum divergence prior (3.7.6) depends only on a normalized
constant b(; ') in (3.7.5).
As a special case, putting c = 0, d = 1, a(x) = 1=x and u(x) =   log x in (3.7.5), the family
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corresponds to Pareto distribution with the density
f(x; ; ') =
(
''
x'+1
for   x  1;
0 otherwise;
where  is a truncation parameter and ' is a shape parameter. Since b(; ') = 1=(''), the
maximum divergence prior (3.7.6) is () / 1=.
Furthermore, putting c =  1, d = 1, a(x) = ex2=2 and u(x) = x in (3.7.5), the family
corresponds to the truncated standard normal distribution with the density
f(x; ; ') =
(
(x ')
(' ) for   x  1;
0 otherwise;
where  is a truncation parameter, ' is a location parameter, and () and () are the probability
density function and the cumulative distribution of the standard normal distribution, respectively.
Since b(; ') =
p
2e'
2=2('  ), the maximum divergence prior (3.7.6) is given by
() /
24Z ('  )
('  )
 (
1  ('  )('  )
('  )  

('  )
('  )
2)1=2
d'
35 1= : (3.7.7)
Unfortunately, since (3.7.7) is not easy form, the corresponding posterior is so complicated. When
we actually compute the Bayes estimator under this prior (3.7.7), we may need simulative methods
like Markov chain Monte Carlo (MCMC).
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