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Abstrak 
Wajah atau muka ialah bagian depan dari kepala yang terdiri dari mata, hidung dan 
mulut. Wajah setiap orang memiliki beragam-ragam keunikannya tersendiri dari sekian banyak 
manusia, wajah biasanya digunakan untuk menunjukkan sebuah ekspresi dan perasaan orang 
mulai dari bahagia hingga sedih, sebagai pengenal identitas diri, dan sebagai alat interaksi 
manusia. Senyum juga termasuk ekspresi diri dari seseorang ketika menunjukan keadaan 
perasaannya sekarang. Senyum pun bisa dideteksi dan dibedakan, oleh karena itu penelitian ini 
melakukan sebuah deteksi senyum dan diklasifikasikan menjadi dua kelas yaitu kelas senyum dan 
kelas bukan senyum. Penelitian ini menggunakan dataset yang terdiri dari dua jenis citra yaitu 
citra senyum dan citra tidak senyum lalu dicropping. Hasil cropping ini akan diolah 
menggunakan ekstraksi ciri R-HOG untuk mendeteksi bibir dan senyum menggunakan Support 
Vector Machine. Hasil Accuracy deteksi senyum sebesar 82%, Presision sebesar 87%, dan Recall 
sebesar 87%. 
 
Kata kunci : Senyum, R-HOG, Support Vector Machine 
 
 
Abstract 
 The face is the front of the head consisting of eyes, nose and mouth. The face of each 
person has its own unique variety of human beings, the face is usually used to show an expression 
and feelings of people from happy to sad, as identifiers of identity, and as a tool of human 
interaction. Smiles also include self-expression of someone when showing the state of his current 
feelings. A smile can be detected and differentiated, therefore this study performs a smile 
detection and is classified into two classes: the smile class and the class did not smile. This 
research uses training data consisting of two kind of image that is image of smile and images do 
not contain a smile where image have been cropped. The results of this cropping will be processed 
using R-HOG feature extraction to detect lips and smile using Support Vector Machine. Accuracy 
smile detection result was 82%, Presision was 87%, and Recall was 87%. 
 
Keywords : Smile, R-HOG, Support Vector Machine.  
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1. PENDAHULUAN 
 
ajah atau muka ialah bagian depan dari muka yang terdiri dari mata, hidung dan mulut. 
Wajah setiap orang memiliki beragam-ragam keunikannya tersendiri dari sekian banyak 
manusia, wajah biasanya digunakan untuk menunjukkan sebuah ekspresi dan perasaan orang 
mulai dari bahagia hingga sedih, sebagai pengenal identitas diri, dan sebagai alat interaksi 
manusia. Biasanya ekspresi senyum didatangi oleh momen yang bahagia pada umumnya 
seseorang akan mengabadikan momen bahagia kedalam gambar untuk dikenang, Oleh 
karena itu terdapat suatu sistem biasanya pada sebuah kamera memiliki fungsi untuk 
mendeteksi ekspresi senyum untuk menangkap foto. 
 Dalam melakukan pemrosesan sistem yang berupa foto menggunakan pengolahan citra 
yang bertujuan untuk mendapatkan sebuah informasi dari citra tersebut dan dapat melakukan 
verifikasi. Pada citra terdapat sebuah proses ekstrasi untuk mendapatkan nilai ciri dari sebuah 
gambar, oleh karena itu dalam sebuah pendeteksi senyum melakukan pengklasifikasikan menjadi 
dua kelas yaitu berdasarkan senyum dan bukan senyum dan setelah itu melakukan tahap 
klasifikasi. 
 Senyum ditiap orang berbeda-beda dimana bentuk senyum setiap orang tidak lah sama 
namun dalam senyum memiliki pola yang sama, dimana polanya bibir bagian pinggir kanan dan 
kiri lebih tinggi dibandingkan bibir bagian tengah.  
Ada beberapa fitur ekstraksi untuk mendeteksi senyum seperti Haar-like ektraksi ciri 
lebih kepada warna keabuan dan posisi sesuai standar seperti Haar yang dilakukan oleh Pinky dan 
Manish [1],  Histogram Equalization lebih merujuk warna tiap blok dilakukan oleh Eduard dan 
Ivanna [2], fitur ekstraksi Gabor yang lebih mengarah kepada frekuensi, dan fitur ekstraksi Edge 
Detection yang lebih mengarah kepada garis tepi dari sebuah bentuk dilakukan oleh Eduard di 
tahun yang sama. Penggunaan Fitur Haar-like, Histogram Equalization dan Edge Detection rentan 
terhadap gangguan cahaya meskipun memiliki hasil akurasi pengenalan bentuk yang cukup baik 
yaitu untuk Haar-like mendapatkan hasil akurasi sebesar 85% yang lebih baik dari Histogram 
Equalization yang memiliki akurasi sebesar 50% dan Gabor sebesar 81,6%. Sementara 
penggunaan frekuensi memungkinkan terjadinya misleading dalam mengindentifikasi ciri. 
Sedangkan fitur HOG memiliki kemampuan pengenalan bentuk yang lebih baik yang ditunjukan 
oleh Aryuanto [3] Oleh karena itu penelitian ini menggunakan fitur ektraksi HOG yang bertujuan 
untuk mengenali bentuk senyum. 
Pada penelitian ini sistem membedakan mana senyum dan yang tidak senyum, dimana 
kelas yang digunakan sebagai perbandingan hanya ada dua kelas. Beberapa metode klasifikasi 
dapat digunakan, pertama Metode K-Nearest Neighbor yang karakteristiknya mengenali 
kesamaan dari dua buah objek, kedua Cascade biasanya metode klasifikasi Cascade 
berdampingan dengan ektraksi fitur Haar dimana Cascade berciri khas untuk menemukan pola 
dari objek pada citra untuk pengenalan beberapa objek. Sementara itu SVM memiliki karakteristik 
membandingkan kedua buah kelas yaitu kelas senyum dan kelas tidak senyum serta mengenali 
sebuah pola, oleh karena itu pada penelitian ini akan digunakan metode SVM. Hal ini didukung 
dengan kemampuan SVM yang baik dalam mengenali objek, antara lain pada pengenalan mobil 
yang dilakukan oleh Derry [4], Kedua, pengenalan wajah yang dilakukan oleh Asri [5], Ketiga, 
Identifikasi jenis kayu yang dilakukan oleh A.A Gede, Sri dan Yandra [6], Keempat, Pengenalan 
Angka Kwh meter yang dilakukan oleh Dini, Siti, Gasim, dan M.Ezar [7]. 
Berdasarkan uraian pada paragraf sebelumnya, Metode Ektraksi fitur ciri dengan 
Histogram Of Oriented Gradients (HOG) memiliki akurasi  yang baik untuk mengenali bentuk 
senyum dan metode klasifikasi SVM baik dalam mengenali objek. Namun pada penelitian-
penelitian sebelumnya, penelitian mengenai deteksi senyum menggunakan Histogram Of 
Oriented Gradients (HOG) dan SVM belum pernah dilakukan saat ini, oleh karena itu penelitian 
ini penting untuk dilakukan. 
 
W 
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2. METODE PENELITIAN 
 
2.1  Studi Literatur 
1. Penelitian Terkait 
Penelitian Derry Alamsyah [4] melakukan Pengenalan mobil dilakukan dengan 
memanfaatkan fitur bentuk pada citra yaitu Histogram of Oriented Gradient (HOG). 
Pengenalan mobil berdasarkan fitur ini dilakukan dengan menggunakan suatu model 
persamaan linier yang dibentuk dari algoritma Support Vector Machine (SVM) yang 
merupakan suatu klasifikasi biner dengan hasil akurasi sebesar 82.5%. Penelitian Bhima 
Caraka, Bakhtiar Alldino Ardi Sumbodo, Ika Candradewi [8] ini menggunakan metode 
Histogram of Oriented Gradient untuk deteksi dan Support Vector Machine (SVM) untuk 
klasifikasi. Penulis menggunakan metode SVM dikarenakan mempunyai tingkat akurasi dan 
ketepatan literasi yang cukup tinggi untuk mengklasifikasikan data, sehingga Support Vector 
Machine (SVM) bisa dikatakan lebih baik dibandingkan metode yang lain penelitian ini 
mendapatkan hasil akurasi sebesar 82,20% (RBF Pasien 1), 81,63% (RBF Pasien 2) dan 
78,73% (Linear Pasien 1), 79,55% (Linear Pasien 2), kemudian nilai specificity sebesar 
89,91% (RBF Pasien 1), 92,18% (RBF Pasien 2) dan 88,06% (Linear Pasien 1), 91,34% 
(Linear Pasien 2), dan nilai sensitivity 15,45% (RBF Pasien 1), 12,97% (RBF Pasien 2) dan 
13,33% (Linear Pasien 1), 12,50% (Linear Pasien 2). Penelitian Dini Amputri , Siti Nadra , 
Gasim , M. Ezar Al Rivan [7] menggunakan ekstraksi ciri Histogram Of Oriented Gradients 
(HOG) untuk pengenalan plat kendaraan dengan metode klasifikasi SVM dengan akurasi 
yang didapat untuk pengenalan angka sebesar 99% dan 95% pada angka dan huruf hasil dari 
penelitian yaitu dengan jarak pengambilan ±30 cm dan resolusi 10 MP dengan persentase 
sebesar 73,33%, sedangkan persentase tertinggi pada pengenalan per-angka yaitu citra 
dengan jarak pengambilan ±30 cm dan resolusi 14 MP yang memiliki persentase sebesar 
86,67%. Penelitian Berty Chrismartin Lumban Tobing [9] pada penelitian ini, senyum 
dideteksi dengan menggunakan fitur Gabor dan Histograms of Oriented Gradients (HOG) 
pada bagian mulut, hidung, dan mata menggunakan classifier SVM hasil dari penelitian ini 
sebesar 81.60%. Penelitian Juxiang Zhou, Tianwei Xu, Jianhou Gan [10] melakukan face 
recognition dengan menggunakan metode SVM dengan akurasi sebesar 88.43%. 
 
a) Rectangular Histogram of Oriented Gradient (R-HOG) 
Histogram of Oriented Gradient (HOG) adalah ektraksi fitur yang digunakan pada 
computer visi dan pengolahan citra dengan cara menghitung nilai gradient pada suatu citra 
untuk mendapatkan hasil yang akan digunakan untuk mendeteksi objek Brehar,R [11]. 
Histogram of Oriented Gradient ialah bentuk dari local objek dan nilai yang digunakan 
dari intensitas gradient. Proses didalam penerapan HOG ialah membagi citra menjadi blok 
yang nantinya didalam blok terdapat sel, setiap sel blok terdapat nilai gradient arah atau nilai 
orientasi tepi untuk setiap pixel gambar. Dalam melakukan peningkatan performa nilai 
gradient yang dihasilkan melakukan orientasi binning dengan cara menormalisasikan secara 
kontras, kemudian nilai ini digunakan untuk mendeskriptorkan tiap blok dari hasil nilai 
normalisasi. Berikut implementasi HOG dapat dilihat pada Gambar 1. 
 
 
 
Gambar 1 Implementasi HOG 
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Pada Gambar 1 Langkah-langkah implementasi HOG ialah dimulai dari Perhitungan 
Gradient, Orientasi Binning, kemudian Deskriptor Blok oleh Dalal dan Trig [12], Derry [4], 
adapun tahap lanjut didalam proses HOG yaitu mencari nilai perhitungan gradient terlebih 
dahulu untuk mendapatkan nilai dari perhitungan gradiet menggunakan persamaan (1) (2). 
 
𝐼𝑥(𝑟, 𝑐) = 𝐼(𝑟, 𝑐 + 1) − I(r, c − 1)             (1) 
 
𝐼𝑦(𝑟, 𝑐) = 𝐼(𝑟 + 1, 𝑐) − I(r − 1, c)              (2) 
 
Dimana 𝐼 merupakan image dan 𝑟 sebagai baris dan 𝑐 sebagai kolom, setelah nilai 𝐼𝑥 dan 
𝐼𝑦 telah diperoleh maka proses selanjutnya mencari nilai magnitude µ (besar gradient) 
menggunakan persamaan (3). 
 
𝜇 = √𝐼𝑥2 + 𝑙𝑦2               (3) 
 
Selesai dari mendapatkan nilai µ nilai dari besar gradient, proses selanjutnya menjadikan 
nilai µ mencari nilai  θ orientasi menggunakan persamaan (4). 
 
𝜃 =
180
𝜋
(𝑡𝑎𝑛2 (𝑙𝑦, 𝑙𝑥)𝑚𝑜𝑑 𝜋) 
−1                                      (4) 
 
Setelah mendapatkan nilai 𝜃 dari tiap blok maka mencari nilai orientasi sel histogram 
untuk nilai bin 𝑗, 𝐶𝑖 dan  𝑤 menggunakan persamaan (5),(6),(7). 
 
𝑤 =
180
𝐵
                      (5) 
 
𝑏𝑖𝑛 𝑗 = [
𝜃
𝑤
− 
1
2
]  𝑚𝑜𝑑 𝐵                     (6) 
Dengan batasan [𝑤𝑖, 𝑤(𝑖 + 1)) 
 
𝑐𝑖 = 𝑤 (𝑖 +  
1
2
)                (7) 
 
Kemudian nilai yang didapatkan melakukan vote bin yang terbagi dua macam yaitu vote 
bin 𝑉𝑗 ditunjukkan oleh persamaan (8) dan vote bin ( 𝑗 +  1 ) yang ditunjukkan oleh 
persamaan (9) dimana nilai 𝐵 didapatkan dari jumlah bin yang ditentukan. 
 
𝑉𝑗 = 𝜇
𝑐𝑗+1− 𝜃
𝑤
                      (8) 
 
𝑉𝑗+1 = 𝜇
𝜃−𝑐𝑗
𝑤
                 (9) 
Untuk 𝑏𝑖𝑛 (𝑗 + 1)𝑚𝑜𝑑 𝐵 
 
Ketika hasil dari vote bin telah didapatkan proses selanjutnya melakukan blok normalisasi 
dimana fungsinya untuk mendapatkan nilai 𝑏 tiap blok untuk nantinya mengurangi perubahan 
kontras antara gambar dari objek, untuk mencari normalisasi blok menggunakan persamaan 
(10). 
 
      𝑏 ←
𝑏
√||𝑏||2 + 𝜀
               (10) 
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Dimana 𝑏 merupakan nilai pada bin dalam sebuah blok dan 𝜀 merupakan nilai konstanta. 
Setelah mendapatkan nlai blok tahap selanjutnya mencari fitur HOG dimana blok yang 
dinormalisasikan digabungkan menjadi satu buah vector fitur HOG menggunakan persamaan 
(11). 
 
h ←
h
√||h||2+ϵ
                                 (11) 
 
 
Gambar 2 Pembagian blok tiap sel 
 
Gambar 2 merupakan skema pembagian blok setiap sel, dimana nilai ini yang akan di 
gunakan sebagai nilai blok per-HOG Feature Vector tiap blok sebagai HOG Feature Vector 
nilai ini didapatkan dari perhitungan dari tiap kolom citra.   
 
b) Support Vector Machine (SVM) 
Support Vector Machine (SVM) merupakan metode klasifikasi biner yang memanfaatkan 
suatu persamaan hyperplane yang membagi dua kelas seperti (Gambar 3). Data dipisahkan 
dalam dua kelas label yaitu 𝑦 ∈ {−1, 1}. Data 𝑥𝑑 ∈ 𝑋  merupakan feature vector dengan 𝑑 =
1, 2, … , 𝑁𝑑 dimensi. Untuk 𝑑 = 2 maka hyperplane berupa garis, sementara untuk 𝑑 = 3 
berupa plane. Persamaan hyperplane merupakan persamaan klasifikasi ditunjukan oleh 
persamaan (12) dengan parameter klasifikasinya adalah nilai 𝑤 dan 𝑏 sebagai nilai bobot dan 
bias yang ditunjukan oleh persamaan (13) dan persamaan (14) secara berturut-turut.  
 
𝑓𝑠𝑣𝑚(𝑥) = 𝑤. 𝑥 + 𝑏            (12) 
 
𝑤 = ∑ 𝑎𝑖𝑦𝑖𝑥𝑖
𝑁
𝑖=1                                     (13) 
 
𝑏 = −
1
2
(𝑤. 𝑥+ + 𝑤. 𝑥−)                       (14) 
 
Dimana 𝑁 ialah banyaknya data, 𝑎𝑖 nilai koefisien bobot setiap titik pasang data dan label 
(𝑥𝑖, 𝑦𝑖). SVM juga baik mengelola dataset dengan memanfaatkan kernel trik sebagai upaya 
menemukan hyperplane salah satunya yaitu Linear Kernel yang ditunjukkan oleh persamaan 
pada (15). 
 
𝐾(𝑥𝑖,𝑥𝑗) = 𝑥𝑖,𝑥𝑗              (15) 
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Gambar 3 Visualiasasi SVM Linear Kernel 
Pada Gambar 3 merupakan visualisasi SVM dimana terdapat support vector antara 
dua kelas yang di batasi oleh hyperplane, dari hasil kernel yang didapatkan svm 
membuat sebuah persamaan persamaan klasifikasi yang disesuaikan dengan kernel 
yang digunakan seperti persamaan (16) dengan nilai klasifikasi kelas didasarkan pada 
persamaan (17).     
 
𝑓𝑠𝑣𝑚(𝑥) = ∑ 𝛼𝑖𝑦𝑖𝐾(𝑥𝑖 , 𝑥) + 𝑏𝑖∈𝑁                       (16) 
 
𝑐𝑙𝑎𝑠𝑠 = {
1, 𝑓𝑠𝑣𝑚(𝑥) ≥ 0
−1, 𝑠𝑒𝑙𝑎𝑖𝑛𝑛𝑦𝑎
                      (17) 
 
Penentuan nilai 𝛼𝑖 dilakukan dengan penyelesaian permasalahan optimasi LD (Dualitas 
Lagrange Multipier), yang ditunjukan oleh persamaan (18) dan dengan konstrainya pada 
persamaan (19) 
 
𝐿𝑑 =  max
𝛼𝑖𝜖𝑅
∑ 𝛼𝑖 −  
1
2
 ∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑖∈𝑁 𝐾(𝑥𝑖 , 𝑥𝑗)𝑖∈𝑁𝑖∈𝑁                     (18) 
          
0 ≤  𝛼𝑖 ≤ 𝐶 𝑑𝑎𝑛 ∑ 𝛼𝑖𝑦𝑖𝑖∈𝑁 = 0                      (19) 
    
Dimana C ialah nilai konstanta dengan, Ld 𝐾(𝑥𝑖 , 𝑥𝑗) fungsi kernel yang digunakan. 
 
c) Confusion Matrix 
Salah satu metode yang dapat digunakan untuk mengukur kinerja suatu metode 
klasifikasi dalam membandingkan hasil klasifikasi yang dilakukan oleh sistem dengan hasil 
klasifikasi yang seharusnya merupakan pengertian dari Confusion Matrix [13]. Metode 
Confusion Matrix dengan menghitung persentase Presision, Recall dan Accuracy. Adapun 
cara menghitung dengan Confusion Matrix menggunakan persamaan (20), (21), (22). 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴𝐶𝐶) =  
𝑇𝑃+𝑇𝑁
𝑃+𝑁
=  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
               (20) 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃𝑃𝑉) =  
𝑇𝑃
𝑇𝑃+𝐹𝑃
                 (21) 
 
𝑅𝑒𝑐𝑎𝑙𝑙(𝑇𝑃𝑅) =  
𝑇𝑃
𝑃
=  
𝑇𝑃
𝑇𝑃+𝐹𝑁
               (22) 
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Dimana Accuracy merupakan seberapa akurat sistem dapat mengklasifikasikan data 
secara benar, precision merupakan jumlah data kategori positif yang diklasifikasikan secara 
benar dibagi dengan total data yang diklasifikasi positif, Recall merupakan penunjuk berapa 
persen data kategori positif yang terklasifikasikan dengan benar oleh sistem, True Positive 
(TP) merupakan jumlah data positif yang dikenali dengan benar oleh sistem, True Negative 
(TN) merupakan jumlah data negative yang dikenali dengan benar oleh sistem, False 
Negative (FN) merupakan jumlah data positif namun dikenali salah oleh sistem dan False 
Positive (FP) merupakan jumlah data negatif namun dikenali positif oleh sistem. 
 
2.2 Pengumpulan Data 
Pengumpulan Data pada penelitian berupa data citra wajah orang, dimana posisi 
pengambilan data melalui posisi bagian depan wajah seseorang, dimana wajah seseorang 
menunjukkan ekspresi senyum dan ekspresi biasa. Proses pengambilan data menggunakan 
kamera Smartphone yaitu kamera iPhone, Adapun spesifikasi dari kamera iPhone, dapat dilihat 
pada Tabel 1. 
Tabel.1 Spesifikasi Kamera iPhone 
Spesifikasi iPhone 
Resolusi 8 Megapixel 
Bukaan Sensor f/2.2 
Ukuran Sensor  1/3” 
Ukuran Pixel  1.5 µm 
 
Jumlah keseluruhan citra yang diambil sebanyak ±220 yang terdiri dari citra training dan 
citra testing, citra yang diambil memiliki resolusi 2448x3264 pixel dalam format *.JPG. 
  
2.3 Perancangan 
Dalam melakukan perancangan, data yang akan dijadikan data training dikumpulkan 
sebanyak 112 citra wajah lalu di-cropping dengan resolusi 500x500 pixel dimana untuk citra bibir 
sebanyak 560 citra cropping, citra non bibir sebanyak 1120 citra cropping yang dapat dilihat pada 
(Gambar 4).  Dari 560 citra bibir diambil citra senyum sebanyak 87 citra cropping dan citra non  
senyum sebanyak 87 citra cropping. 
a. Training Cropping Positive   b. Training Cropping Negative 
Gambar 4 Training Cropping Positive dan Negative 
 
Data dikelompokan terlebih dahulu seperti (Gambar 5) dimana nantinya data akan digunakan 
sebagai model ekstraksi ciri pada pembagian model bibir dan model senyum. Setelah itu 
melakukan perancangan skema dalam menggunakan Support Vector Machine (SVM) mula-mula 
data cropping melakukan ektraksi ciri menggunakan Rectangular Histogram of Oriented 
Gradient (R-HOG), dataset yang didapatkan melanjutkan proses klasifikasi menggunakan 
Support Vector Machine (SVM) dengan tahap perancangan seperti (Gambar 5) dan melakukan 
evaluasi sementara. 
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Gambar 5 Skema Perancangan 
 
Pada Tahap awal citra wajah melakukan proses grayscale untuk mempercepat durasi proses 
program lalu dilanjutkan pada tahap ekstraksi citra R-HOG menggunakan fungsi matlab dan hasil 
dari ekstraksi citra memasuki tahap Training SVM Model untuk mengambil svmStruct dan Group 
/ pelabelan. 
Setelah proses Training SVM Model selesai maka data Model SVM telah didapat dan bisa 
digunakan untuk digunakan saat melakukan pengujian data, pada proses data uji citra yang 
digunakan adalah citra asli yang beresolusi 2448x3264 pixel. 
 
3. HASIL DAN PEMBAHASAN 
 
3.1 Implementasi  
Tahap ini mengimplementasikan proses pada penelitian untuk memperoleh hasil yang 
dibutuhkan pada penelitian ini, seperti ekstraksi R-HOG, dan Support Vector Machine untuk 
proses klasifikasinya. 
3.1.1 Implementasi Ekstraksi R-HOG 
Pada tahap ekstraksi R-HOG dilakukan terhadap citra uji dan citra latih. Pada proses 
ini, yaitu mengubah citra RGB menjadi citra grayscale. Setelah itu melakukan proses 
konvolusi dengan ukuran pixel 500x500 dengan jarak perpindahan window tersebut 50 
kekanan dan 250 kebawah, lalu dilakukanlah proses cropping yang dimana akan 
mendapatkan banyak gambar cropping dengan ukuran pixel masing – masing 500x500. 
Dengan data gambar hasil cropping tersebut dilakukanlah proses ekstraksi R-HOG untuk 
melakukan pencarian daerah tempat senyum itu berada menggunakan data positif dan 
negatif yang telah dipilih secara manual dan random. 
3.1.2 Implementasi Klasifikasi SVM\ 
Pada tahapan implementasi Klasifikasi SVM ini akan melanjutkan hasil dari proses 
ekstraksi R-HOG yang dimana hasil dari ekstraksi R-HOG tersebut akan diproses oleh 
SVM Classify dan hasil dari proses ini akan ditampung, data yang ditampung tersebut 
adalah berupa skor, titik koordinat X dan Y dan setelah ditampung akan diseleksi kembali 
guna mengambil skor yang paling terbesar dari hasil proses tersebut. Setelah mendapatkan 
skor terbesar akan diambil koordinat pixel dari data yang telah ditampung dan sistem akan 
melakukan proses cropping berdasarkan pixel yang didapat dan akan dilakukan proses 
ektraksi R-HOG dan proses SVM Classify dan akan menghasilkan data berupa citra yang 
diberi tanda kotak dan kotak tersebut akan diberi warna sebagai pembeda yang dimana 
untuk kotak berwarna merah itu tandanya bukan senyum dan untuk kotak berwarna hijau 
itu tandanya adalah senyum. 
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3.2 Pengujian 
Pada pengujian dilakukan dengan 28 orang dengan total gambar sebanyak 84 gambar, 
dimana gambar berbentuk wajah manusia dengan resolusi piksel penuh sebesar 2448x3264 piksel. 
Hasil pengujian diperlihatkan pada Tabel 2. 
 
Tabel 2 Pengujian dengan 28 inputan 
Orang Testing 1 (Tidak Senyum) Testing 2 (Senyum) Testing 3 (Senyum) 
Deteksi Bibir 1 -1 Deteksi 
Bibir 
1 -1 Deteksi 
Bibir 
1 -1 
1. Bibir Tidak Dikenali Bibir Tidak Dikenali √ √  
2. Bibir Tidak Dikenali Bibir Tidak Dikenali √ √  
3. √  √ Bibir Tidak Dikenali √ √  
4. Bibir Tidak Dikenali √ √  √ √  
5. Bibir Tidak Dikenali Bibir Tidak Dikenali √ √  
6. Bibir Tidak Dikenali Bibir Tidak Dikenali Bibir Tidak Dikenali 
7. Bibir Tidak Dikenali √ √  √ √  
8. √ √  √ √  Bibir Tidak Dikenali 
9. √ √  Bibir Tidak Dikenali √ √  
10. Bibir Tidak Dikenali Bibir Tidak Dikenali Bibir Tidak Dikenali 
11. √ √  √ √  √  √ 
12. √ √  √ √  √ √  
13. Bibir Tidak Dikenali Bibir Tidak Dikenali Bibir Tidak Dikenali 
14. √  √ Bibir Tidak Dikenali √ √  
15. Bibir Tidak Dikenali √  √ Bibir Tidak Dikenali 
16. √  √ Bibir Tidak Dikenali Bibir Tidak Dikenali 
17. √  √ √ √  √ √  
18. Bibir Tidak Dikenali √ √  √ √  
19. Bibir Tidak Dikenali Bibir Tidak Dikenali Bibir Tidak Dikenali 
20. Bibir Tidak Dikenali √  √ Bibir Tidak Dikenali 
21. Bibir Tidak Dikenali Bibir Tidak Dikenali Bibir Tidak Dikenali 
22. √  √ √ √  √ √  
23. Bibir Tidak Dikenali √ √  √ √  
24. √ √  √ √  √ √  
25. √  √ √ √  √ √  
26. Bibir Tidak Dikenali √  √ Bibir Tidak Dikenali 
27. √ √  √ √  √ √  
28. Bibir Tidak Dikenali Bibir Tidak Dikenali √ √  
 
Berdasarkan tabel 2 terdapat 2 jenis citra senyum dan 1 jenis citra tidak senyum dari tiap 
masing-masing orang. Total citra yang ditesting ialah ada 84 citra yang dimana terdiri dari dua 
jenis yaitu jenis tidak senyum yang disimbolkan dengan (-1) dan jenis senyum yang disimbolkan 
dengan (1). Dari 84 citra yang ditesting, hanya 45 citra yang dikenali sebagai bibir dan 39 citra 
tidak dikenali sebagai bibir. Citra yang digunakan untuk ke tahap perhitungan akurasi ialah 45 
citra yang dikenali sebagai bibir saja. 
Tabel 3 Tabel Akurasi 
                             Prediksi                             
Aktual 
Tidak Senyum Senyum 
Tidak Senyum 8 4 
Senyum 4 29 
Total 12 33 
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Berdasarkan Tabel 3 dapat dijelaskan bahwa akurasi dari total 45 citra yang dihitung tadi 
maka akan menghasilkan nilai precision sebesar 87%, nilai recall sebesar 87% dan accuracy 
sebesar 82%. 
 
4. KESIMPULAN 
 
Dengan menggunakan metode ekstraksi fitur HOG dengan tipe R-HOG dan klasifikasi 
Support Vector Machine (SVM) dapat diterapkan untuk medeteksi senyum, pengujian dilakukan 
dengan 84 citra yang dimana 45 citra terdeteksi sebagai bibir dan 39 citra yang tidak terdeteksi 
bibir dengan akurasi 54 %, hasil performa dari metode R-HOG sebagai fitur ekstraksi dan Support 
Vector Machine (SVM) menggunakan dua kelas sebagai sistem klasifikasi untuk Smile Detection 
ini sebesar 87% untuk nilai Presision, 87% untuk nilai Recall, 82% untuk nilai Accuracy-nya. 
 
5. SARAN 
 
Untuk menghasilkan akurasi yang baik, berikut saran yang nantinya dapat bermanfaat 
untuk  penelitian selanjutnya. 
1. Perlu dicoba menggunakan metode ekstraksi ciri lain dan juga pra proses tambahan, guna 
meningkatkan tingkat akurasi.  
2. Melakukan pengambilan jarak foto yang lebih dekat agar tingkat keakuratan mendeteksi 
senyum itu lebih tepat dan mengurangi noise-noise pada saat dilakukan proses ekstraksi 
R-HOG dan klasifikasi SVM. 
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