Abstract. A model of two incompressible, Newtonian fluids coupled across a common interface is studied. The nonlinearity of the coupling condition exacerbates the problem of decoupling the fluid calculations in each subdomain, a natural parallelization strategy employed in current climate models. A specialized partitioned time stepping method is studied which decouples the discrete fluid equations without sacrificing stability and maintaining convergence. This is accomplished through explicit updating of the size of the jump in tangential velocities across the fluid-fluid interface by a geometric averaging of this data over the previous two time levels. A full numerical analysis is presented and computational tests are performed demonstrating the robustness of this method.
1. Introduction. The dynamic core in atmosphere-ocean interaction is a critical component of climatology models and has attracted the interest of many mathematical researchers due to the richness of the theory and technical complexities of e ciently computing approximations to the coupled system using only (uncoupled) atmosphere and ocean solves, (see e.g. [4, 6, 17, 18, 19] ). Motivated by this problem we consider uncoupled or "partitioned" methods for two fluids coupled across their shared interface I by a rigid-lid coupling condition, i.e. no penetration and a slip with friction condition allowing a jump in the tangential velocities across I. This rigid-lid assumption is used in many oceanography models, [20, 21] . Partitioned methods allow existing, highly optimized codes for each subproblem to be used in parallel as black boxes at each time step to solve the coupled problem.
The coupling between the atmosphere and the ocean dynamics occurs in the nonlinear interface condition (1.2) below. It is not clear (see [9] ) if the nonlinearity in (1.2) can be treated in the most natural way (which is stable if (1.2) is linear). We give in (2.8)-(2.9) below an uncoupled and surprising (to us) discretization for the nonlinear condition (1.2) which has no analog for the linear version of (1.2) and which yields an unconditionally stable partitioned method for the fully coupled problem (1.1) -(1.6) below. The modification is based on using the geometric averaging at two time levels of the slip velocity at the interface to compute the friction coe cient rather than simply lagging it.
To reduce the dynamic core of the coupled atmosphere-ocean problem to its simplest form which still retains the essential di culty of the coupling condition, let the domain consist of two subdomains ⌦ 1 and ⌦ 2 of R d , d = 2, 3 with outward unit normal vectorsn 1 andn 2 , respectively, coupled across an interface I (example in Figure  1 The lateral boundary conditions on ⌦ i , (1.6), are not essential for our study. We focus on (1.2). Let
For u i 2 X i we denote u = (u 1 , u 2 ) and X := {v = (v 1 , v 2 ) : v i 2 X i , i = 1, 2}. Similarly, for q i 2 Q i we denote q = (q 1 , q 2 ) and Q := {q = (q 1 , q 2 ) : q i 2 Q i , i = 1, 2}. A natural subdomain variational formulation for (1.1)-(1.6), obtained by multiplying (1.1) by v i and (1.4) by q i , integrating and applying the divergence theorem, is to find (for i, j = 1, 2, i 6 = j) u i : [0, T ] ! X i and p i : [0, T ] ! Q i satisfying
(1.9)
Let [·] denote the jump of the indicated quantity across the interface I , (·, ·) the L 2 (⌦ 1 [ ⌦ 2 ) inner product and ⌫ = ⌫ i and f = f i in ⌦ i . The natural coupled or monolithic variational formulation for (1.1)-(1.6) is found by summing (1.9) over i, j = 1, 2 and i 6 = j and is to find u :
(1.10) Figure 1 .1 illustrates the subdomains considered here, sometimes used in tests of fluid-fluid interaction, [6] . Comparing (1.10) and (1.9) we see that the monolithic problem (1.10) has a global energy that is exactly conserved, (in the appropriate sense), (set v = u and q = p in (1.10)). The subdomain sub-problems (1.9) do not posses a subdomain energy which behaves similarly due to energy transfer back and forth across the interface I. It is possible for decoupling strategies to be unstable due to the input of non-physical energy as a numerical artifact.
We note that a realistic atmosphere-ocean model would contain many more terms including (typically) some eddy-viscocity term representing the e↵ects of unresolved turbulent fluctuations on resolved scales. Without such a term there is an interesting theoretical question as to whether weak solutions of (1.1) -(1.6) possess enough regularity for their traces to be well defined in L 3 (I). We focus on algorithmic issues herein and suppose that the solution to (1.1) -(1.6) approximated is a strong solution.
Related work.
A standard simplification of the interface condition (1.5) used in some climate models, (e.g. [21] ), is to represent the "wind shear stress" or "momentum flux" by a relationship of the form
where ⇢ O , ⇢ a are densities of the ocean and atmosphere, respectively, µ O is the dynamic viscocity of the ocean, u O and u a are the velocities of the ocean and atmosphere, respectively,n O is the unit outward normal vector of the ocean domain and C D is a (dimensionless) drag coe cient. The velocity jump u a u O does not appear as it would using (1.2) since the ocean velocity is assumed to be negligible compared to the air velocity near the interface. The atmosphere and ocean are updated by an explicit update of the ocean to compute the momentum flux, which is then mapped conservatively to the atmosphere mesh.
An atmosphere-ocean system, more physically refined than (1.1) -(1.6) but sharing the same mathematical structure for the dynamic core and coupling, is studied by Lions, Temam and Wang in a series of papers performing a thorough mathematical analysis [17, 18, 19] . The coupling condition (1.2) is a more physically relevant representation of the momentum flux across the interface, taking into account when the ocean surface flow may be influencing the surface air current. Bresch and Koko [6] introduce some decoupling algorithms for a model akin to (1.1)-(1.6). In it, the monolithic, coupled problem at each step is solved by preconditioned iterative methods, uncoupling can occur in the residual calculation and in the preconditioning step.
Often systems of ODEs or PDEs may be decomposed into a sum of linear, sti↵ terms and other less sti↵ (possibly nonlinear) terms. Stable, consistent methods for such ODEs were derived by using implicit treatment of sti↵ terms and explicit treatment of the remaining terms, the so called additive Runge-Kutta methods, [10] . Kennedy and Carpenter exhibited the utility of this idea for convection-di↵usion-reaction equations, [14] , and in [3] implicit-explicit (IMEX) methods of up to fourth order have been developed for some classes of PDEs. These methods seek to reduce the time step restriction on an explicit method for stability by implicit treatment of sti↵ terms while reducing computational cost through explicit updating of other terms, particularly nonlinear terms.
One application of the IMEX approach is to use explicit updates of the terms responsible for coupling across I, giving semi-implicit partitioned methods. A straightforward partitioning approach for some coupled problems may result in an unstable or conditionally stable method, as demonstrated for the fluid-structure interaction problem, see [7, 8] .
2. Method Description, Notation and Preliminaries. This section presents the numerical scheme for (1.1)-(1.6), and provides the necessary definitions and lemmas for the stability and convergence analysis. For D ⇢ ⌦, the Sobolev space
is equipped with the usual norm k·k H k (D) , and semi-norm |·| H k (D) , for 1  k < 1, e.g. Adams [2] . The L 2 norm is denoted by k·k D . For functions v(x, t) defined for almost every t 2 (0, T ) on a function space V (D), we define the norms
The dual space of the Banach space V is denoted V 0 . 
and
and the induced norms kvk = (v, v) 1/2 and kvk X = (v, v) X 1/2 , respectively. A fundamental norm to be used is that of L 3 (I), denoted simply by k · k I . For functions u, v, w 2 X i , i = 1, 2 we define the explicitly skew-symmetrized nonlinear form on ⌦ i by
The following standard bounds are used in the analysis.
Proof. The first bound is standard, e.g. [15] , and the second bound is an application of Hölder's inequality. The inequality (2.4) follows from Sobolev space theory. Note u = 0 on @⌦ i \ I and hence ku i k L 3 (I) = ku i k L 3 (@⌦i) . Then the result follows from (e.g.) Galdi, [11] with the Poincaré -Friedrichs inequality.
The numerical analysis uses the following lemma.
Lemma 2.2. Let i, j 2 {1, 2} and {↵ 1 , ↵ 2 , 1 , 2 } arbitrary positive real numbers. For functions u i 2 X i , v j 2 X j , w 2 X the following bounds hold.
Proof. To prove the above inequalities one begins in each case applying (2.3), followed by application of (2.4) and Young's inequality. In the first case,
choosing s = 2⌫ j /3↵ j . Simplify using 27/32 < 1 for convenience, thus proving (2.5).
In the second case,
then choose s i = ⌫ i /3↵ i and s j = ⌫ j /3 j , proceeding as above to prove (2.6). To prove (2.7) we note
and the result follows from these inequalities:
For t n 2 [0, T ], u n will denote the discrete approximation to u(t n ), where the discrete times t n are calculated from the uniform time step size t = T/N by t n = n t, n = 0, 1, . . . , N. The polygonal subdomains ⌦ 1 and ⌦ 2 are covered by simplex meshes ⌧ 
The following optimal approximation properties are assumed for some mesh-independent constant C, for i = 1, 2 and some r 2 N:
.
. . , N are calculated using Algorithm 2.1. It should be noted that this algorithm requires the two initial values u 0 and u 1 .
(2.9) The main feature of this algorithm is the use of the geometric average
in the coupling terms. This will be shown to have a stabilizing e↵ect for the algorithm. Hence Algorithm 2.1 will often be referred to as the geometric averaging method, or GA method.
3. Numerical Analysis. Stability of the partitioned scheme (Algorithm 2.1) is established below. The polarization identity is used in the stability and convergence proofs:
Lemma 3.1. (Partitioned Stability) Let u j 1 2 X 1,h satisfy (2.8) for each j 2 {0, 1, 2, · · · , n 1, n}, and u j 2 2 X 2,h satisfy (2.9) for each j 2 {0, 1, 2, · · · , n 1, n}. Then Algorithm 2.1 satisfies the following energy equality at time step n + 1:
Furthermore, the algorithm is unconditionally stable, satisfying:
Remark 3.1 (Discrete energy). The discrete energy equation (3.2) includes the following exact "kinetic energy" of the discretization, denoted by KE
The corresponding "energy dissipation" of the method, denoted by ✏
Proof. . Let j 2 {1, 2, . . . , N 1} and consider (2.8) with n = j. Setting
Applying the identity (3.1) to the first terms on the left hand side of (3.4)-(3.5) and adding, it follows that
The following two interface integrals may be expressed in a di↵erent way:
This expression is inserted into (3.6) and the remaining two interface integrals are treated analogously:
Multiply through (3.7) by 2 t, and summing over j = 1, 2, . . . , n proves the energy equation (3.2). To prove (3.3), bound the right hand side of (3.7) by:
Insert (3.8) into (3.7), and the desired result follows by multiplying through by 2 t and summing over j = 1, 2, . . . , n. 
, and that (u, p) is a strong solution of the coupled NSE system (1.1)-(1.6) with u t 2
of Algorithm 2.1 satisfies:
9) where C has the following dependence on , ⌫ 1 , and ⌫ 2 :
Remark 3.2. The timestep restriction is for the error estimate and not stability. It comes from the discrete Gronwall inequality and is typical for nonlinearly implicit methods. Our stability and error analysis can readily be extended to the linearly implicit method (where u ). See Ingram [13] for a detailed analysis of this e↵ect.
Proof. To prove convergence we will consider the error equations on each subdomain independently first. The resulting error bounds from the two subdomains will then be summed. Begin by taking the variational formulation for the true solution u 1 (t n+1 ) on ⌦ 1 and subtracting (2.8),
Errors are decomposed using the equation 
, for j = 1, 2. The goal is to bound n+1 1 , hence we move many terms to the right hand side. Apply (3.1) on the left hand side:
. (3.10) Bounds for the non-interface terms follow as in the standard NSE case, (see e.g. [15] ). The interface terms require special treatment. First, note that by adding and subtracting terms in sequence one may derive the following expression:
(3.11) The splitting used for the remaining pair of interface integrals is more complicated due to the product
The key is to recognize an error of O( t) is committed in replacing the product
We proceed as follows.
Using (3.11)-(3.12), substitution for the interface integrals in (3.10) is performed. The last term of (3.11) is positive and may be kept on the left hand side of (3.10), but all other interface terms are now moved to the right hand side, and bounded. Applying the reverse triangle inequality and the equality
Thus (3.10)-(3.12) yield the following error inequality:
13) where the I j -terms denote the following interface integrals.
The application of Hölder's inequality, Young's inequality, and (2.2) to the noninterface terms of (3.13) gives the estimate
14) for constants C and " i , i = 1, 2, 3 independent of ⌫ 1 . The interface integrals are bounded using Lemma 2.2, with particular attention paid to the constants involving , ⌫ 1 , ⌫ 2 and terms with r . In the term I 1 , each piece is bounded using (2.5) with ↵ 1 = 192. Then the first two terms of I 2 are bounded using (2.7) with ↵ 1 = 16, ↵ 2 = 32, 1 = 96 and the last term using (2.6) with ↵ 2 = 8 and 1 = 48. Some basic inequalities can be used to simplify I 3 , I 4 and derive corresponding error estimates. Applying the reverse triangle inequality for I 3 yields
(3.15) I 4 is bounded by first noting
Add and subtract u(t n ) u(t n 1 ),
The results (3.15)-(3.16) are then bounded using the same approach as particular terms in I 1 and I 2 . For example, I 3 can be bounded in the same manner as the first term from I 1 , while the first term from I 4 is bounded the same way as the first term of I 2 . Thus, the interface terms are bounded by
17) where C is a constant independent of , ⌫ 1 , and ⌫ 2 . The quantities L n+1 , M n+1 and P n+1 are defined by:
(The last term in the definition of P n+1 is auxiliary, it is included in the definition for use in the estimate on ⌦ 2 .) Then, with choices for " 1 , " 2 , " 3 satisfying 2" 1 +" 2 +3" 3 /4 = 1/16, (3.14) can be bounded as follows: 19) i.e., the right-hand side of the stability estimate (3.3). Also, let⌫ := max{⌫ 1 , ⌫ 2 } and ⌫ := max{⌫
(3.20)
Proceeding further requires estimates for the solution on ⌦ 2 . This analysis is done in the same manner as above for ⌦ 1 using (2.9), and a similar estimate is derived:
Combining (3.20) and (3.21) gives the global estimate
with
To use the discrete Gronwall's inequality (see [15] ), note that for j = 1, 2, . . . , N, write (3.25) as
where
⌦2
, and
◆ .
Applying Gronwall's inequality, (3.28) gives
It remains to bound the individual terms on the right-hand side of (3.29). The terms in J are bounded using the triangle inequality. The terms in A n+1 are bounded in the usual way (see the proof of Theorem 4.1 of [9] , for example). In B n+1 , the summed factor ru n+1 is bounded using the stability estimate (3.3) and the ru(t n+1 ) term is bounded by a standard a priori estimate on the solution to the continuous problem. The terms in L n+1 and M n+1 are bounded by a standard a priori estimate on u(t n+1 ) or using S n for the discrete solutions, (the bound (2.4), and the stability estimate (3.3) ). The terms in P n+1 are bounded the same way. The estimate (3.9) is derived through the application of the triangle inequality to the left hand side of (3.29).
Corollary 3.1 (Convergence rate for MINI-element, [1] ). Let (u, p) be a solution of (1.1)-(1.6) satisfying the assumptions of Lemma 3.1 and Theorem 3.2, approximated using the MINI-element on a mesh of maximum element width h by Algorithm 2.1. Assume the velocity data u 0 , u
for a generic constant C 1 independent of t, h. Then there exists C > 0 independent of h, t such that the discrete velocity satisfies the optimal error estimate
The expected first-order convergence rates for the velocity are achieved. The pressure rates may be limited to first-order with the MINI-element; here the pressure convergence rates are slightly above the predicted value but decreasing. and ⌫ 2 = 0.2, with  = 100. Consider the following functions: g 1,1 (t, x, y) = 1.005 · x(10 x)(1 2y) exp( 3t) , g 1,2 (t, x, y) = 1.005 · y(1 y)(2x 10) exp( 3t) , g 2,1 (t, x, y) = x(10 x)(1 + 2y) exp( 2t) , g 2,2 (t, x, y) = y(1 + y)(2x 10) exp( 2t) .
Dirichlet data is imposed by choosing u i,j = g i,j on @⌦ i \I for i, j = 1, 2. A divergencefree initial condition is chosen such that u i ·n i = 0 by setting u i,j (0, x, y) = g i,j (0, x, y) on ⌦ i , for i, j = 1, 2. A mesh is constructed as in the previous section, consisting of triangles of horizontal width 10/32 and vertical width 1/32. The problem is run with a time step size of 1/40 on the time interval [0, 1]. The right hand side functions f 1 and f 2 are set to zero. Then Algorithm 4.1 is run. The implicit solution at the first time step and the initial data are used to start the two partitioned algorithms at the second time step. The partitioned algorithms are compared at time steps starting at t 2 = 2 t.
The test is constructed to demonstrate conditions under which the IMEX method will artificially introduce energy into the calculations due to the numerical treatment of the coupling terms. The fully coupled, first order implicit method, while not a practical scheme for the application, is useful as a point of comparison in the absence of an exact solution. In the first test we compute the kinetic energy of the velocity at the interface for each time step, as predicted by the 3 methods. That is, we plot 0.5 · ku The damping terms exp( 2t) and exp( 3t) were included in the boundary conditions so that the true solution would decay to zero rapidly. Thus any growth in an approximate solution is an instability. (If these multipliers are not included we observed a slow, long term growth in the energy of the coupled solution.) The kinetic energy in the implicit methods decayed to zero rapidly. The energy in the GA scheme exhibited oscillations, decaying to zero over time. The energy in the IMEX scheme exhibited a similar behavior, but with a significantly higher kinetic energy.
It is natural to investigate the growth of relative error for the partitioned methods, in light of the excess energy they exhibit. To distinguish the fully coupled data from the partitioned methods, the solution to (4.1) on ⌦ 1 is denoted by u , for j = 1, 2.
These errors are plotted in Figure 4 .2. The relative errors for the IMEX method grow faster in both subdomains than those of the GA method. 5. Conclusions. For nonlinear interface conditions, stability of partitioned methods depends critically on their precise treatment. We have shown that, perhaps surprisingly, geometric averaging yields an unconditionally stable partitioned method while the most natural treatment may excessively introduce artificial energy. The kinetic energy and energy dissipation predicted by the model has been proven to deviate from values obtained using a fully implicit discretization by an amount proportional (asymptotically) to the time step size. Convergence as time and spatial discretization parameters go to zero was proven.
