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Quantum computers are expected to be more efficient in performing certain computations than
any classical machine. Unfortunately, the technological challenges associated with building a full-
scale quantum computer have not yet allowed the experimental verification of such an expectation.
Recently, boson sampling has emerged as a problem that is suspected to be intractable on any
classical computer, but efficiently implementable with a linear quantum optical setup. Therefore,
boson sampling may offer an experimentally realizable challenge to the Extended Church-Turing
thesis and this remarkable possibility motivated much of the interest around boson sampling, at least
in relation to complexity-theoretic questions. In this work, we show that the successful development
of a boson sampling apparatus would not only answer such inquiries, but also yield a practical
tool for difficult molecular computations. Specifically, we show that a boson sampling device with
a modified input state can be used to generate molecular vibronic spectra, including complicated
effects such as Duschinsky rotations.
I. INTRODUCTION
Quantum mechanics allows the storage and manipula-
tion of information in ways that are not possible accord-
ing to classical physics. At a glance, it appears evident
that the set of operations characterizing a quantum com-
puter is strictly larger than the operations possible in a
classical hardware. This speculation is at the basis of
quantum speedups that have been achieved for oracu-
lar and search problems [1, 2]. Particularly significant
is the exponential speed up achieved for the prime fac-
torization of large numbers [3], a problem for which no
efficient classical algorithm is currently known. Another
attractive area for quantum computers is quantum sim-
ulation [4–9] where it has recently been shown that the
dynamics of chemical reactions [10] as well as molecular
electronic structure [11] are attractive applications for
quantum devices. For all these instances, the realization
of a quantum computer would challenge the Extended
Church-Turing thesis (ECT), which claims that a Tur-
ing machine can efficiently simulate any physically real-
izable system, and even disprove it if prime factorization
was finally demonstrated to be not efficiently solvable on
classical machines.
At the same time, the realization of a full-scale quan-
tum computer is a very demanding technological chal-
lenge, even if it is not forbidden by fundamental physics.
This fact motivated the search for intermediate quantum
hardware that could efficiently solve specific computa-
tional problems, believed to be intractable with classical
machines, without being capable of universal quantum
computation. Recently, Aaronson and Arkhipov found
that sampling the distribution of photons at the out-
put of a linear photonic network is expected (modulo a
few conjectures) to be computationally inefficient for any
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FIG. 1. Pictorial description of boson sampling and molecu-
lar vibronic spectroscopy. a, Boson sampling consists of sam-
pling the output distribution of photons obtained from quan-
tum interference inside a linear quantum optical network. b,
Vibronic spectroscopy uses coherent light to electronically ex-
cite an ensemble of identical molecules and measures the re-
emitted (or scattered) radiation to infer the vibrational spec-
trum of the molecule. We show in this work how the funda-
mental physical process underlying b is formally equivalent to
situation a together with a non-linear state preparation step.
classical computer since it would require the estimation
of lots of matrix permanents [12]. On the contrary, this
task is naturally simulated by indistinguishable photons
injected as input of a photonic network (see the pictorial
description of boson sampling in Fig. 1a). While sev-
eral groups have already realized small-scale versions of
boson sampling [13–16], to challenge the ECT one also
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Harmonic oscillators
Linear transform aˆ
′† = Uaˆ† aˆ
′† = 1
2
(
J− (Jt)−1) aˆ+ 1
2
(
J+ (Jt)−1
)
aˆ† + 1√
2
δ
Unitary operators Rotation Displacement, Squeezing and Rotation
Particle to simulate Photon Phonon
Particle in simulator Photon Photon
Outcome of simulation |Permanent|2 Franck-Condon profile (spectrum)
TABLE I. A comparison of boson sampling and the computation of vibrionic transitions. The quantum harmonic oscillators
(QHOs) in the first row show the corresponding two-dimensional normal coordinates (qk and q
′
l for input and output states,
respectively) and their respective harmonic frequencies (ωk and ω
′
l). The two sets of QHOs in boson sampling are rotated with
respect to each other such that the linear relation with the rotation matrix U of the boson creation operators are given in
the second row. The two sets of QHOs in vibronic transitions are displaced, distorted (frequency changes) and rotated with
respect to each other. d is a displacement vector of the quantum harmonic oscillators. The boson creation operator (aˆ
′†) of
the output state is now given as a linear combination of the boson annihilation (aˆ) and creation (aˆ†) operators of the input
state with the dimensionless displacement vector δ. A matrix J characterizes the rotation and squeezing operations during a
vibronic transition. Note that this picture applies only when U is a real matrix.
has to demonstrate the scalability of the experimental
architecture [17, 18].
While boson sampling is likely to play a major role in
the debate around the ECT, it also appears as a some-
what artificial problem in which we ask a classical com-
puter to predict the behaviour of a quantum machine
(under certain working conditions) and then compare its
efficiency to the direct operation of the machine itself. In
this work, we present a connection between boson sam-
pling and the calculation of molecular vibronic (vibra-
tional and electronic) spectra related to molecular pro-
cesses such as absorption, emission, photoelectron and
resonance Raman (see Table I) [19–24] . The proposed
simulation scheme provides a second, chemically-relevant
reason to realize boson sampling machines. The calcu-
lation of Franck-Condon (FC) factors with Duschinsky
mode mixing [25] represent a computationally difficult
problem and various strategies have been developed to
overcome the difficulties (see e.g. Refs. [22–24]). We
show that the quantum simulation, and hence the cal-
culation of FC factors lying at the heart of linear spec-
troscopy, can be efficiently performed on a boson sam-
pling machine simply by modifying the input state. This
connection provides a scientific and industrially relevant
problem with a physical and chemical meaning well sepa-
rated from the simulation of linear quantum optical net-
works. A complementary approach for the quantum sim-
ulation of molecular vibrations in quantum optics using a
time domain approach was recently introduced by Laing
et al. [26].
This work is organized as follows. First, we introduce
the boson sampling problem and the Duschinsky relation
in terms of unitary operators, then we compare the two
physical problems and suggest how to obtain molecular
vibronic spectra with a boson sampling device. We also
provide examples concerning the photoelectron spectra
of formic acid and thymine [23]. Finally, we conclude
with an outlook for the use of boson sampling devices in
chemistry and molecular physics.
II. BOSON SAMPLING VS. MOLECULAR
VIBRONIC TRANSITIONS
A. Boson Sampling and Vibrational Overlaps
Boson sampling considers the input of N photons into
M optical modes. This quantum space can be described
through a Fock basis that takes notice of the number
of photons distributed in each mode: We denote such
states by |n1, n2, ..., nM 〉 = |n〉, where nj corresponds to
the number of photons in the j-th mode and we have the
constraint
∑
j nj = N . These photons are sent through
a linear optical network whose action is characterized by
the unitary operation Uˆ . In this way, any input state
|φin〉 is related to the corresponding output state |φout〉
3through the relation,
|φout〉 = Uˆ |φin〉 . (1)
Given this setup, the problem is to compute the tran-
sition probability between input and output states in the
Fock basis expressed by the quantity,
Pnm = | 〈m| Uˆ |n〉 |2 , (2)
where |n〉 is the input state and |m〉 the desired state
in output. To facilitate the notation, we introduce the
states,
|n; in〉 = |n〉 , (3)
|m; out〉 = Uˆ† |m〉 , (4)
to explicitly label which states have passed through the
boson sampling apparatus. As the total number of pho-
tons and the number of modes increase, the probabil-
ity distribution of output states becomes hard to predict
with classical computers, but it can be directly measured
with linear optics devices. The computation of this dis-
tribution can be performed in a number of ways, but
here, to facilitate the forthcoming connections, we follow
a construction that is similar to those used in vibronic
spectroscopy.
The basis set expansion of the input state (|n; in〉) in
the output Fock states (|m; out〉) is given by,
|n; in〉 =
∑
m∈SN
〈m; out|n; in〉|m; out〉 (5)
where SN is the set of all possible m having the total
number of photons N =
∑
kmk. Coherent states can
be expanded in terms of Fock states and the overlap in-
tegrals 〈m; out|n; in〉 can be obtained from the overlap
integral of two coherent states (〈γ; out|α; in〉), which are
rotated with respect to each other in the phase space [20].
γ and α are M -dimensional complex (column) vectors
defining the coherent states |γ; out〉 = Rˆ†U |γ; in〉 and
|α; in〉. The unitary rotation operator RˆU acts on a
column vector of creation operators aˆ† = (aˆ†1, . . . , aˆ
†
M )
t
and to produce a vector of rotated creation operators
aˆ
′† = (aˆ
′†
1 , . . . , aˆ
′†
M )
t defined as,
aˆ
′† = Rˆ†Uaˆ
†RˆU = Uaˆ†. (6)
where we use a shorthand notation [27] for the opera-
tor action on the column vector of the boson creation
operators, i.e.
Aˆaˆ†Bˆ = (Aˆaˆ†1Bˆ, . . . , Aˆaˆ
†
M Bˆ)
t . (7)
It is straightforward to verify that the bosonic commu-
tation relations [aˆk, aˆ
†
l ] = δkl are satisfied also for the
rotated operators, i.e. [aˆ′k, aˆ
′†
l ] = δkl.
One can obtain the transition amplitude 〈m; out|n; in〉
in two distinct ways: One way involves taking partial
derivatives of exp( 12 (|γ|2 + |α|2))〈γ; out|α; in〉 [20]:
〈m; out|n; in〉 =
(
M∏
k=1
∂nkαk∂
mk
γ∗k√
nk!mk!
)
exp
(
γ†U∗α
)∣∣∣∣∣
α,γ∗=0
,
(8)
where ∂ba =
∂b
∂ab
, and the second approach involves
computing matrix permanents (Per) of submatrices of
U [12, 28] as described by
〈m; out|n; in〉 =
(
M∏
k=1
√
nk!mk!
)−1
(Per ([U]n,m))
∗
,
(9)
with [U]n,m being a N × N submatrix of U obtained
by repeating the k-th column of U nk times and copy-
ing the l-th row of the column of the resulting ma-
trix ml times [12]. The transition probability mea-
sured in boson sampling setups, which is proportional to
|〈m; out|n; in〉|2, can be considered a calculation of the
permanent of the matrix described above through the
relation [12, 28],
|Per ([U]n,m)|2 =
(
M∏
k=1
nk!mk!
)
|〈m; out|n; in〉|2 . (10)
From this, it is clear that the output of boson sam-
pling devices can be related to both the permanent of
submatrices of U as well as partial to the derivatives of
exp
(
γ†U∗α
)
. The calculation of matrix permanents is a
computationally hard problem for many classes of matri-
ces belonging to the complexity class #P [12], and this
suggests that the same might be true for the computation
of derivatives of the coherent states overlap integral for
some coherent states. The partial derivative approach is
commonly used in the computation of the overlap of vi-
brational states [20], and it is easy to see that the space
of N photons in M optical modes is isomorphic to the
space of N molecular vibrational quanta (phonons) in M
vibrational modes. This connection suggests that the dy-
namics of vibrational modes is computationally difficult,
at least for some instances. However, a simple unitary
transformation of the modes is not sufficient to reproduce
vibronic spectra. Additional effects need to be taken into
account, as explained in the next subsection.
B. Vibronic Transitions
Molecular vibronic spectroscopies such as absorption,
emission, photoelectron, and resonance Raman are fun-
damental probes for molecular properties. The cor-
responding vibronic transitions involve two electronic
states and one can extract the molecular structural and
4force field changes from the spectra. The linear absorp-
tion spectra of molecules determines important proper-
ties such as their performance as solar-cells [29] or as
dyes for either industrial processes [30] or biological la-
bels [31]. The prediction of the linear absorption of
molecules is challenging computationally, especially when
complicated vibrational features (see e.g. [32, 33]) make
the spectra very rich. Photoelectron spectroscopy is a
useful tool to study the ionized states of molecules. The
ionizing process is important in chemistry and biology
for example the photodamage of deoxyribonucleic acid
(DNA) molecules is fatal to life. We show a photoelec-
tron spectrum of thymine [34] (the experimental spec-
trum can also be found in Fig. 4 as well) as an example
of the current state of the art.
An electronic transition of a molecule induces nuclear
structural and force changes at the new electronic state.
This defines a new set of vibrational modes that are
displaced, distorted–hence showing a frequency change,
and rotated with respect to the vibrational modes of
the ground electronic state (see Table I first row and
second column). Within the harmonic approximation
of the electronic energy surfaces and the assumption
of coordinate-independent electronic transition moment
(the Condon approximation), the vibronic transition pro-
files can be obtained by the overlap integral of the two M -
dimensional quantum harmonic oscillator (QHO) eigen-
states (FC integral), where M = 3Matom − 6(5) for non-
linear (linear) molecules with Matom atoms.
In order to describe these effects and compute vibronic
profiles, Duschinsky [25] proposed a linear relation be-
tween the initial (mass-weighted) normal coordinates (q)
and the final coordinates (q′), which reads
q′ = Uq + d , (11)
where U is the Duschinsky rotation (real) matrix and
d is the displacement (real) vector. d is responsible for
the molecular structural changes along the normal coor-
dinates. See the first row of Table I for a comparison
between the Duschinsky relation and the boson sampling
problem. Observe that all matrices and vectors associ-
ated to the electronic excitation of a molecule are real
matrices and real vectors, and this fact will be used to
simplify all the expressions reported below. The two sets
of QHOs are related by the Duschinsky relation and this
relation can be expressed in terms of a modification of
the ladder operators [21] as given by
aˆ
′† =
1
2
(
J− (Jt)−1) aˆ + 1
2
(
J + (Jt)−1
)
aˆ† +
1√
2
δ ,
(12)
with J and δ defined as follow
J = Ω′UΩ−1, δ = ~−
1
2Ω′d,
Ω′ = diag(
√
ω′1, . . . ,
√
ω′N ), Ω = diag(
√
ω1, . . . ,
√
ωN ) .
(13)
The notation “diag” denotes a diagonal matrix, while
ω′k and ωl are the harmonic angular frequencies of the
final and initial states. The major differences of Eq. (12)
from Eq. (6) are the appearance of the annihilation op-
erators and the displacement vector δ. The annihilation
operators appear in Eq. (12) to account for the distinct
frequencies of the QHOs. Doktorov et al. [20] analyzed
the linear transformation in Eq. (12) with a set of uni-
tary operators. The linear transform in Eq. (12) can be
written as aˆ
′† = Uˆ†Dokaˆ
†UˆDok, where the Doktorov trans-
formation UˆDok is,
UˆDok = Dˆδ/
√
2Sˆ
†
Ω′RˆUSˆΩ . (14)
With our conventions, any initial vibronic state |φin〉
is transformed into |φout〉 = UˆDok |φin〉. The Doktorov
transformation is composed, in order of application, of
(single mode) squeezing SˆΩ, rotation RˆU, squeezing Sˆ
†
Ω′ ,
and coherent state displacement Dˆδ/
√
2 operators. The
specific form of the unitary operators, together with
Eq. (6), is given in Ref. [27] and also in the supporting
information (SI).
Accordingly, the transition amplitude in the Duschin-
sky relation can be obtained from the partial derivatives
of exp( 12 (|γ|2 + |α|2))〈γ; out|α; in〉, i.e.
〈m; out|n; in〉 = 〈0; out|0; in〉
(
N∏
k=1
∂nkαk∂
mk
γ∗k√
nk!mk!
)
e
− 12 (α
t γ†)W
( α
γ∗
)
+rt
( α
γ∗
)∣∣∣∣∣
α,γ∗=0
. (15)
Here |γ; out〉 = Uˆ†Dok |γ; in〉 and |m; out〉 = Uˆ†Dok |m; in〉,
while W is a 2M×2M matrix and r is a 2M -dimensional
vector [20, 23], which also can be found in SI.
Unlike the usual boson sampling case, the total num-
ber of phonons is not conserved in the scattering process.
The calculation of FC integrals in Eq. (15) is equivalent
to the evaluation of multivariate Hermite polynomials at
the origin [35–37]. Indeed, Huh [35] showed that Eq. (15)
can be evaluated by an algorithm developed for multivari-
ate normal moments [38]. Kan [38] exploited collective
variable to calculate the moments of the distribution,
obtaining an algorithm that requires (1 + [12 (
∑
k(nk +
mk))])
∏
k(nk + 1)(mk + 1) terms, where [x] is a rounded
integer of x. This number is much smaller than the num-
ber of terms from a brute force evaluation of the Wick’s
formula, corresponding to (
∑
k(nk+mk)−1)!! [38], where
5a similar analysis was done for the squeezed vacuum state
input problem in boson sampling [39]. However, the com-
putation with Kan’s algorithm [38] still likely to be a hard
problem.
The transition probability (|〈m; out|n; in〉|2) is called
the Franck-Condon factor and the Franck-Condon pro-
file (FCP) is given at the vibrational transition frequency
(ωvib). The FCP at 0K is obtained with the initial vac-
uum state |0; in〉 as given by
FCP(ωvib) =
∞∑
m
|〈m; out|0; in〉|2δ(ωvib −
N∑
k
ω′kmk) .
(16)
Although no rigorous proofs of the complexity of com-
puting FCPs exist, we describe the observed computa-
tional effort for current algorithms and typical (molecu-
lar) problem instances. As the molecular system size and
temperature increase, the evaluation of the FCP with
classical computers becomes practically intractable (cf.
Refs. [23, 24]). The size and temperature effects make
the resulting spectrum very congested due to the increase
of the density of states. Already the enumeration of the
states contributing to each point of the frequency grid
(ωvib) is an issue to evaluate the FCP. That is, one needs
to find all sets of m that satisfy ωvib =
∑N
k ω
′
kmk at
0K. To address this issue, one should find an algorithm
to count the vibrational states and determines its limi-
tation with respect to the system size, see for example
Ref. [40].
We summarize the comparison between the boson sam-
pling and the vibronic transition in Table I and proceed
to show how to simulate the molecular vibronic spectra
by sampling photons from a modified boson sampling de-
vice.
III. BOSON SAMPLING FOR
FRANCK-CONDON FACTORS
If all the phonon frequencies are identical and there is
no displacement, the Duschinsky relation (Eq. (12)) can
be directly reduced to the original boson sampling prob-
lem (Eq. (6)). Therefore the Duschinsky relation can
be considered as a generalized boson sampling problem
(cf. Ref. [41]) which involves not only rotation but also
displacement and squeezing operations. In this section,
we modify boson sampling to simulate the FCP in the
Duschinksy relation. We assume that the initial state
corresponds to the vibrational ground state (mathemat-
ically, a vacuum state), which means that the FCP is
produced at 0K. Our proposal can be extended to vi-
bronic profiles at finite temperature by preparing various
initial states with a probability that corresponds to their
Boltzmann factor [35, 42]. A detailed finite-temperature
experimental proposal is outside the scope of this paper.
We can interpret some of the additional operators in the
Duschinsky relation as part of the state preparation pro-
cess of the input state for boson sampling. To this end,
we move the position of the displacement operator in
UˆDok (Eq. (14)) from the left end to the right end by ro-
tating the corresponding displacement parameter vector,
i.e.
UˆDok = Sˆ
†
Ω′RˆUSˆΩDˆJ−1δ/
√
2 . (17)
The Franck-Condon optical apparatus can be set up
according to UˆDok in Eq. (17). As shown in Fig. 2a,
the photons are prepared as squeezed coherent states
or squeezed vacuum states, which correspond to the
displaced modes and non-displaced modes respectively.
Thus, the input state to the boson sampling optical net-
work is |ψ〉 = SˆΩDˆJ−1δ/√2|0; in〉 = SˆΩ| 1√2J−1δ; in〉. As
depicted in Fig. 2a, the prepared initial state |ψ〉 passes
through the boson sampling photon scatterer RˆU and
then the output photons undergo the second squeezing
operation Sˆ†Ω′ . Finally, photocounters detect the output
Fock states. The resulting probability can be resolved in
its transition frequency (ωvib =
∑N
k ω
′
kmk) to yield the
FCPs from the boson sampling statistics. We note that,
here, ω′k represents the phonon frequency and not the
input photon frequency. We do not assign different fre-
quencies to different modes for the corresponding phonon
modes, however the fact that phonon modes frequencies
are different is taken into account by parameters of the
state preparation process and of the optical network.
In practice, the second squeezing operation is difficult
to realize in optical setups since one needs a non-linear
interaction in situations that may involve only a limited
number of photons. For this reason, instead of perform-
ing such operation directly, as described in Fig. 2a, we
propose to compress the two squeezing operations into
a single one. We can achieve this goal by means of the
singular value decomposition (SVD) of the matrix J in
Eq. (13),
J = CLΣC
t
R , (18)
where CL and CR are real unitary matrices and Σ is a
diagonal matrix composed of square roots of the eigen-
values of JtJ. As a result the Doktorov operator can be
rewritten as
UˆDok = RˆCL Sˆ
†
ΣRˆ
†
CR
Dˆ 1√
2
J−1δ
. (19)
At this point, the Doktorov operator is composed of
two rotations, one squeezing operator, and one displace-
ment operator. The input state |φ〉 to the boson sam-
pling optical network is prepared by applying the dis-
placement, rotation and squeezing operators sequentially,
i.e.
6|φ〉 = Sˆ†ΣRˆ†CRDˆJ−1δ/√2|0; in〉 (20)
= Sˆ†Σ| 1√2C
t
RJ
−1δ; in〉 .
As one can see from direct inspection, |φ〉 is a squeezed
coherent state. The only remaining task is to pass the
prepared input state through the boson sampling opti-
cal network, which is characterized by the rotation ma-
trix CL for RˆCL . This simplified optical apparatus is
depicted in Fig. 2b. Now, the problem is identical to
the boson sampling with squeezed coherent states as in-
put [39, 41, 43]. Boson sampling with inputs different
from Fock states, for example with coherent states or
squeezed vacuum states, have been proposed and anal-
ysed in the context of the study of computational com-
plexity in Refs. [39, 41, 43].
a b
FIG. 2. Boson Sampling apparatus for Vibronic Spectra. a,
The boson sampling apparatus modified according to a direct
implementation of Eq. (17). b, The boson sampling appara-
tus modified according to Eq. (19). Here the difference with
the usual setups for the typical boson sampling problem is
confined to the preparation process of the input state. For
simplification, Dˆ = DˆJ−1δ/
√
2. Green and red boxes after the
first unitary operations represent the prepared initial states
which are identified as squeezed vacuum and squeezed coher-
ent states respectively.
IV. EXAMPLES
We present two examples of computation of the FC fac-
tors for molecules. In particular, we propose to simulate
the photoelectron spectra of formic acid (CH2O2) and
thymine (C5H6N2O2). The photoelectron spectroscopy
involves the molecular electronic transition from a neu-
tral state to a cationic state. The spectral profile can be
obtained by computing the corresponding FC factors [23].
The molecular parameters for the calculations are repro-
duced from the supplementary material of Jankowiak et
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FIG. 3. Franck-Condon profile (black sticks) of formic acid
(1 1A
′ → 1 2A′) for a symmetry block a′ . The red curve is
taken from the experimental spectrum in Leach et al. [44].
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0
0.05
0.1
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1 0
FIG. 4. Franck-Condon profile (black sticks) of thymine
(1 1A
′ → 1 2A′′). The red curve, whose Franck-Condon
profile is shifted to be compared clearly, is taken from the
experimental spectrum in Choi et al. [34].
al. [23]. The FCPs are calculated with the vibronic struc-
ture program hotFCHT [23, 40, 45]. Parameters for
the corresponding boson sampling experimental setup are
given in SI.
Formic acid represents a small system to test the quan-
tum simulation with relatively small optical setups. The
calculated FCP for the formic acid are presented in Fig. 3
as black sticks, with a bin size ∆vib = 1 cm
−1. The red
curve in Fig. 3 is taken from the experimental spectrum
in Leach et al. [44] and includes effects of line broaden-
ing. A table for the probabilities with respect to the cor-
responding quantum numbers and the vibrational tran-
sition frequencies are given in SI for direct verification
with boson sampling experiments. Additionally, we sim-
ulate the results of what one would expect in a boson
7sampling simulation of Formic acid, and present in SI.
This is done by stochastically sampling the known prob-
ability distribution for the output modes and perform the
analysis according to Eq. (16). The results from this sim-
ulation indicate relatively few samples are needed from
the device to resolve the overall shape of the spectrum,
supporting the experimental feasibility of the approach.
The important FC factors (≥ 0.01) in Fig. 3 require
at most 3 photons per mode (see SI). Current photon
counters are able to distinguish up to a few photon num-
bers (≤ 3) per mode [46]. The (single mode) squeezing
parameters for formic acid are given as ln(Σ) [27], that
is,
ln(Σ) = diag (0.10, 0.07, 0.02,−0.06,−0.08,−0.11,−0.19) .
(21)
The squeezing parameters are between -0.2 and 0.1.
These parameters are related to the frequency ratio be-
tween the initial and final frequencies. The experimen-
tal implementation of boson sampling for vibronic spec-
tra would rely on experimental squeezing operation tech-
niques. At present, multiple experimental proposals for
arbitrary squeezing operations on coherent states have
been proposed. For example, phase intensive optical am-
plification [47], ancillary squeezed vacuum [48], and dy-
namic squeezing operation [49] are all potentially promis-
ing.
We present here an FCP of thymine as a more exper-
imentally challenging example for vibronic boson sam-
pling. The calculated FCP of thymine is given as black
sticks in Fig. 4. The details can be found in Ref. [23] and
also in SI.
V. OUTLOOK AND CONCLUSIONS
Boson sampling may be one of the first experimen-
tally accessible systems that challenges the computa-
tional power of classical computers. However, to our
knowledge there has not been any proposal on its use
for simulation purposes. In this work, we develop a con-
nection between molecular vibronic spectra and boson
sampling that allows the calculation of Franck-Condon
profiles with quantum optical networks. First, we note
that the such connection suggests that computing the
dynamics of vibrational systems must be a computation-
ally difficult task for some systems. Then, we show that a
modification of the input state of a boson sampling device
enables the computation of complex molecular spectra
in a way that includes effects beyond simple vibrational
dynamics. This allows one to generate the molecular vi-
bronic spectrum by shining light in boson sampling op-
tical networks rather than on real molecules, and opens
new possibilities for studying molecules that are hard to
isolate in a lab setting and too big to simulate on a clas-
sical computer.
To motivate experimental realizations, we present two
small molecules having Cs point group symmetry. Ex-
ploiting the molecular symmetry makes the classical com-
putation of the FCP easier, but molecules have often no
symmetry, especially in case of large molecules. Test-
ing small systems represents an important step prelimi-
nary to the application of boson sampling to molecular
vibronic spectroscopy of large systems whose calculation
with classical computers is expected to be hard. Our
work can be extend in various directions: For example,
the quantum simulation that we propose can be general-
ized to vibronic profile at finite temperature [35, 42] by
exploiting thermal coherent states [39] or one can con-
sider the modification of boson sampling experiments to
include non-Condon [42] and anharmonic effects [50].
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Appendix A: Supporting information
1. Duschinsky
The specific form of the unitary operators, together
with Eq. (6), is given by [27],
Dˆ†
δ/
√
2
aˆ†Dˆδ/√2 = aˆ
† + 1√
2
δ, (A1)
SˆΩ′ aˆ
†Sˆ†Ω′ =
1
2
(
Ω′ + Ω′−1
)
aˆ† + 12
(
Ω′ −Ω′−1) aˆ, (A2)
Sˆ†Ωaˆ
†SˆΩ = 12
(
Ω + Ω−1
)
aˆ† − 12
(
Ω−Ω−1) aˆ . (A3)
8The closed form of the integral of the two coherent
states in the Duschinsky relation can be obtained as [20,
23]
〈γ; out|α; in〉 = 〈γ; in|UˆDok|α; in〉 (A4)
= 〈0; out|0; in〉e− 12 (|γ|2+|α|2)e−
1
2 (α
t γ†)W
( α
γ∗
)
+rt
( α
γ∗
)
.
W is a self-inverse 2M × 2M matrix and r is a 2M -
dimensional vector, which are defined as follows,
W =
(
I− 2Q −2R
−2Rt I− 2P
)
, r =
√
2
( −Rδ
(I−P)δ
)
, (A5)
where I is a M -dimensional identity matrix, Q =
(I + JtJ)−1, P = JQJt and R = QJt. The overlap inte-
gral of the two vacuum states in the Duschinsky relation
(Eq. (11) and 12) are given as,
〈0; out|0; in〉 = 2N2 |det(R)| 12 e− 12δt(I−P)δ. (A6)
J and δ are defined as follow
J = Ω′UΩ−1, δ = ~−
1
2Ω′d,
Ω′ = diag(
√
ω′1, . . . ,
√
ω′N ), Ω = diag(
√
ω1, . . . ,
√
ωN ) .
(A7)
2. Formic acid
Franck-Condon factors (≥ 0.01) are listed in Table A.1.
The photoelectron spectrum of formic acid (1 1A
′ →
1 2A
′
) can be found in Leach et al. [44]. Formic acid
has a Cs point group symmetry, which is composed of
two irreducible representations a
′
and a
′′
. As a result the
Duschinsky rotation matrix for formic acid is in a block
diagonal form with the blocks corresponding to the ir-
reducible representations. The overall spectral shape is
dominated by the contribution from the totally symmet-
ric block a
′
while the non-totally symmetric block a
′′
only
provides a minor correction to the spectral shape due to
its lack of the structural displacements. Therefore, here
we give the characteristic matrices and vectors for the
symmetry block a
′
, which is composed of 7 QHOs for a
simple boson sampling experiment.
Below, we provide the characteristic parameters for
formic acid for its symmetric block a′ as
Frequency (ωvib)/cm
−1 Franck-Condon factor
0 0.2152
ω′3 0.2717
2ω′3 0.1649
3ω′3 0.0640
4ω′3 0.0178
ω′3 + ω
′
4 0.0211
ω′3 + ω
′
5 0.0281
ω′3 + ω
′
6 0.0145
2ω′3 + ω
′
5 0.0237
3ω′3 + ω
′
5 0.0123
ω′4 0.0242
ω′5 0.0153
ω′6 0.0112
TABLE A.1. Franck-Condon factors (≥ 0.01) in Fig. 3
U =

0.9934 0.0144 0.0153 0.0286 0.0638 0.0751 −0.0428
−0.0149 0.9931 0.0742 0.0769 −0.0361 −0.0025 0.0173
−0.0119 −0.0916 0.8423 0.1799 −0.3857 0.3074 0.0801
0.0381 0.0409 −0.3403 −0.5231 −0.6679 0.3848 0.1142
−0.0413 −0.0342 −0.4004 0.7636 −0.1036 0.4838 0.0941
0.0908 −0.0418 −0.0907 0.3151 −0.5900 −0.7193 0.1304
−0.0325 0.0050 −0.0206 0.0694 −0.2018 0.0173 −0.9759
 ,
(A8)
ω =
 3765.23863088.18261825.17991416.9512
1326.4684
1137.0490
629.7144
 , ω′ =
 3629.94723064.91431566.46021399.6554
1215.3421
1190.9077
496.2845
 , δ =

0.2254
0.1469
1.5599
−0.3784
0.4553
−0.3439
0.0618

(A9)
where the vibrational frequencies are in cm−1, while
the other quantities are dimensionless.
The corresponding boson sampling parameters, can be
obtained by singular value decomposition of the J matrix,
i.e. J = CLΣC
t
R
CL =

−0.0786 0.6624 −0.1910 0.0194 −0.7022 0.1170 0.1069
0.1918 −0.1188 −0.8128 −0.5265 0.0841 0.0637 0.0039
0.6084 0.0851 −0.1492 0.3436 −0.0404 −0.6888 0.0792
0.6373 −0.0386 0.4649 −0.4920 −0.2417 0.2050 −0.1839
0.3455 0.2308 −0.1980 0.4883 0.2781 0.5577 −0.4017
−0.0348 −0.6595 −0.1588 0.2914 −0.6007 0.0687 −0.2968
−0.2454 0.2240 0.0069 −0.1973 0.0396 −0.3874 −0.8361
 ,
(A10)
Σ =
 1.1020 0 0 0 0 0 00 1.0728 0 0 0 0 00 0 1.0214 0 0 0 00 0 0 0.9420 0 0 0
0 0 0 0 0.9276 0 0
0 0 0 0 0 0.8941 0
0 0 0 0 0 0 0.8296
 , (A11)
CR =

−0.0691 0.5634 −0.1635 0.0188 −0.7859 0.1322 0.1248
0.1446 −0.0943 −0.7600 −0.6104 0.0841 0.1129 0.0120
0.1759 0.0478 −0.2556 0.1972 −0.0150 −0.8645 0.3390
0.0237 0.0326 −0.5446 0.7256 0.1295 0.1946 −0.3474
−0.6311 0.3592 −0.1218 0.0398 0.4392 0.1241 0.4979
0.6132 0.6591 0.1373 −0.0571 0.3982 0.0877 −0.0333
0.4104 −0.3268 −0.0111 0.2383 −0.0825 0.4017 0.7069
 .
(A12)
93. Thymine
The computed vibronic spectrum in Ref. [23] is in a
good agreement with the experimental one. Thymine
also belongs to the Cs point group. As a consequence,
The Duschinsky rotation matrix is also in a block diago-
nal form. There are 26 and 13 vibrational degrees of free-
dom for the irreducible representations a
′
and a
′′
, respec-
tively. In Fig. 4 we show the reproduced FCP based on
information from Ref. [23] with hotFCHT [23, 40, 45].
The characteristic matrices and vectors of each irre-
ducible representation can be provided on the request.
The full spectrum in Fig. 4 can be obtained by convolut-
ing the two FCPs from each irreducible representation.
For the boson sampling experiments, the full spectrum
can be obtained either by performing experiments on the
full system in a block diagonal form or by convoluting
the results from each blocks.
4. Algorithm and scaling
wavenumber (in cm
-1
)
0 2000 4000 6000 8000 10000
c
o
u
n
ts
0
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60
90
120
150
180
210
240
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run 3
FIG. A.1. We report the results from a stochastic simula-
tion of the Franck-Condon profile of formic acid according to
Eq. (A13) (without normalization). The colors correspond to
subsequent runs of 300 independent samples each of the mod-
ified boson sampling experiment. This plot demonstrates how
few samples one may require from the boson sampling device
to resolve a spectra. The bin size in this simulation is set to
∆vib = 200 cm
−1.
In this section, we explicitly describe the algorithm for
computing FCPs given a boson sampling setup and anal-
yse the computational cost of resolving FCPs with this
setup. As in the rest of the work we limit ourselves to the
case of 0K with the generalization to finite temperature
being the subject of future work.
The goal is this case is to resolve the function
FCP(ωvib) in Eq. (16) to a fixed precision FCP in the
function value at a fixed resolution ∆vib in the value of
ωvib. We also take as input values the number of vibra-
tional modes M , final vibrational frequencies {ω′k}, and
a maximum frequency of interest ωmax.
Consider the FCP on the interval [0, ωmax] and dis-
cretize this interval uniformly at a resolution of ∆vib. The
algorithm proceeds as follows. Prepare the state |φ〉, and
pass it into the boson sampling setup. Measure at the
output modes the photon numbers {mk} in each mode.
Locate the discrete bin of the FCP that is non-zero cor-
responding to the the measurement values of {mk}, and
increment its value by 1. Repeat the experiment until the
estimated statistical error of the average values in each
discrete bin of FCP is below the desired threshold FCP.
Denote the total number of samples taken as NSamp.
To assess the algorithm, we will rewrite it as stochas-
tic sampling problem over a probability distribution
given by the boson sampling device. We observe that
Pm|φ〉 = |〈m; out|φ〉|2 is a normalized probability dis-
tribution, and the one naturally sampled at unit cost
by a boson sampling device. As such, an FCP at a
given frequency is equivalent to the average value of
f(m) = δ(ωvib −
∑M
k ω
′
kmk) over the probability dis-
tribution P , which we denote 〈f〉P . By simply comput-
ing the average of NSamp independent samples |si〉 taken
from the device, that is
FCP = 〈f〉P ≈ 1
NSamp
NSamp∑
i=1
f(si). (A13)
one obtains an estimate of the FCP. By the central limit
theorem, the number of samples required to reach a de-
sired precision FCP scales as Var(f)/
2
FCP. As the Kro-
necker delta function is constrained to have a value of ei-
ther 0 or 1, the variance of f in this case can be bounded
by 1, and the number of expected samples to converge
FCP for a given frequency may be bounded by a constant
dictated by the fixed precision FCP. We note also that
this constant bound is an upper bound on the number
of required samples, and some distributions and experi-
ments will require far less samples. For example, distri-
butions with a small number of peaks (at the resolution
determined by ∆vib) may converge extremely rapidly.
In Fig. A.1, we simulate the results of what one
would expect, accordingly, in a boson sampling simula-
tion of Formic acid. This is done by stochastic sampling
(Eq. (A13)) on the known probability distributions for
the output modes and analysed according to Eq. (16).
The results from this simulation indicate relatively few
samples are needed from the device to resolve the over-
all shape of the spectrum, supporting the experimental
feasibility of the approach.
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