Given a smooth projective curve X, we give effective very ampleness bounds for generalized theta divisors on the moduli spaces SU X (r, d) and U X (r, d) of semistable vector bundles of rank r and degree d on X with fixed, respectively arbitrary, determinant. 
Introduction
In this paper we address the problem of effective very ampleness for linear series on the moduli spaces of vector bundles of arbitrary rank on smooth projective curves. We improve and combine techniques used in [Es] and [Po1] , and use the dimension estimate for Quot-schemes obtained in [PR] . The problem has been solved before only in the case of the determinant line bundle on moduli spaces of rank-2 vector bundles with fixed determinant, where optimal results have been proved in [BV1] , [BV2] and [vGI] .
Let X be a smooth projective complex curve of genus g ≥ 2, and fix integers r and d, with r > 0. Let U X (r, d) denote the moduli space of equivalence classes of semistable vector bundles on X of rank r and degree d, and SU X (r, L) the moduli space of semistable rank-r vector bundles of fixed determinant L. The isomorphism class of SU X (r, L) depends only on the degree of L, say d, so we will often use the notation SU X (r, d) for SU X (r, L). It is well known (see [DN] , Thm. B, p. 55) that Pic(SU X (r, d)) ∼ = Z, and the ample generator, henceforth denoted by L, is called the determinant line bundle. It was already known that |L m | is base-point-free for m in the range of the theorem. In fact, it is stated in [PR] , Thm. 8.1, p. 661, and proved using the method developed in [Po1] , that |L m | is base-point-free for each m ≥ [r 2 /4], at least when d = 0; see also our Theorem 2.7. So the very ampleness bound is roughly four times larger. Note that these bounds do not depend on g -this is important in applications, as emphasized in [Po1] , especially in Sec. 6.
The lack of knowledge about the tangent space to SU X (r, d) at a strictly semistable point prevents us from giving criteria for the separation of tangent vectors at strictly semistable points when r and d have a common factor.
Our approach consists of finding enough generalized theta divisors. These divisors arise from vector bundles on X as described below. Set h := gcd(r, d), r 1 := r/h and d 1 := d/h. For each vector bundle F on X of rank mr 1 and degree m(r 1 (g − 1) − d 1 ) there is an associated subscheme of SU X (r, d), parameterizing semistable bundles E such that h 0 (E ⊗ F ) = 0. If the subscheme is not the whole SU X (r, d), then it is the support of a divisor, called a generalized theta divisor, and denoted Θ F ; see [DN] , Sec. 0.2, p. 55. The divisor Θ F belongs to |L m |. If m = 1, the divisor Θ F is called basic.
It was recognized in [Fa] that these divisors can be used to produce sections of L m which do not vanish at any given point, for m sufficiently large. Later, they were also used in [Es] to separate points and tangent vectors, again for m large. However, there is little or no emphasis on effectiveness in these papers.
Since the generalized theta divisors can be defined by the existence of sections or, equivalently, maps between vector bundles, the most efficient way for producing effective results seems to be a counting technique based on dimension estimates for appropriate Quot-schemes. The result we need, Lemma 2.1, was proved in [PR] , improving on a result of [Po1] .
On U X (r, d) the situation is slightly different. As above, we can define analogous divisors Θ F , but this time they will only move in the same linear series if their determinant, det F , is kept fixed. Nevertheless, the same bound is obtained.
Theorem B.
Let Θ be a basic generalized theta divisor on U X (r, d). For each m ≥ r 2 + r, the linear series |mΘ| on U X (r, d) separates points, and is very ample on the smooth locus U s X (r, d). In particular, if r and d are coprime, then |mΘ| is very ample.
Theorem B is proved using Theorem A, but is not an immediate corollary. Also, methods analogous to those used in the proof of Theorem A would not yield the same bound on m; see the beginning of Section 4. We emphasize this since we have encountered a quite widespread, but unfounded opinion that such results on U X (r, d) should follow immediately from those on SU X (r, d) by using the fact that U X (r, d) admits anétale cover from SU X (r, d) × J(X), where J(X) is the Jacobian of X.
To prove Theorem B we use, as in [Po2] , the Verlinde bundles on J(X). This time however we need a more refined cohomological criterion for the global generation of arbitrary (as opposed to locally free) coherent sheaves on an abelian variety. This result has been proved recently in [PP] via techniques relying on the Fourier-Mukai transform.
Finally, combining this technique with the sharp results on rank-2 bundles with fixed determinant mentioned in the first paragraph, we obtain better, and presumably optimal, results. The paper is organized as follows. In Section 2 we prove a very general existence result, Lemma 2.3, using counting arguments. In Section 3 we discuss the problem of separating effectively points, Theorem 3.2, and tangent vectors, Theorem 3.4, and prove Theorem A. Finally, in Section 4 we use Verlinde bundles and global generation results for coherent sheaves on abelian varieties to show Theorems B and C. while this work was initiated. The second author would like to thank R. Lazarsfeld and M. Roth for general discussions related to this topic, and IMPA for its hospitality and support during part of the work on the paper.
The Existence Lemma
The key computational tool used in the proof of Lemma 2.3, to which this section is devoted, is the main result of [PR] , stated below. First, a piece of notation: for each bundle E on X, and each k = 0, . . . , r, let d k (E) be the minimum degree of a rank-k quotient of E.
Lemma 2.1 ( [PR] , Thm. 4.1, p. 637) . Let E be a vector bundle of rank r and degree d. Let Quot k,e (E) be the scheme of quotients of E of rank k and degree e. Then
Remark 2.2. At first sight, the appearance of d k in the bound for dim Quot k,e (E) might seem undesirable, as it is not clear how d k depends on E and k. However, we will see that it is the very presence of d k that allows for the proof of Lemma 2.3.
It is convenient to look at d k (E) also from a different perspective. For each k with 0 ≤ k ≤ r, put s k (E) := rd r−k (E) − (r − k)d, where r and d are the rank and degree of E. (An equivalent and more usual definition is s k (E) := kd − rf k (E), where f k (E) is the maximum degree of a rank-k subbundle of E; see [La] , p. 450. Also, the usual definition does not contemplate the cases k = 0 and k = r.) Note that gcd(r, d) divides s k (E). Also, E is semistable if and only if s k (E) ≥ 0 for every k.
Lemma 2.3. Let E be a vector bundle of rank r and degree
Let V be the general stable bundle of rank mr 1 and degree m(r
(Note that, if ǫ ≤ 0, the lemma says that there are no maps V * → E of rank r.)
Proof.
We will count moduli. Let
2 (g − 1) + 1. For each integers k and ℓ, with k > 0, put:
there is a map ψ : V * → E with image of rank k and degree ℓ}.
The lemma will follow once we prove that
So fix k and ℓ, with k > 0. Let V run among the stable bundles of rank mr 1 and degree mr 1 (g − 1) − md 1 + ǫ, and ψ : V * → E among the maps whose image has rank k and degree ℓ. Let F := Im(ψ) and G := Ker(ψ). In other terms, we have the following diagram of maps, where the horizontal sequence is exact, the vertical map is an inclusion, and the maps in the triangle commute:
The bundles F , or rather the quotients E/F , are parameterized by the scheme Q of quotients of E of degree d − ℓ and rank r − k. By Lemma 2.1, letting
The bundles G are subbundles of fixed rank, equal to mr 1 −k, and fixed degree of the stable bundles V * . So they are parameterized by a scheme T -a subset of a relative Quot-scheme over anétale cover of U. For counting purposes, as is probably well known, and observed in [BGN] , Rmk. 4.2(i), p. 656, we may assume that dim T is at most the dimension of the moduli space of stable bundles of same rank,
The bundles V * are extensions of the bundles F by the bundles G. These extensions are parameterized by the projectivization of H 1 (F * ⊗ G). Not all extensions of F by G are stable. In fact, none will be unless Hom(F, G) = 0, as a stable bundle admits only the trivial endomorphisms. If Hom(F, G) = 0 then, by the Riemann-Roch Theorem,
where
, as asserted.
Remark 2.4.
As it can be seen from the last three lines in the above proof, it is enough to assume that m ≥ h and m ≥ hi(r + ǫ − i)/s i (E) for every i such that s i (E) > 0 for the conclusion of Lemma 2.3 to hold. In addition, if E is semistable, and if m ≥ h + i(r + ǫ − i)/r 1 for every i such that s i (E) = 0, then the image of each map V * → E is semistable of slope d/r. Indeed, let φ : V * → E be a map, say of rank k. Then s k (E) ≥ 0 because E is semistable, and s k (E) ≤ 0 by Lemma 2.3. So s k (E) = 0. Assume, by contradiction, that F := Im(φ) is not semistable of slope d/r. Since s k (E) = 0 and E is semistable, the degree ℓ of
Remark 2.5. The upper bound for dim U k,ℓ in Formula (2.3.1) may not be sharp in particular cases, as we are using a bound on the dimension of the space of quotients, rather than on the number of moduli. However, it does not seem possible to improve the bound in a uniform way; see [PR] , §8. 
Proof. Let k be the rank of a map V * → E. Apply Lemma 2.3 with ǫ := 0. Then s k (E) ≤ 0, with equality only if k < r. However, since E is stable, s i (E) > 0 for each i with 0 < i < r, and s r (E) = 0. So k = 0, whence 
Proof.
Let E be a direct sum of stable bundles E i corresponding to a point [E] of SU X (r, d). Let k i and e i be the rank and degree of E i , and set t i := gcd(k i , e i ).
, the general stable bundle V of rank mr 1 and degree m(r 1 (g 
The statement simply says that Θ F is a divisor in |L m | passing through the point corresponding to E 1 , but not through that corresponding to E 2 .
For our purposes, an elementary transformation of a vector bundle E at a point P of X is the vector bundle E ′ sitting in an exact sequence,
where C P is the skyscraper sheaf at P . The map E → C P corresponds to a linear functional on E(P ), and E ′ depends only on the hyperplane of zeros of this functional. We will use elementary transformations to distinguish between maps from a given bundle to E. 
Let G 1 and G 2 be two semistable bundles corresponding to distinct points of SU X (r, d). We may assume G 1 and G 2 are direct sums of stable bundles. If they have a common stable summand K, say G 1 = H 1 ⊕ K and G 2 = H 2 ⊕ K, then our problem is reduced to that of separating the points corresponding to H 1 and H 2 in a moduli space of bundles of smaller rank, as done in the proof of [Es] , Thm. 16, p. 590. So we may assume G 1 and G 2 have no common stable summand. In particular, there is a stable summand E 0 of G 1 distinct from the stable summands E 1 , . . . , E n of G 2 . To apply Lemma 3.1 we need only to find a bundle F of rank mr 1 and degree m(r 1 (g
For each i, let k i denote the rank of E i . We first claim that, for m as in the statement of the theorem, the general stable bundle V of rank mr 1 and degree m(r 1 (g − 1) − d 1 ) + 1 satisfies the following two properties:
(1) For each i = 0, . . . , n, we have h 1 (E i ⊗ V ) = 0 and h
(2) For each i = 1, . . . , n, and each nonzero maps φ : E * 0 → V and ψ : E * i → V , the sum (φ, ψ) : E * 0 ⊕ E * i → V is injective with saturated image. Indeed, let us check property 1 first. The bundle W := V * ⊗ ω C is the general bundle of rank mr 1 and degree m(r 1 (g − 1) + d 1 ) − 1. Let k be the rank of a map W * → E * i . Apply Lemma 2.3 with ǫ := −1. Then s k (E i ) ≤ 0, with equality only if k < k i − 1. Since E i is stable, k = 0. Thus h 0 (W ⊗ E * i ) = 0. By Serre Duality,
As for property 2, apply Lemma 2.3 with ǫ := 1 to E 0 , E i and E 0 ⊕ E i . Then φ * has rank k satisfying s k (E 0 ) ≤ 0. Since φ = 0 and E 0 is stable, φ * is surjective. Likewise, ψ * is surjective. The same analysis shows that the rank of (φ, ψ) * is k 0 , k i , or k 0 + k i . Now, the image of (φ, ψ) * surjects onto E 0 and E i , because φ * and ψ * are surjective. So, if the rank of (φ, ψ) * were not k 0 + k i , we would obtain an isomorphism between E 0 and E i . Hence (φ, ψ) * is surjective, and thus (φ, ψ) is injective with saturated image.
Fix a nonzero map φ : E * 0 → V and set Q := Coker(φ). By property 2 above, Q is a vector bundle. In addition, for each nonzero map ψ : E * i → V the composition ψ : E * i → V → Q is injective with saturated image. Fix any point P of X. Then the image of ψ(P ) is a vector subspace L ψ,i of dimension k i of Q(P ). Letting ψ vary, the L ψ,i move in a subvariety M i of the Grassmannian Grass(k i , Q(P )). Note that dim M i ≤ k i − 1 because h 0 (E i ⊗ V ) = k i from property 1 above. Let H be a hyperplane of Q(P ), and let Z i be the closed subset of Grass(k i , Q(P )) parameterizing subspaces contained in H. The codimension of Z i is k i . Choosing H general enough, by [Kl] , Cor. 4, (i), p. 291, the intersection M i ∩ Z i is empty for each i = 1, . . . , n.
Let H ′ be the inverse image of H in V (P ), and F the elementary transformation of V at P corresponding to the hyperplane H ′ . Since H ′ contains the image of φ(P ), the map φ factors through F , whence h 0 (E 0 ⊗ F ) = 0. On the other hand, H ′ does not contain the image of ψ(P ) for any nonzero map ψ :
. . , n. Now, F has rank mr 1 and degree m(r 1 (g − 1) − d 1 ), so, by Lemma 3.1, |L m | separates the points corresponding to G 1 and G 2 .
Let S be the spectrum of the algebra of dual numbers A : Proof.
be the involution taking a vector bundle to its dual. By Serre Duality, ι * Θ G = Θ F . Let f : S → SU X (r, d) be the map induced by E. Then ιf is induced by E * .
By hypothesis, h 0 (E ⊗ F ) = 1; so h 1 (E * ⊗ G) = 1 by Serre Duality. By Riemann-Roch, also h 0 (E * ⊗ G) = 1. From the hypothesis, the unique (modulo C) nonzero map E * → G * ⊗ω C does not extend over S to a map E * → G * ⊗ω C ⊗O S . By [Es] 
Let E be a stable bundle of rank r and degree d. Let E be a nontrivial deformation of E over S. We need only to find a bundle F satisfying the conditions set forth in Lemma 3.3. Let V be the general stable bundle of degree m(r 1 (g − 1) − d 1 ) + 1 and rank mr 1 . Let λ, µ ∈ Hom(V * , E) − {0}. By Lemma 2.3, since E is stable, both λ and µ are surjective. Consider the sum (λ, µ) : V * → E ⊕ E. Again by Lemma 2.3, and the stability of E, either (λ, µ) is surjective or it has rank r. In the latter case, the image of (λ, µ) projects isomorphically onto both factors, yielding an automorphism τ of E such that λ = τ µ. By stability, Aut(E) = C * . Hence, either (λ, µ) is surjective or λ is a multiple of µ.
As in the proof of Theorem 3.2, we also have h 1 (E ⊗V ) = 0 and h 0 (E ⊗V ) = r. Fix now a nonzero map φ : E * → V . Since φ * is surjective, φ is injective with saturated image. Let π : V → W be the quotient map to its cokernel. Since h 1 (E ⊗ V ) = 0, the map φ extends over S to an injection µ : E * → V ⊗ O S with flat cokernel. The injection µ corresponds to a tangent vector at [π] of the Quotscheme of V , whence to a map ν : E * → W . All of the extensions of φ over S correspond to maps of the form ν + πψ for ψ ∈ Hom(E * , V ). All of these maps are nonzero because E is nontrivial.
For each nonzero map ψ : E * → V consider the dual map (φ, ψ) * : V * → E ⊕E. If ψ is not a multiple of φ then (φ, ψ) * is surjective, and thus (φ, ψ) : E * ⊕ E * → V is injective with saturated image. So either πψ : E * → W is zero, when ψ is a multiple of φ, or injective with saturated image. In particular, the vector subspace N ⊆ Hom(E * , W ) generated by πψ for ψ ∈ Hom(E * , V ) has dimension r −1. Note also that ν ∈ N.
Let λ : N ⊗ O X → Hom(E * , W ) be the natural map. Since each nonzero map in N is injective with saturated image, λ is also injective with saturated image. Thus, if ν(P ) belonged to Im(λ(P )) for each P ∈ X, the section of Hom(E * , W ) corresponding to ν would factor through λ. We would get ν ∈ N, a contradiction.
So pick a point P of X such that ν(P ) ∈ Im(λ(P )). Let A := Im(λ(P )) and B ⊆ Hom(E * (P ), W (P )) the subspace generated by A and ν(P ). Consider the associated projective spaces P(A) and P(B) of one-dimensional subspaces of A and B. Then P(B) has dimension r − 1 and P(A) is a hyperplane in P(B). For each Q ∈ P(B) denote by L Q the image of the unique (modulo C * ) map E * (P ) → W (P ) corresponding to Q. Let U ⊆ P(B) be the open subset of points Q such that L Q has maximal dimension r. Then U ⊇ P(A), and hence the complement of U in P(B) is a finite set T . For each Q ∈ T the image L Q does not have maximal dimension, but is nonzero because ν(P ) ∈ A.
Let H be a general hyperplane of W (P ). So H does not contain any of the finitely many subspaces L Q for Q ∈ T . Also, let S be the closed subset of Grass(r, W (P )) parameterizing subspaces contained in H. The codimension of S is r. So, by [Kl] , Cor. 4, (i), p. 291, since H is general, the intersection of S and {[L Q ] | Q ∈ U} is empty. The upshot is that H does not contain L Q for any Q ∈ P(B).
Let G be the elementary transformation of W at P corresponding to the hyperplane H, and F its inverse image under π : V → W . Then F has rank mr 1 and degre m(r 1 (g−1)−d 1 ). In addition, φ factors through an injection φ ′ : E * → F with quotient map π ′ : F → G induced by π. However, those maps ψ : E * → V that are not multiples of φ do not factor through F , since H does not contain the image of πψ(P ) for any such ψ. Hence h 0 (E ⊗ F ) = 1, and every map E * → F is a multiple of φ ′ . Finally, φ ′ does not extend over S to a map E * → F ⊗ O S . In fact, if φ ′ had such an extension, coupling it with the inclusion i : F → V , we would get an extension E * → V ⊗ O S of φ over S. So there would be a map ν ′ : E * → G, corresponding to the extension of φ ′ , whose composition with the inclusion G ⊆ W is of the form ν + πψ for a certain ψ : E * → V . Then ν(P ) + πψ(P ) would factor through H, reaching a contradiction with our choice of H. Let U X (r, d) be the moduli space of semistable bundles of rank r and degree d on X. Let m be a positive integer. As before, to a vector bundle G of rank mr 1 and degree m(r 1 (g − 1) − d 1 ) we can associate a subscheme of U X (r, d) parameterizing semistable bundles E such that h 0 (E ⊗ G) = 0. If the subscheme is not the whole U X (r, d), then it is the support of a (generalized theta) divisor, denoted Θ G ; see [DN] , §0.2, p. 55.
We search for effective results -bounds on m -towards the very ampleness of the linear series |mΘ G |. However, in contrast with the case of SU X (r, d), as G moves among vector bundles of equal rank and degree, the divisors Θ G will only move in the same linear series if det G is fixed; see the formula at the bottom of p. 57 in [DN] . As a consequence, the methods presented in Section 3 do not apply immediately. It is still possible to make them work, by considering theta divisors of the form Θ G 1 ⊕G 2 , where each G i is a bundle of rank m i r 1 and degree m i (r 1 (g − 1) − d 1 ), with m 1 + m 2 = m. The bundle G 1 is chosen so that Θ G 1 has the desired separation properties, and G 2 is added only to have the determinant of G 1 ⊕ G 2 equal to (det F ) m , and thus Θ G 1 ⊕G 2 ∈ |mΘ F |; cf. the end of the proof of Lemma 10 on p. 580 in [Es] . However, this procedure would lead to bounds on m worse than those found for SU X (r, d).
In this section we show that in fact one can obtain for U X (r, d) the same bounds as for SU X (r, d). Our method relies on the use of the Verlinde bundles defined in [Po2] . We begin by recalling the notation.
Let L be a line bundle of degree d on X and π L the composition:
Set U := U X (r, d) and J := J(X). Let F be a vector bundle on X of rank mr 1 and degree m(r 1 (g − 1) − d 1 ) for which there is a generalized theta divisor Θ F . Put
The fibers of π L are the SU X (r, A), for A running over all line bundles of degree d on X, and O U (Θ F ) |SU X (r,A) = L A , the determinant line bundle on SU X (r, A).
Since there is an isomorphism SU X (r, A) ∼ = SU X (r, B) for each line bundles A and B of degree d, and the isomorphism carries L A to L B , the Verlinde number, Consider the diagram of maps,
where τ is given by tensor product, p 2 is the second projection, and r J is given by multiplication by r on the Jacobian. The diagram is clearly commutative. Both τ and r J areétale coverings of degree r 2g ; see [TT] , Prop. 8, p. 338 for τ . Hence the diagram is a fiber diagram.
By [DT] , Cor. 6, p. 350,
where N is any line bundle of degree
h . Then the base-change formula for the diagram above yields
Let Σ be a finite scheme over C. A coherent sheaf F on a scheme Z is L (S) . Indeed, since r J is anétale covering, S = r J (S ′ ) for some subscheme S ′ ⊆ J of length ℓ, and thus Σ = τ (Σ ′ ) for some subscheme Σ ′ ⊆ SU X (r, L) × S ′ of length k. So we need to show that each section of τ * O U (mΘ F )| Σ ′ lifts to one of τ * O U (mΘ F )| SU X (r,L)×S ′ . Now, τ * O U (mΘ F ) = L m ⊠ O J (mrr 1 Θ N ) by Formula (4.0.1). We are left then with proving that the natural map
is surjective. Let T be the image of Σ ′ in SU X (r, L) under the projection. Since Σ ′ is isomorphic to Σ, and L m is Σ-spanned, the natural map 
