Trending topics in Twitter is a collection of certain topics that are widely discussed by users. This study aims to design a model and strategy for finding trending topics from data streams on Twitter. The research approach was carried out in four stages, namely twitter data collection, preprocessing data, data analysis with sequential K-Means clustering and information processing. Sequential K-Means is used because it can receive input data sequentially and the cluster center can be updated. Testing of the model is carried out in three scenarios where each scenario is distinguished between the amount of data, time and parameter values. After that, evaluation of the results of clustering will be done using the Dunn Index method. Trending topics twitter application were created using the R language and produce output in the form of histograms. There are five topics being the trending topics in New York before the new year. The topic of "Times" relates to the presence of a new year's celebration night concert in Times Square. The "Hours" topic deals with the calculation of time and seconds towards 2017. "Eve" and "Party" topics relate to celebrations and the topic "Resolution" relating to hope and change for New Yorkers in in 2017.
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INTRODUCTION
Twitter has become one of the most popular social media today, allowing users to post short messages or tweets up to 140 characters. Twitter is presented as a means of communication to exchange information about various events in the real world in realtime (Rachmadany et al., 2018) .
One of the interesting features on Twitter is trending topic. It is a collection of the most popular topics discussed a lot on Twitter tweets. It has an important role in finding the hottest and most recent news or events.
Detecting trending topics is not an easy thing, it requires a special approach to analyze the data flow of tweets that come continuously from millions of Twitter users. The data used is very large so it takes large storage media, quite long processing data, and efficient algorithms for data analysis. Therefore, a streaming approach is needed as an efficient strategy for finding information from large data. Streaming data processing is the process by which data is taken within a certain period of time and then used to obtain a model after it is deleted and make room for new data. The streaming approach will generate trending topics in real-time and up-to-date (Firdaus et al., 2017) .
Clustering techniques can be used to analyze topics on tweets by automatically grouping tweets that have similarities.
Clustering on text or documents is different from clustering on structured data. In the text clustering, a grouping algorithm is needed to handle high dimensional data. This research offers a model and strategy for finding trending topics from data streams on Twitter.
A lot of research has been done to explore and search for trending topics with a variety of techniques offered. As in the research conducted by Zubiaga et al. (2015) regarding the process of real-time classification of data tweets. In addition, a similar study was conducted by Becker et al. (2011) regarding the clustering process on twitter data streams and then carried out a classification process to distinguish cluster events and non-events.
Research on trending topics was also conducted by Aiello et al. (2013) , namely a comparison of six topic detection methods in three Twitter datasets related to major events. Research by Sahdev and Kabra (2013) , detected trending topics with a social network graph approach to determine individual behavior by connecting individual interactions with other individuals. Research by Berhandus and Kalita (2013) detected and identified trending topics from data streams. Research by Lau et al. (2012) presented a new modeling-based methodology for tracking events that appear on Twitter's microblog. Lu and Yang (2012) research conducted trend analysis on news topics on Twitter, which included trend prediction and analysis of the causes of trend changes. Miller et al. (2015) research offered a model for estimating the topic of the most popular twitter at certain time intervals or periods. Then research by Mathioudakis and Koudas (2010) presented a system that performs trend detection on Twitter streams and performs trend analysis. Research by Kim et al. (2013) proposed a new scheme to detect trends and keywords from the Twitter data stream.
METHODS

Strategy on determining trending topics on Twitter.
In this study we construct a model to detect trending topics on Twitter in four parts. The first part consists of one stage, namely the process of collecting tweet data from Twitter Streaming API automatically and online. Second, preprocessing data is processing raw data before building a model consisting of three stages, namely preprocessing text, word weighting and word selection. Third, the data analysis process uses clustering techniques, for the first iteration of the algorithm used is the k-means algorithm and for the next iteration using the k-means sequential algorithm. Fourth, information processing consists of four stages, namely cluster evaluation, topic detection, trending topics visualization and trending topics evaluation (See Figure 1) .
Figure 1.The Proposed Method
First, in this study ,the data used is a collection of real-time tweets obtained from Twitter Streaming API. At the stage of twitter data collection, there are two processes, namely filtering streams and parsing tweets. Filtering stream is the process of sorting the tweets that will be used. The Tweet used is an English tweet located in New York City. Based on the strategy that has been designed, data collection is carried out for 60 seconds. The tweet data obtained from Twitter Streaming API is a file with the Java Script Object Notation (JSON) format so that the tweet parsing process is carried out by converting all information from JSON files into the data frame. The tweet feature or attribute used in this study is only the "text" attribute.Twitter data collection is done by creating the getStream() function in the R language. The process of filtering streams and parsing tweets is done using functions contained in the "streamR" package.
Text preprocessing is the initial processing stage of tweet text data before building a model. Each data text is also called a document. In this study, preprocessing of the text carried out is as follows:
1. Choosing unique tweets, meaning tweets that have the same content will not be used in research, these tweets are usually the result of retweets.
2. Case folding or the process of uniformizing the form of Latin letters (az) into lowercase (lowercase).
3. Tokenizing or breaking the string based on each word that composes it.
4. Delete the parts that are considered not important from the document. The deleted parts include username and user mentions, hastags, punctuation, URLs, non alphabeth, and characters "RT".
5. Remove stopwords or non-descriptive words.
Delete words that are considered spam
After going through the preprocessing phase of the text, the next step is to calculate the weight for each word in the document using the Term Frequency-Inverse Document Frequency (TF-IDF) calculation (Salton and Kabra, 2013) . Weighting will be done on each word that appears in the entire document. Weighting results will be used in the process of calculating the distance between documents. Also at this stage, the text document will be converted into vector form. The equation of Term Frequency can be found in (Benhardus and Kalita, 2013) .
The word selection stage is the process of removing words that are not used on the data matrix. At this stage there are two processes, namely:
1. Add notes to the text in the form of labels on each character string or referred to as Part-of-Speech Tagging (POS Tagging) (Màrquez and Rodríguez, 1998) .
2. Erase words other than labeled NN (Noun, singular or mass), NNS (Noun, plural), NNP (Proper noun, singular), and NNPS (Proper noun, plural) because the words used are words with noun categories (noun).
K-Means is one of the simplest unsupervised learning algorithms that can solve clustering problems (MacQueen, 1967) . The K-Means algorithm is used to divide data sets automatically into a number of fixed clusters (assumed to be k clusters). K-means is a very well-known clustering method and is widely used in various fields because it is simple, easy to implement, has the ability to do clustering with large data and is able to handle data outliers. The stages in k-means clustering (Tan, 2018) are as follows:
1. Select k centroid point randomly.
Centroid can be a vector that is considered to be the midpoint of a cluster.
2. Group each data point into the most suitable cluster based on the size of the proximity to the centroid.
3. After all data is divided into k clusters. Update the centroid using data inside the cluster.
4. Repeat steps 2 and 3 until the values from the centroid do not change.
The online clustering algorithm is used to effectively group Twitter data streams in real-time (Becker et al., 2011) . Therefore we need an algorithm that does not specify the number of clusters because data tweets will continue to increase with different content from time to time. Based on observations, this study proposes to use an incremental clustering algorithm, one of which is sequential k-means with threshold parameters that are arranged empirically during the experimental phase.
The sequential K-means algorithm has an algorithm similar to the classic k-means algorithm (batch mode) (MacQueen, 1967) . In contrast, the classic k-means algorithm uses all training data to recalculate cluster centers. Whereas in sequential k-means, each data point contributes to the cluster center update. Sequential k-means is used to group data one by one then calculate the cluster center incrementally. The k-means sequential algorithm uses the online clustering concept of Lloyd's (Tan, 2018) . This study proposes a variation of the online version of the sequential k-means algorithm and is adapted to input data, namely vector space models from text data.
Topic detection is a process used to obtain topics or keywords from documents automatically. The frequency of each word in the document is obtained by using the Term Frequency-Inverse Document Frequency (TF-IDF), illustrated in point B. The greater the TF-IDF value, the word often appears in one document and the TF-IDF value is smaller appears in many documents. Thus the word that has the greatest TF-IDF value in each document is the topic of the document.
To find out the quality of the cluster, a cluster quality testing is performed, one of which is the Dunn Index method. Dunn Index was introduced by Dunn (1974) . The purpose of DI was to find good intra-cluster and intercluster relationships. Dunn index is defined in the below equation:
where ( , ) = ∈ , ∈ { ( , )} is the distance between dan , ( ) = , ∈ { ( , )}is the highest distance to the cluster , and n is the number of cluster. The value of dunn index ranges from 0 to ∞. Cluster evaluation is said to be good if the value of the obtained index is high.
In this study, trending topics are the top five topics based on the highest number of members. Topics that will become a trend are topics that Twitter users continue to talk about so that the words that represent the topic will continue to appear in the latest data stream. Therefore, the topic that has become one of the trending topics lists needs to be re-evaluated to find out whether the topic is still being discussed or not. The way to evaluate trending topics is by checking the popularity of trending topics every 3 hours by calculating the difference in the number of tweets or deltas in the last 3 hours for each cluster. If there are additions of at least 100 tweets, then the topic or cluster will be retained, otherwise the cluster will be deleted.
Experimental Study.
Tweets collected are tweets posted by users in one specific location, namely the city of New York (the location displayed by Twitter users on their profile). This location was chosen because it generates a high volume of tweets consistently. Collection of tweets is done through program code in the R language and uses the stream R package. Requests for the latest tweets continue from the Twitter Streaming API until the program stops. Components used in the data tweet are only text containing messages posted by the user. Hastag which is inserted in the tweet is not used because it is not necessarily related to the contents of the text.
Before the data of the tweet data is analyzed, preprocessing of the data is carried out first, which consists of preprocessing text (in point A), weighting the word (in point B) and word selection (in point C). After that, the data was analyzed by clustering techniques online using the k-means sequential algorithm (in point E). While the classic k-means algorithm (in point D) is only used in the first iteration for the initial initialization of the cluster. Information obtained from clustering results are cluster centers and cluster member data. After that, the information processing is done by detecting the topic (in point F) on each cluster and each topic is sorted by number of members, then a maximum of five top topics are taken to become trending topics. Trending topics that have been detected will be evaluated every time (at point H) so that there will always be changes to the trending topics list.
Experiments were carried out in three scenarios using different parameter values. This is done to find the best parameter value. The first scenario was carried out on November 26-27 2016 and collected 32,112 tweets for testing if each data request was carried out for 100 seconds and delta was 50 tweets. The second scenario was carried out on December 3-4, 2016 and collected 55,354 tweets for testing if the data request time was reduced for 60 seconds and the delta was enlarged by 100 tweets. The third scenario is similar to the second scenario, the difference in the experiment is carried out with a longer duration, namely on December 13-31 2016 and collected about 781,450 tweets. The other differences in scenario three are that each hastags inserted in each tweet are stored and accumulated per day, then a comparison of trending topics from free words with the most popular hastags from the same data tweets is compared. This is done to analyze whether hastags that often appear in harmony with words that often appear in the twitter data stream. The total dataset collected in this study is 868,916 tweets posted at the end of November to December 2016.
RESULTS AND DISCUSSION
Cluster evaluation (in point G) is carried out at each iteration with different input data. Evaluation values are calculated using the Dunn Index method whose values range from 0 -∞. In scenario 1, out of 738 iterations produced only 64 iterations occur taking data, the rest there is no input data because of an unstable internet connection. Therefore, this program requires a good internet connection, stable and continuously connected when the program is run. The quality of the cluster is said to be good if the value of the index obtained is high. In scenario 1 only 10 iterations have more than zero evaluation values. Dunn index value is influenced by varied and complex input data. Input data in the form of text has a high complexity because the input data attributes are always different for each iteration, so cluster centers will continue to grow with increasing attributes and will be increasingly complex.
In the previous experiment, scenario 1 produced a less than optimal evaluation value. This means that many data points that are not included in the right cluster or data points that enter the cluster only have a small similarity value. This might occur because the cluster center contains words that are too broad and that the cluster center should be deleted if the addition of members is less significant. Therefore, in scenario 2, the data request time is reduced by 60 seconds and the delta is enlarged by 100 tweets and the result is 685 iterations of 1071 iterations have a dunn index value above zero. This shows that there is an increase in cluster quality from the experiments in the previous scenario. So that the parameter value in scenario 2 will be used in scenario 3 because it is considered good enough.
In scenario 3, it is determined that the cluster that has good quality is a cluster with a value of dunn index of more than 0.7. A total of 4,782 iterations of 13,479 iterations have a dunn index value above zero. This shows that around 35.48 percent of the total iteration has good cluster quality. So the experimental results in scenario 3 will be the final conclusion in this study. Trending topics generated in scenario 3 can be seen in Based on Table 1 it can be seen that the five topics are trending topics in New York before the new year. The topic of "Times" relates to the presence of a new year's celebration night concert in Times Square. The "Hours" topic deals with the calculation of time and seconds towards 2017. "Eve" and "Party" topics relate to celebrations and events/parties on New Year's Eve and the topic "Resolution" relating to hope and change for New Yorkers in in 2017. Compared to the list of hastags collected from the same tweet data, #happynewyear, #2017, #nye, #newyeareve and #ufc207, the five biggest hastags are together talking about 2017 new year.
In scenario 3, the resulting trending topics are visualized by histogram. Next is one of the histograms displayed in the last iteration of scenario 3 which can be seen in Figure 2 . During the program, there are several conditions that occur during the trending topics detection process and can be completed by the program, as follows: 1. The formation of new clusters/topics:
The data used in this study is a data stream, so it is important to do a process that can change the cluster structure including adding new clusters. This is done if the newly arrived data does not find the appropriate cluster so that it creates its own cluster. This process is determined by the value of cosine similarity, which is the similarity between the new data and the existing cluster center that occurs during the online clustering stage. 2. Delete the cluster: This process occurs during the trending topics evaluation on point F. The cluster will be deleted if there is no increase in the number of members of at least 100 tweets in a span of 3 hours. 3. Change the topic name in the cluster:
Topics are words that represent clusters that are determined from the largest word weights in the cluster center. The cluster center will continue to be updated in each iteration by averaging cluster centers with new data entering the membership. So that, the cluster center will continue to grow if it experiences an increase in attributes/words and changes in value or remains at each word weight. This causes the order of word weights in the cluster center to change. 4. Changes to ranking on trending topics:
Trending topics are the top 5 topics based on the number of cluster members so that the clustering or ranking process is carried out. The number of members of each cluster will continue to increase or remain at each iteration. So that the ranking process is carried out at each iteration.
Research related to determining trending topics was carried out by many researchers over the past years using different approaches. There are ten studies that will be compared with the research conducted by the authors, namely research by Zubiaga et al. (2015) regarding the real-time classification process of tweet data into 4 trending topics, namely news, ongoing events, memes and warnings. The classification process is carried out using the Support Vector Machine classification method. This method provides an efficient way to categorize trending topics accurately, quickly and in real-time.
In a study conducted by Becker et al. (2011) regarding the clustering process on twitter data streams then a classification process was carried out to distinguish cluster events and non-events. This research provides effective results in displaying realworld events on Twitter.
The research conducted by Lau et al. (2012) presents a new modeling-based methodology for tracking events that appear on microblogs such as Twitter. The method presented can detect events using various datasets with injections of new events, then apply to identify trending topics on Twitter. The method used is the topic modeling with the online version of the Latent Dirichlet Allocation.
In the study of Aiello et al. (2013) a comparison of six topic detection methods in three Twitter datasets related to major events. The study was conducted to observe how an event is determined naturally, the volume of activities over time, sampling procedures and data pre-processing. All of these greatly affect the quality of topic detection, which also depends on the topic detection method used. One of the proposed new topic detection methods is based on ngram co-occurrence and ranking topics with document frequency-inverse document frequency t-time (df-idft) which consistently achieves the best performance in all conditions, making it more reliable than other techniques.
In research by Sahdev and Kabra (2013) , trending topics detection was carried out with a social network graph approach to determine individual behavior by connecting individual interactions with other individuals. The social network is used as an interaction pattern that becomes a predictor of topic prediction in research. Another approach used is a non-parametric approach to solve problems in utilizing timestamps on tweets. Both approaches are combined and produce fairly good accuracy.
In Berhandus (2013) research, a methodology was used to detect and identify trending topics from data streams. Data from the Twitter Streaming API will be collected and entered into documents of the same time duration. The Term Frequency-Inverse Document Frequency and Relative Normalized Term Frequency analysis is performed on documents for identifying trending topics. Relative Normalized Term Frequency analysis identifies unigram, bigram, and trigram as trending topics while the Term Frequency-Inverse Document Frequency analysis identifies unigrams as trending topics.
In the Lu and Yang (2012)'s study, a trend analysis was carried out on news topics on Twitter, which included trend prediction and analysis of the causes of trend changes. The method used to predict trends is based on the Moving Average Convergence-Divergence (MACD) indicator. This research defines new concepts as momentum trends and uses them to predict trends in news topics. Then this research offers several causes for trend variations. The experimental results show that the process of predicting trends is simple and effective and the causes for trend variations are also verified.
Research conducted by Miller et al. (2015) offered an online algorithm that provides estimates of real-time frequency tags on Twitter time series data. This study offers a model for estimating the topic of the most popular twitter topics at certain time intervals or during a period. The method used is using the Naive algorithm.
Research by Mathioudakis and Koudas (2010) presented a system that performs trend detection on Twitter streams and performs trend analysis. This system is named Twitter Monitor which will identify the appearance of topics on Twitter in real time. Kim et al. (2013) proposed a new scheme to detect trends and keywords from the Twitter data stream. The system prototype is applied in various experiments to show the effectiveness of the scheme created. The scheme that is made is very strong, which can handle the word abbreviation, typing errors and mistakes
CONCLUSION
This study presents a model and strategy for identifying trending topics from the twitter. Trending topics in Twitter is a collection of certain topics that are widely discussed by users. The research approach was carried out in four stages, namely twitter data collection, preprocessing data, data analysis with sequential K-Means clustering and information processing. Testing of the model is carried out in three scenarios where each scenario is distinguished between the amount of data, time and parameter values. The results show that scenario 1 produced a less than optimal evaluation value. This means that data points that enter the cluster only have a small similarity value. Scenario 2 shows that there is an increase in cluster quality from the experiments in the previous scenario. In scenario 3, it is determined that the cluster that has good quality is a cluster with a value of dunn index of more than 0.7. This shows that around 35.48 percent of the total iteration has good cluster quality. There are five topics being the trending topics in New York before the new year. The topic of "Times" relates to the presence of a new year's celebration night concert in Times Square. The "Hours" topic deals with the calculation of time and seconds towards 2017. "Eve" and "Party" topics relate to celebrations and the topic "Resolution" relating to hope and change for New Yorkers in in 2017.
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