I. INTRODUCTION
Wide-angle biconical antennas have been used for about two decades to produce both vertically and horizontally polarized electromagnetic fields for use in electromagnetic pulse (EMP) simulation. Approximate theoretical models have been used in conjunction with field mapping to provide a practical basis for testing and evaluating military systems against the EM? threat.
In recent years, however, there has been a greater interest in the development of biconical antenna EMP simulators that can deliver pulses with very fast risetimes. A major element of the waveform design for this type of simulator is the resistive loading of the antenna, which predominantly affects the intermediate-to late-time character of the radiated field. The issue of resistive loading was initially addressed by Baum [1] who rendered an approximate theory of a resistively loaded dipole. Wilton [2, 3] has applied numerical techniques to address the problem of a loaded dipole over a ground plane. In this study we develop an analytical approach for predicting the interior and far fields of a resistively loaded wide-angle biconical antenna.
Schelkunoff [4] appears to have been the first to develop an exact theory of the biconical antenna in the absence of resistive loading. His method, although rigorously correct, presented formidable computational d.ifllcukies at the time of its inception (1941).
The principal difficulties appeared to be the computation of the (3-dependenteigenfunctions that are characteristic of the biconical antenna with perfectly conducting interior surfaces.
As shown in the appendix, this calculation requires the determination of the roots of polynomial equations involving hundreds of terms. While this computation is feasible today, it was virtually insurmountable in Schelkunoff's time.
Because of these numerical problems, emphasis was placed on obtaining approximate solutions in selected regimes. For example, Tai [5] developed a method for small-angle bicones, which is also briefly summarized by Kraus [6] . Techniques relevant to wide-angle bicones were developed by Smith [7] and Tai [8] . In all these cases, however, the issue of resistive loading was not addressed perfectly interior conducting boundaries were assumed.
The purpose of this investigation is to theoretically evaluate the possibility of rigorously solving the biconical antenna problem with resistive loading. It appears that, at least in a formal sense, I have been successful inasmuch as the methodology leads to closure on a solution. My method is an extension of the Schelkunoff formalism in the absence of resistive loading. Since this case forms the basic building block for the method, I provide a comprehensive discussion of Schelkunoff's methodology [9] using Kong's formalism [10] . This review is rendered in section 2.
In section 3 I extend the theory for the case of a resistively loaded bicone. The resistively loaded case is found to require additional terms in the antenna region, compared to the lossless case, so that the interior boundary condition is satisfied. The resulting equations do not lend themselves to analytical solutions in closed form. Closure is achieved through the introduction of an orthogonal basis of radial functions, which ultimately reduces the problem to one that can be solved in matrix form. The computational implementation of this theory remains to be developed.
A key element in the computational algorithm is the evaluation of the @dependent eigenvalues, ui, and eigenfunctions, Tu,(COS@) of the biconical antenna in the absence of 
REVIEW OF SCHELKUNOFF'S METHOD USING KONG'S FORMALISM
This section establishes the basic formalism that will be used in the general trea(rnent of the resistively loaded biconical antenna of section 3. This material is extracted from Kong's text [10] . No attempt is made to reproduce the step-by-step derivation of the results. The reader is referred to Kong's text for more details. Wherever possible I have used Kong's notation, the notable exception being the use of '~' for his "-i."
This summary is rendered in a manner which highlights those changes that are necessary to extend the theory flom the lossless case to the resistively loaded bicone. Under the foregoing conditions, Maxwell's equations reduce to
where we have replaced a/&by jco.
In the air region, defined by the regime r > L = mdius of bicone , the solution of equations (3) to (5) (9) where PN(COS@)is the Legendre polynomial of order N, h$)(kr) is the Hankel function of the second kind of degree N, the bN's are constants to be determined ffom the solution of the problem, ZOis the impedance of free space=~~, and
It is important to note that the functional form of equations (7) to (9) will be the same with or without resistive loading. The mathematical structure of the external fields a stems from the requirement that only outgoing waves be present outside the antenna, as well as the condition of symmetry, H&-
E@(z-e) = E@(e) . (b) (11) When equation (11) applies, only odd values of N are allowed in the summations of (2) equations (7) to (9) . The f~st I%nkel function, hl , is given by while the f~st Legenti polynomial and its derivative are given by (12) . Pl=cose,
P*l= -sin 0 .
Using equations (12) to (14), the leading terms of H4, E~, and E, in the far field (kr >> 1) become
.
Examination of equations (15) to (17) shows that for practical purposes a determination of bl will be sufficient to determine the fields in the test volume.
After some mathematical manipulation it can be shown that the interior fields, valid in the region~< @< z -~, can be written in the form 
20 h+ z==~= characteristic impedance of bicone ,
j~(kr) is the SphericalBessel function, and the au's are constants, which, like the bN's of the exterior region, ae to be determined from the solution to the problem. The terminating admittance Ytis likewise determined horn the solution.
In contrast to equations (7) to (9) , in which the summation index is defined, the values of u in equations (18) 
The PU's of equation (27) [12] . For the time being we simply assume that equation (27) has been solved and the values of u determined.
Thus, the summation index of equations (18) to (20) is defined.
The complete solution to the problem is now conditions at r = L. Using equation (23) we have
which when inserted in equation (18) gives found by matching the boundary (28)
YtVO(L) H@(r=L) =~zL sin~+ &~aU,jU, (kL) ?ti (COS @ .
(29) u'
Multiplying both sides of equation (29) by sin @?U, (COS0) and integrating from @to Z-@gives z -60
o where we have used the normalization Z-e.
Equation (31) is a general property of the Legendre functions which satisfies the boundary condition of equation (27), with Nu being the associated normalization constant. Equation (30) provides a connection between the au's and the b#s through substitution of equation (7). We have We should also recall in passing that the functional form of Ho and E~as given by equations (18) and (20), respectively, ensures that for both exterior and interior regions the following conditions will be satisfied:
H@(e) = H@ -e) , (a)
If we now define au and bN to be the components of column vectors ; and;, respectively, and ct~to be the elements of a matrix~, we can write equation (32) 
where the relevant constants are defined as follows:
in e }N(cos e) iu(cos e) de ,
The derivation of equation (40) By identifying K~as the @ component of the column vector 1? and /3~u as the element of the matrix E, we can recast equation (40) in the form
The termination impedance, Yt, can now be determined from equations (35), (44), q (29), and (7). This is accomplished by frost integrating equation (29) from @to Z-~.
We have
We now substitute equation (7) into equation (45) to obtaiñ~~b
The foregoing expression can also be cast in matrix form by introducing the transpose of the column vector~whose components are h~@L)P~(COS @o) . Thus, we write equation (46) in the form where $T is the transpose of $ and is a row vector.
(47)
q
In an actual computation we will truncate the series for u and the series for N after a finite number of terms. However, the maximum number of terms used in the respective series may differ since the number of terms required to describe the fields in the interior and exterior regions may not be the same. This does not place any restriction on the theory or the method of solution. It is convenient in this report to conceptually regard the u and N series as being truncated after the same number of terms, say fi. Let us assume that this is done so that~and~are now E x ii matrices and&~, I?, and $ are E-dimensional vectors.
We now substitute equation (35) into equation (44) 
Examination of the terms of equation (51) shows that Ytis a function of the bicone angle @, radial dimension L, and wavenumber (fkquency) k. For specified values of L and~, the admittance can be expressed as a function of fkquency al
Once Yt(co)is determined flom equation (5 1), the remaining calculation proceeds as follows: We initially determine VO(L) from a knowledge of the source voltage VO(0).
Using equation (24) we have
Substituting equation (52) into equation (50) gives b', and the external fields are then determined from equation (7).
SOLUTION WITH RESISTIVE LOADING
The deduction of the solution with resistive loading is not an obvious extension of the lossless case. A fundamental aspect of the lossless case was that the interior fields were made up of modes with index u determined from the solution of the interior boundary
This led to equation (27) When the boundary condition of equation (54) replaces that of equation (53) because of resistive loading, the structure of the fields given by equations (18) 
the function QUsatisfies the equation
QU(COS@)=PU(-COS@).
Using the result Cos(n-e)=-cose ,
combined with equation (57) and the symmetry requirement
led to the choice of
as the only candidate 8-dependent solution (compare equation (21)).
When we allow v to be an integer, the &dependent part of the solution changes as follows. For the case where
we have
Using the foregoing equations we easily see that
PN(-COS 6)= (-l)NPN(COS(9)
QN(-cos 6) = (-1)~+1 QN(cos @ 9
Employing the symmetry condition of equation (59) and the iim's are additional constants to be determined from the problem in the resistively loaded case. The index m is an integer.
We assume that at the boundary @= 90. In addition, we continue to retain the equation
so that the noninteger values of u remain unchanged, and hence are known.
The relationship between the dm's and~'S is determined from the boundary condition of equation (54). Using equations (23) 
Z@j% (L)ZC-l sink (L -r) +~(L)Yt cos k(L -r)

) @#"m(b)rm(Cos 00) . (72)
There does not appear to be a simple way to relate the Zm's to the au 's, but it can be accomplished in matrix form by assuming that in the region O<r<L ,
we can expand all the r-dependent functions in an orthonorrnal basis using a complete (and as yet unspecified) set of functions @n(r)which satisfy the standmd conditions where n and m are integers and &is the Kronecker delta.
The aforementioned procedure is accomplished by 
(80) o
Since the @n'sform a complete set, the substitution of equations (75) 
The solution of equation (82) which renders $ in terms of~is given by
where v=(1%-;)-1(7, 
u' m
If we now multiply equation (88) by sin O~(COS@and integrate from 90 to z-m, and then use equation (7) for H@ = L), we obtain the following result:
($= ma ($ where~is the previously defined matrix, and~is a matrix whose components are
From equation (38) we have the relationship which relates bN to the interior fields.
However, we must now use equation (67) for E~Inserting equation (67) into (38) gives 
It is observed that equation (91) 
Once Yr is computed, the other parameters, a,& and~, are determined from equations (84), (89), (90), and (94).
CONCLUSION
In this study we have demonstrated that a methodology for calculating the fields of a biconical antenna with resistive loading is theoretically and computationally feasible. The technique draws on the modal analysis concept originally developed by Schelkunoff for the case without resistive loading. However, the extension to the resistively loaded case is considerably more complex ffom both a conceptual and computational vie~int.
The resistively loaded case is found to require the existence of additional terms in the antema region (compared to the lossless case) so that the interior boundary condition is satisfied. The solution of the interior boundary value equation appears to require the introduction of an orthogonal basis of functions, @n(r),defined in the range O < r <L, where r is the radial coordinate and L is the bicone radius. We have not as yet selected the @.(r); however, this does not limit the theoretical analysis. Using the basis functions, o~(r), a mati formulation is developed. In order to achieve a practical solution to the problem, it will be necessary to assume a finite number of terms. This number has not been determined, but will surely depend on the bicone angle 60 and radius L, and the magnitude and radial distribution of the resistive loading.
In summary, the implementation of the technique developed in this investigation requires the selection of On(r) and the evaluation of certain mathematical functions and integrals which depend on @n(r). When this is accomplished it should be a relatively easy matter to predict the near and far fields from a resistively loaded biconical antenna. 
TABLES
DETERMINATION OF THE ROOTS Ui AND EIGENFUNCTIONS Tui
In this appendix I address the determination of the roots ui of the equation
where Pui is the Legendre function of order ui, and (2-J is the bicone angle of figure 1 in the body of the report, I also discuss the determination of the O-dependence of the function
we write equation (A-1) in the form
Since~i is not generally an integer, the complete series expansion for PU must be used. with 17being the gamma function.
and using the properties of the gamma function gives (a)n = (-u)(-u + 1)(-u + 2) ... (-u + n -1) , (a)
The resulting series expression for PU(z)is For very lmge values of u, even 128 compute Pu(+zo). Fortunately, in this case the roots of equation (A-4) may be determined using the asymptotic forms of Pu(fio). The asymptotic expressions [2] for the Legendre functions also provide an excellent starting guess for the ZBRAC and RTBIS root finding algorithms [3] which are used to solve equation (A-6). me use or aotmle preclslon comlxned wm appears to circumvent the aforementioned terms may not be sufficient to accurately Several asymptotic expressions were examined, and the one which seems most appropriate for this investigation is that rendered by Magnus and Oberhettinger [2] . The asymptoticvalues appearto provide a good approximationat the smaller values of ui with excellent agreement occurring at the larger ones. This is consistent with the theoreticalexpectations. 
