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ABSTRACT
Background: As developing countries continue to face challenges associated with infectious diseases,
the need to improve infrastructure to systematically collect data which can be used to understand their
outbreak patterns becomes more critical. The World Health Organization (WHO) Integrated Disease
Surveillance and Response (IDSR) strategy seeks to drive the systematic collection of surveillance
data to strengthen district-level reporting and to translate them into public health actions [1]. Since
the analysis of this surveillance data at the central levels of government in many developing nations
has traditionally not included advanced analytics, there are opportunities for the development and
exploration of computational approaches that can provide proactive insights and improve general
health outcomes of infectious disease outbreaks.
Methods: We propose a multivariate time series cross-correlation analysis as a foundational step
towards gaining insight on infectious disease patterns via the pairwise computation of weighted cross-
correlation scores for a specified disease across different health districts. Following the computation
of weighted cross-correlation scores, we apply an anomaly detection algorithm to assess how outbreak
alarm patterns align in highly correlated health districts (regions). Our methodology is compatible
with the surveillance data collected via the IDSR strategy and the data used for this analysis was
provided in collaboration with officials from the WHO Country Office in Cameroon, the Cameroon
Ministry of Public Health, and Songhai Labs. More specifically, the analysis was performed using
surveillance data for infectious diseases in Cameroon between the years of 2014 and 2017.
Result: We demonstrate how multivariate cross-correlation analysis of weekly surveillance data can
provide insight into infectious disease incidence patterns in Cameroon by identifying highly correlated
health districts for a given disease, using malaria as an initial proof of concept. We further demonstrate
scenarios in which identification of highly correlated districts aligns with alarms flagged using a
standard anomaly detection algorithm, hinting at the potential of end to end solutions combining
anomaly detection algorithms for flagging alarms in combination with multivariate cross-correlation
analysis.
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Conclusion: We present a methodology for providing insights on infectious disease surveillance data
based on multivariate cross-correlation analysis that is compatible with the data collection efforts
currently being facilitated by the WHO IDSR surveillance program. We demonstrate the methodology
on real-world surveillance data for infectious diseases in Cameroon from the years 2014-2017 and
deduce correlations between health districts with respect to a particular infectious disease. We use the
IDSR data of Cameroon as a case study, and hope that future work can expand on these approaches
to better analyze surveillance data in a way that is useful in outbreak mitigation efforts. We are the
first group to apply advanced analytics towards this data, and the methodology demonstrated in this
paper is more generally a step towards bridging the gap between research on computational methods
for analysis of surveillance data and real-world surveillance of infectious diseases, especially in
resource-limited scenarios associated with surveillance efforts in many developing countries.
Keywords surveillance, infectious diseases, time series, epidemiology, Cameroon
1 Background
1.1 Surveillance of Infectious Diseases
Infectious diseases have long plagued developing countries, which often do not have the infrastructure and resources
needed for effective eradication efforts [2–5]. The need for a standardized infrastructure for data collection is highlighted
by the fact that there is a large variance within individual nations in terms of ability to conduct surveillance efforts [6–8].
In 1998 the World Health Organization Regional Office for Africa (WHO/AFRO), began to promote the Integrated
Disease Surveillance and Response (IDSR) framework across all its members [9–12]. The WHO IDSR framework
paves the way towards realizing core capacities of International Health Regulations (IHR) to detect, assess, and respond
to all events that may constitute public health emergencies of international concern (PHEICs) and report them to the
WHO [13]. Laboratory capacities, communication systems, logistics, and insufficient trained personnel are critical
obstacles to successful implementation of IDSR [14] [8] [15]. Despite challenges in IDSR implementation, this led to
an increase in surveillance data collection and created the opportunity to translate this surveillance data into actionable
insights. Cameroon adopted the IDSR framework in 2003, recording district-level infectious disease counts on a weekly
basis and forwarding them to the Ministry of Public Health for analysis. Figure 1 (taken from [16]) provides a graphical
overview of how surveillance data is collected in line with the WHO IDSR framework, beginning with data collection
at the community/health district levels and final analysis at the central level. The IDSR framework in Cameroon has
raised the consistency of district level data collection, but translation of this surveillance data into actionable insights
has not been as successful. Additionally, although statistical techniques for time series analysis have existed for many
years, they have not yet been widely applied to surveillance data collected through the WHO IDSR framework to drive
actionable insights.
1.2 Cross-Correlation Between Time Series
In times series analysis, the cross-correlation of a pair of time-series is the correlation between the pair at different
times, as a function of the different times. Let (Xt, Yt) be a pair of random processes and t be any point in time. The
cross-correlation between X and Y at times t1 and t2 respectively is defined by the equation below:
RXY (t1, t2) = E[Xt1Yt2] (1)
1.3 Related Work
The statistical analysis of disease surveillance data has been a topic of academic study for many years. The methods
proposed often use standard surveillance datasets which are often higher in sample size and quality than those available
from surveillance data collected in low resource settings, and utilize additional information. Many efforts have focused
on model-based efforts for multivariate time series surveillance data rather than analysis geared towards explicitly
identifying shared patterns in infectious disease surveillance counts between health districts.
A nonlinear model for the analysis of multivariate time series data, with region-specific random effects to address
varying transmission of a pathogens across regions has been shown [17]. The model utilizes monthly counts of
meningococcal disease cases in 94 departments of France (excluding Corsica) and weekly counts of influenza cases in
140 administrative districts of Southern Germany, and compare performance via one-step-ahead predictions.
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Figure 1: Graphic of Surveillance Disease Data Collection Infrastructure in Cameroon from [16]
A framework for the statistical analysis from counts of infectious diseases which is based on Poisson branching process
model with immigration has been proposed [18]. The authors additionally propose a multivariate formulation, which
has the ability to capture patterns in the spatial spread of a disease over time. Another approach involves a multivariate
time series model based approach that is enhanced to deal with possible dependence between different disease counts
from different pathogens [19]. The results are demonstrated on weekly influenza and meningococcal disease counts
from Germany and on influenza in the U.S.A. from 1996–2006, with air traffic information being integrated with
the influenza data to provide information on the global dispersal of the pathogen into the model. The open source R
package surveillance provides functionality for implementing statistical regression frameworks that can be applied to
surveillance data [20].
One proposed methodology is using ARIMA (autoregressive, integrated, moving average) forecasting of infectious
disease counts using surveillance data [21]. Another study investigated the relationship between joining the World
Trade Organization (WTO) and the availability of several commodities with both harmful and protective effects related
to the development of noncommunicable disease using a comparative interrupted time-series analysis [22].
2 Methods
2.1 Central Idea
The core idea underlying the application of the multivariate cross-correlation based methodology presented here
is straightforward: the correlations between time series of disease incidence in geographic regions can potentially
provide insight on disease spreading patterns. Although such an analysis does not allow for inference of causality
due to the number of confounding variables, it provides signals which can warrant deeper investigation from the
public health perspective. More specifically, deeper analysis can be performed to understand how prior knowledge
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of variables involved in the spread of infectious disease patterns can explain the observed patterns and thus inform
concrete mitigation strategies.
2.2 Methodology
Our computational approach for intelligent surveillance consists of three parts: a) obtaining and processing surveillance
data of weekly disease counts, b) computing the multivariate cross-correlation between pairs of regions, and c)
identifying highly correlated regions for a specific disease to gain insights on its spreading pattern.
To obtain the WHO IDSR surveillance data on infectious disease incidence in Cameroon, we established a collaboration
with officials from the WHO Country Office in Cameroon, the Ministry of Health of Cameroon, and Songhai Labs,
a Cameroonian Knowledge Broker Platform. The partnership was built through video calls, letters, and in-person
meetings with health officials. The data represents weekly counts of infectious diseases, in 189 different health districts
in Cameroon for the years 2014 to 2017.
From this data we extract the weekly counts of a disease D in N different regions. Wherever a data point is missing in
the time series, we use interpolation to fill in missing values with averages of the first available preceding and following
entries. In cases in which the first or last entry of the time series is missing, we use the nearest point as an approximation.
After data wrangling, we get N number of time series, t1, t2, . . . , tN . For i ∈ {1, . . . , N}, ti is the weekly counts of
disease D in region Ri.
We compute a correlation score for every pair of regions in Cameroon using the cross-correlation function (ccf ) and a
score function s. More complex methods for determining correlation between time series exist, however the ccf serves
as a simple standard starting point for such analyses. For quantifying general similarity in patterns between time series
(including seasonality) the standard ccf is suitable, although the methodology can be repeated following pre-whitening
of each time series to remove seasonality and auto-correlation in order to avoid ’spurious correlation’ [23, 24]. For
all i, j ∈ {1, . . . , N} and i 6= j, (Ri, Rj) is a region pair, and ti and tj are the time series for region Ri and Rj
respectively. We adopt the ccf function interface provided by the tseries [25] library in R. This implementation of ccf
takes as input two time series, t1 and t2, as well as a lag parameter, and outputs a vector containing correlations of t1
and t2 from under lag-week lag to under (−lag)-week. Applying ccf function to ti and tj with the parameter lag = 5,
we obtained the correlation vector cij ∈ R11:
cij = ccf(ti, tj , lag = 5) (2)
For all k ∈ {−5,−4, . . . , 0, . . . , 4, 5}, denote with cijk the correlation between ti and tj under k-week lag, where a
positive k means moving ti ahead of tj by|k| weeks, and a negative k moving tj ahead of ti by|k| weeks. According
to this definition,
cijk = cji−k (3)
Following Equation 2 and the definition of cijk,
cij = [cij−5, . . . , cij0, . . . , cij5]
T (4)
We define the score function s : R11 → R as
s(c) =
5∑
k=−5
10
|k|+ 1ck (5)
The score function is the weighted sum of all the entries in the correlation vector cij . The weight assigned to the
correlation under k-week lag is stipulated as 10|k|+1 . The weight given to the correlation vector is inversely correlated
with the absolute value of the lag, intuitively placing higher importance on closer times. Eventually, the correlation
score cs for (Ri, Rj) is
csij = s(cij) (6)
Applying the computation outlined above for all regional pairs for a given disease, we obtain a set of corresponding
correlation scores.
S = {csij ∈ R | i, j = 1, 2, . . . , N, i 6= j} (7)
Importantly, the metric cs is relative, with insight derived only in comparison with other regions, and is designed
specifically with the goal of identification of positive trends between two time series. A negative correlation score
between two regions indicates that when one region experiences an outbreak, the disease incidence in the other region
tends to drop, which is not the trend of interest when using these scores to provide insight on the ramifications of an
initial outbreak.
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To evaluate our methods we examined regions with high correlation scores to see how their alarm patterns aligned using
an anomaly detection algorithm. We used the EARS (Early Aberration Detection System) C method for selected region
pairs [26]. This anomaly detection method computes a threshold (prediction interval) for the number of counts at each
time step based on values from the recent past. If the number of counts for a step is higher than a threshold, an alarm is
raised. Specifically for the threshold, we calculate an approximate (two-sided) (1− α)% prediction interval, based on
the assumption that the difference between the expected value and the observed value divided by the standard derivation
of counts over the sliding window, called C, follows a standard normal distribution in the absence of outbreaks.
We utilized the computed correlation scores, S, in tandem with the results of the EARS algorithm to identify how high
weighted correlation scores aligned with alarms flagged using the EARS algorithm. Once we mark a region Ri as
experiencing an outbreak, we obtain the subset Si of S, the set of all the correlation scores of region pairs involving Ri.
Si = {csij ∈ R | j = 1, . . . , i− 1, i+ 1, . . . , N} (8)
In practice the regions with the highest correlation scores can be further investigated and flagged for warning as a result
of the initial outbreak. While extrapolating causal relationships is difficult for such time series due to the multitude of
factors that contribute, historical analysis of consistent infectious disease correlation patterns can create foundations for
intelligent warning systems since these correlations inherently capture information about the nature of how infectious
disease outbreaks occur.
3 Results
3.1 Inter-regional Correlation Analysis
We show surveillance data of malaria as an example to demonstrate our methodology. Table 1 shows the format of the
data: the ith row represents the time series ti of region Ri. Weeks are marked consecutively W1, W2, ..., W207. The
numbers under column Wi are the reported counts of Malaria cases in different regions during the corresponding week.
Our analysis begins with a set of time series {ti | i = 1, 2, . . . , N} as represented in Table 1.
Figure 2: A Snippet of Malaria Surveillance Data
Figure 3a shows the histogram of correlation scores for malaria between different regions, which are normally distributed
with a slight skew. We previously calculate S, the set of correlation scores for all possible region pairs. According to
Equation 3 and 6, ∀i, j ∈ {1, . . . , N}, i 6= j,
csij =
5∑
k=−5
10
|k|+ 1cijk =
5∑
k=−5
10
|−k|+ 1cji−k =
5∑
−k=−5
10
|−k|+ 1cji−k = csji (9)
Thus, we only compute a subset of S:
S
′
= {csij ∈ R | i, j = 1, 2, . . . , N, i < j} (10)
Figure 3b presents a heatmap of the correlation scores in S′ . The heatmap shows which region pairs are strongly
positively correlated (green), weakly correlated (white) and strongly negatively correlated (brown). The correlations
represent the average correlation for the entire time period. Each grid in the heatmap represents a region pair, indicated
by the indices on horizontal and vertical axes. Indices that are next to each other are close geographically.
When using historical correlation patterns to provide insight on the potential future spreading patterns of infectious
disease, it is critical to have an understanding on the stability of such patterns over time. In Figure 4, we compare
heatmaps between two years period (2014-15 and 2016-2017) with each other the heatmap for the entire four year
period (2014-2017). The correlation heatmap does not noticeably change between 2014-2015 and 2016-2017, and the
two heatmaps produce almost the same result as the one comparing 2014 and 2017 (Figure 3). Just as in the 2014-2017
heatmap, where regions with indices from 60 to 80 are strongly correlated, the same pattern exists in both 2014-2015
and 2016-2017, meaning that these regions have preserved their correlation pattern through these years. We note that
some regions (such as in the upper right) do change, however the major patterns remain intact.
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(a) Distribution: Mean=3.02, SD=7.44; Min=-24.22, Me-
dian=2.40, Max=29.96
(b) Heatmap of correlation scores. Strong green colors
indicate regions that are associated, however proximity of
indices does not reflect proximity in geographical distance
Figure 3: Distribution and Heatmap of Correlation Scores in S′
(a) 14-15 (b) 16-17 (c) 14-17
Figure 4: Heatmap of Correlation Scores between Every Two Regions in Years 2014-2015, 2016-2017, 2014-2017
3.2 Evaluation
In order to further validate our method, we analyzed the correlation scores of several specific region pairs. The highest
observed correlation score 29.96, comes from the region pair (R54, R67) representing the Bogo and Maga districts,
which are next to each other in the Far North region. The time series t54 and t67 are plotted in Figure 5a along with their
correlation vector c54,67. From the plot of the time series, it is clear that t54 and t64 are highly correlated. Moreover, in
the correlation vector score plot where the blue dotted line is the threshold for the 0.05 significance level, under lags of
various magnitude, the correlations of t54 and t64 computed by the ccf function are always well above that threshold.
Both plots support the high correlation score of (R54, R67) and suggest strong association.
Another region pair, (R77, R110) (Moulvoldaye and Garoua districts, which are not adjacent but relatively close
together) has a relatively high correlation score c54,67 = 22.78. The corresponding plots are shown in Figure 5b. In the
time series plot, t77 and t110 are somewhat correlated: there are time periods when they are in sync (from Week 25 to
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(a) (R54, R67) (b) (R77, R110) (c) (R10, R111)
Figure 5: Examples of Time Series and Cross-Correlation Plots
40), and others where they deviate (from Week 160 to 170). The correlation of (R77, R110) is significant, but not as
strong as that of (R54, R67).
The region pair (R10, R111). c10,111 = 1, has a very low correlation score as shown in Figure 5c. There is very little
observable correlation between t10 and t111, and the values within the cross-correlation plot are not measured to be
significant. This makes sense since these regions (Akonlinga and Garoua II), are far apart geographically and may not
have a strong influence on each other in terms of respective malaria incidence patterns.
The correlation plots can be used to dig deeper into how an outbreak in one region has historically been associated with
changes in incidence levels in other regions. Looking at the correlations with respect to specific lags can further provide
more granular information on the time scale in which relevant patterns are observed, giving insight on the temporal
aspect of the observed correlation scores.
A practical use case of the described methodology is to analyze the weighted cross-correlation scores for a given
region once it is known that an outbreak has taken place. To illustrate, assume that an anomaly detection algorithm
has detected an anomaly in R54, which indicates a possible outbreak. We compute the k largest correlation scores in
S54 = {c54,j | j = 1, . . . , 53, 55, . . . , N}, and the regions corresponding to those scores. In this case, we stipulated
k = 5. The results are shown in Table 2 and serve as a sample output for this method given an input region which has
experienced an alarm for an outbreak.
Region Pairs Correlation Scores
54 BOGO,EXTREME NORD; 67 MAGA,EXTREME NORD 29.96
54 BOGO,EXTREME NORD; 81 TOKOMBERE,EXTREME NORD 28.87
54 BOGO,EXTREME NORD; 79 PETTE,EXTREME NORD 28.31
54 BOGO,EXTREME NORD; 74 MOGODE,EXTREME NORD 28.25
54 BOGO,EXTREME NORD; 77 MOULVOUDAYE,EXTREME NORD 27.56
Table 1: Top 5 Correlation Scores in S54
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Figure 6: Time Series Corresponding to 4 Region Pairs Identified in Table 1
The two time series corresponding to (R54, R67) are shown in Figure 5a, while the time series plots corresponding to
the remaining entries of Table 1 can be found in Figure 6.
We then apply the EARS C method on the pairs of regions that have the highest correlation scores to analyze how
patterns in flagging alarms are aligned. For example, we take the pairs R54 and R77, R54 and R67, and R54 and R77
and compare their outbreak patterns using the EARS C method with a look-back period of 7 weeks. This method will
detect whether the disease counts from a given week are abnormal based on disease counts in the previous 7 weeks. As
evident from Figure 7, the two regions in each pair have very similar alarm patterns.
Furthermore, these alarms appear clustered around the same time. The yellow lines on Figure 7 indicate alarm clusters,
which overlap in correlated regions. Instances where alarms in one region precede another could indicate disease
spreading from one region to another. We observed similar alarm clustering in other regions with high correlation
scores, confirming the reliability of this method.
4 Discussion
The initial goal of the WHO IDSR strategy was to develop actionable insights to improve health outcomes of infectious
disease outbreaks, but so far in Cameroon, analysis of surveillance data has been mainly descriptive. The lack of
advanced analytics on surveillance data collected through the WHO IDSR strategy limits the ability of public health
officials to improve their decision-making based on insights and trends from the collected data. The methodology
introduced in this paper serves as a step towards bridging the gap between advanced analytics and surveillance data
collected through the WHO IDSR strategy.
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Figure 7: Outbreak Alarm Patterns Flagged using EARS C Anomaly Detection for 3 Region Pairs in Table 1
We demonstrate the potential for a weighted cross-correlation analysis in quantifying similarity in surveillance time
series for an infectious disease. Although causal relationships can’t be ascertained from analysis of multivariate cross
correlation, general trends can be assessed in evaluating the similarity of disease frequency patterns across many health
districts. The evaluated similarity in disease frequency between health districts is a reflection of numerous factors,
including general seasonality and outbreak spreading patterns. We further demonstrated that using a weighted cross
correlation metric has the potential to cluster similar regions based on similar alarms flagged by an outbreak detection
algorithm (EARS C1). This signals utility in providing insight on how infectious diseases may spread and flagging
health districts that may be susceptible to the ramifications of an initial known outbreak. Using known weighted
cross-correlation scores for a given disease can allow for more proactive monitoring of disease outbreaks even before
the development of more sophisticated software systems, and serves as a gate to deploy more sophisticated techniques
in artificial intelligence which can be better leveraged as size of the data increases. Proactive monitoring and utilization
of historical surveillance to provide insight on correlation in disease frequency in different health districts can inform
more efficient outbreak mitigation strategies as well.
The trends revealed via multivariate cross correlation analysis be subsequently investigated to understand which factors
may play a role in contributing to such trends. An analysis of such factors thereby may lead to a more mechanistic
understanding of spreading between diseases, which can be leveraged by public health officials. For example, two highly
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correlated regions that are not necessarily close together geographically may share extensive modes of transportation.
Investigating these modes of transportation and how they pertain to the spread of a certain infectious diseases can
potentially lead to better preventative mechanisms for outbreak mitigation.
One of the limitations of the current method is its use of the EARS C1 algorithm, which does not adequately capture the
seasonality of disease outbreak patterns. As we can see from the outbreak patterns of different regions in Figure 7, there
are clear seasonal trends in disease outbreaks. Specifically, the number of disease counts in the summer seems to be
much higher than the average level every year, indicating a summertime peak period. Our current EARS C1 algorithm
only considers a certain time period (7 weeks in this case), and thus misses seasonal trend. As a result, the algorithm
tends to give unnecessary alerts when we are already on a high alert level. Investigating the use of anomaly detection
algorithms that can take seasonal trends into account and understanding how the alarms cluster for highly correlated
regions would be a natural extension to this work.
Another limitation is that pairwise cross-correlation analysis does not directly capture the dynamics of multiple
simultaneous outbreaks. Exploring methodologies that can analyze these trends in the context of multiple simultaneous
outbreaks would be an ideal avenue for future work.
It is important to note that the study only uses data over a four year period. As additional data collection infrastructure is
put in place more surveillance data will become available for the continued development of methodologies for analysis.
For the purpose of demonstrating our methodology, this paper uses Malaria as an example to demonstrate a proof
of concept, largely due to improved data reporting quality and quantity for Malaria specifically. While Malaria is
spread indirectly through parasites, a the same approach could be used for a disease that is passed between humans and
compare how the identified patterns differed. Since different diseases naturally have various of modes of transmission
and hence different inter-regional spread pattern, future research could use multivariate cross-correlation to delve deeper
into the differences in observed trends between types of diseases.
5 Conclusions
WHO’s Integrated Disease Surveillance and Response (IDSR) strategy has collected valuable disease surveillance data
in Cameroon. Nevertheless, public health officials in Cameroon still face the challenge harnessing this information
to obtain actionable insights. To issue this problem, we propose a computational methodology utilizing multivariate
cross-correlation analysis to identify patterns of disease incidence between regions, which could in turn be used to
drive more efficient mitigation efforts and drive investigation into mechanisms behind disease spread. In addition to
presenting a mathematical formulation of this methodology, we present its application and analysis using real WHO
surveillance data provided by officials from the WHO Country Office in Cameroon. Retroactive analysis, using malaria
as an example, reveals the potential of the outlined methodology to provide strong signals for regional correlation of
infectious diseases. As data collected through the WHO IDSR program increases in quantity and quality , computational
approaches such as the one presented in this paper and future developed methods will become even more useful,
ultimately improving disease mitigation and health outcomes.
6 Acknowledgments
This work was partially supported through the generous funding from the UCLA Global Citizens Fellowship Award to
VS.
References
[1] World Health Organization et al. An integrated approach to communicable disease surveillance. Weekly Epidemio-
logical Record= Relevé épidémiologique hebdomadaire, 75(01):1–7, 2000.
[2] David M Morens, Gregory K Folkers, and Anthony S Fauci. The challenge of emerging and re-emerging infectious
diseases. Nature, 430(6996):242, 2004.
[3] Joshua Lederberg, Margaret A Hamburg, Mark S Smolinski, et al. Microbial threats to health: emergence,
detection, and response. National Academies Press, 2003.
[4] Sue Binder, Alexandra M Levitt, Jeffrey J Sacks, and James M Hughes. Emerging infectious diseases: public
health issues for the 21st century. Science, 284(5418):1311–1313, 1999.
[5] Ananda Amarasinghe, Joel N Kuritsky, G William Letson, and Harold S Margolis. Dengue virus infection in
africa. Emerging infectious diseases, 17(8):1349, 2011.
10
A PREPRINT - OCTOBER 18, 2019
[6] Peter Nsubuga, Okey Nwanyanwu, John N Nkengasong, David Mukanga, and Murray Trostle. Strengthening
public health surveillance and response using the health systems strengthening agenda in developing countries.
BMC public health, 10(1):S5, 2010.
[7] LM Franco, J Setzer, and K Banke. Improving performance of idsr at district and facility levels: experiences in
tanzania and ghana in making idsr operational. 2006.
[8] Idrissa Sow, Wondimagegnehu Alemu, Miriam Nanyunja, Sambe Duale, Helen N Perry, and Peter Gaturuku.
Trained district health personnel and the performance of integrated disease surveillance in the who african region.
East African journal of public health, 7(1), 2010.
[9] P Nsubuga, WG Brown, SL Groseclose, L Ahadzie, AO Talisuna, P Mmbuji, M Tshimanga, S Midzi, F Wurapa,
W Bazeyo, et al. Implementing integrated disease surveillance and response: four african countries’ experience,
1998–2005. Global public health, 5(4):364–380, 2010.
[10] Helen N Perry, Sharon M McDonnell, Wondimagegnehu Alemu, Peter Nsubuga, Stella Chungong, Mac W Otten,
Paul S Lusamba-dikassa, and Stephen B Thacker. Planning an integrated disease surveillance and response system:
a matrix of skills and activities. BMC medicine, 5(1):24, 2007.
[11] Antoine Kaboré, Sharon McDonnell, and Bradley A Perkins. Technical guidelines for integrated disease surveil-
lance and response in the african region. 2001.
[12] World Health Organization et al. Regional office for africa: Integrated disease surveillance and response: A
regional strategy for communicable diseases 1999–2003 (afr/rc/48.8). Harare: WHO, 1999.
[13] Francis Kasolo, Zabulon Yoti, Nathan Bakyaita, Peter Gaturuku, Rebecca Katz, Julie E Fischer, and Helen N
Perry. Idsr as a platform for implementing ihr in african countries. Biosecurity and bioterrorism: biodefense
strategy, practice, and science, 11(3):163–169, 2013.
[14] Revati K Phalkey, Shelby Yamamoto, Pradip Awate, and Michael Marx. Challenges with the implementation of
an integrated disease surveillance and response (idsr) system: systematic review of the lessons learned. Health
policy and planning, 30(1):131–143, 2013.
[15] Senait Kebede, Sambe Duale, Allarangar Yokouide, and Wondimagegnehu Alemu. Trends of major disease
outbreaks in the african region, 2003-2007. East African journal of public health, 7(1), 2010.
[16] Moise C Ngwa, Song Liang, Leonard Mbam, Mouhaman Arabi, Andrew Teboh, Kaousseri Brekmo, Onana
Mevoula, and John Glenn Morris. Cholera public health surveillance system in cameroon. Online journal of
public health informatics, 7(1), 2015.
[17] Michaela Paul and Leonhard Held. Predictive assessment of a non-linear random effects model for multivariate
time series of infectious disease counts. Statistics in Medicine, 30(10):1118–1136, 2011.
[18] Leonhard Held, Michael Höhle, and Mathias Hofmann. A statistical framework for the analysis of multivariate
infectious disease surveillance counts. Statistical modelling, 5(3):187–199, 2005.
[19] Michaela Paul, Leonhard Held, and André M Toschke. Multivariate modelling of infectious disease surveillance
data. Statistics in medicine, 27(29):6250–6267, 2008.
[20] Sebastian Meyer, Leonhard Held, and Michael Höhle. Spatio-temporal analysis of epidemic phenomena using the
r package surveillance. arXiv preprint arXiv:1411.0416, 2014.
[21] R Allard. Use of time-series analysis in infectious disease surveillance. Bulletin of the World Health Organization,
76(4):327, 1998.
[22] Krycia Cowling, Elizabeth A Stuart, Roni A Neff, Daniel Magraw, Jon Vernick, and Keshia Pollack Porter. World
trade organization membership and changes in noncommunicable disease risk factors: a comparative interrupted
time-series analysis, 1980–2013. Bulletin of the World Health Organization, 97(2):83, 2019.
[23] Roger T Dean and William TM Dunsmuir. Dangers and uses of cross-correlation in analyzing time series
in perception, performance, movement, and neuroscience: The importance of constructing transfer function
autoregressive models. Behavior research methods, 48(2):783–802, 2016.
[24] Chris Chatfield. The analysis of time series: an introduction. Chapman and Hall/CRC, 2003.
[25] Adrian Trapletti and Kurt Hornik. tseries: Time Series Analysis and Computational Finance, 2017. R package
version 0.10-42.
[26] Maëlle Salmon, Dirk Schumacher, and Michael Höhle. Monitoring count time series in r: Aberration detection in
public health surveillance. 2016.
[27] A Abubakar. Assessment of integrated disease surveillance and response (idsr) implementation in selected lga’s in
kaduna state. Zaria, Nigeria: Masters in Public Health, Ahmadu Bello University, 2010.
11
A PREPRINT - OCTOBER 18, 2019
[28] Clive WJ Granger. Investigating causal relations by econometric models and cross-spectral methods. Econometrica:
Journal of the Econometric Society, pages 424–438, 1969.
[29] Christopher A Sims. Money, income, and causality. The American economic review, 62(4):540–552, 1972.
12
