Recently it has been proved that a simple algorithm configurator called ParamRLS can efficiently identify the optimal neighbourhood size to be used by stochastic local search to optimise two standard benchmark problem classes. In this paper we analyse the performance of algorithm configurators for tuning the more sophisticated global mutation operator used in standard evolutionary algorithms, which flips each of the n bits independently with probability χ /n and the best value for χ has to be identified. We compare the performance of configurators when the best-found fitness values within the cutoff time κ are used to compare configurations against the actual optimisation time for two standard benchmark problem classes, R and L O . We rigorously prove that all algorithm configurators that use optimisation time as performance metric require cutoff times that are at least as large as the expected optimisation time to identify the optimal configuration. Matters are considerably different if the fitness metric is used. To show this we prove that the simple ParamRLS-F configurator can identify the optimal mutation rates even when using cutoff times that are considerably smaller than the expected optimisation time of the best parameter value for both problem classes.
INTRODUCTION
General purpose search heuristics, such as evolutionary algorithms, are designed with the aim of optimising a problem given minimal knowledge about it. Usually all that is needed is a means of representing solutions for the problem and a fitness function to compare the quality of different candidate solutions. Whilst these algorithms have been shown to be effective for solving a large variety of hard optimisation problems, a common difficulty is that of choosing a suitable algorithm for the problem at hand and setting its parameter values such that it will have good performance. A result of this is that it has become very common to use automated methodologies for algorithm development [3, 11, 16, 18] .
Traditionally, parameter values were chosen manually by the user, applying the algorithm to a specific problem and subsequently refining the choices according to the algorithm's performance with the tested parameters. This method, however, is timeconsuming, tedious, and error-prone. As a result automatic algorithm configurators have gradually become the standard methodology used to tune the parameters of an algorithm for a class of problems. Popular tuners include ParamILS, which uses iterated local search to navigate the space of configurations [8] ; irace, which A version of this paper without the appendix is to appear at GECCO 2020. iteratively evaluates many configurations concurrently, eliminates those which statistically have worst performance, and then uses the best to update the distribution used to generate new candidate configurations [17] ; and the surrogate model-based tuners SPOT [1] and SMAC [9] , which use approximations of the parameter landscape in order to avoid many lengthy evaluations of configurations.
Despite their widespread adoption, there is a lack of understanding of the behaviour and performance of algorithm configurators. More specifically, given an algorithm and a class of problems, it is unclear how good the parameter values returned by a given configurator actually are, how long the configurator should be run such that good parameter values are identified, nor is there any rigorous guidance available on how to set the configurator's inherent parameters.
Recently, Kleinberg et al. [12] provided preliminary answers to these questions. They performed a worst-case runtime analysis of standard algorithm configurators, in which an adversary causes every deterministic choice to play out as poorly as possible, while observations of random variables are unbiased samples from the underlying distribution. They proved that in this scenario all popular configurators will perform poorly. On the other hand, they presented a worst-case tailored algorithm called Structured Procrastination (SP) that provably performs better in the worst-case. Several improvements to this approach have recently been published [13, 20, 21] . Naturally, it is unlikely that the worst-case scenario occurs in practical applications of algorithm configurators. In fact, Pushak and Hoos [19] recently investigated the structure of configuration search landscapes. Their experimental analysis suggests that the search landscapes are largely unimodal and convex when tuning algorithms for well-known instance sets of a variety of NP-hard problems including SAT, MIP and TSP. Thus, they provided evidence that generally algorithm configuration landscapes are much more benign for popular gradient-based configurators than in the worst-case scenario. Thus, it is important to rigorously evaluate for which applications a given algorithm configurator will be efficient and for which it will perform poorly.
The only available time complexity analysis deriving the time required by an algorithm configurator to identify the optimal parameters for an algorithm for specific problem classes is an earlier publication of ours [6] . We proved that a simplified version of ParamILS, called ParamRLS, can efficiently identify the optimal neighbourhood size k of a randomised local search algorithm RLS k for two standard benchmark problem classes. An important insight gained from our earlier analysis is that, if the best identified fitness within some cutoff time is used for configuration comparisons, then much smaller cutoff times than the actual optimisation time of the optimal configurations may be used by ParamRLS to identify the optimal parameter. On the other hand, if the optimisation time is used for the comparisons, then the cutoff time has to be much larger i.e., at least the expected runtime of the optimal parameter setting.
In order to gain a deeper understanding of the performance of algorithm configurators, in this paper we consider the problem of tuning the mutation rate of the global mutation operator that is commonly used in standard evolutionary algorithms. The operator, called standard bit mutation (SBM), flips each bit of a bit string of length n with probability χ /n, and χ is the parameter value to be tuned. This operator is considerably more sophisticated than the local mutations used by the RLS algorithm considered in our earlier work, since an arbitrary number of bits between 0 and n may be flipped by the operator in each mutation operation. Furthermore, the nature of the parameter to be tuned yields a significantly more complex parameter landscape. While the parameter of RLS k may only take discrete values, the search space for standard bit mutation's parameter is continuous as the parameter χ may take any real value. Small differences in χ (e. g. 1/n vs. 1.1/n) are hardly visible as in most mutations the number of flipped bits is identical. In stark contrast, RLS k behaves very differently when always flipping, say, k = 1 bit or always flipping k = 2 bits. Hence, identifying the optimal standard bit mutation rate is much harder than tuning RLS k as in our earlier work.
We embed the SBM operator into a simple evolutionary algorithm, the (1+1) EA, and consider the problem of identifying its optimal parameter value for two benchmark function classes: R and L O . The first function class is chosen because for each instance the optimal mutation rate for SBM is always 1/n independent of the position of the current solution in the search space. This characteristic is ideal for a first time complexity analysis as it should be easy for the configurator to identify the optimal parameter value and, at the same time, it keeps the analysis simple. The second function class is more challenging because the best mutation rate decreases as the algorithm approaches the optimum and the configurator has to identify that the best compromise is a mutation rate of ≈ 1.59/n which minimises the overall expected runtime of the (1+1) EA [2] .
Our aim is to characterise the impact of the performance metric on the cutoff time required for algorithm configurators to identify the optimal parameter value of the (1+1) EA for the considered problem classes. As in our publication considering RLS k , in this paper we consider two performance metrics: Optimisation time, where the winner of a comparison is the configuration which reaches the optimum in the fewest iterations; and Best fitness where the winner of a comparison of two configurations is the configuration which achieves the highest fitness value within the cutoff time κ.
We prove that, with overwhelming probability (w. o. p.) 1 , any algorithm configurator that uses Optimisation time as performance metric requires a cutoff time that is at least as large as the optimisation time of the optimal parameter value for both R and L O . For smaller cutoff times it returns a parameter value 1 We define an event A as occurring with overwhelming probability if and only if Pr(A) = 1 − exp(−Ω(n α )), for some positive constant α . Note that, by the union bound, the intersection of polynomially many such events still has an overwhelming probability.
chosen uniformly at random from the parameter space w. o. p. unless the configurator is inherently biased towards some areas of the search space. For the simple R and L O problem classes, a random parameter value is returned w. o. p. respectively for cutoff times of κ ≤ (1 − ε)en 2 and κ ≤ 0.772075n 2 . Matters change considerably for algorithm configurators that use Best fitness as performance metric. To prove this it suffices to consider the simple randomized local search ParamRLS-F algorithm analysed in our earlier work which uses Best fitness as performance metric. ParamRLS-F efficiently returns the optimal parameter value χ = 1 of the (1+1) EA for R for any cutoff time that is at least linear in the problem size. Notice that the configurator is efficient for cutoff times that are a linear factor smaller than the expected optimisation time of the (1+1) EA with the optimal 1/n mutation rate. For L O , we prove that, w. o. p., ParamRLS-F is able to find the optimal parameter setting of χ = 1.6 (where χ is allowed to take values from the set {0.1, 0.2, . . . , 2.9, 3.0}) for any cutoff time κ ≥ 0.721118n 2 . Note that this is ≈ 0.05n 2 smaller than the expected optimisation time for any configuration of the (1+1) EA for L O [2] . For over 99% of cutoff times in the range between 0.000001n 2 and 0.720843n 2 , we prove that ParamRLS-F returns the optimal parameter setting for the cutoff time, w. o. p. That is, the smaller the cutoff time, the higher the optimal mutation rate. Some proofs are contained in the appendix. For both R and L O note that, while the formal proof is provided for the ParamRLS-F tuner, the analysis implies that all algorithm configurators capable of hillclimbing are efficient at tuning the (1+1) EA for the same cutoff time values if they use Best fitness as performance metric.
PRELIMINARIES
We first give an overview of the algorithm configuration problem. This is a formalisation of the problem which all parameter tuners attempt to address. We then outline the three main subjects of analysis in this work. We first present the algorithm configurator. We then outline the target algorithm (the algorithm which we are analysing the ability of ParamRLS to tune) before giving an overview of the two benchmark target function classes which we consider.
The Algorithm Configuration Problem
The Algorithm Configuration Problem (ACP) is that of choosing the parameters for a target algorithm A to optimise its performance across a class of problems Π. Let us denote the set of all configurations of A as Θ and algorithm A with its parameters set according to some configuration θ ∈ Θ as A(θ). Then the Algorithm Configuration Problem is the task of identifying a configuration θ * such that
where cost(θ) is some measure of the cost of running A(θ) on the problem class Π.
We must therefore define the measure cost(θ), which depends on several factors: The size of the cutoff time κ (the number of iterations in a single run of a comparison); The number of runs per comparison r (the number of times we evaluate two configurations in a single comparison); Which metric is used to evaluate the performance of a configuration on a problem instance; How to aggregate performance measures over multiple runs; How many instances (and which ones) to include in the training set.
In this work, we address the configurator's parameters as follows. All results in this work hold for any polynomial number of runs per comparison (i.e. the positive results hold even for just one run and the negative results hold even for a large polynomial number of runs). We consider two performance metrics. The Optimisation time metric quantifies the performance of a configuration by the time taken to reach the optimum. A penalisation constant multiplied by the cutoff time κ is returned if the configuration does not reach the optimum within κ iterations (called PAR10 for penalisation constant of 10). The Best fitness performance metric considers the highest fitness value achieved within the cutoff time. The definition of the training set and the method of aggregation are both irrelevant within this paper, since performance on the single problem instances we consider here generalises to any other instance of the problem class.
Let T be the number of configuration comparisons carried out before the tuner returns the optimal configuration θ * w. o. p. Then the total required tuning budget is B = 2 ·T · |Π| ·κ ·r . In this work, we want to estimate how the two performance metrics impact the cutoff time κ and the total number of comparisons T required for a simple algorithm configurator ParamRLS to tune the (1+1) EA for two benchmark problem classes.
The Configurator: ParamRLS
We follow our earlier work in analysing a simplified version of the popular ParamILS parameter tuner, called ParamRLS [6] .
At the heart of ParamRLS is the active parameter. ParamRLS initialises the active parameter uniformly at random. It then repeatedly mutates it and accepts the offspring (that is, updates the active parameter to this new value) if it performs at least as well as the active parameter according to a routine eval. Each call to eval is called a comparison and the runtime T is defined as the number of comparisons until the optimal parameter value is identified. The high-level pseudocode for ParamRLS is given in Algorithm 1. The eval routine takes as arguments both configurations to be compared, as well as the cutoff time κ and number of runs r . Both configurations are then executed for r runs (each of length κ) where at the end of each run the winner of the run is decided according to one of two performance metrics. Under the Best fitness metric, the winner of a run is the configuration which has the highest fitness value after κ iterations. If both configurations have the same fitness value at time κ, then the winner is the one that found it first. The winner of the overall comparison is the configuration which won the most runs. Ties are broken uniformly at random. The variant of ParamRLS using this performance metric is called ParamRLS-F, and its pseudocode is given in Algorithm 2. Under the Optimisation time metric, the optimisation times of both comparisons are summed for r runs. If in a run a configuration fails to reach the optimum within κ iterations then its optimisation time is taken to be p · κ, where p is a penalty constant. If there is a tie after all runs have been completed, the winner is decided uniformly at random. This measure is called Penalised Average Runtime (PAR). It is commonly used in configurators such as ParamILS. The variant Algorithm 1 ParamRLS (A, Θ, Π, κ, r ). Recreated from [6] with minor typographical modifications. 1: θ ←initial parameter value chosen uniformly at random 2: while termination condition not satisfied do 3: θ ′ ← mutate(θ) 4: θ ← eval(A, θ, θ ′ , π, κ, r ) 5: return θ of ParamRLS using this performance metric is called ParamRLS-T, and its pseudocode is given in Algorithm 3.
As in [6] , the mutate routine in ParamRLS alters the current configuration according to some local search operator ±{1}. This operator simply increases or decreases the current parameter value by 1/d, both with probability 0.5. If the new value for the parameter is 0 or ϕ + (1/d) then this new configuration loses any comparison with probability 1 (that is, it is rejected with certainty).
Since we consider a continuously-valued parameter, χ , we discretise the parameter space (the search space of all configurations) as this is also the method used to deal with continuous parameters in ParamILS [8] . We do so using a discretisation factor d. We define the parameter space as consisting of all numbers z/d where z ∈ {1, 2, 3, . . . , ϕ · (d − 2), ϕ · (d − 1), ϕ · d }, for an integer ϕ. For example, if d = 4 then the possible values for χ will be 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2, . . . , ϕ − 0.25, ϕ. We do not consider χ = 0 since this means that bits are never flipped in the target algorithm. We call the fitness landscape induced by the target algorithm on the target function under a performance metric the configuration landscape. We say that a configuration landscape is unimodal if and only if there is only one optimal configuration and, for all pairs of neighbouring configurations (two configurations are neighbours if one can be reached from the other in a single mutation using the local search operator), the configuration closer to the optimum wins a comparison w. o. p.
We call a tuner blind if there is an event A that occurs w. o. p. and, conditional on A, the tuner returns a configuration chosen according to a distribution which would be generated if all configurations had the same performance. For ParamRLS-T this implies that the configuration will be chosen uniformly at random, since if there is no information to separate two configurations then the winner is chosen uniformly at random. Only if a tuner is inherently biased will the outcome be non-uniformly distributed.
The Target Algorithm: The (1+1) EA
In each iteration, the (1+1) χ EA, shown in Algorithm 4, creates a new solution by flipping each bit in the bit string of the current solution independently with probability χ /n. The offspring is accepted if its fitness is at least that of its parent. We analyse the number of comparisons for ParamRLS to identify the optimal value for χ (and thus the optimal mutation rate) for a given problem class. In this work we assume that χ is constant.
Algorithm 2
The eval-F(A, θ, θ ′ , π, κ, r ) subroutine in ParamRLS-F. Recreated from [6] with minor typographical modifications. 
Fitness ← A(θ) fitness after κ iterations; 7: Fitness ′ ← A(θ ′ ) fitness after κ iterations; 8: ImprTime ←time of last improvement of A(θ) 9: ImprTime ′ ←time of last improvement of A(θ ′ ) 10: if Fitness > Fitness ′ then 11: W ins ← W ins + 1 12: else if Fitness ′ > Fitness then 13: W ins ′ ← W ins ′ + 1 14: else 15: if ImprTime < ImprTime ′ then 16: W ins ← W ins + 1 17: else if ImprTime ′ < ImprTime then 18: W ins ′ ← W ins ′ + 1 19 : x ′ ← x with each bit flipped with probability χ /n 4:
Problem Classes: R and L O
We analyse the ability of ParamRLS to configure the (1+1) EA for two standard benchmark problem classes: R and L O . Despite their similar definitions, the (1+1) EA exhibits substantially different behaviour when optimising them.
The most commonly analysed instance of the R problem class is the function
where |x | is the number of ones in the bit string x. The other instances of the problem class are provided by its black box definition, given by [5] and used by [6] , which in a nutshell takes the XOR with another bit string a ∈ {0, 1} n :
. . x n ⊕ a n ). We thus analyse only the problem instance R 0 n , and observe that the best parameter value for this problem instance will be optimal for all 2 n instances of the problem class.
Following previous work [6, 10] , we assume that the (1+1) EA is initialised to 0 n . This means that the algorithm builds a string of consecutive 1 bits followed by a string of consecutive 0 bits, and the optimum is the 1 n bit string.
For the (1+1) EA, it is optimal to set χ = 1 to achieve the smallest expected optimisation time for R . We prove this in Lemma 3.1(ii). The R problem class is a natural one to analyse initially since it is always best to use a mutation rate of 1/n. This characteristic simplifies the analysis.
The second problem class is L O , or 'LO' for short. In the problem instance we consider, the fitness value of a bit string is equal to the number of consecutive 1 bits at the beginning of the string, LO(x) = n i =1 i j=1 x j . This differs from R since R requires the bit string always be in the form 1 i 0 n−i , whereas LO places no such importance on the bits following the first 0.
Droste et al. define the black box optimisation class of LO as the class consisting of problem instances LO a (x), where this is taken to be the length of the longest prefix of x in which all bits match the prefix of a [5]. Naturally, the best mutation rate for one instance will also be optimal for all the other instances in the problem class.
Böttcher et al. proved that setting χ = 1.59 . . . leads to the shortest expected optimisation time for the (1+1) EA for the LO problem class for any static mutation rate [2] . LO presents a more complex problem for which to tune than that presented by R , since it is beneficial to use a higher mutation rate earlier in the optimisation process. Intuitively, this is because it is necessary to preserve the current prefix of leading ones in order to make progress, thus as the prefix grows, higher mutation rates are more likely to flip bits within it. Hence it is challenging to determine the behaviour of the tuner for different cutoff times.
TUNING THE (1+1) EA FOR RIDGE
Before we can prove any results on the performance of ParamRLS when tuning the (1+1) EA for R , it is first necessary to analyse the performance of the (1+1) EA on this function. We therefore begin this section by deriving a lemma which tells us several facts about its behaviour. We first bound the drift (the change of the fitness of the current individual) in one generation of the (1+1) EA. We denote the drift of the (1+1) χ EA on R by ∆ χ , and define it as
The following lemma summarises key statements about the performance of the (1+1) χ EA on R .
Consider the (1+1) EA optimising R . Assume that it was initialised to 0 n . Then the following is true:
, is bounded as follows:
(ii) Setting χ = 1 yields the smallest expected optimisation time for any constant χ , which is at most en 2 , assuming n is large enough.
The first statement follows as the probability of improving the fitness of x t 1 n by 1 is χ /n · (1 − χ /n) n−1 as it is necessary and sufficient to flip the first 0-bit and not to flip the other n − 1 bits. Larger jumps have an exponentially decaying probability, reflected in the O(1/n 2 ) term. For the second statement we use additive drift theory [7, 14] , which in a nutshell derives (bounds on) first hitting times from (bounds on) the expected drift and the initial distance from the target state. Hence the expected optimisation time is minimised by the parameter that maximises the drift. The second statement follows from the first one since 2 (1 − χ /n) n−1 ≈ e −χ and the function χe −χ is maximised for χ = 1.
Analysis of ParamRLS-F Tuning for R
We now prove that, for any discretisation factor d, ParamRLS-F is able to configure the (1+1) EA for R . In particular, we show that, given any cutoff time κ ≥ c ′ n, for a sufficiently large constant c ′ > 0, the expected number of comparisons in ParamRLS-F before the active parameter is set to χ = 1 is at most 6dϕ. Moreover, after dn ε comparisons with cutoff time κ ≥ n 1+ε , for any positive constant ε, ParamRLS-F returns the optimal configuration w. o. p. , where the target algorithm is initialised to 0 n . Assume that d, ϕ = Θ(1) and κ ∈ poly(n). Then:
• Using cutoff times κ ≥ c ′ n for a sufficiently large constant c ′ > 0, the expected number of comparisons in ParamRLS-F before the active parameter value has been set to χ = 1 is at most 6dϕ. • Using cutoff times κ ≥ n 1+ε , for some constant ε > 0, if ParamRLS-F runs for dn ε comparisons then it returns the parameter value χ = 1 with overwhelming probability.
We prove the above theorem by bounding the probability that one configuration has a higher fitness than another after κ iterations. For large enough cutoff times, in a comparison between two configurations which either both have χ ≤ 1 or both have χ ≥ 1, the configuration with χ closer to 1 wins. L 3.3. Assume that the (1+1) a EA and the (1+1) b EA, with a and b two positive constants such that ae −a > be −b , are both initialised to 0 n . Then with probability at least 1 − 3 exp(−Ω(κ/n)) − κ exp(−Ω(n)) 2 We use an ≈ symbol for illustration purposes only. Proofs use the double inequality
The lemma follows from showing, through the use of appropriate Chernoff bounds, that either the (1+1) a EA is ahead of the (1+1) b EA after κ iterations or that the (1+1) a EA finds the optimum sooner than the (1+1) b EA. Now we are able to prove Theorem 3.2.
Given a comparison of a pair of configurations, let us call the configuration with a value of χ closer to 1 the 'better' configuration, and the other configuration the 'worse' configuration.
By Lemma 3.3, using κ ≥ c ′ n, the probability that the better configuration wins a comparison with cutoff time κ is at least 1 − exp(−Ω(κ/n)) − κ exp(−Ω(n)) ≥ 2/3, the inequality holding since we can choose the constant c ′ > 0 appropriately and κ ∈ poly(n). The current configuration is compared against a better one with probability at least 1/2, and it is compared against a worse one with probability at most 1/2. Hence the distance to the optimal parameter value decreases in expectation by at least 1/d · (1/2 · 2/3 − 1/2 · 1/3) = 1/(6d). The initial distance is at most ϕ. By additive drift arguments (Theorem 5 in [14] ), the expected time to reach the optimal parameter value for the first time is at most 6dϕ.
For the second statement, we use that if κ ≥ n 1+ε then the probability of accepting a worse configuration is exponentially small. Hence, w. o. p., within any polynomial number of comparisons, we never experience the event that the worse configuration wins a comparison. This implies that max(1, ϕ − 1)(d + 1) steps decreasing the distance towards the optimal parameter are sufficient. By Chernoff bounds, the probability of not seeing this many steps in dn ε iterations is exponentially small. Finally, once the optimal parameter is reached, it is never left w. o. p. Thus, after dn ε iterations, the optimal parameter is returned with overwhelming probability. Lemma 3.3 implies that any parameter tuner capable of hillclimbing will return the optimal configuration w. o. p., given sufficiently many comparisons, if it uses cutoff times of κ ≥ n 1+ε and the highest fitness value performance metric.
Analysis of Optimisation Time-Based
Comparisons When Tuning for R While ParamRLS-F succeeds at tuning the (1+1) EA for R with a cutoff time of κ ≥ n 1+ε , we now show that all algorithm configurators that use Optimisation time as performance metric fail w. o. p. to identify the optimal configuration if the cutoff time is at most κ ≤ (1 − ε)en 2 . Established tuners such as irace, ParamILS, and SMAC as well as recent theory-driven approaches such as Structured Procrastination all fall into this category if Optimisation time is used as performance metric. For such cutoff times, all configurations (i.e. the target algorithm with any parameter value) fail to find the optimum w. o. p.
For all constants χ, ε > 0, the (1+1) χ EA requires more than (1 − ε)en 2 iterations to reach the optimum of R , with probability 1 − exp(−Ω(n)). 5 This yields that all configurators that use the Optimisation time performance metric are blind if the cutoff time is at most κ ≤ (1 − ε)en 2 .
T 3.5. Consider any configurator using the Optimisation time performance metric tuning the (1+1) EA for R for any positive constant ϕ and discretisation factor d. If the cutoff time for each run is never allowed to exceed κ ≤ (1 − ε)en 2 , for some constant ε > 0, then, after any polynomial number of comparisons and runs per comparison, the configurator is blind. P T 3.5. Lemma 3.4 tells us that, for cutoff times κ ≤ (1 − ε)en 2 , all configurations of the (1+1) χ EA, for every constant choice of χ , fail to reach the optimum of R , with overwhelming probability. If this happens in all comparisons, then, since the Optimisation time metric is being used, all configurations will have the same fitness: κ multiplied by the penalisation constant. Thus, there is no attraction towards the optimal parameter value. Therefore, with overwhelming probability, by the union bound, the configurator will behave as if all configurations have the same performance, and therefore it is blind.
TUNING THE (1+1) EA FOR LEADINGONES
We now show that ParamRLS-F is able to find optimal parameter values for the (1+1) χ EA optimising L O for almost all quadratic cutoff times κ. The analysis is considerably more complicated than for R since the progress depends (mildly, but significantly) on the current fitness. For a search point with k leading ones, the probability of improving the fitness is exactly χ /n · (1 − χ /n) k as it is necessary and sufficient to flip the first 0bit while not flipping the k leading ones. This probability decreases over the course of a run, from χ /n · (1 − χ /n) 0 = χ /n for k = 0 to χ /n · (1 − χ /n) n−1 ≈ χ /(en) for k = n − 1. This effect is similar to that observed for the function O M in [6] . We therefore follow our approach in that work and establish intervals that bound the "typical" fitness at various stages of a run. This allows us to locate the final fitness after κ iterations with high precision and w. o. p. For almost all cutoff times, our fitness intervals reveal that the configuration closer to the optimal one leads to a better final fitness, w. o. p.
Due to the increased complexity of the analysis, we focus on one specific discretisation factor d and choice of ϕ as a proof of concept. We are confident that our method generalises to any constant discretisation factor by increasing the precision of our analytical results (by means of the period length introduced in Lemma 4.2) in relation to the granularity of the parameter space (given by d). We provide a Python tool which applies our proof technique for an arbitrary period length 3 . Therefore the user can repeatedly decrease the period length until this tool is able to prove the desired results for their chosen parameter space.
We choose a discretisation factor of d = 10 and ϕ = 3, which implies χ ∈ {0.1, 0.2, . . . , 2.9, 3.0}. The mutation rate which produces the smallest expected optimisation time for the (1+1) EA optimising LO is ≈ 1.59/n [2] , and it is easily verified that the optimal parameter with the chosen granularity is χ = 1.6. We expect the tuner to return χ = 1.6 when the cutoff time is large enough. For Table 1 : Ranges of κ for which the parameter landscape is unimodal with the optimum at χ . The parameter landscape is also unimodal with the optimum at χ = 1.6 for cutoff times κ ≥ 0.772076n 2 , as shown in Theorem 4.1.
smaller cutoff times we expect the tuner to return larger values of χ , since for LO it is beneficial to flip more bits when early in the optimisation process. We prove that, for ParamRLS-F, both of these intuitions are correct. However, tuners using the Optimisation time performance metric require larger cutoff times in order to identify the optimal configuration.
Analysis of ParamRLS-F Tuning for LO
In this section we prove two results. We first prove that the parameter landscape is unimodal for over 99% of cutoff times in the range 0.000001n 2 to 0.772075n 2 . We then prove that the parameter landscape is unimodal for all cutoff times of at least 0.772076n 2 , and that the optimal mutation rate (and that returned by Param-RLS-F) for these cutoff times is 1.6/n, as expected. These results imply that, given sufficiently many comparisons, ParamRLS-F will, w. o. p., return the mutation rate with the smallest expected optimisation time for all cutoff times of at least 0.772076n 2 , and for over 99% of cutoff times in the range 0.000001n 2 to 0.772075n 2 it will return the mutation rate which is optimal (that is, it achieves the highest fitness) for that cutoff time. Table 1 and κ ≥ 0.772076n 2 it holds that, for any positive constant ε:
• The expected number of comparisons in ParamRLS-F before the active parameter is set to the optimal value for the cutoff time (see Table 1 ) is at most 2dϕ + exp(−Ω(n ε )). • If ParamRLS-F is run for a number of comparisons which is both polynomial and at least n ε then it returns the optimal parameter value for the cutoff time with overwhelming probability.
In order to prove Theorem 4.1, we first bound the progress made by the (1+1) EA in n 2 /ψ iterations (for a positive constant ψ ), a length of time we call a period. We define progress as the difference between the distance to the optimum at the beginning of the period and at the end of the period. We then sum the progress made in a constant number of periods in order to bound the fitness of the individual in the (1+1) EA after a quadratic number of iterations. We compute the cutoff times required such that these intervals do not overlap. This tells us which configuration will win in a comparison of that length.
We first derive progress bounds for the (1+1) χ EA. The intuition behind these bounds is that the probability of improving the fitness of a search point with k leading ones is χ /n ·(1− χ /n) k , which is at least χ /n ·(1− χ /n) i ≈ χ /n ·exp(−χi/n) and at most χ /n · (1 − χ /n) j ≈ χ /n · exp(−χ j/n) if j ≤ k ≤ i. The factor of 2 stems from the fact that, when the first 0-bit is flipped, the fitness increases by 2 in expectation as the following bits may be set to 1.
By applying the progress bounds from Lemma 4.2 inductively, we derive the following bounds on the current fitness of the (1+1) EA after an arbitrary number of periods. 
such that, with overwhelming probability, the following holds. At the end of period i, for 0 ≤ i ≤ α, the current fitness is in the interval [ℓ χ,i , u χ,i ] or an optimum has been found, and throughout period i the fitness is in [ℓ χ,i −1 , u χ,i ] or an optimum has been found.
Since we do not have a closed form for the intervals derived in Lemma 4.3, we follow the approach in [6] and iterate them computationally in order to derive exact bounds on the fitness after a given number of iterations, using our Python tool mentioned earlier. We observe that the (1+1) EA makes, in expectation, a linear amount of progress during a period which consists of a quadratic number of iterations (as is the case in Lemma 4.3). This fact implies that we can check whether one configuration is ahead of another by computing the leading constant of the Θ(n) term in the fitness bounds from Lemma 4.3 and check whether the intervals are overlapping. If they are not overlapping then, w. o. p., one configuration is ahead of another by a linear amount. If n is large enough then the o(n) terms from Lemma 4.3 can be ignored as the fitness is determined exclusively be the leading constants of the linear terms. We extract the relevant leading constants from the fitness bounds in the following lemma. 
We can now prove that the parameter landscape is unimodal. L 4.5. For ParamRLS-F tuning the (1+1) EA for LO, the parameter values in the set {1.6, 1.7, . . . , 2.9, 3.0} are optimal for the ranges of κ given in Table 1 , if n is large enough. Furthermore, the parameter landscape is unimodal for these cutoff times.
Having proved that the parameter landscape is unimodal for the cutoff times given in Table 1 , we now turn our attention to cutoff times κ ≥ 0.772076n 2 . We prove that, for cutoff times in this range, the parameter value χ = 1.6 wins ParamRLS-F comparisons against any other configuration w. o. p., and again the parameter landscape is unimodal. In order to prove this result, it is first necessary to prove a helper lemma. This lemma takes two configurations and the distance between them and gives a condition which, if satisfied, implies that, w. o. p., the configuration which is closer to the optimum reaches the optimum before the configuration which is behind covers the initial distance between them. That is, the configuration which is closer to the optimum wins a ParamRLS-F comparison with overwhelming probability. for some positive constant ε then, with overwhelming probability, the (1+1) a EA reaches the optimum before the (1+1) b EA has covered the initial distance between the two algorithms.
We now use this lemma to prove that the parameter landscape is unimodal for cutoff times κ ≥ 0.772076n 2 , with the configuration χ = 1.6 as the optimum. Lemma 4.7 proves that, with overwhelming probability, for all cutoff times κ ≥ 0.772076n 2 the configuration χ = 1.6 wins a 7 comparison in ParamRLS-F against any other configuration, and also that in a ParamRLS-F comparison between two configurations both on the same side of the configuration χ = 1.6, the configuration closer to χ = 1.6 wins the comparison w. o. p. Having proved that the parameter landscape is unimodal, we can now finally prove Theorem 4.1.
We proceed in the same manner to the proof of Theorem 3.2. We pessimistically assume that the active parameter value is initialised as far away from the optimal parameter value as possible. The initial distance is clearly bounded by dϕ.
Given a comparison of a pair of configurations which are both on the same side of the optimal configuration, let us call the configuration with a value of χ closer to the optimum the 'better' configuration, and the other configuration the 'worse' configuration. Lemma 4.7 tells us that in a comparison between any pair of configurations which are both on the same side of the optimum, the better configuration wins w. o. p. Let us assume that the better configuration always beats the worse configuration. Since with the local search operator ±{1} the tuner will mutate the current configuration to one closer to the optimum, the tuner take a step towards the optimum with probability 1/2. With the remaining probability, the active parameter will remain the same. The expected time to move closer to the optimum is thus 2. Since the tuner needs to take at most dϕ steps towards the optimal configuration in this case, this implies that E[T ] ≤ 2dϕ. In the overwhelmingly unlikely event that the worse configuration wins a comparison then we restart the argument. Therefore, E[T ] ≤ 2dϕ + exp(−Ω(n ε )) for some positive constant ε from the definition of overwhelming probabilities.
Using a Chernoff bound to count the number of times that the tuner takes a step towards the optimal configuration proves that, with overwhelming probability, n ε comparisons, for any positive constant ε, suffice for ParamRLS-F to set the active parameter value to the optimum. By the union bound, the value of the active parameter remains at the optimum w. o. p. once it has been found, since there are polynomially many comparisons. This implies that, w. o. p., the tuner returns the optimal configuration for the cutoff time if run for at least this many comparisons.
Analysis of Optimisation Time-Based Comparisons when Tuning for LO
As in Section 3.2, we prove here that w. o. p. any configurator that uses the Optimisation time performance metric is unable to tune the (1+1) EA for LO if κ ≤ 0.772075n 2 . After 772075 periods of length n 2 /1000000 (that is, with ψ = 1000000) we observe that the value c u, χ,i for all χ ∈ {0.1, 0.2, . . . , 2.9, 3.0} is less than 1. This implies that, with overwhelming probability, after 0.772075n 2 iterations, no configuration has found the optimum of LO.
Using Lemma 4.9, we are now able to prove Theorem 4.8.
P
T 4.8. Since by Lemma 4.9 we know that, with overwhelming probability, no configuration finds the optimum of LO within 0.772075n 2 iterations, then we argue that the result follows for the same reasons as in the proof of Theorem 3.5.
CONCLUSIONS
Recent experimental work has provided evidence that the algorithm configuration search landscapes for various NP-hard problems are more benign than in worst-case scenarios. In this paper we rigorously proved that this is the case for the parameter landscape induced by the standard bit mutation (SBM) operator, used in evolutionary computation, for the optimisation of two standard benchmark problem classes, R and L O . In particular we have proved that the parameter landscape for both problems is largely unimodal. This effectively allows gradient-following algorithm configurators, including ParamRLS, to efficiently identify optimal mutation rates for both problems.
To the best of our knowledge, the only other time complexity analysis of algorithm configurators for specific problems is our earlier work [6] , where we considered ParamRLS to tune the neighbourhood size of a more simple stochastic local search algorithm. This analysis pointed out that using the best identified fitness as performance measure (i.e., ParamRLS-F), rather than the optimisation time (i.e., ParamRLS-T), allows us to identify the optimal parameter value with considerably smaller cutoff times i.e., more efficiently. Our analysis reveals that this insight is also true for the much more sophisticated parameter landscape of the global mutation operator SBM. In particular, we proved for a wide range of cutoff times that ParamRLS-F tuning for L O identifies that the smaller the cutoff time, the higher is the optimal mutation rate. For almost every given cutoff time, the optimal mutation rate for that cutoff time is returned efficiently, with overwhelming probability. Conversely, any algorithm configurator using optimisation time as performance metric is blind when using cutoff times that are smaller than the expected optimisation time of the optimal configuration.
A OMITTED PROOFS FROM SECTION 3 (RIDGE) A.1 Proof of Lemma 3.1. P L 3.1. We split this proof into a section for each claim of the lemma. Proof of Lemma 3.1(i). By definition,
Due to the nature of R , we know that the current individual will be in the form 1 j 0 n−j . This means that, in order to improve by exactly i in a single iteration, we must flip exactly the first i leading zeroes in the bit string. The probability of doing this is
We can trivially lower-bound this sum by its first term:
and then observing that
Proof of Lemma 3.1(ii). By Lemma 3.1(i), the expected drift of the (1+1) 1 EA optimising R , for every x t 1 n , is
By the same lemma we have that
Since the expression χ n 1 − χ n n−1 is maximised for χ = 1 and is Θ(1/n) for all positive constants χ , we have that, for sufficiently large n, the lower bound on the expected drift of the (1+1) 1 EA is larger than the upper bound on the expected drift of the (1+1) EA with χ 1. Since these expressions for the drift do not depend on the fitness of the individual, we are able to determine the expected optimisation time of the (1+1) EA on R using additive drift analysis [7, 14] . Since all algorithms are initialised to 0 n , a distance of n has to be bridged. Theorem 5 in [14] states that the expected optimisation time is at most n divided by a lower bound on the expected drift, and it is at least n divided by an upper bound on the expected drift. Along with the first statement of this lemma, this implies that the expected optimisation time is at most en 2 for χ = 1 and at least e χ /χ · n 2 − O(n), which is larger than en 2 for all χ 1 if n is large enough. Hence, for large enough n, the expected optimisation time for the (1+1) 1 EA is less than the expected optimisation time for all other configurations with constant χ 1.
A.2 Proof of Lemma 3.3
In order to prove this lemma, it is first necessary to prove a helper lemma.
L
A.1. Assume that the (1+1) a EA and the (1+1) b EA, with a and b two distinct non-negative constants such that a/exp(a) > b/exp(b), are both initialised to 0 n . Then with probability at least 1 − 3 exp(−Ω(κ/n)) the (1+1) a EA has a higher fitness on R than the (1+1) b EA after κ iterations or one of the considered algorithms has found a global optimum in the first κ − 1 iterations.
P L
A.1. Define A t and B t to be the fitness values of the (1+1) a EA and the (1+1) b EA, respectively, after t iterations on R . Note that the probability of an improvement for the (1+1) a EA is Pr(A t +1 ≥ A t +1 | A t < n) ≥ a/n·(1−a/n) n−1 . We may drop the condition A t < n as if it is violated then an optimum has been found within the first t steps. This means we assume that the number of improvements is not bounded. The fitness A κ is obviously at least as large as the number of improvements in the first κ generations. Applying Chernoff bounds to the latter, for every constant 0 < ε < 1, Pr A κ ≤ (1 − ε)κ · a n 1 − a n n−1 ≤ exp(−Ω(κ/n)).
Using 1 − a n n−1 = 1 − a n n−a 1 − a n a−1 ≥ e −a 1 − a n a−1 ≥ e −a 1 − O 1 n where the last step is trivial for a ≤ 1 and for a > 1 follows from Bernoulli's inequality,
with probability 1 − exp(−Ω(κ/n)).
We bound B κ from above in a similar fashion. However, we need to take into account the possibility of jumps that increase the fitness by more than 1. Note that, for all i ∈ N,
Hence
has the same distribution as the convo-
Intuitively, the X -variables can be seen as indicator variables signalling whether an improvement happens and the Y -variables correspond to the jump length in an improving generation.
Applying Chernoff bounds to the variables X 1 , . . . , X κ , for every constant 0 < ε < 1,
Assuming κ t =1 X t ≤ n X := (1 + ε)κp X , we bound the contribution of up to this number of Y -variables whose corresponding X -variable is 1, using Chernoff bounds for geometric random variables. For ease of notation, we rename these variables Y 1 , . . . , Y n X . This yields
= exp(−Ω(κ/n)).
Together, with probability at least 1 − 2 exp(−Ω(κ/n))
Since ae −a > be −b we can choose ε small enough such that O(1/n) ), for large enough n. Then the lower bound for A κ from (1) and the lower bound for B κ from (2) imply that A κ > B κ with probability at least 1 − 3 exp(−Ω(κ/n)).
We are now able to prove Lemma 3.3.
It is easy to show that the probability that either algorithm reaches the optimum within the first n 2 iterations is exp(−Ω(n)) (cf. Lemma 3.4 presented below). If κ ≤ n 2 then the statement follows from Lemma A.1 and a union bound over failure probabilities from Lemma A.1 and the aforementioned term of exp(−Ω(n)).
If κ > n 2 we argue that (1+1) b EA only wins the comparison if either it finds the optimum before (1+1) a EA or if it is ahead of (1+1) a EA after κ iterations. A necessary condition for this union of events is that (1+1) b EA is ahead of (1+1) a EA during some point in time t with n 2 ≤ t ≤ κ. Applying Lemma A.1 for all such t and taking a union bound, the probability that this happens is at most κ t =n 2 3 exp(−Ω(t/n)) ≤ (κ − 1)3 exp(−Ω(n)).
The claim then follows since the sum of all failure probabilities is at most (κ − 1)3 exp(−Ω(n)) + exp(−Ω(n)) ≤ κ exp(−Ω(n)).
For the remark at the end of the lemma, note that the expression χe −χ is maximised for χ = 1 and decreases monotonically either side of this point. The claim therefore holds since a is closer to 1 than b by assumption. P L 3.4. By the progress bounds established in the proof of Lemma A.1, the fitness of the individual in the (1+1) EA after κ := (1 − ε ′ )en 2 iterations on R is at most
for suitably chosen positive constants ε ′ and ε ′′ , and large enough n. Hence, for cutoff times of κ ≤ (1 − ε)n 2 , the (1+1) EA has not reached the optimum of R , with probability at least 1 − 2 exp(−Ω(n)) = 1 − exp(−Ω(n)).
B OMITTED PROOFS FROM SECTION 4 (LEADINGONES) B.1 Proof of Lemma 4.2
For this lemma, it is necessary to derive several helper lemmas. These can be combined to proved Lemma 4.2. We begin by deriving an upper bound on the number of iterations in which the (1+1) EA increases the fitness of the individual (iterations which we call improvements) in a period of n 2 /ψ iterations, for some positive constant ψ . L B.1. With overwhelming probability, the (1+1) EA optimising LO, starting at a fitness of i, makes at most
improvements in a period of length n 2 /ψ .
The probability of the (1+1) EA making an improvement is equal to the probability that it flips the first leading zero and does not flip any of the leading ones. Let us assume that the current fitness of the individual is j. Then the probability of making an improvement is therefore
Since j ≥ i by assumption, we have
Using [4, Corollary 1.4.4], the quantity (1− (χ /n)) i can be bounded from above by exp(−χi/n). Hence
We now use a Chernoff bound to bound the number of improvements made in a single period of length n 2 /ψ , for some positive constant ψ . Let the random variable X k equal 1 if and only if an improvement occurs in iteration k. Otherwise let it equal 0. Now define the random variable Y ψ as Y ψ := (n 2 /ψ )−1 k=0 X k . That is, Y ψ counts the number of improvements which occur in a period of length n 2 /ψ . Since X k is an indicator variable we have that
Let us now optimistically assume that E[Y ψ ] is equal to this upper bound. Then, by a standard Chernoff bound, we derive that
We now derive a corresponding lower bound on the number of improvements in a period of the same length. We show that we make at least i improvements during the period or we exceed a fitness of i by the end of the period. L B.2. Assume that the (1+1) EA optimising LO currently has a fitness of j. Fix a value of i ≤ n and consider a period of length n 2 /ψ (for any positive constant ψ ). Then, w. o. p., during said period the (1+1) EA makes at least
improvements, or the (1+1) EA exceeds a fitness of i.
Assuming that the current fitness of the individual is j, the probability of making an improvement is
Since j ≤ i by assumption, we have
Using [4, Corollary 1.4.4] , the quantity (1− (χ /n)) i can be bounded from below by exp(−χi/(n − χ )). This implies that
We now use a Chernoff bound to lower-bound the number of improvements made in a single period of length n 2 /ψ , for some positive constant ψ . Let the indicator random variable X k attain value 1 with probability
That is, Y ψ is stochastically dominated by the number of improvements which occur in a period of length n 2 /ψ , unless a fitness larger than i is reached. Note that the event of exceeding fitness i is included in the event whose probability we aim to bound from below. Since X k is an indicator variable we have that
By a standard Chernoff bound, we derive that
= exp(−Ω(n 1/2 )).
Associated with each improvement are a number of free riders. These are the consecutive 1 bits immediately following the former leading 0 which has just been flipped. Therefore the total fitness gained in each improvement is one more than the number of associated free riders. We first show an upper bound on the number of free riders encountered during a period of length n 2 /ψ . For this proof, we assume that the algorithm is operating on an infinite bit string. This is a valid assumption since we are deriving an upper bound on the number of free riders which occur during the optimisation process, and the number which occurs in reality is strictly less than the number which is possible on an infinite bit string. It is well known that the distribution of the ones and zeroes following the leading zero is uniformly at random, since this section of the bit string has no effect on the fitness of the individual (see Lemma 1 in [15] for a formal proof). This fact and our infinite bit string assumption allow us to use a geometric random variable X k with parameter 1/2 to count number of free riders in the k-th improvement. Define X ℓ := ℓ k=1 X k as the total number of free riders encountered over the ℓ improvements. Using a Chernoff bound for sums of geometric random variables, [4, Theorem 1.10 .32], we have that
We now derive a corresponding lower bound on the number of free riders encountered during a period of the same length. The lemma below proves that we gain at least (1−ℓ −1/4 )ℓ in fitness from free riders assuming ℓ improvements in a period, or the (1+1) EA reaches the optimum during the period. L B.4. Consider a period with ℓ improving steps of the (1+1) EA optimising LO. Then, during this period, w. o. p., the (1+1) EA gains at least (1 − ℓ −1/4 )ℓ in fitness from free riders in total, or the (1+1) EA reaches the optimum during the period. P L B.4. We define the random variables X k and X ℓ as in the proof of Lemma B.3. We may assume in the following that free riders are effectively drawn from an infinite bit string. This assumption is only false when an optimum is reached and this event is contained in the event whose probability we aim to bound from below.
By [4, Theorem 1.10 .32] we have that
= exp(−Ω(ℓ 1/2 )). improvements within a period of length n 2 /ψ or exceeds some fitness i as defined in the statement of this theorem. If the algorithm exceeds fitness i at the end of the period then we are done, since this event is contained in the event whose probability we aim to bound from below. Assuming at least ℓ improvements are made, by Lemma B.4 the total gain through free riders is at least (1 − ℓ −1/4 )ℓ with probability 1− exp(−Ω(ℓ 1/2 )) = 1− exp(−Ω(n 1/2 )). Hence, w. o. p. the (1+1) EA makes at least
progress in total during the period, or the (1+1) EA exceeds a fitness of i at the end of the period. Finally, we argue that the term n − χ in the exp-term can be replaced by n since
where in the last step we used e x ≤ 1 1−x for x < 1. Together, 2χn
and the O(1) term is absorbed in the o(n) term.
B.2 Proof of Lemma 4.3
Since Lemma 4.2 provides upper and lower bounds on the total progress of the algorithm in a period of length n 2 /ψ , we are now able to finally prove Lemma 4.3. P L 4.3. We prove the statement by induction. If an optimum has been reached at the end of period i then there is nothing to prove. We may therefore assume that ℓ χ,i < n. With overwhelming probability, the initial fitness will be in [ℓ χ, 0 , u χ, 0 ] := [0, √ n], since the fitness of the initial search point is at most √ n with probability 1 − 2 − √ n . By Lemma 4.2 (i) we have that if the individual begins with a fitness of u χ,i then, with overwhelming probability, after a period of n 2 /ψ iterations it has a fitness of at most
Note that the upper bound u χ,i +1 still holds (trivially) if u χ,i +1 ≥ n.
We now apply Lemma 4.2 (ii) to show that the fitness of the individual at the end of period i + 1 is at least ℓ χ,i +1 given that its fitness at the end of period i is at least ℓ χ,i . Lemma 4.2 (ii) tells us 13 that, with overwhelming probability, the fitness of the individual in the (1+1) EA is at least
or it exceeds u χ,i +1 . Since we do not exceed fitness u χ,i +1 with overwhelming probability (and we certainly do not exceed it if u χ,i +1 ≥ n), we have that the fitness is at least ℓ χ,i +1 , w. o. p.
Since at the beginning of period i + 1 the individual has a fitness in the interval [ℓ χ,i , u χ,i ] and at the end of the period it has a fitness in the interval [ℓ χ,i , u χ,i +1 ], and since both ℓ χ, j and u χ, j are monotonically increasing for all j we can conclude that, w. o. p., the fitness of the individual remains in the interval [ℓ χ,i , u χ,i +1 ] throughout the period. Taking a union bound over all failure probabilities concludes the proof of both claims. By definition, ℓ χ,i +1 can be written as
This is at least
The leading constant is thus
B.4 Proof of Lemma 4.5 P L 4.5. In order to bound the fitness of the individual in the (1+1) EA after αn 2 we simply iterate the recurrences given by Lemma 4.4 ψ · α times. We do so for all cutoff times in the set {0.000001n 2 , 0.000002n 2 , . . . , 772074n 2 , 772075n 2 }, setting ψ = 1000000. For all configurations and cutoff times which we consider here, the upper bound on the leading constant of the fitness is strictly less than 1. Then Lemma 4.4 implies that, w. o. p., no configuration reaches the optimum within any of these cutoff times, and hence we can ignore the case in Lemma 4.3 that the optimum is reached by the end of a period and simply assume that the fitness is contained in the interval given by the lemma. By Lemma 4.4, the fitness of the individual in the (1+1) EA is in the range [c ℓ, χ,i n − o(n), c u, χ,i +1 n + o(n)] w. o. p. Hence, for two parameters a, b, if the interval [c ℓ, a,i , c u, a,i +1 ] is non-overlapping with the interval [c ℓ,b,i , c u,b,i +1 ] and c ℓ, a,i > c u,b,i +1 then we can conclude that, for all times t satisfying τ i ≤ t ≤ τ i +1 , where τ i is the number of iterations corresponding to the end of period i, the (1+1) a EA is ahead of the (1+1) b EA with overwhelming probability.
We conducted the above verification for all pairs of neighbouring configurations (i.e. for all configurations between which it is possible to transition in a single mutation using the local search operator) for all cutoff times up to 0.772075n 2 . We discovered that each value of χ ≥ 1.6 is optimal for some range of quadratic cutoff times (bounds on which are given in Table 1 ), and also that for these ranges of cutoff times the parameter landscape is unimodal.
B.5 Proof of Lemma 4.6 P L 4.6. We know by Lemma 4.2 (ii) that, with overwhelming probability, for any i greater than the current fitness, the (1+1) EA makes progress of at least 2χn
in a period of length n 2 /ψ or exceeds a fitness of i at the end of the period. We know by Lemma 4.2 (i) that, with overwhelming probability, the (1+1) EA makes progress of at most 2χn
in a period of length n 2 /ψ , given that it begins the period at fitness j.
Setting i in Lemma 4.2 (ii) to n − 1 tells us that, with overwhelming probability, the (1+1) a EA either makes progress of at least 2an ψ · exp a(n−1)
in a period of length n 2 /ψ (where the inequality holds by the same reasoning as in the proof of Lemma 4.4) or exceeds a fitness of n − 1 at the end of the period (i.e. reaches the optimum). The quantity n − (c ℓ, a,i · n − o(n)) is an upper bound on the distance to the optimum of the (1+1) a EA and therefore if the algorithm makes more progress than this then it has reached the optimum. We have that 2an
for which a sufficient condition is
.
Recalling that the length of a period is n 2 /ψ , this tells us that, when beginning at a fitness of at least c ℓ, a,i · n − o(n), the (1+1) a EA reaches the optimum w. o. p. for all periods of length at least
Let us now derive a lower bound on the time required for the (1+1) b EA to make progress of at least the initial distance between the (1+1) a EA and itself. Since by assumption the fitness of the (1+1) a EA is at least c ℓ, a,i ·n −o(n) and the fitness of the (1+1) b EA is at most c u,b,i · n + o(n) we have a lower bound on this distance of (c ℓ, a,i − c u,b,i ) · n − o(n). By 
iterations before the probability that it has covered the initial distance between the two algorithms is not overwhelmingly small. Combining the bounds on ψ in Equations (3) and (4) We split this proof into two parts. In the first part, we prove that, from time 0.772076n 2 until some time t a the (1+1) a EA remains ahead of the (1+1) b EA w. o. p. In the second part, we prove that for cutoff times larger than t a the (1+1) a EA will find the optimum before the (1+1) b EA catches up with where it began the period, with overwhelming probability. These two cases together imply that, with overwhelming probability, the (1+1) a EA wins a ParamRLS-F comparison against the (1+1) b EA for all cutoff times κ ≥ 0.772076n 2 .
We first verify that the (1+1) a EA is ahead of the (1+1) b EA at all times between 0.772076n 2 and some time t a . Lemma 4.4 tells us that, from the end of period i to the end of period i + 1, the leading constant of the fitness of the individual in the (1+1) EA is in the range [c ℓ, χ,i , c u, χ,i +1 ] with overwhelming probability, where c ℓ, χ,i and c u, χ,i +1 are as defined in Lemma 4.4. Hence if we verify for all periods i satisfying 772076 ≤ i ≤ ψ · t a that the intervals [c ℓ, a,i , c u, a,i +1 ] and [c ℓ,b,i , c u,b,i +1 ] are non-overlapping then we can conclude that, w. o. p., the (1+1) a EA is ahead of the (1+1) b EA for all times t satisfying 0.772076n 2 ≤ t ≤ t a . For each b, the time t a is chosen to be the end of the final period for which c u,b,i < 1.
For these values of t a , we verified that the above intervals are nonoverlapping and hence that the (1+1) a EA is ahead of each worse configuration for all time t satisfying 0.772076n 2 ≤ t ≤ t a .
If a ≤ 1.6 and for all times t satisfying 0.772076n 2 ≤ t ≤ t a the condition in Lemma 4.6 holds for all b < a then we can conclude that, with overwhelming probability, the (1+1) a EA reaches the optimum before any (1+1) b EA catches it. Therefore for any cutoff time κ ≥ t a the (1+1) a EA wins a comparison in ParamRLS-F against any (1+1) b EA for b > a. Similarly, if a ≥ 1.6 and the condition in Lemma 4.6 holds for all b > a then we can conclude that w. o. p. the (1+1) a EA reaches the optimum before any (1+1) b EA catches it. Therefore for any cutoff time κ ≥ t a the (1+1) a EA wins a comparison in ParamRLS-F against any (1+1) b EA for b > a.
We can therefore prove the claim by verifying that, for all a ≤ 1.6 and b < a the inequality in Lemma 4.6 holds, and also for all a ≥ 1.6 and b > a the same inequality is true. We do so for the specific tuning scenario given by this theorem by iterating over all cases where we require this inequality to hold and verifying that it does so in each case. We used a value of ε = 0.00000000001. Table 2 contains the values of the quantity from Lemma 4.6, scaled up by a factor of 100000 for readability, for all required comparisons for values of χ ≤ 1.6. It is easily verified that all values are much smaller than 100000, as required. This proves our claim. Table 2 : The number in row a column b is 100000 times the value of the quantity given in Lemma 4.6 (to one decimal place) for the (1+1) a EA ahead of the (1+1) b EA by some linear distance. Hence if it is no greater than 100000 then, w. o. p., the (1+1) a EA remains ahead of the (1+1) b EA. The values have been displayed in this way to give an idea of their relative size, since all values are so small this relationship was otherwise lost when reducing the size of the table. It is easily verified that all values are several orders of magnitude smaller than we require.
