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Abstract
Ever-changing regulations aimed at improving efficiency and reducing harmful emissions
have resulted in many power-generation device (engine) manufacturers to adopt new
strategies. Computer simulation of these new strategies of power generation requires more
accurate and higher fidelity modelling tools. In the present study, two such models are
developed. The first model deals with pre-ignition phenomena driven by lubricant (lube)
oil in natural gas engines and the second model is relevant to prediction of wallfilm
evaporation by employing analytical solutions to transport governing equations for
boundary layers.
Pre-ignition in engines has been the subject of current research with the advent of boosted
engines for reduced fuel consumption and emissions. It can be caused by lube-oil drops or
carbon deposits within the engine. A computational study of pre-ignition by lube-oil drops
in a constant volume chamber and a production natural gas marine engine was done. For
CFD simulations, an in-house version of KIVA4 code was used. Oil throw-off into the
combustion chamber was modeled with an oil stripping model, in which the criteria for
lube-oil drops to be stripped from the piston rings/crevice regions and enter the combustion
chamber are calculated. To capture the timing of ignition caused by lube-oil drops
precisely, single particle ignition cell (SPIC) model that utilizes grid refinement for drop
containing cells was used. For modelling chemical kinetics, a reduced reaction mechanism
for lube oil vapor oxidation was developed. Factors affecting lube-oil stripping and
subsequent ignition processes were studied and discussed. Based on these studies

xvi

recommendations for possible mitigation strategies of pre-ignition in the marine engines
are given.
For the new wallfilm model, an analytical expression for the external heat flux from
ambient gases to the wallfilm-gas interface and the phase change rates at the interface are
derived from first principles of transport phenomena. The model was coded into a computer
program and applied to simulate transient evaporation of liquid wallfilms placed on the
bottom wall of a square channel. Normal and flash boiling evaporation conditions were
considered for various composition of the wallfilms. Simulation results are presented and
the characteristics of phase change behavior are discussed.

xvii

1 Introduction
Energy consumption in the 21st century is predicted to grow further as more countries
transition from developing to newly industrialized economies. Despite this growth, due to
environmental concerns, there is a need to shift from conventional to cleaner energy
generation and production methods. Energy generation and the transportation sector are
looking to reduce their carbon footprint by transitioning to using less polluting or
completely get rid of fossil fuels. This requires designing new machines and processes
which can run or work on cleaner fuels. Often this process involves extra economic costs
on research and development and take time to perfect. Part of the research and development
costs include developing new and more accurate computer models of these newly designed
processes. This also includes solving new problems that may arise from time to time.
In this work, new models for solving two such issues are developed. The first deals with a
model for prediction of pre-ignition in natural gas engines. In the quest for increasing
thermal efficiency, internal combustion (IC) engine manufacturers are leaning towards
running downsized engines in boosted configuration. In addition to this, to comply with
ever stringent emission regulations, cleaner fuels such as natural gas are replacing
traditionally used diesel in high torque applications such as trucks and ships [1, 2]. Diesel
engines dominate high torque engine applications such as those used in the trucking and
marine industries. Marine engines also use more heavier and polluting fuel oil in addition
to diesel. Natural gas as a fuel source has been gaining popularity in recent times due to its
clean combustion characteristics. Natural gas engines are seen as an alternative to diesel
engines as the latter has been the main culprit for increased soot and particulate matter
1

(PM) emissions. The marine industry has traditionally been lagging the trucking industry
in terms of adapting natural gas. However, this trend is changing. According to a study by
the International Maritime Organization (IMO) emissions caused by the shipping industry
may lead to health risks for exposed populations mainly comprising of coastal areas [1]. In
terms of economics, the price difference between natural gas and fuel oil has been
decreasing steadily. The construction and improvement of natural gas infrastructure is
expected to further decrease operating cost [1]. This has already led many newly
constructed vessels to be run by natural gas. However, just as in spark ignition (SI) engines,
natural gas engines are also prone to abnormal combustion events.
Abnormal combustion is detrimental to the life of an IC engine. Abnormal combustion in
engines can be broadly categorized as knocking and pre-ignition. Knocking is associated
with SI engines and happens when part of the fuel air mixture is burnt by end gas autoignition, instead of the flame initiated by the spark plug. Pre-ignition occurs when an
ignition event is caused by a rogue ignition source such as fuel deposits, hotspots or oil
droplets. It happens before the spark plug ignition event in the compression stroke, often
causing rapid and high rise in pressure and temperature damaging the engine. This results
in the engine trying to compress expanding gas, thus putting tremendous load on the piston
and causes significant drop in engine output efficiency. It can damage engine components
such as piston, connecting rods, bearings and spark plugs. Figure 1 taken from Ref. [3]
shows a comparison of the in-cylinder pressure for a normal and an abnormal cycle. The
red pressure curve is a low speed pre-ignition (LSPI) event. Clearly seen in the figure is

2

the large increase in the cylinder pressure (indicated by ∆P) due to the pre-ignition,
compared to the normal cycle range (indicated by grey).

Figure 1: Comparison of pressure profile between LSPI and normal cycle

Oil is used as a lubricant for engines and can also act as a pre-ignition source. Recent
experimental studies revealed that oil droplets that are released during the compression
stroke are a possible source of pre-ignition [4]. Although the exact mechanism of preignition is complex, it can be conceptually explained. As shown in Figure 2, lubricant oil
mixtures (possibly diluted by fuel) are attached on the piston top-land during the
compression stroke. When the piston is rapidly decelerating while moving up or
accelerating while moving down, the oil is stripped from the piston walls due to its inertia
with the help of gas flow though the piston ring gap. Disintegration of this oil strip forms
oil droplets entrained into the charge mixture in the cylinder. Near the top dead center, the
3

in-cylinder gases are at high temperatures and help vaporize the oil droplets. Since the oil
components are likely to be heavy hydrocarbons that have high reactivity, oil vapor can
react easily to lead to ignition that initiates flame propagation in the ambient charge
mixture. Sec. 1.1.1 presents the literature survey and the novelty of model developed in
this work.

Figure 2: Oil pre-ignition mechanism

The second topic studied in this work is pertaining to the evaporation of wall films. Phase
change of multi-component liquid film in air forms an important part of many engineering
processes. Accurate understanding of the multiphase heat and mass transfer physics of
phase change can result in efficient design and thereafter improved economics for these
processes. Multicomponent liquid films are those films which contain a mixture of two or
more pure liquid components. Few examples of these include gasoline, rubbing alcohol
(iso-propyl alcohol + water), diesel, refrigerant R410a (50% CH2F2 + 50% CHF2CF3).
4

Wallfilm is formed when a liquid encounters and coats a solid surface. Practical examples
of this are cooking oil poured into a hot pan, refrigerant/water flowing in condenser and
boiler tubes, injected fuel droplets hitting the walls of a combustion chamber of both
internal combustion and gas turbine engines [5-8]. Any machinery containing moving parts
use lube oil for cooling and lubrication purposes. The moving parts, which are coated with
lube oil are also examples of multicomponent wall-films [9-11]. Wallfilm physics involves
heat and mass transfer characteristics of three phases namely – ambient gas, liquid film and
solid surface. For the accurate prediction of the phase change rate and heat fluxes between
phases, the interface (liquid and gas, solid and liquid) equations are coupled and to be
solved simultaneously. For the liquid and vapor phases, these are conservation equations
for mass, momentum (the Naiver stokes equation) and energy. It is well known among the
academic community, analytically solving these equations without any simplifying
assumptions are extremely difficult due to their nonlinear nature. In engine operation,
injected fuel/oil can form a liquid film on the cylinder walls or piston surfaces. These films
are exposed to surrounding hot gases due to which vaporization of liquid film takes place
through heat transfer. Excessive wall film fuel can cause pool flame, which deteriorates
engine performance and emissions. Most of the unburned hydrocarbons are produced by
burning of these films. The accuracy of modelling emissions is thus dependent on the heat
and mass transfer models used to model wallfilm physics. Sec 1.1.2 looks at the literature
survey on this topic.

5

1.1 Literature survey
In this section, the literature survey is done in two parts, the first focusing on the preignition followed by the wall film evaporation. The novelty of the models developed in this
work in comparison to the research already carried out is also explained in this section.

1.1.1 Pre-ignition
Zahdeh et al. [4] argued that the combustion of oil droplets is the leading theory of preignition. They showed that there is a threshold end-of-compression temperature for the preignition to occur and identified major parameters that have a direct and crucial role in the
onset of pre-ignition, such as liner wetting, injection targeting, stratification, mixture
motion and oil formulation, as well as secondary parameters including ring dynamics, ring
tension, spark plug electrode temperature and coolant temperature.
Takeuchi et al. [12] and Fujimoto et al. [13] investigated the effects of oil formulation and
its degradation on pre-ignition. They found that the auto ignition temperature of lubricant
oil correlated well with pre-ignition frequency, indicating that the oxidation stability of the
oil is a key factor to the pre-ignition propensity, and that the engine oil degradation
increased the pre-ignition frequency. Based on their findings, Fujimoto et al. [13] showed
that an optimal formulation of base oil and additives such as calcium-based detergent and
anti-oxidants could reduce the pre-ignition frequency substantially. According to Park et
al. [14] pre-ignition was also effected by fuel and lubricant type as well as coolant
temperature. They compared 3 fuels (RON-90,92 and 95) with different lubricant grades
for coolant temperatures of 50°C and 90°C respectively. They observed that RON-95 fuel
6

has higher propensity for pre-ignition when compared to RON-90 and RON-92. Coolant
temperature of 50°C had comparatively more pre-ignition events. They also found that
lubricants containing Ca, Zn and Mo have the greatest effect on the onset of pre-ignition.
Kuboyama et al. [15] visualized the pre-ignition process using direct photography and light
induced fluorescence imaging of lubricant oil droplets. They observed abnormal ignition
caused by glowing particles and deposit fragments. They also observed luminous flame
around the piston crevice during the exhaust stroke that is likely to be formed by burning
of lubricant oil and fuel coming out of the crevice region during the expansion stroke and
a potential source of the glowing particles. Although they found that the pre-ignition
occurred mostly as a single-cycle event, they also observed sequential occurrence of preignition and postulated the heating of the residual particles of the previous cycle during the
subsequent cycle as a mechanism of multiple pre-ignition.
Pre-ignition also has shown dependence on air-fuel ratio. A rich mixture was found to
reduce frequency of pre-ignition [4]. According to Amann et al [16], fuel composition also
effects pre-ignition characteristics. Fuels with high levels of aromatics increase the
likelihood of pre-ignition. In contrast oxygenated fuels with low level of aromatics reduced
pre-ignition frequency.
Analyzing oil ignition experimentally is difficult as local fuel distribution and temperatures
are to be monitored. Oil pre-ignition is still an area of current research and is often difficult
to study due to its stochastic nature [17]. The location of pre-ignition is also deemed to be
randomly distributed throughout the combustion chamber. The above mentioned studies
indicate that pre-ignition is a complex phenomenon affected by many factors and chain of
7

events. Modeling tools can be used to supplement understanding of pre-ignition
mechanism and fill in the gaps of experiments.
Recently, with improvement of computational capability, more attention has been being
paid to numerical investigation of the onset of pre-ignition. For example, Lauer et al. [18]
employed the 0-D stochastic reactor model with detailed chemistry, along with 3-D CFD
simulations to obtain the initial particle PDF’s of the reactor model. Based on the predicted
chemistry of the oil/fuel droplets, they argued that the pre-ignition could be correlated with
the first stage combustion of the oil drop. However, full 3-D CFD simulations of the preignition event driven by either oil droplets or heated deposits in real engine geometries
were not developed. Therefore, along with further experimental investigation, it is
desirable to have a numerical tool to predict the occurrence of pre-ignition reliably that
allows clarification of the detailed mechanism, and thus provide guidelines to improve the
engine design to suppress/control the onset of pre-ignition.
Previous versions of the KIVA code employed various sub models for multicomponent
liquid sprays in diesel/gasoline engines [19, 20]. These sub models use parcels to represent
the properties of a bag of droplets. They are effective in simulation of sprays, where the
number of liquid droplets is very large. However, pre-ignition by lube oil is likely to be
caused by few drops. Having such a small number of drops in a large cell, artificially leans
out the lube oil vapor, preventing accurate prediction of pre-ignition. New models are
required for accurate CFD prediction of oil drop pre-ignition. As pre-ignition is dependent
on local fuel and temperature conditions, mesh refinement feature is necessary to strike a
chord between accuracy and computation time. To solve this a new single particle ignition
8

cell (SPIC) model is developed. It includes a mesh refinement module as well as its data
handling routines which were added to the KIVA4 code, currently not available in the open
source versions. For mesh refinement, a novel approach of using the refineMesh feature
already available in OpenFOAM® (OF) within the KIVA4 code through inter-code
communication was developed. A reduced chemical kinetics mechanism for lube oil was
also developed. The newly developed routines were integrated and tested/validated with
constant volume combustion chamber (CVCC) pre-ignition experiments. The SPIC model
is also expanded to be used in engine grids. Oil film dynamics and stripping models are
also implemented in the KIVA4-CFD code and conditions for lube oil stripping are
investigated and a pre-ignition case is demonstrated.

1.1.2 Wall film evaporation
Various evaporation models have been considered for normal evaporation. The most basic
formulation for wallfilm model is the Stefan problem as explained in Ref. [21]. It involves
writing the energy balance equation for the gas phase at the vapor-liquid interface assuming
equilibrium conditions. On considering diffusion of multicomponent species in the vapor
phase leads to the Shvab-Zeldovich energy equations [21]. However, these equations
assume thermal and mass diffusivity to be equal, i.e., unity Lewis number, to simplify the
form of the governing equations. O’Rourke and Amsden [22, 23] proposed a wallfilm
model which is widely used in numerical simulation of practical phase change application.
They couple the effect of the liquid and gas phase by utilizing source terms in the numerical
scheme. Zeng & Lee extended this approach further to multicomponent liquids [24]. They
use a third order polynomial for temperature distribution in the liquid film, from which the
9

temperature gradient at the liquid-vapor interface is computed. In the extension of the same
work further, Lee et al. [25] have modeled multicomponent wall-film evaporation using
the continuous thermodynamics approach. To reduce computation cost, properties of
multicomponent liquids are modeled with probability density functions. Yan et al. [26]
have developed an unsteady wallfilm evaporation model considering the liquid film
coupled with the vapor domain. However, they use correlations to calculate the convection
coefficient for heat transfer to the vapor domain. Ra and Reitz [27] have investigated
vaporization models for discrete multicomponent fuel drops, but their formulation did not
consider the effect of Lewis number explicitly. Sazhin et al. [28] have used correlations for
calculation of convective heat transfer coefficient in the gas phase. From this they consider
the effect of Lewis number by obtaining the mass transfer coefficient using ChiltonColburn analogy [29]. They have used analytical solutions which was slightly modified
from Liye et al. [30] for solving the temperature distributions and multicomponent species
distribution in the liquid film. Liu et al. [31] simplified the approach developed by Sazhin
et al. for unity Lewis numbers. However, no work dealt with analytic expression for
temperature and species distribution in boundary layer of the gas phase with non-unity
Lewis number. Although the assumption of unity Lewis number simplifies the solution to
the transport equations, it is not realistic and limits accuracy. Thus, there is a need to take
into consideration the effect of fluid condition with non-unity Lewis number. This work
attempts to obtain a generalized analytical solution with and without the unity Lewis
number assumption. Simulations are also performed to demonstrate the performance of the
model. In Sec. 2, the model formulation and computational setup are described.
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2 Methodology and model development
In this section detailed description of the newly developed models is described in two subsections. Sec. 2.1 deals with development relevant to pre-ignition prediction. Models such
as Mixing fan model, which was developed to model the experimental setup considered in
the validation simulations (not directly related to pre-ignition process) is also included in
this section. All these models were implemented into an in house MTU-KIVA-4 CFD code.
Sec. 2.2 deals with the wallfilm heat transfer model; first, the description of the problem
setup, and followed by the derivation of the analytic solutions to boundary layer equations
for wallfilm external heat flux. The derivation is carried out in three sub-sections for,
namely, i) a unity Lewis number model, ii) a non-unity Lewis number model, and iii) a
model of non-unity Lewis number with correction. The new models were implemented to
an in house MTU-KIVA-3V code.

2.1 Pre-ignition
A brief description of the experimental setup for which validation simulations are
performed is explained in the first sub-section (Sec. 2.1.1). The knowledge of this setup
helps understand the context for some of the models developed. Further, the model
development process can be divided into two stages. The first step involves model
development with respect to grids for stationary devices such as constant volume
combustion chamber (CVCC). Once the models are implemented and validated for the
stationary grids, certain modifications/upgradations needed for grids with boundary motion
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(engine meshes), which is described in Sec. 2.1.7. In Sec. 2.1.8 lube oil film setup and
modification of models with respect to moving grids (engine meshes) are described.

2.1.1 Experimental and grid setup
The CVCC experimental setup used for validation simulations is shown in Figure 3,
alongside with the equivalent computational grid and the dimensions of the fan region in
centimeters. The dimension of the chamber is 10.63x10.63x10.63 cm3. It consists of a fan
(used for mixing) running at a constant speed of 5000 rev/min, which can be placed at the
center or offset accordingly. In this work the fan is in the offset position as shown in Figure
3. The oil drop generator is placed at the center of the right wall. The gas injector is placed
at center of the bottom wall. The initial composition (obtained from the experimental setup)
before oil droplets are injected is a pre-burn mixture obtained by combustion of acetylene
carried to obtain the initial pressure and temperature conditions before oil injection. The
mixture composition is provided in Table 1. The average cell size (without refinement)
was 2 mm. The number of cells and vertices were 95,085 and 101,528, respectively. Note
that the shaft of the fan is solid and other parts are in the fluid domain.
Table 1: Pre-burn mixture composition
Composition

Mole fraction

O2

0.19

N2

0.66

CO2

0.10

H2O

0.05
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Figure 3: CVCC experimental and simulation setup with dimensions in cm

2.1.2 Mixing fan model
Along with the pre-burn mixture, the flow field generated by the fan must be simulated to
match the experimental initial conditions. In simulations of the mixture conditions in the
CVCC with methane direct injection and lube oil injection, the effects of mixing fan are
deemed to be non-negligible. Since the gas flow over the moving fan blades is not resolved
in the current simulations, the effects of continuous fan operation are modeled by
modifying the flow velocity field to account for the fan-induced flow. This is done by
identifying nodes in a local computational domain that corresponds to the region occupied
by the rotating fan blades, as shown in Figure 4. Then, at every time step, the velocity of
all the nodes enclosed within the volume of the fan region is numerically constrained to
have a constant velocity that is equivalent to the flow rate induced by the fan in the velocity
solver of the code. With the confinement, the rest of the flow field is calculated by the
velocity field solver of the code (vsolve.f).
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Figure 4: Mixing fan region setup for center fan grid

The number, location and dimensions of fan region are input by the user. The velocity
components generated by the fan are specified based on the fan performance specification.
In the model, the fan-induced velocities are fixed and not disturbed by flow change outside
of the fan region. Due to this, the fan region plays a role of wall when a high-speed flow
approaches the fan, which redirects the approaching flow around the fan region. The userdefined input of the model includes number of fan regions, dimension of fan regions (height
and radius), position vector of fan locations (center of the bottom plane of the fan region)
and three components of fan velocities in the cylindrical coordinate system.

2.1.3 Mesh refinement module
As discussed in Sec. 1.1.1, mesh cells containing the oil droplets must be refined. For this
purpose, the mesh refinement module was developed. An overview flowchart of the
refinement module is shown in Figure 5. The steps are elaborated below:
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Figure 5: Mesh refinement module

1. Input from KIVA: For every cycle, initially, the cells containing oil droplets are
identified to be sent to the refinement module. The mesh file (kiva4grid) containing the
connectivity and coordinate information of its vertices is written in the KIVA working
folder (run directory) for each cell containing or previously contained droplets. Note that
refinement is done one cell at a time. The cell-centered field (pressure, temperature,
internal energy, volume) variables of the parent cells are stored separately.
2. Refinement parameters (refinement level) are set by the user. For example, level 1 would
generate 8 refined cells from 1 parent cell, level 2 would generate 64 refined cells from 1
parent cell and so on. Each of the created refined cells have the same volume.
3. Field variables of parent cells stored are required for generating field variables of refined
cells through interpolation. This is explained in detail in point 8.
4. KIVA4-OF mesh convertor (kiva4ToFoam): As explained in the Sec. 1.1.1 section, there
is a requirement for communication of information between the KIVA program and OF.
This is done by the KIVA4-OF mesh convertor. This convertor is coded in C++ in the OF
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environment as indicated by the dashed box in Figure 5. The input here is the mesh
information of the drop-containing or previously drop contained parent cell (kiva4grid).
This mesh information is used to generate the unstructured mesh files used in OF format
(points, owner, neighbor, boundary, faces).
5. OF mesh refinement: The OpenFoam mesh refinement feature refineMesh is used. The
OF refineMesh uses Oct (one to eight cells) refinement concept. Ahmad Baniabedalruhman
[32] discusses in detail regarding the working of refineMesh. Based on the number of times
this module is run, the level of refinement can be adjusted (level 1, 2, ..., etc.). The output
is the refined mesh in OF format (points, owner, neighbor, boundary, faces) which must be
converted to KIVA4 format (kiva4grid).
6. OF-KIVA4 mesh convertor (foamToKiva4): This program reads in the OF refined mesh
information and outputs the equivalent refined kiva4grid in the OF code working directory.
Note that KIVA4 and OF codes are running in different directories. The refined mesh
kiva4grid is then copied to the KIVA4 working directory.
7. Reading refined mesh: The refined cell mesh is read separately, and all connectivity
information is stored. The running KIVA4 program has the mesh information of the
original grid and the refined grid of the drop-containing parent cell.
8. Mapping fields to refined mesh: Linear interpolation is used to obtain the field values of
refined grids. An example for level 1 refinement is explained. Consider a hexahedral cell
shown in Figure 6 (a). This undergoes level 1 (one to eight cells) cell refinement, shown
after refinement in Figure 6 (b). There are six neighboring cells designated as left (l), front
(f), bottom (b), right (r), derriere (d) and top (t). For each of the eight subcells, three closest
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neighbors (N1, N2, N3) are selected. For example, if the variable temperature

is

considered, then the top-left-front subcell in Figure 6(b) (sub1) would have the three
closest neighbors (top, left, front) with temperatures

,

, . If

is the temperature of

is given by terms in Eq. 1 and Eq. 2

the center (parent) cell, then
1
3

∆

.

Eq. 1

Where
1
Eq. 2
1
1
,

,

, and

,

are the distance between center of top-left-front subcell and top,

left, front cells, respectively.

,

, and

are the distance between center parent cell

and top, left, front cells, respectively.
∆

.

is the temperature correction added to all subcells to ensure that the average of the

temperatures of all subcells equals
( ,

,

……

. Once, the 8 refined cell temperatures are obtained

, the expression for ∆

8

∆

is obtained from Eq. 3 and Eq. 4.

∆

Eq. 3

1
8

Eq. 4
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Similarly, temperature and other fields are calculated for the remaining 7 subcells. This
completes the mesh refinement module, and the control returns to the KIVA4 program
which has the refined cell coordinates as well as interpolated field variables.

Figure 6: a) Original parent hexahedral cell b) Level 1 refinement on parent cell

2.1.4 Refined mesh computations
The evaporated mass from the drop/parcel is originally calculated in the subroutine evap.f
[33]. This subroutine was modified to calculate the evaporated mass based on the refined
cell conditions instead of the parent cells. The sharing of the evaporated mass among the
subcells is handled by a newly added subroutine evap_refine.f. which is explained in the
following sections.
2.1.4.1 Mass sharing
As mass diffusion equations are not solved at the refined cell level, a model is required for
sharing of the evaporated mass among refined cells. Consider the steady state convectiondiffusion equation in radial coordinates as shown in Eq. 5.
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1
Where

Eq. 5

is the fuel mass fraction,

is the velocity,

is the density of the mixture,

is

the average diffusion coefficient.
Then

for quasi-steady flow. On integration the expression for

is given by

Eq. 6
,

,

,

,

where the boundary conditions are at

,

Eq. 6
,

and

,

. Let the

characteristic distance from the drop center by which fuel vapor is transported through
diffusion be known as the radius of influence
assumption for the value of
,

at

. To calculate

from Eq. 6, an

must be made. For example, if

, then

. In Figure 7 (a), the radius of influence is indicated by the orange circle. Once

is obtained the volume enclosed by the sphere of influence can be calculated as

. The

neighboring cell volume is modeled as an equivalent sphere having volume

. The

intersection volume

between the spheres

and

is calculated [34]. The

mass present in the intersected volume represents the mass that should be shared with the
neighboring cell. In three dimensions, this would amount to 27 cells (for level 2
refinement), including the center cells. Sharing is done if the intersection volume is above
a certain minimum threshold value. Although

provides us with the limit for sharing,

it doesn’t give information regarding the distribution of mass within the intersected
volume. As a simplified model we assume a linear distribution. For simplicity in the
19

following illustration only the six cell neighbors – left, front, bottom, right, back, top is
considered. Let

,

be the total evaporated mass, and

….

, and

,

…

be the

intersection volume and mass distribution fraction of the neighboring cells, respectively.
and

be the volume and the mass distribution fraction of the drop containing cell. Then
,

the expression for

…

is given by Eq. 7 and Eq. 8.

,

, . . …. ,

,

Eq. 7

…..
,

,…..
min 1,

,

,…,

Eq. 8

are the distance from the drop to the cell centers, respectively. By varying

between 0 and 1, the amount of sharing can be varied. For example, a special case of
0, would be for no sharing between neighboring cells. The length scale calculated
every cycle which is defined by the ratio of

, (where

is average diffusivity and

is

the Stefan flow convective velocity) was used as a gage to indicate if sharing is required or
not. The corresponding evaporation cooling energy is subtracted from the internal energy
of the drop containing subcell.
Adding mass to a subcell and its neighbors would increase their pressure. As transport
equations are not solved for the refined cells, a model for equilibrating pressure within
these subcells was developed and is explained in the following paragraph.
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The local increase in pressure would cause mass diffusion. Let ∆ be the pressure rise after
pressure equilibrium is attained within the entire refined cell, which is the same for every
subcell. Then, from the ideal gas law (Eq. 9) for each subcell the pressure rise ∆

∆
Where

is the subcell temperature,

volume and ∆
If, ∆

∆

Eq. 9
is the universal gas constant,

is the sub cell

is the increase in the number of moles of the ith subcell.

is the moles of fuel vapor added, then it is calculated as given in Eq. 10 and

Eq. 11

∆

where

∆

Eq. 10

is the total number of subcells.

Since the volume of every subcell is the same from the refinement algorithm
⋯
∆

∆

If

∆

1

Eq. 11

then Eq. 11 is simplified to Eq. 12
∆
∑

From Eq. 9, expression for ∆

Eq. 12

1

is simplified to Eq. 13
∆

Eq. 13
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This ∆

is added to every subcell. Note that the fuel is not distributed in this process to

other cells as fuel sharing algorithm already takes account of this. For each subcell the
redistributed species is proportional to that species mole fraction.
For the subcell calculations to be reflected in the parent cell, they must be coupled. The
new mass fraction for all species which is calculated from the subcells is multiplied to the
parent (par) cell species density as in Eq. 14 and Eq. 15.
,

Eq. 14

and
∑
∑
where

,

cell density.

,

∑

Eq. 15

,

is the updated parent cell density for species
,

is the subcell density for species

and

,

is the overall parent
is the subcell volume.

2.1.4.2 Transport effect
The transport equations are not solved for the subcell. Thus, the transport equations solved
at the parent cell level must be reflected in the subcell. This is carried out in the KIVA
subroutine state.f at the end of every cycle. The difference in the field variables (internal
energy, species density) of the parent cell before and after solving the transport equations
are evenly distributed within all the subcells of the respective parent cell.
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2.1.4.3 Combustion computations
For each of the subcells, of a drop containing parent cell, combustion calculations are
performed. A separate subroutine (chem_para_AMR.f) was developed to handle this task.
The subroutine is based on CHEMKIN library [35]. Combustion calculations at the refined
level are applied to drop-containing subcells as well as those subcells through which the
drops have traversed. For example, in Figure 7 (b), parent cell no. 3 contains the droplet
after passing through cell 1 and 2. In this case combustion calculations will be performed
for parent cells 1, 2 and 3. If level 2 refinement is chosen this would result in combustion
calculations for 192 subcells.

Figure 7: a) Drop vapor sharing in refined cells b) Refined cell combustion calculation

2.1.4.4 Kernel initialization and flame propagation
To determine ignition, an ignition criterion must be set. 2000 K is high enough temperature,
which when attained lube oil vapor will ignite. If for example, a lower temperature such as
1000K is taken as an ignition criterion, depending on conditions favorable for ignition, the
temperature may increase and eventually reach 2000K or die down (not reach) and
eventually not ignite. In this case it would be erroneous to consider 1000 K as ignition
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criterion. Thus, a high temperature value such as 2000K is chosen as reference for ignition
criterion. Refined cell calculations are discontinued at this point. The center of the ignited
subcell is considered as the point for kernel initiation. The DPIK model [36] is used to
calculate the kernel growth rate. After ignition kernel exceeds a critical diameter, the
ignition model is switched to a flame propagation model [37].

2.1.5 Reaction mechanism
A 129 species and 559 reaction reduced mechanism for C21H44 was extracted from Ra at.
al [38] and used to model lube-oil oxidation. In the mechanism, the generic reaction method
[39] is employed to describe the reaction paths from lube-oil to n-hexadecane and nhexadecyl radicals. The reaction rate constants of these reactions were adjusted to capture
the reactivity of lube oil, considering typical lube-oil contains hydrocarbons heavier than
C21. Table 2 shows the lube oil reactions and Figure 8 (b) shows the decomposition
schematic. The mechanism takes into consideration the multicomponent kinetics effect
[40]. A case study of this is presented below using natural gas (methane) and lube oil. A
homogenous reactor using the CHEMKIN [35] tool was used for this study. The input fuel
(methane + lube) equivalence ratio was stoichiometric with the percentages between the
two varied to demonstrate the multicomponent effect. Note that methane being the shortest
hydrocarbon has low reactivity, on the other hand lube oil being heavy hydrocarbon has
high reactivity. The percentages of methane were varied from 100 % to 0 % with the
remaining being lube. Figure 8 (a), shows the ignition delay results for these cases. The
reactivity difference between methane and lube oil is evident from the large difference in
their respective ignition delay times. The blending percentage effects the ignition delay
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times non-linearly. From a kinetics perspective, increasing methane percentage suppresses
reactivity of the fuel. This is caused due to competition for consumption of OH radical. Ra
et al. [40] have explained this effect with syngas (lower reactivity) and n-heptane (higher
reactivity) in their paper. Similar analogy can be applied to the methane-lube oil case.
Table 2: Lube-oil oxidation reactions in the reduced mechanism
1. lube+h=c16h33+c2h4+c3h6+h2
2. lube+h=c16h34+c5h11
3. lube+oh=c16h33+c2h4+c3h6+h2o
4. lube+oh=c16h34+c4h9+ch2o
5. lube+ho2=c16h33+c2h4+c3h6+h2o2
6. lube+ho2=c16h34+c4h9+hco+oh
7. lube+o2=c16h33+c2h4+c3h6+ho2
8. lube+o2=c16h34+c4h9+hco+o
9. lube+o=c16h33+c2h4+c3h6+oh
10. lube+o=c16h34+c4h9+hco
11. lube=c16h33+c5h11

Figure 8: a) Ignition delay for stoichiometric equivalence ratio b) Mechanism
decomposition schematic
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2.1.6 Overall workflow of SPIC model
Figure 9 shows the overall workflow sequence employing all the models developed for a
simulation cycle. A typical SPIC cycle begins with tracing the drop containing cells. If all
subcell temperatures are below 2000 K (ignition criteria), which indicates that no ignition
is reached in the current cycle, the SPIC model is continued with the next cycle. On the
other hand, if the temperature of at least one subcell reaches 2000 K, the center of that
subcell is chosen as the initial location of ignition kernel. At this point, the SPIC model
(refined cell) calculations are stopped.

Figure 9: SPIC cycle workflow
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2.1.7 SPIC model modifications for moving mesh
Engine grid simulations employ moving mesh techniques and operations. In KIVA, these
include grid snapping and rezone [41]. Grid snapping involves removal and addition of
bottom cell layers just above the piston surface as it moves up and down respectively. Thus,
this operation changes the number of active cells in the computational domain. Rezone
(accordion method) redistributes the layers of the cell along the moving direction (z),
keeping the number of layers and cells the same. Figure 10 shows removal and addition
of cell layers as part of snapping operations. Figure 11 shows the grid before rezone and
after rezone operation. Both these grid modification operations must be reflected in the
refined cell data.

Figure 10: Grid snapping
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Figure 11: Grid rezone

2.1.7.1 Snapping process
Snapping operations consist of removal of a single layer of cells at a time during the
compression stroke and addition of the same layer during the expansion stroke.

Figure 12: Refined cell snapping cases

In the context of engine simulation, removal of a layer of cells above the piston surface
takes place on satisfying the snapping criteria. This implies two of the bottommost cell
layers above the piston are combined to form a single layer (Figure 10). In the SPIC model,
the cells through which the droplet has traversed are refined and this information is stored
for the subsequent cycles. This refined cell array size needs to be updated if any of the
drop traversed cells lie in the bottom 2 layers above the piston surface as these cells are
going to be merged. This can occur in 3 cases as shown in Figure 12. The orange color
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indicates that these parent cells have been refined earlier (lube drops have traversed these
cells). For case 3, the total number of parent cells traversed by the drop need to be reduced
by 1. Consequently, the refined cells must also be correspondingly reduced. For example,
in case 3, after snapping for refinement level of 2, the total number of refined cells decrease
by 64. In case 1 and 2, they would remain the same. The new parent cell after snapping
operation is sent for refinement again, and the new coordinates are updated. The new cell
centered values of variables such as specific internal energy, pressure, turbulent kinetic
energy, dissipation rate and species density after snapping must be calculated. This can be
done in two ways, namely simple and spline mapping. The first method is by simple
mapping. In Figure 13 (b), for instance, if specific internal energy (U) is taken as an
example for a cell centered variable. Then after snapping operation, the specific internal
energy for cell indices 1 & 5 are obtained as in Eq. 16 & Eq. 17.
,
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,

Eq. 16

,
,

,

Eq. 17

The subscript- 1,a indicates the 1st cell index after snapping. Similarly, 1,b indicates the 1st
cell before snapping.

and

2 (Figure 12), both

,

,

indicate the cell density and volume, respectively. For case
,

are initialized with the corresponding parent cell values.

Similarly, for case 1 (Figure 12)

,

,

,

are initialized with the corresponding parent

cell values.
For the second method of spline mapping, new cell values are obtained by using the cubic
spline interpolation in the z direction. For example, consider Figure 13 (b). Let
,

,

,

,

,

…. be the z coordinates of the subcell centers before snapping of subcells 1, 5, 9 .... The
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properties namely specific internal energy ( ), density ( ), turbulent kinetic energy ( ),
dissipation rate ( ), at these points are used to generate the spline interpolated values at

,

(z coordinate of cell 1 after snapping) after snapping. In order to ensure conservation of the
cell centered values, the after snapping cell values are corrected in a similar method as
explained in Ref. [11]. In this work, spline mapping is used as simple mapping has low
accuracy when the resolution of the bottommost two cell layers above the piston are
different.
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Figure 13: Parent (a) and refined cells (b) - case 3 snap operation
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After removing a layer of cells, the drop-containing cell index changes, and thus needs to
be updated. Spline mapping can similarly be used for cases 1 & 2 when only one of the
cells are refined.
When the piston is moving down during the expansion stroke, the resolution is gradually
increased. This implies cell layers must be added. The refined cell array in this case is thus
increased accordingly. Consider the same example shown in Figure 13. For simple
mapping, the properties specific internal energy ( ), density ( ), turbulent kinetic energy
( ), dissipation rate ( ) are updated as shown in Eq. 18
,
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Eq. 18

,

Spline mapping can similarly be applied as explained in the piston moving up case.
2.1.7.2 Rezone process
The rezone behavior shown in Figure 11, is to be reflected in the refined cells. Since rezone
adjusts the z coordinates of all the parent cells, the z coordinates of the corresponding
refined cell are also adjusted. For non-drop-containing cells the changes associated with
the rezoned parent cells are evenly distributed among the refined cells. However, for dropcontaining cells, a model needs to be developed for redistribution of fuel vapor. The case
where a drop shifts among refined cells due to rezoning of parent cell is shown in Figure
14. The source and target cells are identified. The source cell is the cell which contained
the drop before rezone. Target cell is the cell to which the drop shifts after rezone. These
cells are noted. If the source cell is denoted as
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and the target cell as

, then for case 1

and case 2 (Figure 14), the properties for internal energy are updated as shown in Eq. 19
and Eq. 20
Eq. 19

Eq. 20
where

and

are weighting functions such that their sum equals unity. If

initial number of drops in the source cell and
after rezone, then

and

is the

is the number of drops in the source cell

are calculated as shown in Eq. 21 and Eq. 22
Eq. 21

1

Eq. 22

Other quantities are updated similarly. For case 3, where in the target cell is an unrefined
cell (drop never entered this cell), it is now added to the list of refined cells. This would
encompass calling the refinement routine, including interpolation of properties from
neighboring cells [11]. After this, similar operations as used for case 1 and 2 are carried to
modify the source and target properties.
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Figure 14: Refined cell rezoning cases
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2.1.8 Lube oil film analysis
In engines, the cylinder liners and piston skirts contain a lubricating layer of oil to prevent
metal to metal contact. They are lubricated and can be the source of rogue oil droplets being
stripped which can induce pre-ignition as mentioned in the introduction section. Thus,
various models are required to predict oil film dynamics, oil film stripping, vaporization
and heat transfer which is explained in this section.
2.1.8.1 Lube oil film domain model
The KIVA4 code uses a snapping technique for moving boundaries that deletes a layer of
cells in the middle of the numerical grid during the compression stroke and adds a layer of
cells at the bottom of the grid during the expansion stroke. In the existing version of the
CFD code, this makes it difficult to track and monitor the change of lube-oil film conditions
on the cylinder walls during the calculation if those values are assigned to and stored in the
KIVA numerical grid. This is because the information assigned to cells are lost when the
cells are deactivated or no previous information exists when the cells are newly activated.
To resolve this difficulty, separate computational domains where oil film dynamics, heat
and mass transfer and phase change occur were built. As shown in Figure 15, two oil film
domains are generated at the beginning of the computation in a two-dimensional coordinate
system: one for the cylinder liner and the other for the piston topland. The piston domain
is modeled to move with piston motion, i.e., the entire domain remains active during the
simulation, while the unexposed/newly-exposed parts of the liner domain are
deactivated/activated as piston moves up/down.
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Figure 15: Lube oil film domain model

The oil-film domain is initialized at the start of the compression stroke according to an
appropriate distribution obtained from experimental measurements or other estimations.
Also, at the start of the expansion stroke, the oil-film on the liner domain is re-initialized
to a fixed thickness and temperature, except for the region that is exposed to the cylinder
gas at that time and the region corresponding to the oil-ring gap. The resolution of the oil
domain can be different from the KIVA computational domain. A mapping technique is
used for connecting the properties between the two domains.
2.1.8.2 Lube oil film dynamics model
The wall film dynamics model was implemented to solve oil-film motion on the oil-film
domains. Using the gas and piston velocities as boundary conditions, and the lube-oil
addition as the source terms of mass and momentum, the mass and momentum
conservation equations are solved in the vertical direction only, neglecting motions in the
azimuthal direction [22, 23]. It is modeled that lube-oil is accumulated in the top-end cells
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in the piston oil-film domain such that lube-oil is stripped when the accumulation exceeds
a threshold value, as shown in Figure 16.

Figure 16: Oil film dynamics and evaporation model

2.1.8.3 Lube oil stripping model
Maroteaux et al. [42] has studied the factors which lead to stripping conditions of fuel
(dodecane) using Rayleigh-Taylor instabilities. Specifically, they looked at liquid film
atomization on sharp edges. For a disturbance
growth rate

,

, the disturbance

is given by the dispersion equation Eq. 23.
∆
Eq. 23

2
where Δ

is the difference in densities of liquid and gas,

applied to the liquid film,

is the viscosity of the liquid,

is the wave number. Acceleration

is the acceleration

is the thickness of the film, and

is caused by the body force as the liquid film

negotiates the change in geometry. It is given by Eq. 24
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Eq. 24
where

is the film velocity and

is the radius of curvature of an imaginary trajectory

along which the film moves while it curves along the edge. Maroteaux et al [42]. used a
correlation for calculating

as shown in Eq. 25

1
where

Eq. 25

is the angle created with the horizontal. Film separation or stripping (Eq. 26)

is modeled to occur when

Eq. 26
The critical ratio

can have different values. However, as a selection of 20 gave

the best agreement with experiments it has been adopted as the critical ratio in the present
study. To express this in another way the stripping condition/criteria is written as in Eq. 27
Eq. 27
The critical angle
, film height

is dependent on maximum wave growth rate

, film velocity

and is given by Eq. 28

Eq. 28
Note that

is the obtained by maximizing Eq. 23

Once stripping is established 90 % of the original piston wallfilm mass accumulated at the
ring gap top cell is used to create droplets [43]. The remaining 10 % stays as residual film,
from which the new film height is calculated. The stripped mass is considered as the mass
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of a blob that is injected from the ring gap into the region just above the piston. The radius
( ) of the injected blob is calculated using the following Eq. 29

Eq. 29
2
is the ring-gap width taken as 0.008 times engine bore [44, 45]. 50 % of the ring gap
is used in Eq. 29 as an approximate reduction of the ring gap due to the expansion of the
piston ring. The total number of drops in the parcel is calculated by dividing the 90% of
mass from the ring gap top cell by mass of injected blob.

2.2 Wall film evaporation
In this section, the wallfilm evaporation model [20] is explained for a simplified wallfilm
setup. The analytical expression for the external heat flux to the liquid vapor interface,
which is the main emphasis in this work is then derived based on this simplified setup
explained in the following Sec. 2.2.1.

2.2.1 Model setup and formulation
Consider a liquid wallfilm of thickness L exposed to vapor (gas) phase as shown in Figure
17. During evaporation or condensation process, latent heat is involved, and it is supplied
from/added to the wall (q ) or the ambient mixture (q ). ∆m
∆m

is the evaporated mass,

is the condensed mass. T , T , T and T are the wall, wallfilm interior, wallfilm

surface and ambient gas temperatures, respectively. The model proposed in this work aims
to obtain an analytical expression for the temperature gradient at the wallfilm-gas interface,
which will in turn be used to calculate q . Figure 18 (a) & (b) show an example of the
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physical temperature and concentration fields in the vapor boundary layer and within the
wallfilm. Figure 18 (c) & (d) show the numerical thermal and concentration fields in the
vapor boundary layer and within the wallfilm. The temperature distribution is linearly
interpolated between the wallfilm surface, wallfilm interior, and wall temperatures. Note
that species concentration is assumed constant throughout the wallfilm. The Soret [46],
Dufour [47] effects and pressure gradient diffusion are considered negligible. Assuming
mechanical equilibrium at the interface and quasi steady state process, the gas phase
equations can be written for N liquid species as follows.

Figure 17: Problem setup
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Figure 18: a) Analytical temperature distribution, b) Analytical distribution of species-i
mass fraction, c) Numerical domain temperature distribution d) Numerical domain
distribution of species-i mass fraction
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Continuity equation
.
0
Energy conservation equation is given as

∙

Eq. 30

Eq. 31

,

Species conservation equation is given as
∙

1, …

Eq. 32

where is the averaged gas density of all species, is the Stefan flow mean velocity vector,
and

,

is the average specific heat and species specific heat, respectively,

species mass fraction,

is the diffusion velocity vector. Thus

is the average diffusion coefficient,
and

is the

is the thermal conductivity,

Eq. 33
is the temperature.

is the standard heat of formation per unit mass and the rate of production of

species respectively.
Simplifying the 2nd term in Eq. 31

,

,

Eq. 34

,

Further, from the product rule of differentiation

,

,

,

Substituting Eq. 35 in Eq. 34
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Eq. 35

∙

,

Eq. 36
∙
Let

,

,

, then Eq. 36 becomes

,

∙

,

Eq. 37

∙
If ∑

then Eq. 37 becomes

∙
As

,

∙

,

is not a function of position,

Eq. 38
becomes

,

Then Eq. 38 becomes
∙

∑

∑

∙

,

Eq. 39

∙
Putting Eq. 39 in Eq. 31 and neglecting the effects of chemical reactions the following is
obtained.
∙

0

Eq. 40

2.2.2 Unity Lewis number model
Lewis number is defined as the ratio of thermal to mass diffusivity. If
number, then unity Le number means
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denotes Lewis

Eq. 41

1
where

is the thermal diffusivity. Assuming unity Lewis number, Eq. 40 becomes

∙
0
For one-dimensional (only – direction) case Eq. 42 becomes

Eq. 42

0
If

Eq. 43

is non-dimensionalized by the boundary layer thickness to make , i.e.,
, where

is the reference location, which is taken as the top surface of the liquid wall

film (Figure 18) and
equation or

is the boundary layer thickness (=

for the species conservation

for the energy conservation equation). Thus 0

within the boundary layer.

0 indicates liquid and

1 indicates the region

1 is the ambient gas outside the

boundary layer. Then Eq. 43 becomes
0

Eq. 44

To simplify the expressions, if all the species can be classified as a summation of all
wallfilm species components (

) and non wallfilm (air) species ( ), then
Eq. 45

1

The species conservation equation (Eq. 32) for all individual wallfilm species then
becomes
0
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Eq. 46

Note that non-reacting case is considered as the chemistry effect on heat transfer is not
0. Substituting

coupled and is not part of this study. Thus in Eq. 32
where

is the velocity of the Stefan flow, , indicates the values at the surface

of the wall film.∞ indicates values at the end of the boundary layer. Solving the equation
,

with boundary conditions

0

,

, the following expression for

is obtained
,

,

1

1
Differentiating

Eq. 47

,

with respect to
,

,

Eq. 48

1
where the function
Solving the energy equation (Eq. 44) with boundary conditions

0

,

gives
1

1

Eq. 49

where the function
Derivative of enthalpy

with respect to

is

1

Eq. 50

Derivative of enthalpy can also be written as

Eq. 51
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Considering only wallfilm components (F) and air (A) as species and substituting Eq. 48
in Eq. 51 and rearranging Eq. 51
,

,

Eq. 52

1
Note that

0

0,

The evaluation of

, and

is provided in the Appendix A.1. The mixture specific heat is given

as
,

Differentiating

,

with respect to

,

,

Eq. 53

,

gives the gradient of the specific heat as

,

,

Eq. 54

Differentiating Eq. 47 and substituting in Eq. 54

,

,

,

,

Eq. 55

1

The heat flux from the surrounding gas mixture to the film is calculated as
0
Eq. 56
,

,

1
To make this formulation more rigorous the Lewis number assumption is relaxed which is
discussed in the following section

2.2.3 Non unity Lewis number model
For non-reacting case with non-unity Le, Eq. 31 can be rewritten in 1-dimensional
Cartesian coordinate system as
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0

Eq. 57

Integrating Eq. 57 gives

Eq. 58
where C1 is the integral constant.
Assuming constant specific heat for all species, i.e.,

constant, the enthalpy of

,

individual species and mixture can be expressed as
,

Further considering all species as either from wallfilm components

or air

Eq. 59
, Eq. 59

becomes
Eq. 60
are average wallfilm components specific heat and air specific heat,
,

where

,

and

,

,

,

,

,

respectively. Inserting Eq. 59 and Eq. 60 into Eq. 58 and using a non-dimensional variable,
/ , Eq. 58 after rearranging becomes

,

,

,

,

,

Eq. 61

0
or
Eq. 62
where

,

,

,

Using Eq. 47 and Eq. 48, Eq. 63becomes
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,

,

Eq. 63

,

,

,

,

Eq. 64
,

,

or
Eq. 65
,

where
,

,

,

,
,

,

,

and

,

.

The solution of the differential equation [48], Eq. 62 is obtained as
Eq. 66
Where
Eq. 67
0

and C2 is another integral constant. Applying Taylor series expansion to about
′ 0
1
0 from Eq. 67, gives the following

Eq. 68

0

Evaluating
0
If

0

is linearly approximated to

, and then applied to Eq. 69,

0 becomes
Eq. 70

0
Similarly,

Eq. 69

0 is evaluated to give
0

0

Eq. 71

0

Substituting Eq. 70 & Eq. 71 in Eq. 69 , the expression for
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is

Eq. 72
where

is the residual error. Then

can also be written as
Eq. 73

where

.

Then, temperature distribution is obtained as
Eq. 74
Inserting Eq. 74 back to Eq. 62 gives

Eq. 75
Applying the boundary conditions,

0

,

1

to Eq. 74
Eq. 76

Eq. 77
where

,

Therefore, the external heat flux is given as
0

or
0

Eq. 78
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2.2.4 Non unity Lewis number with correction
The unity Le model (Sec. 2.2.2) and the non-unity Le model (Sec. 2.2.3) were derived in
slightly different ways where certain assumptions are made at different stages of the
derivation. For the unity-Le model

,

is assumed to be a function of temperature only and

enthalpy is expressed as an integral form with respect to temperature. In comparison for
the non-unity Le model,

is assumed to be a constant, which is reasonable for a boundary

,

layer with relatively small temperature change. As a result,

,

.

For a flow condition that meets unity Le strictly, the solution from the unity-Le model is
thought to be more rigorous, and thus it can be used as a reference to check the performance
of the non-unity Le model. However, it is notable that the unity Le model is not valid for
flows with non-unity Le, while the non-unity Le model is expected to capture the effect of
Le variation although it cannot give exact solutions quantitatively because of the
assumption of constant

,

. Hence, if the quantitative agreement at unity Le condition is

made to the non-unity Le model, it ensures that the non-unity Le model can reliably capture
the phase change behavior at arbitrary Le conditions. A correction factor is used to make
this quantitative agreement.
The difference in external heat flux values

at Lewis number 1 between U-Le and NU-

Le models is the amount to be adjusted in NU-Le model, which is defined as the correction
factor

. Then,
Eq. 79
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where

is the temperature gradient at the liquid-vapor interface obtained from U-Le

model and

is the temperature gradient obtained from NU-Le model.

Substituting the values for temperature gradient from Sec. 2.2.2 and Sec. 2.2.3
,

The corrected external heat flux

becomes
Eq. 80

,

1

is

,

,

1
,

,

1
,

Eq. 81

,

1

1

2.2.5 Energy balance equation
The energy balance equation at the interface between liquid and gas domains (Figure 18)
can be written as

is the external heat flux calculated in Sec. 2.2.2/Sec. 2.2.3.

Eq. 82
is the latent heat of

vaporization. For non-boiling conditions and low evaporation rates
Spalding’s equation
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is given by

,

where

1
Eq. 83
1
is the mass transfer coefficient, ambient gas wallfilm species mass

,

fraction, wallfilm species mass fraction at the vapor side of the interface, respectively.
is function of the wallfilm surface temperature and determined using Raoults law [27].
Internal heat flux

where

,

is calculated by

Eq. 84
is the film heat transfer coefficient, wallfilm surface, and wallfilm interior

,

temperature, respectively.
For boiling case, the wallfilm surface temperature

is fixed as the saturation temperature

and the wallfilm species mass fraction at the vapor side of the interface becomes unity, i.e.,
1, where Eq. 83 is not valid. Therefore, the evaporation rate is determined based on
the energy balance at the wallfilm surface only. The internal heat transfer coefficient for
both boiling and non-boiling case is given in Ref. [27, 49]
As the wall temperature is assumed to be known from the Dirichlet boundary condition at
the liquid wallfilm-solid wall interface, wall heat transfer is modeled as a conduction
process and its flux is given by
2
where

,

,

,

Eq. 85

are the wall temperature, wallfilm interior temperature, thermal

conductivity of film and film height, respectively. Note
length.
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is used as the characteristic

3 Results and discussions
This section is divided into two sub-sections. Sec. 3.1 presents results related to the preignition and Sec. 3.2 presents the results pertaining to the wall film evaporation model.

3.1 Pre-ignition
First, the models described in Sec. 2.1 is validated with experimental data which is
described from Sec. 3.1.1 onwards. After validation of the model, methane gas injection in
CVCC along with simultaneous lube oil drop injection studies are carried out. Next, results
with respect to oil film dynamics in engines are presented which is followed by a preignition case demonstration in a marine engine.

3.1.1 Mixing fan simulation
The fan region was defined with dimensions shown in Figure 3. The z-velocity (upward
suction) of 3 m/s was assigned to those nodes that fall in the fan blade region for every
cycle (Figure 4). The initial pressure and temperature were 25e5 Pa and 730 K (same as for
CVCC experiment). Non-adiabatic simulation was run to capture experimental conditions
until steady state was obtained. Figure 19 (a) shows the steady state velocity field produced
by the mixing fan in the plane passing through the center of the fan. The overall velocity
field plot indicates there is suction towards the fan from the lower regions of the chamber.
The maximum velocity is just upstream of the fan, slightly higher than the set velocity (3
m/s). The effect of the wall on vortex generation can be seen in the region to the right of
the fan. This is more clearly shown in Figure 19 (c). The region to the left of the fan, has
a much larger vortex pattern tracing the wall as can be seen in Figure 19 (b). This steady
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state velocity field is used as the initial condition through which oil drop is injected. All
other cell centered variables (temperature, species density, pressure, turbulent kinetic
energy and turbulence dissipation rate) are recorded to be mapped as initial conditions for
drop injection and ignition simulations explained in the following section.

Figure 19: a) Flow velocity field produced by fan b), c) flow velocity field in more
detail

3.1.2 Drop ignition
A single drop of lube oil was injected from the center of the right wall, where the injector
is located in the experimental setup. The drop diameter obtained from experiments through
advanced imaging techniques was approximately 220e-6 m. The oil drop was injected into
a pre-burn mixture with composition indicated in Table 1. Although the experiment
contains many drops injected, the drop of concern is marked in red as seen in Figure 20
(a), which is captured at 2 ms after injection. This drop is isolated from other drops and
hence was chosen to model as a single drop in the simulation. The experimental data
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presented here is obtained after conducting many trials to isolate a single drop. The initial
drop injection velocity was 2.53 m/s, initial drop temperature was 586 K. The ambient
conditions are mapped from the steady state simulation of the fan. The drop path depends
on the flow field produced by the fan, the ambient conditions, drop initial velocity and drop
initial temperature. Figure 20 (b) shows the drop encircled by red at 4-time intervals (2ms,
4.6ms, 8.8ms and 23.4 ms) sequentially from right to left until ignition. The ignition time
measured for this drop was 23.4 ms as indicated by the luminous white spot. In Figure 20
(c), the experimental drop path is compared to the simulation path. The red circles indicate
the location of the experimental drops. The yellow line indicates the simulated drop path.
The match is considered within acceptable limits of accuracy. It should be noted that there
is some uncertainty in the path with respect to the exact location as a simplified model for
the fan was used. Using the models described in Sec. 2.1, the ignition time for the
simulation was 23.02 ms, in comparison to the experimental ignition time of 23.4 ms.

Figure 20: a) drop simulated b) Experimental and c) simulation drop path and ignition
comparison
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3.1.3 Effect of methane on ignition
With the SPIC model predicting good agreement with experimental data, a parametric
study was done by varying the ambient composition of methane gas in the pre-burn
mixture. The motivation for this was to study the effect of drop ignition in different
equivalence ratios, which is expected in natural gas engines. These cases were run in
adiabatic mode as only a simulation study is considered. 5 equivalence ratios were studied
namely 0.5, 0.65, 0.7, 1.0 and 1.3. Note that the gas engine of interest runs at an equivalence
ratio of 0.65. Equivalence ratios are varied by changing the methane and N2 mole fractions
accordingly. In all these simulations, drop initial injection velocity used was 2.53 m/s, drop
diameter was 220e-6 m and drop temperature of 531 K was used. The fan parameters were
unchanged. The drop ignition times obtained from the simulation are provided in Table 3
below. From the table, it is seen there is only a small effect as all times are between 19 to
20 ms.
Table 3: Ignition times for different equivalence ratios
Progressive equivalence ratio

Ignition times (ms)

0.5

19.76

0.65

19.22

0.7

19.19

1.0

19.15

1.3

19.46

Although the initial conditions were the same, change in ambient composition affects the
lube drop vaporization rates. This is evident in Figure 21 showing total vapor vs. time for
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different equivalence ratios (phi). The accumulated vapor is highest for equivalence ratio
of 1.3 and lowest for equivalence ratio of 0.5. It is proportional to equivalence ratio. In 1.3
equivalence ratio case, the subcell has the largest amount of methane. Due to higher
specific heat capacity of methane compared to air the temperature drop for this case is the
lowest. Higher temperature thus implies higher vaporization rate.

Figure 21: Total accumulated vapor for various different equivalence ratios

In order to understand the small differences in ignition time, the kinetics of the ignition cell
is studied in more detail. Figure 22 (a) shows the profiles of lube-oil density in the ignition
subcell for various equivalence ratios. In all cases, lube-oil vaporization causes initial
increase, after which consumption and reactions start causing the curve to decrease. Thus,
the nature of the curve is determined by the speed of addition and consumption of lube oil
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species. Although the overall evaporation rate of lube-oil is highest for an equivalence ratio
of 1.3, the time spent in the ignition subcell is much smaller when compared to the other
cases. This is evident from lower peak value of lube oil density for initial methane
equivalence ratio of 1.3 in Figure 22 (a). Similarly, equivalence ratio of 0.5 produces the
highest peak of lube density. The varied time distribution among the curves indicates that
the drop enters the ignition cells at different times. Figure 22 (b) shows the peak species
density of lube oil and methane present at that time with respect to initial methane
equivalence ratio.

Figure 22: a) Profiles of lube-oil density in the ignition subcell for different initial
methane equivalence ratios. b) Variation of peak lube-oil and corresponding methane
density with initial methane equivalence ratio

The reactivity of the ignition subcell when the drop enters it is studied by comparing
ignition delays of the mixtures before lube oil addition. For simplicity only three cases are
plotted in Figure 23 (a). Before the drop enters the ignition cells, they contain methane
and the pre-burn mixture according to the initial composition. As expected among these
three cases, the reactivity of the mixture with an initial methane phi = 1.0 is the highest,
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indicated by the shortest ignition delay time, and that of the mixture with initial methane
phi =0.65 is the lowest. The criteria used for ignition delay was a temperature rise of 400K
from the initial temperature. To study the effect of lube oil addition to pre-burn mixtures
containing constant amount of methane (phi = 1), ignition delay of mixtures with varying
lube-oil amounts was calculated and compared in Figure 23 (b). The existence of lube oil
in the mixture substantially increases the mixture reactivity, compared to methane only
cases (Figure 23 (a)). Ignition delay decreases as the amount of lube-oil is increased. Also
seen in both figures is substantial effects of mixture temperatures on the ignition delay.

Figure 23: Reactivity of ignition cells (a) without, and (b) with lube oil vapor (with
unity initial methane equivalence ratio).

A U-pattern behavior was observed between the drop ignition time (the time a drop takes
until ignition after entering a subcell) and equivalence ratio, as shown in Figure 24. This
is attributed to the combined effects of methane and lube-oil amounts in the mixture. As
shown above (see Figure 22 (b)), mixtures with less initial methane tend to have more
lube-oil. Increasing lube-oil amounts should shorten ignition delays. However, the effects
of decreasing methane cancel off the mixture reactivity increase, resulting in longer
ignition delay with decreasing methane (or increasing lube-oil). Hence the ignition delay
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reaches a minimum for a certain mixture condition. In the present study, it was found to be
around initial methane phi of 0.8. Overall, however, varying equivalence ratio of the
ambient gases has minor effect on the total ignition time (time between start of injection
and ignition), as they are between 19 to 20 ms in all cases.

Figure 24: Ignition time pattern on drop entering subcell for different initial methane
conditions

3.1.4 Flame propagation
Once ignition is determined, the center of the subcell containing the droplet is considered
as the point of flame kernel initiation. The DPIK model is used to calculate the kernel
growth [36]. The Level set method is used to track the flame surface. Once the kernel is
large enough, the model is switched to turbulent flame propagation [50].
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3.1.5 Gas injection
In the previous sections, drop injection in homogenous methane mixtures was considered.
In this section drop injection in heterogeneous methane mixtures are studied. For this
purpose, methane gas injection simulation [51] is used. Three cases in adiabatic condition
are initially investigated, each with different drop injection timing to decouple wall heat
loss effect. Lastly non-adiabatic gas injection is compared to understand the wall heat loss
effect on the flow field and drop ignition. The gas injection parameters are provided in
Table 4. These parameters are maintained the same for all simulations. The gas injector is
located at the center of the bottom wall of the CVCC. The fan parameters were kept the
same. In Figure 25, the velocity vectors at different times are shown after gas injection.
The magnitude of these vectors is much larger than those produced by the fan alone,
indicating that gas injection will mainly affect drop particle motion. The injected methane
flows to the top of the chamber and trickles down along the sides.
Table 4: Gas injection parameters
Injector cone angle
Injector nozzle area
Jet stagnation pressure
Jet temperature
Injected mass
Injection duration
Nozzle discharge coefficient
Nozzle friction coefficient
Coefficient for jet core length
Coefficient for velocity scaling for TKE
calculation in jet core
Coefficient for energy dissipation rate in
jet core and fully developed region

14°
1.97 × 10-3 cm2
100 bar
300 K
0.55 g
50 ms
1
0.85
12.5
0.12
0.25
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Coefficient for velocity scaling for TKE
calculation in fully developed jet
Coefficient for axis velocity calculation
Fraction of cell velocity compared to jet
axis velocity to determine if the cell is
reached by jet

0.2
0.043
0.01

Figure 25: Velocity vectors caused by the fan and gas injection

All top and front view figures of the three cases explained below are taken in the plane
containing the drop with time in seconds. The drop size in the figures is not to scale. In
case 1, the drop temperature was 537 K, drop diameter was 220e-6 m and drop injection
velocity was 2.53 m/s. The drop was injected at 55 ms, 5 ms after the gas injection was
completed. Figure 26 (a-c) show the drop motion in the CVCC as well as the methane
species density. Figure 26 (d-i) shows comparison of temperature and equivalence ratios
with time of refined and parent cells respectively. The saw tooth pattern in these figures is
due to the drop entering new refined cells. The stratification effect is still seen when the
drop enters the combustion chamber as shown in Figure 26 (a). The drop is initially
injected horizontally and on moving further is affected by the fan and methane injection
flow field, being redirected upwards. In Figure 26 (d) and Figure 26 (e), as the drop is
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initially injected at 55 ms, it is seen it traverses many refined cells in a short time (seen by
the dense profiles) owing to the initial injection velocity. The refined cell temperatures
drop once the drop enters them, due to the evaporative cooling. On its way upward, it flows
through the lean region indicated by the blue region. From approximately 75 ms, the drop
starts getting directed towards back wall of the chamber as can be seen from the top view
(Figure 26 (a)). However, as the drop velocity is very fast, it reaches the top wall of the
chamber, without ignition (Figure 26(a)). The drop does not spend enough time in any of
the refined cells, as result of which the maximum equivalence ratio does not exceed 0.55
(Figure 26 (e)). Consequently, the refined cell temperature does not go over 730 K.
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Figure 26: front and top views of a) Case 1 55 ms drop injection with drop velocity
2.53 m/s b) Case 2 60 ms drop injection with drop velocity 2.53 m/s c) Case 3 72 ms
drop injection with drop velocity 5 m/s d) Case 1 refined and parent cell temperature vs
time e) Case 1 refined and parent cell equivalence ratio f) Case 2 refined and parent
cell temperature vs time g) Case 2 refined and parent cell equivalence ratio h) Case 3
refined and parent cell temperature vs time i) Case 3 refined and parent cell
equivalence ratio

In case 2, the drop injection time was delayed by 5 ms and injected at 60 ms as shown in
Figure 26(b). Hence, the ambient mixture conditions are expected to be slightly different,
exerting more resistance to slow down the drop in the injection direction. The drop at 74
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ms keeps traveling in the lean region. The local velocity flow field surrounding the drop
does not push the drop upwards as in the earlier case. Thus, the drop approximately
maintains its horizontal motion. Figure 26 (f) and Figure 26 (g) confirm this trend. The
equivalence ratio is steadily increasing, and towards 82 ms, crosses the threshold value of
0.9, which leads to ignition. The same pattern is observed in the temperature (Figure 26
(f)). After the initial decrease, as the refined cell becomes richer with fuel, the temperature
starts rising rapidly. This is in sharp contrast to the parent cell temperature and equivalence
ratio’s which do not show significant increase. From the top view (Figure 26 (b)), it is also
evident that the drop is still in the center of the chamber and has not moved to the back
wall as in the previous case. At 84 ms, the drop containing cell ignites, and flame kernel is
initiated. Thus, slower the drop motion, more deposition of lube oil vapor into the cell,
which then leads to ignition.
In order to make the drop move to relatively rich regions, i.e. towards the center (green
region) as shown in Figure 26 (c), for case 3 the drop injection velocity was doubled to 5
m/s and the drop was injected later at 72 ms. This is 22 ms after the end of gas injection.
Figure 26 (c) shows the front and top views of the drop path at various times. The higher
initial drop velocity makes the drop move towards the richer (green) region. This can also
be seen in Figure 26 (i) with refined cell equivalence ratios upwards of 0.5 just after
injection. Due to the flow field disturbance created by the fan and the gas injection, the
drop moves upwards and tilts slightly towards the front wall of the chamber as can be seen
in snapshots at 86 ms (Figure 26 (c)). It then continues its vertical motion upwards until it
hits the wall. The drop due to fast motion also did not ignite in this case. As a result, the
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refined cell temperatures do not rise (Figure 26 (h)) after the initial fall due to evaporative
cooling.
As part of further analysis, using the ignition case (Case 2) parameters, a non-adiabatic
simulation was carried out. For the non-adiabatic simulation, a fixed wall temperature of
423 K was used. On running the simulation, no ignition was observed. The predicted drop
path was similar to cases 1 and 3, where the drop was sucked upwards to the top of the
chamber, which indicates that wall boundary conditions significantly affect drop ignition
behavior through the change of flow field. Figure 27 (a) and (b) show the top view of the
flow field in the plane of the drop when it is just injected for adiabatic and non-adiabatic
cases respectively. The difference in location and nature of the vortices towards the left of
the fan can be clearly seen. Thus, drop motion and hence ignition delay is also indirectly
sensitive to pattern of heat loss variation

Figure 27: Flow field in plane of drop at injection a) adiabatic b) non-adiabatic
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After several trials, an ignition case was obtained for a non-adiabatic case. The drop
injection velocity was reduced to 2 m/s and the initial angle of injection was changed to 40
° from the wall, instead of the original 90 ° in case 2, as shown in Figure 28 (a). The overall
initial internal energy was increased by 20 % to compensate for the wall heat loss. The path
of the droplet is shown in Figure 28 for times of 66 ,74, 80, 82 and 86 ms. The drop starts
moving downwards but is soon redirected towards the back of the chamber. This
redirection is due to the flow field created by the methane gas injection. It continues moving
along and begins to suddenly decelerate around 82 ms, due to the increasing resistance
from the flow in the opposite direction. This is illustrated in Figure 28 (c). The droplet
velocity at 82 ms along with the initial droplet injection velocity is plotted (green arrow)
for comparison. This eventually causes the drop to stop and reverse its direction. Due to
this motion sequence, the drop stays in a particular location for a longer time, resulting in
more deposition of reactive lube vapor in the location. The vapor reaches the threshold
value and ultimately ignition occurs at 85.15 ms, which confirms that the local deposition
of lube oil vapor is one of the ignition driving factors.
After ignition, the flame kernel initiation is done at the center of the igniting subcell. The
kernel growth is tracked by particles. Figure 29 (a) shows the increasing kernel radius after
ignition. After 88 ms, the kernel development stage is transitioned to the turbulent flame
propagation stage, where the turbulent flame speed is calculated and used to update the
location of local flame front. Simulated average turbulent flame speed is shown in Figure
29 (b). The flame speed decreases with time. This is mainly due to the decreasing
turbulence intensity in the chamber, cancelling the effects of temperature increase of
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unburned gases with increase of burned mixture. Figure 29 (c) and (d) show plots of
decreasing turbulent kinetic energy of gas mixtures in the chamber from 95 ms to 116 ms
respectively. This is also evident from Figure 29 (e) and (f) which indicates the laminar
flame speed and decreasing ratio of turbulent to laminar flame speed with time. Figure 30
shows the stages of flame propagation in the chamber. At 95 ms (Figure 30 (a)), the flame
surface is relatively spherical. As the flame front propagates further, the spherical shape is
lost. This change in the flame front shape can be attributed to the effect of methane gas
injection and the fan on the flow field as shown in Figure 30 (b), (c). Figure 30 (c) also
shows the flame surface breaking on reaching the top wall.
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Figure 28: Drop path tracing a) front view b) top view at 66, 74, 80 82, 86 ms for nonadiabatic ignition case c) enlarged view showing flow and drop velocity at 82 ms
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Figure 29: a) kernel growth after ignition b) flame speed after transition to turbulent
flame propagation model c) turbulent kinetic energy plots in chamber at 95 ms d)
turbulent kinetic energy plots in chamber at 116 ms e) Laminar flame speed f) ratio of
turbulent to laminar flame speed vs time

Figure 30: flame surface tracking in chamber at a) 95 ms b) 105 ms c) 116 ms
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For this non-adiabatic ignition case, the sensitivity of initial drop temperature on ignition
was studied. Keeping all other parameters, the same, the initial drop temperatures were
varied from the original 537 K as shown in Table 5. All the cases showed ignition with
very small variations in their respective ignition times (Table 5). Thus, the pre-ignition
process is insensitive to initial drop temperature, once other initial drop conditions fall in
favorable ranges to drive the ignition of the drop.
Table 5: Ignition time with change in initial drop temperature
Initial drop temperature (K)

Ignition time (ms)

575

85.45

550

85.69

537

85.15

533

84.89

530

84.68

525

84.87

510

85.99

500

87.43

3.1.6 Oil film dynamics
After the models relevant to the moving grids explained in Sec. 2.1.7 and 2.1.8 were
implemented, tests were conducted. A marine natural gas production grid is used for this.
The grid was generated using ANSYS ICEM software. The grid specifics are shown in
Figure 31. The head region is meshed as a separate block, with much higher resolution
compared to the squish region due to the difference in the piston bowl and head geometry.
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The typical cell height at Bottom dead center (BDC) in the squish region just above the
crevice is approximately 1.89 cm. Figure 31 (d) shows how the crevice geometry is
considered. The crevice has 11 and 2 layers in the Z and the radial directions, respectively.
The cell height in the crevice region is 0.133 cm. Table 6 shows the grid details.

Figure 31: Grids used a) Isometric view b) Top view c) bottom view d) Cut section
with crevice detail
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Figure 32: Zoomed in view of oil film cell dynamics

Table 6: Grid properties
Bore (cm)

17.0

Stroke (cm)

21.93

Connecting rod

40.0

length (cm)
Compression ratio

12.92

Squish (cm)

0.1

Number of cells

30714

Number of vertices

33398

Crevice height (cm)

1.47
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Understanding the variation of oil film thickness, temperature and velocity with piston
motion is important to determine critical angle for stripping condition (Eq. 28). The engine
speed was 60 rpm. The initial film temperature and thickness are 363.15 K and 0.019 cm,
respectively. The initial film thickness is the same throughout the Z-direction. The initial
ambient gas temperature and pressure at BDC (-180o atdc) was 339.5 K and 1.66 bar. The
ambient composition was of natural gas and air with an equivalence ratio of 0.6. The
temperature of the piston skirt and liner was 510 K. The chemistry calculations were
deactivated in this section to demonstrate only film motion and heating. Figure 32 shows
the zoomed in view of the simplified crevice ring gap region in the engine. To study factors
affecting oil film dynamics three representative oil film cells (out of a total of 11) namely
film (11,33), film (6,33) and film (1,33) are monitored. The number 33 in film (11,33)
indicates the azimuthal index for the oil film. The azimuthal index 33 is considered as the
ring gap column, which is expected to be the thickest because more lube oil is supplied
than the other locations though the ring-gap opening. Therefore, it can be assumed that the
oil film distribution on the skirt surfaces will be uniform azimuthally, except for the one
column aligned with the ring gap. Only the ring gap column is of interest and is monitored
here. Figure 33 (a) shows the comparison of piston

and oil film velocity

for film

(11,33). The initial film velocity at BDC was zero for this case. As the piston moves up
from BDC, it starts accelerating. The oil film (11,33) by virtue of its inertia slightly lags
and thus has a lower velocity compared to the piston. The bottom film (1,33), compared to
middle film (6,33) and top film (11,33) lags the piston the most, as all the mass flux
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accumulates from the upper layers. The lag is indicated by the magnitude of negative
relative velocity (Figure 33 (b)) of the film with respect to the piston

.

Figure 33: a) velocity of piston and film (11,33) b) relative velocity of film with
respect to piston

The piston reaches maximum velocity and zero acceleration at around -75° atdc (Figure
33 (a)). By this time, the top oil film (11,33) has caught up with the piston as indicated by
zero film relative velocity value (Figure 33 (b)). In contrast the bottom oil film (1,33) is
lagging much behind. From -75° atdc onwards the piston starts decelerating. The film
(11,33), now increasing in mass due to the accumulation of flux from the lower oil film
cells, does not decelerate as quickly as the piston. This leads to larger divergence between
the piston and film (11,33) velocity (indicated by larger relative velocity) at the top dead
center (TDC 0° atdc).
Figure 34 (a) shows the variation of film thickness with piston motion for the
corresponding film cells whose location is shown in Figure 32. The initial film velocity
for all these cells is zero. As the piston moves upwards, by virtue of the film’s inertia, with
respect to the piston, mass from the upper film cells (film (11,33)) move towards the lower
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ones (film (1,33)). This results in the increase and decrease of film (1,33) and film (11,33)
thickness, respectively. The mid film cell (6,33) thickness lies in between the top and
bottom cell thickness. Film thickness is also dependent on film temperature in addition to
the mass flux motion. Figure 34 (b) shows the variation of the film temperatures. Film
temperature increase is due to heating from the piston skirt wall which is at 510 K. The
thinner upper film (11,33) heats up much faster than the thicker lower film (1,33). Once
the piston crosses -50° atdc, there is a sharp decrease in thickness for film (1,33) and vice
versa for film (11,33) as the mass flux within the cells reverses direction as seen by the
change in sign and steepness of the slope of the relative velocity (Figure 33 (b)). The
thickness of the mid film (6,33) increases, or decreases based on the amount of flux
entering or leaving it. After -50° atdc all films show an increase in temperature as they are
now heated by the ambient gas mixture, which is now greater than piston wall temperature
of 510 K and increasing due to piston compression. Again, the thinner film (1,33) heats up
much faster than thicker film (11,33).

Figure 34: a) Film thickness b) Film temperature vs CA
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3.1.6.1 Effect of initial film thickness
As the engine runs many cycles, piston ring or top land wear can lead to different initial
film thicknesses and velocity at BDC. In this section only initial thickness is changed
keeping the initial film velocity zero. The effect of reducing the initial film thickness from
the original 190 m to 140 and 90 m is studied. Note that decrease in initial film thickness
also results in decrease of film mass. Figure 35 (a) shows the variation of film thickness
for film (11,33) with crank angle for the three initial film thickness cases. The film
thickness is dependent on the net mass flux into and out of the film cell. In the case of film
(11,33), as it is the last film cell, the net mass flux into the film cell is equal to the mass
flux from the film cell below (i.e., film (10,33)). The mass flux from film (10,33) is directly
proportional to the relative velocity of film (10,33) which is plotted vs crank angle in
Figure 35 (b). The net mass flux out of film (11,33) into the below film (10,33) is
dependent on the relative velocity of film (11,33) which is plotted in Figure 35 (c). In
short, film thickness of film (11,33) increases when relative velocity of film (10,33) is
positive and decreases when relative velocity of film (11,33) is negative. The thinner the
initial film, the lower the relative velocity variation, meaning that it keeps up with the
piston motion. From BDC to -75 atdc, the relative velocity of film (11,33) is negative for
all the three cases (Figure 35 (c)). Thus, the film (11,33) thickness reduces as mass is
transferred to the lower film (10,33). The mass transfer to the lower film (10,33) continues
until the relative velocity of film (11,33) approaches 0 at -75 atdc. This is where the film
(11,33) has its lowest thickness (Figure 35 (a)). After -75 atdc, the relative velocity of film
(10,33) is positive, meaning mass is now transferred to the upper film (11,33).
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Consequently, the thickness of film (11,33) increases until TDC, tracking the behavior of
the relative velocity of film (10,33). Figure 35 (d) shows the film temperature variation
for the three initial film thickness cases. The thinner initial film (90 m) heats up faster
and reaches the piston skirt wall temperature of 510 K compared to the thicker 190 m
film. After -30 atdc, the film (11,33) temperature is increased due to heating from the
ambient gas.

Figure 35: Effect of initial film thickness on a) film (11,33) thickness, b) relative
velocity of film (10,33), c) relative velocity of film (11,33), d) film (11,33) temperature

3.1.6.2 Effect of initial film velocity
Until now for all cases discussed the initial film velocity was zero at BDC. In this section,
the initial film thickness is kept constant at 190 m and two initial film velocities of 80
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cm/s and 40 cm/s are compared with the earlier 0 cm/s (stationary) case. Note that all the
oil film cells are initialized to the same initial velocity value. Figure 36 (a) & (b) shows
the relative film velocities of film (11,33) & film (1,33) for three initial film velocity cases.
For 80 cm/s and 40 cm/s cases the film (11,33) is initially moving upwards faster than the
piston as indicated by the positive relative velocity. Figure 36 (c) & (d) shows the film
(11,33) and film (1,33) thickness variation. For film (11,33) due to the positive relative
velocity of film (10,33) at BDC as shown in Figure 36 (e), there is mass influx. This causes
sharp increase in the film (11,33) thickness proportional to the initial film velocity. This
sharp increase in the mass/thickness of film (11,33) causes its relative velocity to decrease
from its initial value at BDC. The thickness of film (11,33) stabilizes as seen by the plateau
in the black (80 cm/s) & blue (40 cm/s) curve at (-172° to -125° CA) & (-174° to -125°
CA) respectively in Figure 36 (c) due to the steep drop of relative velocity of film (10,33)
in the corresponding periods (Figure 36 (e)) from its initial values. Once the relative
velocity of film (11,33) becomes negative, its thickness starts to decrease as it loses mass
to the lower film (10,33). This happens at around -125° and -155° CA for the black (80
cm/s) and blue (40 cm/s) curves respectively. The film (11,33) thickness remains stable
again (black-(-109° to -31° CA), blue-(-140° to -3° CA) as the relative film (11,33) velocity
approach zero. Finally, once relative velocity of film (10,33) becomes positive again and
starts increasing (below -50° CA for black) as seen in Figure 36 (e), film (11,33) thickness
begins to rise again before TDC. Similarly for the blue curve (40 cm/s), the rise is delayed
and just begins at TDC. The bottom film (1,33), in Figure 36 (d), initially at BDC loses
mass (thickness decreases) to film (2,33) above it, due to positive relative velocity of film
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(1,33). However, the positive relative velocity of film (1,33) and film (2,33) [Figure 36
(b) & Figure 36 (f)] immediately falls to zero and becomes negative. This again causes
the mass flux from the above film (2,33) back into film (1,33) increasing its thickness again
(Figure 36 (b) & (d)). As the relative velocity of film (2,33) gets closer to zero (at ~ -75
CA), the thickness of film (1.33) stabilizes. Eventually due to the positive relative velocity
of film (1,33), the thickness starts decreasing again (-45° CA for 80 cm/s, -27° CA for 40
cm/s) as it loses mass to the upper film (2,33). As the piston moves closer to TDC, the
larger initial film velocity cases (80 cm/s, 40 cm/s) are seen to have larger relative film
(11,33) velocity and thickness, which also increases the probability of lube oil stripping as
indicated by Eq. 28.
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Figure 36: Effect of initial film velocity on a) relative film (11,33) velocity, b) relative
film (1,33) velocity, c) film (11,33) thickness, d) film (1,33) thickness, e) film (10,33)
relative velocity, f) film (2,33) relative velocity
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Figure 37: Effect of initial film velocity on film (11,33) temperature

Figure 37 shows the variation of film (11,33) temperature. The thinner film case (0 cm/s)
has faster rise compared to thicker 80 cm/s case. The 40 cm/s case expectedly lies in
between the 0 and 80 cm/s case.

3.1.7 Lube oil stripping
The

angle for grid 1 shown in Figure 31 is 90° (

). The droplet stripping

conditions is satisfied if the critical angle, which is calculated every cycle of the simulation
for the top film cell (film (11,33)) is less than . In Eq. 28,
velocity,

is the film (11,33) thickness and

is the relative film (11,33)

is the maximum wave growth rate

computed. For the zero initial film velocity cases with different initial film thickness,
(namely 190 m and below) no stripping occurred from BDC (-180° atdc) to TDC (0°
atdc). Note that film thickness in actual marine engines is in the range of 10 m for the 1st
top land/ring [52], much smaller than the shown cases (90 m, 190 m). Possibility of
83

higher film thickness may be present in the ring-gaps of the piston rings which is the main
source of thicker films leading to stripping. For different initial film velocity cases the
critical angle for initial film thickness of 190 m is shown in Figure 38.

Figure 38: Critical angle vs CA for different initial film velocity of film (11,33)

The critical angle is calculated and plotted only when
example, in Figure 38 for 80 cm/s below -20° atdc

0 and can be computed. For
is negative, hence not computed

and is not shown.
Stripping occurs before TDC (0° atdc) at -17.9° CA only for 80 cm/s case as the critical
angle goes below

which is indicated by the threshold line in Figure 38. For the other

cases it happens after TDC, which is not of interest because it is likely to be after the start
of ignition timing. This indicates that lube oil stripping is a rare event and occurs in a
combination of high initial film thickness and velocity.

84

3.1.8 SPIC model in engine
Although many cases/simulations were run, only the ignition case will be presented and
studied. The initial film thickness and film velocity were 190 m and 80 cm/s, respectively.
The piston skirt temperature was 590 K (increased from 510 K in Sec. 3.1.6). Stripping
occurs when the computed critical angle is less than , which is at -20.97° CA. At stripping
condition, the injected parcel radius is calculated using Eq. 29. The calculated parcel radius
is 482 m. Based on the drop and cell size, refinement level 1 (8 sub cells) was chosen.
The film (11,33) temperature is used as the parcel injection temperature. This value was
579 K (note piston skirt temperature 590 K). The parcel injection location was the 33rd cell
azimuthally as shown in Figure 39 (a). The parcel was injected at 135 ° angle to the z-axis
as shown in Figure 39 (b). The parcel in this figure is not to scale and is shown in red. The
head and piston grid details can also be seen. The total number of drops in a parcel was 26.
Thus 1 parcel representing 26 drops is injected. The injection velocity vectors for the
parcel, which were calculated from the film (11,33) velocity in the x, y, z directions were
41.11, -44.20 and 19.37 cm/s, respectively.
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Figure 39: Stripped parcel (not to scale) injection detail a) 3D grid, b) at cut plane y=0

Figure 40 shows the progress of the lube parcel after stripping into the combustion
chamber at the cut plane y=0. The grid lines represent the parent cells. Before stripping the
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chamber contains only methane and air at an equivalence ratio of 0.6. Once the parcel is
stripped at -20.97° CA, it moves from the wall region cells into the interior squish region,
vaporizing along its path. Figure 40 (a) shows the diffusion and advection of lube vapor
(mass fraction) from the stripped drop at -18° CA. Figure 40 (b) shows the corresponding
temperature field. The cells near the liner and crevice are cooler than the core, due to heat
loss to the wall. As the parcel moves further into the chamber, the lube vapor starts getting
consumed as shown by the light blue shade in Figure 40 (c) at -9 ° CA. Figure 40 (d)
shows the parcel now moving towards the core region having higher temperature. Close to
TDC, i.e., -3 ° CA, the drop reaches the head region of the engine, and most of the lube
vapor initially deposited is reacting (consumed) as seen in Figure 40 (e). The ambient
temperature at -3° CA as seen in Figure 40 (f) is approximately equal to 860 K. However,
the cell just above the piston, where the stripped parcel initially deposited lube vapor
(circled in Figure 40 (f)) has a higher temperature comparatively. This is due to the reacting
lube vapor. The lube vapor in this cell eventually leads to pre-ignition as will be discussed
in the following paragraphs. The parcel temperature rises from 579 K to 600 K as the piston
reaches TDC, which is shown in Figure 41 (a). The parcel radius variation is shown in
Figure 41 (b). Though the parcel vaporizes, its radius increases due to the increase in its
temperature, and thus the decrease in its density.
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Figure 40: Cut plane y=0 distribution with parcel (black) of a) lube mass fraction b)
parent cell temperature at -18° CA, c) lube mass fraction d) parent temperature at -9 °
CA, e) lube mass fraction b) parent cell temperature at -3° CA

Figure 41: Variation of a) injected parcel temperature b) injected parcel radius with
crank angle

Figure 42 (a) shows the equivalence ratio variation for refined and parent cells containing
the parcel. At -20.97° CA before the parcel is stripped, the chamber contains methane
(natural gas)/air mixtures at an equivalence ratio of 0.6. Once the parcel is stripped and
evaporation begins, the lube vapor is assigned to refined cells as explained in Ref.[11]. The
refined (red) cells equivalence ratio curve is steeper than the parent cell (blue) curve, as the
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lube vapor is modeled to be uniformly distributed in the parent cell, which is 8 times larger.
The sudden fall in the curves (blue and red) indicates that the parcel has moved to the next
refined/parent cell. Two grid snapping events take place at -17.70° and -10.47°CA. The
effect of snapping at -17.70° CA on the equivalence ratio is shown by black circles in
Figure 42 (a). The new values after snapping are calculated as explained in Sec. 2.1.7.1.
There is a drop in equivalence ratio of both the parent and refined parcel-containing cells
as grid snapping artificially diffuses the lube vapor when the two layers are combined into
one. As the piston moves closer towards TDC, the equivalence ratio spikes become much
shorter and steeper. The increase in steepness is due to the higher temperature of the core
(which in turn heats the parcel) and the increase in temperature is due to compression. The
shorter duration is due to the smaller size of the cells in the core region, compared to the
outer chamber. Figure 42 (b) shows the comparison of the refined and parent cell
temperatures of the parcel-containing cell. Overall, there is an increase in the temperature
due to compression and the parcel’s moving closer to the hotter center of the chamber
(Figure 40). The decrease in the cell temperature as the parcel progresses in a new cell is
due to evaporative cooling and it is more pronounced in the refined cells due to its smaller
heat capacity (1/8th of parent). As piston reaches closer to TDC, the average temperature
reaches 860 K.
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Figure 42: a) Equivalence ratio b) Temperature variation of parcel-containing cell vs
crank angle

The cell into which the parcel was injected, pre-ignites (refined cell reaches 2000 K) at 3.13 CA. The igniting parent cell is shown in Figure 43 by the red legend. On reaching
pre-ignition, the center of the igniting refined cell is chosen as the kernel initialization
point for flame propagation as explained in Ref. [11].

Figure 43: Igniting parent cell (red legend) location in the chamber at 0 CA

Figure 44 shows temperature profile of the igniting refined cell from -10 CA onwards.
Once the temperature crosses 1000 K, there is an exponential rise to reach 2000 K within
1 CA. The factors leading to pre-ignition for this cell are attributed the following reasons.
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1) Firstly, higher parcel temperatures increase the chances for pre-ignition. The higher
vapor pressure due to higher parcel (surface) temperature results in increase in shedding of
lube vapor. The stripped parcel temperature is subject to the piston skirt wall temperature.
The piston skirt wall temperature was raised from 510 to 590 K to obtain a pre-ignition
case.
2) As the stripped parcel spends most of its time in this (igniting) cell, the most lube vapor
is added to the cell, which can be seen from the initial high peaks in Figure 42. Thus, a
parcel must be moving slowly, so it can deposit lube vapor and create a locally rich region.
Drawing from the same argument, highly turbulent flow field with swirl would move the
parcel quickly and tend to hinder ignition.
3) Although lube vapor is highly reactive, it requires sufficient time to react to reach
ignition temperatures of 2000 K. In the current case, as the igniting cell was the first cell
into which the stripped parcel was injected, it has ~ 21 CA before TDC to react which is
more time compared to other higher temperature core region cells, into which the parcel
enters much later.
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Figure 44: Igniting refined cell temperature vs crank angle

3.2 Wall film evaporation
The heat flux calculation models explained in Sec. 2.2.2 to Sec. 2.2.4 were implemented
in an in-house version of CFD code. The computational grid of a long channel was used,
which (shown in Figure 45) has a x-y-z dimension of 100 cm x 5 cm x 5 cm. The grid size
of one cell in the z and y direction was 1 cm and, in the x direction was 20 cm. The wallfilm
indicated by red circle is placed in one of the computational cells (shown in Figure 45-size
is not to scale). The resolution of the cells was intentionally chosen such that, it was large
enough to provide enough thermal capacity for the evaporation of the local wallfilm. For
all the cases presented in this work the initial ambient pressure and temperature was 2 bar
and 600 K, respectively. The initial ambient air composition used is shown in Table 7. The
transient numerical simulation was run from initial conditions up to a time of 13 ms. At
time 0, the steady state velocity profile of channel flow shown in Figure 46 was initialized.
The wallfilm was placed in the third cell (indicated by black dot in Figure 46) at 10 ms.
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Table 7: Initial composition of ambient gas
Species

Mole fraction

O2

0.215

N2

0.785

Figure 45: Isometric and section views of a square channel with wallfilm

Figure 46: Steady state velocity field in wallfilm containing x-z cut plane

The steady state entrance velocity just above the wallfilm was approximately 217 cm/s.
For study of single component liquids, iso-octane (iC8H18) [denoted by iC8 henceforth]
and n-heptane (nC7H16) [denoted by nC7 henceforth] are chosen. The composition of
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multicomponent liquid was chosen as 50-50 blend of n-heptane and iso-octane
(50nC7/50iC8), i.e., 50 % n-heptane and 50 % iso-octane (50nC7H16/50iC8H18) by mass.
For these, the initial wallfilm interior temperature was 298 K with wall temperature of 295
K (cold wall condition). The saturation temperatures for nC7H16, iC8H18 and
50nC7H16/50iC8H18 were 396.46 K, 398.33 K and 397.31 K, respectively. Lewis number
within the boundary layer (Figure 18) needed to compute external heat flux is calculated
as explained in Appendix 5.2A.2 and plotted for Nu-Le model in Figure 47 (b). For all
three compositions, Lewis numbers are greater than unity and show similar trends with
time. Lewis number is affected by the boundary layer temperature. This temperature is
calculated by weighted average having one-third contribution from the ambient gas
temperature (Figure 47 (a)) and the other two-third contribution from the wallfilm surface
temperature (Figure 48 (a)). The variation of ambient gas temperature with time is shown
in Figure 47 (a). The ambient temperature decreases with time, because of the latent heat
used for wallfilm evaporation. The variation of the Lewis number components, namely
thermal conductivity, density, specific heat and diffusivity is shown in Figure 49 (a-d),
respectively. All these properties decrease with time, due to decrease in the boundary layer
temperature, thus increasing the Lewis number. The wallfilm interior temperature profiles
of the three liquid compositions are shown in Figure 48 (b). The wallfilm interior
temperature initially decreases rapidly due to heat loss to the cold wall which is at 295 K.
It then reaches a steady temperature slightly above 295 K. Throughout the transient period
the temperatures of 50nC7/50iC8 case lie in between those of nC7 and iC8 cases. Table 8
gives the quantitative comparison of the temperatures for the three cases at 13 ms.
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Figure 47: a) Ambient temperature variation, b) Lewis number variation for NU-Le
model

Figure 48: a) Wallfilm surface temperature variation for NU-Le model, b) Wallfilm
interior temperature variation for NU-Le model
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Figure 49: Variation of properties used in Lewis number a) thermal conductivity, b)
density, c) specific heat, d) diffusivity

Table 8: wallfilm surface and wallfilm interior temperatures at 13 ms
nC7

iC8

50nC7/50iC8

Ts (K)

295.37

295.46

295.41

Tf (K)

295.20

295.25

295.22

Figure 50 (a) shows the external heat flux variation with time for U-Le model, NU-Le
model, and NU-Le model with correction (NU-Le-corr). All the models capture the
increasing transient behavior of external heat flux. In terms of relative quantitative
comparison of external heat flux at 13 ms, NU-Le-corr and U-Le model are 7.8 % higher
and 0.41 % lower than NU-Le model. The 7.8 % difference between NU-Le-corr and NU96

Le models is due to the different assumptions made in the derivations (Sec. 2.2.2/Sec.
2.2.3). On the other hand, the 8.21 % difference between U-Le and NU-Le-corr models is
attributed to the effect of varying Le number, i.e., non-unity Lewis number effect. In other
words, at 13 ms, the Lewis number effect on external heat flux is 8.21 % for this n-heptane
setup. Figure 50 (b) shows the wallfilm surface temperature (Ts) and wallfilm interior
temperature (Tf) for nC7 case using NU-Le model. The wallfilm interior temperature is the
temperature at half the thickness of the wall film. Tf initially is 298 K. On solving the
interface energy equation, Ts is estimated. As the ambient temperature (T∞) is 600 K, Ts is
always greater than Tf.. The transient pattern of both Ts and Tf eventually settles close to
the wall temperature which is kept constant at 295 K.

Figure 50: a) External heat flux for neat n-heptane, b) wallfilm surface and wallfilm
interior temperature for neat n-heptane for NU-Le model

Figure 51 (a) shows the external heat flux of the models for iC8 case. The pattern and the
quantities are very similar to nC7 case. This is due to iC8H18 and nC7H16 having very
similar vapor pressures. At 13 ms, the relative comparison of external heat fluxes of NULe-corr and U-Le models to NU-Le was 9.02 % higher and 1.26 % lower, respectively.
The difference between NU-Le-corr and U-Le models is 10.28 %, indicating the effect of
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Lewis number. In Figure 51 (b), the value of Tf and Ts at 13 ms is 295.25 K and 295.46 K
(also shown in Table 8), respectively. Figure 52 (a) shows the external heat flux for
50nC7/50iC8, and at 13 ms, the relative comparison of external heat fluxes of NU-Le-corr
and U-Le models to NU-Le model was 8.3 % higher and 0.75 % lower, respectively. The
Lewis number effect on the external heat flux is 9.05 %, which lies in between the neat
film cases (nC7-8.21 %, iC8-10.28 %). Figure 52 (b) shows the comparison of
multicomponent fuel composition on external heat flux for NU-Le model. The heat flux of
the multicomponent case lies between the single component values.

Figure 51: a) External heat flux for neat iso-octane, b) wallfilm surface and wallfilm
interior temperature for neat iso-octane for NU-Le model

Figure 52: a) External heat flux of the 50nC7/50iC8 blend, b) External heat flux for
comparison for NU-Le model
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Figure 53 shows the evaporation rate comparison for nC7, iC8 and 50nC7/50iC8 cases for
NU-Le model. Evaporation rate is calculated based on the energy balance and phase
equilibrium at the liquid-vapor interface and is mainly governed by the wallfilm surface
temperature. From the initial temperatures of wall, wallfilm interior, and ambient gas, the
wallfilm surface temperature decreases due to heat loss to the wall, and the evaporation
rate at the wallfilm surface also decreases eventually attaining a steady state value. It is
seen that the evaporation rate profile of 50nC7/50iC8 case lies between the two neat liquid
cases, but closer towards nC7 case. This behavior is consistent with the pattern of the
wallfilm surface temperature, as shown in Table 8.

Figure 53: Evaporation flux variation for NU-Le model
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Figure 54: a) External heat flux for tetradecane, b) Evaporation flux of tetradecane for
NU-Le model

For the study of heavy alkanes, n-tetradecane (nC14H30) was chosen. The case is referred
as C14 from here on. Initial wallfilm interior temperature Tf was chosen as 540 K to
encompass a wide Lewis number variation, and the wall temperature Tw was kept constant
at 340 K. The wall temperature was increased from 295 K (used for nC7, iC8, and
50nC7/50iC8) to 340 K for C14 to enhance evaporation rate to a noticeable level. The
saturation temperature of n-tetradecane for this condition is 558.95 K. Figure 54 (a) shows
that external heat fluxes for various models for C14 case. Initially the external heat flux is
very low, although the wallfilm interior temperature is close to the boiling condition.
Figure 54 (b) shows the evaporation flux variation with time. The film initially being close
to boiling condition (high wallfilm surface temperature), has a large evaporation flux
causing the exponential term

,

in the denominator of the external heat flux

expression to be large. In addition, the temperature difference between ambient and film is
only 60 K, which limits the external heat flux. Most of the latent heat for evaporation comes
from the film, initially when the external heat flux is low. With time, as the film loses heat
through the cooler wall, its temperature starts decreasing. The ambient temperature remains
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close to the initial value of 600 K due to the large heat capacity of the film containing
computational cell. This leads to increasing temperature differential between the ambient
and wallfilm surface, thus increasing heat flux (Figure 54 (a)). Figure 55 (a) shows the
variation of Lewis number in the thermal boundary layer. During the rapidly increasing
heat flux phase, Lewis number also changes rapidly from 1.07 to a steady state value of
4.76. The difference among the models is also the greatest during this transition to steady
state. Figure 55 (b) shows the variation of external heat flux vs Le. Comparing predictions
by U-Le (black) and NU-Le-corr (red-dot-dash) models clearly shows the effect of Lewis
number on external heat flux. The maximum difference was observed at a Lewis number
of 2.86, where Nu-Le-corr model predicts 32 % higher heat flux compared to U-Le model
(which neglects Lewis number effect). Close to unity Lewis number difference between
the curves decreases, until they match at unity Lewis number. After Lewis number of 2.86,
the difference in heat flux between NU-Le-corr and U-Le model starts decreasing. At 13
ms, the external heat fluxes by NU-Le-corr and U-Le models were 1.84 % and 1.63 %
higher than NU-Le model, respectively. The comparison of NU-Le-corr with NU-Le curve
shows that the importance of the simplifying assumptions made in the derivations also
varies with Lewis number. These assumptions have more consequences at mid-range
Lewis numbers.
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Figure 55: a) Lewis number variation of tetradecane for NU-Le model, b) External heat
flux for tetradecane

Figure 56: a) External heat flux for flash boiling of neat n-heptane, b) Lewis number
variation for flash boiling of neat n-heptane

Neat n-heptane flash boiling case was also simulated. Initial wallfilm interior temperature
of 420 K (saturation temperature 396.46 K) with wall temperature of 340 K was used.
Figure 56 (a) shows the external heat flux for different models. Transient Lewis number
variation is shown in Figure 56 (b). Under the conditions considered, Le numbers of the
n-heptane/air gas mixtures at 10 ms is smaller than unity. The mixture Le number initially
decreases while the film is superheated (note that the wallfilm surface temperature is fixed
at the boiling temperature) during the flash boiling state, and then increases to the steady
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state value of 1.74 in the normal evaporation condition. All the models (NU-Le, U-Le, NULe-corr) show very small external heat flux when the wall film is in superheated state (up
to 10.13 ms). This is due to the large value of the exponential term

, caused due to

the large flash boiling evaporation rates, which is shown in Figure 57 (a) & (b) for NULe model. Figure 58 shows the variation of wallfilm surface, wallfilm interior, and
saturation temperatures with time. The wallfilm surface temperature equals the saturation
temperature in the flash boiling state which lasts up to 10.13 ms. Note that, due to a slight
increase of chamber pressure caused by the flash boiling process, the saturation
temperature is seen to slightly increase during the flash boiling period (Figure 58 (b)). The
wallfilm interior temperature decreases from 420 K initially to saturation temperature of
396.46 K. Once entering the normal evaporation conditions, the wallfilm surface and
wallfilm interior temperatures eventually reach steady state value close to the wall
temperature of 340 K.

Figure 57: a) Evaporation flux of neat n-heptane flash boiling for NU-Le model, b)
zoomed in view of (a)
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Figure 58: a) Wallfilm interior temperature (Tf), wallfilm surface temperature (Ts),
saturation temperature (Tsat) variation for flash boiling of neat n-heptane, b) zoomed in
view of (a)
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4 Conclusions
4.1 Pre-ignition
In the present study, pre-ignition mechanism was investigated. In order to simulate the
generation and ignition behavior of lube-oil drops, various sub-models were developed and
implemented to the CFD code, including an inter-code-communication feature. The
predicted drop motion and ignition were well validated against experiment data of single
drop injection. Then, further simulations were performed to identify the factors which
govern lube-oil drop ignition in a CVCC. Additionally, a model for snapping and rezoning
of refined cells in moving grids was developed to be combined with the SPIC model and
implemented into an in-house CFD code. An oil film stripping model was developed
including oil film dynamics on the cylinder walls in a marine natural gas engine. The effects
of variation of parameters such as initial film thickness and initial film velocity on the
probability of stripping were discussed. Finally, after lube oil drops are stripped, the SPIC
model was applied and factors affecting pre-ignition of oil drops were studied. The
following conclusion/recommendations regarding lube oil stripping and pre-ignition and
its prevention can be drawn.
1) The mechanism of pre-ignition occurring in a gas-engine could be identified though the
present model to describe the combined processes of lube oil dynamics, stripping, twophase motion and phase change, and the reaction chemistry of localized mixtures.
2) Stripping from lubricating oil film layers into the combustion chamber is a rare event
and does not occur for normal/designed film thicknesses.
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3) For stripping condition to be satisfied, i.e., critical angle less than radians in the present
study, an initial film thickness required to be greater than190 m with an initial film
velocity of 80 cm/s or greater.
4) Once oil drops are stripped, the local mixture equivalence ratio in a refined-cell should
meet a threshold in order to drive the pre-ignition process. Higher local equivalence ratio
can occur when the oil drop stays stationary or moves at very low velocity in a high
temperature region (e.g., the engine core) for a long time. Thus, combustion chamber must
be free of hot spots to reduce the probability of pre-ignition.
5) Oil drops moving quickly through the chamber are not likely to cause pre-ignition as the
equivalence ratio of local parent/refined cell mixtures stays low, even though the
evaporation rates in those cells increase due to higher relative velocities between the
ambient gas and the drops.

4.2 Wall film evaporation
Analytical expressions for heat fluxes to determine evaporation rate of multi-component
liquid film were derived for unity and non-unity Lewis number conditions. The
performance of the developed models was demonstrated for single (light and heavy
alkanes) and multi-component wallfilms under the conditions of normal evaporation and
flash boiling. NU-Le-corr model successfully predicts the effect of variable Le number in
the evaporation process. The difference of predicted external heat flux between the nonunity Le models (NU-Le and NU-le-corr) and the unity Le model (U-Le) is inversely
proportional to the Lewis number. Thus, the phase change predictions by models based on
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unity Lewis number assumption become invalid, in particular, under low Lewis number
conditions.
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5 Future Work
5.1 Pre-ignition
In the present work, the physical properties of lube oil are modeled as n-heneicosane
(nC21H44). However, the real composition of lube oil includes various additives (used for
modifying properties) along with the base oil. Various literatures have shown that these
additives affect pre-ignition behavior. Among additives, Calcium and sodium additives
were shown to promote Low speed preignition (LSPI) under some conditions [53]. On the
other hand, additives such as ZnDTp and MoDTC were found to reduce LSPI [12, 53].
The effect of such additives must be incorporated in the reaction mechanism. This needs
to be investigated in the future.
As lube oil in engines age, it results in composition change due to oil degradation.
Oxidation is the primary mechanism of oil degradation. It happens after depletion of
antioxidant additives (used to prevent oil oxidation) present in the oil. During oxidative
degradation phase, the formation of polar compounds such as ketones, alcohols, carboxylic
acids and esters take place. This change in composition as a function of time (ageing) and
its effect on pre-ignition needs to be studied further.
At higher loads, due to higher in-cylinder gas temperatures, there is increased NOx
production which can cause increase in NO2 in engine oil [54]. Kim et. al [55] also showed
that oil nitration occurs in gasoline engines before oil oxidation. Lee et. al [56] showed
there was oxidation for the lubricant in the piston top ring area and oil degradation was a
function of load. Based on these results Spitter et al [57] have hypothesized the nitration
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of lubricant oil effect on pre-ignition by running with RON 70 fuel blended with 6.5 % of
nitro methane CH3NO2. They observed significantly higher pre-ignition. The methodology
of incorporating the effect of oil nitration on the lube oil reactivity is to be further
researched.

5.2 Wall film evaporation
The analytical expression for external heat flux from ambient surroundings to the wallfilmgas interface was derived in the present work. Currently the wallfim temperature
distribution along its height is modeled to be piecewise linear and its species concentration
is assumed constant. To improve accuracy of the simulation, the wallfilm domain can be
discretized and the temperature and species distribution can be obtained by solving the
energy and mass (species) conservation equations. The wallfilm liquid phase can further
be coupled with the solid wall by solving for the solid thermal field. Thus, all three phases
namely gas, liquid and solid phases can be coupled.
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A

Appendix: Calculation of

A.1

Calculation of

Taking the definition of

and Lewis number

from Sec. 2.2.2

Appling Taylor expansion to f() around =0 gives
0

,

,

2

Aeq. 1

,

where R3 denotes higher order remaining terms. Since the analysis is limited within the
boundary layer in the physical domain, i.e.,   1,  is replaced with unity and the value
of f( = 1) is approximated as

1

,

0

,

,

2

,

,

,

1

Aeq. 2

Also, the exponential term in the denominator of the second term of the right-hand side of
Aeq. 2 can be approximated as
Aeq. 3
1
1
where  is the constant to approximate the higher order remaining terms. Therefore,
inserting Aeq. 3 into Aeq. 2 gives
,

1

,

,

,

,

,

,

,

Aeq. 4

1
2
Using a new form of the function defined in the physical domain, g(), to replace f( = 1)
yields
,

,

2
Rearranging Aeq. 5 gives
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,

,

Aeq. 5

,

Aeq. 6
,

,

0
,
,
,
,
2
Solving Aeq. 6 and considering the positive solution gives the functional form of g() as

Aeq. 7

,

1

2
1

,

2

2

,

,

,

,

,

,

2
For

we have 3 conditions to be satisfied, as below.
0
,

,

4

,

2

Aeq. 8
,

,

,

Aeq. 9

,

0

0
Aeq. 9 is a quadratic equation of the form

Aeq. 10

where
,

1,

,

,

,

,

,

Thus, from the condition in Aeq. 10 the solution has the form
√

0
√

4

∓√
∓√

0
4

4
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,

,

The limiting solution is
4

√
Assuming,

is negative, then

0
Substituting for
,

and and simplifying the following condition is obtained
,

,

,

,

,

,

,

,

,

,

,

,

,

,

,

0

,

0

,

,

,

,

,

,

,

An appropriate constant

is determined to satisfy the above condition and used in the

calculation using the model.
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A.2

Calculation of Lewis number

For NU-Le model, the concentration boundary layer
and the Lewis number

boundary layer

is evaluated from the thermal

using the approximate relation as

The Lewis number within the boundary layer is evaluated at
0.333 is denoted by the suffix

properties at

0.333 (Figure 18). If the

, then the Lewis number

is given

by
,

,

Where for

multi component liquid species and

at temperature

,

are

,

,

∑

,

∑

,

,

1

,

,

∑
,

total species, these properties evaluated

,

,

,

1

,

∑

,

∑

∑

,

,

,
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,

∑

where

,

,

∑

,

,

,

,

,

,

,

,

,

,

,

,

,

,

,

,

, ,

,

are

the

wallfilm

surface temperature, free stream temperature, binary diffusion coefficient of liquid species
with respect to air, mole fraction of species , mass fraction of species , wallfilm surface
mass fraction of species , free stream mass fraction of species , wallfilm surface mole
fraction of species , free stream mole fraction of species , thermal conductivity of species
, specific heat capacity of air, free stream pressure, universal gas constant, molecular
weight of species , respectively.
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