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CHAPTER 1 INTRODUCTION 
 Discrete event systems have been studied for more than three decades. During this time, 
the theory of discrete event systems has developed in many aspects. Supervisory control is the 
main control theory developed for discrete event systems [1-6].  The supervisory control is based 
on the concept of controllability and observability. The controllability requires that all events to 
be disabled must be controllable [3]. The observability requires that whenever there are two strings 
that look the same to the supervisor, the control action after them must be consistent [7]. 
Controllability and observability characterize the existence condition for a supervisor. Several 
extensions to basic supervisory control theory have been investigated [8]. Examples include 
decentralized control [2, 9], on-line control [10], limited or variable lookahead control [11], and 
robust and adaptive control [12]. In order to control or supervise a discrete event system, we need 
to estimate the current state of the system. State estimate problems of discrete event systems are 
first investigated by Wonham [13], Ramadge [14], and Ozveren and Willsky [15]. Since then it 
has become one of the important problems in discrete event systems. If we cannot determine which 
state the system is in, then we want to know the set of all possible state that the system may be in. 
We call this set “state estimate”. There are many examples to show the importance of state 
estimation. For example, the state estimate of a train is important, if at some point, two trains have 
to use the same railroad. We need to make sure that we can accurately estimate the state of each 
train (train’s location) in order to avoid collision. Another important application for state 
estimation is in medicine, where estimating the disease stage is very important. Therefore, the first 
question to ask is: Can we determine which state the system is currently in? If the answer is “no”, 
then the second question is: Can we distinguish safe states from unsafe states? Detectability theory 
attempts to answer these and other questions. In this dissertation, we investigate detectability of 
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networked discrete event systems, which ensures that the states of a discrete event system can 
always be detected when delays and losses are introduced into the system. 
1.1 Overview of Discrete Event Systems 
1.1.1 Modeling of Discrete Event System  
 The system can be defined as, according to IEEE Standard Dictionary of Electrical and 
Electronic Terms, a set of components act together to perform a specific function not possible with 
individual parts [1]. The system in general can classified into dynamic and static systems. In 
dynamic systems, the output of the system depends on the past values of input. In contrast, the 
output of the system is independent of the previous values of the input in case of static systems. 
Dynamic systems can be either time-varying or time-invariant systems. In time-invariant dynamic 
systems the output of the systems does not depend on time explicitly. Most of the systems we deal 
with in system analysis are classified as time-invariant dynamic systems. Depending on the nature 
of the system, time-invariant dynamic systems can be further classified to linear or nonlinear 
systems. Furthermore, nonlinear time invariant dynamic systems can be classified to continuous-
state and discrete-state. Figure 1 illustrates system classification. 
 Discrete event system can be classified as a nonlinear time-invariant dynamic system. 
Discrete event system is a system that moves from one state to another when an event occurs. 
Discrete event systems are called event driven systems because the system stays in one of its states 
until the occurrence of the next event. One of the methods used to describe a discrete event system 
is the automaton. 
 Many systems can be modeled as discrete event systems that consist of discrete states and 
discrete events [16-18]. For example, the printer can be in three possible states: working, idle, and 
broken-down state. Transition from working state to idle state can happen when the printer finishes 
the current task, so we call that the event that causes the printer to change its state form working 
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state to idle state. The transitions between states are called events of the discrete event system. The 
system generates infinite sequences of events known as strings. A set of strings is defined as 
language. The set of all strings started from the initial state is defined as prefix-closed language. 
Likewise, if the language ended in a marked state, we call it marked language.   
 
 
 
 
 
 
 
 
 
 
 Figure 2 shows how printer can be viewed as a discrete event system. In this discrete event 
system, the states are: working state, idle state, and broken state. The events are: 𝛼, 𝛽, 𝜆, and 𝜏. 
 
 
 
Figure 1. System classification. 
Linear 
Time-varying 
Systems 
Static Dynamic 
Time-invariant 
Nonlinear 
Continuous-
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1.1.2 Detectability of Discrete Event Systems  
 Shu and Lin [19] and Shu et al. [20] investigate state estimates and detectability 
systematically. Detectability is defined as the ability to determine the current state and subsequent 
states of a system based on observation. In [19], four types of detectabilities are defined with 
different uses in different applications.  Intuitively, they can be explained as follows. (1) Strong 
Detectability is the ability to determine the current state and subsequent states of the system for all 
trajectories of the system after finite number of observation. (2) Detectability is the ability to 
determine the current state and subsequent states of the system for some trajectories of the system 
after finite number of observation. (3) Strong Periodic Detectability is the ability to periodically 
determine the current state of the system for all trajectories of the system. (4) Periodic Detectability 
is the ability to periodically determine the current state of the system for some trajectories of the 
system. Depending on whether the requirement is strong or weak in an application, different 
detectabilities can be used. Strong detectability is the strongest among the four, while periodic 
detectability is the weakest. 
 A problem related to detectability is diagnosability, which is investigated extensively in 
discrete event systems. The earlies works on diagnosability appear in [21-64] and many subsequent 
works have been done. In diagnosability study, a discrete event system may fail. The failures are 
described by events, which are unobservable. A discrete event system is diagnosable if the failure 
Idle 
Broken Working 
α
f  
β  
τ 
λ 
Figure 2. Printer as a discrete event system. 
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events can be detected after some finite observations of events. The difference between 
detectability and diagnosability is that while detectability tries to detect the state of a system, 
diagnosability tries to detect failure event in a system. 
 Another property related to detectability is opacity [65-71]. While detectability describes 
the ability to determine the states of a discrete event system, opacity describes the ability to hide 
the states or other information about a system. Obviously, detectability and opacity are used for 
different applications. 
 In some applications, determining current state and subsequent states of discrete event 
system may be too restrictive. Instead, we may need to check whether the system stays in subset 
of states after finite numbers of observations. Therefore, D-detectability was introduced and 
investigated by Shu and Lin [19]. D-detectability reduces the need of checking the current and 
subsequent states to just distinguish certain pairs. D-detectability is defined as the ability to 
distinguish certain state pairs instead of the current and subsequent states of the system. There are 
some applications that just require the d-detectability; for instance, checking observability of a 
language, checking diagnosability of a language, checking feasibility of communication system, 
and checking detectability of a system [72]. 
 Detectability of discrete event systems has been extended to other classes of detectabilities. 
For example, I-detectability, Delayed detectability and Co-detectability. I-detectability is defined 
as the ability to determine the initial state of the system [73]. I-detectability is usually significant 
in the problems that requires knowing the initial state of the system. Another type of detectability 
is the delayed detectability. Delayed detectability checks the state of the discrete event systems 
after observing 𝑘1 + 𝑘2 observable events [74]. In Co-detectability, the objective is to define the 
current state of the system when we have a set of local agents [75]. The discrete even system is 
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called co-detectable if at least one local agent can determine the current state of the system after 
finite number of observations. We need Co-detectability when we have distributed systems. 
1.2 Problems and Motivation  
 All detectabilities investigated so far assume that communications between the 
agent/supervisor and the plant are reliable and instantaneous. In other words, there is no delay 
and/or loss in communication. This assumption may be true for non-networked discrete event 
systems but is not true for networked discrete event systems. In a networked discrete event system 
(Figure 3), where communication between the agent/supervisor and the plant are carried out over 
a shared communication network, communication delays and losses are unavoidable [76, 77]. How 
to handle communication delays and losses is an important problem in networked systems, 
including networked discrete event systems. Control of networked discrete event systems is 
investigated in [78-86]. Since intermittent sensor failures are equivalent to losses in 
communication, a new language operation that allowed address communication losses (but not 
delays) in diagnosis of networked discrete event systems has been introduced in [87].  
 
   
 
 
 Networked systems are now widely used in everyday life, because it is modular, flexible, 
scalable, easy to update, diagnose, and maintain. Because more and more systems are networked 
systems, it is important to investigate detectability of networked discrete event systems. 
Introducing the delay and/or loss means that all types of the detectability need to be modified or 
changed to be applied for the networked discrete event systems. This problem is very serious when 
Agent/ 
Supervisor  
Plant Network 
Figure 3. A networked discrete event system. 
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the supervisor misses to detect an event that may take the whole system to a prohibited state and 
cause the system to stop or crash. To prevent unpleasant consequences, we must be able to detect 
the discrete event system even under the case of delays and losses.  
 We assume that the communication channel satisfies FIFO (first in first out) property. In 
other words, messages may be delayed, but the order in which they will be received is same as the 
order they are sent. This assumption is made in all works in networked discrete event systems. It 
is a reasonable assumption if messages are sent using a single channel. On the other hand, if this 
assumption is violated, then it will be very difficult, if not impossible, to estimate the state of the 
system from the sequence of events observed, because order is most essential in event sequences.  
1.3 Dissertation Organization  
 The remaining dissertation is organized into three chapters and can be summarized as 
follows. 
 In chapter 2, we conduct literature review about what have been done in the area of 
detectability of discrete event system to give an idea about the subject. 
 In chapter 3, we introduced different notations used to formalize networked discrete event 
systems. We assume that the systems can be nondeterministic. We also consider both 
communication delays and losses. We review how to estimate states under communication delays 
and losses. Moreover, we define network detectability and strong network detectability. We derive 
necessary and sufficient conditions for network detectability and strong network detectability. We 
develop algorithms to check whether a discrete event system is network detectable and/or strongly 
network detectable. 
 In chapter 4, we investigate D-detectability of networked discrete event systems. Four 
types of networked D-detectabilities are defined along with the algorithm to check the different 
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types of networked D-detectabilities. We give an example of power distribution system as 
networked discrete event system. 
 In chapter 5, we discuss various properties of networked discrete event systems. We also 
give some examples to illustrate these properties. Most of the properties are valid for both 
networked detectability and D-detectability. 
 In chapter 6, we investigate I-detectability of networked discrete event systems. This 
chapter consists of four sections. First, mathematical background required for investigating 
network I-detectability.  Second, definitions of I-detectabilities of networked discrete event 
systems. Third, checking I-detectabilities of networked discrete event systems.  Last, an algorithm 
to check I-detectabilities of networked discrete event systems.  
 In chapter 7, we study co-detectability of networked discrete event systems. Like chapter 
6, this chapter consists of mathematical background required for investigating network co-
detectability, definitions of co-detectabilities of networked discrete event systems, checking I-
detectabilities of networked discrete event systems, and an algorithm to check I-detectabilities of 
networked discrete event systems. 
 In chapter 8, we conclude and summarize our work and point out the main contribution of 
our dissertation. 
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CHAPTER 2 RELATED WORK 
 State estimation problems of discrete event systems was first investigated in 1986 by 
Ramadge [14], and since then it becomes one of important problems. Ramadge used a 
nondeterministic automaton model for a discrete event system to determine the current state of the 
system from a sequence of past events. The scheme has demonstrated valuable in the theoretic 
examination of number of fundamental supervisory control issues [88-90]. The motivation to study 
state estimation problem for the author came from the importance of state estimate in supervisory 
control. In [14], weak observability, strong observability, and coobservability are investigated. In 
weak observability, there is no two different states in 𝐺 that have the same sets of event and output 
trajectories. Strong observability, on the other hand, is defined as there is no different states in  𝐺 
that have common event sequence that can generate a  common output sequence [14]. Ramadge 
started with a nondeterministic automaton 𝐺 = (𝑄, ∑, 𝛿), which means that the initial state is 
unknown. He concluded that pair (G, h) is trackable if for each pair (𝜎, 𝑞) ∈ ∑×𝑄 if 𝑞1, 𝑞2 ∈
𝛿(𝜎, 𝑞) with 𝑞1 ≠ 𝑞2, then h(𝑞1) ≠ h(𝑞2). Therefore, the next state can be uniquely determined 
when we know the current state, the next event and the next output. Also, the author introduced 
the observation algebra; a subset 𝐴 of 𝑄 is said to be an observation algebra for 𝐺 if for each 𝜎 ∈
∑  
𝑆 ∈ 𝐴 implies δ(σ, S) ∈ A 
The conception of observation algebra can be used to solve some tracking problems with minimum 
of oracle consultations.  
 In 1988, Caines et al. [91] presented a dynamical logic observer to estimate the current 
state of input-state-output automaton. the main reason of the paper is to show that Artificial 
Intelligence and Systems and Control Theory are related [92, 93]. The author used simple 
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dynamical systems represented by partially observed automata to explore the state estimation 
problems. The state estimations have been constructed from automata using two forms, 
construction of classical dynamical system and the construction of dynamical logic system. In 
classical dynamical system, the system creates a sequence of state estimates. Dynamical logic 
system, on the other hand, creates sequences of propositions that properly describe the properties 
of state of the automaton. The paper is basically divided into four main parts. The first part 
discusses the dynamical observer problem for finite automata. In this section, a deterministic state 
output finite automaton has been used to model the dynamical observers. Moreover, the section 
suggests several definitions related to the dynamical observers. The second part of the paper 
presents the dynamical logic systems. Also, this section introduces some definitions to define some 
properties of the dynamical logic observers. Third section presents the main theorem that links the 
observability of input-state-output automaton with the existence of a convergent classical 
dynamical observer and the existence of a convergent dynamical logic observer [94]. Furthermore, 
this section shows the general design procedure of the classical dynamical observer for the system 
output automaton using the notation of DAG observer tree. In the fourth section of the paper, the 
authors give an example to explain the state estimation problem using the concepts presented in 
their paper. In conclusion, the paper presented a new conception of a dynamic logic systems or 
DLS. The paper presented new type of observers, dynamical logic observers. The dynamic logic 
observer is a DLS designed to yield a state estimates for dynamic system whose dynamics can be 
specified in the dynamical axioms of DLS [91].  
 In 1990, Özveren and Willsky [15] introduced concepts of observability and resiliency for 
discrete event systems [16, 95, 96]. The paper consists of three main sections, and we will try to 
briefly summarize these sections. In the first section, the authors presented the mathematical 
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background needed to pursue further in the paper. The authors characterized the notions of state 
observability, persistent states and always-observability, indistinguishability, and observability 
with delay. Also, the section suggests algorithms to construct suitable observers. The second 
section, however, discusses the observer implementation and complexity. The main objective of 
this section is to argue the complexity of the constructed observer. The computation complexity 
of the observer discussed can be executed polynomial time, but the cardinality of the state space 
could be exponential in some cases. The third section of the paper talks about the resiliency of the 
observers constructed in section one. For example, the authors wanted to know how resilient the 
observer is in case there is an error in the output string we observe. The authors showed that if the 
system is observable, then the error propagation will never occur; this means the observer is always 
resilient. In summary, the authors had developed polynomial algorithms to check the observability 
and build resilient observers; the observer 𝑂𝑅 is always resilient as long as the system is 
observable. However, the cardinality of the observer’s state space can be exponential.  
 In [20] Shu, Lin, and Ying defined the detectability in discrete event systems by the 
observation of some event observation and/or some state observation. They assume that the state 
of the system is not known in the beginning. Detectability of discrete event systems is very 
important especially when it comes to medical application [97, 98]. The paper is divided into two 
sections. The first section was to define the basics of the discrete event systems, and how many 
system can be modeled by the discrete event systems. The discrete event system is modeled using 
automaton of the generator. 
𝐺 = (𝑄, ∑, 𝛿) 
where 𝑄 is the set of discrete states, ∑ the set of events, and 𝛿: 𝑄× ∑ → 𝑄 the transition function. 
As it has been mentioned before, the state estimation used is based on observation of some events 
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and/or some states. The event observation is described projection 𝑃: ∑∗ → ∑𝑜
∗ . The output 
observation, on the other hand, is described by output map ℎ: 𝑄 → 𝑌. To simplify things, the 
authors assume that the automaton G is deadlock free so that at least one event is defined for the 
system at any time. The second section of the paper was designated for state estimation and 
detectabilities. In this section, the authors defined four properties of the detectabilities. Strong 
detectability, weak detectability, strong periodic detectability, and weak periodic detectability 
were defined. Moreover, the authors constructed an observer to check the four types of 
detectabilities. The observer is used to check detectability through four criterions. The necessary 
and sufficient conditions for the four types of detectability were driven and tested by constructing 
an observer. The observer constructed has an exponential complexity, so more time is required to 
check the detectability of the system.  
 In [19], Shu and Lin modified the work proposed in [20], and they used a nondeterministic 
automaton instead of deterministic automaton. However, [19] presented some extra work; for 
example, the authors devolved a technique, which called detector, to check strong detectability 
and periodic strong detectability with the polynomial complexity instead of exponential 
complexity. Another contribution of [19] was introducing D-detectability, which relaxes the 
requirement of estimating the current of the system to just distinguishing certain pairs of state. this 
type of detectability is useful in the case where determining the current state and subsequent states 
is too restrictive. The paper has three main sections. In the first section, the authors started with 
nondeterministic automaton, and they redefined detectability, detectability, strong periodic 
detectability, and periodic detectability. The problem of checking these four types of detectability 
has been solved by constructing a 𝐺𝑜𝑏𝑠 observer. Constructing 𝐺𝑜𝑏𝑠 can be done by changing all 
the unobservable events in the automaton to empty string and converting the nondeterministic 
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automaton to a deterministic automaton. By construction the observer, Shu and Lin checked the 
four types of detectabilities. Polynomial algorithms were the main topic for the second section of 
the paper. In this section, a detector, 𝐺𝑑𝑒𝑡, for checking detectability was proposed because the 
computational complexity of the constructing the observer is exponential. The detector reduces the 
computational complexity from exponential to polynomial, and that was a great contribution in 
this paper. The last section for this paper was about d-detectability. D-detectability is an extension 
of the detectability. In D-detectability, the requirement for determining the current state of the 
discrete event system is relaxed to just distinguishing certain pairs of states of the system. The 
authors also defined four types of D-detectability (strong D-detectability, D-detectability, strong 
periodic D-detectability, and periodic D-detectability). Briefly, the work provided in [19] has 
added some extra effort to [20]. For example, a nondeterministic discrete event system automaton 
has been used instead of deterministic discrete event system automaton. Also, the computation 
complexity of checking strong detectability and strong periodic detectability is reduced to 
polynomial by constructing a detector. Another contribution of this paper is introducing D-
detectability, an extended form of detectability.  
 Shu and Lin also published an IEEE paper [73] in 2013; the paper investigated the initial 
state estimation or I-detectability of the discrete event systems. I-detectability defined as the ability 
of estimating the initial state of the system. I-detectability is important in some applications such 
as offline fault diagnosis [99, 100]. The importance of initial state detectability comes from the 
fact that sometimes we may need to determine the state of the system after the occurrence of a 
failure, so it would be easy to fix the system. In [73] two types of I-detectabilities are defined: 
weak I-detectability and strong I detectability. Besides, I-observer was constructed to check strong 
I-detectability and weak I-detectability. Authors also constructed the I-detector to check I-
14 
 
 
 
detectability in polynomial complexity. In the first section of the paper, an introduction to the 
modeling of the discrete event system has been provided, and definitions for I-detectability are 
given. The second section in this paper was about I-observer and I-detector. I-observer has been 
constructed to check both types of initial state detectabilities. Because the computational 
complexity for I-observer was exponential, I-detector has been also constructed to reduce 
complexity to polynomial. However, Constructing I-observer and I-detector are more complex 
than constructing 𝐺𝑜𝑏𝑠 and 𝐺𝑑𝑒𝑡 because more modifications are required to be applied to the 
discrete event systems. In the last section, the authors introduced closed-loop I-detectability. When 
we have weakly I-detectable system, the system is called closed-loop strongly detectable if we can 
come up with appropriate controller to attain that. The authors developed an algorithm to check if 
the system is closed-loop detectable or not. 
 In 2013, delayed detectability of discrete event systems was proposed by Shu and Lin in 
[74]. The authors extended the detectability problem to delayed detectability. The delayed 
detectability investigates system state at event 𝑘1𝑡ℎ after observing 𝑘1 + 𝑘2 observable events. 
The paper is divided into four parts. In part one, the authors introduced the discrete event system, 
and they used nondeterministic automaton to model the discrete event system. However, there 
were two assumptions used to describe the automaton: First, the automaton is deadlock free. 
Second, no loops in the automaton contain only unobservable events. Moreover, the authors 
defined the delayed detectability, or (𝑘1, 𝑘2)-detectability, as “A discrete event system 𝐺 is 
(𝑘1, 𝑘2)-detectable if after 𝑘1 event observations, we can determine the state of the system after 
𝑘2 steps of delays for all trajectories” [9]. In the second part of the paper, various properties of 
delayed detectability were investigated and proved. Also, in order to check whether the system is 
delayed detectable or not, an observer has been constructed to check the delayed detectability. 
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Because the computation complexity of the observer is exponential (bounded by 2|𝑄|), a detector 
𝐺𝑑𝑒𝑡 has been constructed. The cardinality of state space of the detector is bounded by |𝑄|
2 + 1. 
In the third part, however, the authors suggested four algorithms to check whether a system is 
(𝑘1, 𝑘2)-detectable or not for a given 𝑘1 and 𝑘2. In the fourth part of the paper, the relation between 
delayed detectability with observability, diagnosability, and detectability are discussed. In 
summary, the paper investigated the delayed detectability. Also, the authors provided the proofs 
for various properties of delayed detectability. Another important contribution for this paper is that 
it provided efficient polynomial algorithm to check delayed detectability. 
 In [75], Shu and Lin investigated co-detectability or decentralized detectability. Co-
detectability is an extension for the detectability. Co-detectability investigates the detectability of 
the discrete event systems when we have a set of local agents, and each agent has limited 
observations. Co-detectability can be defined as the ability to determine the current state of the 
system after limited number of observations using at least one local agent. It is very important to 
point out that the agents do not communicate among themselves. There are four types of co-
detectabilities, and they are co-detectability, strong co-detectability, strong periodic co-
detectability, and periodic co-detectability. The paper consists of two parts. The first part was to 
introduce and defined each type of co-detectability. For example, co-detectability was defined as 
“the discrete event system is called co-detectable if the current state and subsequent states of the 
system is known to at least one agent for some trajectories of the systems after finite number of 
observations”. In the second part of the paper, a co-observer was introduced to check co-
detectability of the discrete event systems. Based on the co-observer, theorems to check all types 
of co-detectabilities of the discrete event systems were introduced. Moreover, the authors 
constructed a co-detector to check the strong versions of co-detectabilities in polynomial 
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complexity because the cardinality of the state space of the co-observer is exponential. Overall, 
the paper extended the detectability of centralized discrete event systems to decentralized discrete 
event systems. Various types of co-detectabilities were defined and checked using co-observer. 
Also, to reduce computation complexity, a co-detector was constructed to check strong co-
detectability and strong periodic co-detectability in the polynomial complexity. The author 
suggested to investigate the case when there is some communication between the agents as a future 
work. 
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CHAPTER 3 NETWORKED DISCRETE EVENT SYSTEMS AND 
OBSERVATION 
3.1 Mathematical Background  
 In a networked discrete event system, the agent/supervisor and the plant are connected via 
a communication network. We assume that the networked discrete event system is modeled by a 
nondeterministic automaton  [1, 7, 101]: 
𝐺 = (𝑄, ∑, 𝛿, 𝑄0) 
where 𝑄 is the finite state set, ∑ is the finite event set, δ：𝑄×∑ → 2𝑄 is nondeterministic transition 
function, and 𝑄0 is the set of possible initial state. The language generated by 𝐺 is denoted by 𝐿(𝐺) 
[102]. Language is defined as the set of all possible trajectories over ∑. Language is a special type 
of set, and all set operations are applicable on the languages. If  ∑ = {𝑎, 𝑏, 𝑐}, we can have: 
 𝐿1 = {𝜀, 𝑎, 𝑎𝑏𝑏, 𝑏𝑎𝑏𝑏𝑐}, 
 𝐿2 = {𝑎𝑙𝑙 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑠𝑡𝑟𝑖𝑛𝑔𝑠 𝑜𝑓 𝑙𝑒𝑛𝑔ℎ𝑡 3 𝑤𝑖𝑡ℎ 𝑒𝑣𝑒𝑛𝑡 𝑎} =
{𝑎𝑎𝑎, 𝑎𝑎𝑏, 𝑎𝑎𝑐, 𝑎𝑏𝑎, 𝑎𝑏𝑏, 𝑎𝑏𝑐, 𝑎𝑐𝑎, 𝑎𝑐𝑏, 𝑎𝑐𝑐},  
or 𝐿3 = ∑
∗ = {𝜀, 𝑎, 𝑏, 𝑐, 𝑎𝑎, 𝑎𝑏, 𝑎𝑐, 𝑏𝑎, 𝑏𝑏, 𝑏𝑐, 𝑐𝑎, 𝑐𝑏, 𝑐𝑐, … } 
however, there are some operations that apply to just languages, and these include Concatenation, 
Prefix-closure, Kleen-closure. Table 1 shows some operations that can be applied to languages.  
 The events are classified into observable events  ∑𝑜 and unobservable events ∑𝑢𝑜. We use 
∑∗ to represent all possible strings over ∑. A string is defined as a finite sequence of events [103]. 
There are some basic operations that can be made over a string. For example, assume we have two 
strings 𝛼𝛽𝛾 and 𝛿𝜂𝜆, then there are some basic operations that can be done of these strings. First, 
concatenation of the last two strings will be 𝛼𝛽𝛾𝛿𝜂𝜆. Second, there is an identity element for any 
string, and that element is empty string. Empty string is usually represented by "𝜀", so 𝜀𝛼𝛽𝛾 = 
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𝛼𝛽𝛾𝜀 =  𝛼𝛽𝛾. Finally, if we have the string 𝑠 = 𝛼𝛽𝛾, 𝛼 is a prefix of s, denoted by 𝛼 ≤ 𝑠;  𝛽 is a 
substring of  𝑠;  𝛾 is a suffix of 𝑠. 
Table 1. Some operations on languages. 
Operation on languages Definition 
Concatenation Let 𝐿1, 𝐿2 ⊆ ∑
∗, then 𝐿1𝐿2 = {𝑠 ∈ ∑
∗: 𝑠 =
𝑠1𝑠2 ∧ 𝑠1 ∈ 𝐿1 ∧ 𝑠2 ∈ 𝐿2}. 
Prefix-closure Let 𝐿 ⊆ ∑∗, then ?̅? = {𝑠 ∈ ∑∗: ∃𝑡 ∈ ∑∗)𝑠𝑡 ∈
𝐿} 
Kleen-closure Let 𝐿 ⊆ ∑∗, then 𝐿∗ = {𝜀} ∪ 𝐿 ∪ 𝐿𝐿 ∪ 𝐿𝐿𝐿 ∪. .. 
 
 In discrete event systems, we deal with sets and set notations, so it is very useful to explain 
various set operations and abbreviations. In metaethical statements, we use symbols instead of 
words to describe a specific mathematical relation. There are some basic connectives to describe 
basic logic connectives of sets as shown in Table 2 [104]. 
Table 2. Logic connectives. 
Logic operator Meaning 
∨ “or” or “disjunction” 
∧ “and” or “conjunction” 
∼ 𝑜𝑟 ¬ “not” or “negation” 
⇒ “if…then” 
⟺ “if and only if” 
∀ “for all” 
∃ “there exists” 
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∈ “belongs to” 
∉ “does not belong to” 
− “difference” 
⊂ “subset” 
|𝑠𝑒𝑡| “cardinality” 
|𝑠𝑡𝑟𝑖𝑛𝑔| “length of string” 
∪ “union” 
∩ “intersection” 
× “product” 
2𝐴 “power set” 
∅ “empty set” 
 
 There are some properties of empty string "𝜀" and empty set  
∅. We can summaries these properties as shown below [1]: 
1. The empty string does not belong to the empty set, that is,  
𝜀 ∉ ∅. 
2. {𝜀} is a nonempty language that contain just empty string, that is,  ∅ ≠ {𝜀}. 
3. ∅∗ = {𝜀}, and {𝜀} = {𝜀}∗. 
4. If 𝐿 = ∅ then ?̅? = ∅ (𝐿 = ∅ ⇒ ?̅? = ∅), also 𝐿 = ∅ ⇔ ?̅? = ∅ is true. 
5. If 𝐿 ≠ ∅ then 𝜀 ∈ ?̅?  (𝐿 ≠ ∅ ⇒ 𝜀 ∈ ?̅?), also (𝐿 ≠ ∅ ⇔ 𝜀 ∈ ?̅?) is true. 
 Because we deal with sets when we deal with discrete event systems, it is important to 
mention basic set axioms. There are six axioms of set theory. These axioms can be summarize as 
following [104]: 
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1. The axiom of containment: if all elements in a set 𝐴 is also elements in set 𝐵, then 𝐴 is a 
subset of 𝐵 denoted as 𝐴 ⊂ 𝐵, 
𝐴 ⊂ 𝐵 ⟺ ∀𝑎(𝑎 ∈ 𝐴 ⇒ 𝑎 ∈ 𝐵). 
It is important to mention that any set is a subset of itself. 
2. The axiom of extension: two sets, 𝐴 and 𝐵, are equal if and only if each both sets have the 
same elements:  
𝐴 = 𝐵 ⟺ ∀𝑥((𝑥 ∈ 𝐴 ⟹ 𝑥𝐵) ∧ (𝑥 ∈ 𝐵 ⟹ 𝑥 ∈ 𝐴)). 
3. The axiom of intersection: for any two sets, 𝐴 and 𝐵, the class of elements that are in 
belonging to both sets 𝐴 and 𝐵 is also a set:  
∀(𝐴, 𝐵) ∃ 𝑀 (𝑦 ∈ 𝑀 ⟺ 𝑦 ∈ 𝐴 ∧ 𝑦 ∈ 𝐵). 
4. The axiom of union: for any two sets, 𝐴 and 𝐵, the class of elements that belonging to either 
𝐴 or to 𝐵 is also a set: 
∀(𝐴, 𝐵) ∃ 𝑀 (𝑦 ∈ 𝑀 ⟺ 𝑦 ∈ 𝐴 ∨ 𝑦 ∈ 𝐵). 
5. The empty set: the empty set is a set that has no elements. It also called null or void set. We 
denote that set by ∅. 
6. Power set axiom: for a set 𝐶, there is a special class, the collection of all subsets of the set 𝐶.  
∀𝐶 ∃ 𝑃(𝐶)(∀𝐵((𝐵 ∈ (𝑃(𝐶)) ⟺ (𝐵 ⟺ 𝐴))) 
Example 1  
Assume we have two sets 𝐴 = {𝑎, 𝑏}, and 𝐵 = {𝑏, 𝑐}, then: 
𝐴 ∪ 𝐵 = {𝑎, 𝑏, 𝑐}, 
𝐴 ∪ 𝐵 = { 𝑏}, 
𝐴 − 𝐵 = {𝑎}, 
𝐴×𝐵 = {(𝑎, 𝑏), (𝑎, 𝑐), (𝑏, 𝑏), (𝑏, 𝑐)}, 
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|𝐴×𝐵| = 4, 
and 2𝐴 = {∅, {𝑎}, {𝑏}, {𝑎, 𝑏}}. 
 Another type of operation that can be done over strings and languages is projection or 
natural projection. Given a large set of events ∑𝑙 and small sets of events ∑𝑠 such that ∑𝑠 ⊂ ∑𝑙. 
Projection on strings is a mapping from large set of events ∑𝑙 to small set of events ∑𝑠 [1]. 
𝑃: ∑𝑙
∗ → ∑𝑠
∗ 
where 
𝑃(𝜀) = 𝜀 
𝑃(𝜎) = {
𝜎            if             𝜎 ∈ ∑𝑠
𝜀            if   𝜎 ∈ ∑𝑙 − ∑𝑠
 
𝑃(𝑠𝜎)= 𝑃(𝑠)𝑃(𝜎) 
Projection deletes all the events that do not belong to the small event set ∑𝑠. If ∑𝑙 = {𝛼, 𝛽, 𝜇},  
∑𝑠 = {𝛼, 𝛽}, and 𝐿 = {𝜇, 𝜇𝛽𝛼𝛽, 𝛽𝜇𝛽𝛼𝛽𝜇𝛽}, then 𝑃(𝐿) = {𝜀, 𝛽𝛼𝛽, 𝛽𝛽𝛼𝛽𝛽}.  
 The inverse projection can be defined as 𝑃−1(𝑡) = {𝑠 ∈ ∑𝑙
∗ ∶  𝑃(𝑠) = 𝑡}. There are several 
properties for projection (𝑃) and invers projection (𝑃−1) that can be summarize in the following 
[1]: 
1. 𝑃(𝑃−1(𝐿)) = 𝐿 
2. 𝐿 ⊆ 𝑃(𝑃−1(𝐿)) 
3. 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) ∪ 𝑃(𝐵) 
4. 𝑃(𝐴 ∩ 𝐵) ⊆ 𝑃(𝐴) ∩ 𝑃(𝐵) 
5. 𝑃−1(𝐴 ∪ 𝐵) = 𝑃−1(𝐴) ∪ 𝑃−1(𝐵) 
6. 𝑃−1(𝐴 ∩ 𝐵) = 𝑃−1(𝐴) ∩ 𝑃−1(𝐵) 
7. 𝑃(𝐴𝐵) = 𝑃(𝐴)𝑃(𝐵) 
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8. 𝑃−1(𝐴𝐵) = 𝑃−1(𝐴)𝑃−1(𝐵) 
9. 𝐴 ⊆ 𝐵 ⇒ 𝑃(𝐴) ⊆ 𝑃(𝐵) ∧ 𝑃−1(𝐴) ⊆ 𝑃−1(𝐵) 
 We used δ  to denote the set of all transitions in 𝐺: 𝛿 = {(𝑞, 𝜎, 𝑞′): 𝑞′ ∈ 𝛿(𝑞, 𝜎)}.  The set 
of observable transitions is denoted by 𝛿𝑜 = {(𝑞, 𝜎, 𝑞
′) ∈ 𝛿: 𝜎 ∈ ∑𝑜} . The set of unobservable 
transitions is denoted by 𝛿𝑢𝑜 = {(𝑞, 𝜎, 𝑞
′) ∈ 𝛿: 𝜎 ∈ ∑𝑢𝑜} . Some observable transitions may be 
lost in communication. These transitions are denoted by 𝛿𝐿 (δ𝐿 ⊆ δ𝑜) [79, 103].  
 We denote the observation mapping under the communication losses by 𝜃𝐿. After 
occurrence of the string 𝑠 in the system, the agent/supervisor will observe 𝜃𝐿(𝑠). Assume the 
string 𝑠 = 𝜎1 … 𝜎𝑖 … 𝜎𝑘, 𝜃𝐿(𝑠) is obtained by replacing 𝜎𝑖 with empty string (ε) if the 
corresponding transition is (𝑞𝑖, 𝜎𝑖, 𝛿(𝑞𝑖, 𝜎𝑖)) ∈ 𝛿𝑢𝑜, with 𝜎𝑖 if (𝑞𝑖, 𝜎𝑖, 𝛿(𝑞𝑖, 𝜎𝑖)) ∈ 𝛿𝑜 − 𝛿𝐿, and 
with ε or 𝜎𝑖 if (𝑞𝑖, 𝜎𝑖, 𝛿(𝑞𝑖, 𝜎𝑖)) ∈ 𝛿𝐿. Since 𝜃𝐿(𝑠) is not unique, 𝜃𝐿 is the mapping from 𝐿(𝐺) to 
2∑0
∗
 [79]:  
𝜃𝐿: 𝐿(𝐺) → 2
∑0
∗
. 
We denote the delayed observation with delays bounded by N steps as 𝜃𝐷
𝑁. For sting 𝑠 ∈ 𝐿(𝐺)  
𝜃𝐷
𝑁(𝑠) = {𝑠−𝑖: 𝑖 = 0,1 … , 𝑁}, 
where 𝑠−𝑖 is the prefix of 𝑠 with the last 𝑖 events removed. If a string 𝑠 ∈ 𝐿(𝐺) occurred, 
observation delays will change 𝑠 to one of the strings in 𝜃𝐷
𝑁(𝑠), because the last events may not be 
observed yet. 𝜃𝐷
𝑁 is not a unique [79], that is 
𝜃𝐷
𝑁: ∑∗ → 2∑
∗
. 
We will remove superscript 𝑁 if it is understood: 𝜃𝐷 = 𝜃𝐷
𝑁. With both communication delays and 
losses, the observation mapping is described by the composition of 𝜃𝐿 and 𝜃𝐷  , denoted as 𝜃𝐷𝐿 
[79]: 
𝜃𝐷𝐿 = 𝜃𝐿 ∘ 𝜃𝐷. 
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After observing a string 𝑡,  the set of all possible states that the system may be in  is called state 
estimate after 𝑡, which is defined as follows. 
𝐸(𝑡) = {𝑞 ∈ 𝑄: (∃𝑠 ∈ 𝐿(𝐺))𝑡 ∈ 𝜃𝐷𝐿(𝑠) ∧ 𝛿(𝑞0, 𝑠) = 𝑞} 
To obtain state estimate, we do the following. We first construct automaton 𝐺𝐿 to describe the 
communication losses [79]:  
𝐺𝐿 = 𝐿𝑂𝑆𝑆(𝐺) = (𝑄, ∑0, 𝛿𝑙𝑜𝑠𝑠, 𝑄0), 
where 𝛿𝑙𝑜𝑠𝑠 = {(𝑞, 𝜎, 𝑞
′): (𝑞, 𝜎, 𝑞′) ∈ 𝛿𝑜} ∪ {(𝑞, 𝜀, 𝑞
′): (𝑞, 𝜎, 𝑞′) ∈ 𝛿𝑢𝑜 ∪ 𝛿𝐿}.  
 From 𝐺𝐿, we can build the observer 𝐺𝐿,𝑜𝑏𝑠 as 
𝐺𝐿,𝑜𝑏𝑠 = 𝑂𝐵𝑆(𝐺𝐿) = (𝑋, ∑0, 𝜉, 𝑥0) = 𝐴𝑐(2
𝑄 , ∑0, 𝜉, 𝑈𝑅({𝑄0})). 
where 𝐴𝑐(. ) denotes the accessible part, state 𝑥 ∈ 𝑋 is a subset of 𝑄, and 𝑥0 = 𝑈𝑅({𝑄0}) is the 
unobservable reach of 𝑄0, defined as 
𝑈𝑅(𝑥) = {𝑞 ∈ 𝑄: (∃𝑞′ ∈ 𝑥)𝑞 ∈ 𝛿(𝑞′, 𝜀)}. 
The transition function is defined as  
𝜉(𝑥, 𝜎) = 𝑈𝑅({𝑞 ∈ 𝑄: (∃𝑞′ ∈ 𝑥)𝑞 ∈ 𝛿(𝑞′, 𝜎)}). 
Next, we extend each state 𝑥 ∈ 𝑋 to 𝑦 = 𝑅(𝑥). 𝑅(𝑥) denotes the set of states that can be reached 
within N steps in G, that is, 
𝑅(𝑥) = {𝑞 ∈ 𝑄: (∃𝑞′ ∈ 𝑥)(∃𝑠 ∈ ∑∗)|𝑠| ≤ 𝑁 ∧ 𝛿(𝑞′, 𝑠) = 𝑞} 
Finally, the networked observer is defined as  
𝐺𝐷𝐿,𝑜𝑏𝑠 = 𝐷𝐿(𝑂𝐵𝑆(𝐺𝐿)) = (𝑌, ∑0, 𝜁,  𝑦0). 
In 𝐺𝐷𝐿,𝑜𝑏𝑠, the state set 𝑌 is defined as follows. Denote 𝑋 = {𝑥1, 𝑥2, 𝑥3, … … 𝑥𝑚}, then 𝑌 =
{𝑦1, 𝑦2, 𝑦3, … … 𝑦𝑚}  with 𝑦𝑖 = 𝑅(𝑥𝑖). The transition function 𝜁: 𝑌×∑0 → 𝑌 is defined for 𝑦𝑖, 𝑦𝑗 ∈
𝑌 and ∈ ∑0, as 
𝜁 = {(𝑦𝑖, 𝜎, 𝑦𝑗): (𝑥𝑖 , 𝜎, 𝑥𝑗) ∈ 𝜉} 
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 The networked observer can be used to find state estimates. In fact, it is proven in [79] 
that 
𝐸(𝑡) = 𝜁(𝑦0, 𝑡) 
As in [19, 20, 73], we accept the following assumption  
[1] The networked discrete event system 𝐺 is deadlock free [73]  
(∀𝑞 ∈ 𝑄)(∃𝜎 ∈ ∑)𝛿(𝑞, 𝜎)! 
This means that for any state there is at least one event is defined.  
[2]  No loops in 𝐺 that contain only unobservable events [73] 
¬(∃𝑞 ∈ 𝑄)(∃𝑠 ∈ ∑𝑢𝑜
∗ )𝑠 ≠ 𝜀 ∧ 𝑞 ∈ 𝛿(𝑞, 𝑠). 
Example 2 
 We consider the discrete event system shown in Figure 4. The system has five states, and 
four events. ∑𝑜 = {𝛼, 𝛽, 𝛾, 𝜇} and ∑𝑢𝑜 = {𝜏}. We assume that upper bound on communication 
delays is 𝑁 = 1, and δ𝐿 = {(𝑞1, 𝛼, 𝑞2)}. 
 
 
 
 
 
 
 
 
 
We first construct 𝐺𝐿 = 𝐿𝑂𝑆𝑆(𝐺) as shown in Figure 5.  
 
τ 
α 
γ 
β 
α 
𝑞1 
𝑞3 𝑞2 
𝑞5 𝑞4 
β 
µ 
Figure 4. Discrete event system G of 
Example 2 
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We then construct the observer 𝐺𝐿,𝑜𝑏𝑠 = 𝑂𝐵𝑆(𝐺𝐿) as shown in Figure 6. In 𝐺𝐿,𝑜𝑏𝑠,  
𝑋 = {{𝑞1, 𝑞2,  𝑞4}, {𝑞2, 𝑞4}, {𝑞3}, {𝑞4}, {𝑞5}}. 
 
 
 
 
 
 
 
 
 
 
Finally, we construct the networked observer as shown in Figure 7. In 𝐺𝐷𝐿,𝑜𝑏𝑠,  
𝑌 = {{𝑞1, 𝑞2,  𝑞3,  𝑞4,  𝑞5}, {𝑞2, 𝑞4, 𝑞5}, {𝑞3, 𝑞4, 𝑞5}, {𝑞3,  𝑞5}, {𝑞4, 𝑞5}}. 
 
α γ 
α 
β 
𝑞1, 𝑞2,  𝑞4 
𝑞3 𝑞2, 𝑞4 
𝑞5 
𝑞4 
γ 
γ 
β 
µ 
ε 
α 
γ 
β 
α 
𝑞1 
𝑞3 𝑞2 
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Figure 5. 𝐺𝐿=LOSS(G) of Example 2 
Figure 6. Observer 𝐺𝐿,𝑜𝑏𝑠 = 𝑂𝐵𝑆(𝐺𝐿) of 
Example 2 
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 Form the networked observer, we know that, for example, if 𝑡 = 𝛼𝜈µ is observed, then the 
state estimate  
𝐸(𝑡) = 𝜁(𝑦0, 𝑡) = {𝑞3, 𝑞5}. 
3.2 Network Detectability of Discrete Event Systems 
 Determining the state of a discrete event system is very important, and it is needed in many 
applications. The importance of the detectability of discrete event systems varies depending on the 
type of the system. For example, detecting the current state of nuclear reactor is more important 
than detecting the current state of a printer. The detectability that has been discussed in many 
papers is non-networked detectability. In other words, there are no delay and loss involved in the 
discrete event system. In the practical systems, delay or loss of the events or control commands 
may occur especially when we have networked discrete event systems. Taking the delay and loss 
in consideration, we need to redefine the four types of detectabilities: detectability, strong 
detectability, periodic detectability, and strong periodic detectability. 
α γ 
α 
β 
𝑞1, 𝑞2,  𝑞3,  𝑞4, 𝑞5 
𝑞3,  𝑞5 𝑞2, 𝑞4, 𝑞5 
𝑞3, 𝑞4, 𝑞5 
𝑞4, 𝑞5 
γ 
γ 
β 
µ 
Figure 7. Networked observer 
𝐺𝐷𝐿,𝑜𝑏𝑠=DL(OBS(𝐺𝐿)) of Example 2 
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 Detectability of discrete event systems was first studied in the mid of 80s in [14, 91]. In 
these papers, problems like current state and initial state estimation have been introduced and 
studied. In the 1990, the stability current state detectability was studied by [15]. Many papers have 
been published after that in [19, 20, 73, 79], and various estimation problems have been discussed. 
For example, the four types of detectability, generalized detectability, D-detectability, I-
detectability are investigated in these published papers.  
 The delay and loss in the events or control commands happen when we have a networked 
discrete event system because of the real-time network used to connect the entire system nodes. 
There are many advantages of using the networked control systems, such as reducing the 
complexity of the system, increasing the simplicity of the system by making it easy to add/remove 
nodes, and simplifying the test/diagnose of the system. However, networked discrete event systems 
introduce delay and loss, so modifications are made to redefine the detectability in networked 
discrete event systems. 
 The applications usually define what type of detectability we need to use. For example, 
defining the current state and subsequent states of the system is required in applications like 
monitoring the nuclear reactor’s state, so that we prevent the reactor to access to undesired or 
unwanted state.  
 In this section, we define and investigate detectability of networked discrete event systems, 
called network detectability. Depending on the requirements of applications, we consider four 
types of network detectabilities: strong network detectability, strong periodic network 
detectability, (weak) periodic network detectability, and (weak) network detectability. 
 We will use the following notations in our work: The set of all possible infinite 
strings/trajectories of 𝐺 is denoted by 𝐿𝜔(𝐺) [19, 102]. For a string 𝑠 ∈ 𝐿𝜔(𝐺), we denote the set 
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of all its prefixes by 𝑃𝑟(𝑠). Also, for any finite string 𝑤, we use |𝑤| to denote the length of this 
string. For any set 𝑋, we use |𝑋| to denote the number of elements in 𝑋 (cardinality).  
3.2.1 Definitions of Network Detectabilities 
 We now define network detectabilities as follows.  
Definition 1 (Strong Network Detectability) 
 A networked nondeterministic discrete event system 𝐺 is strongly network detectable with 
respect to 𝜃𝐷𝐿 if we can decide, after a limited number of observations, the present state and 
succeeding states of the system for all trajectories of the system, that is,  
(∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ |𝐸(𝑡′)| = 1). 
Definition 2 (Network Detectability) 
 A networked nondeterministic discrete event system 𝐺 is network detectable with respect 
to 𝜃𝐷𝐿 if we can decide, after a limited number of observations, the present state and succeeding 
states of the system for some trajectories of the system, that is,  
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ |𝐸(𝑡′)| = 1). 
Definition 3 (Strong Periodic Network Detectability) 
 A networked nondeterministic discrete event system G is strongly periodically network 
detectable with respect to 𝜃DL if we can periodically decide the present state of the system for all 
trajectories of the system. That is,  
(∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ |𝐸(𝑡′𝑡′′)| = 1). 
Definition 4 (Periodic Network Detectability) 
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 A networked nondeterministic discrete event system G is periodically network detectable 
with respect to 𝜃DL if we can periodically decide the present state of the system for some 
trajectories of the system. That is,  
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ |𝐸(𝑡′𝑡′′)| = 1). 
 The strong network detectability is the strong version of network detectability, where the 
present state and succeeding states can always be determined after a limited number of 
observations for all trajectories of the system. The network detectability, on the other hand, 
requires the present state and succeeding states to be determined for some trajectories of the system 
after a limited number of observations. The application itself determines the type of detectability 
needed.  
3.2.2 Checking Network Detectabilities  
 In order to check network detectabilities, we first construct networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠. 
We then mark the states in 𝐺𝐷𝐿,𝑜𝑏𝑠 that contain a singleton state and denote the set by: 
𝑌𝑚 = {𝑦 ∈ 𝑌: |𝑦| = 1}. 
The state in 𝐺 is known when 𝐺𝐷𝐿,𝑜𝑏𝑠 is in 𝑌𝑚. Let us denote the set of all loops in 𝐺𝐷𝐿,𝑜𝑏𝑠 as  
𝐿𝑜𝑜𝑝 = {(𝑦, 𝑢) ∈ 𝑌×∑0
∗ : |𝑢| ≥ 1 ∧ 𝜁(𝑦, 𝑢) = 𝑦} 
Theorem 1 
 A networked nondeterministic discrete event system 𝐺 is strongly network detectable with 
respect to 𝜃𝐷𝐿 if and only if in the networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠,  
(∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚. 
In other words, any state reachable from any loop in 𝐺𝐷𝐿,𝑜𝑏𝑠 is in 𝑌𝑚. 
Proof 
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 Note that 
(∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ |𝐸(𝑡′)| = 1) 
⇔ (∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡′ ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)))(|𝑡′| > 𝑛 ⇒ |𝐸(𝑡′)| = 1) 
 We first prove the “if” part by showing that if 𝐺 is not strongly network detectable, then 
(∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is not true. 
 Suppose that the networked discrete event system 𝐺 is not strongly detectable with respect 
to 𝜃𝐷𝐿, then: 
(∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡′ ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)))(|𝑡′| > 𝑛 ∧ |𝐸(𝑡′)| ≠ 1). 
Let 𝑛 be sufficiently large, then, the string 𝑡′ must go through at least one loop in the networked 
observer 𝐺𝐷𝐿,𝑜𝑏𝑠. Define first loop by (𝑦, 𝑢) ∈  𝐿𝑜𝑜𝑝. Clearly, 𝑡′ will pass 𝑦 first, that is, (∃𝑤 ∈
∑0
∗ )(∃𝑣 ∈ ∑0
∗ ) 𝑡′ = 𝑣𝑤 ∧ 𝜁(𝑦0, 𝑣) = 𝑦. For such 𝑡′, we have  𝜁(𝑦0, 𝑡′) =  𝜁(𝑦0, 𝑣𝑤) =  𝜁(𝑦, 𝑤). 
Moreover, |𝐸(𝑡)| ≠ 1 ⇒ |𝜁(𝑦, 𝑤)| ≠ 1 ⇒ 𝜁(𝑦, 𝑤) ∉ 𝑌𝑚. Hence, 
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ ∑0
∗ )𝜁(𝑦, 𝑤) ∉ 𝑌𝑚, 
that is, (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is not true. 
 We next prove the “only if” part by showing that if (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∈
𝑌𝑚 is not true, then G is not strongly network detectable. 
 Assume (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is not true, that is,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ ∑0
∗ )𝜁(𝑦, 𝑤) ∉ 𝑌𝑚. 
Let  𝜐 to be any string heading to y from the initial state, that is, 𝜁(𝑦0, 𝜐) = 𝑦. For any 𝑛 ∈ 𝑁, there 
exist s∈ 𝜃𝐷𝐿
−1(𝜐𝑢𝑛𝑤. . . ) ∩ 𝐿𝜔(𝐺) and  𝑡′ = 𝜐𝑢𝑛𝑤 ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)) such that 𝜁(𝑦0, 𝑡′) =
𝜁(𝑦0, 𝜐𝑢
𝑛𝑤) = 𝜁(𝑦, 𝑢𝑛𝑤) = 𝜁(𝑦, 𝑤) ∉ 𝑌𝑚. Hence,  
     (∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡′ ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)))(|𝑡′| > 𝑛 ∧ 𝜁(𝑦0, 𝑡′) ∉ 𝑌𝑚) 
⇒ (∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡′ ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)))(|𝑡′| > 𝑛 ∧ |𝜁(𝑦0, 𝑡′)| ≠ 1) 
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⇒ (∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡′ ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)))(|𝑡′| > 𝑛 ∧ |𝐸(𝑡′)| ≠ 1) 
Therefore, the 𝐺 is not strongly detectable with respect to 𝜃𝐷𝐿.  
∎ 
Theorem 2 
 A networked nondeterministic discrete event system 𝐺 is network detectable with respect 
to 𝜃𝐷𝐿 if and only if in the networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ Pr (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚. 
In other words, there are loops in 𝐺𝐷𝐿,𝑜𝑏𝑠 which are completely inside 𝑌𝑚. 
Proof 
 We first prove “if” part by showing that if (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 
is true, then 𝐺 is network detectable. 
 Assume that (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is true. Let  𝜐 to be any string 
heading to y from the initial state, that is, 𝜁(𝑦0, 𝜐) = 𝑦. For such 𝜐, there exists s∈
𝜃𝐷𝐿
−1(𝜐𝑢𝑢𝑢. . . ) ∩ 𝐿𝜔(𝐺),  𝑡 = 𝜐𝑢𝑢𝑢. . . ∈ 𝜃𝐷𝐿(𝑠), and 𝑛 = |𝜐| ∈ ℕ such that for all 𝑡′ ∈ 𝑃𝑟(𝑡), 
|𝑡′| > 𝑛 ⇒ 𝑡′ = 𝜐𝑢𝑗𝑤, for some 𝑗 ∈ ℕ and 𝑤 ∈ 𝑃𝑟 (u). Hence, 𝐸(𝑡′) = 𝜁(𝑦0, 𝑡′) =
𝜁(𝑦0, 𝜐𝑢
𝑗𝑤) = 𝜁(𝑦, 𝑢𝑗𝑤) = 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚. Therefore, 
     (∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ 𝐸(𝑡′) ∈ 𝑌𝑚 
⇒ (∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ |𝐸(𝑡′)| = 1). 
That is, 𝐺 is network detectable with respect to 𝜃𝐷𝐿. 
 We next prove the “only if” part by showing if 𝐺 is detectable with respect to 𝜃𝐷𝐿, then 
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is true. 
 Suppose that 𝐺 is detectable with respect to 𝜃𝐷𝐿, that is,  
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ |𝐸(𝑡′)| = 1). 
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Then such 𝑡 must go through at least one loop in 𝐺𝐷𝐿,𝑜𝑏𝑠. Denote a loop after 𝑛 transitions 
by (𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝. Let 𝜐 to the prefix of 𝑡 that leads to 𝑦, that is, 𝜁(𝑦0, 𝜐) = 𝑦. Since |𝐸(𝑡′)| = 1 ⇒
|𝜁(𝑦0, 𝑡′)| = 1 ⇒ 𝜁(𝑦0, 𝑡′) ∈ 𝑌𝑚, all states in the loop are in 𝑌𝑚. In other words, 
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚. 
∎ 
Theorem 3  
 A networked nondeterministic discrete event system G is strongly periodically network 
detectable with respect to 𝜃DL if and only if in the networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠,  
(∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ Pr (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚, 
that is, every loop in 𝐺𝐷𝐿,𝑜𝑏𝑠 must contain at least one state belonging to 𝑌𝑚. 
Proof 
 We first need to prove the “if” part by showing that if G is not strongly periodically 
detectable, then (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is not true. 
 Suppose that the networked discrete event system G is not strongly periodically network 
detectable with respect to 𝜃DL, then, 
(∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∃𝑡
′ ∈ 𝑃𝑟(𝑡))(∀𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ⇒ |𝐸(𝑡′)| ≠ 1). 
Take 𝑛 = |𝑌| + 1. By the above equation, 
(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∃𝑡
′ ∈ 𝑃𝑟(𝑡))(∀𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < |𝑌| + 1 ⇒ |𝐸(𝑡′)| ≠ 1). 
Consider the next 𝑛 = |𝑌| + 1 states after 𝑡′ in 𝐺𝐷𝐿,𝑜𝑏𝑠 on the path of 𝑡
′′, since |𝐸(𝑡′)| ≠ 1 all 
these states do not belong to 𝑌𝑚. Since the path of 𝑡
′′ is greater than |𝑌|, it must contain a loop. 
Denote this loop by (𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝.  Since all states visited by (𝑦, 𝑢) do not belong to 𝑌𝑚,  
33 
 
 
 
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∉ 𝑌𝑚. 
That is,  
(∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 
is not true. 
 Next, we prove the “only if” part by showing that if (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈
𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is not true, then 𝐺 is not strongly periodically network detectable. 
 Suppose that (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is not true, that is,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∉ 𝑌𝑚 . 
Let 𝜐 to be any string heading to y from the initial state, that is, 𝜁(𝑦0, 𝜐) = 𝑦. In this case, for all 
𝑛 ∈ ℕ, there exists s∈ 𝜃𝐷𝐿
−1(𝜐𝑢𝑢𝑢. . . ) ∩ 𝐿𝜔(𝐺), 𝑡 = 𝜐𝑢𝑢𝑢 … ∈ 𝜃𝐷𝐿(𝑠) , and 𝑡′ = 𝜐 such that we 
can let 𝑡′′ to travel the loop (𝑦, 𝑢) sufficient number of times so that the following is true 
(∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∃𝑡
′ ∈ 𝑃𝑟(𝑡))(∀𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ⇒ 𝜁(𝑦0, 𝑡′𝑡′′) = 𝜁(𝑦, 𝑡′′) ∉ 𝑌𝑚) 
Which implies 
(∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∃𝑡
′ ∈ 𝑃𝑟(𝑡))(∀𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ⇒ |𝐸(𝑡′)| ≠ 1). 
In other words, 𝐺 is not strongly periodically network detectable with respect to 𝜃𝐷𝐿. 
∎ 
Theorem 4  
 A networked nondeterministic discrete event system G is periodically network detectable 
with respect to 𝜃DL if and only if in the networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ Pr (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚, 
That is, there are loops in 𝐺𝐷𝐿,𝑜𝑏𝑠 that include at least one state belonging to 𝑌𝑚. 
34 
 
 
 
Proof 
 We first prove “only if” part. Suppose that 𝐺 is periodically detectable with reference to 
𝜃𝐷𝐿, that is, 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ |𝐸(𝑡′)| = 1). 
 Then 𝑡 must go through a loop in  𝐺𝐷𝐿,𝑜𝑏𝑠 in which |𝐸(𝑡′)| = 1 is true for some 𝑡
′′. 
Designate this loop by (𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝, then 
(∃𝑡′′ ∈ 𝛴𝑜
∗)𝑆𝑃(𝐸(𝑡′𝑡′′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅ ⇒ (∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚. 
Therefore, (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚.  
 We next prove the “if” part. Suppose that (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ Pr (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is 
true. Let 𝜐 to be any string heading to y from the initial state, that is, 𝜁(𝑦0, 𝜐) = 𝑦. In this case, 
there exists 𝑛 = |𝜐𝑢| ∈ ℕ, 𝑠 ∈ 𝜃𝐷𝐿
−1(𝜐𝑢𝑢𝑢. . . ) ∩ 𝐿𝜔(𝐺), and 𝑡 = 𝜐𝑢𝑢𝑢 … ∈ 𝜃𝐷𝐿(𝑠) such that  
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ 𝜁(𝑦0, 𝑡
′𝑡′′) ∈ 𝑌𝑚), 
where 𝑡′𝑡′′ = 𝜐𝑢𝑗𝑤 for some j ∈ ℕ. Therefore, 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ |𝐸(𝑡′)| = 1). 
In other words, 𝐺 is periodically network detectable with respect to 𝜃𝐷𝐿. 
∎ 
3.2.3 An Algorithm to Check Network Detectabilities of Discrete Event Systems 
 In summary, we can check network detectabilities using the following algorithm. 
Algorithm 1 
35 
 
 
 
Input:  A networked nondeterministic discrete event system 𝐺 
 An observation mapping 𝜃𝐷𝐿 with delays bounded by 𝑁. 
Output:  Network detectable (= yes or no) 
Strongly network detectable (= yes or no) 
Periodically network detectable (= yes or no) 
Strongly periodically network detectable (= yes or no) 
Step 1: 𝐺𝐿 = 𝐿𝑂𝑆𝑆(𝐺); 
Step 2: 𝐺𝐿,𝑜𝑏𝑠 = 𝑂𝐵𝑆(𝐺𝐿); 
Step 3: 𝐺𝐷𝐿,𝑜𝑏𝑠 = 𝐷𝐿(𝑂𝐵𝑆(𝐺𝐿)); 
Step 4: 𝑌𝑚 = {𝑦 ∈ 𝑌: |𝑦| = 1}; 
Step 5: 𝐿𝑜𝑜𝑝 = {(𝑦, 𝑢) ∈ 𝑌×∑0
∗ : |𝑢| ≥ 1 ∧ 𝜁(𝑦, 𝑢) = 𝑦}; 
Step 6: If (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ )𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is true, then 
 Strongly network detectable = yes; 
 else 
 Strongly network detectable = no; 
Step 7: If  (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚  is true, then 
 Network detectable = yes; 
 else 
 Network detectable = no. 
Step 8: If (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚   is true, then 
 Strongly periodically network detectable = yes; 
 else 
 Strongly periodically network detectable = no; 
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Step 9: If  (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚  is true, then 
 Periodically network detectable = yes; 
 else 
 Periodically network detectable = no. 
 Because of uncertainties in communication delays and losses, it is rather difficult to 
determine the state of a system for certain. Therefore, it is rather difficult for a system to be strongly 
network detectable or network detectable. It is not difficult to see that a loop in 𝐺𝐷𝐿,𝑜𝑏𝑠 is 
completely inside 𝑌𝑚 only if it is a self loop. For this reason, in networked discrete event systems, 
strong detectability is equivalent to strong periodic detectability and detectability is equivalent to 
periodic detectability. The following example illustrates various types of detectability of 
networked discrete event systems. 
3.3 An Illustrative Example  
Example 3 
 To illustrate results for strong network detectability and network detectability, let us first 
consider the networked discrete event systems shown in Figure 8. Let  ∑𝑜 = {𝛼, 𝛽, 𝜇} and ∑𝑢𝑜 =
{𝜆}. We assume that upper bound on communication delays is 𝑁 = 1, and δ𝐿 = ∅ 
 
 
 
 
 
  Figure 8. The discrete event system G of Example 3 
𝑞1 𝑞2 𝑞3 
𝑞4 
𝜆 𝛼 
𝛼 
𝛽 𝜇 
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 We construct 𝐺𝐿, observer 𝐺𝐿,𝑜𝑏𝑠, and the networked observer d 𝐺𝐷𝐿,𝑜𝑏𝑠 as in Figure 9, 10, 
and 11 respectively. By definition,  𝑌𝑚 = {𝑞3}. There is only one loop in Figure 10. Clearly, 
condition  (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ )𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is satisfied. Therefore, the system 𝐺 shown 
in Figure 8 is strongly network detectable and hence also strong periodic network detectable. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. Observer 𝐺𝐿,𝑜𝑏𝑠 of the 
system in Example 3 
𝑞1 𝑞2 𝑞3 
𝑞4 
𝛼 
𝛼 
𝛽 𝜇 
𝜀 
Figure 9. 𝐺𝐿 = 𝐿𝑂𝑆𝑆(𝐺) of Example 3. 
 
𝑞1, 𝑞2 
𝑞4 𝑞3 
𝜇 
𝛽 
𝛼 
𝛼 
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 Let us now modify the system as in Figure 12. Let  ∑𝑜 = {𝛼, 𝛽, 𝜏, 𝜇} and  ∑𝑢𝑜 = {𝜆}. 
Assume that upper bound on delay is 𝑁 = 1, and δ𝐿 = {(𝑞4, 𝛽, 𝑞3)}. 
 
 
 
 
 
 
 
 We construct the observer  𝐺𝐿,𝑜𝑏𝑠 as shown in Figure 13 and the networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠 
as shown in Figure 14. By the definition,  𝑌𝑚 = {𝑞3}.  There are two loops in 𝐺𝐷𝐿,𝑜𝑏𝑠. It is clear 
that the condition (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ )𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is not satisfied. Hence the modified 
discrete event system 𝐺′ is not strongly network detectable. However, it is network detectable 
because the condition  (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝑚 is satisfied.  
 
Figure 11. Networked observer 
𝐺𝐷𝐿,𝑜𝑏𝑠 of the system in Example 3 
Figure 12. The modified discrete event system G' of 
Example 3 
𝑞1, 𝑞2, 𝑞3, 𝑞4 
𝑞3, 𝑞4 𝑞3 
𝜇 
𝛽 
𝛼 
𝛼 
𝑞1 𝑞2 𝑞3 
𝑞4 
𝜆 𝛼 
𝛼 
𝛽 𝜇 𝜏 
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𝑞1, 𝑞2 
𝑞3, 𝑞4 𝑞3 
𝜇 
𝛽 
𝛼 
𝛼 
𝜏 
𝛼 
Figure 13. Observer 𝐺′𝐿,𝑜𝑏𝑠 of the 
modified system in Example 3 
𝑞1, 𝑞2, 𝑞3, 𝑞4 
𝑞3, 𝑞4 𝑞3 
𝜇 
𝛽 
𝛼 
𝛼 
𝜏 
𝛼 
Figure 14. Networked observer 
𝐺′𝐷𝐿,𝑜𝑏𝑠 of the modified system in 
Example 3 
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CHAPTER 4 D-DETECTABILITY OF NETWORKED DISCRETE EVENT 
SYSTEMS 
 Due to uncertainty in communication delays and losses, it is hard to identify the state of a 
networked discrete event system exactly. Hence, it is more likely that we will use network D-
detectability in practice. Network D-detectability can be defined as the ability to distinguish certain 
pairs of states instead of identifying the current state. To this end, we define the set of all state 
pairs as 
𝑇 = {(𝑞, 𝑞′): 𝑞 ∈ 𝑄 ∧ 𝑞′ ∈ 𝑄}. 
We specify the set of state pairs to be distinguished as a subset of  𝑇, that is, 
𝑇𝑠𝑝𝑒𝑐 ⊆ 𝑇. 
𝑇𝑠𝑝𝑒𝑐 is called a specification. The requirement of network D-detectability is that any state pair in 
the specification 𝑇𝑠𝑝𝑒𝑐 needs to be distinguished after a finite number of observations. D-
detectability can be used to define stability [105-107] of discrete event systems by choosing 
𝑇𝑠𝑝𝑒𝑐 = (𝑄 − 𝑄𝑠)×𝑄, where 𝑄𝑠 is the set of stable states [19]. 
 If the state estimate is a subset 𝑄′ ⊆ 𝑄 , the set of indistinguishable state pairs is defined 
as: 
𝑆𝑃(𝑄′) = {(𝑞, 𝑞′): 𝑞 ∈ 𝑄′ ∧ 𝑞′ ∈ 𝑄′}𝑐 . 
The set of indistinguishable state pairs after observing 𝑠 ∈ ∑∗ is given by: 
𝑆𝑃(𝐸(𝜃𝐷𝐿(𝑠))) = {(𝑞, 𝑞
′): 𝑞 ∈ 𝐸(𝜃𝐷𝐿(𝑠)) ∧ 𝑞
′ ∈ 𝐸(𝜃𝐷𝐿(𝑠))}. 
 The following are the definitions of network D-detectabilities in terms of 𝑇𝑠𝑝𝑒𝑐 and 
𝑆𝑃(𝐸(𝜃𝐷𝐿(𝑠))).  
4.1 Definitions of Networked D-detectabilities. 
 We now define network D-detectabilities as follows.  
41 
 
 
 
Definition 5 (Strong Network D-detectability) 
 A networked nondeterministic discrete event system 𝐺 is said to be strongly network D-
detectable with respect to 𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐 if all state pairs in 𝑇𝑠𝑝𝑒𝑐 are distinguishable all the time, 
after a finite number of observations, for all trajectories of the system. Formally, 
(∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ 𝑆𝑃(𝐸(𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅). 
Definition 6 (Network D-detectability) 
 A networked nondeterministic discrete event system 𝐺 is said to be network D-detectable 
with respect to 𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐 if all state pairs in 𝑇𝑠𝑝𝑒𝑐 are distinguishable all the time, after a finite 
number of observations, for some trajectories of the system. Formally, 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ 𝑆𝑃(𝐸(𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅). 
Definition 7 (Strong Periodic Network D-Detectability) 
 A networked nondeterministic discrete event system 𝐺 is said to be strongly periodically 
network D-detectable with respect to 𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐 if all state pairs in 𝑇𝑠𝑝𝑒𝑐 are periodically 
distinguishable for all trajectories of the system. Formally, 
(∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ 𝑆𝑃(𝐸(𝑡′𝑡′′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅). 
Definition 8 (Periodic Network D-Detectability) 
 A networked nondeterministic discrete event system 𝐺 is said to be periodically network 
D-detectable with respect to 𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐 if all state pairs in 𝑇𝑠𝑝𝑒𝑐 are periodically distinguishable 
for some trajectories of the system. That is, 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ 𝑆𝑃(𝐸(𝑡′𝑡′′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅). 
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4.2 Checking Network D-detectabilities 
 To check network D-detectabilities, we construct networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠 and mark 
the states as follows: 
𝑌𝐷 = {𝑦 ∈ 𝑌: 𝑆𝑃(𝑦) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅}. 
Theorem 5 
 A networked nondeterministic discrete event system 𝐺 is strongly network D-detectable 
with respect to 𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐 if and only if in the networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠,  
(∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷, 
that is, any state reachable from any loop in 𝐺𝐷𝐿,𝑜𝑏𝑠 is in 𝑌𝐷. 
Proof 
 Note that  
            (∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ 𝑆𝑃(𝐸(𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅) 
     ⇔ (∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡′ ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)))(|𝑡′| > 𝑛 ⇒ 𝑆𝑃(𝐸(𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅) 
We first prove the “if” part by showing that if 𝐺 is not strongly D-detectable, then 
(∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is not true. 
 Suppose that the networked discrete event system 𝐺 is not strongly D-detectable with 
respect to 𝜃DL and 𝑇𝑠𝑝𝑒𝑐, then: 
(∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡′ ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)))(|𝑡′| > 𝑛 ∧ 𝑆𝑃(𝐸(𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 ≠ ∅) 
Let 𝑛 be sufficiently large. Then, the string 𝑡′ must go through at least one loop in the networked 
observer 𝐺𝐷𝐿,𝑜𝑏𝑠. Define first loop by (𝑦, 𝑢) ∈  𝐿𝑜𝑜𝑝. Clearly, 𝑡′ will pass 𝑦 first, that is, (∃𝑣 ∈
∑0
∗ )(∃𝑤 ∈ ∑0
∗ ) 𝑡′ = 𝑣𝑤 ∧ 𝜁(𝑦0, 𝑣) = 𝑦. For such 𝑡′, we have  𝜁(𝑦0, 𝑡′) =  𝜁(𝑦0, 𝑣𝑤) =  𝜁(𝑦, 𝑤). 
Moreover, 𝑆𝑃(𝐸(𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 ≠ ∅ ⇒ 𝜁(𝑦, 𝑤) ∉ 𝑌𝐷. Hence,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∉ 𝑌𝐷. 
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that is, (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is not true. 
 Now, let us proof the “only if” part by showing that if (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈
∑0
∗ ) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is not true, then 𝐺 is not strongly D-detectable. 
 Assume (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is not true, that is, 
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ ∑0
∗ )𝜁(𝑦, 𝑤) ∉ 𝑌𝐷. 
Let 𝜈 to be any string heading to y from the initial state, that is, 𝜁(𝑦0, 𝜐) = 𝑦. For any n ∈ ℕ, there 
exists s∈ 𝜃𝐷𝐿
−1(𝜐𝑢𝑛𝑤. . . ) ∩ 𝐿𝜔(𝐺) and 𝑡′ = 𝜐𝑢𝑛𝑤 ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)) such that 𝜁(𝑦0, 𝑡′) =
𝜁(𝑦0, 𝜐𝑢
𝑛𝑤) = 𝜁(𝑦, 𝑢𝑛𝑤) = 𝜁(𝑦, 𝑤) ∉ 𝑌𝐷. Hence,  
           (∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡′ ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)))(|𝑡
′| > 𝑛 ∧ 𝜁(𝑦0, 𝑡′) ∉ 𝑌𝐷) 
     ⇒  (∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡′ ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)))(|𝑡
′| > 𝑛 ∧ 𝑆𝑃(𝜁(𝑦0, 𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 ≠ ∅) 
     ⇒  (∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡′ ∈ 𝑃𝑟(𝜃𝐷𝐿(𝑠)))(|𝑡
′| > 𝑛 ∧ 𝑆𝑃(𝐸(𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 ≠ ∅) 
therefore, the 𝐺 is not strongly D-detectable with respect to 𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐. 
∎ 
Theorem 6 
 A networked nondeterministic discrete event system G is network D-detectable with 
respect to 𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐 if and only if in the networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ Pr (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷, 
that is, there are loops in 𝐺𝐷𝐿,𝑜𝑏𝑠 which are completely inside 𝑌𝐷. 
Proof 
 We first prove “if” part by showing that if (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ Pr (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 
is true, then 𝐺 is network D-detectable. 
 Assume that (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is true. Let  𝜐 to be any string 
heading to y from the initial state, that is, 𝜁(𝑦0, 𝜐) = 𝑦. For such 𝜐, there exists s∈
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𝜃𝐷𝐿
−1(𝜐𝑢𝑢𝑢. . . ) ∩ 𝐿𝜔(𝐺),  𝑡 = 𝜐𝑢𝑢𝑢. . . ∈ 𝜃𝐷𝐿(𝑠), and 𝑛 = |𝜐| ∈ ℕ such that for all 𝑡′ ∈ 𝑃𝑟(𝑡), 
|𝑡′| > 𝑛 ⇒ 𝑡′ = 𝜐𝑢𝑗𝑤, for some 𝑗 ∈ ℕ and 𝑤 ∈ 𝑃𝑟 (u). Hence,  𝜁(𝑦0, 𝑡′) = 𝜁(𝑦0, 𝜐𝑢
𝑗𝑤) =
𝜁(𝑦, 𝑢𝑗𝑤) = 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷. Therefore, 
      (∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷) 
⇒ (∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ 𝑆𝑃(𝜁(𝑦, 𝑤)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅) 
⇒ (∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ 𝑆𝑃(𝐸(𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅) 
Hence, 𝐺 is network D-detectable with respect to 𝜃𝐷𝐿. 
 We next prove the “only if” part by showing if 𝐺 is D-detectable with respect to 𝜃𝐷𝐿, then 
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is true. 
 Suppose that 𝐺 is D-detectable with respect to 𝜃𝐷𝐿, that is,  
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ 𝑆𝑃(𝐸(𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅) 
Then such 𝑡 must go through at least one loop in 𝐺𝐷𝐿,𝑜𝑏𝑠. Denote a loop after 𝑛 transitions 
by (𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝. Let 𝜐 to the prefix of 𝑡 that leads to 𝑦, that is, 𝜁(𝑦0, 𝜐) = 𝑦. Since 𝑆𝑃(𝐸(𝑡′)) ∩
𝑇𝑠𝑝𝑒𝑐 = ∅ ⇒ 𝑆𝑃(𝜁(𝑦0, 𝑡′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅ ⇒ 𝜁(𝑦0, 𝑡′) ∈ 𝑌𝐷, all states in the loop are in 𝑌𝐷. In other 
words, 
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ Pr (u)) 𝜁(𝒴, 𝑤) ∈ 𝑌𝐷 is true. 
∎ 
Theorem 7 
 A networked nondeterministic discrete event system 𝐺 is strongly periodically network D-
detectable with respect to 𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐 if and only if in the networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠,  
(∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ Pr (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷, 
that is, every loop in 𝐺𝐷𝐿,𝑜𝑏𝑠 must contain at least one state belonging to 𝑌𝐷. 
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Proof 
 We first need to prove the “if” part by showing that if G is not strongly periodically D-
detectable, then (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is not true. 
 Suppose that the networked discrete event system G is not strongly periodically network 
D-detectable with respect to 𝜃DL and 𝑇𝑠𝑝𝑒𝑐, then, 
(∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∃𝑡
′ ∈ 𝑃𝑟(𝑡))(∀𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ⇒ 𝑆𝑃(𝐸(𝑡′𝑡′′)) ∩ 𝑇𝑠𝑝𝑒𝑐 ≠ ∅). 
Take 𝑛 = |𝑌| + 1. By the above equation, 
(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∃𝑡
′ ∈ 𝑃𝑟(𝑡))(∀𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < |𝑌| + 1 ⇒ 𝑆𝑃(𝐸(𝑡′𝑡′′)) ∩ 𝑇𝑠𝑝𝑒𝑐 ≠ ∅). 
Consider the next 𝑛 = |𝑌| + 1 states after 𝑡′ in 𝐺𝐷𝐿,𝑜𝑏𝑠 on the path of 𝑡
′′, since 𝑆𝑃(𝐸(𝑡′𝑡′′)) ∩
𝑇𝑠𝑝𝑒𝑐 ≠ ∅, all these states do not belong to 𝑌𝐷. Since the path of 𝑡
′′ is greater than |𝑌|, it must 
contain a loop. Denote this loop by (𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝.  Since all states visited by (𝑦, 𝑢) do not belong 
to 𝑌𝐷,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∉ 𝑌𝐷. 
That is,  
(∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 
is not true. 
 Next, we prove the “only if” part by showing that if (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈
𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is not true, then 𝐺 is not strongly periodically network D-detectable. 
 Suppose that (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is not true, that is,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∉ 𝑌𝐷 . 
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Let 𝜐 to be any string heading to y from the initial state, that is, 𝜁(𝑦0, 𝜐) = 𝑦. In this case, for all 
𝑛 ∈ ℕ, there exists s∈ 𝜃𝐷𝐿
−1(𝜐𝑢𝑢𝑢. . . ) ∩ 𝐿𝜔(𝐺), 𝑡 = 𝜐𝑢𝑢𝑢 … ∈ 𝜃𝐷𝐿(𝑠) , and 𝑡′ = 𝜐 such that we 
can let 𝑡′′ to travel the loop (𝑦, 𝑢) sufficient number of times so that the following is true 
(∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∃𝑡
′ ∈ 𝑃𝑟(𝑡))(∀𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ⇒ 𝜁(𝑦0, 𝑡′𝑡′′) = 𝜁(𝑦, 𝑡′′) ∉ 𝑌𝐷) 
Which implies 
(∀𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∃𝑡
′ ∈ 𝑃𝑟(𝑡))(∀𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ⇒ 𝑆𝑃(𝐸(𝑡′𝑡′′)) ∩ 𝑇𝑠𝑝𝑒𝑐 ≠ ∅). 
 In other words, 𝐺 is not strongly periodically network D-detectable with respect to 𝜃𝐷𝐿 and 
𝑇𝑠𝑝𝑒𝑐. 
∎ 
Theorem 8 
 A networked nondeterministic discrete event system 𝐺 is periodically network D-
detectable with respect to 𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐 if and only if in the networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ Pr (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷, 
that is, there are loops in 𝐺𝐷𝐿,𝑜𝑏𝑠 that include no less than one state belonging to 𝑌𝐷. 
Proof 
 We first prove “only if” part. Suppose that 𝐺 is periodically D-detectable with reference to 
𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐, that is, 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ 𝑆𝑃(𝐸(𝑡′𝑡′′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅). 
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 Then 𝑡 must go through a loop in  𝐺𝐷𝐿,𝑜𝑏𝑠 in which 𝑆𝑃(𝐸(𝑡
′𝑡′′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅ is true for 
some 𝑡′′. Designate this loop by (𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝, then 
(∃𝑡′′ ∈ 𝛴𝑜
∗)𝑆𝑃(𝐸(𝑡′𝑡′′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅ ⇒ (∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷. 
Therefore, (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷.  
 We next prove the “if” part. Suppose that (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (u)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is 
true. Let 𝜐 to be any string heading to y from the initial state, that is, 𝜁(𝑦0, 𝜐) = 𝑦. In this case, 
there exists 𝑛 = |𝜐𝑢| ∈ ℕ, 𝑠 ∈ 𝜃𝐷𝐿
−1(𝜐𝑢𝑢𝑢. . . ) ∩ 𝐿𝜔(𝐺), and 𝑡 = 𝜐𝑢𝑢𝑢 … ∈ 𝜃𝐷𝐿(𝑠) such that  
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ 𝜁(𝑦0, 𝑡
′𝑡′′) ∈ 𝑌𝐷), 
where 𝑡′𝑡′′ = 𝜐𝑢𝑗𝑤 for some j ∈ ℕ. Therefore, 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ 𝑆𝑃(𝐸(𝑡′𝑡′′)) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅). 
In other words, 𝐺 is periodically network D-detectable with respect to 𝜃𝐷𝐿 and 𝑇𝑠𝑝𝑒𝑐. 
∎ 
4.3 An Algorithm to Check Network D-detectabilities of Discrete Event Systems  
 In summary, we can check network D-detectabilities using the following algorithm. 
Algorithm 2 
Input:  A networked nondeterministic discrete event system 𝐺 
 An observation mapping 𝜃𝐷𝐿 with delays bounded by 𝑁. 
 A specification 𝑇𝑠𝑝𝑒𝑐 ⊆ 𝑇. 
Output:  Network D-detectable (= yes or no) 
Strongly network D-detectable (= yes or no) 
Periodically network D-detectable (= yes or no) 
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Strongly periodically network D-detectable (= yes or no) 
Step 1: 𝐺𝐿 = 𝐿𝑂𝑆𝑆(𝐺); 
Step 2: 𝐺𝐿,𝑜𝑏𝑠 = 𝑂𝐵𝑆(𝐺𝐿); 
Step 3: 𝐺𝐷𝐿,𝑜𝑏𝑠 = 𝐷𝐿(𝑂𝐵𝑆(𝐺𝐿)); 
Step 4: 𝑌𝐷 = {𝑦 ∈ 𝑌: 𝑆𝑃(𝑦) ∩ 𝑇𝑠𝑝𝑒𝑐 = ∅}; 
Step 5: 𝐿𝑜𝑜𝑝 = {(𝑦, 𝑢) ∈ 𝑌×∑0
∗ : |𝑢| ≥ 1 ∧ 𝜁(𝑦, 𝑢) = 𝑦}; 
Step 6: If (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷 is true, then 
 Strongly network D-detectable = yes; 
 else 
 Strongly network D-detectable = no; 
Step 7: If  (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷  is true, then 
 Network D-detectable = yes; 
 else 
 Network D-detectable = no. 
Step 8: If (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷   is true, then 
 Strongly periodically network D-detectable = yes; 
 else 
 Strongly periodically network D-detectable = no; 
Step 9: If  (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁(𝑦, 𝑤) ∈ 𝑌𝐷  is true, then 
 Periodically network D-detectable = yes; 
 else 
 Periodically network D-detectable = no. 
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4.4 Illustrative Examples 
Example 4  
 Let us consider the discrete event system shown in Figure 15. The system represents a 
nuclear reactor with six states, and each state represents the speed of nuclear reaction from very 
slow (𝑞1) to very high (𝑞6). The transition from state to state requires an event 𝛼 or 𝛽 to happen. 
Physically, α and β represent the removing and inserting of the control rods of the reactor to a 
known position. Assume that  ∑𝑜 = {𝛼1, 𝛼2, 𝛼4, 𝛼5, 𝛽1, 𝛽2, 𝛽4, 𝛽5, 𝛽6} and  ∑𝑢𝑜 = {𝛼3, 𝛽3} because 
of sensor failure. Also, assume that upper bound on communication delays is 𝑁 = 1, and δ𝐿 =
{(𝑞3,  𝛽2, 𝑞2), (𝑞2,  𝛼2, 𝑞3)}. The specification is given by 
𝑇𝑠𝑝𝑒𝑐 = {(𝑞1, 𝑞5), (𝑞1, 𝑞6), (𝑞2, 𝑞5), (𝑞2, 𝑞6)} 
The specification above used to distinguish the safe states {𝑞1, 𝑞2} from the dangerous states 
{𝑞5,  𝑞6}. 
 
 
 
 
 
 
 
 
 
 
 
Figure 16. Automaton 𝐺𝐿 of the system in Example 4 
Figure 15. A discrete event system  G  representing a nuclear 
reactor 
𝛼4 𝛼3 𝛼2 𝛼1 
𝛽5 𝛽4 𝛽3 𝛽2 𝛽1 
𝑞1 𝑞2 𝑞3 𝑞4 𝑞5 𝑞6 
𝛼5 
𝛽6 
𝜀 
𝛼4 𝜀 𝛼2 𝛼1 
𝛽5 𝛽4 𝜀 𝛽2 𝛽1 
𝑞1 𝑞2 𝑞3 𝑞4 𝑞5 𝑞6 
𝛼5 
𝛽6 
𝜀 
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 Using Algorithm 2, we calculate 𝐺𝐿, 𝐺𝐿,𝑜𝑏𝑠, and networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠 as shown in 
Figures 16, 17, and 18 respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
The marked states are calculated as 
𝑌𝐷 = {{𝑞1,  𝑞2}, {𝑞1, 𝑞2, 𝑞3, 𝑞4}, {𝑞4, 𝑞5,  𝑞6}, {𝑞4, 𝑞5,  𝑞6}} 
By Algorithm 2, we conclude: 
 Strongly network D-detectable = no; 
 Network D-detectable = yes; 
 Strongly periodically network D-detectable = no; 
 Periodically network D-detectable = yes; 
𝑞3, 𝑞4 
𝛼4 𝛼2 𝛼1 
𝛽5 𝛽4 𝛽2 𝛽1 
𝑞1 𝑞2, 𝑞3, 𝑞4 𝑞5
5 
𝑞6 
𝛼5 
𝛽6 
𝛼4 
Figure 17. Observer 𝐺𝐿,𝑜𝑏𝑠 of the system in Example 4 
𝑞2, 𝑞3, 𝑞4, 𝑞5 
𝛼4 𝛼2 𝛼1 
𝛽5 𝛽4 𝛽2 𝛽1 
𝑞1, 𝑞2 𝑞1, 𝑞2, 𝑞3, 𝑞4 𝑞4, 𝑞5, 𝑞6 𝑞4, 𝑞5, 𝑞6 
𝛼5 
𝛽6 
𝛼4 
Figure 18. Networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠 of the system in Example 4 
51 
 
 
 
Example 5 
 Assume that we have a factory with six machines, and this factory is connected to a smart 
grid to provide it with necessary power to operate. We assume that 𝛼𝑗  is the power request event 
when a machine is switching on with 𝑗 denoting the total power requested (and not released) so 
far, 𝛽𝑗 is a machine switching off and power release event, µ is a machine break down event, τ is 
a machine repairing event, and λ is a machine ready to use event (after repair). This factory can be 
modeled as a discrete event system as in Figure 19.  
 
Figure 19. Discrete event system G of the factory 
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 Each 𝑞𝑖 state represents a unique state of the system; for example, 𝑞1 represents the state 
of the system where there are no machines working, and 𝑞5 represents the state of the system where 
there are four machines working. Similarly, 𝑟𝑖 states are transient states where some machines have 
just been repaired. For example, 𝑟8 is the state of the system where there are one machine working 
and two being repaired.  
 
 
Figure 20. Networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠 , for the first few states, with 𝑁 = 1 
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 We assume there is no loss in events, i.e., only the delay can affect the system. Also, assume 
that the upper bound on observation delays 𝑁 = 1. We construct 𝐺𝐷𝐿,𝑜𝑏𝑠 observer as shown in 
Figure 20. Note that we only show some states in 𝐺𝐷𝐿,𝑜𝑏𝑠 in order to make it easy to read. 
 To better schedule the power production, the power supplier would like to know how much 
power the factory is consuming (which is roughly proportional to the number of machines 
working). Hence, we group different sets of states as follows:  
𝑄0 = {𝑞1, 𝑞8, 𝑞14, 𝑞19, 𝑞23, 𝑞26, 𝑞28, 𝑟1, 𝑟7, 𝑟12, 𝑟16, 𝑟19}; no machines is working. 
𝑄1 = {𝑞2, 𝑞9, 𝑞15, 𝑞20, 𝑞24, 𝑞27, 𝑟2, 𝑟8, 𝑟13, 𝑟17, 𝑟20}; one machine is working. 
𝑄2 = {𝑞3, 𝑞10, 𝑞16, 𝑞21, 𝑞25, 𝑟3, 𝑟9, 𝑟14, 𝑟18}; two machines are working. 
𝑄3 = {𝑞4, 𝑞11, 𝑞17, 𝑞22, 𝑟4, 𝑟10, 𝑟15}; three Machines are working. 
𝑄4 = {𝑞5, 𝑞12, 𝑞18, 𝑟5, 𝑟11}; four Machines are working. 
𝑄5 = {𝑞6, 𝑞13, 𝑟6}; five machines are working. 
𝑄6 = {𝑞7}; six machines are working. 
 Due to communications delays, the power supplier may not know the exact power 
consumption of the factory. However, it would like at least to distinguish states in 𝑄𝑗 from state 
in 𝑄𝑗+3. Hence, the specification is given by 
𝑇𝑠𝑝𝑒𝑐={(𝑄
0×𝑄3)∪ (𝑄0×𝑄4)∪ (𝑄0×𝑄5) ∪ (𝑄0×𝑄6) ∪ (𝑄1×𝑄4) ∪ (𝑄1×𝑄5) ∪ (𝑄1×𝑄6) ∪
(𝑄2×𝑄5) ∪ (𝑄2×𝑄6) ∪ (𝑄3×𝑄6)} 
 For 𝑁 = 1, we can successfully distinguish all the state pairs specified by 𝑇𝑠𝑝𝑒𝑐. Therefore, 
the networked discrete event system is strongly network D-detectable. Is this still possible if 𝑁 =
2? Let us construct 𝐺𝐷𝐿,𝑜𝑏𝑠  for 𝑁 = 2 as in Figure 21. We notice that we can distinguish some but 
not all the state pairs specified by 𝑇𝑠𝑝𝑒𝑐. Therefore, the discrete event system is only network D-
detectable.  
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Figure 21. Networked observer 𝐺𝐷𝐿,𝑜𝑏𝑠 , for the first few states, with 𝑁 = 2 
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CHAPTER 5 PROPERTIES OF NETWORK DETECTABILITY  
 Intuitively, we see that if the upper bound on communication delays N increases, then there 
are more uncertainties in the state estimate (that is, the state estimate is larger). Let us formally 
prove this as follows. We use  𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁  to denote the network observer with observation delays 
bounded by N. Note that communication losses are specified by transitions in 𝛿𝐿 and hence are 
independent of N. 
5.1 Properties  
Lemma 1 
 For a networked discrete event system 𝐺, let  
𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁 = (𝑌𝑁 , ∑0, 𝜁, 𝑦0
𝑁) 
where 𝑌𝑁 = {𝑦1
𝑁 , 𝑦2
𝑁 , … , 𝑦𝑚
𝑁}  and 
𝐺𝐷𝐿,𝑜𝑏𝑠
𝐾 = (𝑌𝐾, ∑0, 𝜁, 𝑦0
𝐾) 
where 𝑌𝐾 = {𝑦1
𝐾, 𝑦2
𝐾, … , 𝑦𝑚
𝐾}. If 𝑁 ≤ 𝐾, then for 𝑖 = 1,2, … , 𝑚, 
𝑦𝑖
𝑁 ⊆ 𝑦𝑖
𝐾. 
Proof: 
By definition, 
𝑦𝑖
𝑁 = 𝑅𝑁(𝑥𝑖) = {𝑞 ∈ 𝑄: (∃𝑞
′ ∈ 𝑥)(∃𝑠 ∈ ∑∗)|𝑠| ≤ 𝑁 ∧ 𝛿(𝑞′, 𝑠) = 𝑞} 
Also 
𝑦𝑖
𝐾 = 𝑅𝐾(𝑥𝑖) = {𝑞 ∈ 𝑄: (∃𝑞
′ ∈ 𝑥)(∃𝑠 ∈ ∑∗)|𝑠| ≤ 𝐾 ∧ 𝛿(𝑞′, 𝑠) = 𝑞} 
If 𝐾 ≥ 𝑁, then |𝑠| ≤ 𝑁 ⇒ |𝑠| ≤ 𝐾. Hence 
(∃𝑞′ ∈ 𝑥)(∃𝑠 ∈ ∑∗)|𝑠| ≤ 𝑁 ∧ 𝛿(𝑞′, 𝑠) = 𝑞 ⇒ (∃𝑞′ ∈ 𝑥)(∃𝑠 ∈ ∑∗)|𝑠| ≤ 𝐾 ∧ 𝛿(𝑞′, 𝑠) = 𝑞 
Therefore,  
𝑦𝑖
𝑁 ⊆ 𝑦𝑖
𝐾 
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∎ 
Proposition 1 
 For a networked discrete event system 𝐺, the network observer is same for all 𝑁 ≥ |𝑄| −
1, that is, for 𝑁 ≥ |𝑄| − 1 
𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁 = 𝐺𝐷𝐿,𝑜𝑏𝑠
|𝑄|−1
 , 
Proof 
Denote  
𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁 = (𝑌𝑁 , ∑0, 𝜁, 𝑦0
𝑁) 
where 𝑌𝑁 = {𝑦1
𝑁 , 𝑦2
𝑁 , … , 𝑦𝑚
𝑁}  and 
𝐺𝐷𝐿,𝑜𝑏𝑠
|𝑄|−1 = (𝑌|𝑄|−1, ∑0, 𝜁, 𝑦0
|𝑄|−1) 
where 𝑌|𝑄|−1 = {𝑦1
|𝑄|−1, 𝑦2
|𝑄|−1, … , 𝑦𝑚
|𝑄|−1}. We need to prove that, for 𝑁 ≥ |𝑄| − 1, 
𝑦𝑖
𝑁 = 𝑦𝑖
|𝑄|−1
. 
Since the total number of states in 𝐺 is |𝑄|, if a state can be reached from a state in 𝑥𝑖, it can be 
reached in |𝑄| − 1 steps. Therefore, for 𝑁 ≥ |𝑄| − 1, 𝑦𝑖
𝑁 = 𝑅𝑁(𝑥𝑖) = 𝑅
|𝑄|−1(𝑥𝑖) = 𝑦𝑖
|𝑄|−1
. 
∎ 
Proposition 2 
 If a network discrete event system 𝐺 is network detectable when the observation delays are 
bounded by 𝑁, then 𝐺 is network detectable when the observation delays are bounded by 𝑖, for 
all 𝑖 ≤ 𝑁.  
Proof 
 By Lemma 1, 
if 𝑁 ≥ 𝑖, then for 𝑗 = 1, 2, … , 𝑚, 
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𝑦𝑗
𝑖 ⊆ 𝑦𝑗
𝑁 
This means that 𝑦𝑗
𝑖 is a subset of 𝑦𝑗
𝑁, that is, the cardinality  |𝑦𝑗
𝑁| is greater or equal to |𝑦𝑗
𝑖|. 
Therefore, if the 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁  is network detectable, 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑖  is for sure network detectable. 
∎ 
 The same is true for strong network detectability, network D-detectability, strong network 
D-detectability, periodic network D-detectability, and strong periodic network D-detectability. 
We say that (the graph of) a network discrete event system 𝐺 is strongly connected if any 
state in 𝐺 can be reached from any other state in 𝐺. In other words, for any pair of states 𝑞1, 𝑞2, 
there exists a path from  𝑞1 to 𝑞2: 
(∀𝑞1, 𝑞2 ∈ 𝑄)(∃𝑠 ∈ ∑
∗)𝑞2 ∈ 𝛿(𝑞1, 𝑠) 
Proposition 3 
 If a network discrete event system 𝐺 is strongly connected and the bound on 
communication delays 𝑁 ≥ 1, then 𝐺 is not network detectable. If 𝐺 is strongly connected and the 
bound on communication delays 𝑁 ≥ |𝑄| − 1, then 𝐺 is not network D-detectable. 
Proof 
 In this case, 𝑦 = 𝑅𝑁(𝑥) = 𝑄. In other words, |𝑦| = |𝑄| > 1. The network discrete event 
system is not detectable. 
∎ 
 The same is true for strong network detectability, network D-detectability, strong network 
D-detectability, periodic network D-detectability, and strong periodic network D-detectability.  
 The following result is for strong network detectability only 
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Proposition 4 
 Assume that the upper bound on observation delays 𝑁 ≥ 1. Then a networked 
nondeterministic discrete event system 𝐺 is strongly network detectable with respect to 𝛩𝐷𝐿 only 
if all loops in G are self-loops, each containing only one state and there are no transitions leaving 
the state. 
Proof: 
 Suppose that there exist a loop that contains more than one state or contains one state but 
has a transition leaving the state. Denote the state in the loop by 𝑞1 ∈ 𝑄. Then  
(∃𝑞1 ∈ 𝑄)(∃𝜎 ∈ ∑)𝑞2 ∈ 𝛿(𝑞1, 𝜎) ∧ 𝑞2 ≠ 𝑞1 
Denote the corresponding loop in 𝐺𝐷𝐿,𝑜𝑏𝑠 as (𝑦, 𝑢). Since 𝑁 ≥ 1, 𝑞2, 𝑞1 ∈ 𝑦. In other words, 𝑦 ∉
𝑌𝑚. Therefore, 
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝜀 ∈ ∑𝑜
∗ )𝜁(𝑦, 𝜀) = 𝑦 ∉ 𝑌𝑚. 
By Theorem 1, 𝐺 is not strongly network detectable with respect to Θ𝐷𝐿. 
∎ 
 Let us illustrate the above results by following examples. 
5.2 Illustrative Examples 
Example 6 
 Let us consider the same system as in Example 1, where ∑𝑜 = {𝛼, 𝛽, 𝛾, 𝜇}, ∑𝑢𝑜 = {𝜏}., and 
δ𝐿 = {(𝑞1, 𝛼, 𝑞2)}. In Example 1, we assume that upper bound on communication delays is 𝑁 =
1. Let us now increase the upper bound to 𝑁 = 2,3,4, …. We note that the networked observer 
𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁  is same for all 𝑁 ≥ 2, which is shown in Figure 22.  
 Comparing  𝐺𝐷𝐿,𝑜𝑏𝑠
1  in Figure 7 and  𝐺𝐷𝐿,𝑜𝑏𝑠
2  in Figure 22, it is clear that the conclusion of 
Lemma 1 holds, that is, for all  𝑖 = 1,2,3,4,5,  
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𝑦𝑖
1 ⊆ 𝑦𝑖
2 
 Also, the conclusion of Proposition 1 holds: For all 𝑁 ≥ |𝑄| − 1 = 5 − 1 = 4 
𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁 = 𝐺𝐷𝐿,𝑜𝑏𝑠
4  
 
 
 
 
 
 
 
 
 
 
 The networked discrete event system in Example 5 is not strongly connected. So, let us 
illustrate Proposition 3 using the following example. 
Example 7 
Let us consider the networked discrete event system shown in Figure 23, where ∑𝑜 =
{𝛼, 𝛽, 𝛾, 𝜇}, ∑𝑢𝑜 = ∅., and δ𝐿 = ∅. We construct networked observers  𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁  for 𝑁 = 1, 2 as 
shown in Figure 19. By Proposition 1, for all 𝑁 ≥ |𝑄| − 1 = 3 − 1 = 2 
𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁 = 𝐺𝐷𝐿,𝑜𝑏𝑠
2 . 
𝐺 is not network detectable (strongly network detectable) for 𝑁 ≥ 2. This is obvious from 
Figure 24. 
 
 
α γ 
α 
β 
𝑞1, 𝑞2, 𝑞3, 𝑞4, 𝑞5 
𝑞3, 𝑞4,  𝑞5 𝑞2, 𝑞3, 𝑞4, 𝑞5 
𝑞3, 𝑞4,  𝑞5 
𝑞3,  𝑞4, 𝑞5 
γ 
γ 
β 
µ 
Figure 22. Networked observer  𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁  
for N ≥ 2 of Example 6 
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Figure 23. Networked discrete 
event system  G  of Example 7 
Figure 24. Networked observers 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑁  for N=1,2 of Example 7 
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CHAPTER 6 I-DETECTABILITY OF NETWORKED DISCRETE EVENT 
SYSTEMS 
 In our pervious chapters, we talked about state estimation of the current state of the system. 
current state estimation is important for some types of the system, such as determining the current 
state of a train. However, in some cases, it is important to know the initial state of the system 
instead of current state. Initial state detectability, or simply I-detectability, is very important when 
we need to determine the state of the system after a failure. When a failure happens in a system, it 
is required to know the initial state of the system that led to that failure to be able the repair it. Like 
in debugging a software, the programmer needs to know the last instruction executed before the 
results are not as expected. I-detectability is required whenever we need to determine the state of 
the system in some past time. checking I-detectability of a system is not always possible because 
it depends on the system itself. For some systems, I-detectability can be checked for all trajectories 
of the system, and this called strong I-detectable. However, in other cases, we can only determine 
I-detectability for some trajectories of the system, and we call it weak I-detectability. Formally, I-
detectability is defined as the ability to detect the initial state of the system after finite number of 
event observations. In [73], Shu and Lin, has investigated I-detectability of discrete event systems. 
They formally defined weak and strong I-detectabilities as following: 
Weak I-Detectability [73]  
 A nondeterministic discrete event system G is weakly I-detectable with respect to 𝑃 if we 
can determine, after a finite event observation, the initial state of the system for some trajectories 
of the system. That is 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑢 ∈ Pr(𝑠))|𝑃(𝑢)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1. 
Strong I-Detectability [73] 
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 A nondeterministic discrete event system G is strongly I-detectable with respect to 𝑃 if we 
can determine, after a finite event observation, the initial state of the system for all trajectories of 
the system. That is 
(∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑢 ∈ Pr(𝑠))|𝑃(𝑢)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1. 
 In current state estimation problem, we only deal with the current state of the system, so 
we only need to remember the present state. however, Initial state estimation is much more 
complex problem where we need to recall both the current state of the system and some history of 
the system. The delay and loss in observations will also add more complexity for the system since 
we deal with uncertainties. In this chapter, we will investigate the effect of delay and loss of 
observation due to communication. We will extend the I-detectability for discrete event systems 
to network I-detectability. To investigate network I-detectability, we will expand the discrete event 
system as shown below. 
6.1 Mathematical Background and Network I-observer   
 We start by using automaton to describe a nondeterministic discrete event system, 
𝐺 = (𝑄, ∑, 𝛿, 𝑄0) 
The initial state estimate after observing 𝑡 ∈ 𝜃𝐷𝐿(𝐿(𝐺)) for networked discrete-event system is 
given by 
𝐼(𝑄0, 𝑡) = {𝑞 ∈ 𝑄0: (∃𝑠 ∈ ∑
∗)𝜃DL(𝑠) = 𝑡 ∧ 𝛿(𝑞, 𝑠)!} 
We define augmented discrete event system 𝐺 as following: 
𝑄𝑎𝑢𝑔 = (𝑞𝐶 , 𝑞𝐼) ∈ 𝑄×𝑄0 
where 𝑞𝐶 represents the current state of the system and 𝑞𝐼 represents the initial state of the system. 
observing an event 𝛼 ∈ ∑𝑜 will only change the current state (𝑞𝐶) of the system. the initial state 
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(𝑞𝐼) will remain unchanged. Hence, the transition function 𝛿
𝑎𝑢𝑔: 𝑄𝑎𝑢𝑔×∑ ⟶ 2𝑄
𝑎𝑢𝑔
 of the 
augmented system will then become  
𝛿𝑎𝑢𝑔((𝑞𝐶 , 𝑞𝐼), 𝛼) = {(𝑞𝐶
′ , 𝑞𝐼): 𝑞𝐶
′ ∈ 𝛿(𝑞𝐶 , 𝛼)} 
The above transition function can be extended to string 𝑠 ∈ ∑∗ instead of just event as 
𝛿𝑎𝑢𝑔((𝑞𝐶 , 𝑞𝐼), 𝑠) = {(𝑞𝐶
′ , 𝑞𝐼): 𝑞𝐶
′ ∈ 𝛿(𝑞𝐶 , 𝑠)}. 
 Note that we use 𝛿𝑎𝑢𝑔((𝑞𝐶 , 𝑞𝐼), 𝑠)!, which mean that the transition function is defined. that 
is 𝛿𝑎𝑢𝑔((𝑞𝐶 , 𝑞𝐼), 𝑠) ≠ ∅.  
 At the beginning, the initial state and the current state of the system are equal. That is  
𝑄0
𝑎𝑢𝑔 = {(𝑞, 𝑞): 𝑞 ∈ 𝑄0} 
The augmented system will then become 
𝐺𝑎𝑢𝑔 = (𝑄𝑎𝑢𝑔, ∑, 𝛿𝑎𝑢𝑔, 𝑄0
𝑎𝑢𝑔) = 𝐴𝑐(𝑄×𝑄0, ∑, 𝛿
𝑎𝑢𝑔, 𝑄0
𝑎𝑢𝑔). 
 In the same way, we need to construct augmented automaton 𝐺𝐿
𝑎𝑢𝑔
 to describe the 
communication losses in augmented system:  
𝐺𝐿
𝑎𝑢𝑔 = 𝐿𝑂𝑆𝑆(𝐺𝑎𝑢𝑔) = (𝑄𝑎𝑢𝑔, ∑0, 𝛿𝑙𝑜𝑠𝑠
𝑎𝑢𝑔, 𝑄0
𝑎𝑢𝑔), 
where 𝛿𝑙𝑜𝑠𝑠
𝑎𝑢𝑔 = {((𝑞𝐶 , 𝑞𝐼), 𝜎, (𝑞𝐶
′ , 𝑞𝐼)): ((𝑞𝐶 , 𝑞𝐼), 𝜎, (𝑞𝐶
′ , 𝑞𝐼)) ∈ 𝛿𝑜} ∪
{((𝑞𝐶 , 𝑞𝐼), 𝜀, (𝑞𝐶
′ , 𝑞𝐼)): ((𝑞𝐶 , 𝑞𝐼), 𝜎, (𝑞𝐶
′ , 𝑞𝐼)) ∈ 𝛿𝑢𝑜 ∪ 𝛿𝐿}. 
 From 𝐺𝐿
𝑎𝑢𝑔
, we can build the augmented observer 𝐺𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
 as 
𝐺𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔 = 𝑂𝐵𝑆(𝐺𝐿
𝑎𝑢𝑔) = (𝑋𝑎𝑢𝑔, ∑0, 𝜉
𝑎𝑢𝑔, 𝑥0
𝑎𝑢𝑔) = 𝐴𝑐(2𝑄
𝑎𝑢𝑔
, ∑0, 𝜉
𝑎𝑢𝑔, 𝑈𝑅𝑎𝑢𝑔({𝑄0
𝑎𝑢𝑔})). 
where 𝐴𝑐(. ) denotes the accessible part, state 𝑥𝑎𝑢𝑔 ∈ 𝑋𝑎𝑢𝑔 is a subset of 𝑄𝑎𝑢𝑔, and 𝑥0
𝑎𝑢𝑔 =
𝑈𝑅𝑎𝑢𝑔({𝑄0
𝑎𝑢𝑔}) is the unobservable reach of 𝑄0
𝑎𝑢𝑔
, defined as 
𝑈𝑅𝑎𝑢𝑔(𝑥𝑎𝑢𝑔) = {(𝑞𝐶 , 𝑞𝐼) ∈ 𝑄
𝑎𝑢𝑔: (∃(𝑞𝐶
′ , 𝑞𝐼) ∈ 𝑥
𝑎𝑢𝑔)(𝑞𝐶 , 𝑞𝐼) ∈ 𝛿((𝑞𝐶
′ , 𝑞𝐼), 𝜀)}. 
The transition function is defined as  
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𝜉𝑎𝑢𝑔(𝑥𝑎𝑢𝑔, 𝛼) = 𝑈𝑅𝑎𝑢𝑔({(𝑞𝐶 , 𝑞𝐼) ∈ 𝑄
𝑎𝑢𝑔: (∃(𝑞𝐶
′ , 𝑞𝐼) ∈ 𝑥
𝑎𝑢𝑔)(𝑞𝐶 , 𝑞𝐼) ∈ 𝛿((𝑞𝐶
′ , 𝑞𝐼), 𝜎)}). 
Next, we extend each state 𝑥𝑎𝑢𝑔 ∈ 𝑋𝑎𝑢𝑔 to 𝑦𝑎𝑢𝑔 = 𝑅(𝑥𝑎𝑢𝑔). 𝑅(𝑥𝑎𝑢𝑔) denotes the set of states 
that can be reached within N steps in 𝐺𝑎𝑢𝑔, that is, 
𝑅(𝑥𝑎𝑢𝑔) = {(𝑞𝐶 , 𝑞𝐼) ∈ 𝑄
𝑎𝑢𝑔: (∃(𝑞𝐶
′ , 𝑞𝐼) ∈ 𝑥
𝑎𝑢𝑔)(∃𝑠 ∈ ∑∗)|𝑠| ≤ 𝑁 ∧ 𝛿((𝑞𝐶
′ , 𝑞𝐼), 𝑠) = (𝑞𝐶 , 𝑞𝐼)} 
Finally, the augmented networked I-observer 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
 is defined as  
𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔 = 𝐷𝐿(𝑂𝐵𝑆(𝐺𝐿
𝑎𝑢𝑔)) = (𝑌𝑎𝑢𝑔, ∑0, 𝜁
𝑎𝑢𝑔, 𝑦0
𝑎𝑢𝑔). 
In 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
, the state set 𝑌𝑎𝑢𝑔 is defined as follows. Denote 𝑋𝑎𝑢𝑔 = {𝑥1
𝑎𝑢𝑔, 𝑥2
𝑎𝑢𝑔 , 𝑥3
𝑎𝑢𝑔, … … 𝑥𝑚
𝑎𝑢𝑔}, 
then 𝑌𝑎𝑢𝑔 = {𝑦1
𝑎𝑢𝑔, 𝑦2
𝑎𝑢𝑔, 𝑦3
𝑎𝑢𝑔, … … 𝑦𝑚
𝑎𝑢𝑔}  with 𝑦𝑖
𝑎𝑢𝑔 = 𝑅(𝑥𝑖
𝑎𝑢𝑔). The transition function 
𝜁𝑎𝑢𝑔: 𝑌𝑎𝑢𝑔×∑0 → 𝑌
𝑎𝑢𝑔 is defined for  𝑦𝑖
𝑎𝑢𝑔, 𝑦𝑗
𝑎𝑢𝑔 ∈ 𝑌𝑎𝑢𝑔 and ∈ ∑0, as 
𝜁𝑎𝑢𝑔 = {(𝑦𝑖
𝑎𝑢𝑔, 𝜎, 𝑦𝑗
𝑎𝑢𝑔): (𝑥𝑖
𝑎𝑢𝑔, 𝜎, 𝑥𝑗
𝑎𝑢𝑔) ∈ 𝜉𝑎𝑢𝑔} 
Theorem 9 
The initial state estimation after observing 𝑡 ∈ 𝜃𝐷𝐿(𝐿(𝐺)) is given by  
𝐼(𝑄0, 𝑡) = {𝑞𝐼 ∈ 𝑄0: (∃𝑞𝐶 ∈ 𝑄)(𝑞𝐼, 𝑞𝐶) ∈ 𝜁
𝑎𝑢𝑔(𝑦0
𝑎𝑢𝑔, 𝑡)} 
Proof 
 From the definition of the transition function, for 𝑠 ∈ ∑∗, we have  
𝑞𝐶 ∈ 𝛿(𝑞𝐼 , 𝑠) ⇔ (𝑞𝐼 , 𝑞𝐶) ∈ 𝛿
𝑎𝑢𝑔((𝑞𝐼 , 𝑞𝐼), 𝑠) 
After observing 𝑡 ∈ 𝜃𝐷𝐿(𝐿(𝐺)), then  
𝐼(𝑄0, 𝑡) = {𝑞𝐼 ∈ 𝑄0: (∃𝑠 ∈ ∑
∗)𝜃DL(𝑠) = 𝑡 ∧ 𝛿(𝑞𝐼 , 𝑠)!} 
                                              = {𝑞𝐼 ∈ 𝑄0: (∃𝑞𝐶 ∈ 𝑄)(∃𝑠 ∈ ∑
∗)𝜃DL(𝑠) = 𝑡 ∧ 𝑞𝐶 ∈ 𝛿(𝑞𝐼 , 𝑠)} 
                = {𝑞𝐼 ∈ 𝑄0: (∃𝑞𝐶 ∈ 𝑄)(∃𝑠 ∈ ∑
∗)𝜃DL(𝑠) = 𝑡 
                                           ∧ (𝑞𝐼 , 𝑞𝐶) ∈ 𝛿
𝑎𝑢𝑔((𝑞𝐼 , 𝑞𝐼), 𝑠)} 
                       = {𝑞𝐼 ∈ 𝑄0: (∃𝑞𝐶 ∈ 𝑄)(𝑞𝐼, 𝑞𝐶) ∈ 𝜁
𝑎𝑢𝑔(𝑦0
𝑎𝑢𝑔, 𝑡)} 
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∎ 
6.2 Definitions of Network I-Detectabilities  
 We now define network I-detectabilities as follows. 
Definition 9 (Network Weak I-Detectability)  
 A networked nondeterministic discrete event system G is weakly I-detectable with respect 
to 𝜃𝐷𝐿if we can determine, after a finite event observation, the initial state of the system for some 
trajectories of the system. That is 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ |𝐼(𝑄0, 𝑡′)| = 1). 
Definition 10 (Network Strong I-Detectability) 
 A networked nondeterministic discrete event system G is strongly I-detectable with respect 
to 𝜃𝐷𝐿if we can determine, after a finite event observation, the initial state of the system for all 
trajectories of the system. That is 
(∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ |𝐼(𝑄0, 𝑡′)| = 1). 
6.3 Checking Network I-detectabilities  
 The I-observability of the networked discrete event system will not be affected by the 
delays of the event observation. In other words, the effect of delays will just delay the observer 
from sensing the initial state one step depending on the upper delay bound N. therefore, the I-
observer used to detect the initial state in [73] can be used to detect and observe the initial state 
detectability for networked discrete event systems. Only observation losses can affect I-
detectabilities. To check network I-detectability of discrete event systems, we have the following 
two cases. 
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6.3.1 Checking Network I-detectabilities with Observation Losses 
 To check network I-detectabilities when we have observation losses, we need to construct 
augmented networked I-observer 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
. We then need to mark the states in 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
 that have the 
same initial state:  
𝑌𝐼
𝑎𝑢𝑔 = {𝑦𝑎𝑢𝑔 ∈ 𝑌𝑎𝑢𝑔: (∃𝑞 ∈ 𝑄0)(∀(𝑞𝑐, 𝑞𝐼) ∈ 𝑦
𝑎𝑢𝑔)𝑞𝐼 = 𝑞}. 
The initial state is known when  𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
 is in 𝑌𝐼
𝑎𝑢𝑔
. Let us denote the set of all loops in 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
 as  
𝐿𝑜𝑜𝑝 = {(𝑦𝑎𝑢𝑔, 𝑢) ∈ 𝑌𝑎𝑢𝑔×∑0
∗ : |𝑢| ≥ 1 ∧ 𝜁𝑎𝑢𝑔(𝑦𝑎𝑢𝑔, 𝑢) = 𝑦𝑎𝑢𝑔} 
Theorem 10 
 A networked discrete event system 𝐺 is strongly network I-detectable with respect to 𝜃𝐷𝐿 
if and only if all loops in 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
 are entirely inside 𝑌𝐼
𝑎𝑢𝑔
. 
Proof 
 Note that when the initial state is determined, it is determined thereafter. Hence, for each 
loop in 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
, it is either completely in 𝑌𝐼
𝑎𝑢𝑔
 or completely in 𝑌𝑎𝑢𝑔 − 𝑌𝐼
𝑎𝑢𝑔
.  If all loops in 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
 
are completely inside 𝑌𝐼
𝑎𝑢𝑔
, then the system will then enter 𝑌𝐼
𝑎𝑢𝑔
 after limited number of 
observations for all trajectories of the system.  Once the system is in 𝑌𝐼
𝑎𝑢𝑔
, it will stay forever and 
never leave 𝑌𝐼
𝑎𝑢𝑔
. Therefore, the system is strongly network I-detectable.  
 If not all loops in 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
 are completely inside 𝑌𝐼
𝑎𝑢𝑔
, then the system may stay forever in 
𝑌𝑎𝑢𝑔 − 𝑌𝐼
𝑎𝑢𝑔
. This means we cannot determine the initial state of the system for some trajectories 
of the system. Therefore, the system is not strongly network I-detectable. 
∎ 
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Theorem 11 
 A networked discrete event system 𝐺 is weakly network I-detectable with respect to 𝜃𝐷𝐿 if 
and only if 𝑌𝐼
𝑎𝑢𝑔 ≠ 0 in 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔
.  
Proof 
 If 𝑌𝐼
𝑎𝑢𝑔 = 0, that is, empty set, then the initial state cannot be determined for all trajectory 
of the system. Hence, the system is not weakly network I-detectable. 
 If  𝑌𝐼
𝑎𝑢𝑔 ≠ 0, that is, not empty set, then the system will reach 𝑌𝐼
𝑎𝑢𝑔
 for some trajectories 
of the system and the initial state can be determined. Therefore, the system is weakly network I-
detectable.   
∎ 
Example 8 
 Let us consider the networked discrete event system in Figure 25. We assume that the upper 
delay bound 𝑁 = 0 and all events are observable. Also, we assume that observable events are 
{𝛼, 𝛽} and 𝛿𝐿 = {(𝑞2, 𝜇, 𝑞4)}. The system initial state is 𝑄0 = {𝑞1, 𝑞2}. We use the procedure 
above to construct network I-observer. We augment the networked discrete event system by 
extending states to state pairs. By following the same procedure, we will get the network I-observer 
shown in Figure 26 
 
 
 
 
 
β 
β 
β 
𝑞1 
𝑞2 
𝑞3 
𝑞4 
β 
α 
µ 
Figure 25. Example 8. 
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6.3.2 Checking Network I-detectabilities without Observation Losses. 
 The I-detectability of a networked discrete event systems will not be affected by 
observation delays. In other words, when there are no observation losses, network I-detectabilities 
are equivalent to I-detectabilities. Hence, the I-observer used for checking I-detectabilities [73] 
can be used to check network I-detectabilities. This is formally proved as follows.  
Theorem 12 
 Assume that there are no observation losses in the system, that is, 𝛿𝑙𝑜𝑠𝑠 = ∅ and 𝛿𝑙𝑜𝑠𝑠
𝑎𝑢𝑔 = ∅. 
𝐺 is weakly network I-detectable if and only if 𝐺 is weakly I-detectable. 
Proof  
 To prove that weakly network I-detectability (𝐴) is equivalent to weakly I-detectability 
(𝐵), we need to prove that 𝐴 ⇔ 𝐵, where, by the definitions, 𝐴 and 𝐵 are as follows: 
𝐴:     (∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ |𝐼(𝑄0, 𝑡′)| = 1) 
Figure 26. Network I-Observer for Example 8. 
(𝑞3, 𝑞1), (𝑞3, 𝑞2), (𝑞4, 𝑞1), (𝑞4, 𝑞2) 
(𝑞1, 𝑞1), (𝑞2, 𝑞2), (𝑞4, 𝑞2) 
(𝑞3, 𝑞1), (𝑞3, 𝑞2)  (𝑞4, 𝑞2) 
(𝑞2, 𝑞1), (𝑞2, 𝑞2), (𝑞4, 𝑞2), (𝑞4, 𝑞1) 
β 
µ 
β 
α 
(𝑞4, 𝑞1), (𝑞4, 𝑞2) 
β µ 
β 
β α 
µ 
β 
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𝐵:     (∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑢 ∈ Pr(𝑠))|𝑃(𝑢)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1 
(𝐴 ⇒ 𝐵) 
Assume that 𝐴 is true, since 
(∃𝑡 ∈ 𝜃𝐷𝐿(𝑢) = {𝑃(𝑢), 𝑃(𝑢−1), 𝑃(𝑢−2), … , 𝑃(𝑢−𝑁)})(|𝑡| > 𝑛 ⇒ |𝐼(𝑄0, 𝑡)| = 1) 
In particular, for 𝑡 = 𝑃(𝑢) 
|𝑡| > 𝑛 ⇒ |𝐼(𝑄0, 𝑡)| = 1, that is, 
|𝑃(𝑢)| > |𝐼(𝑄0, 𝑡)| = 1 
Hence 𝐵 is true. 
(𝐴 ⇒ 𝐵) 
Assume that 𝐵 is true, then 
(∀𝑢 ∈ Pr(𝑠))(|𝑃(𝑢)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1) 
(∀𝑢−1 ∈ Pr(𝑠))(|𝑃(𝑢−1)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1) 
(∀𝑢−2 ∈ Pr(𝑠))(|𝑃(𝑢−2)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1) 
(∀𝑢−𝑁 ∈ Pr(𝑠))(|𝑃(𝑢−𝑁)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1) 
This implies  
(∀𝑢 ∈ Pr(𝑠))(∀𝑡 ∈ {𝑃(𝑢), 𝑃(𝑢−1), 𝑃(𝑢−2), … , 𝑃(𝑢−𝑁)})(|𝑡| > 𝑛 ⇒ |𝐼(𝑄0, 𝑡)| = 1) 
That is, 𝐴 is true. 
 If 𝛿𝑙𝑜𝑠𝑠 is equal to ∅, then 𝜃𝐷𝐿(𝑠) = {𝑃(𝑠), 𝑃(𝑠−1), 𝑃(𝑠−2), … , 𝑃(𝑠−𝑁)}. This means that 
the projection will be equal natural. Therefore, 𝐴 will be a weakly network I-detectable. That 
proves (𝐴 ⇒ 𝐵). 
 If (∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑢 ∈ Pr(𝑠))|𝑃(𝑢)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1 is a weakly I-
detectable and if the system introduced to a delay, it will take larger 𝑛 (𝑛 + 𝑁) for the system to 
reach |𝐼(𝑄0, 𝑃(𝑢))| = 1.  
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∎ 
Theorem 13 
 Assume that there are no observation losses in the system, that is, 𝛿𝑙𝑜𝑠𝑠 = ∅ and 𝛿𝑙𝑜𝑠𝑠
𝑎𝑢𝑔 = ∅.  
𝐺 is strongly network I-detectable if and only if 𝐺 is strongly I-detectable. 
Proof  
 To prove that strongly network I-detectability (𝐴) is equivalent to strongly I-detectability 
(𝐵), we need to prove that 𝐴 ⇔ 𝐵, where, by the definitions, 𝐴 and 𝐵 are as follows: 
𝐴:     (∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ |𝐼(𝑄0, 𝑡′)| = 1) 
𝐵:     (∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑢 ∈ Pr(𝑠))|𝑃(𝑢)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1 
(𝐴 ⇒ 𝐵) 
Assume that 𝐴 is true, since 
(∀𝑡 ∈ 𝜃𝐷𝐿(𝑢) = {𝑃(𝑢), 𝑃(𝑢−1), 𝑃(𝑢−2), … , 𝑃(𝑢−𝑁)})(|𝑡| > 𝑛 ⇒ |𝐼(𝑄0, 𝑡)| = 1) 
In particular, for 𝑡 = 𝑃(𝑢) 
|𝑡| > 𝑛 ⇒ |𝐼(𝑄0, 𝑡)| = 1, that is, 
|𝑃(𝑢)| > |𝐼(𝑄0, 𝑡)| = 1 
Hence 𝐵 is true. 
(𝐴 ⇒ 𝐵) 
Assume that 𝐵 is true, then 
(∀𝑢 ∈ Pr(𝑠))(|𝑃(𝑢)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1) 
(∀𝑢−1 ∈ Pr(𝑠))(|𝑃(𝑢−1)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1) 
(∀𝑢−2 ∈ Pr(𝑠))(|𝑃(𝑢−2)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1) 
(∀𝑢−𝑁 ∈ Pr(𝑠))(|𝑃(𝑢−𝑁)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1) 
This implies  
71 
 
 
 
(∀𝑢 ∈ Pr(𝑠))(∀𝑡 ∈ {𝑃(𝑢), 𝑃(𝑢−1), 𝑃(𝑢−2), … , 𝑃(𝑢−𝑁)})(|𝑡| > 𝑛 ⇒ |𝐼(𝑄0, 𝑡)| = 1) 
That is, 𝐴 is true. 
 If 𝛿𝑙𝑜𝑠𝑠 is equal to ∅, then 𝜃𝐷𝐿(𝑠) = {𝑃(𝑠), 𝑃(𝑠−1), 𝑃(𝑠−2), … , 𝑃(𝑠−𝑁)}. This means that 
the projection will be equal natural. Therefore, 𝐴 will be a strongly network I-detectable. That 
proves (𝐴 ⇒ 𝐵). 
 If (∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑢 ∈ Pr(𝑠))|𝑃(𝑢)| > 𝑛 ⇒ |𝐼(𝑄0, 𝑃(𝑢))| = 1 is a strongly I-
detectable and if the system introduced to a delay, it will take larger 𝑛 (𝑛 + 𝑁) for the system to 
reach |𝐼(𝑄0, 𝑃(𝑢))| = 1.  
∎ 
Example 9 
 Let us recall the networked discrete event system in example 8. We assume that the upper 
delay bound 𝑁 = 1 and all events are observable.  We assume that events are observable, and the 
system initial state 𝑄0 = {𝑞1, 𝑞2}. We construct the network I-observer as in Figure 27. We also 
construct the I-observer in case of 𝑁 = 0 as in Figure 28 
 
 
 
 
 
 
 
(𝑞2, 𝑞1), (𝑞2, 𝑞2), (𝑞3, 𝑞1), (𝑞3, 𝑞2), (𝑞4, 𝑞1), (𝑞4, 𝑞2) 
(𝑞1, 𝑞1), (𝑞2, 𝑞2), (𝑞3, 𝑞1), (𝑞3, 𝑞2), (𝑞4, 𝑞2) 
 (𝑞4, 𝑞2) 
β 
β 
µ α 
β 
 (𝑞4, 𝑞1), (𝑞4, 𝑞2) 
µ 
β 
Figure 27. Network I-Observer for Example 9 N=1. 
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Note that in both cases the system is weakly detectable. 
6.4 An Algorithm to Check Network I-detectabilities of Discrete Event Systems with 
Observation Losses.  
 In summary, if we have a networked discrete event systems with delays only, I-observer 
introduce in [73] can be used to check network I-detectability. In case of delays and losses of 
events, we can use the following algorithm to check network I-detectability and strong network I-
detectability of networked discrete event systems.  
Algorithm 3 
Input:  A networked nondeterministic discrete event system 𝐺 
 An observation mapping 𝜃𝐷𝐿 with delays bounded by 𝑁. 
Output:  Network I-detectable (= yes or no) 
Strongly network I-detectable (= yes or no) 
Step 1: 𝐺𝐿
𝑎𝑢𝑔 = 𝐿𝑂𝑆𝑆(𝐺𝑎𝑢𝑔); 
Step 2: 𝐺𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔 = 𝑂𝐵𝑆(𝐺𝐿
𝑎𝑢𝑔); 
Step 3: 𝐺𝐷𝐿,𝑜𝑏𝑠
𝑎𝑢𝑔 = 𝐷𝐿(𝑂𝐵𝑆(𝐺𝐿
𝑎𝑢𝑔)); 
(𝑞3, 𝑞1), (𝑞3, 𝑞2) 
(𝑞1, 𝑞1), (𝑞2, 𝑞2) 
(𝑞4, 𝑞2) 
β 
β µ 
α 
β 
(𝑞2, 𝑞1), (𝑞2, 𝑞2) 
µ 
β 
(𝑞4, 𝑞1), (𝑞4, 𝑞2) 
β 
Figure 28. Network I-Observer for Example 9 N=0. 
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Step 4: 𝑌𝐼
𝑎𝑢𝑔 = {𝑦𝑎𝑢𝑔 ∈ 𝑌𝑎𝑢𝑔: (∃𝑞 ∈ 𝑄0)(∀(𝑞𝑐, 𝑞𝐼) ∈ 𝑦
𝑎𝑢𝑔)𝑞𝐼 = 𝑞}; 
Step 5: 𝐿𝑜𝑜𝑝 = {(𝑦𝑎𝑢𝑔, 𝑢) ∈ 𝑌𝑎𝑢𝑔×∑0
∗ : |𝑢| ≥ 1 ∧ 𝜁𝑎𝑢𝑔(𝑦𝑎𝑢𝑔, 𝑢) = 𝑦𝑎𝑢𝑔}; 
Step 6: If (∀(𝑦𝑎𝑢𝑔, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ )𝜁𝑎𝑢𝑔(𝑦𝑎𝑢𝑔, 𝑤) ∈ 𝑌𝐼
𝑎𝑢𝑔
 is true, then 
 Strongly network I-detectable = yes; 
 else 
 Strongly network I-detectable = no; 
Step 7: If  (∃(𝑦𝑎𝑢𝑔, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (𝑢)) 𝜁𝑎𝑢𝑔(𝑦𝑎𝑢𝑔, 𝑤) ∈ 𝑌𝐼
𝑎𝑢𝑔
  is true, then 
 Network I-detectable = yes; 
 else 
 Network I-detectable = no. 
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CHAPTER 7 NETWORK CO-DETECTABILITY 
 In some applications, the observer is decentralized, so we have a set of local agents each 
with limited observations. While the agents are not sharing date among themselves, if we can 
determine the current and subsequent states all trajectories, then we have a system with strong co-
detectability. As you may know, every discrete event system is a unique case. Hence, it is hard 
sometimes to detect the current and subsequent states for some systems for all trajectories of the 
system. In such case, we may have a discrete event system with a weak co-detectability. In case of 
multi-agents, determining the current and subsequent states of the system can be achieved with the 
aid of limited observations of each agent. Co-detectability requires that we can determine the state 
of the system by at least one agent. Formally, co-detectability can be defined as following: 
We assume that I is the index of agents 𝐼 = {1,2,3, … 𝑛}. 
𝑃𝑖 is the natural projection for an agent 𝐴𝑖.  
𝑃𝑖 : ∑
∗ → ∑𝑖,𝑜
∗  
𝑃𝑖 (𝜎) = {
𝜎   𝑖𝑓 𝜎 ∈ ∑𝑖,𝑜
𝜀   𝑖𝑓 𝜎 ∉ ∑𝑖,𝑜
     𝑃𝑖 (𝑠𝜎) = {
𝑃𝑖 (𝑠)𝜎   𝑖𝑓 𝜎 ∈ ∑𝑖,𝑜
𝑃𝑖 (𝑠)     𝑖𝑓 𝜎 ∉ ∑𝑖,𝑜
 
and  
𝑅𝑖(𝑄
′, 𝑡) is the set of all possible states after observing 𝑡 ∈ ∑𝑖,𝑜
∗  for an agent 𝐴𝑖. 
 In this chapter, we investigate network co-detectability of discrete event systems. We 
assume loss/delay between each agent and system. Therefore, this will introduce uncertainty in 
detecting the current and subsequent states of the system.  
Weak Co-detectability [75] 
 A discrete event system G is (weakly) co-detectable if, after a finite number of 
observations, the current state and subsequent states of the system is known to at least one agent 
for some trajectories of the system. Formally,  
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(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ Pr(𝑠))|𝑃(𝑡)| > 𝑛 ⇒ (∃𝑖 ∈ 𝐼)|𝑅𝑖(𝑄0, 𝑃𝑖((𝑡))| = 1. 
Strong Co-detectability [75] 
 A discrete event system G is strongly co-detectable if, after a finite number of observations, 
the current state and subsequent states of the system is known to at least one agent for all 
trajectories of the system. Formally, 
 (∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ Pr(𝑠))|𝑃(𝑡)| > 𝑛 ⇒ (∃𝑖 ∈ 𝐼)|𝑅𝑖(𝑄0, 𝑃𝑖((𝑡))| = 1. 
Weak Periodic Co-detectability [75] 
 A discrete event system G is (weakly) periodically co-detectable if the current state of the 
system is known periodically to at least one agent for some trajectories of the system. Formally, 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ Pr(𝑠))(∃𝑡′ ∈ ∑∗)𝑡𝑡′ ∈ Pr(𝑠) ∧ 
|𝑃(𝑡′)| < 𝑛 ∧ (∃𝑖 ∈ 𝐼)|𝑅𝑖(𝑄0, 𝑃𝑖((𝑡𝑡
′))| = 1. 
Strong Periodic Co-detectability [75] 
 A discrete event system G is strongly periodically co-detectable if the current state of the 
system is known periodically to at least one agent for all trajectories of the system. Formally, 
(∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ Pr(𝑠))(∃𝑡′ ∈ ∑∗)𝑡𝑡′ ∈ Pr(𝑠) ∧ 
|𝑃(𝑡′)| < 𝑛 ∧ (∃𝑖 ∈ 𝐼)|𝑅𝑖(𝑄0, 𝑃𝑖((𝑡𝑡
′))| = 1. 
7.1 Mathematical Background 
 The current state of the system will determine by these agents without sharing data. The 
partial sensing capability for a specific agent 𝐴𝑖 is represented as observable events ∑𝑖,𝑜. 
Obviously, the observable event of the networked discrete event system will be the union of all 
observable events of the agents: 
∑𝑜 = ⋃ ∑𝑖,𝑜
𝑖∈𝐼
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We assume each agent 𝐴𝑖 has the same upper bound on delay. We denote that as 𝑁. This 
assumption is made for simplicity. 
The delay and lose projection for any agent 𝐴𝑖 is denoted as  
𝜃𝑖,𝐷𝐿 = 𝜃𝑖,𝐿 ∘ 𝜃𝑖,𝐷 
where  
𝜃𝑖,𝐷: ∑
∗ → 2∑
∗
. 
and 
𝜃𝑖,𝐿: 𝐿(𝐺) → 2
∑∗𝑖,𝑜 
We build the network observer for each agent as follows 
𝐺𝑖,𝐿 = 𝐿𝑂𝑆𝑆(𝐺) = (𝑄, ∑𝑖,𝑜 , 𝛿𝑖,𝑙𝑜𝑠𝑠, 𝑄0), 
where  
𝛿𝑖,𝑙𝑜𝑠𝑠 = {(𝑞, 𝜎, 𝑞
′): (𝑞, 𝜎, 𝑞′) ∈ 𝛿𝑖,𝑜} ∪ {(𝑞, 𝜀, 𝑞
′): (𝑞, 𝜎, 𝑞′) ∈ 𝛿𝑖,𝑢𝑜 ∪ 𝛿𝑖,𝐿}. 
We used δ  to denote the set of all transitions in 𝐺: 𝛿 = {(𝑞, 𝜎, 𝑞′): 𝑞′ ∈ 𝛿(𝑞, 𝜎)}.  The set 
of observable transitions for an agent 𝐴𝑖 is denoted by 𝛿𝑖,𝑜 = {(𝑞, 𝜎, 𝑞
′) ∈ 𝛿: 𝜎 ∈ ∑𝑖,𝑜} . The set of 
unobservable transitions is denoted by 𝛿𝑖,𝑢𝑜 = {(𝑞, 𝜎, 𝑞
′) ∈ 𝛿: 𝜎 ∈ ∑𝑖,𝑢𝑜} . Some observable 
transitions may be lost in communication. These transitions are denoted by 𝛿𝑖,𝐿 (δ𝑖,𝐿 ⊆ δ𝑖,𝑜) [79, 
103].  
From 𝐺𝑖,𝐿, we can build the observer 𝐺𝐿,𝑜𝑏𝑠 as 
𝐺𝑖,𝐿,𝑜𝑏𝑠 = 𝑂𝐵𝑆(𝐺𝑖,𝐿) = (𝑋𝑖, ∑𝑖,𝑜, 𝜉𝑖, 𝑥𝑖,0) = 𝐴𝑐(2
𝑄 , ∑𝑖,𝑜 , 𝜉𝑖 , 𝑈𝑅𝑖({𝑄0})). 
where 𝐴𝑐(. ) denotes the accessible part, state 𝑥𝑖 ∈ 𝑋𝑖 is a subset of 𝑄, and 𝑥𝑖,0 = 𝑈𝑅𝑖({𝑄0}) is the 
unobservable reach of 𝑄0, defined as 
𝑈𝑅𝑖(𝑥) = {𝑞 ∈ 𝑄: (∃𝑞
′ ∈ 𝑥)𝑞 ∈ 𝛿𝑖,𝑙𝑜𝑠𝑠(𝑞
′, 𝜀)}. 
The transition function is defined as  
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𝜉𝑖(𝑥, 𝜎) = 𝑈𝑅𝑖({𝑞 ∈ 𝑄: (∃𝑞
′ ∈ 𝑥)𝑞 ∈ 𝛿𝑖,𝑙𝑜𝑠𝑠(𝑞
′, 𝜎)}). 
Next, we extend each state 𝑥𝑖 ∈ 𝑋𝑖 to 𝑦𝑖 = 𝑅(𝑥𝑖). 𝑅(𝑥𝑖) denotes the set of states that can be 
reached within N steps in G, that is, 
𝑅(𝑥𝑖) = {𝑞 ∈ 𝑄: (∃𝑞
′ ∈ 𝑥𝑖)(∃𝑠 ∈ ∑
∗)|𝑠| ≤ 𝑁 ∧ 𝛿(𝑞′, 𝑠) = 𝑞} 
Finally, the networked observer is defined as  
𝐺𝑖,𝐷𝐿,𝑜𝑏𝑠 = 𝐷𝐿(𝑂𝐵𝑆(𝐺𝑖,𝐿)) = (𝑌𝑖, ∑𝑖,𝑜, 𝜁𝑖 ,  𝑦𝑖,0). 
In 𝐺𝑖,𝐷𝐿,𝑜𝑏𝑠, the state set 𝑌𝑖 is defined as follows. Denote 𝑋 = {𝑥1, 𝑥2, 𝑥3, … … 𝑥𝑛}, then 𝑌𝑖 =
{𝑦1, 𝑦2, 𝑦3, … … 𝑦𝑛}  with 𝑦𝑗 = 𝑅(𝑥𝑗). The transition function 𝜁𝑖: 𝑌𝑖×∑𝑖,𝑜 → 𝑌𝑖 is defined for 
𝑦𝑗 , 𝑦𝑘 ∈ 𝑌𝑖 and ∈ ∑0, as 
𝜁𝑖 = {(𝑦𝑗 , 𝜎, 𝑦𝑘): (𝑥𝑗 , 𝜎, 𝑥𝑘) ∈ 𝜉𝑖} 
The networked observer can be used to find state estimates. In fact, it is proven by Lin 
(2014) that 
𝐸𝑖(𝑡) = 𝜁𝑖(𝑦𝑖,0, 𝑡) 
We assume that the number of local agents is 𝑛. We also assume that there is an imaginary super-
agent that observes 𝐴. When this agent does not observe anything, this means no other agent can.   
𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠 = (𝑌, ∑𝑜 , 𝜁
𝑐𝑜 ,  𝑦0) = 𝐴𝑐(2
𝑄×2𝑄×2𝑄× …×2𝑄 , ∑𝑜 , 𝜁
𝑐𝑜 ,  𝑦0) 
where  
 𝑦0 = ( 𝑦0(1),  𝑦0(2),  𝑦0(3), …  𝑦0(𝑛), ,  𝑦0(𝑛 + 1)) 
                     = (𝑈𝑅1(𝑄0), 𝑈𝑅2(𝑄0), 𝑈𝑅3(𝑄0), … 𝑈𝑅𝑧(𝑄0), 𝑈𝑅(𝑄0)) 
𝜁𝑐𝑜 is also a vector of 𝑛 + 1 elements.  
7.2 Definitions of Network Co-Detectabilities 
 Now we define network co-detectabilities as follows. 
Definition 11 (Network Co-detectability) 
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 A networked discrete event system G is (weakly) network co-detectable if, after a finite 
number of observations, the current state and subsequent states of the system is known to at least 
one agent for some trajectories of the system. that is, 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ (∃𝑖 ∈ 𝐼)|𝐸𝑖(𝑃𝑖(𝑡
′))| = 1 
Definition 12 (Strong Network Co-detectability) 
 A networked discrete event system G is strongly network co-detectable if, after a finite 
number of observations, the current state and subsequent states of the system is known to at least 
one agent for all trajectories of the system. that is, 
(∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(|𝑡′| > 𝑛 ⇒ (∃𝑖 ∈ 𝐼)|𝐸𝑖(𝑃𝑖(𝑡
′))| = 1 
Definition 13 (Weak Network Periodic Co-detectability) 
A networked discrete event system G is (weakly) periodically network co-detectable if the current 
state of the system is known periodically to at least one agent for some trajectories of the system. 
Formally, 
(∃𝑛 ∈ ℕ)(∃𝑠 ∈ 𝐿𝜔(𝐺))(∃𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ (∃𝑖 ∈ 𝐼)|𝐸𝑖(𝑃𝑖(𝑡
′𝑡′′))| = 1). 
Definition 14 (Strong Network Periodic Co-detectability) 
A networked discrete event system G is strongly periodically network co-detectable if the current 
state of the system is known periodically to at least one agent for all trajectories of the system. 
Formally, 
(∃𝑛 ∈ ℕ)(∀𝑠 ∈ 𝐿𝜔(𝐺))(∀𝑡 ∈ 𝜃𝐷𝐿(𝑠))(∀𝑡
′ ∈ 𝑃𝑟(𝑡))(∃𝑡′′ ∈ 𝛴𝑜
∗) 
(𝑡′𝑡′′ ∈ 𝑃𝑟(𝑡) ∧ |𝑡′′| < 𝑛 ∧ (∃𝑖 ∈ 𝐼)|𝐸𝑖(𝑃𝑖(𝑡
′𝑡′′))| = 1). 
7.3 Checking Network Co-detectabilities  
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 In order to check network co-detectabilities, we first construct networked observer 
𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠. We then mark the states in 𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠 that contain a singleton state and denote the set 
by: 
𝑌𝑚 = {𝑦 ∈ 𝑌: (∃𝑦(𝑖))|𝑦(𝑖)| = 1 ∧ (1 ≤ 𝑖 ≤ 𝑛)}. 
The state in 𝐺 is known when 𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠 is in 𝑌𝑚. If that is the case, then there is at least one agent 
that knows the current state of the system. We depend on loops to check co-detectabilities. 
Therefore, Let us denote the set of all loops in 𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠 as  
𝐿𝑜𝑜𝑝 = {(𝑦, 𝑢) ∈ 𝑌×∑0
∗ : |𝑢| ≥ 1 ∧ 𝜁𝑐𝑜(𝑦, 𝑢) = 𝑦} 
Theorem 14 
A networked nondeterministic discrete event system 𝐺 is strongly network co-detectable 
with respect of a set of remote agents if and only if in the networked co-observer 𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠,  
(∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁𝑐𝑜(𝑦, 𝑤) ∈ 𝑌𝑚. 
In other words, any state reachable from any loop in 𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠 is in 𝑌𝑚. 
Theorem 15 
 A networked nondeterministic discrete event system 𝐺 is network co-detectable with 
respect of a set of remote agents if and only if in the networked co-observer 𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ Pr (𝑢))  𝜁𝑐𝑜(𝑦, 𝑤) ∈ 𝑌𝑚. 
In other words, there are loops in 𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠 which are completely inside 𝑌𝑚. 
Theorem 16 
 A networked nondeterministic discrete event system G is strongly periodically network co-
detectable with respect of a set of remote agents if and only if in the networked co-observer 
𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠,  
(∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ Pr (u)) 𝜁𝑐𝑜(𝑦, 𝑤) ∈ 𝑌𝑚, 
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that is, every loop in 𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠 must contain at least one state belonging to 𝑌𝑚. 
Theorem 17 
 A networked nondeterministic discrete event system G is periodically network co-
detectable with respect of a set of remote agents if and only if in the networked co-observer 
𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠,  
(∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ Pr (u)) 𝜁𝑐𝑜(𝑦, 𝑤) ∈ 𝑌𝑚, 
That is, there are loops in 𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠 that include at least one state belonging to 𝑌𝑚. 
 Proofs for theorems 14, 15, 16, and 17 are similar to the proofs of theorems 1, 2, 3, and 4. 
Therefore, proofs are omitted.  
7.4 An Algorithm to Check Network Co-detectabilities of Discrete Event Systems 
 In summary, we can check network co-detectability, strong network co-detectability, 
periodically network co-detectability, and strongly periodically network co-detectability using the 
following algorithm 
Algorithm 4 
Input:  A networked nondeterministic discrete event system 𝐺 
 An observation mapping for each agent 𝜃𝑖,𝐷𝐿 with delays bounded by 𝑁𝑖. 
Output:  Network co-detectable (= yes or no) 
Strongly network co-detectable (= yes or no) 
Periodically network co-detectable (= yes or no) 
Strongly periodically network co-detectable (= yes or no) 
Step 1: 𝐺𝑖,𝐿 = 𝐿𝑂𝑆𝑆(𝐺); 
Step 2: 𝐺𝑖,𝐿,𝑜𝑏𝑠 = 𝑂𝐵𝑆(𝐺𝑖,𝐿); 
Step 3: 𝐺𝑐𝑜,𝐷𝐿,𝑜𝑏𝑠 = (𝑌, ∑𝑜 , 𝜁
𝑐𝑜 ,  𝑦0); 
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Step 4: 𝑌𝑚 = {𝑦 ∈ 𝑌: |𝑦| = 1}; 
Step 5: 𝑌𝑚 = {𝑦 ∈ 𝑌: (∃𝑦(𝑖))|𝑦(𝑖)| = 1 ∧ (1 ≤ 𝑖 ≤ 𝑛)}; 
Step 6: If (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ ∑0
∗ ) 𝜁𝑐𝑜(𝑦, 𝑤) ∈ 𝑌𝑚 is true, then 
 Strongly network co-detectable = yes; 
 else 
 Strongly network co-detectable = no; 
Step 7: If  (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∀𝑤 ∈ 𝑃𝑟 (𝑢))  𝜁𝑐𝑜(𝑦, 𝑤) ∈ 𝑌𝑚  is true, then 
 Network co-detectable = yes; 
 else 
 Network co-detectable = no. 
Step 8: If (∀(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ Pr (u)) 𝜁𝑐𝑜(𝑦, 𝑤) ∈ 𝑌𝑚   is true, then 
 Strongly periodically network co-detectable = yes; 
 else 
 Strongly periodically network co-detectable = no; 
Step 9: If  (∃(𝑦, 𝑢) ∈ 𝐿𝑜𝑜𝑝)(∃𝑤 ∈ Pr (u)) 𝜁𝑐𝑜(𝑦, 𝑤) ∈ 𝑌𝑚 is true, then 
 Periodically network co-detectable = yes; 
 else 
 Periodically network co-detectable = no. 
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CHAPTER 8 CONCLUSION  
 In this dissertation, we have defined network detectability, network D-detectability, 
network I-detectability, and network co-detectability of discrete event systems. We derived 
necessary and sufficient conditions for network detectability, network D-detectability, network I-
detectability, and network co-detectability. We developed algorithms to check all types of network 
detectabilities. We also discussed and proved some properties of networked discrete event systems. 
Also, many examples have been given to illustrate different types of network detectabilities.  
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 Detectability of discrete event systems, the ability to determine the current and subsequent 
states, is very important in supervisory control and many other applications. So far only 
detectability of non-networked discrete event systems has been defined and investigated. Non-
networked discrete event systems assume all the communication to be carried out on time without 
any delays or losses. The assumption of reliable link is true when the distance of communication 
is short; however, it is often violated in networked systems. In my dissertation, I investigate the 
detectability for the networked discrete event systems. Because applications vary, we investigate 
the four types of the network detectabilities: detectability, strong detectability, periodic 
detectability, and strong periodic detectability. In addition, I will investigate the network D-
detectability, which is the ability to just distinguish certain pairs of states. As in non-networked 
discrete event systems, I will extend the network detectability to network I-Detectability, and 
network Co-detectability. Network I-detectability is defined as the ability of determining the initial 
state of the system after finite numbers of event of observations when the system is subject to 
communication delays and losses. Network Co-detectability, on the other hand, is defined as the 
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ability of determining the current state and subsequent states of the system with at least one agent 
under communication delays losses. In each case, I will define and prove the necessary and 
sufficient condition for the detectabilities if possible. In some cases, methods to check types of 
network detectabilities are developed. Examples are also given to illustrate different types of 
results. 
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