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Dispatch
R225If the recent history really had
consisted predominantly of leftwards
orientation, then this would cause
a physically vertical stimulus to be
perceived, fallaciously, as rightwards:
the tilt aftereffect. However, under
more naturalistic viewing conditions
such reliance on the statistical
stationarity of the structure of the
environment might be an intelligent
means to keep the sensory system
calibrated in the face of internal
fluctuations in excitability.
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E-mail: colin.clifford@usyd.edu.auDOI: 10.1016/j.cub.2012.02.019Fungal Morphogenesis: In Hot PursuitTemperature affects diverse biological processes. In fungi such as the
pathogen Candida albicans, temperature governs a morphogenetic switch
between yeast and hyphal growth. A new report connects the thermosensor
Hsp90 to a CDK–cyclin–transcription factor module that controls
morphogenesis.Wenjie Xu and Aaron P. Mitchell*
Morphogenesis — the development of
and transition between different growth
forms — is a common theme in the
fungal world. Morphogenetic pathways
often respond to environmental cues.
For diverse pathogenic fungi, including
Candida albicans, Histoplasma
capsulatum, and Blastomyces
dermatitidis, host body temperature
(37C) is a trigger of morphological
transitions. For C. albicans, the hyphal
growth form that appears at high
temperature is also prominent in
infected tissue and is critical for
C. albicans virulence [1]. Therefore,
the thermal control over fungal
morphogenesis is an intriguing issue
from the standpoint of both cell biology
and pathogenesis.
The molecular mechanism
underlying temperature control of
C. albicans morphogenesis remained
elusive until 2009. At that time, Cowen
and colleagues [2] reported that Hsp90,
a molecular chaperone with many
client proteins, had a central role inthis mechanism. They found that
compromising Hsp90 function
by genetic or pharmacological
approaches induced C. albicans
cells to transit from the yeast form
to the hyphal form, independently
of temperature. It was particularly
significant that Hsp90 was not simply
required to complete a developmental
program, as it is in many organisms,
but rather that it seemed to govern
hyphal formation at the developmental
decision point. These findings led to
the proposal that Hsp90 is a negative
regulator of hyphal morphogenesis,
and that high temperature may
overwhelm Hsp90 with client proteins
and thus relieve Hsp90-mediated
inhibition [2]. Therefore, Hsp90 itself
functions as a temperature
sensor (Figure 1).
In a new study that recently
appeared in Current Biology, Cowen
and colleagues [3] implemented
newly developed tools of C. albicans
functional genomics to define
a regulatory pathway that couples
the Hsp90-dependent signal tohyphal-specific gene activation. Their
previous studies had implicated
the cyclic AMP-protein kinase A
(cAMP–PKA) pathway in this role [2].
Surprisingly, though, the canonical
transcription factor target of
cAMP–PKA, Efg1, was dispensable
for the response to Hsp90. Thus, the
group set out to look specifically for
transcription factors that govern
Hsp90-responsive morphogenesis.
A library of 143 homozygous deletion
mutants [4] was screened for a reduced
capacity to produce hyphae in
response to the Hsp90 inhibitor
geldanamycin. The screen paid off
beautifully: a mutant lacking
a previously uncharacterized
transcription factor gene, HMS1,
had a severe defect in
geldanamycin-induced hyphae
formation. Although the hyphal
regulatory pathway is a complex
meshwork of interconnected signals
and transduction pathways [1], the
role of Hms1 turns out to be quite
specific: it is required for induction of
hyphal formation by elevated
temperature but not by other
environmental cues, such as nutritional
limitation, neutral pH, or serum.
ChIP–chip and qRT–PCR analyses
revealed that Hms1 is bound to DNA
associated with hyphal-specific genes,
such asUME6 andRBT5, and regulates
their transcript levels. Together these
finding indicate that Hms1 plays
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Figure 1. Thermal control circuitry governing morphogenesis in C. albicans.
At low temperature, Hsp90-mediated repression inhibits expression of hyphal-specific genes.
At high temperature, Hsp90 activity is compromised by extensive amounts of unfolded
protein. Reduced availability of Hsp90 activity lifts the repression on a regulatory circuitry
governing the yeast–hyphal transition. Hms1, Pho85, and Pcl1 have now been identified as
components of this regulatory circuitry: Hms1 is a transcription factor that binds to regulatory
sequences of hyphal-specific genes, while the CDK Pho85 and the cyclin Pcl1 function to
activate Hms1 (most likely through phosphorylation, P).
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R226a pivotal, direct, and specific role in the
morphogenesis-associated gene
expression program.
The identification of Hms1 illustrates
the power of forward genetics that has
come of age in C. albicans. A limited
number of studies has taken advantage
of such a strategy, mainly because
the necessary strain collections have
only recently been developed and
expanded [4–11]. These tools are
critical for probing unique biological
functions of C. albicans, i.e. those
that are not modeled by workhorse
nonpathogens, such as
Saccharomyces cerevisiae. In fact,
even conserved biological functions,
such as cell wall integrity, seem to be
controlled by distinct regulatory
circuits in C. albicans [12,13]. With the
ever-increasing availability of both
mutant resources and additional
functional genomics methods, we look
forward to many future studies that
connect C. albicans gene function to
biological properties.
The analysis of Hms1 illustrates that,
even in the age of C. albicans forward
genetics, the superlative utility of the
S. cerevisiae model is as great as ever.
In this case, prior S. cerevisiae studies
provided candidates for members ofthe Hms1 pathway. Specifically,
S. cerevisiae Hms1 is phosphorylated
by the cyclin-dependent kinase Pho85
and interacts with the cyclin Pcl1 [14].
Sure enough, C. albicans Pho85 and
Pcl1 are required for filamentation
induced by Hsp90 inactivation, but
are dispensable for filamentation in
response to other cues. Epistasis
analysis argues that Pcl1 functions
upstream of Hms1 because
overexpression of Hms1 restored
geldanamycin-induced filamentation
in the pcl1D/pcl1D mutant (Figure 1).
These findings suggest that the
Pho85–Pcl1–Hms1 circuitry is a
conserved regulatory module: it
governs nutrition-dependent
morphogenesis in S. cerevisiae [15]
and temperature-dependent
morphogenesis in C. albicans.
The findings in this report provide
a strong foundation for mechanistic
dissection of the Hsp90 response
pathway. Most importantly, how
does Hsp90 repress activity of the
Pho85–Pcl1–Hms1 module? Hsp90
may bind to and inactivate one of the
members of the module; a second
possibility is that Hsp90 is required
for the production of an inhibitor of
the module. In the case of the latterpossibility, the fact that Hsp90 is
required for the functional activity of
the protein phosphatase calcineurin
[16] suggests that, perhaps, calcineurin
may oppose Pho85 protein kinase
activity. Alternatively, the S. cerevisiae
protein phosphatase Ppt1 is bound to
Hsp90 [17] and is thus a reasonable
candidate as well. Secondly, how
does the Pho85–Pcl1–Hms1 module
interact with the cAMP–PKA pathway?
Here the S. cerevisiae model does not
offer specific guidance [15], and it may
be faster to address the question
directly in C. albicans. This report also
provides a precedent to guide studies
in other fungi and perhaps more
broadly. CDK–cyclin pairs related to
Pho85 and Pcl1 are found in all
eukaryotes. They have long been
excellent candidates for
morphogenesis regulators [18]; they
are now excellent candidates for
regulatory thermocouples as well.References
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Odor-Activated Synapses for MemoryA recent study in the locust olfactory system shows how neuromodulators can
alter the rules of synaptic plasticity to form associative memories through the
use of ‘tagged’ synapses.Zane N. Aldworth and Mark Stopfer
Scents evoke vivid recollections — the
smell of sunscreen brings the ocean
to mind; a whiff of perfume calls forth
a long-ago friend. It seems effortless
to form and remember powerful
connections between odors and other
sensory stimuli. Yet, a physiological
understanding of how our brains
instantiate these associations remains
elusive. Hebb famously suggested [1]
that a synapse could be strengthened
when the presynaptic and postsynaptic
neurons are activated together. The
discovery of spike-timing-dependent
plasticity (STDP) [2], a process that
can either increase synaptic strength
(when the presynaptic cell is activated
milliseconds before the postsynaptic
cell), or decrease synaptic strength
(when the timing is reversed), provided
a physiological mechanism for this
plasticity. STDP has been shown to
occur in many species, including the
locust [3].
Connecting Hebbian STDP to the
formation of memory, however, has
been surprisingly difficult, partly
because STDP operates at much
shorter time scales than the behavioral
experiences that lead to new
memories. For example, a recent study
showed that in moths, animals that
readily learn to associate odors with
a tasty reward, odors reliably evoke
spiking in Kenyon cells, neurons longbelieved to help encode odors
and form memories. But the
odor-evoked spiking was ephemeral;
it ended several seconds before
a rewarding drop of sugar water
was presented to the animal, long
after the millisecond-scale time
window for STDP had closed [4].
Behavioral tests showed this training
procedure induced new memories,
but because pre- and post-synaptic
spiking linking odor and reward
could not occur in these cells with
the required timing, STDP alone
could not be responsible for forming
them. How to resolve this dilemma?
An elegant new study by Cassenaer
and Laurent [5] points to a solution:
STDP can ‘tag’ an odor-activated
synapse, signifying and sustaining
its identity until the reinforcement
signal arrives.
Because the insect olfactory system
is relatively simple and accessible it
has become a useful model for the
study of sensory processing and
associative memory [6]. Odors are
transduced by odorant receptors and
their associated olfactory receptor
neurons in the antennae (Figure 1A)
[7]. These afferent neurons carry
information to the antennal lobe, where
lateral interactions among the receptor
neurons, local neurons and projection
neurons rearrange odor-evoked
responses into temporally structured
patterns of spiking distributed acrossgroups of projection neurons. These
firing patterns are also segmented into
a sequence of time bins byw20 Hz
oscillations generated in the antennal
lobe [8–11]. Intensely spiking
projection neurons carry this
information from the antennal lobe to
the calyx of themushroom body, where
huge numbers of Kenyon cells respond
to the odor sparsely with spikes that
are few and far between [12,13].
Kenyon cells are influenced by the
oscillatory patterning generated in
the antennal lobe [9] and transmit
the oscillations to postsynaptic
targets, including the mushroom
body’s b-lobes [14].
Cassenaer and Laurent [3] had
previously shown that STDP can occur
at the synapse between Kenyon cells
and b-lobe neurons in the locust. This
first demonstration of STDP in an
invertebrate showed that STDP acts
here as a homeostatic mechanism,
maintaining the integrity of the
oscillatory signal passed along from
the antennal lobe, rather than as
a mechanism of memory. But in their
new work, Cassenaer and Laurent [5]
returned to the Kenyon cell–b-lobe
neuron synapse to explore whether
STDP there can be mnemonic. The
authors first characterized responses
of b-lobe neurons to a range of
odorants believed relevant to behaving
locusts. Consistent with previous
studies [3,14], the authors found that
the temporally patterned spiking
responses of b-lobe neurons varied
with the odor, and that firing rates of the
b-lobe neuron vastly exceeded those
of their presynaptic Kenyon cells.
The authors also found individual
b-lobe neurons responded much less
selectively to odorants than did
individual Kenyon cells, and that their
