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The classic equal-area criterion (EAC) is of key importance in power system analysis, and provides a powerful, pictorial and quantitative means of analysing transient stability (i.e. the system's ability to maintain stable operation when subjected to a large disturbance). Based on the traditional EAC, it is common sense in engineering that there is a critical cleaning time (CCT); namely, a power system is stable (unstable) if a fault is cleared before (after) this CCT. We regard this form of CCT as bipartite. In this paper, we revisit the EAC theory and, surprisingly, find different kinds of transient stability behaviour. Based on these analyses, we discover that the bipartite CCT is only one type among four major types, and, actually, the forms of CCT can be diversified. In particular, under some circumstances, a system may have no CCT or show a periodic CCT. Our theoretical analysis is verified by numerical simulations in a single-machine-infinitebus system and also in multi-machine systems. Thus, our study provides a panoramic framework for diverse transient stability behaviour in power systems after clearing the fault. Such a basic strategy has already been extensively used in stability/control and in relay design in power systems [1] [2] [3] . On the other hand, as the EAC analyses the transient stability problem on the basis of energy, but not on the trajectory directly, it has spurred an active development of analytical methods in multi-machine power systems based on the transient energy function (or direct method) [10] [11] [12] , such as the potential energy boundary surface (PEBS) method [13] , the boundary of stability region based controlling unstable equilibrium point (BCU) method [14, 15] and the extended equal-area criterion (EEAC) method [16, 17] .
Recently, with the increasing penetration rate of renewable energy and HVDC around the world, traditional power systems, which were dominated by synchronous generators, have been gradually transferring to semi-conductor-dominating power systems [18] , and their dynamical behaviour becomes much more complicated and unpredictable. Several significant accidents with obscure physical mechanisms have occurred [19, 20] . Thus, the stability of power systems poses an interdisciplinary challenge not only in electrical engineering, but also in basic science, and the increased interest of the physics community in power system stability very recently is to be expected [21] [22] [23] [24] [25] [26] [27] . Under such a circumstance, we will revisit here the traditional EAC and especially check its applicability. To our surprise, we find that the transient behaviour actually can be very rich, and the bipartite CCT (referred to as type I in this paper) is only one among four major types, which also include the system having no CCT (types II and III) and a periodic CCT (type IV). The numerical results on the SMIB model verify the validity of our theoretical predictions, and taking into account the effects of damping and multi-machine systems (given in the electronic supplementary material) helps to uncover some other novel types. Therefore, these findings are promising for further applications in power electrical engineering and could advance our understanding of the complexity of power systems.
Model and equal-area criterion (a) Model
We begin with the SMIB power system, where a generator connects an infinitely large bus whose voltage magnitude V s is constant with its angle being always 0 and unchanged. The scheme is shown in figure 1a . According to the basic principle of a synchronous generator in power system analysis, the motion of the rotor angle (power angle) δ of a generator with a constant voltage magnitude E is determined by the well-known swing equations
where M = 2H/ω 0 is a lumped parameter, with H the per unit inertial constant (set as 1) and ω 0 = 2π f 0 (f 0 is the constant grid frequency, set at 50 or 60 Hz according to different standards), P m is the per unit mechanical power input, d denotes the damping impact and X = X T + X L /2 is the total reactance consisting of the reactance of the transformer X T and transmission line X L /2, as each line's reactance is X L . We set
where P E denotes the electromagnetic power output and P e is its maximum. Thus, the swing equation actually characterizes the rotor-angle stability by the balance between the mechanical input power P m from the prime mover and the electrical output power P E to the grid. As a result, such a power system's electromechanical stability problem has already been changed to a mechanical one. A rotor is always assumed to be stable before the occurrence of a fault. A large fault occurs at t = 0 and this fault is cleared until t = t c . Here, t c denotes the clearing time. Thus, the entire process is divided into three independent sub-processes by two times, t = 0 and t = t c , and each sub-process is determined by the same swing equation Figure 1 . Several schemes used in the paper. (a) Scheme for the SMIB power system, where G represents the synchronous generator whose internal voltage is E, X T indicates the reactance of the transformer and X L the reactance of the transmission line A (the same as B) and V s denotes the infinitely large bus voltage. (b,c) Schemes for the traditional description based on the EAC, where P d < P p is usually assumed. P m denotes the mechanical (input) power. P B , P D and P P are the electromagnetic (output) powers of the before-fault, during-fault and post-fault states, respectively. P b , P d and P p are their corresponding maximal values. Here, the accelerating area A within the during-fault state equals the decelerating area B within the post-fault state, with their separation position corresponding to the fault clearing time t c and the fault clearing angle δ c . When t c increases, a CCT can be determined, as shown in (c). After that, the system would be unstable, as δ becomes larger than δ p . (d) Scheme for the power-angle relation for both P d and P p . The system is likely to be more stable for the post-fault state, and the postfault state has more stable redundancy if P d < P p ; it is likely to be more stable for the during-fault state otherwise. We mainly compare the values of P d and P p , and accordingly uncover four major types of transient stability behaviour, including types I, II and III for P d < P p , and types II, III and IV for P d > P p . For more details, see the text.
P e (or X); namely,
where P B , P D and P P are the electromagnetic (output) powers of the before-fault, during-fault and post-fault states, respectively. When a fault happens in a transmission line (t ≥ 0), as shown in figure 1a, its reactance X increases, and correspondingly P d decreases. For an extreme case, as the three-phase grounding short-circuit fault, the reactance is infinity and thus P d is zero. After the fault is cleared, the reactance of the line would recover to a new value depending on the operation status. Usually, this fault line (say, line B) will be cut off and the total reactance becomes X T + X L , which is larger than the total reactance of the pre-fault, X T + X L /2. Therefore, we know that generally P b > P d and P b > P p . Noting that, as the system is always assumed to be stable before a fault, the condition P b > P m should be maintained. Consequently, P b is maximal among all four of these key parameters: P b , P m , P d , P p . For the usual fault analysis, P p > P d is further assumed, as shown by the order of the three power-angle curves in figure 1b. However, we would like to point out that P p < P d also often happens, due to various forms of faults and protection methods. For example, in considering a single-phase short-circuit fault, which leads to a three-phase trip, the automatic protection would make the system more unstable [28] [29] [30] . Actually, the main motivation of this paper is just to study all of the different cases including not only P p > P d but also P p < P d , and attempt to provide a panoramic framework for different types of transient stability behaviour.
Before introducing the EAC, let us identify the stable and unstable equilibrium points within all three parameter regimes, for the before-fault (B, t = 0), during-fault (D, t c > t > 0) and post-fault (P, t ≥ t c ) states, respectively. We use δ (δ ) for the stable (unstable) equilibrium point. Namely, the stable and unstable equilibrium points of the before-fault state are
The stable and unstable equilibrium points of the during-fault state are
The stable and unstable equilibrium points of the post-fault state are
As the system does not run on the unstable equilibrium point of the before-fault state, δ s is useless. Except for δ s , we will see that all of the other five equilibrium points above play a very important role in the transient stability analysis.
(b) Equal-area criterion
For the whole physical process of transient stability in figure 1a , before a fault, the rotor's speed dδ/dt equals zero and the system is stable, remaining at the equilibrium point δ s . When a fault appears suddenly at t = 0, the mechanical power P m exceeds the electrical power P D (δ s ), as figure 1b) . Now the rotor's speed dδ/dt > 0 and the resulting accelerating speed causes the rotor to accelerate from δ s . Note that, because of the inertia of the rotor, the rotor angle cannot jump abruptly. When t = t c , the fault is cleared at a rotor angle, say δ c in figure 1b, P m < P P (δ c ), yielding a decelerating speed. But the speed is still positive, which would force the rotor angle to continue increasing. Until a maximal angle, δ max , is reached, its speed recovers to zero, and then , where if the fault clearing time is less than the CCT, the system could be stable, indicated by 0, or otherwise, indicated by 1. In (c), numerical results for two different clearing times (higher or lower than the CCT) prove this point well. The parameters here are: P m = 0.65 and P d = 0.6. The other two key parameters, P b and P p , are fixed throughout the paper: P b = 1.3 and P p = 0.8. The critical conditions obtained in the paper for various patterns of CCT should be carefully examined by moving the position of δ c . In addition, we use solid grey lines in (a) for these critical conditions from analyses, where the definitions of α and β are in equations (3.4) and (3.8).
its angle decreases under the action of decelerating speed. Consequently, the rotor will oscillate periodically, surrounding the post-fault equilibrium point δ p . If a positive damping (d > 0) is considered, the rotor would eventually become stable and damped asymptotically at δ p . Under this situation, we say that the system is transiently stable. Therefore, the whole physical picture is quite similar to a mass point under the force of a (nonlinear) spring. The mass point is stable at the equilibrium point δ s originally. However, under the opposite joint actions of acceleration in the during-fault state and deceleration in the post-fault state the furthest position, δ max , is reached; this then decreases and finally stabilizes at the new equilibrium point δ p. For this, the condition δ max < δ p is necessary.
In contrast, considering the unstable transient process, namely if the fault is cleared a little late, the rotor angle would increase beyond δ p ; δ max > δ p . Thus, the negative accelerated speed becomes positive again, the rotor angle increases further after δ = δ p , and, finally, it goes to infinity and never comes back. This situation is quite similar to a spring that has been pulled beyond breaking point in mechanics. The critical situation for δ max = δ p is schematically shown in figure 1c . Correspondingly, a CCT and a critical clearing angle δ CCT exist. Namely, if the clearing time is less than the CCT, the system is stable; otherwise it is unstable. This bipartite pattern of CCT is quite usual and well known, and is referred to as type I in the paper, as shown in figure 2 .
So far, the physical process of transient stability has become clear. Below let us shortly introduce the classic EAC method, which deals with the same problem in a more efficient manner 
Therefore, the motion of the rotor angle is simply determined by the conversion between kinetic and potential energy, which represents the left and right sides of the above equation, respectively. At t = 0, δ = δ s and the kinetic energy is zero. Owing to the fault, the potential energy stored in the rotor will be transformed to kinetic energy by acceleration during the fault (t c > t > 0). At t = t c , when the fault is cleared, the kinetic energy at δ c is maximal. It will further change back to potential energy due to the decelerating action of the post-fault state. Finally, at δ = δ max , the kinetic energy becomes zero again. Next, the rotor angle will decrease and return to its original value, if δ max < δ p . As a result, we use the integration in equation (2.11) to denote the transformation between kinetic and potential energy. Here, a positive (negative) value indicates acceleration (deceleration) energy. In figure 1b, we use the red area A (S A ) to denote the acceleration energy and blue B (S B ) to denote the deceleration energy. According to the law of energy conservation (d = 0), 12) which is exactly where the EAC comes from. This equality also works for the critical situation in figure 1c . Hence, we have
The CCT is exactly the time at which the rotor angle reaches δ CCT during the fault. Apparently, the EAC provides a powerful, pictorial and quantitative means of analysing the complicated transient stability problem. Based on this theory, it is easy to obtain δ CCT and further the corresponding CCT. As an example, a typical parameter set for type I is chosen in figure 2. We define a useful concept, the stability index SI(t),
The result as a function of clearing time is shown in figure 2b , where the system is stable when t < CCT, and unstable otherwise; the bipartite pattern of CCT is obvious. In addition, based on the EAC, we obtain the critical clearing angle δ CCT ≈ 60.25 • and the corresponding CCT ≈ 0.136. These predictions have been verified in figure 2c by comparing the stable and unstable behaviour at t = 0.13 and t = 0.14 for t < CCT and t > CCT, respectively.
However, one may ask what the application conditions for the traditional EAC and the associated bipartite pattern of CCT are. At least we know that P p > P d must be maintained. Under P p > P d , compared with the during-fault state, the post-fault state has a greater stability margin and is more stable. This implies that a fault should be cleared as quickly as we can. Otherwise, something unusual may happen. Note that the case for a periodic pattern of CCT (called type IV in this paper) under P d > P p has already been reported [30] , where the fault has to be cleared during the periodic windows to realize system stability. So far, however, we do not know its condition or any potential connection with the traditional bipartite CCT. Therefore, it becomes very important to conduct an exhaustive study for all parameters P b , P m , P d , P p and analyse all possibilities. To emphasize the importance of the relation between P d and P p , we add one illustration in figure 1d. Here, we intend to revisit transient stability with the aid of the EAC, with all four key parameters changeable: P b , P m , P d , P p . As P b is always maximal, P b = 1.3 is chosen and fixed throughout this paper. We further fix P p = 0.8, without losing generality. Thus, only P m and P d are free; P m < P b = 1.3 and P d < P b = 1.3. We believe that all phenomena reported in the paper are very generic and can be observed with other choices of parameter sets as well.
The phase diagram in figure 3a shows the results for all types of transient stability behaviour on the (P m -P d ) parameter plane. It includes four major types of CCT, namely type I for the traditional bipartite CCT, type II for an always-stable behaviour, type III for an always-unstable behaviour and type IV for a periodic CCT. Both newly found types II and III have no specific CCT, and they correspond to a slightly destroyed fault and a deeply destroyed fault, respectively. In addition, we find a subtype of type III, called type III , which indicates that the system is stable if the fault is not cleared and, on the contrary, unstable if the fault is cleared. Type III appears for larger values of P m and P d , and can be further classified into three subtypes: type III (a), III (b) and III (c), shown in figure 3b as a zoom-in picture of figure 3a. We will study them in detail. All division parameter curves in the phase diagram and the occurrence condition for each type of behaviour have been well studied. Thus, figure 3 provides a panoramic framework for diverse transient stability behaviour. Based on this observation, we infer that the traditional type I is only typical when it appears in a relatively narrow parameter region for smaller P m and P d , but additionally more complicated phenomena exist for other system parameters. All of these will form the basis of our investigations in the following analytical section.
Analytical results (a) P d < P p
We start from the condition P d < P p = 0.8 (the lower part of figure 3a) for the survival of only types I, II and III.
Type II. Type II stands for an always-stable behaviour. Namely, whether we clear the fault or not, the system is deemed to be stable. As P d < P p , the during-fault state has a smaller stability margin than the post-fault state. If the system is stable during the fault, it would always be stable. Thus, we should focus on the during-fault state and its corresponding power-angle curve (P D versus δ). According to the EAC, the maximal accelerating area is S A,max (red area in figure 4a), and the minimal decelerating area isS B,min (blue area). Clearly, if
then the system will always be stable whether the fault is cleared or not. We may move the clearing angle δ c for different clearing times t c to understand this point well. Inequality (3.1) further produces
reaching the critical condition for type II:
Clearly, α is a function of P d . According to the definition of δ s and δ d : 0 < δ s < π/2 and π/2 < δ d < π, we have 0 < α < 1.
The region for type II and its corresponding critical boundary (P m = αP d ) under P d < P p = 0.8 are shown in figure 3a. As the system is always stable, the stability index is fixed at 0 (figure 4b) and several stable motions for different clearing times in figure 4c prove this point well.
Type III. Similarly, let us analyse the other extreme case, where the system is always unstable whether we clear the fault or not. Again the during-fault state has a smaller stability margin than the post-fault state. But if the system is unstable for the post-fault state, it would never be stable. Therefore, now we should focus on the post-fault state and its corresponding power-angle curve. Again according to the EAC, the minimal accelerating area is S A,min (red area in figure 5a), and the maximal decelerating area is S B,max (blue area). Clearly, if
we have 
(c) Figure 4 . Similar to figure 2, but type II (P d < P p ) is considered instead. In this case, even during the fault the maximal accelerating area A is less than the minimal decelerating area B. Thus, the system is always stable whether the fault is cleared or not, and we have no CCT. The parameters here are: P m = 0.45 and P d = 0.6. and further
with
The expressions for β and α are similar, except that β is a function of P p , whereas α is a function of P d . Similarly, 0 < β < 1. Again, we may move the clearing angle δ c for various possibilities to understand this point well. Similarly, as the system is always unstable, the stability index is fixed as 1 (figure 5b) and several unstable trajectories for different clearing times are given in figure 5c .
The region for type III and its corresponding critical boundary with type I (P m = βP p ) are shown in figure 3a. So far, β depends on P p (P p = 0.8) and P m . Solving inequality (3.7), we have the critical condition P m = βP p ≈ 0.704, indicating that the critical boundary is a vertical line. In addition, observing the two critical curves for P m = αP d and P m = βP p , we find that they meet at P d = P p = 0.8. To emphasize this, we superimpose a star at the crossing point (P m = 0.704, P d = 0.8) at the organizing centre in figure 3a . In addition, the parameters used in this paper for various types are indicated by solid circles.
Type I. Let us look back at the traditional type I for a bipartite CCT (figure 2). If the system cannot always be stable during the fault, as in type II, and cannot always be unstable when a fault is cleared immediately, as in type III, there should be a CCT, indicating that the fault should be cleared as quickly as possible for the system's stability. So, types III and II are two limiting cases giving the upper and lower bounds for type I. Namely, the condition for type I is Figure 5 . Similar to figure 2, but type III (P d < P p ) is considered instead. In this case, the fault is cleared immediately at t = 0. The minimal acceleration energy A is larger than the maximal deceleration energy B for the post-fault state. This indicates that the system is always unstable once a fault appears. Under this situation, we also have no CCT. The parameters here are: P m = 0.75 and P d = 0.6.
The region for type I, surrounded by regions of types II and III, is shown in figure 3a . The corresponding illustration is given in figure 2 , which again proves our analysis well. It is notable that, despite the introduction of type I and the associated EAC theory (figures 1 and 2) abounded in the textbooks [1] [2] [3] , its appearance condition (inequality (3.9) and P d < P p ) has never been carefully analysed before, to the best of our knowledge. Now, we know that, under P d < P p , only types I, II and III are possible. For P d > P p , more complicated phenomena may happen, as we will see in the sequel to this paper.
Under this situation, types II, III and IV happen, accompanied by the deformation of type III, type III and their subtypes, which will be described in detail next.
Type II. Because now P d > P p , the stability of the system for a post-fault state is worse than that for the during-fault state. The worst situation is that the system runs at the post-fault state immediately when a fault occurs (t c = 0). Thus, if the system can remain stable during such a situation, it will always be stable. Different from type II P d < P p in figure 4 , now the power-angle curve of the post-fault state should become the focus of attention. Again according to the EAC, if the maximal acceleration energy S A,max is less than the minimal deceleration energy S B,min in figure 6a , the system will always be stable, and we obtain its condition
and further Figure 6 . Similar to figure 2, but type II under P d > P p is considered instead. Considering the worst case for an immediate clearing of a fault, the maximal accelerating area A is always less than the minimal decelerating area B for the post-fault state. Thus, the system is always stable whether the fault is cleared or not. Different from figure 4 for type II at P d < P p , here the post-fault state should be studied. Again, we have no CCT. The parameters here are: P m = 0.65 and P d = 0.9.
Again to understand this condition well, we should move the clearing angle δ c for different t c values. Clearly, the plot in figure 6a corresponds to the worst case situation under t c = 0 and δ c = δ s .
Thus, the critical straight line P m = βP p ≈ 0.704 is the same as that for types I and III under P d < P p , as shown in figure 3a. Similar to figure 4, the illustrations of the EAC, the stability index and several trajectories for different clearing times in figure 6 prove the correctness of our analysis.
Type III. Now, type III under P d > P p happens when the system cannot be stable all the time. We have to consider the best situation for the during-fault state. If the system cannot be stable during the fault, it will be unstable forever. Based on the condition that the minimal accelerating area is larger than the maximal decelerating area, i.e. S A,min ≥ S B,max in figure 7a, the condition for type III is 12) or equivalently
Clearly, the critical condition P m = αP d is the same as that for the division of types I and II under P d < P p , as shown in figure 3a , in which we use a dotted line to indicate this condition under P d > P p = 0.8. The corresponding results are shown in figure 7 . Similar to figure 5, the stability index is always 1 in figure 7b, and the trajectories for different clearing times all move outwards in figure 7c . 
(c) Figure 7 . Similar to figure 2, but type III under P d > P p is considered instead. Considering the best case for an immediate clearing of a fault, the minimal accelerating area A is always larger than the maximal decelerating area B for the during-fault state. Thus, the system is always unstable once a fault appears. Different from figure 5 for type III at P d < P p , here the curve of P D should be studied. The parameters here are: P m = 0.82 and P d = 0.85.
but it becomes unstable when the fault is cleared. Moreover, for the remaining parameter region for larger P m and P d (βP p ≤ P m < αP d ) in figure 3b , type III can be further subdivided into three subtypes: types III (a), III (b) and III (c).
For type III (a), when P m ≥ P p , there is no stable equilibrium point for the post-fault state, i.e. the horizontal line P m has no intersection with the power-angle curve of P P , and, thus, the system cannot be stable once a fault is cleared. The condition is
(3.14)
The region for type III (a) is shown in figure 3b , and the corresponding scheme for this situation is shown in figure 8a .
For type III (b), the system becomes unstable after the fault is cleared. One possibility is that the clearing angle is beyond δ p , although the system can be stable during the fault. Based on the condition for S A,min ≥ S B,max for the during-fault state, but for the maximal possible clearing angle δ p instead, namely
we have
Further combining the conditions for the system being stable during the fault, P m < αP d , and having a stable equilibrium point for the post-fault state, P m < P p , we get the formal condition for type III (b),
Note that different from the critical conditions for the usual types II and III for either P m = α(P d )P d or P m = β(P p )P p , the condition P m ≥ β(P p )P d in inequality (3.16) has combined the information of both P d and P p . The parameter region for type III (b) is shown in figure 3b and its corresponding scheme is shown in figure 8b .
For type III (c), the final possibility for the system being stable during the fault and unstable after clearing the fault, the final (stable) during-fault state may be unable to be connected with the initial (stable) post-fault state. Namely, • . Within the first periodic window of CCT, 0.23 ≈ t 1 < t < t 2 ≈ 0.46, the system is stable as the fault has been properly cleared, as shown in (c). The parameters here are: P m = 0.75 and P d = 0.9. See the text for more details.
As the above condition depends on all four system parameters, we may denote it by f (P m , P b , P d , P p ). Therefore, the condition for type III (c) is expressed as
A further analytical study for f is unavailable and we have to resort to numerics. Finally, the region for type III (c) is presented in figure 3b and the corresponding scheme is given in figure 8c .
Clearly, type III is similar to type III, with the only difference being that the system can be stable during the fault if the fault is never cleared. To emphasize this difference, we superimpose a star for the stable behaviour at an infinitely long clearing time in figure 8d , to indicate such an unusual stable behaviour.
Type IV. Now let us move on to the final type of behaviour, type IV. As shown in the phase diagram in figure 3 , type IV exists under the condition
(3.20)
The corresponding results for type IV are shown in figure 9 . To our surprise, now the stability index for CCT is periodic, namely we should properly clear the fault within the periodic windows of the clearing time. Otherwise, the system would be unstable. The first periodic window appears within (t 1 , t 2 ). Specifically, t 1 ≈ 0. we put it in a much broader picture and show its extensive observability for system parameters that have been properly chosen.
As type IV is located outside of type III under P d > P p , the system could be stable during the fault if the fault is never cleared. Moreover, the later the fault is cleared, the more decelerating energy the system can accumulate. The scheme for type IV is given in figure 9a . Different from the pattern for type III (c) in figure 8c, here the final during-fault state can be connected with the initial post-fault state. In addition, different from the pattern for type I under P d < P p in figure 2, here we should clear the fault after a certain CCT. Again based on the EAC and the scheme in figure 9a , we can calculate the critical clearing angle δ c from
and further
This expression is the same as δ CCT in equation (2.14) for type I, with the key difference that now we have to cut the fault after δ c . Hence, in figure 9b, the stability index drops from 1 to 0, when the first CCT window arrives.
Next let us examine the periodicity of CCT in type IV. The first critical clearing angle δ c is denoted by δ c,1 and its corresponding CCT as t 1 . If we do not clear the fault at δ = δ c , the rotor angle will increase and move forward to δ max (from left to right in figure 9a ) and then move back (from right to left). During this process, we can clear the fault before δ = δ c,2 to make it stable. The corresponding CCT for the stability index jumps from 0 to 1 at t = t 2 , and the first window of CCT appears at t 1 < t < t 2 . Here, δ c,1 = δ c,2 = δ c , but t 1 = t 2 . For the occurrence of the next periodic window of CCT, we have to wait for the rotor to move further back and accelerate again for the next periodic round during the fault. This phenomenon is quite similar to the periodic motion of a mass point connected with a spring.
Numerical results
Above, we have studied various transient stability behaviours and classified them into four major types: including types I, II, III (where III is regarded as a subtype of III) and IV. Now, we perform some numerical analyses on the basis of the basin of attraction, i.e. we calculated the basins of these different states [29] . The numerical technique to evaluate the basins of attraction is quite standard, and is based on an exhaustive search of all initial conditions which asymptotically approach the attractor. For example, we choose (P m = 0.65, P d = 0.6), (P m = 0.65, P d = 0.9), (P m = 0.75, P d = 0.6) and (P m = 0.75, P d = 0.9) in figure 10a-d for these four different types, respectively. The parameters are the same as those used before. Again, the parameters (P b = 1.3, P p = 0.8) are unchanged. As the operation state of the post-fault state is only determined by P m with P p fixed, the basins of the post-fault state, as shown by the white areas in figure 10a ,b, are the same, and the basins of the post-fault state in figure 10c,d are the same. In addition, we plot the transient trajectories on all these subfigures. One can clearly see that in figure 10a a CCT exists for type I; below the CCT, the system will be within the stable region, and, in contrast, above the CCT, the system will move out of the basin and become unstable. Thus, a bipartite CCT is expected. In figure 10b for type II, as the transient trajectory is always within the basin, the system is stable forever; this represents a slightly destroyed fault, although the nonlinear effect of transient stability still needs to be considered. On the contrary, in figure 10c for type III, as the transient trajectory is always outside the basin, the system is unstable forever; this might represent a deeply destroyed fault, for which any protection devices would not save the system. Similarly, the basins of (c) and (d) are the same. Clearly, for type I in (a), the critical angle δ c = 60.25
• ≈ 1.05 corresponds to a single value of CCT. In (b) and (c), for types II and III, there is no CCT; the system is always stable and unstable, respectively. In (d), a pattern of periodic CCT occurs, based on the periodic motion moving in and out of the basin of attraction.
We summarize all these major types in table 1, in which the patterns of the stability index and the applicability conditions are listed. All these suggest that we have grasped the prominent properties of transient behaviours and the key physical and dynamical mechanisms in the simplest SMIB power system, on the basis of traditional EAC theory. In addition, we present numerical results for non-zero damping and multi-machine power system effects in the electronic supplementary material.
Discussion
In conclusion, we have revisited the classic EAC theory, which is nearly 100 years old but is a root for transient stability analysis and relevant protection strategies in power systems. Different from the traditional picture of a bipartite pattern of CCT, type I, here we discover abundant further types of CCT. Based on our study, the whole parameter region is decomposed into the four major different types, including types I, II, III and IV, accompanied by several deformations; such a classification, summarized in table 1 and figure 3, is complete. Thus, our study provides a panoramic framework for diverse transient stability behaviour and suggests that, even in the simplest SMIB power system, the transient behaviours are more complicated than previously thought. In addition, all four major types have also been extensively observed in multi-machine power systems, i.e. these are prototypes. Table 1 . Illustration of various types of transient stability and their corresponding patterns of CCT and occurrence conditions, based on the EAC. Basically, there are four major types of transient stability: types I, II, III (including III ) and IV, in which type I is typical and generally accepted as common sense. In addition, for some other special cases, such as considering the effects of non-zero damping and multi-machine systems, types I and IV are possible (see the electronic supplementary material for more details). that, if a fault happens, we should clear it as fast as we can. Now we know that this works only for the case of type I. We believe that the novel findings, such as types II, III, IV and III , may have an important impact on possible improving strategies in the operation of power systems. (iv) Finally, as transient stability and the relevant basin of attraction are of general interest, we expect that our observations could be valuable for global stability problems in diverse multistable systems [31] . As some equations intended to describe the dynamics of electrical systems are very general and similar to equations used in several other disciplines [32, 33] , such as those describing the equilibrium of planar beams under large deformation, a forced pendulum, a phaseforced loop and a Josephson junction, we expect that these innovative results could indeed have a multi-disciplinary impact.
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