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Derivation of reaction free energy of chemical processes in aqueous environments
can be aided by the knowledge of hydration free energy. Monte Carlo simula-
tion can be done in conjunction with the thermodynamic perturbation method,
by means of Bennett's acceptance ratio, in order to obtain the free energy. The
solute molecule was `morphed' from a non-interacting `ghost' molecule inside a box
containing TIP3P/TIP4P water molecules under the periodic boundary conditions
to its full potential functions, by subjecting the two endpoint systems and inter-
mediate systems with soft-core solute-solvent interaction potentials to separate MC
simulations. All MC simulations were performed using a homegrown Fortran90 pro-
gram that allowed choice of solvent models and custom interaction functions, and
was well-tailored for morphing oriented works. A good deal of attention was put on
the potential functions used for solute-solvent interaction. While empirical functions
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iSummary
This thesis explores the theoretical framework behind intermolecular interaction,
its adaptation into the practice of molecular simulation, and the validity of various
potential models and other simulation parameters in determining the solvation Gibbs
free energy of molecules and ions. We aim to arrive at a reliable simulation program
that can uncover crucial thermodynamic parameters of common molecules and ions
so as to understand better the chemistry of solvated compounds in aqueous solutions.
Ultimately, our results can be used in conjunction with modern techniques, such
as fragmentation, to seal the gap between theoretical chemistry and the study of
macromolecules and other complex systems.
The ﬁrst chapter of this thesis deals primarily with the factors that contribute
towards forces that act upon interacting molecules and ions as dictated by pertur-
bation theory. We separate them into two parts: electrostatic interaction, which is
the change in energy of the combined unperturbed system with respect to the sum
of the independent systems; and non-electrostatic interaction, which consists of the
second order and higher interaction terms (induction and dispersion energies) and
the short-ranged exchange-repulsion term. In the second half of this chapter, we
provide simpliﬁed approximations of the above interaction terms so that they can
be used as a set of dynamics in the simulation of molecules dissolved in water.
Chapter 2 outlines the necessary elements of a Monte Carlo simulation for
molecules. The algorithms and framework for the computer simulation are dis-
cussed here, and we select options best suited to our purposes. The output of the
simulation needs to be parsed appropriately so useful data can be acquired. We also
outline the context and limitations of the homegrown Fortran90 program, MC, which
was used to perform all our simulation works.
The third and fourth chapter give the results of the simulation for neutral
ii Chapter 0. Summary
molecules and zwitterions respectively. We analyse the simulation data by look-
ing at the average solute-solvent interaction energy, changes in Gibbs free energy
for every morphing step between intermediate systems, and the solvation structure
of key groups in the solute particle.
Finally, at the end of this thesis are the appendices, which provide auxiliary
information on some of the more tedious elements in theoretical physics/chemistry
that is used in this work. The last appendix gives a list of the data ﬁles contained
in the CD included at the back of this thesis.
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1Chapter 1
The Dynamics of Molecular
Systems
1.1 Intermolecular ForcesA Preamble
In order to obtain accurate, reliable results for any kind of molecular simulation
procedure, it is important that we ﬁrst build a structured model of intermolecular
interaction forces that is both realistic and practical. Molecular Dynamics proce-
dures, especially in the ﬁeld of biochemistry, are well known to utilize force ﬁeld
models as done by CHARMM [23], AMBER [104, 38, 105], GROMOS [100, 35],
MM2 [4]/MM3 [6]/MM4 [5], and many others. These models have served us ex-
ceedingly well in the ﬁeld of molecular and ionic simulations, especially those done
in the gas, and often the condensed, phaseand even at the present time they
are still routinely used and improved upon for their spectacular contributions in
molecular science.
While the force-ﬁeld approach to calculate intermolecular interactions is conve-
nient and useful, a persistent problem with its application in molecular simulations
lies in the fact that the parameters used to deﬁne the molecular potential are usually
determined wholly from experimental data and sometimes empirically ﬁtted with
insuﬃcient regard to the principles that underpin it. In other words, it often proves
diﬃcult to discern the individual components of this very potential that ﬁt in agree-
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ment with the established scientiﬁc model of atoms and molecules. This is something
that warrants further inspection. A working model that agrees well with the expec-
tations of theory might be extrapolated to obtain parameters for other atoms and
molecular fragments without the need of their own experimental data. Moreover, it
is often desirable to be able to express the dynamics of a molecular system via its
components (namely, electrostatic, induction, dispersion and exchange-repulsion),
such as when interpretation and comparison of such ﬁgures are to be made, provid-
ing a sense of meaning to bare numbers. Simply ﬁtting the potential to arbitrary
functions to obtain these contributions may not assign them correctly, as the number
of unknowns could be relatively large, and the subsequent interpretation of these
parameters would be misleading [133].
Being able to obtain ab initio parameters for atomic and molecular interactions
without having to conduct and repeat an experimental procedure such as molecular
beam scattering [61]or at least a semi-empirical one, backed by quantum mechan-
ical perturbation theory, would be advantageous when reliable and interpretable
results are of priority, and in this work we explore the practicality of such potential
functions when Monte Carlo simulations are performed.
The interaction phenomena between two molecules, whether overall charged or
uncharged, can be separated into the following contributions [127] (Interactions in
italics are additive in nature):
U ∼ R−n `Long range' eﬀects are contributions that vary with the inverse power of
distance, and can be represented in power series. Note that despite being
called `long range', this does not mean that all interactions under this category
necessarily transverse distances beyond molecular dimensions. Electrostatic
force may extend slightly further away than the other interactions under this
category, especially in ions and highly polar molecules.
 ElectrostaticProbably the most basic and easily analysable of all molecular
forces, this energy arises from the classical Coulombic interaction between the
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static ground-state charge distributions of the two molecules. By `ground state',
we refer to the lowest-energy non-degenerate state of the individual molecules
as if they exist independently of each other. By its nature this term can be
either attractive or repulsive, and potentially dominates at very long range, as
the ﬁrst-order term (interaction between two point charges) varies with R−1,
the largest possible power of distance for this type of interaction.
 InductionInduction energy arises from the modiﬁcation of the electronic
wavefunction of a particular molecule due to the combined inﬂuence of its
ground-state neighbours. The largest term involves the summation of elec-
tric ﬁeld strengths of surrounding particles by vector addition. As a result,
the magnitude of potential contributed by induction alone is not a simply ad-
ditive property. Regardless, it is always attractive in nature, as the electronic
wavefunction always responds to lower the system's energy.
 DispersionAlso always attractive in nature, dispersion energy arises from the
correlation between the movement of electrons belonging in either molecule as
charge distributionsand hence the electrical environmentof the molecules
constantly shift. Lower energy states become favoured, and the result is an
overall attraction force between both molecules. The dispersion energy is ap-
proximately additive in nature.
 ResonanceResonance only applies to pairs of molecules that have an overall
degenerate state, that is, when one molecule occupy a degenerate state, or when
two identical molecules occupy diﬀerent states. Ordinary closed-shell molecules
exhibit no resonance unless they participate in high-energy reactions.
 MagneticA pair of molecules exhibit magnetic properties when they possess
unpaired electrons in their orbitals, which once again is not a characteristic
of closed-shell molecules. Magnetic eﬀects from nuclear spin can be neglected
for its quantity would be several magnitudes smaller. Regardless, magnetic
interactions due to both electronic and nuclear spin are generally too small
to be considered in the context of intermolecular forces, and they are often
safely and reasonably neglected. Organic molecules are usually closed-shell and
exhibit no magnetic eﬀects.
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U ∼ e−αR `Short range' eﬀects decay exponentially with distance and most do not usually
extend beyond the typical van der Waals radius of an atom. These eﬀects arise
from the overlap of the electronic wavefunctions of the individual molecules,
which results in the reorganisation of those wavefunctions. As such their eﬀect
is greatest at very short intermolecular distances.
 ExchangeThis term represents the attractive potential between two
molecules as a result of electrons of one molecule `spilling over' the general vicin-
ity of the other molecule and falling under the inﬂuence of its nuclei. This term
is often paired with `repulsion', under the collective term `exchange-repulsion',
due to the fact that the two phenomena are closely related as they both arise
from the overlap of orbitals of diﬀerent molecules. [127]
 RepulsionThis term represents the repulsive potential between two
molecules due to crowding of electrons in the same region of space. Subject to
the Pauli exclusion principle, the electronic orbitals are forced to redistribute
such that a higher energy state is obtained. Both exchange and repulsion will
occur at the same time given two closed-shell molecules, but for an atom or
a molecule with an unpaired electron the attractive term oft dominate, as the
exclusion principle only applies to electrons of the same spin trying to occupy
the same region of space. This term is the primary reason why two atoms
rarely get very close to each other, in spite of nuclei size being about ﬁve orders
of magnitude smaller than an angstrom (one of the shortest bond lengths in
existence is that of H2, which is 0.74 Å).
 Charge TransferNot quite a full transference of electronic charge from one
region to another, but more than a simple distortion in the electronic wave-
function, charge transfer behaves similarly to induction energy, but varies ex-
ponentially with distance instead of with its inverse power. Like the induction
energy, this term is always attractive and non-additive.
 PenetrationPenetration is, in a way, an `artefact' of the classical treatment
of the molecule in terms of electric multipole expansion, which will be explained
in greater detail later in this chapter. At very short ranges multipole expansion
of electrostatic energy converges very slowly, and when it does, signiﬁcant de-
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viation from its true value may be observed. For convenience in computation,
atoms are treated as point sites, but the distributed nature of electron clouds
(as opposed to the static point charge approximation) inevitably gives rise to
inaccuracies at short distances. A correction term used to compensate for this
eﬀect is described as `penetration'.
 DampingAnalogous to penetration, damping is a correction term used to
deal with the error associated with dispersion interaction at short ranges, if
dispersion is to be expressed with a power series involving descending powers
of intermolecular distance. At short distances, where orbital eﬀects become
prevalent, calculated dispersion energy will be overestimated by the power se-
ries, reaching inﬁnity at zero separation while the interaction should remain
ﬁnite. Dispersion interaction is `damped' at short distances, usually with a
distance-dependent factor, to ensure that it does not go singular as R→ 0.
For terms printed in italics, pairwise interactions can be summed up to give the
overall energy of the assembly, and many-body correction terms do not exist. This is
important because in any computational method it is most convenient to deal with
quantities that can simply be added to one anothercalculations of three-body,
four-body energy corrections etc. greatly inﬂate computational time and make it
unwieldy. For non-additive properties, their calculated total must be modiﬁed by
many-body corrections, in which the `excess' potential involving three or more (usu-
ally three) molecules chosen from all possible permutations of the number of particles
in the system must be subtracted from the sum of the pairwise interactions. This is,
of course, a major concern that often plagues simulations of very large assemblies.
Corrections of such scale would consume a large amount of computational time, and
it is always better to ﬁnd ways to approximate these quantities, or look for alter-
native ways to model non-additive behaviour using simpler functions. For example,
the bulk of the non-additivity of polar systems can be accounted for by using sim-
pler polarisation models, as shown from studies involving water clusters [59, 90, 84].
Non-additivity in exchange interaction remains signiﬁcant for small clusters [59, 90],
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but the structuring via additional coordination shells for any given molecule in the
condensed phase and large clusters increase the long-range electrostatic (and to an
extent, dispersion) potential to the point where the short-range non-additive ones
become insigniﬁcant [84].
The goal of this work is to ﬁgure out the required terms of intermolecular interac-
tions analogous to theoretical predictions as far as possible, using empirical functions
when necessary such that computational time is optimised without sacriﬁcing the
reliability of calculation. Fortunately, for closed-shell molecules, magnetic interac-
tion is insigniﬁcant relative to the other long-range terms. Resonance realistically
only applies to solvent molecules and only if their excited states are metastable, or if
the simulation is conducted at high temperaturesand even then the contribution
would be relatively small. A reasonable approximation to the long-range interaction
terms is to consider only the electrostatic, induction, and dispersion terms between
solute and solvent molecules, and among the solvent molecules. Solute-solute inter-
action will have to be treated separately as in ordinary dilute solutions they rarely
come in close contact with one another, and in simulations where periodic boundary
conditions [3] are used they are always kept at a sizeable distance.
In a simulation, molecules inevitably approach one another, and among the
three long-range interactions taken into consideration, two are always attractive,
and one (electrostatic) could be either attractive or repulsive in nature. Considering
these interactions alone molecules will inevitably collapse into one another unless a
repulsive energy function is added that can keep them apart. Hence the exchange-
repulsion potential, the most important of potential terms that decay exponentially
with distance, must always be calculated at close distances in order to keep molecules
separate. It is noted that this is the primary goal of adding a repulsive potential
into the sum of intermolecular interactions; at room temperatures molecules rarely
get too close to one another in reality, and these conﬁgurations make very little
statistical contribution to the state of a system in equilibrium. Thus, we postulate
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that the exact magnitude of the repulsive potential may not often be as important
as the shape of the potential energy surface where the interaction energy is negative.
One may aﬀord to be a little more liberal in the assignment of the repulsive function,
and hence we utilise a single exponential term to shape this `potential wall' that
arises from exchange-repulsion and charge-transfer mechanisms. Penetration and
damping can also be moulded into this term, but alternatively these eﬀects can also
be emulated by adding a separate potential into the interaction function, as it will
be demonstrated later on.
Now that the interaction potential has been established, it is only appropriate
to look into them in greater depth. Atoms in a given molecule are approximately
spherical, and a practical strategy is to separate terms that depend strongly on the
orientation of the interacting molecules from that which do not. The electrostatic
term, in particular, has a signiﬁcant dependence on molecular orientation, and will
be treated separately. Consequently, non-electrostatic terms are grouped together
whenever possible in a single overlying function for each particular atomic pair. The
separation between electrostatic and non-electrostatic terms (the latter sometimes
referred to as the van der Waals term) is known to be a common strategy adopted
in existing force ﬁeld models [73, 101].
1.2 Electrostatic interactions
In order to calculate the exact expression for the pure electrostatic interaction en-
ergy between two moleculeseven disregarding the other important factors such
as exchange-repulsion, induction, and dispersionone would have to integrate the
product of the charge distributions of each molecule as dictated by the population
of electrons in occupied molecular orbitals. In almost every case except ones where
very small molecules are involved, this is far too time-consuming for most applica-
tions, necessitating the use of some kind of approximation before it would be feasible
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to do so. Solving the integral by the most direct numerical method, i.e. dividing
the space around the molecules into grids and placing values for averaged charge
density over those discrete, small regions of space would have to utilise a large mag-
nitude of data arrays if this were to be repeated for every occupied basis function.
This problem is aggravated for larger, more complex systems, and such treatment
cannot extend too far beyond the dimensions of the molecules themselves without
compromising accuracy and making the approximation unrealistic. It is generally
common practice to instead approximate the electrostatic energy of a molecule in
the presence of its neighbours via manipulation of molecular multipole moments.
As they are but analogues to the power series of a vector ﬁeld in 3-dimensional
space, multipole moments are capable of reproducing any sort of potential pro-
ﬁle provided there exists a suﬃcient number of terms to make the approximation
reasonable. Even the complicated potential proﬁle of a complex molecule can be
represented in terms of multipole expansion, which converges at a quicker rate when
multiple sites are used for this approximationthis will be discussed in greater de-
tail in the rest of this chapter. With this knowledge, all that's left is to be able to
describe the potential of a molecule in its multipole expansion such that a realistic
and intuitive model can be obtained, one that could be represented in meaningful
numbers and quantities. First, we visit the foundations behind the construction of
multipole moments.
1.2.1 Multipole moments and molecule in an electric ﬁeld
The multipole moment representation of a distance-diﬀerentiable, well-behaved elec-
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with l andm to denote the `rank' (or `degree') and the `component' of the multipole
moment respectively. The rank of a multipole controls the total angular momen-
tum of the multipole, while its component gives information on the length of its
projection along the direction of +z. In this equation, Rlm is the regular spher-
ical harmonics which deﬁnition and derivation can be found in Appendix A. The
appendix also contains a more detailed explanation on constructing the basis of
multipole moments.
We make the approximation that electrons and nuclei behave as point charges.
This is, for all practical reasons, a reasonable approximation as the dimensions of
subatomic particle are negligible when compared with the size of intervening space.
The expression for charge density can then be expressed as distinct charge-carrying











In this form, the members of spherical harmonics of a given rank are paired with
its real components, which could carry the values 0, 1c, 1s, 2c, 2s, and so on,
maximising at the value of the rank. The `c' and `s' descriptors denotes the term
constructed from the linear combination of same-|m| component solutions of that
multipole rank. The `c' components are generally aligned in the x-direction, while
the `s' components in the y-direction. The equation that illustrates the relationship
between the complex and real components of the multipole moments are found in
equation (A.5).
A molecule basically consists of discrete point charges in the form of protons
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and electrons, and the electric ﬁeld generated by the presence of a molecule in an
instant of time can be approximated in a series of multipole expansions, much like
a power series. Now, the potential of any arbitrary electric ﬁeld (assumed to be
well-behaved) can be expressed in the Taylor series:































+ . . . (1.4)
Here, α, β, and γ represents any choice axis in a coordinate system, so for example,
in a 3-D Cartesian coordinates the summation sign sums up all combinations of x,
y, and z for each of the Greek letter. The zeroth order term (the ﬁrst term in the
equation, V (0)) is a scalar constant, and each subsequent term provides a `correction'
to the ﬁeld function using an electric ﬁeld term Eα, electric ﬁeld gradient term E′αβ
and so forth. For convenience, we shall write these terms using the capital letter V
instead of the general convention of said quantities, as the physical quantities they
represent are easily deducible from the number of subscripts they have.
Here, and at other instances for the rest of this work, we will also employ the
Einstein summation convention to avoid the bulky summation signs (each term is
now instead summed independently over all three axes replacing the Greek letter
subscripts; multiple subscripts have all possible permutations summed up in the
same way). We have:






rαrβrγVαβγ(0) + . . . (1.5)
As we have established earlier, a molecule is represented as an assembly of a point
charges with magnitudes qa and position vectors r(a), which unperturbed internal
energy is associated with a certain Hamiltonian operator H. Here, we are only
interested in the `interaction' Hamiltonian, that is, the excess energy contributed
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Combining this with equation (1.5) yields


















qarα(a)rβ(a)rγ(a) + . . . (1.6)
We then rewrite this equation as follows, with respect to a given origin:








We notice that the zeroth and ﬁrst rank of Mˆ ′ are equivalent to the multipole
expressions of the respective ranks, qˆ and pˆα (see Appendix B). It can be shown
that by subtracting the trace of Mˆ ′αβ the expression of the quadrupole moment Qˆαβ ,
multiplied by a numerical factor, is retrieved [127]. Similarly, subtracting the trace
of the third and subsequent orders of Mˆ ′ all yield the multipole moments of the
corresponding rank, each multiplied by a diﬀerent numerical factor.










αβ...κVαβ...κ + . . . (1.9)
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(Note: κ in this equation is part of the Greek letter sequencing, and does NOT represent
the quantum number of multipole component in the real form expression, which uses the
same symbol)
In fact, this is exactly the reason why multipole moments are deﬁned as they are.
The trace of Mˆ ′ provides no contribution to the electrostatic energy, and multipole
moment operators are made traceless for this reason. The expression in equation
(1.9) indicates that multipoles of rank k only interacts with the k-th derivatives of
potential, and each interaction term of a given rank is independent of the others.
This is important, because it means that if we apply the spherical coordinate system








where V ′lκ = Rlκ(∇)V |r=0 and cl is a constant associated with the multipole term
of rank l. The summed term is the only scalar term that can be constructed from





















zz...zVzz...z *from equation (1.9)
And here we see that the constant ck = 1(2k−1)!! . Since Mˆlκ and V
′
lκ are linear
combinations of Mˆαβ...κ and V ′αβ...κ respectively, this constant is the same for all
components of multipoles of the same rank. We roll this constant into the potential
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MˆlκVlκ where Vlκ =
1
(2l − 1)!!Rlκ(∇)V |r=0 (1.10)
Now, from here on it should be noted that many quantities with physically
meaningful derivatives in the Cartesian space (such as potential V ) and those with
dependence on spatial axes (such as multipole moment Mˆ) can be represented in
both the Cartesian form (Vzz, pˆx) and the spherical tensor form (V20, pˆ11c). Some-
times it is more convenient to use one instead of the other, and for the rest of this
chapter either or both of these two forms will be used as necessity requires. The
conversion between the two up to rank 3 multipole can be found in Table B.1.
By perturbation theory, a non-uniform electric ﬁeld can be treated as a per-
turbing potential that acts on the molecule, where the total internal energy of the
system, W , is expressed as its unperturbed energy plus the `correction' terms in
increasing order, i. e., W = W 0 + U = W 0 + (U ′ + U ′′ + . . . ). The ﬁrst-order
energy of a molecule at its ground state |0〉 in an electric ﬁeld, also known as its
pure electrostatic energy, can be expressed as:
U ′ = 〈0|H′|0〉











1.2.2 Electrostatic interactions between molecules
Consider two molecules in the vicinity of each other, as in Figure 1.1. Molecules
A and B are each located at origins r(A) and r(B), chosen arbitrarily, usually at
points of interest such as the centre of nuclear charge or centre of mass, in relation
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Figure 1.1: Vectors convention on two interacting molecules
to the their geometrical coordinates and atomic composition. Particles in atom A,
labelled a, are located at positions r(a) relative to its own origin, and similarly for
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= TABq − TABα pˆα +
1
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(1.14)






























×R−7 × (15RαRβRγ − 3R2(Rαδβγ +Rβδγα +Rγδαβ)) (1.15d)




∇α∇β . . .∇κ 1
R
(1.15e)
and is very useful to have as it greatly summarises the form of the electrostatic inter-
action energy function. As we will later see, this term is dependent on the relative
orientation of the interacting molecules. Consequently the interaction Hamiltonian
can be expressed as such (with A and B superscripts denoting the molecule the
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multipole term belongs to):





αβ(r(B)) + . . .
= TAB qˆAqˆB + TABα
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+ . . . (1.16)
In equation (1.16) we see how the electrostatic energy of two interacting
molecules can be calculated. However, this deﬁnition can be inconvenient because
in 3-D space, the number of permutations for multipole moments of rank k is 3k,
which becomes large very quickly. Neither are moments of the same rank linearly
independent of one another. Hence, it makes more sense to obtain an expression for
interaction function TAB in its spherical tensor notation. Not only that because it is
the most frequently used form of multipoles and involves a smaller number of terms,
but it also roughly emulates the orientations of molecular orbitals that possess some
sort symmetry, adding some degree of intuitiveness to our notation.
The electrostatic energy between two charges varies with the inverse of distance,
i.e. UEL =
q1q2
|r12| . It has been demonstrated by Arfken [9] and Zare [148] that the
expansion in terms of spherical harmonics of
1
|r12| takes the following form:
1





(−1)mCl,−m(θ1, ϕ1)Clm(θ2, ϕ2) (1.17)
where r< and r> are respectively the smaller and the larger of r1 and r2. We take
r1 = R = r(B) − r(A) and r2 = r(b) − r(a). Assuming R > |r(a) − r(b)| and
substituting equation (A.4) (Appendix A), we obtain:
1





(−1)mRl,−m (r(a)− r(b)) Ilm(R) (1.18)
The addition theorem in equation (B.5) can be put to use here. Also note that
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Rlm(−r) = (−1)lRlm(r) and l1 + l2 = l, and we get:

































































The interaction Hamiltonian of a pair of interacting molecules depends on the term
1


















































 l1 l2 l1 + l2
m1 m2 m
 (1.20)
where C(θ, ϕ) are the renormalised spherical harmonics (equation (A.3)).
We see the electrostatic interaction energy dependence on R−l1−l2−1 is from this
equation (and later on reﬂected in Table C.1), in relation to the multipole ranks
of the interacting molecules that result in that particular term which is speciﬁed




expressed in their real forms MˆAl1κ1 and Mˆ
B
l2κ2
, which does not aﬀect the above
equation aside from a multiplicative constant that depends on m1 and m2 (equation
(A.5)). Consequently, all the other non-multipole terms can be rolled into a single
function called the interaction function which is tied to the relative orientation of the
interacting molecules, but this time one that is expressed in spherical tensor form,
i.e. TABl1κ1,l2κ2 , as all of them are simply constants that can each be evaluated and
tabulated for convenience. The list of interaction functions up to the quadrupole-
quadrupole terms can be found in Appendix C (a more complete list of interaction
functions can be found in sources such as Hattig and Hess [55] and Stone [128]).










This corresponds to the ﬁrst order term for the expression of intermolecular
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energy by means of perturbation theory, i.e.
UEL(|ΨAΨB〉) = U ′(|ΨAΨB〉) = H′(|ΨAΨB〉) (1.22)
where ΨA and ΨB are the total wavefunction of each free molecule A and B.
1.2.3 Distributed multipoles
Equation (1.21) provides the electrostatic interaction energy by means of deﬁning
the central multipole moments of each molecule, i.e., each molecule will contain in-
formation on its monopole, dipole, quadrupole moments etc. at its predeﬁned origin
A,B . . . . It is possible to change the origin of each molecule to another location
(see equation (B.8)) if circumstances necessitates such a transformation. However,
using centralised multipole moments on each molecule has several disadvantages.
Firstly, the electrostatic interaction energy UEL may decrease slowly with in-
creasing multipole ranks. The expressions for interaction functions can be once
ﬁgured out and tabulated (Table C.1), but as lA and lB gets larger, the number of
terms may quickly escalate out of control. The expressions for TAB which contain
a R−6 factor consists of up to 20 diﬀerent terms [128] involving the dot products
of molecular orientation unit vectors, depending on the way in which they are ex-
pressed. For molecules with low symmetry, large ranks of multipoles will have to be
employed to obtain an accurate computation, and it is simply not feasible to type
out all the dozens of terms that contribute to a certain interaction term. For exam-
ple, to obtain the electrostatic interaction term between a pair of simple molecules
like methane, up to at least the octopole-octopole energy needs to be calculated
(since the molecule has zero charge, dipole, and quadrupole moments). To list down
the entirety of the T3κ3κ expressions could easily ﬁll up a few pages of paper or
hundreds of lines of programming.
Secondly, molecules with polar bonds generally carry dipole moments local to
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the polar bonds. If this polar bond lies a signiﬁcant distance away from the origin
of the molecule, this information will be `spread' out over the terms of diﬀerent
ranks of the central multipole, making it diﬃcult to quickly identify such features
from the central multipole moments alone. In addition, the extent in which the
information is `spread out' depends on distance between the location of the feature
to the molecule's origin (since RL−l,M−m(−c) ∝ rL−lOC in equation (B.8)), so high-
ranked multipole moments would have to be considered to accurately capture, say,
the hydrophilic nature of a serine residue in a polypeptide chain.
Thirdly, the addition theorem (equation (B.5)) is non-convergent for R ≤ |r(a)−
r(b)|. This basically means that if origins of the molecules are chosen such that ri is
the distance between the origin of molecule I and the furthest atom of that molecule,
then the electrostatic interaction will be divergent when the distance between the
origins RIJ is smaller than ri + rj . For roughly spherical molecules, this does not
happen. However, especially with long-chain molecules, this condition may not
always be met. The electrostatic interaction between lengths of polymer strands
cannot possibly be obtained this way. As a consequence, the central multipole
picture is often insuﬃcient to calculate the electrostatic interaction of an arbitrarily
chosen molecule with the surrounding solvent molecules, or with a neighbouring
particle.
Hence in this work we will utilise the distributed multipoles method to calcu-
lated electrostatic interaction, which purpose is to maintain the accuracy of re-
sults without having to delve into ever higher and higher ranks of multipole mo-
ments. Algorithms to assign atomic multipole moments have have been previously
developed, such as in the distributed multipole analysis (DMA) [131], theory of
atoms in molecules (AIM) [76], transferable atom equivalent(TAE) [143], and cu-
mulative atoms multipole moment [122, 123]. In this work, we use the GDMA2
algorithm [129] to allocate multipole moments at multiple sites. This is done by
making use of the charge density ρ(r) derived from the basis functions used to
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construct the molecular orbital, calculated by programs such as Gaussian [52] and
CamCASP [93]. To obtain an expression for charge density, we ﬁrst express the







i exp[−ζir2i ] (1.23)
In the above equation, χi is the primitive gaussian centred at r(a) and ri = r−r(a)
is the position of electron i relative to site a, usually the nucleus of an atom. Note
that site a could also be the centre of the other primitive gaussians used in the
basis set χj , χk . . . . αi, βi, γi and ζi are just constants related to the orientation
dependence and spread of the given gaussian function, while Ni is the normalisation
factor. Gaussian calculates the density matrix, Dij , which is used to compute the





As χi and χj are both gaussian functions, their product is also a gaussian func-
tion [21]. If χi is centred about atom a and χj about atom b (a and b could be the
same atom), then:


















and rij = rb − ra. The result is a gaussian function
centred at rp(ij).
Now, the multipole moments centred at rp(ij) can be evaluated using equa-
tion (1.1). The moments calculated this way will have rp(ij) as its origin and is
unique to the atom pair i, j within the molecule. When the number of atoms in the
molecules get larger, however, the number of sites rp(ij) would vary with N(N − 1),
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where N is the number of atoms, and the awkward positioning of these sites (which
would seem to be located somewhere within molecular bonds for bonded atom pairs,
or within intermolecular space for non-bonded atom pairs) become cumbersome and
unsightly. It is usually better to place these multipole moments at the nuclei, which
makes more sense and allow us to manually check if electronic density is assigned
correctly (for example, one would expect a H-F bond to possess a positive charge, or
monopole, on the hydrogen and negative charge on the ﬂuorine); and for this reason
we require a method, as well as an algorithm that could place these multipoles at
those sites.
Shifting the multipoles are simple enough. Equation (B.8) in the Ap-
pendix section shows how it can be done. Once again, we observe that since
RL−l,M−m(−c) ∝ rL−lOC , the magnitude of the shifting will play a part on how quickly
the multipoles converge at the new origin. It is generally better to shift the origin
to the nearest possible site, i.e. nucleus, to minimise the eﬀect of slowly converging
multipoles. This is called the `nearest-site allocation algorithm' and is available in
GDMA [129, 130] by using the SWITCH 0 card.
When using the nearest-site allocation algorithm, the destination nucleus to
which the multipoles are translocated to depends on rp(ij), which in turn suggest
that changes in ζ (as the positions of these sites depend on how diﬀuse the primitive
gaussians are, see equation (1.25)) could dramatically aﬀect the ﬁnal array of mul-
tipoles that is produced by the algorithm. As such, the multipole moments would
have an apparent dependence on the chosen basis set. As an illustration, consider
the quadrupole moment of a CO2 molecule. If basis sets are chosen such that a
diﬀuse basis function is available around the carbon atom, rp(iCjO) will point closer
to the carbon atom, and the algorithm will assign the quadrupole moment M20 on
it. On the other and, with a change in basis set it is also possible that rp(iCjO)
would point closer to the oxygen atoms, hence assigning monopole charges M00 on
the oxygens instead.
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Notice how in Table 1.1 monopole moments (atomic charges) remain more or less
consistent with changing basis sets, but dipole and quadrupole moments ﬂuctuate
wildly; their values rise and fall and change signs unpredictably in between basis set
choices. Such variation might become quite confusing especially when something as
trivial as changing the basis set is involved, and give rise to unwelcome inconsis-
tencies when displaying the distributed multipole moments, even if the calculated
electrostatic interaction energy is left very much unaﬀected.
All this trouble basically arises from the fact that partitioning of orbital density is
done within the basis-function space instead of real space. One of the best methods
of this type was the atoms-in-molecules procedure, ﬁrst suggested by Bader in his
book of the same title [12] and then developed for the purpose of distributed multi-
poles by Popelier [108]. The drawback with this method probably lies with the heavy
computational procedure involved when drawing surfaces intended to separate one
atom basin from another, which is rather time-consuming. Another very interesting
solution is expounded in the article by Harrison [54], which looks at the problem by
ﬁrst considering the multipole contributions of the free atoms, that is, without the
interaction of the other atoms of the same molecule (but still at their respective coor-
dinates as if they were in the molecule itself), and then adding an `interaction term'
M cr to obtain the distributed molecular multipoles Mmolecule = (
∑
Matoms) +M cr.
This treatment was ﬁrst formulated by Hirshfeld [58, 57, 40].
When simplicity is prioritised, especially since electrostatic energy alone is in-
suﬃcient to potray the complete picture of interaction between molecules, it may be
more suitable to simply employ a numerical integration method for the problematic
basis functions instead of resorting to real-space partition methods, as was men-
tioned earlier. `Problematic' basis functions are usually diﬀuse ones, which density
can often reach other atoms and share a similar linear combination of basis func-
tions centred on those atoms. In the example of CO2 above, the diﬀuse pCz primitive
of the carbon atom is extremely similar to the linear combination of the diﬀuse s
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Basis set Atom qˆ00/e pˆ10/ea0 Qˆ20/ea20
3-21G*
C +0.8792 0. +0.1373
O1 −0.4396 +0.0098 −0.0175
O2 −0.4396 −0.0098 −0.0175
centrala 0. 0. −4.0419
6-311G*
C +0.8837 0. −0.0097
O1 −0.4418 +0.0891 +0.0017
O2 −0.4418 −0.0891 +0.0017
central 0. 0. −3.4767
6-311G
C +0.9310 0. +0.5183
O1 −0.4655 −0.1049 +0.2401
O2 −0.4655 +0.1049 +0.2401
central 0. 0. −4.4014
6-311+G*
C +0.9053 0. +0.2059
O1 −0.4526 +0.0271 +0.1494
O2 −0.4526 −0.0271 +0.1494
central 0. 0. −3.6137
cc-pvQz
C +0.8960 0. −0.5324
O1 −0.4480 +0.1859 −0.0540
O2 −0.4480 −0.1859 −0.0540
central 0. 0. −3.3207
C-O bond length is optimised at 1.160764 Å.
Molecular orbital calculations are done at the B3LYP level of theory.
a The experimental central quadrupole moment of CO2 is 3.1806 a.u. [29]
Table 1.1: Distributed multipoles of the CO2 molecule computed via nearest-site algorithm
using various basis sets
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primitives of the oxygens, namely sO−sO′ . The interactions of other basis functions
with more `peaked' densities can be treated using the nearest-site algorithm, while
at the same time, the more diﬀuse ones are solved by integration.
Becke's method [14, 96] to achieve this numerical integration involves dividing
the real physical space around the molecule into grids and assigning a `weight', w,
for each atom within the molecule for every point within the 3-dimensional grid.
The sum of all atomic weights on a grid point is 1, and atoms closer to a given
grid point would be assign a greater weight (closer to 1) than those further away.
How quickly this weight falls with respect to distance is determined by a `smoothing
function' which can be manually tweaked. The charge density of the molecule is
then allocated to site a proportional to its weight, i.e.:
ρa(r) = waρ(r) (1.26)






Electrostatic energy is, naturally, insuﬃcient to describe the whole picture of inter-
molecular interaction. As it has been mentioned earlier in equation (1.11), electro-
static energy is only the ﬁrst-order correction of the perturbed Hamiltonian. In the
case of interacting molecules, the total energyWmn of the ground state of the system
(where m and n represents the states of each molecule A and B in the absence of
the other molecule) is given by:
W00 = W
0






00 + . . . (1.28)
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W 000 is simply the sum of the total energy of the free molecules at their ground
states, i.e. WA0 + W
B
0 . The electrostatic term U
′
00 (or UEL) is obtained by apply-
ing the interaction Hamiltionian to the ground states of molecules A and B in a
manner that was explored in the previous section. We can express this by rewriting
equation (1.22) in the following manner: U ′00 = 〈00|H′|00〉. The second order per-
turbation energy, however, is slightly more complex and requires the contribution
of the excited states to be considered. This energy is given by




W 0mn −W 000
(1.29)
The second order energy contains in it both the induction and the dispersion energy.
For terms with n = 0, the presence of molecule B in its ground state conﬁguration
is aﬀecting the electronic wavefunctions of molecule Athis manifests as the induc-
tion energy of molecule A. Terms with m = 0 contributes similarly to the induction
energy of molecule B. Terms with (m 6= 0 AND n 6= 0) illustrates how the elec-
tronic wavefunctions can be correlated as a result of the close proximity of the two

















(WAm −WA0 ) + (WBn −WB0 )
(1.30c)




The induction energy of molecule B can then be solved by applying the multipole-
expanded interaction Hamiltonian as given by equation (1.16) into equation (1.30b).
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Matrix elements containing qˆB must vanish since the ground state |00〉 is orthogonal
to the excited state |0n〉, and qB is just a multiplicative constant. Then, choosing





〈0|TαqApˆBα − Tαβ pˆAβ pˆBα + . . . |n〉〈n|Tα′qApˆBα′ − Tα′β′ pˆAβ′ pˆBα′ + . . . |0〉
WBn0






A − Tα′β′pAβ′ + . . .
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where EAα (r(B)) is the E-ﬁeld strength at B w.r.t. α due to molecule A
and WBn0 = W
B
n −WB0 .
The term inside the summation is the dipole-dipole polarisability of molecule B,
αBαα′ , multiplied by a numerical factor. Consequently, if we choose only elements
that correspond to pˆBα and Qˆ
B
α′β′ , the respective summated term will be the dipole-
quadrupole polarisability of the molecule, αBα,α′β′ , multiplied by a numerical factor.
The total sum of induction energy includes the induced dipole-dipole (α), dipole-
quadrupole (A), quadrupole-quadrupole (C), dipole-octopole, et cetera. The full






















αβ,α′β′ − . . . (1.32)




〈0|pˆBα |n〉〈n|pˆBα′ |0〉+ 〈0|pˆBα′ |n〉〈n|pˆBα |0〉
WBn −WB0
(1.33a)










〈0|QˆBαβ|n〉〈n|QˆBα′β′ |0〉+ 〈0|QˆBα′β′ |n〉〈n|QˆBαβ|0〉
WBn −WB0
(1.33c)
Induction energy is always negative. Putting a point charge at site A generates
an electric ﬁeld strength that decays with
1
r2
, and so the largest power of distance
that induction energy can vary with is r−4, which is the term that includes dipole-
dipole polarisability. Other terms to the induction energy of molecule B contributed
by higher ranks of multipole moments at site A exist with descending powers of
distance, all of them negative.
Figure 1.2: Non-additivity of induction energy. The dipole-dipole induction energy of the
molecule at (0, 0, z) in each case is (a) − 1(4piε0)2 × 2αµ2z−6, (b) − 1(4piε0)2 ×
8αµ2z−6, and (c) zero.
The most aggravating thing about the calculation of induction energy is the
fact that it is non-additive. Consider an electric dipole at O, a distance of z away
from molecule C at (0, 0, z), pointed in the +z direction with a dipole moment of
µ. The magnitude of electric ﬁeld at C would simply be E(C) = 14piε0 × 2µz−3.
The dipole-dipole induction energy is then Uind = − 1(4piε0)2 × 2αzzµ2z−6. Placing
an identical electric dipole at (0, 0, 2z) doubles the ﬁeld strength at C, resulting in
total induction energy Uind = − 1(4piε0)2 × 8αzzµ2z−6 (see Figure 1.2). Were induc-
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tion energy additive, the interaction between the molecule and each of the dipoles
could have been separately, and we woudl have expected a total induction energy of
− 1
(4piε0)2
×4αzzµ2z−6. Instead, in the favourable conﬁguration, the induction energy
would be more negative than what would be expected from simple pairwise addition
of its components, due to the intensiﬁcation of electric ﬁeld strength at the site of
the molecule by the surrounding dipoles.
Also, as the induction energy is a scalar quantity, it does not contain any infor-
mation on the relative orientation of the dipoles that surround the molecule. What it
has is only the information regarding the ﬁeld strength components of the resultant
ﬁeld in each of the three axial directions. In the above example, if the second dipole
were to be orientated in the opposite direction to the ﬁrst, the resultant ﬁeld at C
would become zero, resulting in zero induction energy. The (poor) assumption of ad-
ditivity would suggest that this energy remains unchanged at − 1
(4piε0)2
×4αzzµ2z−6,
which is oﬀ the mark by 50% of this value. It is unsatisfactory to treat the induction
energy as one would treat the electrostatic energy of interacting molecules.
This is a very disheartening result, especially considering that for most biologi-
cal environments water is almost always present, leaving the system in the aqueous
phase, where numerous, polar water molecules would induce a signiﬁcant contri-
bution from induction energy on solvated molecules and ions and among the water
molecules themselves. Fortunately, liquid water molecules do not arrange themselves
in a random fashion; most of the time, there are always four neighbours present at a
time surrounding each water molecule: two proton donors and two proton acceptors.
As such, the electric ﬁeld relative to the orientation of the water molecule does not
ﬂuctuate too greatly with time, and as a whole it can be averaged. Furthermore, the
polar nature of water molecules is the reason why it possess a large electric suscep-
tibility (about 80.2 at 20◦C), and in turn, it means that the electric ﬁeld strength
contribution of remote molecules would fall much more quickly with distance, and
can be ignored in the approximation. Hence it may be more practical, when sim-
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ulations are concerned, to make use of simpliﬁed models of water molecules that
already takes the induction contribution into account. The rigorous calculation of
induction energy is still useful, but perhaps the applications for it would not extend
too far beyond single point energy calculations.
The solute induction energy, however, remains an unknown that is not accounted
for by the water model. As long as the typical polarisability of the atoms in the solute
molecule is known, the induction energy can be approximated, and more accurately
if polarisabilities of higher orders are known. While this is true, it would be pretty
diﬃcult to ﬁgure out each component of αlm,l′m′ of many diﬀerent atoms and/or
functional groups, since the acquisition of such data are mostly done empirically, but
with the interference of other interaction terms such as electrostatic and dispersion,
the accuracy of such results is questionable. The induction energy of non-polar
groups are generally smaller compared to the polar ones, and polar solvent molecules
typically arrange themselves in a certain order near these polar groups. Therefore,
on average, the changes to electric ﬁeld strength at these sites are not very dynamic.
A rather crude approximation for a suﬃciently dilute solution would be to assume
additivity of induction energy anyway, and making use of empirical parameters and








What we need would just be the diﬀerent constants C4(ind), C6(ind), C8(ind) . . .
(in this convention, Ck(ind) is always negative) that corresponds to the induction
energy due to a monopole, dipole, and quadrupole moment respectively on the
solvent molecule. The validity of the expansion has been shown by Ahlrichs [2], in
a more rigorous treatment of the work by Brooks [24], that the interaction energy
is always at least semi-convergent when expressed in decreasing powers of distance
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−k +O(R−n−1) + Γe−αR
and that the summation ﬁgure will asymptotically approach U(R) with decreasing
powers of R. This implies that the multipole expansion approximation of interaction
energy, including the induction energy, must give result that is arbitrarily accurate at
large intermolecular distances. In practice, it turns out that even at close distances,
usable results can be obtained by truncating the multipole series [127].
1.3.2 Dispersion energy
Similar to the induction energy, the ﬁrst surviving term in the dispersion energy,
which is the dipole-dipole dispersion energy (terms that contain monopole terms
qˆA and qˆB vanish as they are but numerical constants; and the inner product of


























where WAm0 = W
A
m −WA0 and WBn0 = WBn −WB0 .








needs to be dealt with before the summation
can be executed, and this can be done by using an approximation that replaces it
with a constant that depends on neither m nor n. Using the Unsöld approximation
(also known as `average-energy approximation') as demonstrated in the work of
Buckingham [25], we represent this factor by using of the average excitation energy
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The constant quantities UA and UB are chosen such that ∆mn is reasonably small
for allm and n. This requires the `average' excitation energy UA and UB to be lying
close to the energy levels of the states |m〉 and |n〉 that make signiﬁcant contributions
to the total state. Dropping the ∆mn term, and taking this constant factor out of










Owing to the spherical symmetry of atoms, the dipole-dipole polarisability ααα′
has the same values for its xx, yy, and zz components, and zero otherwise. In
other words, ααα′ = α¯δαα′ , where α¯ is the polarisability constant of that atom (also
known as mean polarisability when referring to central polarisability of symmetri-
cal molecules). Consequently the subscripts on the interaction functions Tαβ must







From equation (1.15c), we recall that the general expression for a second degree











×R−10 × (3RαRβ −R2δαβ)2































which gives us the expression for London's formula for the dispersion energy, showing
the quantity's dependence on R−6.
The higher terms in the dispersion energy can also be expressed as a power series
of distance. The term that contains R−7 works out to be zero for the dispersion
energy of perfectly spherical atoms, as the dipole-quadrupole polarisability of a
spherically symmetric atom vanishes for all components (Aα,βγ = 0 for all entries
of α, β and γ), but this need not hold true when the central dispersion energy of
whole molecule is preferred, instead of considering the dispersion energy between
every atom-pair belonging to neighbouring molecules. When the central dispersion
energy of a molecule B that is either of linear geometry or has an axis of rotation
with order 3 or more (point group Cnv, where n ≥ 3) interacting with a spherical
particle A is to be calculated, then the total dispersion energy up to the second term


























with TαβTα,β′γ′ carrying an anisotropic dependence on R−7. The non-zero polaris-
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Once again, the dispersion energy can be calculated to an increasingly more
accurate ﬁgure as more terms from the multipole expansion are utilised. However,
this could become tedious: not only because every combination of interaction func-
tion products needs to be worked out beforehand, but also due to the fact that the
polarisability components are greatly dependent on the point group of the molecule
(to a maximum where every entry in the polarisability tensor of a given rank is
required to be worked out, especially for molecules with low symmetry). The dis-
tributed dispersion, which is analogous to the distributed multipole method when
calculating the electrostatic interaction between molecules, presents an alternative
method towards computing the dispersion energy. If we were to make the assump-
tion that certain molecular fragments and heavy atoms are roughly spherical in
shape, the isotropically averaged dispersion energy up to the ﬁrst term that con-
tains quadrupole-quadrupole polarisability of atoms a ∈ A and b ∈ B works out to
be:
Uabdisp = Udisp[(pˆ, pˆ)
a, (pˆ, pˆ)b] + Udisp[(pˆ, pˆ)
a, (Qˆ, Qˆ)b] + Udisp[(Qˆ, Qˆ)

























































This provides a simplistic but elegant way to compute the dispersion energy, and
empirically derived C6 and C8 potentials as in equation (1.42) are used extensively
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in this work. The higher order terms of the dispersion energy can also be acquired
either numerically or semi-empirically, and their associated dispersion energy con-
stants C10(disp), C12(disp) . . . for speciﬁc atom pairs stored for further use. Usually,
however, the leading term C6(disp) can be suﬃcient for practical purposes. Williams
and Stone [144] wrote a very useful article on distributed dispersion including higher
order terms and anisotropy, with suggested coeﬃcients for a couple of molecules in-
cluding CO2, water, benzene and ethane.
The dispersion energy between an assembly of particles is not strictly additive,
as mentioned earlier in this chapter. However, they are approximately so, and can be
treated as if it was an additive quantity plus the corresponding many-body correction
terms. If we were to look into the three-body correction to the dispersion energy












+ UABCdisp (int|n〉) + UABCdisp (int|p〉) (1.44)
The term under the summation sign has molecule A in its excited state in the
intermediate states of the overall wavefunction. There are naturally similar terms
which has molecules B and C in their respective excited states |n〉 and |p〉, and
these terms are denoted in the above equation as UABCdisp (int|n〉) and UABCdisp (int|p〉).
If all the dipole-dipole terms are collected from the interaction Hamiltonians, the
Axilrod-Teller-Muto triple-dipole dispersion interaction is obtained, ﬁrst derived
independently by Axilrod and Teller [11] and Muto [97], and for isotropic polaris-
abilities takes the following form:
U3pˆ(disp) = C9 ×







where RAB, RBC , RCA are the distances between the corresponding sites and
36 Chapter 1. The Dynamics of Molecular Systems
∠A,∠B,∠C are the internal angles of the triangle formed using the three sites
as its vertices. The triple-dipole dispersion constant C9 is given as
C9 =
3UAUBUC(UA + UB + UC)
(UA + UB)(UB + UC)(UC + UA)
α¯Aα¯Bα¯C (1.46)
and has a positive sign. There also exists a four-body dispersion energy, and this
carries a negative sign. For most practical uses, and especially for simulations,
the dispersion energy can be truncated at the pair-wise term, as the higher order
terms alternate in sign and tend to cancel themselves out upon summation, which is
especially true in the case of noble gases such as Ar and Kr. Moreover, for solvents
containing relatively small molecules such as water, the triple-dipole term is likely
to be negligible [127].
In equation (1.43a) we see how the dispersion parameter C6 of the leading term
in the dispersion energy can be computed. However, there is still a problem with
the empirical quantities Ua and U b, which cannot be simply determined from their
analogous excited-state energies W am0 and W
b
n0. An upper bound to the dispersion
energy can be acquired by taking Ua and U b as the lowest excitation energies of the
respective molecules/atoms. An alternative way to obtain the molecular average
excitation energy UA is by making use of the Slater-Kirkwood formula, where they




, where NA is the eﬀective number of valence
electrons of molecule A. This method is shown by Pitzer [106] to often overestimate
the value obtained for UA.
Yet another commonly utilised method makes use of the polarisabilities at imag-










(x2 + ν2)(y2 + ν2)
dν (1.47)
Applying this formula to the multiplier containing the energy term that corre-
sponds to the dipole-dipole dispersion energy as in equation (1.41), together with
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Now, the response of a molecule to an oscillating electric ﬁeld at frequency ω
is an oscillating dipole moment that is given by pˆα = ααβ(ω)Eβe−iωt, where the





(〈0|pˆα|n〉〈n|pˆβ|0〉+ 〈0|pˆBα′ |n〉〈n|pˆBα |0〉)
~(ω2m − ω2)










The above integral can be calculated via Gauss-Legendre integration following
Amos et al. [7] by substituting iν with iν0
1 + t
1− t and integrating t from +1 to -1 with
a reasonable number of grid points and iν0 [20]. Values for ααα′(iν) at selected grid
points can be obtained through computational tools such as Dalton [8].
With spherical atoms, when distributed polarisabilities are concerned, the above
expression reduces to the following:





This method proves eﬀective when determining the dispersion energy of systems
with relatively small number of molecules, for the polarisabilities at imaginary fre-
quency α(iν) of molecules can be computed via ab initio calculation at suitable
values of ν. Despite the argument making very little physical sense (if none at all),
the quantity α(iν) is surprisingly well-behaved mathematically, being both smooth
in the [0,∞) range and monotonically increasing from the value of the correspond-
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ing static polarisability at ν = 0 to zero as ν → ∞, therefore allowing the integral
in equation (1.50) to be reasonably solved via the Gauss-Legendre quadrature de-
scribed earlier. Several remarkable works that expand on this method include those
done by Wormer et al. [111, 147, 112] (errata: [113]) and Thakkar et al. [63]
The above method works wonderfully when one desires a method of calculating
the dispersion energy by considering only parameters characteristic to the interacting
molecules. Many empirical parameters for dispersion energy are speciﬁc to the
molecule pair, i.e., they cannot be derived from the identities of the molecules alone.
Conversely, the dynamic polarisabilities of a molecule can be obtained beforehand
in order for the above integral to be calculated regardless of the identity of the
partner molecule. This is especially important when one needs to produce a slew of
preliminary data for comparison purposes, or to create databases.
For atoms and approximately spherical molecules, Tang [135] provided an ap-









where η is a ﬁtting parameter with the unit of frequency. Making this substitution





























This, in turn, gives the approximate expression for α¯A(iν). By a similar expres-
sion using molecule B, we obtain the general expression for the dispersion energy
1.3. Non-electrostatic interactions 39
constant between two approximately spherical molecules in terms of their static









Exchange-repulsion energy, UER, is a combination of two contributions: `exchange'
coming from the exchange integral between orbitals belonging to either molecule,
and `repulsion' arising from the Pauli exclusion principle preventing electrons of the
same spin belonging to either molecule from occupying the same region of space
which distorts the orbitals and increases the system's energy. This happens due to
the quantum-mechanical rule that electronic wavefunctions, being fermions, must
always antisymmetrise when they overlap. For a pair of closed-shell molecules, the
net eﬀect is always positive, and provides the repulsive potential that keeps molec-
ular entities apart. Usually, a model of the exchange-repulsion energy is absolutely
necessary for molecular simulation jobs so that molecules do not pass through or
collapse into one another.
The exact expression for exchange-repulsion energy is impossible to calculate
analytically for systems containing more than one electron, and for large molecules,
even a numerical approximation would be rather demanding. Fortunately, accord-
ing to the ﬁndings by Willams et al. [145], for small closed-shell molecular systems
such as in the Ar· · ·H2 system the ﬁrst order exchange-repulsion energy calculated
via the Symmetry-Adapted Perturbation Theory (SAPT), logUER varies linearly
with distance. First given by Eisenschitz and London [49] and developed by various
scientists in the past, SAPT deals with the antisymmetrisation of overlapping molec-
ular orbitals from their unperturbed prototypes. The consequence of this result is
that for closed-shell atoms and roughly spherical molecules, the exchange-repulsion
potential can be expressed as:
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UER = Γe
−αR (1.55)
with Γ as a constant associated with the strength of the repulsion and α as one
related to its diﬀusiveness.
1.4 Preliminary Calculations
A general interaction potential that is to be used in this work involve the separa-
tion of electrostatic energy and the remaining non-electrostatic energy, constructed
from a combination of induction, dispersion, and exchange-repulsion energy. Elec-
trostatic energy is calculated via its multipole expansion, either by considering the
central multipoles of whole molecules, or by the distributed multipoles usually as-
signed on heavy (non-hydrogen) atoms of the molecules. The distributed multipole
approach provides quicker convergence at the expense of multiple site-pairing for
pair of molecules in the system.
For a single molecule (henceforth referred to as the solute, or sol in superscript)











where the interaction function Tl1κ1,l2κ2 is available up to rank 2 for either multipole
in Appendix C Table C.1.
Multipole moments of solute molecules are obtained via GDMA [129, 130], using
the nearest-site algorithm for basis function pairs which sum of their exponents
(ζi + ζj , as in equation (1.25)) is less than a certain value, called SWITCH, which has
a default value of 4, and otherwise using the numerical quadrature method. The
input to be processed by GDMA are provided by the formatted checkpoint ﬁle of a
Gaussian [52] single-point calculation job using the appropriate basis set and level
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of theory.
Optimisation of geometry must ﬁrst be conducted prior to the single-point cal-
culation, but depending on the nature of the simulation the solute molecule will be
involved in, sometimes it would be necessary to skip the optimisation step if the
molecule is highly polar or contains centres of chargessuch particles will adapt
very diﬀerent geometries in vacuum as opposed to in solvent-phase, so the default
bond lengths and angles, together with a reasonably likely geometry, is used as
a starting point to assign multipole moments on the molecule instead. A typical
GDMA output gives the multipole moments in their real form, as given in Table 1.2.
For the solvent, distributed or centralised multipole can similarly be obtained,
but an existing model tailored for simulations makes for an excellent alternative. We
use the TIP3P [64] and TIP4P [66] models of water by Jorgensen extensively because
of their relative simplicity, placing only charges at three separate sites and no higher
multipole ranks. This is useful, because it limits the number of permutation between
pairs of multipole components of the solute and the assembly of solvent molecules.
Other original intermolecular potential functions for water are the ST2 model [125],
Bernal-Fowler (BF) [18], and SPC [17].
Comparatively recent but consequently more complex is the POL3 [30] model,
which assigns no intramolecular polarisation but uses atomic polarisabilities taken
from the undamped dipole interaction method, and the POL5/TZ and POL5/QZ
models [124] which combines ﬂuctuating charge with induced dipole polarisation.
Second generation Thole-type models, TTM2-R and TTM2-F [27, 28], adds the
eﬀect of polarisation damping to water, smoothening the asymptotically increasing
C6 potential with decreasing molecular distance so that it approaches a ﬁnite value at
R = 0 instead. The NEMO water model [109] makes use of a rigorous decomposition
of Hartree-Fock results to obtain an empirical potential strongly grounded in the
principles of quantum chemistry. In the MCDHO model [115], the oxygen atom of
the water molecule is given a mobile charge density, constructed within a harmonic





0 +0.3491 0. −0.1506
1c  −0.3974 0.
1s  +0.0172 0.
2c   −0.1202
2s   +0.1972
O
0 +0.1714 0. −0.8691
1c  −0.2711 0.
1s  −0.9617 0.
2c   −0.0705
2s   +0.5312
Ha
0 −0.5204 0. −0.2011
1c  −0.3431 0.
1s  −0.3893 0.
2c   −0.3442
2s   +0.3948
centralb
0 0. 0. −0.8881
1c  +0.3086 0.
1s  −0.5658 0.
2c   −0.4491
2s   +2.8385
* Geometry optimised at B3LYP/cc-pVTZ. Single point calculation done at
B3LYP/cc-pvQz. All units are a.u. (e bohrl)
a Multipoles are assigned only to hydrogen atoms that potentially form hydrogen-
bond, which is the hydroxyl hydrogen.
b Origin, like in this case, is usually deﬁned at the centre of mass
Table 1.2: Distributed and central multipole moments of the methanol molecule
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oscillator potential to simulate intramolecular vibration in real systems. ASP-W4
model [91] uses an elaborate dispersion formulation together with up to quadrupole-
quadrupole polarisabilities (C2κ,2′κ′) on a single central site. Slightly more recent
VRT(ASP-W) model[72] extended this to dimer and cluster properties of water.
Finally, the AMOEBA model[110] combines the multipole moments of the water
molecule up to the quadrupoles of each atom with an unusual C7 − C14 treatment
of the repulsion-dispersion potential. In this case a distributed non-electrostatic
potential is used, assigning van der Waals-like potential centred on the oxygen and
the hydrogen atoms.
TIP3P TIP4P Exptc
O-H bond length / Å 0.9572 0.9572 0.957
H-O-H bond angle / deg 104.52 104.52 104.5
C12 / 10
6 Eh bohr12 1.917 1.983 
C6 / Eh bohr6 −43.18 −44.27 
q(O) / e −0.834 0. 
q(H) / e 0.417 0.52 
O-Ma bond length / Å 0. 0.15 
q(M) / e 0. −1.04 
density, ρb / gcm-3 0.982 0.999 0.997
∆Hvapb / kJ mol-1 43.72 44.60 43.97
Cbp / J K
-1 mol-1 70.3 80.8 75.3
a The vector ~OM is in the direction of ~OH1 + ~OH2
b Obtained via Monte Carlo calculation of 125 water molecules at 25◦C and 1 atm,
using cubic periodic boundary conditions and Metropolis sampling
c Experimental data from [65, 71, 47, 92]
Table 1.3: Geometry, parameters, and exhibited properties of the TIP3P and TIP4P water
models
In Table 1.3 we observe that the TIP3P and TIP4P water models contain all the
necessary parameters to exhibit reasonably water-like properties by merely placing
distributed charges on precise sites and adding an isotropic potential in the form
of C12R−12 + C6R−6. This is a general, widely used form of the Lennard-Jones
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potential, which holds an advantage over the Buckingham potential Γe−αR+C6R−6
due to the fact that the factor R−12 can be swiftly computed as the square of R−6,
which in turn saves a lot of computational time. As an assembly of water molecules
do not often occupy a conﬁguration where two molecules are found at a very close
distance, the contribution of such high-energy states is low and only minimally
impacts the validity of the model.
So far, the terms for solvent-solvent and solute-solvent electrostatic potential
together with the solvent-solvent non-electrostatic potential has been taken into
account, leaving us with the solute-solvent non-electrostatic potential left. One way
to decode this `residual' potential is by adapting the approach that is oft taken by
molecular mechanics methods. This can be simply achieved either by picking already
established average Lennard-Jones parameters for pairs of atoms and molecular
fragments (the paper by Dejaegere [44] contains the C12 − C6 parameters for a
couple of carbon-containing fragments). Solute-solvent Lennard-Jones potential can
also be custom built via multipole analysis of a molecular pair with a well-known
total energy, and then subtracting the electrostatic energy. One way to do this is by
using Orient [132] to calculate the electrostatic energy provided by DMA(distributed
multipole analysis).
The ﬁtting function used to represent the non-electrostatic potential as in Fig-
ure 1.3 can be modiﬁed as necessary, but for quicker simulations, simpler functions
are usually preferable. A general expression for the complete non-electrostatic pair-
wise potential (referred to as LJ potential, ULJ , although this does not necessarily
mean that the exact Lennard-Jones formulation is used) in this work comes in the
following form:
ULJ = 6-12 potential + charged solute correction
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Figure 1.3: Preparation of solute-solvent interaction parameters
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+ C4R
−4 + C8R−8 + C8,aniso |ˆs ·R|2R−8 (1.57)
where
z(C1R
−1 − d1) =
 C1R
−1 − d1 if C1R−1 − d1 ≥ 0;
0 if C1R−1 − d1 < 0.
.
In the above equation, εLJ and σLJ are simply convenient replacements for
the mandatory parameters C12 and C6 which gives a better sense of scale (ε for
well depth and σ for collision diameter), while the necessity of all the other ﬁtting
parameters are dependent on the molecular fragment they are assigned on. This
expression is expected to satisfactorily include the most important of the induction,
dispersion, and exchange-repulsion energy between the solute and the water solvent
molecules. In summary,
U = UEL + ULJ (1.58)
where we expect the semi-empirical function ULJ to satisfactorily contain:
ULJ ≈ U solind + U solvind + Udisp + UER (1.59)
Take note that the diﬀerence between equations (1.57) and (1.59) is while the
former lists all the terms available in MC to reconstruct the non-electrostatic inter-
action energy, the latter is used to justify the existence of those very terms. The
usage of 1/r-dependent correction term to deal with charged groups is unique to
this work, but it must be noted that the TIP water models similarly roll in en-
ergetic contribution from multipole moments and induction into the magnitude of
charges at the speciﬁed sites, which of course, forms a potential that varies at the
rate of 1/r. The induction energy, calculated from the atomic polarisation tensors,
is often taken into account in more novel force ﬁelds [85, 36, 70, 102]. Inclusion of
both isotropic and anisotropic r−7, r−8, and higher negative power of r-dependent
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terms have been used in the past to better approximate dispersion energy [94]. The
error due to pairwise additivity approximation is minimal for most of the solute
models discussed in this work, although it may be partly responsible for the severe
deviations in the calculated hydration free energy of methane and methanol (see
Chapter 3).
The form of equation (1.57) can be diﬀerent for diﬀerent approaches to the
treatment of intermolecular potential, although the separation of electrostatic and
non-electrostatic energy is nearly universal for established force ﬁelds. Wiener et
al., for example, introduced an explicit H-bond term in the form of a very close-
ranged 10-12 potential [142]. The MARTINI force ﬁeld [83] uses a coarse grain
model to reduce the number of atomic sites, similar to GROMOS when it comes
to aliphatic carbons CH3 and CH2; the same approach will be used in this
work for a couple of solute molecules (see Chapter 3 and 4). Also, while more
traditional biomolecule-oriented force ﬁelds often adopt a distributed charge model
(AMBER [104], OPLS [67], OPLS-AA [69], CHARMM [23], GROMOS [100]), sev-
eral force ﬁelds based on distributed multipoles have been developed, such as the
eﬀective fragment potentials (EFP) by Day [42], and the AMOEBA force ﬁeld [110].
Now, the terms in equation (1.57)the potential function used in this work
will henceforth be discussed in detail. First we look into the commonly used 6-12
potential. For rough calculations of interaction between atoms of a noble gas and
very simple molecules, the standard Lennard-Jones potential is invaluable. Unfortu-
nately, when there is a demand for higher accuracies and complex molecules, atoms
in a molecule do not behave as though they are perfectly spherical, and random
sampling of separation distance R while trying to obtain ﬁtting parameters do not
work very well. The short Fortran program Closest by Bettens, R. P. A. picks
up the speciﬁed number of water molecules with the closest distance to the solute
particle by using the molecular coordinates dump ﬁles of a Molecular Dynamics or
a Monte Carlo run with idealised, simplistic interaction parameters. These chosen
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water molecules are scored with an algorithm so that they are in a geometry that
is as diﬀerent as possible from all the others already chosen. The idea was, by
analysing the residual interaction energy after subtracting the electrostatic part of
the interaction between the solute and these water molecules, we could construct an
expression for the eﬀective ULJ using atomic distances as the only arguments.
However, using the rigid model of CO2 molecule as the solute, the correlation
between atomic distances and ULJ for randomly oriented water molecules is found
to be weak at best. The ﬁtted parameters are associated with errors as large as the
order of magnitude of the parameters themselves, as to make the reliability of the
results dubious at best. We made attempts to introduce extra ﬁtting parameters:
Lennard-Jones parameter that uses the distance between the hydrogen atom of
water and atoms in CO2 as an argument, and an anisotropy term in the form of
z2C8,(aniso)R
−8. It turned out that the ﬁtted values were still riddled with large error
bars. The same thing happens even when subsequent residual energy calculations
are done by utilising the powerful CCSDT (coupled cluster with single, double, and
triple excitations) [138] method and using a massive 6-311++G(2df,2pd) basis set.
With the purpose of making interaction parameters compatible to molecular
simulation, we decided that it would be advantageous to consider only the most
likely close-distance conﬁguration of the solute-solvent pair. For the CO2 molecule,
for example, a pair of isotropic Lennard-Jones potentials containing only εLJ and
σLJ are constructed around the outlying oxygen atoms. In this case, the carbon
atom does not act as a Lennard-Jones site because it is already sandwiched in
between two `heavy' atoms. It still is, however, acting as an atomic site for the
distributed multipoles when calculating UEL.
As in Figure 1.4, with ﬁt parameters εOO = 0.10122 bohr and
σOO = 6.3175 mEh (milliHartrees), and neglecting all other possible atom-
pairings in the CO2 · · · H2O system, the empirical potential seems to match the
residual interaction potential very well. The unfavourable oxygen-oxygen approach





















Figure 1.4: Calculated residual energy (marker) and the ﬁtted non-electrostatic potential
(line) between CO2 and a water molecule. Each half of the curve represents a
diﬀerent geometrical approach of the two-molecule system. The x-axis of each
half is linearly correlated with the nearest atoms of either molecule along the
C-O bond length, and ranges between 2.5 Å to 5.0 Å.
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is included on the left hand side of the graph in Figure 1.4 while the favourable
oxygen(CO2)-hydrogen(water) approach is on the right hand side, showing the
compatibility of a simple C12 − C6 potential for the CO2 molecule.
In case of incompatibility between simple Lennard-Jones potential and the cal-
culated residual energy, additional terms that can be applied, as demonstrated in
equation (1.57). The C1 potential (the function z(C1R−1 − d1)) is found to be es-
pecially important when a charged molecule or a molecule with localised charges
(such as a zwitterion) is introduced as the solute particle. Without this potential,
favourable geometries of solvent molecules in the vicinity of the charged group will
tend to overestimate the magnitude of the total interaction energy at comparatively
large molecular distances (twice the van der Waals radius and above) regardless of
the Lennard-Jones parameter used.
From the plotted curves in Figure 1.5, it appears that the standard Lennard-
Jones function (Fit A) is insuﬃcient to account for all the residual non-electrostatic
interaction between the ethanoate anion and water. The range of interatomic dis-
tance between the oxygen atoms of either molecule that we are looking at is 3.0 Å to
6.6 Å, which is roughly the range where the residual energy is within the energy
range of a typical hydrogen bond. Fitting the energy using data points at r < 3.0
Å proved to have an adverse eﬀect towards the results, causing unintended solvent
behaviour (such as formation of a cavity around the solute) during simulations. This
is most likely attributed to the fact that the 6-12 potential is a mere approximation
of the more theory-consistent Buckingham potential. In the case of the former, the
repulsive term reaches a singularity at zero separation, while the latter gives a ﬁnite
value.
Functions B, C, and D (see Table 1.4) all provide better ﬁts compared to the
original function, with the singular addition of the invariable constant c (function
B) giving the least mean square error among the three. However, using this function
is instantly met with trouble, because it implies that even at very large separation



























Figure 1.5: Non-electrostatic contribution and ﬁt potentials to the ethanoate ion-water in-
teraction energy. The horizontal axis is the distance between the oxygen on
methanol and the oxygen of the water molecule.




















)12 − (σr )6)+ cR2 0.40762 3.2000 6.0740
Table 1.4: Fit parameters for Figure 1.5
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an essentially static repulsive potential is set up between the solute and the solvent
molecules. The energy of the solute particle at inﬁnite dilution will also become
inﬁnite.
Function C, on the other hand, provides a corrective potential (called charged
solute correction, refer to equation (1.57)) that decays to zero with increasing sep-
aration and is therefore more suitable. While considering the solute particle in an
environment of solvent molecules in dynamic equilibrium, however, the area of the
spherical molecular `shell' a ﬁxed radius away from the solute particle increases with
R2. When combined with a corrective potential that varies with
c
R
as in function C,
this implies that the combined solute-solvent potential of a given spherical shell con-
structed around the solute particle will vary proportionally with R, tending towards
inﬁnity at large R (a more comprehensive explanation will be given in Chapter 2 un-
der Ewald Summation Method). Plainly, further modiﬁcation is necessary in order
for this corrective term to be usable.
We decided to settle with the charged solute correction taking the form
z(C1R
−1 − d1), where d1 is just a positive constant with the unit of energy. This
correction energy vanishes for solvent molecules located at a distance C1d1 or larger. In
this form, the interaction energy is wholly compatible with an MC or MD simulation
and does not cause a runtime error.
The C4 term, or the induction correction term, is meant to mirror the leading
term in induction energy. However, as we have established earlier in Figure 1.2,
the term for systemic induction energy cannot be obtained simply by adding all the
atom-atom induction energies until all permutations are completed. Many solvent
models already include the averaged induction energy, as interaction parameters
can be ﬁtted such that the simulated liquid will eventually exhibit the desired bulk
properties in accordance to experimental data. When dealing with the solute-solvent
induction energy, however, we are unable to enjoy such leniency. As a consequence,
while this option is available in the MC program, it is sometimes desirable to leave
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this term alone and not include it in the potential function. The implementation
of a C4 term can be useful when the electric ﬁeld proﬁle of the surrounding solvent
molecules can be averaged reasonablyotherwise, its usefulness may be situational
at best.
The C8 term, representing the second leading term of the power series for the
dispersion energy, is a comparatively important term when dealing with larger solute
molecules, as the importance of dispersion energy increases with increasing molecular
weight. If the averaged dipole-dipole and quadrupole-quadrupole polarisabilities of
the molecule are known, this term can be approximately obtained via equation (1.42)
to be equal to
5C¯2κ2κ′
2α¯1κ1κ′
× C6. Alternatively it can be derived empirically from ﬁtting
function of the residual interaction energy, in the same way the charged solute
correction term is derived. When a distributed dispersion model is used, the C8 term
is normally assigned on the heavier atoms or at the centres of molecular fragments.
Finally, the anisotropic term provides a orientation-sensitive correction to what
so far has been spherical potential functions. In the current version of MC, only
the anisotropic dispersion energy that contains the term αsol⊥ = αzz − 12(αxx + αyy)
is supported. In equation (1.57), this term is expressed in the following form:
C8,aniso |ˆs ·R|2R−8, using the user-deﬁned vector sˆ to deﬁne the principal axis of the
anisotropic interaction. This is intended to describe the deformed dispersion poten-
tial of prolate and oblate spheroid molecules such as benzene or speciﬁc groups of
atom which can be simpliﬁed under a single potential, but will not be able to handle
molecules of other symmetry groups such as the tetrahedral neopentane, or the D2h
oxalate anion. For the aforementioned molecules, additional sites are assigned to




Molecular Monte Carlo Simulation
2.1 Computer Simulation Methods
The knowledge of the physical properties of a system, or of a speciﬁc substance, are
the stepping stones towards understanding the dynamics of a chemical reaction. It
also allows the prediction of the properties of those and similar substances upon a
change in environment, such as temperature, phase, concentration, and other combi-
nation of `tweakings' to explore the interesting characteristics of the said substances,
and also sometimes to ﬁgure out, if any, the potential for useful applications. Some
properties of molecules or molecular assemblies can be extracted from the analysis
of their minimum energy conﬁgurations, done via energy minimisation algorithms.
Once the potential energy surface is constructed and all (local) minimum energy
conﬁgurations are mapped out, statistical mechanical calculations can be applied
to derive the partition function of the system, which in turn allows thermodynam-
ical properties to be computed [77]. This often gives us the ability to predict the
behaviour of complex systems without having to conduct a real experiment in the
laboratory, or to obtain leads and useful approximations to some of the otherwise
elusive thermodynamical properties, like entropy and free energy.
However, when dealing with larger molecules or condensed systems, the potential
energy surface approach is no longer feasible. In the ﬁrst case, numerous minima
makes it really diﬃcult to consider all the associated high-probability conﬁgurations,
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especially when the system is further complicated by the possibility of three-body
(or higher) interactions. Moreover, such methods are usually done in the gaseous
phase (i.e., in vacuum), and while there exists continuum methods that carry out
the calculations of energy in an environment meant to imitate the liquid or solution
phase, key solute-solvent interactions may accidentally be left out, resulting in a
less-than-satisfactory description of the system and their derived properties.
Full quantum mechanical descriptions of condensed systems such as liquids, so-
lutions and solids are impossible at present and will probably remain so for a long
time yet. Hence, it becomes necessary for theoretical chemists and physicists to
build computational models that serve as an adequate substitute to the said sys-
tems. Those models include [80]:
• Computer simulation of the classical liquid, taking representative, snap-shot
conﬁgurations of the system ensemble in order to derive its properties.
• A model where the solute is interacted with a supermolecular description of
the solvent molecules. Information obtained on solute-solvent interaction is
usually limited due to the supermolecule treatment, but is richly detailed. The
Car-Parrinello Molecular Dynamics (CPMD) method [32] uses constructs such
as eﬀective potential and plane-wave basis set to achieve this.
• A combination of a highly detailed (from quantum mechanical or semi-
empirical calculations) solute particle and a statistically-averaged description
of the solvent molecules.
• The aforementioned continuum model. It utilises a high-level, accurate model
of the solute particle placed within a cavity (usually spherical). Outside this
cavity is a simplistic model of a polarisable medium that is used to represent
the solvent molecules as they rearrange themselves according to the electro-
static inﬂuence of the caged solute particle.
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The details of these models can be looked up at the following sources: [68, 141, 137,
74, 53, 114, 95, 136, 116].
The continuum model is a popular tool used to examine the behaviour of a par-
ticle when surrounded by a uniform, condensed-state medium. They usually follow
the same basic principle: the solute is encased and isolated in a `cavity', and its
presence changes the state of the `continuum' of solvent moleculesusually treated
as a singular entity with several basic physical propertiesthat ﬁlls the outside of
the cavity. This inﬂuence may then be iterated back to change the state of the solute
molecule until convergence conditions are reached. A classic example of the contin-
uum model is the Onsager method [99], whereby the dipole moment of the solute
particle is used to construct an electric ﬁeld inside its spherical cavity surrounded by
a solvent reaction ﬁeld characterised by a dielectric constant. As the ﬁrst method of
its kind, it suﬀers from the inability to process solute particles that have no dipole
moments correctly. Most diatomics and molecules such as CO2 exhibit signiﬁcant
quadrupole moment, but no dipole moment; by the Onsager method, the interac-
tion energy with the surrounding solvent is zero. This is obviously inaccurate, as
carbon dioxide is known to dissolve reasonably well in water, despite being non-
polar. Clearly there was a need for a more comprehensive solution to the continuum
models.
A more powerful continuum model was constructed and developed by Miertus,
Scrocco, and Tomasi that made use of an Apparent Surface Charge (ASC) around
the solute, which then produces a response by the solvent continuum [88, 89]. Known
as the Polarizable Continuum Model (PCM), it resolved the problem of non-polar
solutes, since the electric potential due to the solute was reconstructed via assigning
of distributed point charges along the surface elements of the solute cavity. The
PCM was subsequently improved by allowing the solute wavefunction and the ASC
to approach self-consistency through an iteration procedure [48, 31].
In Table 2.1 we see some of the solvation free energy calculated by means of
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CO2 N2 C(CH3)4 CH3OH
Onsager dipole 0.a 0. 0. −1.145
PCM −2.497 −0.411 −0.460 −5.056
IPCMb −4.699 −0.588 −0.246 −8.229
SCIPCM −3.473 −0.442 −0.427 −5.630
Experimental +3.192c +3.97d +2.682e −8.06f
All data in milli-Hartrees (mEh).
a Electronic energy; Gaussian fails to compute SCRF rotational energy partition
function.
b Electronic energy; IPCM is not compatible with frequency calculation.
c Reference [10]
d Calculated using solubility value of 0.017g(N2)/kg of water at 298K.
e Reference [15]
f Reference [117]
Table 2.1: Solvation energy of several solute molecules calculated via the Onsager dipole
model, polarizable continuum model (PCM), static isodensity PCM, and self-
consistent isodensity PCM.
continuum methods using Gaussian 09. Some of the numbers show the diﬀerence in
total electronic energy as opposed to the free energy due to limitations speciﬁc to
Gaussian or the method itself. The simplistic Onsager method fails to produce any
meaningful result for particles with zero dipole moment, as we would expect, but
we also note that the other methods do not reﬂect the experimental values for the
free energy very well either. Non-polar particles such as CO2, N2, and neopentane
are expected to possess mildly positive free energies of hydration, given their fairly
low solubility at 1 atm. Regardless, the estimated free energies are negative for all
three particles.
This discrepancy could be a result of many factors; poor or inaccurate guess for
the solute `outline' in the cavity formation, loss of precision due to relatively weak
electric potential ﬁeld generated by the non-polar solute, or, perhaps most likely,
that the assumption that the solvent can be treated as a polarisable continuum
holds only weakly in such cases. After all, the solute molecules are small in size,
and the number of water molecules directly adjacent to the solute is consequently
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few. This might mean that taking into consideration the average behaviour of the
water solvent is no longer suﬃcient; the inﬂuence of the individual molecules is too
large and too speciﬁc to be assumed to obey a sort of `averaged' behaviour.
In contrast, the hydration free energy of a polar molecule such as methanol
is predicted with better accuracy. Should this mean that continuum methods are
reliable computational tools for molecules that possess signiﬁcant dipole moments,
there is still motivation to look for an equally reliable solution for non-polar solute
particles or functional group. Plenty of biological particles, including proteins and
the corresponding substrates, interact via interplay of hydrophilic and hydrophobic
groups. To understand better the underlying dynamics of biochemical processes, we
need a common method that may deal with both types of interaction with reasonable
accuracy.
If one would like to build a system where both the solute and the solvent
molecules are suﬃciently represented as actual, as-they-are entities moving about in
a region of space, there are two solutions. One way is by executing a Molecular Dy-
namics simulation (MD), and the other, utilising a sampling algorithm that makes
use of a random number generator, is the Monte Carlo simulation method (MC).
The latter is the highlight of this work, as it is feasible to conduct without requiring
the usage of high-performance supercomputers over extended periods of time.
In general, the macroproperty A of a system is a function of the positions and
the momenta of all the particles that comprise it. In reality, both position and
momentum are completely deterministic, i.e., a function of time. Hence we have,







A(pN (t), rN (t)) dt (2.1)
As it is not possible to integrate the equations of motion and calculate a tra-
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jectory for a system where immensely large number of particles (of the order of
1023) are involved, we use the principles behind statistical mechanics, as developed
by Boltzmann and Gibbs, to tackle the problem by considering multiple replicas of
the system frozen in diﬀerent points of time. Provided that the system exists in
a thermodynamic equilibrium, an ensemble average (or expectation value) of the
property A can be calculated:
〈A〉 =
∫ ∫
ρ(pN , rN )A(pN , rN ) dpNdrN (2.2)
with ρ(pN , rN ) being the probability density of the ensemble in phase space. For
a canonical ensemble (constant NV T ) the probabily density is simply









The partition functionQ is the weighted average of all the possible conﬁgurations












The constant outside the integral makes up for the degeneracy of N identical parti-
cles. We will see how other thermodynamic properties of the system can be derived
from the conﬁgurational energy E(pN , rN ) at each timestep.
MD uses the `real' dynamics of the system in order to simulate its evolution with
time. It is a deterministic method, allowing one to map out all past and future con-
ﬁgurations with deﬁnite certainty, and has the advantage of simulating the trajectory
of particles within the simulation as they would in reality. Unfortunately, MD is
an incredibly expensive task to do computationally. The instantaneous positions,
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velocities and accelerations of every particle in the system needs to be recalculated
with each passing timestep exactly according to a preset potential proﬁlea typical
timestep ranges between 1 to 10 fs, which means that 100,000 timesteps would only
cover a simulation period of 0.1 ns, and depending on the processing power of the
machine used, could take weeks or months of real time to complete. Increasing the
timestep size would typically cause an adverse eﬀect on the results, which stems
from molecules occupying the same region of space (as intermolecular force is taken
as a constant during the interval) and become violently ﬂung apart by the repulsive
potential. For small laboratory-sized simulation experiments, MD may not always
be a feasible choice.
In contrast, MC shifts the positions of particles within the simulation randomly
with every timestep, therefore removing the necessity of having to recalculate the
exact state of the next conﬁguration via equations of motion. Instead, a series of
rules called the acceptance criteria is used to decide whether or not a randomly
generated state is selected as the conﬁguration of the next timestep. The most com-
monly used acceptance criteria is the Metropolis scheme [86], which makes use of
the macroscopic tendency of molecular assemblies to follow the Boltzmann distri-
bution. This will be discussed in further detail later on in this chapter. As a MC
simulation does not make use of real dynamics, successive conﬁgurations have no
correlation with time. The kinetic energy of the system is therefore unobtainable
from the system itself, and is only modulated through the concept of `temperature'
that controls the maximum amount of displacement of atoms between timesteps.
This does not usually pose a problem as most Monte Carlo simulations have ﬁxed
T , and therefore the amount of kinetic energy in the system is always constant.
Information derived from a MC simulation is decided only by the positions of the
atoms and not the momenta.
In this work, we wish to look speciﬁcally into the Monte Carlo simulations of
arbitrary molecules and ions inside a bath of water molecules, by making use of
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customised interaction potentials as discussed in the Chapter 1. It is hoped that
the usefulness of the simulation results is three-fold: that we are able to extract
meaningful data in relatively short timeframes, that we observe an evolution of
states in the assembly and speciﬁc solute-solvent behaviours that closely resembles
what we would expect in reality, and that we obtain important thermodynamical
values, such as free energy, which could provide further insight to solvation dynamics
and probably even reaction dynamics. First we look at the speciﬁcs of methods and
schemes utilised in the program MC that is used in this work.
2.1.1 Metropolis Algorithm
Each conﬁgurational state rN in the phase space is associated with the statistical
probability of that state, ρ(rN ). We can then write a vector, a probability distribu-
tion, that denotes the probability of the system occupying a particular state,
ρ = (ρ1, ρ2, . . . , ρk, . . . , ρS) (2.5)
where S is the number of all possible states.
A MC simulation must contain an algorithm that generates a new state that
depends only from the preceding state, and not upon any of the former earlier
statesa Markov chain of states, where all the possible states are contained within
a ﬁnite set of size S. The probability of a new state n to be acquired from an old
state o is represented by the S × S transition matrix pi, and its entries are denoted
by pio→n. This is a right stochastic matrix, in which the entries of its row always
sum to 1. Given an initial distribution ρ(I), then after one timestep, the probability
vector becomes
ρ(II) = ρ(I)pi (2.6)
An equilibrium is reached when application of the transition matrix no longer
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changes the probability distribution, i.e. ρ(eq) = ρ(eq)pi. It must follow that at
equilibrium, ∑
o
ρopio→n = ρn (2.7)
The probability of making the change from state o to n is given by the probability
of choosing between the two states multiplied by the probability of accepting the
change (also called `trial move'), i.e.
pio→n = αonpo→n (2.8)
where αon is the stochastic matrix and po→n is the matrix of acceptance probability.
Since the system is already in equilibrium, it follows that the expected number
of accepted changes that leave state o must be exactly equal to the number of
changes that yield state o. The principle of detailed balance is a stronger condition
of microscopic reversibility; it also requires the rate of accepted transitions between
two states to be equal:
ρopio→n = ρnpin→o (2.9)
The probability function ρ depends on the total energy of the state related by a
Boltzmann factor. In a MC simulation, the kinetic energy T of the system can be
treated separately from the potential energy V because the former only depends on
the temperature and not the current state. For constant T ensembles (canonical,
isobaric-isothermal, etc.), the kinetic part of the Hamiltonian cancels out, leaving










In the Metropolis recipe, the stochastic matrix α in equation (2.8) is assumed
to be symmetric, i.e. αon = αno. The above equation ﬁnally yields the desired
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From here we may choose any values for po→n and pn→o that gives the above
ratio. The simplest choice, and the one used in the Metropolis algorithm is





N )n − V(rN )o
kBT
]
when V(rN )n > V(rN )o.
(2.12)
In order to decide whether or not a trial move is accepted, we simply generate
a random number between [0, 1] and compare it with po→n as in equation (2.12).
If the random number is smaller than po→n, the trial move is accepted (n is now
o, and a new n is generated from the new o); conversely, if the random number is
larger, the trial move is rejected and a diﬀerent state n is generated from o in the
next timestep to be subject to the acceptance condition again.
We now have the acceptance criteria of a trial move; the next step, naturally,
is implementing the Metropolis method into the simulation. A random shift in
coordinates is applied to a single atom at random, or several atoms at random, or
all particles in the simulation, by the following algorithm for each atom:
αn = αo + (2ξ − 1)δrmax (2.13)
where α = x, y, z and ξ is a random continuous variable uniformly distributed in
the range of [0, 1], output three times for each of the three spatial dimensions. δrmax
is the maximum permitted displacement in any of the three directions. Note that
the vector that represents this shift of coordinates is distributed in the likeness of a
cube as opposed to a sphere; however, as long as these small shifts average out to a
zero vector, the algorithm remains valid.
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For molecules, aside from translation, we ought to include rotation:
Ωn = Ωo + (2ξ − 1)δQmax (2.14)
where Ω = α, β, γ, the Euler angles associated with the local axes system of the
molecule with respect to a reference geometry, and δQmax is the maximum permitted
change in any of those angles. The energy of the new conﬁguration n is compared
to that of o in order to decide if the trial move o→ n is to be accepted, or rejected.
An important warning needs to be taken at this point. It is intuitive to move the
solvent molecules in a sequential order instead of at random, so that after a number
of accepted timesteps equal to the total number of molecules in the simulation, all the
molecules would have shifted at least once. Such a treatment however disobeys the
principle of detailed balance, which requires every trial move to have an equal chance
as the last move before it to exactly reverse in direction, hence regenerating the
initial conﬁguration of molecules. If molecules were moved sequentially, this cannot
possibly happenafter molecule A is moved, the next timestep moves molecule
Bthe chance of recovering the original conﬁguration is zero.
It must be noted that while sequential shifting of molecules does not obey de-
tailed balance, as long as such a scheme results in the correct sampling distribution,
then sometimes this can be suﬃcient [51]. However, it is still advised to avoid such
schemes as peculiar and sometimes unpredictable artefacts may ultimately impair
simulation result. For the purposes of this work, we would like to achieve the con-
dition of detailed balance, and only move one water molecule at a time.
Finally, it is imperative to set parameters δrmax and δQmax at their optimum
values such that the simulation may proceed quickly and explore the phase space
of rN without getting too many conﬁgurations rejected. The acceptance ratethat
is, the ratio of the number of trial moves that passes the acceptance condition in
equation (2.12) against the total number of trial movesshould fall at approximately
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50%. If δrmax and δQmax are chosen to be too small, most of the trial moves will be
accepted, but the phase space is explored at a very slow rate, which in turn demands
a larger total number of timesteps before adequate sampling can be achieved. If
they are chosen too large, molecular displacement may result in overlaps that are
energetically unfavourable, leading to rejection of the majority of trial moves.
As it is rather diﬃcult to estimate the optimal values for δrmax and δQmax prior
to the simulation, they are usually allowed to change during the simulation itself.
In the MC program, both global variables are increased by 15% when the acceptance
ratio of the last nPrint timesteps (nPrint is user-deﬁned) is above 55%, and both
are decreased by 15% when the acceptance ratio is below 45%. Consequently, the
acceptance ratio is kept comfortably within a few percent of the 50% target.
2.1.2 Periodic Boundary Conditions
Every simulation work is limited by the computational power of the machine, and
thus may only simulate a limited number of particles. Usually, we are interested in
the bulk properties of the simulated substance. Due to the aforementioned limita-
tions, however, probably only hundreds or thousands of particles can be simulated
with eﬃciency, with the majority of these particles being located at the `boundary'
of the simulation. During the simulation, even for low-temperature liquids, it is
inevitable that most if not all of the simulated particles would interact with the
walls of the boundary. Clearly, unless measures are taken to alleviate this anomaly,
bulk properties cannot be properly derived. Disposing the walls altogether would
only induce the simulated particles into behaving like a droplet of liquid instead of
bulk liquid, and introduces the problem of escape (evaporation).
The most common method to deal with the problem of boundary is the periodic
boundary conditions, where particles that escape the set size of the simulation cell are
made to reappear from the opposite wall of the cell. Before we go into that, however,
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we will look into other methods that have been proposed for similar reasons.
Some of the most remarkable proposed non-periodic boundary methods makes
use of divisions of `types' of solvent molecules according to their importance [77, 140].
For the simulation of a large protein molecule, for example, the necessary dimensions
required for a cubic cell to contain the whole of the molecule may increase the number
of atoms to an unwieldy number. However, the site of interest is probably only the
active site of the molecule. When immersed in a bath of water, the method fully
simulates the solvent molecules located within a certain radius R1 to the active site
this is the reaction zone. Outside it is a secondary zone called the reservoir zone, a
shell of water molecules between R1 and R2 in which the solvent molecules are either
ﬁxed in place, are subject to a binding harmonic potential, or are subject to a random
Gaussian force to simulate coupling with a heat bath outside it. Outside the reservoir
zone the solvent molecules are either discarded or ﬁxed in place. While such artiﬁcial
constraints may cause simulated particles to behave anomalously unless the precise
and proper selection of conditions are chosen, and they can be diﬃcult to implement,
such stochastic boundary conditions methods may prove useful for simulations that
cannot be otherwise accommodated by the standard periodic boundary conditions.
In the periodic boundary condition, a three-dimensional `cell' containing all the
simulated particles is repeated in all possible directions required for closed packing.
An illustration of a two-dimensional analogue square cell is shown in Figure 2.1.
Generally, any shape that could ﬁll space completely by translation operation alone
may qualify as a unit cell, including the hexagonal prism, truncated octahedron,
rhombic dodecahedron, elongated dodecahedron, and parallelepiped [1], but the
simplest to code and visualise would have to be the cubic cell. The truncated
octahedron and parallelepiped would probably be a better choice for simulations of
roughly spherical and long linear molecules respectively, but given a large enough
unit cell in comparison to molecular dimensions, such considerations are not critical
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Figure 2.1: Periodic boundary conditions (two dimensions) and minimum image convention.
The blackened molecule `sees' all the molecules in grey, within a certain radius
of cut-oﬀ (rcutoﬀ).
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to the results. In the MC program, we will use only the cubic cell for all simulations.
As in Figure 2.1, each repeated cell contains particles at the exact same coordi-
nates as the particles inhabiting the central cell. For example, a particle at (x, y, z)
will have an image located at (x+nxL, y+nyL, z+nzL) where L is the length of the
unit cell, or the box length, and nα ∈ Z. The location of the cells can be represented
with an n vector containing (nxL, nyL, nzL). A particle that crosses the boundary
at (x, y, L2 ), for example, will reappear at (x, y,−L2 ), and its image will ﬁll the adja-
cent cell to maintain positional continuity of successive conﬁgurations. The periodic
boundary conditions also have the advantage of symmetry: the interaction energy
between the particles in the central cell and cell n is equivalent to that between the
central cell and −n, which is an advantage where computational time is concerned.
For short-range intermolecular interactions, ULJ , it is customary to apply a cut-
oﬀ radius (rcutoff or just rc), which is the radius inside which interaction potential is
calculated pairwise between non-bonded molecules. When a simple 6-12 potential
is used, this is a good approximation, because at 2.5σ the Lennard-Jones potential
has decreased to just 1% of its original value at σ. Outside this radius, short-range
interactions are either ignored, or approximated via integration. For the bulk solvent
particles, the total correction energy would just be:












whereN is the number of solvent particles and ρ = N
L3
is the average number density
of the solvent bulk. Note the
N
2
factor, which is done to prevent double-counting
of interaction energy.
Coupled with the cut-oﬀ radius is the minimum image convention, which basi-
cally states that not more than one particle or its image can exist within the sphere
deﬁned by the cut-oﬀ radius. In other words, pairwise interaction for short-range
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potential cannot include the particle's image in adjacent boxes if the analogous par-
ticle in the central box is already included, and vice versa. As an illustration, in
Figure 2.1, the black molecule `sees' the three neighbouring grey molecules, but
notice that among the grey molecules, none of them are translated images of each
other. This implies that for cubic cells rc cannot exceed L/2, but it may take a
value of less than L/2. For NpT ensembles, to avoid inconsistencies where rc is
forced to equal L/2 while L is not a constant in the simulation, the value for rc can
be declared beforehand and kept ﬁxed.
Unfortunately, long-range electrostatic potential has a much larger sphere of in-
ﬂuence and cannot simply be cut oﬀ at a radius, unless a larger (at least 10 Å),
separate cut-oﬀ radius is deﬁned. Even then, the electrostatic energy may be insuf-
ﬁciently accounted for. We discuss the problems associated with the summation of
electrostatic energy and the proposed solution in the following section.
2.1.3 Ewald Summation Method
One of the commonly used methods to deal with electrostatic interaction of a sim-
ulated liquid is the reaction ﬁeld method (RF) [3, 99], which uses a very similar
principle to the continuum method as outlined earlier in the beginning of this chap-
ter. In the RF method, beyond a certain electrostatic cut-oﬀ radius, the medium
is treated as a homogenous and isotropic dielectric characteristic of the bulk liquid,
which extends all the way to inﬁnity. This medium is characterised by the static
reaction ﬁeld dielectric εRF .
For every atom a, a sphere is drawn with the atom at its centre. The total






where µaα is the dipole moment of the sphere (contrast with p
a, which is the dipole
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moment of the atom a).











which can then be added to the pure electrostatic energy up to the cut-oﬀ radius.
A comprehensive look into the reaction ﬁeld method can be found in a paper by
Nymand and Linse [98] or in the book by Allen and Tildesley [3].
If we'd like to capture the entirety of the solute-solvent bath electrostatic inter-
action, however, the Ewald summation method that ﬁrst appeared in his paper in
1921 [50], remains one of the most popular and useful methods to achieve this. It is
relatively expensive to do computationally and leaves strange artefacts when used
in conjunction with periodic boundary conditions such as same sign charge-charge
interaction being minimised at separation equal to L/2, but nevertheless solves the
semi-convergence problem of 1/R interactions.
First, we consider a system N of charges in a box. The total potential energy of











with the constant of 12 used to prevent double counting of interaction pairs. Ex-



















more conveniently written using primed summation to exclude j = i terms when
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|rij + n| (2.20)
Now, the trouble with the summation in equation (2.20) is that it is semi-
convergent, i.e. the sum to inﬁnity is a ﬁnite value, but the sum of inﬁnity of
the absolute values of the summand is inﬁnite. In fact, when it comes to summing
up monopole-monopole interaction, the individual atom-atom interaction energy de-
creases with 1/R, but the number of atoms that lie on the surface of a sphere with
radius R centring on a given atom increases with R2. Consequently, the electrostatic
energy contribution increases in gravity as one considers interaction between atoms
that are further and further apart, and the allocation of a cut-oﬀ radius would have
to be crudely arbitrary.
Just as mathematicians deal with the problem of semi-convergence by splitting
the summation into constituent series that are either absolutely convergent by them-
selves or converge far more rapidly, the Ewald method splits the summation into two
parts and evaluate them separately. Speciﬁcally, Gaussian charge distributions that
each integrates to qi are added around the monopoles to `smooth out' the charge
density proﬁle.










where δ(r − ri) is the Dirac delta function centred at ri. The ﬁrst term in the
summation represents the original point charges, and the second term the gaussian
`shielding' charge density distribution (see Figure 2.2).
The article by Nymand and Linse [98] expands this to include the dipole terms,
and another by Smith [121] expands the method to include the quadrupole terms.
As we deal with a ﬁeld of monopole charges as in the TIP water models, we will
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Figure 2.2: Ewald summation. Point charges are represented by Dirac delta functions
(sharp vertical lines). In the method, opposite-sign Gaussian charges are added
to promote quicker convergence (in real space). At the same time, counter-
charges are added and calculated separately (in reciprocal space).
only look into the basic monopole-only form of this method.










qiqj erfc(α|rij + n|)
|rij + n| (2.22)
where α is the `diﬀusiveness' of the balancing Gaussian charge distribution, of which
its value must be appropriately chosen. erfc(x) is the complementary error function,







This is referred to as the `real' part of the summation. Another summation, per-
formed in reciprocal space, must completely negate the Gaussian countercharges
added to the original form of the summation, and is given by the following equa-
tion:














exp(−α2|r− ri|2)Vj(r) dr (2.24)



















) cos(k · rij) (2.25)
The k-vector is a Fourier transform of r, given by k =
2pin
L2
(note the L2 fac-
tor, since we deﬁned n = (nxL, nyL, nzL)). This is the `reciprocal space' earlier
referred to. The reciprocal sum converges much quicker than the original sum of
monopole-monopole energies, as the diﬀuse character of the Gaussian charge reduces
the severity of the `bumps' that constitute the total electrostatic energy. Setting
a large α would help the real space sum to converge quicker, while setting a small
one would converge the reciprocal space sum quicker. It has been suggested that a
value of α = 5/L and 100-200 k-vectors provide acceptable results with reasonable
computational time.
The reciprocal summation in equation (2.25) includes the interaction between
each Gaussian charge with itself. We then need to subtract terms where j = i, and
i and j belong to n = 0, i.e.:







Also, since we deal with molecules that may contain a few sites for charges, the
intramolecular charge-charge interaction, too, must be subtracted oﬀ:
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The number of box images used for Ewald calculation is not inﬁnite, although
suﬃciently large to cover great distances relative to intermolecular separation. Yet
another energy term needs to be considered to round oﬀ the totality of electrostatic
energy, which value depends on the medium that surrounds the `sphere' of simulation
boxes. A perfect conductor (εr = ∞) or a vacuum (εr = 1) are two of the most
frequently-used media in simulation runs. When εr = ∞, this correction term
reduces to zero. In the MC program, we calculate the vacuum energy, and this












ri is deﬁned as the position vector of the monopole site from the centre of the box,
i.e. the centre position of the simulation `sphere' surrounded by vacuum.
The complete expression of the Ewald's summation method applied to a ﬁeld of
monopoles is hence as follows:









































This expression can be coded directly into a simulation program using a relatively
compact subroutine that inputs molecular coordinates, box size, a possibly user-
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deﬁned α, number of k vectors, and the solvent model (as long as it involves only
consistent sites of monopoles). When utilising the aforementioned solvent models,
the Ewald summation is probably most useful to calculate the total solvent energy
without the solute-solvent term, as it would probably be simpler to do a direct
calculation of the solute-solvent electrostatic term by using the same k-vectors used
for the computation of the solvent energy, as such a calculation would only need to
be done once. This is especially true when the solute is more completely deﬁned in
higher order multipoles.
In MC, an option is given to test the amount of the time taken to calculate both
the real and the reciprocal parts of the Ewald energy. Computational time taken for
the other terms is negligible. The value for α can be changed accordingly in order
to obtain optimal computational eﬃciency.
The computational time for Ewald summation increases with N2, where N is
the number of charge sites in the simulation. Clearly, this is unfavourable, and could
severely limit the number of solvent molecules that is present in the simulation box.
The Fast Fourier Transform (FFT) developed by Cooley and Tukey [37] from past
methods has the potential to reduce this scaling to N lnN . With FFT, a large
α can be chosen such that a much smaller cut-oﬀ can be used while maintaining
convergence, so that the real-space summation is reduced to order N . At the same
time, the algorithm deals with reciprocal-space summation that scales with N lnN ,
which makes this the overall scaling order of the entire method.
The catch of the FFT method is that the data has to be in discrete values,
which means that the monopole sites, which are derived directly from the molecular
coordinates of each time step, will have to be approximated to the nearest `grid
point' in the simulation box. Or, alternatively, the charge of each monopole can
be distributed in the neighbouring grid points in such a way that reproduces the
potential of the original conﬁguration. Naturally, the more grid points used to map
this charge distribution, the more accurate is this approximation, but at the cost of
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computational time.
The particle-mesh method by Hockney and Eastwood [140] uses the nearest 27
points in three dimensions for use in the FFT algorithm in order to calculate the
potential at the grid points due to the Gaussian countercharges, and by interpo-
lation, calculate the energy of the particle residing inside those grids. There are
also other variants in methods that use a similar scheme, including the particle-
mesh Ewald method by Darden et al. [39], and the Particle-Particle Particle-Mesh
(PPPM) method, ﬁrst developed by Hockney and Eastwood and further investigated
by Luty et al. [81, 82]. Deserno and Holm [45, 46] did a comparison of the above
lattice-sum methods and showed that albeit their similarities, the methods could
result in very diﬀerent accuracies. It is also concluded that the PPPM approach
might be the most favourable due to its ﬂexibility.
Luty mentioned in his paper that the PPPM scheme holds an advantage over
classical Ewald formula even for a small system containing 206 water molecules
and 5 ion pairs, and two orders of magnitude faster for a system with 5600 water
molecules and 135 ion pairs. As long as we are not overly concerned about the size
of the box system, but assign high importance on the accuracy of the calculation,
however, the classical Ewald formula could suﬃce for most purposes. Of course, it
is also simpler to program and customise. In this paper, one of our goals is to obtain
accurate values for the Gibbs free energy of solvation of molecules and ions which
do not carry excess charges, and hence there is no immediate need for a simulation
algorithm that allows very large systems. We will touch on the importance of Gibbs
free energy of solvation in the following sections; before that, ﬁrst we take a look on
the simulation ensemble that will allow such a calculation.
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2.1.4 NpT ensemble
Since our interest is to derive the Gibbs free energy of solvation, an NpT ensemble
(isobaric-isothermal) must be used for all MC calculations. TheNpT ensemble holds
only one extensive thermodynamical property constant (N), and thus it becomes
possible for a system to change in size. Whenever the simulation does a change in
volume, the system is doing or receiving expansive work from the surrounding, and
this change must be reﬂected in the calculation of the system's energy. Consequently,
for the NpT ensemble, it is the enthalpy that needs to be subject to the Metropolis
method, and not just the total potential energy.
We modify the conﬁgurational probability density (equation (2.3)) such that it
includes the pV -term:









The partition function now carries an integration across volume (compare with












As the size of the system is allowed to ﬂuctuate, the box length becomes a
variable. The positions of each particle in the simulation is therefore scaled such
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Internal geometry is not scaled, i.e., bond lengths must remain the same. As such
only the origins of the simulated particles are shifted in real space r, but positions
of atoms are ﬁxed relative to their local origins.
Scaling positions allows us to make the substitution drN = V NdsN , and the
integral dsN is performed over a unit cube. For MC calculation, the momenta part
of E(pN , rN ) do not change with each timestep and can be seperated out, and so
after the substitution, equation (2.30) becomes:

















where Qex is the partition function of the potential part of the system only.
















So, whenever the system undergoes a volume change, we write an enthalpy-like
quantity H where
H = V(sN , V ) + pV −NkBT lnV (2.35)
and modify the acceptance conditions so that it ensures a Boltzmann distribution
at equilibrium:







when Hn > Ho.
(2.36)
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In this work, there is a chance equal to the probability that a speciﬁc water
molecule is shifted, that a volume change is attempted. Similar to shifting the
coordinates of a water molecule, the change in volume is done by a random-number
algorithm as follows:
Vn = Vo + (2ξ − 1)δVmax (2.37)
Every 100 attempted volume changes, the acceptance rate for volume change
is calculated separately from the attempts that change the coordinate of a water
molecule. We tweak δVmax by 20% of its current value if the acceptance rate is
shown to have fallen below 40% or risen above 60%.
Timesteps which accept change in volume are signiﬁcant, as they are accompa-
nied by a complete recalculation of the Ewald energy as well as a change in the
cut-oﬀ radius for the short-range interaction potentials. A compression move, in
particular, may drive neighbouring molecules up the potential wall of one another.
At ﬁrst it was feared that a change in volume would aﬀect the enthalpy of the system
so much that any sort of compressional move would be rejected at every turn, hence
expanding the system indeﬁnitely. Surprisingly, and perhaps quite conveniently, it
turned out that this has not been the case. The variable that controls the change in
volume δVmax is understandably small, but an acceptance rate of near 50% is still
obtainable. In this work, we ﬁnd that a value for δVmax that is somewhere around
1-3% of the current box volume works well as a good starting point.
With the modiﬁed acceptance conditions, we are now able to use theNpT ensem-
ble for free energy calculation. The next section will brieﬂy explain its importance
and discuss the diﬃculties and solutions associated with the computational methods
used to ﬁnd it.
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2.1.5 Free Energy
The key thermodynamical quantity that is used to characterised the equilibria be-
tween the reactants and products of a chemical reaction is the free energy, usually
Gibbs free energy, G, as reactions in real life tend to happen under conditions of
constant temperature pressure. For biological reactions and plenty of other water-
dissolved chemical reactions, the crux of the problem lies in the determination of
the free energy of solvation of every reactant and product. Without the knowledge
of these quantities, the Hess' cycle cannot be completed, even when the free energy
change of the reaction in vacuum can be calculated.
Figure 2.3: Hess' cycle for free energy of reaction in aqueous medium. In order to derive
∆rG(aq) from its vacuum counterpart, the hydration free energy of each of the
reactants and products must be found.
Procedures that deal with the computation of vacuum-phase free energy change
have been developed and found to be highly accurate and provide useful results
in the ﬁeld of organic chemistry [87]. In general, reaction coordinates and relevent
transformation indices are directly sampled from a computer simulation of the chem-
ical reaction [68]. The natural logarithm of the distribution function is related to the
relative free energy, or `potential of mean force', by a factor of kBT plus a constant.
Another method of sampling, called `umbrella sampling', attempts to resolve the
problem of incomplete sampling due to the potential barriers that would invariably
occur at certain reaction coordinates. We do not concern ourselves with the details,
but the latter method makes use of an artiﬁcial biasing function that would later
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on be added to the total energy [103].
Hydration free energy, however, is not an easy quantity to compute, even with the
aid of simulations. Like chemical potential and entropy, free energy is considered an
`entropic' or `thermal' propertya quantity that is directly related to the partition
function. `Mechanical' property, by contrast, is a quantity that depends on the ﬁrst
derivative of the partition function. While the latter is perfectly compatible with the
biased sampling that is characteristic of a MC simulation done via the Metropolis
recipe, it can be shown that such methods could wildly miscalculate the values of
these entropic properties.
First, let us consider the classical expression for the Helmholtz free energy in
relation to partition function.
A = −kBT lnQNV T (2.38)
Substituting equation (2.4), we get
A = kBT ln









We also note the following identity, when a constant is integrated throughout

















= (8pi2V )N (2.40)
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which means that the free energy in equation (2.39) gives

























with norm(N,V, T ) to represent the normalisation factor, which depends only on
physical constants and the stated arguments.
Taking equations (2.3) and (2.4), we obtain:





E(pN , rN )
kBT
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ρ(pN , rN )dpNdrN
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(2.42)
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factor, even when the probability density of such conﬁgurations
may be low. Unfortunately, both Molecular Dynamics and Metropolis Monte Carlo
sample almost exclusively the lower energy regions of the phase space, and hence
could not accurately measure such entropic properties, unless they make use of an
ergodic trajectory. Still, even with such measures, the high energy conﬁguration
space can never be adequately sampled.
Moreover, the above problem extends to both kinds of free energies. The value
for the Gibbs free energy, which is especially important in relation to many chemical
and biological real-life applications and is relevant to NpT -ensemble simulations, is
very similar to the Helmholtz free energy in equation (2.42) except for a ∆(pV ) term
and a dynamic normalisation function (which results from exchanging an extensive
property, V , with an intensive one, p, as a simulation-conserved property).
As mentioned in the beginning of this chapter, for relatively small molecules
where all the minima in the potential energy surface can be exhaustively mapped
out, the partition function can be calculated directly by means of statistical me-
chanical methods, and we do not encounter a similar problem. It is when a solute
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molecule becomes suﬃciently complicated that its properties cannot be determined
by non-empirical means other than through simulation that a method needs to be
developed to obtain them from simulation data.
2.1.6 Acceptance Ratio Method
For most purposes, we are interested in the change in free energy, not its absolute
value. Suppose two diﬀerent simulations are conducted that diﬀer in number of
particles, potential function, et cetera. We shall refer to them as systems 0 and 1.
The diﬀerence in the Gibbs free energy between the two systems is just:




The expression for the partition functions follows that of QNpT (equation (2.31))
since it is Gibbs free energy that is to be calculated. We need to evaluate the ratio
Q0
Q1
. First, we make the substitution β =
1
kBT
, and introduce a weight function









w(rN ) exp [−β(E0 + E1)] drN∫
w(rN ) exp [−β(E0 + E1)] drN
=
Q0∫
w(rN ) exp(−βE0) exp(−βE1) drN ×
∫




w(rN )ρ0(rN ) exp(−βE1) drN ×
∫
w(rN )ρ1(r




〈w(rN ) exp(−βE1)〉0 (2.44)
Note must be taken that for a Monte Carlo run, quantities such as conﬁgurational
probability density and energy depends only on rN .
In the notation above, it is important to note the numeral subscripts attached
to the notations. For example, the notation 〈E0〉1 makes use of the simulation run
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done for system 1, using all system 1 potentials in order to obtain a Markov chain
of accepted conﬁgurations, but calculates the energy via potentials set for system
0 before averaging it. As this is the case, it is necessary during a run of system 1,
if free energy were to be calculated, that during each timestep, the energy of the
`virtual' system 0 is calculated using the corresponding system 0 potentials. The
same is true for the reverse; only after both simulations are completed, obtaining
four sets of total energies (as opposed to twoone for each run) that the appropriate
averages can be computed.
The weight function must therefore be selected in order to obtain the highest
statistical accuracy from the simulation data. Statistically independent conﬁgura-
tions cannot be adjacent in the Markov chain, as they are strongly correlatedwhen
parsing simulation data, it is crucial that subsequent conﬁgurations used to calculate
the free energy change must be separated by a large number of timesteps for sta-
tistical validity. However, this process could reduce computational eﬃciency easily
by a factor of a thousand if, say, only simulation energies every 1,000 timesteps are
being averaged (which is probably a good estimate for a 400-water molecules simu-
lation with an acceptance ratio of 50%), so we leave the option open for comparison
purposes in this work.
Bennett in his original paper suggested writing down the variance of the Q0/Q1
ratio and subsequently minimising it by varying w using mathematical methods.
Frenkel and Smit outlined a solution through usage of Lagrange multipliers using
normalisation as constraint [51]. Say there are n0 statistically independent conﬁgu-
rations obtained from the simulation of system 0 and n1 from system 1. The error of
the estimated free energy, β∆G = ln
Q0
Q1
, will be roughly Gaussian for large sample




















w2 exp[−β(E0 + E1)] drN[∫
w exp[−β(E0 + E1)] drN
]2 − 1n0 − 1n1
(2.45)
When the above equation is to be minimised, it is found that the optimal value
for w is:













f(E0 − E1 + C)1
f(E1 − E0 − C)0 exp +βC (2.47)





The change in Gibbs free energy can then be written as:
∆Gest = kBT ln
〈f(E0 − E1 + C)〉1
〈f(E1 − E0 − C)〉0 + C (2.49)
A value of




minimises the square error of the estimated Gibbs free energy from its true value.
It is not possible to calculate the optimal C directly without ﬁrst knowing Q0
and Q1 (which ratio is what we are trying to ﬁnd in the ﬁrst place!), but can
be done via iteration. Following Bennett [16], the sums
∑
1
f(E0 − E1 + C) and∑
0
f(E1 − E0 − C) are very close to each other as long as there is a large number
of samples, and can be factored out of the average. C decreases monotonically with
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the ratio of the two sums, reaching very nearly its true value when the two sums
have a ratio of 1. This leaves us with:
∆Gest = −kBT ln n1
n0
+ C




One way to determine C is to ﬁrst calculate ∆Gest according to equation (2.49),
and then use this value to compute the next estimate of C as per equation (2.51). If
n1 = n0, the calculated value for ∆Gest can simply be used as the next estimate of
C without any modiﬁcation until subsequent iterations change the estimate value of
C by a value smaller than the desired convergence limit, such as 10−3 mEh. Then,
the current value for ∆Gest is accepted. However, some simulations, including our
own MC program, might output the same ﬁlename for a given number of timesteps,
thus necessitating diﬀerent runs (such as the systems 0 and 1 as above) to be given
a diﬀerent number of total timesteps. As long as the relative numbers of timesteps
between systems 0 and 1 are about equal (to less than 1% of each other) and with a
simulation at ∼300 K, then the second term in equation (2.51) can be dropped, as
we found that they yield very similar answers, diﬀering only by a few micro-Hartrees.
Bennett's acceptance ratio method is a subset of the well-known free-energy
perturbation method [79] (or thermodynamic perturbation method) and is one of
the most commonly used procedures to calculate the all-important free energy in
simulations, as it is both quick and easy to use, requiring only the total energies
of the relevant systems and the corresponding exchange virtual systems (a `virtual'
system 1 is using the potentials of system 1 to calculate energy while simulating
system 0, and vice versa). The computational cost of Bennett's method is minimal
and unaﬀected by the system size. Shirts in his paper [119] has demonstrated that
the method yields the maximum likelihood estimate and the lowest variance among
all estimators of the free energy compared to other methods such as exponential
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averaging, and is asymptotically unbiased for very large number of measurements
(in the order of 106 - 107).
In another paper [118], Shirts compared the other available methods for calcu-
lating free energy, namely exponential averaging and thermodynamic integration.
The exponential averaging method suﬀers from the same problem demonstrated
by equation (2.42): the low-energy conﬁgurations dominate most of the sampling,
while high-energy conﬁgurations are not adequately sampled in spite of contribut-
ing signiﬁcantly towards the free energy. Increasing the sample size would typically
reduce ∆Gest −∆G asymptotically when the work function required to transit be-
tween the pair of systems is small, varying by 1/n as the number of data points n
is increased [149].
The thermodynamic integration method is done by setting a path between sys-
tem 0 (or initial state) to system 1 (ﬁnal state), taking distinct states within that
path that can be parameterised for simplicity using the morphing variable λ. For


































Shirts went on to point out that although thermodynamic integration is prefer-
able to other methods if it is able to sample the entire `reaction coordinate' param-
eterised by λ, doing both-endpoints simulation or via a couple of arbitrarily chosen
intermediates could result in extremely biased free energy estimates that are inferior
to those obtained from other methods. There are several attempts made to sample
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along λ [75, 13], i.e., changing λ as the simulation progresses. However, such meth-
ods are non-trivial to implement, and correlation times for reequilibriation can be
extremely lengthy. Additionally schemes that sample eﬀectively along λ for all the
relevant Hamiltonians can be diﬃcult to construct.
In this work we will only use the Bennett's acceptance ratio method for cal-
culating free energy, as it remains one of the easiest among available choices to
implement and produces a value for estimated ∆G that has minimised variance.
Exponential averaging, while its accuracy improves with increasing sampling size,
may not be very suitable if we'd like to focus on the production of hydration free
energies of various solute molecules. Doing a thermodynamic integration is tedious
when hydration free energy is to be calculated, because reequilibration consumes a
lot of time. Instead, by focusing only on the accuracy and eﬃciency of the perturba-
tion method, we will be able to compare the relative success in obtaining hydration
free energy as a function of the solute chosenand at the same time pinpoint the
problems that come associated with the method.
2.1.7 Morphing
One thing in common with all thermodynamic perturbation methods, including the
Bennett's acceptance ratio method, is that it necessitates the phase space of the
virtual system to be well-accommodated by the simulation of the adjacent system.
In other words, when running system 0, the phase space of system 1 needs to be
adequately sampled too, and vice versa. This can be a problem when the energy
diﬀerence between the two systems in equilibrium is large. In our case, such a
problem may arise when simulating for the calculation of the free energy of highly
polar and charged molecules, or when simulating a solution containing a relatively
large solute particle which steric impact on the system cannot be ignored.
To reduce the total energy jump from one system to the other, an intermediate
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Figure 2.4: Intermediate state (i) in sampling. Running a simulation with system i allows
exploring greater portions of phase spaces relevant to the endpoint systems (sys-
tems 0 and 1). The total energy data obtained from the multi-step simulations
can be manipulated to give a better estimate of free energy change, as opposed
to data obtained from the endpoint systems alone.
system i (see ﬁgure 2.4) is introduced which potential lies somewhere in-between
which, upon simulation, could hopefully bridge the gap between the phase spaces
of the endpoint systems [77, 79]. In conjunction with the Bennett's method (equa-
tion (2.44)), then the free energy between systems 0 and 1 can be calculated as
such:
∆G = ∆G0→i + ∆Gi→1 (2.54)
=
〈w(rN ) exp(−βE0)〉i
〈w(rN ) exp(−βEi)〉0 +
〈w(rN ) exp(−βEi)〉1
〈w(rN ) exp(−βE1)〉i
An even greater overlap can be built up from several intermediate states at the
expense of computational time:
∆G = ∆G0→i + ∆Gi→ii + ∆Gii→iii + ∆Giii→1 (2.55)
Speciﬁcally for hydration free energy, system 0 can be represented by a state
containing only the water solvent molecules, and system 1 by a state containing a
single solute particle dissolved in the solvent. Transition from system 0 to 1 is done
via a morphing parameter, λ which slowly `turns on' the potentials relevant to the
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solute particle as its value is increased: at λ = 0, the potential function due to the
solute is zero everywhere (solvent molecules still interact as normal), while at λ = 1,
the solute exerts the full magnitude of its potential function. Anywhere in between,
the solute is `ghostly' in nature. It aﬀects the energy of the system, discourages
solvent molecules from occupying its space, but not completely.
At this point, it is probably a good time to clarify why, in Chapter1 of this
dissertation, intermolecular interactions are mainly separated into two parts: the
long-range electrostatic energy (UEL) and the short-range non-electrostatic energy
(ULJ). Firstly, electrostatic potentials tend to be the most long-reaching of all inter-
action potentials. With induction, dispersion, and exchange-repulsion, the strengths
of the interaction fall oﬀ to zero rather quickly with intermolecular distance, and this
allows us to sum directly only the pair-wise values of these interactions at distances
less than a certain cut-oﬀ radius. The remainder of the non-electrostatic potential
terms can either be ignored, or approximated via integration with respect to dr as
in equation (2.15). By contrast, electrostatic energy requires multiple box images
and the Ewald's summation method before it could converge nicelyhence, it is
usually better to treat the two as separate terms in the total energy function.
The second reason has to do with the nature of the morphing procedure itself.
The electrostatic potential, unlike other intermolecular interactions, may be either
attractive or repulsive. The attractive potential, speciﬁcally, is far reaching and is
prone to cause solvent molecules to gravitate and collapse into the solute molecule,
producing conﬁgurations with unrealistic overlaps unless a strong repulsive potential
exists to prevent this. As long as the non-electrostatic potentials are not turned on
to their full strength, spatial overlap between simulated particles can happen, and
the simulation may crash due to singularities (electrostatic interactions go to inﬁnity
at r = 0) caused by the switching on of the electrostatic potentials at the same time.
Therefore, during morphing, it is mandatory that electrostatic potentials must be
switched oﬀ completely as intermediate systems with non-electrostatic potentials
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slowly switched on are run, and only once we have an intermediate system with
potentials contributing to ULJ at its full strength are we allowed to slowly switch
on the electrostatic potential functions.
Hence, we need two diﬀerent morphing parameters: one to control the elec-
trostatic potentials of the solute, λEL, and one to control the rest of the non-
electrostatic potentials, λLJ . The hydration Gibbs free energy needs to be calcu-
lated between λLJ = 0, λEL = 0 and λLJ = 1, λEL = 1 via intermediate values of λ
between zero and one, while making sure that λEL is never greater than zero before
λLJ is set to equal one. A more comprehensive explanation to why this must be so
will be given later in the following section `Soft-core potential'.
A possible set of values for λEL and λLJ is 0.00, 0.25, 0.50, 0.75 and 1.00, which
is used quite commonly in this work. The Bennett's acceptance method does not
require the intervals to be even, but it is simpler to do sothe MC program has
been tailored such that during each simulation, energies for the virtual systems
at λ − ∆λ and λ + ∆λ are simultaneously computed. We are then able to write
down an overall expression for the Gibbs free energy of solvation using the iteration















where I and J are the total numbers of simulations done while increasing λLJ and
λEL respectively.
It is not mandatory that ∆λ is constant throughout. In fact, sometimes it
may be favourable for λ to be unevenly spaced, and more intermediate systems are
simulated in the region where
dG
dλ
(or the ﬁrst derivative of any relevant quantity
with lambda that is to be obtained) is particularly large [120]. We look into the
eﬀect of having a more closely-spaced λ for the methane molecule in Chapter3.
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Figure 2.5: Illustration of solute morphing for the calculation of free energy. Interaction
parameters are increased from nothing to their true values as λ is increased.
The non-electrostatic LJ potentials always carry a repulsive term, and must be
switched on ﬁrst in order to prevent spatial overlaps between particles.
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2.1.8 Soft-core potential
The standard expression for the Lennard-Jones potential contains a r−12 and r−6
dependence that is always undeﬁned at r = 0 regardless of their coeﬃcients. At
λLJ = 0, the potential function can be made zero everywhere in space. However,
the moment λLJ is increased, even a tiny bit, the potentials at the sites at the solute
particle would suddenly become inﬁnite and fall away very sharply in an unrealistic
manner. Conﬁgurations in which a water molecule comes into the van der Waals
radius of the solute particle should possess increasingly higher energy and become
less likely as λLJ is increased, until its probability density is virtually eliminated at
λLJ = 1.
A way to achieve this is by scaling the interaction Hamiltonian between solute
and solvent particles of the initial system by λn and of the ﬁnal system by 1−λn. As
we are allowed to construct customised intermediate systems that suit our purposes
best, such a modiﬁcation does not impact the calculation of free energy as long
as the end-point systems (one that contains completely non-interacting solute and
one that contains fully interacting solute) remain unchanged. For MC simulations,
having a value of n > 4 usually solves the problem of singularity [26]. Still, oddities
may still pop up due to the fact that the potentials between the systems with non-
interacting solute and very weakly-interacting solute can diﬀer greatly, especially at
site centres, and the phase spaces of the two systems do not intersect very well.
An alternative solution for the morphing of Lennard-Jones potential is given
by the modiﬁed `soft-core' potential [26, 78]. We make the further condition that
at λLJ = 0, the interaction Hamiltonian is completely non-existent. The soft-core





[α(1− λn)σ6 + r6]2 −
σ6
α(1− λn)σ6 + r6
)
(2.57)




α(1− λn)C6 + r6 (2.58a)
UC12(λ) =
λmC12
[α(1− λn)√C12 + r6]2
(2.58b)
where α, m, and n are suitably chosen constants. Chang in his paper [34] found
these set of values workable: α = 0.45, m = 1 and n = 2, but diﬀerent systems
may perform better with another set of values. An illustration of these potential



























Figure 2.6: Soft-core Lennard-Jones potential functions, with α = 0.45, m = 1 and n = 2,
ε = 20 and σ = 1. The function is always ﬁnite at r = 0 except when λ = 1
(see equation (2.57)). The eﬀective collision diameter (r when potential energy
is zero) diﬀer between functions, but such variations typically have no eﬀect on
the calculated free energy as long as the endpoint systems are unchanged.
In the subroutine where non-electrostatic solute-solvent interaction is approx-
imated for r > rc by integration, it will be necessary to be able to integrate the
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above functions in the range [rc,∞). The form of the integral can be found in
equation (2.15), multiplied by a factor of 2 since solute-solvent interactions are not
commutative and will not be double-counted the way solvent-solvent interaction is.
Substituting the `softened' Lennard-Jones potentials to the long-range correction











































































γ6 = α(1− λn)C6 (2.62a)
γ12 = α(1− λn)
√
C12 (2.62b)
Naturally, other custom functions that form a singularity at r = 0 must also
be treated similarly when doing a morphing run. Referring to equation (1.57), the
























γ1 = α(1− λn)C21 (2.64a)
γ4 = (α(1− λn)|C4|)
1
4 (2.64b)






A common characteristic of the above functions is that they are all reduced to
zero at λ = 0 and become the original functions as written in equation (1.57) at
λ = 1. The highest power of Cn in the denominator is always one, so that the shape
of the smoothened functions in the vicinity of r = 0 is independent of the magnitude
of Cn. A very important note must be taken that the sign for UCn is always positive
except for the case of C6. This is taken as the convention in the Fortran program
MC.
We use the same α, m, and n parameters for all the custom functions so as to
minimise the complexity of the input while running MC. Initially, the factor α(1− λn)
in equations (2.64) are all raised to the power of one for all γ. However, we found
that as λLJ is increased, the energy contributions from C4, C8 and C8,aniso quickly
outweigh the other potentials before leveling down to normality again at λ = 1.
This may result in strange `pockets' of negative potential that occur when running
simulations using a λLJ value between 0.3 and 0.8 with attractive C4, C8 and/or
C8,aniso, depending on the values of the C parameters actually used. When this
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occurs, solvent molecules will aggregate and become `stuck' in these zones as λ is
increased from zero, forming conﬁgurations that are extremely unlikely to be found
in simulations of other values of λ. As a consequence the Bennett's acceptance
method will arrive in anomalous results (or, more often, will outright refuse to
converge even after thousands of iterations) and this prevents the free energy from
being computed.
The solution for this problem is present in equations (2.64), where the `softening'
terms γ4 and γ8 are modiﬁed such that they yield α(1 − λn) when raised to their
highest powers in equations (2.63). This term is reduced further to
√
α(1− λn) for
γ8,aniso. The result is that these potentials rise (or become more negative) more
slowly in the vicinity of r = 0, such as not to override the growth of the principal 6-
12 potential as λLJ is increased. At λ = 1, the softening terms in the denominators
would vanish anyway, hence this modiﬁcation should have no eﬀect on the end-point
systems.
The forms of the functions in equations (2.63) are chosen such that the integral∫ ∞
rc
r2UCn(λ) dr is analytically solvable to give a real solution with real U (see
equation (2.15)). While other expressions may suﬃce, we found these to be some
of the most convenient to implement into code and are consistent with the original
expressions used for the soft-core 6-12 potential.
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The correction energy for the anisotropic C8 function is not included. It is not
trivial to implement, while contributing only minutely to the total potential energy.
Correction energies are added to the LJ part of the conﬁgurational energy cal-
culation. Soft-core potential for the electrostatic energy can also be constructed,
but this is unnecessary as long as morphing of electrostatic potentials only begin
after the LJ potentials are switched on to their full values. As λLJ is increased,
we expect to see the free energy change between successive λ to be positive at ﬁrst
as water molecules are pushed away from the site of the solute, and then negative
as the region in vicinity of the solute particle becomes water-free and the potential
well continues to deepen.
The LJ part of the potential, in conjunction with the electrostatic part, can
now be coded as part of the input to a Monte Carlo program in order for the
simulation to be executed. At the beginning of this thesis it was mentioned that
all MC calculations are carried out with a homegrown MC program. In the following
section we will brieﬂy give a summary on the general ﬂow of the program as well as
some notes and precautions associated with it and general simulation undertakings.
2.2 The MC Program
The program MC [19], short for Monte Carlo, is a Fortran 90 program initially writ-
ten in 2008 by R. P. A. Bettens, H. A. Le, and myself, M. Y. Patuwo. It is written
speciﬁcally for the calculation of Gibbs free energy of hydration and general simu-
lations of liquid water. The manual of the program, including the style of the input
and output ﬁles and all keyword descriptions are available in the support material
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that accompanies this thesis. This section is only intended to give a brief and lucid
description of the program and some of its parts that serve the interests of this work
most strongly.
General options and limitations
MC is only tailored for NpT ensembles in cubic cell systems under the peri-
odic boundary conditions with minimum image convention. So far, two sol-
vent models have been implemented, namely TIP3P and TIP4P water. The
Metropolis algorithm is used exclusively for the acceptance criterion of the
next Markov state of every timestep, modiﬁed accordingly for use in volume-
change steps in NpT ensembles. Trial move for each timestep involve only a
change in the coordinate of a solvent molecule or a volume change. The deci-
sion is made via a die roll; at any trial move, there is a chance equal to any
single molecule being translated that a volume change may occur. Acceptance
ratio is always modulated such that it remains around 50% for both single
molecule translation and volume-change trial moves. Default temperature is
300K and default pressure is 100kPa; either value can be changed as desired.
The solute molecule is currently set to be rigid and bonds lengths, angles, and
dihedral angles are not allowed to change. It is never translated or rotated with
respect to the simulation box. The solvent molecules are allowed to rotate and
translate, but their geometry cannot be changed during the simulation. The
number of solvent molecules present can be changed at will, but at present
there can only be one reference solute molecule to interact with the solvent.
Solvent energy is calculated from two contributions: the Ewald summation of
solvent electrostatic energy, and pairwise addition of Lennard-Jones energies.
Direct calculation of solvent electrostatic energy is possible, but this greatly
inﬂates computation time. The number of box vectors used in the Ewald
calculation is user deﬁned.
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Solute-solvent potential is divided into two parts and dealt with accordingly:
the electrostatic and the non-electrostatic energy. The latter is meant to con-
tain aspects that are analogous to induction, dispersion, and exhange-repulsion
energy. The electrostatic part of the solute-solvent interaction is calculated
directly by means of interaction functions (Appendix C) up to any rank with-
out using Ewald summationthis makes up the UEL term in the interaction
energy. This extends outwards to include neighbouring box images of the sim-
ulation: solvent molecules occupying box vector n where |n|2/L2 is less than
a user-deﬁned number are included in the calculation. The non-electrostatic
energy is broken down into empirical functions that are dependent on inter-
molecular distance and orientations, as dictated by the equations (1.57). Soft-
core potentials for morphing simulations are available in the forms given by
equations (2.61) and (2.63). They are chosen to optimise computational time
as well as preserve the theoretical background of said functions as described
in Chapter 1.
Linear molecules can be given a SYMMETRY Cinfv keyword for slightly faster
computation as the program will ignore all multipole moments which numera-
tors are invariant with the global z-axis. To enforce thorough computation of
all declared multipole moments, the keyword SYMMETRY C1 can be used. For
other available options, refer to the manual.
Input
An initial conﬁguration listing the coordinates of all solvent atoms is requested
at the start of the run, as well as the initial box size. While any conﬁguration
would work for the simulation, for production runs where properties of the
solute are to be derived, the initial conﬁguration must be one that is a result
of a pre-equilibrated system. This is done to satisfy the Metropolis requirement
as stated in equation (2.6) where the probability distribution at equilibrium
is not changed by any trial move pi. The ﬁnal conﬁguration of the system
102 Chapter 2. Molecular Monte Carlo Simulation
after a suﬃciently large enough number of timesteps is then used as the initial
conﬁguration of the production run.
The electrostatic and non-electrostatic contributions of the solute-solvent po-
tentials are input separately with their respective formatting as described in
the attached manual. To summarise, the program input requires multipole
moments of the solute molecule to be arranged as they are in their spherical
tensor form, going from 00, 10, 11c, 11s, . . . , lls where l is the maximum
rank of multipole to be included in the calculation. Distributed multipoles
can be placed on deﬁned coordinates, or `sites', about which they are centred.
Local axis systems for the multipole moments on each site follow the global
axis system that deﬁnes the sites. The `punch' ﬁle generated by the Gaussian
Distributed Multipole Analysis (GDMA) program is fully compatible with the
multipole segment of the input ﬁle.
Non-electrostatic contributions used in this program are all spherically sym-
metrical with the exception of the anisotropic C8, and their centres are sim-
ilarly deﬁned by sites. Each site, then, can be a Lennard-Jones potential
centre, or a multipole centre, or both. Commonly, site centres are placed at
the nuclei of the molecular atomsit is however also possible to place a site
along a molecular bond or at the centre of a ring. In the case of anisotropic
C8, the axis of anisotropy is input together with the C8 potential magnitude
and may be in any direction. The default cut-oﬀ radius for the short-ranged
interaction potentials is 16 bohr, and this value can be changed as desired.
Output
Level of detail in the program output depends on the input options actually
used, but in general, the following items are shown at the end of simulation:
• Duration of simulation.
• End-conﬁguration coordinates of all atoms in the system.
2.2. The MC Program 103
• End-conﬁguration box length.
• Coordinates of all atoms in the system every n timesteps (n is user de-
ﬁned).
• δrmax, δQmax and δVmax at the end of simulation.
• End-conﬁguration electrostatic and non-electrostatic energies.
• End-conﬁguration long-range correction for non-electrostatic energy.
• End-conﬁguration solvent energy
In addition, calculation data is collated every n timesteps to obtain the fol-
lowing quantities:
• Average total energy.
• Average solute-solvent energy.
• δrmax, δQmax and δVmax for the past n timesteps.
• Acceptance rate for solvent displacements and rotations for the past n
timesteps.
• Acceptance rate for volume changes after 100 volume-change trial moves.
• Density and current temperature.
• (Optional) Current coordinates of all atoms in the system and box length.
For a production morphing run, several other quantities become relevant for
analytical purposes. Speciﬁcally, the total solute-solvent energy for the current
system at a given morphing parameter λ is recorded side-by-side with the solute-
solvent energies calculated using the potentials of systems at λ + ∆λ and λ −∆λ,
together with the box volume of that particular timestep. This data is later used
following Bennett's recipe to obtain the Gibbs free energy of hydration of the solute
particle.
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This process produces signiﬁcant volume of output that should be stored inside
a scratch disk. Values for U(λ), U(λ ±∆λ) and L3 are stored as double-precision
ﬂoating numbers, so for every timestep 40 bytes of output will be produced. A
simulation with 50 million timesteps will produce 2 gigabytes of unformatted output.
2.2.1 General ﬂow of the program
The main bulk of the program follows an algorithm described by the ﬂow chart
shown in Figure 2.7, going into calculation subroutines at stages where constituents
of the solution energy is to be determined. For equilibration runs there is no output
except for the conﬁguration of the ﬁnal timestep and simulation summary.
Output energies to be used in Bennett's recipe are the solute-solvent interaction
energies as opposed to the total energies of the solution, as the formula (2.49)
depends only on the energy diﬀerence between successive λ steps. The potential
functions used for solvent-solvent intermolecular interaction energy do not change
with λ and get crossed out in the subtraction. An array listing all the solute-solvent
interaction energies at every timestep makes up the bulk of the output and typically
consumes large disk spaces if one hopes to obtain good statistical accuracy.
MC also allows `cooling' simulations where the temperature starts out at a very
high value Ti for nh timesteps, and then is slowly reduced over nc − nh timesteps
until it reaches the desired ﬁnal value T (e.g. room temperature). The purpose
of a `cooling' simulation is to explore phase spaces that are normally inaccessible
or highly unlikely to be explored due to particularly large energy barriers between
adjacent local minima for better sampling. In this work, however, due to the smaller
relative size of solute molecules, absence of hollow spaces along solute surfaces where
a solvent molecule can become `trapped', and reasonably simple potential functions
unimpaired by attractive singularities, this option does not see much application.
Nevertheless, if this option is used, then the algorithm is modiﬁed such that during
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Figure 2.7: Simpliﬁed ﬂow chart of the main top-level subroutine of the program MC. The
simulation box contains N solvent molecules. The current timestep is denoted
by the variable n, while nStep denotes the total timesteps as instructed by the
input ﬁle.
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each timestep a check is made whether to change the value of the temperature
parameter. Apart from that, the ﬂow of the program follows the chart in Figure 2.7.
2.2.2 Preparative steps
The results described in the coming chapters follow a few guidelines.
Firstly, all production runs are pre-equilibrated. We use 400 water molecules
in our simulation, so we expect that after 5 million timesteps at 300K, each sol-
vent molecule has been subject to enough random movements to stabilise the total
solution energy.
Each simulation system with diﬀerent λ must be separately equilibrated as they
diﬀer in potential functions.
From Figure 2.8a, we observe how the solution energy falls very quickly initially
before stabilising at a value of -6.4 to -6.2 hartrees, mostly contributed by solvent
energy. The ﬂuctuation pattern afterwards is roughly stochastic. It is diﬃcult to
see from the ﬁgure, but the actual number of timesteps before the solution energy
ﬁrst falls under -6.2 hartrees is only about 28,000 steps, thus putting the ﬁgure of 5
million timesteps more than ample for equilibrating the system. Figure 2.8c shows
in blowup scale the variation of total solute (N2 molecule) interaction energy alone.
It is probably interesting to note that while the average solvation energy is clearly
negative, the Gibbs free energy of hydration is actually weakly positive; although,
considering that solute cavitation term is not reﬂected in the solute interaction en-
ergy, perhaps this phenomenon is nothing out of the ordinary. One ﬁnal important
thing to note from the graph is how the solute energy is rarely outside the range
of between −4 mEh to +10 mEh (perhaps never, even if every single timestep is
considered). While this range is certainly dependent on the identity of the solute
particle, there is reason to believe that the importance of accuracy for the potentials
used to calculate solute-solvent interaction is highest around this range, and there-


















(a) Total solution energy
 -200






































(c) Solute-solvent energy (zoomed in)
Figure 2.8: Plot of total solution energy and solute-solvent energy for an equilibration sim-
ulation of a solvated nitrogen molecule using distributed multipoles and ﬁtted
6-12 potentials over 5 million timesteps.
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fore, ﬁtting of potential parameters should be adjusted to cater to energy ranges of
this magnitude.
The ﬁnal conﬁgurations of each system are used as the initial conﬁgurations of
their respective production runs. We run all simulations at 300 K and 100 kPa to
approximately emulate standard conditions. Production runs are given at least 50
million timesteps in adherence to the standard Monte Carlo sampling size (∼ 106−
107). A suﬃciently long enough simulation also ensures that the statistical variance
in the estimated value for the Gibbs free energy is as small as possible. Generally,
simulation of a certain solute particle is done at ten diﬀerent morphing parameters
as illustrated in Table 2.2.
System i ii iii iv v vi vii viii ix x
λLJ 0.00 0.25 0.50 0.75 1.00 1.00 1.00 1.00 1.00 1.00
λEL 0.00 0.00 0.00 0.00 0.00 0.00 0.25 0.50 0.75 1.00
∆λX = 0.25 LJ LJ LJ LJ LJ EL EL EL EL EL
Table 2.2: Possible choices of morphing parameters in an MC run. The last row indicates
which type of interaction has its morphing parameter changed: EL for electro-
statics and LJ for non-electrostatics.
The non-electrostatic interaction energy ULJ is calculated as described previ-














Simulation for each system is done at least twice (we refer to the separate sim-
ulations of a complete set of systems as a `run'), and determination of ∆G can be
done via any combination of both sets of data. That is to say that while ∆G cal-
culated from the simulation of systems i-x of run 1 and systems i-x of run 2 can be
averaged between just the two values, another estimate for ∆G can be computed
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by making use of data from run 1 system i, run 2 system ii, run 1 system iii, and
so on, alternating between runs 1 and 2 until the morphing pathway is completed.
This treatment improves the variance of the ∆G estimate. Increasing the number
of runs and the total timesteps each run also improves the variance.
Figure 2.9: Thermodynamic cycle for the hydration free energy of gaseous solutes.
∆G(λ = 0 → 1) is approximately equal to the expected value for the ∆hydG
of a given solute. Consider the thermodynamic cycle in Figure 2.9. The hydration
free energy is a sum of three parts: ∆hydG = ∆G1 + ∆G2 + ∆G3, where λ = 0
and λ = 1 respectively indicate a non-interacting and a fully-interacting particle. A
particle with purely zero interaction potentials does not incur a free energy change
as its environment is transformed from vacuum to aqueous, i.e. ∆G2 = 0. The
kinetic terms of ∆G1 and ∆G3 cancel each other out, for the solute particle are at
the same temperature therefore possessing the same kinetic energy. The potential
term in ∆G1 is zero; in ∆G3, the potential term is what's computed from simulation
data, for MC simulations only calculate potential energy. It follows that ∆hydG =
∆G(λ = 0→ 1)
This is not entirely accurate, however, for the behaviour of a gas at standard con-
ditions need not necessarily be ideal (the potential term is non-zero), so deviations
from experimental literature values might occur. Calculated ∆hydG for particles
that are not gases in their standard state also raises the question: what is its signiﬁ-
cance? A zwitterion has negligible vapour pressure at 1atm, 300 K, and it is indeed
diﬃcult to assign physical meaning to the hydration free energy of an ion calculated
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this way. These objections are certainly valid; however, ofttimes what matters in the
long run is not the absolute Gibbs free energy of a particle, but rather its value in
a relative scale. It is suﬃcient that the free energies of the chemical species partici-
pating in a reaction are known on a single, common scale for the free energy change
of the reaction to be derived, which is a good starting point towards scrutinising the
thermodynamic behaviour of the reaction.
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Simulation of Neutral Molecules
3.1 Nitrogen
The nitrogen molecule is optimised at B3LYP theory level using the correlation-
consistent polarized triple zeta basis set (cc-pVTZ), with default Gaussian 09 [52]
convergence conditions. Counterpoise single-point energy calculation of a nitrogen-
water molecule pair is subsequently done to scan the potential energy surface. This
is done at B3LYP level with the larger aug-cc-pVTZ basis set to better accomodate
the hydrogen atoms. The geometry of approach is shown in Figure 3.1.
Figure 3.1: Geometry of nitrogen-water molecule pair for ﬁtting of non-electrostatic inter-
action parameters. Parameter r, distance between the proximal nitrogen atom
and oxygen atom of water, is varied.
Checkpoint ﬁle generated by the single point calculation of the N2 molecule in
vacuum is then formatted and used as an input to GDMA [129, 130] to generate the
local multipoles on each nitrogen atom. We use a combination of the nearest-site
algorithm and grid-based quadrature for apportioning the electric multipoles on the
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atom sites, which is the default SWITCH option. A threshold value of 4 is set for
the sum of basis function exponents ζi + ζj below which grid-based analysis is used.
Multipole rank limit is set at l = 2 (quadrupoles).
Atom z-ordinate qˆ00/e pˆ10/ea0 Qˆ20/ea20
N1 +1.0312 0. −0.4548 +0.3361
N2 −1.0312 0. +0.4548 +0.3361
Table 3.1: Distributed multipoles of the N2 molecule for up to l = 2. All values are ex-
pressed in atomic units.
The multipole moments in Table 3.1 are then interacted with the charges of
TIP4P water (Table 1.3) to distil out the pure electrostatic energy. The residual
interaction can then be ﬁtted to obtain the parameters for the 6-12 potential.
We obtain ε = 0.0472± 0.0056 mEh and σ = 6.764± 0.057 bohr (with standard
errors) for optimised ﬁtting using Igor Pro 4.02A [60] for data points with total
residual interaction energy of less than +5 mEh. We see from Figure 2.8c that
solute energy for N2 is most important within a rather narrow range, speciﬁcally
around −3 mEh to +5 mEh even when considering the grand sum of solute-solvent
interaction. This implies that regions of phase space containing high-energy con-
ﬁgurations for the solute particle are almost never visited, and close ﬁtting of the
interaction potential for these regions can be considered unnecessary. This is fortu-
itous, too, because we now know that damping and penetration energy contributions
as described in Chapter 1 play a negligible part in the validity of our simulation.
As shown in Figure 3.2, the ﬁtted potentials no longer coincide with the calcu-
lated residual at separation distances of 2.5 Å and below. This is not a surprising
result; even when ignoring damping contributions, repulsion energy follows an ex-
ponential trend instead of polynomial, and the non-electrostatic energy would be
better approximated with the Buckingham potential. At larger separations the ﬁt-
ting curve lie close to data values, but marked negative deviations of a very small
3.1. Nitrogen 113
magnitude (about −0.05 mEh, approaching zero as r increases) can be observed
even at distances large enough for pure electrostatics to have provided an ample de-
scription for intermolecular interaction. We believe that this demonstrates a certain
limitation associated with assigning an arbitrary maximum rank to the distributed
multipoles. We will explore the eﬀect of increasing the multipole rank limit later in
this chapter.
The simulation is then run four times, twice with the TIP3P water model and
twice with the TIP4P model. Each run contains two endpoint systems and eight
intermediates as in Table 2.2.
run# Solvent model 〈Usol-solv〉 / mEh La / bohr ∆hydG / mEh
1 TIP4P −1.3625 43.405 +8.378
2 TIP4P −1.0851 43.719 +8.744
3 TIP3P −1.0829 43.634 +7.553
4 TIP3P −0.7880 43.499 +8.245
Exptb    +3.97
a Box length at end of simulation.
b Calculated using solubility value of 0.017g(N2)/kg of water at 298K.
Table 3.2: Simulation results for dissolved nitrogen molecule.
From Table 3.2 we see that the values for Gibbs free energy estimates by Ben-
nett's algorithm are unsatisfactory for either water model, but both models provide
similar results. There are ﬂuctuations in the estimated value despite the huge num-
ber of timesteps involved in each simulation, but this is reasonable for simulations at
300 K, where exploration of conﬁgurational phase space is still limited. However, we
suspect that this discrepancy might be a result of imprecise ﬁtting of the 6-12 poten-
tial. Multipole expansion distributed over two sites for up to the quadrupoles limit
may be an insuﬃcient description of the molecular electric ﬁeld. Also, we the ﬁtting
of the Lennard-Jones parameter is done only through one geometry of approach as
in Figure 3.1. The geometry is chosen to minimise the magnitude of electrostatic











































Figure 3.2: Top: Fitting for the non-electrostatic interaction potential between nitrogen
and water molecules. Fit parameters ε = 0.047212 mEh and σ = 6.7641 bohr.
Bottom: Same graphs, blown up to show ﬁt precision in the vicinity of potential
well.
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interaction by having the dipole moment of H2O be aligned at right angles to the
quadrupolar ﬁeld generated by N2 in order to better preserve signiﬁcant ﬁgures after
the subtraction, but clearly there are other geometries of approach that the solvent
molecules can adopt. As mentioned in Chapter 1, randomising these geometries of
approach while obtaining the ﬁt parameters does not work very well: the complexity
in the intermolecular interaction is too great to be represented in simple isotropic
potential contributions. As such, it is better that the parameters are ﬁt such that
they could produce accurate interaction energy for the conﬁgurational average, in-
stead of just one approach. The option to include additional energy contributions
would come in handy here.
Before doing that, we should ﬁrst examine the eﬀect of changing the multipole
limit for the electrostatic potentials of the solute molecule. In Figure 3.3 it is ap-
parent that up and including the l = 3 terms, the potentials have not changed
signiﬁcantly for distances of 3 bohrs and above from the atomic centres. Consider-
ing that 3 bohrs is only slightly above the bonding distance of period 2 elements,
this indicates that at average intermolecular distances, there is virtually no diﬀer-
ence between the solute electrostatic potentials capped at dipoles, quadrupoles, or
octopoles. For a +e charge, the energy diﬀerence would be of the order of 0.01−0.05
mEh, too slight to signiﬁcantly aﬀect simulation results. The `lobes' of contrasting
potential near the atomic centres in the middle and bottom parts of Figure 3.3 are
artefacts of the multipole expansion, which is inaccurate at distances below atomic
radius. Short-ranged penetration eﬀect would have rendered the electrostatic map in
this region meaningless anyway, so over-analysis of these regions should be avoided.
A reasonable starting choice would be to superpose a C8 potential of −1 Eh/Å8
to test what eﬀect it would have on the full simulation. This potential decays to
−4 mEh at a mere distance of 2 Å and about −0.14 mEh at 3 Å, so it should not
perturb the original potential too greatly. Again, a limit of l = 2 is used for the
electrostatic potential.
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Figure 3.3: Electrostatic potential map for the N2 molecule using atomic-site multipoles up
to the dipole (top), quadrupole (middle), and octopole moments (bottom). The
multipole centres are (0,+1.031) and (0,−1.031). The colour scale on the right
gives the energy in Eh of a non-polarisable point particle with +e charge in the
vicinity of the molecule.
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run# Solvent model 〈Usol-solv〉 / mEh L / bohr ∆hydG / mEh
5 TIP4P −1.3307 43.277 +6.730
6 TIP4P −1.4563 43.569 +9.731
7a TIP4P   +9.595
Expt    +3.97
a Done by doing Bennett's recipe on adjacent systems of alternate runs (see Sec-
tion 2.2.2).






















Figure 3.4: Estimated ∆G at various λ of solvated N2.
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Despite the fairly strong C8 potential superposed on top of the 6-12 potential,
the average estimate of Gibbs free energy is still about 5 milli-Hartrees larger than
the experimental value. The Gibbs free energy of run 7 is calculated by using the
data from the simulation of run 5 system i, run 6 system ii, run 5 system iii and
so on. There is an anomalous jump between systems iv and v, in which the change
in Gibbs free energy does not seem to agree between systems. Quite possibly, this
is caused by the lack of overlap in the phase spaces of said systems; it is often
observed that the application of Bennett's acceptance ratio on two systems that do
not overlap very well result in wildly ﬂuctuating estimates that hold little meaning.
Water molecules seeping into the region where the solute molecule is located at
lower values of λLJ could cause this: they are repelled by an extremely high-energy
potential wall when solute energy is calculated for λ+ ∆λ, and such conﬁgurations
are practically never visited in the simulation of systems with higher λ.
Quick calculations show that at λLJ = 0.5, the modiﬁed Lennard-Jones potential
at r = 0 for a nitrogen atom is 1.109 mEh: not even the strength of a water
hydrogen bond. This goes up to 4.374 mEh at λLJ = 0.75, not quite large enough
to ensure the rejection of all trial moves that displaces a water molecule to overlap
with the nitrogen solute. This potential goes up to +∞ at λLJ = 1.0, and when
such anomalously high-energy potentials are accepted, the free energy ratio average
becomes prone to skewing. Some conﬁgurations will result in data points where
U(λ+ ∆λ)− U(λ) is very large, and throw oﬀ the estimate for ∆G.
AMBER [104] suggested the Lennard-Jones parameters σ = 6.585 bohr and
ε = 0.301 mEh between an sp2 nitrogen atom and oxygen atom. While our self-
calculated σ is pretty close (see caption in Figure 3.2), the value for ε is way oﬀ. A
possible explanation is that the proposed ﬁtting geometry is not representative of the
solute-solvent interaction energy average, or that the approach does not work very
well as it attempts to smooth out and ignore most of the orientation dependence in
the interaction energy expression. The low ε is most likely also responsible for the
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poor ∆G estimate: the potential wall becomes more gently inclined and systems
with intermediate values of λ are unable to evacuate the water molecules from
overlapping with the solute region.
We also consider the nitrogen-water interaction as measured by the radial dis-





3pi ((r + ∆r)
3 − (r −∆r)3) (3.1)
where ρ is the average density of the solution andN is the number of water molecules
found within r − ∆r and r + ∆r away from the solute reference site. Figure 3.5
shows the radial distribution functions at a resolution of ∆r = 0.2 bohr, averaged
over 8000 independent conﬁgurations at equilibrium.
System i contains a nitrogen molecule with completely suppressed interaction
potentials. As the capture volume
(
(r + ∆r)3 − (r −∆r)3) gets smaller with smaller
r, g(r) proﬁles at low radii are statistically inaccurate and the peak at ∼ 3.4 bohr
for the nitrogen-oxygen curve is not actually signiﬁcant. In the same graph, plots
for systems v (only non-electrostatic potentials switched on) and x (all potentials
switched on) show a distinct structure of hydration shell formation, with closest
approach of water oxygen at ∼ 5.0 bohr and a peak at ∼ 7.0 bohr. Nitrogen molecule
weak electrostatic potentials do not seem to signiﬁcantly aﬀect the structure of the
hydration shell.
A telltale sign of the unsatisfactory potentials used in this particular simulation
can be seen in the nitrogen-hydrogen curves, where the distributions of hydrogens
in systems v and x approach the nitrogen atom to distances as close as ∼ 3.0 bohr.
This distance is about 1.6 Å; about 60% of the sum of the van der Waals radii of the
individual atoms. While close approaches are not impossible in an MC simulation,
in reality the repulsion energy should have been large enough for hydrogen atoms to
completely vacate these regions for said systems where the modiﬁed Lennard-Jones


























Figure 3.5: Radial distribution function for the solvated N2 molecule, between a nitrogen
atom and top: water oxygen, bottom: water hydrogen.
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parameters are completely switched on. In conclusion, the choice of parameters
appears to be critical in order to obtain an accurate solvation free energy even for
small molecules. Ignoring the hydrogen atoms for the water molecules as sites for
isotropic Lennard-Jones interactions saves some computational time but at the same
time may jeopardise the accuracy of the results.
3.2 Methane
The methane molecule is optimised at B3LYP level of theory using the cc-pVTZ
basis set at default Gaussian 09 thresholds. Multipole moments on every atom in
the optimised geometry are calculated with default GDMA options up to rank l = 2.
The results are summarised in Tables 3.4 and 3.5.
Atom x / bohr y / bohr z / bohr
C1 0. 0. 0.
H1 −1.086 1.747 0.
H2 −1.285 −1.607 0.
H3 1.185 −0.070 1.678
H4 1.185 −0.070 −1.678
Table 3.4: Optimised geometry for the methane molecule at B3LYP/cc-pVTZ.
Simulation is done using two sets of potentials. Runs 1 and 2 uses the ﬁtted
Lennard-Jones potentials of the methyl group of a butane molecule as suggested by
Reisse [43]. Runs 3 and 4 use the ﬁtted potentials of the methane molecule itself by
tracing the potential energy surface of a butane-water molecule pair with a function
of distance, but a C8 potential is ﬁtted at the same time. The geometry of the
water-methane system used for ﬁtting is diﬀerent from that of N2: the dipole axis of
water is aligned at the line of a C-H bond, with the hydrogen atoms pointing away,
while the separation between methane carbon and water oxygen is varied.
Note that the C8 potential carries a positive sign, i.e. it is repulsive in na-





0 −0.1552 0. +0.0002
1c  +0.0009 0.
1s  0. 0.
2c   +0.0004
2s   −0.0003
H1
0 +0.0389 0. −0.1083
1c  +0.0713 0.
1s  −0.1145 0.
2c   −0.0830
2s   −0.1682
H2
0 +0.0389 0. −0.1083
1c  0. 0.
1s  +0.1053 0.
2c   −0.0413
2s   +0.1830
H3
0 +0.0389 −0.1103 +0.1082
1c  −0.0778 +0.1766
1s  +0.0046 −0.0105
2c   +0.0622
2s   −0.0074
H4
0 +0.0389 +0.1103 +0.1082
1c  +0.0778 −0.1766
1s  +0.0046 +0.0105
2c   +0.0622
2s   −0.0074
Table 3.5: Multipole moments to be used in the simulation of solvated methane. All units
are a.u. (e bohrl). Several multipole moments give non-zero values despite
symmetry expectations (e.g. lowest-rank non-zero multipole after atomic charge
for the central carbon should be an octopole). Optimised molecular geometry is
a slightly deformed Td.
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Set runs# Solvent model ε / mEh σ / bohr C8 / 106 e bohr8
A 1 and 2 TIP4P 0.49603 5.9262 0.
B 3 and 4 TIP4P 0.44676 6.4151 +1.82
Table 3.6: Non-electrostatic parameters of CH4.
ture. The r−8 term in the dispersion energy expansion is always negative (see
equation (1.43b)), so the inclusion of this potential is done purely to ﬁt the residual




















Figure 3.6: Top: Fitting for the non-electrostatic interaction potential between methane
and water molecules.
As potentials for ﬁt A are originally used for methyl groups, the potential well
appears at a lower intermolecular separation. While there is very good agreement
between the residual interaction potential and the ﬁtted function B, we note that
the validity of such an agreement extends only to the geometry described above.
Each simulation run of a given λ takes 50 millions timesteps and upwards after
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equilibration.
run# Potential model Usol-solv / mEh L / bohr ∆hydG / mEh
1 A −7.118 43.285 +0.723
2 A −6.187 43.442 +0.137
3 B −3.491 43.269 +6.282
4 B −4.193 43.487 +5.612
Expta    +3.092
a Reference [34].





















Figure 3.7: Estimated ∆G at various λ of solvated CH4.
The estimates deviate by about 3 mEh. Simulation using parameters in ﬁt
A underestimates the experimental free energy, while using parameters in ﬁt B
overestimates it. As parameters originally meant for the methylene group, it is
perhaps unreasonable to expect them to be accurate when applied to a methane
moleculesmaller collision diameter implies a less positive free energy change for
solute cavitation.
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On the other hand, we would have expected simulation data generated by ﬁt
B to give a result that is closer to the experimental value. Among the free energy
estimates of each morphing step, the transitions from system i (λLJ = 0) to system
ii (λLJ = 0.25) are particularly large. We perform more simulations at smaller ∆λ
to see if the free energy estimate is imprecise due to lack of phase space overlap.
Runs 5 and 6 use the same potential functions as runs 3 and 4, but with ∆λ = 0.05





















Figure 3.8: Estimated ∆G of solvated CH4 with smaller ∆λ. Runs 3 and 4 include only the
estimated free energy between λLJ = 0.00 and λLJ = 0.25, while runs 5 and 6
give an estimate every ∆λ = 0.05.
From Figure 3.8 it is observed that the free energy estimate is independent of
the chosen value for ∆λ within limits of error, as long as the potential proﬁles of
adjacent systems are not too far diﬀerent at a given simulation temperature. The
average ∆G(λLJ = 0 → 0.25) of runs 3 and 4 is 2.662 mEh while this value is
2.390 mEh for runs 5 and 6. Given how much the free energy estimate may vary
between independent runs, the two values can be considered similar, and hence lack
of overlap of phase space is unlikely to be the reason behind overestimating methane
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hydration free energy. The discrepancy between simulation and experimental values
can then be explained again by validity of the ﬁtting parameters used. The dipole
moments of the molecules are aligned favourably in the approach geometry, and
after subtracting the attractive electrostatic term, the residual energy proﬁle as is
seen in Figure 3.6 has a rather shallow potential well. Also, the collision diameter
may be overestimated due to the hydrogen atoms on methane not acting as centres
for Lennard-Jones potentials.
It appears that the best way to deal with the above problems is to include
hydrogen atoms as centres of Lennard-Jones sites. However, from a computational
standpoint this would be unfavourable: larger molecules usually contain so many
hydrogen atoms that computational time will be signiﬁcantly increased. It would
slow the simulation even further when other potential terms such as C8 are added
to improve the solute model. Another solution is to simply estimate the average
interaction proﬁle between solute and solvent particles and adjust σ accordingly
such that hydrogen-containing groups are deﬁned by Lennard-Jones potentials that
are more diﬀuse than their single-atom counterparts. In this approach, we make use
of pre-existing typical 6-12 potential parameters such as the ones used in AMBER.
As a preliminary test, we set up a basic Lennard-Jones potential between
methane carbon and water oxygen based on AMBER parameters. We modify it
slightly by increasing the value for σLJ(C· · ·O) by 1.5 bohr (about 75% of C-H
bond length) in order to compensate for the hydrogen atoms, which are assigned no
central potentials. The results are as follows:
The proﬁle for ∆G(λ→ λ+∆λ) is largely similar to that of Figure 3.7, with steps
in λLJ dominating the contribution to the total free energy estimate. Switching on
the electrostatic potentials only contribute to a few micro-Hartrees of free energy
change.
As seen in Table 3.8, this singular function still appears unsatisfactory in regards
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Set runs# Solvent model ε / mEh σ / bohr C8 / 106 e bohr8
C 7 and 8 TIP4P 0.2757 7.5608 0
run# Potential model Usol-solv / mEh L / bohr ∆hydG / mEh
7 C −5.537 43.630 +8.363
8 C −6.396 43.521 +7.126
Expta    +3.092
a Reference [34].
Table 3.8: Simulation results for dissolved methane molecule using modiﬁed AMBER pa-
rameters.
to calculated Gibbs free energy of hydration (average ∆hydG = +7.74 mEh). Likely,
the cavitation energy is too large: water molecules should really be allowed to enter
into zones in-between the hydrogen atoms of methane, and it is possible that the
exclusion of these conﬁgurations is the cause for the deviation in the calculated free
energy. Interestingly, for larger molecules containing more sp3 carbon atoms, these
parameters yield better estimates, as we will see in the sections that follow. It is
likely that as electrostatic contributions become more important for larger solutes,
a portion of these `dead' zones would become more accessible to solvent molecules,
and the solute model approaches the real solution.
In conclusion, we ﬁnd that especially for small, non-polar solutes, there is a
very large correlation between the potentials used to model the non-electrostatic
interaction between solute and solvent molecules and the estimate value for Gibbs
free energy. Therefore, it can be diﬃcult to pinpoint the best parameters to use
in these cases while keeping the potentials simple. We could remedy this issue by
including the potentials due to the hydrogen atoms, but such a solution would not
be ideal, especially when larger solutes are concerned. Certainly, the behaviour
of solutes with larger molecular weights and those containing polar bonds need to
be studied before any further conclusion regarding suitability of non-electrostatic
128 Chapter 3. Simulation of Neutral Molecules
potential of sp3 carbons can be set in stone.
3.3 Methanol
Preliminary runs of MC have shown that even for polar molecules such as CH3OH,
multipole moments up to the quadrupoles generally appear to yield reasonable ac-
curacy in the calculation of electrostatic energy. The version of MC has been updated
since then, and we simulate the solvated CH3OH molecule to make sure that mul-
tipole limit of l = 2 is indeed suﬃcient to derive a good estimate for free energy.
Atom x / bohr y / bohr z / bohr
C1 1.256 −0.038 0.
H1 1.949 −1.025 1.682
H2 1.949 −1.025 −1.682
H3 2.047 1.861 0.
O1 −1.415 0.230 0.
H4 −2.160 −1.426 0.
Table 3.9: Optimised geometry for the methanol molecule at B3LYP/cc-pVTZ.
Once more, we use Gaussian data to compute the atomic multipoles via GDMA.
The multipole moments are shown in Table 3.10. Simulation runs are done with
multipole moments truncated at maximum ranks l = 1, 2, 3 to see the eﬀect of
changing the interaction rank limit on the simulation behaviour and results.
Multipole moment entries in Table 3.10 are arranged according to the following
rule:
0 11c · · · ll c
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+0.0136 −0.1273 +0.0899 +0.0001
+0.0670 0 0 −1.0960
−0.0896 0 −0.0286 +0.7942
−0.4299 0 −1.9135 +0.0001
H1
+0.0552 −0.0814 +0.0218 −0.0138
+0.0703 −0.1052 +0.0487 −0.0009
−0.0385 −0.1226 +0.0760 +0.0890
−0.0425 −0.1348 −0.1234 −0.0044
H2
+0.0552 −0.0814 +0.0218 −0.0139
+0.0703 +0.1052 −0.0487 +0.0009
−0.0385 +0.1226 +0.0760 +0.0890
−0.0425 +0.1349 −0.1234 +0.0044
H3
+0.0737 −0.0908 −0.0803 −0.1340
−0.1052 0 0 0
+0.0688 0 −0.1239 −0.0911
+0.0224 0 −0.1226 0
O1
−0.4083 0.1574 +0.1845 +0.9834
−0.3456 0 0 0
+0.5133 0 −0.9612 0.1517
−0.0675 0 +0.5437 0
H4
+0.2106 +0.0393 −0.0483 +0.0915
+0.0473 0 0 0
+0.0996 0 −0.1342 +0.0998
−0.0499 0 +0.0841 0
Table 3.10: Multipole moments to be used in the simulation of solvated methane. All units
are a.u. (e bohrl). Several multipole moments give non-zero values despite sym-
metry expectations (e.g. lowest-rank non-zero multipole after atomic charge for
the central carbon should be an octopole). Optimised molecular geometry is a
slightly deformed Td.
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heavy atoms, using the parameters σ(C−O) = 5.926 bohr, ε(C−O) = 0.4960 mEh
; and σ(O−O) = 4.987 bohr, ε(O−O) = 0.8292 mEh. These parameters are obtained
similarly as the ones before, by a linear scan of PES as a function of molecular
distance at a speciﬁc geometry. Upon running simulations where λEL = 0 and λLJ
is increased, the solute interaction energy ﬂuctuate normally within a reasonable
range from zero to −15 mEh, but upon switching on the electrostatic potential, the
solute interaction energy quickly dives with increasing λLJ , increasing in magnitude
without bound for simulations using electrostatics up to rank l = 1 and l = 2, and
giving an anomalous value of −67 mEh at the ﬁnal timestep of the simulation with
electrostatics up to rank l = 3. It is also noted that the total non-electrostatic
interaction energy of this conﬁguration is +11 mEh, which implies that solvent
molecules are found perched against the potential walls of the methanol molecule,
driven up by powerful coulombic attraction.
While hydrogen bonding exists between the hydroxyl group of methanol and
water molecules, the calculated average solute interaction energy, (−64.4 mEh),
is deﬁnitely too large. The average interaction energies for simulations capped
at dipoles and quadrupoles cannot be computed for they are more negative than
−100, 000 mEh, which was the limit of the program's data output format. A pos-
sible explanation is that when not set as a site for Lennard-Jones potential, the
hydrogen atoms are free to penetrate into the van der Waals radius of proximal
oxygen atoms at no cost of energy, causing the simulation to systematically accept
conﬁgurations where oppositely charged monopoles on oxygen and hydrogen atoms
come into very close approach. As it stands, we do not seem to have a choice but
to assign Lennard-Jones sites on both the hydroxyl hydrogen of methanol and the
water hydrogen.
We replace the Lennard-Jones parameters with the ones used in the AMBER
package, as given in Table 3.11. With the extra potentials, the anomalous close-
approach conﬁgurations are now far less likely to be accepted by the Metropolis
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Atom (CH3OH) Atom (H2O) σ (bohr) ε (mEh)
C O 6.0608 0.2757
O O 5.3874 0.3187
H O 4.3772 0.100
O H 4.3772 0.100
Table 3.11: Lennard-Jones parameters for the CH3OH molecule, as recommended by the
AMBER package.
algorithm. The solute interaction energy is much less negative and does not seem
to be too greatly dependent on multipole rank limit as seen in Table 3.12. The
experimental value given in the same table comprised of two contributions. Consider
the following:
CH3OH (g)
1←− CH3OH (l) 2−→ CH3OH (aq)
∆G calculated by morphing simulation is ∆2G−∆1G, while experimental val-
ues for ∆hydG found in literatures are generally equivalent to ∆2G. This free en-
ergy change is found to be about −8.06 mEh [117]. We calculate ∆1G = −∆vapG
(CH3OH, 300 K) by applying the Gibbs-Helmholtz equation, making the assumption
that ∆vapH (CH3OH) = +35.27 kJ mol-1 remains fairly constant between 300 K and
methanol boiling point of 337.2 K [10]. We arrive at a ﬁgure of ∆1G = +1.482 mEh,
and conclude that the expected value of ∆G (CH3OH (g)→ CH3OH (aq)) obtained
via simulation should be about −9.54 mEh.
From the accumulated stepwise change in free energy as in Figure 3.9, it is
apparent that the greatest contribution to ∆G occurs mostly during the switching
on of electrostatic potentials. We use the same simulation data for systems i-v of all
three runs, where the diﬀerence in the electrostatic models used are yet switched oﬀ.
By system v, where the non-electrostatic potentials are now completely switched on,
the change in Gibbs free energy is only −0.747 mEh, roughly 10% of the calculated
total free energy change as of Table 3.12. This seems to indicate the importance
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run# Multipole rank 〈Usol-solv〉 / mEh L / bohr ∆hydG / mEh
1 l ≤ 1 −22.064 43.225 −6.924
2 l ≤ 2 −27.557 43.215 −8.946
3 l ≤ 3 −25.300 43.697 −7.800
Expta    −9.54
a Calculated via Gibbs-Helmholtz equation, assuming constant ∆vapH (CH3OH)
= +35.27 kJ mol-1 between 300 K and the boiling point of methanol (337.2 K).




















Figure 3.9: Estimated ∆G of solvated CH3OH.
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in getting the electrostatic interactions right in the case of polar molecules such as
CH3OH, as they play a greater part in the evolution of the simulation systems.
It is perhaps a fortunate coincidence that the simulation limited at quadrupoles
yielded the best hydration free energy agreement with experimental result. Indeed,
as per previous trials, the estimated free energy for small molecules may ﬂuctuate
about ±1−2 mEh, and more runs are necessary to improve its accuracy. Quadrupole
moments, however, appear to be the bare minimum required to obtain a more or less
accurate depiction of the electrostatic potentials surrounding the solute molecule.
In Figure 3.10 the diﬀerences between electric potential maps of the l ≤ 1 and l ≤ 2
models is quite apparent; potential maps for l ≤ 2 and l ≤ 3 are more similar, with
diﬀerences only very near the atom nuclei, at which multipole expansion ceases to be
analytically useful anyway. Given how the simulation results do not diﬀer by much
between the two models, electrostatics limited at quadrupole seem to be suﬃcient.
The hydrogen bonds between methanol and water molecules involve the trans-
ference of electron density from hydrogen into the unoccupied oxygen-like orbital,
and cannot be adequately described in terms of perturbation theory and exchange-
repulsion interaction. It is worrying that we applied hard Lennard-Jones potentials
around the hydrogens, considering how hydrogen bonds often bring the member
atoms closer than the sum of their van der Waals radiithese close-approach con-
ﬁgurations are not possible with the classical treatment. Even if close-approach is
made somehow possible, the hydrogen bond behaviour cannot be represented by a
simple Lennard-Jones potential alone. Poor representation of hydrogen bond be-
haviour is quite apparent in the previous runs, where regardless of the maximum
multipole rank used to calculate intermolecular electrostatic interaction, the esti-
mated ∆G are always less negative than the experimental value.
We hence test the eﬀect of adding an attractive C8 potential, a `pseudo' second-
order dispersion interaction of sorts, and see if an addition of such a potential could
aﬀect the calculated hydration free energy. The isotropic C8 dispersion coeﬃcient
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(a) CH3OH molecule
’elMethanolD.dat’
















(b) ES potential map, l ≤ 1
’elMethanolQ.dat’
















(c) ES potential map, l ≤ 2
’methanol_el.dat’
















(d) ES potential map, l ≤ 3
Figure 3.10: Electrostatic potential map for the CH3OH molecule, geometry shown in (a)
(not to scale), using atomic-site multipoles up to the (b) dipole, (c) quadrupole,
and (d) octopole moments. The colour scale on the right of each ﬁgure gives
the energy in Eh of an unpolarisable point particle with +e charge in the
vicinity of the molecule.
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of Ne· · ·Ne, for example, is −57 a.u. while Ar· · ·Ar is −1130 a.u. . We'd like
to assign a C8 potential between the oxygen of methanol and oxygen of water to
somehow encourage close-approach, and a value of −570 a.u. seems appropriate, as
oxygen has more diﬀuse orbitals than neon and but deﬁnitely not as spread out as
argon. With electrostatics limited at quadrupoles, the total change in Gibbs free
energy for systems i-v of this run is −2.593 mEh, and for systems vi-x, −8.430 mEh,
giving a total of ∆hydG = −11.023 mEh. Quite a bit over the mark, although we
observe that C8 potential is potentially useful to make up for certain interactions
that cannot be adequately represented by central potentials and electric multipole
expansion.
The formation of a hydrogen bond is quite apparent in the radial distribution
functions of the system centred at methanol oxygen, as implied by the peak at ∼ 5.4
bohr for the O· · ·Ow distribution and at ∼ 3.4 bohr for the O· · ·Hw distribution for
system x (solute potentials fully switched on). This corresponds to a hydrogen bond
length of about 1.8 Å, slightly less than the typical length. O-H bond length for
the TIP4P water molecules is 1.809 bohr, so it seems that the water molecules are
oriented in the proper geometry with respect to the hydroxyl group for hydrogen
bonding. The shortness of the peak in the O-Hw distribution function (g(r =
3.4 bohr) = 1.7) is due to the exclusion of the space taken up by the CH3 group
of methanol, which forbids H2O approach.
It is interesting to note that when only isotropic potentials are switched on
(system v), the peak density occurs at a larger separation distance, and is less
pronounced. Application of electrostatic potentials must have deﬁned a sort of
`order' to the surrounding water molecules, drawing them closer and ﬁxing the O-H
bond vector in the optimal conditions for hydrogen bonding. The current treatment
of hydroxyl groups in our simulation appears to be satisfactory and realistic, with
regards to recreating the conditions necessary for proper solute-solvent hydrogen
bonding. We expect this behaviour to consistently apply to other functional groups



























Figure 3.11: Radial distribution function centred at the hydroxyl group oxygen for the
solvated CH3OH molecule, between a nitrogen atom and top: water oxygen
(Ow), bottom: water hydrogen (Hw).
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capable of hydrogen bonding with water.
3.4 Carbon dioxide
CO2 is one of the molecules originally used in the test run of the MC program, so our
treatment of its simulation is comparatively less reﬁned than the previous exam-
ples. The molecule CO2 was optimized via the Møller-Plesset perturbation theory
to the second order (MP2) in the cc-pVTZ basis set. All energy calculations post-
optimization were done using the larger cc-pvQz basis set, with the couple cluster
method at double excitation (CCD). Attempts at using couple cluster methods that
involve single or triple excitation (CCSD or CCSD(T)) ended up with non-zero
dipole at the carbon site and non-zero elements in multipole moment which sym-
metry does not singularly depend on the z-axis (D∞h axis), making the molecule
asymmetrical with respect to reﬂection in the molecular axis perpendicular. This
was not desired in the Monte Carlo simulation, so we ignore single excitation con-
tributions. C-O bond length is found to be optimised at 1.169 Å.
Distributed multipoles were calculated directly using the formatted checkpoint
ﬁle of an older version of Gaussian, Gaussian 03W via the GDMA software. The
limit of multipole order was set to l ≤ 4, corresponding to hexadecapoles.
Since all the atoms in the molecule were heavy atoms, all three atoms acted
as site centers for LJ potential. We experimented with the determination of LJ
parameters and came up with two sets of LJ pair-potentials. In model 1 we ﬁt the
residual non-electrostatic interaction energy for magnitudes below +50 mEh, and in
model 2 for magnitudes below +5 mEh. It is ﬁtted through two diﬀerent geometries
of approach, one in which the dipole moment of H2O is aligned and pointing away
in the axis of OCO bond and one with a hydrogen atom pointing towards the
oxygen in CO2. Illustration as in Figure 1.5.
The ﬁtted potential parameters for both models are given in Table 3.14. Now,
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C1 +0.5544 0. +0.3739 0. +1.6489
O1 −0.2772 +0.3584 +0.8446 +0.4296 −0.6732
O2 −0.2772 −0.3584 +0.8446 −0.4296 −0.6732
Table 3.13: Distributed multipoles of the CO2 molecule for up to l = 4. Coordinates of
atoms are C1(0, 0, 0), O1(0, 0,−2.210), O2(0, 0,+2.210) in bohr.
it is not common practice to assign a value of zero for C6 dispersion parameter as it
implies that the interaction is strictly repulsive and unrealistic, but for the sake of
least-square ﬁtting along the potential wall up to +50 mEh tall, we will leave it as it
is for simulation input of model 1. In fact, Igor calculated a value of C6 (C· · ·Ow)
= 120 ± 460 Eh bohr6; the standard error is larger than the parameter itself, and
its validity is highly suspect. Fitting accuracy is therefore poor at long to medium
distances but good for close distances for model 1, and excellent at long to medium
distances but poor for close distances for model 2. Also, for model 2 we investigate
the eﬀect of not including the non-electrostatic potentials for the sandwiched carbon
atom. To an extent, the potential ﬁeld of the carbon atom overlaps considerably
with that of the oxygen atoms in real space and we believed that it's possible for
the potential to be ignored without much inﬂuence in the resulting working model.
If this hypothesis is true, we may gain a slight advantage in computational time.
Model 1 Model 2
Site-pair C12 / Eh bohr12 C6 / Eh bohr6 Site-pair σ / bohr / mEh
C· · ·Ow 1949.4 0 O· · ·Ow 6.3175 0.10122
O· · ·Ow 1608.2 85.951
Table 3.14: Two Lennard-Jones models for CO2.
Since the molecule is neutral and non-polar, initially we thought of using a value
of λEL = 0.5 and the usual λLJ = 0.25 because it is somewhat intuitive to think
of the electrostatic potentials not playing a major factor on the solvent structure
3.4. Carbon dioxide 139
around the molecule. Thus, we need only run simulations of 8 separate systems
instead of the usual 10. However, CO2 does in fact possess a signiﬁcant quadrupole
moment as apparent in the diﬀerential atomic charge spread between the carbon
and the oxygen atoms, making this treatment somewhat questionable in terms of
its appropriateness. We admit that this is a past oversight that was never again
repeated in subsequent simulations.
Three runs of eight systems are done for each model. Six Gibbs free energy values
are derived by means of permutations of simulation data from adjacent systems
within each model category.
Model 1 Model 2 Experimental
∆GLJ / mEh +4.966 +8.632 
∆GEL / mEh −2.768 −3.258 
Total +2.228 +5.374 +3.192
Table 3.15: Simulation results for two models of CO2.
We obtain an absolute error of +0.964 mEh for model 1 and −2.182 mEh for
model 2. We observe a drastic shift in the predicted ∆hydG simply by changing the
upper limit of LJ pair potential ﬁtting across the two models. As we expected, the
estimate value ∆hydG show remarkable diﬀerence between the two modelsmodel
[1] underestimates the value, while model [2] overestimates it. We conclude that
calculations done by this method are very sensitive to the model used to build non-
electronic molecular interactions, with minor changes resulting in large changes in
the ﬁnal calculated ∆hydG. For a small molecule like CO2, this result, which was
obtained quite early in the progress of my research, was rather worrying.
Interestingly, the error for the model which attempts to ﬁt the details of the
potential well in the Lennard-Jones function is larger than that which sacriﬁces res-
olution for a more `general' ﬁt across larger energy ranges. On hindsight, neither
of the two functions truly capture correctly the entirety of the interaction between
140 Chapter 3. Simulation of Neutral Molecules
CO2 and water. Later trials have shown that the omission of hydrogen from exert-
ing their rightful van der Waals interactions in the simulation may cause problems
of various degrees of severity, the worst being a hydrogen-bonded hydrogen which
manages to cut into the van der Waals radius of neighbouring solvent molecules,
causing the program to behave erratically. This could be a problem with the appli-
cation of model 2, which ignores the potential due to the sandwiched carbon atom.
Similarly, a purely repulsive `Lennard-Jones potential' violates our knowledge of
how molecules behave, and cannot possibly be more than a temporary solution to
establishing the optimal dynamics that all molecular simulations require.
Despite these misgivings, the estimated ∆hydG is reasonably close to the experi-
mental value (a few mEh of absolute error), albeit the use of simplistic four-monopole
TIP4P model for water and complete constraint of solute geometry. We decided,
then, to see if obtaining better-behaving, more accurate Lennard-Jones parameters
that work for a wide number of solutes would be plausible without having to move
on to a more complex water model or allowing changes in solute geometry. The
latter could increase computational time substantially, and is not completely com-
patible with the distributed multipoles approach for they have to be recalculated
every time the geometry is changed. It is possible, however, that atomic multipoles
are not altered in any signiﬁcant way by changes in conformation, but we have yet
to put this hypothesis to rigorous testing. Finally, it is noted that strong sensitivity
to Lennard-Jones parameters means we'd like to focus our work largely in the ap-
plicability of those parameters in use for simulation to obtain good agreement with
experimental free energy of hydration.
3.5 Butane
Getting a set of working potential parameters for the sp3 carbon is, naturally, very
important. We aim to arrive at a single universal set of parameters that can be
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applied to any organic solute molecule to yield reasonably good estimate values for
hydration free energy with consistency.
Similar to the other molecules discussed earlier, the butane molecule is optimised
using the aug-cc-pVTZ basis set at B3LYP theory level. Atomic multipole moments
are obtained via GDMA at the default SWITCH 4 algorithm up to the quadrupoles.
run# Solvent model Atom pair ε / mEh σ / bohr
1 TIP4P C-Ow 0.2757 7.0608









Table 3.16: Potential models for solvated butane. In the `Atom pair' column, the left atom
belongs to butane, and `Ow' and `Hw' refer to water oxygen and water hydrogen
respectively.
The default AMBER parameters for CO Lennard-Jones potential are
ε = 0.2757 mEh, σ = 6.0608 bohr. For runs 1 and 2, where hydrogen atoms are
not assigned with central potentials, the values for σ are increased by 1.0 and 1.5
bohr, respectively. Run 3 includes butane hydrogen as site centres, but only paired
with water oxygen. Run 4 includes all possible atomsol-atomsolv interaction poten-
tials. Table 3.16 summarises these parameters.
We have established earlier that the size of the system, indicated by box length,
seems only weakly correlated, if at all, with the parameterisation and total inter-
action energy of the solute particle. It came as a surprise that the average solute-
solvent energy was also only weakly correlated with the hydration free energy. One
would expect that as the interaction energy becomes more negative and favourable,
the free energy would also decrease as a rule of thumb. Table 3.17 clearly indicates
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run# 〈Usol-solv〉 / mEh L / bohr ∆hydG / mEh
1 −21.326 43.731 −0.969
2 −24.125 43.662 +3.074
3 −22.157 43.618 −0.565
4 −20.999 43.540 −4.203
Expta   +3.423
Changb   +4.24
Hessc   +4.23
Swoped   +4.86
a Reference [15].
b OPLS-AA/TIP4P; Reference [34].
c AMBER99/TIP4P-Ew; Reference [56].
d OPLS-AA/TIP4P-Ew with up to quadrupole polarization; Reference [134].
Table 3.17: Simulation results for dissolved butane molecule.
that this is not always so, with free energy seemingly increasing as solute-solvent
interaction is made more favourable. Entropic contribution and cavitation energy,
which greatly depends on the Lennard-Jones parameters chosen for the solute, must
play an important part in determining the estimated free energy in such cases.
Using the full AMBER potential (run 4), the calculated free energy deviates quite
signiﬁcantly from the experimental result (see Table 3.17). While this could possibly
be attributed to the assumption of ideal gas in our method, in our considerations
for the calculation of the hydration free energy of methanol, we only required a
correction term of less than 2 mEh to compensate for the fact that methanol is a
liquid instead of an ideal gas at r.t.p.  much smaller than the absolute error of
+7.626 mEh in estimating the hydration free energy of butane using parameters
input in run 4. On the other hand, the other models work better, with smaller
absolute errors, and run 2 gave the best results among the set and was consistent
with the experimental value, with an absolute error of +0.349 mEh in the free
energy estimate. This estimate is also highly comparable to results from similar





















Figure 3.12: Estimated ∆G at various λ of solvated butane.
For neutral molecules with all non-polar bonds, the variations in the free energy
estimate between successive intermediate systems always follow a predictable pat-
tern. Referring to Figure 3.12, we observe that the change in free energy is initially
positive (systems i-iii) as soft-core potentials are set up around atoms, creating
exclusive regions where water molecules are repelled away. Following cavitation,
as Lennard-Jones potentials are completely switched on, deepening potential wells
lower the energy of the solution system and lowers the free energy. As butane is a
neutral without local charges and polar bonds, switching on the electrostatic poten-
tials (systems vi-x) causes only minimal changes in the free energy. We also note
that for runs 3 and 4, where the collision diameter σ(C· · ·O) is smaller, close ap-
proach between solute and solvent molecules allow stronger electrostatic interaction,
but this amounts to only about half a milli-Hartree of free energy change in total.
A set of values with ε = 0.2757 mEh, σ = 7.5608 bohr for the Lennard-Jones
potential between sp3 carbon and water oxygen (input parameters for run 2) agrees
well with experimental result, which is fortunate, as this model is kept simple by
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ignoring all hydrogen atom potentials. We proceed to examine the solvent behaviour
around this solute model via its radial distribution function around butane terminal
carbon.
When compared with the radial distribution functions of water to similar alkanes
using MD simulations under the CHEQ force ﬁeld [41], we observe that in our model,
many features in the hydration shell structure are actually absent. Both our function
and theirs show that water molecules are never found at distances smaller than 3
Å from the terminal carbon, but we do not observe a density peak at around 3.8 Å or
a valley at around 5.5 Å in our function. The loss of structure could be attributed
to the exclusion of hydrogen-atom potentials, which would otherwise have increased
the level of order of solvent molecules lying directly on the surface of the solute
particle. As applying these potentials actually worsen the estimate for free energy,
we decide to accept this model as our standard sp3 carbon potential with bonded
hydrogen atoms, while still paying close watch as to how the diﬀerence in solvent
structure might aﬀect our calculations.
In conclusion, the one-centre potential predicts the free energy of butane to good
agreement. When the same parameters are used to simulate a methane molecule,
however, we have seen in a previous section that the agreement is rather poor as
the model estimates a free energy of hydration that is several milli-Hartrees more
positive than butane and the experimental value for methane. As such, the reliability
of the one-centre potential is put into question, but it is yet to be seen if this potential
can be of practical use when larger molecules with more varying functional groups
are involved, as it does have the advantage of simplicity and could be a useful



























(b) Butane (C· · ·Hw)
(c) Propane (d) Hexane
Figure 3.13: Radial distribution functions for (a) water oxygen and (b) water hydrogen
to terminal carbon of butane. Also shown are the distribution functions for
water oxygen to terminal carbon of (c) propane and (d) hexane obtained via
MD simulation using the modiﬁed (NBFIX, broken line) and unmodiﬁed (solid
line) CHEQ force ﬁeld as done by Davis and Patel [41].
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3.6 Benzene
In preliminary work, we attempted to describe the non-electrostatic part of the ben-
zene molecule by means of potentials centred at a single site at the centre of the
benzene ring. This, unfortunately, turned out to be inadequate. While a combina-
tion of 6-12 potential, dispersion C8 potential and anisotropic C8 potential could
satisfactorily model the molecule along its molecular axis, it was impossible to ﬁt
the parameters along the plane where the atoms are located without introducing
additional terms. It could certainly be done by modifying the program, but going
by this approach will make it more tedious for simulating more complex derivatives
of the benzene molecule where the input ﬁle will have to be modiﬁed as to indicate
the atoms that constitute a part of an aromatic ring. Ultimately, we decided to
abandon the original approach and simulate the benzene molecule by assigning a
site at every carbon atom instead.
The benzene molecule is optimised at B3LYP theory level using the aug-cc-
pVTZ basis set. Instead of assigning distributed multipoles as per normal, multipole
moments are only assigned on carbon atoms to see if free energy can be calculated
with reasonable accuracy when the number of electrostatic sites is less than the
number of atoms in the solute.
C-C bond length / Å 1.391
C-H bond length / Å 1.082
qˆ(C) / a.u. 0
pˆ1∗(C) / a.u. −0.0875 (in the direction of C-H bond)
Qˆ20(C) / a.u. −1.1531 (aligned with molecular principal axis)
Qˆ22∗(C) / a.u. −0.1500 (negative sign along C-H bond)
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We derive non-electrostatic parameters by putting a water molecule in the ro-
tation axis of benzene and scanning the potential by varying the separation dis-
tance of water molecule from benzene centre of mass. The dipole moment of
water is oriented away from the benzene molecule. The ﬁtted parameters are
ε(C· · ·Ow) = 0.144± 0.027 mEh and σ(C· · ·Ow) = 6.04± 0.12 bohr.
As we have learned from previous simulations of other molecules, there has to be
some sort of compensating potential to account for the existence of hydrogen atoms.
Otherwise, electrostatic attraction between solute and solvent particles might cause
water molecules to overlap signiﬁcantly and coalesce with benzene hydrogen, crash-
ing the simulation. This can be done by means of setting up anisotropic C8 potentials
in the direction of C-H bonds of benzene. The form of this potential is given by
equation (1.57). In essence, this potential behaves like a normal C6 potential along
the extrapolated line of C-H bond, but further away from this line, the strength of
the potential decreases until it reaches zero everywhere in the plane perpendicular
to the line and containing the origin. The combination of dispersion and exchange-
repulsion potential ﬁeld will hence be spheroidal, a sphere elongated in a certain
preferred direction, which in this case is the bond vector. We set up a couple of
diﬀerent sets of potentials for the benzene molecule.
run# Atom pair ε / mEh σ / bohr C8 / Eh bohr8 C8,aniso / Eh bohr6
1 C-Ow 0.1440 6.0430 4463. +119.
2, 3 C-Ow 0.1440 6.0430 −446.3 +1.19
4 C-Ow 0.4319 6.0430 −44.63 +1.19
5, 6 C-Ow 0.1440 6.0430 0. +1.19
Table 3.18: Potential models for solvated benzene.
The values for the C8 potentials used in Table 3.18 are arbitrary; ballpark values
are obtained from suggested C8 parameters for neon and argon and manipulated by
powers of ten. We made the mistake of assigning repulsive C8 parameter for run
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1, but as the result appears to be quite interesting, we put it in for comparison
purposes. Simulation results are given in Table 3.19 and Figure 3.14.
run# 〈Usol-solv〉 / mEh L / bohr ∆hydG / mEh
1 −3.223 43.824 +16.906
2 −37.296 43.409 −8.631
3 −29.131 43.251 −6.946
4 −46.963 43.410 −18.280
5 −18.883 43.494 −0.745
6 −22.634 43.716 −0.045
Expta   −3.234
a Using results from Ben-Naim [15], modiﬁed for desired property.
Table 3.19: Simulation results for diﬀerent models of dissolved benzene molecule.
We began with potential sets that are considerably diﬀerent from one an-
other and results just as remarkably varying. The experimental value of −1.222
mEh as given by Ben-Naim [15] is modiﬁed by means of Gibbs-Helmholtz equa-
tion using ∆vapH(benzene) = 30.77 kJ mol-1 and a boiling point of 80.1◦C. As-
suming constant ∆H (at 298 K, the value is actually 33.9 kJ mol-1), we obtain
∆G(l→ g) = +2.012 mEh. The change in free energy between ideal-gas and sol-
vated benzene is then about −3.234 mEh.
There is runaway uphill trend with the variation of free energy with λ for run 1
and a large positive deviation from our expectation. In the ﬁrst place, the largely
positive C8 potential pushes solvent atoms away from the benzene molecule, leaving
almost no region in the solution where their interaction with the solute particle
could remain favourable. Also, during simulation of system iv of run 1, when the
solute energy is calculated using potentials of system v, the diﬀerence in these solute
energies is huge: about ∼ 100 mEh higher for system v. Normally, this ﬁgure does
not get higher than 10 mEh even for large molecules. It is possible, then, that the


























Figure 3.14: Estimated ∆G at various λ of solvated benzene.
might dominate over the principal 6-12 potential at critical regions where solvent
particles interact strongly and attractively with the solute. This ﬁnding led to the
decision of changing the form of the `soft-core' potential functions other than the
standard 6-12 into what we currently have in equations (2.63) and (2.64).
In run 4, the parameter ε(C · · ·O) is increased threefold. As a result, free energy
decreases from system i to v without the initial step-up observed in every other solute
particle so far. This results in a large negative deviation where the ﬁnal estimate
of free energy becomes −18.280 mEh, despite only about 0.3 mEh deepening in the
potential well. We think that it is probably best to leave principal 6-12 potentials
alone, as simulated systems appear to be very sensitive towards any changes in those
parameters.
The free energy ﬁgures from runs 2,3 and 5,6 are closest to what we expect to
get, containing errors of ∼ 3− 5 mEh and can be made more accurate by modifying
the value of the isotropic C8. In the case of runs 2 and 3, the trend of changes in
free energy with increasing λ follows a curious pattern between systems i to v. They
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decrease between λLJ = 0 and λLJ = 0.25, then begin to increase, then decreases
for the last time between λLJ = 0.75 and λLJ = 1. We suspect that this behaviour
might be caused by our deﬁnition of the soft-core potentials for C8 and C8,aniso, but
for whether or not it aﬀects the ﬁnal calculation of free energy, we are quite sceptical.
After all, this does not seem to be a problem of poorly overlapping conﬁgurational
spaces, as the variation of ∆G with λ for both runs is within familiar limits.
’benzLJ.dat’
















Figure 3.15: Map of modiﬁed Lennard-Jones potential for the benzene molecule along the
xy plane. Regions of negative potentials are blue. Energy scale on the right is
in milli-Hartrees (mEh).
The purpose of the anisotropic C8-like potential is to modify the eﬀective σ of
the Lennard-Jones potential involved. Hydrogen atoms on the benzene ring exclude
additional space in which solvent molecules cannot be found, and in our model we
would like to model this exclusion without assigning a centre on the hydrogen atoms
themselves. Along the axis of anisotropic, the Lennard-Jones potential is modiﬁed
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(3.2)









where σ′ is the eﬀective collision diameter along the anisotropy axis.
In this case, the eﬀect of the anisotropic potential is not actually very large,
with σ′ = 6.087 bohr as compared to the original σ = 6.043 bohr. Still, it is quite
suﬃcient to modify the potential surface such that the estimated free energy is close
to experimental data. We realise that this is quite likely an ad hoc solution, and that
spheroidal atomic potentials are potentially poor approximations to the interaction
Hamiltionians, but it could still be a good alternative to have when dealing with
hydrogen atoms in simulation. Setting up potentials for the hydrogen atoms in
the solute is a problematic thing, as we have encountered in the simulation of the
butane molecule, where including hydrogen potentials appear to make the estimate
free energy ﬁt worse against experimental result.
We suspect that the problem with setting up separated central potential for
hydrogen atoms is that it creates ring-like regions in the intersection of collision
spheres of each hydrogen atom and the atom it is attached to where the attractive
parts of both potentials are summed up, creating a region where solvent molecules
found residing there will be assigned with a lower energy. This happens too with a
pair of bonded heavy atoms, but in this case the lower energy is justiﬁed: electron
density is lower in those areas. On the other hand, hydrogen atoms are smaller and
possess shorter bond lengths, and the existence of these regions may very well cause
conﬁgurations whereby a solvent molecule resides within them to be accepted. This
brings solvent molecules closer against centre of multipole moments and inﬂates
the constituent interaction terms, producing signiﬁcant deviations in the calculated
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Figure 3.16: Comparison between separate and integrated hydrogen atom potential. Grey
perimeters represent areas in solute-solvent non-electrostatic energy is nega-
tive. Using separate potential for the hydrogen atom (above), the rings inter-
sect to create regions where the combined solute-solvent interaction energy is
more negative (darker grey). By contrast, using modiﬁed Lennard-Jones po-
tential (below) on the atom directly bonded to hydrogen smoothens the overall
potential surface.
solute energy and estimated free energy.
In conclusion, modifying the Lennard-Jones potential with an anisotropic term is
crucial for obtaining more accurate ﬁgures for the free energy. Following our results
from simulation of butane using potentials as in Table 3.16, it would be desirable
if we could retain the parameters used for run 2, which yields the best agreement
for the solvation free energy of butane, and add a proper anisotropy term for use in
general hydrogen-bonded sp2 carbons.
3.7 Ethanoic acid
The acetic acid molecule is optimised at B3LYP theory level using the aug-cc-pVTZ
basis set. As before, atomic multipole moments are obtained via GDMA at the
default SWITCH 4 algorithm up to the quadrupoles. We consider only the neutral
form of the acid, which exists at a far higher concentration in real solutions compared
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to its anionic counterpart.
Optimised geometry and parameters used as expanded Lennard-Jones potential
are given in Tables 3.20 and 3.21.
Atom x / bohr y / bohr z / bohr
C1(Cα) 2.629 −0.235 0.
H1 3.152 −1.338 1.659
H2 3.152 −1.339 −1.659
H3 3.629 1.555 0.
C2(carbonyl) −0.170 0.240 0.
O1 −1.181 2.276 0.
O2 −1.496 −1.953 0.
H4 −3.268 −1.494 0.
Table 3.20: Optimised geometry for the ethanoic acid molecule at B3LYP/aug-cc-pVTZ.
Atom pair ε / mEh σ / bohr C8 / Eh bohr8
C*-Ow 0.2757 6.0608 
Cα-Ow 0.2757 7.5608 
O-Ow 0.3187 5.3874 −570
O-Hw 0.100 4.3772 
H-Ow 0.100 4.3772 
* Carbonyl carbon.
Table 3.21: Non-electrostatic parameters for solvated ethanoic acid. In the `Atom pair'
column, the left atom belongs to ethanoic acid, and `Ow' and `Hw' refer to
water oxygen and water hydrogen respectively.
As of Table 3.21, we deﬁne two diﬀerent types of carbon atoms: one being the
`naked' carbon, in this case the carbonyl carbon, which is surrounded by atoms
that each exert its own central potential functions; and the other not so much as
a stand-alone carbon but a methyl or methylene group. The original parameters
are retained for the ﬁrst type of carbon atom. The second type, the alpha carbon
that has hydrogen atoms bonded to it, is assigned with a potential with larger σ
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to compensate for the extra space taken up by hydrogen. Every sp3 carbon bound
to at least a single hydrogen atom, including methyl and methylene groups, will be
assigned these parameters.
Oxygen atoms capable of hydrogen bonding are assigned pair-potentials with
both water oxygen and water hydrogen to prevent the hydrogen atoms of water
molecules from getting too close and causing problems with the calculations of elec-
trostatic energy. Similarly, hydrogen atoms on the solute particle that are capable of
hydrogen bonding are kept away from water oxygen by the same potential function.
run# 〈Usol-solv〉 / mEh L / bohr ∆hydG / mEh
1 −40.947 43.649 −14.671
2 −41.389 43.661 −15.233
PCM −7.131  





















Figure 3.17: Estimated ∆G at various λ of solvated ethanoic acid.
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Unfortunately, there is no simple way to compare the free energy we obtain from
simulation with an analogous property. Ethanoic acid boils at 118.1◦C, and the
enthalpy of vaporisation can only be approximated poorly at 25◦C. It also dissociates
partially in water, and dimerises under standard pressure at its boiling point. Even
making modiﬁcations for these factors, the validity of ∆hydG obtained this way is
questionable. We attempted subtracting the single-point energy of ethanoic acid
with the same molecule calculated using PCM in Gaussian 09, but as in Table 3.22
the calculated solute interaction energy is only weakly negative (−7.13 mEh) when
compared to the value of ∼ 40 − 41 mEh our simulation suggested. We suspect
that this deviation is due to the PCM calculations not taking into account hydrogen
bonding interactions, instead placing solute cavity spheres around the oxygen and
hydrogen atoms of the carboxylic acid inaccessible to the solvent medium.
Regardless, we believe that a value of about −15.0 mEh as an average of two runs
is a pretty reasonable ﬁgure for the solvation free energy of ethanoic acid. Chang
et al. reported a ﬁgure of −16.3 mEh for the solvation free energy of a hypothetical
solution of neutral (not zwitterion) glycine, which diﬀers from ethanoic acid by an
amine group in place of hydrogen. One concern that we have is with the estimate
value for ∆G between systems iv and v of both runs. In Figure 3.17, we observe that
∆G for this step is about −5 mEh, markedly more negative than in any other λLJ
step we have seen so far in other molecules. For a small molecule such as ethanoic
acid, this comes across as a little peculiar, as changes in ∆G per step during LJ
morphing is rarely above 3 mEh in magnitude for simulations so far that yield good
free energy agreement. The only exception are runs 2 and 3 of benzene, but benzene
has both greater molecular weight and site count.
It is possible that overlap of potential wells is once again the culprit; this time
caused speciﬁcally by the two oxygen atoms with short collision diameter and an
attractive C8 potential. However, provided that electrostatic potentials are strong
enough to rearrange the conﬁguration of water molecules around the carboxylic
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group, such `quirks' of intermediate λ systems would be deemed irrelevant anyway.
The solvation structure surrounding the carboxylic functional group is scrutinised
to give us more information about the solvent behaviour in this region.
From Figure 3.18a, it is quite clear that electrostatics play a signiﬁcant part in
the determining the solvation structure around the carboxylic group. Interestingly,
it turned out that the average hydrogen bond distance between the protic hydrogen
and water oxygen is about 2.1 to 2.3 Angstroms, about 0.3 to 0.5 longer than
the average hydrogen bond distance between hydrogen of amine group of glycine
with water oxygen done by MD simulation. The structure can be observed more
clearly when oxygen-oxygen distance is plotted, with a peak at 2.9 Å separation.
The oxygen-hydrogen bond in TIP4P water is 0.9572 Å; had this bond vector been
directed towards the carboxylic oxygen, hydrogen bond distance would have been
measured to be about 1.9 Å in length. Such ﬁgure would have been in better
agreement with length of hydrogen bonds in general.
The distribution functions of water hydrogen to carboxylic oxygen diﬀer between
the non-equivalent oxygen atoms. For the double-bonded oxygen, a local peak is
observed at 2.0 − 2.1 Å. Due to the obstruction of the close-lying -OH group, the
peak reaches a maximum value of 2.1, barely greater than the average density of
solvent hydrogen atom far away from the inﬂuence of the solute. No peak is observed
for the radial distribution function of the other carboxylic oxygen (one bonded to H)
as the bonded hydrogen obstructs the approach of solvent hydrogen. On average,
hydrogen bond length appears to be 0.2 to 0.3 Å longer than the expected length.
We have used a value of σ(O · · ·H) = 4.3772 bohr = 2.316 Å in the current
simulation, quite a fraction longer than the expected hydrogen bond length of about
1.8−1.9 Å. Clearly, this parameter is not well-ﬁtted for use involving molecule pairs
where hydrogen bonding is possible: the hydrogen atoms of water are repelled by
the potential function preventing properly oriented hydrogen bonds to be made. We
will examine the eﬀect of shortening the reach of this particular potential on the





























(b) to water hydrogen
(c) Glycine
Figure 3.18: Radial distribution functions for water to carboxylic group of CH3COOH; r in
Angstroms. `O' and `HO' of ethanoic acid refer to the formally double bonded
oxygen atom and oxygen atom bonded to hydrogen respectively. In 3.18c, the
hydration shell around carboxylate group of glycine as done by Chang et al.
is given for comparison purposes.
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solvation struction around similar groups in later simulations.
3.8 Ethanamide
The ethanamide molecule is optimised using aug-cc-pVTZ basis set at B3LYP theory
level. Multipole moments up to the quadrupole limit will be used for this simulation.
Atom x / bohr y / bohr z / bohr
C1 2.590 −0.566 0.
H1 3.001 −1.709 1.667
H2 3.001 −1.711 −1.666
H3 3.801 1.089 −0.001
C2 −0.146 0.285 0.
N1 −1.886 −1.621 0.
H4 −3.730 −1.166 0.
H5 −1.390 −3.450 0.
O1 −0.769 2.498 0.
Table 3.23: Optimised geometry for the ethanamide molecule at B3LYP/aug-cc-pVTZ.
Parameters for non-electrostatic interaction follow the ones given in Table 3.21
for ethanoic acid, with the addition of the nitrogen atom. We will again use the
default AMBER parameters (Table 3.24).
This time, we are speciﬁcally aiming to gain better understanding in using Ben-
nett's acceptance ratio (BAR) to obtain free energy changes. Two separate runs
of ethanamide, systems i to x as usual, are carried out using diﬀerent initial pre-
equilibrated solvent conﬁgurations. They are then parsed through two slightly dif-
ferent Bennett algorithms. The ﬁrst algorithm, used for all the solute particles so
far, considers only simulation data every 1,000 timesteps, and hence each data point
is only weakly correlated to the next. The second algorithm simply take the calcu-
lated solute energy from every timestep and use the strongly-correlated, sometimes
duplicate data points (from rejected trial moves) to estimate the free energy. The
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Atom pair ε / mEh σ / bohr C8 / Eh bohr8
N-Ow 0.2853 5.6399 
N-Hw 0.0908 4.6298 
Table 3.24: Lennard-Jones parameters for the nitrogen atom.
ﬁrst three sets in Table 3.25 use the ﬁrst algorithm while the last three use the
second.
In sets III and VI, ∆hydG is summed from the stepwise ∆G calculated between
adjacent systems alternating between the two runs.
set BAR algorithm run# 〈Usol-solv〉 / mEh ∆hydG / mEh
I standard 1 −45.195 −13.830
II standard 2 −45.835 −14.441
III standard 1 and 2  −14.436
IV all 1  −13.829
V all 2  −14.444
VI all 1 and 2  −14.436
Expta    −15.426
PCM    −11.016
Changb    −13.61
Hessc    −15.58
Swoped    −12.53
Pondere    −14.82
a Reference [146].
b OPLS-AA/TIP4P; Reference [34].
c AMBER99/TIP4P-Ew; Reference [56].
d OPLS-AA/TIP4P-Ew with up to quadrupole polarization; Reference [134].
e AMOEBA; Reference [107].
Table 3.25: Simulation results for ethanamide, parsed via diﬀerent algorithms. Under BAR
algorithm column, `standard' means taking the average of data points every
1,000 timesteps, while `all' includes the data points of every single timestep.
From Table 3.25 it is clear that making use of all data points as opposed to every
1,000 timesteps result in no appreciable diﬀerence in the estimates for free energy.
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Every time a trial move is rejected, `weight' is given towards that conﬁguration, and
the overall eﬀect is a statistical bias towards energetically favourable conﬁgurations,
which is retained regardless of the method in which data points are selected. This
result indicates that picking uncorrelated conﬁgurations is not exactly necessary in
the averaging process. Of course, using only solute energy every 1,000 timesteps is
probably the better option, as it is less consumptive of computational time. If for
any reason one would still like to use every single data point in the average, the
free energy estimate would not be impacted. This estimate can only be improved
in accuracy by increasing the number of timesteps of the simulation.
Another conclusion we draw from Table 3.25 and 3.3 is that using a permutation
of simulation data to calculate free energy is not very helpful, as the result is often
very similar to one of the independent sets and do not aid us in obtaining a better
average. In other words, when the estimate from every possible permutation is
averaged, the result would not be very diﬀerent from what is obtained from averaging
two independent runs. The diﬀerence is in the estimate of the variance of that result,
which could be helpful when solute and solvent models are being ﬁne-tuned. For the
moment, we are focused on obtaining results that agree with observed quantities.
Our estimate for free energy agrees very well with the experimental value and
other MC/MD simulations of the same molecule to within 2 mEh as reported in
Table 3.25. We also obtain an absolute error of ∼ −1.3 mEh averaged between
two runs (sets I and II) when compared with the experimental solvation Gibbs
free energy of −15.426 mEh for ethanamide [146]. Following the trend observed
in ethanoic acid, a molecule of similar molecular weight and structure, increments
in λLJ increases the estimate free energy by 2 − 3 mEh before dipping down at
system v, although the free energy change from system iv → v is not as drastically
negative. In general, this trend adheres to our expectation, as the shape of modiﬁed
LJ potential function for both molecules should naturally be very similar.






















Figure 3.19: Estimated ∆G at various λ of solvated ethanamide.
electrostatic interactions between atomic multipoles assigned on the amide group
and water solvent form energetically favourable structures. As in the case of ethanoic
acid and benzene (which exhibits strong overall electric quadrupole moment), the
magnitude of stepwise ∆G increases at an increasing rate as electrostatic potential
functions are proportionally and gradually switched on. At low λEL the electrostatic
contribution of interaction energy is small and is often overridden by the eﬀect of
temperature in accepting new conﬁgurations along simulation timesteps. As λEL is
increased, electrostatic attraction between the highly polar amide group and water
eventually dominate, as implied by the highly negative ∆G value among the ﬁnal
few intermediate systems.
The radial distribution function of water around the amide group is more deﬁned
around amide oxygen compared to that around amide nitrogen. Owing to smaller
ε and obstruction by carbon and bonded nitrogen, the solvation structure around
the amide hydrogen is not very ordered. The average hydrogen bond length for
NH· · ·Ow is about 2.2 Å, with nitrogen - water oxygen separation peaked sharply




























(b) to water hydrogen
Figure 3.20: Radial distribution functions for water to amide group of CH3CONH2; r in
Angstroms. `NH(1)' and `NH(2)' refer to the hydrogen atoms bonded to ni-
trogen of amide group.
at 3.1 Å. This is probably contributed mainly by the alignment of OH bond vector
in water towards the δ− nitrogen. On the other hand, the function shows a distinct
peak at 2.0 Å for amide oxygen - water hydrogen separation. Relative isolation of
this atom in the structure of the ethanamide molecule may be the key towards a
strongly deﬁned solvation structure such as this.
As the Lennard-Jones potential for protic hydrogen remains unchanged since
its introduction in the simulation of ethanoic acid, the slightly longer hydrogen
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bond length is to be expected. Under the current potential parameters we still
obtain a good estimate for the solvation free energy, so caution needs to be taken
such that more accurate solvation structure can be obtained without aﬀecting other
parameters derived from the simulation. We will investigate this in Chapter 4.
3.9 Conclusion
From the simulation of the above eight molecules, we note that generally, bet-
ter agreement with experimental solvation Gibbs free energy is attained where the
atomic Lennard-Jones parameters are not forcibly ﬁtted by scanning the potential
surface of the solute-water system. As mentioned before, the exact energy of inter-
molecular interaction must be derived from descriptions of molecular orbitals which
can never be accurately ﬁtted into separate spherical potential functions centred
on atomic nuclei alone. However, using the pair-potentials used in AMBER we are
able to reproduce the experimental values of solvation free energy consistently with
decent accuracy. However, applying these parameters to all atoms on the solute
particle create problems, especially with the hydrogen atoms.
Generally, there appears to be two types of molecular fragment that need to be
dealt diﬀerently from other atoms. The ﬁrst are the non-polar carbon groups, which
include the methylene and methyl groups. Assigning the standard Lennard-Jones
potential to the hydrogen atom tend to make the solvation free energy very negative
(see Table 3.17). Taking these potentials oﬀ the simulation without further modi-
ﬁcations would actually worsen the situation, as there is nothing preventing water
hydrogen from occupying the spot where methyl/methylene hydrogen is located, and
at such short separation distances the calculated electrostatic energy would simply
approach negative inﬁnity. We remedy this problem by enlarging the eﬀective colli-
sion diameter between such groups and water by 1.5 bohr, roughly 75% of the length
of a CH bond. While this treatment works for the longer-chain butane molecule,
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unfortunately it ﬁts poorly with the experimental data for methane. Clearly, the
methane molecule cannot be described by a single central 6-12 potential, and coarse-
grain approximation would be largely invalid for a particle of its sizeinstead, a
more thorough set of functions which include those centred on the hydrogen atoms
would be appropriate. When applied on other molecules such as ethanoic acid and
ethanamide, there appears to be no adverse eﬀect to treating methyl/methylene
groups under a single Lennard-Jones potential sphere.
The second type are the polar groups containing protic hydrogen or capable of
hydrogen bonding with water hydrogen. The distributed multipoles assigned on
their atoms are relatively large and forces the Monte Carlo algorithm to accept
conﬁgurations where atoms of opposite partial charges are close together. In TIP4P
water, hydrogen atoms are not assigned with a central potential and can easily
travel into the van der Waals sphere of an electronegative atom, throwing oﬀ the
calculated interaction energy. Similarly, unless the solute particle δ+ hydrogen atom
is assigned with a Lennard-Jones potential, it will not repel the oxygen of a nearby
water molecule to overlap with its van der Waals sphere. We set up additional
C1 potentials for these groups to prevent our simulation from encountering this
problem. It was also shown that adding a C8 term to the full potential function
results in a hydration shells that ﬁt better with the RDFs obtained in similar works
by other groups.
As it is with every computational problem, the eﬃciency at which systems are
simulated is important. Computational time of MC simulation depends, of course,
on the speciﬁcations of the machine in which the simulation is carried out; using
the resources of our university's High-Performance Computing at the Centre for
Computational Science and Engineering (NUS CSE), a typical simulation containing
50 million timesteps takes between 12 to 18 hours. Simulation of systems where
electrostatic potentials are switched on takes longer, but never exceed 24 hours
using 500 MB of memory. By using a machine with 8 GB of RAM and decent CPU,
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simulation of ten separate systems can easily be done within a day. Of course,
these are only ballpark ﬁgures: with better-optimised machines a larger number of







Obtaining ﬁgures for the solvation Gibbs free energy of zwitterions are mainly done
via computational methods, as such ions generally only exist when dissolved in
a strongly polar solvent such as water. A dissolved zwitterion, C+-A−, must be
compared to itself in its standard state in order for thermodynamic properties of
solvation to be deﬁnedbut in its standard state, usually as a crystal, C-A would
not be a zwitterion. Considering the thermodynamic cycle as shown in Figure 2.9,
the estimated free energy obtained via Bennett's acceptance ratio would always be
the diﬀerence in free energy of the substance in vacuum and dissolved in water.
This means that the free energy of a chemical reaction carried out under aqueous
conditions can easily be derived from the analogous quantity in vacuum (see Fig-
ure 2.3) following a series of simulations to determine ∆hydG of all the reactants
and products involved. Hence, despite the fact that C+-A− never naturally occurs
in any other state but in polar solvents, the quantity ∆hydG for zwitterions remains
a crucial term that could aid our understanding of chemical reactions in solutions.
In our study, we are mostly concerned with zwitterions instead of ions that
carry overall charge. This is because in the case of the latter, the simulated solution
must somehow be kept neutral, and the current version of MC does not support the
addition of a balancing ion (perhaps a proton or Na+, or Cl−) to keep the salt
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solution neutral. Balancing ion may not be actually necessary as long as solute-
solute interaction term is not included in the total solution energy, but at this
moment we refrain from making hasty conjectures. Applying the periodic boundary
condition to a charged solution is a very peculiar practice indeed; such a solution
may minimise in energy in ways that do not mimic reality very well.
Due to the factors above, there are no truly `experimental' benchmarks that we
can follow in order to improve the parameters of our simulations. Comparisons can
be made between similar studies, of course, but relative accuracy between results
obtained via diﬀerent methods by diﬀerent people is rather tricky to determine.
Other clues, such as from solvation structures and solute-solvent interaction energies,
shall be our primary tools in judging the validity of our ﬁndings.
4.2 Alanine
We ﬁrst optimise the geometry of the alanine zwitterion by using the 6-311G** basis
set at Hartree-Fock (HF) theory level. Optimisation is done in a self-consistent
reaction ﬁeld using the Polarisable Continuum Model (PCM) with water as solvent.
The dielectric constant εr for water is 78.3553.
Following that a second optimisation is carried out using the same 6-311G**
basis set but at B3LYP theory level. Finally, single point calculation is done using
the aug-cc-pVTZ basis set, which calculation data is afterwards used to determine
the distributed multipoles up to the quadrupole limit.
The atomic monopoles of the protonated amino group and the carboxylate group
each sum up to a value of less than an electronic charge as shown in Table 4.1,
which is an expected result for molecular fragments that formally lack or in excess
of an electron. At this point, it is important to note that when atomic charges as
calculated using GDMA for an optimised water molecule, the results would be very
diﬀerent from the TIP4P water model we use in our simulation, or even the TIP3P
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Figure 4.1: Optimised geometry of alanine zwitterion. Bond lengths and angles are shown
in Å and degrees.
water model. Atomic monopoles of water calculated by GDMA is only about 35%
that of TIP4P water (taking site M as the oxygen atom) and about 45% that of
TIP3P water. The reason for this is that TIP water models all lack the capacity to
emulate a proper hydrogen-bonding interaction, as the molecule is deﬁned simply
by 3 sites of electric charges (atomic monopoles) and a single isotropic van der
Waals potential function. In TIP water, to compensate for the lack of the term that
represents hydrogen-bonding energy, the electric charges are intensiﬁed, bringing the
hydrogen and oxygen atoms of neighbouring molecules closer into hydrogen bond
distance.
Atom q/e Atom q/e
N −0.1009 C +0.2015
H1 +0.2109 O1 −0.4731
H2 +0.2721 O2 −0.5246
H3 +0.2059
Total +0.5880 Total −0.7962
Table 4.1: Electric charges on alanine charge centres.
As it stands, we could not simply apply the same procedure to our highly
polarised solute molecule to emulate correct solute-solvent hydrogen bonding be-
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haviour. For one, if we intensify the values for electric monopoles on one part of the
molecule, we will have to compensate by subtracting the excess charge elsewhere
in the molecule, as the total solute must remain electrically neutral. Even if this
is done by proportionally increasing the values of all atomic charges such as in the
case of the TIP water models, there are still the distributed multipoles to take care
of, and applying a similar treatment may result in additional sources of errors which
can be very diﬃcult to pinpoint.
We make no premature conclusions about this potential problem. We set up 2
models for the simulation of the alanine zwitterion, one (model A) following the old
model used for asparagine and one (model B) using shortened collision diameter for
atom-atom interactions involving potential hydrogen bond pair. Each solute model
is run twice, each run containing the usual two end-point and eight intermediate
systems with ∆λLJ = ∆λEL = 0.25.
Atom pair ε / mEh σ / bohr C8 / Eh bohr8
C-Ow 0.2757 6.0608 
C(H)*-Ow 0.2757 7.5608 
O-Ow 0.3187 5.3874 −570
O-Hw 0.100 4.3772(A), 3.9772(B) 
H-Ow 0.100 4.3772(A), 3.9772(B) 
N-Ow 0.2853 5.6399 
N-Hw 0.0908 4.6298(A), 4.2298(B) 
* Any sp3 carbon atom bonded to at least one hydrogen.
Table 4.2: Non-electrostatic parameters for solvated alanine.
A reduction of 0.4 bohr for hydrogen atom interactions of model B is done to
allow atom pairs potentially capable of hydrogen bonding to come within a closer
approach to each other, and to properly orientate the hydrogen bond vector, as
previously discussed in the ethanoic acid section of Chapter 3. After over 50 million
timesteps, simulation results are given in Table 4.3.
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run# 〈U〉 / mEh L / bohr ∆GLJ/ mEh ∆GEL/ mEh ∆totG/ mEh
1 −112.093 43.663 −9.345 −37.554 −46.899
2 −116.478 43.736 −10.212 −39.631 −49.849
3 −138.720 43.517 −8.371 −52.237 −60.608
4 −140.427 43.438 −8.439 −54.821 −63.260
PCM −39.135    
Changa     −92.0
a Simulation work by Chang et al., reference [34].




















Figure 4.2: Estimated ∆G at various λ of solvated zwitterionic alanine.
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Once again, without considering interaction energy from hydrogen bonding, the
PCM solute-solvent interaction energy is not accurate. Hydration free energy av-
erages at −48.4 mEh for alanine model A and −61.9 mEh for alanine model B.
As expected from the large contribution of lowering of free energy from ion-dipole
interaction with water, this ﬁgure is much larger than the solvation free energy of
any of the neutral molecules we have tested so far.
Our results diﬀer quite signiﬁcantly with that of Chang et al. for solvation free
energy in water. The electrostatics models that we use, however, is very diﬀerent
from the one they use. In their work, simulation of alkanes yield no free energy
change from turning on the electrostatic potential, which means that they used a
sort of central dipole for the calculation of electrostatic energy or assigned zero
charges on alkane carbons and hydrogens. In any case, diﬀerences in free energy
results do not matter so much at this time. We will observe later that despite
disagreements in our values for solvation free energy, the relative diﬀerence in free
energy between the zwitterionic amino acids and their equivalents are more or less
kept equal.
An interesting feature in our results is that although the total hydration free
energy is more negative for the morphing of the electrostatic part of solute-solvent
interaction of model B (and the total), the non-electrostatic Lennard-Jones part
is actually less negative by an average of 1.4 mEh. This indicates that decreasing
the collision diameter of potentially hydrogen-bonded hydrogens made the result-
ing van der Waals-only potential surface less favourable, which is quite contrary to
the case with methane in our previous experiment. There are two explanations for
this: ﬁrst, decreasing the collision diameter reduces the volume of regions in which
water oxygen is assigned negative interaction energy with the solute hydrogen, and
second, it also reduces the volume of regions where the attractive parts of LJ inter-
action potential of hydrogen overlaps with other heavy atoms in the ion structure.
While there may not be a real physical meaning to this phenomenon since disper-
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sion/exchange interaction is never part of the predominant electrostatic energy, this










































(c) oxygen to water hydrogen
Figure 4.3: Radial distribution functions for water to zwitterionic alanine; r in Angstroms.
`H3C' is the side chain carbon atom. `(N)H1', `(N)H2' and `(N)H3' refer to the
hydrogen atoms in the positively charged amine group; `(C)O1' and `(C)O2'
refer to the oxygen atoms in the negatively charged carboxylate group.
Shown in Figure 4.3 are the solvation structures about various atoms in alanine
taken from the simulation of alanine using model B. Side chain carbon shows a
markedly longer average distance to water oxygen, with a peak at around 3.5-3.6 Å.
This group is surprisingly well-hydrated for a non-polar group. The sum of assigned
charges among carbon atoms and attached hydrogen atoms is +0.21 e, signiﬁcant
enough for measurable electrostatic interaction with water molecules, which might
explain this ﬁnding. The peak for amine nitrogen to water oxygen is signiﬁcantly
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shorter, found at about 2.9 Å.
Between amine hydrogen and water oxygen, the average hydrogen bond distance
as shown in Figure 4.3b is 2.0 Å for H1 and H3. This is in better agreement with the
1.9 Å benchmark for most NH· · ·Ow type of hydrogen bond following the reduction
of collision diameter of hydrogen atoms. It is also found that H2 has a very diﬀerent
solvation structure owing to the internal hydrogen bond with the nearby carboxylate
oxygen. The peak at 1.9 Å has disappeared, replaced by two weak accumulations
at 2.9 Å and 3.3 Å, neither of which are likely to indicate hydrogen bonding. Of
course, this is similar to the behaviour of internally hydrogen-bonded hydrogen
in a real solution. Unfortunately, as our solute particle is frozen in its geometry,
we are unable to determine the solvation structure around the amine group when
it is not internally hydrogen-bonded, or to compute the weight of conﬁgurations
with an internally hydrogen-bonded amine group with respect to the total explored
conﬁgurations during the simulation.
The structure of water molecules around the carboxylate group is very well-
deﬁned, with a sharp peak at 1.85 Å that is almost identical between the two car-
boxylate oxygens. Comparing this to the solvation structure of glycine carboxylate,
we get a good agreement both in terms of intensity of the peak and the average
hydrogen bond distance. A second peak can be observed at 3.15 Å separation, in
which lie the non-hydrogen-bonded second hydrogen atom of this hydration shell.
In addition, there is a slight warping in the g(r) function of O2 that results in a
small peak at 4.0 Å; this is likely to be caused by the inﬂuence of the nearby amine
group and the internal hydrogen bond between amine H2 and carboxylate O2.
In conclusion, the parameters of model B yields solvation free energies of about
13.5 mEh more negative and more accurate solvation structures, giving better agree-
ment of hydrogen bond lengths compared to that of model A. For this reason, we
will adopt this model in our subsequent simulations.
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4.3 Asparagine
The geometry optimisation of the asparagine zwitterion is done in a similar manner
to that of alanine. Using SCRF=PCM conditions, the zwitterion is optimised at
B3LYP theory level ﬁrst using the 6-311G** basis set, then the aug-cc-pVTZ basis
set. The ﬁnal geometry is shown on Figure 4.4. Subsequently, distributed multipoles
are assigned to the atoms and the atomic monopoles of the functional groups are
shown in Table 4.4.
Figure 4.4: Optimised geometry of asparagine zwitterion. Bond lengths and angles are
shown in Å and degrees.
Atom q/e Atom q/e Atom q/e
N −0.0974 C +0.2013 C +0.1707
H1 +0.2596 O1 −0.4854 N −0.1925
H2 +0.2641 O2 −0.5310 H1 +0.2004
H3 +0.2187 H2 +0.1924
O −0.4773
Total +0.6450 Total −0.8151 Total −0.1063
Table 4.4: Electric charges on asparagine charge centres. From left to right, the protonated
amino group, the deprotonated carboxylate group, and the side chain amide
group.
Now, for the non-electrostatic parameters, we set up three diﬀerent potential
models, A, B and C. Models A and B are identical to that used for the simulation
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of the alanine zwitterion (see Table 4.2). Model C uses the parameters for model B,
except an additional repulsive potential is assigned on nitrogen and oxygen atoms
in the following form:
UC1 = z(C1r
−1 − d1) (4.1)
where
z(C1r
−1 − d1) =
 C1r
−1 − d1 if C1r−1 − d1 ≥ 0;
0 if C1r−1 − d1 < 0.
.
This inverse-distance potential has been discussed earlier in Chapter 1 on page 50
and was initially meant to be used as an additional ﬁtting parameter that to sum-
marise the residual interaction energy (total minus electrostatic) into a convenient
equation. Following tests on simpler molecules seen in the previous chapter, we have
since found that forcing an isotropic Lennard-Jones ﬁt to residual interaction energy
rarely yield accurate simulation results, and estimates of free energy are often better
when using empirical parameters to plot the van der Waals potential surface of the
solute molecule. As a consequence, we had temporarily steered away from the usage
of C1-type potentials.
However, we note that atomic monopoles (for TIP4P water, more accurately,
site monopoles) have been intensiﬁed in the water model used as our solvent in the
interest of reproducing accurate physical properties of the solvent bulk. When the
solute particle is allowed to form hydrogen bonds with water, the intensiﬁed charge-
charge interaction would have resulted in a negative deviation in the solute-solvent
interaction energy, and consequently, the hydration free energy. It may then help
to set up a `leverage' potential that could negate the excess attraction due to the
intensiﬁed charges. Solute-solvent charge-charge interaction varies with the inverse
of distance, so the potential UC1 as given in equation (4.1) would ﬁt the role nicely.
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Of course, as previously discussed in Chapter 1, any potential that varies with
rn where n ≤ 2 does not converge at the limit of r →∞. Hence, an energy constant
d1 is subtracted from the C1r term. Negative value is converted to zero by the unsgn
function.
Finally, we recall that the UC1 potential has its soft-core form, which is given in
equation (2.63). This function is useful for systems with 0 < λLJ < 1.
The following atom pairs of model C are assigned with repulsive C1 potential:
Atom pair C1 / mEh bohr d1 / mEh
N-Ow 4.0 0.50
O-Ow 4.0 0.50
Table 4.5: C1 potential parameters for model C asparagine.
The results of the simulation is tabulated in Table 4.6 and changes in Gibbs free
energy per λ-step is plotted in Figure 4.5.
run# Model 〈U〉 / mEh ∆GLJ/ mEh ∆GEL/ mEh ∆totG/ mEh
1 A −148.682 −18.376 −53.164 −71.540
2 B −175.831 −18.143 −66.602 −84.745
3 C −170.397 −11.050 −66.959 −78.009
PCM −39.253   
Changa    −95.8
a Simulation work by Chang et al., reference [34]
Table 4.6: Simulation results for zwitterionic asparagine.
A weakness in using PCM to examine the properties of zwitterions in aqueous
solution can be observed in the solute-solvent interaction energy. Calculation by this
method yields −39.253 mEh for asparagine and −39.135 mEh for alanine; barely 0.1
mEh of diﬀerence between the solute-solvent energies of the two amino acids. This
cannot be accurate, as a single hydrogen bond on the amide group of asparagine





















Figure 4.5: Estimated ∆G at various λ of solvated zwitterionic asparagine.
alone could easily account for about 2 − 10 mEh of binding energy, depending on
the length of the hydrogen bond.
Once again, our result for hydration free energy is not as negative as Chang's
ﬁndings, but we observe that there is a strong correlation between the solvation
free energies of the amino acid zwitterions as compared to their side chain ana-
logues using our model. Speciﬁcally, the diﬀerence between solvation free energies
of methane (using σ(C(H)−Ow) = 7.5608 bohr) and alanine model A is 56.1 mEh
while the diﬀerence between ethanamide and asparagine model A is 57.4 mEh. We
expect this amount of energy to be almost constant for other amino acids, and this
ﬁgure may provide a valuable insight to the extent of coupling between the contri-
butions of solvation free energy from the amino acid backbone and the side chain.
In addition, comparing amino acids of potential model B also give a good agree-
ment in the diﬀerences of solvation free energies between the amino acid and its side
chain analogue, with 69.6 mEh for the methane/alanine pair, and 70.6 mEh for the
ethanamide/asparagine pair.
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The ∆G versus λ curves for runs 1 (A) and 2 (B) are virtually identical up to
system vii (λLJ = 1, λEL = 0.25) before the two starts to diverge with the free energy
of run 2 taking a steeper negative slope. Of course, given how the potentials for
B is constructed such as to encourage better solvation structure around hydrogen-
bonded atoms of the solute particle, this result is not out of the ordinary. Unlike
alanine, changing the collision diameter of hydrogen atoms does not appear to aﬀect
the van der Waals-only free energy, with models A and B showing only a negligible
variation of 0.017 mEh for the sum of free energy estimates between systems i to v.
For the solvation structure around the amine and carboxylic groups of the amino
acid backbone, there appears to be high degree of similarity between the radial
distribution functions of water molecules at close range for runs 2 and 3 (models B
and C), while run 1, using model A, is quite diﬀerent from the others. Peak amine
nitrogen to water oxygen distance is about 2.9 Å for runs 2 and 3, and 3.05 Å for
run 1. There are two internal hydrogen bonds between the hydrogen atoms of amine
and the oxygen atom of the carboxylate group and the side-chain amide group (see
Figure 4.4). For this reason, water oxygen does not favour occupying the space at
around 2-3 Å away from (N)H1 and (N)H2 (Figures 4.6b and 4.6c).
The third hydrogen is not internally hydrogen bonded and forms a hydrogen
bond with water oxygen that averages at about 2.0 Å long. Curiously, using model
A, all three hydrogens show a strong peak at 2.2-2.5 Å. This is equivalent to 4.2-4.7
bohr. The potential function for hydrogen-water oxygen according to model A has
the value for collision diameter σ = 4.3772 bohr, and it is very possible that a water
molecule sits where the potential wells of all three hydrogen overlap, resulting in
this observation. For models B and C with reduced collision diameter for hydrogen
atoms, such a conﬁguration will require the water molecule to be located in close
proximity with the nitrogen of the amine group, and thus it is repelled away.
Similarly, very sharp peaks are observed for water hydrogen about the oxygen
atoms of the amino acid carboxylate group: about 2.0 Å for run 1 and about 1.85






















































































(f) (C)O2 to water hydrogen
Figure 4.6: Radial distribution functions for water to backbone of zwitterionic asparagine; r
in Angstroms. (N)H1 and (N)H2 are internally hydrogen bonded to amide oxy-
gen and carboxylate oxygen respectively. (C)O2 is internally hydrogen bonded
to (N)H2.
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Å for runs 2 and 3. The second oxygen atom (C)O2 is hydrogen bonded to the amine
hydrogen and have shorter peaks for each, but located at approximately the same
separation distance. When compared with the hydrogen bonds formed between the
amine hydrogen and water oxygen, the hydrogen bond length is generally shortened
by about 0.15-0.20 Å. This is a curious observation, as the non-electrostatic poten-
tials for both oxygen and hydrogen atoms capable of hydrogen bonding are set to
be same whether they are present in the solute or the solvent particle. A diﬀerence
lies in the electrostatic parameters, as of Table 4.4, where the sum of atomic charges
has a greater magnitude for the carboxylate group compared to the amine group.
Furthermore, there is some crowding around the amine group, while the carboxylate
group is exposed to the solvent.
So far, there is signiﬁcant evidence for the better suitability of the potential
models with shortened collision diameters for hydrogen-bonded hydrogen atoms.
We observe solute-solvent hydrogen bonds being formed at the correct lengths with
models B and C, and even its inhibition in the presence of an intramolecular hy-
drogen bond already being present. Unfortunately, the solvation structures are very
similar for the two solute models, despite the free energy diﬀering by about 7 mEh.
We have seen previously that this is often a by-product of choosing intermediate
systems that have poor overlap in conﬁgurational phase space. The number of it-
erations of the Bennett's acceptance ratio is usually large for such runs, but we
observe less than 8 iterations for any adjacent systems of models B and C before
the estimate of change in free energy is altered by a value of less than 10−6 mEh.
The solvation structure around the side-chain amide group gives similar trends
in general. The peak for amide H· · ·Ow is sharper for runs 2 and 3 and shorter
at 2.0 Å, while that of run 1 is less deﬁned and 2.2 Å long. In fact, the hydrogen
atoms here face the solvent directly and should not be inhibited in forming hydrogen
bonding. Delocalisation of bonding electron along the O=CN length result in a
geometry where the two hydrogen atoms are dissimilar, hence slight variations in











































(c) (C)O3 to water hydrogen
Figure 4.7: Radial distribution functions for water to amide group of zwitterionic as-
paragine; r in Angstroms. (C)O3 is internally hydrogen bonded to (N)H1.
structure can be seen between the two hydrogen atoms.
The amide oxygen is internally hydrogen bonded, and naturally show a shorter
peak as compared to the solvent-facing oxygen atoms of the carboxylate group
(compare Figures 4.7c and 4.6e, 4.6f). Once again, the larger collision diameter for
water hydrogen in model A prevents proper alignment of hydrogen bond and results
in the feeble peak and poorly deﬁned solvation structure.
Wrapping up, it is a bit of a concern that the solvation structures for solute mod-
els B and C are only minutely perturbed with the introduction of a new potential
function at the hydrogen bond sites, despite the observable diﬀerence in the esti-
mates for solvation free energies. It is highly possible that including the C1 term as
part of the non-electrostatic potential function aﬀects too much the potential proﬁles
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based on much shorter-ranged and sharper Lennard-Jones and C8 functions. As the
C1 term is meant to compensate for the large atomic monopoles of TIP4P water and
as such represents excess electrostatic interaction energy to be subtracted from the
total, it would perhaps be better if this function is included in the electrostatic part
of the potential functions instead. Switching on the C1 potential concurrently with
the rest of the solute multipoles would cause less disturbance to the intermediate
systems where λEL = 0, and it is deﬁnitely interesting to examine whether or not
such a treatment would result in a diﬀerent estimate for the solvation free energy.
4.4 Neuraminidase inhibitors
One of our motivations in doing this research is the study of inhibitors for the
neuraminidase protein in the inﬂuenza virus. The aiction of inﬂuenza on humanity
spans across millenia, and the constant, rapid mutation of the virus inevitably result
in outbreaks of fatal strains. Of two recent cases, illness due to the H5N1 inﬂuenza A
virus has been on the rise since 2003, and a more recent H1N1 uprising was declared
a pandemic by WHO in June 2009.
In the virus life cycle, the enzyme neuraminidase serves to cleave neuraminic
acids, of which sialic acid being the most common type, and consequently assists in
the elution of the virion progeny from the host cell. Two arginine residues and two
glutamic acid residues form the perimeter of the active site of the enzyme [139] to
which sialic acid binds. Introducing a competitive inhibitor that binds strongly to
the active site prevents the enzyme from executing its original function and severely
hinders virus reproduction.
A number of neuraminidase inhibitors have been developed to combat the
spread of inﬂuenza, most notable among them are zanamivir (commercial name Re-
lenza), oseltamivir carboxylate (commercial name Tamiﬂu), and the recently stud-
ied peramivir (BCX-1812) [62]. Zanamivir and peramivir are zwitterionic in neutral
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aqueous solution, and both contain structures very similar to that of sialic acid. Very
important features of the non-bonding interaction between the inhibitors and the ac-
tive site of neuraminidase are the negative centre capable of hydrogen-bonding with
the side chains of the arginine residues, and a hydrogen bond donor-acceptor sites
(can be positively charged) to interact with the carboxylate groups of the glutamic
acid residues.
Through simulation, the free energies of solvation of these inhibitors can be
determined and used to aid our understanding of the enzyme-inhibitor formation
reaction in aqueous environment. Having zero overall charge, these zwitterions could
easily be simulated using MC.
We retrieved the molecular geometries for the zwitterions zanamivir and
peramivir from the Protein Data Bank. Structures of the inhibitors are given as
they are while occupying the neuraminidase active site, so they are not energetically
optimised for the simulation. Also, as hydrogen atoms are invisible in X-ray crys-
tallography experiments, they are manually added using appropriate bond lengths,
angles and dihedral angles so as to adhere to common minimum-energy conﬁgura-
tions of other molecules. For instance, the following bond lengths are used:
C-H / Å 1.07
N-H / Å 1.00
O-H / Å 0.96
Atomic multipoles are obtained as of previous methods, using GDMA and mak-
ing use of up to quadrupole moments to calculate solute-solvent electrostatic energy.
Non-electrostatic potentials are mapped out according to model B of the alanine
zwitterion (see Table 4.2).
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4.4.1 Zanamivir
Zanamivir is a neuraminidase inhibitor ﬁrst discovered by von Itzstein and his
group [139] in collaboration with CSIRO and Glaxo. It binds to the neuraminidase
protein via a combination of electrostatic and hydrogen bond interaction between
the protonated guanidine and the glutamic acid residue of the protein, and between
the carboxylate and the arginine residue of the protein. The neutral and zwitterionic
structures of zanamivir is given in Figure 4.8.
(a) (b)
Figure 4.8: Neutral and zwitterionic zanamivir (geometry used for simulation) as it is in
complex with neuraminidase. PDB ID is 1NNC.
Following the assignment of interaction potentials the zwitterion and all nec-
essary intermediate systems are equilibrated through 5 million timesteps at 300 K
until the total solution energy has stabilised, and then simulation data is recorded
for the following 50 million timesteps. Owing to the larger size of the solute particle,
we ﬁnd that it takes a little above 100,000 timesteps for the solute-solvent interac-
tion energy to become negative, but this is still well below the 5 million ﬁgure for
the equilibration phase to complete.
During the simulation, water molecules never appear to be `trapped' in a zone of
negative potential surrounded by the atoms of the solute particle; which is fortuitous,
since such problems may occur when the geometry of the solute particle is frozen in
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place. We run the zwitterionic zanamivir only once, and results are summarised in
Table 4.7.
〈Usol-solv〉 / mEh −395.978
L / bohr 43.887
∆GLJ / mEh −28.089
∆GEL / mEh −159.077
Total ∆hydG / mEh −187.166
Table 4.7: Simulation results for zwitterionic zanamivir.
As expected, once again the change in free energy due to the switching on of elec-
trostatic potential forms the majority of the solvation free energy, as the solvent be-
comes increasingly polarised with increasing λEL. At a molar mass of 332.3 gmol-1,
the non-electrostatic potential functions contribution to free energy is about 50%
greater (∼ 10 mEh of diﬀerence) than that of asparagine, with a molar mass of
132.1 gmol-1. Having more numerous hydrophilic groups, the electrostatic potential
functions contribution to free energy is about 150% greater than asparagine.
Surprisingly, for a comparatively larger molecule, the average box length for the
simulation is not too far diﬀerent than in previous runs using diﬀerent solute particles
(average box length has never exceeded 44 mEh), although it is still slightly longer.
Favourable group interactions pull water molecules close together and increase the
density of the solvent molecules, and lessen the probability of accepting trial moves
that expand the simulation box.
In regard to solvation structure, those of solute oxygen to water hydrogen show
sharper peaks and tighter, more deﬁned pulse-like structure compared to those of
solute hydrogen to water oxygen. The former are also often shorter in average than
the latter by ∼0.2 Å at the most. These features are consistently observed in almost
every analysis of the structure of water molecules surrounding a hydrophilic group.
The average hydrogen bond length between carboxylate and hydroxyl oxygen






























































Figure 4.9: Radial distribution functions for water to zanamivir; r in Angstroms. Numbers
after the atom type indicate diﬀerent atom members of the group. For 4.9b, N3
is directly bonded to the carbon in the six-membered ring. For the hydroxyl
groups, O1 is closest to the six-membered ring, and O3 is the terminal hydroxyl.
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and water hydrogen is 1.85 Å. The peaks for the radial distribution function of
solvent molecules centred about the carboxylate oxygen as seen in Figure 4.9a is
very tall, about three times taller than that centred about the hydroxyl oxygen
(Figure 4.9c). This is due to the former oxygen atoms being terminal atoms; in
contrast, the hydroxyl groups are close together and the positive charge on the
hydrogen atoms repels approaching water hydrogen.
The solvation structure around the guanidine group is a lot more complicated.
Hydrogen atoms attached to N1 (nitrogen trans to the six-membered ring) faces
the solvent bulk and both show sharp deﬁned peaks at 1.95 Å, and a second one
at 3.6 Å. The second peak arises from the hydrogen bond formed between water
and the other hydrogen atom attached to the same nitrogen atom. N2 is oriented
cis to the six-membered ring and the hydrogen atoms attached to it are sterically
aﬀected by both the bulk of the ring and the proximity to the amide group. As
a result, the solvation structure is a less deﬁned beyond the ﬁrst peak at 1.95 Å,
but the potential for hydrogen bonding is still obvious for the hydrogen atoms of
this group. Finally, H5 close proximity to the ring yields a valley in the solvation
structure between 2.2 Å and 3.5 Å distance away, as shown by the orange line. All
ﬁve hydrogen atoms are capable of hydrogen bonding and interacting strongly with
the solvent molecules at short distance.
The hydrogens of the hydroxyl groups form hydrogen bonds with water oxygen
that average at 1.95 Å. As with guanidine, there is a second peak at 3.3 Å (3.05 Å for
(O)H3); shorter by 0.3-0.5 Å, and quite possibly arises from the fact that the hy-
drogens of the hydroxyl groups are far apart and each is unable to inﬂuence the
solvation structure around another hydroxyl. Together with the other hydrophilic
groups we have discussed, we observe that interaction between zanamivir and the
solvent molecules do not show any signiﬁcant deviations from the normal behaviour,
and the numerous hydrogen bond sites available on the inhibitor seem to have an
additive eﬀect on the lowering of the ion's solvation free energy.
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4.4.2 Peramivir
Peramivir, also known as BCX-1812, is an antiviral drug developed by BioCryst
Pharmaceuticals. It retains many similarities in structure with zanamivir, with a
guanidine group and carboxylate group separated by three carbons help rigid in a
ring, the presence of an amide group neighbour to guanidine, and a hydroxyl group.
Just like zanamivir, the compound has numerous hydrophilic groups and attachs
itself to the active side of neuraminidase in a similar fashion. The neutral and
zwitterionic structures of zanamivir is given in Figure 4.8.
(a) (b)
Figure 4.10: Neutral and zwitterionic peramivir (geometry used for simulation) as it is in
complex with neuraminidase. PDB ID is 1L7F.
As with zanamivir, the peramivir zwitterion and all its intermediate systems are
equilibrated for 5 million steps before simulation data is recorded for the following
50 million timesteps.
The molar mass of peramivir is very similar to zanamivir (328.4 to 332.3 gmol-1,
respectively), but the contribution to solvation free energy from non-electrostatic
interaction potentials is less negative than zanamivir by 7.1 mEh. It is very likely
that the more compact structure of peramivir plays a signiﬁcant part in raising
the free energy, as well as the hydrophobic, saturated carbon chain in one of the
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〈Usol-solv〉 / mEh −357.530
L / bohr 43.530
∆GLJ / mEh −20.974
∆GEL / mEh −133.894
Total ∆hydG / mEh −154.868
Table 4.8: Simulation results for zwitterionic peramivir.
ring branches. Having two less hydroxyl groups, the electrostatic contribution to
free energy is also less negative, which is about 20 mEh higher than zanamivir.
Disregarding considerations of the crystal structures of the inhibitor, peramivir is
















































Figure 4.11: Radial distribution functions for water to peramivir; r in Angstroms. Numbers
after the atom type indicate diﬀerent atom members of the group. For 4.11b,
N3 is directly bonded to the carbon in the ﬁve-membered ring.
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The radial distribution of water hydrogen around peramivir carboxylate is very
much similar to that of zanamivir carboxylate, with a very sharp peak at 1.85 Å and
subsequent undulations before stabilising at higher r > 5 Å. There is minor diﬀerence
in peak height and sharpness of the features, which is largely due to O1 being
assigned with q = −0.4993e while O2 has q = −0.5922e. Upon closer inspection, it
was found that the bond length of CO1 is 1.23 Å while that of CO2 is 1.33 Å. While
1.33 Å is a standard bond length for a C-O with partial double bond character, 1.23
Å is markedly short and is characteristic of a carbonyl C=O double bond instead.
As the structure of peramivir is taken directly from the X-ray crystallography of
the ES-complex, this reveals a very interesting feature about the bonding between
the carboxylate group of peramivir to the positively charged arginine residue side
chains.
Average hydrogen bond distance between guanidine hydrogen and water oxygen
is 1.95 Å, similar to that of zanamivir guanidine. At distances greater than this,
the structure is diﬀerent for every individual hydrogen atom, which is aﬀected by
the availability of space about those atoms and coupling between closely separated
electrostatic terminals. More clearly, H5, which is attached to N3 and in turn
attached directly to the ﬁve-membered ring, show very low water density between
r = 2.3 Å to 3.6 Å, which is attributed to the crowding presence of the ﬁve-membered
carbon ring and the nearby amide group. It is also the strongest peak; this is due
to dipole moment alignment with the N-H bond vector of the nearby amide group,
as can be seen in Figure 4.10b.
Distribution of water hydrogen about the oxygen atom of peramivir lone hy-
droxyl more or less follows the norm: hydrogen bond peak at 1.8 Å followed by a
depletion zone for r up to 3.2 Å, and further outwards, approximately homogenous
density. Not so for the distribution of water oxygen about the hydroxyl hydrogen,
where the presence of a bulky hydrophobic carbon chain prevents eﬀective hydro-
gen bonding. As a result its curve (Figure 4.11c) show minimal structuring, with
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regions under 2 Å away from the hydrogen atom practically devoid of solvent par-
ticles. Aside from having fewer hydroxyl groups, this feature is also responsible for




Following the discussion of intermolecular forces in Chapter 1, we concluded that out
of the four main contributors to interaction energy, namely electrostatic, induction,
dispersion, and exchange-repulsion, the induction energy was essentially the only
one that is strictly non-additive and presents a problem for molecular simulation.
While molecular models developed for water often included this interaction in an
approximate fashion by having them manifested as excess electrostatic attraction,
the induction energy of a dissolved solute cannot be similarly ﬁtted. Instead, an
option for a C4 potential was made available for the solute particle. Of the other
contributions, the long-range electrostatic energy was calculated separately using
distributed multipoles, while the dispersion and exchange-repulsion energy were
calculated using the classic 6-12 potential, modiﬁed by charged solute correction,
second order dispersion and anisotropic dispersion potentials. For dilute aqueous
solutions, many-body correction energy for dispersion need not necessarily be ﬁgured
out.
In relation to the molecular simulation program MC, we found that the combi-
nation of Metropolis algorithm and a cubic box with periodic boundary condition
and minimum image convention provided adequate base principles upon which the
simulation process was able to proceed as intended and without glitches. Simula-
tion trials of an NpT ensemble of TIP3P or TIP4P water predicted the behavior
of real water with reasonable accuracy at 300 K. While computing solvation free
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energy using the acceptance ratio method, it was found that a morphing parame-
ter of ∆λ = 0.25 was suﬃcient to generate intermediate simulation systems such
that the free energy estimate was accurate to about 1 mEh. Soft-core potentials
for the LJ part of solute-solvent interaction were mandatory for this free energy to
be calculated correctly, and each custom function must be modiﬁed into the proper
soft-core forms to prevent `holes' that could trap solvent molecules and render the
simulation results useless.
With regards to electrostatic multipoles, it was found that a limit of l = 2 was
suﬃcient to reproduce the potential surface around a solute molecule. Simulation of
small, neutral molecules tended to give free energies that were extremely sensitive to
changes in the LJ parameters used. The ﬁtted Lennard-Jones parameters obtained
by having a water molecule approach the solute particle and subtracting away the
electrostatic part of the energy did not produce solvation free energy estimates that
were closer to experimental data, as compared to using empirical parameters. For
some non-polar fragments (such as the sp3 carbon bonded with hydrogen), using
empirical LJ parameters resulted in good agreement with experimental solvation free
energy, but the accuracy varied between molecules of diﬀering molecular weights.
One striking observation was that grouping carbon and all bonded hydrogen atoms
as a single site worked better than considering each of these atoms separately. The
anisotropic C8 potential was shown to be helpful when assigning multiple atoms
under a single Lennard-Jones site.
We used the C8 potential for two reasons: to express the r−8 dependent term in
the dispersion energy, and as an ad hoc potential to modify the average interatomic
distance of certain groups so that they reﬂected values obtained in literature more
accurately. Similar works in the past have made use of the r−8 dependent term,
among other similar terms, in the construction of more accurate, reliable force ﬁelds.
Analysis of the solvation structure around important sites in the solute molecule was
valuable in determining the validity of the potentials used in modeling functional
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groups, and especially when experimental data for free energy is not available. We
found that we were able to correctly reproduce the radial distribution function of
water molecules around several charged groups.
In general, the hydration free energies of the neutral compounds ﬁt better with
the experimental data supplied by Ben-Naim [15] and Wolfenden [146] as well as
with results from similar computational simulation works by Chang [34], Hess [56],
Swope [134], and Ponder [107] as the potential terms were gradually improved.
Considering that the potentials used in our work is relatively lightweight and does
not include explicit terms for induction, charge penetration, and damping, it could
be conjectured that the aforementioned contributions need only be considered for
speciﬁc types of molecules or interactions. The induction term can be rolled into
the non-electrostatic C8 and C1-type interaction terms for polar or charged groups
with some success. Meanwhile, it appears that for the typical solvated closed-shell
molecule at room temperature, close-approach conﬁgurations are not statistically
signiﬁcant enough as to make the eﬀects of penetration and damping substantial.
It was found that the solvation free energies of zwitterionic amino acids and
neuraminidase inhibitors obtained via simulation gave more reasonable results com-
pared to their PCM counterparts. That being said, it is probably too early to draw
any strong conclusions as the lack of experimental data makes it diﬃcult for such
a comparison. In the beginning of this thesis, we mentioned that we would like
to be able to obtain solvation free energies of larger molecules by combining MC
simulation with other techniques, such as fragmentation. The consistency between
the diﬀerences in solvation free energies of amino acids and their side-chain ana-
logues indicates that certain fragmentation algorithms are wholly compatible with
our approach for molecular simulation.
Finally, we are satisﬁed with the computational eﬃciency related to the potential
models that were used in this work. While aliphatic carbons in small molecules could
not be suﬃciently described using the coarse-grained model, the ﬁnalised atom-pair
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potential parameters were shown to yield hydration free energies that were consistent
with experimental data and other simultion works. The relative simplicity of the
potential function allows for quicker simulation runs that are comparable to that of
the older force ﬁelds, and is a deﬁnite advantage of the model used in this work.
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Spherical harmonics are complex functions of θ and ϕ in the spherical coordinate
system denoted by Ylm (θ, ϕ), and are the eigenfunctions to the angular momentum
operators Lˆ2 and Lˆz as shown in the following equations:
Lˆ2Ylm = ~2l(l + 1)Ylm (A.1)
LˆzYlm = ~mYlm (A.2)
They serve as the basic building blocks of atomic orbitals, and are orthonormal, i.e.:
∫
|Ylm|2 dΩ = 1
∫
Y ∗lmYl′m′ dΩ = δll′δmm′
where Kronecker's delta δαβ =
 1 if α = β0 if α 6= β , and dΩ = sin θdθdϕ
More often it is more convenient to deﬁne a related function that rids of the 4pi
factors which will otherwise appear in the eigenfunction expressions. Hence we







210 Appendix A. Spherical harmonics
Next, we deﬁne another related function, Rlm, that incorporates the distance pa-
rameter r into the expression. When considering interactions between multiple mo-
ments, this function, also known as regular spherical harmonics, has the advantage
of having distance dependence already incorporated into its expression. Regular and
irregular spherical harmonics are deﬁned as such:
Rlm(r) = |r|lClm(θ, ϕ)
Ilm(r) = |r|−(l+1)Clm(θ, ϕ)
(A.4)
Regular spherical harmonics satisfy Laplace's equation, i.e. ∇2Rlm = 0 everywhere,
and irregular spherical harmonics everywhere except at r = 0. They are complex
functions; however, when it comes to calculations it is advantageous to use real
equivalents of these functions, and for that purpose we make use of real functions










They are collectively referred to as Rlκ, with the value of κ ranging from zero to
l and its non-zero values marked with either `c' or `s', respectively referring to cos
and sin components of the Rlm functions from which they are derived. Rlκ = Rlm
when m is zero.
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Multipole moment operators Mˆαβγδ... of an assembly of point charges at i, each



























































|r|2 (rαδβγ + rβδγα + rγδαβ)
)
(B.4)


































B.2 Geometry conversions for multipole moments
Table B.1: Conversions between spherical and Cartesian geometry up to rank 3
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Table B.1 continued














































































































In general, Mˆk0 = Mˆ
(k)
zz...z
B.3 Changing the origin of multipole moments















216 Appendix B. Multipole moments
×Rl1m1(a)Rl2m2(b)
 l1 l2 l
m1 m2 −m
 (B.5)
where the Wigner 3-j coeﬃcient
 l1 l2 l
m1 m2 −m
 is related to Clesbch-Gordan
coeﬃcients as follows: l1 l2 l
m1 m2 m
 = (−1)l1−l2−m 1√
2l + 1
〈l1m1, l2m2|lm〉 (B.6)
We see that the term δl1+l2,l crosses out any term where l1 + l2 6= l, and hence
















Finally, if we take position vector a to be the initial origin O of the multipole
















Unfortunately, there is no concise way to express the new multipole terms in its real
form, and at the closest it would require the complex forms of the unshifted MOlm
anyway. Regardless, this transformation is useful in cases such as where distributed
multipoles are used in order to describe the electric ﬁeld of a molecule, and whenever
it makes more sense to deﬁne the origin at the new site (such as at the centre of
charge of the molecule, or at a speciﬁc atom.)
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Figure B.1: Change of origin for multipole moments expansion. A new origin can be placed
at the site where a set of multipole moments are deﬁned, such as at the centre





In Table C.1 is a list of interaction functions T ab in spherical tensor form, such that











This table is taken from The Theory of Intermolecular Forces by A. J.
Stone [127], pages 233-240, and is included here solely for illustration purposes,
as the same interaction functions are used with critical importance in the program
MC by R. P. A. Bettens. No blatant copying is intended  I apologise in advance for
any oﬀence caused by the inclusion of this material.
The notations used in the table are derived from the relative orientations of










z for site b, then cαβ = e
a
α · ebβ , where α and β may replace x, y, or z. Also,
taking eab as the unit vector in the direction of r(b)− r(a), then raα = eaα · eab and
rbβ = −ebβ · eab.
It should also be noted that the multipole terms with subscripts 10, 11c, and
11s, are respectively equivalent to 1z, 1x, and 1y (refer to Table B.1).
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Figure C.1: Demonstration of local axes systems of interacting molecules for formulating
interaction functions. Not shown in the ﬁgure is the global axes system, which
is the axes system of the laboratory.





1α 00 R−2× raα
20 00 R−3× 12(3raz 2 − 1)
21c 00 R−3× √3razrax
21s 00 R−3× √3razray











1α 1β R−3× (3raαrbβ + cαβ)
20 1β R−4× 12(15raz 2rbβ + 6razczβ − 3rbβ)
21c 1β R−4× √3(raxczβ + cxβraz + 5razraxrbβ)
21s 1β R−4× √3(rayczβ + cyβraz + 5razrayrbβ)
22c 1β R−4× 12
√
3(5(rax
2 − ray2)rbβ + 2raxcxβ − 2raycyβ)
22s 1β R−4× √3(5raxrayrbβ + raxcyβ + raycxβ)
20 20 R−5× 34(35raz 2rbz
2− 5raz 2− 5rbz2 + 20razrbzczz + 2c2zz + 1)



















20 22s R−5× 12
√
3((35raz
2 − 5)rbxrby + 10razrbxczy + razrbyczx +
2czxczy)
21c 21c R−5× (35razraxrbzrbx + 5raxrbxczz + 5raxrbzczx + 5razrbxcxz +
5razr
b
zcxx + czzcxx + czxcxz)
21c 21s R−5× (35razraxrbzrby + 5raxrbyczz + 5raxrbzczy + 5razrbycxz +
5razr
b
zcxy + czzcxy + czycxz)
21c 22c R−5× 12(35razrax(rbx
2 − rby2) + 10raxrbxczx − 10raxrbyczy +
10razr
b
xcxx − 10razrbycxy + 2cxxczx − 2cxyczy)
continued...





21c 22s R−5× (35razraxrbxrby + 5raxrbxczy + 5raxrbyczx + 5razrbxcxy +
5razr
b
ycxx + czycxx + czxcxy)
21s 21s R−5× (35razrayrbzrby + 5rayrbyczz + 5rayrbzczy + 5razrbycyz +
5razr
b
zcyy + czzcyy + czycyz)
21s 22c R−5× 12(35razray(rbx
2 − rby2) + 10rayrbxczx − 10rayrbyczy +
10razr
b
xcyx − 5razrbycyy + 2czxcyx − 2czycyy)
21s 22s R−5× (35razrayrbxrby + 5rayrbxczy + 5rayrbyczx + 5razrbxcyy +
5razr
b
ycyx + czycyx + czxcyy)
22c 22c R−5× 14(35(rax2 − ray2)(rbx







22c 22s R−5× 12(35rbxrby(rax2 − ray2) + 10raxrbxcxy + 10raxrbycxx −
10rayr
b
xcyy − 10rayrbycyx + 2cxxcxy − 2cyxcyy)
22s 22s R−5× (35raxrayrbxrby + 5raxrbxcyy + 5raxrbycyx + 5rayrbxcxy +
5rayr
b
ycxx + cxxcyy + cxycyx)
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Appendix D
Program and Auxiliary Files
At the back of this thesis is a CD containing the ﬁles that were used extensively
during the course of this research, arranged in directories. In this section short
descriptions of the aforementioned ﬁles are given.
D.1 MC
Authors: Bettens, R. P. A.; Le, H. A.; and Patuwo, M. Y.
In this directory are the source codes (in Fortran77 and Fortran90), executa-
bles, sample input and summary output ﬁles for the simulation program MC version
1.4.01.M. The output data ﬁle containing solute-solvent energy during a morphing
run (to compute solvation free energy using the Bennett Acceptance Ratio) is too
large to be included in this listing, and hence is omitted out from the CD. Read the
manual MC_Manual.docx for a thorough description of ﬁles of this type.
File name Description
alanine4.in Sample input ﬁle.
continued...
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Table D.1 continued
File name Description
alanine4.out Sample output ﬁle containing summary of sim-
ulation run, generated from alanine4.in and
iC_4EL000.dat.
constants.f90 Source ﬁle. Module contains physical constants and
conversion factors.
electroEn.f90 Source ﬁle. Module calculates electrostatic energy be-
tween any two molecules using central or distributed
multipoles.
ewald.f90 Source ﬁle. Module sets up k-vectors and calculates
the real, reciprocal, self, intramolecular, and vacuum
energy terms of the Ewald's summation function for
electrostatic energy.
globals.f90 Source ﬁle. Module declares most global variables and
arrays.
input.f90 Source ﬁle, written by Stone, A.J. (2005). Package
complements io.f90 by facilitating reading of input
ﬁles.
iC_4EL000.dat Sample accompanying input ﬁle. Contain initial con-
ﬁguration data for solvent molecules.
io.f90 Source ﬁle. Module reads input and writes formatted
output ﬁles.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.






mc.f90 Top-level source ﬁle. Contains the main bulk of the
program.
MC_Manual.docx Microsoft Word 2007 document ﬁle. Contains the
manual of the program.
multi.f90 Source ﬁle. Module declares roots of integer, arrays
for multipole moments, handles their conversion be-
tween Cartesian and spherical coordinate systems, and
checks for their tracelessness.
numRec.f Fortran77 source ﬁle. Package contains numerical
recipes, such as the erf and erfc functions.
parameters.f90 Source ﬁle. Module declares several control variables,
their maximum sizes, and deﬁnes atom names.
random.f90 Source ﬁle, written by Maclaren, N.M.(1992). Mod-
ule contains function dprand() that generates ran-
dom number between 0 and 1. Seed is stored in
random.data.
timing.f90 Source ﬁle, written by Stone, A.J. (2005). Module
tracks cpu time spent during a job run.
tip4p.f90 Source ﬁle. Module deﬁnes parameters for TIP3P and
TIP4P water models and contains subroutines associ-
ated with solvent energy.
continued...
226 Appendix D. Program and Auxiliary Files
Table D.1 continued
File name Description
vector.f90 Source ﬁle. Module contains subroutines for vector
normalisation, cross product, and generation of rota-
tion matrix.
Table D.1: Files in MC directory, listed alphabetically. Unless speciﬁed otherwise, all source
ﬁles are compatible with the Fortran90 language (.f90 extension).
D.2 Bennett_1000
Authors: Bettens, R. P. A., modiﬁed by Patuwo, M. Y.
In this directory are the source codes (in Fortran90), executables, and sam-
ple output ﬁles for the program Bennett_1000, designed to calculate the estimate
change in free energy using one of the output ﬁles generated by MC during a mor-
phing run as input. As mentioned before, this ﬁle is not available in the CD as it is
too large.
File name Description
Bennett_1000 Executable. This ﬁle executes the program
Bennett_1000, which reads solute-solvent interaction






bennett_1000.f90 Top-level source ﬁle. Contains the main bulk of the
program.
constants.f90 See Table D.1.
EL_ala4.out Sample output ﬁle for morphing of electrostatic poten-
tial with λEL = 0.25 (systems vi to x).
globals.f90 (Obsolete) See Table D.1.
input.f90 See Table D.1.
io.f90 Source ﬁle. Module reads input and writes formatted
output ﬁles.
LJ_ala4.out Sample output ﬁle for morphing of non-electrostatic
potential with λLJ = 0.25 (systems i to v).
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
parameters.f90 See Table D.1.
timing.f90 See Table D.1.
Table D.2: Files in Bennett_1000 directory, listed alphabetically.
D.3 shell
Author: Patuwo, M. Y.
In this directory are the source codes (in Fortran90), executables, sample input
and output ﬁles for the program shell, designed to analyse the radial distribution
of solvent molecules using the conﬁguration dump ﬁles generated by MC as input.
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File name Description
dmpxxxx.gjf Sample input ﬁles. Contains coordinates of all solvent
molecules in the simulation box.
Shell Executable. This ﬁle executes the program Shell,
which calculates the density of speciﬁc atoms around
a requested coordinate at regular distances.
shell.f90 Source ﬁle.
shell.in Sample input control ﬁle. Options for the program are
speciﬁed here.
Table D.3: Files in Shell directory, listed alphabetically.
