Abstract. We study the asymptotic behavior of the motion of an ideal incompressible fluid in a perforated domain. The porous medium is composed of inclusions of size ε separated by distances of order ε α for some fixed α and the fluid fills the exterior. In [4], we have obtained a value α1 such that if α < α1, then the limit motion is not perturbed by the porous medium, namely we recover Euler in the whole space. Here, we establish that there exists α2 such that if α > α2, an impermeable wall appears.
Introduction
The problem studied in this paper is the behavior of the 2D Euler equations in a porous medium. Although very natural, this problem has been the matter of few mathematical papers. Following the pioneering analysis of Cioranescu and Murat for the Laplace equation [7] , most papers have focused on Stokes and Navier-Stokes flows [1, 27, 29, 31] . Recently, more attention was given to the homogenization of other fluid models such as the compressible Navier-Stokes system [9, 25] and the acoustic system [3, 10] .
Concerning the incompressible Euler system, a noticeable exception is the works [23, 28] , on a weakly nonlinear Euler flow through a regular grid (balls of radius ε, at distance ε from one another). In this context, a non-trivial limit is obtained as ε goes to zero.
In the spirit of [2] where the limit was studied for holes which are larger or smaller than the critical sizes of the holes, we have obtained in [4] a condition such that the ideal incompressible fluid does not feel the presence of the small inclusions. This paper is the complementary of [4] : we establish here a critical size above which an impermeable wall appears.
An important difference with the result about the Stokes and Laplace equations is that the critical value depends on the shape of the inclusions and corresponds to very close inclusions (at distance ε 3 for disks distributed on a segment whereas the inclusions are separated by 1/| ln ε| in [2] ). Even if physically, it appears natural that a viscous fluid is blocked easier, it was not clear mathematically because the Euler equations is related to a Laplace problem ∆ψ = ω where ω is the vorticity (which is bounded) and ψ the stream function: the velocity verifying u = ∇ ⊥ ψ. Of course, the main difference lies in the boundary condition.
1.1. The perforated domain. We denote the shape of the inclusions by K and the standard assumption is:
(H1): K ⊂ [−1, 1] 2 is a simply-connected compact set of R 2 . For simplicity, we consider the case where every inclusion has the same shape: Now we have to define how we distribute the obstacles, i.e. the set where (i, j) belongs to. Let N ε,α = 1+2ε α 2(ε+ε α ) (where [x] denotes the integer part of x) be the number of inclusions, of size ε and separated by 2ε α , that we can distribute on the unit segment [0, 1] (see Figure 1 ). Hence, we consider i = 1, . . . , N ε,α in (1.1)-(1.2). To simplify notations, we denote by n 1 = N ε,α the number of inclusions along the horizontal axis and n 2 = [(N ε,α ) µ /2] so that (i, j) ∈ {1, . . . , n 1 } × {−n 2 , . . . , n 2 }. The case µ = 0 (i.e. n 2 = 0) corresponds to the case where there are just inclusions along the unit segment, whereas the case µ = 1 is related to the case where the inclusions fill the unit square [0, 1] × [−1/2, 1/2].
We will need later to compute the area between K As can be seen from the main theorem, we should always take the largest possible value of γ allowed. We will always assume that we have made this choice. For example, if the inclusion is the unit ball, ∂K is locally parametrised around (1, 0) by ( √ 1 − s 2 , s) ∼ 0 (1 − . If ∂K is a cusp, we can only take γ ∈ (0, 1). As the standard results concerning the well-posedness of the Euler equations are dedicated to smooth boundary (∂Ω ∈ C 1,1 ), we present the main theorem in this case: (H4): ∂K is C 1,1 , which implies that the γ in (H3) satisfies γ ≥ 2. Moreover, an extension for the case γ ∈ (1, 2) will be presented in Subsection 2.2.
Finally, we consider Ω to be an open, simply connected, C 1,1 , bounded subset of R 2 which contains the unit segment (and the unit square if we consider the case µ = 1). The fluid domains considered in this paper are
. For any α > 0, these domains converge as ε → 0, in the Hausdorff sense, to the exterior of the unit segment Ω \ ([0, 1] × {0}) if µ ∈ [0, 1) or to the exterior of the unit square Ω \ ([0, 1] × [−1/2, 1/2]) if µ = 1. Indeed, we check easily that
which tends to zero when ε → 0 (if µ < 1), whereas for µ = 1:
The goal of this article (and also of [4] ) is to determine the limit of the Euler solutions when ε tends to zero, for different values of α and µ, and to compare the limit solution with the solution without inclusions, or in the exterior of the unit segment or the unit square.
As α and µ will be fixed during the passage to the limit, let us omit the indices α, µ in the notation. For instance, we will denote Ω ε = Ω ε,α,µ .
1.2.
The Euler equations and former results. The velocity u := (u 1 , u 2 )(t, x) of an ideal incompressible fluid filling a domain Ω is governed by the Euler equations
where p is the pressure. In dimension two, the natural quantity for these equations is the vorticity:
because taking formally the curl of (1.4), we note that ω verifies a transport equation:
In smooth domains (namely ∂Ω ∈ C 1,1 ), the well-posedness of the Euler equations was established long time ago: the existence and uniqueness of global strong solution for smooth initial data is a result of Wolibner [32] , whereas the existence and uniqueness of global weak solution for initial data with bounded vortices is obtained by Yudovich [17] .
To fix an initial data for all ε, the standard way is to fix an initial vorticity ω 0 ∈ L ∞ ( Ω) and to consider the unique initial velocity u ε 0 such that:
The asymptotic behavior of the Euler equations around inclusions which shrink to points was the subject of several recent works: case of one shrinking obstacle in the full plane [15] , of one shrinking obstacle in a bounded domain [24] , of an infinite number of shrinking disks [21] . In all these works, the authors have also treated the case where the initial circulations are non zero, which adds some difficulties and provides interesting asymptotics. Nevertheless, in all these cases, if the initial circulations are zero, the theorems therein can be understood by stating that the limit motion is not perturbed by the shrinking inclusions.
In [4] we looked for the distances ε α between obstacles for which we do not feel the presence of the inclusions. More precisely, the following theorem was proved:
Let us fix µ ∈ [0, 1] and α ∈ (0, α 1,c (µ)), then we define for every ε > 0:
where K verifies (H1) and (H4). Let ω 0 be a smooth function compactly supported in R 2 and any sequence ε → 0, then the solutions (u ε , ω ε ) of the Euler equations on Π ε with initial vorticity ω 0 | Π ε and initial circulations 0 around the inclusions, verify:
; (c) the limit pair (u, ω) is the unique global solution to the Euler equations in the full plane R 2 , with initial vorticity ω 0 .
In this theorem, we could replace j = 0, . . . , 2n 2 by j = −n 2 , . . . , n 2 without changing the result and the proof. We choose here to consider j = −n 2 , . . . , n 2 for clarity reason in the impermeability proof (see Section 4) . At the contrary, the difference between unbounded Π ε and bounded Ω ε domains is more important and will be discussed in the last section.
The main remark of Theorem 1.1 is that the critical value α 1,c is independent of the inclusion shape, and that α 1,c (0) = 2 (case where the inclusions are distributed only on the segment) while α 1,c (1) = 1 (case where the inclusions are distributed in the square). The purpose of this work is to prove that these values are indeed critical for some shapes.
1.3. Main result. The present work is complementary to Theorem 1.1. If α is greater than a certain value α 2 , then the inclusions are not negligible and a wall appears (when µ < 1):
Let ω 0 ∈ L ∞ ( Ω) and (u ε , ω ε ) be the global weak solution to the Euler equations (1.4)-(1.8) on Ω ε with initial vorticity ω 0 | Ω ε and initial circulations 0 around the inclusions (see (1.9)), then for any sequence ε → 0 there exists a subsequence such that:
, with initial vorticity ω 0 and initial circulation 0 around the unit segment.
As the result is independent of ρ 1 (see (H3)), we remark than a disk has the same effect as a thin ellipse. Second, we notice that it is better to choose the larger γ possible, taking ρ 1 larger if necessary (as in the case of the disk). For clarity, we have written (H3) in the case where the inclusion is locally symmetric around (1, 0), but we will discuss in the last section the following situation: when
, of course the result works for γ = min(γ 1 , γ 2 ) but we will note that it holds also true for γ = max(γ 1 , γ 2 ).
Our analysis can be also applied to the case γ ∈ (1, 2) but in this case the domain is not C 1,1 and we do not have the uniqueness of (u ε , ω ε ). Nevertheless, the existence theory was established in a recent result of Gérard-Varet and Lacave [14] for any sharp domain and it will be enough to get a compactness result. Without worrying about the uniqueness, we can even generalize for ω 0 ∈ L p ( Ω) with p > 1 (the existence of a global weak solution was proved in smooth domains [11] and in nonsmooth domains [14] ). As we need to recall some standard estimates before, the extension of our result to the case γ ∈ (1, 2) or ω 0 ∈ L p ( Ω) will be given later in Theorem 2.2.
We have excluded the case µ = 1 in the statement of Theorem 1.2 because the proof is slightly different and because we have to add some assumptions. Indeed (H2) and (H3) describe the gap between K ε,α i,j and K ε,α i+1,j , namely in the horizontal direction. But for µ = 1, we also, need to describe the gap between K A main novelty of Theorem 1.2 compared to Theorem 1.1 is that the result depends on the shape of the inclusion, and more precisely on the curvature near the closest point (parametrized by γ). Actually, for the impermeability condition, it makes sense, physically, that the ideal fluid is blocked easier in the case of a flat inclusion than in the case of disks. In particular, in the case of a flat inclusion (γ = ∞), we note that α 1,c = α 2,c = 2 − µ which means that we do not feel the presence of the inclusions below this value whereas a wall appears above it.
For γ < ∞ and µ ∈ [0, 1), the two theorems leave aside the situations where α ∈ [α 1,c , α 2,c ], for example the case where disks are distributed on the segment (i.e. µ = 0, γ = 2) for α ∈ [2, 3] . Nevertheless, changing slightly the proof in [4] (namely thanks to a better cutoff function), we will explain in the last section how to improve Theorem 1.1 in the case of obstacles distributed on the segment (i.e. µ = 0):
2) and (1.10), where K verifies (H1),(H2),(H4) and (H2'):
. Let us fix µ = 0 and α ∈ (0, α 2,c (0,γ)). Let ω 0 be a smooth function compactly supported in R 2 and any sequence ε → 0, then the solutions (u ε , ω ε ) of the Euler equations on Π ε with initial vorticity ω 0 | Π ε and initial circulations 0 around the inclusions, verify:
For this theorem, it is better to take the smallest possible value ofγ. For instance, in the case of the disk, we haveγ = γ = 2. Theorems 1.1, 1.2 and 1.3 describe exactly the different behaviors in terms of the ratio R ε :=(size of the inclusions)/(distance). The critical value is R ε = 1 when the obstacles are distributed in both directions (i.e. when µ = 1) and R ε = 1/ε 1+ 1 γ−1 when the obstacles are distributed on the segment (i.e. when µ = 0). Such a question was solved by Allaire [2] for the Stokes and Navier-Stokes flows when the inclusions are distributed in both directions. There are also many works concerning inclusions distributed on the unit segment (through grids, sieves or porous walls) we refer e.g. to [2, 8, 30] . For these equations R ε = e −1/ε 2 /ε when the obstacles are distributed in both directions and R ε = e −1/ε /ε when the obstacles are distributed on the segment. Therefore, the critical value for inviscid fluid is larger than in the case of viscous fluid and depends on the shape of the inclusions. Let us mention that in the works of Allaire, the author goes further than observing a wall: he get that the first order verifies a Darcy law. Studying the first order in our case is also interesting and should be the matter of a future work (or study the convergence in higher norm).
The reminder of this paper is composed of four parts. In the following section, we derive a uniform L 2 estimate for u ε 0 (the unique vector field verifying (1.9)). Next we recall the standard properties for a solution to the 2D Euler equations in Ω ε and we present the extension of Theorem 1.2 in the case of unbounded vortices and γ < 2. In Section 3 we obtain the weak limit and we pass to the limit in the Euler equations for test functions supported far away the porous medium. This part is quite general and do not require any property on the porous medium (in particular, it holds for any value of α). In [4] , to prove that the Euler system holds in the full plane (without any influence of the porous medium), the difficulty was to perform the compactness up to the boundary of the inclusions. At the opposite, to prove that a wall appears, the main point is to get the impermeability condition on the segment or the square. This is the purpose of Section 4, based on an L 2 argument. In this central section, the value α 2,c will appear naturally as a sufficient condition to get the impermeability. Finally, Section 5 is dedicated to further discussions. We will explain how to get the case µ = 1 in Theorem 1.2 and we will perform the proof of Theorem 1.3. We will give the technical reasons which made us state Theorem 1.2 only in bounded domains while unbounded domains are treated in Theorems 1.1 and 1.3. We also include a consequence on the Leray projection: we deduce from our analysis that the Leray projection is not uniformly continuous from L p to L p (with p ∈ [1, 2)) in porous medium where α > 1.
Initial velocity and A priori estimates
In this section, we derive a uniform L 2 bound on u ε 0 , and we recall the standard a priori estimates for the solutions of the Euler equations.
2.1. Estimate of the initial velocity. Let ω 0 ∈ L p ( Ω) be given (with p > 1). By standard results related to the Hodge-De Rham theorem, there exists a unique vector fields u ε 0 ∈ L 2 (Ω ε ) verifying (1.9). As the domain is regular (namely the boundary is C 1,1 ), the Calderón-Zygmund inequality holds true and implies that u ε 0 belongs to W 1,p (Ω ε ). Then the trace of u ε 0 belongs to W 1−1/p,p which gives a sense to the circulation condition (in a strong sense).
We introduce now the Biot-Savart law in the simply connected set Ω. Let ψ be the unique solution of:
By energy estimate, the Dirichlet boundary condition implies
and we obtain by the Poincaré inequality:
Therefore, the vector field
where C is independent of ε and α. Actually,
is the unique square integrable vector field verifying
So, we can note that this vector field is divergence free, has the same curl in Ω ε than u ε 0 , and has also zero circulations around the inclusions:
We deduce that u ε 0 is the Leray projection of
(Ω ε ) (see [12] for all details about this projection) and by orthogonality in L 2 , we have:
where C depends only on Ω.
Remark 2.1. The assumption concerning the zero circulation of u ε 0 is crucial to obtain an uniform L 2 estimate. For non-zero circulations γ i , the authors in [21] have had to develop an L p theory for p < 2: when an inclusion shrinks to a point x i,j , a reminiscent term appears of the form γ i
which belongs to L p loc only for p < 2 (see also [15] ). However, the continuity of the Leray projector in L p (p < 2) uniformly in ε is unclear (see Section 5 for further discussions).
2.2.
A priori estimates. When the domain and ω 0 are smooth, the existence and uniqueness of a strong solution of the Euler equations (1.4)-(1.7) was established in the pioneer work of Wolibner [32] . The vorticity of this solution verifies the transport equation (1.8) in a weak sense, and we deduce the following classical estimates:
• the L q norm of the vorticity is conserved:
• the circulation around the inclusions are conserved (Kelvin's theorem):
3)
• the energy is conserved:
When the domain is C 1,1 and ω 0 bounded, the Calderón-Zygmund inequality allowed to Yudovich [17] to get existence and uniqueness of a global weak solution to (1.
Here, we have again that (1.8) is verified in a weak sense, and (2.2)-(2.4) are verified by construction.
For ω 0 not bounded but belonging to L p for p ∈ (1, ∞), the existence of global weak solutions of (1.4)-(1.7) was obtained in [11] (smooth domain) and in [14] (singular domain). The existence is obtained by approximation of the domains and of ω 0 , and the solutions obtained by compactness verify (1.8) in the sense of distributions, have constant circulations (2.3), and
where we have included (2.1) in the last line.
Actually, in [14] , the domain is not regular enough to define the trace and the circulation (2.3). Therein, the circulation is defined in a weak sense, for velocities in L 2 whose vorticities belong to L p . However, we are not looking for the same generality, and let us restrict ourselves to smooth inclusions except at the point (±1, 0). More precisely, let us replace (H4) by (H4'): ∂K is C 1,1 except at (±1, 0) where the boundary is just C 1 . This assumption allows γ ∈ (1, 2). Eventhough the Calderón-Zygmund does not hold anymore in domains with corners (see [20] for discussions), the standard elliptic estimates in domains with piecewise smooth boundaries (see e.g. [5, 18] ) allow us to state that u ε belongs to W 1,q (Ω ε ) for some q ∈ (1, p). Therefore, the circulation can be read in a strong sense, and the zero weak circulations of [14] imply (2.3) in D (R + ). Moreover, the piecewise regularity of the boundary will be also useful to perform all the integrations by parts in Section 4.
In the sequel, we consider such a solution (u ε , ω ε ), and the generalized version of Therorem 1.2 reads as:
where K verifies (H1)-(H3) and (H4').
Let ω 0 ∈ L p ( Ω) (with p ∈ (1, ∞]) and (u ε , ω ε ) a global weak solution to the Euler equations (1.4)-(1.8) on Ω ε with initial vorticity ω 0 | Π ε and initial circulations 0 around the inclusions (see (1.9)), such that (2.3) and (2.5) are verified (see [14] ). For any sequence ε → 0 there exists a subsequence such that:
, with initial vorticity ω 0 and initial circulation 0 around the unit segment. Moreover, (2.5) is verified by (u, ω), and the zero circulation around the segment is conserved along the time. If p ≥ 4/3, the pair also verifies (1.8).
The two following sections are dedicated to the proof of this theorem.
Non-linear equations
The purpose of this section is to collect some classical compactness arguments in order to obtain a limit (u, ω) which is a weak solution of the non-linear equations (1.4) and (1.5) in Ω \ ([0, 1] × {0}), with initial vorticity ω 0 and initial circulation 0 around the unit segment. Let (µ, γ, α) be fixed, we consider a sequence ε → 0. In this section, we only need to assume that µ ∈ [0, 1). For shortness, we denote
3.1. Weak convergence. By the estimates (2.1) and (2.5) and by Banach-Alaoglu's theorem, we can extract a subsequence ε → 0 such that
Moreover, it is obvious that:
In all these statements, we have extended the functions by zero inside the inclusions. Passing to the limit in the sense of distribution, it is straightforward that
The weak limit are also sufficient to prove that (u, ω) verifies (2.5). The tangency condition is the central point of this work and will be proved in Section 4 (only for α > α 2,c (µ, γ)).
We finish this subsection by proving that u 0 and u have zero circulation around the segment ([0, 1]× {0}).
Before proving this lemma, let us justify that the circulation is well defined. As div u 0 = 0 and curl u 0 = ω 0 ∈ L p , the standard elliptic estimate in domain with corner (here, the exterior of the segment can be seen as a domain with two corners of angles 2π) implies that u 0 ∈ W 1,p 0 for p 0 ∈ (1, min(4/3, p)) (see e.g. [5, 18] ). Therefore, the trace of u 0 belongs to W Proof of Lemma 3.1. The easiest way to compute the limit of the circulation is to write the weak formulation. Namely, let us consider a smooth cutoff function χ such that χ(
, where ρ > 0 is chosen small enough such that χ| ∂ Ω ≡ 0. Then, thanks to the regularity explained just above, we have:
As µ < 1, there exists ε 0 such that χ(x) = 1 on ∪ i,j K ε i,j for every ε < ε 0 . Hence we have
Passing to the limit ε → 0 in the previous equation gives that the circulation of u 0 around the unit segment is equal to zero. The proof for u is exactly the same, adding a test function ϕ in time.
3.2. Passing to the limit in the non-linear equations. Of course, the weak convergences are not sufficient to pass to the limit in the non-linear term: (u ε ⊗ u ε ) : ∇ϕ for (1.4) and ω ε u ε · ∇ψ for (1.8). We need some local strong convergence. As the domain Ω ε depends on ε, we localize in space in order to use elliptic estimates, which complicates a bit the statement of the strong convergence. Indeed, we only prove strong convergence of one part of the velocity, and this part depends on the subdomain.
We turn now to the details (a similar proof can be found in [14] and in [22] ). Let us fix T > 0 and O Ω L be a smooth open subset of Ω L . Next, we write the Helmholtz-Weyl decomposition:
where P O u ε is the Leray projection, i.e. a divergence free vector field which is tangent to the boundary ∂O. Then, it is obvious that curl P O u ε = curl u ε = ω ε and ∆q ε = 0. Moreover, by the orthogonality in L 2 , we have:
, it follows by standard elliptic estimates (e.g. Calderón-Zygmund inequality) on smooth domains that P O u ε belongs uniformly to L ∞ ((0, T ); W 1,p (O)). This argument can be also applied to state that u ε is uniformly bounded in L ∞ ((0, T ); W 1,p (O)).
To derive a time estimate, let us denote
we compute thanks to (1.4):
where we have considered r > 2 such that W 1,p is embeded in L r and s < ∞ such that 1 = 
we conclude that there exists a subsequence such that
For this subsequence, we have that ∇q ε = u ε − P O u ε converges weakly in L 2 to a gradient ∇q (the set of gradient function is a closed subspace), hence at the limit we have u = v + ∇q and then v = P O u. By the unicity of the limit, we conclude that we do not need to extract a subsequence:
, for the sequence ε → 0 introduced in Subsection 3.1.
We are now in position to prove almost all points of Theorem 2.2:
With the above notations, the previous subsequence verifies:
); (c) the limit pair (u, ω) verifies (2.5); (d) the limit pair (u, ω) is a global weak solution to (1.4), (1.5) and (1.7) in Ω L , with initial velocity u 0 ; (e) u 0 is divergence free and its curl is ω 0 in Ω L ; (f) u 0 and u have zero circulation around the unit segment; (g) if p ≥ 4/3, the limit pair (u, ω) is a global weak solution to (1.8) in Ω L , with initial vorticity ω 0 .
The last point missing is the tangency of u and u 0 to the boundary, which is the purpose of the next section. 
The weak limits of Subsection 3.1 are sufficient to pass to the limit in the first and third integrals. Before considering the second integral, let us note that for any harmonic function f (i.e. ∆f = 0), we have the following relation:
because ϕ is divergence free and compactly supported in O. Such a relation can be applied with f = q ε and f = q. Therefore, the second integral of (3.1) can be decomposed as follows:
thanks to (3.2) . By the weak limits of u ε and ∇q ε , the strong limit of P O u ε and (3.2), we easily verify that
Therefore, we have proved that u verifies the weak formulation of (1.4) and (1.7):
The vorticity formulation is an obvious consequence of the velocity formulation: indeed, for any
we note that ϕ := ∇ ⊥ ψ is a divergence free test function for which the previous equation holds true. When p ≥ 4/3, thanks to (c) and elliptic regularity on a smooth subdomain O including the support of ϕ, we have that u belongs to W 1,4/3 (O) and then to L 4 (O). Hence, we can integrate by parts to get the point (g):
This ends the proof of Proposition 3.2. We also note that we have never used in this section that α > α 2,c . The analysis above is general, and the main issue is to understand the behavior close to the porous medium. In [4] , we have proved that the Euler equations are verified even in this area (as if there is no inclusion). In the next section, we will get the impermeability (as if there is a wall).
Impermeability through the line
As for the circulation (see Lemma 3.1), it is convenient to introduce the weak formulation of the tangency condition, in order to pass to the limit and to use the weak convergences of Subsection 3.1. The weak form of
This general definition was introduced by Galdi [12] and used by Gérard-Varet and Lacave [14] . In this article we consider smooth test functions:
We refer to Galdi for discussions about the density of C ∞ (Ω L ) in G(Ω L ) for the L 2 norm (see e.g. in [12] the end of Section III.2 and Theorem II.7.2). Let us develop here an example, in order to focus on the importance of choosing test function which can have a jump across the segment: if we consider p ∈ C ∞ (Ω L ) such that p ≡ 0 in a neighborhood of the endpoints and below the segment. Namely, there exists δ > 0 such that p(x) = 0 for all 0) ). Hence, using the regularity of u 0 (see the discussion about the trace in Subsection 3.1), we have
In this case, of course ∇p belongs to G(Ω L ), and we note that the tangency condition implies that the upper value of u 0 is tangent to the unit segment. It is important to note that if we only consider smooth test functions in R 2 , we would only prove that u up 0 · e 2 = u down 0 · e 2 , which is weaker than the impermeability condition.
Therefore, we will prove in the following proposition the tangency condition in this sense:
Similarly, the tangency condition on u will read
We establish the tangency property in the following proposition: 
Due to the assumption (H3) on K, we have
has n 1 − 1 connected components whose Lebesgue measure can be estimated as follows:
with C independent of ε. See the left hand side picture of Figure 2 (page 16) to understand the space between the inclusions. If we choose s = ε δ with δ = α−1 γ , using α > α 2,c (0, γ) ≥ 1, we have δ > 0 and ε δ ∈ (0, ρ 0 ] for ε small enough. In this case
In the sequel, we prove the impermeability of u (the proof for u 0 is exactly the same). Let us fix a test function p ∈ C ∞ c ((0, ∞); C ∞ (Ω L )). Unfortunately, we cannot state that the point (1, 0) belongs to C ε (s). For this reason, we introduce a cutoff function χ ∈ C ∞ (R + ), χ(r) = 0 if r ≥ 2 and χ(r) = 1 if r ≤ 1 (4.4) and for any η > 0 we decompose p as
Let us fix η > 0 and prove the tangency condition with p 1,η . Thanks to (H3), we state that for ε small enough (namely, ε < η/2) we have
As p 1,η ≡ 0 in B ((1, 0) , η), we deduce that p 1,η is smooth in Ω\C ε (s) and may have a jump across ([0, 1− η] × {0}). This remark is crucial for the following computation (and this explains the introduction of the cutoff). Using that u ε is tangent to ∂Ω ε and that p 1,η is smooth on Ω \ C ε (s), we compute for any s ∈ (0, ε δ ):
where n is equal to ±e 2 . Moreover, ∂C ε (s) \ ∂Ω ε has 2(n 1 − 1) connected components, which are horizontal segments linking K ε i,0 and K ε i+1,0 , and included in the lines ([0, 1]×{εs}) and ([0, 1]×{−εs}). Now, we integrate the above equality for s ∈ (0, ε δ ):
(4.5) Changing variable s = εs, the first right hand side term can be estimated as follows:
where we have used (2.5) and (4.3). For the second right hand side term of (4.5), we state
.
Bringing together these two estimates with (4.5), we use that δ > 0 to write
We note that −2γ
. Therefore, using the weak limit of Subsection 3.1, we pass to limit ε → 0 to conclude that
which corresponds to the tangency condition with the test function p 1,η . We conclude now with p: as the previous equality is true for every η > 0, as ∇p 2,η converges weakly to 0 in L 2 and as u belongs to
which ends the proof of Proposition 4.1 for µ = 0.
4.2.
Proof of Proposition 4.1 when µ ∈ (0, 1). The idea is to introduce the area between K ε i,j and K ε i+1,j in each lines j = −n 2 , . . . , n 2 .
To prove the impermeability of u, we fix a test function p ∈ C ∞ c ((0, ∞); C ∞ (Ω L )), and we use the cutoff in the neighborhood of (1, 0) and 0: for any η > 0 we decompose p as
where χ was defined in (4.4). Let us fix η > 0 and prove the tangency condition with p 1,η . Thanks to (H3) and as µ < 1, we state that for ε small enough we have 0) , η) for all j = −n 2 , . . . , n 2 . For any s ∈ [−ρ 0 , ρ 0 ] and k = 1, . . . , n 2 , we connect the inclusions between the lines k and −k:
Due to the assumption (H3) on K, we have for any k = 1, . . . , n 2 : 0) , η) has less than 2(n 1 − 1) connected components whose Lebesgue measure can be estimated as follows:
with C independent of ε.
As in the case µ = 0, we choose s = ε δ with δ = α−1 γ , using α > α 2,c (µ, γ) ≥ 1, we have δ > 0 and ε δ ∈ (0, ρ 0 ] for ε small enough. Hence we have
Now, we use that u ε is tangent to ∂Ω ε and that p 1,η is smooth on Ω \ C ε k (s) (indeed p 1,η may have a jump only on ([η, 1 − η] × {0}) ⊂ C ε k (s)), we compute for any s ∈ (−ε δ , ε δ ) and k = 1, . . . , n 2 :
where n is equal to ±e 2 . Moreover, (∂C ε k (s) \ ∂Ω ε ) ∩ supp p 1,η has less than 2(n 1 − 1) connected components, which are horizontal segments linking K ε i,j and K ε i+1,j for j = ±k, and included in the lines ([0, 1] × {x 1,k + εs}) and ([0, 1] × {x 1,−k − εs}). Now, we integrate the above equality for s ∈ (−ε δ , ε δ ) and sum on k = 1, . . . , n 2
Changing variable s = εs, the first right hand side term can be estimated as follows:
where we have used (2.5) and (4.6). We can remark in the previous computation that we introduce cutoff functions close to the endpoints of the segment to avoid counting areas several times. For the second right hand side term of (4.7), we state
Bringing together these two estimates with (4.7), we have
Of course, the condition µ < 1 implies that ε (1−µ)/2 → 0 as ε → 0. As n −1/2 2 ≤ Cε µ/2 , we note that
which prove the tangency with p 1,η . We conclude with p in the manner than in the case µ = 0: as the previous equality is true for every η > 0, as ∇p 2,η converges weakly to 0 in L 2 and as u belongs to
which ends the proof of Proposition 4.1 for µ ∈ (0, 1).
Final remarks and comments
5.1. The unit square (µ = 1). As pretended in the introduction, the case where the inclusions cover the square can be reached by our method. We have already noted in Remark 3.3 that Section 3 can be adapted without any additional argument. The main point would be to prove the impermeability across the four sides of the square [0, 1] × [−1/2, 1/2]. Of course, to get the tangency on the vertical sides, we need to assume that the space between K ε i,j and K ε i,j+1 has the same properties than the space between K ε i,j and K ε i+1,j , namely we have to extend (H2)-(H3) in the vertical direction adding these assumptions:
Denoting
We use the cutoff in the neighborhood of the four corners: for any η > 0 we decompose p as
As in the previous section, it is sufficient to prove the tangency condition with p 1,η which vanishes in the neighborhood of the corners. Introducing some cutoff functions around each side, it is sufficient to prove the impermeability for p 1,η vanishing in the neighborhood of three sides, for example, close to each side except the bottom side [0, 1] × {−1/2}. Extending p by zero inside the square, the problem is that the jump of p 1,η is located on the last line j = −n 2 , whereas it was important in the previous subsection that the jump occurs in the central line (j = 0) in order to use the lines k and −k. Figure 2 ). If we perform the proof of Proposition 4.1 with the area between the lines y = ε δ+1 and y = −ε δ+1 , we would obtain the limit as if γ = γ 2 = min(γ 1 , γ 2 ). At the opposite, if we perform the proof with the area between the lines y = ε δ+1 and y = 0, then we get the result as if γ = γ 1 , which is better because it gives more α for which the limit holds.
The authors expect that there is a lot of extension possible, only by estimating the area between two inclusions. For example, we can adapt directly our result to the case of different shapes (K ε i,j could be different to K ε i ,j ) assuming only that we have a (γ, ρ 0 , ρ 1 ) for which all the shapes verify (H1)-(H4).
The idea to relate the area between two boundaries with the energy estimate was also used in [13] to consider the effect of surface roughness (paramatrized by γ) on solid-solid contact in a viscous fluid (see also [6] ).
5.3.
Proof of Theorem 1.3. In this subsection, we use the same notations of [4] and we are focusing to the case µ = 0,γ ∈ (1, ∞) and α ∈ (1, α 2 (0,γ)). As there is only one line, we omit j in the notations z ε i,j and K ε i,j . The idea is to change the cutoff function ϕ ε i which is equal to 1 in a neighborhood of
The assumption (H2') implies that the minimal distance between K ε i and K ε i+1 is reached for a unique point of ∂K ε i : z ε i + (ε, 0). Hence, up to choosingρ 1 smaller, we can assume without loss of generality that
The idea is to define a cutoff function which depends on the space between K ε i and the line {(z ε i + z ε i+1 )/2} × R. In the previous notation and in the rest of this section we identify z ε i as a real number, because it belongs to the line R × {0}. Hence, we define
and we remark from (5.2) that
, 2ε] and i = 1, . . . , n 1 − 1.
Let ϕ ∈ C ∞ (R) be a positive non-increasing function such that ϕ(s) = 1 if s ≤ 1/3 and ϕ(s) = 0 if s ≥ 2/3. Then we introduce:
where we define z 0 = −ε − 2ε α and z n 1 +1 = z n 1 + 2ε + 2ε α . We can check easily that
, 2ε]) c and that ϕ ε i (x) = 1 in the neighborhood of K ε i . Next, we state that for all x ∈ supp ϕ
+ ϕ
we have
, where we have used that on the support of ϕ
where we choose δ > 1 such that α − δ = (γ − 1)(δ − 1), i.e. δ = 1 + 
where we use now (5.3):
which converges to zero if 
Therefore, [4, Sect. 3.2 and 4] readily gives Theorem 1.3. [4] . We mention here some reasons explaining why we do not consider exactly the same domain in [4] and here. First, concerning the smoothness of K. Although it is convenient to consider ∂K ∈ C 1,1 in order to use the uniqueness result of Yudovich, we mention that the smoothness is more useful in [4] than here. Indeed, therein we have used that the conformal mapping T from K c to the exterior of the unit disk has a bounded derivative up to the boundary. Such an estimate is only possible if the boundary is C 1,α (Kellogg-Warschawski theorem). Nevertheless, for a piecewise C 1,1 boundary, elliptic estimates give us the precise behavior of the blowing up of T and it would be possible to remake the estimates in [4] with this information. In the present paper, we only need enough regularity in order to justify this integration by part:
Different setting with
The general setting to perform this equality is to have a lipschitz domain with a vector field u ε ∈ W 1,p . Nevertheless, we just know that u ε belongs to L 2 (Ω ε ), is divergence free, tangent to the boundary and whose the curl belongs to L p (Ω ε ). To deduce a W 1,p regularity from these properties, we have to add some assumptions on ∂K. The standard regularity to use the Calderón-Zygmund inequality is ∂Ω ε ∈ C 1,1 (see [16] for a counter example with ∂Ω ∈ C 1 , and where Du / ∈ L 1 (Ω)). This explains why in (H4') we have assumed that ∂K is piecewise C 1,1 .
A second difference between the two articles is that [4] deals with exterior domains (R 2 \ ∪K ε i,j ) while we are treating here bounded domains ( Ω \ ∪K ε i,j ). Even if Ω can be very large compared to the unit square, the uniform L 2 argument constructed here is based on the orthogonality of the Leray projector in L 2 of K Ω [ω 0 ] (see Subsection 2.1). The later vector field is square integrable (thanks to the boundedness of the domain) whereas
at infinity, is square integrable if and only if ω 0 = 0. Therefore, our analysis can be applied in the case of exterior domains (1.10) if ω 0 = 0. Without assuming this cancellation, we can only expect L p estimates of u ε 0 (p > 2), and we would have to wonder about the uniform continuity of the Leray projector in L p in the case of a perforated domain (see the next subsection). However, in [4] we manage to use the Leray projector in the L 2 framework on the difference of two vector fields which have the same behavior at infinity (and then, the difference belongs to L 2 ). Such an idea may be applied here. At the opposite, the unboundedness of the domain was an important assumption in [4] because the main idea therein was to construct a correction based on the explicit formula of the Biot-Savart in the exterior of one simply connected compact set: R 2 \ K ε i,j . This explicit formula is related to the Riemann mapping theorem. Extending [4] in the case of bounded domains would require a new argument.
Finally, let us mention that the assumption ω 0 ∈ L ∞ c in [4] should be relaxed to ω 0 ∈ L p c for p > 2. This is the standard regularity where the estimates on the Biot-Savart operator in unbounded domains (L q estimates, behavior at infinity, ...) are the same than in the case ω 0 ∈ C ∞ c . However, this extension may be not straightforward, and the estimates in [4] were already quite technicals. In the bounded case, it is usual that we can perform compactness for ω 0 ∈ L p only with p > 1 (see e.g. Section 3.2).
5.5. Non-uniform continuity of the Leray projection. Here and in [4] , the L 2 space plays a special role, due to the orthogonality of the Leray projector in this framework. In this case, we state that the projector is uniformly continuous (1-lipschitz) no matter of the domain (even if there is more and more inclusions with tiny size). The natural question is to wonder if this projector is uniformly continuous in the L p framework for p = 2. Let us show that it is not the case for p < 2 and α > 1.
In [4] , the idea is to take advantage of the explicit formula of a correction v ε to prove that K R 2 [ω ε ]−v ε tends to zero in L 2 for α < α 1,c (µ) and to conclude because u ε − v ε is the Leray projection in Π ε (notation in Theorem 1.1) of K R 2 [ω ε ] − v ε . However, for p < 2 we can find some α > α 1,c (µ) for which K R 2 [ω ε ] − v ε tends to zero in L p . Indeed, in the case µ < 1, it is an obvious consequence of the analysis in [4] (see also Subsection 5.3): the convergences of w ε,3 and w ε,4 were already obtained for any p, see Proposition 3.2 therein, and the idea for w ε,1 and w ε,2 is to get L ∞ estimates and to conclude with (Lebesgue measure of the cutoff support) 1/2 , hence this quantity is smaller if we consider the power 1/p with p < 2. This result is independent of the shape of the inclusion. For example, in the case of a flat inclusion at (±1, 0) (i.e. γ = ∞) distributed on the segment (µ = 0), for any p ∈ [1, 2), there exists α > 2 = α 1,c (0) = α 2,c (0, ∞) for which K R 2 [ω ε ] − v ε tends to zero in L p . If there exists a p < 2 such that the Leray projector is uniformly continuous in L p (Ω ε ), it would imply that the limit of u ε is the solution without influence of the porous medium. This is in contradiction with Theorem 1.2 where a wall appears.
This argument provides a counter example in the case where the small inclusions are very close: for any α > 1 there exists µ < 1 such that α > α 1,c (µ) = α 2,c (µ, ∞) > 1. This is interesting because in the case of α = 1, the Leray projector is uniformly continuous in L p for any p (see [26] ).
5.6. Paradox with the Kelvin theorem. The Kelvin theorem states that the circulation around an inclusion is conserved for t > 0. Therefore, if we consider an inclusion which shrinks to a point with zero initial circulation, at the limit the circulation around the point is zero (see e.g. [15, 21, 24] ).
With zero initial circulation, the circulation of an inviscid flow around the unit segment (see [19] ) stays also zero. However, if we compute the curl of u, there is a measure supported on the curve g(s, t)δ L where δ L is the Dirac function on the segment [0, 1] × {0}. The density g(s, t) is the jump of the tangential part and depends on time. The total circulation around the segment g(·, t) is equal to zero but g is not zero in general. The presence of g is important in order that u = K R 2 [ω + g(t)δ L ] is tangent to the boundary, while there is no reason that K R 2 [ω] is tangent. Hence the density g at a point x ∈ [0, 1] × {0} changes in order to counterbalance the normal part of K R 2 [ω] and its total mass is zero. The connectedness of the segment allows this transfer of vorticity from one point to another of the segment.
If we think the segment as an infinite number of points, the Kelvin theorem can appear in contradiction with Theorem 1.2. Nevertheless, the Kelvin theorem states only that the velocity at the point x ε i,0 ± (ε, 0) may be non zero (in particular if u up = u down ) in order that the circulation around is zero. We have established that there is no average flux ( u up · e 2 ϕ = u down · e 2 ϕ = 0 for any ϕ ∈ C ∞ c ([0, 1] × {0})), but there are maybe some vertical velocities close to the inclusions. Actually, this remark raises another interesting question which is to understand the convergence with higher norms and to get the first order of u ε − u.
