In various fields of psychology researchers have become increasingly interested in how language and visual perception interact (see Ferreira & Tanenhaus, 2007; Hartsuiker, Huettig, & Olivers, 2011; Mishra, Srinivasan, & Huettig, 2015; Henderson & Ferreira, 2004; Myachykov, Scheepers, & Shtyrov, 2013 for reviews). In the visual attention literature, for example, there has been growing interest in the questions if, how, and when linguistic cues -and the semantic information derived from them -can guide visual selection. Specifically, one question that has been extensively investigated is if visual search is as efficient after a verbal instruction as after an instruction that uses a visual depiction of the object (Castelhano, Pollatsek, & Cave, 2008; Maxfield & Zelinsky, 2012; Schmidt & Zelinsky, 2009; Smith, Redford, Gent, & Washburn, 2005; Yang & Zelinsky, 2009; Wolfe, Horowitz, Kenner, Hyle, & Vasan, 2004; Wilschut, Theeuwes, & Olivers, 2014) . Others have focused on the question whether objects that are semantically related to a search target can capture attention (e.g. a helmet when people are looking for a motor bike, Meyer, Belke, Telling, & Humphreys, 2007; Moores, Laiti, & Chelazzi, 2003; Telling, Kumar, Meyer, & Humphreys, 2010) . Moreover, there has been considerable interest in whether people can distinguish visually similar objects purely on the basis of categorical information (Jonides & Gleitman, 1972 ; however see Duncan, 1983; White, 1977 for initial non-replications; Lupyan, 2008) . Finally, in a related field of work, investigators have been interested in the interaction between different types of working memory and vision.
For example, a number of researchers have investigated whether vision is biased towards objects that categorically match with an object kept in working memory (Calleja & Rich, 2013; Dombrowe, Olivers, & Donk, 2010) , while others have looked at the influence of the retention of verbal material on visual biases (Olivers, Meijer, & Theeuwes, 2006; Soto & Humphreys, 2007; Sun, Shen, Shaw, Cant, & Ferber, 2015) . Thus language-vision interactions have become a hot RUNNING HEAD: A SEMANTIC AND VISUAL WORD-PICTURE SET 5 topic in the visual attention literature.
Also in the field of psycholinguistics researchers have been interested in the interaction between language and vision. Unlike in visual attention literature, here the focus is on the processing of linguistic expressions. For example, with the visual world paradigm (Cooper, 1974; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995 ; for a recent review, see Huettig, Rommers, & Meyer, 2011) it has been found that participants are more likely to fixate pictures that are semantically related to words they hear, compared to unrelated pictures or words (Dunabeitia, Aviles, Afonso, Scheepers, & Carreiras, 2009; Huettig & Altmann, 2005; Yee & Sedivy, 2006; Yee, Overton, & Thompson-Schill, 2009 ). Huettig, Quinlan, McDonald, and Altmann (2006) further observed that several corpus-based measures of word semantics (latent semantic analysis, Landauer & Dumais, 1997; contextual similarity, McDonald, 2000) each substantially predicted fixation behaviour. Besides these semantic mapping effects, researchers have also found visual mapping effects. For example, participants are more likely to shift their overt attention to a picture of a cable during the acoustic unfolding of the word "snake" (an effect of shape similarity, Dahan & Tanenhaus, 2005; Huettig & Altmann, 2007; Rommers, Meyer, Praamstra, & Huettig, 2013; Rommers, Meyer, & Huettig, 2015) , with similar effects having been observed for colour (Huettig & Altmann, 2011) or conceptually related shape (i.e., a slice of pizza activating the round shape of a whole pizza, Yee, Huffstetler, & Thompson-Schill, 2011 ). In sum, these studies show that eye gaze during language-vision interactions is influenced by matches between visual input and knowledge retrieved from different levels of representation. Cauley, & Gordon, 1987) children are presented with two side-by-side displays containing pictures while listening to linguistic input. Looking preferences are then taken as an indicator of the extent to which the child has processed the input at both semantic and visual levels (Johnson, McQueen, & Huettig, 2011; Mani, Johnson, McQueen, & Huettig, 2013; Styles & Plunkett, 2009 ). So, in many fields within psychology language-vision interactions are a topic of interest.
A new stimulus set
In the past various different stimulus sets have proven to be sufficient to answer several important questions in relation to language-vision interactions. However, we believe that many other important questions have been left unexplored because of current limitations inherent to the existing stimulus sets. For example, studies have either focused on semantic relationships between words and pictures (e.g. Belke, Humphreys, Watson, Meyer, & Telling, 2008; Huettig & Altmann, 2005; Kovalenko, Chaumon, & Busch, 2012; Moores et al., 2003; Telling et al., 2010; Yee & Sedivy, 2006) , or on visual relationships (e.g. Dahan & Tanenhaus, 2005; Huettig & Altmann, 2007; Rommers et al., 2013; Rommers et al., 2015) with only few having directly compared visual and semantic relationships (e.g. Huettig and McQueen, 2007) . Important commonalities or differences between these relationships can therefore not be explored. Sets that do contain both types of relationship have been small, leading to limited reliability when for instance used in eye movement, EEG and MEG studies that in general use large numbers of trials. In the past, researchers have dealt with this by comparing conditions between rather than within participants (e.g. Huettig & McQueen, 2007) . This has some drawbacks, predominantly a lack of power and efficiency. A second solution to the small set sizes has been to allow for the RUNNING HEAD: A SEMANTIC AND VISUAL WORD-PICTURE SET 7 recurrence of specific items (e.g. Moores et al., 2003; Telling et al., 2010) . However, stimulus repetition might introduce unwanted effects of learning and familiarity.
Another limitation of the existing stimulus sets is that many use (line) drawings (e.g. Belke et al., 2008; e.g. Huettig & McQueen, 2007; Rommers et al., 2013; Telling et al., 2010) .
Drawings, however, are reduced depictions of reality as they contain less detailed information than real objects, and are less rich in terms of the number of perceptual dimensions, as they often lack colour and depth cues. The use of drawings therefore possibly reduces not only effect size, but also ecological validity, leading to underestimations of potentially important psychological mechanisms. Also, the use of realistic objects allows for the insertion of these objects in complete scenes, facilitating research into object-based attention in a wider context (e.g. Hwang, Wang, & Pomplun, 2011) . There are other, less prominent limitations for individual sets. For example in some studies semantic similarities were only assumed, and not independently normed and rated by a separate set of observers (e.g. Moores et al., 2003) .
Given these limitations, we sought to develop a more extensive and independently normed stimulus set. This new set consists of 100 combinations of one word with four different pictures (from now on called trials). Each word is combined with one picture that is semantically but not visually related (semantically related pictures), one picture that is visually but not semantically related (visually related pictures) and two pictures that are neither semantically nor visually related (unrelated pictures). Visual and semantic similarity has been rated by naïve participants. To increase ecological validity, and following other existing stimulus sets (e.g. Adlington, Laws, & Gale, 2009; Brady, Konkle, Alvarez, & Oliva, 2008; Brodeur, DionneDostie, Montreuil, & Lepage, 2010; Konkle, Brady, Alvarez, & Oliva, 2010; Kovalenko et al., 2012; Moreno-Martinez & Montoro, 2012; Viggiano, Vannucci, & Righi, 2004) , we use Finally, several visual and linguistic parameters have been estimated so that researchers can select the stimuli that are optimal for their purposes.
An overview of the trials is given in Appendix A (Dutch) and Appendix B (English).
Most words have very similar meaning in Dutch and English, except when indicated otherwise.
The stimulus set and the corresponding data file containing individual norms and ratings are available via Open Science framework (https://osf.io/6vdys/?view_only=541cd6d599a74f4a99c7411e8cd60b4a).
Method

Picture Selection and Editing
As a starting point we used a subset of the POPORO set developed by Kovalenko et al. (2012) , which contains semantic relationships between pictures. We extended this set with both semantic and visual relationships, as inspired by earlier work (Huettig & McQueen, 2007; Rommers et al., 2013) . Pictures were mostly taken from the Hemera Photo-Object database (Volumes I, II, III), which has been used for other published stimulus sets (e.g. Brady et al., 2008; Konkle et al., 2010; Kovalenko et al., 2012) , extended with a few pictures from the public domain. Each picture in the set is unique and conceptual repetition between pictures was avoided. However, RUNNING HEAD: A SEMANTIC AND VISUAL WORD-PICTURE SET 9 some words return as a picture (and vice versa). These trials are less suitable for studies where all concepts need to be unique across modalities, and therefore these trials have been marked in the data file. Several pilot naming studies were performed to see if people knew what the objects on the pictures were. Objects were complete (so not just parts) and were placed in orientations that one typically encounters from normal viewpoints (so not upside down for example) in the middle of a 400 x 400 pixels picture with a transparent background, and saved in the lossless png format (using Adobe Photoshop CS5, version 5.5; available from: http://www.adobe.com, and PngOptimizer, version 2.3; available from: http://psydk.org/PngOptimizer.php, to further optimize the file structure and remove any unnecessary metadata). All pictures are in colour.
Rating and Naming studies
In separate studies we asked both native Dutch and native English speaking participants to indicate the visual and semantic similarity between a picture and the object the word was referring to, and to name the pictures.
Participants
In total 181 participants took part, of which 60 in the semantic rating study, 61 in the visual rating study, and 60 in the naming study. Of these, 30 native Dutch speakers took part in the Dutch version of the semantic rating study (6 males, average age 22.1, range 18-68), while 31 native Dutch speakers participated in the visual rating study (8 males, mean age 20.9, range 18-28). Thirty native English speakers took part in the English version of the semantic rating study (12 males, mean age 22.4, range 17-35) and another thirty in the visual rating study (15 males, mean age 24.5, range 17-47). This is after six participants had been replaced: In the Dutch semantic rating study one participant was left out before data inspection because of a selfexpressed lack of motivation and misunderstanding of the instructions. In the Dutch and English visual rating studies respectively four participants and one participant were omitted after data inspection because of random responding (resulting in an average rating of approximately 5 for all picture groups). Another 30 Dutch native speakers participated in the Dutch version of the naming study (11 males, mean age 22.8, range 18-43) and 30 English native speakers participated in the English version (9 males, mean age 22.6, range 18-34). Two of the Dutch participants were replaced, one because of technical failure and the other because of colour blindness (as was only found out after the experiment). In the English-speaking group, participants had various nationalities (e.g., Great-Britain, USA, Canada, Australia, New Zealand). All participants reported not to be colour blind and they had no history of dyslexia or any other language disorder. All indicated to be native speakers in the language they were tested in. Participants received course credits or were paid for their participation, and none took part in more than one study.
Procedure
In each study half of the participants were tested via the internet through a dedicated testing platform (Max Planck Institute, Nijmegen), whereas the other half was tested in the lab. The procedure was exactly the same in both cases. Each task started with demographic questions (age, bilingualism, educational level, native language, handedness, number of other languages, profession, and sex). Stimuli were presented on a grey background (RGB 230, 230, 230) . During the task participants could not skip a trial or go back to the previous one. Reaction times were not measured so participants were told they could take as much time as they needed.
Rating study. On each trial participants saw one written word and one picture. In the Dutch rating studies there were 520 pictures paired with 130 words and in the English similarity studies 480 pictures paired with 120 words 1 . Each word was repeated four times with different pictures, and pictures were presented in a random order. Participants rated the similarity between the object in the picture and the object the word was referring to. For the semantic rating participants answered the question of how much the objects "had to do with each other", whereas
for the visual rating they answered how much the objects "looked alike". Note that these are thus also our definitions of the reported similarities. They made this judgment by clicking on an eleven-point scale that ranged from 0 (no similarity at all) to 10 (very similar). Participants were instructed to only focus on semantics or visual appearance and to ignore the other dimension.
They could also indicate if they did not know the object or word, but were instructed to do so only after deliberate thinking.
Naming study. Participants were instructed to name 480 pictures in the Dutch naming study, and 564 pictures in the English study (see Footnote 1). Pictures were presented sequentially in a random order in the middle of the screen. Participants were instructed to identify the displayed object as briefly and unambiguously as possible, using the first name that came to mind, by typing the name on the keyboard. However, they could indicate that they did not know the object, did not know the name or were in a tip of a tongue state (i.e. they know the object and the name but are unable to recall the name at the moment) by typing in abbreviations, 12 respectively "OO", "OW", "TOT" in the Dutch version, and "DKO", "DKN", "TOT" in the English version. However, participants were told that in such situations to take as much time as they needed to recall the name.
Measures provided in the data file
Ratings of semantic and visual similarity between word and pictures
The main objective of this article was to provide a stimulus set that contained pictures that were either semantically (but not visually) or visually (but not semantically) related to a word. In addition, as a control condition, we added pictures that were neither semantically nor visually related to the word. The strength of the semantic and visual relationship of each individual picture-word pair is given in the data file. Although the majority of the participants indicated that they knew all words and pictures, several indicated that some words or pictures were unknown to them, resulting in less than 0.6% missing data in all studies. To check if our main goal was achieved, we conducted for each rating study a repeated measures ANOVA with the rating data as a dependent variable. This showed that the picture groups (i. As Table 1 shows, and as would be expected, visual similarity was rated the highest for the visually related pictures, while semantic similarity was rated the highest for the semantically related pictures, for both Dutch and English native speakers. The relevant inferential statistics are also displayed in Table 1 " (Table 1 about here)"
Linguistic parameters
Before the proper naming study, each picture was given an intended name on the basis of pilot studies. However, this intended name did not always converge with the dominant name in the final naming study. In that case we changed the intended name to the dominant name of the proper naming study unless (1) raters collectively named the object officially not correct (e.g. used a colloquialism), (2) the intended name contained an addition that defined the object better, (3) if the intended name was more specific to the object (e.g., euro vs. coin), and (4) the dominant name contained a random detail. In addition, (5) the Dutch word was preferred over the English one in the Dutch study (as here speakers occasionally provided an English name), whereas in the English study US English was preferred over British English. If the intended name and the dominant name were synonyms, we chose the name with the highest word frequency in SUBTLEX-NL (Keuleers, Brysbaert, & New, 2010) or SUBTLEX-US (Brysbaert & New, 2009 ) for respectively the Dutch and the English study. The same rules were applied when multiple names were given equally often. Due to this procedure and some idiosyncrasies inherent to the different languages, there is not always a direct mapping between the intended name in the Dutch stimulus set and in the English stimulus set. Items were removed when the intended names of the pictures, and the words of the corresponding trials overlapped in the first syllable (i.e. phonological competitors), but on a few trials they do share the first one or two letters. These trials are indicated in the data file. The intended names and dominant names are also listed in the data file, and it is pointed out when they differ (plus the reason why they differ).
Several linguistic properties were computed, for one the naming agreement. One way to define naming agreement is as the percentage of participants that gave the dominant name (Brodeur et al., 2010; Moreno-Martinez & Montoro, 2012; Severens, Van Lommel, Ratinckx, & Hartsuiker, 2005; Snodgrass & Vanderwart, 1980) . Another way to define naming agreement is as the percentage of people that gave the intended name (Adlington et al., 2009; Bates et al., 2003) . Both measures provide different, but important information and were therefore computed for each picture. To compute the naming agreement typos and articles were first removed. In the data file we report for each picture separately the percentages of participants that indicated that they did not know the word or the object and the percentages of participants that were in a tip of the tongue state (over the whole set this was less than 3.65% and 5.18 % of the responses for respectively the Dutch and English group). Only the first word was considered in cases where, despite the instructions, participant gave two names. Clarifications were also removed, (e.g., if
participants responded "wheel of a bike" the part "of a bike" was removed). When multiple names were given equally often, this is indicated in the data file.
However, it could be argued that both the intended and the dominant naming agreement are an underestimation of the real naming agreement, as morphological variants, adjectives, elaborations, abbreviations and synonyms were considered as conceptually different. Therefore,
we also looked at naming agreement when these variants were considered as conceptually the same, hereafter called the lenient naming agreement (Bates et al., 2003; Severens et al., 2005) . A native speaker checked if the name a participant gave differed from the intended name in one of the following categories: plural, diminutive (only in Dutch), common abbreviation (e.g., TV instead of television), unnecessary adjectives or elaborations, and/or synonyms. An adjective or elaboration was considered unnecessary if it described some characteristic of the object better (i.e. yellow bag or ugly trousers), but did not change the object (as in figure skate instead of skate). The definition of a synonym was if two objects were interchangeable (i.e. a cup can be considered as a synonym of a mug and vice versa, but a Dalmatian is a dog, but a dog is not a Dalmatian). This was also done for colloquialisms (e.g. in the Dutch naming study a "stoplicht"
(which means stop light) was considered a colloquialism for "verkeerslicht" (traffic light), and "plopper" a colloquialism for "ontstopper" (plunger)).
Besides naming agreement we also looked at word frequency measures and age-ofacquisition of the intended name. Word frequency is reported in two ways. Firstly, by using frequency per million words (fpmw) from the SUBTLEX-NL (Keuleers et al., 2010) and SUBTLEX-US (Brysbaert & New, 2009) and 31.3% of the intended names were missing for word frequency and 20.4 % and 35.5% for age-of-acquisition). Table 2 presents the descriptive statistics of these measures.
" (Table 2 about here)"
Visual parameters
For each picture, we computed luminance, within-object contrast, visual complexity and object size (see Table 3 for descriptive statistics). Total luminance was defined as how luminant the picture is as a whole, and calculated by summing the RGB grey scale values for all pixels in the object (i.e. background was not taken into the sum). To arrive at a graspable number, we divided this value by a constant, namely the total number of pixels in the 400 x 400 picture area (i.e.160,000, which is the same for every picture). A low value thus means that the object is darker (0 is black, 255 is white). RGB was chosen over actual luminance (as would be measured by a photometer) since actual luminance is likely to vary considerably for different monitors and settings. Note thought that actual luminance correlates one-to-one with the RGB pixel value. In addition, we calculated the relative luminance, i.e. the average luminance per object pixel, again expressed as RGB grey scale value. This was calculated by dividing the sum of the RGB grey scale values by the number of pixels in the object. The average luminance thus corrects for object size.
Within-object contrast was computed as the standard deviation of the RGB grey scale value. Again we computed both total and average contrast. Total within-object contrast was calculated by dividing the standard deviation of the RGB grey scale value by the constant total number of pixels in the 400 x 400 picture area (i.e. 160,000), while average within-object contrast was divided by the number of pixels in the object (thus correcting for object size).
To provide an indication of visual complexity of each object, we took the file size of each grey scale version of the picture. Donderi and McFadden (2005) have shown that the size of ZIPcompressed files is a reasonable predictor for subjective visual complexity judgments. Our files used PNG compression, which is virtually identical to ZIP compression. Both are lossless compression methods that use the same core algorithm (Deutsch, 1996) . Finally, average object size was calculated in two ways. Firstly, as overall surface size that was simply defined as the total number of pixels in the object (hence corresponding to the object's total surface area).
Finally, we report the radius of the smallest fitting circle that can be drawn around the object.
This measure can be taken as an indicator of the spatial spread of the object.
" (Table 3 about here)"
Discussion
The introduced stimulus set has several advantages compared to previous sets, for one, and most importantly, it does not only contain semantic relationships between words and pictures, but also visual relationships, in larger numbers than in previous sets (e.g. Huettig & McQueen, 2007) . The inclusion of both semantic and visual relationships makes it possible to directly compare different types of similarities, and explore their independent contributions to behavioural outcomes, such as response times and eye movements, but also how such perceptual and semantic similarities shape the activity and plasticity of different brain regions (e.g. Erez & Yovel, 2014) . Neuropsychological research into deficits such as agnosia could also benefit from this stimulus set. For example, Humphreys and Riddoch (2003) reported several subpopulations within a patient group suffering from category-specific agnosia: While some people were more impaired in associative/functional knowledge, others suffered mainly from visual knowledge problems. The introduced set could be used to further explore such dichotomies. This set may also be useful for cross-lingual studies, and for studies investigating bilingualism (e.g. Jones et al., 2012; Verhoef, Roelofs, & Chwilla, 2010) , given that the set has been named and rated by both Dutch and English native speakers.
A final advantage of the introduced set is that it consists of photos of real-life objects, rather than line-drawings. This will increase the ecological generalizability. Recently, there has been a tendency to develop ecologically valid stimulus sets. However, there has been a lack of a stimulus set that contained both semantic and visual relationships between words and pictures.
With the introduced set we will fill this gap in the literature.
We point out that the visually related pictures were also rated as semantically more related to the word, compared to the unrelated pictures (see Table 1 ). Conversely, the semantically related pictures were also regarded as visually more related to the word, compared to the unrelated objects. There may be several reasons for this. Instructions emphasized that participants had to pay attention to only one dimension (either visual or semantic), but it may have been difficult to ignore the other relationship. In addition, it is inherently difficult if not impossible to completely separate semantic and visual representations. In general, sensory representations can be regarded as part of the conglomerate of representations that comprise knowledge about a certain object (see for example the grounded /embodied cognition literature, e.g. Barsalou, 2008; Barsalou, 2010; Kiefer, 2001 ). Knowing what a cat is includes knowing what it looks like. The other way around, visual relationships may sometimes be taken unconsciously as a basis for semantic categorization even though we explicitly instructed participants to ignore possible visual similarities in the semantic rating task. Moreover, both a banana and a canary could be seen as part of a "category of yellow objects" and may thus be regarded as semantically related by an observer. Having said this, the visually related pictures received much higher ratings on the visual ratings scale than the semantically related pictures, whereas on the semantic scale the semantically related pictures received also much higher ratings than the visually related pictures. Thus, semantic and visual relationships are clearly distinguishable within the set. We therefore have no doubt that the current set serves the purpose of measuring different forms of language-vision interactions. 
