In this paper, we develop new methods for approximating dominant eigenvector of column-stochastic matrices. We analyze the Google matrix, and present an averaging scheme with linear rate of convergence in terms of 1-norm distance. For extending this convergence result onto general case, we assume existence of a positive row in the matrix. Our new numerical scheme, the Reduced Power Method (RPM), can be seen as a proper averaging of the power iterates of a reduced stochastic matrix. We analyze also the usual Power Method (PM) and obtain convenient conditions for its linear rate of convergence with respect to 1-norm.
Method (PM), we derive its linear rate of convergence from a simple expression for 1-norm of stochastic matrix acting on the vectors with zero sum of coordinates.
Our results are motivated by the Page Rank problem (or Google problem [2, 4] ). In particular, we show that, for the suggested in [2] value of the damping coefficient a ¼ 0:15, the corresponding problems can be solved very easily. For this particular application, the above mentioned uniqueness result can be formulated as follows. The existence of global authority in the network ensures uniqueness of the stationary state in the corresponding Markov chain (SSMC). This state can be found by a random walk with a positive service rate provided by global authorities. We show that SSMC problem is easy also for the Power Method provided that for two agents located at any pair of states, the probability to come next step at the same state is positive.
Contents
The paper is organized as follows. In Section 2 we introduce the Google problem and derive an explicit representation for the dominant eigenvector of the damped stochastic matrix. This representation naturally leads to an approximation procedure, based on a proper averaging of the power series for initial matrix. We prove a linear rate of convergence in terms of 1-norm both for the residual of linear system and for the distance to exact solution. In Section 3, we extend the above technique onto the general column-stochastic matrices. For its applicability, it is enough to assume existence of a positive row in the matrix. Then the initial matrix can be represented as a convex combination of two stochastic matrices, such that the second matrix is of rank one. This feature is essential for constructing an efficient approximation scheme (RPM) based on the power series of a reduced stochastic matrix. The global rate of convergence of this process is again linear. In Section 4, we study the Power Method. Despite to the negative expectations derived from the Jordan-form representation, we show that this method converges linearly on SSMC problem. In Section 5, we present a better framework for its convergence analysis, and discuss some interpretation of characteristics responsible for its convergence rate.
Notation
For two vectors x; y 2 R n we denote by hx; yi their scalar product:
Notation k Á k p with p P 1, is used for p-norms:
The positive orthant in R n is denoted by R n þ . Notation e j is used for the jth coordinate vector in R n , and e 2 R n denotes the vector of all ones. By R nÂn , we denote the space of real n Â n-matrices, and I denotes the unit matrix of an appropriate size.
We write A P 0 if matrix A has all entries nonnegative.
Solving Google problem by power sequences
The Google problem (or Page Rank problem) consists in approximating an eigenvector of a very big stochastic matrix. Let E 2 R nÂn be an incidence matrix of a graph. Let us make it stochastic by an appropriate column scaling:
where DðxÞ 2 R nÂn is a diagonal matrix with vector x 2 R n on its diagonal. Thus,
1Þ
. . . ; n. It contains the transition probabilities of the corresponding node.
We need to find a vector x Ã 2 R n þ satisfying the following system of linear equations: he; x k i. Thus, x k 2 D n for all k P 0. The following result is well known.
The estimate (2.4) looks quite pessimistic. However, it is attained on permutation matrices. Indeed, let
The rate of convergence (2.4) is quite slow. Therefore, in [2] it was suggested to modify the initial system. Let us interpret x 0 2 D n as a vector of initial preferences for the starting websites. Let us fix a coefficient a 2 ð0; 1Þ. Define
T . Clearly, this matrix remains stochastic:
ð2:5Þ
On the other hand, the problem of finding its leading eigenvector becomes much simpler. We justify this claim by presenting an approximation scheme based on a power series of the initial matrix A.
Thus,
This representation of the solution suggests the following approximation strategy. Definê
where the sequence fx k g 1 k¼0 is formed by (2.3). Then
Nþ1 Þ:
On the other hand,
Thus, we come to the following result.
Lemma 2. For any N P 0 we havex N 2 D n and
Proof. As we have seen,
Note that the rate of convergence (2.9) implicitly confirms that the absolute value of the second eigenvalue of matrix A a does not exceed 1 À a.
In the original paper [2] , it is suggested to take rather big value of the damping coefficient a, namely a ¼ 0:15. For this choice, method (2.7) can ensure a very high accuracy in the residual after a small number of steps. Indeed, in view of (2.9), in order to get l 1 -distance to the exact solution x Ã a smaller than , we need only 1 a ln 2
ð2:10Þ
iterations of the method (2.3) and (2.7). It is important that this estimate does not depend on the size of the network.
General stochastic matrices
The above technique can be used for approximating a leading eigenvector of an arbitrary stochastic matrix A satisfying the following condition:
The set of positive rows of matrix A is nonempty:
ð3:1Þ Consequently, the dominant eigenvector x Ã of matrix A admits the following representation:
As a byproduct of our reasoning, we get the following result.
Lemma 3. Let stochastic matrix A satisfy condition (3.1). Then it has unique dominant eigenvector x Ã 2 D n . Recall that the standard sufficient condition for uniqueness of the dominant eigenvector of a stochastic matrix A consists in positivity of all its elements. Note that this condition works for arbitrary positive matrices. It ensures a nonzero gap between the largest eigenvalue and the absolute value of all other ones. Lemma 3 significantly improves this condition for the class of stochastic matrices.
In accordance to (3.5), in order to approximate x Ã , we need to form the vectors A k x 0 and generate the averaging pointŝ It is interesting that in (3.6) we construct the main sequence by a power scheme with a modified (reduced) matrix. We call this scheme the Reduced Power Method:
In this method, we are not free in the choice of x 0 . The main condition for its applicability is the existence of a positive row of matrix A. For Google problem, this means the existence of a webpage, which can be visited with nonzero probability from any other page of the network. Clearly, this condition is not binding. It is satisfied, for example, by the page representing the search engine of Google itself. The more pages of this type (global authorities) exist in the network, the higher is the value of a in (3.4), and consequently, the faster is the convergence of process (3.8). The only possible trouble could be the absence of references from these pages to themselves. However, this can be fixed by considering the matrix , and the convergence rate of method (3.8) as applied to matrix AðdÞ stays on the same level (look at the change in the estimate (3.7)).
It would be interesting to find an interpretation of the above results in terms of random walks in a graph. For this framework, the following statement looks quite intriguing. Theorem 1.
1.
Existence of a global authority implies uniqueness of stationary state in the corresponding Markov chain. 2. This state can be efficiently approximated by random walk (3.8) with a service rate offered by global authorities. 3. The converging approximations are proportional to the total historical occupancy of the nodes.
Theorem 1 delivers a natural sufficient conditions for uniqueness of the stationary state in the Markov chain. It can be easily verified. Moreover, from this verification, we get some important information about the rate of convergence of the process (3.8).
Comparison with Power Method
The good convergence results (3.7) certify that the problem of finding the leading eigenvector of a stochastic matrix A satisfying condition (3.1) is easy. This easiness is traditionally explained by a good structure of the spectrum of matrix A. This feature should be also profitable for the standard Power Method (2.3). Let us check how it works.
For that, we represent A in the Jordan form: A ¼ VJV À1 , where J is a block-diagonal matrix, composed by Jordan blocks
Âk i is the upper shift matrix, which has zeros everywhere except the first upper diagonal, at which it has all ones.
Note that
We need one auxiliary result.
Lemma 4. Let stochastic matrix A satisfy condition (3.1). Then:
1. The geometric multiplicity of its dominant eigenvalue is equal to one. 2. Any other eigenvalue k satisfies inequality Proof 1. Let x be any eigenvector of A, which corresponds to the unit eigenvalue. Then x ¼ ð3:3Þ aðI À ð1 À aÞ
Hence, the dimension of this eigenspace is equal to one. 2. DenoteÂ ¼ A À re T . Let v k be an eigenvector of matrix A, which corresponds to a nonzero eigenvalue k. Note that
At the same time, matrixÂ has nonnegative elements andÂ T e ¼ ð1 À aÞe. Therefore, the dominant eigenvalue of matrixÂ is 1 À a, and (4.2) follows from Perron-Frobenius theorem. h
Let us show that the bound (4.2) cannot be improved. 
It is easy to check that jk 2 ðAÞj ¼ 1 À a for all a; b 2 ð0; 1Þ. h
Since geometric multiplicity of dominant eigenvalue of matrix A is equal to one, in matrix J there exists only one corresponding block. Without loss of generality, we can assume that this is the first Jordan block in J, namely, J 1 .
Lemma 5. Let the geometric multiplicity of eigenvalue 1 of stochastic matrix be equal to one. Then the algebraic multiplicity of this eigenvalue is also one.
Proof. Note that VJV
À1 ðVe 1 Þ ¼ VJe 1 ¼ Ve 1 . Therefore, the first column of matrix V is v 1 , the dominant eigenvector of matrix A.
We can use one available degree of freedom for scaling the first k 1 columns of matrix V and ensure the normalizing condition e T v 1 ¼ 1. 
Therefore,
Thus, the rate of convergence of Power Method is defined by the rate of vanishing of diagonal blocks in the matrix J k À e 1 e T 1 . The first 1 Â 1 diagonal block of this matrix is equal to zero. The other blocks are presented by matrices
Note that the first term in this sum is Z k i . If k < k i , then it has k i À k nonzero entries, all equal to one. Hence, matrix J k i cannot be small if k < k i . In other words, the guaranteed convergence rate of Power Method should not be faster than O ð1 À aÞ kÀk , wherek ¼ max 16i6m k i . However, for some blocks, the dimension k i can be in the order of n. Thus, it seems that we have an evidence that the convergence rate of Power Method cannot be dimension-independent. It is interesting that the above impression is absolutely wrong. Indeed, denote
Since 
Thus, each iteration of Power Method (2.3) reduces 1-distance to the solution by a factor of ð1 À aÞ. Consequently, this method has the same rate of convergence as (3.7). In the next section, we provide PM with better complexity analysis.
Convergence of Power Method
For matrix A 2 R nÂn , define the seminorm kAk 01 as follows:
This seminorm has several important properties. In what follows, we denote by P n the set of stochastic n Â n-matrices. One of the main advantages of the seminorm k Á k 01 is that it is easily computable by (5.3). On the other hand, it provides us with a convenient bound for the magnitude of non-dominant eigenvalues (compare with Lemma 4).
Lemma 6. Let A 2 P n and kAk 01 < 1. Then the multiplicity of dominant eigenvalue of A is one, and all other eigenvalues k satisfy jkj 6 kAk 01 :
ð5:5Þ
Proof. Denote g ¼ kAk 01 . Since the subspace E 0 is invariant for A, and the restriction B ¼ def Aj E 0 is a g-contraction in 1-norm, the spectral radius of B does not exceed g. Let x Ã 2 D n be a dominant eigenvector of A; Ax Ã ¼ x Ã . Then the representation R n ¼ R Á x Ã þ E 0 is a decomposition of R n into direct sum of two invariant for A subspaces. Hence, the spectrum of A is a union of the singleton f1g and the spectrum of B. The latter is contained in the circle fk : jkj 6 gg. h Let us derive a convenient representation of seminorm k Á k 01 for stochastic matrices. Recall the identity minfs 1 ; s 2 g ¼ Let us mention several important properties of lðAÞ.
1. For any s P 0 we have lðsAÞ ¼ slðAÞ.
