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Abstract
This paper proposes new methodologies for the design of adaptive sliding mode control.
The goal is to obtain a robust sliding mode adaptive gain control law with respect to
uncertainties and perturbations without the knowledge of uncertainties/perturbations
bound (only the boundness feature is known). The proposed approaches consist in having
a dynamical adaptive control gain that establishes a sliding mode in finite time.. Gain
dynamics ensures also that there is no over-estimation of the gain with respect to the
real a priori unknown value of uncertainties. The efficacy of both proposed algorithms is
confirmed on a tutorial example and while controlling an electropneumatic actuator.
1 Introduction
The sliding mode control is a very popular strategy for control of nonlinear uncertain sys-
tems, with a very large frame of applications ﬁelds [23, 25]. Due to the use of discontinuous
function and high control gain, its main features are the robustness of closed-loop system
and the ﬁnite-time convergence. However, its design requires the knowledge of uncertainties
bound, which could be, by a practical point-of-view, a hard task; it often follows that this
bound is over-estimated, which yields to excessive gain. Then, the main drawback of the
sliding mode control, the well-known chattering phenomenon (for its analysis, see [3, 4]), is
important and could damage actuators and systems. A ﬁrst way to reduce the chattering is
the use of a boundary layer: in this case, many approaches have proposed adequate controller
gains tuning [22]. A second way to decrease the chattering phenomenon is the use of higher
order sliding mode controller [14, 1, 15, 16, 12, 19]. However, in these both control approaches,
knowledge of uncertainties bound is required.
As the objective is the not-requirement of the uncertainties bound, an other way consists in
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using adaptive sliding mode, the goal being to ensure a dynamical adaptation of the con-
trol gain in order to be as small as possible whereas suﬃcient to counteract the uncertain-
ties/perturbations. As recalled previously, this problem is an exciting challenge for appli-
cations given that, in many cases, gains are also over-estimated, which gives larger control
magnitude and larger chattering. In order to adapt the gain, many controllers based on fuzzy
tools [18, 24] have been published ; however, these papers do not guarantee the tracking per-
formances. In [10], gain dynamics directly depends on the tracking error (sliding variable):
the control gain is increasing since sliding mode is not established. Once it is the case, gain
dynamics equals 0. The main drawback of this approach is the gain over-estimation with re-
spect to uncertainties bound (see for example in [10]-Section III). Furthermore, this approach
is not directly applicable, but requires modiﬁcations for its application to real systems: thus,
the sign function is replaced by a saturation function whom the boundary layer width aﬀects
accuracy and robustness. Furthermore, no boundary layer width tuning methodology is pro-
vided. A method proposed in [13] in order to limit the switching gain must be mentioned. The
idea is based on use of equivalent control: once sliding mode occurs, disturbance magnitude
is evaluable and allows an adequate tuning of control gain. However, this approach requires
the knowledge of uncertainties/perturbations bounds and the use of low-pass ﬁlter, which
introduces signal magnitude attenuation, delay, and transient behavior when disturbances are
acting. In [9], a gain-adaptation algorithm is proposed by using sliding mode disturbance
observer. The main drawback is that the knowledge of uncertainties bounds is required to
design observer-based controller.
The objective of the current paper is to propose new methodologies for control of a class of
uncertain nonlinear systems for which uncertainties are bounded but this bound (which is
ﬁnite) is not known. The ﬁrst controller is based on an gain adaptation law derived from
coupling of [10, 13] methods, whereas the second one is using an original gain adaptation
law. In the both control algorithms, the gain is dynamically tuned in order to ensure the
establishment of a sliding mode; once this sliding mode is achieved, the gain is adjusted in
order to get a “suﬃcient” value in order to counteract the perturbations and uncertainties.
Section 2 states the problem, displays some recalls on sliding mode and presents a review of
[10, 13] by addressing their deﬁciencies. Section 3 displays the both proposed adaptive sliding
mode control algorithms. In order to prove the feasibility of the approaches, both simula-
tions (control of tutorial system and position control of electropneumatic actuator model) are
presented in Section 5.
2 Preliminaries
2.1 Problem statement
Consider the nonlinear uncertain system
x˙ = f(x) + g(x) · u (1)
with x ∈ X ⊂ IRn the state vector and u ∈ IR the control input. Functions f(x) and
g(x) are smooth uncertain functions and are bounded for x ∈ X ; furthermore, f(x) contains
unmeasured perturbations term and g(x) 6= 0 for x ∈ X (i.e. system (1) is controllable for
all x ∈ X ). The control objective consists in forcing the continuous function σ(x, t), named
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sliding variable, to 0. Supposing that σ admits a relative degree equal to 1 with respect to u,
one gets
σ˙ =
∂σ
∂x
x˙+
∂σ
∂t
=
∂σ
∂t
+
∂σ
∂x
· f(x)︸ ︷︷ ︸
Ψ(x, t)
+
∂σ
∂x
· g(x)︸ ︷︷ ︸
Γ(x, t)
·u
= Ψ(x, t) + Γ(x, t) · u
(2)
Functions Ψ(x, t) and Γ(x, t) are supposed to be such that
|Ψ| ≤ ΨM , 0 < Γm ≤ Γ ≤ ΓM (3)
for x ∈ X . It is assumed that ΨM , Γm and ΓM exist but are not known. The objective of the
paper is to propose a new sliding mode controller u(σ, t) with the same features as classical
SMC (robustness, ﬁnite time convergence) but without any information on uncertainties and
perturbations (appearing in f(x)); this latter is only known to be bounded. Furthermore, this
objective allows to ensure a global stability of closed-loop system whereas the classical way
(with knowledge of uncertainties bounds) only ensures its semi-global stability. In the sequel,
deﬁnitions of ideal and real sliding mode are recalled.
Definition 1 [14] Consider the nonlinear system (1), and let the system be closed by some
possibly-dynamical discontinuous feedback. Variable σ is continuous function, and the set
S = {x ∈ X | σ(x, t) = 0},
called “sliding surface”, is non-empty and is locally an integral set in the Filippov sense [7],
i.e. it consists of Filippov’s trajectories of the discontinuous dynamical system. The motion
on S is called “sliding mode” with respect to the sliding variable σ.
In real applications, an “ideal” sliding mode as deﬁned in Deﬁnition 1 can not be established.
Then, it is necessary to introduce the concept of “real” sliding mode.
Definition 2 [14] Given the sliding variable σ(x, t), the “real sliding surface” associated to
(1) is defined as (with δ > 0)
S∗ = {x ∈ X | |σ| < δ}. (4)
Definition 3 [14] Consider the non-empty real sliding surface S∗ given by (4), and assume
that it is locally an integral set in the Filippov sense. The corresponding behavior of system
(1) on (4) is called “real sliding mode” with respect to the sliding variable σ(x, t).
2.2 Discussion of adaptive sliding mode control solutions and motivations
Two adaptive sliding mode controllers have been given in [10] and [13] and are going now
to be discussed. These two approaches follow two diﬀerent ways : the ﬁrst does not require
the knowledge of uncertainties/perturbations bound and consists in increasing the control
gain since a sliding mode is established whereas the second one requires the knowledge of the
bound and is using the equivalent control concept in order to evaluate and to minimize the
control gain. Then, a same objective can be claimed, which is the dynamical adaptation of
the gain in order to counteract perturbations and uncertainties.
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Theorem 1 ([10]) Given the nonlinear uncertain system (1) with the sliding variable σ(x, t)
dynamics (2) controlled by
u = −K(t) · sign(σ(x, t))
with the adaptation law K(t) given by
K˙ = K¯ · |σ(x, t)| (5)
with K¯ > 0 and K(0) > 0, then there exists a finite time tF ≥ 0 so that a sliding mode is
established in system for all t ≥ tF , i.e. σ(x, t) = 0 for t ≥ tF .
Discussion. The main feature of this approach is that it does not require a priori the
knowledge of control gain. However, from K-dynamics, it yields that when σ = 0, K˙ = 0.
In this case, the gain K is clearly over-estimated with respect to uncertainties, which induces
larger chattering (see simulations results in [10]-Section III). Furthermore, this methodology
is applicable only for “ideal” sliding mode, the objective σ = 0 being reachable. In case of
real sliding mode, this latter objective is not reachable which induces that K gain is always
increasing. In [10], authors propose to modify K-dynamics by introducing a boundary layer
neighboring the sliding surface σ = 0. It means that accuracy has to be sacriﬁced in order
to apply the previous controller and that the control gain is still over-estimated. Also, with
discrete-time measurements, adaptation law (5) inevitably implies the tending of K to inﬁnity,
if the sampling interval is separated from zero.
Theorem 2 ([13]) Given the nonlinear uncertain system (1) with the sliding variable σ(x, t)
dynamics (2) controlled by
u = −K(t) · sign(σ(x, t))
with the adaptation law K(t) given by
K(t) = K¯ · |η|+ χ
with K¯ > 0, χ > 0 and η the average of sign(σ) obtained through a low pass-filter
τ · η˙ + η = sign(σ(x, t))
with τ > 0, if
K¯ ≥ |Ψ
Γ
|, (6)
then there exists a finite time tF > 0 so that the sliding mode is established for all t ≥ tF .
Discussion. The main feature of this controller is the adjustment of the control gain by
using the equivalent control concept. It implies that chattering is decreasing. However, K-
adaptation law requires the knowledge of uncertainties/perturbations bounds. Furthermore,
the use of low-pass ﬁlter introduces in the closed-loop system dynamics and transient phe-
nomena in case of perturbations. Note also that methodologies for the tuning of parameters
τ and χ have not been detailed except their positivity and the fact that the time constant
of the low pass ﬁlter τ must be suﬃciently small. However, their tuning could engender very
diﬀerent behaviors of closed-loop system.
Motivations. The main objective of the current paper consists in providing new adaptive
sliding mode controllers such that
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• uncertainties/perturbation bounds exist but are not known.
• the gain adaptation law does not overestimate uncertainties/perturbations magnitude
and then, the obtain control magnitude is reasonable.
A ﬁrst solution to the problem under interest in this paper consists in combining the two
previous gain adaptation laws: the ﬁrst one would be used since a sliding mode is established,
whereas the second allows to decrease the control gain once sliding mode is established. A
second solution is an original adaptive real sliding mode control law that allows not to over-
estimate the gain value without using concept of equivalent control.
3 Main results
In this section, two adaptive sliding mode control algorithms that establish the sliding modes
in SISO systems with bounded perturbations which bounds are unknown, are presented. The
ﬁrst algorithm combines the adaptive schemes formulated in Theorems 1-2 - Section 2, while
mitigating the deﬁciencies of the combined gain-adaptation schemes. The second adaptive
sliding mode control algorithm is completely original. It does not require the estimation of
the perturbations via equivalent control as in [13] (Theorem 2) and does not overestimate
the control gain as in [10] (Theorem 1). Furthermore, the second adaptive-gain sliding mode
control algorithm requires smaller amount of tuning parameters than the ﬁrst algorithm, and
is developed in the real sliding mode context.
3.1 First adaptive sliding mode control law
Consider the following controller
u = −K · sign(σ(x, t)) (7)
with the gain K(t) deﬁned by (ǫ being a positive parameter)
• If |σ| 6= 0, K(t) is the solution of
K˙ = K¯1 · |σ(x, t)| (8)
with K¯1 > 0 and K(0) > 0.
• If σ = 0, K(t) reads as
K(t) = K¯2 · |η|+ K¯3
τ η˙ + η = sign(σ(x, t))
(9)
with K¯2 = K(t∗), K¯3 > 0 and τ > 0. t∗ is the largest time value such that, by denoting
t∗− the time just before t∗, σ(x(t∗−), t∗−) 6= 0 and σ(x(t∗), t∗) = 0.
Discussion. By supposing that |σ(x(0), 0)| 6= 0, the adaptive sliding mode control law (7)-(9)
works as follows
• The gain K(t) is increasing due to the adaptation law (8) up to a value large enough to
counteract the bounded uncertainty with unknown bounds in (1) until the sliding mode
starts. Denote the time instant when the sliding mode starts for the ﬁrst time as t1.
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• As sliding mode has started, i.e. σ(x(t), t) = 0, from t = t1, K(t) follows the gain
adaptation law (9). Then, gain K(t) is adapted through (9) with K¯2 = K(t1) . Note
that this strategy will allow to decrease the gain and then to adjust it with respect to
the current uncertainties/perturbations.
• However, if the varying uncertainty/perturbation exceeds the value K¯2 = K(t1), then
the sliding mode will be destroyed and σ(x(t), t) becomes not equal to zero. Next, the
gain adaptation will happen in accordance with (8). The gain K(t) will be increasing
until the sliding mode occurs again at the reaching time instant t2.
• As sliding mode has occured and σ(x(t), t) = 0 from t = t2, K(t) now follows the gain
adaptation law (9) with K¯2 = K(t2). And so on ...1
Lemma 1 Given the nonlinear uncertain system (1) with the sliding variable σ(x, t) dynamics
(2) controlled by (7),(8),(9), the gain K(t) has an upper-bound, i.e. there exists a positive
constant K∗ so that
K(t) ≤ K∗, ∀t > 0.
Proof of Lemma 1 is in Appendix section.
Theorem 3 Given the nonlinear uncertain system (1) with the sliding variable σ(x, t) dy-
namics (2) controlled by (7),(8),(9), there exists a finite time tF > 0 so that a sliding mode
is established for all t ≥ tF , i.e. σ(x, t) = 0 for t ≥ tF .
Proof. The proof is composed by two steps. The ﬁrst step concerns σ 6= 0 which yields
K-dynamics described by (8), whereas the second one concerns σ = 0 with K-dynamics
described by (9).
• Suppose that σ(0) 6= 0: in this case, K(t)-dynamics read as (8). Consider the following
Lyapunov candidate function, with K∗ a positive constant
V =
1
2
σ2 +
1
2γ
(K −K∗)2 (10)
One has
V˙ = σ ·Ψ− σ · Γ ·K · sign(σ) + 1
γ
(K −K∗) · K¯1 · |σ|
≤ ΨM · |σ| − Γm ·K · |σ|+ 1
γ
(K −K∗) · K¯1 · |σ|
= ΨM · |σ| − Γm ·K · |σ|+ Γm ·K∗ · |σ| − Γm ·K∗ · |σ|+ 1
γ
(K −K∗) · K¯1 · |σ|
= (ΨM − Γm ·K∗) · |σ|+ (K −K∗) ·
(
−Γm · |σ|+ K¯
γ
· |σ|
)
1It yields that t∗ defined just after (9) equals first-of-all t1, then t2. Furthermore, in implementation case,
t
∗ is on-line determined by comparing, at each time t, σ(x(t−), t−) and σ(x(t), t) = 0.
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From Lemma 1, there always exists K∗ > 0 such that K(t) −K∗ < 0 for all t > 0. It
yields
V˙ = − (Γm ·K∗ −ΨM)︸ ︷︷ ︸
βσ
·|σ| −
(
−Γm · |σ|+ K¯
γ
· |σ|
)
︸ ︷︷ ︸
βK
·|K −K∗|
(11)
There always exists K∗ and γ such that K∗ > ΨM
Γm
and γ < K¯
Γm
, which yields βσ > 0
and βK > 0. Then, one gets
V˙ = −βσ ·
√
2
|σ|√
2
− βK ·
√
2γ
|K −K∗|√
2γ
≤ −min{βσ
√
2, βK
√
2γ}
( |σ|√
2
+
|K −K∗|√
2γ
)
≤ −β · V 1/2
(12)
with β =
√
2 min{βσ , βK√γ}. Therefore, ﬁnite time convergence to a domain σ = 0 is
guaranteed from any initial condition |σ(0)| > 0 , and the reaching time tr can be easily
estimated as
tr ≤ 2V (0)
1/2
β
.
• Suppose now that σ(0) = 0: Theorem 1 of [13] claims that, if K is large enough with
respect to uncertainties/perturbations eﬀects, then sliding mode control (7) with the
gain adaptation algorithm (9) allows keeping trajectories of system (1) on the sliding
surface σ = 0. Given that trajectories of system (1) reach σ = 0, it means that K is
large enough as required by Theorem 1 of [13]. Then, the sliding mode is established in
system (1) for all t ≥ tr. Theorem 3 is proven.
Implementation issues. The proposed adaptive-gain sliding mode control algorithm in
(7)-(8)-(9) is not ready for the practical implementations. In fact, it is not possible to reach
the objective σ = 0 due to sampled computation, noisy measurements or other non-idealities.
That is why it is important considering the implementation of the previous controller in a real
sliding mode context. The following modiﬁcations of the gain-adaptation algorithm (7)-(8)-(9)
is proposed2
• If |σ(x, t)| > ǫ > 0, K(t) is the solution of
K˙ = K¯1 · |σ(x, t)| (13)
with K¯1 > 0 and K(0) > 0.
• If |σ(x, t)| ≤ ǫ, K(t) reads as
K(t) = K¯2 · |η|+ K¯3
τ η˙ + η = sign(σ(x, t))
(14)
with K¯2 = K(t∗), K¯3 > 0 and τ > 0. t∗ is the largest time value such that, by denoting
t∗− the time just before t∗, |σ(x(t∗−), t∗−)| > ǫ and |σ(x(t∗), t∗)| ≤ ǫ.
2The parameter ǫ can be time-varying, as in the next section. Its tuning is detailed in Section 4.
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Corollary 1 Given the nonlinear uncertain system (1) with the sliding variable σ(x, t)) dy-
namics (2) controlled by (7),(13),(14), there exists a finite time tF > 0 so that a real sliding
mode is established for all t ≥ tF , i.e. |σ(x, t)| < ǫ for t ≥ tF .
Proof. The proof is composed by two steps. The ﬁrst step concerns |σ| > ǫ which yields
K-dynamics described by (13), whereas the second one concerns |σ| ≤ ǫ with K-dynamics
described by (14). Then, the proof follows the same way than the proof of Theorem 3 based
on Lyapunov analysis when |σ| > ǫ, and on Theorem 1 of [13] when |σ| ≤ ǫ.
3.2 Second adaptive sliding mode control law
The ﬁrst adaptive sliding mode control law uses concept of equivalent control which introduces
low-pass ﬁlter dynamics with τ parameter that is not easy to tune [25]. The controller
displayed in this section does not estimate the boundary of perturbation and uncertainties.
But, there is an eminent price to do that: the new strategy guarantees a real sliding mode
only. Consider the following controller
u = −K · sign(σ(x, t)) (15)
with the gain K(t) deﬁned such that
K˙ =
{
K¯ · |σ(x, t)| · sign(|σ(x, t)| − ǫ) if K > µ
µ if K ≤ µ (16)
with K(0) > 0, K¯ > 0, ǫ > 0 and µ > 0 very small. The parameter µ is introduced in order
to get only positive values for K. In the sequel, for discussion and proof, and without loss of
generality but for a sake of clarity, one supposes that K(t) > µ for all t > 0.
Discussion. Once sliding mode with respect to σ(x, t) established, the proposed gain adap-
tation law (16) allows the gain K declining (while |σ(x, t)| < ǫ). In the other words, the gain
K will be kept at the smallest level that allows a given accuracy of σ-stabilization. Of course,
as described in the sequel, this adaptation law allows to get an adequate gain with respect to
uncertainties/perturbations magnitude.
Lemma 2 Given the nonlinear uncertain system (1) with the sliding variable σ(x, t) dynamics
(2) controlled by (15),(16), the gain K(t) has an upper-bound, i.e. there exists a positive
constant K∗ so that
K(t) ≤ K∗, ∀t > 0.
Proof of Lemma 2 is in Appendix section.
Theorem 4 Given the nonlinear uncertain system (1) with the sliding variable σ(x, t) dy-
namics (2) controlled by (15),(16), there exists a finite time tF > 0 so that a real sliding mode
is established for all t ≥ tF , i.e. |σ(x, t)| < δ for t ≥ tF , with
δ =
√
ǫ2 +
Ψ2M
K¯Γm
. (17)
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Proof. The proof is based on Lyapunov’s approach and shows that, when |σ| > ǫ, then
control strategy ensures that |σ| < ǫ in a ﬁnite time. Furthermore, it is proven that as soon
as σ reaches the domain | σ | ≤ ǫ, it stays in the domain | σ | ≤ δ deﬁned by (17) for all
consecutive time. Therefore, the proof shows that the real sliding mode is established in ﬁnite
time in the domain | σ | ≤ δ.
Consider the following Lyapunov candidate function
V =
1
2
σ2 +
1
2γ
(K −K∗)2 (18)
One has
V˙ = σ ·Ψ− σ · Γ ·K · sign(σ) + 1
γ
(K −K∗) · K¯ · |σ| · sign (|σ| − ǫ)
≤ ΨM · |σ| − Γm ·K · |σ|+ 1
γ
(K −K∗) · K¯ · |σ| · sign (|σ| − ǫ)
= ΨM · |σ| − Γm ·K · |σ|+ Γm ·K∗ · |σ| − Γm ·K∗ · |σ|+ 1
γ
(K −K∗) · K¯ · |σ| · sign (|σ| − ǫ)
= (ΨM − Γm ·K∗) · |σ|+ (K −K∗) ·
(
−Γm · |σ|+ K¯
γ
· |σ| · sign (|σ| − ǫ)
)
Introduce parameter βK > 0 as
V˙ = (ΨM − Γm ·K∗) · |σ|+ (K −K∗) ·
(
−Γm · |σ|+ K¯
γ
· |σ| · sign (|σ| − ǫ)
)
+βK · |K −K∗| − βK · |K −K∗|
(19)
From Lemma 2, there always exists K∗ > 0 such that K(t)−K∗ < 0 for all t > 0. It yields
V˙ = − (−ΨM + Γm ·K∗)︸ ︷︷ ︸
βσ > 0
·|σ| − βK · |K −K∗|
−
(
−Γm · |σ|+ K¯
γ
· |σ| · sign (|σ| − ǫ)− βK
)
· |K −K∗|︸ ︷︷ ︸
ξ
(20)
Then, one gets
V˙ = −βσ · |σ| − βK · |K −K∗| − ξ
= −βσ ·
√
2
|σ|√
2
− βK ·
√
2γ
|K −K∗|√
2γ
− ξ
≤ −min{βσ
√
2, βK
√
2γ}
( |σ|√
2
+
|K −K∗|√
2γ
)
− ξ ≤ −β · V 1/2 − ξ
(21)
with β =
√
2 min{βσ , βK√γ}.
• Case 1. Suppose that |σ| > ǫ. ξ is positive if
−Γm · |σ|+ K¯
γ
· |σ| − βK > 0 ⇒ γ < K¯ · ǫ
Γm · ǫ+ βK
(22)
9
From (21), one gets
V˙ ≤ −β · V 1/2 − ξ ≤ −β · V 1/2 (23)
It is always possible to choose γ such that the previous inequality fulﬁlls. Therefore,
ﬁnite time convergence to a domain |σ| ≤ ǫ is guaranteed from any initial condition
|σ(0)| > ǫ.
• Case 2. Suppose now that |σ| < ǫ. Function ξ in (20) can be negative. It means that
V˙ would be sign indeﬁnite, and it is not possible to conclude on the closed-loop system
stability. Therefore, |σ| can increase over ǫ. As soon as |σ| becomes greater than ǫ, V˙ ≤
−β·V 1/2 and V starts decreasing. Apparently, decrease of V can be achieved via increase
of K allowing |σ| to increase before it starts decreasing down to |σ| ≤ ǫ. Without loss of
generality, let estimate the overshoot when σ0 = σ(0) = ǫ+ and K0 = K(0) = K(0) > 0:
considering the “worst” case (with respect to uncertainties/perturbations), one has
σ˙ = ΨM −K · Γm
K˙ = K¯ · |σ| (24)
Then, it yields
σ(t) = σ0 cos(
√
K¯Γmt) +
ΨM −K0 · Γm√
K¯Γm
· sin(
√
K¯Γmt)
K(t) = σ0
√
K¯
Γm
sin(
√
K¯Γmt) +
(
K0 − ΨM
Γm
)
cos(
√
K¯Γmt) +
ΨM
Γm
(25)
Then, one gets
σ(t) =
√
σ20 +
(ΨM −K0 · Γm)2
K¯Γm
sin
(√
K¯Γmt+Θσ
)
K(t) =
√
σ20
K¯
Γm
+
(
K0 − ΨM
Γm
)2
sin
(√
K¯Γmt+ΘK
)
+
ΨM
Γm
(26)
It appears from (26) that, when σ0 = ǫ+ → ǫ, the maximum value δ of σM reads as
δ =
√
ǫ2 +
Ψ2M
K¯Γm
(27)
In conclusion, σ converges to the domain |σ| ≤ ǫ in a ﬁnite time, but could be sustained in
the bigger domain |σ| ≤ δ. Therefore, the real sliding mode exists in the domain |σ| ≤ δ.
4 On ǫ-tuning
The objective of this section consists in providing a methodology for the tuning of parameter
ǫ for the both algorithms in case of sampled controllers. In fact, the choice of parameter ǫ has
to be made by an adequate way because a “bad” tuning could provide either unstability and
control gain increasing to inﬁnity, or bad accuracy for closed-loop system as described in the
sequel.
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• If parameter ǫ is too small, and due to large gain K and sampling period Te, system
trajectories are such that |σ| never stays lower than ǫ. From K-dynamics (13) or (16),
it yields that gain K is increasing, which induces larger oscillation, and so on ...
• If parameter ǫ is too large, system trajectories are such that, in spite of large gain K
and sampling period Te, |σ| is evolving around ǫ, it follows that controller accuracy is
not as good as possible.
Note that ǫ should rather be too large than too small because, in the ﬁrst case, closed-loop
system trajectories are globally uniformly ultimately bounded even if accuracy is bad.
Parameter ǫ has to be tuned such that, as long as K(t) is greater than |Ψ/Γ|, |σ| < ǫ. In
this case, given that gain K(t) is suﬃcient to counteract the perturbations, there is no reason
that σ increases over ǫ. Suppose that, at t = t1, |σ(t1)| ≤ ǫ and
K(t1) ≥
∣∣∣∣Ψ(t1)Γ(t1)
∣∣∣∣ . (28)
It is clear that control gain K is suﬃcient to ensure
|σ(t1 + Te)| ≤ ǫ.
From Euler’s formula, one has
σ(t1 + Te) ∼ σ(t1) + [Ψ(t1)− Γ(t1) ·K(t1) · sign(σ(t1)] · Te (29)
From (28), one has
|Ψ| ≤ |Γ| ·K.
It yields
|Ψ(t1)− Γ(t1) ·K(t1) · sign(σ(t1))| ≤ 2ΓM ·K(t1).
Furthermore, as gain K(t) fulﬁlls (28), σ˙-sign is the opposite of σ sign. It means that, if
0 ≤ σ(t1) ≤ ǫ (resp. −ǫ ≤ σ ≤ 0), function σ will decrease (resp. increase). Then, in order
to guarantee that |σ(t1 + Te)| will not exceed ǫ, the “worst” case is σ(t1) = 0. From (29), it
yields
|σ(t1 + Te)| ≤ 2 ΓM ·K(t1)Te (30)
Given that it must be ensured |σ(t1 + Te)| ≤ ǫ, and as the best accuracy and the closed-loop
system are the both objectives, ǫ has to be chosen as a time-varying function equal to the
smallest admissible value
ǫ(t) = 2 ΓM ·K(t1)Te. (31)
Discussion. Equation (31) means that the knowledge of bounds of Γ is required for the
choice of ǫ in case of sampling controller. However, note that this latter equation gives the best
tuning. As said previously, ǫ can be tuned to a “too” large value which guarantees the stability
but with a worst accuracy. Furthermore, the equation (31) gives at least a methodology for
ǫ-computation: no such information is given in [10] whereas a such parameter is required for
the boundary layer in case of practical implementation of the controller.
However, in case of many practical applications, the knowledge of Γ bounds is not really
required. In fact, when applied, the controller design procedure is very often the following:
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uncertain functions read as Ψ = ΨNom+∆Ψ and Γ = ΓNom+∆Γ where ΨNom and ΓNom are
the nominal known functions and ∆Ψ and ∆Γ their unknown parts. Furthermore, in most
of the cases, one has |ΨNom| ≥ |∆Ψ| and |ΓNom| ≥ |∆Γ|. Then, by supposing that ΨNom is
invertible, the control law3
u =
−ΨNom + v
ΓNom
is applied to system (2) which gives
σ˙ =
(
∆Ψ+
ΨNom
ΓNom
∆Γ
)
+
(
1− ∆Γ
ΓNom
)
· v (32)
As |ΓNom| ≥ |∆Γ|, one gets |1− ∆Γ
ΓNom
| ≤ 2. From (31), it yields
ǫ(t) = 4K(t)Te.
5 Simulations
5.1 Tutorial
Consider the following uncertain system
σ˙ = Ψ(t) + u (33)
Function Ψ(t) is an uncertain bounded function described by Figure 1. Simulations have
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Figure 1: Unknown term Ψ versus time (sec).
been made by supposing that σ(0) = 10 and Te = 0.0001 sec. From (31), parameter ǫ reads
as ǫ(t) = 2K(t) · Te.
3In [6], it has been shown that, for such class of uncertainties, this control law allows to decrease the
influence of perturbations and uncertainties, and then to reduce the control gain.
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Control algorithm 1 in eqs. (7)-(13)-(14). Control input u and gain adaptation law
K(t) respectively read as in eqs. (7)-(13)-(14). Gain is initialized at K(0) = 10, its dynamics
being tuned with K¯1 = 1000, K¯3 = 1 and τ = 0.1 sec.
Control algorithm 2 in eqs. (15)-(16). Control input u and gain adaptation law K(t)
respectively read as in eqs. (15)-(16). Gain is initialized at K(0) = 10, its dynamics being
tuned with K¯ = 1000 and µ = 0.1.
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Figure 2: Control algorithm 1(7)-(13)-(14). Top-Left. Sliding variable σ versus time (sec).
Top-Right. Zoom on sliding variable σ (solid line), ǫ(t) and −ǫ(t) (dotted lines) versus time
(sec). Bottom-Left. Control input u versus time (sec). Bottom-Right. Gain K(t) (solid
line) and perturbation Ψ(t) (dotted line) versus time (sec).
Figures 2 and 3 display simulations results of both previous controllers applied to system
(33). It appears that both control laws yield to very similar results. Based on simulation
plots, one can conclude that both adaptation algorithmes provide the controller gain K(t) to
follow closely the perturbation Ψ(t) which proﬁle and boudary are not known a priori (see
bottom-right plots in Figures 2 and 3). Therefore, the control gain K(t) is not over-estimated
and control chattering is minimal. Also, the sliding variable σ is robustly constrainted to
|σ| < ǫ(t) with exception of sparce spikes.
5.2 Electropneumatic actuator
The electropneumatic system under interest is a double acting actuator (Figure 4) composed
by two chambers, denoted P (as positive) and N (as negative). The air mass ﬂow rates
entering the two chambers are modulated by two three-way servodistributors controlled with
two electrical inputs of opposite signs (u and −u). The pneumatic jack horizontally moves a
load carriage of mass M
13
0 50 100 150 200 250 300
−2
0
2
4
6
8
10
50 100 150 200 250 300
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0 50 100 150 200 250 300
−400
−300
−200
−100
0
100
200
300
400
0 50 100 150 200 250 300
−50
0
50
100
150
200
250
300
350
Figure 3: Control algorithm 2 (15)-(16). Top-Left. Sliding variable σ versus time (sec).
Top-Right. Zoom on sliding variable σ (solid line), ǫ(t) and −ǫ(t) (dotted lines) versus time
(sec). Bottom-Left. Control input u versus time (sec). Bottom-Right. Gain K(t) (solid
line) and perturbation Ψ(t) (dotted line) versus time (sec).
5.2.1 Model
Following standard assumptions on the pneumatic part of the electropneumatic system [21,
17, 5, 8, 11], one gets a nonlinear dynamic model for the whole system
p˙P =
krT
VP (y)
[qmN (u, pp)− SP
rT
pP v]
p˙N =
krT
VN (y)
[qmP (−u, pN ) + SN
rT
pNv]
v˙ =
1
M
[SP pP − SNpN − bv − Ff − Fext]
y˙ = v
(34)
with y the load carriage position, v its velocity and pP and pN the pressures of P and N
chambers. VX (X = P or N) is the volume in the chamber X, qmX(uX , pX) the mass
ﬂow rate provided from the servodistributor X, k the polytropic constant, r the perfect gaz
constant, T the supply temperature and SX the piston area in the chamber X. The term
Ff represents all the dry friction forces which act on the moving part in presence of viscous
friction (b.v) and an external force only due to atmospheric pressure (Fext).
The model of mass ﬂow rate delivered by each servodistributor can be reduced to a static
function described by two relationships qmP (u, pP ) and qmN (−u, pN ). The two ﬁrst equations
of (34) concern the pneumatic part of the system and are obtained from the state equation
of perfect gases, the mass conservation law and the polytropic law under the assumptions
given above. The two last equations describe the mechanical part and are derived from
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Figure 4: Electropneumatic system
the fundamental mechanical equation applied to the moving part. In order to get an aﬃne
nonlinear state model, the mass ﬂow rate static characteristic issued from measurements [20]
reads as [2]
qmP (u, pP ) = ϕP (pP ) + ψP (pP , sgn(u)) · u
qmN (−u, pN ) = ϕN (pN )− ψN (pN , sgn(−u)) · u
(35)
with functions ϕP and ψP (resp. ψN and ϕN ) 5th-order polynomial functions with respect to
pP (resp. pN ). Denoting x = [pP pN y v]T , system (34) can be written as nonlinear system
(1). Let deﬁne X as the physical domain
X = {x | 1 bar ≤ pP ≤ 7 bar, 1 bar ≤ pN ≤ 7 bar,−200 mm ≤ y ≤ 200 mm, |v| ≤ 1 m.sec−1} .
It yields that, for x ∈ X , system dynamics are bounded under a bounded control input u.
Two kinds of uncertainties are taken into account: uncertainties due to the identiﬁcation
of physical parameters, and perturbations. Viscous and dry friction coeﬃcients have been
identiﬁed, but the determination of their variations around their nominal values is a hard
task. For example,the dry friction coeﬃcient is diﬃcult to identify because depending on
the track surface quality (thus the piston position), the seal wear, the working conditions
(temperature, pressure, quality of air) .... The mass ﬂow rate delivered by each servodistribu-
tor has been approximated by polynomial functions (35); the uncertainties on ϕ(·) and ψ(·)
have been evaluated to ±15% and ±5% respectively. Finally, during the load moving, the
total mass in displacement can evolve from 17 kg until 47 kg.
5.2.2 Control design and simulations
The aim of the control law is to get a good accuracy in term of position tracking for the
desired trajectory deﬁned in Figure 5. Following the previous section, consider the sliding
variable
σ = λ2 · (y − yd(t)) + 2λ · (y˙ − y˙d(t)) + (y¨ − y¨d(t)) (36)
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Figure 5: Desired position trajectory yd(t) (m) versus time (s).
with λ > 0. As system (34)-(35) admits a relative degree equal to 1 for σ with respect to u,
one gets4
σ˙ = Ψ(·) + Γ(·) · u (37)
As described in [11, 8], functions Ψ(·) and Γ(·) can be written as the sum of a “nominal” part
(ΨNom and ΓNom) and an “uncertain” one (∆Ψ and ∆Γ), i.e.
Ψ(·) = ΨNom(·) + ∆Ψ(·), Γ(·) = ΓNom(·) + ∆Γ(·), (38)
From [11, 8], functions Ψ and Γ are bounded for all x ∈ X ; furthermore, for all x ∈ X ,
ΓNom > 0. Then, Ψ and Γ fulﬁll (3). It yields that the control law reads as5
u =
1
ΓNom
(−ΨNom + v) (39)
with control input v reading as previous control algorithms. Parameter ǫ reads as ǫ(t) =
4K(t) · Te. Parameters have been tuned as
Te = 10
−3 sec, K¯ = 250, K¯1 = 50,K(0) = 1, λ = 33.
Furthermore, for Algorithm 1, one has
K¯3 = 1, τ = 0.1 sec .
For Algorithm 2, one has µ = 0.1. Following simulations have been made by making variations
of load mass (+20%)6 and uncertainties on ϕ and ψ (-20 %). Figures 6-7 display, for the both
control laws, the actuator position with respect to desired trajectory (Top), the control input
u (Center), and the gainK (Bottom). It appears that the both strategies yield to quite similar
results. Note that, with the proposed gain tuning, Algorithm 1 induces lower magnitudes of
control and gain in this time interval; in fact, Algorithm 2 gain is increasing to a larger value
and takes time to decrease to similar values of Algorithm 1. However, to authors’ experience,
implementation of Algorithm 2 is clearly more easy.
4In [5], stability of zero-dynamics has been numerically established.
5It can be shown that ΓNom is invertible in the physical domain of the application [11, 8].
6This value and the following represent parameters variations with respect to their nominal values.
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Figure 6: CONTROL ALGORITHM 1. Top. Current (solid line) and desired (dashed line)
position trajectories (m) versus time (sec). Center. Control input u (V ) versus time (sec).
Bottom. Control gain K versus time (sec).
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Figure 7: CONTROL ALGORITHM 2. Top. Current (solid line) and desired (dashed line)
position trajectories (m) versus time (sec). Center. Control input u (V ) versus time (sec).
Bottom. Control gain K versus time (sec).
6 Conclusion
This paper proposes two new methodologies for adaptive sliding mode controller design. The
both algorithms allow establishing of the sliding mode via the sliding mode control laws with
gain adaptation without a priori knowing uncertainties/perturbations bounds while the adap-
tive gains values are both not over-estimated. The ﬁrst algorithm is based on evaluation of
uncertainties/perturbation by using equivalent control concept that requires employment of
low-pass ﬁlter. The second adaptive control law does not estimate the boundary of pertur-
17
bations/uncertainties and yields establishing a real sliding mode. The eﬃcacy of these new
strategies has been conﬁrmed on a tutorial example as well as by controlling the electrop-
neumatic actuator. Future works will concentrate on extending the developed methodologies
to both MIMO uncertain nonlinear systems and to systems with higher order adaptive-gain
sliding mode control, as well as on experimental validating the advanced algorithms.
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Appendix
Proof of Lemma 1. Suppose that σ(x, t) 6= 0. From K-dynamics (8), and given that
functions Ψ and Γ are supposed bounded, it follows that K is increasing and there exists a
time t1 such that
K(t1) >
ΨM
Γm
.
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Note that this gain has a ﬁnite value by the absolute continuity property of K(t). From t = t1,
given K-dynamics, gain K is large enough to make the sliding variable σ decreasing. Then, it
yields that, in a ﬁnite time t2, σ = 0 and K(t2) admits a bounded value. It yields that there
always exists a positive constant K∗ such that K∗ > K(t), for all t ≥ 0.
Proof of Lemma 2. Suppose that |σ(x, t)| > ǫ. From K-dynamics, and given that functions
Ψ and Γ are supposed bounded, it follows that K is increasing and there exists a time t1 (see
Figure 8) such that
K(t1) = |Ψ(t1)
Γ(t1)
|.
From t = t1, given K-dynamics, gain K is large enough to make the sliding variable σ
decreasing. Then, it yields that, in a ﬁnite time t2 (see Figure 8), |σ| < ǫ. It yields that gain
K is decreasing from t2, gain K being at a maximum value at t = t2. From K-dynamics, it
yields that there exists a time instant t3 > t2 (see Figure 8) such that
K(t3) = |Ψ(t3)
Γ(t3)
|.
From t = t3, gain K is not large enough to counteract perturbations and uncertainties as it is
decreasing. It yields that there exists a time instant t4 > t3 such that |σ(t4)| > ǫ. The process
then restarts from the beginning. By the assumptions (3), the gains K(ti) remain bounded
uniformly on ti. In fact,
K(ti) = |Ψ(ti)
Γ(ti)
| ≤ ΨM
Γm
:= K∗∗
and, hence, there always exists a ﬁnite constant K∗ such that
K∗ ≤ K∗∗
which proves the desired result.
t
K (t)
σ (t)
ε
t
t2t1 t3 t4
Ψ(t)/Γ(t)
Figure 8: Scheme describing the behaviour of σ (Top) and K (Bottom) versus time.
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