In wireless sensor networks (WSNs), hierarchical clustering is an efficient approach for lower energy consumption and extended network lifetime. In cluster-based multi-hop communications, a cluster head (CH) closer to the sink is loaded heavier than those CHs farther away from the sink. In order to balance the energy consumption among CHs, we development a novel cluster-based routing protocol for corona-structured wireless sensor networks. Based on the relaying traffic of each CH conveys, adequate radius for each corona can be determined through nearly balanced energy depletion analysis, which leads to balanced energy consumption among CHs. Simulation results demonstrate that our clustering approach effectively improves the network lifetime, residual energy and reduces the number of CH rotations in comparison with the MLCRA protocols.
Introduction
W ireless sensor networks (WSNs) have a wide range of applications, such as environment monitoring [1] - [3] , security [4] , [5] , military sensing, home automation, healthcare [6] and traffic surveillance [7] , etc. A typical WSN comprises a sink node and a large number of sensor nodes. A sensor node is in general of small sized and capable of sensing and communicating. However, sensor nodes are generally powered by batteries. Energy becomes one of the most critical issues in WSNs as these sensor nodes are non-rechargeable in most cases.
It is well recognized that cluster architecture can save more energy and therefore increase the network lifetime. In a typical two-tier WSN, the information is aggregated at the cluster head (CH) and then be transmitted to the sink via multi-hop communications. The concept of clustering is advantageous for both intra-cluster data collection and inter-cluster data forwarding, since the transmission ranges, as well as power consumption, in both case can be substantially reduced.
Aimed at balanced power consumption, numerous cluster-based approaches have been studied. However, to the best of our knowledge, none of existing protocols contributes directly to the determination of appropriate cluster radius of each corona in corona-structured WSNs. To this issue, we introduce a novel cluster-based routing protocol called "ECT" (Efficient Cluster radius and Transmission ranges in corona-based WSNs), which determines the cluster radius for each corona according to the traffic load imposed on its CH. The main contributions of this paper are listed as follows.
(1) Calculating the cluster radius for each corona according to the energy consumption of CHs.
This will prevent the overloading of CHs close to the sink. That is, relaying load is evenly allocated to CHs so that the CHs near the sink do not run out their power far earlier than others.
(2) Adopting cross-corona transmissions for extend network lifetime. When the sensor nodes in cluster CS i,j , where i represents the ith corona and j denotes the order of the cluster in that corona, can no longer serve as a CH, the CHs in corona C i+1 take charge of cross-corona data transmissions. In this way, the network lifetime can be effectively extended.
The rest of this paper is organized as follows. Section 2 surveys some related works. Section 3 presents the assumptions and observations. Section 4 explains how cluster radius can be determined according to the demand of relaying traffic. The proposed method ECT is explained in detail in Section 5. In Section 6, we discuss the simulation results. Finally, Section 7 concludes this paper.
Related Work
A number of clustering schemes [8] - [12] are proposed for the purpose of equalizing the energy consumption among all sensor nodes. Li and Mohapatra [13] investigate the validity of various possible methods to alleviate the energy hole problem. It has been noted that in a uniformly distributed WSN, hierarchical deployment has its benefits. Heinzelman, et al. [14] propose a CH rotation approach called LEACH. It picks out CHs randomly while each sensor node takes turns to serve as the CH in order to achieve energy-balancing. LEACH assumes that every node within the network is capable of reaching the sink directly. Deterministic cluster-head selection (LEACH-DCHS) [15] improves LEACH by taking the residual energy of the sensor node into consideration in the threshold function. This scheme ensures that the sensor node with more energy has a larger opportunity to be a CH. Ye, et al. [16] propose a distance-based cluster formation method (called EECS) with unequal cluster size in single-hop WSNs. Cluster sizes closest to the sink are larger while those located away from the sink are smaller. Therefore, CHs far from the sink can reserve more residual energy for long-distance data transmission to the sink. However, single-hop transmission consumes more energy than multi-hop communications. Lian, et al. [17] examine static models with uniformly distributions of sensor nodes for large-scale WSNs. At the end of the network lifetime, there is still considerable amount of residual energy, which can be up to 90 percent of total initial energy. Therefore, the static models with uniformly distributed sensor nodes fail to utilize their energy effectively. However, we demonstrate that nearly balanced energy depletion can be achieved with the help of carefully planned cluster radius and transmission ranges.
We here introduce a typical approach, which is compared to our proposed ECT scheme. Liu, et al. [18] propose a novel clustering scheme integrating hierarchical clustering on the basis of classical routing algorithm, which is called Multi-Layer Clustering Routing Algorithm (MLCRA). First of all, each sensor node broadcasts its own information within one hop to set up neighbor lists. This algorithm relies on probability (based on LEACH-DCHS) to determine whether a sensor node is a CH (first-class CH) or not. The chosen CH then broadcasts a CH_message that contains the node ID, residual energy, the layer number of the node and the distance to the sink node. Each sensor node receives a CH_message to check whether the layer number of the received CH_message belongs to its upper layer or not. If yes, it stores the information of the sensor node to the candidate list (first-class clusters formed); otherwise, it discards the received message. Sensor nodes in the candidate list can be chosen as the CH (second-class CH) based on the following two cases. If a sensor node is in the first level, the sensor node with the maximum ratio (i.e., the ratio of (the node's residual energy) to (the distance to the sink)) is selected as the CH (second-class CH). On the other hand, if the node is not in the first level, the sensor node in the candidate list (closest to the sink) is chosen as the CH (third-class CH). The process continues until the k-class CHs selected and the k-class clusters formed (the entire network topology is covered). Sensor nodes in the first-class clusters adopt direct communications, and the non-first-class CHs use multi-hop communications. Simulation results show that the MLCRA protocol achieves considerable improvement in network lifetime compared to the LEACH and LEACH-DCHS schemes.
Preliminaries
We consider a circular area of radius R with a static sink located in the center. Sensor nodes are uniformly distributed in topology. A corona model is used by partitioning the circular area into several coronas. The ith corona is denoted by C i . A corona C i is further divided into several cluster CS i,j with the same cluster radius (r i ), where i represents the ith corona and j donotes the order of the cluster in that corona, as shown in Fig. 1 (note that Fig. 1 is only an illustration of corona model, actual cluster radius in each corona will be calculated later in Section 5.1). Moreover, following are one theorem and two observations that can be further used in Section 4. 
The proof is given in Appendix. 
Proof. According to Theorem 1, even when the difference between θ i-1 and θ i is obvious (i.e., 
Proof.
Let ARC_r i be the total circumference of the circle in corona C i (as shown in Fig. 1 
Let arc_r i be a part of the arc in corona C i (which is equal to 2×r i ×Δ i , as shown in Theorem 1 and Fig. 1 ). We can have arc_r i divided by ARC_r i to roughly calculate the a i .
, where Δ i is the deviations (as mentioned before). Based on (5) and Observation 1 (i.e., 
Balanced Energy Depletion Analysis
According to the radio energy dissipation model in [19] , the transmission energy for l bit of data over a distance
, where E elec is the energy used in a sensor node for transmitting one bit of data, ε amp is the amplifier energy (multi-path model) and d refers to the maximum transmission distance. Note that various energy dissipation models can be used in the following derivations. That is, our scheme can be applied to different models. We use the radio energy dissipation model as an example because it is a typical model in WSNs.
Assume that each cluster member transmits 1 bit of data to its CH. Let D and CH i,j are the density of the sensor nodes (uniformly distributed) and the CH belongs to CS i,j , respectively. Basically, each CH (CH i,j ) in outermost corona C i only takes care of the data transmitted by its own cluster members (i.e.,
). However, the CHs in corona C i-1 not only handle the data transmitted by their own cluster members, but they also relay packets from corona C i (i.e.,
, where a i be the number of clusters in corona C i . The distance between the centers of two clusters is regarded as the transmission range for simplicity (i.e., (r i +r i-1 ) in corona C i , (r i-1 +r i-2 ) in C i-1 and so on). In addition, the distance between each CH 1,j (in innermost corona C 1 ) and sink is only r 1 . Applying Observation 2, the total energy consumption of a CH in corona C i can be evaluated as follows. 
To balance the energy consumption among CHs, we apply (7) to calculate the cluster radius for each corona.
, where R is the radius of the whole topology.
ECT
The ECT scheme consists of three phases, namely cluster formation phase, data forwarding phase and cluster maintenance phase.
Cluster Formation Phase
The cluster formation phase consists of the number of coronas in network topology, the cluster radius, cluster setup and CH-to-CH transmission capacity.
 The Number of Coronas in Network Topology
First of all, the sink divides the network topology into K-coronas. The cluster radiuses within the same corona are equal. Clusters closest to the sink grouped in the 1st corona and so on. The clusters located farthest from the sink are put in the Kth corona (as shown in Fig. 1 ).
 Cluster Radius
As stated before, the cluster radius in each corona can be calculated using (6) and (7). More specifically, two numerical examples for 2-corona and 3-corona model are illustrated. The ratio of r 1 , r 2 and r 3 can be obtained by (8) and (10) . By substituting the obtained ratio into (9) and (11), actual cluster radius in each corona (i.e., r 1 , r 2 and r 3 ) can be calculated. For the purpose of clarity, we detailed descript how to solve Equations 8, 9, 10 and 11 by using Mathematica [20] , as shown in Fig. 3 . It is easy extend this example to the k-corona model. Table 1 shows the variation of the cluster radius (r i ) with various network radii (R) ranging from 200m to 600m. It also provides the guideline for designing the cluster radius in WSNs. 
 Cluster Setup
The sensor nodes broadcast their own information with each other; the one with the most central location (minimum euclidean distance in each cluster) in each cluster serves as a CH. The chosen CH broadcasts a Head_Msg within its transmission range. This message contains current energy level, the distance between the CH and sink, and the sensor node's ID, which is used as the cluster's ID as well. If a sensor node receives multiple Head_Msgs, the sensor node selects and joins the closest CH. For those sensor nodes that do not serve as CHs and do not receive any Head_Msg, they may send a Find_Msg to seek the closest clusters to join them.
 CH-to-CH Transmission Capacity
After clusters are setup, the sink can calculate the number of clusters in each corona based on the cluster radius. Once a i is obtained (as mentioned before), we have the number of clusters in corona C i divided by the number of clusters in corona C i-1 . In some cases, the transmission capacity of CHs may be unequally arranged (as shown in Fig. 4 , the transmission capacity of some clusters in corona C 1 are 3×M 2 , others are 4×M 2 ). Accordingly, the transmission capacity of each CH may be well adjusted to balance its sharing (as shown in Fig. 5 , each cluster in corona C 1 has an equal amount of transmission capacity of 14×M 2 /4).
Data Forwarding Phase
The data forwarding phase consists of intra-cluster and inter-cluster data forwarding.
 Intra-Cluster Data Forwarding
In this phase, we adopt the MST [21] to shorten the distance of data transmission between sensor nodes and CHs. When a network has high density of sensor nodes, the transmitted information may take a long time before reaching the targeted CHs. Therefore, a hop count H is assigned. Once the sensor nodes proceed to forwarding data, the value of H is decreased by one. When the value of H is equal to zero and the data do not reach the targeted CH yet, the sensor node holding the data at the time directly transmit data to the CH to avoid time-consuming routing.
 Inter-Cluster Data Forwarding
In this phase, CHs in corona C i receive data from designated CHs in corona C i+1 , and then transmit data to the next adjacent CHs in corona C i-1 (closest to the sink); the process keeps on going until the data finally reaches the sink.
Cluster Maintenance Phase

 CH Rotations in a Cluster
A lot of typical clustering protocols reselect CHs per round so that the loads can be shared among all sensor nodes. However, frequent CH rotations impose considerable overheads since all cluster members have to be notified about the changes. In order to avoid such scenario, this phase defines the threshold of CH power as T. Note that CH rotation is triggered only when the residual energy of original CH is below a threshold T. Specifically, if the residual power of the CH is under T, the sensor node closest to the CH is elected as the new CH in the cluster. Meanwhile, new CH broadcasts the Change_Msg to notify its cluster members.
 Cross-Corona Data Transmissions
When each sensor node in cluster CS i,j is no longer serve as a CH, the CHs in corona C i+1 implement cross-corona data transmissions (as shown in Algorithm 1). In this way, the network lifetime can be prolonged. 
Simulations
We evaluate the performance metrics of ECT and compared it with MLCRA protocol. We choose MLCRA [18] as a comparison reference because MLCRA is one of the most recent clustering algorithms proposed in the literature. It achieves much improvement in the network lifetime when compared to LEACH [14] and LEACH-DCHS [15] . All the parameters are given as follows: The network radius ranges from 200m to 600m; E elec = 50 nJ/bit, ε amp = 10 pJ/bit/m 2 ; Energy dissipation of CH rotation is 0.02 mJ; each sensor node has an initial energy of 1 joule; 500 sensor nodes are uniformly distributed in topology; each sensor node sends 400 bits of data per unit time to the sink via multi-hop communications. Besides, sensor nodes can adjust the transmission ranges, the maximum transmission range can be used in transmitting data to the sink directly. We average the results of 200 runs for each scenario.
In addition, the performance metrics we used in our simulation are: 1) network lifetime [14] ; 2) residual energy; and 3) the number of CH rotations. The network lifetime is defined as the time until first sensor node uses up its energy and is measured in "round". The definition of a round is that one packet is transferred from the sensor node via the CH to the sink. The number of CH rotations indicates the total number of cluster head rotations before the network operation ends. Fig. 6 compares the proposed ECT with the MLCRA protocol. We regard the ECT scheme with k-corona model as ECT-k. It shows that ECT-2 (2-corona model), ECT-3 (3-corona model) and ECT-4 (4-corona model) exceed MLCRA protocol for the network lifetime. This is due to the fact that, the ECT using nearly balanced energy analysis scheme to determine cluster radius and transmission ranges in each corona. Fig. 7 compares the proposed ECT with the MLCRA protocol in terms of normalized network lifetime.
Network Lifetime
To evaluate the impact for 2-corona model (ECT-2), 3-corona model (ECT-3) and 4-corona model (ECT-4), we first measure the network lifetime of ECT scheme versus the network radius ranges from 200m to 600m. T is fixed at 20 percent (T is the threshold of CH power, as mentioned in Section 5.3). From Fig. 8 , we can clearly observe that ECT-2 gets better network lifetime when the network radius is 200m and 300m; ECT-3 is recommended when the network radius exceeds 400m. In fact, the same trends hold for T=15% and T=10%. Furthermore, the network lifetime has a decreasing trend as the network radius increases. This is because when network radius increases, transmission distances are increased for each sensor node. Hence, the network lifetime is decreased. Fig. 9 shows the network lifetime of ECT scheme and the ECT-NCT (Non Cross Transmissions) scheme. The difference between the ECT scheme and ECT-NCT scheme is that the ECT does cross-corona data transmissions (CT) while ECT-NCT scheme does not. It is worth mentioning that the ECT-2 scheme has longer network lifetime than the ECT-2-NCT scheme when the network operation is terminated. Likewise, ECT-3 scheme and ECT-4 schemes improve the network lifetime when compared with the ECT-3-NCT scheme and the ECT-4-NCT scheme, respectively. It also indicates that cross-corona data transmissions have benefits. 
Residual Energy of Each Sensor Node
To evaluate our ECT scheme in terms of residual energy (RE), we also compare it to the MLCRA scheme. We only choose the ECT-3 scheme since simulation results show it has good performance (compared to ECT-2 and ECT-4). The network radius is set to 500m.
For ECT-3, most of the sensor nodes nearly use up their energy when the network operation ends as shown in Table 2 . As a matter of fact, the residual energy of most sensor nodes is below 2.34×10 -2 joule when utilizing our ECT-3 scheme. By comparison, we can see that the residual energy improvement of ECT-3 scheme compared to the ECT-3-NCT scheme.
MLCRA algorithm follows the CH rotations used by the LEACH-DCHS [15] . However, MLCRA does not guarantee the energy depletion can be consumed in the well-balanced status. From Table 2 , we can see that the ECT-3 scheme is more energy efficiency than the MLCRA scheme. 
Total Number of CH Rotations
As mentioned earlier in Section 5.3, many traditional clustering algorithms frequently rotate the role of CH so that the loads can be shared among all sensor nodes. However, periodical CH rotations increase considerable overheads. Therefore, we need to reduce the total number of CH rotations if possible. Table 3 shows the total number of CH rotations for ECT-2, ECT-3, ECT-4 and MLCRA. We observe that, as threshold T increases, the total number of CH rotations also increases. This is because larger threshold T triggers the CH rotations earlier. Furthermore, CH rotations of ECT-2 are less than that of the ECT-3 and ECT-4 schemes (for T of 10, 15 and 20 percent). Specifically, CH rotations of ECT-2 can be reduced by 14.8 percent (compared to ECT-3) and 17.4 percent (compared to ECT-4) when the threshold T is set to 10 percent.
As to the MLCRA algorithm, it frequently rotates the role of CHs to share the loads among all sensor nodes. As a result, its number of CH rotations is much larger. 
Conclusions
In this paper, we proposed a novel energy balanced clustering mechanism ECT to extend the network lifetime in corona-based WSNs. The main idea is to divide network into varies cluster radiuses based on the energy consumption among CHs for each corona. Simulation results show that the ECT protocol can efficiently improve network lifetime, achieve energy efficiency and reduce CH rotations compared to the MLCRA protocol. This completes the proof of the theorem.
Appendix
