Let Vect(R) be the Lie algebra of smooth vector fields on R. The space of symbols Pol(T * R) admits a non-trivial deformation (given by differential operators on weighted densities) as a Vect(R)-module that becomes trivial once the action is restricted to sl(2) ⊂ Vect(R). The deformations of Pol(T * R), which become trivial once the action is restricted to sl(2) and such that the Vect(R)-action on them is expressed in terms of differential operators, are classified by the elements of the weight basis of H 2 diff (Vect(R), sl(2); D λ,µ ), where H i diff denotes the differential cohomology (i.e., we consider only cochains that are given by differential operators) and where
Introduction
Notations. Let Vect(R) be the Lie algebra of smooth vector fields on R. Let F λ be the space of weighted densities of degree λ on R, i.e., the space of sections of the line bundle (T * R) ⊗λ , so its elements can be represented as φ(x)dx λ , where φ(x) is a function and dx λ is a formal (for a time being) symbol. This space coincides with the space of vector fields, functions and differential forms for λ = −1, 0 and 1, respectively. The Lie algebra Vect(R) acts on F λ by the Lie derivative: we set L λ X (φ dx λ ) = (X(φ) + λ φ divX) dx λ for any X ∈ Vect(R) and φ dx λ ∈ F λ . (1.1)
We denote by D λ,ν the space of linear differential operators that act on the spaces of weighted densities:
2)
The Lie algebra Vect(R) acts on D λ,ν as follows. For any X ∈ Vect(R), we set (here L λ X is the action (1.1)):
( can be deduced from the work by Feigin and Fuchs [7] . Feigin-Fuchs gave details of computation of H 1 diff (Vect P (R); D λ,µ ) but not of higher cohomology and no explicit 2-cocycles were provided. The sl(2)-relative cohomology cannot, however, be deduced from their computation. Several authors (see, e.g., [14, 19] ) have also studied H i (Vect(R); A) for an arbitrary Vect(R)-module A. But it is not easy to get a description of the cohomology (1.4) nor the sl(2)-relative cohomology from their results. Our main result is computation of the sl(2)-relative cohomology and explicit expressions of 2-cocycles that span (1.4) . This work is the first step towards the study of formal deformations of symbols.
For investigation of all deformations of symbols in case of R n for n > 1, see [1] . The authors use the Neijenhuis-Richardson product to prove the existence of cocycles but do not compute any cohomology. The cohomology similar to (1.4) with R n instead of R is still out of reach for n > 1.
The Gelfand-Fuchs cocycle
We need to introduce the following cocycle (of Gelfand-Fuchs) :
Here ω is a cohomology class in H 2 (Vect(R), F 1 ). Related is the element of H 2 (Vect(S 1 )), the 2-cocycle on Vect(S 1 ) given by the formula (see [10] ):
This 2-cocycle generates the central extension of Vect(S 1 ) called the Virasoro algebra.
3 The sl(2)-relative cohomology of Vect(R) acting on D λ,µ
The following steps to compute the relative cohomology has intensively been used in [3, 4, 5, 13] . First, we classify sl(2)-invariant differential operators, then we isolate among them those that are 2-cocycles. To do that, we need the following Lemma.
Lemma 1. Any 2-cocycle vanishing on the Lie subalgebra
Proof. The 2-cocycle condition reads as follows:
for every X, Y, Z ∈ Vect(R) and φ dx λ ∈ F λ , where (X, Y, Z) denotes the summands obtained from the two written ones by the cyclic permutation of the symbols X, Y, Z. Now, if X ∈ sl(2), then the equation above becomes
This condition is nothing but the invariance property.
sl(2)-invariant differential operators
As our 2-cocycles vanish on sl(2), we will investigate sl(2)-invariant bilinear differential operators that vanish on sl(2).
Proposition 1. The space of skew-symmetric bilinear differential operators
, which are sl(2)-invariant and vanish on sl(2), is as follows:
It is
3. It is 0-dimensional, otherwise.
Proof. The generic form of any such a differential operator is (
where c i,j = −c j,i and f (i) stands for
The invariance property with respect to the vector field X = x d dx with arbitrary Y and Z implies that c ′ i,j = 0 and µ = λ + i + j + l. Therefore c i,j are constants. Now, the invariance property with respect X = x 2 d dx with arbitrary Y and Z is equivalent to the system (where 2 < β < γ < k):
For β = 3, the equation (3.1) implies that all the constants c t,3 can be determined uniquely in terms of c 4,3 and c 4,s . More precisely,
For β = 4 and γ = 5, and from the system (3.1), we have
Thus the constant c 6,4 is determined. But for β = 4 and γ > 5, the system (3.1) implies that
Therefore all c 5,γ can be determined for any γ ≥ 6. By continuing this procedure we see that c 6,γ , c 7,γ , . . . can be determined as well as c 4,γ for γ even. Finally, we have proved that the space of sl(2)-invariant operators is as follows:
(i) for k even, it is generated by c 4,3 , c 4,5 , c 4,7 , . . . , c 4,k−3 . The space of solution is
(ii) for k odd, it is generated by c 4,3 , c 4,5 , c 4,7 , . . . , c 4,k−2 . The space of solution is
3.2 The sl(2)-relative cohomology of Vect(R) (2); D λ,µ ) has been computed in [5] .
Proof of Theorem 1
Every 2-cocycle on Vect(R) retains the following general form (
where c i,j = −c j,i . Since this 2-cocycle vanishes on sl(2), Lemma 1 implies that this 2-cocycle is sl(2)-invariant. Therefore all c i,j are zero and i+j +l = µ−λ. The last statement means that the 2-cocycle (4.1) is homogenous. Besides, we have c 0,j = c 1,j = c 2,j = 0. Before starting with the proof proper, we explain our strategy. This method has already been used in [3] . First, we investigate operators that belong to Z 2 (Vect(R), sl(2); D λ,µ ). The 2-cocycle condition imposes conditions on the constants c i,j : we get a linear system for c i,j . Second, taking into account these conditions, we eliminate all constants underlying coboundaries. Gluing these bits of information together we deduce that dim H 2 is equal to the number of independent constants c i,j remaining in the expression of the 2-cocycle (4.1).
where the constants γ i,j satisfy
Remark 2. The operators (4.2) are called transvectants. Amazingly, they appear in many contexts, especially in the computation of cohomology (cf. [3, 5] ). We refer to [18] for their history.
Now we will study properties of the coboundaries. Let B : Vect(R) → D λ,µ be an operator defined by (for any X = f d dx ∈ Vect(R) and φ dx λ ∈ F λ ):
the following properties. The operator B coincides (up to a nonzero factor) with the transvectant
where β 0,j = β 1,j = β 2,j = 0, and
Proof. From the very definition of coboundaries, we have (for any X, Y ∈ Vect(R) and φ dx λ ∈ F λ ):
The coboundary above vanishes on the Lie algebra sl (2) . It means that if X ∈ sl(2), we have
Hence, the operator B is sl(2)-invariant; therefore it coincides with the transvectants. The conditions γ 0,k+1 = γ 1,k = γ 2,k−1 = 0 come from the fact that the operator B vanishes on sl(2). Now, the conditions β 0,j = β 1,j = β 2,j = 0 are consequences of sl (2)-invariance, while the values of β 3,4 and β 4,5 follow by a direct computation.
The case where µ − λ = 5
In this case, the 2-cocycle has the form
The 2-cocycle condition is always satisfied. On the other hand, the coboundary (4.4) takes the form
This coboundary coincides with the 2-cocycle (4.5) except for λ = 0, −2 or −4. Therefore the cohomology in Theorem 1 is trivial except for λ = 0, −2 or −4.
The case where µ − λ = 6
The 2-cocycle has the form
On the other hand, the coboundary (4.4) takes the form
This coboundary coincides with our 2-cocycle except when λ = − 5 2 or λ is a solution to 3 + 2λ(5 + λ) = 0.
The case where µ − λ ≥ 7
In this case, the 2-cocycle condition is equivalent to the system (where 2 ≤ α < β < γ):
This system can be deduced by a simple computation. Of course, such a system has at least one solution in which the solutions c i,j are just the coefficients β i,j of the coboundaries (4.4).
4.3.1
The case where µ − λ = 7, 8, 9, 10, 11
Let us show that the solutions to the system (4.6) are expressed in terms of c 3,4 and c 4,5 .
In the case α = 2, the system (4.6) has been studied in Section 3.1; its study corresponds to the investigation of sl (2) Now for k = 9, 10 and 11 we have to deal with the system (4.6) for α = 3 :
For β = 4 and γ = 5, the coefficient c 4,7 is given by
(4.9)
We continue like this until we determine all the constants c 4,k−3 for k even and c 4,k−2 for k is odd. Therefore the system (4.6) admits solutions generated by c 3,4 and c 4,5 . Let us give explicitly these solutions.
For (4.13)
The explicit value of c 4,9 is too long; hereafter we omit such expressions obtained with the help of Mathematica.
We have just proved that the coefficients of every 2-cocycle is expressed in terms of the two constants c 3,4 and c 4, 5 . But this general formula may contain coboundaries. We explain how the coboundaries can be removed. Consider any coboundary given as in (4.4). We discuss the following cases: 1) λ = 2) λ = 1 2 (1 − k ± √ 1 + 3k). Then the constant c 4,5 can be eliminated by adding the coboundary (4.4). On the other hand, the constant c 3,4 cannot be eliminated because β 3,4 = 0. It follows that the coefficients of the 2-cocycle are generated by c 3, 4 . Therefore the cohomology is one-dimensional. The 2-cocycle is given explicitly by the constants (4.7), (4.8), (4.9), (4.10), (4.11), (4.12) upon taking c 3,4 = 1 and c 4,5 = 0.
3) λ = 3−k 2 . First, we observe that there is no common solutions for λ in 2) and 3) except for λ = 1 and k = 1; or λ = −1 and k = 1. But these cases are not taken into consideration because k ≥ 7. The constant c 3,4 can be eliminated by adding the coboundary (4.4). On the other hand, the constant c 4,5 cannot be eliminated because β 4,5 = 0. It follows that the coefficients of the 2-cocycle are generated by c 4, 5 . Therefore the cohomology is onedimensional. The 2-cocycle is given by the constants (4.7), (4.8), (4.9), (4.10), (4.11), (4.12) upon taking c 3,4 = 0 and c 4,5 = 1.
4) λ is a solution to the equation
In this case, c 3,4 can be eliminated by adding the coboundary (4.4). On the other hand, the constant c 4,5 cannot be eliminated as β 4,5 = 0. It follows that the coefficients of the 2-cocycle are generated by c 4, 5 . Therefore the cohomology is one-dimensional. The coefficients of the 2-cocycle are given by constants as above upon taking c 3,4 = 0 and c 4,5 = 1.
5) λ is not like 1)-4)
. In this case, whatever the weight λ is, one of the constant c 3,4 or c 4,5 can be eliminated by adding the coboundary. It follows that the cohomology is onedimensional. The coefficients of the 2-cocycle are given by the constants as above upon taking, for instance, c 3,4 = 1 and c 4,5 = 0.
4.3.2
The case where µ − λ = 12, 13, 14
Let us prove that the system (4.6) has solutions that can be expressed in terms of one parameter if λ is generic, and in terms of two parameters for particular values of λ. But we have already seen in the previous section that all the solutions can be expressed in terms of c 3,4 and c 3, 5 . As k ≥ 12, we are required to study (4.6) for α = 4. For α = 4, β = 5 and γ = 6, the system has one more equation
(4.14)
We have three cases:
, then from Eq. (4.14) the constant c 4,5 can be expressed in terms of c 3,4 . Here we have two subcases:
, then Eq. (4.14) implies that c 3,4 = 0. The constant c 4,5 can be eliminated by adding the coboundary (4.4) for a suitable γ 3,k−2 . Therefore the cohomology is zero.
, then Eq. (4.14) implies that c 4,5 can be determined in terms of c 3,4 . We omit here the explicit expression because it is too long.
The constant c 3,4 can be eliminated upon adding the coboundary (4.4) for a suitable γ 3,k−2 . Therefore the cohomology is zero.
, then the system (4.6) has solutions that still depend on c 3,4 and c 4,5 . Now, the coboundary (4.4) can be added in order to eliminate the constant c 3,4 . The constants are as follows: Here we omit the expressions of c 10,4 and c 12,4 as they are too long.
, then the cohomology is two-dimensional.
4.3.3
The case where µ − λ ≥ 15
Let us prove that the system (4.6) has solutions that depend on one parameter for all λ.
We have seen in the previous section that the solutions to the system (4.6) depend on one parameter if λ is generic and on two parameters if λ =
. But here k ≥ 15; we have to study (4.6) for α = 5. For α = 5, β = 6 and γ = 7, the system (4.6) has one more equation 2
, we proceed as before. The cohomology is zero.
Remark 3. The study of sl(2)-invariant differential operators over polynomial vector fields on R, Vect P (R), or over smooth vector fields on the circle, Vect(S 1 ), (in the case of S 1 we express such operators in an affine coordinate) is identical with the study of sl(2)-invariant differential operators over Vect(R). Therefore, Theorem 1 remains true whether for Vect(S 1 ) or Vect P (R) since its proof is based on the classification of sl(2)-invariant differential operators.
5 Explicit 2-cocycles for Vect(R) and sl (2) The following cohomology was computed by Lecomte [12] :
2 ), and k ∈ N\{0}, 0 otherwise. The 2-cocycle that spans this cohomology is given by (here ω is the Gelfand-Fuchs cocycle (2.1)):
The following cohomology can be deduced from the work of Feigin-Fuchs [7] (where Vect P (R) is the Lie algebra of polynomial vector fields) :
µ − λ = 7, 8, 9, 10, 11 for all λ, µ − λ = k = 12, 13, 14 but λ is either
2) For k = 2, 3, 4, 5, 6, we proceed as before. Suppose now that k > 6. We will deal with the coefficients c 1,γ . The 2-cocycle condition implies that the component of f ′ g β h γ φ k+2−β−γ , which should be zero, is equal to . In this case, the coefficient of f ′ g ′′ φ k−1 is zero in the expression of the coboundary. But c 1,3 can be eliminated upon putting c 1,3 = 1 6 k(k − 1) (k − 2 + 3λ) β 1 . By putting β = 2, we can see from (5.9) that all c t,1 can be expressed in terms of c 1,2 . They are given by the induction formula:
However, for β = 3 and γ = 4 the system (5.9) becomes
As k > 4, the equation above admits a solution only for c 1,2 = 0. Thus, all c 1,γ are zero.
, then the constant c 1,2 can be eliminated and we proceed as before. Now we deal with the coefficients c 2,s . These coefficients can be eliminated upon taking
Finally, the remaining 2-cocycle vanishes on sl(2). 
×((k − 1)(k − 2 + 3λ)γ 2,k−1 − (k − 1 + 2λ)γ 3,k−3 ).
Proof. Similar to Proposition 3. Now we will explain how we can deduce the explicit expressions of the 2-cocycles that span H 2 (Vect P (R); D λ,µ ) by using the results of Sec. 4.3. To save space, we give details of the computation only for µ − λ = 7, 8, 9, 10, 11. The other cases, namely µ − λ = 12, 13, 14, can be deduced by the same way. We start with any 2-cocycle c ∈ Z 2 (Vect P (R); D λ,µ ) vanishing on sl(2). This is actually possible, thanks to Lemma 2. The 2-cocycle condition of c has already been studied Sec. 4.3.1. The 2-cocycle c is generated by the two constants c 3,4 and c 4, 5 . We have the following cases: 1) λ = 1−k 2 . By Lemma 3, one of the constants c 3,4 or c 4,5 can be eliminated by adding a coboundary with an appropriate value of γ 2,k−2 . We obtain, therefore, a unique 2-cocycle that is non-trivial in H 2 (Vect P (R); D λ,µ ).
2) λ = 2−k 3 . By Lemma 3, one of the constants c 3,4 or c 4,5 can be eliminated by adding a coboundary with an appropriate value of γ 3,k−3 . We obtain, therefore, a unique 2-cocycle that is non-trivial in H 2 (Vect P (R); D λ,µ ).
3) λ is a solution to the equation Then β 3,4 = 0. Therefore the constant c 4,5 can be eliminated with an appropriate value of γ 2,k−1 . We obtain, therefore, a unique 2-cocycle that is non-trivial in H 2 (Vect P (R); D λ,µ ).
4) λ is a solution to the equation (k − 3 + 2λ)(k 3 + 4(λ − 1)λ(2λ − 19) + 3k 2 (2λ − 7) + 2k(49 + 6(λ − 7)λ)) = 0.
Then β 4,5 = 0. Therefore the constant c 3,4 can be eliminated with an appropriate value of γ 2,k−1 . We obtain, therefore, a unique 2-cocycle that is non-trivial in H 2 (Vect P (R); D λ,µ ). 5) If λ is not as in 1)-4). Whatever the value of λ is the constant c 3,4 can be eliminated with an appropriate value of γ 2,k−1 . We obtain, therefore, a unique 2-cocycle that is nontrivial in H 2 (Vect P (R); D λ,µ ).
It would also be interesting to study the cohomology arising in the context of deformation of the space of symbols on multi-dimensional manifolds.
