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Une fonction zêta motivique pour l’étude des singularités réelles
Résumé. Nous nous intéressons à l’étude des singularités réelles à l’aide d’arguments prove-
nant de l’intégration motivique. Une telle démarche a été initiée par S. Koike et A. Parusiński puis
poursuivie par G. Fichou.
Afin de donner une classification des singularités réelles, T.-C. Kuo a défini la notion d’équi-
valence blow-analytique. Il s’agit d’une relation d’équivalence pour les germes analytiques réels
n’admettant pas de module continu pour les singularités isolées. Cette notion est étroitement liée
à la notion d’applications analytiques par arcs définie par K. Kurdyka. Il est donc naturel d’adapter
des arguments provenant de l’intégrationmotiviquepour l’étudede l’équivalence blow-analytique.
La difficulté réside désormais dans le fait de trouver des méthodes permettant de montrer que
deux germes sont équivalents et de construire des invariants permettant de distinguer deux germes
qui ne sont pas dans la même classe.
Nous travaillons avec une variante plus algébrique de cette notion, l’équivalence blow-Nash
introduite par G. Fichou.
La première partie de la thèse consiste en un théorème d’inversion donnant des conditions
pour que l’inverse d’un homéomorphisme blow-Nash soit encore blow-Nash. L’intérêt d’un tel
énoncé est que de telles applications apparaissent dans la définition de l’équivalence blow-Nash.
La seconde partie est consacrée à l’étude d’une nouvelle fonction zêta motivique. Il s’agit d’as-
socier à un germe analytique une série formelle. Cette fonction zêta motivique généralise les fonc-
tions zêta de Koike–Parusiński et de Fichou et admet une formule de convolution. Il s’agit d’un
invariant pour l’équivalence blow-Nash.
Mots-clés. équivalence blow-Nash, applications analytiques par arcs, ensembles symétriques
par arcs, singularités réelles, intégration motivique, fonctions Nash, fonctions zêta.
A motivic zeta function to study real singularities
Abstract. The main purpose of this thesis is to study real singularities using arguments from
motivic integration as initiated by S. Koike and A. Parusiński and then continued by G. Fichou.
In order to classify real singularities, T.-C.Kuo introduced the blow-analytic equivalencewhich
is an equivalence relation on real analytic germs without moduli for isolated singularities. This
notion is closely related to the notion of arc-analytic maps introduced by K. Kurdyka, thus it is
natural to adapt arguments from motivic integration to the study of the relation. The difficulty
lies in finding efficient ways to prove that two germs are equivalent and in constructing invariants
that distinguish germs which are not in the same class.
We focus on the blow-Nash equivalence, a more algebraic notion which was introduced by G.
Fichou.
The first part of this thesis consists in an inverse theorem for blow-Nash maps. Under certain
assumptions, this ensures that the inverse of a homeomorphism which is blow-Nash is also blow-
Nash. Such maps are involved in the definition of the blow-Nash equivalence.
In the second part, we associate a power series to an analytic germ, called the zeta function of
the germ. This construction generalizes the zeta functions of Koike–Parusiński and Fichou. Fur-
thermore, it admits a convolution formula while being an invariant for the blow-Nash equiva-
lence.
Keywords. blow-Nash equivalence, arc-analytic maps, arc-symmetric sets, real singularities,
motivic integration, Nash functions, zeta functions.
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1Introduction
Les premières sections de ce chapitre introduisent les notions autour desquelles s’ar-
ticulent les travaux de cette thèse. Afin de rendre la lecture de ce manuscrit autonome,
nous en profitons pour introduire les concepts auxquels nous ferons appel.
Une fois ce cadre précisé, nous pourrons présenter les principaux résultats de ce travail
et les situer dans leurs contextes. C’est le but de l’avant-dernière section de cette introduc-
tion.
Les résultats sont ensuite laissés sous leurs formes d’articles aux Chapitres 2 et 3.
1.1 Équivalence blow-analytique
La notion d’équivalence blow-analytique a été introduite par T.-C. Kuo [63] [66] [64]
[65] dans le but d’obtenir une classification des singularités analytiques réelles.
Cette approche s’est avérée nécessaire du fait que la notion d’équivalence 𝐶0 est trop
grossière alors que celle d’équivalence 𝐶1 est trop fine pour obtenir une classification
n’admettant pas de module continu pour une famille analytique de singularités isolées.
Ces points sont mis en exergue dans les exemples suivants.
En plus des articles cités tout au long de la section, nous renvoyons le lecteur vers les
synthèses [39] et [43] pour plus de détails concernant l’équivalence blow-analytique.
Définition 1.1.1. Soient 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ, 0) deux germes de fonctions analytiques. On
dit que 𝑓 et 𝑔 sont 𝐶𝑘-équivalents s’il existe ℎ ∶ (ℝ𝑑 , 0) → (ℝ𝑑 , 0) un 𝐶𝑘-difféomorphisme
local tel que 𝑓 = 𝑔 ∘ ℎ.
Exemple 1.1.2 ([101, Example 13.1]). Considérons la famille de Whitney
𝑓𝑡 ∶ (ℝ2, 0) → (ℝ, 0), 𝑡 ∈ (0, 1)
définie par
𝑓𝑡(𝑥, 𝑦) = 𝑥𝑦(𝑦 − 𝑥)(𝑦 − 𝑡𝑥)
Alors 𝑓𝑡 est 𝐶1-équivalent à 𝑓𝑡′ si et seulement si 𝑡 = 𝑡′.
La 𝐶1-équivalence n’est donc pas satisfaisante puisqu’il s’agit à chaque fois de quatre
droites distinctes concourantes en l’origine.
Exemple 1.1.3. Le germe 𝑓(𝑥, 𝑦) = 𝑥3 − 𝑦2, définissant un point de rebroussement, est
𝐶0-équivalent au germe non-singulier 𝑔(𝑥, 𝑦) = 𝑥.
Soit 𝐹 ∶ ℝ2 × 𝐼 → ℝ définie par 𝐹 (𝑥, 𝑦, 𝑡) = 𝑥𝑦(𝑦 − 𝑥)(𝑦 − 𝑡𝑥) où 𝐼 = (0, 1).
On note 𝜋 ∶ 𝑀 → ℝ2 l’éclatement de ℝ2 en l’origine. Soit Φ ∶ 𝑈1 → 𝑈2 un isomor-
phisme analytique réel entre deux voisinages ouverts de 𝜋−1(0) × 𝐼 dans𝑀 × 𝐼 qui laisse
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𝜋−1(0) × 𝐼 invariant et tel que pour tout (𝑥, 𝑡) ∈ 𝑈1, pr𝐼 Φ(𝑥, 𝑡) = 𝑡. Alors Φ induit un ho-
méomorphisme 𝜑 ∶ 𝑉1 → 𝑉2 entre deux ouverts de {0} × 𝐼 dans ℝ2 × 𝐼 tel que pour tout
(𝑥, 𝑡) ∈ 𝑉1, pr𝐼 𝜑(𝑥, 𝑡) = 𝑡 et tel que pour tout 𝑡 ∈ 𝐼 , 𝜑(0, 𝑡) = (0, 𝑡).
T.-C. Kuo [64] remarque qu’il existe un tel Φ de sorte que 𝐹 ∘ 𝜑 ne dépende pas de 𝑡.
La notion d’équivalence blow-analytique qu’il développe ensuite généralise cette ob-
servation. Mais avant de l’introduire, nous allons avoir besoin des notions suivantes.
Définition 1.1.4 ([102]). Une complexificationd’une variété analytique réelle non-singulière
𝑀 (au sens de [real analytic manifold]) de dimension 𝑛 est la donnée d’une variété analy-
tique complexe non-singulière𝑀ℂ de dimension 𝑛 et d’un isomorphisme analytique réel
𝜑 de𝑀 sur une sous-variété analytique réelle de𝑀ℂ tels que pour tout point 𝑥 de𝑀ℂ, il
existe un voisinage ouvert 𝑈ℂ de 𝑥, un ouvert 𝑈 ′ de ℂ𝑛 et un isomorphisme 𝜓 ∶ 𝑈ℂ → 𝑈 ′
envoyant 𝜑(𝑀) ∩ 𝑈ℂ sur ℝ𝑛 ∩ 𝑈 ′.
Proposition 1.1.5 ([102, Proposition 1]). Une variété analytique réelle non-singulière 𝑀 ad-
met une complexification. De plus, si (𝑀ℂ1 , 𝜑1) et (𝑀
ℂ
2 , 𝜑2) sont deux complexifications, il existe
un voisinage ouvert 𝑈1 de 𝜑1(𝑀), un voisinage ouvert 𝑈2 de 𝜑2(𝑀) ainsi qu’un isomorphisme
analytique complexe 𝜓 ∶ 𝑈1 → 𝑈2 tels que 𝜓(𝑥) = 𝜑2 ∘ 𝜑−11 (𝑥) pour 𝑥 ∈ 𝜑1(𝑀).
Soit 𝜇 ∶ 𝑀 → 𝑁 une application analytique réelle propre et surjective entre deux va-
riétés analytiques réelles non-singulières. Alors 𝜇 s’étend en une application analytique
complexe 𝜇ℂ ∶ 𝑈(𝑀) → 𝑈(𝑁) où 𝑈(𝑀) et 𝑈(𝑁) sont des voisinages ouverts respective-
ment de𝑀 et de 𝑁 dans une complexification. On déduit de la proposition précédente
que la complexification 𝜇ℂ de 𝜇 est unique à isomorphisme analytique complexe près.
Définition 1.1.6 ([65]). Soit 𝜇 ∶ 𝑀 → 𝑁 une application analytique réelle propre et sur-
jective entre deux variétés analytiques réelles non-singulières. On dit que 𝜇 est une modi-
fication réelle si 𝜇ℂ ∶ 𝑈(𝑀) → 𝑈(𝑁) est propre et s’il s’agit d’un isomorphisme en dehors
d’un sous-ensemble mince⋆ de 𝑈(𝑀).
Remarque 1.1.7. Certains auteurs (voir par exemple [43]) ne font pas d’hypothèse de pro-
preté sur 𝜇ℂ dans la définition de modification réelle. Nous avons fait le choix de suivre
la définition de [65] afin d’obtenir des éclatements globaux (et non locaux) dans l’énoncé
du Lemme 1.1.11.
Exemple 1.1.8. On remarque que 𝜇(𝑥) = 𝑥3 n’est pas une modification réelle.
Définition 1.1.9 ([65]). † Une application 𝑓 ∶ 𝑀 → 𝑁 entre deux variétés analytiques
réelles non-singulières est dite blow-analytique s’il existe une modification réelle 𝜇 ∶ ?̃? →
𝑀 telle que 𝑓 ∘ 𝜇 ∶ ?̃? → 𝑁 soit analytique.
On peut définir l’éclatement d’une variété analytique réelle non-singulière le long
d’une sous-variété fermée non-singulière simplement en travaillant localement. Il s’agit
alors de redresser localement la sous-variété en question pour utiliser la définition clas-
sique de l’éclatement d’un espace euclidien en l’origine.
⋆i.e. au sens de [thin set], c’est-à-dire un ensemble 𝐶 dont chaque point admet un voisinage 𝑈 et une fonction
analytique complexe non-nulle sur 𝑈 qui s’annule identiquement sur 𝑈 ∩ 𝐶 . Par l’unicité du théorème
de prolongement analytique, un tel ensemble est nulle part dense.
†L’utilisation du terme blow-analytique semble provenir du fait que dans les premiers exemples [64], la modi-
fication réelle était donnée par un éclatement [blowing-up] en l’origine.
2
1.1. Équivalence blow-analytique
Soient 𝑀 une variété analytique réelle non-singulière et 𝐶 une sous-variété fermée
de 𝑀 . À isomorphisme près au-dessus de 𝑀 , il existe une unique application propre
𝜋 ∶ ?̃? → 𝑀 avec ?̃? une variété analytique réelle non-singulière telle que :
1. La restriction 𝜋|𝑀⧵𝐶 ∶ ?̃? ⧵ 𝜋−1(𝐶) → 𝑀 ⧵ 𝐶 est un isomorphisme.
2. Soit 𝑈 un système de coordonnées locales donné par 𝜑 ∶ 𝑈 → 𝑉 × 𝑊 , où 𝑉 ⊂ ℝ𝑚
et 𝑊 ⊂ ℝ𝑑−𝑚 sont des voisinages ouverts des origines respectives, tel que 𝜑(𝐶 ∩
𝑈) = {0} × 𝑊 . Soit 𝜋0 ∶ ̃𝑉 → 𝑉 l’éclatement de 𝑉 en l’origine. Alors il existe un
isomorphisme ?̃? ∶ 𝜋−1(𝑈) → 𝑉 ′ ⧵ 𝑊 tel que le diagramme suivant commute
𝜋−1(𝑈) ?̃? //
𝜋

̃𝑉 × 𝑊
(𝜋0,id𝑊 )

𝑈 𝜑 // 𝑉 ×𝑊
Définition 1.1.10. On dit que 𝜋 ∶ ?̃? → 𝑀 est l’éclatement de𝑀 le long de 𝐶 .
Lemme 1.1.11 (Une version réelle du lemme de Chow-Hironaka [57, Corollary 2]). Soit
𝜇 ∶ 𝑀 → 𝑁 une modification réelle. Alors il existe une variété analytique réelle non-singulière
?̃? et une application analytique réelle Ψ ∶ ?̃? → 𝑀 telle que 𝜓 = 𝜇 ∘Ψ ∶ ?̃? → 𝑁 soit une suite
localement finie d’éclatements à centres non-singuliers.
La proposition suivante est une conséquence immédiate du lemme précédent.
Proposition 1.1.12 ([65]). Une application 𝑓 ∶ 𝑀 → 𝑁 entre deux variétés analytiques réelles
non-singulières est blow-analytique si et seulement s’il existe une suite localement finie d’éclate-
ments à centres non-singuliers 𝜎 ∶ ?̃? → 𝑀 telle que 𝑓 ∘ 𝜎 ∶ ?̃? → 𝑁 soit analytique.
Exemple 1.1.13 ([65]). La fonction définie par 𝑓(𝑥,𝑦) = 𝑥2𝑦𝑥2+𝑦2 et 𝑓(0, 0) = 0 est continue
mais pas 𝐶1. Elle est blow-analytique via l’éclatement de ℝ2 en l’origine.
Exemple 1.1.14. La fonction définie par 𝑓(𝑥,𝑦) = 𝑥𝑦𝑥2+𝑦2 sur ℝ
2 ⧵ {0} ne se prolonge pas par
continuité à l’origine. Cependant elle est analytique après l’éclatement de ℝ2 en l’origine.
Nous pouvons maintenant définir la notion d’équivalence blow-analytique.
Définition 1.1.15 ([65]). Deux germes de fonctions analytiques réelles 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) →
(ℝ, 0) sont blow-analytiquement équivalents s’il existe un homéomorphisme local ℎ ∶
(ℝ𝑑 , 0) → (ℝ𝑑 , 0) tel que ℎ et ℎ−1 sont blow-analytiques et satisfaisant 𝑓 = 𝑔 ∘ ℎ.
Afin de montrer qu’il s’agit d’une relation d’équivalence, T.-C. Kuo donne la caracté-
risation suivante.
Proposition 1.1.16 ([65, Proposition 2]). Soit 𝜑 ∶ (ℝ𝑑 , 0) → (ℝ𝑑 , 0) un homéomorphisme
local. Alors 𝜑 et 𝜑−1 sont blow-analytiques si et seulement s’il existe deux modifications 𝜇1, 𝜇2 et
un isomorphisme analytique réel Φ tel que le diagramme suivant commute
(𝑀1, 𝜇−11 (0))
Φ //
𝜇1

(𝑀2, 𝜇−12 (0))
𝜇2

(ℝ𝑑 , 0) 𝜑 // (ℝ
𝑑 , 0)
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Corollaire 1.1.17. La relation d’équivalence blow-analytique sur les germes analytiques (ℝ𝑑 , 0) →
(ℝ, 0) est bien une relation d’équivalence.
La difficulté réside maintenant en la construction d’homéomorphismes satisfaisant
les conditions de la Définition 1.1.15 afin de montrer que deux germes sont équivalents
ainsi qu’en la construction d’invariants blow-analytiques afin de distinguer les différentes
classes.
La principale façon d’obtenir de tels homéomorphismes est d’intégrer des champs de
vecteurs bien choisis.
Les invariants blow-analytiques actuellement connus sont les invariants de T. Fukui
[38] et les fonctions zêta de S. Koike et A. Parusiński [59] que nous verrons à la Section
1.4.
Nous pouvons désormais citer les théorèmes suivants qui expliquent en quoi l’équiva-
lence blow-analytique généralise les résultats de [64] rappelés audébut de la section et ain-
si pourquoi les éléments de la famille deWhitney sont deux à deux blow-analytiquement
équivalents.
Définition 1.1.18 (Trivialité blow-analytique en famille). Soient 𝐼 un intervalle de ℝ et
𝐹 ∶ ℝ𝑑 × 𝐼 → ℝ tel que 𝑓𝑡(0) = 𝐹 (0, 𝑡) = 0 pour tout 𝑡 ∈ 𝐼 .
Soit 𝜇 ∶ 𝑀 → ℝ𝑑 une modification réelle. On dit que la famille (𝑓𝑡)𝑡∈𝐼 est blow-
analytiquement triviale via 𝜇 s’il existe un isomorphisme analytique réel
Φ ∶ (𝑀 × 𝐼, 𝜇−1(0) × 𝐼) → (𝑀 × 𝐼, 𝜇−1(0) × 𝐼)
et un homéomorphisme
𝜑 ∶ (ℝ𝑑 × 𝐼, {0} × 𝐼) → (ℝ𝑑 × 𝐼, {0} × 𝐼)
tels que le diagramme suivant commute
𝑀 × 𝐼 Φ //
𝜇×id𝐼

##G
GG
GG
GG
GG
G 𝑀 × 𝐼
𝜇×id𝐼

{{www
ww
ww
ww
w
𝐼
ℝ𝑑 × 𝐼
; ;xxxxxxxx
𝜑
//
𝐹
##F
FF
FF
FF
FF
ℝ𝑑 × 𝐼
ccFFFFFFFF
𝐹0{{xx
xx
xx
xx
x
ℝ
où il existe un certain 𝑡0 ∈ 𝐼 tel que pour tout 𝑡 ∈ 𝐼 , 𝐹0(𝑥, 𝑡) = 𝐹 (𝑥, 𝑡0).
En particulier 𝐹 ∘ 𝜑 ne dépend pas de 𝑡 et les applications Φ et 𝜑 préservent les fibres
à 𝑡 fixé.
On dit qu’une famille est blow-analytiquement triviale si elle est blow-analytiquement
triviale via une modification 𝜇.
Remarque 1.1.19. Si une famille est blow-analytiquement triviale alors ses membres sont
deux à deux blow-analytiquement équivalents.
Les théorèmes suivants se démontrent en intégrant des champs de vecteurs convena-
blement choisis afin de construire l’isomorphisme de la Définition 1.1.18.
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Théorème 1.1.20 ([64]). Soit 𝑓𝑡 ∶ (ℝ𝑑 , 0) → (ℝ, 0), 𝑡 ∈ 𝐼 , une famille de germes analytiques.
Si pour tout 𝑡 ∈ 𝐼 , le terme initial de 𝑓𝑡 est non-dégénéré (i.e. définit une singularité isolée) et ne
change pas de degré alors la famille 𝑓𝑡 est blow-analytiquement triviale via l’éclatement de ℝ𝑑 en
l’origine.
Exemple 1.1.21. La famille de Whitney est blow-analytiquement triviale.
Théorème 1.1.22 ([44, Theorem B]). Soit 𝑓𝑡 ∶ (ℝ𝑑 , 0) → (ℝ, 0), 𝑡 ∈ 𝐼 , une famille de germes
analytiques non-dégénérés par rapport à leurs polyèdres de Newton⋆. Supposons de plus que le
polyèdre de Newton de 𝑓𝑡 ne dépend pas de 𝑡. Si pour chaque face compacte 𝛾 du polyèdre de Newton
qui n’est pas une face de coordonnées, le polynôme 𝑓𝑡𝛾 composé des monômes présents sur la face 𝛾
ne dépend pas de 𝑡, alors la famille 𝑓𝑡 est blow-analytiquement triviale via la modification torique
associée au polyèdre de Newton† de 𝑓𝑡.
Remarque 1.1.23 ([44, Corollary 6.1]). Si 𝑑 = 2 alors l’hypothèse “pour toute face com-
pacte 𝛾 , 𝑓𝑡𝛾 est indépendant de 𝑡” n’est pas nécessaire.
Remarque 1.1.24 ([44, Corollary 6.2]). On peut remplacer l’hypothèse “pour toute face
compacte 𝛾 , 𝑓𝑡𝛾 est indépendant de 𝑡” par “𝑓𝑡 est commode‡”.
Exemple 1.1.25 ([44, Example 7.1]). Si 1 ∉ 𝐼 alors la famille 𝑓𝑡(𝑥, 𝑦) = 𝑦2 + 2𝑥2𝑦 + 𝑡𝑥4 est
blow-analytiquement triviale.
En effet, si l’intervalle 𝐼 est situé après 1, on peut directement appliquer le Théorème
1.1.22. Sinon, si 𝐼 est situé avant 1, on peut réaliser le changement de variables 𝑥 = 𝑥1 et
𝑦 = 𝑦1 + 𝑐𝑥21 avant d’appliquer le Théorème 1.1.22.
Théorème 1.1.26 ([42]). Soit 𝑓𝑡 ∶ (ℝ𝑑 , 0) → (ℝ, 0), 𝑡 ∈ 𝐼 , une famille de germes analytiques.
Notons 𝐹 (𝑥, 𝑡) = 𝑓𝑡(𝑥) = ∑𝜈 𝑐𝜈(𝑡)𝑥𝜈 . Fixons une pondération 𝑤 = (𝑤1,… ,𝑤𝑑) ∈ (ℕ>0)𝑑 . Soit
𝑘 le plus petit entier tel que𝐻𝑘(𝑥, 𝑡) = ∑𝜈,𝜈⋅𝑤=𝑘 𝑐𝜈(𝑡)𝑥𝜈 soit non identiquement nul. Si pour tout
𝑡 ∈ 𝐼 , 𝐻𝑘(⋅, 𝑡) est non-dégénéré (i.e. définit une singularité isolée) alors la famille 𝑓𝑡 est blow-
analytiquement triviale via une modification torique.
Exemple 1.1.27 ([37, Example 1]). La famille de Briançon–Speder 𝑓𝑡(𝑥, 𝑦, 𝑧) = 𝑧5 + 𝑡𝑦6𝑧 +
𝑥𝑦7 + 𝑥15 est blow-analytiquement triviale dès lors que 𝐼 ne contient pas 𝑡0 = −
15
1
7 ( 72 )
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3 .
En effet, 𝑓𝑡 est homogène par poids pour la pondération (1, 2, 3) et définit une singularité
isolée dès lors que 𝑡 ≠ 𝑡0.
Remarquons que O. M. Abderrahmane [1] généralise ces deux derniers théorèmes.
1.2 Applications analytiques par arcs
Il est bien connu que l’on peut relever un arc analytique par une modification réelle
[39]. Autrement dit, si 𝜇 ∶ 𝑀 → 𝑁 est une modification réelle et si 𝛾 ∶ (−𝜀, 𝜀) → 𝑁 est un
arc analytique réel, alors il existe un arc analytique réel ̃𝛾 ∶ (−𝜀, 𝜀) → 𝑀 tel que 𝛾 = 𝜇 ̃𝛾 .
En effet, de par la définition d’une modification réelle, il existe un sous-ensemble 𝑆 de𝑁
dense nulle part tel que tout arc analytique de𝑁 non entièrement inclus dans 𝑆 se relève
par 𝜇. On peut conclure grâce à un argument similaire à 2.2.23 ou à [68, (2.8)–(2.9)].
⋆Voir [4, §8].
†Voir [4, §8].
‡i.e. pour tout 𝑖, une puissance de 𝑥𝑖 apparait dans le développement de 𝑓𝑡.
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Ainsi une application blow-analytique 𝑓 ∶ 𝑀 → 𝑁 envoie par composition les arcs
analytiques sur des arcs analytiques :
?̃?
  @
@@
@@
@@
@
(−𝜀, 𝜀) 𝛾 //
̃𝛾
66mmmmmmmmmmmmmmm
𝑀 𝑓
//
𝜇
>>}}}}}}}}
𝑁
De telles applications ont d’abord été étudiées par K. Kurdyka [67].
Définition 1.2.1 ([67, Définition 4.1]). Une application 𝑓 ∶ 𝑀 → 𝑁 entre deux variétés
analytiques réelles est dite analytique par arcs si pour tout arc analytique réel 𝛾 ∶ (−𝜀, 𝜀) →
𝑀 la composée 𝑓𝛾 est analytique.
Exemple 1.2.2 ([67, Exemple 6.1]). La fonction définie par 𝑓(𝑥,𝑦) = 𝑥3𝑥2+𝑦2 et 𝑓(0, 0) = 0 est
analytique par arcs bien qu’elle ne soit pas 𝐶1.
Notons que l’adhérence de Zariski du graphe de 𝑓 est le parapluie de Cartan défini
par 𝑥3 = 𝑧(𝑥2 + 𝑦2) [67, Exemples 1.2].
Exemple 1.2.3. Une application blow-analytique est analytique par arcs.
Il est donc naturel de se demander si la réciproque est vraie. E. Bierstone, P. D.Milman
et A. Parusiński [14] ont donné un contre-exemple sans hypothèse supplémentaire.
K. Kurdyka a conjecturé qu’une application est blow-analytique si et seulement si elle
est analytique par arcs et sous-analytique. Cette question est toujours ouverte. Nous avons
cependant les théorèmes suivants de E. Bierstone et P. D. Milman qui s’approchent du
résultat attendu.
Théorème 1.2.4 ([12, Theorem 1.4]). Une fonction 𝑓 ∶ 𝑀 → ℝ définie sur une variété ana-
lytique réelle non-singulière est analytique par arcs et sous-analytique si et seulement s’il existe
une suite finie 𝜎 ∶ ?̃? → ℝ d’éclatements locaux le long de centres non-singuliers telle que 𝑓𝜎 est
analytique.
Théorème 1.2.5 ([12, Theorem 1.1] Version analytique). Soit 𝑓 ∶ 𝑀 → ℝ une fonction
analytique par arcs définie sur une variété analytique réelle non-singulière. Supposons qu’il existe
𝐺(𝑥, 𝑦) =
𝑝
∑
𝑖=0
𝐺𝑖(𝑥)𝑦𝑖
un polynôme non-nul dont les coefficients sont des fonctions analytiques sur𝑀 tel que
𝐺(𝑥, 𝑓(𝑥)) = 0, 𝑥 ∈ 𝑀
Alors 𝑓 est blow-analytique.
Théorème 1.2.6 ([12, Theorem 1.1] Version algébrique). Soit 𝑓 ∶ 𝑀 → ℝ une fonction
analytique par arcs définie sur une variété algébrique réelle non-singulière. Supposons qu’il existe
𝐺(𝑥, 𝑦) =
𝑝
∑
𝑖=0
𝐺𝑖(𝑥)𝑦𝑖
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un polynôme non-nul dont les coefficients sont des fonctions régulières sur𝑀 tel que
𝐺(𝑥, 𝑓(𝑥)) = 0, 𝑥 ∈ 𝑀
Alors 𝑓 est blow-analytique via une modification réelle donnée par une suite finie d’éclatements
algébriques à centres non-singuliers.
Cesdeuxderniers énoncés permettent d’obtenir des exemples de fonctions blow-analytiques.
Exemple 1.2.7 ([67, Exemple 6.1],[12, Examples 1.2]). La fonction définie par 𝑓(𝑥,𝑦) = 𝑥3𝑥2+𝑦2
et 𝑓(0, 0) = 0 est analytique par arcs et vérifie 𝐺(𝑥, 𝑦, 𝑓 (𝑥, 𝑦)) = 0 où
𝐺(𝑥, 𝑦, 𝑧) = 𝑥3 − 𝑧(𝑥2 + 𝑦2)
Donc 𝑓 est blow-analytique.
Exemple 1.2.8 ([12, Examples 1.2]). La fonction définie par 𝑓(𝑥, 𝑦) = √𝑥4 + 𝑦4 est analy-
tique par arcs et vérifie 𝐺(𝑥, 𝑦, 𝑓 (𝑥, 𝑦)) = 0 où
𝐺(𝑥, 𝑦, 𝑧) = 𝑥4 + 𝑦4 − 𝑧2
Donc 𝑓 est blow-analytique.
On sait qu’une fonction semialgébrique définie sur un ensemble semialgébrique véri-
fie une équation polynomiale non triviale [17, Lemma 2.5.2]. Suivant l’énoncé du Théo-
rème 1.2.6, il est donc naturel d’introduire la notion suivante.
Définition 1.2.9. Une fonction semialgébrique définie sur un ensemble algébrique est
dite blow-Nash s’il existe une suite finie d’éclatements algébriques le long de centres non-
singuliers telle que la composée soit Nash⋆.
L’énoncé suivant se déduit alors immédiatement du Théorème 1.2.6.
Théorème 1.2.10. Une application semialgébrique définie sur un ensemble algébrique non-singulier
est blow-Nash si et seulement si elle est analytique par arcs.
Nous verrons dans la suite une version de l’énoncé précédent sur un ensemble algé-
brique singulier (sous réserve d’une hypothèse de continuité supplémentaire). Il s’agit de
la Proposition 2.2.27 ([19, Proposition 2.27]) : une application semialgébrique définie sur
un ensemble algébrique et continue sur l’adhérence du lieu non-singulier† est blow-Nash
si et seulement s’il existe une partie nulle part dense telle que tout arc analytique réel non
entièrement inclus dans cette partie est envoyé sur un arc analytique réel par composition.
Comme nous venons de l’observer, la notion de blow-analyticité est proche de la no-
tion d’arc-analyticité. Ce lien a permis la construction des invariants sus-cités, à savoir les
invariants de Fukui et les fonctions zêta de S. Koike et A. Parusiński. Le résultat suivant
présente l’invariant de Fukui naïf, les fonctions zêta seront discutées à la Section 1.4.
Théorème 1.2.11 ([38, Theorem 3.1]). À 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) une fonction analytique réelle
on associe l’ensemble des ordres de contact des compositions de 𝑓 avec des arcs analytiques réels
ayant pour origine l’origine de ℝ𝑑 . On parle alors de l’invariant de Fukui
𝒜(𝑓) = {ord𝑡 𝑓𝛾, 𝛾 ∶ (ℝ, 0) → (ℝ𝑑 , 0)}
Si 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ, 0) sont blow-analytiquement équivalents alors𝒜(𝑓) = 𝒜(𝑔).
⋆i.e. semialgébrique et analytique, voir la Définition 1.7.1.
†i.e. non-singulier en dimension maximale.
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1.3 Intégration motivique classique
Pour des synthèses plus exhaustives concernant l’intégration motivique classique,
nous renvoyons le lecteur vers [28], [74] et [73]. Les synthèses [21], [100] et [16] permettent
de comprendre les rouages de la théorie en commençant par le cas non-singulier (ou “très
peu singulier” pour le premier).
Dans cette section, afin de faire un historique de la théorie, une variété algébrique
désigne un schéma réduit, séparé et de type fini sur un corps de caractéristique nulle.
C’est la seule section de cette thèse qui utilisera le langage des schémas.
1.3.1 Un bref aperçu de la théorie
À l’aide d’outils provenant de l’intégration 𝑝-adique, V. V. Batyrev [9] démontre que
deux variétés de Calabi-Yau birationnelles ont les mêmes nombres de Betti. Lors d’un
exposé à Orsay en 1995, M. Kontsevich introduit un analogue “motivique” à l’intégra-
tion 𝑝-adique lui permettant de démontrer sans intégration 𝑝-adique que deux variétés
de Calabi-Yau birationnelles ont les mêmes nombres de Hodge, c’est la naissance de l’in-
tégration motivique.
L’intégration motivique a ensuite été approfondie, en particulier élargie au cas singu-
lier, par J. Denef et F. Loeser [26] [30], V. V. Batyrev [8] [10] et E. Looijenga [74].
Définition 1.3.1. On dénote par 𝐾0(Var𝑘) le groupe de Grothendieck des variétés algé-
briques sur 𝑘, il s’agit du groupe libre abélien engendré par les classes [𝑋] d’isomor-
phismes des variétés algébriques sur 𝑘modulo la relation d’additivité suivante :
(i) Si 𝑌 est une sous-variété fermée de 𝑋 alors [𝑋] = [𝑋 ⧵ 𝑌 ] + [𝑌 ].
De plus, le produit fibré au-dessus de Spec 𝑘 induit une structure d’anneau :
(ii) [𝑋 ×𝑘 𝑌 ] = [𝑋][𝑌 ].
Notations 1.3.2. Fixons quelques notations :
• On note 0 = [∅] la classe du vide, il s’agit du neutre de l’addition.
• On note 1 = [pt] = [Spec 𝑘] la classe du point, il s’agit du neutre du produit.
• On note 𝕃 = [𝔸1𝑘] = [Spec 𝑘[𝑥]] la classe de la droite affine.
• On note ℳ𝑘 = 𝐾0(Var𝑘)[𝕃−1] la localisation de 𝐾0(Var𝑘) en {1, 𝕃, 𝕃2,…} de sorte à
rendre la classe de la droite affine inversible.
Remarque 1.3.3. On sait que les anneaux 𝐾0(Var𝑘) ne sont pas intègres pour 𝑘 de carac-
téristique nulle [86]. Pour 𝑘 = ℂ, L. A. Borisov [18] a récemment démontré que la classe 𝕃
de la droite affine était un diviseur de zéro, en particulier le morphisme 𝐾0(Varℂ) → ℳℂ
n’est pas injectif.
Remarque 1.3.4. La classe d’un ensembleZariski-constructible est biendéfinie dans𝐾0(Var𝑘).
Remarque 1.3.5. Si 𝐸 → 𝐵 est une fibration triviale par morceaux de fibre 𝐹 , alors on a
naturellement la relation [𝐸] = [𝐵][𝐹 ] dans 𝐾0(Var𝑘).
On renvoie le lecteur à [46] et [47] pour les propriétés de base des espaces de jets et
d’arcs.
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Définition 1.3.6. Pour 𝑋 une variété algébrique et 𝑛 ∈ ℕ, on note ℒ𝑛(𝑋) l’ensemble des
𝑛-jets sur 𝑋, il s’agit des points de 𝑋 à coordonnées dans 𝑘[𝑡]/𝑡𝑛+1 , i.e.
ℒ𝑛(𝑋) = 𝑋 (𝑘[𝑡]/𝑡𝑛+1 ) = Hom𝑘−sch(Spec 𝑘[𝑡]/𝑡𝑛+1 , 𝑋)
On peut les munir d’une structure de schéma naturellement de la façon suivante. Quitte à
travailler localement, on peut supposer que𝑋 = Spec (𝑘[𝑥1,… , 𝑥𝑑]/𝐼 ) où 𝐼 = (𝑓1,… , 𝑓𝑚).
Alors un 𝑛-jet n’est rien d’autre qu’un morphisme 𝛾 ∶ 𝑘[𝑥1,… , 𝑥𝑑]/𝐼 → 𝑘[𝑡]/𝑡𝑛+1 . En
posant 𝑢𝑖 = 𝛾(𝑥𝑖) et en le voyant comme un vecteur de 𝑘𝑛+1, on remarque que ℒ𝑛(𝑋) est
la sous-variété de 𝑘𝑑(𝑛+1) donnée par les équations 𝑓𝑖(𝑢1,… , 𝑢𝑑) = 0 ∈ 𝑘[𝑡]/𝑡𝑛+1 modulo
l’identification réalisée.Onvérifie aisément que cette construction nedépendpas du choix
des générateurs de 𝐼 .⋆
L’exemple suivant met en avant l’aspect naturel de la structure de schéma sur les en-
sembles de jets.
Exemple 1.3.7. Considérons le point de rebroussement
𝑋 = Spec (𝑘[𝑥, 𝑦]/𝑦2 − 𝑥3 )
alors
ℒ1(𝑋)(𝑘) = {(𝑎0 + 𝑎1𝑡, 𝑏0 + 𝑏1𝑡) ∈ (𝑘[𝑡]/𝑡2 )
2 , (𝑏0 + 𝑏1𝑡)2 − (𝑎0 + 𝑎1𝑡)3 ≡ 0 mod 𝑡2}
= {(𝑎0 + 𝑎1𝑡, 𝑏0 + 𝑏1𝑡) ∈ (𝑘[𝑡]/𝑡2 )
2 , 𝑎30 = 𝑏
2
0, 3𝑎1𝑎
2
0 = 2𝑏0𝑏1}
ℒ2(𝑋)(𝑘) = {
(𝑎0 + 𝑎1𝑡 + 𝑎2𝑡2, 𝑏0 + 𝑏1𝑡 + 𝑏2𝑡2) ∈ (𝑘[𝑡]/𝑡3 )2 ,
(𝑏0 + 𝑏1𝑡 + 𝑏2𝑡2)2 − (𝑎0 + 𝑎1𝑡 + 𝑎2𝑡2)3 ≡ 0 mod 𝑡3 }
=
⎧⎪
⎨
⎪⎩
(𝑎0 + 𝑎1𝑡 + 𝑎2𝑡2, 𝑏0 + 𝑏1𝑡 + 𝑏2𝑡2) ∈ (𝑘[𝑡]/𝑡3 )2 ,
𝑎30 = 𝑏
2
0,
3𝑎1𝑎20 = 2𝑏0𝑏1,
3𝑎20𝑎2 + 3𝑎0𝑎
2
1 = 2𝑏0𝑏2 + 𝑏
2
1
⎫⎪
⎬
⎪⎭
Définition 1.3.8. Soit 𝑚, 𝑛 ∈ ℕ avec 𝑚 ≥ 𝑛, alors le morphisme
𝑘[𝑡]/𝑡𝑚+1 → 𝑘[𝑡]/𝑡𝑛+1
induit un morphisme de troncation
𝜋𝑚𝑛 ∶ ℒ𝑚(𝑋) → ℒ𝑛(𝑋)
Définition 1.3.9. On peut maintenant définir le schéma des arcs (formels) sur 𝑋 comme la
limite projective
ℒ(𝑋) = lim←−ℒ𝑛(𝑋)
On a alors pour tout 𝑛 ∈ ℕ un morphisme
𝜋𝑛 ∶ ℒ(𝑋) → ℒ𝑛(𝑋)
Remarque 1.3.10. La construction fonctorielle permet de voir que l’ensemble des points
de ℒ(𝑋) à coordonnées dans 𝑘 est l’ensemble des points de 𝑋 à coordonnées dans 𝑘[[𝑡]].
⋆Il existe une construction plus fonctorielle décrite au début de [26].
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Remarque 1.3.11. Les espaces de jets sont des variétés algébriques. En revanche, les es-
paces d’arcs sont des schémas réduits et séparés qui ne sont généralement pas de type
fini, on peut les voir comme des variétés de dimension infinie.
Remarque 1.3.12. Étant donnée une variété 𝑋, un théorème de Greenberg [48] assure
l’existence d’un entier 𝑐 > 0 tel que pour tout 𝑛 ∈ ℕ on ait 𝜋𝑛(ℒ(𝑋)) = 𝜋𝑐𝑛𝑛 (ℒ𝑐𝑛(𝑋)).
Il résulte alors du théorème de Chevalley pour les schémas [49, Chapitre IV, Théo-
rème 1.8.4] que 𝜋𝑛(ℒ(𝑋)) est Zariski-constructible comme image d’une variété par unmor-
phisme.
L’idée générale de l’intégration motivique va être de définir une mesure sur l’espace
des arcs ℒ(𝑋) qui à un ensemble “mesurable” va associer un élément dans 𝐾0(Var𝑘). La
difficulté réside désormais dans la construction d’objets “mesurables” dans ℒ(𝑋). Pour
cela, on va utiliser lesmorphismes de troncation pour se ramener à des parties des espaces
de jets qui sont plus faciles à appréhender que ℒ(𝑋).
Définition 1.3.13. Soit 𝑋 une variété algébrique de dimension 𝑑. On dit qu’une partie 𝐴
de ℒ(𝑋) est stable à partir de 𝑘 ∈ ℕ si elle vérifie les conditions suivantes pour 𝑛 ≥ 𝑘 :
1. 𝜋𝑛(𝐴) est Zariski-constructible.
2. 𝐴 = 𝜋−1𝑛 𝜋𝑛(𝐴).
3. 𝜋𝑛+1𝑛 ∶ 𝜋𝑛+1(𝐴) → 𝜋𝑛(𝐴) est une fibration triviale par morceaux de fibre 𝔸𝑑𝑘 .
On dit qu’une partie est stable si elle l’est à partir d’un certain rang.
On obtient alors une première famille d’ensembles mesurables :
Définition-Proposition 1.3.14. Si une partie𝐴deℒ(𝑋) est stable alors ondéfinit samesure
par l’égalité
̃𝜇(𝐴) = [𝜋𝑛(𝐴)] 𝕃−(𝑛+1)𝑑 ∈ℳ𝑘
qui ne dépend pas de 𝑛 pour 𝑛 suffisamment grand.
La première partie du lemme suivant découle du lemme d’Hensel.
Lemme 1.3.15. Lorsque 𝑋 est non-singulière alors les morphismes 𝜋𝑚𝑛 et 𝜋𝑛 sont surjectifs. De
plus
𝜋𝑚𝑛 ∶ ℒ𝑚(𝑋) → ℒ𝑛(𝑋)
est une fibration triviale par morceaux de fibre 𝔸(𝑚−𝑛)𝑑𝑘 .
Remarque 1.3.16. Le résultat précédent est faux dans le cas singulier. On peut s’en per-
suader en considérant l’Exemple 1.3.7. Le jet (0, 𝑡) ∈ ℒ1(𝑋) n’a pas d’antécédent par
𝜋21 ∶ ℒ2(𝑋) → ℒ1(𝑋).
Définition 1.3.17. Une partie 𝐴 de ℒ(𝑋) est un cylindre si 𝐴 = 𝜋−1𝑘 (𝐶) pour un certain 𝑘
et 𝐶 un Zariski-constructible.
Corollaire 1.3.18. Si𝑋 est une variété algébrique non-singulière de dimension 𝑑 alors un cylindre
est stable. Mieux, si 𝐴 = 𝜋−1𝑘 (𝐶), avec 𝐶 un Zariski-constructible, alors
̃𝜇(𝐴) = [𝐶]𝕃−(𝑘+1)𝑑
Exemple 1.3.19. Si𝑋 est une variété algébrique non-singulière de dimension 𝑑 alorsℒ(𝑋)
est stable et
̃𝜇(ℒ(𝑋)) = [𝑋]𝕃−𝑑
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Afin de définir une intégrale, nous allons avoir besoin d’une notion de convergence et
donc de compléter l’anneauℳ𝑘.
Définition 1.3.20. On définit pour 𝑚 ∈ ℤ le sous-groupe ℱ𝑚ℳ𝑘 deℳ𝑘 engendré par les
éléments de la forme [𝑆]𝕃−𝑖 avec 𝑖 − dim𝑆 ≥ 𝑚. On obtient ainsi une filtration⋆ et on note
ℳ̂𝑘 la complétion deℳ𝑘 par rapport à cette filtration†, i.e.
ℳ̂𝑘 = lim←−ℳ𝑘/ℱ
𝑚ℳ𝑘
Remarque 1.3.21. On ne sait pas si le morphisme ℳ𝑘 → ℳ̂𝑘 est injectif, cependant la
caractéristique d’Euler et le polynôme de Hodge se factorisent à travers l’image de ℳ𝑘
dans ℳ̂𝑘, ce qui suffit pour démontrer le théorème de Kontsevich.
Exemple 1.3.22. Une suite d’éléments de ℳ𝑘 tend vers 0 dans ℳ̂𝑘 si et seulement si la
dimension virtuelle des éléments de la suite tend vers −∞.
Exemple 1.3.23. Une série converge dans ℳ̂𝑘 si et seulement si son terme général tend
vers 0 dans ℳ̂𝑘.
Exemple 1.3.24. Dans ℳ̂𝑘,∑𝑖≥0 𝕃−𝑘𝑖 converge et est l’inverse de 1 − 𝕃−𝑘.
Définition 1.3.25. Soit 𝐴 ⊂ ℒ(𝑋) une partie stable et 𝛼 ∶ 𝐴 → ℕ ∪ {∞} une fonction dont
toutes les fibres sont stables et telle que ̃𝜇(𝛼−1(∞)) = 0. On dit que 𝕃−𝛼 est intégrable si la
série suivante converge :
∫𝐴
𝕃−𝛼d ̃𝜇 = ∑
𝑛
̃𝜇(𝛼−1(𝑛))𝕃−𝑛
Exemple 1.3.26. Soit ℐ un faisceau d’idéaux alors 𝕃−ordℐ est intégrable‡.
Théorème 1.3.27 (Kontsevich transformation rule). Si 𝐴 ⊂ ℒ(𝑋) est une partie stable, si
ℎ ∶ 𝑌 → 𝑋 est une application birationnelle propre entre deux variétés algébriques non-singulières
et si 𝛼 ∶ ℒ(𝑋) → ℕ ∪ {∞} est intégrable alors
∫𝐴
𝕃−𝛼d ̃𝜇 = ∫ℎ−1∗ (𝐴)
𝕃−(𝛼∘ℎ∗+ordJacℎ )d ̃𝜇
où ℎ∗ ∶ ℒ(𝑌 ) → ℒ(𝑋) est induite par ℎ et Jac𝑓 est le faisceau d’idéaux localement engendré par
le déterminant jacobien.
Avec tous ces outils, le théorème de Kontsevich devient facile.
Corollaire 1.3.28 (Kontsevich). Deux variétés de Calabi-Yau𝑋 et 𝑌 birationnelles ont les mêmes
nombres de Hodge.
Démonstration. Puisque 𝑋 et 𝑌 sont birationnelles, on peut trouver 𝑍 une variété lisse et
deux applications birationnelles propres telles que
𝑍
𝜋𝑌
  @
@@
@@
@@
@
𝜋𝑋
~~}}
}}
}}
}}
𝑋 // 𝑌
⋆i.e. ℱ𝑚+1ℳ𝑘 ⊂ ℱ𝑚ℳ𝑘 et ℱ𝑚ℳ𝑘ℱ 𝑛ℳ𝑘 ⊂ ℱ𝑚+𝑛ℳ𝑘.
†Selon le vocabulaire introduit par E. Looijenga [74], il s’agit de la complétion par rapport à la dimension
virtuelle. V. V. Batyrev [8] [10] en propose une description en terme de “norme non-archimédienne”.
‡ordℐ est l’ordre de contact le long de ℐ, il est défini de la façon suivante : un arc induit un morphisme
𝛾 ∶ 𝒪𝑋 → 𝑘[[𝑡]] on note alors ordℐ(𝛾) = sup{𝑒, 𝛾(ℐ) ⊂ (𝑡𝑒)}
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Puis [𝑋] = ∫ℒ(𝑋) 𝕃
−0d ̃𝜇 = ∫ℒ(𝑍) 𝕃
−ordJac𝜋𝑋 d ̃𝜇 = ∫ℒ(𝑍) 𝕃
−ordJac𝜋𝑌 d ̃𝜇 = ∫ℒ(𝑌 ) 𝕃
−0d ̃𝜇 = [𝑌 ].
En effet, div(Jac𝜋𝑋 ) = 𝐾𝑍/𝑋 = 𝐾𝑍 − 𝜋
∗
𝑋𝐾𝑋 = 𝐾𝑍 puisque 𝑋 est de Calabi-Yau. De
même pour 𝑌 . 
Nous terminons cette section avec quelques remarques sur le cas singulier.
Se restreindre àmesurer seulement les ensembles stables n’est pas satisfaisant puisque,
par exemple, cela ne permet pas de mesurer ℒ(𝑋) lorsque 𝑋 est singulière. Il est possible
de définir une notion d’ensemblemesurable plus générale. Une première version apparait
dans [26, Definition-Proposition 3.2]. Une seconde notion un peu plus large voit le jour
dans [8, Definition 2.16], [10], [74, Proposition 2.2] et [29, Appendix]. Nous présentons
directement cette dernière.
Définition 1.3.29. Soit 𝑋 une variété algébrique. On dit qu’une partie 𝐴 ⊂ ℒ(𝑋) est me-
surable si pour tout entier 𝑚 ∈ ℤ<0 il existe une partie stable 𝐴𝑚 ⊂ ℒ(𝑋) et une suite
(𝐶𝑖)𝑖∈ℕ de parties stables ayant une dimension virtuelle strictement inférieure à 𝑚 avec
lim dim𝐶𝑖 = −∞ telle que la différence symétrique𝐴Δ𝐴𝑚 = (𝐴∪𝐴𝑚)⧵ (𝐴∩𝐴𝑚) soit incluse
dans la réunion⋃𝑖∈ℕ 𝐶𝑖.
Alors 𝜇(𝐴) = lim ̃𝜇(𝐴𝑚) est bien définie et ne dépend pas des choix effectués.
On obtient ainsi une algèbre booléenne d’ensembles mesurables et la définition de
l’intégrale motivique se généralise naturellement à ce cadre.
Définition 1.3.30. On dit qu’une partie est fortement mesurable si de plus on peut choisir
𝐴𝑚 ⊂ 𝐴.
Remarque 1.3.31. Si 𝐴 est stable alors 𝜇(𝐴) = ̃𝜇(𝐴).
Définition 1.3.32 ([26, (2.6)]). Pour 𝑒 ∈ ℕ, on note ℒ(𝑒)(𝑋) = ℒ(𝑋) ⧵ 𝜋−1𝑒 (𝑋sing) que l’on
peut voir comme l’espace des arcs à une distance 𝑒 du lieu singulier.
Remarque 1.3.33. ℒ(𝑋) ⧵ ℒ(𝑋sing) = ⨆
𝑒∈ℕ
ℒ(𝑒)(𝑋)
Le résultat suivant découle de [26, Lemma 4.1 & Lemma 4.4]. Avec cette nouvelle dé-
finition d’ensemble mesurable, tous les cylindres sont fortement mesurables.
Proposition 1.3.34. Si𝐴 est un cylindre alors𝐴𝑚 = 𝐴∩ℒ(𝑚)(𝑋) est stable,𝐴⧵𝐴𝑚 ⊂ ⨆𝑒≥𝑚+1 ℒ(𝑒)(𝑋)
avec lim dimℒ(𝑒)(𝑋) = −∞.
Donc 𝐴 est fortement mesurable et on a 𝜇(𝐴) = lim ̃𝜇(𝐴 ∩ ℒ(𝑚)(𝑋)).
Théorème 1.3.35 (Formule de changement de variables). Soit ℎ ∶ 𝑌 → 𝑋 une application
birationnelle propre avec 𝑌 non-singulière. Soit 𝐴 ⊂ ℒ(𝑋) tel que 𝐴 et ℎ−1(𝐴) soient fortement
mesurables. Si 𝛼 ∶ ℒ(𝑋) → ℕ ∪ {∞} est intégrable alors
∫𝐴
𝕃−𝛼d𝜇 = ∫ℎ−1∗ (𝐴)
𝕃−(𝛼∘ℎ∗+ordℎ∗Ω𝑑𝑋 )d𝜇
La formule de changement de variables repose sur le lemme clé suivant dont plusieurs
adaptations nous seront utiles tout au long de cette thèse.
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Lemme 1.3.36 ([26, Lemma 3.4]). Soit ℎ ∶ 𝑌 → 𝑋 une application birationnelle propre avec 𝑌
non-singulière. Pour 𝑒, 𝑒′ ∈ ℕ, on pose
Δ𝑒,𝑒′ = {𝛾 ∈ ℒ(𝑌 ), ordℎ∗Ω𝑑𝑋 (𝛾) = 𝑒, ℎ∗𝛾 ∈ ℒ
(𝑒′)(𝑋)}
Alors il existe un entier 𝑐 > 0 tel que pour 𝑛 ≥ sup(2𝑒, 𝑒 + 𝑐𝑒′)
(i) ℎ∗𝑛𝜋𝑛Δ𝑒,𝑒′ s’écrit comme la réunion de fibres de ℎ∗𝑛.
(ii) ℎ∗𝑛 ∶ 𝜋𝑛Δ𝑒,𝑒′ → ℎ∗𝑛𝜋𝑛Δ𝑒,𝑒′ est une fibration triviale par morceaux de fibre 𝔸𝑒𝑘.
La proposition suivante découle immédiatement de la formule de changement de va-
riables. Le calcul est similaire à ceux des formules de rationalité des fonctions zêta que
nous verrons tout au long de cette thèse.
Proposition 1.3.37. Soit 𝑋 une variété algébrique et ℎ ∶ 𝑌 → 𝑋 une résolution⋆ de 𝑋. Notons
(𝐸𝑖)𝑖∈𝐽 les composantes irréductibles du lieu exceptionnel. On considère la stratification usuelle
de 𝑌 donnée par 𝐸•𝐼 = ∩𝑖∈𝐼𝐸𝑖 ⧵ ∪𝑗∉𝐼𝐸𝑗 pour 𝐼 ⊂ 𝐽 . Notons 𝜈𝑖 − 1 = ordℎ∗Ω𝑑𝑋 𝐸𝑖. Alors
𝜇(ℒ(𝑋)) = 𝕃−𝑑 ∑
𝐼⊂𝐽
[𝐸•𝐼 ]∏
𝑖∈𝐼
1
(1 + 𝕃)𝜈𝑖−1
1.3.2 Fonctions zêta motiviques de Denef–Loeser
J. Denef et F. Loeser [25] [29] ont associé à une fonction régulière une série formelle
nommée fonction zêta motivique “naïve” et une autre nommée fonction zêta motivique
“équivariante”. À l’aide du lemme clé pour la formule de changement de variables, ils ont
montré que ces fonctions zêta admettent une expression rationnelle permettant de défi-
nir une notion de limite. Les réalisations connues des opposés de ces limites coïncident
avec les réalisations de la fibre de Milnor classique. On parle donc de la fibre de Milnor
motivique.
J. Denef et F. Loeser [27] ont aussi démontré que si l’on modifiait un peu la définition
de la fonction zêta motivique équivariante, il existait un produit défini sur le groupe de
Grothendieck équivariant de sorte que la fonction zêta équivariante modifiée de 𝑓 ⊕𝑔 en
somme directe s’exprimait en appliquant terme à terme ce produit sur les coefficients des
fonctions zêta équivariantes modifiées de 𝑓 et de 𝑔. Ce produit de convolution induit une
formule de type Thom–Sebastiani† pour la fibre de Milnor motivique.
La fonction zêta équivariante de Denef–Loeser est à coefficients dans un groupe de
Grothendieck équivariant par rapport à des actions des racines de l’unité.Une telle construc-
tion n’admet pas d’analogue simple en géométrie réelle. Cependant G. Guibert, F. Loeser
et M. Merle [51] ont ensuite développé un formalisme qui utilise des actions du groupe
multiplicatif. C’est ce dernier que nous adapterons à la géométrie réelle et c’est donc cette
déclinaison de la fonction zêta motivique équivariante que nous présentons dans cette
section.
⋆En particulier, on suppose que le lieu exceptionnel est à croisements normaux
†Une version d’un théorème de R. Thom et de Sebastiani [94], voir [4, Theorem 2.9], stipule que la fibre de
Milnor de 𝑓 ⊕ 𝑔 en l’origine est homotope au joint topologique des fibres de Milnor de 𝑓 et de 𝑔 en
l’origine.
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1.3.2.1 Fonction zêta motivique naïve
Définition 1.3.38. Soit 𝑓 ∶ 𝑋 → 𝔸1𝑘 un morphisme non-constant avec 𝑋 une variété non-
singulière. Pour 𝑛 ∈ ℕ>0, on pose
𝔛𝑛(𝑓 ) = {𝛾 ∈ ℒ𝑛(𝑋), ord𝑡 𝑓𝑛𝛾 = 𝑛}
où 𝑓𝑛 ∶ ℒ𝑛(𝑋) → ℒ𝑛(𝔸1𝑘) est le morphisme induit par 𝑓 et où
ord𝑡 ∶ ℒ𝑛(𝔸1𝑘) → {0,… , 𝑛,∞}
est défini comme suit. À un arc 𝛾 ∈ ℒ𝑛(𝔸1𝑘) correspond un morphisme ̃𝛾 ∶ 𝑘[𝑥] →
𝑘[𝑡]/𝑡𝑛+1 , on note alors ord𝑡 𝛾 = sup{𝑒, 𝑡𝑒| ̃𝛾(𝑥)}.
La fonction zêta motivique naïve de 𝑓 est alors définie par
𝑍naive𝑓 (𝑇 ) = ∑
𝑛≥1
[𝔛𝑛(𝑓 )]𝕃−𝑛𝑑𝑇 𝑛 ∈ℳ𝑘[[𝑇 ]]
Le théorème de rationalité suivant est une conséquence immédiate du lemme clé pour
la formule de changement de variables [26, Lemma 3.4] rappelé au Lemme 1.3.36.
Théorème 1.3.39 ([25, Theorem 2.2.1]). Soit 𝑓 un morphisme défini comme dans la défini-
tion précédente. Soit ℎ ∶ 𝑌 → 𝑋 une résolution de (𝑋,𝑋0(𝑓 ) = 𝑓−1(0)). On note (𝐸𝑖)𝑖∈𝐽 les
composantes irréductibles de ℎ−1(𝑋0(𝑓 )). Pour 𝑖 ∈ 𝐽 , on note 𝑁𝑖 la multiplicité de 𝐸𝑖 dans le
diviseur de 𝑓 ∘ ℎ et 𝜈𝑖 − 1 la multiplicité de 𝐸𝑖 le long du diviseur de Jacℎ. Pour 𝐼 ⊂ 𝐽 , on pose
𝐸•𝐼 = ∩𝑖∈𝐼𝐸𝑖 ⧵ ∪𝑗∉𝐼𝐸𝑗 . Alors
𝑍naive𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐽
[𝐸•𝐼 ](𝕃 − 1)|𝐼|∏
𝑖∈𝐼
𝕃−𝜈𝑖𝑇𝑁𝑖
1 − 𝕃−𝜈𝑖𝑇𝑁𝑖
1.3.2.2 Fonction zêta motivique équivariante suivant Guibert-Loeser-Merle
On note 𝐆m = Spec (𝑘[𝑥, 𝑦]/𝑥𝑦 − 1) le groupe algébrique commutatif sur un corps 𝑘.
Il s’identifie à la droite affine privée de l’origine.
Définition 1.3.40. Soit 𝑆 une variété algébrique sur un corps 𝑘. Soit 𝑛 ∈ ℕ>0. On définit
𝐾0(Var𝑛𝑆×𝐆m) comme le groupe libre abélien engendré par les classes d’isomorphismes
équivariants des variétés 𝑌 → 𝑆 × 𝐆m au-dessus de 𝑆 × 𝐆m où 𝑌 est muni d’une bonne
action⋆ de 𝐆m telles que chaque fibre de 𝜋1 ∶ 𝑌 → 𝑆 est invariante par l’action et telles
que 𝜋2 ∶ 𝑌 → 𝐆m vérifie 𝜋2(𝜆 ⋅ 𝑥) = 𝜆𝑛𝜋2(𝑥)modulo les relations suivantes :
(i) Si 𝑍 est une sous-variété fermée de 𝑌 invariante par l’action de 𝐆m alors [𝑌 ⧵ 𝑍] +
[𝑍] = [𝑌 ].
(ii) † Soit 𝑓 ∶ 𝑌 ×𝔸𝑚𝑘 → 𝑌 → 𝑆 ×𝐆m muni de deux actions 𝜎 et 𝜎
′ qui relèvent‡ la même
action 𝜏 sur 𝑌 alors
[𝑓 ∶ 𝑌 × 𝔸𝑚𝑘 → 𝑆 ×𝐆m, 𝜎] = [𝑓 ∶ 𝑌 × 𝔸
𝑚
𝑘 → 𝑆 ×𝐆m, 𝜎
′]
On a une structure d’anneau donnée par le produit fibré au-dessus de 𝑆 × 𝐆m et l’action
diagonale.
⋆i.e. les orbites sont incluses dans des ouverts affines, ce qui permet de pouvoir travailler localement.
†Cet axiome est purement technique, il nous permettra de mettre en facteur certains termes de la fonction
zêta n’ayant pas exactement la même action.
‡i.e. telles que pr1(𝜆 ⋅𝜎 (𝑦, 𝑥)) = pr1(𝜆 ⋅𝜎′ (𝑦, 𝑥)) = 𝜆 ⋅𝜏 𝑦.
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(iii) [𝑋 ×𝑆×𝐆m 𝑌 ] = [𝑋][𝑌 ] et le neutre est donné par 1 = [𝑆 × ℝ
∗ → 𝑆 × ℝ∗] où 𝐆m agit
trivialement sur 𝑆 et par 𝜆 ⋅ 𝑥 = 𝜆𝑛𝑥 sur 𝐆m.
Enfin, le produit cartésien induit une structure de 𝐾0(Var𝑘)-module.
(iv) Si [𝑋] ∈ 𝐾0(Var𝑘) et [𝑌 → 𝑆 × 𝐆m] ∈ 𝐾0(Var𝑛𝑆×𝐆m) alors
[𝑋][𝑌 ] = [𝑋 × 𝑌 → 𝑌 → 𝑆 × 𝐆m]
où 𝐆m agit trivialement sur 𝑋.
Notation 1.3.41. La classe 𝕃 ∈ 𝐾0(Var𝑘) induit, par le produit extérieur, une classe
𝕃 = 𝕃 ⋅ 1 = [𝔸1𝑘 × 𝑆 × 𝐆m → 𝑆 ×𝐆m]
où 𝜆 ⋅ (𝑥, 𝑠, 𝑟) = (𝑥, 𝑠, 𝜆𝑛𝑟).
On note alors
ℳ𝑛𝑆×𝐆m = 𝐾0(Var
𝑛
𝑆×𝐆m
)[𝕃−1]
Notation 1.3.42. Si 𝑛 = 𝑘𝑚 pour 𝑘 ∈ ℕ>0 on pose 𝜃𝑚𝑛 ∶ Var𝑚𝑆×𝐆m → Var
𝑛
𝑆×𝐆m
qui change
seulement l’action en 𝜆 ⋅ 𝑥 = 𝜆𝑘 ⋅ 𝑥. Ce morphisme passe au groupe de Grothendieck et au
localisé par 𝕃. On construit alors𝐾0(Var𝑆×𝐆m) etℳ𝑆×𝐆m en passant aux limites inductives.
Définition 1.3.43. Soit 𝑓 ∶ 𝑋 → 𝔸1𝑘 un morphisme non-constant avec 𝑋 une variété non-
singulière. Pour 𝑛 ∈ ℕ>0, on pose
𝔛𝑛(𝑓 ) = {𝛾 ∈ ℒ𝑛(𝑋), ord𝑡 𝑓𝑛𝛾 = 𝑛}
On définit une action de 𝐆m sur 𝔛𝑛(𝑓 ) par 𝜆 ⋅ 𝛾(𝑡) = 𝛾(𝜆𝑡).
On a un morphisme composante angulaire ac𝑓,𝑛 ∶ 𝔛𝑛(𝑓 ) → 𝐆m donné par ac𝑓,𝑛(𝛾) =
ac(𝑓𝛾) où ac ∶ ℒ𝑛(𝔸1𝑘) → 𝔸
1
𝑘 associe à 𝛾 le premier coefficient non nul de ̃𝛾(𝑥)(𝑡) (ou 0 si
̃𝛾(𝑥) = 0).
On définit enfin un morphisme ̃𝑓𝑛 ∶ 𝔛𝑛(𝑓 ) → 𝑋0(𝑓 ) qui à 𝛾 associe son origine.
Ainsi la classe
[( ̃𝑓𝑛, ac𝑓,𝑛) ∶ 𝔛𝑛(𝑓 ) → 𝑋0(𝑓 ) × 𝐆m] ∈ 𝐾0(Var𝑛𝑋0(𝑓 )×𝐆m)
est bien définie.
La fonction zêta motivique équivariante de 𝑓 est alors définie par
𝑍𝑓 (𝑇 ) = ∑
𝑛≥1
[𝔛𝑛(𝑓 )]𝕃−𝑛𝑑𝑇 𝑛 ∈ℳ𝑋0(𝑓 )×𝐆m[[𝑇 ]]
De façon similaire au cas naïf, nous obtenons une formule de rationalité en terme
de résolution. Nous renvoyons le lecteur à [51, §3.6] pour différentes constructions de la
classe [𝑈𝐼 ]. Nous expliciterons une construction similaire dans le cadre qui nous intéresse
à la Section 3.4.3.2.
Théorème 1.3.44 ([29, §3.3][51, §3.6]).
𝑍𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐽
[𝑈𝐼 ]∏
𝑖∈𝐼
𝕃−𝜈𝑖𝑇𝑁𝑖
1 − 𝕃−𝜈𝑖𝑇𝑁𝑖
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Définition 1.3.45 (Fibre de Milnor motivique). On note
𝒮𝑓 = − lim𝑇∞ 𝑍𝑓 (𝑇 )
la fibre de Milnor motivique de 𝑓 .
Théorème 1.3.46 ([51, Theorem 5.18]). Nous avons la relation
𝒮𝑓1⊕𝑓2 = −𝒮𝑓1 ∗ 𝒮𝑓2 + 𝒮𝑓1 + 𝒮𝑓2
pour un certain produit⋆
∗ ∶ ℳ𝑋0(𝑓 )×𝐆m ×ℳ𝑋0(𝑓 )×𝐆m →ℳ𝑋0(𝑓 )×𝐆m
De façon similaire à [27], il est possible de modifier légèrement la définition de la
fonction zêtamotivique équivariante de sorte à obtenir une fonction zêtamotivique ?̃?𝑓 (𝑇 )
qui vérifie
?̃?𝑓1⊕𝑓2(𝑇 ) = ?̃?𝑓1 ⊛ ?̃?𝑓2
où le produit ⊛ consiste à appliquer terme à terme le produit ∗. On retrouve alors le
théorème précédent en remarquant que le produit ⊛ est compatible avec le passage à la
limite. C’est la stratégie que nous utiliserons dans le Chapitre 3.
1.4 Fonctions zêta de Koike–Parusiński
Comme nous l’avons vu, la blow-analyticité est étroitement liée à l’arc-analyticité. Il
est donc naturel d’essayer d’utiliser des arguments provenant de l’intégration motivique
pour l’étudier. C’est ce qui a été initié par S. Koike et A. Parusiński [59].
Ils définissent une fonction zêta naïve et deux fonctions zêta équivariantes, de façon
similaire aux fonctions zêta de Denef–Loeser, à l’aide de la caractéristique d’Euler à sup-
port compact.
Commençons par fixer le cadre : nous travaillons désormais avec des arcs analytiques
(et non pas formels).
Définition 1.4.1. On définit l’espace des arcs analytiques ayant l’origine pour origine
ℒ(ℝ𝑑 , 0) = {𝛾 ∶ (ℝ, 0) → (ℝ𝑑 , 0), 𝛾 analytique}
ainsi que les espaces de jets†
ℒ𝑛(ℝ𝑑 , 0) = {𝐚1𝑡 + 𝐚2𝑡2 +⋯+ 𝐚𝑛𝑡𝑛, 𝐚𝑖 ∈ ℝ𝑑}
Définition 1.4.2. Soit 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) une fonction analytique. Pour 𝑛 ∈ ℕ>0, on pose
𝔛𝑛(𝑓 ) = {𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), 𝑓𝛾(𝑡) = 𝑐𝑡𝑛 +⋯ , 𝑐 ≠ 0}
𝔛>𝑛 (𝑓 ) = {𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), 𝑓𝛾(𝑡) = 𝑐𝑡𝑛 +⋯ , 𝑐 > 0}
⋆Nous expliciterons la construction d’un produit similaire dans le cadre qui nous intéresse à la Section 3.6.
†Comme ℝ𝑑 est non-singulier, on peut supposer qu’il s’agit simplement d’arcs tronqués. En effet, on peut
compléter l’utilisation du lemmed’Hensel dans le cadremotivique (algébrique) par l’utilisation du théo-
rème d’approximation d’Artin [6] pour montrer que tout 𝑛-jet sur ℝ𝑑 est la troncation à l’ordre 𝑛 d’un
arc analytique réel.
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𝔛<𝑛 (𝑓 ) = {𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), 𝑓𝛾(𝑡) = 𝑐𝑡𝑛 +⋯ , 𝑐 < 0}
et on définit la fonction zêta naïve par
𝑍𝑓 (𝑇 ) = ∑
𝑛≥1
𝜒𝑐 (𝔛𝑛(𝑓 )) (−1)𝑛𝑑𝑇 𝑛 ∈ ℤ[[𝑇 ]]
ainsi que les fonctions zêta équivariantes par
𝑍>𝑓 (𝑇 ) = ∑
𝑛≥1
𝜒𝑐 (𝔛>𝑛 (𝑓 )) (−1)𝑛𝑑𝑇 𝑛 ∈ ℤ[[𝑇 ]]
𝑍<𝑓 (𝑇 ) = ∑
𝑛≥1
𝜒𝑐 (𝔛<𝑛 (𝑓 )) (−1)𝑛𝑑𝑇 𝑛 ∈ ℤ[[𝑇 ]]
Remarque 1.4.3. 𝑍𝑓 (𝑇 ) = 𝑍>𝑓 (𝑇 ) + 𝑍
<
𝑓 (𝑇 )
Remarque 1.4.4. Contrairement aux fonctions zêta motiviques de Denef–Loeser définies
ci-dessus, les fonctions zêta de Koike–Parusiński sont locales au sens où l’on ne considère
que des arcs ayant l’origine pour origine.
On obtient une formule de rationalité pour ces fonctions zêta, grâce à une première
adaptation du Lemme clé 1.3.36 ([26, Lemma 3.4]) pour la formule de changement de
variables au cadre analytique [59, Lemma 4.2].
Théorème 1.4.5 ([59, §1.2]). Soit 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) une fonction analytique. Il existe 𝜎 ∶
(𝑀, 𝜎−1(0)) → (ℝ𝑑 , 0) une suite localement finie d’éclatements à centres non-singuliers telle que
𝑓 ∘ 𝜎 et le déterminant jacobien Jac 𝜎 soient simultanément à croisements normaux et telle que
𝜎 soit un isomorphisme en dehors du lieu d’annulation de 𝑓 . On note (𝐸𝑖)𝑖∈𝐽 les composantes
irréductibles de (𝑓𝜎)−1(0) et, pour 𝑖 ∈ 𝐽 ,
𝑁𝑖 = mult𝐸𝑖 𝑓𝜎 et 𝜈 − 1 = mult𝐸𝑖 Jac 𝜎
On considère la stratification usuelle de𝑀 donnée, 𝐼 ⊂ 𝐽 , par
𝐸•𝐼 =⋂
𝑖∈𝐼
𝐸𝑖 ⧵⋃
𝑗∉𝐼
𝐸𝑗
Alors
𝑍𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐽
(−2)|𝐼|𝜒𝑐 (𝐸•𝐼 ∩ 𝜎−1(0))∏
𝑖∈𝐼
(−1)𝜈𝑖𝑇𝑁𝑖
1 − (−1)𝜈𝑖𝑇𝑁𝑖
et, pour 𝜀 ∈ {<,>},
𝑍𝜀𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐽
(−1)|𝐼|𝐾𝜀𝐼 ∏
𝑖∈𝐼
(−1)𝜈𝑖𝑇𝑁𝑖
1 − (−1)𝜈𝑖𝑇𝑁𝑖
Nous renvoyons à [59, §1.2] pour la définition de 𝐾𝜀𝐼 .
Les formules de rationalité précédentes permettent de démontrer que les fonctions
zêta de Koike–Parusiński sont des invariants blow-analytique.
Théorème 1.4.6 ([59, Theorem 4.5]). Si 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ, 0) sont deux germes blow-
analytiquement équivalents, alors
𝑍𝑓 = 𝑍𝑔 𝑍>𝑓 = 𝑍
>
𝑔 𝑍<𝑓 = 𝑍
<
𝑔
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Comme pour la fonction zêta motivique équivariante de Denef–Loeser, il est possible
de modifier les définitions des fonctions zêta équivariantes de Koike–Parusiński de sorte
à obtenir une nouvelle fonction ayant une formule de convolution simple.
Définition 1.4.7. Pour 𝜀 ∈ {<,>}, on pose
?̃?𝜀𝑓 (𝑇 ) =
1 − 𝑍𝑓 (𝑇 )
1 − 𝑇 − 1 + 𝑍
𝜀
𝑓 (𝑇 )
Théorème 1.4.8 ([59, Theorem 2.3]). Pour 𝜀 ∈ {<,>}, on a la relation
?̃?𝜀𝑓1⊕𝑓2(𝑇 ) = ?̃?
𝜀
𝑓1(𝑇 ) ⊙ ?̃?
𝜀
𝑓2(𝑇 )
où le produit ⊙ est défini en appliquant terme à terme le produit de ℤ.
Remarque 1.4.9. Pour 𝜀 ∈ {<,>}, les données de 𝑍𝜀𝑓 (𝑇 ) et de ?̃?
𝜀
𝑓 (𝑇 ) sont équivalentes.
On a en effet la formule suivante [59, (2.5)] :
𝑍𝜀𝑓 (𝑇 ) =
1 + ?̃?𝜀𝑓 (𝑇 )
1 + 𝑇 + 1 + ?̃?
𝜀
𝑓 (𝑇 )
Pour clore cette section, remarquons que S.Koike etA. Parusiński [59, Theorem6.1] ont
réussi, grâce à leurs fonctions zêta et aux invariants de Fukui, à classifier les polynômes
de Brieskorn de deux variables à équivalence blow-analytique près.
Cependant, onpeutmontrer [59, Remark 6.3] que les fonctions zêta deKoike–Parusiński
ne classifient pas à elles seules les polynômes de Brieskorn de deux variables.
1.5 Ensembles symétriques par arcs
Pour un aperçu plus exhaustif des notions évoquées dans cette section, nous ren-
voyons le lecteur vers la synthèse [69].
1.5.1 Définition et premières propriétés
Dans le même article où il introduit les applications analytiques par arcs, K. Kurdyka
définit les ensembles symétriques par arcs [67]. Un ensemble symétrique par arcs est une
partie semialgébrique deℝ𝑑 vérifiant la propriété suivante : étant donné un arc analytique
réel dansℝ𝑑 , soit cet arc est entièrement inclus dans la partie, soit il la rencontre seulement
en des points isolés.
Définition 1.5.1 ([67, Définition 1.1]). Une partie semialgébrique 𝑆 de ℝ𝑑 est symétrique
par arcs si elle vérifie une des conditions équivalentes suivantes :
(i) Soit 𝛾 ∶ (−1, 1) → ℝ𝑑 un arc analytique réel, si Int(𝛾−1(𝑆)) ≠ ∅ alors 𝛾−1(𝑆) = (−1, 1).
(ii) Soit 𝛾 ∶ (−1, 1) → ℝ𝑑 un arc analytique réel, si 𝛾((−1, 0)) ⊂ 𝑆 alors 𝛾((−1, 1)) ⊂ 𝑆.
(iii) Soit 𝛾 ∶ (−1, 1) → ℝ𝑑 un arc analytique réel injectif, si 𝛾((−1, 0)) ⊂ 𝑆 alors 𝛾((−1, 1)) ⊂
𝑆.
(iv) Soit 𝛾 ∶ (−1, 1) → ℝ𝑑 un arc analytique Nash⋆, si 𝛾((−1, 0)) ⊂ 𝑆 alors 𝛾((−1, 1)) ⊂ 𝑆.
Exemple 1.5.2. Par l’unicité du théorème de prolongement analytique, les ensembles al-
gébriques (resp. semialgébriques et analytiques) sont symétriques par arcs.
⋆i.e. analytique et semialgébrique, voir la Définition 1.7.1.
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L’exemple suivant justifie la notion d’ensemble symétrique par arcs.
Exemple 1.5.3 ([67, Exemple 1.2]). On considère 𝑉 = {𝑧(𝑥2 + 𝑦2) = 𝑥3} le parapluie de
Cartan. Sa toile 𝑉 ⧵ {(0, 0, 𝑧), 𝑧 ≠ 0} est symétrique par arcs mais pas analytique en l’ori-
gine.
Pour se convaincre que la toile du parapluie de Cartan est symétrique par arcs, il suf-
fit de remarquer que si un arc analytique réel rencontre le manche {(0, 0, 𝑧)} sur un petit
voisinage de ce dernier alors il est entièrement inclus dedans puisque le manche est algé-
brique (et donc symétrique par arcs).
La notion d’ensemble symétrique par arcs est donc plus fine que la notion de compo-
sante analytique d’un ensemble algébrique.
La remarque suivante est une conséquence du lemme des petits chemins [17, Propo-
sition 8.1.13].
Remarque 1.5.4 ([67, Remarque 1.3]). Un ensemble symétrique par arcs est fermé pour la
topologie euclidienne.
Théorème 1.5.5 ([67, Théorème 1.4]). Les ensembles symétriques par arcs de ℝ𝑑 sont exacte-
ment les fermés d’une topologie noethérienne sur ℝ𝑑 , que l’on notera𝒜ℛ.
Définition 1.5.6 ([67, Définition 2.10]). La topologie 𝒜ℛ étant noethérienne, on peut as-
socier à un ensemble symétrique par arcs𝑋 sa dimension de Krull dim𝒜ℛ𝑋 comme étant
la plus grande longueur que l’on peut obtenir en considérant des suites strictement crois-
santes d’irréductibles aboutissant en 𝑋.
Proposition 1.5.7 ([67, Proposition 2.11]). Soit 𝑆 un ensemble semialgébrique, alors les dimen-
sions suivantes coïncident :
• La dimension𝒜ℛ, dim𝒜ℛ 𝑆
𝒜ℛ.
• La dimension de Zariski, dimZar 𝑆
Zar .
• La dimension géométrique classique, dim𝑆, étant la plus grande dimension que l’on peut obtenir
en considérant les dimensions des sous-variétés analytiques réelles non-singulières contenues dans
𝑆.
1.5.2 Un retour sur l’analyticité par arcs
Il est ainsi naturel de considérer les applications analytiques par arcs entre deux en-
sembles symétriques par arcs. C’est la définition générale qui a été donnée par K. Kurdy-
ka.
Définition 1.5.8 ([67, Définition 4.1]). Une application 𝑓 ∶ 𝑋 → 𝑌 entre deux ensembles
symétriques par arcs est analytique par arcs si elle envoie par composition les arcs analy-
tiques réels de 𝑋 sur des arcs analytiques réels de 𝑌 .
Proposition 1.5.9 ([67, Théorème 4.2, Proposition 5.1]). Soit 𝑓 ∶ 𝑋 → ℝ𝑛 une application
analytique par arcs et semialgébrique définie sur un ensemble symétrique par arcs 𝑋 de ℝ𝑑 , alors
• Le graphe de 𝑓 est un ensemble symétrique par arcs de ℝ𝑑 × ℝ𝑛.
• L’application 𝑓 est continue pour la topologie euclidienne.
• L’application 𝑓 est continue pour la topologie 𝒜ℛ, i.e. l’image inverse par 𝑓 d’un ensemble
symétrique par arcs est un ensemble symétrique par arcs.
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• Si 𝑓 est semialgébrique, injective et propre (en plus d’être analytique par arcs) son image est
symétrique par arcs.
Le théorème suivant montre qu’une application analytique par arcs est analytique en
dehors d’un ensemble dense nulle part (il est même plus précis que cela).
Théorème 1.5.10 ([67, Théorème 5.2]). Soit 𝑓 ∶ 𝑋 → ℝ𝑛 une application analytique par arcs
et semialgébrique définie sur un ensemble symétrique par arcs, alors
dimSing 𝑓 ≤ dim𝑋 − 2
où Sing 𝑓 est l’ensemble des points de 𝑋 où 𝑓 n’est pas analytique.
Nous disposons d’un théorème “d’identité” qui stipule que si deux applications ana-
lytiques par arcs définies sur le même ensemble symétrique par arcs irréductible coïn-
cident sur un ouvert semialgébrique de dimension maximale, alors elles sont égales. Il
s’agit d’un corollaire immédiat de 1.5.7.
Théorème 1.5.11 ([67, Proposition 5.3]). Soient 𝑓, 𝑔 ∶ 𝑋 → ℝ𝑛 deux applications analytiques
par arcs et semialgébriques définies sur un ensemble 𝑋 symétrique par arcs irréductible. Si 𝑓 = 𝑔
sur un ouvert semialgébrique 𝑈 vérifiant dim𝑈 = dim𝑋 alors 𝑓 = 𝑔 sur 𝑋.
Enfin, il existe un théorèmedu typeNullstellensatz pour les fonctions semialgébriques
analytiques par arcs.
Théorème 1.5.12 ([67, Proposition 6.5]). Soient 𝑓, 𝑔 ∶ 𝑋 → ℝ deux fonctions semialgébriques
analytiques par arcs définies sur un ensemble symétrique par arcs. Si 𝑓−1(0) ⊂ 𝑔−1(0), alors il
existe une fonction semialgébrique analytique par arc ℎ ∶ 𝑋 → ℝ et un entier 𝑘 ∈ ℕ tels que
𝑔𝑘 = 𝑓 ⋅ ℎ.
1.5.3 Catégories constructibles
Définition 1.5.13 ([84, Definition 2.4]). Soit 𝒞 une collection d’ensembles semialgébriques.
On dit que 𝒞 est une catégorie constructible si elle vérifie les axiomes suivants :
A1. 𝒞 contient les ensembles algébriques.
A2. 𝒞 est stable par intersection, réunion et passage au complémentaire.
A3. a. L’image inverse d’un ensemble de 𝒞 par une application entre deux ensembles
de 𝒞 dont le graphe est dans 𝒞 est un ensemble de 𝒞.
b. L’image d’un ensemble de 𝒞 par une application injective entre deux ensembles
de 𝒞 dont le graphe est dans 𝒞 est un ensemble de 𝒞.
A4. Tout ensemble 𝑋 localement compact de 𝒞 est Euler en codimension 1, c’est-à-dire
qu’il existe un sous-ensemble semialgébrique 𝑌 de𝑋 vérifiant dim𝑌 ≤ dim𝑋−2 tel
que 𝑋 ⧵ 𝑌 est Euler⋆.
Exemple 1.5.14 ([84, Theorem 2.8]). Les ensembles Zariski-constructibles (i.e. l’algèbre
booléenne engendrée par les ensembles algébriques) forment une catégorie constructible
notée𝒜𝒞.
⋆i.e. pour tout 𝑥 ∈ 𝑋 ⧵𝑌 la caractéristique d’Euler-Poincaré de𝑋⧵𝑌 en 𝑥, 𝜒(𝑋,𝑋 ⧵𝑥) = ∑(−1)𝑖 dim𝐻𝑖(𝑋,𝑋 ⧵
𝑥;ℤ2), est impaire. On peut montrer ([84, Corollary 4.7]) que tout ensemble localement compact d’une
catégorie constructible est Euler. L’intérêt de cet axiome est qu’un ensemble semialgébrique localement
compact est Euler en codimension 1 si et seulement s’il admet une classe fondamentale pour l’homologie
de Borel–Moore à coefficients dans ℤ2 ([84, Remark 1.5]).
20
1.5. Ensembles symétriques par arcs
Les catégories constructibles admettent une notion d’adhérence qui se comporte bien
avec la dimension.
Théorème 1.5.15 ([84, Theorem 2.5]). Soient 𝒞 une catégorie constructible et 𝑋 un ensemble
localement fermé de 𝒞. Alors toute partie𝐴 de𝑋 admet un plus petit sous-ensemble de𝑋 contenant
𝐴 et appartenant à 𝒞. On le note 𝐴𝒞 . Tout autre sous-ensemble de𝑋 appartenant à 𝒞 et contenant
𝐴 contient forcément 𝐴𝒞 .
Remarque 1.5.16 ([84, Remark 2.7]). Si 𝐴 est semialgébrique alors dim𝐴 = dim𝐴𝒞 . De
plus, si 𝐴 appartient à 𝒞 alors 𝐴𝒞 = 𝐴 ∪ (𝐴 ⧵ 𝐴)
𝒞
, en particulier dim(𝐴𝒞 ⧵ 𝐴) < dim𝐴.
Remarque 1.5.17 ([84, p361]). L’adhérence de la catégorie constructible 𝒜𝒞 ne coïncide
pas avec l’adhérence de Zariski. Plus précisément, si 𝐴 est un sous-ensemble semialgé-
brique d’un ensemble algébrique réel, on a forcément𝐴 ⊂ 𝐴𝒜𝒞 ⊂ 𝐴Zar mais ces inclusions
peuvent être strictes.
Par exemple si 𝐴 est la partie non-singulière en dimension maximale du parapluie de
Whitney {𝑧𝑥2 = 𝑦2} ⊂ ℝ3 alors 𝐴 ⊊ 𝐴𝒜𝒞 = 𝐴Zar .
Par exemple si 𝐴 est la partie non-singulière en dimension maximale du parapluie de
Cartan {𝑧(𝑥2 + 𝑦2) = 𝑥3} ⊂ ℝ3 alors 𝐴 = 𝐴𝒜𝒞 ⊊ 𝐴Zar .
1.5.4 La collection𝒜𝒮
Nous allons principalement travailler avec une notion légèrement différente de celle
d’ensemble symétrique par arcs. Il s’agit de la notion d’ensemble 𝒜𝒮 définie par A. Pa-
rusiński [84].
Définition 1.5.18. La collection 𝒜𝒮 est l’algèbre booléenne engendrée par les ensembles
symétriques par arcs d’un espace projectif⋆ ℙ𝑛ℝ.
On obtient la définition équivalente suivante.
Proposition 1.5.19 ([84, §4.2]). Une partie 𝑆 de ℙ𝑛ℝ est un ensemble 𝒜𝒮 si et seulement si elle
est semialgébrique et vérifie la propriété suivante : pour tout arc analytique réel 𝛾 ∶ (−1, 1) → ℙ𝑛ℝ
tel que 𝛾((−1, 0)) ⊂ 𝑆, il existe 𝜀 > 0 tel que 𝛾((0, 𝜀)) ⊂ 𝑆.
Remarque 1.5.20. Les ensembles𝒜𝒮 fermés pour la topologie ambiante sont les ensembles
symétriques par arcs de ℙ𝑛ℝ.
L’exemple suivant montre que les ensembles 𝒜𝒮 ont un meilleur comportement à
l’infini que les ensembles symétriques par arcs.
Exemple 1.5.21 ([84, §4.2]). La branche d’hyperbole {(𝑥, 𝑦) ∈ ℝ2, 𝑥𝑦 = 1, 𝑥 > 0} est sy-
métrique par arcs cependant il ne s’agit pas d’un ensemble 𝒜𝒮 puisque si l’on voit cette
branche dans ℙ2ℝ, il existe un arc analytique réel qui se prolonge sur l’autre branche.
Le théorème suivant est un analogue 𝒜𝒮 du théorème 1.5.5. Il se démontre de façon
similaire, comme on le voit dans la démonstration de [84, Theorem 2.5].
⋆Par [17, Theorem 3.4.4], ℙ𝑛ℝ est birégulièrement isomorphe à un ensemble algébrique d’un espace euclidien
ℝ𝑁 .
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Théorème 1.5.22. Les ensembles 𝒜𝒮 fermés pour la topologie ambiante sont exactement les fer-
més d’une topologie noethérienne sur ℙ𝑛ℝ.
Un autre avantage de la collection𝒜𝒮 est qu’il s’agit d’une catégorie constructible.
Théorème 1.5.23 ([84, Theorem 4.5 & Proposition 4.6]).
La collection 𝒜𝒮 est une catégorie constructible. C’est d’ailleurs la plus grande au sens où toute
catégorie constructible est contenue dans𝒜𝒮 . C’est aussi la seule catégorie constructible à contenir
les composantes connexes des ensembles algébriques réels compacts.
En particulier, l’image injective d’un ensemble𝒜𝒮 par une application (dont le graphe
est)𝒜𝒮 est un ensemble𝒜𝒮 . Contrairement au cas𝒜ℛ (voir la proposition 1.5.9), il n’y a
pas besoin d’hypothèse de propreté. L’exemple suivant montre que cette hypothèse n’est
pas superflue lorsque l’on travaille avec les ensembles symétriques par arcs.
Exemple 1.5.24 ([69, Remark 3.6]). L’image de la branche d’hyperbole {(𝑥, 𝑦) ∈ ℝ2, 𝑥𝑦 =
1, 𝑥 > 0} par la projection sur la première coordonnée n’est clairement pas symétrique
par arcs.
Enfin, l’énoncé suivant, qui nous sera utile dans la suite, se déduit facilement de [84,
Theorem 4.3]. On peut le voir comme un analogue du théorème de Chevalley qui stipule
que, sur un corps algébriquement clos, l’image d’un ensemble Zariski-constructible par
une application régulière est un ensemble Zariski-constructible.
Théorème 1.5.25. L’image d’un ensemble 𝒜𝒮 par une application régulière dont chaque fibre a
une caractéristique d’Euler à support compact impaire est un ensemble𝒜𝒮 .
1.6 Polynôme de Poincaré virtuel
C.McCrory et A. Parusiński [76] ont démontré qu’il existe un unique invariant additif
des variétés algébriques réelles qui coïncide avec le polynôme de Poincaré pour l’homo-
logie à coefficients dans ℤ2 pour les variétés compactes et non-singulières.
Ce polynôme de Poincaré virtuel a été étendu aux ensembles 𝒜𝒮 à isomorphisme Nash
près par G. Fichou [32].
Ces constructions reposent sur le théorème de factorisation faible [103, 3] de façon à
décrire le groupe de Grothendieck des variétés algébriques réelles grâce aux éclatements
comme le fait F. Bittner [15]⋆.
À l’aide d’une nouvelle construction, C. McCrory et A. Parusiński [78] ont démon-
tré que le polynôme de Poincaré virtuel des ensembles 𝒜𝒮 est en fait un invariant des
ensembles𝒜𝒮 à bijection𝒜𝒮 près.
Théorème 1.6.1 ([76],[32],[78]). Il existe une unique application 𝛽 ∶ 𝒜𝒮 → ℤ[𝑢], nommée le
polynôme de Poincaré virtuel, telle que
• 𝛽
⎛
⎜
⎜
⎝
𝑘
⨆
𝑖=1
𝑋𝑖
⎞
⎟
⎟
⎠
=
𝑘
∑
𝑖=1
𝛽(𝑋𝑖)
⋆Elle a démontré que 𝐾0(Var𝑘) était le groupe libre abélien engendré par les symboles [𝑋] où 𝑋 est une
variété projective non-singulière avec les relations 0 = [∅] et [Bl𝑌 𝑋] − [𝐸] = [𝑋] − [𝑌 ] où Bl𝑌 𝑋 est
l’éclatement d’une variété projective non-singulière le long d’une sous-variété fermée non-singulière 𝑌
avec 𝐸 le diviseur exceptionnel de cet éclatement.
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• 𝛽(𝑋 × 𝑌 ) = 𝛽(𝑋)𝛽(𝑌 )
• Si 𝑋 ≠ ∅ alors deg 𝛽(𝑋) = dim𝑋 et le coefficient dominant de 𝛽(𝑋) est strictement positif⋆.
• Si𝑋 est non-singulier et compact alors 𝛽(𝑋) est le polynôme de Poincaré à coefficients dans ℤ2
de 𝑋 donné par∑𝑖 dim𝐻𝑖(𝑋,ℤ2)𝑢𝑖.
• Si 𝑋 et 𝑌 sont𝒜𝒮-isomorphes† alors 𝛽(𝑋) = 𝛽(𝑌 ).
Remarque 1.6.2. Remarquons que si l’on oublie l’hypothèse de symétrie par arcs pour
travailler avec tous les ensembles semialgébriques à homéomorphismes semialgébriques
près, tout invariant additif se factorise par la caractéristique d’Euler à support compact‡
[89]. Or cette dernière est un invariant qui perd beaucoup d’information.
Le polynôme de Poincaré virtuel, qui encode la dimension, est donc un invariant très
perfectionné. Ces bonnes propriétés nous permettent de l’utiliser pour adapter à la géo-
métrie réelle des arguments provenant de l’intégration motivique.
Exemple 1.6.3. Par l’avant dernier point nous avons 𝛽(ℙ1ℝ) = 𝑢 + 1 et 𝛽(pt) = 1 donc
𝛽(ℝ) = 𝛽(ℙ1ℝ) − 𝛽(pt) = 𝑢.
L’exemple suivant montre que le polynôme de Poincaré virtuel n’est pas un invariant
topologique.
Exemple 1.6.4 ([76]). Si on éclate la courbe “en huit” 𝐻 = {𝑦2 = 𝑥2 − 𝑥4} en l’origine,
la transformée stricte est un cercle et l’image inverse de l’origine est constituée de deux
points. Ainsi 𝛽(𝕊1) − 2𝛽(pt) = 𝛽(𝐻) − 𝛽(pt) donc 𝛽(𝐻) = 𝑢.
Si on éclate les deux cercles tangents en l’origine 𝑇 = {((𝑥+1)2+𝑦2−1)((𝑥−1)2+𝑦2−1) =
0}, la transformée stricte est constituée de deux cercles et l’image inverse de l’origine est
constituée de deux points. Ainsi 2𝛽(𝕊1) − 2𝛽(pt) = 𝛽(𝑇 ) − 𝛽(pt) donc 𝛽(𝑇 ) = 2𝑢 + 1.
1.7 Applications Nash
Les applications Nash et les variétés Nash ont d’abord été étudiées par J. Nash [79] où
il considérait des fonctions analytiques réelles vérifiant des équations polynomiales non-
triviales. Cette notion lui permet de démontrer, dans ce même article, qu’une sous-variété
𝐶∞ compacte connexe est difféomorphe à une composante connexe non-singulière d’un
ensemble algébrique réel. Ce théorème a ensuite été amélioré par A. Tognoli [98] : une
sous-variété 𝐶∞ compacte est difféomorphe à un ensemble algébrique réel non-singulier.
M. Artin et B. Mazur [7] ont donné une nouvelle description des fonctions Nash afin
de définir une notion abstraite de variété Nash. Cette description nous sera utile dans la
suite.
L’utilisation de la géométrie Nash est justifiée par le fait qu’elle partage de bonnes pro-
priétés algébriques avec les fonctions polynomiales et de bonnes propriétés géométriques
⋆𝛽(∅) = 0
†i.e. s’il existe une bijection entre 𝑋 et 𝑌 dont le graphe est𝒜𝒮 .
‡Plus précisément, le groupe de Grothendieck des ensembles semialgébriques à homéomorphismes semial-
gébriques près est isomorphe à ℤ via la caractéristique d’Euler à support compact. Ce phénomène est
dû au fait qu’un ensemble semialgébrique admet une décomposition cellulaire. Plus formellement, tout
ensemble semialgébrique s’écrit comme une union finie disjointe de semialgébriques, chacun étant se-
mialgébriquement homéomorphe à une cellule de la forme (0, 1)𝑑 . On conclut en remarquant que l’on
peut recouvrir (0, 1)𝑑 par deux ensembles semialgébriques semialgébriquement homéomorphes à (0, 1)𝑑
et dont l’intersection est semialgébriquement homéomorphe à (0, 1)𝑑−1.
23
1. Introduction
avec la géométrie analytique réelle. En particulier, il existe un théorème des fonctions im-
plicites et un théorème d’inversion locale pour les fonctions Nash [17, Proposition 2.9.7 &
Corollary 2.9.8]. Nous renvoyons le lecteur à [17, §8] et [95] pour de plus amples détails.
Définition 1.7.1 ([79]). Soit 𝑈 ⊂ ℝ𝑑 un ouvert semialgébrique. Une fonction 𝑓 ∶ 𝑈 → ℝ
est dite Nash si elle vérifie une des deux conditions équivalentes suivantes :
1. 𝑓 est semialgébrique et 𝐶∞.
2. 𝑓 est analytique et vérifie une équation polynomiale non-triviale.
Définition 1.7.2. Une application 𝑓 ∶ 𝑈 → ℝ𝑛 définie sur un ouvert semialgébrique est
Nash si ses fonctions coordonnées le sont.
Définition 1.7.3. Une sous-variété Nash de dimension 𝑑 est un ensemble semialgébrique𝑀
deℝ𝑝 tel que tout 𝑥 ∈ 𝑀 admet un voisinage ouvert semialgébrique qui redresse𝑀 i.e. il
existe 𝑈 un voisinage ouvert semialgébrique de l’origine dans ℝ𝑝, 𝑉 un voisinage ouvert
semialgébrique de 𝑥 dansℝ𝑝 et 𝜑 ∶ 𝑉 → 𝑈 un difféomorphisme Nash qui vérifie 𝜑(𝑥) = 0
et 𝜑(𝑀 ∩ 𝑉 ) = ℝ𝑑 × {0}.
Exemple 1.7.4. Par le critère Jacobien et la version Nash du théorème des fonctions impli-
cites, un ensemble algébrique réel non-singulier a une structure naturelle de sous-variété
Nash.
Théorème 1.7.5 (Description de Artin-Mazur [7] [17, Theorem 8.4.4]). Soit 𝑀 ⊂ ℝ𝑝 une
sous-variété Nash semialgébriquement connexe de dimension 𝑛. Soit 𝑓 ∶ 𝑀 → ℝ𝑘 une application
Nash. Alors il existe un ensemble algébrique irréductible non-singulier 𝑉 ⊂ ℝ𝑝+𝑞 de dimenson 𝑛,
un ouvert semialgébrique𝑀′ de 𝑉 , un difféomorphisme Nash 𝜎 ∶ 𝑀 → 𝑀′ et une application
polynomiale 𝑔 ∶ 𝑉 → ℝ𝑘 tels que le diagramme suivant commute
ℝ𝑝+𝑞
Π

𝑉? _oo
𝑔
! !C
CC
CC
CC
C
𝑀′
?
OO
ℝ𝑘
ℝ𝑝 𝑀? _oo
𝜎
OO
𝑓
=={{{{{{{{
où Π est la projection sur les 𝑝 premières coordonnées.
De plus𝑀′ est une composante semialgébriquement connexe de Π−1(𝑀) ∩ 𝑉 .
1.8 Équivalence blow-Nash et fonctions zêta de Fichou
G. Fichou [32] introduit des fonctions zêta similaires à celles de Koike–Parusiński en
utilisant le polynôme de Poincaré virtuel pour les ensembles𝒜𝒮 . L’intérêt évident est que
cet invariant encode plus d’information que la caractéristique d’Euler à support compact,
mais, il faut cependant se restreindre aux ensembles𝒜𝒮 (et non plus aux ensembles sim-
plement semialgébriques). Cet inconvénient est difficilement surmontable puisque l’on
sait que le seul invariant additif des ensembles semialgébriques est la caractéristique
d’Euler à support compact.
Il faut donc prendre certaines précautions pour s’assurer que tous les objets sont𝒜𝒮 .
En particulier, dans les définitions des fonctions zêta, il faut demander à ce que la compo-
sante angulaire vaille 1 ou −1 et non plus seulement fixer son signe. Aussi, pour que les
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composantes irréductibles provenant d’une résolution soient𝒜𝒮 , il faudra se restreindre
à des fonctions Nash afin d’obtenir une formule de rationalité.
Enfin, il introduit dans ce même article [32] une notion légèrement plus algébrique
de l’équivalence blow-analytique, il s’agit de l’équivalence blow-Nash dont les fonctions
zêta de G. Fichou sont des invariants. Le problème étant qu’on ne sait pas s’il s’agit d’une
relation d’équivalence. C’est pourquoi il donne une définition plus générale de la notion
d’équivalence blow-Nash dans l’article [33]. Avec cette nouvelle définition, on obtient fa-
cilement une relation d’équivalence mais dont les fonctions zêta de G. Fichou ne sont pas
des invariants en toute généralité mais dont on peut déduire quelques invariants [33, Pro-
position 2.6, Proposition 3.2 & Theorem 3.4]. Dans les articles suivants [34, 35, 36], il utilise
une définition àmi-distance entres les deux dernières notions dont ses fonctions zêta sont
bien des invariants, mais dont on ne sait pas s’il s’agit d’une relation d’équivalence. C’est
cette notion que nous étudierons à la section 3.7.
Pour des raisons de simplicité, nous avons fait le choix de seulement présenter dans
cette section la première définition de l’équivalence blow-Nash ([32]).
Définition 1.8.1. Soit 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) une fonction analytique. Pour 𝑛 ∈ ℕ>0, on pose
𝔛𝑛(𝑓 ) = {𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), 𝑓𝛾(𝑡) = 𝑐𝑡𝑛 +⋯ , 𝑐 ≠ 0}
𝔛+𝑛 (𝑓 ) = {𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), 𝑓𝛾(𝑡) = 𝑡𝑛 +⋯}
𝔛−𝑛 (𝑓 ) = {𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), 𝑓𝛾(𝑡) = −𝑡𝑛 +⋯}
et on définit la fonction zêta naïve par
𝑍𝑓 (𝑇 ) = ∑
𝑛≥1
𝛽 (𝔛𝑛(𝑓 )) 𝑢−𝑛𝑑𝑇 𝑛 ∈ ℤ [𝑢, 𝑢−1] [[𝑇 ]]
ainsi que les fonctions zêta équivariantes par
𝑍+𝑓 (𝑇 ) = ∑
𝑛≥1
𝛽 (𝔛+𝑛 (𝑓 )) 𝑢−𝑛𝑑𝑇 𝑛 ∈ ℤ [𝑢, 𝑢−1] [[𝑇 ]]
𝑍−𝑓 (𝑇 ) = ∑
𝑛≥1
𝛽 (𝔛−𝑛 (𝑓 )) 𝑢−𝑛𝑑𝑇 𝑛 ∈ ℤ [𝑢, 𝑢−1] [[𝑇 ]]
Remarque 1.8.2. Comme les fonctions zêta de Koike–Parusiński, les fonctions zêta de
Fichou sont locales.
Théorème 1.8.3 ([32, Proposition 3.2 & Proposition 3.5]). Soit 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) une
fonction Nash. Il existe⋆ 𝜎 ∶ (𝑀, 𝜎−1(0)) → (ℝ𝑑 , 0) une suite finie d’éclatements algébriques
à centres non-singuliers telle que 𝑓 ∘ 𝜎 et le déterminant jacobien Jac 𝜎 soient simultanément à
croisements normaux et telle que 𝜎 soit un isomorphisme en dehors du lieu d’annulation de 𝑓 . On
note (𝐸𝑖)𝑖∈𝐽 les composantes irréductibles de (𝑓𝜎)−1(0) et, pour 𝑖 ∈ 𝐽 ,
𝑁𝑖 = mult𝐸𝑖 𝑓𝜎 et 𝜈 − 1 = mult𝐸𝑖 Jac 𝜎
Alors
𝑍𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐽
(𝑢 − 1)|𝐼|𝛽 (𝐸•𝐼 ∩ 𝜎−1(0))∏
𝑖∈𝐼
𝑢−𝜈𝑖𝑇𝑁𝑖
1 − 𝑢−𝜈𝑖𝑇𝑁𝑖
⋆Proposition 3.2.12.
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et, pour 𝜀 ∈ {−,+},
𝑍𝜀𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐽
(𝑢 − 1)|𝐼|−1𝛽 (𝐸
•
𝐼 ∩ 𝜎−1(0))∏
𝑖∈𝐼
𝑢−𝜈𝑖𝑇𝑁𝑖
1 − 𝑢−𝜈𝑖𝑇𝑁𝑖
Nous renvoyons à [32, Lemma 3.12] pour la définition de 𝐸•𝐼 .
Remarque 1.8.4 ([32, Remark 3.3]). Dans le Théorème 1.8.3, il est nécessaire de supposer
que 𝑓 est Nash de sorte que les 𝐸•𝐼 soient𝒜𝒮 afin de pouvoir calculer 𝛽(𝐸•𝐼 ).
La définition suivante de l’équivalence blow-Nash est une version algébrique de la
caractérisation donnée à la Proposition 1.1.16 de l’équivalence blow-analytique.
Définition 1.8.5 ([32, Definition 4.1]). Deux germes Nash 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ, 0) sont blow-
Nash équivalents s’il existe deux morphismes algébriques propres et birationnels
𝜎𝑓 ∶ (𝑀𝑓 , 𝜎−1𝑓 (0)) → (ℝ
𝑑 , 0) et 𝜎𝑔 ∶ (𝑀𝑔 , 𝜎−1𝑔 (0)) → (ℝ𝑑 , 0)
tels que 𝑓 ∘ 𝜎𝑓 , Jac𝜎𝑓 , 𝑔 ∘ 𝜎𝑔 et Jac𝜎𝑔 soient à croisements normaux, un isomorphisme Nash
Φ ∶ (𝑀𝑓 , 𝜎−1𝑓 (0)) → (𝑀𝑔 , 𝜎
−1
𝑔 (0))
qui préserve les multiplicités de Jac𝜎𝑓 et Jac𝜎𝑔 le long des composantes irréductibles des
lieux exceptionnels et qui induit un homéomorphisme 𝜑 ∶ (ℝ𝑑 , 0) → (ℝ𝑑 , 0) tels que le
diagramme suivant commute
(𝑀𝑓 , 𝜎−1𝑓 (0))
Φ //
𝜎𝑓

(𝑀𝑔 , 𝜎−1𝑔 (0))
𝜎𝑔

(ℝ𝑑 , 0) 𝜑 //
𝑓 &&MM
MMM
MMM
MMM
(ℝ𝑑 , 0)
𝑔
xxqqq
qqq
qqq
qq
(ℝ, 0)
Remarque 1.8.6. On ne sait pas si la relation d’équivalence blow-Nash est une relation
d’équivalence.
Les formules de rationalité des fonctions zêta de Fichou permettent de démontrer qu’il
s’agit d’invariants pour la relation d’équivalence blow-Nash.
Théorème 1.8.7 ([32, Theorem 4.8]). Si 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ, 0) sont blow-Nash équivalents
alors
𝑍𝑓 = 𝑍𝑔 𝑍+𝑓 = 𝑍
+
𝑔 𝑍−𝑓 = 𝑍
−
𝑔
Pour clore cette section, remarquons que l’on ne connait pas de formule de convolution
pour les fonctions zêta de Fichou. En effet, la formule de convolution pour la fonction zêta
équivariante de Denef–Loeser à coefficients dans le groupe de Grothendieck équivariant
pour les racines de l’unité utilise un produit défini via un quotient, la formule de convo-
lution pour la fonction zêta équivariante à coefficients dans le groupe de Grothendieck
de Guibert–Loeser–Merle utilise le fait que ce groupe de Grothendieck “encode” les mor-
phismes “composantes angulaires” et enfin la formule de convolution pour les fonctions
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zêta équivariantes de Koike–Parusiński repose sur le fait que les caractéristiques d’Euler
à support compact des termes qui posent problème s’annulent.
Nous proposerons dans le Chapitre 3 une adaptation du groupe de Grothendieck de
Guibert–Loeser–Merle aux ensembles 𝒜𝒮 à 𝒜𝒮-isomorphisme près de façon à obtenir
une formule de convolution pour une version plus abstraite des fonctions zêta de Fichou.
1.9 Présentation des résultats
1.9.1 Un théorème d’inversion pour les applications blow-Nash
Nous commençons le Chapitre 2 en introduisant la notion de fonction génériquement
analytique par arcs. Il s’agit d’une généralisation naturelle des fonctions analytiques par
arcs permettant d’élargir le Théorème 1.2.6 de Bierstone–Milman ([12, Theorem 1.1]) aux
ensembles algébriques singuliers.
Définition 1.9.1. Une application 𝑓 ∶ 𝑋 → 𝑌 entre deux ensembles algébriques est géné-
riquement analytique par arcs s’il existe un sous-ensemble algébrique 𝑆 de 𝑋 nulle part
dense tel que pour tout arc analytique réel 𝛾 ∶ (−𝜀, 𝜀) → 𝑋 non entièrement inclus dans
𝑆, la composition 𝑓𝛾 ∶ (−𝜀, 𝜀) → 𝑌 est analytique.
Si 𝑋 est non-singulier alors toute application 𝑓 ∶ 𝑋 → 𝑌 semialgébrique, continue
et génériquement analytique par arcs est analytique par arcs (Lemme 2.2.23). L’idée de la
démonstration repose sur le fait que seuls deux phénomènes peuvent empêcher 𝑓𝛾 d’être
analytique : soit un de ses deux développements de Puiseux (à droite ou à gauche de l’ori-
gine) admet une puissance rationnelle non-entière, soit ils ne se recollent pas en l’origine.
On conclut alors enmontrant que si un arc analytique entièrement inclus dans l’ensemble
𝑆 de la définition ne s’envoie pas sur un arc analytique par composition, on peut le per-
turber afin de lui faire quitter 𝑆 de sorte qu’un des deux phénomènes précédents persiste.
Cette observation permet alors d’étendre facilement le Théorème 1.2.6 de Bierstone–
Milman ([12, Theorem 1.1]) aux ensembles algébriques singuliers. C’est la proposition
2.2.27.
Proposition 1.9.2. Une application 𝑓 semialgébrique continue est génériquement analytique par
arcs si et seulement si elle est blow-Nash, c’est-à-dire s’il existe ℎ une suite finie d’éclatements
algébriques à centres non-singuliers telle que 𝑓 ∘ ℎ soit Nash.
Ensuite, dans la Section 2.2.4, nous donnons quelques propriétés des espaces de jets
et d’arcs analytiques sur un ensemble algébrique réel. Ces notions seront utiles à la dé-
monstration du Théorème Principal 2.3.5 du Chapitre 2. Ce théorème stipule que sous des
hypothèses analogues à celles du théorème d’inversion locale classique, l’inverse d’un ho-
méomorphisme semialgébrique blow-Nash est encore blow-Nash.
Plus précisément, si 𝑓 ∶ 𝑋 → 𝑋 est une application blow-Nash où 𝑋 est un ensemble
algébrique, il existe une suite finie 𝜎 ∶ 𝑀 → 𝑋 d’éclatements algébriques à centres non-
singuliers telle que ?̃? = 𝑓𝜎 soit Nash. On dit que 𝑓 vérifie l’hypothèse jacobienne si l’idéal
jacobien de 𝜎 est inclus dans l’idéal jacobien de ?̃?. Lorsque 𝑋 est non-singulier, cette hy-
pothèse signifie simplement qu’il existe 𝑐 > 0 tel que | det d𝑓| > 𝑐 où d𝑓 est bien définie⋆.
⋆Une application analytique par arcs est non-singulière en dehors d’un ensemble de codimension 2 [67, Théo-
rème 5.2].
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Théorème 1.9.3. Soit 𝑋 un ensemble algébrique et 𝑓 ∶ 𝑋 → 𝑋 un homéomorphisme semial-
gébrique. Si 𝑓 est blow-Nash et vérifie l’hypothèse jacobienne alors 𝑓−1 est blow-Nash et vérifie
l’hypothèse jacobienne.
Une des difficultés de l’équivalence blow-analytique est de construire un homéomor-
phisme étant blow-analytique et dont la réciproque est blow-analytique. Actuellement,
on construit principalement de telles applications en intégrant des champs de vecteurs
convenablement choisis. Le théorème précédent permet, avec une hypothèse de semial-
gébricité supplémentaire, de donner un critère pour que la réciproque d’un homéomor-
phisme blow-Nash soit blow-Nash. En particulier, nous utiliserons ce théorème au Cha-
pitre 3 pour montrer que la notion d’équivalence blow-Nash que nous introduirons alors
est bien une relation d’équivalence.
La démonstration de ce théorème utilise des arguments provenant de l’intégration
motivique. En particulier, nous partitionnons l’espace des jets de façon similaire à [40].
Pour cela, nous avons besoin d’une nouvelle adaptation du lemme clé 1.3.36 ([26, Lemma
3.4]) à la géométrie réelle, dans le cas singulier cette fois. Remarquons que cette adap-
tation s’étend aux applications Nash génériquement injectives et non pas seulement aux
applications birationnelles.
1.9.2 Une fonction zêta motivique pour l’équivalence blow-Nash
Les fonctions zêta à signe de Koike–Parusiński admettent une formule de convolution
permettant de classifier les polynômes de Brieskorn à deux variables. Cependant leurs
coefficients sont définis à l’aide de la caractéristique d’Euler à support compact qui s’avère
être un invariant assez naïf. Les coefficients des fonctions zêta de Fichou proviennent du
polynôme de Poincaré virtuel qui est un invariant plus riche (il encode en particulier la
dimension) mais nous ne connaissons pas de formule de convolution pour ces dernières
fonctions zêta.
Dans le Chapitre 3, nous introduisons une nouvelle fonction zêta. Cette dernière ad-
met une formule de convolution permettant de calculer la fonction zêta de 𝑓 ⊕ 𝑔 à partir
des fonctions zêta de 𝑓 et de 𝑔. D’autre part ses coefficients ne perdent pas trop d’infor-
mation : ils peuvent en particulier être réalisés via le polynôme de Poincaré virtuel de
sorte à récupérer le degré.
Pour cela, nous adaptons la définition du groupe deGrothendieck deGuibert–Loeser–
Merle de sorte à obtenir un groupe de Grothendieck équivariant pour les ensembles 𝒜𝒮
à bijection𝒜𝒮 près qui encode les morphismes “composantes angulaires”.
Définition 1.9.4. On note 𝐾𝑛0 le groupe libre abélien engendré par les symboles
[𝜑 ∶ ℝ∗  𝑋 → ℝ∗]
où 𝑋 est un ensemble𝒜𝒮 , où le graphe de l’action de ℝ∗ sur 𝑋 est𝒜𝒮 et où 𝜑 ∶ 𝑋 → ℝ∗
est une application dont le graphe est𝒜𝒮 et vérifiant𝜑(𝜆⋅𝑥) = 𝜆𝑛𝜑(𝑥)modulo les relations
suivantes :
(i) S’il existe une bijection équivariante ℎ ∶ 𝑋 → 𝑌 dont le graphe est 𝒜𝒮 telle que le
diagramme suivant commute
𝑋 ℎ //
𝜑𝑋   B
BB
BB
BB
𝑌
𝜑𝑌~~}}
}}
}}
}
ℝ∗
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alors
[𝜑𝑋 ∶ ℝ∗
 𝑋 → ℝ∗] = [𝜑𝑌 ∶ ℝ∗
 𝑌 → ℝ∗]
(ii) Si 𝑌 ⊂ 𝑋 est un sous-ensemble𝒜𝒮-fermé de 𝑋 invariant pour l’action de ℝ∗ alors
[𝜑𝑋 ∶ ℝ∗
 𝑋 → ℝ∗] = [𝜑𝑋|𝑋⧵𝑌 ∶ ℝ∗
 𝑋 ⧵ 𝑌 → ℝ∗] + [𝜑𝑋|𝑌 ∶ ℝ∗
 𝑌 → ℝ∗]
(iii) Si les actions 𝜎, 𝜎′ relèvent une même action sur 𝑌 alors
[𝜑 ∶ ℝ∗  𝜎𝑌 × ℝ𝑚 → 𝑌 → ℝ∗] = [𝜑 ∶ ℝ∗

𝜎′𝑌 × ℝ𝑚 → 𝑌 → ℝ∗]
Le produit fibré induit une structure d’anneau et le produit cartésien une structure de
𝐾0(𝒜𝒮)-algèbre :
(iv) [𝜑𝑋 ×ℝ∗ 𝜑𝑌 ] = [𝜑𝑋][𝜑𝑌 ]
(v) [𝐴][𝜑 ∶ ℝ∗  𝑋 → ℝ∗] = [𝜑 ∶ ℝ∗  𝐴 × 𝑋 → 𝑋 → ℝ∗]
On note 𝟙𝑛 = [id ∶ ℝ∗ → ℝ∗] l’unité du produit, 0 = [∅] l’unité de l’addition et 𝕃 =
𝕃𝐾0(𝒜𝒮)𝟙 = [ℝ × ℝ
∗ → ℝ∗] la classe de la droite affine.
On note 𝐾0 = lim−→𝐾
𝑛
0 etℳ= 𝐾0 [𝕃
−1].
Soit 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) une fonction analytique réelle. Pour 𝑛 ≥ 1, on note
𝔛𝑛(𝑓 ) = {𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), 𝑓𝛾(𝑡) = 𝑐𝑡𝑛 +⋯ , 𝑐 ≠ 0}
avec le morphisme “composante angulaire” ac𝑛𝑓 ∶ 𝔛𝑛(𝑓 ) → ℝ
∗ donné par 𝛾 ↦ ac(𝑓𝛾) et
l’action de ℝ∗ définie par 𝜆 ⋅ 𝛾(𝑡) = 𝛾(𝜆𝑡).
La fonction zêta de 𝑓 est alors définie par l’égalité suivante
𝑍𝑓 (𝑇 ) = ∑
𝑛≥1
[ac
𝑛
𝑓 ∶ ℝ
∗  𝔛𝑛(𝑓 ) → ℝ∗] 𝕃
−𝑛𝑑𝑇 𝑛 ∈ℳ[[𝑇 ]]
Les morphismes ac𝑛𝑓 permettent de retrouver les fonctions zêta de Koike–Parusiński
et de Fichou. En particulier, nous retrouverons certains de leurs résultats.
Lorsque 𝑓 est Nash, la fonction zêta admet une expression rationnelle en terme de
résolution.
Théorème 1.9.5. Soit 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) une fonction Nash. Il existe 𝜎 ∶ 𝑀 → ℝ𝑑 une suite
finie d’éclatements algébriques à centres non-singuliers telle que 𝑓 ∘ 𝜎 et le déterminant jacobien
Jac𝜎 soient simultanément à croisements normaux et telle que 𝜎 soit un isomorphisme en dehors
du lieu d’annulation de 𝑓 . On note (𝐸𝑖)𝑖∈𝐴 les composantes irréductibles de (𝑓𝜎)−1(0) et, pour
𝑖 ∈ 𝐴,
𝑁𝑖 = mult𝐸𝑖 𝑓𝜎 et 𝜈 − 1 = mult𝐸𝑖 Jac 𝜎
Pour 𝐼 ⊂ 𝐴 non vide, il existe 𝑝𝐼 ∶ 𝑈𝐼 → 𝐸•𝐼 = ∩𝑖∈𝐼𝐸𝑖 ⧵ ∪𝑗∉𝐼𝐸𝑗 un fibré localement trivial de
fibre (ℝ∗)|𝐼| de sorte que 𝑓 induise un morphisme 𝑓𝐼 ∶ 𝑈𝐼 → ℝ∗ définissant un motif dans 𝐾0.
Alors
𝑍𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐽
[𝑈𝐼 ∩ (ℎ ∘ 𝑝𝐼 )−1(0)]∏
𝑖∈𝐼
𝕃−𝜈𝑖𝑇𝑁𝑖
1 − 𝕃−𝜈𝑖𝑇𝑁𝑖
Nous introduisons ensuite la fonction zêta modifiée
?̃?𝑓 (𝑇 ) = 𝑍𝑓 (𝑇 ) −
𝑍naive𝑓 (𝑇 ) − 𝟙
𝑇 − 𝟙 + 𝟙
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où 𝑍naive𝑓 (𝑇 ) est une version de la fonction zêta qui n’encode que l’ensemble 𝔛𝑛(𝑓 ) sans
action et sans morphisme composante angulaire. On peut aussi exprimer la fonction zêta
en terme de la fonction zêta modifiée
𝑍𝑓 (𝑇 ) = ?̃?𝑓 (𝑇 ) +
?̃?naive𝑓 (𝑇 ) − 𝕃
𝑇 − 𝕃 − 𝟙
Le Théorème Principal 3.6.13 de ce chapitre permet alors de calculer la fonction zêta
modifiée de 𝑓 ⊕ 𝑔 à partir des fonctions zêta modifiées de 𝑓 et de 𝑔 à l’aide d’un certain
produit de convolution ∗ ∶ ℳ ×ℳ → ℳ ayant de bonnes propriétés : il est associatif,
commutatif, 𝐾0(𝒜𝒮)[𝕃−1𝒜𝒮 ]-bilinéaire et admet 𝟙 comme unité.
Théorème 1.9.6. Soient 𝑓1 ∶ (ℝ𝑑1 , 0) → (ℝ, 0) et 𝑓2 ∶ (ℝ𝑑2 , 0) → (ℝ, 0) deux fonctions Nash.
On note 𝑓1⊕𝑓2 ∶ (ℝ𝑑1+𝑑2 , 0) → (ℝ, 0) la fonction définie par 𝑓1⊕𝑓2(𝑥1, 𝑥2) = 𝑓1(𝑥1) + 𝑓2(𝑥2).
Alors
?̃?𝑓1⊕𝑓2(𝑇 ) = −?̃?𝑓1(𝑇 ) ⊛ ?̃?𝑓2(𝑇 )
où le produit⊛ consiste à appliquer le produit ∗ coefficient par coefficient.
La démonstration utilise des résolutions pour nous ramener à des fonctions à croise-
ments normaux. On distingue alors plusieurs cas selon que les composantes angulaires
s’annulent ou ne s’annulent pas.
Nous ne savons pas si l’équivalence blow-Nash au sens de [32] donnée à la Définition
1.8.5 est une relation d’équivalence. L’argument utilisé pour démontrer la transitivité de
l’équivalence blow-analytique n’est plus valide puisque le produit fibré d’une application
Nash et d’une application régulière peut ne pas être algébrique.
Ainsi, pour pallier ce problème, G. Fichou [33] propose ensuite la définition suivante
faisant intervenir exclusivement des applications Nash.
Définition 1.9.7 ([33, Definition 1.1]). Deux germes Nash 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ, 0) sont blow-
Nash équivalents au sens de [33] s’il existe deux modifications Nash
𝜎𝑓 ∶ (𝑀𝑓 , 𝜎−1𝑓 (0)) → (ℝ
𝑑 , 0) et 𝜎𝑔 ∶ (𝑀𝑔 , 𝜎−1𝑔 (0)) → (ℝ𝑑 , 0)
et un isomorphisme Nash
Φ ∶ (𝑀𝑓 , 𝜎−1𝑓 (0)) → (𝑀𝑔 , 𝜎
−1
𝑔 (0))
qui induit un homéomorphisme 𝜑 ∶ (ℝ𝑑 , 0) → (ℝ𝑑 , 0) tel que le diagramme suivant com-
mute
(𝑀𝑓 , 𝜎−1𝑓 (0))
Φ //
𝜎𝑓

(𝑀𝑔 , 𝜎−1𝑔 (0))
𝜎𝑔

(ℝ𝑑 , 0) 𝜑 //
𝑓 &&MM
MMM
MMM
MMM
(ℝ𝑑 , 0)
𝑔
xxqqq
qqq
qqq
qq
(ℝ, 0)
Cette nouvelle relation est bien une relation d’équivalence mais les fonctions zêta de
Fichou ne sont pas des invariants de cette relation puisque l’on n’impose pas que Φ pré-
serve les multiplicités des déterminants jacobiens de 𝜎𝑓 et 𝜎𝑔 le long des diviseurs excep-
tionnels de 𝜎𝑓 et 𝜎𝑔 . Lorsque l’on impose cette condition, on dit que 𝑓 et 𝑔 sont blow-Nash
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équivalents via un blow-Nash isomorphisme au sens de [33]. C’est cette notion d’équiva-
lence blow-Nash que l’on utilise désormais [34, 35, 36] afin de pouvoir utiliser les fonctions
zêta de Fichou comme invariants. Cependant, nous ne savons pas si l’équivalence blow-
Nash via un blow-Nash isomorphisme au sens de [33] est une relation d’équivalence.
Nous proposons une nouvelle définition de l’équivalence blow-Nash, qui est équi-
valente à cette dernière notion, mais dont on sait démontrer qu’il s’agit d’une relation
d’équivalence. Cette nouvelle définition a aussi l’avantage de ne pas faire intervenir de
modification Nash ou d’éclatement algébrique.
Définition 1.9.8. On dit que deux germes Nash 𝑓𝑖 ∶ (ℝ𝑑 , 0) → (ℝ, 0), 𝑖 = 1, 2, sont blow-
Nash équivalents s’il existe ℎ ∶ (ℝ𝑑 , 0) → (ℝ𝑑 , 0) un homéomorphisme semialgébrique
et arc-analytique tel qu’il existe 𝑐 > 0 vérifiant | det dℎ| > 𝑐 où dℎ est définie et tel que le
diagramme suivant commute :
(ℝ𝑑 , 0) ℎ //
𝑓1 $$II
II
II
II
I (ℝ
𝑑 , 0)
𝑓2zzuuu
uu
uu
uu
(ℝ, 0)
Remarque 1.9.9. D’après le Théorème 1.2.6, ℎ est blow-Nash si et seulement si ℎ est arc-
analytique et semialgébrique.
Remarque 1.9.10. Le théorème principal du Chapitre 2 permet de vérifier qu’il s’agit bien
d’une relation d’équivalence.
Cette définition est équivalente à la notion actuelle d’équivalence blow-Nash. Plus
précisément :
Proposition 1.9.11. Deux germes Nash sont blow-Nash équivalents si et seulement s’ils sont
blow-Nash équivalents via un isomorphisme blow-Nash au sens de [33].
Corollaire 1.9.12. L’équivalence blow-Nash via un isomorphisme blow-Nash au sens de [33] est
une relation d’équivalence.
La formule de rationalité de la fonction zêta permet alors de montrer qu’il s’agit d’un
invariant pour l’équivalence blow-Nash.
Théorème 1.9.13. Si deux germes Nash 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ, 0) sont blow-Nash équivalents
alors
𝑍𝑓 (𝑇 ) = 𝑍𝑔(𝑇 )
À l’aide des invariants de Fukui et de leurs fonctions zêta, S. Koike et A. Parusiński ont
donné une classification blow-analytique des polynômes de Brieskorn à deux variables.
En utilisant ses fonctions zêta, G. Fichou a donné une classification blow-Nash des poly-
nômes de Brieskorn à trois variables. La formule de convolution de ce chapitre permet de
démontrer que l’ensemble des degrés des monômes purs d’un polynôme de Brieskorn
est un invariant de l’équivalence blow-Nash.
Proposition 1.9.14. Soient
𝑓(𝑥) =
𝑑
∑
𝑖=1
𝜀𝑖𝑥
𝑘𝑖
𝑖 et 𝑔(𝑥) =
𝑑
∑
𝑖=1
𝜂𝑖𝑥
𝑙𝑖
𝑖
deux polynômes de Brieskorn avec 𝜀𝑖, 𝜂𝑖 ∈ {±1}. On peut supposer que 𝑘1 ≤ ⋯ ≤ 𝑘𝑑 (resp.
𝑙1 ≤ ⋯ ≤ 𝑙𝑑). Si 𝑓 et 𝑔 sont blow-Nash équivalents alors pour tout 𝑖 = 1,… , 𝑑 on a 𝑘𝑖 = 𝑙𝑖.
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1.10 Perspectives
1.10.1 Une réalisation de l’anneauℳ
Les anneaux 𝐾𝑛0 , 𝐾0 et ℳ, bien qu’utiles à la théorie, sont compliqués et nous ne
connaissons que très peu de leurs propriétés. Nous cherchons donc des réalisations, c’est-
à-dire des morphismes d’anneaux 𝐴 → 𝐵 où 𝐴 = 𝐾𝑛0 , 𝐾0,ℳ et où 𝐵 est un anneau bien
connu (par exemple un anneau de polynômes). Il est aussi nécessaire que de telles réalisa-
tions ne soient pas trop naïves au sens où l’image d’un tel morphisme doit conserver un
maximum d’information (par exemple le morphisme composante angulaire et/ou l’ac-
tion).
Actuellement, nous profitons de la richesse de la structure de ces anneaux pour réali-
ser des calculs et obtenir les résultats présentés ci-dessus. Cependant, pour l’instant, nous
ne connaissons que des réalisations relativement naïves. La plus riche étant le polynôme
de Poincaré virtuel de l’espace ambiant ou d’une fibre d’un morphisme composante an-
gulaire. Cette réalisation est suffisamment riche pour encoder la dimension et permettre
d’obtenir des premiers résultats mais elle n’encode ni les morphismes composantes an-
gulaires ni l’action et ainsi nous ne connaissons pas de formule de convolution pour les
fonctions zêta de Fichou. L’autre réalisation que nous utilisons est la caractéristique d’Eu-
ler à support compact qui est, bien entendu, très naïve. Paradoxalement, c’est justement
cet aspect naïf qui permet d’obtenir une formule de convolution pour les fonctions zêta
de Koike–Parusiński à signe : les caractéristiques d’Euler des parties qui font obstruction
à l’obtention d’une formule de convolution pour le polynôme de Poincaré virtuel sont
nulles.
Il serait ainsi intéressant de construire une réalisation𝐴 → 𝐵 ne perdant pas trop d’in-
formation et compatible avec le produit de convolution ∗ de sorte à retrouver la formule
de convolution directement pour des fonctions zêta à coefficients dans 𝐵.
1.10.2 Classification des polynômes de Brieskorn
Nous avons vu que la fonction zêta permettait de démontrer que l’ensemble des de-
grés des monômes purs d’un polynôme de Brieskorn était un invariant de l’équivalence
blow-Nash. Nous pensons que la fonction zêta permet de classifier complètement les po-
lynômes de Brieskorn. Plus précisément nous conjecturons le résultat suivant :
Conjecture 1.10.1. Soient
𝑓(𝑥) =
𝑑
∑
𝑖=1
𝜀𝑖𝑥
𝑘𝑖
𝑖 et 𝑔(𝑥) =
𝑑
∑
𝑖=1
𝜂𝑖𝑥
𝑙𝑖
𝑖
deux polynômes de Brieskorn avec 𝜀𝑖, 𝜂𝑖 ∈ {±1}. On peut supposer que 𝑘1 ≤ ⋯ ≤ 𝑘𝑑 (resp.
𝑙1 ≤ ⋯ ≤ 𝑙𝑑) et que si 𝑘𝑖 = 𝑘𝑖+1 = ⋯ = 𝑘𝑖+𝑚 alors 𝜀𝑖 ≥ ⋯ ≥ 𝜀𝑖+𝑚 (resp. si 𝑙𝑖 = 𝑙𝑖+1 = ⋯ = 𝑙𝑖+𝑚
alors 𝜂𝑖 ≥ ⋯ ≥ 𝜂𝑖+𝑚). Alors les points suivants sont équivalents :
(i) 𝑓 et 𝑔 sont blow-Nash équivalents.
(ii) 𝑍𝑓 (𝑇 ) = 𝑍𝑔(𝑇 )
(iii) ∀𝑖, 𝑘𝑖 = 𝑙𝑖 et pour 𝑗 tel que 𝑘𝑗 soit pair mais ne soit pas le multiple d’un 𝑘𝑚 impair,
on a 𝜀𝑗 = 𝜂𝑗 .
Nous savons déjà que le point (i) implique le point (ii). Le lemme suivantmontre que le
point (i) est une conséquence du point (iii). Comme nous savons déjà que deux polynômes
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de Brieskorn ayant la même fonction zêta partagent les mêmes poids, la seule partie de la
conjecture encore à démontrer est que le point (ii) implique la deuxième partie du point
(iii).
Lemme 1.10.2. Soient 𝑝 ∈ ℕ>0 ⧵ (2ℕ>0) et 𝑚1,… ,𝑚𝑘 ∈ ℕ>0. Alors les polynômes
𝑓(𝑥, 𝑦) = 𝑥𝑝 +
𝑘
∑
𝑖=1
𝜀𝑖𝑦
𝑚𝑖𝑝
𝑖 et 𝑔(𝑥, 𝑦) = 𝑥𝑝 +
𝑘
∑
𝑖=1
𝑦𝑚𝑖𝑝𝑖
sont blow-Nash équivalents.
Démonstration. Cette démonstration s’inspire de [59, p.2095].
Posons
ℎ𝑠(𝑥, 𝑦) = 𝑥𝑝 + ∑
𝑖, 𝜀𝑖=−1
(𝑝𝑥𝑦
𝑚𝑖(𝑝−1)
𝑖 + 𝑠𝑦
𝑚𝑖𝑝
𝑖 ) + ∑
𝑖, 𝜀𝑖=1
(𝑝𝑥𝑦
𝑚𝑖(𝑝−1)
𝑖 + 𝑦
𝑚𝑖𝑝
𝑖 ) , 𝑠 ∈ [−1, 1]
Par le Corollaire 3.7.13, ℎ−1 et ℎ1 sont blow-Nash équivalents.
Posons
𝑙𝑠(𝑥, 𝑦) = 𝑥𝑝 +
𝑘
∑
𝑖=1
(𝑝𝑠𝑥𝑦
𝑚𝑖(𝑝−1)
𝑖 + 𝜀𝑖𝑦
𝑚𝑖𝑝
𝑖 ) , 𝑠 ∈ [0, 1]
Alors, encore par le Corollaire 3.7.13, 𝑓 = 𝑙0 et ℎ−1 = 𝑙1 sont blow-Nash équivalents. On
montre de la même façon que ℎ1 et 𝑔 sont blow-Nash équivalents. 
1.10.3 Polynômes homogènes par poids commodes non-dégénérés par rapport à
leurs polyèdres de Newton
Définition 1.10.3. Un polynôme 𝑓 ∈ 𝑘[𝑥1,… , 𝑥𝑑] est homogène par poids s’il existe un
systèmedepoids (𝑤1,… ,𝑤𝑑) ∈ ℕ𝑑>0 et un entier𝑤 tels que 𝑓(𝜆
𝑤1𝑥1,… , 𝜆𝑤𝑑𝑥𝑑) = 𝜆𝑤𝑓(𝑥1,… , 𝑥𝑑)
pour tout 𝜆 ∈ 𝑘.
Remarque 1.10.4. On supposera dans la suite que les poids (𝑤1,… ,𝑤𝑑) sont premiers
entre eux.
K. Saito [92, Lemma 4.3] a démontré que le système de poids était un invariant analy-
tique local de (ℂ𝑑 , 𝑓−1(0)) pour un polynôme 𝑓 homogène par poids à singularité isolée en
l’origine. Demême, pour 𝑑 = 2, 3, il est connu qu’il s’agit d’un invariant topologique local
de (ℂ𝑑 , 𝑓−1(0)) pour un polynôme 𝑓 homogène par poids à singularité isolée en l’origine
[104, 81, 91].
T. Fukui [38, Conjecture 9.2] a conjecturé un analogue réel pour l’équivalence blow-
analytique. Est-ce que les systèmes de poids de deux polynômes homogènes par poids à
singularité isolée en l’origine blow-analytiquement équivalents coïncident ?
Unepremière réponse positive a été donnée parO.M.Abderrahmane [2] dans le cas de
deux variables à l’aide des invariants de Fukui et des fonctions zêta de Koike–Parusiński.
Dans le cadre de l’équivalence blow-Nash, G. Fichou et T. Fukui [36] ont démontré
que la conjecture était vraie pour les polynômes de trois variables homogènes par poids
commodes non-dégénérés par rapport à leurs polyèdres deNewton. Pour cela, ils utilisent
une formule permettant de calculer la fonction zêta d’un polynôme non-dégénéré à partir
de la combinatoire de son polyèdre de Newton [50] (voir aussi [24] et [23] respectivement
pour la fonction zêta topologique et la fonction zêta 𝑝-adique).
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Nous verrons au Théorème 3.5.15 qu’une telle formule existe dans une complétion de
l’anneauℳ. Il est donc naturel de se demander si ce cadre permet d’aller plus loin dans
cette entreprise de classification, notamment à l’aide de la fonction zêta modifiée.
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2Un théorème d’inversion pour les applicationsblow-Nash sur un espace singulier
2.1 Introduction
Blow-analytic maps were introduced by T.-C. Kuo in order to classify real singulari-
ties [63, 64, 65]. A map 𝑓 ∶ 𝑋 → 𝑌 between real algebraic sets is called blow-analytic if
there exists 𝜎 ∶ 𝑀 → 𝑋 a finite sequence of blowings-up with non-singular centers such
that 𝑓 ∘ 𝜎 is analytic. In the same vein a semialgebraic map between real algebraic sets
is called blow-Nash if the composition with some finite sequence of blowings-up with
non-singular centers is Nash (i.e. semialgebraic and analytic). Arc-analyticmaps were in-
troduced by K. Kurdyka [67]. A map 𝑓 ∶ 𝑋 → 𝑌 between two real algebraic sets is called
arc-analytic if every real analytic arc on 𝑋 is mapped by 𝑓 to a real analytic arc on 𝑌 . By
a result of E. Bierstone and P. D. Milman [12] in response to a question of K. Kurdyka, if
𝑓 ∶ 𝑋 → 𝑌 is semialgebraic (i.e. its graph is semialgebraic) and if 𝑋 is non-singular then
𝑓 is arc-analytic if and only if it is blow-Nash. When 𝑋 is non-singular, the set of points
where such a map is analytic is dense [67, 5.2] and thus the Jacobian determinant of 𝑓 is
defined everywhere except on a nowhere dense subset of 𝑋.
The following Inverse Function Theorem is known for 𝑋 non-singular [40]: if the Jaco-
bian determinant of a blow-Nash self-homeomorphism ℎ ∶ 𝑋 → 𝑋 is locally bounded from below
by a non-zero constant, on the set it is defined, then ℎ−1 is blow-Nash and its Jacobian determinant
is also locally bounded from below by a non-zero constant on the set it is defined.
In this paper, we generalize this theorem to singular algebraic sets.
We first introduce, in subsection 2.2.3, the notion of generically arc-analytic maps
which are maps 𝑓 ∶ 𝑋 → 𝑌 between real algebraic sets such that there exists a nowhere
dense subset 𝑆 of 𝑋 with the property that every arc on 𝑋 not entirely included in 𝑆 is
mapped by 𝑓 to a real analytic arc on 𝑌 . When dimSing(𝑋) ≥ 1, we see that this condition
is strictly weaker than being arc-analytic, otherwise a continuous generically arc-analytic
map is an arc-analytic map. Then we show that the semialgebraic generically arc-analytic
maps are exactly the blow-Nash ones.
Given 𝑓 ∶ 𝑋 → 𝑋 a blow-Nash self-map on a real algebraic set𝑋, we have the follow-
ing diagram
𝑀
𝜎
~~||
||
||
|| ?̃?
  B
BB
BB
BB
B
𝑋 𝑓
// 𝑋
with 𝜎 given by a sequence of blowings-up with non-singular centers and ?̃? a Nash map.
Wemay now give an analogue of the lower bound of the Jacobian determinant condition:
we say that 𝑓 satisfies the Jacobian hypothesis if the Jacobian ideal of 𝜎 is included in the
Jacobian ideal of ?̃?. This condition doesn’t depend on the choice of 𝜎.
We are now able to state the main theorem of this paper: let 𝑓 ∶ 𝑋 → 𝑋 be a semialgebraic
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self-homeomorphism with 𝑋 an algebraic subset then 𝑓 is blow-Nash and satisfies the Jacobian
hypothesis if and only if 𝑓−1 satisfies the same conditions.
Heuristically, the main idea of the proof consists in comparing the “motivic volume” of
the set of arcs on 𝑋 and the “motivic volume” of the set of arcs on 𝑋 coming from arcs on
𝑀 by ?̃?. This allows us to prove that we can uniquely lift by ?̃? an arc not entirely included
in some nowhere dense subset of𝑋. Thereby, such an arc is mapped to an analytic arc by
𝑓−1. Thus 𝑓−1 is generically arc-analytic and so blow-Nash.
Therefore, we first define the arc space on an algebraic subset𝑋 of ℝ𝑁 as the set of germs
of analytic arcs on ℝ𝑁 which lie in 𝑋, i.e. 𝛾 ∶ (ℝ, 0) → 𝑋 such that ∀𝑓 ∈ 𝐼(𝑋), 𝑓 (𝛾) = 0.
For 𝑛 ∈ ℕ, we define the space of 𝑛-jets on 𝑋 as the set of 𝑛-jets 𝛾 on ℝ𝑁 such that ∀𝑓 ∈
𝐼(𝑋), 𝑓 (𝛾(𝑡)) ≡ 0 mod 𝑡𝑛+1. The subsection 2.2.4 contains some general properties of these
objects and some useful results for the proof of the main theorem.
The additive invariant used in order to apply motivic integration arguments is the
virtual Poincaré polynomial which associates to a set of a certain class, denoted 𝒜𝒮 , a
polynomial with integer coefficients. We recall the main properties of the collection 𝒜𝒮
in subsection 2.2.1. The virtual Poincaré polynomial was constructed by C. McCrory, A.
Parusiński [76] and G. Fichou [32]. The subsection 2.2.2 contains the main properties of
this invariant and motivates its use.
In order to compute the above-cited “motivic volumes”, we first prove a version of Denef–
Loeser key lemma for the motivic change of variables formula which fulfills our require-
ments and with a weaker hypothesis: we don’t assume the map to be birational but only
generically one-to-one.
Based on these results, wemay finally prove there exists a subset on𝑋 such that every
analytic arc on𝑋 not entirely included in this subsetmay be uniquely lifted by ?̃?. This part
relies on real analysis arguments and on the fact that an arc not entirely included in the
center of a blowing-up may be lifted by this blowing-up.
2.2 Preliminaries
2.2.1 Constructible sets and maps
Arc-symmetric sets have been first defined and studied by K. Kurdyka in [67]. A sub-
set of an analytic manifold 𝑀 is arc-symmetric if all analytic arcs on 𝑀 meet it at iso-
lated points or are entirely included in it. Semialgebraic arc-symmetric sets are exactly
the closed sets of a noetherian topology 𝒜ℛ on ℝ𝑁 . We work with a slightly different
framework defined by A. Parusiński in [84] and consider the collection of sets𝒜𝒮 defined
as the boolean algebra generated by semialgebraic arc-symmetric subsets of ℙ𝑛ℝ. The ad-
vantages of 𝒜𝒮 over 𝒜ℛ are that we get a constructible category in the sense of [84] as
explained below and a better control of the behavior at infinity. We refer the reader to [69]
for a survey.
Definition 2.2.1 ([84, 2.4]). Let 𝒞 be a collection of semialgebraic sets. A map between
two 𝒞-sets is a 𝒞-map if its graph is a 𝒞-set. We say that 𝒞 is a constructible category if it
satisfies the following axioms:
A1. 𝒞 contains the algebraic sets.
A2. 𝒞 is stable by boolean operations ∩, ∪ and ⧵.
A3. a. The inverse image of a 𝒞-set by a 𝒞-map is a 𝒞-set.
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b. The image of a 𝒞-set by an injective 𝒞-map is a 𝒞-set.
A4. Each locally compact 𝑋 ∈ 𝒞 is Euler in codimension 1, i.e. there is a semialgebraic
subset 𝑌 ⊂ 𝑋 with dim𝑌 ≤ dim𝑋 − 2 such that 𝑋 ⧵ 𝑌 is Euler⋆.
Remark 2.2.2. A locally compact semialgebraic set𝑋 is Euler in codimension 1 if and only
if it admits a fundamental class for the homology with coefficient in ℤ2. For instance, this
property is crucial in the construction of the virtual Poincaré polynomial in order to use
the Poincaré duality.
Given a constructible category 𝒞, we have a notion of 𝒞-closure.
Theorem 2.2.3 ([84, 2.5]). Let 𝒞 be a constructible category and let𝑋 ∈ 𝒞 be a locally closed set.
Then for any subset 𝐴 ⊂ 𝑋 there is a smallest closed subset of 𝑋 which belongs to 𝒞 and contains
𝐴. It is denoted by 𝐴𝒞 . Any other closed subset of 𝑋 that is in 𝒞 and contains 𝐴 must contain 𝐴𝒞 .
Remark 2.2.4 ([84, 2.7]). If 𝐴 is semialgebraic then dim𝐴𝒞 = dim𝐴. In particular, if 𝐴 ∈ 𝒞
then 𝐴𝒞 = 𝐴 ∪ 𝐴 ⧵ 𝐴
𝒞
and hence dim(𝐴
𝒞 ⧵ 𝐴) < dim𝐴.
Definition 2.2.5 ([84, §4.2]). A semialgebraic subset 𝐴 ⊂ ℙ𝑛ℝ is an 𝒜𝒮-set if for every
real analytic arc 𝛾 ∶ (−1, 1) → ℙ𝑛ℝ such that 𝛾((−1, 0)) ⊂ 𝐴 there exists 𝜀 > 0 such that
𝛾((0, 𝜀)) ⊂ 𝐴.
Using the proof of [84, Theorem 2.5], we get the following proposition.
Proposition 2.2.6. There exists a unique noetherian topology on ℙ𝑛ℝ whose closed sets are exactly
the closed𝒜𝒮-subsets.
Theorem 2.2.7 ([84]).
• The algebraically constructible sets form a constructible category denoted by𝒜𝒞.
• 𝒜𝒮 is a constructible category.
• Every constructible category contains𝒜𝒞 and is contained in𝒜𝒮 . This implies that each locally
compact set in a constructible category is Euler.
• 𝒜𝒮 is the only constructible category which contains the connected components of compact real
algebraic sets.
In what follows, constructible subset stands for 𝒜𝒮-subset, constructible map stands for
mapwith constructible graph and constructible isomorphism stands for𝒜𝒮-homeomorphism.
In our proof of Lemma 2.4.5 we need the following result which is, in some sense,
a replacement of Chevalley’s theorem for Zariski-constructible sets over an algebraically
closed field.
Theorem 2.2.8 ([84, 4.3]). Let 𝐴 be a semialgebraic subset of a real algebraic subset 𝑋 of ℙ𝑛ℝ.
Then 𝐴 ∈ 𝒜𝒮 if and only if there exist a regular morphism of real algebraic varieties 𝑓 ∶ 𝑍 → 𝑋
and 𝑍′ the union of some connected components of 𝑍 such that
𝑥 ∈ 𝐴 ⇔ 𝜒 (𝑓−1(𝑥) ∩ 𝑍′) ≡ 1 mod 2
𝑥 ∉ 𝐴 ⇔ 𝜒 (𝑓−1(𝑥) ∩ 𝑍′) ≡ 0 mod 2
⋆A locally compact semialgebraic set 𝑋 is Euler if for every 𝑥 ∈ 𝑋 the Euler-Poincaré characteristic of 𝑋 at 𝑥
𝜒(𝑋,𝑋 ⧵ 𝑥) = ∑(−1)𝑖 dim𝐻𝑖(𝑋,𝑋 ⧵ 𝑥;ℤ2) is odd.
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where 𝜒 is the Euler characteristic with compact support.
In particular the image of an𝒜𝒮-subset by a regular map whose Euler characteristics with compact
support of all the fibers are odd is an𝒜𝒮-subset.
In this paper, we need to work with𝒜𝒮-sets in order to use the virtual Poincaré poly-
nomial discussed below.
In our settings, the noetherianity of the 𝒜𝒮 topology will also allow us to prove a
version of J. Denef and F. Loeser key lemma for the motivic change of variables formula
with a weaker hypothesis. Indeed, we won’t assume that the map is birational but only
Nash, proper and generically one-to-one.
2.2.2 The virtual Poincaré polynomial
C. McCrory and A. Parusiński proved in [76] there exists a unique additive invariant
of real algebraic varieties which coincideswith the Poincaré polynomial for (co)homology
with ℤ2 coefficients for compact and non-singular real algebraic varieties. Moreover, this
invariant behaveswell since its degree is exactly the dimension and the leading coefficient
is positive. This virtual Poincaré polynomial has been generalized to 𝒜𝒮-subsets by G.
Fichou in [32]. Furthermore Nash-equivalent𝒜𝒮-subsets have the same virtual Poincaré
polynomial. These proofs use the weak factorization theorem [103, 3] in a way similar of
what has been done by Bittner in [15] to give a new description of the Grothendieck ring
in terms of blowings-up.
Theorem2.2.9 ([32]). There is an additive invariant 𝛽 ∶ 𝒜𝒮 → ℤ[𝑢], called the virtual Poincaré
polynomial, which associates to an 𝒜𝒮-subset a polynomial with integer coefficients 𝛽(𝑋) =
∑𝛽𝑖(𝑋)𝑢𝑖 ∈ ℤ[𝑢] and satisfies the following properties:
• 𝛽
⎛
⎜
⎜
⎝
𝑘
⨆
𝑖=1
𝑋𝑖
⎞
⎟
⎟
⎠
=
𝑘
∑
𝑖=1
𝛽(𝑋𝑖)
• 𝛽(𝑋 × 𝑌 ) = 𝛽(𝑋)𝛽(𝑌 )
• For 𝑋 ≠ ∅, deg 𝛽(𝑋) = dim𝑋 and the leading coefficient of 𝛽(𝑋) is positive⋆.
• If 𝑋 is non-singular and compact then 𝛽𝑖(𝑋) = dim𝐻𝑖(𝑋,ℤ2).
• If 𝑋 and 𝑌 are Nash-equivalent then 𝛽(𝑋) = 𝛽(𝑌 ).
The virtual Poincaré polynomial is amore interesting additive invariant than the Euler
characteristic with compact support since it stores more information, like the dimension.
Notice that it is well known that if we forget the arc-symmetric hypothesis and work with
all semialgebraic sets, the Euler characteristic with compact support is the only additive
invariant [89].
2.2.3 Geometric settings
For the sake of convenience, we recall some basics of Nash geometry and arc-analytic
maps before introducing generically arc-analytic maps.
⋆𝛽(∅) = 0
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A Nash function on an open semialgebraic subset of ℝ𝑁 is an analytic function which
satisfies a non-trivial polynomial equation. This notion coincides with 𝐶∞ semialgebraic
functions.We can therefore define the notion ofNash submanifold in an obviousway. This
notion is powerful since we can use tools from both algebraic and analytic geometries, for
example we have a Nash implicit function theorem. For more details on Nash geometry,
we refer the reader to [17] and [95].
Arc-analytic mapswere first introduced byK. Kurdyka in relationwith arc-symmetric
sets in [67]. These are maps that send analytic arcs to analytic arcs by composition and
hence it is suitable to work with arc-analytic maps between arc-symmetric sets. A semi-
algebraic map 𝑓 ∶ 𝑀 → 𝑁 is blow-Nash if there is a finite sequence of blowings-up with
non-singular centers 𝜎 ∶ ?̃? → 𝑀 such that 𝑓 ∘ 𝜎 ∶ ?̃? → 𝑁 is Nash. Let 𝑀 be an ana-
lytic manifold and 𝑓 ∶ 𝑀 → ℝ a blow-analytic map, since we can lift an analytic arc by
a blowing-up with non-singular center of a non-singular variety, 𝑓 is clearly arc-analytic.
Kurdyka conjectured the converse with an additional semialgebraicity⋆ hypothesis and
E. Bierstone and P. D. Milman brought us the proof in [12]. A. Parusiński gave another
proof in [83].We refer the reader to [69] for a survey on arc-symmetric sets and arc-analytic
maps.
Definition 2.2.10. Let 𝑈 be a semialgebraic open subset of ℝ𝑁 . Then an analytic function
𝑓 ∶ 𝑈 → ℝ is said to be Nash if there are polynomials 𝑎0,… , 𝑎𝑑 with 𝑎𝑑 ≠ 0 such that
𝑎𝑑(𝑥) (𝑓 (𝑥))𝑑 +⋯+ 𝑎0(𝑥) = 0
Theorem 2.2.11 ([17, Proposition 8.1.8]). Let 𝑈 be a semialgebraic open subset of ℝ𝑁 . Then
𝑓 ∶ 𝑈 → ℝ is a Nash function if and only if 𝑓 is semialgebraic and of class 𝐶∞.
Definition 2.2.12. A Nash submanifold of dimension 𝑑 is a semialgebraic subset𝑀 of ℝ𝑝
such that every 𝑥 ∈ 𝑀 admits a Nash chart (𝑉 , 𝜑), i.e. there are 𝑈 an open semialgebraic
neighborhood of 0 ∈ ℝ𝑝, 𝑉 an open semialgebraic neighborhood of 𝑥 inℝ𝑝 and𝜑 ∶ 𝑈 → 𝑉
a Nash-diffeomorphism satisfying 𝜑(0) = 𝑥 and 𝜑((ℝ𝑑 × {0}) ∩ 𝑈) = 𝑀 ∩ 𝑉 .
Remark 2.2.13. A non-singular algebraic subset𝑀 of ℝ𝑝 has a natural structure of Nash
submanifold given by the Jacobian criterion and the Nash implicit function theorem.
Definition 2.2.14 ([67]). Let𝑋 and 𝑌 be arc-symmetric subsets of two analytic manifolds.
Then 𝑓 ∶ 𝑋 → 𝑌 is arc-analytic if for all analytic arcs 𝛾 ∶ (−𝜀, 𝜀) → 𝑋 the composition
𝑓 ∘ 𝛾 ∶ (−𝜀, 𝜀) → 𝑌 is again an analytic arc.
Theorem 2.2.15 ([12]). Let 𝑓 be a semialgebraic map defined on a non-singular algebraic subset.
Then 𝑓 is arc-analytic if and only if 𝑓 is blow-Nash.
Remark 2.2.16. Let 𝑓 ∶ 𝑋 → 𝑌 be a semialgebraic arc-analytic map between algebraic
sets. Then 𝑓 is blow-Nash even if 𝑋 is singular. Indeed we may first use a resolution of
singularities 𝜌 ∶ 𝑈 → 𝑋 given by a sequence of blowings-up with non-singular centers
[55] and apply Theorem 2.2.15 to 𝑓 ∘ 𝜌 ∶ 𝑈 → 𝑌 .
Remark 2.2.17. If𝑀 is a non-singular algebraic set and 𝜌 ∶ ?̃? → 𝑀 the blowing-up of
𝑀 with a non-singular center, it is well known that we can lift an arc on𝑀 by 𝜌 to an arc
⋆The question is still open for the general case: is a map blow-analytic if and only if it is subanalytic and
arc-analytic?
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on ?̃? . This result is obviously false for a singular algebraic set as shown in the following
examples. However, if 𝑋 is a singular algebraic set and 𝜌 ∶ ?̃? → 𝑋 the blowing-up of 𝑋
with a non-singular center we can lift an arc on𝑋 not entirely included in the center⋆ and
this lifting is unique.
Example 2.2.18. Consider the Whitney umbrella 𝑋 = 𝑉 (𝑥2 − 𝑧𝑦2) and 𝜌 ∶ ?̃? → 𝑋 the
blowing-up along the singular locus 𝐼(𝑋sing) = (𝑥, 𝑦). Then we can’t lift by 𝜌 an arc in-
cluded in the handle {𝑥 = 0, 𝑦 = 0, 𝑧 < 0} (𝜌 is not even surjective).
Example 2.2.19. This phenomenon still remains in the pure dimensional case. Let 𝑋 =
𝑉 (𝑥3 − 𝑧𝑦3). Then 𝑋 is of pure dimension 2 and the blowing-up 𝜌 ∶ ?̃? → 𝑋 along the
singular locus 𝐼(𝑋sing) = (𝑥, 𝑦) is surjective. However we can’t lift the (germ of) analytic
arc 𝛾(𝑡) = (0, 0, 𝑡) to an analytic arc. In the 𝑦-chart, ?̃? = {(𝑋, 𝑌 ,𝑍) ∈ ℝ3, 𝑋3 = 𝑍} and
𝜌(𝑋, 𝑌 ,𝑍) = (𝑋𝑌 , 𝑌 ,𝑍). Then the lifting of 𝛾 should have the form ̃𝛾(𝑡) = (𝑡 13 , 0, 𝑡).
Remark 2.2.20. A continuous subanalytic map 𝑓 ∶ 𝑈 → 𝑉 is locally Hölder, i.e. for each
compact subset 𝐾 ⊂ 𝑈 , there exist 𝛼 > 0 and 𝐶 > 0 such that for all 𝑥, 𝑦 ∈ 𝐾 , ‖𝑓(𝑥) −
𝑓(𝑦)‖ ≤ 𝐶‖𝑥 − 𝑦‖𝛼 . See for instance [53], it’s a consequence of [56, §9, Inequality III]. See
also [11, Corollary 6.7]. Or we can directly use Łojasiewicz inequality [11, Theorem 6.4]
with (𝑥, 𝑦) ↦ |𝑓(𝑥) − 𝑓(𝑦)| and (𝑥, 𝑦) ↦ |𝑥 − 𝑦|.
The following result will be useful.
Proposition 2.2.21. Let 𝑓 ∶ 𝑋 → 𝑌 be a surjective proper subanalytic map (resp. proper semi-
algebraic map) and 𝛾 ∶ [0, 𝜀) → 𝑌 a real analytic (resp. Nash) arc. Then there exist 𝑚 ∈ ℕ>0 and
̃𝛾 ∶ [0, 𝛿) → 𝑋 analytic (resp. Nash) with 𝛿𝑚 ≤ 𝜀 such that 𝑓 ∘ ̃𝛾(𝑡) = 𝛾(𝑡𝑚).
Proof. The proof is divided into two parts. First we use the properness of 𝑓 to lift 𝛾 to an
arc on 𝑋 and then we conclude thanks to Puiseux theorem.
Consider the following diagram
𝑋
𝑓

?̃? = 𝑋 ×𝑌 [0, 𝜀)
pr𝑋oo
̃𝑓

𝑌 [0, 𝜀)𝛾oo
Let 𝑋1 = ̃𝑓−1((0, 𝜀)). Since 𝑓 is proper, 𝑋1 ⧵ 𝑋1 ⊂ ?̃?. Let 𝑥0 ∈ 𝑋1 ⧵ 𝑋1, then by the
curve selection lemma ([17, Proposition 8.1.13] for the semialgebraic case) there exists
𝛾1 ∶ [0, 𝜂) → ?̃? analytic (resp. Nash) such that 𝛾1(0) = 𝑥0 and 𝛾1((0, 𝜂)) ⊂ 𝑋1. We have the
following diagram
?̃?
̃𝑓

[0, 𝜂)𝛾1oo
ℎ{{www
ww
ww
ww
[0, 𝜀)
Then,ℎ(0) = 0 andℎ((0, 𝜂)) ⊂ (0, 𝜀). Hence there exists 𝛼 ∈ (0, 𝜂) such thatℎ ∶ [0, 𝛼) → [0, 𝛽)
is a subanalytic (resp. semialgebraic) homeomorphism.
By Puiseux theorem ([17, Proposition 8.1.12] for the semialgebraic case; see also [85]),
there exist 𝑚 ∈ ℕ>0 and 𝛿 ≤ 𝛽
1
𝑚 such that ℎ−1(𝑡𝑚) is analytic (resp. Nash) for 𝑡 ∈ [0, 𝛿).
Finally, ̃𝛾 ∶ [0, 𝛿) → 𝑋 defined by ̃𝛾(𝑡) = pr𝑋𝛾1ℎ−1(𝑡𝑚) satisfies 𝑓 ∘ ̃𝛾(𝑡) = 𝛾(𝑡𝑚). 
⋆Such an arc meets the center only at isolated points since it is algebraic and hence arc-symmetric.
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In the singular case we will work with a slightly different framework.
Definition 2.2.22. Let 𝑋 and 𝑌 be two algebraic sets. A map 𝑓 ∶ 𝑋 → 𝑌 is said to be
generically arc-analytic in dimension 𝑑 = dim𝑋 if there exists an algebraic subset 𝑆 of 𝑋
with dim𝑆 < dim𝑋 such that for all analytic arc 𝛾 ∶ (−𝜀, 𝜀) → 𝑋 not entirely included⋆ in
𝑆, 𝑓 ∘ 𝛾 ∶ (−𝜀, 𝜀) → 𝑌 is analytic.
If 𝑋 is non-singular, these maps are exactly the arc-analytic ones.
Lemma 2.2.23. Let𝑋 be a non-singular algebraic set of dimension 𝑑† and 𝑌 an algebraic set. Let
𝑓 ∶ 𝑋 → 𝑌 be a continuous semialgebraic map. If 𝑓 is generically arc-analytic in dimension 𝑑
then 𝑓 is arc-analytic.
Proof. Let 𝑆 be as in Definition 2.2.22. By the Jacobian criterion and the Nash implicit
function theoremwemay assume that 𝑆 is locally a Nash subset ofℝ𝑑 . Taking the Zariski
closurewemaymoreover assume that𝑆 is an algebraic subset ofℝ𝑑 since it doesn’t change
the dimension. Let 𝛾 ∶ (−𝜀, 𝜀) → ℝ𝑑 be an analytic arc entirely included in 𝑆.
As in [68, Corollaire 2.7], by Puiseux theorem, we may assume that
𝑓(𝛾(𝑡)) = ∑
𝑖≥0
𝑏𝑖𝑡
𝑖
𝑝 , 𝑡 ≥ 0
𝑓(𝛾(𝑡)) = ∑
𝑖≥0
𝑐𝑖(−𝑡)
𝑖
𝑟 , 𝑡 ≤ 0
By [68, Corollaire 2.8 & Corollaire 2.9], two phenomena may prevent 𝑓(𝛾(𝑡)) from being
analytic: either one of these expansions has a non-integer exponent or these expansions
don’t coincide.
To handle the first case, we assume that one of these expansions, for instance for 𝑡 ≥ 0,
has a non-integer exponent, i.e.
𝑓(𝛾(𝑡)) =
𝑚
∑
𝑖=0
𝑏𝑖𝑡𝑖 + 𝑏𝑡
𝑝
𝑞 +⋯ , 𝑏 ≠ 0, 𝑚 < 𝑝𝑞 < 𝑚 + 1, 𝑡 ≥ 0
It follows from Remark 2.2.20 there exists 𝑁 ∈ ℕ such that for every analytic arc 𝛿 we
have 𝑓(𝛾(𝑡) + 𝑡𝑁𝛿(𝑡)) ≡ 𝑓(𝛾(𝑡)) mod 𝑡𝑚+1. We are going to prove that for 𝜂 ∈ ℝ𝑑 generic,
the arc ̃𝛾(𝑡) = 𝛾(𝑡) + 𝑡𝑁𝜂 is not entirely included in 𝑆 in order to get a contradiction since
𝑓( ̃𝛾(𝑡)) ≡ 𝑓(𝛾(𝑡)) mod 𝑡𝑚+1.
Let 𝑡0 ∈ (−𝜀, 𝜀) ⧵ {0}. Since dim𝑆 < 𝑑, there is ̃𝜂 ∈ ℝ𝑑 ⧵ 𝐶𝛾(𝑡0)𝑆 where 𝐶𝛾(𝑡0)𝑆 is the
tangent cone of 𝑆 at 𝛾(𝑡0). Thus there exists 𝐹 ∈ 𝐼(𝑆) with 𝐹 (𝛾(𝑡0) + 𝑥) = 𝐹𝜇(𝑥) + ⋯ +
𝐹𝜇+𝑟(𝑥) where deg 𝐹𝑖 = 𝑖 and such that 𝐹𝜇( ̃𝜂) ≠ 0. Then 𝐹 (𝛾(𝑡0) + 𝑠𝑡𝑁0 ̃𝜂) = (𝑠𝑡
𝑁
0 )
𝜇 𝐹𝜇( ̃𝜂) +
(𝑠𝑡𝑁0 )
𝜇+1𝐺(𝑠, 𝑡) and hence for 𝑠 small enough the arc 𝛾(𝑡) + 𝑡𝑁𝑠 ̃𝜂 isn’t entirely included in
𝑆.
Then we prove that the expansions coincide in a similar way. Assume that the expan-
sions are different, i.e.
𝑓(𝛾(𝑡)) =
𝑚−1
∑
𝑖=0
𝑎𝑖𝑡𝑖 + 𝑏𝑡𝑚 +⋯ , 𝑡 ≥ 0
𝑓(𝛾(𝑡)) =
𝑚−1
∑
𝑖=0
𝑎𝑖𝑡𝑖 + 𝑐𝑡𝑚 +⋯ , 𝑡 ≤ 0
⋆𝛾−1(𝑆) ≠ (−𝜀, 𝜀)
†We mean that every point of 𝑋 is non-singular of dimension 𝑑.
41
2. Un théorème d’inversion pour les applications blow-Nash
with 𝑏 ≠ 𝑐. As in the previous case, we may construct an arc ̃𝛾 not entirely included in 𝑆
such that 𝑓𝛾(𝑡) and 𝑓 ̃𝛾(𝑡) coincide up to order 𝑚 + 1. That leads to a contradiction. 
Remark 2.2.24. If dimSing(𝑋) = 0 then a generically arc-analytic map 𝑋 → 𝑌 is also
arc-analytic since the analytic arcs contained in the singular locus are constant.
Remark 2.2.25. The previous proof fails when 𝑋 isn’t assumed to be non-singular. Let
𝑋 = 𝑉 (𝑥3−𝑧𝑦3) and 𝑆 = 𝑋sing = 𝑂𝑧. Consider (germ of) analytic arc 𝛾(𝑡) = (0, 0, 𝑡) entirely
included in 𝑆. Given any𝑁 ∈ ℕwe can’t find 𝜂(𝑡) such that ̃𝛾(𝑡) = 𝛾(𝑡)+𝑡𝑁𝜂(𝑡) isn’t entirely
included in 𝑆. Indeed, if we inject the coordinates of ̃𝛾 in the equation 𝑥3 = 𝑧𝑦3 we get a
contradiction considering the orders of vanishing.
Remark 2.2.26. A continuous semialgebraic generically arc-analytic in dimension 𝑑 =
dim𝑋 map 𝑓 ∶ 𝑋 → 𝑌 may not be arc-analytic if dimSing(𝑋) ≥ 1. Indeed, let 𝑋 = 𝑉 (𝑥3 −
𝑧𝑦3) and 𝑓 ∶ 𝑋 → ℝ be defined by 𝑓(𝑥,𝑦,𝑧) = 𝑥𝑦 . Then 𝑓(0, 0, 𝑡) = 𝑡
1
3 is not analytic.
In the non-singular case, by Theorem 2.2.15, the blow-Nashmaps are exactly the semi-
algebraic arc-analytic ones. With the following proposition, we notice that more generally
the blow-Nash maps are exactly the semialgebraic generically arc-analytic ones.
Proposition 2.2.27. Let𝑋 be an algebraic set of dimension 𝑑. Let 𝑓 ∶ 𝑋 → 𝑌 be a semialgebraic
map which is continuous on Reg𝑑 𝑋. Then 𝑓 is generically arc-analytic in dimension 𝑑 if and only
if it is blow-Nash.
Proof. Assume that 𝑓 is generically arc-analytic. Let 𝜌 ∶ 𝑈 → 𝑋 be a resolution of singu-
larities given by a sequence of blowings-up with non-singular centers, then 𝑓 ∘𝜌 ∶ 𝑈 → 𝑌
is semialgebraic and generically arc-analytic with𝑈 non-singular. Thus 𝑓 ∘𝜌 is arc-analytic
by Lemma 2.2.23. By Theorem 2.2.15, there exists a sequence of blowings-up with non-
singular centers 𝜂 ∶ 𝑀 → 𝑈 such that 𝑓 ∘ 𝜌 ∘ 𝜂 is Nash. Finally 𝑓 ∘ 𝜎 is Nash where
𝜎 = 𝜌 ∘ 𝜂 ∶ 𝑀 → 𝑋 is a sequence of blowings-up with non-singular centers.
Assume that 𝑓 is blow-Nash. Then there is 𝜎 ∶ 𝑀 → 𝑋 a sequence of blowings-up
with non-singular centers such that 𝑓 ∘ 𝜎 ∶ 𝑀 → 𝑌 is Nash. Let 𝛾 be an arc on 𝑋 not
entirely included in the singular locus of 𝑋 and the center of 𝜎, then there is ̃𝛾 an arc on
𝑀 such that 𝛾 = 𝜎( ̃𝛾). Thus 𝑓(𝛾(𝑡)) = 𝑓 ∘ 𝜎( ̃𝛾(𝑡)) is analytic. 
2.2.4 Arcs & jets
Arc spaces and truncations of arcs were first introduced by J. F. Nash in 1964 [80] and
their study has gained newmomentumwith theworks ofM. Kontsevich [60], J. Denef and
F. Loeser [26] on motivic integration. We can notice that K. Kurdyka [67], A. Nobile [82],
M. Lejeune-Jalabert [72] [45], M. Hickel [54] and others studied arc space and jet spaces
before the advent of motivic integration. Most of these works concern the relationship
between the singularities of a variety and its jet spaces.
In this section, we define the arc space and the jet spaces of a real algebraic set. We first
workwith the whole ambient Euclidean space and then use the equations of the algebraic
set to define arcs and jets on it. Finally we will give and prove a collection of results con-
cerning these objects.
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The arc space on ℝ𝑁 is defined by
ℒ(ℝ𝑁) = {𝛾 ∶ (ℝ, 0) → ℝ𝑁 , 𝛾 analytic}
and, for 𝑛 ∈ ℕ, the set of 𝑛-jets on ℝ𝑁 is defined by
ℒ𝑛 (ℝ𝑁) = ℒ (ℝ𝑁)/∼𝑛
where 𝛾1 ∼𝑛 𝛾2 if and only if 𝛾1 ≡ 𝛾2 mod 𝑡𝑛+1. Obviously, ℒ𝑛 (ℝ𝑁) ≃ (ℝ{𝑡}/𝑡𝑛+1 )𝑁 . We
also consider the truncationmaps 𝜋𝑛 ∶ ℒ (ℝ𝑁) → ℒ𝑛 (ℝ𝑁) and 𝜋𝑚𝑛 ∶ ℒ𝑚 (ℝ𝑁) → ℒ𝑛 (ℝ𝑁),
where 𝑚 > 𝑛. These maps are clearly surjective.
Next, assume that 𝑋 ⊂ ℝ𝑁 is an algebraic subset. The set of analytic arcs on 𝑋 is
ℒ(𝑋) = {𝛾 ∈ ℒ (ℝ𝑁) , ∀𝑓 ∈ 𝐼(𝑋), 𝑓 (𝛾(𝑡)) = 0}
and, for 𝑛 ∈ ℕ, the set of 𝑛-jets on 𝑋 is
ℒ𝑛(𝑋) = {𝛾 ∈ ℒ𝑛 (ℝ𝑁) , ∀𝑓 ∈ 𝐼(𝑋), 𝑓 (𝛾(𝑡)) ≡ 0 mod 𝑡𝑛+1}
When 𝑋 is singular, we will see that the truncation maps may not be surjective.
Example 2.2.28. Let𝑋 ⊂ ℝ𝑁 be an algebraic subset, thenℒ0(𝑋) ≃ 𝑋 andℒ1(𝑋) ≃ 𝑇 Zar𝑋 =
⨆𝑇 Zar𝑥 𝑋. Indeed, we just apply Taylor expansion to 𝑓(𝑎 + 𝑏𝑡)where 𝑓 ∈ 𝐼(𝑋) (or we may
directly use that the Zariski tangent space at a point is given by the linear parts of the
polynomials 𝑓 ∈ 𝐼(𝑋) after a translation).
The following lemma is useful to find examples which are hypersurfaces since the
constructions of arc space and jet spaces on an algebraic set are algebraic. See [17, Theorem
4.5.1] for a more general result with another proof. We may find similar results for non-
principal ideals in [17, Proposition 3.3.16, Theorem 4.1.4]. See also [71, §6].
Lemma 2.2.29. Let 𝑓 ∈ ℝ[𝑥1,… , 𝑥𝑁 ] be an irreducible polynomial which changes sign, then
𝐼(𝑉 (𝑓)) = (𝑓).
Proof. The following proof comes from [71, Lemma 6.14]. After an affine change of coordi-
nates, we may assume that 𝑓(𝑎, 𝑏1) < 0 < 𝑓(𝑎, 𝑏2) with 𝑎 = (𝑎1,… , 𝑎𝑁−1). Let 𝑔 ∈ 𝐼(𝑉 (𝑓))
and assume that 𝑓 ∤ 𝑔 in ℝ[𝑥1,… , 𝑥𝑁 ]. In the PID (and hence UFD) ℝ(𝑥1,… , 𝑥𝑁−1)[𝑥𝑁 ],
𝑓 is also irreducible and 𝑓 ∤ 𝑔 too. In this PID, we may find 𝜑 and 𝛾 such that 𝜑𝑓 +𝛾𝑔 = 1.
Let 𝜑 = 𝜑0/ℎ and 𝛾 = 𝛾0/ℎ with 0 ≠ ℎ ∈ ℝ[𝑥1,… , 𝑥𝑁−1] and 𝜑0, 𝛾0 ∈ ℝ[𝑥1,… , 𝑥𝑁−1][𝑥𝑁 ].
Then 𝜑0𝑓 + 𝛾0𝑔 = ℎ. Let 𝑉 be a neighborhood of 𝑎 in ℝ𝑁−1 such that ∀𝑣 ∈ 𝑉 , 𝑓(𝑣, 𝑏1) <
0 < 𝑓(𝑣, 𝑏2). By the IVT, for all 𝑣 ∈ 𝑉 , there is 𝑏1 ≤ 𝑏𝑣 ≤ 𝑏2 such that 𝑓(𝑣, 𝑏𝑣) = 0, and so
𝑔(𝑣, 𝑏𝑣) = 0. Then ∀𝑣 ∈ 𝑉 , ℎ(𝑣) = 0 and hence ℎ ≡ 0 which is a contradiction. 
Example 2.2.30. Let 𝑋 = 𝑉 (𝑦2 − 𝑥3). Since 𝑦2 − 𝑥3 is irreducible and changes sign, we
have 𝐼(𝑋) = (𝑦2 − 𝑥3) by Lemma 2.2.29. Hence we get,
ℒ1(𝑋) = {(𝑎0 + 𝑎1𝑡, 𝑏0 + 𝑏1𝑡) ∈ (ℝ{𝑡}/𝑡2 )
2 , (𝑏0 + 𝑏1𝑡)2 − (𝑎0 + 𝑎1𝑡)3 ≡ 0 mod 𝑡2}
= {(𝑎0 + 𝑎1𝑡, 𝑏0 + 𝑏1𝑡) ∈ (ℝ{𝑡}/𝑡2 )
2 , 𝑎30 = 𝑏
2
0, 3𝑎1𝑎
2
0 = 2𝑏0𝑏1}
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ℒ2(𝑋) = {
(𝑎0 + 𝑎1𝑡 + 𝑎2𝑡2, 𝑏0 + 𝑏1𝑡 + 𝑏2𝑡2) ∈ (ℝ{𝑡}/𝑡3 )2 ,
(𝑏0 + 𝑏1𝑡 + 𝑏2𝑡2)2 − (𝑎0 + 𝑎1𝑡 + 𝑎2𝑡2)3 ≡ 0 mod 𝑡3 }
=
⎧⎪
⎨
⎪⎩
(𝑎0 + 𝑎1𝑡 + 𝑎2𝑡2, 𝑏0 + 𝑏1𝑡 + 𝑏2𝑡2) ∈ (ℝ{𝑡}/𝑡3 )2 ,
𝑎30 = 𝑏
2
0,
3𝑎1𝑎20 = 2𝑏0𝑏1,
3𝑎20𝑎2 + 3𝑎0𝑎
2
1 = 2𝑏0𝑏2 + 𝑏
2
1
⎫⎪
⎬
⎪⎭
Then the preimage of (0, 𝑡) ∈ ℒ1(𝑋) by 𝜋21 is obviously empty.
We therefore take care not to confuse the set ℒ𝑛(𝑋) of 𝑛-jets on𝑋 and the set 𝜋𝑛 (ℒ(𝑋))
of 𝑛-jets on 𝑋 which can be lifted to analytic arcs. Thanks to Hensel’s lemma and Artin
approximation theorem [5], this phenomenon disappears in the non-singular case.
Proposition 2.2.31. Let 𝑋 be an algebraic subset of ℝ𝑁 . The following are equivalent:
(i) For all 𝑛, 𝜋𝑛+1𝑛 ∶ ℒ𝑛+1(𝑋) → ℒ𝑛(𝑋) is surjective.
(ii) For all 𝑛, 𝜋𝑛 ∶ ℒ(𝑋) → ℒ𝑛(𝑋) is surjective.
(iii) 𝑋 is non-singular.
Proof. (iii)⇒(ii) is obvious using Hensel’s lemma and Artin approximation theorem [5].
(ii)⇒(i) is obvious since 𝜋𝑛 = 𝜋𝑛+1𝑛 ∘ 𝜋𝑛+1.
(i)⇒(iii): Assume that 0 is a singular point of𝑋. We can find 𝛾 = 𝛼𝑡 ∈ ℒ1(𝑋)which doesn’t
lie in the tangent cone of 𝑋 at 0, i.e. such that 𝑓(𝛼𝑡) ≢ 0 mod 𝑡𝑚+1 for some 𝑓 ∈ 𝐼(𝑋) of
order 𝑚. Such a 1-jet can’t be lifted to ℒ𝑚(𝑋). 
The set ℒ𝑛(𝑋) of 𝑛-jets on 𝑋 ⊂ ℝ𝑁 can be seen as a algebraic subset of ℝ(𝑛+1)𝑁 . By a
theorem of M. J. Greenberg [48], given an algebraic subset 𝑋 ⊂ ℝ𝑁 , there exists 𝑐 ∈ ℕ>0
such that for all 𝑛 ∈ ℕ, 𝜋𝑛(ℒ(𝑋)) = 𝜋𝑐𝑛𝑛 (ℒ𝑐𝑛(𝑋)). Then if we work over ℂ the sets 𝜋𝑛(ℒ(𝑋))
are Zariski-constructible by Chevalley theorem. See for instance [72]⋆, [45] or [26].
In our framework, the following example shows that the 𝜋𝑛(ℒ(𝑋))may not even be𝒜𝒮 .
Example 2.2.32. Let𝑋 = 𝑉 (𝑥2 − 𝑧𝑦2). Then for every 𝑎 ∈ ℝ, 𝛾𝑎(𝑡) = (0, 𝑡2, 𝑎𝑡2) ∈ ℒ2(𝑋). Let
𝜂(𝑡) = (𝑏𝑡3 + 𝑡4𝜂1(𝑡), 𝑡2 + 𝑡3𝜂2(𝑡), 𝑎𝑡2 + 𝑡3𝜂3(𝑡)) ∈ ℒ(ℝ3). Let 𝑓(𝑥, 𝑦, 𝑧) = 𝑥2 −𝑧𝑦2, then 𝑓(𝜂(𝑡)) =
(𝑏2 −𝑎)𝑡6 + 𝑡7 ̃𝜂(𝑡). So if 𝑎 < 0, 𝛾𝑎(𝑡) ∉ 𝜋2(ℒ(𝑋)). However if 𝑎 ≥ 0, 𝛾𝑎(𝑡) = 𝜋2 (√𝑎𝑡
3, 𝑡2, 𝑎𝑡2) ∈
𝜋2(ℒ(𝑋)).
Proposition 2.2.33. Let 𝑋 ⊂ ℝ𝑁 be an algebraic subset of dimension 𝑑. Then:
(i) dim (𝜋𝑛(ℒ(𝑋))) = (𝑛 + 1)𝑑
(ii) dim (ℒ𝑛(𝑋)) ≥ (𝑛 + 1)𝑑
(iii) The fibers of ̃𝜋𝑚𝑛 = 𝜋𝑚𝑛 |𝜋𝑚(ℒ(𝑋)) ∶ 𝜋𝑚 (ℒ(𝑋)) → 𝜋𝑛 (ℒ(𝑋)) are of dimension smaller than or
equal to (𝑚 − 𝑛)𝑑 where 𝑚 ≥ 𝑛.
(iv) A fiber (𝜋𝑛+1𝑛 )
−1 (𝛾) of 𝜋𝑛+1𝑛 ∶ ℒ𝑛+1(𝑋) → ℒ𝑛(𝑋) is either empty or isomorphic to 𝑇 Zar𝛾(0)𝑋.
If moreover we assume that 𝑋 is non-singular, we get the following statement since ℒ𝑛(𝑋) =
𝜋𝑛 (ℒ(𝑋)):
(v) dim (ℒ𝑛(𝑋)) = (𝑛 + 1)𝑑
Proof. We first notice that (i) is a direct consequence of (iii).
(ii) (𝜋𝑛0)
−1(𝑋 ⧵ 𝑋sing) is of dimension (𝑛 + 1)𝑑 since the fiber of 𝜋𝑛0 over a non-singular
point is of dimension 𝑛𝑑.
⋆She uses a generalization of [6, Theorem 6.1] instead of Greenberg theorem.
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(iii)Wemay assume that𝑚 = 𝑛+1. Let 𝛾 ∈ 𝜋𝑛(ℒ(𝑋)). Wemay assume that 𝛾 ∈ (ℝ𝑛[𝑡])𝑁 .
We consider the following diagram
ℝ𝑁 × ℝ
𝑝1
zzvvv
vvv
vvv
v
𝑝2
##G
GG
GG
GG
GG
G
ℝ𝑁 ℝ
with 𝑝1(𝑥, 𝑡) = 𝛾(𝑡) + 𝑡𝑛+1𝑥 and 𝑝2(𝑥, 𝑡) = 𝑡. Let 𝔛 = 𝑝−11 (𝑋) ∩ {𝑡 ≠ 0}
𝑍𝑎𝑟
. For 𝑐 ≠ 0, 𝔛 ∩
𝑝−12 (𝑐) ≃ 𝑋 and dim𝔛 ∩ 𝑝
−1
2 (𝑐) = dim𝔛 − 1. Hence dim𝔛 ∩ 𝑝
−1
2 (0) ≤ dim𝔛 − 1 = dim𝑋.
We are looking for objects of the form 𝜋𝑛+1(𝛾(𝑡)+ 𝑡𝑛+1𝛼(𝑡))with 𝛾(𝑡)+ 𝑡𝑛+1𝛼(𝑡) ∈ ℒ(𝑋). Such
an 𝛼 is equivalent to a section of 𝑝2|𝔛 i.e.
ℝ → 𝔛
𝑡 ↦ (𝛼(𝑡), 𝑡) . Since we want an arc modulo
𝑡𝑛+2, we are looking for the constant term of 𝛼, therefore ( ̃𝜋𝑛+1𝑛 )−1(𝛾) ⊂ 𝔛 ∩ 𝑝−12 (0).
(iv) Let 𝛾 ∈ ℒ𝑛(𝑋). Let 𝜂 ∈ ℝ𝑁 . Assume that 𝐼(𝑋) = (𝑓1,… , 𝑓𝑟). By Taylor expansion
we get
𝑓𝑖(𝛾 + 𝑡𝑛+1𝜂) ≡ 𝑓𝑖(𝛾(𝑡)) + 𝑡𝑛+1 (∇𝛾(𝑡)𝑓𝑖) (𝜂) mod 𝑡𝑛+2
Assume that 𝑓𝑖(𝛾(𝑡)) ≡ 𝑡𝑛+1𝛼𝑖 mod 𝑡𝑛+2. Since 𝑡𝑛+1 (∇𝛾(𝑡)𝑓𝑖) (𝜂) ≡ 𝑡𝑛+1 (∇𝛾(0)𝑓𝑖) (𝜂) mod 𝑡𝑛+2,
we have
𝑓𝑖(𝛾 + 𝑡𝑛+1𝜂) ≡ 𝑡𝑛+1 (𝛼𝑖 + (∇𝛾(0)𝑓𝑖) (𝜂)) mod 𝑡𝑛+2
Hence, 𝛾(𝑡)+ 𝑡𝑛+1𝜂 is in the fiber (𝜋𝑛+1𝑛 )
−1 (𝛾) if and only if 𝛼𝑖+(∇𝛾(0)𝑓𝑖) (𝜂) = 0, 𝑖 = 1,… , 𝑟.

An arc-analytic map 𝑓 ∶ 𝑋 → 𝑌 induces a map 𝑓∗ ∶ ℒ(𝑋) → ℒ(𝑌 ). Moreover, if
𝑓 ∶ 𝑋 → 𝑌 is analytic, then we also have maps at the level of 𝑛-jets 𝑓∗𝑛 ∶ ℒ𝑛(𝑋) → ℒ𝑛(𝑌 )
such that the following diagram commutes
ℒ(𝑋) 𝑓∗ //
𝜋𝑛

ℒ(𝑌 )
𝜋𝑛

ℒ𝑛(𝑋) 𝑓∗𝑛
// ℒ𝑛(𝑌 )
In particular, if𝑋 is non-singular, Im𝑓∗𝑛 ⊂ 𝜋𝑛 (ℒ(𝑌 )) since 𝜋𝑛 ∶ ℒ(𝑋) → ℒ𝑛(𝑋) is surjective.
For𝑀 a non-singular algebraic set and 𝜎 ∶ 𝑀 → 𝑋 ⊂ ℝ𝑁 analytic, we define Jac𝜎(𝑥)
the Jacobian matrix of 𝜎 at 𝑥with respect to a coordinate system at 𝑥 in𝑀 . For 𝛾 an arc on
𝑀 with origin 𝛾(0) = 𝑥, we define the order of vanishing of 𝛾 along Jac𝜎 by ord𝑡 Jac𝜎(𝛾(𝑡)) =
min{ord𝑡 𝛿(𝛾(𝑡)), ∀𝛿 𝑚-minor of Jac𝜎} where 𝑚 = min(𝑑,𝑁) and 𝛾 is expressed in the local
coordinate system. This order of vanishing is independent of the choice of the coordinate
system.
The critical locus of 𝜎 is 𝐶𝜎 = {𝑥 ∈ 𝑀, 𝛿(𝑥) = 0, ∀𝛿 𝑚-minor of Jac𝜎}. If 𝐸 ⊂ 𝑀 is
locally described by an equation 𝑓 = 0 around 𝑥 and if 𝛾 is an arc with origin 𝛾(0) = 𝑥
then ord𝛾 𝐸 = ord𝑡 𝑓(𝛾(𝑡)).
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2.3 The main theorem
Lemma 2.3.1. Let 𝑋 be an algebraic subset of ℝ𝑁 and 𝑓 ∶ 𝑋 → 𝑋 a blow-Nash map. Let
𝜎 ∶ 𝑀 → 𝑋 be a sequence of blowings-upwith non-singular centers such that ?̃? = 𝑓 ∘𝜎 ∶ 𝑀 → 𝑋
is Nash.
𝑀
𝜎
~~||
||
||
|| ?̃?
  B
BB
BB
BB
B
𝑋 𝑓
// 𝑋
After adding more blowings-up, we may assume that the critical loci of 𝜎 and ?̃? are simultaneously
normal crossing and denote them by∑𝑖∈𝐼 𝜈𝑖𝐸𝑖 and∑𝑖∈𝐼 ̃𝜈𝑖𝐸𝑖.
Then the property
∀𝑖 ∈ 𝐼, 𝜈𝑖 ≥ ̃𝜈𝑖 (2.1)
doesn’t depend on the choice of 𝜎.
Proof. Given 𝜎1 and 𝜎2 as in the statement and using Hironaka flattening theorem [57]
(which works as it is in the real algebraic case), there exist 𝜋1 and 𝜋2 regular such that the
following diagram commutes:
𝑀
𝜋1
~~|
|
|
|
𝜋2
  B
B
B
B
𝑀1
?̃?1

𝜎1
!!C
CC
CC
CC
C
𝑀2
?̃?2

𝜎2
}}{{
{{
{{
{{
𝑋
𝑓

𝑋
The relation 2.1 means exactly that the Jacobian ideal of 𝜎𝑖 is included in the Jacobian
ideal of ?̃?𝑖. By the chain rule, the relations at the level𝑀𝑖 are preserved in𝑀 . Again by
the chain rule and since the previous diagram commutes, the relations in 𝑀1 and 𝑀2
must coincide. 
Definition 2.3.2. We say that a map 𝑓 ∶ 𝑋 → 𝑋 as in Lemma 2.3.1 verifying the relation
(2.1) satisfies the Jacobian hypothesis.
Question 2.3.3. May we find a geometric interpretation of this hypothesis?
The following example is a direct consequence of the chain rule.
Example 2.3.4. Let 𝑋 be a non-singular algebraic set and 𝑓 ∶ 𝑋 → 𝑋 a regular map
satisfying | det d𝑓| > 𝑐 for a constant 𝑐 > 0, then 𝑓 satisfies the Jacobian hypothesis.
Theorem 2.3.5 (Main theorem). Let 𝑋 be an algebraic subset of ℝ𝑁 and 𝑓 ∶ 𝑋 → 𝑋 a semial-
gebraic homeomorphism (for the Euclidean topology). If 𝑓 is blow-Nash and satisfies the Jacobian
hypothesis then 𝑓−1 is blow-Nash and satisfies the Jacobian hypothesis too.
By Lemma 2.2.23 and Proposition 2.2.27, if𝑋 is a non-singular algebraic subset we get
the following corollary.
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Corollary 2.3.6 ([40]). Let𝑋 be a non-singular algebraic subset and 𝑓 ∶ 𝑋 → 𝑋 a semialgebraic
homeomorphism (for the Euclidean topology). If 𝑓 is arc-analytic and if there exists 𝑐 > 0 satisfying
| det d𝑓| > 𝑐 then 𝑓−1 is arc-analytic and there exists ̃𝑐 > 0 satisfying | det d𝑓−1| > ̃𝑐.
Remark 2.3.7. We recover [40, Theorem 1.1] using the last corollary and [40, Corollary 2.2
& Corollary 2.3].
2.4 Proof of the main theorem
2.4.1 Change of variables
An algebraic version of the following lemma was already known in [31], [87] or [88,
§2] with a proof in [97, 4.1]. The statement given below is more geometric and the proof
is quite elementary.
Lemma 2.4.1. Let 𝑋 be a 𝑑-dimensional algebraic subset of ℝ𝑁 . We consider the following ideal
of ℝ[𝑥1,… , 𝑥𝑁 ]
𝐻 = ∑
𝑓1,…,𝑓𝑁−𝑑∈𝐼(𝑋)
Δ(𝑓1,… , 𝑓𝑁−𝑑) ((𝑓1,… , 𝑓𝑁−𝑑) ∶ 𝐼(𝑋))
where Δ(𝑓1,… , 𝑓𝑁−𝑑) is the ideal generated by the (𝑁 − 𝑑)-minors of the matrix (
𝜕𝑓𝑖
𝜕𝑥𝑗 ) 𝑖=1,…,𝑁−𝑑
𝑗=1,…,𝑁
.
Then 𝑉 (𝐻) is the singular locus⋆ 𝑋sing of 𝑋.
Proof. Let 𝑥 ∉ 𝑉 (𝐻) then there exist 𝑓1,… , 𝑓𝑁−𝑑 ∈ 𝐼(𝑋), 𝛿 a (𝑁−𝑑)-minor of (
𝜕𝑓𝑖
𝜕𝑥𝑗 ) 𝑖=1,…,𝑁−𝑑
𝑗=1,…,𝑁
and ℎ ∈ ℝ[𝑥1,… , 𝑥𝑁 ]with ℎ𝐼(𝑋) ⊂ (𝑓1,… , 𝑓𝑁−𝑑) and ℎ𝛿(𝑥) ≠ 0. Since 𝛿(𝑥) ≠ 0, 𝑥 is a non-
singular point of 𝑉 (𝑓1,… , 𝑓𝑁−𝑑). Furthermorewe have𝑋 = 𝑉 (𝐼(𝑋))) ⊂ 𝑉 (𝑓1,… , 𝑓𝑁−𝑑) ⊂
𝑉 (ℎ𝐼(𝑋)) and, since ℎ(𝑥) ≠ 0, in an open neighborhood 𝑈 of 𝑥 in ℝ𝑁 we have 𝑉 (ℎ𝐼(𝑋)) ∩
𝑈 = 𝑋 ∩ 𝑈 . Hence 𝑉 (𝑓1,… , 𝑓𝑁−𝑑) ∩ 𝑈 = 𝑋 ∩ 𝑈 . So 𝑥 is a non-singular point of 𝑋 by [17,
Proposition 3.3.10]. We proved that 𝑋sing ⊂ 𝑉 (𝐻).
Now, assume that 𝑥 ∈ 𝑋 ⧵ 𝑋sing. With the notation of [17, §3], the local ring ℛ𝑋,𝑥 =
ℛℝ𝑁 ,𝑥/𝐼(𝑋)ℛℝ𝑁 ,𝑥 is regular, so we may find a regular system of parameters (𝑓1,… , 𝑓𝑁 )
of ℛ𝑋,𝑥 such that 𝐼(𝑋)ℛℝ𝑁 ,𝑥 = (𝑓1,… , 𝑓𝑁−𝑑)ℛℝ𝑁 ,𝑥 by [62, VI.1.8&VI.1.10]† (see also [17,
Proposition 3.3.7]). Moreover, we may assume that the 𝑓1,… , 𝑓𝑁−𝑑 are polynomials. We
may use the following classical argument. 𝜃 ∶ ℝ[𝑥1,… , 𝑥𝑁 ] → ℝ𝑁 defined by 𝑓 ↦ 𝑓(𝑥)
induces an isomorphism 𝜃′ ∶ 𝔪𝑥/𝔪2𝑥 → ℝ𝑁 . Then rk (
𝜕𝑓𝑖
𝜕𝑥𝑗
(𝑥)) = dim 𝜃((𝑓1,… , 𝑓𝑁−𝑑))
which is, by 𝜃′, the dimension of ((𝑓1,… , 𝑓𝑁−𝑑) + 𝔪2𝑥)/𝔪2𝑥 as a subspace of 𝔪𝑥/𝔪2𝑥 .
If we denote by 𝔪 the maximal ideal of ℛ𝑋,𝑥 = (ℝ[𝑥1,… , 𝑥𝑁 ]/(𝑓1,… , 𝑓𝑁−𝑑))𝔪𝑥 , we
have 𝔪/𝔪2 ≃ 𝔪𝑥/((𝑓1,… , 𝑓𝑁−𝑑) + 𝔪2𝑥) . So we have dim (𝔪/𝔪2 ) + rk (
𝜕𝑓𝑖
𝜕𝑥𝑗
(𝑥)) = 𝑁 .
Furthermore, since ℛ𝑋,𝑥 is a 𝑑-dimensional regular local ring, dim (𝔪/𝔪2 ) = 𝑑. Hence
(
𝜕𝑓𝑖
𝜕𝑥𝑗
(𝑥)) 𝑖=1,…,𝑁−𝑑
𝑗=1,…,𝑁
is of rank 𝑁 − 𝑑 and so there exists 𝛿 a (𝑁 − 𝑑)-minor of (
𝜕𝑓𝑖
𝜕𝑥𝑗 ) 𝑖=1,…,𝑁−𝑑
𝑗=1,…,𝑁
⋆By singular locus wemean the complement of the set of non-singular points in dimension 𝑑 as in [17, 3.3.13]
(and not the complement of non-singular points in every dimension). We may avoid this precision with
the supplementary hypothesis that every irreducible component of 𝑋 is of dimension 𝑑 or in the pure
dimensional case.
†Sinceℛℝ𝑁 ,𝑥 = ℝ[𝑥1,… , 𝑥𝑁 ]𝔪𝑥
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such that 𝛿(𝑥) ≠ 0. Assume that 𝐼(𝑋) = (𝑔1,… , 𝑔𝑟) in ℝ[𝑥1,… , 𝑥𝑁 ]. Then 𝑔𝑖 = ∑
𝑓𝑗
𝑞𝑗 with
𝑞𝑗(𝑥) ≠ 0, so 𝑔𝑖ℎ𝑖 ⊂ (𝑓1,… , 𝑓𝑁−𝑑) with ℎ𝑖 = ∏𝑞𝑗 . Then ℎ = ∏ℎ𝑖 satisfies ℎ(𝑥) ≠ 0 and
ℎ𝐼(𝑋) ⊂ (𝑓1,… , 𝑓𝑁−𝑑). So 𝑥 ∉ 𝑉 (𝐻). Hence 𝑉 (𝐻) ⊂ 𝑋sing ∪ (ℝ𝑁 ⧵ 𝑋).
To complete the proof, it remains to prove that 𝑉 (𝐻) ⊂ 𝑋. Let 𝑥 ∉ 𝑋. There exist
𝑓1,… , 𝑓𝑁−𝑑 ∈ 𝐼(𝑋) such that 𝑓𝑖(𝑥) ≠ 0. We construct by induction 𝑁 − 𝑑 polynomials of
the form 𝑔𝑖 = 𝑎𝑖𝑓𝑖 with 𝑔𝑖(𝑥) ≠ 0 and (d𝑔1 ∧⋯ ∧ d𝑔𝑁−𝑑)𝑥 ≠ 0. Suppose that 𝑔1,… , 𝑔𝑗−1 are
constructed, if (d𝑔1 ∧ ⋯ ∧ d𝑔𝑗−1 ∧ d𝑓𝑗)𝑥 ≠ 0, we can take 𝑎𝑗 = 1, so we may assume that
(d𝑔1 ∧⋯∧d𝑔𝑗−1 ∧d𝑓𝑗)𝑥 = 0. Then we just have to take some 𝑎𝑗 satisfying (d𝑔1 ∧⋯∧d𝑔𝑗−1 ∧
d𝑎𝑗)𝑥 ≠ 0 and 𝑎𝑗(𝑥) ≠ 0 since (d𝑔1 ∧ ⋯ ∧ d𝑔𝑗−1 ∧ d(𝑎𝑗𝑓𝑗))𝑥 = 𝑓𝑗(𝑥)(d𝑔1 ∧ ⋯ ∧ d𝑔𝑗−1 ∧ d𝑎𝑗)𝑥.
Then we have 𝑔1,… , 𝑔𝑁−𝑑 ∈ 𝐼(𝑋) whose a (𝑁 − 𝑑)-minor 𝛿 satisfies 𝛿(𝑥) ≠ 0. Moreover
we have 𝑔𝑖(𝑥) ≠ 0 and 𝑔𝑖𝐼 ⊂ (𝑔1,… , 𝑔𝑁−𝑑). So 𝑥 ∉ 𝑉 (𝐻). 
Definition 2.4.2. Let 𝑋 be an algebraic subset of ℝ𝑁 . For 𝑒 ∈ ℕ, we set
ℒ(𝑒)(𝑋) = {𝛾 ∈ ℒ(𝑋), ∃𝑔 ∈ 𝐻, 𝑔(𝛾(𝑡)) ≢ 0 mod 𝑡𝑒+1}
where𝐻 is defined in Lemma 2.4.1.
Remark 2.4.3. ℒ(𝑋) =
(⋃𝑒∈ℕ
ℒ(𝑒)(𝑋)
)⨆
ℒ(𝑋sing)
Remark 2.4.4. In [26], Denef–Loeser set ℒ(𝑒)(𝑋) = ℒ(𝑋) ⧵ 𝜋−1𝑒 (ℒ𝑒(𝑋sing)) and used the
Nullstellensatz to get that 𝐼(𝑋sing)𝑐 ⊂ 𝐻 for some 𝑐 since 𝑋sing = 𝑉 (𝐻). Since we can’t do
that in our case, we defined differently ℒ(𝑒)(𝑋).
The following lemma is an adaptation of Denef–Loeser key lemma [26, Lemma 3.4]
to fulfill our settings. The aim of the above-mentioned lemma is to allow the proof of a
generalization of Kontsevich’s birational transformation rule (change of variables) of [60]
to handle singularities. We can find a first adaption to our settings in the non-singular
case in [59, Lemma 4.2].
Lemma 2.4.5. Let 𝜎 ∶ 𝑀 → 𝑋 be a proper generically⋆ one-to-one Nash map where 𝑀 is a
non-singular algebraic subset of ℝ𝑝 of dimension 𝑑 and𝑋 an algebraic subset of ℝ𝑁 of dimension
𝑑. For 𝑒, 𝑒′ ∈ ℕ, we set
Δ𝑒,𝑒′ = {𝛾 ∈ ℒ(𝑀), ord𝑡 (Jac𝜎(𝛾(𝑡))) = 𝑒, 𝜎∗(𝛾) ∈ ℒ
(𝑒′)(𝑋)}
For 𝑛 ∈ ℕ, let Δ𝑒,𝑒′,𝑛 be the image of Δ𝑒,𝑒′ by 𝜋𝑛. Let 𝑒, 𝑒′, 𝑛 ∈ ℕ with 𝑛 ≥ max(2𝑒, 𝑒′), then:
(i) Given 𝛾 ∈ Δ𝑒,𝑒′ and 𝛿 ∈ ℒ(𝑋) with 𝜎∗(𝛾) ≡ 𝛿 mod 𝑡𝑛+1 there exists a unique 𝜂 ∈ ℒ(𝑀)
such that 𝜎∗(𝜂) = 𝛿 and 𝜂 ≡ 𝛾 mod 𝑡𝑛−𝑒+1.
(ii) Let 𝛾, 𝜂 ∈ ℒ(𝑀). If 𝛾 ∈ Δ𝑒,𝑒′ and 𝜎(𝛾) ≡ 𝜎(𝜂) mod 𝑡𝑛+1 then 𝛾 ≡ 𝜂 mod 𝑡𝑛−𝑒+1 and
𝜂 ∈ Δ𝑒,𝑒′ .
(iii) The set Δ𝑒,𝑒′,𝑛 is a union of fibers of 𝜎∗𝑛.
(iv) 𝜎∗𝑛(Δ𝑒,𝑒′,𝑛) is constructible and 𝜎∗𝑛|Δ𝑒,𝑒′,𝑛 ∶ Δ𝑒,𝑒′,𝑛 → 𝜎∗𝑛(Δ𝑒,𝑒′,𝑛) is a piecewise trivial fibra-
tion† with fiber ℝ𝑒.
⋆i.e. 𝜎 is a Nash map which is one-to-one away from a subset 𝑆 of 𝑋 with dim𝑆 < dim𝑋 and dim𝜎−1(𝑆) <
dim𝑀 .
†By a trivial piecewise fibration, we mean there exist a finite partition of 𝜎∗𝑛(Δ𝑒,𝑒′ ,𝑛) with constructible parts
and a trivial fibration given by a constructible isomorphism over each part.
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Remark 2.4.6. It is natural to use Taylor expansion to prove some approximation theorems
concerning power series as we are going to do for 2.4.5.(i). For instance, we may find
similar argument in [48], [6], or [31]. For 2.4.5.(i), we will follow the proof of [26, Lemma
3.4] with some differences to match our framework. Concerning 2.4.5.(iv), we can’t use
anymore the section argument of [26] since 𝜎 is not assumed to be birational.
Lemma 2.4.7 (Reduction to complete intersection). Let 𝑋 be an algebraic subset of ℝ𝑁 of
dimension 𝑑. For each 𝑒 ∈ ℕ, ℒ(𝑒)(𝑋) is covered by a finite number of sets of the form
𝐴ℎ,𝛿 = {𝛾 ∈ ℒ(ℝ𝑁 ), (ℎ𝛿)(𝛾) ≢ 0 mod 𝑡𝑒+1}
with 𝛿 a 𝑁 − 𝑑-minor of the matrix (
𝜕𝑓𝑖
𝜕𝑥𝑗 ) 𝑖=1,…,𝑁−𝑑
𝑗=1,…,𝑁
and ℎ ∈ ((𝑓1,… , 𝑓𝑁−𝑑) ∶ 𝐼(𝑋)) for some
𝑓1,… , 𝑓𝑁−𝑑 ∈ 𝐼(𝑋).
Moreover,
ℒ(𝑋) ∩ 𝐴ℎ,𝛿 = {𝛾 ∈ ℒ(ℝ𝑁) , 𝑓1(𝛾) = ⋯ = 𝑓𝑁−𝑑(𝛾) = 0, ℎ𝛿(𝛾) ≢ 0 mod 𝑡𝑒+1}
Remark 2.4.8. We may have different polynomials 𝑓1,… , 𝑓𝑁−𝑑 for two different 𝐴ℎ,𝛿 .
Proof. By noetherianity, we may assume that 𝐻 = (ℎ1𝛿1,… , ℎ𝑟𝛿𝑟) with ℎ𝑖, 𝛿𝑖 as desired.
Therefore, ℒ(𝑒)(𝑋) ⊂ ∪𝐴ℎ𝑖,𝛿𝑖 .
Finally,
ℒ(𝑋) ∩ 𝐴ℎ,𝛿 = {𝛾 ∈ ℒ(ℝ𝑁) , ∀𝑓 ∈ 𝐼(𝑋), 𝑓 (𝛾) = 0, ℎ𝛿(𝛾) ≢ 0 mod 𝑡𝑒+1}
= {𝛾 ∈ ℒ(ℝ𝑁) , 𝑓1(𝛾) = ⋯ = 𝑓𝑁−𝑑(𝛾) = 0, ℎ𝛿(𝛾) ≢ 0 mod 𝑡𝑒+1}
Indeed, for the second equality, if 𝑓 ∈ 𝐼(𝑋) then ℎ𝑓 ∈ (𝑓1,… , 𝑓𝑁−𝑑), hence if 𝛾 vanishes
the 𝑓𝑖, then ℎ𝑓(𝛾) = 0, and so 𝑓(𝛾) = 0 since ℎ(𝛾) ≠ 0. 
Proof of Lemma 2.4.5. We first notice that 2.4.5.(iii) is a consequence of 2.4.5.(ii): using that
ℒ(𝑀) → ℒ𝑛(𝑀) is surjective since𝑀 is smooth and that 𝜋𝑛 ∘ 𝜎∗ = 𝜎∗𝑛 ∘ 𝜋𝑛, ∀𝜋𝑛(𝛾) ∈ Δ𝑒,𝑒′,𝑛
we have
𝜋𝑛(𝛾) ∈ 𝜎−1∗𝑛 (𝜎∗𝑛(𝜋𝑛(𝛾))) = {𝜋𝑛(𝜂), 𝜂 ∈ ℒ(𝑀), 𝜎(𝜂) ≡ 𝜎(𝛾) mod 𝑡𝑛+1}
⊂ {𝜂 ∈ Δ𝑒,𝑒′,𝑛, 𝛾 ≡ 𝜂 mod 𝑡𝑛−𝑒+1} ⊂ Δ𝑒,𝑒′,𝑛 by 2.4.5.(ii)
Next 2.4.5.(ii) is a direct consequence of 2.4.5.(i). We apply 2.4.5.(i) to 𝛾 with 𝛿 = 𝜎∗(𝜂),
hence there exists a unique ̃𝜂 such that ̃𝜂 ≡ 𝛾 mod 𝑡𝑛−𝑒+1 and 𝜎∗( ̃𝜂) = 𝜎∗(𝜂). By the as-
sumptions on 𝜎 and the definition of Δ𝑒,𝑒′ , for 𝜑1 ∈ ℒ(𝑀) and 𝜑2 ∈ Δ𝑒,𝑒′ with 𝜑1 ≠ 𝜑2 we
have 𝜎(𝜑1) ≠ 𝜎(𝜑2). Hence 𝜂 = ̃𝜂 and 𝜂 ≡ 𝛾 mod 𝑡𝑛−𝑒+1. Since 𝜎(𝛾) ≡ 𝜎(𝜂) mod 𝑡𝑛+1 and
𝑛 ≥ 𝑒′, 𝜎(𝜂) ∈ ℒ(𝑒′)(𝑋). Wemay write 𝜂(𝑡) = 𝛾(𝑡)+ 𝑡𝑛+1−𝑒𝑢(𝑡) and applying Taylor expansion
to Jac𝜎(𝛾(𝑡) + 𝑡𝑛+1−𝑒𝑢(𝑡)) we get that Jac𝜎(𝜂(𝑡)) ≡ Jac𝜎(𝛾(𝑡)) mod 𝑡𝑒+1 since 𝑛 + 1 − 𝑒 ≥ 𝑒 + 1.
So 𝜂 ∈ Δ𝑒,𝑒′ .
So we just have to prove 2.4.5.(i) and 2.4.5.(iv).
We begin to refine the cover of Lemma 2.4.7: for 𝑒″ ≤ 𝑒′, we set
𝐴ℎ,𝛿,𝑒″ =
⎧⎪
⎨
⎪⎩
𝛾 ∈ 𝐴ℎ,𝛿 , ord𝑡 𝛿(𝛾) = 𝑒″and ord𝑡 𝛿′(𝛾) ≥ 𝑒″ for all (𝑁 − 𝑑)-minor 𝛿′ of (
𝜕𝑓𝑖
𝜕𝑥𝑗) 𝑖=1,…,𝑁−𝑑
𝑗=1,…,𝑁
⎫⎪
⎬
⎪⎭
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Fix some 𝐴 = 𝐴ℎ,𝛿,𝑒″ , then it suffices to prove the lemma for Δ𝑒,𝑒′ ∩ 𝜎−1(𝐴).
Up to renumbering the coordinates, we may also assume that 𝛿 is the determinant of the
first𝑁 − 𝑑 columns of Δ= (
𝜕𝑓𝑖
𝜕𝑥𝑗 ) 𝑖=1,…,𝑁−𝑑
𝑗=1,…,𝑁
.
We choose a local coordinate system of𝑀 at 𝛾(0) in order to define Jac𝜎 and express
arcs of𝑀 as elements of ℝ{𝑡}𝑑 .
Now, a crucial observation is that the first 𝑁 − 𝑑 rows of Jac𝜎(𝛾) are ℝ{𝑡}-linear com-
binations of the last 𝑑 rows: the application
𝑀 ⟶ 𝑋 ⟶ ℝ𝑁−𝑑
𝑦 ⟼ 𝜎(𝑦) ⟼ (𝑓𝑖(𝜎(𝑦)))𝑖=1,…,𝑁−𝑑
is identically zero, so its Jacobianmatrix is identically zero too and thusΔ(𝜎(𝛾)) Jac𝜎(𝛾) = 0.
Let 𝑃 be the transpose of the comatrix of the submatrix of Δ given by the first 𝑁 − 𝑑
columns of Δ, then 𝑃Δ = (𝛿𝐼𝑁−𝑑 ,𝑊 ). Moreover, we have 𝑊 (𝜎(𝛾)) ≡ 0 mod 𝑡𝑒
″ . Indeed,
if we denote Δ1,… ,Δ𝑁−𝑑 the𝑁 −𝑑 first columns of Δ and𝑊1,… ,𝑊𝑑 the columns of𝑊 ,
then𝑊𝑗(𝜎(𝛾)) is solution of (Δ1(𝜎(𝛾)),… ,Δ𝑁−𝑑(𝜎(𝛾)))𝑋 = 𝛿(𝜎(𝛾))Δ𝑁−𝑑+𝑗(𝜎(𝛾)) since
𝛿(𝜎(𝛾))Δ(𝜎(𝛾)) = (Δ1(𝜎(𝛾)),… ,Δ𝑁−𝑑(𝜎(𝛾))) 𝑃 (𝜎(𝛾))Δ(𝜎(𝛾))
= (Δ1(𝜎(𝛾)),… ,Δ𝑁−𝑑(𝜎(𝛾))) (𝛿(𝜎(𝛾))𝐼𝑁−𝑑 ,𝑊 (𝜎(𝛾)))
So, by Cramer’s rule,
(𝑊𝑗(𝜎(𝛾)))𝑖 = det (Δ1(𝜎(𝛾)),… ,Δ𝑖−1(𝜎(𝛾)), Δ𝑁−𝑑+𝑗(𝜎(𝛾)), Δ𝑖+1(𝜎(𝛾)),… ,Δ𝑁−𝑑(𝜎(𝛾)))
Finally, the congruence arises because the minor formed by the 𝑁 − 𝑑 first columns is of
minimal order by definition of 𝐴.
Now the columns of Jac𝜎(𝛾) are solutions of
(𝑡
−𝑒″ ⋅ 𝑃 (𝜎(𝛾))) ⋅ Δ(𝜎(𝛾)))𝑋 = 0 (2.2)
but since 𝑡−𝑒″ ⋅𝑃 (𝜎(𝛾))) ⋅Δ(𝜎(𝛾)) = (𝑡
−𝑒″𝛿(𝜎(𝛾))𝐼𝑁−𝑑 , 𝑡−𝑒
″𝑊 (𝜎(𝛾)))wemay express the first
𝑁 − 𝑑 coordinates of each solution in terms of the last 𝑑 coordinates. This completes the
proof of the observation.
For 2.4.5.(i), it suffices to prove that for all 𝑣 ∈ ℝ{𝑡}𝑁 satisfying 𝜎(𝛾) + 𝑡𝑛+1𝑣 ∈ ℒ(𝑋)
there exists a unique 𝑢 ∈ ℝ{𝑡}𝑑 such that
𝜎(𝛾 + 𝑡𝑛+1−𝑒𝑢) = 𝜎(𝛾) + 𝑡𝑛+1𝑣 (2.3)
By Taylor expansion, we have
𝜎(𝛾(𝑡) + 𝑡𝑛+1−𝑒𝑢) = 𝜎(𝛾(𝑡)) + 𝑡𝑛+1−𝑒 Jac𝜎(𝛾(𝑡))𝑢 + 𝑡2(𝑛+1−𝑒)𝑅(𝛾(𝑡), 𝑢) (2.4)
with 𝑅(𝛾(𝑡), 𝑢) analytic in 𝑡 and 𝑢. By (2.4), (2.3) is equivalent to
𝑡−𝑒 Jac𝜎(𝛾(𝑡))𝑢 + 𝑡𝑛+1−2𝑒𝑅(𝛾(𝑡), 𝑢) = 𝑣 (2.5)
with 𝑛 + 1 − 2𝑒 ≥ 1 by hypothesis.
Since 𝜎(𝛾(𝑡)) + 𝑡𝑛+1𝑣 ∈ ℒ(𝑋) and using Taylor expansion, we get
0 = 𝑓𝑖(𝜎(𝛾(𝑡)) + 𝑡𝑛+1𝑣) = 𝑡𝑛+1Δ(𝜎(𝛾(𝑡)))𝑣 + 𝑡2(𝑛+1)𝑆(𝛾(𝑡), 𝑣)
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with 𝑆(𝛾(𝑡), 𝑣) analytic in 𝑡 and 𝑣. So 𝑣 is a solution of (2.2) and hence the first𝑁 − 𝑑 coef-
ficients of 𝑣 are ℝ{𝑡}-linear combinations of the last 𝑑 coefficients with the same relations
that for Jac𝜎(𝛾). This allows us to reduce (2.5) to
𝑡−𝑒 Jac𝑝∘𝜎(𝛾(𝑡))𝑢 + 𝑡𝑛+1−2𝑒𝑝 (𝑅(𝛾(𝑡), 𝑢)) = 𝑝(𝑣) (2.6)
where 𝑝 ∶ ℝ𝑁 → ℝ𝑑 is the projection on the last 𝑑 coordinates. The observation ensures
that ord𝑡 Jac𝑝∘𝜎(𝛾(𝑡)) = ord𝑡 Jac𝜎(𝛾(𝑡)) = 𝑒 and thus (2.6) is equivalent to
𝑢 = (𝑡−𝑒 Jac𝑝∘𝜎(𝛾(𝑡)))−1 𝑝(𝑣) − 𝑡𝑛+1−2𝑒 (𝑡−𝑒 Jac𝑝∘𝜎(𝛾(𝑡)))−1 𝑝 (𝑅(𝛾(𝑡), 𝑢)) (2.7)
Applying the implicit function theorem to 𝑢(𝑡, 𝑣) ensures that given an analytic arc 𝑣(𝑡)
there exists a solution 𝑢𝑣(𝑡) = 𝑢(𝑡, 𝑣(𝑡)). Using the same argument as in the proof of 2.4.5.(ii),
the solution 𝑢𝑣(𝑡) is unique. This proves 2.4.5.(i).
Let us prove 2.4.5.(iv). Let 𝛾 ∈ Δ𝑒,𝑒′ ∩ 𝜎−1(𝐴) then
𝜎−1∗𝑛 (𝜋𝑛(𝜎∗(𝛾))) = {𝜂 ∈ ℒ𝑛(𝑀), 𝜎∗𝑛(𝜂) = 𝜋𝑛(𝜎∗(𝛾)}
= {𝜋𝑛(𝜂), 𝜂 ∈ ℒ(𝑀), 𝜎(𝜂) ≡ 𝜎(𝛾) mod 𝑡𝑛+1} using that ℒ(𝑀) → ℒ𝑛(𝑀) is
surjective since𝑀 is smooth and that 𝜋𝑛 ∘ 𝜎∗ = 𝜎∗𝑛 ∘ 𝜋𝑛.
= {𝛾(𝑡) + 𝑡𝑛+1−𝑒𝑢(𝑡) mod 𝑡𝑛+1, 𝑢 ∈ ℝ{𝑡}𝑑 , Jac𝑝∘𝜎(𝛾(𝑡))𝑢(𝑡) ≡ 0 mod 𝑡𝑒}
by 2.4.5.(ii) and (2.6)
Thus, the fiber is an affine subspace of ℝ𝑑𝑒. There are invertible matrices 𝐴 and 𝐵 with
coordinates in ℝ{𝑡} such that 𝐴 Jac𝑝∘𝜎(𝛾(𝑡))𝐵 is diagonal with entries 𝑡𝑒1 ,… , 𝑡𝑒𝑑 such that
𝑒 = 𝑒1 +⋯+ 𝑒𝑑 . Therefore the fiber is of dimension 𝑒.
Since 𝜎 is not assumed to be birational, we can’t use the section argument of [26, 3.4]
or [59, 4.2], instead we use a topological noetherianity argument to prove that 𝜎∗𝑛|Δ𝑒,𝑒′,𝑛 is
a piecewise trivial fibration.
Wemay assume that𝑀 is semialgebraically connected, then by Artin-Mazur theorem
[17, 8.4.4], there exist 𝑌 ⊂ ℝ𝑝+𝑞 a non-singular irreducible algebraic set of dimension
dim𝑀 ,𝑀′ ⊂ 𝑌 an open semialgebraic subset of 𝑌 , 𝑠 ∶ 𝑀 → 𝑀 ′ a Nash-diffeomorphism
and 𝑔 ∶ 𝑌 → ℝ𝑁 a polynomial map such that the following diagram commutes
ℝ𝑝+𝑞
Π

𝑌? _oo
𝑔
!!D
DD
DD
DD
D
𝑀′
?
OO
ℝ𝑁
ℝ𝑝 𝑀
𝑠 ≃
OO
𝜎
<<zzzzzzzz
? _oo
Thus, we have
𝜎−1∗𝑛 (𝜋𝑛(𝜎∗(𝛾))) = {𝛾(𝑡) + 𝑡𝑛+1−𝑒𝑢(𝑡) mod 𝑡𝑛+1, 𝑢 ∈ ℝ{𝑡}𝑑 , Jac𝑔∘𝑠(𝛾(𝑡))𝑢(𝑡) ≡ 0 mod 𝑡𝑒}
So Δ𝑒,𝑒′,𝑛 is constructible and we may assume that 𝜎∗𝑛 ∶ Δ𝑒,𝑒′,𝑛 → 𝜎∗𝑛(Δ𝑒,𝑒′,𝑛) is polynomial
up to working with arcs over 𝑀′ via 𝑠. The fibers (i.e. ℝ𝑒) have odd Euler characteristic
with compact support, so by Theorem 2.2.8 the image 𝜎∗𝑛(Δ𝑒,𝑒′,𝑛) is constructible.
Let 𝑉 = {𝑢0 + 𝑢1𝑡 + ⋯ + 𝑢𝑛𝑡𝑛, 𝑢𝑖 ∈ ℝ𝑑} and fix Λ0 ∶ 𝑉 → 𝑉0 a linear projection on
a subspace of dimension 𝑒. The set Ω0 = {𝜋𝑛(𝛾(𝑡)) ∈ Δ𝑒,𝑒′,𝑛, dimΛ0(𝜎−1∗𝑛 (𝜋𝑛(𝜎∗(𝛾)))) < 𝑒}
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is closed, constructible and union of fibers of 𝜎∗𝑛. Therefore (𝜎∗𝑛, Λ0) ∶ Δ𝑒,𝑒′,𝑛 ⧵ Ω0 →
𝜎∗𝑛(Δ𝑒,𝑒′,𝑛 ⧵ Ω0) × 𝑉0 is a constructible isomorphism. We now repeat the argument to the
closed constructible subset 𝜎∗𝑛(Ω0) and so on. Indeed, assume that Δ𝑒,𝑒′,𝑛 ⊋ Ω0 ⊋ Ω1 ⊋
⋯ ⊋ Ω𝑖−1 are constructed as previously and that Ω𝑖−1 ≠ ∅, then we may choose Λ𝑖 such
that Ω𝑖 ⊊ Ω𝑖−1. So on the one hand the process continues until one Ω𝑖 is empty, on the
other hand it must stop because of the noetherianity of the𝒜𝒮-topology. Therefore after
a finite number of steps, one Ω𝑖 is necessarily empty. 
2.4.2 Essence of the proof
By our hypothesis, there exists a sequence of blowings-up 𝜎 ∶ 𝑀 → 𝑋 with non-
singular centers such that ?̃? = 𝑓 ∘ 𝜎 ∶ 𝑀 → 𝑋 is Nash.
𝑀
𝜎
~~||
||
||
|| ?̃?
  B
BB
BB
BB
B
𝑋 𝑓
// 𝑋
After adding more blowings-up, we may assume that the critical loci of 𝜎 and ?̃? are si-
multaneously normal crossing and denote them by ∑𝜈𝑖𝐸𝑖 and ∑ ̃𝜈𝑖𝐸𝑖. Our hypothesis
ensures that 𝜈𝑖 ≥ ̃𝜈𝑖.
In the sameway, wemay ensure that the inverse images of𝐻 (defined in Lemma 2.4.1)
by 𝜎 and ?̃? are also simultaneously normal crossing and denote them 𝜎−1(𝐻) = ∑𝑖∈𝐼 𝜆𝑖𝐸𝑖
(resp. ?̃?−1(𝐻) = ∑𝑖∈𝐼 ̃𝜆𝑖𝐸𝑖).
We recall the usual notation⋆. For 𝐣 = (𝑗𝑖)𝑖∈𝐼 ∈ ℕ𝐼 , we set 𝐽 = 𝐽(𝐣) = {𝑖, 𝑗𝑖 ≠ 0} ⊂ 𝐼 ,
𝐸𝐽 = ∩𝑖∈𝐽𝐸𝑖 and 𝐸•𝐽 = 𝐸𝐽 ⧵ ∪𝑖∈𝐼⧵𝐽𝐸𝑖.
We also define: ℬ𝐣 = {𝛾 ∈ ℒ(𝑀), ∀𝑖 ∈ 𝐽 , ord𝛾 𝐸𝑖 = 𝑗𝑖, 𝛾(0) ∈ 𝐸•𝐽} and for all 𝑛 ∈ ℕ,
ℬ𝐣,𝑛 = 𝜋𝑛(ℬ𝐣) and 𝑋𝐣,𝑛(𝜎) = 𝜋𝑛(𝜎∗ℬ𝐣) = 𝜎∗𝑛(ℬ𝐣,𝑛).
Lemma 2.4.9. We have ℬ𝐣 ⊂ Δ𝑒(𝐣),𝑒′(𝐣)(𝜎) where 𝑒(𝐣) = ∑
𝑖∈𝐼
𝜈𝑖𝑗𝑖 and 𝑒′(𝐣) = ∑
𝑖∈𝐼
𝜆𝑖𝑗𝑖.
Proof. Let 𝛾 ∈ ℬ𝐣 and choose a local coordinate system of𝑀 at 𝛾(0) such that the critical
locus of 𝜎 is locally described by the equation∏𝑖∈𝐽 𝑥
𝜈𝑖
𝑖 = 0 and 𝐸𝑖 by the equation 𝑥𝑖 = 0.
Since ord𝛾 𝐸𝑖 = 𝑗𝑖, we have 𝛾𝑖(𝑡) = 𝑐𝑗𝑖𝑡
𝑗𝑖 + ⋯ and 𝑐𝑗𝑖 ≠ 0. Then ∏𝑖∈𝐽 𝛾
𝜈𝑖
𝑖 = 𝑐𝑡𝑒(𝐣) + ⋯ with
𝑐 ≠ 0.
So we have ord𝑡 (Jac𝜎(𝛾(𝑡))) = 𝑒(𝐣).
In the same way, ord𝛾 𝜎−1(𝐻) = 𝑒′(𝐣) thus ord𝜎(𝛾)(𝐻) = 𝑒′(𝐣). 
Therefore we set 𝐴𝑛(𝜎) = {𝐣, ∑𝑖∈𝐼 𝜈𝑖𝑗𝑖 ≤ 𝑛2 , ∑𝑖∈𝐼 𝜆𝑖𝑗𝑖 ≤ 𝑛}. Indeed, for each 𝐣 ∈ 𝐴𝑛(𝜎),
ℬ𝐣 ⊂ Δ𝑒(𝑗),𝑒′(𝑗)(𝜎) and we may apply Lemma 2.4.5 at the level of 𝑛-jets.
The argument of the following lemma is essentially the same as [40, §4.2].
Lemma 2.4.10 (A decomposition of jet spaces). For all 𝐣 ∈ 𝐴𝑛(𝜎), the sets 𝑋𝐣,𝑛(𝜎) are con-
structible subsets of ℒ𝑛(𝑋) and dim𝑋𝐣,𝑛(𝜎) = 𝑑(𝑛 + 1) − 𝑠𝐣 − ∑𝑖∈𝐼 𝜈𝑖𝑗𝑖 where 𝑠𝐣 = ∑𝑖∈𝐼 𝑗𝑖.
⋆This notation is natural and classical. See [58, Chapter II, §1] for some properties of this stratification.
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2.4. Proof of the main theorem
Moreover Im(𝜎∗𝑛) = 𝑍𝑛(𝜎) ⊔ ⨆
𝐣∈𝐴𝑛(𝜎)
𝑋𝐣,𝑛(𝜎) and the set 𝑍𝑛(𝜎) satisfies dim𝑍𝑛(𝜎) < 𝑑(𝑛 + 1) − 𝑛𝑐
where 𝑐 = max(2𝜈max, 𝜆max).
Proof. Consider 𝐣 such that 𝐸•𝐽 ≠ ∅ and ∀𝑖 ∈ 𝐼, 0 ≤ 𝑗𝑖 ≤ 𝑛. The fiber of ℬ𝐣,𝑛 → 𝐸•𝐽 is
∏
𝑖∈𝐽
(ℝ∗ × ℝ𝑛−𝑗𝑖) × (ℝ𝑛)𝑑−|𝐽| ≃ (ℝ∗)|𝐽 | × ℝ𝑑𝑛−𝑠𝐣
since truncating the coordinates of 𝛾 ∈ ℬ𝐣 to degree 𝑛 produces 𝑑 − |𝐽| polynomials of
degree 𝑛with fixed constant terms and for 𝑖 ∈ 𝐽 a polynomial of the form 𝑐𝑗𝑖𝑡
𝑗𝑖+𝑐𝑗𝑖+1𝑡
𝑗𝑖+1+
⋯+ 𝑐𝑛𝑡𝑛 with 𝑐𝑗𝑖 ∈ ℝ
∗ and other 𝑐𝑘 ∈ ℝ. We conclude that dimℬ𝐣,𝑛 = 𝑑(𝑛 + 1) − 𝑠𝐣.
We first assume that 𝐣 ∈ 𝐴𝑛(𝜎). By Lemma 2.4.9, ℬ𝐣 ⊂ Δ𝑒(𝐣),𝑒′(𝐣)(𝜎). Hence by 2.4.5.(iv),
𝑋𝐣,𝑛(𝜎) is constructible since it is the image of the constructible setℬ𝐣,𝑛 by themap 𝜎∗𝑛|Δ𝑒(𝐣),𝑒′(𝐣),𝑛
with fibers of odd Euler characteristic with compact support. Let 𝛾1 ∈ ℬ𝐣,𝑛 and 𝛾2 ∈
Δ𝑒(𝐣),𝑒′(𝐣),𝑛 with 𝜎∗𝑛(𝛾1) = 𝜎∗𝑛(𝛾2), then, by 2.4.5.(ii), 𝛾1 ≡ 𝛾2 mod 𝑡𝑛−𝑒(𝐣)+1 with 𝑛 − 𝑒(𝐣) ≥ 𝑒(𝐣)
and hence 𝛾2 ∈ ℬ𝐣,𝑛. Thus by 2.4.5.(iv) themapℬ𝐣,𝑛 → 𝑋𝐣,𝑛(𝜎) is a piecewise trivial fibration
with fiber ℝ𝑒(𝐣). So we have dim𝑋𝐣,𝑛(𝜎) = 𝑑(𝑛 + 1) − 𝑠𝐣 − 𝑒(𝐣) as claimed.
Otherwise 𝐣 ∉ 𝐴𝑛(𝜎) and then dim𝑋𝐣,𝑛 ≤ dimℬ𝐣,𝑛 = 𝑑(𝑛 + 1) − 𝑠𝐣 < 𝑑(𝑛 + 1) − 𝑛𝑐 (since
𝑛
2 < 𝑒(𝐣) ≤ 𝜈max𝑠𝐣 or 𝑛 < 𝑒
′(𝐣) ≤ 𝜆max𝑠𝐣). 
Remark 2.4.11. The two previous lemmas work as they are if we replace 𝜎 by ?̃?, 𝜈𝑖 by ̃𝜈𝑖,
𝜆𝑖 by ̃𝜆𝑖 and 𝑐 by ̃𝑐.
Remark 2.4.12. Remember that Im 𝜎∗𝑛 ⊂ 𝜋𝑛(ℒ(𝑋)) (resp. Im ?̃?∗𝑛 ⊂ 𝜋𝑛(ℒ(𝑋))). Moreover,
sincewemay lift by 𝜎 an arc not entirely included in the singular locus, 𝜋𝑛(ℒ(𝑋))⧵Im𝜎∗𝑛 ⊂
𝜋𝑛(ℒ(𝑋sing)). The second part only works for 𝜎 and doesn’t stand for ?̃?.
In order to apply the virtual Poincaré polynomial, we are going to modify the objects
of the partitions of Lemma 2.4.10.
Notation 2.4.13. We set
̃𝜋𝑛(ℒ(𝑋)) ∶= 𝑍𝑛(𝜎) ⊔ (𝜋𝑛(ℒ(𝑋)) ⧵ Im𝜎∗𝑛)
𝒜𝑆 ⊔ ⨆
𝐣∈𝐴𝑛(𝜎)
𝑋𝐣,𝑛(𝜎)
⎛
⎜
⎜
⎝
resp. Ĩm ?̃?∗𝑛 ∶= 𝑍𝑛(?̃?)
𝒜𝑆 ⊔ ⨆
𝐣∈𝐴𝑛(?̃?)
𝑋𝐣,𝑛(?̃?)
⎞
⎟
⎟
⎠
where the closure is taken in the complement of ⨆
𝐣∈𝐴𝑛(𝜎)
𝑋𝐣,𝑛(𝜎)
⎛
⎜
⎜
⎝
resp. in ̃𝜋𝑛(ℒ(𝑋)) ⧵ ⨆
𝐣∈𝐴𝑛(?̃?)
𝑋𝐣,𝑛(?̃?)
⎞
⎟
⎟
⎠
.
Hence we still have the inclusion Ĩm ?̃?∗𝑛 ⊂ ̃𝜋𝑛(ℒ(𝑋)), the unions are still disjoint and the
dimensions remain the same.
Lemma 2.4.14. For 𝐣 ∈ 𝐴𝑛(𝜎) we have 𝛽 (𝑋𝐣,𝑛(𝜎)) = 𝛽 (𝐸•𝐽) (𝑢 − 1)|𝐽 |𝑢𝑛𝑑−∑(𝜈𝑖+1)𝑗𝑖 .
(resp. for 𝐣 ∈ 𝐴𝑛(?̃?) we have 𝛽 (𝑋𝐣,𝑛(?̃?)) = 𝛽 (𝐸•𝐽) (𝑢 − 1)|𝐽 |𝑢𝑛𝑑−∑( ̃𝜈𝑖+1)𝑗𝑖)
Proof. We have
𝛽 (𝑋𝐣,𝑛(𝜎)) = 𝛽 (ℬ𝐣,𝑛) 𝑢−∑𝜈𝑖𝑗𝑖 by Lemma 2.4.5 and Lemma 2.4.9
= 𝛽 (𝐸•𝐽 × (ℝ∗)|𝐽 | × ℝ
𝑑𝑛−𝑠𝐣) 𝑢−∑𝜈𝑖𝑗𝑖 by the beginning of the proof of Lemma 2.4.10
= 𝛽 (𝐸•𝐽) (𝑢 − 1)|𝐽 |𝑢
𝑛𝑑−𝑠𝐣−∑𝜈𝑖𝑗𝑖
The same argument works for ?̃? too. 
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2. Un théorème d’inversion pour les applications blow-Nash
Lemma 2.4.15. ∀𝑖 ∈ 𝐼, 𝜈𝑖 = ̃𝜈𝑖
Proof. Applying the virtual Poincaré polynomial to the partitions of Notation 2.4.13, we
get
𝛽 ( ̃𝜋𝑛(ℒ(𝑋))) − 𝛽 (Ĩm ?̃?∗𝑛) − ∑
𝐣∈𝐴𝑛(𝜎)∩𝐴𝑛(?̃?)
(𝛽(𝑋𝐣,𝑛(𝜎)) − 𝛽(𝑋𝐣,𝑛(?̃?)))
= ∑
𝐣∈𝐴𝑛(𝜎)⧵𝐴𝑛(?̃?)
𝛽(𝑋𝐣,𝑛(𝜎))− ∑
𝐣∈𝐴𝑛(?̃?)⧵𝐴𝑛(𝜎)
𝛽(𝑋𝐣,𝑛(?̃?))+𝛽 (𝑍𝑛(𝜎) ⊔ (𝜋𝑛(ℒ(𝑋)) ⧵ Im𝜎∗𝑛)
𝒜𝒮
)−𝛽 (𝑍𝑛(?̃?)
𝒜𝒮
)
We set
𝑃𝑛 = 𝛽 ( ̃𝜋𝑛(ℒ(𝑋)) − 𝛽 (Ĩm ?̃?∗𝑛) , 𝑄𝑛 = − ∑
𝐣∈𝐴𝑛(𝜎)∩𝐴𝑛(?̃?)
(𝛽(𝑋𝐣,𝑛(𝜎)) − 𝛽(𝑋𝐣,𝑛(?̃?))) ,
𝑅𝑛 = ∑
𝐣∈𝐴𝑛(𝜎)⧵𝐴𝑛(?̃?)
𝛽(𝑋𝐣,𝑛(𝜎)), 𝑆𝑛 = − ∑
𝐣∈𝐴𝑛(?̃?)⧵𝐴𝑛(𝜎)
𝛽(𝑋𝐣,𝑛(?̃?)),
𝑇𝑛 = 𝛽 (𝑍𝑛(𝜎) ⊔ (𝜋𝑛(ℒ(𝑋)) ⧵ Im𝜎∗𝑛)
𝒜𝒮
) , 𝑈𝑛 = −𝛽 (𝑍𝑛(?̃?)
𝒜𝒮
) .
Assume there exists 𝑖0 ∈ 𝐼 such that 𝜈𝑖0 > ̃𝜈𝑖0 .
Then for 𝑛 big enough,𝐾𝑛 = {
𝑠𝐣 +∑
𝑖∈𝐼
̃𝜈𝑖𝑗𝑖, 𝐣 ∈ 𝐴𝑛(𝜎) ∩ 𝐴𝑛(?̃?), ∑
𝑖∈𝐼
(𝜈𝑖 − ̃𝜈𝑖)𝑗𝑖 > 0}
is not
empty. The minimum 𝑘𝑛 = min𝐾𝑛 stabilizes for 𝑛 greater than some rank 𝑛0. Let 𝑘 = 𝑘𝑛0 .
Then, for 𝑛 ≥ 𝑛0, the degree of 𝑄𝑛 is max{𝑑(𝑛 + 1) − 𝑠𝐣 −∑𝑖∈𝐼 ̃𝜈𝑖𝑗𝑖} = 𝑑(𝑛 + 1) − 𝑘 using
the computation at the beginning of the proof of Lemma 2.4.10.
The leading coefficients of 𝑃𝑛 is positive since 𝑃𝑛 = 𝛽 ( ̃𝜋𝑛(ℒ(𝑋)) ⧵ Ĩm ?̃?∗𝑛). The leading
coefficient of 𝑄𝑛 is also positive. Hence the degree of the LHS is at least 𝑑(𝑛 + 1) − 𝑘.
Moreover, we have deg𝑅𝑛 < 𝑑(𝑛+1)− 𝑛̃𝑐 , deg𝑆𝑛 < 𝑑(𝑛+1)− 𝑛𝑐 , deg𝑇𝑛 < 𝑑(𝑛+1)− 𝑛max(𝑐,1) and
deg𝑈𝑛 < 𝑑(𝑛+1)− 𝑛̃𝑐 . Indeed, for 𝑇𝑛, 𝜋𝑛(ℒ(𝑋))⧵Im𝜎∗𝑛 ⊂ 𝜋𝑛(ℒ(𝑋sing)) and dim (𝜋𝑛(ℒ(𝑋sing))) ≤
(𝑛+1)(𝑑−1) < 𝑑(𝑛+1)−𝑛 by 2.2.33.(i). So the degree of the RHS is less than 𝑑(𝑛+1)− 𝑛max(𝑐, ̃𝑐,1) .
We get a contradiction for 𝑛 big enough. 
Corollary 2.4.16. 𝑄𝑛 = 0
Since ?̃? ∶ 𝑀 → 𝑋 is a proper Nash map generically one-to-one, there exists a closed
semialgebraic subsets 𝑆 ⊂ 𝑋 with dim𝑆 < 𝑑 such that for every 𝑝 ∈ 𝑋 ⧵ 𝑆, ?̃?−1(𝑝) is a
singleton.
Corollary 2.4.17. Every arc on𝑋 not entirely included in 𝑆 ∪𝑋sing may be uniquely lifted by ?̃?.
Proof. Let 𝛾 be an analytic arc on𝑋 not entirely in 𝑆 and not entirely in the singular locus
of 𝑋.
Assume that 𝛾 ∉ Im ?̃?∗. Then, by Proposition 2.2.21, we have
?̃?−1(𝛾(𝑡)) =
𝑚
∑
𝑖=0
𝑏𝑖𝑡𝑖 + 𝑏𝑡
𝑝
𝑞 +⋯ , 𝑏 ≠ 0, 𝑚 < 𝑝𝑞 < 𝑚 + 1, 𝑡 ≥ 0
Since ?̃?−1 is locally Hölder by Remark 2.2.20, there is 𝑁 ∈ ℕ such that for every analytic
arc 𝜂 on 𝑋 with 𝛾 ≡ 𝜂 mod 𝑡𝑁 we have ?̃?−1(𝜂(𝑡)) ≡ ?̃?−1(𝛾(𝑡)) mod 𝑡𝑚+1. Hence such an
analytic arc 𝜂 isn’t in the image of ?̃?∗ and for 𝑛 ≥ 𝑁 , 𝜋𝑛(𝜂) isn’t in the image of ?̃?∗𝑛 ∶
ℒ𝑛(𝑀) → 𝜋𝑛(ℒ(𝑋)). Hence (𝜋
𝑛
𝑁 |𝜋𝑛(ℒ(𝑋)))
−1
(𝜋𝑁 (𝛾)) ⊂ 𝜋𝑛(ℒ(𝑋)) ⧵ Im(?̃?∗𝑛).
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2.4. Proof of the main theorem
The first step consists in computing the dimension of the fiber (𝜋
𝑛
𝑁 |𝜋𝑛(ℒ(𝑋)))
−1
(𝜋𝑁 (𝛾))
where 𝑛 ≥ 𝑁 . For that, we will work with a resolution 𝜌 ∶ ?̃? → 𝑋 (for instance 𝜎) instead
of ?̃? since every analytic arc on 𝑋 not entirely included in 𝑋sing may be lifted to ?̃? by 𝜌.
Let 𝜃 be the unique analytic arc on ?̃? such that 𝜌(𝜃) = 𝛾 . Let 𝑒 = ord𝑡 (Jac𝜌(𝜃(𝑡))) and 𝑒′
be such that 𝛾 ∈ ℒ(𝑒′)(𝑋). We may assume that 𝑁 ≥ max(2𝑒, 𝑒′) in order to apply Lemma
2.4.5 to 𝜌 for 𝛾 .
We consider the following diagram
ℒ(?̃?) 𝜌∗ //
𝜋𝑛 
ℒ(𝑋)
𝜋𝑛

ℒ𝑛(?̃?)
𝜌∗𝑛 //
𝜋𝑛𝑁 
𝜋𝑛(ℒ(𝑋))
𝜋𝑛𝑁

ℒ𝑁 (?̃?) 𝜌∗𝑁
// 𝜋𝑁 (ℒ(𝑋))
Since the fibers of 𝜌∗𝑛|Δ𝑒,𝑒′,𝑛 and 𝜌∗𝑁 |Δ𝑒,𝑒′,𝑁 are of dimension 𝑒, and since the fibers of 𝜋
𝑛
𝑁 ∶
ℒ𝑛(?̃?) → ℒ𝑁 (?̃?) are of dimension (𝑛 − 𝑁)𝑑, we have dim((𝜋
𝑛
𝑁 |𝜋𝑛(ℒ(𝑋)))
−1
(𝜋𝑁 (𝛾))) =
(𝑛 − 𝑁)𝑑.
Hence dim (𝜋𝑛(ℒ(𝑋)) ⧵ Im(?̃?∗𝑛)) ≥ (𝑛 − 𝑁)𝑑. And so, with the notation of Lemma 2.4.15,
we have
𝑃𝑛 + 0 = 𝑅𝑛 + 𝑆𝑛 + 𝑇𝑛 + 𝑈𝑛
with deg 𝑃𝑛 ≥ (𝑛−𝑁)𝑑 = (𝑛+1)𝑑 − (𝑁 +1)𝑑 and deg(𝑅𝑛+𝑆𝑛+𝑇𝑛+𝑈𝑛) < (𝑛+1)𝑑− 𝑛max(𝑐, ̃𝑐,1) .
We get a contradiction for 𝑛 big enough. 
End of the proof of Theorem 2.3.5. Let 𝛾 be an analytic arc on 𝑋 not entirely included in
𝑆 ∪ 𝑋sing. By Corollary 2.4.17 and since 𝛾 is not entirely included in 𝑆 ∪ 𝑋sing, ?̃?−1(𝛾(𝑡))
is well defined and analytic. Hence 𝑓−1(𝛾(𝑡)) = 𝜎(?̃?−1(𝛾(𝑡))) is real analytic. Finally 𝑓−1 is
generically arc-analytic in dimension 𝑑 = dim𝑋.
So 𝑓−1 is blow-Nash by Proposition 2.2.27 and ∀𝑖 ∈ 𝐼, 𝜈𝑖 = ̃𝜈𝑖 by Lemma 2.4.15. Then,
arguing as in Lemma 2.3.1, 𝑓−1 satisfies the Jacobian hypothesis too. 
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3Une fonction zêta motivique pourl’équivalence blow-Nash
3.1 Introduction
In the context of motivic integration, J. Denef and F. Loeser [25] [29] associate a formal
power series to a function 𝑓 ∶ 𝑋 → 𝔸1 defined on a non-singular (scheme theoric) alge-
braic variety. This power series, called the motivic zeta function of 𝑓 , comes in various
forms by modifying the ring where the coefficients lie. For instance they work with the
classical Grothendieck ring of algebraic varieties over some field in order to define the
naive motivic zeta function or they work with an equivariant Grothendieck ring which
encodes actions of the unit roots in order to define the equivariant motivic zeta function.
This equivariant structure allows them to get a convolution formula [27] which computes
a modified equivariant zeta function of 𝑓 ⊕ 𝑔 by applying coefficientwise a product de-
fined in terms of quotient to some modified equivariant zeta functions of 𝑓 and 𝑔.
The key lemma for the motivic change of variables formula [26] ensures that their zeta
functions are rational. Thus they admit a limit whose additive inverses coincide with the
classical Milnor fiber for the known realizations. So the convolution formula induces a
Thom–Sebastiani formula for these motivic Milnor fibers.
Similarly S. Koike and A. Parusiński [59] associate a formal power series with coeffi-
cients in ℤ to a real analytic function 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) using the Euler characteristic
with compact support which is the only additive invariant of semialgebraic sets. This way
they define a naive zeta function and two zeta functions with sign (a positive one and a
negative one) which play the role of the equivariant zeta function. Particularly these zeta
functions with sign admit formulas similar to the ones of Denef–Loeser such as a convo-
lution formula. Thanks to an adaptation to the real analytic case of the key lemma for the
motivic change of variables formula, it turns out that Koike–Parusiński zeta functions are
invariants of the blow-analytic equivalence of T.-C. Kuo [65] for real analytic germs.
G. Fichou [32] brings a richer structure by using its virtual Poincaré polynomial for
𝒜𝒮-sets instead of the Euler characteristic with compact support. This way he defines a
naive zeta function and two zeta functions with sign (although he has to modify the defi-
nition to make sense). He also has to restrict to Nash functions in order to get a rationality
formula. Thus he introduces [32] a first notion of blow-Nash equivalence for Nash germs
so that its zeta functions are invariants of this relation. As it is not known if this relation
is an equivalence relation, he introduces a more general notion of blow-Nash equivalence
[33] in terms of Nash modifications which is an equivalence relation but two Nash germs
which are blow-Nash equivalent in the sense of [33] have to satisfy an additional con-
dition to ensure they have the same zeta functions. One now uses a definition which is
midway between the both previous ones [36, 34, 35] by adding the above cited additional
condition, but is is not clear that this relation is an equivalence relation.
Notice that contrary to the zeta functions of Denef–Loeser, the zeta functions of Koike–
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Parusiński or the ones of Fichou are local in a sense we will precise.
G. Guibert, F. Loeser and M. Merle [51] introduced an equivariant Grothendieck ring
for actions of the multiplicative group on (scheme theoric) algebraic varieties over some
fixed algebraic variety (this Grothendieck ring is equivalent to the one of Denef–Loeser
for actions of the unit roots). In this paper we first adapt this framework to𝒜𝒮-sets up to
ℝ∗-equivariant𝒜𝒮-bijections over ℝ∗.
Then this allows us to define a local zeta function similar to the one of Fichou but with
additional structures. After having highlighted the links between our zeta function to the
ones of Koike–Parusiński and Fichou, we show that our zeta function is also rational.
The main part of this work consists in proving that our additional structures bring
a convolution formula. The main idea of the proof consists in monomializing 𝑓 and 𝑔
in order to assume that they have only normal crossings. This way we observe that if we
modify slightly the definition of our zeta function, themodified zeta function of 𝑓⊕𝑔may
be computed by applying coefficientwise a certain product to the modified zeta functions
of 𝑓 and 𝑔. The definition of this product is very natural and is based on the fact that our
Grothendieck ring encodes the angular components thus we avoid taking a quotient.
We may notice that this modified zeta function already appeared in [27] and [59] in
their respective settings. In a way similar to [59] we prove that our modified zeta function
is equivalent to our zeta function. Particularly, we don’t lose any information working
with this modified zeta function.
The end of this paper is devoted to the study of the links with the blow-Nash equiva-
lence. To this purpose we introduce a new characterization of the blow-Nash equivalence
which is an equivalence relation. Our zeta function is an invariant of this relation. The
convolution formula allows us to make some progress concerning the blow-Nash classi-
fication of Brieskorn polynomials.
3.2 Geometric framework
K. Kurdyka [67] introduced semialgebraic arc-symmetric subsets of ℝ𝑑 which are
semialgebraic subsets of ℝ𝑑 such that given a real analytic arc on ℝ𝑑 either this arc is
entirely included in the subset or it meets it at isolated points only. We are going to work
with𝒜𝒮-sets, a slightly different notion introduced by A. Parusiński [84].
Definition 3.2.1 ([84]). We say that a semialgebraic subset 𝐴 ⊂ ℙ𝑛ℝ is an 𝒜𝒮-set if for
every real analytic arc 𝛾 ∶ (−1, 1) → ℙ𝑛ℝ such that 𝛾((−1, 0)) ⊂ 𝐴 there exists 𝜀 > 0 such
that 𝛾((0, 𝜀)) ⊂ 𝐴.
Definition 3.2.2. By an 𝒜𝒮-map we mean a map between 𝒜𝒮-sets whose graph is 𝒜𝒮
and by an𝒜𝒮-isomorphism we mean a bijection between𝒜𝒮-sets whose graph is𝒜𝒮 .
Remark 3.2.3 ([84, Remark 4.2]). The family𝒜𝒮 is the boolean algebra spanned by semial-
gebraic arc-symmetric subsets of ℙ𝑛ℝ (in the sense of [67, Définition 1.1]). Moreover closed
(for the Euclidean topology)𝒜𝒮-sets are exactly the semialgebraic arc-symmetric subsets
of ℙ𝑛ℝ.
The following proposition results from the proof of [84, Theorem 2.5]. It is an 𝒜𝒮
version of [67, Théorème 1.4].
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Proposition 3.2.4. The closed𝒜𝒮-subsets of ℙ𝑛ℝ are exactly the closed sets of a noetherian topol-
ogy on ℙ𝑛ℝ.
Definition 3.2.5. Let 𝑌 ,𝑋, 𝐹 be three 𝒜𝒮-sets and 𝑝 ∶ 𝑌 → 𝑋 be an 𝒜𝒮-map. We say
that 𝑝 is a locally trivial 𝒜𝒮-fibration with fibre 𝐹 if every 𝑥 ∈ 𝑋 admits an open 𝒜𝒮
neighborhood 𝑈 such that 𝜑 ∶ 𝑝−1(𝑈) → 𝑈 × 𝐹 is an 𝒜𝒮-isomorphism such that the
following diagram commutes
𝑝−1(𝑈) 𝜑≃ //
𝑝
""F
FF
FF
FF
FF
𝑈 × 𝐹
pr𝑈||yy
yy
yy
yy
y
𝑈
The followingproposition is a direct consequence of the noetherianity of the𝒜𝒮 topol-
ogy.
Proposition 3.2.6. A locally trivial 𝒜𝒮-fibration 𝑝 ∶ 𝑌 → 𝑋 with fibre 𝐹 is a piecewise trivial
fibration with fiber 𝐹 , i.e. we may break 𝑋 into finitely many 𝒜𝒮-sets 𝑋 = ⨆𝑘𝛼=1𝑋𝛼 such that
𝑝−1(𝑋𝛼) is𝒜𝒮-isomorphic to 𝑋𝛼 × 𝐹 .
Nash maps and Nash manifolds were introduced by J. Nash in [79] considering real
analytic functions satisfying non-trivial polynomial equations. M. Artin and B. Mazur
gave a new description of these objects in [7] in terms of maps which can be lifted to
polynomial maps on non-singular irreducible real algebraic set.
The benefits of Nash functions is that they share good algebraic properties with poly-
nomial functions and good geometric properties with real analytic geometry.
Definition 3.2.7 (Nash functions and Nash maps [79][17]). Let 𝑈 ⊂ ℝ𝑑 be an open semi-
algebraic subset. A function 𝑓 ∶ 𝑈 → ℝ is said to be Nash if it satisfies one of the two
following equivalent conditions:
1. 𝑓 is semialgebraic and 𝐶∞.
2. 𝑓 is analytic and satisfies a nontrivial polynomial equation.
A map 𝑓 ∶ 𝑈 → ℝ𝑛 is Nash if its coordinate functions are Nash.
Remark 3.2.8. Obviously, the zero locus of a Nash function is an𝒜𝒮-set.
Definition 3.2.9. A Nash submanifold of dimension 𝑑 is a semialgebraic subset𝑀 of ℝ𝑛
such that for every 𝑥 ∈ 𝑀 there exist an open semialgebraic neighborhood 𝑈 of 𝑥 in ℝ𝑛,
an open semialgebraic neighborhood 𝑉 of 0 in ℝ𝑛 and a Nash isomorphism 𝜑 ∶ 𝑈 → 𝑉
such that 𝜑(𝑥) = 0 et 𝜑(𝑀 ∩ 𝑈) = (ℝ𝑑 × {0}) ∩ 𝑉 .
Example 3.2.10 ([17, Proposition 3.3.11]). Let 𝑉 ⊂ ℝ𝑑 be a non-singular⋆ algebraic set.
Then, by the Jacobian criterion [17, Proposition 3.3.8] and the Nash inverse theorem [17,
Proposition 2.9.7], 𝑉 is a Nash submanifold of ℝ𝑑 .
Example 3.2.11. A non-singular real algebraic set has a natural structure of Nash mani-
fold.
⋆Every point of 𝑉 are non-singular in the same dimension, see [17, Definition 3.3.4].
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Proposition 3.2.12. Let 𝑓 ∶ 𝑉 → ℝ be a Nash function defined on a algebraic set 𝑉 . There exists
𝜎 ∶ ̃𝑉 → 𝑉 a finite sequence of (algebraic) blowings-up with non-singular centers such that ̃𝑉 is
non-singular and 𝑓 ∘ 𝜎 ∶ ̃𝑉 → ℝ has only normal crossings⋆.
Proof. Let 𝐺(𝑥, 𝑦) = ∑𝑝𝑖=0𝐺𝑖(𝑥)𝑦
𝑝−𝑖 be a non-trivial polynomial such that 𝐺(𝑥, 𝑓(𝑥)) = 0.
We may assume that 𝐺𝑝 ≠ 0. Then 𝑓 divides 𝐺𝑝 seen as a Nash function.
There exists a finite sequence of algebraic blowings-upwith non-singular centers such
that 𝐺𝑝 ∘ 𝜎 is monomial, thus 𝑓 ∘ 𝜎 is monomial. 
3.3 A Grothendieck ring
In this section we adapt the Grothendieck ring introduced in [51] to our framework
over ℝ. The classical Grothendieck ring of 𝒜𝒮-sets is too naive to get a convolution for-
mula as in Section 3.6 and the lack of real unit roots prevents us from using an equivariant
Grothendieck ring similar to the one of [25] or [28] as in [27].
Definition 3.3.1. We denote by 𝐾0(𝒜𝒮) the free abelian group spanned by symbols [𝑋]
where 𝑋 ∈ 𝒜𝒮 with the relations
(1) If there is a bijection whose graph is𝒜𝒮 between 𝑋 and 𝑌 then [𝑋] = [𝑌 ]
(2) If 𝑌 ⊂ 𝑋 is a closed𝒜𝒮-subset then [𝑋 ⧵ 𝑌 ] + [𝑌 ] = [𝑋]
Moreover we have a ring structure induced by the cartesian product [𝑋 × 𝑌 ] = [𝑋][𝑌 ].
The unit is 1 = [pt].
Remark 3.3.2. The group 𝐾0(𝒜𝒮) is well defined since𝒜𝒮 is a set.
Remark 3.3.3. If𝐴,𝐵 ∈ 𝒜𝒮 then [𝐴⊔𝐵] = [𝐴]+[𝐵]. Wemay prove this observation using
that an𝒜𝒮-set may be written as a finite disjoint union of locally closed𝒜𝒮-sets.
We denote by 𝕃𝒜𝒮 = [ℝ] the class of the affine line and byℳ𝒜𝒮 = 𝐾0(𝒜𝒮) [𝕃−1𝒜𝒮] the
localization by the class of the affine line.
We define the category Var𝑛mon whose objects are 𝒜𝒮-sets 𝑋 endowed with an 𝒜𝒮
action of ℝ∗ (i.e. the graph of the map ℝ∗ × 𝑋 → 𝑋 defined by (𝜆, 𝑥) ↦ 𝜆 ⋅ 𝑥 is 𝒜𝒮)
together with an𝒜𝒮-map 𝜑 ∶ 𝑋 → ℝ∗ such that 𝜑(𝜆 ⋅ 𝑥) = 𝜆𝑛𝜑(𝑥).
A morphism is an equivariant𝒜𝒮 map 𝑓 ∶ 𝑋 → 𝑌 over ℝ∗, i.e. 𝑓(𝜆 ⋅ 𝑥) = 𝜆 ⋅ 𝑓(𝑥) and the
following diagram commutes
𝑋1
𝑓 //
𝜑1   B
BB
BB
BB
𝑋2
𝜑2~~||
||
||
|
ℝ∗
Definition 3.3.4. Wedenote by𝐾𝑛0 the free abelian group spannedby the symbols [𝜑 ∶ ℝ
∗  𝑋 → ℝ∗]
where 𝜑 ∶ ℝ∗  𝑋 → ℝ∗ ∈ Var𝑛mon with the relations
⋆i.e.every 𝑥 ∈ ̃𝑉 admits an open 𝒜𝒮-neighborhood such that 𝑓 ∘ 𝜎 equals a monomial times a nowhere
vanishing function on this neighborhood.
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(1) If there is 𝑓 ∶ 𝑋 → 𝑌 an equivariant bijection over ℝ∗ whose graph is𝒜𝒮 , i.e.
𝑋 𝑓≃ //
𝜑𝑋   B
BB
BB
BB
𝑌
𝜑𝑌~~}}
}}
}}
}
ℝ∗
then [𝜑𝑋 ∶ ℝ∗
 𝑋 → ℝ∗] = [𝜑𝑌 ∶ ℝ∗
 𝑌 → ℝ∗]
(2) If 𝑌 is a closed𝒜𝒮-subset of 𝑋 invariant by the action of ℝ∗ then
[𝜑𝑋 ∶ ℝ∗
 𝑋 → ℝ∗] = [𝜑𝑋|𝑋⧵𝑌 ∶ ℝ∗
 𝑋 ⧵ 𝑌 → ℝ∗] + [𝜑𝑋|𝑌 ∶ ℝ∗
 𝑌 → ℝ∗]
(3) Let 𝜑 ∶ 𝑌 → ℝ∗ ∈ Var𝑛mon and 𝜓 = 𝜑 ∘ pr𝑌 ∶ 𝑌 × ℝ𝑚 → ℝ∗. Let 𝜎 and 𝜎′ two
actions on 𝑌 × ℝ𝑚 that are two liftings of the same action 𝜏 on 𝑌 , i.e. pr𝑌 (𝜆 ⋅𝜎 𝑥) =
pr𝑌 (𝜆⋅𝜎′ 𝑥) = 𝜆⋅𝜏 pr𝑌 (𝑥). Then (𝜓, 𝜎) and (𝜓, 𝜎′) are inVar𝑛mon andwe add the relation
[𝜓, 𝜎] = [𝜓, 𝜎′].⋆
Moreover, 𝐾𝑛0 has a ring structure given by the fiber product over ℝ
∗ where the action is
diagonal. Furthermore the class 𝟙𝑛 = [id ∶ ℝ∗ → ℝ∗], where ℝ∗ acts on ℝ∗ by 𝜆 ⋅ 𝑎 = 𝜆𝑛𝑎,
is a unit for this product.
Finally, the cartesian product induces a structure of 𝐾0(𝒜𝒮)-algebra by
𝐾0(𝒜𝒮) → 𝐾𝑛0 , [𝐴] ↦ [𝐴] ⋅ 𝟙𝑛 = [𝐴 × ℝ
∗ → ℝ∗]
Particularly we set 𝕃𝑛 = 𝕃𝒜𝒮𝟙𝑛 = [pr2 ∶ ℝ × ℝ∗ → ℝ∗] ∈ 𝐾𝑛0 andℳ
𝑛 = 𝐾𝑛0 [𝕃
−1
𝑛 ].
We consider the directed partial order ≺ on ℕ ⧵ {0} defined by 𝑛 ≺ 𝑚 ⇔ ∃𝑘 ∈ ℕ ⧵
{0}, 𝑛 = 𝑘𝑚. For, 𝑛 ≺ 𝑚, we define the morphism 𝜃𝑚𝑛 ∶ Var𝑚mon → Var𝑛mon which keeps the
same object, the same morphism but which replaces the action by 𝜆 ⋅𝑛 𝑥 = 𝜆𝑘 ⋅𝑚 𝑥. Thus
(Var𝑛mon)𝑛≥1 is an inductive system and we set Varmon = lim−→Var
𝑛
mon. We define 𝐾0 = lim−→𝐾
𝑛
0
andℳ= lim−→ℳ
𝑛 in the same way.
Thereby 𝐾0 has a natural structure of 𝐾0(𝒜𝒮)-algebra and ℳ has a natural structure of
ℳ𝒜𝒮 -algebra.
Notation 3.3.5. Since there is no confusion, we shall use the notation 𝕃 for 𝕃𝒜𝒮 ∈ 𝐾0(𝒜𝒮),
𝕃𝑛 ∈ 𝐾𝑛0 and lim−→𝕃𝑛 ∈ 𝐾0.
We have a forgetful morphism of 𝐾0(𝒜𝒮)-modules 𝐾𝑛0 → 𝐾0(𝒜𝒮) which associates
[𝑋] to [𝑋] where [𝑋] is just the class of 𝑋 in 𝐾0(𝒜𝒮). This morphism isn’t compatible
with the ring structures. It extends to the morphism of 𝐾0(𝒜𝒮)-modules 𝐾0 → 𝐾0(𝒜𝒮)
and to the morphisms ofℳ𝒜𝒮 -modulesℳ𝑛 →ℳ𝒜𝒮 andℳ→ℳ𝒜𝒮 .
Remark 3.3.6. ( 𝐴𝕃𝑛 ) = 𝐴𝕃𝑛𝒜𝒮
Remark 3.3.7. 𝟙 = [ℝ∗] = 𝕃𝒜𝒮 − 1 ≠ 1 ∈ 𝐾0(𝒜𝒮)
Notation 3.3.8. A class with an overline will always denote a naive class in 𝐾0(𝒜𝒮) or
ℳ𝒜𝒮 .
⋆This relation allows us to focus on the angular component, we can move out the other coefficients, e.g. in
the rationality formula.
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3.4 The motivic local zeta function
In [25] and [29], J. Denef and F. Loeser introduced and studied a motivic global zeta
function and defined the motivic Milnor fiber as a limit of this zeta function. In their
framework, the realizations of the motivic Milnor fiber and the classical Milnor fiber co-
incide for the known additive invariants.
In real geometry, a similar work was first initiated by S. Koike and A. Parusiński [59] us-
ing the Euler characteristic with compact support. They defined a naive motivic local zeta
function for real analytic functions. They also introduced a positive and a negative zeta
function in order to study the equivariant side. Next, G. Fichou [32] defined similar zeta
functions of Nash functions using the virtual Poincaré polynomial. These constructions
are used to classify real singularities in terms of blow-analytic and blow-Nash equiva-
lences, following T.-C. Kuo’s work [63, 65].
Following J. Denef and F. Loeser, as well as G. Guibert, F. Loeser and M. Merle [51], we
introduce a motivic local zeta function for Nash germs with coefficients inℳ. This way,
we obtain a richer zeta function which, in particular, encodes the equivariant aspects. By
means of a resolution, we show that this zeta function is rational as all of the above-cited
zeta functions. Finally, we shall exhibit the links with the zeta functions of S. Koike and
A. Parusiński as well with those of G. Fichou.
3.4.1 Definition
Definitions 3.4.1. For𝑀 a Nash manifold, we set
ℒ(𝑀) = {𝛾 ∶ (ℝ, 0) → 𝑀, 𝛾 analytic}
and
ℒ𝑛(𝑀) = ℒ(𝑀)/∼𝑛
where 𝛾1 ∼𝑛 𝛾2 ⇔ 𝛾1 ≡ 𝛾2 mod 𝑡𝑛+1 in a local Nash coordinate system around 𝛾1(0) = 𝛾2(0).
We have truncation maps 𝜋𝑛 ∶ ℒ(𝑀) → ℒ𝑛(𝑀) and 𝜋𝑚𝑛 ∶ ℒ𝑚(𝑀) → ℒ𝑛(𝑀) where
𝑚 ≥ 𝑛. These maps are surjective.
J. Nash first studied truncation of arcs on algebraic varities in order to study singular-
ities in 1964 [80]. They were then studied by K. Kurdyka, M. Lejeune-Jalabert, A. Nobile,
M. Hickel and many others. They are a centerpiece of motivic integration developped by
M. Kontsevich and then J. Denef and F. Loeser.
If ℎ ∶ 𝑀 → 𝑁 is Nash, then ℎ∗ ∶ ℒ(𝑀) → ℒ(𝑁) and ℎ∗𝑛 ∶ ℒ𝑛(𝑀) → ℒ𝑛(𝑁) are well
defined and the following diagram commutes
ℒ(𝑀) ℎ∗ //
𝜋𝑚

ℒ(𝑁)
𝜋𝑚

ℒ𝑚(𝑀)
ℎ∗𝑚 //
𝜋𝑚𝑛 
ℒ𝑚(𝑁)
𝜋𝑚𝑛
ℒ𝑛(𝑀)
ℎ∗𝑛 // ℒ𝑛(𝑁)
We refer the reader to [19, §2.4] for the properties of ℒ𝑛(𝑀) and ℒ(𝑀).
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Let 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) be a Nash germ and let
𝔛𝑛(𝑓 ) = {𝛾 ∈ ℒ𝑛(ℝ𝑑), 𝛾(0) = 0, 𝑓(𝛾(𝑡)) ≡ 𝑐𝑡𝑛 mod 𝑡𝑛+1, 𝑐 ≠ 0} for 𝑛 ≥ 1
Then𝔛𝑛(𝑓 ) is Zariski-constructible and [𝔛𝑛(𝑓 )] is well defined in𝐾𝑛0 by themorphism
𝜑 ∶ 𝔛𝑛(𝑓 ) → ℝ∗ with 𝜑(𝛾) = ac(𝑓𝛾) and the action of ℝ∗ given by 𝜆 ⋅ 𝛾(𝑡) = 𝛾(𝜆𝑡).
Definition 3.4.2. The motivic local zeta function is then defined by
𝑍𝑓 (𝑇 ) = ∑
𝑛≥1
[𝔛𝑛(𝑓 )] 𝕃−𝑛𝑑𝑇 𝑛 ∈ ℳ[[𝑇 ]]
Example 3.4.3. Let 𝑓 𝜀𝑘 = 𝜀𝑥
𝑘 where 𝜀 ∈ {±1}. Then
𝑍𝑓 𝜀𝑘 (𝑇 ) = [𝑓
𝜀
𝑘 ∶ ℝ
∗ → ℝ∗] 𝕃
−1𝑇 𝑘
𝟙 − 𝕃−1𝑇 𝑘
Proof. Obviously
[𝔛𝑛(𝑓 𝜀𝑘 )] 𝕃
−𝑛 = {
[𝑓 𝜀𝑘 ∶ ℝ
∗ → ℝ∗]𝕃−𝑞 if 𝑛 = 𝑘𝑞
0 otherwise

3.4.2 Link with previously defined motivic real zeta functions
3.4.2.1 Koike–Parusiński zeta functions
Definition 3.4.4. We denote by 𝐾0(𝑆𝐴) the free abelian group spanned by symbols [𝑋]
where 𝑋 is semialgebraic with the relations
(1) If there is a semialgebraic homeomorphism 𝑋 → 𝑌 then [𝑋] = [𝑌 ].
(2) If 𝑌 ⊂ 𝑋 is closed-semialgebraic then [𝑋 ⧵ 𝑌 ] + [𝑌 ] = [𝑋].
Moreover we have a ring structure induced by the cartesian product
(3) [𝑋 × 𝑌 ] = [𝑋][𝑌 ].
Remark 3.4.5 ([89]). The Grothendieck ring of semialgebraic sets up to semialgebraic
homeomorphisms is isomorphic to ℤ via the Euler characteristic with compact support,
thus every additive invariants factorise through the Euler characteristic with compact
support.
Notation 3.4.6. We set 𝕃𝑆𝐴 = [ℝ] ∈ 𝐾0(𝑆𝐴) andℳ𝑆𝐴 = 𝐾0(𝑆𝐴) [𝕃−1𝑆𝐴].
Remark 3.4.7. The cartesian product induces a structure of 𝐾0(𝒜𝒮)-module (resp.ℳ𝒜𝒮 -
module) on 𝐾0(𝑆𝐴) (resp.ℳ𝑆𝐴).
Proposition 3.4.8. The maps
𝐹> ∶ Var
𝑛
mon ⟶ 𝑆𝐴
(𝑋, 𝜎, 𝜑 ∶ 𝑋 → ℝ∗) ⟼ 𝜑−1(ℝ>0)
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𝐹< ∶ Var
𝑛
mon ⟶ 𝑆𝐴
(𝑋, 𝜎, 𝜑 ∶ 𝑋 → ℝ∗) ⟼ 𝜑−1(ℝ<0)
induce morphisms of 𝐾0(𝒜𝒮)-modules (resp.ℳ𝒜𝒮 -modules)
𝐹< ∶ 𝐾0 → 𝐾0(𝑆𝐴) (resp. 𝐹> ∶ ℳ →ℳ𝑆𝐴)
𝐹< ∶ 𝐾0 → 𝐾0(𝑆𝐴) (resp. 𝐹< ∶ ℳ →ℳ𝑆𝐴)
Remark 3.4.9. These morphisms are not compatible with the ring structures.
Particularly, the following computation shows that the unit is not mapped to the unit
𝜒𝑐(𝐹>(𝟙)) = 𝜒𝑐(ℝ>0) = −1 ≠ 1 = 𝜒𝑐(pt)
Remark 3.4.10. Given a rational fraction inℳ[[𝑇 ]], we can’t directly apply the forgetful
morphism or the morphisms 𝐹>, 𝐹< to the coefficients in the numerator and the denom-
inator. We first have to develop it in series. Indeed, whereas∑𝑛≥1 𝟙𝑇 𝑛 = 𝑇𝟙−𝑇 , we have
∑
𝑛≥1
𝟙𝑇 𝑛 = (𝕃 − 1) 𝑇1 − 𝑇 ≠
(𝕃 − 1)𝑇
(𝕃 − 1) − (𝕃 − 1)𝑇 ∈ 𝐾0(𝒜𝒮)[[𝑇 ]]
This phenomenon is due to the fact that these morphisms are not compatible with the
ring structures.
Remark 3.4.11. 𝐹 𝜀 ( 𝐴𝕃𝑛 ) =
𝐹 𝜀(𝐴)
𝕃𝑛𝑆𝐴
, 𝜀 ∈ {<,>}
Proposition 3.4.12. Given 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) a Nash germ, we recover from𝑍𝑓 (𝑇 ) the motivic
zeta functions considered by S. Koike and A. Parusiński [59] applying the previous morphisms and
the Euler characteristic with compact support at each coefficient:
𝑍𝜒𝑐𝑓 (𝑇 ) = ∑
𝑛≥1
𝜒𝑐 ([𝔛𝑛(𝑓 )]) (−1)
𝑛𝑑𝑇 𝑛 ∈ ℤ[[𝑇 ]]
and
𝑍𝜒𝑐 ,𝜀𝑓 (𝑇 ) = ∑
𝑛≥1
𝜒𝑐 (𝐹 𝜀 ([𝔛𝑛(𝑓 )])) (−1)𝑛𝑑𝑇 𝑛 ∈ ℤ[[𝑇 ]]
where 𝜀 =>,<.
3.4.2.2 Fichou zeta functions
C. McCrory and A. Parusiński [76] proved there exists a unique additive invariant of
real algebraic varieties which coincides with the Poincaré polynomial for compact non-
singular varieties. This construction relies on the weak factorization theorem [3] in order
to describe the Grothendieck ring of real algebraic varieties in terms of blowings-up. Then
G. Fichou [32] extended this construction to𝒜𝒮-sets up to Nash isomorphisms. Using an
extension theorem of F. Guillén and V. Navarro Aznar [52], C. McCrory and A. Parusiński
[76] proved the virtual Poincaré polynomial is in fact an invariant of 𝒜𝒮-sets up to bijec-
tions with𝒜𝒮 graph.
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Theorem3.4.13 (The virtual Poincaré polynomial for𝒜𝒮-sets [76][32][78]). There is a unique
map 𝛽 ∶ 𝒜𝒮 → ℤ[𝑢] which factorises through𝐾0(𝒜𝒮) as a ring morphism 𝛽 ∶ 𝐾0(𝒜𝒮) → ℤ[𝑢],
𝒜𝒮 𝛽 //
$$II
III
III
II
ℤ[𝑢]
𝐾0(𝒜𝒮)
𝛽
::uuuuuuuuu
such that
• If 𝑋 ∈ 𝒜𝒮 is non-empty, then deg 𝛽(𝑋) = dim𝑋 and the leading coefficient is positive.
• If 𝑋 ∈ 𝒜𝒮 is compact and non-singular, 𝛽(𝑋) = ∑𝑖 dim𝐻𝑖(𝑋,ℤ2)𝑢𝑖.
Remark 3.4.14. We recall the argument of [78, Theorem 4.6] which explains why the vir-
tual Poincaré polynomial is an invariant of𝒜𝒮-sets up to𝒜𝒮-isomorphism. Let 𝑓 ∶ 𝑋 →
𝑌 be an𝒜𝒮-isomorphism (i.e. a bijection whose graph is𝒜𝒮). First we may break 𝑋 into
a finite decomposition of locally compact 𝒜𝒮-sets, 𝑋 = ⊔𝑋𝑖. Since 𝑓 ∶ 𝑋𝑖 → 𝑓(𝑋𝑖) is
semialgebraic we may break 𝑋𝑖 into a finite decomposition of𝒜𝒮-sets, 𝑋𝑖 = ⊔𝑋𝑖𝑗 , where
𝑓 ∶ 𝑋𝑖𝑗 → 𝑓(𝑋𝑖𝑗) is continuous. Now we repeat these arguments on 𝑓−1 ∶ 𝑓(𝑋𝑖𝑗) → 𝑋𝑖𝑗
in order to get a finite decomposition 𝑋 = ⊔𝑋𝑖𝑗𝑘 of 𝑋 into locally compact 𝒜𝒮-sets such
that 𝑓 ∶ 𝑋𝑖𝑗𝑘 → 𝑓(𝑋𝑖𝑗𝑘) is a homeomorphismwhose graph is𝒜𝒮 . By [78, Proposition 4.3],
𝛽(𝑋𝑖𝑗𝑘) = 𝛽(𝑓(𝑋𝑖𝑗𝑘)). We conclude using the additivity of the virtual Poincaré polynomial.
Proposition 3.4.15. The maps
𝐹+ ∶ Var
𝑛
mon ⟶ 𝒜𝒮
(𝑋, 𝜎, 𝜑 ∶ 𝑋 → ℝ∗) ⟼ 𝜑−1(1)
𝐹− ∶ Var
𝑛
mon ⟶ 𝒜𝒮
(𝑋, 𝜎, 𝜑 ∶ 𝑋 → ℝ∗) ⟼ 𝜑−1(−1)
induce morphisms of 𝐾0(𝒜𝒮)-algebras (resp.ℳ𝒜𝒮 -algebras)
𝐹+ ∶ 𝐾0 → 𝐾0(𝒜𝒮) (resp. 𝐹+ ∶ ℳ →ℳ𝒜𝒮 )
𝐹− ∶ 𝐾0 → 𝐾0(𝒜𝒮) (resp. 𝐹− ∶ ℳ →ℳ𝒜𝒮 )
Remark 3.4.16. 𝐹 𝜀 ( 𝐴𝕃𝑛 ) =
𝐹 𝜀(𝐴)
𝕃𝑛𝒜𝒮
, 𝜀 ∈ {−,+}
Proposition 3.4.17. Given 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) a Nash germ, we recover from𝑍𝑓 (𝑇 ) the motivic
zeta functions considered byG. Fichou in [32][33] applying the previousmorphisms and the virtual
Poincaré polynomial at each coefficient:
𝑍𝛽𝑓 (𝑇 ) = ∑
𝑛≥1
𝛽 ([𝔛𝑛(𝑓 )]) 𝑢
−𝑛𝑑𝑇 𝑛 ∈ ℤ[𝑢, 𝑢−1][[𝑇 ]]
and
𝑍𝛽,𝜀𝑓 (𝑇 ) = ∑
𝑛≥1
𝛽 (𝐹 𝜀 ([𝔛𝑛(𝑓 )])) 𝑢−𝑛𝑑𝑇 𝑛 ∈ ℤ[𝑢, 𝑢−1][[𝑇 ]]
where 𝜀 = +,−.
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3.4.3 Rationality of the motivic local zeta function
3.4.3.1 Change of variables key lemma
The following lemma is an adaptation of Denef–Loeser change of variables key lemma
[26, Lemma 3.4] to our framework and avoiding the singular case. Denef–Loeser key
lemma was introduced in order to generalize Kontsevich transformation rule.
Lemma 3.4.18 (Change of variables key lemma [19, Lemma 4.5]). Let ℎ ∶ 𝑀 → ℝ𝑑 be a
proper generically one-to-one Nash map with𝑀 a non-singular Nash variety. For 𝑒 ∈ ℕ, let
Δ𝑒 = {𝛾 ∈ ℒ𝑛(𝑀), ord𝑡 Jacℎ(𝛾) = 𝑒}
Then for 𝑛 ≥ 2𝑒, ℎ∗𝑛(𝜋𝑛Δ𝑒) is an 𝒜𝒮-set and ℎ∗𝑛 ∶ 𝜋𝑛Δ𝑒 → ℎ∗𝑛(𝜋𝑛Δ𝑒) is a piecewise trivial
fibration⋆ with fiber ℝ𝑒.
3.4.3.2 Monomialization
Let 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) be a Nash function. By Proposition 3.2.12 there exists ℎ ∶ 𝑌 →
ℝ𝑑 a finite sequence of algebraic blowings-up such that 𝑓 ∘ℎ and the jacobian determinant
Jacℎ have simultanuously only normal crossings.
We denote by𝑋0(𝑓 ) = 𝑓−1(0) the zero locus of 𝑓 . We denote by (𝐸𝑖)𝑖∈𝐴 the irreducible
𝒜𝒮 components of ℎ−1(𝑋0(𝑓 )) and we set
𝑁𝑖 = ord𝐸𝑖 𝑓 ∘ ℎ
and
𝜈𝑖 − 1 = ord𝐸𝑖 Jac ℎ
We use the usual stratification of 𝑌 : for 𝐼 ⊂ 𝐴, we set 𝐸𝐼 = ∩𝑖∈𝐼𝐸𝑖 and 𝐸•𝐼 = 𝐸𝐼 ⧵
∪𝑗∈𝐴⧵𝐼𝐸𝑗 . Thus 𝑌 = ⊔𝐼⊂𝐴𝐸•𝐼 and 𝐸∅ = 𝑌 ⧵ ℎ−1(𝑋0).
For 𝐼 ≠ ∅, we define 𝑈𝐼 using the following classical construction [96, 3.2 Existence
Theorem]†.
Let (𝑈𝑘, 𝑥) (resp. (𝑈𝑙, 𝑥′)) be a coordinate system on 𝑌 around 𝐸•𝐼 with 𝑈𝑘 (resp. 𝑈𝑙)
an open 𝒜𝒮 set such that (𝑓 ∘ ℎ)|𝑈𝑘 = 𝑢(𝑥)∏𝑖∈𝐼 𝑥
𝑁𝑖
𝑖 with 𝑢 a unit and 𝐸𝑖 ∶ 𝑥𝑖 = 0 (resp.
(𝑓 ∘ ℎ)|𝑈𝑙 = 𝑢(𝑥
′)∏𝑖∈𝐼 𝑥
′𝑁𝑖
𝑖 with 𝑢′ a unit and 𝐸𝑖 ∶ 𝑥′𝑖 = 0).
Assume that𝑈𝑘∩𝑈𝑙 ≠ ∅. Then on𝑈𝑘∩𝑈𝑙wehave 𝑥′𝑖 = 𝛼𝑘𝑙𝑖 (𝑥)𝑥𝑖with 𝛼𝑘𝑙𝑖 a unit so that 𝑓 ∘
𝜎(𝑥′) = 𝑢′(𝑥′)∏𝑖∈𝐼 𝑥′𝑖𝑁𝑖 = (𝑢′(𝑥′)∏𝑖∈𝐼 𝛼𝑘𝑙𝑖 (𝑥)𝑁𝑖)∏𝑖∈𝐼 𝑥
𝑁𝑖
𝑖 hence 𝑢(𝑥) = 𝑢′(𝑥′)∏𝑖∈𝐼 𝛼𝑘𝑙𝑖 (𝑥)𝑁𝑖 .
We index a family of such 𝑈𝑘 covering 𝐸•𝐼 by 𝑘 ∈ 𝐾 . Then let
𝑇 = {(𝑥, (𝑎𝑖), 𝑘) ∈ 𝐸•𝐼 × (ℝ∗)|𝐼| × 𝐾, 𝑥 ∈ 𝑈𝑘}
and 𝑈𝐼 = 𝑇/∼ where
(𝑥, (𝑎𝑖), 𝑘) ∼ (𝑦, (𝑏𝑖), 𝑙) ⇔ {
𝑥 = 𝑦
𝑏𝑖 = 𝛼𝑘𝑙𝑖 (𝑥)𝑎𝑖
⋆Wemean that we may break ℎ∗𝑛(𝜋𝑛Δ𝑒) into disjoint𝒜𝒮 parts 𝐵𝑖 such that ℎ−1∗𝑛 (𝐵𝑖) is𝒜𝒮 and𝒜𝒮-isomorphic
to 𝐵𝑖 × ℝ𝑒.
†Using the adjunction formula, we may prove that 𝑈𝐼 is in fact the fiber product of the 𝑈𝑖|𝐸•𝐼 where 𝑈𝑖 is the
complementary of the null section of the normal bundle of 𝐸𝑖 in 𝑌 . Then 𝑓𝐼 ∶ 𝑈𝐼 → ℝ∗ is just the map
induced by 𝑓 ∘ ℎ.
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so that 𝑝𝐼 ∶ 𝑈𝐼 → 𝐸•𝐼 is a locally trivial𝒜𝒮-fibration with fiber (ℝ∗)|𝐼|.
For 𝑥 ∈ 𝑈𝑘 we define 𝑓 𝑘𝐼 ∶ (𝐸•𝐼 ∩𝑈𝑘) × (ℝ∗)|𝐼| → ℝ∗ by 𝑓 𝑘𝐼 (𝑥, (𝑎𝑖)) = 𝑢(𝑥)∏𝑖∈𝐼 𝑎
𝑁𝑖
𝑖 which
induce a map 𝑓𝐼 ∶ 𝑈𝐼 → ℝ∗.
Let𝑁𝐼 = gcd𝑖∈𝐼 (𝑁𝑖) then there are 𝛼𝑖 such that𝑁𝐼 = ∑𝑖∈𝐼 𝛼𝑖𝑁𝑖. We consider the action
𝜏 of ℝ∗ on 𝑈𝐼 locally defined by 𝜆 ⋅ (𝑥, (𝑎𝑖)𝑖) = (𝑥, (𝜆𝛼𝑖𝑎𝑖)𝑖).
Definition 3.4.19. The class [𝑓𝐼 ∶ 𝑈𝐼 → ℝ∗, 𝜏] is well defined in 𝐾
𝑁𝐼
0 . We shall simply
denote it by [𝑈𝐼 ].
Proposition 3.4.20. [𝑈𝐼 ] = (𝕃 − 1)|𝐼|[𝐸•𝐼 ] ∈ 𝐾0(𝒜𝒮)
Proof. By Proposition 3.2.6, we have 𝐸•𝐼 = ⨆𝑘𝛼=1𝑋𝛼 with 𝑝
−1
𝐼 (𝑋𝛼) ≃ 𝑋𝛼 × (ℝ∗)|𝐼|. Thus,
[𝑈𝐼 ] =
𝑘
∑
𝑖=1
[𝑝−1𝐼 (𝑋𝛼)] =
𝑘
∑
𝑖=1
[𝑋𝛼](𝕃 − 1)|𝐼| = [𝐸•𝐼 ](𝕃 − 1)|𝐼| ∈ 𝐾0(𝒜𝒮)

3.4.3.3 A rational expression of the motivic local zeta function
The following theorem is similar to the rationality results of the zeta functions of [29,
74, 51, 59, 32] in their respective frameworks.
Theorem 3.4.21 (Rationality formula). Let 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) be a Nash germ. Let ℎ ∶
(𝑌 , ℎ−1(0)) → (ℝ𝑑 , 0) be as in Section 3.4.3.2. Then
𝑍𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐴
[𝑈𝐼 ∩ (ℎ ∘ 𝑝𝐼 )−1(0)]∏
𝑖∈𝐼
𝕃−𝜈𝑖𝑇𝑁𝑖
𝟙 − 𝕃−𝜈𝑖𝑇𝑁𝑖
Proof. The sum
[𝔛𝑛(𝑓 )] = ∑
𝑒≥1
[𝔛𝑛(𝑓 ) ∩ ℎ∗𝑛Δ𝑒]
is finite since for 𝛾 = ℎ∗𝑛𝜑 ∈ 𝔛𝑛(𝑓 ) ∩ Δ𝑒 we have ord𝑡 Jacℎ(𝜑) = ∑(𝜈𝑖 − 1)𝑘𝑖 and ord𝑡 𝑓𝛾 =
∑𝑁𝑖𝑘𝑖 where 𝑘𝑖 = ord𝐸𝑖 𝜑.
By the change of variables key lemma we have [𝔛𝑛(𝑓 ) ∩ ℎ∗𝑛Δ𝑒] = [ℎ−1∗𝑛𝔛𝑛(𝑓 ) ∩ Δ𝑒]𝕃−𝑒.
Next
[ℎ−1∗𝑛𝔛𝑛(𝑓 ) ∩ Δ𝑒]𝕃−𝑒 = ∑
∅≠𝐼⊂𝐴
[ℎ−1∗𝑛𝔛𝑛(𝑓 ) ∩ Δ𝑒 ∩ 𝐸•𝐼 ]𝕃−𝑒
and
ℎ−1∗𝑛𝔛𝑛(𝑓 )∩Δ𝑒∩𝐸•𝐼 = {
𝛾 ∈ ℒ𝑛(𝑌 ), 𝛾(0) ∈ 𝐸•𝐼 ∩ ℎ−1(0), ∑
𝑖∈𝐼
𝑘𝑖(𝜈𝑖 − 1) = 𝑒, ∑
𝑖∈𝐼
𝑘𝑖𝑁𝑖 = 𝑛, 𝑘𝑖 = ord𝐸𝑖 𝛾}
Let 𝛾 ∈ ℒ𝑛(𝑌 ) with 𝛾(0) ∈ 𝐸•𝐼 then ac𝑓∘ℎ(𝛾) = 𝑓𝐼 (𝛾(0), (ac 𝛾𝑖)𝑖∈𝐼) and ord𝑡(𝑓 ∘ ℎ)(𝛾(𝑡)) =
∑𝑖∈𝐼 𝑘𝑖𝑁𝑖 where 𝑘𝑖 = ord𝐸𝑖 𝛾 . The action 𝜆 ⋅ 𝛾(𝑡) = 𝛾(𝜆𝑡) of ℝ
∗ on ℒ𝑛(𝑌 ) induces an action 𝜎
of ℝ∗ on 𝑈𝐼 locally defined by 𝜆 ⋅ (𝑥, (𝑎𝑖)𝑖) = (𝑥, (𝜆𝑘𝑖𝑎𝑖)𝑖) and 𝑓𝐼 (𝜆 ⋅ (𝑥, (𝑎𝑖)𝑖)) = 𝜆𝑛𝑓𝐼 (𝑥, (𝑎𝑖)𝑖)
where 𝑛 = ∑𝑖∈𝐼 𝑘𝑖𝑁𝑖. So the class [𝑓𝐼 ∶ 𝑈𝐼 → ℝ∗, 𝜎] is well defined in 𝐾𝑛0 . Let 𝛽 = 𝑛𝑁𝐼 ,
and consider the action 𝜎′ of ℝ∗ on 𝑈𝐼 locally defined by 𝜆 ⋅ (𝑥, (𝑎𝑖)𝑖) = (𝑥, (𝜆𝛽𝛼𝑖𝑎𝑖)𝑖), then
[𝑓𝐼 , 𝜎′] is well defined in 𝐾𝑛0 and [𝑓𝐼 , 𝜎
′] = [𝑓𝐼 , 𝜏] in 𝐾0.
We locally define 𝑊𝐼 and 𝑔𝐼 ∶ 𝑊𝐼 → ℝ∗ by𝑊𝐼|𝑈 = {(𝑥, 𝑟) ∈ (𝐸•𝐼 ∩ 𝑈) × ℝ∗, 𝑢(𝑥)𝑟𝑁𝐼 ≠ 0}
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and 𝑔𝐼|𝑈 (𝑥, 𝑟) = 𝑢(𝑥)𝑟𝑁𝐼 . We locally define an action of ℝ∗ on 𝑊𝐼 by 𝜆 ⋅ (𝑥, 𝑟) = (𝑥, 𝜆
𝑛
𝑁𝐼 𝑟)
then [𝑊𝐼 , 𝑔𝐼 ] is well defined in 𝐾𝑛0 . Next 𝑈𝐼
𝜓−→
≃
𝑊𝐼 × {𝑎 ∈ (ℝ
∗)𝐼 , ∏𝑎
𝑁𝑖
𝑁𝐼
𝑖 = 1} where 𝜓
and 𝜓−1 are locally defined by
𝜓(𝑥, 𝑎) = (𝑥, 𝑟 =∏𝑎
𝑁𝑖
𝑁𝐼
𝑖 , (𝑟−𝛼𝑖𝑎𝑖)𝑖)
and
𝜓−1(𝑥, 𝑟, 𝑎) = (𝑥, (𝑟𝛼𝑖𝑎𝑖)𝑖)
Thus, by 3.3.4.(3), we have [𝑈𝐼 , 𝜎] = [𝑈𝐼 , 𝜎′] ∈ 𝐾𝑛0 since pr𝑊𝐼 𝜓(𝜆 ⋅𝜎 𝑦) = 𝜆 ⋅ pr𝑊𝐼 𝜓(𝑦) =
pr𝑊𝐼 𝜓(𝜆 ⋅𝜎′ 𝑦). So [𝑈𝐼 , 𝜎] = [𝑈𝐼 , 𝜏] in 𝐾0. Then, we have
𝑍𝑓 (𝑇 ) = ∑
𝑛≥1
∑
𝑒≥1
∑
∅≠𝐼⊂𝐴
∑
𝑘∈ℕ|𝐼|
∑𝑘𝑖𝑁𝑖=𝑛
∑𝑘𝑖(𝜈𝑖−1)=𝑒
[𝑈𝐼 ∩ (ℎ ∘ 𝑝𝐼 )−1(0)] 𝕃−∑𝑘𝑖−𝑒𝑇 𝑛
= ∑
∅≠𝐼⊂𝐴
[𝑈𝐼 ∩ (ℎ ∘ 𝑝𝐼 )−1(0)] ∑
𝑘∈(ℕ⧵{0})|𝐼|
𝕃−∑𝑘𝑖𝜈𝑖𝑇∑𝑘𝑖𝑁𝑖
= ∑
∅≠𝐼⊂𝐴
[𝑈𝐼 ∩ (ℎ ∘ 𝑝𝐼 )−1(0)]∏
𝑖∈𝐼
𝕃−𝜈𝑖𝑇𝑁𝑖
𝟙 − 𝕃−𝜈𝑖𝑇𝑁𝑖

Definition 3.4.22. Denote by ℳ[[𝑇 ]]sr the ℳ-submodule of ℳ[[𝑇 ]] spanned by 𝟙 and
finite products of terms of the forms 𝕃𝜈𝑇𝑁𝟙−𝕃𝜈𝑇𝑁 and
𝟙
𝟙−𝕃𝜈𝑇𝑁 where 𝑛 ∈ ℕ>0 and 𝜈 ∈ ℤ.
Remark 3.4.23. There exists a unique morphism ofℳ-modules
lim
𝑇∞
∶ ℳ[[𝑇 ]]sr →ℳ
such that
lim
𝑇∞(∏𝑖∈𝐼
𝕃𝜈𝑖𝑇𝑁𝑖
𝟙 − 𝕃𝜈𝑖𝑇𝑁𝑖 ∏𝑗∈𝐽
𝟙
𝟙 − 𝕃𝜈𝑗𝑇𝑁𝑗)
= {
(−1)|𝐼| if 𝐽 = ∅
0 otherwise
Definition 3.4.24. Let 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0) be a Nash germ. By 3.4.21,
𝒮𝑓 = − lim𝑇∞ 𝑍𝑓 (𝑇 ) ∈ ℳ
is well defined. It is called the motivic Milnor fiber of 𝑓 .
Remark 3.4.25. Given ℎ as in Section 3.4.3.2, we have the following explicit formula
𝒮𝑓 = ∑
∅≠𝐼⊂𝐴
(−1)|𝐼|+1 [𝑈𝐼 ∩ (ℎ ∘ 𝑝𝐼 )−1(0)]
Example 3.4.26. Let 𝑓(𝑥, 𝑦) = 𝑥3 − 𝑦3, let ℎ be the blowing-up along the origin.
In the 𝑦-chart, ℎ is given by ℎ(𝑋, 𝑌 ) = (𝑋𝑌 , 𝑌 ) then 𝑓ℎ(𝑋, 𝑌 ) = 𝑌 3(𝑋3 − 1) where
𝐸1 ∶ 𝑌 = 0 is the exceptional divisor and 𝐸2 ∶ 𝑋3 − 1 = 0 is the strict transform. We also
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have Jacℎ(𝑋, 𝑌 ) = |
𝑌 𝑋
0 1 | = 𝑌 . And after the change of variables
̃𝑌 = 𝑌 and ?̃? = 𝑋 − 1
we get 𝑓ℎ(?̃?, ̃𝑌 ) = ̃𝑌 3?̃?(?̃?2 + 3?̃? + 3) where 𝐸1 ∶ ̃𝑌 = 0 and 𝐸2 ∶ ?̃? = 0.
In the 𝑥-chart, ℎ is given by ℎ(𝑋′, 𝑌 ′) = (𝑋′, 𝑋′𝑌 ′) then 𝑓ℎ(𝑋′, 𝑌 ′) = 𝑋′3(1 − 𝑌 ′3)
where𝐸1 ∶ 𝑋′ = 0 and𝐸2 ∶ 1−𝑌 ′3 = 0.We also have Jacℎ(𝑋′, 𝑌 ′) = |
1 0
𝑌 ′ 𝑋′ | = 𝑋
′. And
after the change of variables ?̃?′ = 𝑋′ and ̃𝑌 ′ = 𝑌 ′ − 1 we get 𝑓ℎ(?̃?′, ̃𝑌 ′) = ?̃?′3 ̃𝑌 ′(− ̃𝑌 ′2 −
3 ̃𝑌 ′ − 3) where 𝐸1 ∶ ?̃?′ = 0 and 𝐸2 ∶ ̃𝑌 ′ = 0.
Thus𝑁1 = 3 and𝑁2 = 1, i.e. 𝑓 ∘ ℎ−1(0) = 3𝐸1 + 1𝐸2. Also 𝜈1 = 2 and 𝜈2 = 1.
Notice that (𝑋′, 𝑌 ′) = (𝑋𝑌 , 1𝑋 ) and thus that (?̃?
′, ̃𝑌 ′) = ( ̃𝑌 (?̃? + 1), ?̃?
−1
?̃?+1) and (?̃?, ̃𝑌 ) =
( ̃𝑌
′ −1
̃𝑌 ′+1 , ?̃?
′( ̃𝑌 ′ + 1)). Now we can construct 𝑓{1} ∶ 𝑈{1} → ℝ
∗, 𝑓{2} ∶ 𝑈{2} → ℝ∗ and
𝑓{1,2} ∶ 𝑈{1,2} → ℝ∗ following the construction before Definition 3.4.19.
𝐸•{1} ∩ ℎ
−1(0) = ℙ1ℝ ⧵ {pt} = ℝ
𝐸•{2} ∩ ℎ
−1(0) = ∅
𝐸•{1,2} ∩ ℎ
−1(0) = {pt}
Thus
• 𝑈{1} ∩ (ℎ ∘ 𝑝𝐼 )−1(0) = (ℙ1 ⧵ [1 ∶ 1]) × ℝ∗ and 𝑓{1}([𝑟 ∶ 𝑠], 𝑎) = 𝑎3(𝑟3 − 𝑠3).
• 𝑈{2} ∩ (ℎ ∘ 𝑝𝐼 )−1(0) = ∅.
• 𝑈{1,2} ∩ (ℎ ∘ 𝑝𝐼 )−1(0) = (ℝ∗)2 and 𝑓{1,2}(𝑎, 𝑏) = 𝑎3𝑏.
Finally
𝑍𝑓 (𝑇 ) = [𝑓{1} ∶ (ℙ1 ⧵ [1 ∶ 1]) × ℝ∗ → ℝ∗]
𝕃−2𝑇 3
𝟙 − 𝕃−2𝑇 3 + [𝑓{1,2} ∶ (ℝ
∗)2 → ℝ∗]
𝕃−2𝑇 3
𝟙 − 𝕃−2𝑇 3
𝕃−1𝑇
𝟙 − 𝕃−1𝑇
= 𝕃 𝕃
−2𝑇 3
𝟙 − 𝕃−2𝑇 3 + (𝕃 − 𝟙)
𝕃−2𝑇 3
𝟙 − 𝕃−2𝑇 3
𝕃−1𝑇
𝟙 − 𝕃−1𝑇

We recover the rationality of Koike–Parusiński or Fichou zeta functions.
Proposition 3.4.27 ([32, Proposition 3.2& Proposition 3.5]). For 𝜀 ∈ {+,−}, we have
𝑍𝛽𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐴
(𝑢 − 1)|𝐼|𝛽 (𝐸•𝐼 ∩ ℎ−1(0))∏
𝑖∈𝐼
𝑢−𝜈𝑖𝑇𝑁𝑖
1 − 𝑢−𝜈𝑖𝑇𝑁𝑖
∈ ℤ[𝑢, 𝑢−1][[𝑇 ]]
𝑍𝛽,𝜀𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐴
𝛽 (𝑈𝐼 ∩ (ℎ ∘ 𝑝𝐼 )−1(0) ∩ 𝑓−1𝐼 (𝜀1))∏
𝑖∈𝐼
𝑢−𝜈𝑖𝑇𝑁𝑖
1 − 𝑢−𝜈𝑖𝑇𝑁𝑖
∈ ℤ[𝑢, 𝑢−1][[𝑇 ]]
Proof. We apply the forgetful morphism (resp. 𝐹±) to the coefficients of
𝑍𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐴
[𝑈𝐼 ∩ (ℎ ∘ 𝑝𝐼 )−1(0)] ∑
𝑘∈(ℕ⧵{0})|𝐼|
𝕃−∑𝑘𝑖𝜈𝑖𝑇∑𝑘𝑖𝑁𝑖

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Example 3.4.28. Let 𝑓(𝑥, 𝑦) = 𝑥3 − 𝑦3. We deduce from Example 3.4.26 that
𝑍𝛽𝑓 (𝑇 ) = 𝑢(𝑢 − 1)
𝑢−2𝑇 3
1 − 𝑢−2𝑇 3 + (𝑢 − 1)
2 𝑢−2𝑇 3
1 − 𝑢−2𝑇 3
𝑢−1𝑇
1 − 𝑢−1𝑇
𝑍𝛽,+𝑓 (𝑇 ) = 𝑍
𝛽,−
𝑓 (𝑇 ) = 𝑢
𝑢−2𝑇 3
1 − 𝑢−2𝑇 3 + (𝑢 − 1)
𝑢−2𝑇 3
1 − 𝑢−2𝑇 3
𝑢−1𝑇
1 − 𝑢−1𝑇
Proposition 3.4.29 ([59, (1.1)&(1.2)]). For 𝜀 ∈ {<,>}, we have
𝑍𝜒𝑐𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐴
(−2)|𝐼|𝜒𝑐 (𝐸•𝐼 ∩ ℎ−1(0))∏
𝑖∈𝐼
(−1)𝜈𝑖𝑇𝑁𝑖
1 − (−1)𝜈𝑖𝑇𝑁𝑖
∈ ℤ[[𝑇 ]]
𝑍𝜒𝑐 ,𝜀𝑓 (𝑇 ) = ∑
∅≠𝐼⊂𝐴
𝜒𝑐 (𝑈𝐼 ∩ (ℎ ∘ 𝑝𝐼 )−1(0) ∩ 𝑓−1𝐼 (ℝ𝜀0))∏
𝑖∈𝐼
(−1)𝜈𝑖𝑇𝑁𝑖
1 − (−1)𝜈𝑖𝑇𝑁𝑖
∈ ℤ[[𝑇 ]]
Example 3.4.30. Let 𝑓(𝑥, 𝑦) = 𝑥3 − 𝑦3. We deduce from Example 3.4.26 that
𝑍𝜒𝑐𝑓 (𝑇 ) = 2
𝑇 3
1 − 𝑇 3 + 4
𝑇 3
1 − 𝑇 3
𝑇
1 + 𝑇
𝑍𝜒𝑐 ,>𝑓 (𝑇 ) = 𝑍
𝜒𝑐 ,<
𝑓 (𝑇 ) =
𝑇 3
1 − 𝑇 3
+ 2 𝑇
3
1 − 𝑇 3
𝑇
1 + 𝑇
3.5 Example: non-degenerate polynomials
In this section we follow G. Guibert [50, §2.1] to compute the motivic local zeta func-
tion of a non-degenerate polynomial.Wemay find similar construction for the topological
case [24, §5] and for the 𝑝-adic case [23]. Some ideas of these constructions go back to [61]
and [99].
Wemayfind afirst adaptation in the real non-equivariant case using the virtual Poincaré
polynomial in [36].
3.5.1 The Newton polyhedron of a polynomial
Wefirst recall some definitions related to the Newton polyhedron of a polynomial.We
refer the reader to [4, §8] for more details.
Definition 3.5.1. The Newton polyhedron Γ𝑓 of 𝑓(𝑥) = ∑𝜈∈ℕ𝑑 𝑐𝜈𝑥𝜈 ∈ ℝ[𝑥1,… , 𝑥𝑑] is the
convex hull of
⋃
𝜈∈ℕ𝑑 , 𝑐𝜈≠0
𝜈 + (ℝ+)𝑑
in (ℝ+)𝑑 .
Definition 3.5.2. Given a face 𝜏 ∈ Γ𝑓 , we set 𝑓𝜏(𝑥) = ∑𝜈∈𝜏 𝑐𝜈𝑥𝜈 .
Definition 3.5.3. A polynomial 𝑓 is said to be non-degenerate if for every compact face⋆
𝜏 of Γ𝑓 , the polynomials
𝑓𝜏 ,
𝜕𝑓𝜏
𝜕𝑥𝑖
, 1 ≤ 𝑖 ≤ 𝑑,
have no common zero in (ℝ∗)𝑑 .
⋆We mean the proper faces (not only the facets) and Γ𝑓 itself.
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Definition 3.5.4. For 𝑘 ∈ (ℝ+)𝑑 , we define the supporting function
𝑚(𝑘) = inf
𝑥∈Γ𝑓
{𝑘 ⋅ 𝑥} = min
𝑥∈Γ𝑓
{𝑘 ⋅ 𝑥}
Proof. We can take the infimum in the compact set 𝐶 = Conv({𝜈, 𝑐𝜈 ≠ 0}) since Γ𝑓 =
𝐶 + (ℝ+)𝑑 . 
Notation 3.5.5. For 𝑘 ∈ (ℝ+)𝑑 , the trace 𝜏(𝑘) = {𝑥 ∈ Γ𝑓 , 𝑘 ⋅ 𝑥 = 𝑚(𝑘)} is a face of Γ𝑓 .
Proof. That is the nonempty intersection of a hyperplane with Γ𝑓 . 
Proposition 3.5.6. • 𝜏(0) = Γ𝑓
• For 𝑘 ≠ 0, 𝜏(𝑘) is a proper face of Γ𝑓
• 𝜏(𝑘) is a compact face if and only if 𝑘 ∈ (ℝ+ ⧵ {0})𝑑
Notation 3.5.7. For 𝜏 a face of Γ𝑓 , we define the cone 𝜎(𝜏) = {𝑘 ∈ (ℝ+)𝑑 , 𝜏(𝑘) = 𝜏} and
?̃?(𝜏) = 𝜎(𝜏) ∩ ℕ𝑑 .
Notation 3.5.8. Let 𝜏 be a facet (i.e. a face of codimension 1), then 𝜏 is supported by a
hyperplane which contains at least one point with integer coefficients. So this hyperplane
has a unique equation
𝑑
∑
𝑖=1
𝑎𝑖𝑥𝑖 = 𝑁
with 𝑎𝑖, 𝑁 ∈ ℕ and gcd{𝑎𝑖} = 1. Thus 𝑒𝜏 = (𝑎1,… , 𝑎𝑑) is the unique primitive vector in
ℕ𝑑 ⧵ {0} which is perpendicular to 𝜏.
Lemma 3.5.9. Let 𝜏 be a proper face of Γ𝑓 , denote by 𝜏1,… , 𝜏𝑙 the facets containing 𝜏. Then
𝜎(𝜏) =
⎧⎪
⎨
⎪⎩
𝑙
∑
𝑖=1
𝛼𝑖𝑒𝜏𝑖 , 𝛼𝑖 ∈ ℝ∗+
⎫⎪
⎬
⎪⎭
3.5.2 The motivic zeta function and Milnor fiber of a non-degenerate polyno-
mial
We may easily adapt the proof of [90, Proposition 3.13] in order to get the following
lemma.
Lemma 3.5.10. For 𝜏 a compact face of Γ𝑓 and 𝑘 ∈ ?̃?(𝜏)we define the class [(ℝ∗)𝑑 ⧵ 𝑓−1𝜏 (0), 𝜎𝑘] ∈
𝐾𝑚(𝑘)0 where the morphism is 𝑓𝜏 and the action given by 𝜆 ⋅𝜎𝑘 𝑥 = (𝜆
𝑘𝑖𝑥𝑖)𝑖.
Then for 𝑘, 𝑘′ ∈ 𝜎(𝜏), [(ℝ∗)𝑑 ⧵ 𝑓−1𝜏 (0), 𝜎𝑘] = [(ℝ∗)𝑑 ⧵ 𝑓−1𝜏 (0), 𝜎𝑘′] ∈ 𝐾0. We simply denote it by
[(ℝ∗)𝑑 ⧵ 𝑓−1𝜏 (0)].
Remark 3.5.11. We consider (ℝ∗)𝑑 ⧵ 𝑓−1𝜏 (0) and not 𝑓−1𝜏 (ℝ∗) ⊂ (ℝ)𝑑 .
Lemma 3.5.12. Let 𝑓 ∶ ℝ𝑑 → ℝ be a weighted homogeneous polynomial of weight (𝑘1,… , 𝑘𝑑 ; 𝑚)
with 𝑘𝑖 ∈ ℕ>0 such that 𝑓, 𝜕𝑓𝜕𝑥1 ,…,
𝜕𝑓
𝜕𝑥𝑑
have no common zero in (ℝ∗)𝑑 . For 𝑙 ≥ 1, we consider
𝐴 = {𝛾 ∈ ℒ𝑚+𝑙(ℝ𝑑), ord𝑡 𝛾 = 𝑘, ord𝑡 𝑓𝛾 = 𝑚 + 𝑙}
with the morphism 𝜑 ∶ 𝐴 → ℝ∗ which associates to 𝛾 the angular component of 𝑓𝛾 and the action
𝜆 ⋅ 𝛾(𝑡) = 𝛾(𝜆𝑡). Thus [𝐴] ∈ 𝐾𝑚+𝑙0 is well defined. Then
[𝐴] = [𝑓−1(0) ∩ (ℝ∗)𝑑]𝕃𝑙(𝑑−1)+𝑚𝑑−∑
𝑑
𝑖=1 𝑘𝑖 ∈ 𝐾𝑚+𝑙0
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Proof. We set 𝛾(𝑡) = (𝑡𝑘1𝑎1(𝑡),… , 𝑡𝑘𝑑𝑎𝑑(𝑡))with 𝑎𝑖(0) ≠ 0 then developping 𝑓𝛾(𝑡), the coeffi-
cient of 𝑡𝑚 is 𝑓(𝑎10,… , 𝑎𝑑0), the coefficient of 𝑡𝑚+1 is of the form
𝑙1(𝑎11,… , 𝑎𝑑1) − 𝐶𝑎⋅0
the coefficient of 𝑡𝑚+2 is of the form
𝑙2(𝑎12,… , 𝑎𝑑2) − 𝐶𝑎⋅0,𝑎⋅1
and so onwhere the 𝑙𝑖 are non-trivial linear equations. Thuswemay resolve 𝑓(𝛾(𝑡)) = 𝑐𝑡𝑚+𝑙
mod 𝑡𝑚+𝑙+1 with 𝑐 ≠ 0 line by line, which brings
[𝐴] = [𝑓−1(0) ∩ (ℝ∗)𝑑]𝕃(𝑑−1)(𝑙−1) [𝑔 ∶ 𝑔−1(ℝ∗) → ℝ∗] 𝕃∑
𝑑
𝑖=1(𝑚−𝑘𝑖)
where 𝑔 ∶ ℝ𝑑 → ℝ is defined by 𝑔(𝑥) = 𝑙𝑙(𝑥) − 𝐶𝑎⋅0,…,𝑎⋅𝑙−1 .
Up to reordering the coordinates, we have the following𝒜𝒮-bijection over ℝ∗
ℝ𝑑 Ψ //
𝑔 !!B
BB
BB
BB
B ℝ𝑑
pr𝑑}}||
||
||
||
ℝ∗
defined by Ψ(𝑥1,… , 𝑥𝑑) = (𝑥1,… , 𝑥𝑑−1, 𝑔(𝑥)) so that
[𝑔 ∶ 𝑔−1(ℝ∗) → ℝ∗] = 𝕃𝑑−1[id ∶ ℝ∗ → ℝ∗] = 𝕃𝑑−1𝟙𝑚+𝑙 = 𝕃𝑑−1
Therefore
[𝐴] = [𝑓−1(0) ∩ (ℝ∗)𝑑]𝕃(𝑑−1)𝑙𝕃𝑚𝑑−∑
𝑑
𝑖=1 𝑘𝑖

Definition 3.5.13. For 𝑚 ∈ ℤwe define ℱ𝑚ℳ as the subgroup ofℳ spanned by elements
[𝑆]𝕃−𝑖 with 𝑖 − dim𝑆 ≥ 𝑚. We denote by ℳ̂ the completion of ℳ with respect to the
filtration ℱ ⋅ℳ.
Remark 3.5.14. The ring ℳ̂ allows us to handle terms of the form∑𝑖 𝕃−𝑘𝑖 that may appear
in the following formula.
Theorem 3.5.15. Let 𝑓 be non-degenerate, then
𝑍𝑓 (𝑇 ) = ∑
𝜏 compact face
([(ℝ
∗)𝑑 ⧵ 𝑓−1𝜏 (0)] + [𝑓−1𝜏 (0) ∩ (ℝ∗)𝑑]
𝕃−1𝑇
𝟙 − 𝕃−1𝑇 ) ∑𝑘∈?̃?(𝜏)
𝕃−∑𝑘𝑖𝑇 𝑚(𝑘) ∈ ℳ̂[[𝑇 ]]
Proof. We first notice that
(ℕ ⧵ {0})𝑑 = ⨆
𝜏 compact face of Γ𝑓
?̃?(𝜏)
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Thus⋆
𝑍𝑓 (𝑇 ) = ∑
𝑛≥1
[𝔛𝑛(𝑓 )] 𝕃−𝑛𝑑𝑇 𝑛
= ∑
𝜏 compact face
∑
𝑘∈?̃?(𝜏)
∑
𝑛≥𝑚(𝑘)
[𝛾 ∈ ℒ𝑛(ℝ𝑑), ord𝑡 𝛾 = 𝑘, ord𝑡 𝑓𝛾 = 𝑛] 𝕃−𝑛𝑑𝑇 𝑛
=∑
𝜏
⎛
⎜
⎜
⎝
∑
𝑘∈?̃?(𝜏)
[𝛾 ∈ ℒ𝑚(𝑘)(ℝ𝑑), ord𝑡 𝛾 = 𝑘, ord𝑡 𝑓𝛾 = 𝑚(𝑘)] 𝕃−𝑚(𝑘)𝑑𝑇 𝑚(𝑘)
+ ∑
𝑘∈?̃?(𝜏)
∑
𝑙≥1
[𝛾 ∈ ℒ𝑚(𝑘)+𝑙(ℝ𝑑), ord𝑡 𝛾 = 𝑘, ord𝑡 𝑓𝛾 = 𝑚(𝑘) + 𝑙] 𝕃−(𝑚(𝑘)+𝑙)𝑑𝑇 𝑚(𝑘)+𝑙
⎞
⎟
⎟
⎠
=∑
𝜏
(𝑍=𝜏 (𝑇 ) + 𝑍>𝜏 (𝑇 ))
Fix 𝜏 a compact face of Γ𝑓 and 𝑘 ∈ (ℕ⧵{0})𝑑 such that 𝜏(𝑘) = 𝜏. Let 𝛾 ∈ ℒ𝑚(𝑘)(ℝ𝑑) satisfying
ord𝑡 𝛾 = 𝑘 and ord𝑡 𝑓𝛾 = 𝑚(𝑘). Then 𝛾(𝑡) = (𝑡𝑘𝑖𝑎𝑖(𝑡))𝑖 with 𝑎𝑖(0) ≠ 0 and
𝑓𝛾(𝑡) = ∑
𝜈
𝑐𝜈𝑎(𝑡)𝜈𝑡𝑘⋅𝜈 = 𝑓𝜏(𝑎(0))𝑡𝑚(𝑘) + 𝑡𝑚(𝑘)+1𝑅(𝑡)
Thus ord𝑡 𝑓𝛾 = ord𝑡 𝑓𝜏𝛾 and ac 𝑓𝛾 = ac 𝑓𝜏𝛾 and
𝑍=𝜏 (𝑇 ) = ∑
𝑘∈?̃?(𝜏)
[(ℝ∗)𝑑 ⧵ 𝑓−1𝜏 (0), 𝜎𝑘] 𝕃−∑𝑘𝑖𝑇 𝑚(𝑘)
where the morphism is 𝑓𝜏 and the action 𝜎𝑘 is the one induced by the action on ℒ𝑚(𝑘)(ℝ𝑑),
i.e. 𝜆 ⋅𝜎𝑘 (𝑥1,… , 𝑥𝑑) = (𝜆
𝑘1𝑥1,… , 𝜆𝑘𝑑𝑥𝑑). Thus [(ℝ∗)𝑑 ⧵ 𝑓−1𝜏 (0), 𝜎𝑘] is well defined in 𝐾
𝑚(𝑘)
0 .
By the lemma 3.5.10, we get
𝑍=𝜏 (𝑇 ) = [(ℝ∗)𝑑 ⧵ 𝑓−1𝜏 (0)] ∑
𝑘∈?̃?(𝜏)
𝕃−∑𝑘𝑖𝑇 𝑚(𝑘)
Now let 𝑙 ≥ 1 and 𝛾 ∈ ℒ𝑚(𝑘)+𝑙(ℝ𝑑) satisfying ord𝑡 𝛾 = 𝑘 and ord𝑡 𝑓𝛾 = 𝑚(𝑘) + 𝑙. We set
𝛾(𝑡) = (𝑡𝑘1𝑎1(𝑡),… , 𝑡𝑘𝑑𝑎𝑑(𝑡))with 𝑎𝑖(0) ≠ 0. By Lemma 3.5.12 we get
𝑍>𝜏 (𝑇 ) = ∑
𝑘∈?̃?(𝜏)
∑
𝑙≥1
[𝑓−1𝜏 (0) ∩ (ℝ∗)𝑑]𝕃−∑𝑘𝑖−𝑙𝑇 𝑚(𝑘)+𝑙
= [𝑓−1𝜏 (0) ∩ (ℝ∗)𝑑]
𝕃−1𝑇
𝟙 − 𝕃−1𝑇 ∑𝑘∈?̃?(𝜏)
𝕃−∑𝑘𝑖𝑇 𝑚(𝑘)

Corollary 3.5.16. If 𝑓 is non-degenerate then
𝑆𝑓 = − ∑
𝜏 compact face
(−1)𝑑−dim 𝜏 ([(ℝ
∗)𝑑 ⧵ 𝑓−1𝜏 (0)] − [𝑓−1𝜏 (0) ∩ (ℝ∗)𝑑] ⋅ 𝟙) ∈ ℳ̂
Proof. It’s a direct application of [22, pp1006–1007] [50, Lemme 2.1.5], noticing that dim 𝜏+
dim𝜎(𝜏) = 𝑑. 
⋆The condition 𝛾(0) = 0 is satisfied since 𝑘 ∈ (ℕ ⧵ {0})𝑑 .
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Example 3.5.17. Let 𝑓(𝑥, 𝑦) = 𝑥3 − 𝑦3. The Newton polyhedron of 𝑓 has 3 compact faces:
1. 𝜏1 = {𝜆(0, 3) + (1 − 𝜆)(3, 0), 𝜆 ∈ [0, 1]} with ?̃?(𝜏1) = ℕ>0(1, 1).
2. 𝜏2 = {(0, 3)} with ?̃?(𝜏2) = (2, 1) + ℕ(1, 1) + ℕ(0, 1).
3. 𝜏3 = {(3, 0)} with ?̃?(𝜏3) = (1, 2) + ℕ(1, 1) + ℕ(0, 1).
Thus
𝑍𝑓 (𝑇 ) = ([(𝑥, 𝑦) ∈ (ℝ
∗)2, 𝑥3 − 𝑦3 ≠ 0] + [(𝑥, 𝑦) ∈ (ℝ∗)2, 𝑥3 − 𝑦3 = 0] 𝕃
−1𝑇
𝟙 − 𝕃−1𝑇 )
𝕃−2𝑇 3
𝟙 − 𝕃−2𝑇 3
+ [(𝑥, 𝑦) ∈ (ℝ∗)2 ↦ 𝑥3]
𝟙
𝕃 − 𝟙
𝕃−2𝑇 3
𝟙 − 𝕃−2𝑇 3 + [(𝑥, 𝑦) ∈ (ℝ
∗)2 ↦ −𝑦3]
𝟙
𝕃 − 𝟙
𝕃−2𝑇 3
𝟙 − 𝕃−2𝑇 3
=
⎛
⎜
⎜
⎝
[(𝑥, 𝑦) ∈ (ℝ∗)2, 𝑥3 − 𝑦3 ≠ 0] + [𝑥 ∈ ℝ∗ ↦ 𝑥3] + [𝑦 ∈ ℝ∗ ↦ −𝑦3]
+ (𝕃 − 𝟙) 𝕃
−1𝑇
𝟙 − 𝕃−1𝑇
⎞
⎟
⎟
⎠
𝕃−2𝑇 3
𝟙 − 𝕃−2𝑇 3
= ((𝕃 − 𝟙 − 𝟙) + 𝟙 + 𝟙 + (𝕃 − 𝟙)
𝕃−1𝑇
𝟙 − 𝕃−1𝑇 )
𝕃−2𝑇 3
𝟙 − 𝕃−2𝑇 3
= (𝕃 + (𝕃 − 𝟙)
𝕃−1𝑇
𝟙 − 𝕃−1𝑇 )
𝕃−2𝑇 3
𝟙 − 𝕃−2𝑇 3
Since
{(𝑥, 𝑦) ∈ (ℝ∗)2, 𝑥3 − 𝑦3 ≠ 0}
𝜓 //
𝑓
))RR
RRR
RRR
RRR
RRR
R
ℝ∗ × ℝ ⧵ {0, 1}
̃𝑓xxqqq
qqq
qqq
qqq
ℝ∗
where 𝑓(𝑥, 𝑦) = 𝑥3−𝑦3, ̃𝑓 (𝑎, 𝑏) = 𝑎,𝜓(𝑥,𝑦) = (𝑥
3 −𝑦3, 𝑦𝑥) and𝜓
−1(𝑎, 𝑏) = (( 𝑎1−𝑏3 )
1
3 , ( 𝑎1−𝑏3 )
1
3 𝑏).
3.6 A convolution formula for the motivic local zeta function
The goal of this section is to express 𝑍𝑓1⊕𝑓2(𝑇 ) in terms of 𝑍𝑓1(𝑇 ) and 𝑍𝑓2(𝑇 ) where
the 𝑓𝑖 ∶ (ℝ𝑑𝑖 , 0) → (ℝ, 0) are two Nash germs and 𝑓1 ⊕ 𝑓2(𝑥, 𝑦) = 𝑓1(𝑥) + 𝑓2(𝑦).
The idea of the proof is the following, given two arcs 𝛾𝑖 ∈ ℒ(ℝ𝑑 , 0), we have two cases
to distinguish: either ord𝑡 𝑓1𝛾1 ≠ ord𝑡 𝑓2𝛾2, let say ord𝑡 𝑓1𝛾1 < ord𝑡 𝑓2𝛾2, and then ord𝑡(𝑓1 ⊕
𝑓2)(𝛾1, 𝛾2) = ord𝑡 𝑓1𝛾1 and ac(𝑓1 ⊕ 𝑓2)(𝛾1, 𝛾2) = ac 𝑓1𝛾1 or ord𝑡 𝑓1𝛾1 = ord𝑡 𝑓2𝛾2 and then
two phenomena may appear. In this case, either ac 𝑓1𝛾1 + ac 𝑓2𝛾2 ≠ 0 and then ord𝑡(𝑓1 ⊕
𝑓2)(𝛾1, 𝛾2) = ord𝑡 𝑓1𝛾1 = ord𝑡 𝑓2𝛾2 and ac(𝑓1 ⊕ 𝑓2)(𝛾1, 𝛾2) = ac 𝑓1𝛾1 + ac 𝑓2𝛾2 or ac 𝑓1𝛾1 +
ac 𝑓2𝛾2 = 0 and then ord𝑡(𝑓1 ⊕ 𝑓2)(𝛾1, 𝛾2) > ord𝑡 𝑓1𝛾1 = ord𝑡 𝑓2𝛾2.
In [27] or [74], the authors work with an equivariant Grothendieck ring over ℂ with
actions of the unit roots (with the additional hypothesis that ac 𝑓𝛾 = 1 in 𝔛𝑛(𝑓 )). Then
they consider the motives of
{𝑥𝑛 + 𝑦𝑛 = 𝜀} × (𝔛𝑛(𝑓1) × 𝔛𝑛(𝑓2))/(𝜆 ⋅ (𝑥, 𝑦), (𝛾1, 𝛾2)) ∼ ((𝑥, 𝑦), 𝜆 ⋅ (𝛾1, 𝛾2))
where 𝜆 ∈ 𝜇𝑛 and 𝜀 ∈ {0, 1}, to handle the case ord𝑡 𝑓1𝛾1 = ord𝑡 𝑓2𝛾2.
The lack of unit roots and the quotient don’t allow us to adapt these constructions.
However our ring 𝐾0, adapted from the one of [51], remembers the angular component
morphisms ac𝑓 ∶ 𝛾 ↦ ac 𝑓𝛾 . Thus, following [51, §5.1], we may define a convolution
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product in order to get a convolution formula⋆. The definition of this convolution product
is motivated by the previous discussion.
Definition 3.6.1. The following construction induces a map 𝐾𝑚0 × 𝐾
𝑛
0 → 𝐾
𝑛𝑚
0 .
Let 𝛼 = [𝑋, 𝜎, 𝜑] ∈ 𝐾𝑚0 and 𝛽 = [𝑌 , 𝜏, 𝜓] ∈ 𝐾
𝑛
0 . Then we set
𝛼 ∗ 𝛽 = −[𝑍1, 𝜇1, 𝑓1] + [𝑍2, 𝜇2, 𝑓2] ∈ 𝐾𝑚𝑛0
where
⎧⎪
⎨
⎪⎩
𝑍1 = 𝑋 × 𝑌 ⧵ (𝜑 + 𝜓)−1(0)
𝑓1 = 𝜑 + 𝜓
𝜆 ⋅𝜇1 (𝑥, 𝑦) = (𝜆
𝑛 ⋅𝜎 𝑥, 𝜆𝑚 ⋅𝜏 𝑦)
and
⎧⎪
⎨
⎪⎩
𝑍2 = (𝜑 + 𝜓)−1(0) × ℝ∗
𝑓2 = prℝ∗
𝜆 ⋅𝜇2 (𝑥, 𝑦, 𝑟) = (𝜆
𝑛 ⋅𝜎 𝑥, 𝜆𝑚 ⋅𝜏 𝑦, 𝜆𝑚𝑛𝑟)
This construction extends to a map 𝐾0 × 𝐾0 → 𝐾0 and to a mapℳ×ℳ→ℳ.
Proposition 3.6.2. The convolution product ∗ in 𝐾0 (resp.ℳ) is commutative and associative.
It is 𝐾0(𝒜𝒮)-bilinear (resp.ℳ𝒜𝒮 -bilinear). The class 𝟙 is a unit for this product.
Proof. We easily adapt the proof of [51, Proposition 5.2]. 
Lemma 3.6.3. Let 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ, 0) be a Nash germ. Then, in 𝐾0(𝒜𝒮), we have the relation
[{𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), ord𝑡 𝑔𝛾 > 𝑛}] = 𝕃𝑛𝑑 (
1 −
𝑛
∑
𝑖=1
[𝔛𝑖(𝑔)]𝕃−𝑖𝑑)
Proof. ℒ𝑛(ℝ𝑑 , 0) = ⨆𝑛𝑖=1(𝜋
𝑛
𝑖 )−1(𝔛𝑖(𝑔)) ⊔ {𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), ord𝑡 𝑔𝛾 > 𝑛}.
So 𝕃𝑛𝑑 =
(
𝑛
∑
𝑖=1
[𝔛𝑖(𝑔)]𝕃(𝑛−𝑖)𝑑)
+ [{𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), ord𝑡 𝑔𝛾 > 𝑛}].
Finally, [{𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), ord𝑡 𝑔𝛾 > 𝑛}] = 𝕃𝑛𝑑 −
𝑛
∑
𝑖=1
[𝔛𝑖(𝑔)]𝕃(𝑛−𝑖)𝑑 
Definition 3.6.4. We define the motivic naive local zeta function by
𝑍naive𝑓 (𝑇 ) = ∑
𝑛≥1
[𝔛𝑛(𝑓 )]𝕃−𝑛𝑑𝑇 𝑛 ∈ℳ[[𝑇 ]]
Definition 3.6.5. Let 𝑓 ∶ (ℝ𝑑 , 0) → (ℝ, 0). We set
[𝔜𝑛(𝑓 )] = [𝔛𝑛(𝑓 )] − [𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), ord𝑡 𝑓𝛾 > 𝑛] ⋅ 𝟙
= [𝔛𝑛(𝑓 )] − 𝕃𝑛𝑑 (
𝟙 −
𝑛
∑
𝑖=1
[𝔛𝑖(𝑓 )]𝕃−𝑖𝑑)
⋆We may also notice that the convolution [51, §5.1] is compatible with the one of [74] by [51, (5.1.8)].
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and we introduce the modified zeta function defined by
?̃?𝑓 (𝑇 ) = ∑
𝑛≥1
[𝔜𝑛(𝑓 )] 𝕃−𝑛𝑑𝑇 𝑛
=∑
𝑛≥1
[𝔛𝑛(𝑓 )] 𝕃−𝑛𝑑𝑇 𝑛 −∑
𝑛≥1
𝑇 𝑛 +∑
𝑛≥1
𝑛
∑
𝑖=1
[𝔛𝑖(𝑓 )]𝕃−𝑖𝑑𝑇 𝑛
= 𝑍𝑓 (𝑇 ) −
𝑇
𝟙 − 𝑇 +∑𝑖≥1∑𝑛≥𝑖
[𝔛𝑖(𝑓 )]𝕃−𝑖𝑑𝑇 𝑛
= 𝑍𝑓 (𝑇 ) −
𝑇 − 𝟙 + 𝟙
𝟙 − 𝑇 +
𝟙
𝟙 − 𝑇 ∑𝑖≥1
[𝔛𝑖(𝑓 )]𝕃−𝑖𝑑𝑇 𝑖
= 𝑍𝑓 (𝑇 ) −
𝟙 − 𝑍naive𝑓 (𝑇 )
𝟙 − 𝑇 + 𝟙 ∈ ℳ[[𝑇 ]]
Remark 3.6.6. − lim
𝑇∞
?̃?𝑓 (𝑇 ) = 𝒮𝑓 − 𝟙
Remark 3.6.7. Applying the forgetful morphism or the morphisms 𝐹>, 𝐹< and the Euler
characteristic with compact support to the coefficients of ?̃?𝑓 (𝑇 ) we recover the modified
zeta functions of S. Koike and A. Parusiński [59].
?̃?𝜒𝑐 ,>𝑓 (𝑇 ) = ∑
𝑛≥1
𝜒𝑐 (𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), 𝑓𝛾(𝑡) = 𝑐𝑡𝑛 mod 𝑡𝑛+1, 𝑐 ≥ 0) (−1)𝑛𝑑𝑇 𝑛
=
1 − 𝑍𝜒𝑐𝑓 (𝑇 )
1 − 𝑇 − 1 + 𝑍
𝜒𝑐 ,>
𝑓 (𝑇 ) ∈ ℤ[[𝑇 ]]
?̃?𝜒𝑐 ,<𝑓 (𝑇 ) = ∑
𝑛≥1
𝜒𝑐 (𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), 𝑓𝛾(𝑡) = 𝑐𝑡𝑛 mod 𝑡𝑛+1, 𝑐 ≤ 0) (−1)𝑛𝑑𝑇 𝑛
=
1 − 𝑍𝜒𝑐𝑓 (𝑇 )
1 − 𝑇 − 1 + 𝑍
𝜒𝑐 ,<
𝑓 (𝑇 ) ∈ ℤ[[𝑇 ]]
?̃?𝜒𝑐𝑓 (𝑇 ) = ?̃?
𝜒𝑐 ,>
𝑓 (𝑇 ) + ?̃?
𝜒𝑐 ,<
𝑓 (𝑇 ) = ∑
𝑛≥1
𝜒𝑐 (𝛾 ∈ ℒ𝑛(ℝ𝑑 , 0), ord𝑡 𝑓𝛾 ≥ 𝑛) (−1)𝑛𝑑𝑇 𝑛
= 2
1 − 𝑍𝜒𝑐𝑓 (𝑇 )
1 − 𝑇 − 2 + 𝑍
𝜒𝑐
𝑓 (𝑇 ) ∈ ℤ[[𝑇 ]]
Example 3.6.8. Let 𝑓 𝜀𝑘 (𝑥) = 𝜀𝑥
𝑘 where 𝜀 ∈ {±1}, then
?̃?𝑓 𝜀𝑘 (𝑇 ) = −
𝑘−1
∑
𝑟=1
𝑇 𝑟 +∑
𝑞≥1
⎛
⎜
⎜
⎝
([𝑓 𝜀𝑘 ∶ ℝ
∗ → ℝ∗] − 𝟙)𝕃−𝑞𝑇 𝑘𝑞 −
𝑘−1
∑
𝑟=1
𝕃−𝑞𝑇 𝑘𝑞+𝑟
⎞
⎟
⎟
⎠
= −∑
𝑞≥0
𝑘−1
∑
𝑟=1
𝕃−𝑞𝑇 𝑘𝑞+𝑟 −∑
𝑞≥1
(𝟙 − [𝑓 𝜀𝑘 ∶ ℝ
∗ → ℝ∗])𝕃−𝑞𝑇 𝑘𝑞
= −𝑇 −⋯ − 𝑇 𝑘−1 − (𝟙 − [𝑓 𝜀𝑘 ]) 𝕃
−1𝑇 𝑘 − 𝕃−1𝑇 𝑘+1 −⋯− 𝕃−1𝑇 2𝑘−1 − (𝟙 − [𝑓 𝜀𝑘 ]) 𝕃
−2𝑇 2𝑘 − 𝕃−2𝑇 2𝑘+1 −⋯
Proof. Obviously
[𝔛𝑘𝑞+𝑟(𝑓 𝜀𝑘 )] 𝕃
−(𝑘𝑞+𝑟) = {
[𝑓 𝜀𝑘 ∶ ℝ
∗ → ℝ∗]𝕃−𝑞 if 𝑟 = 0
0 otherwise
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and
[𝔛𝑘𝑞+𝑟(𝑓 𝜀𝑘 )]𝕃
−(𝑘𝑞+𝑟) = {
(𝕃 − 𝟙)𝕃−𝑞 if 𝑟 = 0
0 otherwise
Thus
[𝔜𝑘𝑞+𝑟(𝑓 𝜀𝑘 )] 𝕃
−(𝑘𝑞+𝑟) =
⎧⎪
⎪
⎨
⎪
⎪⎩
[𝑓 𝜀𝑘 ∶ ℝ
∗ → ℝ∗]𝕃−𝑞 +
𝑞
∑
𝑖=1
(𝕃 − 𝟙)𝕃−𝑖 − 𝟙 if 𝑟 = 0
𝑞
∑
𝑖=1
(𝕃 − 𝟙)𝕃−𝑖 − 𝟙 otherwise
= {
([𝑓 𝜀𝑘 ∶ ℝ
∗ → ℝ∗] − 𝟙)𝕃−𝑞 if 𝑟 = 0
−𝕃−𝑞 otherwise

Definition 3.6.9. We define the motivic naive modified zeta function by
?̃?naive𝑓 (𝑇 ) = ∑
𝑛≥1
[𝔜𝑛(𝑓 )]𝕃−𝑛𝑑𝑇 𝑛 ∈ℳ[[𝑇 ]]
Proposition 3.6.10.
𝕃 − ?̃?naive𝑓 (𝑇 )
𝕃 − 𝑇 =
𝟙 − 𝑍naive𝑓 (𝑇 )
𝟙 − 𝑇
Proof. From
?̃?𝑓 (𝑇 ) = 𝑍𝑓 (𝑇 ) −
𝟙 − 𝑍naive𝑓 (𝑇 )
𝟙 − 𝑇 + 𝟙
we deduce
?̃?naive𝑓 (𝑇 ) = 𝑍
naive
𝑓 (𝑇 ) − (𝕃 − 𝟙)
𝟙 − 𝑍naive𝑓 (𝑇 )
𝟙 − 𝑇 + 𝕃 − 𝟙
?̃?naive𝑓 (𝑇 ) − 𝕃 = (𝑍
naive
𝑓 (𝑇 ) − 𝟙) + (𝑍
naive
𝑓 (𝑇 ) − 𝟙)
𝕃 − 𝟙
𝟙 − 𝑇
?̃?naive𝑓 (𝑇 ) − 𝕃 = (𝑍
naive
𝑓 (𝑇 ) − 𝟙)
𝕃 − 𝑇
𝟙 − 𝑇

Remark 3.6.11. We recover the following formula of [59, p2070]
1 − 𝑍𝜒𝑐𝑓 (𝑇 )
1 − 𝑇 =
1 + ?̃?𝜒𝑐𝑓 (𝑇 )
1 + 𝑇
Corollary 3.6.12. We may compute ?̃?𝑓 (𝑇 ) from 𝑍𝑓 (𝑇 ) and 𝑍𝑓 (𝑇 ) from ?̃?𝑓 (𝑇 ).
More precisely, we have
?̃?𝑓 (𝑇 ) = 𝑍𝑓 (𝑇 ) −
𝟙 − 𝑍naive𝑓 (𝑇 )
𝟙 − 𝑇 + 𝟙
and
𝑍𝑓 (𝑇 ) = ?̃?𝑓 (𝑇 ) +
𝕃 − ?̃?naive𝑓 (𝑇 )
𝕃 − 𝑇 − 𝟙
Theorem 3.6.13. Let 𝑓1 ∶ (ℝ𝑑1 , 0) → (ℝ, 0) and 𝑓2 ∶ (ℝ𝑑2 , 0) → (ℝ, 0) be two Nash germs. Then
?̃?𝑓1⊕𝑓2(𝑇 ) = −?̃?𝑓1(𝑇 ) ⊛ ?̃?𝑓2(𝑇 )
where the product⊛ is the Hadamard product which consists in applying the convolution product
coefficientwise.
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Remark 3.6.14. Similar formulas are known when the angular component is fixed to be
1 with an action of the unit roots [27, Main Theorem 4.2.4] or for the Euler characteristic
with compact support [59, Theorem 2.3].
Remark 3.6.15. The definition of the modified zeta function could have been multiplied
by a factor (−1)𝑑 in order to avoid the sign in Theorem 3.6.13.
Lemma 3.6.16 ([74, Lemma 7.6][27, Proposition 5.1.2]). Let 𝑍1(𝑇 ), 𝑍2(𝑇 ) ∈ ℳ[[𝑇 ]]sr then
lim
𝑇∞
𝑍1(𝑇 ) ⊛ 𝑍2(𝑇 ) = −(lim𝑇∞ 𝑍1(𝑇 )) ∗ (lim𝑇∞ 𝑍2(𝑇 ))
Corollary 3.6.17 (Motivic Thom–Sebastiani formula). 𝒮𝑓1⊕𝑓2 = −𝒮𝑓1 ∗ 𝒮𝑓2 + 𝒮𝑓1 + 𝒮𝑓2
Example 3.6.18. Let 𝑓(𝑥, 𝑦) = 𝑥3 − 𝑦3. We deduce from Example 3.6.8 and Theorem 3.6.13
that
?̃?𝑓 (𝑇 ) = −∑
𝑞≥0
2
∑
𝑟=1
𝕃−2𝑞𝑇 3𝑞+𝑟 = − 𝑇 + 𝑇
2
𝟙 − 𝕃−2𝑇 3
We recover that
𝑍𝑓 (𝑇 ) = ?̃?𝑓 (𝑇 ) +
𝕃 − ?̃?naive𝑓 (𝑇 )
𝕃 − 𝑇 − 𝟙
= − 𝑇 + 𝑇
2
𝟙 − 𝕃−2𝑇 3 +
𝕃+ (𝕃−𝟙) 𝑇+𝑇 2𝟙−𝕃−2𝑇 3
𝕃 − 𝑇 − 𝟙
= 𝑇
3 − 𝕃−2𝑇 4
(𝕃 − 𝑇 )(𝟙 − 𝕃−2𝑇 3)
= 𝕃
−1𝑇 3 − 𝕃−3𝑇 4
(𝟙 − 𝕃−1𝑇 )(𝟙 − 𝕃−2𝑇 3)
= 𝕃 𝕃
−2𝑇 3
𝟙 − 𝕃−2𝑇 3 + (𝕃 − 𝟙)
𝕃−1𝑇
𝟙 − 𝕃−1𝑇
𝕃−2𝑇 3
𝟙 − 𝕃−2𝑇 3

Proof of Theorem 3.6.13. In order to shorten the formulas,we setℒ(𝑀,𝐴) = {𝛾 ∈ ℒ(𝑀), 𝛾(0) ∈ 𝐴}.
First case: ord𝑡 𝑓1𝛾1 ≠ ord𝑡 𝑓2𝛾2.
We set 𝔛≠𝑛 (𝑓1 ⊕ 𝑓2) = {(𝛾1, 𝛾2) ∈ ℒ𝑛(ℝ𝑑1+𝑑2 , 0), ord𝑡 𝑓1𝛾1 ≠ ord𝑡 𝑓2𝛾2, ord𝑡(𝑓1𝛾1 + 𝑓2𝛾2) = 𝑛}
with the natural action on jets and the natural morphism induced by the angular compo-
nent. Then
[𝔛
≠
𝑛 (𝑓1 ⊕ 𝑓2)] = [𝔛𝑛(𝑓1)] [𝛾2 ∈ ℒ𝑛(ℝ𝑑2 , 0), ord𝑡 𝑓2𝛾2 > 𝑛]+[𝛾1 ∈ ℒ𝑛(ℝ𝑑1 , 0), ord𝑡 𝑓1𝛾1 > 𝑛] [𝔛𝑛(𝑓2)]
Second case: ord𝑡 𝑓1𝛾1 = ord𝑡 𝑓2𝛾2.
We set 𝔛=𝑛 (𝑓1 ⊕ 𝑓2) = {(𝛾1, 𝛾2) ∈ ℒ𝑛(ℝ𝑑1+𝑑2 , 0), ord𝑡 𝑓1𝛾1 = ord𝑡 𝑓2𝛾2, ord𝑡(𝑓1𝛾1 + 𝑓2𝛾2) = 𝑛}
with the natural action on jets and the natural morphism induced by the angular compo-
nent.
Let ℎ𝑖 ∶ 𝑀𝑖 → ℝ𝑑𝑖 be as in Section 3.4.3.2.
78
3.6. A convolution formula for the motivic local zeta function
We may choose 𝑚 ≥ 𝑛 big enough in order to apply the change of variables key lemma:
[𝔛=𝑛 (𝑓1 ⊕ 𝑓2)] = [(𝛾1, 𝛾2) ∈ ℒ𝑛(ℝ
𝑑1+𝑑2 , 0), ord𝑡 𝑓1𝛾1 = ord𝑡 𝑓2𝛾2,ord𝑡(𝑓1𝛾1 + 𝑓2𝛾2) = 𝑛, ]
= [(𝛾1, 𝛾2) ∈ ℒ𝑚(ℝ
𝑑1+𝑑2 , 0), ord𝑡 𝑓1𝛾1 = ord𝑡 𝑓2𝛾2,ord𝑡(𝑓1𝛾1 + 𝑓2𝛾2) = 𝑛, ]
𝕃(𝑑1+𝑑2)(𝑛−𝑚)
= ∑
𝑒≥1
𝑒′≥1
[(𝛾1, 𝛾2) ∈ ℒ𝑚(ℝ
𝑑1+𝑑2 , 0), ord𝑡 𝑓1𝛾1 = ord𝑡 𝑓2𝛾2,ord𝑡(𝑓1𝛾1 + 𝑓2𝛾2) = 𝑛,
𝛾1 ∈ ℎ1∗𝑚𝜋𝑚Δ𝑒,
𝛾2 ∈ ℎ2∗𝑚𝜋𝑚Δ𝑒′ ]
𝕃(𝑑1+𝑑2)(𝑛−𝑚)
= ∑
𝑒≥1
𝑒′≥1
⎡
⎢
⎢
⎣
(𝛾1, 𝛾2) ∈ ℒ𝑚(𝑀1 ×𝑀2, ℎ−11 (0) × ℎ
−1
2 (0)),
ord𝑡 𝑓1ℎ1𝛾1 = ord𝑡 𝑓2ℎ2𝛾2,
ord𝑡(𝑓1ℎ1𝛾1 + 𝑓2ℎ2𝛾2) = 𝑛,
𝛾1 ∈ 𝜋𝑚Δ𝑒, 𝛾2 ∈ 𝜋𝑚Δ𝑒′
⎤
⎥
⎥
⎦
𝕃(𝑑1+𝑑2)(𝑛−𝑚)−𝑒−𝑒′
= ∑
𝑒≥1
𝑒′≥1
∑
𝐼≠∅
𝐽≠∅
⎡
⎢
⎢
⎢
⎢
⎢
⎣
(𝛾1, 𝛾2) ∈ ℒ𝑚(𝑀1 ×𝑀2),
𝛾1(0) ∈ ℎ−11 (0) ∩ 𝐸
•
𝐼 ,
𝛾2(0) ∈ ℎ−12 (0) ∩ 𝐹
•
𝐽 ,
ord𝑡 𝑓1ℎ1𝛾1 = ord𝑡 𝑓2ℎ2𝛾2,
ord𝑡(𝑓1ℎ1𝛾1 + 𝑓2ℎ2𝛾2) = 𝑛,
𝛾1 ∈ 𝜋𝑚Δ𝑒, 𝛾2 ∈ 𝜋𝑚Δ𝑒′
⎤
⎥
⎥
⎥
⎥
⎥
⎦
𝕃(𝑑1+𝑑2)(𝑛−𝑚)−𝑒−𝑒′
In a neighborhood of 𝐸•𝐼 we have
𝑓1ℎ1(𝑥) = 𝑢(𝑥)∏
𝑖∈𝐼
𝑥𝑁𝑖(𝑓1)𝑖
and in a neighborhood of 𝐸•𝐽 we have
𝑓2ℎ2(𝑦) = 𝑣(𝑦)∏
𝑗∈𝐽
𝑦𝑁𝑗 (𝑓2)𝑗
where 𝑢, 𝑣 are units and 𝐸𝑖 ∶ 𝑥𝑖 = 0, 𝐹𝑗 ∶ 𝑦𝑗 = 0. We set 𝛾1𝑖(𝑡) = 𝑡𝑘𝑖𝑎𝑖(𝑡) with 𝑎𝑖(0) ≠ 0 and
𝛾2𝑗(𝑡) = 𝑡𝑙𝑗𝑏𝑗(𝑡)with 𝑏𝑗(0) ≠ 0.
We have to handle two cases.
• The angular components don’t vanish, i.e. ac(𝑓1ℎ1𝛾1) + ac(𝑓2ℎ2𝛾2) ≠ 0 and ord𝑡 𝑓1ℎ1𝛾1 =
ord𝑡 𝑓2ℎ2𝛾2 = ord𝑡(𝑓1ℎ1𝛾1 + ord𝑡 𝑓2ℎ2𝛾2) = 𝑛. Thus we get the motive
∑
𝑒≥1
𝑒′≥1
∑
𝐼≠∅
𝐽≠∅
⎡
⎢
⎢
⎢
⎢
⎣
(𝛾1, 𝛾2) ∈ ℒ𝑚(𝑀1 ×𝑀2),
(𝛾1(0), 𝛾2(0)) ∈ (ℎ−11 (0) ∩ 𝐸
•
𝐼 ) × (ℎ−12 (0) ∩ 𝐹
•
𝐽 ),
ord𝑡 𝑓1ℎ1𝛾1 = ord𝑡 𝑓2ℎ2𝛾2 = 𝑛,
ac(𝑓1ℎ1𝛾1) + ac(𝑓2ℎ2𝛾2) ≠ 0,
𝛾1 ∈ 𝜋𝑚Δ𝑒, 𝛾2 ∈ 𝜋𝑚Δ𝑒′
⎤
⎥
⎥
⎥
⎥
⎦
𝕃(𝑑1+𝑑2)(𝑛−𝑚)−𝑒−𝑒′
• The angular components vanish, i.e. ac(𝑓1ℎ1𝛾1)+ac(𝑓2ℎ2𝛾2) = 0, ord𝑡 𝑓1ℎ1𝛾1 = ord𝑡 𝑓2ℎ2𝛾2 =
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𝑖 < 𝑛 and ord𝑡(𝑓1ℎ1𝛾1 + ord𝑡 𝑓2ℎ2𝛾2) = 𝑛. In a way similar to the proof of 3.5.12, we get
∑
𝑒≥1
𝑒′≥1
∑
𝐼≠∅
𝐽≠∅
𝑛−1
∑
𝑖=1
⎡
⎢
⎢
⎢
⎢
⎢
⎣
(𝛾1, 𝛾2) ∈ ℒ𝑚(𝑀1 ×𝑀2),
(𝛾1(0), 𝛾2(0)) ∈ (ℎ−11 (0) ∩ 𝐸
•
𝐼 ) × (ℎ−12 (0) ∩ 𝐹
•
𝐽 ),
ord𝑡 𝑓1ℎ1𝛾1 = ord𝑡 𝑓2ℎ2𝛾2 = 𝑖,
ord𝑡(𝑓1ℎ1𝛾1 + 𝑓2ℎ2𝛾2) = 𝑛,
ac(𝑓1ℎ1𝛾1) + ac(𝑓2ℎ2𝛾2) = 0,
𝛾1 ∈ 𝜋𝑚Δ𝑒, 𝛾2 ∈ 𝜋𝑚Δ𝑒′
⎤
⎥
⎥
⎥
⎥
⎥
⎦
𝕃(𝑑1+𝑑2)(𝑛−𝑚)−𝑒−𝑒′
= ∑
𝑒≥1
𝑒′≥1
∑
𝐼≠∅
𝐽≠∅
𝑛−1
∑
𝑖=1
⎡
⎢
⎢
⎢
⎢
⎣
(𝛾1, 𝛾2) ∈ ℒ𝑚(𝑀1 ×𝑀2),
(𝛾1(0), 𝛾2(0)) ∈ (ℎ−11 (0) ∩ 𝐸
•
𝐼 ) × (ℎ−12 (0) ∩ 𝐹
•
𝐽 ),
ord𝑡 𝑓1ℎ1𝛾1 = ord𝑡 𝑓2ℎ2𝛾2 = 𝑖,
ac(𝑓1ℎ1𝛾1) + ac(𝑓2ℎ2𝛾2) = 0,
𝛾1 ∈ 𝜋𝑚Δ𝑒, 𝛾2 ∈ 𝜋𝑚Δ𝑒′
⎤
⎥
⎥
⎥
⎥
⎦
𝕃(𝑑1+𝑑2)(𝑖−𝑚)
𝕃(𝑛−𝑖)(|𝐼|+|𝐽|−1)
𝕃(𝑚−𝑛)(|𝐼|+|𝐽|)
𝕃(𝑑1−|𝐼|+𝑑2−|𝐽|)(𝑚−𝑖)
𝕃(𝑑1+𝑑2)(𝑛−𝑚)−𝑒−𝑒′
= ∑
𝑒≥1
𝑒′≥1
∑
𝐼≠∅
𝐽≠∅
𝑛−1
∑
𝑖=1
⎡
⎢
⎢
⎢
⎢
⎣
(𝛾1, 𝛾2) ∈ ℒ𝑚(𝑀1 ×𝑀2),
(𝛾1(0), 𝛾2(0)) ∈ (ℎ−11 (0) ∩ 𝐸
•
𝐼 ) × (ℎ−12 (0) ∩ 𝐹
•
𝐽 ),
ord𝑡 𝑓1ℎ1𝛾1 = ord𝑡 𝑓2ℎ2𝛾2 = 𝑖,
ac(𝑓1ℎ1𝛾1) + ac(𝑓2ℎ2𝛾2) = 0,
𝛾1 ∈ 𝜋𝑚Δ𝑒, 𝛾2 ∈ 𝜋𝑚Δ𝑒′
⎤
⎥
⎥
⎥
⎥
⎦
𝕃(𝑑1+𝑑2)(𝑖−𝑚)−𝑒−𝑒′
𝕃(𝑑1+𝑑2−1)(𝑛−𝑖)
Thus
[𝔛=𝑛 (𝑓1 ⊕ 𝑓2)] = [(𝛾1, 𝛾2) ∈ 𝔛𝑛(𝑓1) × 𝔛𝑛(𝑓2), ac 𝑓1𝛾1 + ac 𝑓2𝛾2 ≠ 0]
+
𝑛−1
∑
𝑖=1
[(𝛾1, 𝛾2) ∈ 𝔛𝑖(𝑓1) × 𝔛𝑖(𝑓2), ac 𝑓1𝛾1 + ac 𝑓2𝛾2 = 0] 𝕃(𝑑1+𝑑2−1)(𝑛−𝑖)
= [(𝛾1, 𝛾2) ∈ 𝔛𝑛(𝑓1) × 𝔛𝑛(𝑓2), ac 𝑓1𝛾1 + ac 𝑓2𝛾2 ≠ 0]
− [(𝛾1, 𝛾2) ∈ 𝔛𝑛(𝑓1) × 𝔛𝑛(𝑓2), ac 𝑓1𝛾1 + ac 𝑓2𝛾2 = 0]
+
𝑛
∑
𝑖=1
[(𝛾1, 𝛾2) ∈ 𝔛𝑖(𝑓1) × 𝔛𝑖(𝑓2), ac 𝑓1𝛾1 + ac 𝑓2𝛾2 = 0] 𝕃(𝑑1+𝑑2−1)(𝑛−𝑖)
= − [𝔛𝑛(𝑓1)] ∗ [𝔛𝑛(𝑓2)] +
𝑛
∑
𝑖=1
[(𝛾1, 𝛾2) ∈ 𝔛𝑖(𝑓1) × 𝔛𝑖(𝑓2), ac(𝑓1𝛾1) + ac(𝑓2𝛾2) = 0]𝕃(𝑛−𝑖)(𝑑1+𝑑2−1)
Thus
[𝔛𝑛(𝑓1 ⊕ 𝑓2)] 𝕃−𝑛(𝑑1+𝑑2) = [𝔛𝑛(𝑓1)]𝕃−𝑛𝑑1 (
1 −
𝑛
∑
𝑖=1
[𝔛𝑖(𝑓2)]𝕃−𝑖𝑑2)
+
(
1 −
𝑛
∑
𝑖=1
[𝔛𝑖(𝑓1)]𝕃−𝑖𝑑1)
[𝔛𝑛(𝑓2)]𝕃−𝑛𝑑2
− [𝔛𝑛(𝑓1)] 𝕃−𝑛𝑑1 ∗ [𝔛𝑛(𝑓2)] 𝕃−𝑛𝑑2
+
𝑛
∑
𝑖=1
[(𝛾1, 𝛾2) ∈ 𝔛𝑖(𝑓1) × 𝔛𝑖(𝑓2), ac(𝑓1𝛾1) + ac(𝑓2𝛾2) = 0]𝕃−𝑖(𝑑1+𝑑2)𝕃𝑖−𝑛
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In the same way⋆ we have
[(𝛾1, 𝛾2) ∈ ℒ𝑛(ℝ𝑑1+𝑑2), ord𝑡(𝑓1𝛾1 + 𝑓2𝛾2) > 𝑛] ⋅ 𝟙
= [ord𝑡 𝑓1 > 𝑛, ord𝑡 𝑓2 > 𝑛] ⋅ 𝟙 +
𝑛
∑
𝑖=1
[ord𝑡 𝑓1 = ord𝑡 𝑓2 = 𝑖, ord𝑡(𝑓1 + 𝑓2) > 𝑛] ⋅ 𝟙
= [ord𝑡 𝑓1 > 𝑛, ord𝑡 𝑓2 > 𝑛] ⋅ 𝟙 +
𝑛
∑
𝑖=1
[(𝛾1, 𝛾2) ∈ 𝔛𝑖(𝑓1) × 𝔛𝑖(𝑓2), ac(𝑓1𝛾1) + ac(𝑓2𝛾2) = 0]𝕃(𝑛−𝑖)(𝑑1+𝑑2−1)
So
[𝔜𝑛(𝑓1 ⊕ 𝑓2)] 𝕃−𝑛(𝑑1+𝑑2)
= [𝔛𝑛(𝑓1 ⊕ 𝑓2)] 𝕃−𝑛(𝑑1+𝑑2) − [(𝛾1, 𝛾2) ∈ ℒ𝑛(ℝ𝑑1+𝑑2), ord𝑡(𝑓1𝛾1 + 𝑓2𝛾2) > 𝑛]𝕃−𝑛(𝑑1+𝑑2)
= [𝔛𝑛(𝑓1)]𝕃−𝑛𝑑1 (
1 −
𝑛
∑
𝑖=1
[𝔛𝑖(𝑓2)]𝕃−𝑖𝑑2)
+
(
1 −
𝑛
∑
𝑖=1
[𝔛𝑖(𝑓1)]𝕃−𝑖𝑑1)
[𝔛𝑛(𝑓2)]𝕃−𝑛𝑑2
− [𝔛𝑛(𝑓1)] 𝕃−𝑛𝑑1 ∗ [𝔛𝑛(𝑓2)] 𝕃−𝑛𝑑2
− [ord𝑡 𝑓1 > 𝑛]𝕃−𝑛𝑑1[ord𝑡 𝑓2 > 𝑛]𝕃−𝑛𝑑2
= −([𝔜𝑛(𝑓1)] 𝕃−𝑛𝑑1) ∗ ([𝔜𝑛(𝑓2)] 𝕃−𝑛𝑑2)

We recover the convolution [59, Theorem 2.3] thanks to the following lemma.
Lemma 3.6.19. Let 𝜀 ∈ {>,<} then
𝜒𝑐(𝐹 𝜀(𝑥 ∗ 𝑦)) = −𝜒𝑐(𝐹 𝜀𝑥)𝜒𝑐(𝐹 𝜀𝑦)
We need the following lemma in order to prove the previous one.
Lemma 3.6.20. Let 𝑋 be an 𝒜𝒮-set endowed with an 𝒜𝒮 action of ℝ∗ and 𝜑 ∶ 𝑋 → ℝ∗ be an
𝒜𝒮-map such that 𝜑(𝜆 ⋅ 𝑥) = 𝜆𝑛𝜑(𝑥). Then 𝜑 is a trivial semialgebraic fibration over ℝ>0 and
over ℝ<0 (or over ℝ∗ if 𝑛 is odd).
Proof. Indeed, the following diagram commutes (for the case > 0)
𝜑−1(ℝ>0)
Ψ //
𝜑
$$I
II
II
II
II
𝜑−1(1) × ℝ>0
pr2yyrrr
rrr
rrr
r
ℝ>0
where Ψ(𝑥) = (𝜑(𝑥)− 1𝑛 ⋅ 𝑥, 𝜑(𝑥)) and Ψ−1(𝑥, 𝜆) = 𝜆 1𝑛 ⋅ 𝑥 
⋆We reduce to the DNC case to handle the case of equal orders.
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Proof of Lemma 3.6.19. Assume that 𝜀 =>. Then, using the fact that 𝜑𝑖 is trivial over ℝ>0
(resp. ℝ<0) and that 𝜒𝑐(𝑎 + 𝑏 ≥ 0, 𝑎 < 0) = 𝜒𝑐(𝑎 ≥ 0, 𝑏 = 0) = 0, we have
𝜒𝑐 (𝐹>([𝜑1 ∶ 𝑋1 → ℝ∗] ∗ [𝜑2 ∶ 𝑋2 → ℝ∗])) = −𝜒𝑐 ((𝜑1 + 𝜑2) > 0) + 𝜒𝑐 ((𝜑1 + 𝜑2 = 0) × ℝ>0)
= −𝜒𝑐 ((𝜑1 + 𝜑2) > 0) − 𝜒𝑐 ((𝜑1 + 𝜑2 = 0))
= −𝜒𝑐 ((𝜑1 + 𝜑2) ≥ 0)
= −𝜒𝑐 (𝜑1 ≥ 0, 𝜑2 ≥ 0)
+ 𝜒𝑐 ((𝜑1 + 𝜑2) ≥ 0, 𝜑1 < 0) + 𝜒𝑐 ((𝜑1 + 𝜑2) ≥ 0, 𝜑2 < 0)
= −𝜒𝑐 (𝜑1 ≥ 0, 𝜑2 ≥ 0)
= −𝜒𝑐 (𝜑1 > 0, 𝜑2 > 0)
− 𝜒𝑐 (𝜑1 ≥ 0, 𝜑2 = 0) − 𝜒𝑐 (𝜑1 = 0, 𝜑2 ≥ 0)
= −𝜒𝑐 (𝜑1 > 0, 𝜑2 > 0)
= −𝜒𝑐 (𝐹>[𝜑1 ∶ 𝑋1 → ℝ∗]) 𝜒𝑐 (𝐹>[𝜑2 ∶ 𝑋2 → ℝ∗])

Corollary 3.6.21 ([59, Theorem 2.3]). Let 𝜀 ∈ {>,<} then
?̃?𝜒𝑐 ,𝜀𝑓⊕𝑔(𝑇 ) = ?̃?
𝜒𝑐 ,𝜀
𝑓 (𝑇 ) ⊙ ?̃?
𝜒𝑐 ,𝜀
𝑔 (𝑇 )
where the product ⊙ is the Hadamard product which consists in applying the classical product of
ℤ coefficientwise.
We showed in the proof of 3.6.20 that 𝜒𝑐(𝐹>(𝑎)) = −𝜒𝑐(𝐹+(𝑎)). In the same way we
may prove that 𝜒𝑐(𝐹<(𝑎)) = −𝜒𝑐(𝐹−(𝑎)). This allows us to state the following corollary.
Corollary 3.6.22. Let 𝜀 ∈ {+,−} then
?̃?𝜒𝑐 ,𝜀𝑓⊕𝑔(𝑇 ) = −?̃?
𝜒𝑐 ,𝜀
𝑓 (𝑇 ) ⊙ ?̃?
𝜒𝑐 ,𝜀
𝑔 (𝑇 )
where the product ⊙ is the Hadamard product which consists in applying the classical product of
ℤ coefficientwise.
3.7 Blow-Nash equivalence
T.-C. Kuo [65] defined the notion of blow-analytic equivalence for analytic germs: two
germs are blow-analytically equivalent if we can get one from the other composing by a
homeomorphism which is blow-analytic and such that the inverse is also blow-analytic.
In order to prove that this is an equivalence relation, he gave a characterization in terms
of real modifications [65, Proposition 2]. Similarly to this characterization, G. Fichou [32,
Definition 4.1] defined a notion of blow-Nash equivalence for Nash germs, which is an
algebraic version of the blow-analytic equivalence of T.-C. Kuo. Its zeta functions are in-
variants of this relation. However it is not clear that this notion is an equivalence relation.
The definition of blow-Nash equivalence evolved, and we now use the following one
[34, 35, 36]: two Nash germs are blow-Nash equivalent if they are blow-Nash equivalent
via a blow-Nash isomorphism in the sense of [33, Definition 1.1]. The assumption “via
a blow-Nash isomorphism” is needed to ensure that the zeta functions of G. Fichou are
invariants of this relation, but with this assumption, it is not clear that it is an equivalence
relation.
82
3.7. Blow-Nash equivalence
In this section,we introduce a new relationwhich is an equivalence relation andwhich
is equivalent to the current version of the blow-Nash equivalence. The zeta function is an
invariant of this relation.
Definition 3.7.1. A semialgebraic function 𝑓 ∶ 𝑉 → ℝ defined on an algebraic set 𝑉 is
said to be blow-Nash if there exists 𝜎 ∶ ̃𝑉 → 𝑉 a finite sequence of (algebraic) blowings-up
with non-singular centers such that ̃𝑉 is non-singular and 𝑓 ∘ 𝜎 ∶ ̃𝑉 → ℝ is Nash.
We recall the following useful result of Bierstone-Milman.
Theorem 3.7.2 ([12, Theorem 1.1]). A semialgebraic function 𝑓 ∶ 𝑈 → ℝ defined on a non-
singular real algebraic set is blow-Nash if and only if it sends real analytic arcs to real analytic arcs
by composition.
Definition 3.7.3. Two germs 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ𝑑 , 0) are said to be blow-Nash equivalent
if there exists a semialgebraic homeomorphism ℎ ∶ (ℝ𝑑 , 0) → (ℝ𝑑 , 0) satisfying 𝑓 = 𝑔 ∘ ℎ
such that ℎ is arc-analytic and such that there exists 𝑐 > 0 with | det dℎ| > 𝑐 where dℎ is
defined.
Remark 3.7.4. Let 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ𝑑 , 0) and ℎ ∶ (ℝ𝑑 , 0) → (ℝ𝑑 , 0) be as in Definition
3.7.3. Then there exists 𝜑 ∶ 𝑀 → ℝ𝑑 a finite sequence of blowings-up with non-singular
centers such that ?̃? = ℎ ∘ 𝜑 is Nash:
𝑀
𝜑
}}||
||
||
|| ?̃?
!!B
BB
BB
BB
B
ℝ𝑑 ℎ //
𝑓 !!B
BB
BB
BB
B ℝ𝑑
𝑔
}}||
||
||
||
ℝ
Notice that then ?̃? is proper generically one-to-one Nash. Moreover, by [19, Corollary
4.17], ?̃? induces a bijection between arcs on 𝑀 and arcs on ℝ𝑑 not entirely included in
some nowhere dense subset of ℝ𝑑 .
Proposition 3.7.5. Blow-Nash equivalence is an equivalence relation.
Proof. The reflexivity is obvious, the symmetry comes from [19, Theorem 3.5]. Thus it
suffices to prove the transitivity. We have the following diagram
ℝ𝑑 ℎ1 //
𝑓1 //
ℝ𝑑 ℎ2 //
𝑓2

ℝ𝑑
𝑓3ooℝ
where the 𝑓𝑖 are Nash germs and the ℎ𝑖 are as in Definition 3.7.3. Obviously there exists
𝑐 > 0 such that | det d(ℎ2 ∘ ℎ1)| > 𝑐. The composition ℎ2 ∘ ℎ1 is obviously semialgebraic and
arc-analytic (as the composition of such maps). 
Proposition 3.7.6. Two Nash germs which are blow-Nash equivalent in the sense of [32, Defini-
tion 4.1] are blow-Nash equivalent in our sense.
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Proof. Assume that 𝑓1 and 𝑓2 are blow-Nash equivalent in the sense of [32]. Then we have
𝑀1
Φ //
𝜈1

𝑀2
𝜈2

ℝ𝑑 𝜙 //
𝑓1   B
BB
BB
BB
B ℝ𝑑
𝑓2~~||
||
||
||
ℝ
with 𝜙 a semialgebraic homeomorphism, 𝜈𝑖 two proper birational algebraic maps and Φ
a Nash isomorphism which preserves the multiplicities of the jacobian determinants of
𝜈1 and 𝜈2.
Since we may lift analytic arcs by 𝜈1, 𝜙 is arc-analytic. By the chain rule, sinceΦ preserves
the multiplicities of the jacobian determinants of 𝜈1 and 𝜈2, we deduce that | det d𝜙| > 𝑐
for some 𝑐 > 0. 
Proposition 3.7.7. Two Nash germs are blow-Nash equivalent in our sense if and only if they are
blow-Nash equivalent via a blow-Nash isomorphism in the sense of [33, Definition 1.1].
Proof. Assume that 𝑓1 and 𝑓2 are blow-Nash equivalent via a blow-Nash isomorphism in
the sense of [33]. Then we have
𝑀1
Φ //
𝜈1

𝑀2
𝜈2

ℝ𝑑 𝜙 //
𝑓1   B
BB
BB
BB
B ℝ𝑑
𝑓2~~||
||
||
||
ℝ
with 𝜙 a semialgebraic homeomorphism, 𝜈𝑖 two Nash modifications and Φ a Nash iso-
morphism which preserves the multiplicities of the jacobian determinants of 𝜈1 and 𝜈2.
Since we may lift analytic arcs by 𝜈1, 𝜙 is arc-analytic. By the chain rule, sinceΦ preserves
the multiplicities of the jacobian determinants of 𝜈1 and 𝜈2, we deduce that | det d𝜙| > 𝑐
for some 𝑐 > 0.
Assume that 𝑓1 and 𝑓2 are blow-Nash equivalent via ℎ: 𝑓1 = 𝑓2 ∘ℎwith ℎ semialgebraic
and arc-analytic satisfying | det dℎ| > 𝑐 > 0. Since ℎ and ℎ−1 are blow-Nash there exist
𝜈1 ∶ 𝑀1 → ℝ𝑑 and 𝜈2 ∶ 𝑀2 → ℝ𝑑 two finite sequences of blowings-up with non-singular
centers such that 𝛼1 = ℎ ∘ 𝜈1 and 𝛼2 = ℎ−1 ∘ 𝜈2 are Nash. Let 𝑁1 (resp. 𝑁2) be the fiber
product of 𝛼1 and 𝜈2 (resp. 𝛼2 and 𝜈1). Then𝑁1 = 𝑁2 = 𝑁 in𝑀1 ×𝑀2. Notice that 𝜋𝑖 and
𝑁𝑖 are Nash. Let 𝜎 ∶ ?̃? → 𝑁 be a resolution of singularities (for Nash spaces, see [13,
84
3.7. Blow-Nash equivalence
p234]). Then for 𝑖 = 1, 2, 𝜈𝑖𝜋𝑖𝜎 is a Nash modification.
?̃?
𝜎

𝑁1
𝜋1

𝜌1
((PP
PPP
PPP
PPP
PPP
P 𝑁 𝑁2
𝜋2

𝜌2
vvnnn
nnn
nnn
nnn
nnn
𝑀1
𝛼1
((PP
PPP
PPP
PPP
PPP
P
𝜈1

𝑀2
𝛼2
vvnnn
nnn
nnn
nnn
nnn
𝜈2

ℝ𝑑 ℎ //
𝑓1 !!B
BB
BB
BB
BB
ℝ𝑑
𝑓2}}|||
||
||
||ℎ−1
oo
ℝ

Corollary 3.7.8. Blow-Nash equivalence via a blow-Nash isomorphism in the sense of [33, Defi-
nition 1.1] is an equivalence relation.
Theorem 3.7.9. If two Nash germs 𝑓, 𝑔 ∶ (ℝ𝑑 , 0) → (ℝ, 0) are blow-Nash equivalent then
𝑍𝑓 (𝑇 ) = 𝑍𝑔(𝑇 ).
Proof. We have the following diagram
𝑀
𝜑
}}||
||
||
|| ?̃?
!!B
BB
BB
BB
B
ℝ𝑑 ℎ //
𝑓 !!B
BB
BB
BB
B ℝ𝑑
𝑔
}}||
||
||
||
ℝ
where ℎ is a semialgebraic homeomorphism,𝜑 a finite sequence of blowings-upwith non-
singular centers and ?̃? a Nash map.
Notice that in the statement of Theorem 3.4.21 we only need that ℎ is proper generi-
cally 1-to-1 Nash and not merely birational. Therefore we may also apply the theorem to
?̃? in order to compute 𝑍𝑔(𝑇 ).
Up to adding more blowings-up we may assume that 𝑓 ∘ 𝜑, 𝑔 ∘ ?̃? = 𝑔 ∘ ℎ ∘ 𝜑, Jac 𝜑 and
Jac ?̃? are simultanously normal crossings. Denote by (𝐸𝑖)𝑖∈𝐴 the irreducible components
of the zero set of 𝑓 ∘𝜑 = 𝑔∘?̃?. Set 𝑓 ∘𝜑 = ∑𝑖∈𝐴𝑁𝑖𝐸𝑖, 𝑔∘?̃? = ∑𝑖∈𝐴 ?̃?𝑖𝐸𝑖, Jac 𝜑 = ∑𝑖∈𝐴(𝜈𝑖−1)𝐸𝑖
and Jac ?̃? = ∑𝑖∈𝐴( ̃𝜈𝑖 − 1)𝐸𝑖.
By [19, Lemma 4.15], ∀𝑖 ∈ 𝐴, 𝜈𝑖 = ̃𝜈𝑖. And since 𝑓 ∘ 𝜑 = 𝑔 ∘ ?̃?, we have ∀𝑖 ∈ 𝐴, 𝑁𝑖 = ?̃?𝑖 and
that 𝑈𝐼 is well defined and doesn’t depend on 𝜑 or ?̃?.
Thus by Theorem 3.4.21
𝑍𝑓 (𝑇 ) = 𝑍𝑔(𝑇 ) = ∑
∅≠𝐼⊂𝐴
[𝑈𝐼 ∩ (ℎ ∘ 𝑝𝐼 )−1(0)]∏
𝑖∈𝐼
𝕃−𝜈𝑖𝑇𝑁𝑖
1 − 𝕃−𝜈𝑖𝑇𝑁𝑖

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Remark 3.7.10. Particularly, by Proposition 3.7.7, we recover [33, Proposition 2.6].
By proposition 3.7.6, [32, Theorem 4.3] works as is in our settings (see also [33, Theo-
rem 1.5] and [65, Theorem 1]).
Theorem 3.7.11. Let 𝐹 ∶ (ℝ𝑑 , 0) × (0, 1)𝑘 → (ℝ, 0) be a Nash function such that ∀𝑡 ∈ (0, 1)𝑘,
𝐹 (⋅, 𝑡) ∶ (ℝ𝑑 , 0) → (ℝ, 0) has an isolated singularity at 0 and there exists an algebraic proper
birational map 𝜎 ∶ 𝑀 → ℝ𝑑 × (0, 1)𝑘 such that 𝐹 ∘ 𝜎 has only normal crossings. Then the
elements of the family 𝐹𝑡(⋅) = 𝐹 (⋅, 𝑡) represent a finite number of blow-Nash equivalence classes.
In the same way, we recover a version of [32, Proposition 4.17].
Proposition 3.7.12. Let 𝐹 ∶ (ℝ𝑑 , 0) × (0, 1)𝑘 → (ℝ, 0) be a Nash function such that ∀𝑡 ∈ (0, 1)𝑘,
𝐹 (⋅, 𝑡) ∶ (ℝ𝑑 , 0) → (ℝ, 0) has an isolated singularity at 0 and there exists an algebraic proper
birational map 𝜎 ∶ 𝑀 → ℝ𝑑 such that 𝐹 ∘ (𝜎, id(0,1)𝑘) has only normal crossings. Then the
elements of the family 𝐹𝑡(⋅) = 𝐹 (⋅, 𝑡) represent a unique blow-Nash equivalence class.
Again, the following corollary is just a version of [32, Corollary 4.5].
Corollary 3.7.13. Let 𝐹 ∶ (ℝ𝑑 , 0) × (0, 1) → (ℝ, 0) be a Nash function such that 𝐹 (⋅, 𝑡) ∶
(ℝ𝑑 , 0) → (ℝ, 0) are weighted homogeneous polynomials with the same weights and have an iso-
lated singularity at 0. Then the elements of the family 𝐹𝑡(⋅) = 𝐹 (⋅, 𝑡) represent a unique blow-Nash
equivalence class.
Example 3.7.14. The Whitney family [101, Example 13.1] 𝑓𝑡(𝑥, 𝑦) = 𝑥𝑦(𝑦 − 𝑥)(𝑦 − 𝑡𝑥), 𝑡 ∈
(0, 1), has only one blow-Nash equivalence class.
3.8 Classification of Brieskorn polynomials
In [59], S. Koike and A. Parusiński gave a complete classification of Brieskorn polyno-
mials in two variables up to blow-analytic equivalence using their zeta functions and the
Fukui invariants. In [32], G. Fichou classified Brieskorn polynomials in three variables up
to blow-Nash equivalence thanks to his zeta functions. In this section we use the convo-
lution formula to prove that two blow-Nash equivalent Brieskorn polynomials share the
same weights.
Definition 3.8.1. A Brieskorn polynomial is a polynomial of the following form
𝑓(𝑥) =
𝑑
∑
𝑖=1
𝜀𝑖𝑥𝑘𝑖
where 𝜀𝑖 ∈ {±1} and 𝑘𝑖 ≥ 1.
Remark 3.8.2. Wewill assume that 𝑘𝑖 ≥ 2 since otherwise the polynomial is non-singular.
Up to reordering the variables, we will always assume that 2 ≤ 𝑘1 ≤ 𝑘2 ≤ ⋯ ≤ 𝑘𝑑 .
Proposition 3.8.3. Let
𝑓(𝑥) =
𝑑
∑
𝑖=1
𝜀𝑖𝑥𝑘𝑖
be a Brieskorn polynomial. We may recover (𝑘1,… , 𝑘𝑑) from 𝑑 and 𝑍𝑓 (𝑇 ).
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Remember from Example 3.6.8 that
?̃?𝜀𝑖𝑥𝑘𝑖𝑖 (𝑇 ) = −𝑇−⋯−𝑇
𝑘𝑖−1−(𝟙 − [𝜀𝑖𝑥
𝑘𝑖
𝑖 ]) 𝕃
−1𝑇 𝑘𝑖−𝕃−1𝑇 𝑘𝑖+1−⋯−𝕃−1𝑇 2𝑘𝑖−1−(𝟙 − [𝜀𝑖𝑥
𝑘𝑖
𝑖 ]) 𝕃
−2𝑇 2𝑘𝑖−𝕃−2𝑇 2𝑘𝑖+1−⋯
Notice that the coefficients of terms whose degrees are not multiples of 𝑘𝑖 are of the
form −𝕃−𝛼 where 𝛼 is the integral part of the degree divided by 𝑘𝑖.
Since the convolution product isℳ𝒜𝒮 -bilinear, we have that 𝕃−𝛼 ∗𝕃−𝛽 = 𝕃−(𝛼+𝛽). Thus,
if we denote
?̃?𝑓 (𝑇 ) = ∑
𝑛≥1
𝑎𝑛𝑇 𝑛
we deduce from the convolution formula that if 𝑘𝑖 doesn’t divide 𝑛 for all 𝑖 then 𝑎𝑛 =
−𝕃−∑
𝑑
𝑖=1⌊
𝑛
𝑘𝑖 ⌋. Moreover, wemay recover this degree using the virtual Poincaré polynomial:
∑𝑑𝑖=1 ⌊
𝑛
𝑘𝑖⌋ = −deg 𝛽(𝑎𝑛) + 1.
The idea of the following proof is to use this fact to reduce to a combinatorial problem.
Proof of Proposition 3.8.3. Let
?̃?𝑓 (𝑇 ) = ∑
𝑛≥1
𝑎𝑛𝑇 𝑛
Denote by 𝒫 the set of primes. For 𝑝 ∈ 𝒫 big enough, 𝑝 is not a multiple of a 𝑘𝑖. Thus
𝐴 = lim
𝑝
−deg (𝛽(𝛼𝑝)) + 1
𝑝 =
𝑑
∑
𝑖=1
1
𝑘𝑖
The following lemma ensures there exists 𝐾 such that 𝑘1 ≤ ⋯ ≤ 𝑘𝑑 ≤ 𝐾 .
Lemma 3.8.4. Fix 𝑚 ∈ ℕ>0. Let 𝑥 =
𝑚
∑
𝑖=1
1
𝑙𝑖
with 𝑙𝑖 ∈ ℕ>0. Then there exists a finite number of
𝑚-tuples (𝑙′𝑖 )𝑖=1,…,𝑚 such that 𝑥 =
𝑚
∑
𝑖=1
1
𝑙′𝑖
.
Assume that the statement is true for some𝑚 ∈ ℕ>0 and let 𝑥 =
𝑚+1
∑
𝑖=1
1
𝑙𝑖
. Wemay assume
that 𝑙1 ≤ ⋯ ≤ 𝑙𝑚+1. Then 𝑙1 ≤ 𝑚+1𝑥 . Then there is a finite number of choices for 𝑙1 and for
every choice 𝑥− 1𝑙1 =
𝑚+1
∑
𝑖=2
1
𝑙𝑖
admits a finite number of expressions of this form. This proves
the lemma.
Denote by 𝒫′ the set of primes lower or equal to𝐾 and for 𝑝 ∈ 𝒫′, we denote by 𝛾𝑝 the
greatest exponent such that 𝑝𝛾𝑝 ≤ 𝐾 .
Set
𝑄 =
⎧⎪
⎨
⎪⎩
∏
𝑝∈𝒫′
𝑝𝛼𝑝 , 0 ≤ 𝛼𝑝 ≤ 𝛾𝑝
⎫⎪
⎬
⎪⎭
so that {𝑘1,… , 𝑘𝑑} ⊂ 𝑄. We assume that 2, 3, 5, 7 ∈ 𝒫′ and that 𝛾2 ≥ 3, 𝛾3 ≥ 2, 𝛼5 ≥ 1, 𝛼7 ≥
1.
For 𝑞 ∈ 𝑄, set mult(𝑞) = #{𝑘𝑖, 𝑘𝑖 = 𝑞}. Our goal is to compute mult 𝑞, 𝑞 ∈ 𝑄, from 𝑍𝑓 .
First notice that mult(1) = 0.
We now distinguish different cases.
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• Computation ofmult 𝑞with 6|𝑞. Let choose, for 𝑝 ∈ 𝒫′⧵{2, 3}, 0 ≤ 𝛼𝑝 ≤ 𝛾𝑝. Set 𝛼2, 𝛼3 ≥ 1.
Let 𝑛 be such that
{
𝑛 ≡ 𝑝𝛼𝑝 mod 𝑝𝛼𝑝+1 if 𝛼𝑝 > 0
𝑛 ≡ 2 mod 𝑝 otherwise
Thus, on the one hand, for 𝑞 ∈ 𝑄, 𝑛 − 1 and 𝑛 + 1 is not a multiple of 𝑞 and on the other
hand the only elements of𝑄which divide 𝑛 are those of the form ∏
𝑝∈𝒫′
𝑝𝛽𝑝 with 0 ≤ 𝛽𝑝 ≤ 𝛼𝑝.
Therefore
−deg 𝛽(𝑎𝑛+1) + deg 𝛽(𝑎𝑛−1) = ∑
0≤𝛽𝑝≤𝛼𝑝
mult
⎛
⎜
⎜
⎝
∏
𝑝∈𝒫′
𝑝𝛽𝑝
⎞
⎟
⎟
⎠
• Computation of mult 2: assume that 𝛼2 = 2, 𝛼3 = 𝛼5 = 1 and 𝛼𝑝 = 0 for 𝑝 ∈ 𝒫′ ⧵ {2, 3, 5}.
Let 𝑛 be such that
{
𝑛 ≡ 𝑝𝛼𝑝 mod 𝑝𝛼𝑝+1 if 𝛼𝑝 > 0
𝑛 ≡ 3 mod 𝑝 if 𝛼𝑝 = 0
Then 𝑛 = 60 ∗ 𝑛′ where no term in 𝒫′ divides 𝑛′. No term in𝑄 divide 𝑛− 1 and 𝑛+ 1. And
2 but no other term in 𝑄 divides 𝑛 − 2 and 𝑛 + 2. Since 𝜒𝑐 (𝐹+ (𝟙 − [±𝑥2])) = ±1we have
−deg 𝛽(𝑎𝑛+2) + deg 𝛽(𝑎𝑛−2) = mult 2 + ∑
𝑞∈𝑄,𝑞|60
mult(𝑞)
Notice that in the first case we got an equation of the form
𝑐 = ∑
𝑞∈𝑄,𝑞|60
mult(𝑞)
• Computation of mult 𝑞 with 2 ∤ 𝑞 and 3 ∤ 𝑞. Assume that 𝛼2 = 𝛼3 = 0. Let 𝑛 be such that
⎧⎪
⎨
⎪⎩
𝑛 ≡ 𝑝𝛼𝑝 mod 𝑝𝛼𝑝+1 if 𝛼𝑝 > 0
𝑛 ≡ 1 mod 8
𝑛 ≡ 1 mod 𝑝 if 𝑝 ≠ 2, 𝛼𝑝 = 0
Then the only elements of𝑄which divide 𝑛 are those of the form ∏
𝑝∈𝒫′
𝑝𝛽𝑝 with 0 ≤ 𝛽𝑝 ≤ 𝛼𝑝,
the only element in 𝑄 which divides 𝑛 + 1 and 𝑛 − 3 is 2, no element in 𝑄 divides 𝑛 − 2
and 6 divides 𝑛 − 1. Thus
−deg 𝛽(𝑎𝑛+1) + deg 𝛽(𝑎𝑛−3) = ∑
𝑞∈𝑄,𝑞|𝑛−1
mult(𝑞) + ∑
0≤𝛽𝑝≤𝛼𝑝
mult
⎛
⎜
⎜
⎝
∏
𝑝∈𝒫′
𝑝𝛽𝑝
⎞
⎟
⎟
⎠
+ mult(2)
Notice that in the first case we got an equation of the form
𝑐 = ∑
𝑞∈𝑄,𝑞|𝑛−1
mult(𝑞)
Remark: either 5|𝑛 (if 5|𝑞) or 5|𝑛 − 1. Particularly, we get mult 5.
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• Computation of mult 3 and mult 4. Let 𝑛 be such that
⎧
⎪
⎪
⎨
⎪
⎪
⎩
𝑛 ≡ 4 mod 8
𝑛 ≡ 4 mod 9
𝑛 ≡ 4 mod 5
𝑛 ≡ 5 mod 7
𝑛 ≡ 4 mod 𝑝 if 𝑝 ∈ 𝒫′ ⧵ {2, 3, 5, 7}
Then 2, 4 are the only element of𝑄 dividing 𝑛, 3 is the only element of𝑄 dividing 𝑛− 1, 5
is the only element of𝑄 dividing 𝑛+1, 2 is the only element of𝑄 dividing 𝑛−2, 6 divides
𝑛 + 2 and no element of 𝑄 divides 𝑛 − 3, 𝑛 + 3. Thus
−deg 𝛽(𝑎𝑛+3) + deg 𝛽(𝑎𝑛−3) = ∑
𝑞∈𝑄,𝑞|𝑛+1
mult(𝑞) + 2mult 2 + mult 3 + mult 4 + mult 5
Notice that in the first case we got an equation of the form
𝑐 = ∑
𝑞∈𝑄,𝑞|𝑛+1
mult(𝑞)
So we have an equation of the form mult 3 + mult 4 = 𝑐𝑠𝑡.
Now let 𝛼2 = 3, 𝛼3 = 2, 𝛼5 = 1, 𝛼7 = 1. Let 𝑛 be such that
{
𝑛 ≡ 𝑝𝛼𝑝 mod 𝑝𝛼𝑝+1 if 𝛼𝑝 > 0
𝑛 ≡ 5 mod 𝑝 if 𝛼𝑝 ≠ 0
Then 23 ⋅ 32 ⋅ 5 ⋅ 7 divides 𝑛, no term of 𝑄 divides 𝑛 − 1, 𝑛 + 1, only 2 divides 𝑛 − 2, 𝑛 + 2,
only 3 divides 𝑛 − 3, 𝑛 + 3 and only 2, 4 divide 𝑛 − 4, 𝑛 + 4. Since 𝜒𝑐 (𝐹+ (𝟙 − [±𝑥2])) = ±1,
𝜒𝑐 (𝐹+ (𝟙 − [±𝑥4])) = ±1 and that 𝜒𝑐𝐹+ is compatible with ∗, we have
−deg 𝛽(𝑎𝑛+4) + deg 𝛽(𝑎𝑛−4) = 3mult 2 + 2mult 3 + mult 4 + ∑
𝑞∈𝑄,𝑞|𝑛
mult(𝑞)
but we already have an equation of the form∑𝑞∈𝑄,𝑞|𝑛mult(𝑞) = 𝑐𝑠𝑡, thus we get an equa-
tion of the form
2mult 3 + mult 4 = 𝑐𝑠𝑡
• Computation of mult 𝑞 with 2|𝑞, 4 ∤ 𝑞, 3 ∤ 𝑞 and 5 ∤ 𝑞. Let 𝛼2 = 1, 𝛼3 = 𝛼5 = 0 and
0 ≤ 𝛼𝑝 ≤ 𝛾𝑝 otherwise. Let 𝑛 be such that
⎧
⎪
⎪
⎨
⎪
⎪
⎩
𝑛 ≡ 𝑝𝛼𝑝 mod 𝑝𝛼𝑝+1 if 𝛼𝑝 > 0
𝑛 ≡ 2 mod 9
𝑛 ≡ 6 mod 25
𝑛 ≡ 2 mod 7
𝑛 ≡ 4 mod 𝑝 if 𝛼𝑝 = 0 and 𝑝 ≠ 3, 5, 7
Then the only terms of𝑄 dividing 𝑛 are the divisors of∏𝑝𝛼𝑝 , the only term of𝑄 dividing
𝑛− 1 is 5, the only term of𝑄 dividing 𝑛+ 1 is 3, the only terms of𝑄 dividing 𝑛+ 2 are 2, 4,
no term of 𝑄 divides 𝑛 − 3, 𝑛 + 3 and 6 divides 𝑛 − 2. Thus
−deg 𝛽(𝑎𝑛+3)+deg 𝛽(𝑎𝑛−3) = mult 2+mult 3+mult 4+mult 5+ ∑
𝑞∈𝑄,𝑞|𝑛−2
mult(𝑞)+ ∑
0≤𝛽𝑝≤𝛼𝑝
mult
⎛
⎜
⎜
⎝
∏
𝑝∈𝒫′
𝑝𝛽𝑝
⎞
⎟
⎟
⎠
Notice that in the first case we got an equation of the form
𝑐 = ∑
𝑞∈𝑄,𝑞|𝑛−2
mult(𝑞)
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• Computation of mult 𝑞 with 4|𝑞, 3 ∤ 𝑞 and 5 ∤ 𝑞. Let 2 ≤ 𝛼2 ≤ 𝛾2, 𝛼3 = 𝛼5 = 0 and
0 ≤ 𝛼𝑝 ≤ 𝛾𝑝 otherwise. Let 𝑛 be such that
⎧
⎪
⎪
⎨
⎪
⎪
⎩
𝑛 ≡ 𝑝𝛼𝑝 mod 𝑝𝛼𝑝+1 if 𝛼𝑝 > 0
𝑛 ≡ 6 mod 25
𝑛 ≡ 2 mod 9
𝑛 ≡ 2 mod 7
𝑛 ≡ 4 mod 𝑝 if 𝛼𝑝 = 0, 𝑝 ≠ 3, 5, 7
Then the only terms of𝑄 dividing 𝑛 are the divisors of∏𝑝𝛼𝑝 , the only term of𝑄 dividing
𝑛 − 1 is 5, the only term of 𝑄 dividing 𝑛 + 1 is 3, the only term of 𝑄 dividing 𝑛 + 2 is 2, 6
divides 𝑛 − 2 and no term of 𝑄 divides 𝑛 − 3, 𝑛 + 3. Thus
−deg 𝛽(𝑎𝑛+3)+deg 𝛽(𝑎𝑛−3) = mult 2+mult 3+mult 5+ ∑
𝑞∈𝑄,𝑞|𝑛−2
mult(𝑞)+ ∑
0≤𝛽𝑝≤𝛼𝑝
mult
⎛
⎜
⎜
⎝
∏
𝑝∈𝒫′
𝑝𝛽𝑝
⎞
⎟
⎟
⎠
Notice that in the first case we got an equation of the form
𝑐 = ∑
𝑞∈𝑄,𝑞|𝑛−2
mult(𝑞)
• Computation of mult 𝑞 with 2|𝑞, 4 ∤ 𝑞, 3 ∤ 𝑞, 5|𝑞. Let 𝛼2 = 1, 𝛼3 = 0, 1 ≤ 𝛼5 ≤ 𝛾5 and
0 ≤ 𝛼𝑝 ≤ 𝛾𝑝 otherwise. Let 𝑛 be such that
⎧⎪
⎪
⎨
⎪
⎪⎩
𝑛 ≡ 𝑝𝛼𝑝 mod 𝑝𝛼𝑝+1 if 𝛼𝑝 > 0 and 𝑝 ≠ 2
𝑛 ≡ 2 mod 8
𝑛 ≡ 2 mod 9
𝑛 ≡ 3 mod 𝑝 if 𝛼𝑝 = 0 and 𝑝 ≠ 3
Then the only terms of𝑄 dividing 𝑛 are the divisors of∏𝑝𝛼𝑝 , the only term in𝑄 dividing
𝑛 + 1 is 3 and the only terms in 𝑄 dividing 𝑛 + 2 are 2, 4. No term of 𝑄 divides 𝑛 − 1, 𝑛 + 3.
Thus
−deg 𝛽(𝑎𝑛+3) + deg 𝛽(𝑎𝑛−1) = mult 3 + mult 2 + mult 4 + ∑
0≤𝛽𝑝≤𝛼𝑝
mult
⎛
⎜
⎜
⎝
∏
𝑝∈𝒫′
𝑝𝛽𝑝
⎞
⎟
⎟
⎠
• Computation of mult 𝑞 with 4|𝑞, 3 ∤ 𝑞, 5|𝑞. Let 2 ≤ 𝛼2 ≤ 𝛾2, 𝛼3 = 0, 1 ≤ 𝛼5 ≤ 𝛾5 and
0 ≤ 𝛼𝑝 ≤ 𝛾𝑝 otherwise. Let 𝑛 be such that
⎧⎪
⎨
⎪⎩
𝑛 ≡ 𝑝𝛼𝑝 mod 𝑝𝛼𝑝+1 if 𝛼𝑝 > 0
𝑛 ≡ 2 mod 9
𝑛 ≡ 3 mod 𝑝 if 𝛼𝑝 = 0 and 𝑝 ≠ 3
Then the only terms of𝑄 dividing 𝑛 are the divisors of∏𝑝𝛼𝑝 , the only term in𝑄 dividing
𝑛 + 1 is 3 and the only terms in 𝑄 dividing 𝑛 + 2 are 2. No term of 𝑄 divides 𝑛 − 1, 𝑛 + 3.
Thus
−deg 𝛽(𝑎𝑛+3) + deg 𝛽(𝑎𝑛−1) = mult 3 + mult 2 + ∑
0≤𝛽𝑝≤𝛼𝑝
mult
⎛
⎜
⎜
⎝
∏
𝑝∈𝒫′
𝑝𝛽𝑝
⎞
⎟
⎟
⎠
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• Computation of mult 𝑞 with 3|𝑞, 2 ∤ 𝑞 and 5 ∤ 𝑞. Let 1 ≤ 𝛼3 ≤ 𝛾3, 𝛼2𝛼5 == 0 and
0 ≤ 𝛼𝑝 ≤ 𝛾𝑝 otherwise. Let 𝑛 be such that
⎧⎪
⎪
⎨
⎪
⎪⎩
𝑛 ≡ 𝑝𝛼𝑝 mod 𝑝𝛼𝑝+1 if 𝛼𝑝 > 0
𝑛 ≡ 3 mod 16
𝑛 ≡ 4 mod 25
𝑛 ≡ 3 mod 𝑝 is 𝛼𝑝 = 0, 𝑝 ≠ 2, 𝑝 ≠ 5
Then the only terms of 𝑄 dividing 𝑛 are the divisors of ∏𝑝𝛼𝑝 , 2 is the only term of 𝑄
dividing 𝑛−1, 2, 4, 5, 10, 20 are the only terms of𝑄 dividing 𝑛+1 and no term in𝑄 divides
𝑛 − 2, 𝑛 + 2. Thus
−deg 𝛽(𝑎𝑛+2) + deg 𝛽(𝑎𝑛−2) = mult 2 + ∑
𝑞∈𝑄,𝑞|20
mult(𝑞) + ∑
0≤𝛽𝑝≤𝛼𝑝
mult
⎛
⎜
⎜
⎝
∏
𝑝∈𝒫′
𝑝𝛽𝑝
⎞
⎟
⎟
⎠
Notice that in the previous case we got an equation of the form
𝑐 = ∑
𝑞∈𝑄,𝑞|20
mult(𝑞)
• Computation of mult 𝑞 with 3|𝑞, 2 ∤ 𝑞 and 5|𝑞. Let 1 ≤ 𝛼3 ≤ 𝛾3, 𝛼2 = 0, 1 ≤ 𝛼5 ≤ 𝛾5 and
0 ≤ 𝛼𝑝 ≤ 𝛾𝑝 otherwise. Let 𝑛 be such that
⎧⎪
⎨
⎪⎩
𝑛 ≡ 𝑝𝛼𝑝 mod 𝑝𝛼𝑝+1 if 𝛼𝑝 > 0
𝑛 ≡ 3 mod 8
𝑛 ≡ 3 mod 𝑝 if 𝛼𝑝 = 0, 𝑝 ≠ 2
Then the only terms of 𝑄 dividing 𝑛 are the divisors of ∏𝑝𝛼𝑝 , 2 is the only term of 𝑄
dividing 𝑛−1, 2, 4 are the only terms of𝑄dividing 𝑛+1 and no term in𝑄divides 𝑛−2, 𝑛+2.
Thus
−deg 𝛽(𝑎𝑛+2) + deg 𝛽(𝑎𝑛−2) = 2mult 2 + mult 4 + ∑
0≤𝛽𝑝≤𝛼𝑝
mult
⎛
⎜
⎜
⎝
∏
𝑝∈𝒫′
𝑝𝛽𝑝
⎞
⎟
⎟
⎠
These equations describe uniquely the sequence (mult 𝑞)𝑞∈𝑄. 
Corollary 3.8.5. Let
𝑓(𝑥) =
𝑑
∑
𝑖=1
𝜀𝑖𝑥𝑘𝑖 and 𝑔(𝑥) =
𝑑
∑
𝑖=1
𝜂𝑖𝑥𝑙𝑖
be two Brieskorn polynomials. If 𝑓 and 𝑔 are blow-Nash equivalent then ∀𝑖 = 1,… , 𝑑 we have
𝑘𝑖 = 𝑙𝑖.
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Une fonction zêta motivique pour l’étude des singularités réelles
Résumé. Nous nous intéressons à l’étude des singularités réelles à l’aide d’arguments prove-
nant de l’intégration motivique. Une telle démarche a été initiée par S. Koike et A. Parusiński puis
poursuivie par G. Fichou.
Afin de donner une classification des singularités réelles, T.-C. Kuo a défini la notion d’équi-
valence blow-analytique. Il s’agit d’une relation d’équivalence pour les germes analytiques réels
n’admettant pas de module continu pour les singularités isolées. Cette notion est étroitement liée
à la notion d’applications analytiques par arcs définie par K. Kurdyka. Il est donc naturel d’adapter
des arguments provenant de l’intégrationmotiviquepour l’étudede l’équivalence blow-analytique.
La difficulté réside désormais dans le fait de trouver des méthodes permettant de montrer que
deux germes sont équivalents et de construire des invariants permettant de distinguer deux germes
qui ne sont pas dans la même classe.
Nous travaillons avec une variante plus algébrique de cette notion, l’équivalence blow-Nash
introduite par G. Fichou.
La première partie de la thèse consiste en un théorème d’inversion donnant des conditions
pour que l’inverse d’un homéomorphisme blow-Nash soit encore blow-Nash. L’intérêt d’un tel
énoncé est que de telles applications apparaissent dans la définition de l’équivalence blow-Nash.
La seconde partie est consacrée à l’étude d’une nouvelle fonction zêta motivique. Il s’agit d’as-
socier à un germe analytique une série formelle. Cette fonction zêta motivique généralise les fonc-
tions zêta de Koike–Parusiński et de Fichou et admet une formule de convolution. Il s’agit d’un
invariant pour l’équivalence blow-Nash.
Mots-clés. équivalence blow-Nash, applications analytiques par arcs, ensembles symétriques
par arcs, singularités réelles, intégration motivique, fonctions Nash, fonctions zêta.
A motivic zeta function to study real singularities
Abstract. The main purpose of this thesis is to study real singularities using arguments from
motivic integration as initiated by S. Koike and A. Parusiński and then continued by G. Fichou.
In order to classify real singularities, T.-C.Kuo introduced the blow-analytic equivalencewhich
is an equivalence relation on real analytic germs without moduli for isolated singularities. This
notion is closely related to the notion of arc-analytic maps introduced by K. Kurdyka, thus it is
natural to adapt arguments from motivic integration to the study of the relation. The difficulty
lies in finding efficient ways to prove that two germs are equivalent and in constructing invariants
that distinguish germs which are not in the same class.
We focus on the blow-Nash equivalence, a more algebraic notion which was introduced by G.
Fichou.
The first part of this thesis consists in an inverse theorem for blow-Nash maps. Under certain
assumptions, this ensures that the inverse of a homeomorphism which is blow-Nash is also blow-
Nash. Such maps are involved in the definition of the blow-Nash equivalence.
In the second part, we associate a power series to an analytic germ, called the zeta function of
the germ. This construction generalizes the zeta functions of Koike–Parusiński and Fichou. Fur-
thermore, it admits a convolution formula while being an invariant for the blow-Nash equiva-
lence.
Keywords. blow-Nash equivalence, arc-analytic maps, arc-symmetric sets, real singularities,
motivic integration, Nash functions, zeta functions.
