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Recording field and magnetization analysis of 
recording write heads is surveyed as a series of 
“application of micromagnetics to magnetic recording”. 
In this article, write head modeling with various 
methods, the necessity of self-consistent analysis, and 
speed-up of Landau-Lifshitz-Gilbert (LLG) 
micromagnetic caluculations are discussed. 
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な お ， 本 稿 で は メ モ リ 共 有 型 (symmetric multi- 
processing: SMP)計算機，OSはRed Hat Enterprise Linux，
計算機言語は Fortran 90，またコンパイラ 2)およびライブ










グネティック LLG 方程式を解く手法について述べる． 本
稿では計算結果と計算速度の評価には Fig. 1 に示すモデル
を，単磁極（single-pole-type: SPT） ヘッド領域および媒
体裏打層（soft underlayer: SUL） を一辺が 5 nm の立方

































































                                    
*1 ナノメートル領域を扱う本手法がナノマグネティクスではなく，マイクロマ
グネティクスと呼ぶ理由が筆者には暫く分からなかった．どなたも書かな
いので，Boston University の P. Robert Kotiuga教授から聞いた話















Fig. 1  SPT head model used for the calculations. 
 






Compiler Intel Fortran 10.1
Library Intel MKL 10.0






























































































Fig. 2 Comparison SPT head fields obtained by FEM and 
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ここで，α は x, y または z を表す．  
式（3）の意味を Fig. 3 を用いて説明する．式(3)は Fig. 3
に示した観察点  
000
z,y,xO において，Source region から
生じる磁界        ),,,,,,,,(,, 000000000000 zyxHzyxHzyxHzyxH zyx

を計算する方法を表すものである．  000 ,, zyxH

は Source 
region から生じる磁界を，観察点 O において直接計算する
のではなく，一旦仮想面 Imaginary plane S の全面で計算



































Fig. 4 Calculation method of magnetostatic interaction 
between the write head and the recording medium regions 
















Fig. 3  Magnetic field at the observation point O generated by 






















 なお，式(3)に必要な  SSSz zyxH ,,0 の計算法については，




































一般に,時間の離散化は精度の高い 4 次の Runge-Kutta






















source plane magnetization 
Fig. 5 Geometric configuration to calculate magneto- 
























































(a) Magnetic field distribution of Hx. 
(b) Magnetic field distribution of Hz. 
Fig. 6 Comparison of magnetic field distributions 
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(c) Dynamic calculations, with side and trailing shields 
Fig. 7 Comparison of recording field distributions 
obtained by 4th order Runge-Kutta and simplified 
Runge-Kutta methods. 
 






いが，本稿では，まず，導入が容易で効果の大きい Intel 社 




Intel社 Math Kernel Library (MKL)のDFTライブラリは，
実際には FFT アルゴリズムを用いており，一般によく知られて
いるCooley-Tukey型FFTよりも高速な離散フーリエ変換を行












4.2.2. Intel MKL による DFT 処理 
Intel Math Kernel Library の DFT ライブリでは
DftiComputeFoward 関数，DftiComputeBackward 関数
に変換したいデータを格納した配列と，ディスクリプタを














4.2.3. DFT の手順 


















実際の DFT と逆 DFT は DftiComputeFoward 関数，







integer:: m, mh, i, j, k, irev
complex*16:: wtemp, temp
real*8:: theta

















do while( m <= N )
irev = 0
do i=0, N-1, m
wtemp = dcmplx( cos(theta * irev), sin(theta * irev) )
k = rshift(n,2)
irev = xor(irev,k)





k = j + mh;
temp = data(j) - data(k)
data(j) = data(j) + data(k)





end do  
(a) DFT by ordinal FFT routine 







status = DftiCreateDescriptor ( h_desc, Dfti_Double, Dfti_Complex, 1, N )
status = DftiCommitDescriptor ( h_desc )
status = DftiComputeForward ( h_desc, data )
status = DftiFreeDescriptor ( h_desc )  
(b) DFT by using MKL 
 
Fig. 8 DFT for real numbers, number of data is N. 




ここではプログラムに MKL DFT を実装するときのポイ
ントを説明する． 










次元以上の DFT を行うためにはいずれかの方法で 1 次元
配列に変換し DFT 関数に渡す必要がある．この方法として，
作業領域に 1 次元配列を用意しそこに 2 次元配列を入れな
お す 方 法 が 考 え ら れ る ． ま た Fortran で は




 通常，逆 DFT 変換において倍率因子(正規化係数)は 1/N



















Fig. 9  Compiling command and setting the MKL 
version, ver. 8.1.1. 
 








$ ifort llg_b2.06_2.f90 -L/opt/intel/mkl/8.1.1/lib/em64t 
-lmkl_em64t -lguide -lpthread -lm -lmkl -i-dynamic 
-O3 -axO -xO -ip -mcmodel=large -fpp -no-prec-div 
$ ifort llg_b2.06_2.f90 -lmkl_em64t -lguide -lpthread 
-lm -lmkl -i-dynamic -O3 -axO -xO -ip -mcmodel=large 
-fpp -no-prec-div 
  






















生じる．例えば，Fig. 10 (a)や Fig. 10 (b)である．このよう
なアクセス衝突が頻繁に起きる場合，並列化を行っても十





























OpenMP による並列化では parallel 構文と do 構文により 
 
・・・Array A 10(a)













Procedure of thread 2
 
 
Fig. 10  Schematic of memory access. 
 
 
b = 2 
c = 4 
!$OMP PARALLEL 
!$OMP DO 
do  i= 1 , N 
A(i ) = b * i + c 
end do 
!$OMP END DO 
!$OMP END PARALLEL 
do i=1, N 








[  Program ] [  Thread Image  ] 
Fork 
 
















Fig. 12  Compiling option to activate OpenMP ( Intel 









$ ifort llg_b2.06_2.f90 -lmkl_em64t -lguide -lpthread 
-lm -lmkl -i-dynamic -O3 -axO -xO -ip -mcmodel= 













ものである．また，Seagate Technology 社の Dr. Olle G. 
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