INTRODUCTION

MATERIALS AND METHODS
Unit Root Test
Augmented Dickey fuller test or unit root test is used to determine whether the data series is stationary or nonstationary. The null hypothesis in this test states that the series has unit root and alternative hypothesis states that the series has no unit roots. The test statistic of the dickey fuller test is determined and the null hypothesis is rejected, if its value is found to be less than the critical value concluding that the data series has a unit root.
Auto Regressive Integrated Moving Average Model
If the series is non-stationary, it is made stationary by differencing, and therefore, the term "integrated" may be used. Auto regressive terms in the forecasting equation refer to the lags of the series that has been differenced and moving average terms refer to the forecast error lags. An ARIMA model is usually written as ARIMA (p,d,q).
p=number of autoregressive terms d=number of differences q=number of moving average forecast error terms Autoregressive model AR (p) can be written mathematically as
Where, X t = response variable at time t α = constant term X t-1 , X t-2 ,….,X t-p = Response variable at time t-1, t-2 and t-p respectively Moving average model MA (q) can be written mathematically as
Where, Autoregressive moving average model ARMA (p,q) can be written mathematically as
If the autocorrelogram cuts after lag p and the partial autocorrelogram dies down then MA (q) model should be used.
If both autocorrelogram and partial autocorrelogram dies down then ARMA (p, q) model should be used.
Seasonal Auto Regressive Integrated Moving Average model
When both non-seasonal as well as seasonal factors are incorporated in a time series data then multiplicative seasonal ARIMA model may be used.
The SARIMA model can be expressed in following ways:
Where, The non-seasonal components of AR and MA can be written mathematically as described in the ARIMA model, discussed previously. The seasonal components can be mathematically written as Seasonal Autoregressive order:
Seasonal Moving Average order:
Where, B S = backshift operator at seasonal lag Φ 1, Φ P = autoregressive coefficients to be determined at lag 1 and lag p Θ 1, Θ Q = moving average coefficients to be determined at lag 1 and lag q According to Box Jenkins methodology, model will be identified, its parameters will be estimated and then the model will be checked for its goodness of fit. If the model is adequate it may then be used for forecasting.
RESULTS AND DISCUSSIONS Mean Temperature pattern (1984-2015)
Box Jenkins approach has been followed to analyse the rainfall data to build the forecast model. The mean temperatures recorded from January 1984 to December 2015 have been depicted in Figure 1 . It is evident from the figure that the temperature series does not exhibit trend pattern, and so, it can be said to be stationary, however it exhibits periodic rise and fall. • Forecasting using the model
Identification of Model
Autocorrelation function plot and partial autocorrelation plots are analysed to check stationarity of data. In this case, the plotted ACF and PACF showed that the variance was constant, and therefore, they can be said to be stationary, however, spikes observed in the plots were out of the confidence limits of 95%. The plot of autocorrelogram showed that there was a seasonal pattern resembling a sinusoidal wave and the decay of spikes was gradual which meant that it had no trend and it was stationary. Augmented Dickey-Fuller (ADF) test was performed on the mean temperature series to check stationary which showed that the series was stationary (computed p-value was found to be less than the significance level of 5%). The series was differenced to eliminate the seasonality in series and the ACF and PACF were then analysed to determine the seasonal and non-seasonal orders of auto-regressive and moving average components of the model. The figure of ACF after one seasonal differencing shows that lags 1 and lags 2 are not zero as they are above the line of confidence limits, which means that the order of moving average (non-seasonal) could be up to 2. Spikes which are significant at lower lags showing that autoregressive terms (non-seasonal) may also be present.
Estimation of Model
Iterative procedure by using various orders were tested to obtain the least Akaike Information Criterion (AIC) value and the model with minimum value of AIC should be selected as the final model. (1,1,2)(1,0,1)(12) 1857.026 SARIMA (1,0,1)(1,1,1)(12) 1255.531 SARIMA (2,0,1)(2,0,0) (12) 1882.548 SARIMA (1,0,1)(1,0,0)(12) 1881.082 SARIMA (2,0,0)(2,0,0) (12) 1902.463 0,1)(1,1,1 )(12)has least AIC value indicating that it is the final selected model for predicting the mean temperature. 1, 0, 1) (1, 1, 1 
Goodness of Fit of Model
CONCLUSIONS
The set of data of mean temperatures of Junagadh from 1984 to 2015 was observed to be stationary, which was confirmed by the autocorrelation, partial autocorrelation plots and by conducting dickey fuller test. One seasonal differencing had to be carried out for eliminating the seasonality component in the time series of mean temperatures.
Candidate models were developed as mentioned in model building process following Box Jenkins approach, and AIC values were obtained for each candidate models. The final model selected was SARIMA (1,0,1)(1,1,1)(12). Residuals were checked and they were found to be following white noise, which meant that they were uncorrelated. The residuals also passed the normality test, as could be seen from the histogram and Q-Q plot. Diagnosis of the model was performed, which www.tjprc.org editor@tjprc.org indicated that the model could be used for forecasting.
