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Abstract
In this paper we consider an intrinsic point of view to describe the equations of motion for
higher-order variational problems with constraints on higher-order trivial principal bundles.
Our techniques are an adaptation of the classical Skinner-Rusk approach for the case of
Lagrangian dynamics with higher-order constraints. We study a regular case where it is
possible to establish a symplectic framework and, as a consequence, to obtain a unique vector
field determining the dynamics. As an interesting application we deduce the equations of
motion for optimal control of underactuated mechanical systems defined on principal bundles.
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1 Introduction
The aim of this work is to describe, in an intrinsic way, higher-order Euler-Lagrange equations
on trivial principal bundles. The main motivation is the analysis of a class of optimal control
problems that are important in a wide range of contexts, such as the search of less cost devices in
industrial processes, aerospace and defense, marine and automotive systems, electro-mechanical
systems and robotic, among others. The optimal control problem consists in finding a trajectory
of the state variables and control inputs, solution of the controlled Euler-Lagrange equations
given initial and final conditions, and minimizing a cost function.
The study of higher-order tangent bundles has been developed in the last decades for different
reasons, as a training field to understand field theory, theoretical physics, relativistic mechanics,
classification of higher-order symmetries, among others [9, 10, 19, 21, 22, 23, 31, 39, 42]. In
the last decade, higher-order variational problems had an extraordinary impact in the design
and planning of trajectories, interpolation problems in Riemannian manifolds, optimization
problems, optimal control applications, higher-order jet groups and particle methods, image
registration methods for computational anatomy, etc. [7, 14, 25, 26, 32, 33, 35, 38]
In 1983, R. Skinner and R. Rusk introduced a formulation for the dynamics of an autonomous
mechanical system which combines the Lagrangian and Hamiltonian features [44]. The aim of
this formulation is to obtain a common framework for both regular and singular dynamics, ob-
taining simultaneously the Lagrangian and Hamiltonian formulations of the dynamics. Over the
years, the Skinner-Rusk framework, or unified framework, has been extended in many directions:
explicit time-dependent systems using a jet bundle language [3, 17], vakonomic mechanics and
the comparison between the solutions of vakonomic and nonholonomic mechanics [16], higher-
order dynamical systems [40, 41], first-order and higher-order classical field theories [8, 24, 45],
and optimal control applications [2, 4, 13].
There is an interesting class of mechanical control systems, underactuated mechanical sys-
tems, which are characterized by the fact that there are more degrees of freedom than actuators.
This type of systems is quite different from a mathematical and engineering perspective than
fully actuated control systems (that is, where all the degrees of freedom are actuated). Under-
actuated systems include spacecraft, underwater vehicles, mobile robots, helicopters, wheeled
vehicles, mobile robots, underactuated manipulators... (see [1, 5, 6] and references therein).
Our main objective in this paper is to characterize geometrically the equations of motion
for a higher-order autonomous system with constraints using an extension of the Skinner-Rusk
formalism for higher-order trivial principal bundles, and apply this to the optimal control prob-
lems of an underactuated mechanical system. The main results of this work can be found in
Section 3, where we give a general method to deal with explicit and implicit, constrained and
unconstrained mechanical systems.
The organization of the paper is as follows. In Section 2 we introduce some geometric
constructions which are used along the paper. In particular, the Skinner-Rusk formalism for
first-order mechanical systems, the Gotay-Nester-Hinds algorithm, some geometric aspects of
higher-order tangent bundles, and Hamilton equations for a Hamiltonian system defined on
the cotangent bundle of a higher-order trivial principal bundle. In Section 3 we introduce
the Pontryagin bundle T∗(Tk−1M) × G × kg × kg∗, where we introduce the dynamics using a
presymplectic Hamiltonian formalism, and we deduce the kth-order Euler-Lagrange equations
in this context. Since the system is presymplectic, it is necessary to analyze the consistency of
the dynamics using a constraint algorithm. We show that our techniques are easily adapted to
the case of constrained dynamics. As an illustration of the applicability of our formulation, we
analyze in Section 4 the case of underactuated control of mechanical systems and, as a particular
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example, the optimal control problem of an underactuated vehicle in SE(2)× S1.
All the manifolds are real, second countable and C∞. The maps and the structures are
assumed to be C∞. Sum over repeated indices is understood.
2 Mathematical background
In this section we give the notation used along this work, and the basic mathematical background
needed about higher-order tangent bundles. There is also a sketch of the Gotay-Nester-Hinds al-
gorithm and the Skinner-Rusk formalism for first-order systems. Finally we will derive Hamilton
equations for higher-order trivial principal bundles.
2.1 The Lagrangian-Hamiltonian unified formalism
(See [44] for details.)
Let Q be a n-dimensional smooth manifold modeling the configuration space of a first-order
dynamical system with n degrees of freedom, and L ∈ C∞(TQ) a Lagrangian function describing
the dynamics of the system.
Let us consider the bundle
W = TQ×Q T
∗Q .
This bundle is endowed with canonical projections over each factor, namely pr1 : W → TQ and
pr2 : W → T
∗Q. Using these projections, and the canonical projections of the tangent and
cotangent bundle of Q, we introduce the following diagram
TQ×Q T
∗Q
pr1
uu❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
pr2
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
TQ
τQ
))❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘ T
∗Q
piQ
uu❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
Q
Local coordinates in W are constructed as follows: if (U,ϕ) is a local chart of Q with
ϕ = (qA), 1 6 A 6 n, then the induced local charts in TQ and T∗Q are (τ−1Q (U), (q
A, vA))
and (π−1Q (U), (q
A, pA)), respectively. Therefore, the natural coordinates in W are (q
A, vA, pA).
Observe that dimW = 3n. Using these coordinates, the above projections have the following
local expressions
pr1(q
A, vA, pA) = (q
A, vA) ; pr2(q
A, vA, pA) = (q
A, pA) .
The bundleW is endowed with some canonical geometric structures. First, let θ ∈ Ω1(T∗Q)
be the Liouville 1-form on the cotangent bundle and ω = −dθ ∈ Ω2(T∗Q) the canonical sym-
plectic form on T∗Q. From this we can define a 2-form Ω in W as
Ω := pr∗2 ω ∈ Ω
2(W) .
It is clear that Ω is a closed 2-form, since
Ω = pr∗2(−dθ) = −d pr
∗
2 θ .
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Nevertheless, this form is degenerate, and therefore is a presymplectic form. This is easy to
check in coordinates. Bearing in mind the local expression of the canonical symplectic form of
the cotangent bundle, which is ω = dqA ∧ dpA, and the local expression of the projection pr2
given above, we have
Ω = pr∗2(dq
A ∧ dpA) = pr
∗
2(dq
A) ∧ pr∗2(dpA) = d pr
∗
2(q
A) ∧ d pr∗2(pA) = dq
A ∧ dpA .
From this local expression, it is clear that the kernel of Ω is given locally by,
kerΩ =
〈
∂
∂vA
〉
= XV (pr2)(W) ,
where XV (pr2)(W) denotes the module of vector fields of W which are vertical with respect to
the projection pr2 (that is, X
V (pr2)(W) = ker(T pr2)). Therefore the 2-form Ω is degenerate.
Definition 1 Let p ∈ Q be a point, vp ∈ TpQ a tangent vector at p, and αp ∈ T
∗
pQ a covector
on p. Then we define the coupling function C ∈ C∞(W) as
C : W −→ R
(p, vp, αp) 7−→ 〈αp, vp〉
where 〈αp, vp〉 ≡ αp(vp) is the canonical pairing between elements of TpQ and T
∗
pQ.
If we consider a local chart on p ∈ Q such that αp = pAdq
A
∣∣
p
, vp = v
A ∂
∂qA
∣∣∣∣
p
, then the local
expression of C is
C(p, vp, αp) = 〈αp, vp〉 =
〈
pAdq
A
∣∣
p
, vA
∂
∂qA
∣∣∣∣
p
〉
= pAv
A
∣∣
p
.
Finally, we define the Hamiltonian function H ∈ C∞(W) by
H = C − pr∗1 L ,
whose local expression is
H(qA, vA, pA) = pAv
A − L(qA, vA) .
Hence, we have constructed a presymplectic Hamiltonian system (W,Ω,H). The dynamics
for this systems is given by equation
i(X)Ω = dH ,
where X ∈ X(W) is the Hamiltonian vector field of the system.
2.2 The constraint algorithm
In this subsection we briefly review the constraint algorithm for presymplectic systems. (See
[28, 29, 30] for details).
By definition, if (M1,Ω) is a symplectic manifold then the equation
i(X)Ω = α (1)
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has a unique solution X ∈ X(M1) for every α ∈ Ω
1(M1) that we consider. Nevertheless, if Ω is
closed and degenerate (that is, presymplectic), then the above equation may not have a solution
defined on the whole manifold M1, but only in some points of M1. The tuple (M1,Ω, α) is
said to be a presymplectic system. The aim of the Gotay-Nester-Hinds algorithm, or constraint
algorithm, is to find a final submanifold Mf →֒ M1 such that the equation (1) has solutions in
Mf (if such submanifold exists). More precisely, the constraint algorithm returns the maximal
submanifold Mf of M1 such that there exists a vector field X ∈ X(Mf ) satisfying equation (1)
with support on Mf .
The algorithm proceeds as follows. Since Ω is degenerate, then equation (1) has no solution
in general, or the solutions are not defined everywhere. In the most favorable case, equation
(1) admits a global (but not necessarily unique) solution X ∈ X(M1). Otherwise, we select the
subset of points of M1, where such a solution exists, that is,
M2 := {p ∈M1 : there exists Xp ∈ TpM1 satisfying i(Xp)Ωp = αp}
= {p ∈M1 : (i(Y )α)(p) = 0 for every Y ∈ kerΩ} ,
and we assume that it is a submanifold of M1. Then, equation (1) admits a solution X defined
at all points of M2, but X is not necessarily tangent to M2, and thus it does not necessarily
induce a dynamics on M2. So we impose a tangency condition along M2, and we obtain a new
submanifold
M3 := {p ∈M2 : there exists Xp ∈ TpM2 satisfying i(Xp)Ωp = αp} .
A solution X to equation (1) does exist in M3 but, again, such an X is not necessarily tangent
to M3, and this condition must be required. Following this process, we obtain a sequence of
submanifolds
· · ·Ml →֒ · · · →֒M2 →֒M1
where the general description of Ml+1 is
Ml+1 := {p ∈Ml : there exists Xp ∈ TpMl satisfying i(Xp)Ωp = αp} .
If the algorithm terminates at a nonempty set, in the sense that at some s > 1 we have
Ml+1 = Ml for every l > s, then we say that Ms is the final constraint submanifold which is
denoted by Mf . It may still happen that dimMf = 0, that is, Mf is a discrete set of points, and
in this case the system does not admit a proper dynamics. But in the case when dimMf > 0,
by construction, there exists a well-defined solution X of equation (1) along Mf .
2.3 Higher-order tangent bundles
In this subsection we recall some basic facts of the higher-order tangent bundle theory. We
particularize our construction to the case when the configuration space is a Lie group G. (See
[9, 23, 42] for details.)
Let Q be a n-dimensional smooth manifold, and k ∈ N. The kth order tangent bundle of
Q, denoted by TkQ, is the (k + 1)n-dimensional smooth manifold made of the k-jets of curves
φ : R → Q with source at 0 ∈ R; that is, TkQ = Jk0 (R, Q). It is a submanifold of J
k(R, Q). A
point in TkQ is denoted jk0φ, where φ is a representative of the equivalence class.
We have the following natural projections: if r 6 k,
ρkr : T
kQ −→ TrQ
jk0φ 7−→ j
r
0φ
;
βk : TkQ −→ Q
jk0φ 7−→ φ(0)
.
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Observe that ρk0 = β
k, where T0Q is canonically identified with Q, ρsr ◦ ρ
k
s = ρ
k
r for every
r 6 s 6 k, and ρkk = IdTkQ.
From a local chart (U,ϕ) of Q, where ϕ = (ϕA), 1 6 A 6 n, the induced local coordinates in
TkQ are constructed as follows: let φ : R → Q be a curve such that φ(0) ∈ U . Then, denoting
φA = ϕA ◦ φ, the point jk0φ is given in (β
k)−1(U) as (qA0 , . . . , q
A
k ) ≡ (q
A
i ), 0 6 i 6 k, where
qA0 = φ
A(0) , qAi =
diφA
dti
∣∣∣∣
t=0
.
When there is no risk of confusion, we use the standard conventions, qA0 = q
A, qA1 = q˙
A and
qA2 = q¨
A. Using these coordinates, the local expression of the canonical projections are
ρkr (q
A
0 , . . . , q
A
k ) = (q
A
0 , . . . , q
A
r ) ; β
k(qA0 , . . . , q
A
k ) = (q
A
0 ) .
Now, assume that Q = G is a finite dimensional Lie group, and let us consider the left-
multiplication on itself
G×G −→ G
(g, h) 7−→ gh
.
If we denote £g(h) = gh for every g, h ∈ G the left-translation, it is obvious that £g : G→ G is
a diffeomorphism for every g ∈ G.
Remark: The same is valid for the right-translation, but in the sequel we only work with the
left-translation, for the sake of simplicity.
The left-translation enables us to trivialize the tangent and cotangent bundles of G as follows
TG −→ G× g
(g, g˙) 7−→ (g, ξ) = (g, g−1 g˙) = (g,Tg£g−1 g˙)
;
T∗G −→ G× g∗
(g, αg) 7−→ (g, α) = (g,T
∗
e£g(αg))
,
where g = TeG is the Lie algebra of G and e ∈ G is the neutral element of the group.
For higher-order tangent bundles, we can also use the left-translation to identify the kth-
order tangent bundle of G, TkG, with G × kg as follows: if g : I ⊆ R → G is a curve, we
define
Υk : TkG −→ G× kg
jk0g 7−→ (g(0), g
−1(0)g˙(0), ddt
∣∣
t=0
(g−1(t)g˙(t)), . . . , d
k−1
dtk−1
∣∣∣
t=0
(g−1(t)g˙(t)))
.
It is clear that Υk is a diffeomorphism. If we denote by ξ(t) = g−1(t)g˙(t), we can rewrite the
above expression as
Υk(jk0 g) = (g, ξ
0, ξ1, . . . , ξk−1) ,
where
g = g(0) ; ξi =
di
dti
∣∣∣∣
t=0
ξ(t) =
di
dti
∣∣∣∣
t=0
(g−1(t)g˙(t)) , 0 6 i 6 k − 1 .
We will indistinctly use the notation ξ0 = ξ, ξ1 = ξ˙, where there is no danger of confusion.
In this case, the canonical projections ρkr and β
k are denoted by
τkr : T
kG −→ TrG
jk0 g 7−→ j
r
0g
;
τkG : T
kG −→ G
jk0g 7−→ g(0)
.
Using the previous identifications, we have
τkr (g, ξ
0, . . . , ξk−1) = (g, ξ0, . . . , ξr−1) ; τkG(g, ξ
0, . . . , ξk−1) = g .
As before, τ sr ◦ τ
k
s = τ
k
r , τ
k
0 = τ
k
G, and τ
k
k = IdG.
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2.4 Higher-order Hamilton equations in M ×G
Let us consider the manifold Q =M ×G, where M is a m-dimensional smooth manifold and G
is a finite dimensional Lie group. Using the results of Section 2.3, we have
T∗(Tk−1Q) = T∗(Tk−1(M ×G)) ≃ T∗(Tk−1M)×G× (k − 1)g × kg∗ .
In order to geometrically derive Hamilton equations for higher-order variational problems
we need to equip the previous space with a symplectic structure. Thus, we construct a Liouville
1-form θ and a canonical symplectic 2-form ω by pull-backing the canonical Liouville forms in
T∗(Tk−1M) and G× (k− 1)g× kg. Let (qAi , p
i
A) be the natural coordinates in T
∗(Tk−1M), and
denote by ξ ∈ (k−1)g and α ∈ kg∗ with components ξ = (ξ0, . . . , ξk−2) and α = (α0, . . . , αk−1).
Then, after a straightforward computation. we deduce that
θ(qAi ,p
i
A,g,ξ,α)
(F˜Ai , G˜
i
A, ξ1,ν
1) = piAF˜
A
i + 〈α, ξ1〉 ,
ω(qAi ,p
i
A,g,ξ,α)
(
(F˜Ai , G˜
i
A, ξ1,ν
1), (F¯Ai , G¯
i
A, ξ2,ν
2)
)
=
k−1∑
i=0
(
F˜Ai G¯
i
A − F¯
A
i G˜
i
A
)
+ 〈ν2, ξ1〉 − 〈ν
1, ξ2〉+ 〈α0, [ξ
0
1 , ξ
0
2 ]〉
where ξa ∈ kg and ν
a ∈ kg∗, a = 1, 2 with components ξa = (ξ
i
a) and ν
a = (νai ), 0 6 i 6 k − 1,
where each component ξia ∈ g and ν
a
i ∈ g
∗. Observe that α0 comes from the identification
T∗G ≃ G× g∗.
Given a Hamiltonian function H ∈ C∞(T∗(Tk−1(M ×G))), we compute
dH(qAi ,piA,g,ξ,α)
(F¯Ai , G¯
i
A, ξ2,ν
2) = F¯Ai
∂H
∂qAi
(qAi , p
i
A, g, ξ,α) + G¯
i
A
∂H
∂piA
(qAi , p
i
A, g, ξ,α)
+
〈
£∗g
∂H
∂g
(qAi , p
i
A, g, ξ,α), ξ
0
2
〉
+
k−2∑
i=0
〈
∂H
∂ξi
(qAi , p
i
A, g, ξ,α), ξ
i+1
2
〉
+
〈
ν2,
∂H
∂α
(qAi , p
i
A, g, ξ,α)
〉
.
Now we can derive Hamilton equations for a higher-order dynamical system in a trivial
principal bundle. First, let us compute the Hamiltonian vector field XH ∈ X(T
∗(Tk−1M) ×
G × (k − 1)g × kg) satisfying the geometric equation i(XH)ω = dH. If XH is locally given by
XH(q
A
i , p
i
A, g, ξ,α) = (F˜
A
i , G˜
i
A, ξ1,ν
1), then the previous equation gives the following system of
equations
F˜Ai =
∂H
∂piA
(qAi , p
i
A, g, ξ,α) ,
G˜iA = −
∂H
∂qAi
(qAi , p
i
A, g, ξ,α) ,
ξ1 =
∂H
∂α
(qAi , p
i
A, g, ξ,α) ,
ν10 = −£
∗
g
∂H
∂g
(qAi , p
i
A, g, ξ,α) + ad
∗
ξ01
α0 ,
ν1i+1 = −
∂H
∂ξi
(qAi , p
i
A, g, ξ,α) , 0 6 i 6 k − 2 .
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Finally, if γ(t) = (qAi (t), p
i
A(t), g(t), ξ(t),α(t)) is an integral curve ofXH , then from the condition
XH ◦ γ = γ˙ we obtain the higher-order Hamilton equations
q˙Ai =
∂H
∂piA
(qAi , p
i
A, g, ξ,α) , 0 6 i 6 k − 1 ,
p˙iA = −
∂H
∂qAi
(qAi , p
i
A, g, ξ,α) , 0 6 i 6 k − 1 ,
g˙ = g
∂H
∂α0
(qAi , p
i
A, g, ξ,α) ,
ξ˙i =
∂H
∂αi
(qAi , p
i
A, g, ξ,α) , 1 6 i 6 k − 1 ,
α˙0 = −£
∗
g
∂H
∂g
(qAi , p
i
A, g, ξ,α) + ad
∗
∂H/∂α0
α0 ,
α˙i+1 = −
∂H
∂ξi
(qAi , p
i
A, g, ξ,α) , 0 6 i 6 k − 2 .
3 Geometric formalism for higher-order variational problems
In this section, we describe the main results of the paper. First, we intrinsically derive the
equations of motion for Lagrangian systems defined on higher-order trivial principal bundles
and, finally, we extend the results to the case of variationally constrained problems.
3.1 Unconstrained problem
3.1.1 Geometrical setting
Let Q be a finite dimensional smooth manifold modeling the configuration space of a kth-order
dynamical system, and let L ∈ C∞(TkQ) be a Lagrangian function describing the dynamics of
the system. Consider the Pontryagin bundle W = TkQ×Tk−1Q T
∗(Tk−1Q) in a similar way as
in [40]. Now, if we take Q = M ×G, where M is a m-dimensional smooth manifold and G is a
finite dimensional Lie group, we have
W = Tk(M ×G)×Tk−1(M×G) T
∗(Tk−1(M ×G))
≃ (TkM ×Tk−1M T
∗(Tk−1M))× (TkG×Tk−1G T
∗(Tk−1G)) =WM ×WG
where we denote WM := T
kM ×Tk−1M T
∗(Tk−1M) and WG := T
kG×Tk−1G T
∗(Tk−1G). Using
left-trivialization and the results in Section 2.3 we have the following identifications
TkG ≃ G× kg; T∗(Tk−1G) ≃ G× (k − 1)g × kg∗,
and therefore the manifold WG admits the identification
WG ≃ G× kg× kg
∗.
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Taking into account all the previous comments, we can consider the diagram illustrating the
situation
W
pr
1
ss❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
pr
2
**❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
WM
p˜r
1
zz✉✉
✉✉
✉✉
✉✉
✉
p˜r
2
&&
◆◆
◆◆
◆◆
◆◆
◆◆
WG
pr
1
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣
pr
2
))❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
TkM
ρk
k−1 $$
❍❍
❍❍
❍❍
❍❍
❍❍
T∗(Tk−1M)
pi
Tk−1M
xxqq
qq
qq
qq
qq
G× kg
τk
k−1 &&
▼▼
▼▼
▼▼
▼▼
▼▼
▼
G× (k − 1)g× kg∗
pi
Tk−1G
vv❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
Tk−1M G× (k − 1)g
where all the maps are the canonical projections.
Let (qAi , q
A
k , p
i
A), where 0 6 i 6 k − 1 and 1 6 A 6 m, be a set of local coordinates in
WM (see [40] for details), and (g, ξ, ξ
k−1,α), where ξ = (ξ0, . . . , ξk−2) ∈ (k − 1)g and α =
(α0, . . . , αk−1) ∈ kg
∗, a set of local coordinates in WG (see [13] for details). Then, the induced
natural coordinates in W = WM ×WG are (q
A
i , q
A
k , p
i
A, g, ξ, ξ
k−1,α). Using these coordinates,
the above projections have the following local expressions
pr1(q
A
i , q
A
k , p
i
A, g, ξ, ξ
k−1,α) = (qAi , q
A
k , p
i
A) ; pr2(q
A
i , q
A
k , p
i
A, g, ξ, ξ
k−1,α) = (g, ξ, ξk−1,α)
p˜r1(q
A
i , q
A
k , p
i
A) = (q
A
i , q
A
k ) ; p˜r2(q
A
i , q
A
k , p
i
A) = (q
A
i , p
i
A)
pr1(g, ξ, ξ
k−1,α) = (g, ξ, ξk−1) ; pr2(g, ξ, ξ
k−1,α) = (g, ξ,α)
The bundle W is endowed with some canonical geometric structures. First, let ωk−1 ∈
Ω2(T∗(Tk−1M)) and ωG×(k−1)g ∈ Ω
2(G × (k − 1)g × kg∗) be the canonical symplectic forms
in T∗(Tk−1M) and T∗(Tk−1G) ≃ G × (k − 1)g × kg∗, respectively. Then, we can consider the
presymplectic forms ΩM = p˜r
∗
2 ωk−1 ∈ Ω
2(WM ) and ΩG = pr
∗
2 ωG×(k−1)g ∈ Ω
2(WG). Then we
define the following presymplectic form in W
Ω = pr∗1 ΩM + pr
∗
2ΩG ∈ Ω
2(W) . (2)
Observe that since kerΩM = X
V (p˜r2)(WM ) and ker ΩG = X
V (pr2)(WG), we have
kerΩ = XV (p˜r2◦pr1)(W) ∩ XV (pr2)(W) + XV (pr2◦pr2)(W) ∩ XV (pr1)(W) .
In natural coordinates, recall that the forms ωk−1 and ωG×(k−1)g are locally given by
(ωk−1)(qAi ,piA)
(
(F˜Ai , G˜
i
A), (F¯
A
i , G¯
i
A)
)
=
k−1∑
i=0
(
F˜Ai G¯
i
A − F¯
A
i G˜
i
A
)
(ωG×(k−1)g)(g,ξ,α)
(
(ξ1,ν
1), (ξ2,ν
2)
)
= 〈ν2, ξ1〉 − 〈ν
1, ξ2〉+ 〈α0, [ξ
0
1 , ξ
0
2 ]〉
=
k−1∑
i=0
(
〈ν2i , ξ
i
1〉 − 〈ν
1
i , ξ
i
2〉
)
+ 〈α0, [ξ
0
1 , ξ
0
2 ]〉
where ξa = (ξ
0
a, . . . , ξ
k−1
a ) ∈ kg, ν
a = (νa0 , . . . , ν
a
k−1) ∈ kg
∗ (a = 1, 2), (qAi , p
i
A) ∈ T
∗(Tk−1M)
and (F˜Ai , G˜
i
A), (F¯
A
i , G˜
i
A) ∈ T(qAi ,piA)
T∗(Tk−1M). Therefore, the presymplectic form Ω ∈ Ω2(W)
is locally given by
Ω(qAi ,qAk ,p
i
A
,g,ξ,ξk−1,α) (X1,X2) =
k−1∑
i=0
(
F˜Ai G¯
i
A − F¯
A
i G˜
i
A + 〈ν
2
i , ξ
i
1〉 − 〈ν
1
i , ξ
i
2〉
)
+ 〈α0, [ξ
0
1 , ξ
0
2 ]〉 , (3)
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where X1 = (F˜
A
i , F˜
A
k , G˜
i
A, ξ1, ξ
k
1 ,ν
1),X2 = (F¯
A
i , F¯
A
k , G¯
i
A, ξ2, ξ
k
2 ,ν
2) ∈ X(W). Moreover, a local
basis for ker Ω is
kerΩ =
〈
∂
∂qAk
,
∂
∂ξk−1
〉
. (4)
The second relevant canonical structure in W is the coupling function C ∈ C∞(W). First,
since TkM is canonically embedded into T(Tk−1M), we can define a canonical pairing between
the elements of T∗(Tk−1M) and the elements of TkM as a function in C∞(WM ). Indeed, let
p ∈ TkM be a point, q = ρkk−1(p) its projection to T
k−1M and αq ∈ T
∗
q(T
k−1M) a covector.
Then, the function CM ∈ C
∞(WM ) is defined as
CM : T
kM ×Tk−1M T
∗(Tk−1M) −→ R
(p, αq) 7−→ 〈αq, jk(p)q〉k−1
,
where jk : T
kM →֒ T(Tk−1M) is the canonical embedding, jk(p)q ∈ Tq(T
k−1M) the correspond-
ing tangent vector to Tk−1M in q, and 〈· , ·〉k−1 : T(T
k−1M) × T∗(Tk−1M) → R the canoni-
cal pairing. In natural coordinates, if p = (qA0 , . . . , q
A
k ), then q = ρ
k
k−1(p) = (q
A
0 , . . . , q
A
k−1),
and the canonical embedding is locally given by jk(p) = (q
A
0 , . . . , q
A
k−1, q
A
1 , . . . , q
A
k ). Hence, if
jk(p)q = q
A
i+1
∂
∂qAi
∣∣∣∣
q
∈ Tq(T
k−1M) and αq = p
i
A dq
A
i
∣∣
q
∈ T∗q(T
k−1M), then the local expression
of the function CM is
CM (q
A
i , q
A
k , p
i
A) = p
i
Aq
A
i+1
∣∣
q
.
On the other hand, we can define a canonical pairing in WG ≃ G × kg × kg
∗ as a function
CG ∈ C
∞(WG) as follows
CG : G× kg× kg
∗ −→ R
(g, ξ, ξk−1,α) 7−→ 〈αi, ξ
i〉
,
Bearing in mind the above constructions, we can give the following definition.
Definition 2 The coupling function C ∈ C∞(W) is defined as
C = pr∗1 CM + pr
∗
2 CG . (5)
In the induced natural coordinates of W, bearing in mind the local expressions of both CM
and CG, and the coordinate expressions of the projections pr1 and pr2, we have that the coupling
function C ∈ C∞(W) is locally given by
C(qAi , q
A
k , p
i
A, g, ξ, ξ
k−1,α) =
k−1∑
i=0
(
piAq
A
i+1 + 〈αi, ξ
i〉
)
.
Now, given a Lagrangian function L ∈ C∞(Tk(M × G)), we can define the Hamiltonian
function H ∈ C∞(W) as
H = C − π∗L , (6)
where π : W → Tk(M ×G) is the natural projection, and whose local expression is
H(qAi , q
A
k , p
i
A, g, ξ, ξ
k−1,α) =
k−1∑
i=0
(
piAq
A
i+1 + 〈αi, ξ
i〉
)
− L(qAi , q
A
k , g, ξ, ξ
k−1) .
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3.1.2 Dynamical equation
The dynamical equation for a presymplectic Hamiltonian system (W,Ω,H) is geometrically
written as
i(X)Ω = dH , for X ∈ X(W) . (7)
Then, following [30], we have
Proposition 1 A solution X ∈ X(W) to equation (7) exists only on the points of the subman-
ifold Wc
jc
→֒ W defined by
Wc = {p ∈ W : (i(Y )dH)(p) = 0 , ∀Y ∈ kerΩ} .
In natural coordinates, since dH ∈ Ω1(W) is locally given by
dH(qAi ,qAk ,p
i
A,g,ξ,ξ
k−1,α)(Y ) = −F˜
A
0
∂L
∂qA0
+ F˜Ai+1
(
piA −
∂L
∂qAi+1
)
+ G˜iAq
A
i+1
+
〈
−£∗g
∂L
∂g
, ξ02
〉
+
〈
αi −
∂L
∂ξi
, ξi+12
〉
+ 〈ν2, ξ〉 ,
(8)
where Y = (F˜Ai , F˜
A
k , G˜
i
A, ξ2, ξ
k
2 ,ν
2) ∈ X(W), and ker Ω has local basis (4), we have
i(Y )dH =

pk−1A −
∂L
∂qAk
, if Y =
∂
∂qAk
,
αk−1 −
∂L
∂ξk−1
, if Y =
∂
∂ξk
.
Therefore, Wc →֒ W is locally defined by the constraints
pk−1A −
∂L
∂qAk
= 0 ; αk−1 −
∂L
∂ξk−1
= 0 .
Now, let us compute the local expression of equation (7). Let X ∈ X(W) be a generic vector
field locally given by
X = FAi
∂
∂qAi
+ FAk
∂
∂qAk
+GiA
∂
∂piA
+ ξ01
∂
∂g
+ ξi+11
∂
∂ξi
+ ν1i
∂
∂αi
= (FAi , F
A
k , G
i
A, ξ1, ξ
k
1 ,ν
1) . (9)
Then, using (3) and (8), we have the following system of equations
FAi = q
A
i+1 , (10)
G0A =
∂L
∂qA0
, GiA =
∂L
∂qAi
− pi−1A , (11)
pk−1A −
∂L
∂qAk
= 0 , (12)
ξi1 = ξ
i , (13)
ν10 = £
∗
g
∂L
∂g
+ ad∗ξ01
α0 , ν
1
i+1 =
∂L
∂ξi
− αi , (14)
αk−1 −
∂L
∂ξk−1
= 0 . (15)
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Therefore, the vector field X solution to equation (7) is locally given by
X = qAi+1
∂
∂qAi
+ FAk
∂
∂qAk
+
∂L
∂qA0
∂
∂p0A
+
(
∂L
∂qAi
− pi−1A
)
∂
∂piA
+ ξ0
∂
∂g
+ ξi+1
∂
∂ξi
+ ξk1
∂
∂ξk−1
+
(
£∗g
∂L
∂g
+ ad∗ξ0α0
)
∂
∂α0
+
(
∂L
∂ξi
− αi
)
∂
∂αi+1
.
Observe that equations (12) and (15) are compatibility conditions that say that the vector field
X exists with support on a submanifold defined locally by these equations. Hence, we recover
in coordinates the result stated in Proposition 1.
The coefficients FAk and ξ
k
1 are yet to be determined. Nevertheless, recall that X is a vector
field in W that exists at support on Wc. Hence, we must study the tangency of X along the
submanifoldWc; that is, we must require L(X)ζ|Wc ≡ X(ζ)|Wc = 0 for every constraint function
ζ defining Wc. Thus, taking into account that Wc is locally defined by equations (12) and (15),
the tangency condition for X along Wc gives the following equations
∂L
∂qAk−1
− pk−2A = q
B
i+1
∂2L
∂qBi ∂q
A
k
+ FBk
∂2L
∂qBk ∂q
A
k
+ ξ0£∗g
∂2L
∂g∂qAk
+ ξi+1
∂2L
∂ξi∂qAk
+ ξk1
∂2L
∂ξk−1∂qAk
,
∂L
∂ξk−2
− αk−2 = q
B
i+1
∂2L
∂qBi ∂ξ
k−1
+ FBk
∂2L
∂qBk ∂ξ
k−1
+ξ0£∗g
∂2L
∂g∂ξk−1
+ ξi+1
∂2L
∂ξi∂ξk−1
+ ξk1
∂2L
∂ξk−1∂ξk−1
.
(16)
These equations enable us to determinate the remaining coefficients FAk and ξ
k
1 of the vector
field X. Observe that if the Hessian matrix of L with respect to the highest-order “velocities”,
qAk and ξ
k−1, is invertible, that is,
det

∂2L
∂qBk ∂q
A
k
∂2L
∂qAk ∂ξ
k−1
∂2L
∂ξk−1∂qAk
∂2L
∂ξk−1∂ξk−1
 (p) 6= 0 , for every p ∈ TkM ×G× kg ,
then the previous system of equations has a unique solution for FAk and ξ
k
1 , thus obtaining
a unique vector field X ∈ X(W) solution to the equation (7). In particular, the constraint
algorithm finishes at the first step. Otherwise, new constraints may arise from equations (16),
and the algorithm continues if necessary.
Remark: In the particular case when the Hessian matrix of the Lagrangian function is a block
diagonal matrix, that is,
∂2L
∂qAi ∂g
= 0 and
∂2L
∂qAi ∂ξ
j
= 0 , for every 1 6 A 6 m, 0 6 i 6 k , 0 6 j 6 k − 1 ,
then equations (16) become
∂L
∂qAk−1
− pk−2A = q
B
i+1
∂2L
∂qBi ∂q
A
k
+ FBk
∂2L
∂qBk ∂q
A
k
,
∂L
∂ξk−2
− αk−2 = ξ
0£∗g
∂2L
∂g∂ξk−1
+ ξi+1
∂2L
∂ξi∂ξk−1
+ ξk1
∂2L
∂ξk−1∂ξk−1
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In this case, to solve the equation (7) in W is equivalent to solve separately the corresponding
equations in WM and WG following the patterns in [40] and [13], respectively, and then take
X = XM+XG as a solution of equation (7), where XM ∈ ker pr2 is a vector field pr1-related with
the vector field solution to the equation in WM and XG ∈ ker pr1 is a vector field pr2-related
with the solution of the equation in WG.
Now, let γ : R→W be an integral curve of X locally given by
γ(t) = (qAi (t), q
A
k (t), p
i
A(t), g(t), ξ
i(t), αi(t)) . (17)
From the condition X ◦ γ = γ˙ we obtain the following system of differential equations for the
component functions of γ
q˙Ai = q
A
i+1 , (18)
p˙0A =
∂L
∂qA0
, p˙iA =
∂L
∂qAi
− pi−1A , (19)
g˙ = gξ0 , ξ˙i−1 = ξi , (20)
α˙0 = £
∗
g
∂L
∂g
+ ad∗ξ01
α0 , α˙i+1 =
∂L
∂ξi
− αi , (21)
in addition to equations (12) and (15). Now, using equations (12) in combination with equations
(19) we obtain the kth-order Euler-Lagrange equations
k∑
i=0
(−1)i
di
dti
∂L
∂qAi
∣∣∣∣
γ
= 0 . (22)
On the other hand, using equations (15) in combination with equations (21) we obtain the
kth-order trivialized Euler-Lagrange equations(
d
dt
− ad∗ξ0
) k−1∑
i=0
(−1)i
d
dti
∂L
∂ξi
∣∣∣∣
γ
= £∗g
(
∂L
∂g
)∣∣∣∣
γ
. (23)
Therefore, a dynamical trajectory γ : R → W of the system must satisfy the following local
equations
k∑
i=0
(−1)i
di
dti
∂L
∂qAi
∣∣∣∣
γ
= 0 ,
(
d
dt
− ad∗ξ0
) k−1∑
i=0
(−1)i
d
dti
∂L
∂ξi
∣∣∣∣
γ
= £∗g
(
∂L
∂g
)∣∣∣∣
γ
.
Remark: The above equations may be compatible or not. If not, a constraint algorithm must
be used in order to find a final submanifold where the above equations have a solution (if such
a submanifold exists).
Finally, if the Lagrangian function L ∈ C∞(TkM ×G× kg) is left-invariant, that is,
L(qAi , q
A
k , g, ξ
i) = L(qAi , q
A
k , h, ξ
i) ,
for all g, h ∈ G, then we can define the reduced Lagrangian ℓ ∈ C∞(TkM × kg) by
ℓ(qAi , q
A
k , ξ
i) = L(qAi , q
A
k , e, ξ
i) ,
and therefore equations (23) become the kth order Euler-Poincare´ equations(
d
dt
− ad∗ξ0
) k−1∑
i=0
(−1)i
d
dti
∂ℓ
∂ξi
∣∣∣∣
γ
= 0 . (24)
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Observe that equations (22) remain the same with the reduced Lagrangian function, just replac-
ing L by ℓ.
Equations (22) and (23) are exactly the same that one of the authors derived in [11] us-
ing variational techniques. Our derivation allows us to identify staightforwardly the geometric
preservation of the system, for instance, preservation of the Hamiltonian or (pre)symplecticity
of the flow.
3.1.3 A theoretical example
Now, we give a theoretical example inspired by the applications in Clebsch variational principle
and continuum mechanics studied in [27, 34].
Let us consider the particular case when the manifold M is the dual of a real vector space,
that is, M = V ∗, where V is a finite dimensional real vector space. In this case we have the
following identifications
TkV ∗ ≃ (k + 1)V ∗ , T∗V ∗ ≃ V ∗ × V
T∗(Tk−1V ∗) ≃ k(V ∗ × V )
Using these identifications, we have
WV ∗ = T
kV ∗ ×Tk−1V ∗ T
∗(Tk−1V ∗) ≃ (k + 1)V ∗ × kV
Since V and V ∗ have global charts of coordinates defined by any basis, we will denote an element
of (k + 1)V ∗ by (µ, µk) ≡ (µi, µk) ≡ (µ0, . . . , µk), where µj ∈ V
∗ for every 0 6 j 6 k, and an
element of kV will be denoted by (v) ≡ (v0, . . . , vk−1), where vj ∈ V for every 0 6 j 6 k − 1.
Then, an element of WV ∗ will be denoted (µ, µk,v) ≡ (µ0, . . . , µk−1, µk, v
0, . . . , vk−1).
The canonical projections p˜r1 : (k + 1)V
∗ × kV → (k + 1)V ∗ and p˜r2 : (k + 1)V
∗ × kV →
kV ∗ × kV are given by
p˜r1(µ, µk,v) = (µ, µk) ; p˜r2(µ, µk,v) = (µ,v) .
Let ωkV ∗ ∈ Ω
2(k(V ∗×V )) be the canonical symplectic form in k(V ∗×V ), which is given by
(ωkV ∗)(µ,v)((β
1
i , u
i
1), (β
2
i , u
i
2)) =
k−1∑
i=0
(〈ui2, β
1
i 〉V ∗ − 〈u
i
1, β
2
i 〉V ∗) =
k−1∑
i=0
(β1i (u
i
2)− β
2
i (u
i
1)) .
where 〈·, ·〉V ∗ is the canonical pairing between the elements of V
∗ and its dual V ∗∗ ≃ V . We
define the presymplectic form in WV ∗ as ΩV ∗ = p˜r
∗
2ωkV ∗ ∈ Ω
2(WV ∗). This 2-form is given
locally by
(ΩV ∗)(µ,µk,v)((β
1
i , β
1
k , u
i
1), (β
2
i , β
2
k , u
i
2)) =
k−1∑
i=0
(β1i (u
i
2)− β
2
i (u
i
1)) .
Now, we define the canonical pairing inWV ∗ ≃ (k+1)V
∗×kV as a function CV ∗ ∈ C
∞(WV ∗)
as follows:
CV ∗ : (k + 1)V
∗ × kV −→ R
(µ, µk,v) 7−→ 〈v
i, µi+1〉V ∗ = µi+1(v
i)
.
With these elements, we can follow the patterns in Section 3.1. Let us consider the manifold
Q = V ∗ ×G. Then we consider the Pontryagin bundle
W ≃ (k + 1)V ∗ × kV ×G× kg× kg∗ .
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Then, the diagram in Section 3.1 becomes
W
pr1
ss❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤
pr2
**❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
(k + 1)V ∗ × kV
p˜r1
ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
p˜r2
''P
PP
PP
PP
PP
PP
P
G× kg× kg∗
pr1
xxqq
qq
qq
qq
qq
q
pr2
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
(k + 1)V ∗
ρk
k−1
''P
PP
PP
PP
PP
PP
PP
kV
∗
× kV
pi
Tk−1V ∗
ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
G× kg
τk
k−1 &&
▼▼
▼▼
▼▼
▼▼
▼▼
▼
G × (k − 1)g× kg∗
pi
Tk−1G
vv❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
kV
∗
G× (k − 1)g
Let (µ, µk,v) be local coordinates in WV ∗ and (g, ξ, ξ
k,α) are local coordinates in WG.
Then, the induced local coordinates in W are (µ, µk,v, g, ξ, ξ
k,α). The canonical projections
pr1 : (k+1)V
∗×kV ×G×kg×kg∗ → (k+1)V ∗×kV and pr2 : (k+1)V
∗×kV ×G×kg×kg∗→
G× kg × kg∗ are given in these coordinates by
pr1(µ, µk,v, g, ξ, ξ
k,α) = (µ, µk,v) ; pr2(µ, µk,v, g, ξ, ξ
k,α) = (g, ξ, ξk,α).
The presymplectic form Ω ∈ Ω2(W) defined in (2) is now given by
Ω(µ,µk,v,g,ξ,ξk−1,α) (X1,X2) =
k−1∑
i=0
(
β1i (u
i
2)− β
2
i (u
i
1) + 〈ν
2
i , ξ
i
1〉 − 〈ν
1
i , ξ
i
2〉
)
+ 〈α0, [ξ
0
1 , ξ
0
2 ]〉 ,
where X1 = (β
1
i , β
1
k , u
i
1, ξ1, ξ
k
1 ,ν
1),X2 = (β
2
i , β
2
k , u
i
2, ξ2, ξ
k
2 ,ν
2) ∈ X(W). The coupling function
C ∈ C∞(W) is
C(µ, µk,v, g, ξ, ξ
k−1,α) =
k−1∑
i=0
(
µi+1(v
i) + 〈αi, ξ
i〉
)
.
Let L ∈ C∞((k + 1)V ∗ × G × kg) be a kth-order Lagrangian function. We define the
Hamiltonian function H ∈ C∞(W) by
H(µ, µk,v, g, ξ, ξ
k−1,α) =
k−1∑
i=0
(
µi+1(v
i) + 〈αi, ξ
i〉
)
− L(µ, µk, g, ξ, ξ
k−1) .
Now, if X ∈ X(W) is a vector field, locally given by
X = βi
∂
∂µi
+ βk
∂
∂µk
+ ui
∂
∂vi
+ ξ01
∂
∂g
+ ξi+11
∂
∂ξi
+ ν1i
∂
∂αi
= (βi, βk, u
i, ξi1, ξ
k
1 , ν
1
i ) ,
then the dynamical equation
i(X)Ω = dH ,
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give rise to the following system of equations
βi = µi+1 ,
u0 =
∂L
∂µ0
, ui =
∂L
∂µi
− vi−1 ,
vk−1 −
∂L
∂µk
= 0 ,
ξi1 = ξ
i ,
ν10 = £
∗
g
∂L
∂g
+ ad∗ξ01
α0, ν
1
i+1 =
∂L
∂ξi
− αi ,
αk−1 −
∂L
∂ξk−1
= 0 .
Therefore, the vector field X solution to the dynamical equation is locally given by
X = µi+1
∂
∂µi
+ βk
∂
∂µk
+
∂L
∂µ0
∂
∂v0
+
(
∂L
∂µi
− vi−1
)
∂
∂viA
+ ξ0
∂
∂g
+ ξi+1
∂
∂ξi
+ ξk1
∂
∂ξk−1
+
(
L∗g
∂L
∂g
+ ad∗ξ0α0
)
∂
∂α0
+
(
∂L
∂ξi
− αi
)
∂
∂αi+1
Finally, the tangency condition along the submanifold Wc defined locally by the constraints
vk−1 −
∂L
∂µk
= 0 ; αk−1 −
∂L
∂ξk−1
= 0 , (25)
gives the following system of equations for the remaining coefficients βk and ξ
k
1
∂L
∂µk−1
− vk−2 = µi+1
∂2L
∂µi∂µk
+ βk
∂2L
∂µk∂µk
+ ξ0£∗g
∂2L
∂g∂µk
+ ξi+1
∂2L
∂ξi∂µk
+ ξk1
∂2L
∂ξk−1∂µk
,
∂L
∂ξk−2
− αk−2 = µi+1
∂2L
∂µi∂ξk−1
+ µk
∂2L
∂µk∂ξk−1
+ ξ0£∗g
∂2L
∂g∂ξk−1
+ ξi+1
∂2L
∂ξi∂ξk−1
+ ξk1
∂2L
∂ξk−1∂ξk−1
.
If the matrix 
∂2L
∂µk∂µk
∂2L
∂µk∂ξk−1
∂2L
∂ξk−1∂µk
∂2L
∂ξk−1∂ξk−1
 ,
is regular for every point p ∈ (k + 1)V ∗ × G × kg, then by a direct computation the previous
equations have a unique solution for µk−1 and ξ
k
1 .
3.2 Constrained problem
3.2.1 Geometrical setting
As in Section 3.1, let Q be a finite dimensional smooth manifold modeling the configuration
space of a kth-order dynamical system. Now we assume that the dynamics of the system are
constrained. Geometrically, the Lagrangian function containing the dynamical information of
the system is defined at support on a submanifold of TkQ. Let jN : N →֒ T
kQ be the constraint
submanifold, with codimN = n, and LN ∈ C
∞(N ) the Lagrangian function describing the
dynamics of the constrained dynamical system.
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Let us consider the submanifoldW = N ×Tk−1QT
∗(Tk−1Q) of TkQ×Tk−1QT
∗(Tk−1Q) with
canonical embedding iW : W →֒ T
kQ×Tk−1Q T
∗(Tk−1Q) and natural projection prN : W → N .
If we take Q =M×G, whereM is a m-dimensional smooth manifold and G a finite dimensional
Lie group, then we have W = N ×Tk−1M T
∗(Tk−1M)× kg∗.
Now, using the results given in Section 3.1, we can define a closed 2-form inW as Ω = i∗
W
Ω ∈
Ω2(W), where Ω ∈ Ω2(W) is the presymplectic form defined in (2), and a Hamiltonian function
H = i∗
W
C − pr∗N LN ∈ C
∞(W), where C ∈ C∞(W) is the coupling function defined in (5). With
these elements we can state the dynamical equation for the constrained problem, which is
i(X)Ω = dH . (26)
Since N →֒ Tk(M ×G) is an arbitrary n-codimensional submanifold, we do not have a natural
set of coordinates in W , and therefore the local study of the equation can not be done in a
general setting. For this reason, we adopt an “extrinsic point of view”, that is, we will work in
the bundle W, and then require the solutions to lie in the submanifold W →֒ W.
In order to do this, we must construct a Hamiltonian function H ∈ C∞(W) using the
Lagrangian function LN ∈ C
∞(N ) containing the dynamical information of the system. Hence,
let L ∈ C∞(Tk(M×G)) be an arbitrary extension of LN , and let H be the Hamiltonian function
defined in (6) using this arbitrary extension of the Lagrangian function LN .
3.2.2 Dynamical equation
The extrinsic dynamical equation for a constrained dynamical system is
i(X)Ω − dH ∈ ann(TW) , for X ∈ X(W) tangent to W . (27)
where ann(D) denotes the annihilator of a distribution D ⊂ TW. Observe that this equation is
clearly equivalent to (26).
Then, following [30] we have
Proposition 2 A solution to the equation (27) exists only on the points of the submanifold
Wc →֒ W defined by
Wc =
{
p ∈ W : (i(Y )dH)(p) ∈ ann(TpW) , ∀Y ∈ ker Ω
}
.
In natural coordinates, let Φa ∈ C∞(Tk(M ×G)), 1 6 a 6 n, be local functions defining the
submanifold N →֒ Tk(M ×G), that is,
N =
{
p ∈ Tk(M ×G) : Φa(p) = 0 , 1 6 a 6 n
}
.
In an abuse of notation, we also denote by Φa the pull-back of the constraint functions to W.
Then, the annihilator of TW is locally given by
ann(TW) = 〈dΦa〉 .
Therefore, the equation defining the submanifold Wc may be written locally as
i(Y )dH = λadΦ
a , ∀Y ∈ ker Ω ,
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where λa, 1 6 a 6 n are the Lagrange multipliers. Then, bearing in mind the local expression
(8) of dH and (4) of ker Ω, the equations defining locally the submanifold Wc are
piA −
∂L
∂qAk
+ λa
∂Φa
∂qAk
= 0 ; αk−1 −
∂L
∂ξk−1
+ λa
∂Φa
∂ξk−1
= 0 ; Φa = 0 .
Now, let us compute the local expression of equation (27). If we assume that N is determined
by the vanishing of the n functions Φa, then equation (27) may be rewritten as
i(X)Ω − dH = λadΦ
a ,
where λa are Lagrange multipliers to be determined. Then, bearing in mind the local expression
(8) of dH and (3) of Ω, taking a generic vector field locally given by (9) we obtain the following
system of equations
FAi = q
A
i+1, (28)
G0A =
∂L
∂qA0
− λa
∂Φa
∂qA0
, GiA =
∂L
∂qAi
− λa
∂Φa
∂qAi
− pi−1A , (29)
pk−1A −
∂L
∂qAk
+ λa
∂Φa
∂qAk
= 0 , (30)
ξi1 = ξ
i , (31)
ν10 = £
∗
g
(
∂L
∂g
− λa
∂Φa
∂g
)
+ ad∗ξ01
α0 , ν
1
i+1 =
∂L
∂ξi
− λa
∂Φa
∂ξi
− αi , (32)
αk−1 −
∂L
∂ξk−1
+ λa
∂Φa
∂ξk−1
= 0 , (33)
Φa(qAi , q
A
k , g, ξ, ξ
k−1) = 0 . (34)
Therefore, the vector field X solution to equation (27) is locally given by
X = qAi+1
∂
∂qAi
+ FAk
∂
∂qAk
+
(
∂L
∂qA0
− λa
∂Φa
∂qA0
)
∂
∂p0A
+
(
∂L
∂qAi
− λa
∂Φa
∂qAi
− pi−1A
)
∂
∂piA
+ ξ0
∂
∂g
+ ξi+1
∂
∂ξi
+ ξk1
∂
∂ξk−1
+
(
£∗g
(
∂L
∂g
− λa
∂Φa
∂g
)
+ ad∗ξ0α0
)
∂
∂α0
+
(
∂L
∂ξi
− λa
∂Φa
∂ξi
− αi
)
∂
∂αi+1
Observe that equations (30), (33) and (34) do not involve coefficient functions of the vector field
X: they are pointwise algebraic relations, stating that the vector field X exists with support on
a submanifold defined locally by these equations. Hence, we recover locally the result stated in
Proposition 2.
The coefficients FAk and ξ
k
1 of the vector field and the Lagrange multipliers λa remain un-
determined. Nevertheless, from Proposition 2 we know that the vector field X exists only at
support on the submanifold Wc. Hence, we must require the vector field X to be tangent to
Wc, that is, we must impose L(X)ζ|Wc = 0 for every constraint function ζ defining Wc. Then,
taking into account that Wc is locally defined by equations (30), (33) and (34), the tangency
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condition for X along Wc gives the following equations
∂L
∂qAk−1
− pk−2A = q
B
i+1
(
∂2L
∂qBi ∂q
A
k
− λa
∂2Φa
∂qBi ∂q
A
k
)
+ FBk
(
∂2L
∂qBk ∂q
A
k
− λa
∂2Φa
∂qBk ∂q
A
k
)
+ ξ0£∗g
(
∂2L
∂g∂qAk
− λa
∂2Φa
∂g∂qAk
)
+ ξi+1
(
∂2L
∂ξi∂qAk
− λa
∂2Φa
∂ξi∂qAk
)
+ ξk1
(
∂2L
∂ξk−1∂qAk
− λa
∂2Φa
∂ξk−1∂qAk
)
+ λa
∂Φa
∂qAk−1
∂L
∂ξk−2
− αk−2 = q
A
i+1
(
∂2L
∂qAi ∂ξ
k−1
− λa
∂2Φa
∂qAi ∂ξ
k−1
)
+ FAk
(
∂2L
∂qAk ∂ξ
k−1
− λa
∂2Φa
∂qAk ∂ξ
k−1
)
(35)
+ ξ0£∗g
(
∂2L
∂g∂ξk−1
− λa
∂2Φa
∂g∂ξk−1
)
+ ξi+1
(
∂2L
∂ξi∂ξk−1
− λa
∂2Φa
∂ξi∂ξk−1
)
+ ξk1
(
∂2L
∂ξk−1∂ξk−1
− λa
∂2Φa
∂ξk−1∂ξk−1
)
+ λa
∂Φa
∂ξk−2
qAi+1
∂Φa
∂qAi
+ FAk
∂Φa
∂qAk
+ ξ0£∗g
∂Φa
∂g
+ ξi+1
∂Φa
∂ξi
+ ξk1
∂Φa
∂ξk−1
= 0.
If we denote by ΩWc the pullback of the presymplectic 2-form Ω to Wc, then we deduce the
following theorem.
Theorem 1 (Wc,ΩWc) is a symplectic manifold if and only if
∂2L
∂qBk ∂q
A
k
− λa
∂2Φa
∂qBk ∂q
A
k
∂2L
∂qAk ∂ξ
k−1
− λa
∂2Φa
∂qAk ∂ξ
k−1
(
∂Φa
∂qAk
)T
∂2L
∂ξk−1∂qAk
− λa
∂2Φa
∂ξk−1∂qAk
∂2L
∂ξk−1∂ξk−1
− λa
∂2Φa
∂ξk−1∂ξk−1
(
∂Φa
∂ξk−1
)T
∂Φa
∂qAk
∂Φa
∂ξk−1
0

is nondegenerate along Wc.
(Proof ) The proof of this theorem is a straightforward computation using Theorem 4.1 in [14]
and Theorem 3.3 in [13].
Now, let γ : R → W be an integral curve of X locally given by (17). Then the condition
X ◦ γ = γ˙ gives the following system of differential equations for the component functions of γ
q˙A1 = q
A
i+1, (36)
p˙0A =
∂L
∂qA0
− λa
∂Φa
∂qA0
, p˙iA =
∂L
∂qAi
− λa
∂Φa
∂qAi
− pi−1A , (37)
g˙ = gξ0 , ξ˙i−1 = ξi , (38)
α˙0 = £
∗
g
(
∂L
∂g
− λa
∂Φa
∂g
)
+ ad∗ξ01
α0 , α˙i+1 =
∂L
∂ξi
− λa
∂Φa
∂ξi
− αi , (39)
in addition to equations (30), (33) and (34). Now, using equations (30) in combination with
(37) we obtain the kth order constrained Euler-Lagrange equations
k∑
i=0
(−1)i
di
dti
(
∂L
∂qAi
− λa
∂Φa
∂qAi
)∣∣∣∣∣
γ
= 0 . (40)
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On the other hand, using equations (33) in combination with (37) we obtain the kth order
trivialized constrained Euler-Lagrange equation(
d
dt
− ad∗ξ0
) k−1∑
i=0
(−1)i
di
dti
(
∂L
∂ξi
− λa
∂Φa
∂ξi
)∣∣∣∣∣
γ
= £∗g
(
∂L
∂g
− λa
∂Φa
∂g
)∣∣∣∣
γ
. (41)
Therefore, a dynamical trajectory γ : R→W of the system must satisfy the equations (40) and
(41), in addition to Φa(qAi (t), q
A
k (t), g(t), ξ
i(t)) = 0.
Finally, if both the extended Lagrangian function L ∈ C∞(TkM×G×kg) and the constraint
functions Φa ∈ C∞(TkM×G×kg) are left-invariant, then we can define the reduced Lagrangian
function ℓ ∈ C∞(TkM × kg) and the reduced constraint functions φa ∈ C∞(TkM × kg) as
ℓ(qAi , q
A
k , ξ
i) = L(qAi , q
A
k , e, ξ
i) , φa(qAi , q
A
k , ξ
i) = Φa(qAi , q
A
k , e, ξ
i) ,
and then equations (41) become(
d
dt
− ad∗ξ0
) k−1∑
i=0
(−1)i
di
dti
(
∂ℓ
∂ξi
− λa
∂φa
∂ξi
)∣∣∣∣∣
γ
= 0 .
Note that equations (40) remain the same, just replacing L by ℓ and Φa by φa.
4 Application to optimal control of underactuated mechanical
systems
In this section we study optimal control problems for underactuated mechanical systems (or
superarticulated mechanical systems following the terminology in [1]). The presence of underac-
tuated mechanical systems is ubiquitous in engineering applications as a result, for instance, of
design choices motivated by the search of less cost devices or as a result of a failure regime in fully
actuated mechanical systems. The underactuated systems include spacecraft, underwater vehi-
cles, mobile robots, helicopters, wheeled vehicles, mobile robots, underactuated manipulators,
etc.
Let U ⊆ Rr be the control manifold where u(t) ∈ U is the control parameter. We assume that
all the control systems are controllable, that is, for any two points q0 and qT in the configuration
space Q, there exists an admissible control u(t) defined on some interval [0, T ] ⊂ R such that
the system with initial condition q0 reaches the point qT in time T (see [6] for details).
Let us consider that the configuration space Q of the system is a trivial principal bundle,
that is, Q =M ×G, where M is an m-dimensional smooth manifold and G a finite dimensional
Lie group. Let L ∈ C∞(TM × g) be a left-trivialized Lagrangian function, where g is the Lie
algebra of G.
The Euler-Lagrange equations with controls are
d
dt
(
∂L
∂q˙A
)
−
∂L
∂qA
= uaµ
a
A(q) , (1 6 A 6 m)
d
dt
(
∂L
∂ξ
)
− ad∗ξ
(
∂L
∂ξ
)
= uaη
a(q) ,
(42)
where Ba = {(µa, ηa)}, µa(q) ∈ T∗qM , η
a(q) ∈ g∗, a = 1, . . . , r, is a set of independent sections
of the bundle π : T∗M × g∗ →M , and ua are admissible controls.
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We complete Ba to a basis {Ba,Bα} of Γ(π), and let us consider its dual basis {Ba,Bα}, that
is, a basis of Γ(τ), where τ : TM × g→M . Observe that Γ(τ) = X(M)×C∞(M, g) (see [20] for
details). This basis induces coordinates (qA, q˙A, ξa, ξα) on TM × g.
If we denote Ba = {(Xa,Ξa)} ⊂ Γ(τ) and Bα = {Xα,Ξα} ⊂ Γ(τ), where Xa,Xα ∈ X(M)
are locally given by Xa(q) = X
A
a (q)
∂
∂qA
∣∣∣∣
q
, Xα(q) = X
A
α (q)
∂
∂qA
∣∣∣∣
q
, and Ξa(q),Ξα(q) ∈ g, with
q ∈M , then equations (42) can be rewritten as(
d
dt
(
∂L
∂q˙A
)
−
∂L
∂qA
)
XAa (q) +
(
d
dt
(
∂L
∂ξ
)
− ad∗ξ
∂L
∂ξ
)
Ξa(q) = ua ,(
d
dt
(
∂L
∂q˙A
)
−
∂L
∂qA
)
XAα (q) +
(
d
dt
(
∂L
∂ξ
)
− ad∗ξ
∂L
∂ξ
)
Ξα(q) = 0 .
(43)
Optimal control problem. The optimal control problem consists in finding a trajectory
(q(t), q˙(t), ξ(t), u(t)) of the state variables and control inputs solving equation (43) given initial
and final conditions (q(0), q˙(0), ξ(0)) and (q(T ), q˙(T ), ξ(T )), respectively, and minimizing the
following functional
A(q, q˙, ξ, u) =
∫ T
0
C(q(t), q˙(t), ξ(t), u(t))dt ,
where C : (TM × g)× U → R is a cost function.
Following [5], to solve this optimal control problem is equivalent to solve the following second-
order variational problem with second-order constraints
min L˜(qA, q˙A, q¨A, ξi, ξ˙i)
subject to Φα(qA, q˙A, q¨A, ξi, ξ˙i) , α = 1, . . . ,m
where L˜,Φα ∈ C∞(T2M × 2g) are given by
L˜(qA, q˙A, q¨A, ξi, ξ˙i) = C
(
qA, q˙A, ξi, Fa(q
A, q˙A, q¨A, ξi, ξ˙i)
)
,
where C is the cost function and
Fa(q
A, q˙A, q¨A, ξi, ξ˙i) =
(
d
dt
(
∂L
∂q˙A
)
−
∂L
∂qA
)
XAa (q) +
(
d
dt
(
∂L
∂ξ
)
−
(
ad∗ξ
∂L
∂ξ
))
Ξa(q) .
The Lagrangian L˜ is subjected to the second-order constraints:
Φα(qA, q˙A, q¨A, ξi, ξ˙i) =
(
d
dt
(
∂L
∂q˙A
)
−
∂L
∂qA
)
XAα (q) +
(
d
dt
(
∂L
∂ξ
)
−
(
ad∗ξ
∂L
∂ξ
))
Ξα(q) .
4.1 Optimal control of an underactuated vehicle
Consider a rigid body moving in special Euclidean group of the plane SE(2) with a thruster
to adjust its pose. The configuration of this system is determined by a tuple (x, y, θ, γ), where
(x, y) is the position of the center of mass, θ is the orientation of the blimp with respect to a
fixed basis, and γ the orientation of the thrust with respect to a body basis. Therefore, the
configuration manifold is Q = SE(2)×S1 (see [6] and references therein), where (x, y, θ) are the
local coordinates of SE(2) and γ is the local coordinate of S1.
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The Lagrangian of this system is given by its kinetic energy
L(x, y, θ, γ, x˙, y˙, θ˙, γ˙) =
1
2
m(x˙2 + y˙2) +
1
2
J1θ˙
2 +
1
2
J2(θ˙ + γ˙)
2 ,
and the input forces are
F 1 = cos(θ + γ) dx+ sin(θ + γ) dy − p sin γdθ ; F 2 = dγ,
where the control forces that we consider are applied to a point on the body with distance p > 0
from the center of mass (m is the mass of the rigid body), along the body x-axis. Note this
system is an example of underactuated mechanical system when the configuration space is a
trivial principal bundle.
The system is invariant under the left multiplication of the Lie group G = SE(2):
Φ: SE(2) × SE(2)× S1 −→ SE(2)× S1
((a, b, α), (x, y, θ, γ)) 7−→ (x cosα− y sinα+ a, x sinα+ y cosα+ b, θ + α, γ).
A basis of the Lie algebra se(2) ≃ R3 of SE(2) is given by
e1 =
0 −1 01 0 0
0 0 0
 , e2 =
0 0 10 0 0
0 0 0
 , e3 =
0 0 00 0 1
0 0 0
 ,
from we have that
[e1, e2] = e3, [e1, e3] = −e2, [e2, e3] = 0.
Thus, we can write down the structure constants as
C231 = C
1
23 = −1, C
2
13 = C
1
32 = 1 ,
and all others vanish. An element ξ ∈ se(2) is of the form ξ = ξ1 e1 + ξ2 e2 + ξ3 e3; therefore the
reduced Lagrangian ℓ : TS1 × se(2)→ R is given by
ℓ(γ, γ˙, ξ) =
1
2
m(ξ21 + ξ
2
2) +
J1 + J2
2
ξ23 + J2ξ3γ˙ +
J2
2
γ˙2 .
Then the reduced Euler-Lagrange equations with controls are given by (see, for example, [11]
and [12])
mξ˙1 = u1 cos γ ,
mξ˙2 + (J1 + J2)ξ1ξ3 + J2ξ1γ˙ −mξ1ξ3 = u1 sin γ ,
(J1 + J2)ξ˙3 + J2γ¨ −mξ2(ξ1 + ξ3) = −u1p sin γ ,
J2(ξ˙3 + γ¨) = u2 .
On the other hand, choosing the adapted basis {Ba,Bα} the modified equations of motion (43)
read in this case as
m(cos γξ˙1 + sin γ(ξ˙2 − ξ1ξ3)) + (J1 + J2)ξ1ξ3 sin γ + J2ξ1γ˙ sin γ = u1 ,
m(cos γ(ξ˙2 − ξ1ξ3)− sin γξ˙1) + ξ1ξ3(J1 + J2) cos γ + J2ξ1γ˙ cos γ = 0 ,
J1 + J2
p
(ξ˙3 + pξ1ξ3) +
J2
p
(γ¨ + pξ1γ˙) +m
(
ξ˙2 − ξ1ξ3 −
ξ2ξ1 + ξ3ξ2
p
)
= 0 ,
J2(ξ˙3 + γ¨) = u2 .
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Now, we can study the optimal control problem that consists, as mentioned before, on finding
a trajectory of state variables and control inputs satisfying the previous equations from given
initial and final conditions (γ(0), γ˙(0), ξ(0)), (γ(T ), γ˙(T ), ξ(T )) respectively, and extremizing the
cost functional ∫ T
0
(ρ1u
2
1 + ρ2u
2
2) dt ,
where ρ1 and ρ2 are non-zero constants.
The related optimal control problem is equivalent to the second-order Lagrangian problem
with second-order constraints defined as follows. Extremize
A˜ =
∫ T
0
L˜(ξ, ξ˙, γ, γ˙, γ¨)dt,
subject to second-order constraints given by the functions
Φ1 = m(cos γ(ξ˙2 − ξ1ξ3)− sin γξ˙1) + ξ1ξ3(J1 + J2) cos γ + J2ξ1γ˙ cos γ , (44a)
Φ2 =
J1 + J2
p
(ξ˙3 + pξ1ξ3) +
J2
p
(γ¨ + pξ1γ˙) +m
(
ξ˙2 − ξ1ξ3 −
ξ2ξ1 + ξ3ξ2
p
)
. (44b)
Here, L˜ : T2S1 × 2se(2)→ R is defined by
L˜(γ, γ˙, γ¨, ξ, ξ˙) = ρ1
(
m(cos γξ˙1 + sin γ(ξ˙2 − ξ1ξ3)) + (J1 + J2)ξ1ξ3 sin γ + J2ξ1γ˙ sin γ
)2
(45)
+ ρ2J
2
2 (ξ˙3 + γ¨)
2 ,
which basically is the cost function C = ρ1u
2
1 + ρ2u
2
2 in terms of the new variables.
The submanifold M of T2S1 × SE(2) × 2se(2) is given by the constraints
γ¨ = −
mp
J2
(
ξ˙2 − ξ1ξ3 − ξ2
ξ1 + ξ3
p
)
−
J1 + J2
J2
(ξ˙3 + pξ1ξ3)− pξ1γ˙ ,
ξ˙1 =
1
tan γ
(
J1 + J2
m
ξ1ξ3 +
J2
m
ξ1γ˙ + ξ˙2 − ξ1ξ3
)
.
We consider the submanifold W =M× T∗(TS1)× 2se(2)∗ with induced coordinates
(γ, γ˙, g, ξ1, ξ2, ξ3, ξ˙2, ξ˙3, η1, η2, p1, p2, p3, p˜1, p˜2, p˜3) ,
and the restriction L˜M of L˜ given by
L˜M = ρ1
[
m cos γ
tan γ
(
J1 + J2
m
ξ1ξ3 +
J2
m
ξ1γ˙ + ξ˙2 − ξ1ξ3
)
+ (J1 + J2)ξ1ξ3 sin γ + J2ξ1γ˙ sin γ
+sin γ(ξ˙2 − ξ1ξ3)
]2
+ ρ2J
2
2
[
ξ˙3 −
mp
J2
(
ξ˙2 − ξ1ξ3 − ξ2
ξ1 + ξ3
p
)
−
J1 + J2
J2
(ξ˙3 + pξ1ξ3)− pξ1γ˙
]2
.
Observe that we use the intrinsic formulation in the submanifoldM because the constraints
enable us to write the variables γ¨ and ξ˙1 in terms of the others, and thus it is easy to determine
a subset of intrinsic coordinates.
Then, we can write the equations of motion of the optimal control problem for this underac-
tuated system. For simplicity, we consider the particular case J1 = J2 = 1 and m = p = 1 then
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the equations of motion of the optimal control system are:
ξ˙i =
d
dt
ξi , γ˙ =
d
dt
γ , γ¨ =
d
dt
γ˙ , i = 1, 2, 3.
η˙1 = 2ρ1
((
cos γ
tan γ
+ sin γ
)
· A
)(
cos γ −
sin γ
tan γ
−
1
cos2 γ + tan2 γ
)
+ λ1 sin γA
(
1 +
1
tan γ
)
,
η˙2 = 2ξ1ρ1
((
cos γ
tan γ
+ sin γ
)2
· A
)
− ξ1(λ1 cos γ + λ2 − 2Bρ2)− η1 ,
˙˜p1 = 2ρ1
((
cos γ
tan γ
+ sin γ
)2
· A
)
(B − λ2)(ξ3 + γ˙ − ξ2)− λ1 cos γ(γ˙ + ξ3) ,
˙˜p2 = (λ2 − 2Bρ2)(ξ1 + ξ3) ,
˙˜p3 = 2ξ1ρ1
((
cos γ
tan γ
+ sin γ
)2
· A
)
− λ1 cos γξ1 − (ξ1 − ξ2)(λ2 + 2ρ2B)
p˙i = ad
∗
ξpi , i = 1, 2, 3.
where
ξ = (ξ1, ξ2, ξ3) ; A = ξ1ξ3 + ξ1γ˙ + ξ˙2 ; B = ξ˙3 + ξ1ξ3 + ξ˙2 − ξ2ξ1 − ξ2ξ3 + ξ1γ˙
and the coadjoint operator is just the cross product, ad∗ξp = ξ×p using the identification of se(2)
with R3. One can check that, using different techniques, these equations are the equations of
control in the classical literature as [6]. Also one can compare these equations with the equations
obtained using variational tools in [11] and [12].
In all cases we additionally have the reconstruction equation
g˙(t) = g(t)(ξ1(t)e1 + ξ2(t)e2 + ξ3(t)e3)
with boundary conditions g(t0) and g(tf ), where g(t) = (x(t), y(t), θ(t)).
Finally, the regularity condition is given by the matrix
A =

2ρ2 0 0 2ρ2 0 1
0 2ρ1 cos
2 γ 2ρ1 sin γ cos γ 0 − sin γ 0
0 2ρ1 sin γ cos γ 2ρ1 sin
2 γ 0 cos γ 1
2ρ2 0 0 2ρ2 0 2
0 − sin γ cos γ 0 0 0
1 0 1 2 0 0
 ,
whose determinant is
detA = 4ρ1ρ2 sin
4 γ + 4ρ1ρ2 cos
4 γ + 8ρ1ρ2 sin
2 γ cos2 γ = 4ρ1ρ2(sin
2 γ + cos2 γ)2 = 4ρ1ρ2 6= 0 .
Therefore the algorithm stabilizes at the first constraint submanifoldWc. Moreover, there exists
a unique solution of the dynamics, the vector field X ∈ X(Wc) which satisfies i(X)ΩWc = dHWc.
In consequence, we have a unique control input which extremizes (minimizes) the objective
function A. If we take the flow Ft : Wc → Wc of the solution vector field X then we have that
F ∗t ΩWc = ΩWc .
5 Conclusions and further research
We have defined, following an intrinsic point of view, the equations of motion for constrained
variational higher-order Lagrangian problems on higher-order trivial principal bundles. As a
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particular case, we obtain the higher-order Lagrange-Poincare´ equations (see [11, 25]). As an
interesting application we deduce the equations of motion for optimal control of underactuated
mechanical systems defined on principal bundles. These systems appear in numerous engineering
and scientific fields. In this sense we study the optimal control of an underactuated vehicle.
Moreover, in a future paper we will generalize the presented construction of higher-order
Euler-Lagrange equations to the case of non-trivial principal bundles and in the context of Lie
algebroids. This last approach will be interesting because we may derive the equations of motion
for different cases as, for instance, higher-order Euler-Poincare´ equations, Lagrange-Poincare´
equations and the reduction by morphisms in a unified way (see [20, 37, 43]).
The case of optimal control problems for mechanical systems with nonholonomic constraints
will be also studied using some of the ideas exposed through the paper (see [15, 18, 36] for
more details). Finally, we would like to point out that a slight modification of the techniques
presented in this work would allow to approach the Clebsh-Pontryagin optimal control problem
(see [27, 34]).
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