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Zusammenfassung
Die vorliegende Arbeit beschäftigt sich mit Gleichgewichtsproblemen un-
ter Gleichgewichtsrestriktionen, sogenannten EPECs (Englisch: Equilibri-
um Problems with Equilibrium Constraints). Konkret handelt es sich um
gekoppelte Zwei-Ebenen-Optimierungsprobleme, bei denen Nash- Gleich-
gewichte für die Entscheidungen der oberen Ebene gesucht sind. Ein Ziel
der Arbeit besteht in der Formulierung dualer Stationaritätsbedingungen
zu solchen Problemen. Als Anwendung wird ein oligopolistisches Wettbe-
werbsmodell für Strommärkte betrachtet.
Zur Gewinnung qualitativer Hypothesen über die Struktur der betrachte-
ten Modelle (z.B. Inaktivität bestimmter Marktteilnehmer) aber auch für
mögliche numerische Zugänge ist es wesentlich, EPEC-Lösungen explizit
bezüglich der Eingangsdaten des Problems zu formulieren. Der Weg dort-
hin erfordert eine Strukturanalyse der involvierten Optimierungsprobleme
(constraint qualifications, Regularität), die Herleitung von Stabilitätsre-
sultaten bestimmter mengenwertiger Abbildungen und die Nutzung von
Transformationsformeln für die sogenannte Ko-Ableitung. Weitere Schwer-
punkte befassen sich mit der Beziehung zwischen verschiedenen dualen Sta-
tionaritätstypen (S- und M-Stationarität) sowie mit stochastischen Erwei-
terungen der betrachteten Problemklasse, sogenannten SEPECs.
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Abstract
This thesis is concerned with equilibrium problems with equilibrium con-
straints or EPECs. Concretely, we consider models composed by cou-
pling together two-level optimization problems, the upper-level solutions
to which are non-cooperative (Nash-Cournot) equilibria. One of the main
goals of the thesis involves the formulation of dual stationarity conditions
to EPECs. A model of oligopolistic competition for electricity markets is
considered as an application.
In order to profit from qualitative hypotheses concerning the structure
of the considered models, e.g., inactivity of certain market participants at
equilibrium, as well as to provide conditions useful for numerical proce-
dures, the ablilty to formulate EPEC solutions in relation to the input
data of the problem is of considerable importance. The way to do this
requires a structural analysis of the involved optimization problems, e.g.,
constraints qualifications, regularity; the derivation of stability results for
certain multivalued mappings, and the usage of transformation formulae
for so-called coderivatives. Further important topics address the relation-
ship between various dual stationarity types, e.g., S- and M-stationarity,
as well as the extension of the considered problem classes to a stochastic
setting, i.e., stochastic EPECs or SEPECs.
vii
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Chapter 1
Introduction
The study of optimal decision making in settings with many players seeking to
maximize their utilities within a hierarchical framework, extends back to the
founding works of the theory of non-cooperative games. Indeed, in Cournot
[1838], a setting in which two decision makers producing a homogeneous prod-
uct wishing to maximize their profits and competing without cooperation was
considered. Later von Stackelberg [1934] studied competition in a hierarchical
setting between a stronger (leader) and a weaker (follower) decision maker. In
Morgenstern and von Neumann [1944], the mathematical formalization of these
and other games was considered and in the seminal work of Nash [1951], the
concept of a non-cooperative or Nash-Cournot equilibrium was developed. More
precisely, a non-cooperative or Nash-Cournot equilibrium is a profile of strategies
for which each involved decision maker maximizes its utility function, which is
dependent on the choices of the other decision makers, provided all other deci-
sions makers also choose their optimal decisions from this profile (cf. Osborne and
Rubinstein [1994, Definition 14.1]). It was later demonstrated by Harker [1984],
that variational inequalities (cf. Facchinei and Pang [2003]) are ideal for model-
ing oligopolistic behavior; an example of a Nash-Cournot game. This led to the
realization that a single-leader-multiple-follower game in which the followers are
playing a Nash-Cournot game amongst themselves and are engaged in a Stack-
elberg game with the leader, can be aptly modeled by a so-called mathematical
program with equilibrium constraints or MPEC (see Luo et al. [1997] and Outrata
et al. [1998] and references therein). Outside the realm of game theory, we con-
sider an MPEC to be any optimization problem in which an objective function
is minimized or maximized over a feasible set defined, at least partially, via an
equilibrium constraint, which is often a parametric variational inequality or gener-
alized equation (cf. Robinson [1979]). Here, the parameters are the upper-level or
state variables and the solutions to the equilibrium constraint are the lower-level
or control variables. In this sense, an MPEC is a type of two-level optimization
problem of an often highly non-convex nature, regardless of the input data.
Some decades after the revolutionary work of Nash, researchers began to apply
the new developments in mathematical programming to model more complicated
structures in which many leaders and followers were competing (see Sherali et al.
[1982]). These games were called Stackelberg-Nash-Cournot and Multiple-Leader-
Stackelberg games in Sherali et al. [1983] and Sherali [1984]. In the latter, the
leaders and followers are engaged in a Stackelberg game and the leaders play a
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Nash-Cournot game amongst themselves. However, in such models, the followers
decisions are modeled by preprescribed “reaction curves” and not as solutions
to parametric variational inequalities. Nevertheless, these early models can be
considered to be the forerunners of what we now call equilibrium problems with
equilibrium constraints or simply: EPECs and the new formulations allowed for
the application and development of numerical methods for obtaining equilibria as
well as the demonstration of existence results and an analysis of equilibria.
Following along the traditions outlined above, we define an EPEC to be a
type of mathematical model composed by coupling together at least two MPECs
through the equilibrium constraint. That is, each MPEC has the same equilib-
rium constraint and thus, the same lower-level variables. Moreover, the objective
functions from each MPEC may also be perturbed by the upper-level variables of
the other MPECs, thereby making EPECs amenable to classical Nash-Cournot
settings. Following the parlance of game theory, an EPEC solution is then a type
of equilibria in which the leaders and followers are playing a Nash-Cournot game
amongst themselves and a Stackelberg game between each other.
In some situations, the solutions or stationary points of EPECs can be mod-
eled by quasi-variational inequalities (cf. Pang and Fukushima [2005]) and in this
sense solved numerically. Developments concerning numerical methods for EPECs
can be found in Leyffer and Munson [April 2005] for a class of multiple-leader-
single-follower EPECs and well as in Hu [2002], Ehrenmann [2004a], Su [2005] and
Červinka [2008]. However, the methods proposed in these works, e.g., reformu-
lation as a mixed-complementarity problem, non-linear program via relaxation,
or homotopy methods, all require that the equilibrium constraint be modeled by
a standard complementarity problem (cf. Facchinei and Pang [2003]), which in
our setting will not be the case. One necessary component for the mentioned
numerical methods, and one which we seek to provide in this thesis, involves the
derivation of explicit dual stationarity conditions for EPECs in which the equi-
librium constraint is more general than a standard complementarity problem.
More recently, researchers have become interested in the usage of multi-leader-
follower games for modeling and understanding oligopolistic behavior in dereg-
ulated electricity spot markets, where the electricity generators represent the
leaders and an independent system operator (ISO) players the role of a single
follower. Such an application will serve as our prototype EPEC application and
we draw our inspiration from two suggestions for modeling such behavior, namely
the models developed and used in Hu [2002], Hu and Ralph [2005], and Hu et al.
[2007] and those of Borenstein et al. [2000] and Escobar and Jofre [2005]. The
models of Hu et al. take into consideration and analyze many of the intricacies
of the market. However, none of them considers the effects of transmission losses
on the outcomes. Such a consideration can drastically change the type of game
considered if transmission losses are large enough, as was first noted in Borenstein
et al. [2000] for a two-settlement, i.e., two-leader-single-follower, setting and later
formalized to a more general setting by Escobar and Jofre [2005].
Another difficulty in the study of EPECs arises due to their highly non-convex
nature. As noted in Hu and Ralph [2005], Hu et al. [2007], Ehrenmann [2004b],
these models may possess many if not continua or “manifolds” (Ehrenmann
2
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[2004b]) of equilibria. This presents a significant challenge to the analyst, as
one would often wish to know as many solutions as possible. Accordingly, we
seek to provide an analytical framework for the classification of general types of
solutions to the spot market EPEC; a similar approach was developed in Henrion
and Römisch [2007], yet we will consider a larger array of settings and a more
complicated structure.
Therefore, in order to accomplish our goals of providing explicit multiplier
-based stationarity conditions and utilizing these conditions to characterize so-
lution types, we will need results pertaining to the structural properties of the
considered EPEC, e.g., constraint qualifications and regularity of the involved
feasible sets. In addition, knowledge of the stability (continuity) properties of
certain multivalued mappings defined as the solution mappings to the equilib-
rium constraints, or as variants thereof, is of importance. Lastly, we will need
transformation formulae for so-called coderivatives to normal cone mappings to
not-necessarily polyhedral sets. These latter results represent the key to providing
the explicit stationarity conditions.
Building on the initial results found in Henrion and Römisch [2007], an ad-
ditional contribution of this thesis involves the development and discussion of
stochastic EPECs or SEPECs. This is done in concordance with the growing de-
sire of companies to plan more risk-aversely, as the inclusion of stochasticity allows
one to make better predictions based on historical data. Therefore, we provide
in Chapter 3 a formal definition of a SEPEC, define the stochastic spot market
EPEC, thereby proving the well-definedness of the expected value function of
the objectives, and at the end of Chapter 8, explicit stationarity conditions for a
SEPEC in which the random parameters are assumed to be discretely distributed
are derived.
The thesis is structured as follows. Chapter 2 provides the definitions, tools,
and concepts from modern variational analysis and mathematical programming
as well as our notational conventions. Afterwards, in Chapter 3, we provide the
formal definitions of MPECs and EPECs. Chapter 3 also contains a discussion on
the well-posedness of EPECs and our spot market EPEC in both deterministic
and stochastic forms is introduced. Chapter 4 presents the two main types of
stationarity conditions of solutions to MPECs and EPECs that we will be con-
sidering. Moreover, some extensions and equivalences between these stationarity
concepts are demonstrated and the so-called Fréchet normal cone to the graph of
the solution mapping to the equilibrium constraint is studied.
Motivated by the need for stability properties of solution mappings to equilib-
rium constraints for the application of stationarity conditions, Chapter 5 contains
a few results on the stability of a related mapping called the perturbation map-
ping. In Chapter 6, we present the major results on transformation formulae for
coderivatives to normal cone mappings from the recently published text Henrion
et al. [2009c], which the author of this thesis co-wrote, along with some needed
extensions and simplifications not contained within that text. As noted above,
these results are integral in making the stationarity conditions outlined in Chapter
4 explicit. Chapter 7 represents a return to our spot market EPEC and is com-
posed of results concerning its structural properties, i.e., results demonstrating
3
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the constraint qualifications and stability properties needed for the application
of the stationarity conditions are presented. Finally, in Chapter 8, the results
of all previous chapters are applied to the spot market EPEC. This includes
explicit stationarity conditions for both the deterministic and stochastic spot
market EPEC and a variety of examples for so-called two-settlement electricity
spot markets. The examples demonstrate how the stationarity conditions can
sometimes be reduced to simple constraint systems leading to the derivation of
quantifying relationships between decision variables, thus allowing for an analyt-
ical classification of solutions via stationarity conditions. Comparisons between
the stationarity concepts in the form of selectivity versus applicability are also
provided.
4
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Preliminaries and Notation
2.1 Notation
We begin with some preliminary notation. Let Rs denote s-dimensional Euclidean
space and Rs+ and Rs− its non-negative and non-positive orthants, respectively.
We will use || · || to represent the standard Euclidean norm, though when needed
we may use an equivalent norm for certain arguments, and 〈·, ·〉 the scalar prod-
uct. For a vector x ∈ Rs, we denote its components by xi and given two vectors
x, y ∈ Rs, the notation “0 ≤ x⊥y ≥ 0” will sometimes be used to denote the
complementarity relations: xi ≥ 0, yi ≥ 0 and xiyi = 0 for all i = 1, . . . , s. The
space of all (s × t)-matrices with real-valued entries is denoted by Rs×t and for
A ∈ Rs×t and I ⊆ {1, . . . , s}, AI is the submatrix whose row-indices are in I. For
a continuously differentiable function f : Rs → R, we let ∇f(x) ∈ Rs×1 denote
its gradient, however, if it is clear in context, we will avoid writing ∇f(x)Td or
〈∇f(x), d〉 to denote the scalar product with some vector d ∈ Rs, and simply write
∇f(x)d. Given a continuously differentiable mapping F : Rs → Rt, with com-
ponents Fi(x) and Jacobian ∇F (x) ∈ Rt×s, we denote its transpose by ∇TF (x)
and its partial derivative with respect to xi by ∇xiF (x). Note that ∇TFI(x)
for some I ⊂ {1, . . . , t} means the transpose of ∇FI(x). Given a multifunction
Φ : Rs ⇒ Rt, i.e., any function mapping Rs into the set of all subsets of Rt,
its graph is defined gph Φ := {(x, z) ∈ Rs × Rt |z ∈ Φ(x)}. For F and Φ as just
defined, we will refer to any relation of the form: 0 ∈ F (x)+Φ(x) as a generalized
equation (see e.g., Robinson [1979]). Finally, the negative polar (dual) of a cone
K ⊆ Rs is denoted K− := {h∗ ∈ Rs |〈h∗, h〉 ≤ 0, ∀h ∈ K }.
2.2 Basic Variational Geometry
We begin by defining the notions of variational geometry important for our study.
For a closed set C ⊆ Rt and point z¯ ∈ C, we define the contingent or Bouligand
cone
TC(z¯) := Lim sup
τ↘0
C − z¯
τ
=
{
d ∈ Rt |∃τk ↘ 0,∃dk → d : ∀k, z¯ + τkdk ∈ C
}
.
Here, ‘Lim sup’ represents the Painlevé-Kuratowski upper/outer limit (cf. Rock-
afellar and Wets [1998]). In the event C is convex, this reduces to the standard
5
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tangent cone from convex analysis. Using the contingent cone, we define the
Fréchet normal cone
N̂C(z¯) := [TC(z¯)]− .
By taking the outer limit of Fréchet normal cones in the following way
NC(z¯) := Lim sup
z→z¯
z∈C
N̂C(z¯),
we define the Mordukhovich or limiting normal cone. Note that if C is convex,
then N̂C = NC and the cones coincide with the classical notion of normal cone
from convex analysis. We refer the reader to Aubin and Frankowska [1990] for
many results on contingent cones and Mordukhovich [2006a] and Rockafellar and
Wets [1998] for various results pertaining to all three objects.
2.3 Coderivatives of Multifunctions
A central part of our analysis relies on our ability to explicitely calculate certain
generalized derivatives known as coderivatives. Given a multifunction Φ : Rs ⇒
Rt, we define the Mordukhovich coderivative of Φ at (x¯, z¯) ∈ gph Φ in (dual)
direction z∗ ∈ Rt
D∗Φ(x¯, z¯)(z∗) := {x∗ ∈ Rs |(x∗,−z∗) ∈ Ngph Φ(x¯, z¯)} .
Mordukhovich coderivatives, due to their robustness and full calculus, have been
extensively studied given their usefullness in characterizing and checking the pres-
ence of certain stability properties of multifunctions. The large majority of these
results can be found in Mordukhovich [2006a].
As we will need it for discussion, we also provide the definition of the Fréchet
coderivative of Φ, denoted D̂∗Φ, which states
D̂∗Φ(x¯, z¯)(z∗) :=
{
x∗ ∈ Rs
∣∣∣(x∗,−z∗) ∈ N̂gph Φ(x¯, z¯)} .
Given the Fréchet coderivatives, one can provide an equivalent definition of the
Mordukhovich coderivative as follows (cf. Mordukhovich [2006a, Definition 1.32]:
Let (x¯, z¯) ∈ gph Φ and v¯∗ ∈ Rs, then
D∗Φ(x¯, z¯)(v¯∗) = Lim sup
(z,v,v∗)→(z¯,v¯,v¯∗)
(x,z)∈gph Φ
Dˆ∗Φ (x, z) (v∗),
Of course the various types of normal cones available in the literature allow
for the derivation of a number of different coderivatives. However, in this the-
sis, we almost exclusively, with the exception of Chapter 6 Section 6.3, use the
Mordukhovich coderivative and thus, we simply write “coderivative” for the Mor-
dukhovich coderivative for the sake of brevity.
6
2.4 Stability Notions for Multifunctions
2.4 Stability Notions for Multifunctions
The presence of certain stability (continuity) properties of multifunctions occupies
a central part of our study. Though there are many types of stability concepts for
multifunctions, we are mainly concerned with the following fundamental notions.
We begin with three Lipschitz-like continuity properties for general multifunc-
tions. Let Φ : Rs ⇒ Rt be a multifunction and (x¯, z¯) ∈ gph Φ. Then we say that
Φ has the Aubin property1 at (x¯, z¯), if there exists neighborhoods U of x¯ and V
of z¯ and a constant κ > 0 such that the following relation holds
d(z,Φ(x′)) ≤ κ||x− x′||,∀z ∈ V ∩ Φ(x), ∀x, x′ ∈ U .
Thus near (x¯, z¯), Φ enjoys a Lipschitz-like continuity property without being
necessarily single-valued. Note that the last statement can be equivalently written
in the following form
Φ(x) ∩ V ⊂ Φ(x′) + L||x− x′||B ∀x, x′ ∈ U .
Next, if we fix x′ in the previous definition by setting it equal to x¯, we say that Φ
is calm at (x¯, z¯); appropriately, this property is referred to as calmness. Note how
calmness is a pointwise property, whereas the Aubin property is locally based.
For multifunctions Z : Rn × Rm ⇒ Rp defined
Z (α, β) := {x ∈ Rp|G1(x) = α, G2(x) ≤ β},
where G1 : Rp → Rn and G2 : Rp → Rm are continuous mappings, it is easy to
see that calmness of Z at (0, 0, x¯) for some x¯ satisfying G1 (x¯) = 0 and G2 (x¯) = 0
is equivalent with the existence of L, ε > 0, such that
d(x, Z(0, 0)) ≤ L
(∑
i
|G1i(x)|+
∑
i
[G2i(x)]+
)
∀x ∈ B (x¯, ε) . (2.1)
Here, [y]+ := max{y, 0}. Finally, if V ≡ Rt in this definition of calmness, we say
that Φ is upper-Lipschitzian at (x¯, z¯).
As we will study the stability properties of solution mappings to generalized
equations, we will also need the following stability property. Begin by defining
the solution mapping
S(x) :=
{
z ∈ Rt |0 ∈ F (x, z) +NC(z)
}
,
where F : Rs × Rt → Rt is at least continuously differentiable and C is some
closed convex set. Let (x¯, z¯) ∈ gphS and define the multifunction Σ : Rt ⇒ Rt
via a local partial linearization of the generalized equation corresponding to S,
i.e.,
Σ(ξ) :=
{
z ∈ Rt |ξ ∈ F (x¯, z¯) +∇zF (x¯, z¯)(z − z¯) +NC(z)
}
.
1also called pseudo-Lipschitzness and the Lipschitz-like property, see Aubin and Frankowska
[1990], Klatte and Kummer [2002b] and Mordukhovich [2006a], resp.
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If there exist neighborhoods W of 0 ∈ Rt and V of z¯ such that the map ξ 7→
Σ(ξ) ∩ V is single-valued and Lipschitz continuous on W with modulus κ, then
the generalized equation is is called strongly regular at (x¯, z¯).
The concept of strong regularity is due to [Robinson, 1980] and has the impli-
cation that for any ε > 0 there exist neighborhoods Uε of x¯ and Vε of z¯ such that
the mapping x 7→ σ(x) := S(x) ∩ Vε is single-valued and Lipschitz on Uε with
Lipschitz modulus (κ+ ε)L, where L is the uniform Lipschitz modulus of F (·, z)
on Uε for all z ∈ Vε (see [Robinson, 1980], Theorem 2.1).
2.5 Constraint Qualifications
For a set C := {z ∈ Rt |Aj(z) ≤ 0, j = 1, . . . , p}, where A : Rt → Rp is continu-
ously differentiable. Let zˆ ∈ C and define
I(zˆ) := {j|Aj(zˆ) = 0} “active index set”
L(zˆ) := {1, . . . , p} \ I(zˆ) “inactive index set”
Then we say that the Linear Independence Constraint Qualification (LICQ) holds
at z¯ ∈ C if ∇AI(z¯)(z¯) is a surjective mapping. If the collection of gradients
{∇Aj(z¯)}j∈I(z¯) is only positively linearly independent, then we say that the Man-
gasarian -Fromowitz Constraint Qualification (MFCQ) holds at z¯ ∈ C. The
Constant Rank Constraint Qualification (CRCQ) is said to hold at zˆ provided
there exists a subset V ⊂ C of zˆ such that for each K ⊂ I(zˆ), rank{∇AK(z)}
remains constant on V ⊂ C. It is important to note that
LICQ⇒MFCQ,CRCQ MFCQ< CRCQ
The CRCQ was initially provided in Janin [1984] and has recently been investi-
gated in Lu [2009].
For C as above, the presence of any of these constraint qualifications at z¯ ∈ C
is equivalent to the existence of Lagrange multipliers. That is, the existence of
λ¯ ∈ Rp+ such that λ¯jAj(z¯) = 0 for j = 1, . . . , p. We will say that such a λ¯ is the
Lagrange multiplier associated with the constraint A(z) ≤ 0 at z¯, or when clear
with C, and define the sets
I+(z¯, λ¯) :=
{
j ∈ I(z¯)
∣∣∣λ¯j > 0} “strongly active set”
I0(z¯, λ¯) :=
{
j ∈ I(z¯)
∣∣∣λ¯j = 0} “weakly active set”
We will often use the index sets defined here as subscripts to matrices as mentioned
at the beginning of this chapter, leaving off the arguments when it is clear, e.g.,
λ¯ is unique.
Finally, given (x¯, z¯) ∈ gphS, where S is as described in the previous section,
we say that the strong second-order sufficient condition (SSOSC) holds at (x¯, z¯),
8
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if
〈h,∇zL(x¯, z¯, λ¯)h〉 > 0
∀h ∈ ker(∇AI+(z¯,λ¯)(z¯)) \ {0}
∀λ¯ ∈ NRp−(A(z¯)) : ∇TA(z¯)λ¯ = −F (x¯, z¯),
where L(x¯, z¯, λ¯) = F (x¯, z¯) + ∇TA(z¯)λ¯ represents the so-called D-Lagrangian (
Outrata et al. [1998]) or vector Lagrangian (Luo et al. [1997]) and the vectors
λ¯ ∈ Rp+ represent the Lagrange multipliers λ¯ associated with C (as defined in
preceeding section) at z¯. Note that if there exists a differentiable function g(x, z)
with ∇zg(x, z) = F (x, z). then setting L(x, z, λ) = 0 along with the complemen-
tarity relations 0 ≥ A(z)⊥λ ≥ 0 amounts to the classical Karush-Kuhn-Tucker
(KKT) conditions associated with the following parametric non-linear program
min
z
{g(x, z) |A(z) ≤ 0} .
Finally, we note that there are of course weaker second-order conditions
(see e.g., Bonnans and Shapiro [2000]), however, this definition will suffice for
our analysis. The version provided here has been taken from Robinson [1980],
where it was noted as being a generalization of an older condition due to Fiacco
and McCormick (see Chapter 2 in Fiacco and McCormick [1968]) and will be of
particular interest in this paper, as it is used in combination with other constraints
qualifications to guarantee properties such as strong regularity.
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Chapter 3
Equilibrium Problems with
Equilibrium Constraints
In this chapter, we formally define equilibrium problems with equilibrium con-
straints (EPECs) in both deterministic and stochastic settings. Well-posedness
issues of EPECs are discussed and an EPEC modeling oligopolistic competition
in an electricity spot market is introduced.
3.1 Mathematical Programs with Equilibrium
Constraints
As noted in the introduction to this thesis, EPECs are formed via a coupling
together of certain mathematical programs called mathematical programs with
equilibrium constraints (MPECs). Using the standard references for MPECs (i.e.,
Luo et al. [1997] and Outrata et al. [1998]), we define an MPEC to be any opti-
mization problem of the following form:
min
x,y
{f(x, y) |x ∈ X, y ∈ S(x)} .
Here, f : Rs × Rt → R, S : Rs ⇒ Rt, and X ⊆ Rs is non-empty. Typically, the
multifunction S represents the solution mapping to a variational inequality or a
generalized equation and we will usually require that f is continuously differen-
tiable and X is closed or the entire space.
MPECs arise in a variety of real-life settings ranging from tax policy Hakonsen
[April 1998] and traffic equilibrium Facchinei et al. [1996] to continuum mechanics
Beremlijski et al. [2002, 2009] and represent an ideal mathematical formulation
of Stackelberg, i.e., single-leader-multi-follower-type games. When S(x) is merely
a subset of Rt independent of x, then the MPEC reduces to a classical non-
linear optimization problem. Moreover, if S(x) is the set of minimizers to some
parametric optimization problem with parameter x and decision variable y, then
the MPEC is called a bi-level optimization problem (see Dempe [2002]).
Though the notion of a solution for an MPEC coincides with the classical
notion of a minimizer, the existence of even a local minimizer is not always clear.
Such problems are due to complications arising from the equilibrium constraint.
Nevertheless, there are some situations where the existence of a solution can be
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guaranteed for example Outrata et al. [1998, Propositions 1.1 and 1.2] using
classical results and for more general settings we refer the reader to Loridan and
Morgan [1989] and Zhang [1994].
Another difficulty involved in the analysis of MPECs appears in the derivation
optimality conditions. The reason for this difficulty also stems from the equilib-
rium constraint, which causes the complete failure or meaninglessness of classical
constraint qualifications. We are thus forced to use either weaker notions of sta-
tionarity than classical KKT-conditions or require that the MPEC of interest
is endowed with a significant level of regularity. A more detailed discussion of
stationarity conditions is provided in Chapter 4.
3.2 Equilibrium Problems with Equilibrium
Constraints
Using the terminology of a two-level multi-leader-multi-follower game as discussed
in the introduction, we can now formally define EPECs. On the upper level, we
assume there exist n leaders, each of whom wishes to minimize its objective fi,
for all i = 1, . . . , n, by using a strategy xi from its set of admissible strategies
Xi ⊆ Rs. However the value of fi is dependent not only on the decisions of all
other leaders, represented here by the vector x−i := (x1, . . . xi−1, xi+1, . . . , xn),
but also on the responses z of those players with a temporal disadvantage, i.e.,
the followers, whose decisions are modeled by an equilibrium constraint. Though
a more general form of equilibrium constraint is possible, we will usually consider
a setting where the lower-level decisions z are determined by the (perturbed)
generalized equation
0 ∈ F (x, z) +NC(z).
Here, F : Rs × Rt → Rt should be at least continuous and C ⊆ Rt is a closed
convex set1. Unless otherwise noted, we denote the solution mapping of the
generalized equation by S(x), i.e., the multifunction that assigns to each x ∈ X
the solution(s) z to the generalized equation.
Because all players decisions are influenced by the reactions of the followers,
the generalized equation couples together each of the optimization problems that
the leaders are trying to solve as a common constraint. This n-tuple of mutually
coupled optimization problems is an EPEC, which we denote by
min
xi∈Xi,z
{fi (x−i, xi, z) |0 ∈ F (x−i, xi, z) +NC(z)} (i = 1, . . . , n). (3.1)
Here, x = (x−i, xi) for all i = 1, . . . , n is used to remind the reader that part of
x is a parameter and the other is a decision variable. Note that the feasibility
condition z ∈ C is implicitly implied via the normal cone mapping NC(z). Each of
the coupled problems is then a standard MPEC in variables (xi, z) parameterized
by x−i and we define for a fixed x¯−i such that (x¯−i, xi) is an admissible strategy,
Si(xi) := S(x¯−i, xi).
1The usage of a convex set C is merely to avoid determining which normal cone NC is.
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Formally, we say that a vector (x¯, z¯) is a (local) solution to (3.1), if for all
i = 1, . . . , n, the pair (x¯i, z¯) belongs to the set of (local) solutions to the MPEC
min
xi∈Xi,z
{fi (x¯−i, xi, z) |0 ∈ F (x¯−i, xi, z) +NC(z)} .
Such a solution is in line with the classical notion of a non-cooperative or
Nash-Cournot equilibrium, only that here the leaders play a Stackelberg game
with the followers as well. Thus it should also be clear that not every EPEC
has a solution2. Yet the useful modeling framework they provide is undeniable
and there are many real-life problems whose formal setting is best modeled by
an EPEC, especially studies of market behavior see e.g., Hu [2002], Ehrenmann
[2004a], Červinka [2008], and Su [2005].
3.3 Well-posedness Issues for EPECs
Using the terminology from Červinka [2008], the EPEC formulation (3.1) is re-
ferred to as multioptimistic. As noted, EPECs of this type may be ill-posed, i.e.,
if Si is multivalued, it is not clear to the leaders which solution the followers will
be taking. Throughout this section, we will consider EPECs of the following type
min
xi∈Xi
{fi(x−i, xi, z) |z ∈ S(x−i, xi)} (i = 1, . . . , n), (3.2)
where Xi ⊆ Rs, fi : Rns+t → R, S : Rns ⇒ Rt. Given this setting, we define the
following best-response-type mappings for each ith MPEC
Λi(x) := argmin {fi(x, z) |z ∈ S(x)} (i = 1, . . . , n), (3.3)
where the best response is that of the followers in reaction to any strategy of the
leaders. Then clearly,
(x¯, z¯) is a solution to (3.2)⇒ z¯ ∈
n⋂
i=1
Λi(x¯),
from which we can infer the following necessary condition for a solution to (3.2)
(3.2) has a solution ⇒ ∃x ∈ X :
n⋂
i=1
Λi(x) 6= ∅. (3.4)
The reverse direction, however, does not hold in general. To see this, consider
the following example:
Example 3.1 (failure of sufficiency of the optimality condition). For the
EPEC (3.2), let n = s = t = 2, Xi := [0, 1] for i = 1, 2, S(x) := Br(x), r > 0,
where r 6= 1/2; define f1(x, z) := 1− x2− z2 and f2(x, z) := 1− x1− z1. One can
2Even very simple non-cooperative games may have no solution, see e.g., Osborne and Rubin-
stein [1994, Exercise 17.1]
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then deduce that
Λ1(1, 1) ∩ Λ2(1, 1) = {(1 + r, 1 + r)} .
That is, ∃(x1, x2) ∈ X such that Λ1(x1, x2) ∩ Λ2(x1, x2) 6= ∅. Nevertheless, con-
sider for any (x¯1, x¯2) ∈ [0, 1]2 that
argmin
x1∈[0,1]
z
{1− x¯2 − z2 |z ∈ S(x1, x¯2)} = [0, 1]× [[−r, 1 + r]× {x¯2 + r}]
argmin
x2∈[0,1]
z
{1− x¯1 − z1 |z ∈ S(x¯1, x2)} = [0, 1]× [{x¯1 + r} × [−r, 1 + r]]
Though it seems that (x¯1, x¯2, x¯1 + r, x¯2 + r) would be a solution to the EPEC,
because
S(x) = Br(x1, x2) :=
{
z
∣∣∣(z1 − x1)2 + (z2 − x2)2 ≤ r2} ,
substituting (x¯1, x¯2, x¯1 + r, x¯2 + r) into this inequality yields 2r2 ≤ r2. Therefore,
this EPEC has no solutions.
Example 3.1 illustrates some of the possible problems one may encounter when
modeling a situation via an EPEC. However, there are some conditions we can
impose ensuring that the EPEC will in fact be well-posed without requiring that
S is always single-valued.
Proposition 3.1 (sufficient conditions for well-posedness). If there exists
a subset J ⊆ {1, . . . , t} and a neighborhood U ⊆ X such that the following two
conditions hold
1. S(x) 6= ∅ and ΠJ(S(x)) is a singleton for all x ∈ U ⊂ X
2. The objective functions fi are independent of zj for j ∈ J c, for all i =
1, . . . , n,
then
n⋂
i=1
Λi(x) = ΠJ(S(x))× ΠJc(S(x)) 6= ∅, ∀x ∈ U
Here, ΠJ represents the projection onto the subspace span{ei|i ∈ J}, where ei is
the standard unit vector in Rt
Proof. Fix arbitrary J ⊆ {1, . . . , t} and U both satisfying 1. and 2., and let
z := (zJ , zJc). Consider for some xˆ ∈ U ⊆ X,
Λi(xˆ) = argmin {fi(xˆ, z) |z ∈ S(xˆ)} .
Then
z ∈ S(xˆ)⇔ zJ ∈ ΠJ(S(xˆ)), zJc ∈ ΠJc(Π−1J (zJ) ∩ S(xˆ)).
This implies via 2 that
Λi(xˆ) = argmin
{
fi(xˆ, zJ)
∣∣∣(zJ , zJc) ∈ ΠJ(S(xˆ))× ΠJc(Π−1J (zJ) ∩ S(xˆ))} ,
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which due to assumption 1. leads to
Λi(xˆ) =
argmin
{
fi(xˆ,ΠJ(S(xˆ)))
∣∣∣(zJ , zJc) ∈ ΠJ(S(xˆ))× ΠJc(Π−1J (zJ) ∩ S(xˆ))} .
But then fi(xˆ,ΠJ(S(xˆ))) is a constant and
n⋂
i=1
Λi(xˆ) = ΠJ(S(xˆ))× ΠJc(S(xˆ)) 6= ∅,
as S(xˆ) 6= ∅ for all xˆ ∈ U .
Notice how Example 3.1 violates the assumptions of Proposition 3.1, being that
for J = {1}, {2} and {1, 2} and any feasible x, ΠJ(S(x1, x2)) is not a singleton.
Furthermore, J = ∅ would implies that f1 and f2 cannot depend on z, which is
also not the case.
3.4 EPEC modeling Oligopolistic Competition
in an Electricity Spot Market
We now present an EPEC that models oligopolistic competition in an electricity
spot market. The model used here is inspired by work seen in Borenstein et al.
[2000], Escobar and Jofre [2005], Hu and Ralph [2005], Hu et al. [2007] and has
recently been investigated in Henrion and Römisch [2007].
Assume that the network of interest is represented by a connected oriented
graph with m edges (transmission lines) and N > 1 nodes. Within the framework
of the spot market model, B ∈ RN×m is used to represent the incidence matrix
of the electricity network, with entries
bij =

1 if edge j enters node i
−1 if edge j leaves node i
0 otherwise
The connectedness of the graph implies that for all i = 1, . . . , N , there exists at
least one index j ∈ {1, . . . ,m} such that bij equals 1 or −1. Certainly if this
were not true, then B would contain a row of zeros, thereby indicating that the
node whose index corresponds to this row is isolated from the rest of the graph.
Finally, we assume that at each node, electricity is both in demand and generated
and that generator i exists only at node i, for all i = 1, . . . , N .
As noted in Escobar and Jofre [2005], it is reasonable to use the following
mapping to represent the amount of electricity lost due to transmission
L(y) =
(
1
2
∑m
j=1 |b1j|ρjy2j , . . . , 12
∑m
j=1 |bNj|ρjy2j
)T
. (3.5)
Here, y ∈ Rm denotes the oriented flow vector of electricity along the edges of
the graph and ρj ≥ 0 is the loss coefficient of line j, for all j = 1, . . . ,m. Let
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i, k ∈ {1, . . . , N}, with i 6= k, be two nodes connected by edge j ∈ {1, . . . ,m}.
If ρj = 0, then we interpret this to mean that generators i and k are reason-
ably geographically close and thus the loss of electricity due to transmission is
considered negligible. We will observe in Chapter 8 that by setting all ρj = 0
(j = 1, . . . ,m) we can obtain valuable qualitative and quantitative information
about certain solutions.
Given these considerations, we model the satisfaction of demand with the fol-
lowing system of inequalities
q +By ≥ d+ L(y). (3.6)
Here, the parameter d ∈ RN represents the vector of demands at each node and
q ∈ RN is the vector of electricity generated at each respective node. Finally, we
have the following bounds on production and flow
0 ≤ qi ≤ qˆi (i = 1, . . . , N) − yˆj ≤ yj ≤ yˆj (j = 1, . . . ,m).
Electricity spot market models are structured in such a way so that each of the
competing firms, or generators as we refer to them here, bids a quadratic cost
function to an independent system operator (ISO)
ci(αi, βi, qi) = αiqi + βiq2i (i = 1, . . . , N).
Nevertheless, the bid linear and quadratic cost coefficients αi and βi may in reality
differ from the true cost coefficients γi and δi, respectively. Yet it is assumed
that neither the ISO nor the other generators know their competitors true cost
coefficients, hence, the ISO determines generation and flow such that demand is
met in each node of the network and that the overall costs are minimized given
the bid cost functions ci(αi, βi, qi)
min
q,y
{
N∑
i=1
ci(αi, βi, qi) | (q, y) ∈ G
}
, (3.7)
where
G :=
{
(q, y) ∈ RN+m | q +By ≥ d+ L(y), 0 ≤ q ≤ qˆ, −yˆ ≤ y ≤ yˆ
}
.
It should be noted that the vector (α, β) appears only as a perturbation parame-
ter in (3.7) and is therefore not considered a decision variable on this level. The
parametric optimization problem (3.7) is referred to as the ISO or dispatch prob-
lem. Moreover, for certain (α′, β′) ∈ R2N , it is clear that the objective function is
convex, in some cases even strongly convex. In such cases, we know that the cor-
responding optimal solutions (q′, y′) are characterized as solutions of the following
generalized equation arising from the KKT conditions of (3.7)
0 ∈
(
α′ + 2[diag β′]q
0
)
+NG(q, y). (3.8)
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Here, we use [diag β′] to denote the diagonal matrix with entries β′i along the
diagonal.
In order to derive each generator’s profit function, we need what is known as
the clearing price function. Given any generator’s bid cost function and taking
the derivative with respect to qi, one obtains this function, the values of which
indicate the price at which quantity supplied equals quantity demanded
pii(qi) := ∇qici(αi, βi, qi) = αi + 2βiqi.
Using the coefficients from pii(qi) along with the corresponding true linear and
quadratic coefficients, we define the ith profit function
fi(αi, βi, q, y) := (αi − γi)qi + (2βi − δi)q2i .
Since the solution type sought is a non-cooperative equilibrium, each generator i
must solve the following MPEC, which is formed from (3.8) by fixing the decisions
of all other competitors
max
(αi,βi)∈R2
q,y
{
fi(αi, βi, q, y)
∣∣∣∣∣0 ∈
(
ζ(αi, βi, q)
0
)
+NG(q, y)
}
(i = 1, . . . , N),
where ζ(αi, βi, q) := (α¯−i, αi) + 2[diag (β¯−i, βi)]q. Then the coupled system of
MPECs sharing the same equilibrium constraint represents an EPEC:
min
(αi,βi)∈R2
q,y
{
−fi(αi, βi, q, y)
∣∣∣∣∣0 ∈
(
α + 2[diag β]q
0
)
+NG(q, y)
}
,
with i = 1, . . . , N . We switch here from maximization of profit to minimization of
negative profit merely for the fact that the stationarity conditions which we will
use are formulated for EPECs defined via minimization problems. For notational
simplicity, we define
F (α, β, q, y) :=
(
α + 2[diag β]q
0
)
.
and we can thus rewrite our spot market EPEC in the compact form
min
(αi,βi)∈R2
q,y
{−fi(α, β, q, y) |0 ∈ F (α, β, q, y) +NG(q, y)} (i = 1, . . . , N). (3.9)
Proposition 3.2 (well-posedness of the spot market EPEC). If G 6= ∅,
then the spot market EPEC is well-posed.
Proof. We will use the criteria outlined by Proposition 3.1 to show the well-
posedness. Choose U ⊆ R2N such that the object function to (3.7) is strongly
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convex3 in q and denote by S(α, β) the solution mapping to (3.8). Then clearly
S(α, β) = argmin
q,y
{
N∑
i=1
ci(αi, βi, q) |(q, y) ∈ G
}
6= ∅, ∀(α, β) ∈ U ,
where the last equality follows from G being non-empty and convex. As the gener-
ator’s objective functions do not depend on y, we need to show that the projection
onto the q component, denoted Πq(S(α, β)) is a singleton for all (α, β) ∈ U . Fix
an arbitrary (α¯, β¯) ∈ U and define G˜ := {q | ∃y : (q, y) ∈ G} along with the
minimization problem:
min
q
{
N∑
i=1
ci(α¯i, β¯i, q)
∣∣∣q ∈ G˜} . (3.10)
Clearly, G˜ 6= ∅ and convex. Then because the objective function of (3.10) is
strongly convex, it has a unique minimizer q˜ ∈ G˜, i.e., ∀q ∈ G˜
N∑
i=1
ci(α¯i, β¯i, q˜) ≤
N∑
i=1
ci(α¯i, β¯i, q). (3.11)
Since q ∈ G˜ ⇔ ∃y : (q, y) ∈ G, there exists a y such (q˜, y) ∈ G and (3.11) holds
∀(q, y) ∈ G as well. Assume now that there exists (qˆ, yˆ) ∈ G such that (qˆ, yˆ) is
a minimizer of (3.7) and qˆ 6= q˜. But by definition, qˆ ∈ G˜ and (3.11) holds for
all q ∈ G˜ as well, contradicting the uniqueness of q˜ due to the strong convexity
of the objective function of (3.10). Therefore Πq(S(α, β)) is a singleton for all
(α, β) ∈ U
The requirement in Proposition 3.2 that the feasible set be non-empty amounts
essentially to the existence of a feasible flow. This can be argued via the well-
known Gale-Hoffman inequalities (cf. Rockafellar [1984]) by making some as-
sumptions on the production and flow capacities.
3.5 Stochastic MPECs
In order to construct stochastic EPECs, we need to define their basic components,
namely, stochastic MPECs (SMPECs). Beginning in the mid-twentieth century,
the study of optimization problems with random parameters, i.e., stochastic pro-
grams, has become a vibrant area of research involving elements of mathematical
programming, statistics, variational and functional analysis. Stochastic programs
enjoy a variety of applications, particularly in finance, economics, and logistics
and their study presents the researcher with both theoretical as well as numeri-
cal difficulties not always present in the study of finite-dimensional optimization
problems, e.g., integrability of feasible solutions and dimensionality. A few ref-
erences on the basics and advances in stochastic programming can be found in
3E.g., define U such that αi, βi > 0 for all i = 1, . . . , N and α, β ∈ U
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Birge and Louveaux [1997] and Ruszczyński and Shapiro [2003], respectively.
The study of SMPECs is a relatively new addition to stochastic programming
with the formal definition and statements concerning the existence of optimal so-
lutions to SMPECs first appearing in Patriksson and Wynter [1999] and Evgrafov
and Patriksson [2004]. Some studies in the context of the implicit programming
approach (cf. Luo et al. [1997, Chapter 4] or Outrata et al. [1998, Chapter 7]) can
be found in the papers Xu [2005] and Xu [2006]. More recently, there have been
studies carried out concerning the basic properties of SMPECs in the framework
of so-called ‘here-and-now’ type stochastic programs Shapiro [2006], Shapiro and
Xu [2008] and the development of optimality conditions in situations where the
lower-level solutions are non-unique can be found in Xu and Ye [2009].
Though there are perhaps a few ways to write an SMPEC, we choose to use
the form
min
x,z(·)
{∫
Ω
f(x, z, ω)dP(ω)
∣∣∣∣x ∈ X, z ∈ S(x, ω)} . (3.12)
Here, we let (Ω,F ,P) denote a probability space and assume that f : Rs×Rt×Ω→
R, and S : Rs × Ω⇒ Rt. Note that we write z(·) to indicate the dependence on
ω.
In principal, one can consider an SMPEC to be a certain type of parametric
optimization problem in the sense of those studied in Bank et al. [1982] and Bon-
nans and Shapiro [2000], only that here, the parameter is a probability measure,
thus making their study quite difficult due to the complicated nature and oft lack
of regularity in the accompanying parameter space.
3.6 Stochastic EPECs
Though there have been extensions of the original models of Sherali, Soyster, and
Murphy in the stochastic setting, see e.g., Wolf and Smeers [1997] and DeMiguel
and Xu [2009], these models do qualify as EPEC per se, as they do not contain
equilibrium constraints. In truth, under the moniker stochastic EPEC or SEPEC
only one published work is available, namely Henrion and Römisch [2007], in
which true SEPECs are considered.
As in the deterministic setting, we analogously define an SEPEC by coupling
together n SMPECs. Using the same data assumptions as in the definition of
(3.12), we denote a SEPEC as follows
min
xi,z(·)
{∫
Ω
fi(x−i, xi, z, ω)dP(ω)
∣∣∣∣xi ∈ Xi, z ∈ S(x−i, xi, ω)} (i = 1, . . . , n).
(3.13)
As we assume the random parameter enters the models on the lower level, we
do not need different random variables for each of the SMPECs making up the
SEPEC. It is also important to note that the solution of a SEPEC is the same
as that for an EPEC and should not be confused with a classical mixed-strategy
equilibrium. The difference from EPEC to SEPEC solutions lies merely in the
fact that part of the solution, i.e., the part depending implicitly on the random
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parameter(s), exists in function space.
3.7 A Stochastic Spot Market EPEC
We now present the spot market model with stochastic demand d. In reality, no
generator i can truly know the demand di associated with its respective node-or
at the very least, it does not know the demands dj, for j 6= i. However, in the
event that historical data is available to the generators, it is common practice to
assume that d is some random vector from a probability space (Ω,F ,P) into RN
whose distribution is at least approximately known. Note that we will use ω as an
argument to indicate dependence upon the random parameter. Such an assump-
tion allows one to define the following closed- and convex-valued multifunction
G : Ω⇒ RN+m:
G(ω) :=
{
(q, y) ∈ RN+m
∣∣∣ q +By ≥ d(ω) + L(y), 0 ≤ q ≤ qˆ, −yˆ ≤ y ≤ yˆ} .
Thus, the pair (q, y) of generation and flow becomes (implicitly) an RN+m-valued
random vector-valued function on (Ω,F ,P), whereby the ISO minimizes the over-
all costs, i.e.,
min
q,y
{
N∑
i=1
ci(qi(ω)) |(q(ω), y(ω)) ∈ G(ω),P-a.s.
}
(3.14)
Under the assumption that the mappings (q(·), y(·)) lie in a Banach space 4 (cf.
Bonnans and Shapiro [2000, Chapter 3, Section 1]), the first-order optimality
conditions of (3.14) become
0 ∈
(
α + 2 [diag β] q(ω)
0
)
+NG(ω)(q(ω), y(ω)), P-a.s.,
where we assume G(ω) 6= ∅ almost everywhere. The generators then wish to
maximize their expected profit, or equivalently minimize their expected losses.
Therefore, the EPEC (3.9) is transformed into the following stochastic equilibrium
problem with equilibrium constraints (SEPEC)
min
αi,βi
q(·),y(·)
{∫
Ω
(
(γi − αi) qi(ω) + (δi − 2βi) q2i (ω)
)
dP(ω)
∣∣∣∣∣
0 ∈
(
α + 2 [diag β] q(ω)
0
)
+NG(ω)(q(ω), y(ω)), P-a.s.
}
(i = 1, . . . , N), (3.15)
where the pairs (αi, βi), i = 1, . . . , N , are deterministic and have to be determined
before the realization of the demand, and the pairs (qi(·), yi(·)) i = 1, . . . , N , are
stochastic. In the terminology of two-stage stochastic programming with recourse,
4We will see in the proof of Proposition 3.3, that (q, y) ∈ L2(Ω,F ,P;R) × L2(Ω,F ,P;R),i.e.,
the space of real-valued 2-dimensional random vectors with finite second moments.
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the cost coefficients (αi, βi) are first-stage decisions, while (qi(·), yi(·)) are second-
stage or recourse decisions.
Next, we show that the SEPEC (3.15) is well-defined, i.e., the objective function
is integrable at a solution5. In order to do so, we will need the following definitions.
Definition 3.1. A single-valued mapping h : Rn×Ω→ Rm is called a Carathéo-
dory mapping when h(x, ω) is measurable in ω for each fixed x and continuous
in x for each fixed ω. A function g : Rn×Ω→ Rm is called a normal integrand
if its epigraphical mapping epi g(·, ω) := {(x, α) ∈ Rn × R |g(x, ω) ≤ α} is closed-
valued and measurable. x is a measurable selection of a multivalued function
S : Ω⇒ Rn if x : domS → Rn such that x(ω) ∈ S(ω) for all ω ∈ Ω.
Proposition 3.3 (well-definedness of the expected value functional). If
G(ω) 6= ∅ P-a.s, then stochastic spot market SEPEC (3.15) is well-defined.
Proof. Clearly each function of the form gi(q, y, ω) := di(ω) + Li(y) − q − Biy
is a normal integrand, thus by Rockafellar and Wets [1998, Theorem 14.36],
G(ω) is closed-valued and measurable and therefore admits a measurable selection
(q(·), y(·)) : Ω→ RN+m. Now for fixed (α, β), continuity of the objective function
in (3.7) implies measurability in ω for any measurable selection. Now fix some
ω′ ∈ Ω. By assumption, G(ω′) 6= ∅ P-a.s. Then since the objective function of
(3.14) is continuous over G(ω′), it is Carathéodory. Thus, as per Rockafellar and
Wets [1998, Theorem 14.37], the multifunctions Ψ : Ω⇒ RN+m defined:
Ψ(ω) := argmin
q,y
{
N∑
i=1
ci(α, β, qi(ω)) |(q(ω), y(ω)) ∈ G(ω),P-a.s.
}
is closed valued and measurable. Then by Rockafellar and Wets [1998, Theorem
14.6], Ψ(ω) admits a measurable selection: (q(ω), y(ω)) ∈ Ψ(ω). Since 0 ≤
qi(ω) ≤ qˆ P-a.s., for all i = 1, . . . , N , we have:
(γi − αi)
∫
Ω
qi(ω)dP(ω) + (δi − 2βi)
∫
Ω
qi(ω)2dP(ω) <∞
as was to be shown.
Remark 3.1. Note that though we have extensively used Theorems from Chapter
14 of Rockafellar and Wets [1998], though it should be noted that many of these
results can be found in the much older book book Castaing and Valadier [1977] as
well as in Aubin and Frankowska [1990, Chapters 8 and 9]
5A well-posedness argument similar to that from Proposition 3.2 could also be applied
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Dual Stationarity Concepts for
MPECs and EPECs
In this chapter, we present certain dual concepts of stationarity important to
the study of MPECs and EPECs. Though there are also primal notions of sta-
tionarity, e.g., Bouligand or B-stationarity (introduced in terms of MPECs in
Luo et al. [1996]), which utilize contingent cones and directional derivatives, we
are primarily interested in using the dual concepts. Conditions of this type are
beneficial in two ways. First, many numerical procedures are developed using
dual stationarity conditions, e.g., Leyffer and Munson [April 2005]. Second, the
multipliers arising from such conditions allow us to better characterize solutions.
Since we will later observe that stationarity conditions for EPECs are composed
of the individual stationarity conditions for the MPECs making up the EPEC in
question, the main results and definitions are presented in terms of MPECs, after
which we discuss how these results can be extended to EPECs. In this sense, this
chapter provides new explicit multiplier-based stationarity conditions for both
MPECs and EPECs.
4.1 Strong Stationarity
Throughout the following sections, we will consider MPECs of the type:
min
x,z
{f(x, z) |x ∈ X, z ∈ S(x)} . (4.1)
Here, f : Rs × Rt → R is continuously differentiable, X ⊆ Rs is non-empty and
closed, and S : Rs ⇒ Rt is the solution mapping to the generalized equation
0 ∈ F (x, z) +NC(z), (4.2)
where F : Rs × Rt → Rt is continuously differentiable and
C :=
{
z ∈ Rt |Aj(z) ≤ 0, j = 1, . . . , p
}
,
with Aj(z) twice continuously differentiable and convex for all j = 1, . . . , p. We
let A(z) := (A1(z), . . . , Ap(z))T and note that the convexity assumption implies
NC(z) is the standard normal cone from convex analysis.
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Given this setting, we begin by providing the definition of the strongest (dual)
stationarity concept for MPEC solutions.
Definition 4.1 (strong stationarity). A feasible point (xˆ, zˆ) to (4.1) is called
strongly or S-stationary if the following condition holds
0 ∈ ∇f(xˆ, zˆ) + N̂gphS∩[X×Rt](xˆ, zˆ). (4.3)
We refer to (4.3) as the S-stationarity conditions associated with the MPEC
(4.1). In the framework of MPECs, some references important to the analysis
and derivation of such conditions include the monograph Luo et al. [1997] and
Pang and Fukushima [1999], in which they were defined via the dualization of B-
stationarity conditions. Their connections to other weaker stationarity concepts
as well as conditions enabling a more explicit version of (4.3) have been detailed
in Ye [1999], Scheel and Scholtes [2000], Flegel et al. [2007].
S-stationarity conditions amount to the classical first-order dual optimality
conditions for the problem of minimizing a smooth function over a closed domain
when (xˆ, zˆ) is a local solution to (4.1) (see e.g., Rockafellar and Wets [1998,
Theorem 6.12]) and provide the most selective form of stationarity conditions.
Furthermore, if (4.1) can be expressed as a classical non-linear program, then
(4.3) amounts to the corresponding KKT-conditions.
The real difficulty in obtaining usable conditions for characterizing solutions
from (4.3) lies in the calculation of N̂gphS∩[X×Rt](x¯, z¯). This is a particularly
non-trivial task due to the insufficient calculus of the Fréchet variational objects.
Nevertheless, we are able to partially address this issue in the later sections of this
chapter, thus allowing us to make a comparison of the selectivity and information
provided by our two main stationarity concepts using some small examples of the
spot market EPEC in Chapter 7 (see Examples 8.1 and 8.2).
4.2 M-Stationarity
As mentioned in the previous section, the usefulness of S-stationarity conditions in
the form provided in (4.3) may be quite limited due to the difficulties in calculating
the Fréchet normal cone. Therefore, we opt to use the next strongest form of
stationarity conditions, which in particular make use of the limiting variational
objects due to B.S. Mordukhovich.
Definition 4.2 (M-stationarity). A feasible point (xˆ, zˆ) to (4.1) is called Mor-
dukhovich or M-stationary if the following condition holds
0 ∈ ∇f(xˆ, zˆ) +NgphS∩[X×Rt](xˆ, zˆ).
M-stationarity conditions in this form first arose in Mordukhovich [1976] and
Mordukhovich [1980]. In Ye and Ye [1997], calmness of a certain multifunction
was used as a constraint qualification enabling the simplification of the limiting
normal cone. This was elaborated on further in Ye [1999] for a more general
class of MPECs. Two more essential references for M-stationarity conditions
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include Outrata [1999, 2000], in which careful attention was paid to verifying the
calmness condition via the Aubin property and strong regularity as well as the
explicit calculation of the coderivatives. For results on M-stationarity conditions
in MPEC settings more similar to ours, we direct the reader to Flegel et al. [2007].
Recall from Chapter 2 that N̂Γ ⊆ NΓ for any closed set Γ. Then it is easy to see
from the previous definition, that any S-stationary point is an M-stationary point,
but not necessarily every M-stationary point is an S-stationary point. Therefore,
one must be careful when working with M-stationary points, as there is a higher
probability that a given M-stationary point is not a solution. We will observe this
phenomenon later in Chapter 7, Example 8.1.
As a testament to the complete calculus enjoyed by the limiting variational
objects, we have the following theorem for a locally optimal solution to (4.1), (see
Ye and Ye [1997, Theorem 3.2]).
Theorem 4.1 (M-stationarity conditions using calmness). Let (x¯, z¯) be a
local solution to (4.1). If the multifunction
Ψ(u) :=
{
(x, z) ∈ Rs × Rt |u ∈ F (x, z) +NC(z)
}
(4.4)
is calm at (0, x¯, z¯), then there exists multipliers v∗ ∈ Rt such that
0 ∈ ∇xf(x¯, z¯) +∇TxF (x¯, z¯)v∗ +NX(x¯) (4.5)
0 ∈ ∇zf(x¯, z¯) +∇Tz F (x¯, z¯)v∗ +D∗NC(z¯,−F (x¯, z¯))(v∗). (4.6)
Note that (4.5) and (4.6) differ from the original M-stationarity condition in
that the normal cone NgphS∩[X×Rt](xˆ, zˆ) has been replaced by an upper approx-
imation (see Ye and Ye [1997, Proof of Theorem 3.2]). Nevertheless, we we will
refer to solutions or feasible points (x¯, z¯) for which there exist v∗ ∈ Rt such that
(4.5) and (4.6) hold as M-stationary points.
Recent developments in the study of explicit formulae for coderivatives of the
type displayed in (4.6) allow us to ultimately rewrite (4.5) and (4.6) even more ex-
plicitely, i.e., without any ambiguous terms, provided C enjoys certain regularity
properties. Thus, the previous result often yields a significantly more workable
set of stationarity conditions than those obtained via strong stationarity, albeit
possibly weaker. We will discuss transformation formulae for coderivatives of nor-
mal cone mappings in Chapter 6, however, we make use of some of these formulae
in the following sections.
Finally, we also note that Theorem 4.1 stands as the motivation for Chapter 5,
i.e., the need for analytical conditions enabling the verification of stability prop-
erties of multifunctions of type (4.4); we call these multifunctions the perturbation
mappings associated with the MPEC (4.1).
Corollary 4.1 (explicit M-stationarity conditions I). Let (x¯, z¯) be a local
solution to (4.1) and without loss of generality1 assume that A(z¯) = 0. Assume
1It can be shown that inactive constraints play essentially no role in the calculation as the
normal cones are considered locally. Moreover, in the application, we show that all such
constraints are active at the considered solutions
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1. LICQ holds at z¯ ∈ C
2. The perturbation mapping (4.4) is calm at (0, x¯, z¯)
Then there exists a unique λ¯ ∈ Rp+ and vectors (v∗, w∗) ∈ Rt × Rp such that
−∇xf(x¯, z¯) ∈ ∇TxF (x¯, z¯)v∗ +NX(x¯) (4.7)
−∇zf(x¯, z¯) = ∇Tz F (x¯, z¯)v∗ +
 p∑
j=1
λ¯j∇2Aj(z¯)
 v∗ +∇TA(z¯)w∗ (4.8)
∇Aj(z¯)v∗ = 0 ∀j : λ¯j > 0 (4.9)
w∗j = 0 ∀j : λ¯j = 0, ∇Aj(z¯)v∗ < 0 (4.10)
w∗j ≥ 0 ∀j : λ¯j = 0, ∇Aj(z¯)v∗ > 0 (4.11)
F (x¯, z¯) = −∇TA(z¯)λ¯ (4.12)
Proof. Given 2., there exists v∗ ∈ Rt such that (4.5) and (4.6) hold, from which
we immediately obtain (4.7). Turning now to the coderivative in (4.6), 1. allows
us to invoke Theorem 6.2, which states
D∗NC(z¯,−F (x¯, z¯))(v∗) = p∑
j=1
λ¯j∇2Aj(z¯)
 v∗ +∇TA(z¯)D∗NRp−(A(z¯), λ¯)(∇A(z¯)v∗),
where λ¯ ∈ Rp+ is uniquely defined by (4.12). Referring now to Proposition 6.1, and
substituting in C := Rp−, z¯ := A(z¯), v¯ := λ¯, and v∗ := ∇A(z¯)v∗ in order calculate
the remaining coderivative; we see that the coderivative D∗NC(z¯,−F (x¯, z¯))(v∗)
can be replaced by the second order term in the previous relation plus ∇TA(z¯)w∗
with v∗ and w∗ ∈ Rp satisfying (4.9)-(4.11).
We can also use another result from Chapter 6 to obtain a similar set of explicit
M-stationarity conditions, albeit larger,i.e., weaker.
Corollary 4.2 (explicit M-stationarity conditions II). Let (x¯, z¯) be a local
solution to (4.1) and without loss of generality assume that A(z¯) = 0. If
1. MFCQ holds at z¯ ∈ C
2. CRCQ holds at z¯ ∈ C
3. The multifunction defined in (4.4) is calm at (0, x¯, z¯)
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Then there exist vectors λ¯ ∈ Rp+ and (v∗, w∗) ∈ Rt × Rp such that
−∇xf(x¯, z¯) ∈ ∇TxF (x¯, z¯)v∗ +NX(x¯) (4.13)
−∇zf(x¯, z¯) = ∇Tz F (x¯, z¯)v∗ +
 p∑
j=1
λ¯j∇2Aj(z¯)
 v∗ +∇TA(z¯)w∗ (4.14)
∇Aj(z¯)v∗ = 0 ∀j : λ¯j > 0 (4.15)
w∗j = 0 ∀j : λ¯j = 0, ∇Aj(z¯)v∗ < 0 (4.16)
w∗j ≥ 0 ∀j : λ¯j = 0, ∇Aj(z¯)v∗ > 0 (4.17)
F (x¯, z¯) = −∇TA(z¯)λ¯ (4.18)
Proof. The proof is similar to that of Corollary 4.1, only that now, we are forced to
use a different transformation formula. Given assumption 3., there exists v∗ ∈ Rt
such that (4.5) and (4.6) hold at (x¯, z¯). Clearly (4.5) and (4.13) are the same
condition. Moreover, 1. and 2. allow us to apply Corollary 6.2, which states
D∗NC(z¯,−F (x¯, z¯))(v∗) ⊆⋃
λ¯:
F (x¯,z¯)=−∇TA(z¯)λ¯
 p∑
j=1
λ¯j∇2Aj(z¯)
 v∗ +∇TA(z¯)D∗NRp−(A(z¯), λ¯)(∇A(z¯)v∗)
 ,
Now, since D∗NC 6= ∅, there must exist at least one multiplier λ¯ ∈ Rp+ defined
via F (x¯, z¯) = −∇TA(z¯)λ¯ such that D∗NRp−(A(z¯), λ¯)(∇A(z¯)v∗) 6= ∅. Thus, by
following the same arguments as used in the proof of Corollary 4.1, we obtain
(4.14)-(4.18) for each such multiplier λ¯.
At this point in time, it is unclear if conditions similar to those found in Corol-
lary 4.1 and 4.2 are attainable when CRCQ2 is dropped. This is mainly caused by
the lack of an explicit transformation formula. See Henrion et al. [2009c, Section
3.4] or in this thesis, Section 6.3 for an indepth discussion on this situation.
4.3 CM-Stationarity
As seen in the proof Corollary 4.2, in cases where C is not a polyhedron, sometimes
only an upper approximation of D∗NC is available. In this section, we define a
new concept of stationarity encompassing solutions to the non-linear setting for
which only the coderivative to the normal cone mapping to a polyhedral set is
required3.
2Actually, CRCQ can be weakened to the need for the calmness of a certain class of multi-
functions. See Chapter 6 for more.
3By referring to Chapter 6, we see that this can indeed be calculated exactly, regardless of the
regularity of the polyhedron
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This new stationarity concept, defined via the the next theorem, yields a
sharper or at least equivalent type of stationarity conditions to M-stationarity
conditions. It should be duly noted that this is the formalization of an idea out-
lined in Outrata and Červinka [2009] for the nonlinear setting (see Outrata and
Červinka [2009, Theorem 2.6] and the discussion following it). However, it is
uncertain whether or not these conditions can be obtained under weaker assump-
tions as the required constraint qualifications allow us to explicitely calculate the
contingent cone TgphS(x¯, z¯), whereas in their absence one may not be able to do
so.
Theorem 4.2 (Critical-M-stationarity of solutions). Let (x¯, z¯) be a local
solution to (4.1) and assume that the following conditions hold
1. MFCQ holds at z¯ ∈ C
2. CRCQ holds at z¯ ∈ C
3. SSOSC holds at (x¯, z¯)
Then there exist multipliers v∗ ∈ Rt, such that
0 ∈ ∇xf(x¯, z¯) +∇TxF (x¯, z¯)v∗ +NX(x¯) (4.19)
0 ∈ ∇zf(x¯, z¯) +∇Tz F (x¯, z¯)v∗
 p∑
j=1
λ¯j∇2Aj(z¯)
 v∗ +D∗NK(x¯,z¯)(0, 0)(v∗). (4.20)
Here, λ¯ ∈ Rp+ is any Lagrange multiplier associated with the mapping A arising
from the relation F (x¯, z¯) = −∇TA(z¯)λ¯ and K(x¯, z¯) = TC(z¯) ∩ {F (x¯, z¯)}⊥ is the
critical cone associated with C corresponding to (z¯, F (x¯, z¯)).
Proof. Begin by denoting the feasible set to (4.1)
Λ := gphS ∩
(
X × Rt
)
.
Then since (x¯, z¯) is a locally optimal solution to (4.1), f is smooth and Λ is
closed, we can write the classical first-order optimality conditions for the problem
of minimizing a smooth function over a closed set (cf. Rockafellar and Wets [1998,
Theorem 6.12]):
〈∇xf(x¯, z¯), d〉+ 〈∇zf(x¯, z¯), v〉 ≥ 0, ∀(d, v) ∈ TΛ(x¯, z¯).
By virtue of the assumptions, we may use Ralph and Dempe [1995, Theorem 2
and Corollary 4 (statement 2)], which indicate that for any Lagrange multiplier
λ¯ associated with the constraint mapping A at z¯, the solution mapping S is
single-valued, locally Lipschitz, and directionally differentiable at x¯ in direction
d, where we denote the directional derivative by S ′(x¯; d)4. Moreover, the latter
4Though the results in Ralph and Dempe [1995] pertain to the KKT system of a parametric
optimization problem, it was later argued in Luo et al. [1997, Theorem 4.2.5 and Lemma
4.2.36 (i)] that these results still hold form generalized equations in the for considered here.
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result indicates that S ′(x¯; d) = v, where v is the unique solution of the following
generalized equation
0 ∈ ∇xF (x¯, z¯)d+∇zL(x¯, z¯, λ¯)v +NK(x¯,z¯)(v),
regardless of which multiplier λ¯ is used. Based on the local Lipschitz continuity
of S, it is easy to show that
TΛ(x¯, z¯) =
{
(d, v) ∈ TX(x¯)× Rt |v = S ′(x¯; d)
}
.
Then clearly (0, 0) is a solution to the following ‘linearized’ MPEC
min
d,v
{〈∇xf(x¯, z¯), d〉+ 〈∇zf(x¯, z¯), v〉 |
0 ∈ ∇xF (x¯, z¯)d+∇zL(x¯, z¯, λ¯)v +NK(x¯,z¯)(v), d ∈ TX(x¯)
}
. (4.21)
Using assumption 3. and Outrata et al. [1998, Theorem 4.6], we observe that the
following multifunction arising from the partial linearization with respect to the
‘state’ variable v of the generalized equation in (4.21), defined
ξ 7→
{
v ∈ Rt
∣∣∣ξ ∈ ∇zL(x¯, z¯, λ¯)v +NK(x¯,z¯)(v)} ,
is single-valued. Moreover, upon observing that K(x¯, z¯) is polyhedral, Outrata
et al. [1998, Corollary 2.5] implies this multifunction is Lipschitz continuous as
well and thus by definition, the generalized equation from which the multifunc-
tion was defined is strongly regular at (0, 0). Therefore, we use Outrata [2000,
Proposition 3.2], which indicates that the following constraint qualification holds[
0 −∇TxF (x¯, z¯)
I −∇Tz L(x¯, z¯, λ¯)
] [
u
w
]
∈ NTX(x¯)(0)× {0}
(u,w) ∈ NgphNK(x¯,z¯)(0, 0)
⇒ u = 0w = 0.
Then by Outrata [2000, Theorem 3.1], there exist multipliers v∗ ∈ Rt such that
0 ∈ ∇xf(x¯, z¯) +∇TxF (x¯, z¯)v∗ +NTX(x¯)(0)
0 ∈ ∇zf(x¯, z¯) +∇Tz L(x¯, z¯, λ¯)v∗ +D∗NK(x¯,z¯)(0, 0)(v∗).
Finally, we may use Rockafellar and Wets [1998, Theorem 6.27], from which we
know NTX(x¯)(0) ⊂ NX(x¯). Recalling that the Lagrangian L(x, z, λ) := F (x, z) +
∇TA(z)λ, we see that (4.19) and (4.20) follow.
We will refer to points for which there exist multipliers v∗ ∈ Rt such that (4.19)
and (4.20) hold as Critical-Mordukhovich or simply CM-stationary points.
Remark 4.1 (B-stationarity). The reader shall note that the primal first-order
optimality conditions used in the previous proof are essentially what were referred
to in this chapter’s introduction as B-stationarity conditions. As noted, condi-
tions of this type were first used in terms of MPECs in Luo et al. [1996]. The
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main difficulty in their application has always been in the characterization of the
involved contingent cone. Later studies involving this conditions can also be found
in Pang and Fukushima [1999], in which the tangent cone was characterized in
certain situations, and Scheel and Scholtes [2000], in which connections between
strong and B-stationarity were demonstrated.
Suppose again that (x¯, z¯) is a solution to (4.1) and recall that LICQ implies
both MFCQ and CRCQ. Then if LICQ holds at z¯ and in addition, SSOSC holds
at (x¯, z¯), the statement of Theorem 4.2 remains valid. Furthermore, given LICQ
and SSOSC, Corollary 5.1 indicates via Outrata [2000, Theorem 3.1] that there
exists v∗ ∈ Rt such that (4.5) and (4.6) hold. Thus, under these assumptions,
the question arises: “How do CM-stationary solutions relate to M-stationary
solutions?”, for which we provide the next result.
Proposition 4.1 (CM-stationarity ≡ M-stationarity). Let (x¯, z¯) be a local
solution to (4.1) and assume the following
1. LICQ holds at z¯ ∈ C
2. SSOSC holds at (x¯, z¯)
Then CM-stationarity and M-stationarity are equivalent.
Proof. By the previous discussion, we know there exist multipliers such that both
(4.5),(4.6) and (4.19),(4.20) hold at (x¯, z¯). Comparing these two sets of relations,
it becomes evident that (4.5) and (4.19) are the same condition. Moreover, due to
assumption 1., we can rewrite the coderivative in (4.6) with the help of Theorem
6.2
D∗NC(z¯,−F (x¯, z¯))(v∗) = p∑
j=1
λ¯j∇2Aj(z¯)
 v∗ +∇TA(z¯)D∗NRp−(A(z¯), λ¯)(∇A(z¯)v∗),
where λ¯ ∈ Rp+ is uniquely defined via F (x¯, z¯)) = −∇TA(z¯)λ¯. Upon substituting
this formula into (4.6) and comparing to (4.20), we observe that if
D∗NK(x¯,z¯)(0, 0)(v∗) = ∇TA(z¯)D∗NRp−(A(z¯), λ¯)(∇A(z¯)v∗),
then (4.6) and (4.20) are the same condition. Example 6.1, demonstrates that
this is exactly the case. Hence, the assertion holds.
This last proposition shows us that there is nothing new to be gained by us-
ing CM-stationarity conditions in the presence of LICQ and SSOSC. However,
CM-stationarity conditions hold under the weaker conditions of MFCQ, CRCQ,
and SSOSC. Then as noted, one only needs to calculate the coderivative to a
polyhedral set using any Lagrange multiplier λ¯. This stands in stark contrast to
the conditions that would be obtained if one knew (4.5) and (4.6) held as well.
Indeed, Corollary 6.2 indicates that one can replace the coderivative in (4.6) with
an upper-approximation comprised of the union over all Lagrange multipliers λ¯
associated with the mapping A.
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4.4 Calculating the Fréchet Normal Cone via
Strong Regularity
In this section, we provide results detailing how one could possibly calculate, or at
the very least, characterize, a large5 subset contained within N̂gphS using strong
regularity. These results will then be used later to intimate how the gap between
M-stationarity and S-stationarity might be bridged. In the context of MPECs
(4.1), results of this type, i.e., using M-stationarity to obtain S-stationarity can
also be found in Flegel et al. [2007]. However, though the conditions provided in
Flegel et al. [2007] are very weak, their verification may be impossible or require
a significant amount of work. In an attempt to partially remedy this problem, we
provide an analytical constraint qualification to be used in conjunction with some
of the standard constraint qualifications already in use in this chapter. To begin,
we associate the solution mapping S with the following generalized equation
0 ∈ F(x,w) +NC(w), (4.22)
where x ∈ Rs, w ∈ Rr, F : Rs × Rr → Rr is continuously differentiable, and
C ⊆ Rr is a polyhedron.
Proposition 4.2 (polyhedral feasible sets). Let (x¯, w¯) ∈ gphS and assume
that (4.22) is strongly regular at (x¯, w¯). Then
N̂gphS(x¯, w¯) ⊇{[ −∇TxF(x¯, w¯)v∗
u∗ −∇TwF(x¯, w¯)v∗
]∣∣∣∣∣u∗ ∈ K−(x¯, w¯), v∗ ∈ K(x¯, w¯)
}
. (4.23)
Here, K(x¯, w¯) = TC(w¯) ∩ {F(x¯, w¯)}⊥ is the critical cone to C corresponding to
(w¯,F(x¯, w¯)). Moreover if either of the following conditions holds
1. ∇xF(x¯, w¯) is surjective
2. −∇wF(x¯, w¯)K(x¯, w¯) ⊆ Im∇xF(x¯, w¯)
then the inclusion (4.23) holds as an equality.
Proof. For readability, we leave off the arguments for the critical cone. As C is
a polyhedron, the strong regularity assumption implies that the Lipschitz local-
ization of S, denoted by σ(x), is directionally differentiable at x¯ for each d ∈ Rs.
Moreover, one has σ′(x¯; d) = v, where v is the unique solution of the generalized
equation
0 ∈ ∇xF(x¯, w¯)d+∇wF(x¯, w¯)v +NK(v)
(see e.g., Outrata et al. [1998, Theorem 6.3]). We now define
Φ(d, v) :=
[
v
−∇xF(x¯, w¯)d−∇wF(x¯, w¯)v
]
, Γ := gphNK ,
5Large in the sense that in certain cases, there is significant overlap with this (closed) subset
and the limiting normal cone NgphS , which is theoretically larger than N̂gphS .
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and calculate first the contingent cone to gphS:
TgphS(x¯, w¯) = {(d, v) ∈ Rs × Rr |∃τi ↘ 0, (di, vi)→ (d, v) :
∀i, w¯ + τivi = σ(x¯+ τidi)}
= {(d, v) ∈ Rs × Rr |v = σ′(x¯; d)} ,
where the last equality follows from the Lipschitz continuity of σ. Hence,
TgphS(x¯, w¯) = {(d, v) ∈ Rs × Rr |
0 ∈ ∇xF(x¯, w¯)d+∇wF(x¯, w¯)v +NK(v)}
=
{
(d, v) ∈ Rs × Rr
∣∣∣∣∣[
v
−∇xF(x¯, w¯)d−∇wF(x¯, w¯)v
]
∈ gphNK
}
= Φ−1(Γ).
Then by definition, N̂gphS(x¯, w¯) = [Φ−1(Γ)]−. Moreover, given K is a convex
cone, it is easy to see that
Γ =
{
(v, u) ∈ K ×K− |〈v, u〉 = 0
}
.
Clearly, Φ−1(K ×K−) ⊃ Φ−1(Γ). Consequently, by the linearity of Φ,
[Φ−1(Γ)]− ⊃ [Φ−1(K ×K−)]− = N̂Φ−1(K×K−)(0, 0). (4.24)
We claim that
N̂Φ−1(K1×K2)(0, 0) = ∇TΦ(0, 0)(K−1 ×K−2 ) (4.25)
for arbitrary polyhedral cones K1, K2 ⊆ Rr. Indeed, Rockafellar and Wets [1998,
Theorem 6.14] implies
N̂Φ−1(K1×K2)(0, 0) ⊃ ∇TΦ(0, 0)N̂K1×K2(Φ(0, 0)) = ∇TΦ(0, 0)(K−1 ×K−2 ).
On the other hand, the multifunction
M(p) := {(a, b) |Φ (a, b) + p ∈ K1 ×K2}
is calm at (0, 0, 0) due to the polyhedrality of K1, K2 and linearity of Φ (cf.
Robinson [1981, Proposition 1]). It follows that we can invoke Henrion et al.
[2002, Theorem 4.1], which yields the inclusion
N̂Φ−1(K1×K2)(0, 0) = NΦ−1(K1×K2)(0, 0) ⊂
∇TΦ(0, 0)NK1×K2(Φ(0, 0)) = ∇TΦ(0, 0)(K−1 ×K−2 ),
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whence (4.25). Referring back to (4.24) and given
∇TΦ(0, 0) =
[
0 −∇TxF(x¯, w¯)
I −∇TwF(x¯, w¯)
]
,
letting K1 = K and K2 = K− proves (4.23) holds.
Now note that if we can demonstrate that the reverse inclusion of (4.24) holds,
then (4.23) holds as an equality. Assume first that ∇xF(x¯, w¯) is surjective. We
observe that both sets K × {0} and {0} ×K− are subsets of Γ. Furthermore, by
taking into account (4.25) with appropriate settings for K1 and K2, one has
[Φ−1(Γ)]− ⊂ [Φ−1(K × {0})]− ∩ [Φ−1({0} ×K−)]−
= N̂Φ−1(K×{0})(0, 0) ∩ N̂Φ−1({0}×K−)(0, 0)
= ∇TΦ(0, 0)(K− × Rr) ∩∇TΦ(0, 0)(Rr ×K)
= ∇TΦ(0, 0)(K− ×K)
where the last equality holds since ∇Φ(0, 0) is surjective. Thus, (4.24) and ac-
cordingly, (4.23), holds as an equality.
To see that the second condition in the theorem statement also implies (4.23)
holds as an equality, begin by noting that
Φ−1(Γ) =
(d, v) ∈ Rs × Rr
∣∣∣∣∣∣∣
v ∈ K
−∇xF(x¯, w¯)d−∇wF(x¯, w¯)v ∈ K−
〈v,∇xF(x¯, w¯)d+∇wF(x¯, w¯)v〉 = 0

Let (d∗, v∗) ∈ [Φ−1(Γ)]− be arbitrary, then it holds that
〈d∗, d〉+ 〈v∗, v〉 ≤ 0
∀v ∈ K, ∀d : −∇xF(x¯, w¯)d−∇wF(x¯, w¯)v ∈ K
−
〈v,∇xF(x¯, w¯)d+∇wF(x¯, w¯)v〉 = 0.
(4.26)
As 0 ∈ K, setting v = 0 implies
〈d∗, d〉 ≤ 0, −∇xF(x¯, w¯)d ∈ K−.
Then since{
d
∣∣∣−∇xF(x¯, w¯)d ∈ K−} = {d |〈−∇xF(x¯, w¯)d, u〉 ≤ 0, ∀u ∈ K }
=
{
d
∣∣∣〈d,−∇TxF(x¯, w¯)u〉 ≤ 0, ∀u ∈ K }
=
{
d
∣∣∣〈d, y〉 ≤ 0, ∀y ∈ −∇TxF(x¯, w¯)K }
=
[
−∇TxF(x¯, w¯)K
]−
,
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it follows that
d∗ ∈
[[
−∇TxF(x¯, w¯)K
]−]−
= −∇TxF(x¯, w¯)K,
as K is a closed convex cone. Consequently, there exists a u¯ ∈ K such that
d∗ = −∇TxF(x¯, w¯)u¯. (4.27)
Relation (4.26) now yields
〈−∇TxF(x¯, w¯)u¯, d〉+ 〈v∗, v〉 ≤ 0
∀v ∈ K and ∀d : −∇xF(x¯, w¯)d−∇wF(x¯, w¯)v ∈ K
−
〈v,∇xF(x¯, w¯)d+∇wF(x¯, w¯)v〉 = 0,
that is
〈u¯,−∇xF(x¯, w¯)d〉+ 〈v∗, v〉 ≤ 0
∀v ∈ K and ∀d : −∇xF(x¯, w¯)d−∇wF(x¯, w¯)v ∈ K
−
〈v,∇xF(x¯, w¯)d+∇wF(x¯, w¯)v〉 = 0.
Now let v be arbitrary. By assumption 2., there exists a d such that
−∇xF(x¯, w¯)d = ∇wF(x¯, w¯)v. Accordingly, we can now derive from the previous
relation
〈u¯,∇wF(x¯, w¯)v〉+ 〈v∗, v〉 ≤ 0.
As v is arbitrary, we have:
〈v∗ +∇TwF(x¯, w¯)u¯, v〉 ≤ 0, ∀v ∈ K,
in other words, it holds that
v∗ +∇TwF(x¯, w¯)u¯ ∈ K−.
Then along with (4.27), using v¯ = v∗ +∇TwF(x¯, w¯)u¯, we have
(d∗, v∗) =
[
0 −∇TxF(x¯, w¯)
I −∇TwF(x¯, w¯)
](
v¯
u¯
)
Since v¯ ∈ K− and u¯ ∈ K the inclusion (4.24) holds in the opposite direction, thus
making (4.23) and equality.
We now use Proposition 4.2 to obtain a similar statement for the solution
mapping S to the generalized equation (4.2), i.e., for settings in which a non-
polyhedral convex feasible set is considered. We start by writing the so-called
enhanced generalized equation associated with (4.2)
0 ∈
[ L(x, z, λ)
−A(z)
]
+NRt×Rp+(z, λ), (4.28)
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where, as before,
L(x, z, λ) = F (x, z) +∇TA(z)λ
and λ is a vector of Lagrange multipliers associated with the constraint mapping
A. For the enhanced generalized equation, we introduce the enhanced solution
mapping
Se(x) :=
{
(z, λ) ∈ Rt × Rp |(4.28) is fulfilled
}
. (4.29)
Clearly (4.28) is of the form (4.22), where
w := (z, λ) , F (x,w) :=
[ L(x, z, λ)
−A(z)
]
, C := Rt × Rp+.
On the basis of Proposition 4.2 we arrive now at the following statement.
Proposition 4.3 (an inner approximation of N̂gphSe). Consider a reference
point (x¯, z¯, λ¯) ∈ gphSe and assume that (4.28) is strongly regular at (x¯, z¯, λ¯).
Then,
N̂gphSe(x¯, z¯, λ¯) ⊇ {(a, b, c) ∈ Rs × Rt × Rp | ∃v ∈ Rt, u ∈ Ra+ × Ra0+ × {0},
u′ ∈ {0} × Ra0− × Rp−a0−a+ :
a = −∇TxF (x¯, z¯)v
b = −∇Tz L(x¯, z¯, λ¯)v +∇TAI+(z¯)uI+ +∇TAI0(z¯)uI0
cI+ = −∇AI+(z¯)v
cI0 = u′I0 −∇AI0(z¯)v
cL = u′L −∇AL(z¯)v},
where ∇Tz L(x¯, z¯, λ¯)v = [∇Tz F (x¯, z¯)+
∑p
i=1 λ¯i∇2Ai(z¯)]v, a+ := |I+|, and a0 := |I0|.
Proof. Letting w = (z, λ) in Proposition 4.2, it suffices to compute
K(x¯, z¯, λ¯) = TRt×Rp+(z¯, λ¯) ∩
[
L(x¯, z¯, λ¯)
−A(z¯)
]⊥
=
{
(v, u) ∈ Rt × Rp |uL∪I0 ≥ 0
}
∩
[
0
−A(z¯)
]⊥
=
{
(v, u) ∈ Rt × Rp
∣∣∣−A(z¯)Tu = 0, uL∪I0 ≥ 0}
=
{
(v, u) ∈ Rt × Rp |uL = 0, uI0 ≥ 0
}
and
K−(x¯, z¯, λ¯) =
{
(v′, u′) ∈ Rm × Rp
∣∣∣v′ = 0, u′I+ = 0, u′I0 ≤ 0}
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and apply Proposition 4.2 with
∇xF (x¯, w¯) =
[ ∇xF (x¯, z¯)
0
]
∇wF (x¯, w¯) =
[
∇zF (x¯, z¯) +∑pi=1 λ¯i∇2Ai(z¯) ∇TA(z¯)
−∇A(z¯) 0
]
.
Remark 4.2. Due to the fact that both variables u′L and v are free, the component
cL in the statement of Proposition 4.3 becomes inconsequential.
Remark 4.3 (equality in Proposition 4.3). As shown in Proposition 4.2, if
either of the two conditions provided there holds, then (4.23) holds as an equality.
First note that in the current setting, condition 1. will never hold. Assume for
the sake of argument that condition 2. holds in the context of (4.28). Then for
all (v, u) ∈ K(x¯, z¯, λ¯) there must exist an η ∈ Rs such that
∇zL(x¯, z¯, λ¯)v +∇TA(z¯)u = ∇xF (x¯, z¯)η
−∇A(z¯)v = 0
Such a condition however, would most likely only hold in a select number of cases.
However, this does not rule out other settings where F has a different form.
Based on the structure provided by Proposition 4.3, we next compute a similar
inner approximation for N̂gphS(x¯, z¯), where S is the solution map associated with
(4.2).
Proposition 4.4 (an inner approximation of N̂gphS). Under the assumptions
of Proposition 4.3, we have that
N̂gphS(x¯, z¯) ⊇
[ ∇TxF (x¯, z¯)v∗
∇Tz L(x¯, z¯, λ¯)v∗ +∇TA(z¯)w∗
] ∣∣∣∣∣∣∣∀v∗,∀w∗ :
∇AI+(z¯)v∗ = 0
∇AI0(z¯)v∗ ≥ 0
w∗I0 ≥ 0
 . (4.30)
Proof. Note that due to strong regularity, λ¯, used to defined I+ and I0, is the
unique multiplier vector associated with the pair (x¯, z¯). We claim that
N̂gphS(x¯, z¯) =
{
(a, b) ∈ Rs × Rt
∣∣∣(a, b, 0) ∈ N̂gphSe(x¯, z¯, λ¯)} . (4.31)
Indeed, by Rockafellar and Wets [1998, Theorem 6.11], one has
(a, b) ∈ N̂gphS(x¯, z¯) if and only if there is a smooth function h that achieves its
local maximum relative to gphS at (x¯, z¯) and ∇h(x¯, z¯) = (a, b). Then clearly
(x¯, z¯, λ¯) is a local maximum of the function h˜ on gphSe, where
h˜(x, z, λ) = h(x, z) for all λ.
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Consequently, (a, b, 0) ∈ N̂gphSe(x¯, z¯, λ¯). For the reverse direction, we appeal
to the equivalent definition of the Fréchet normal cone (see e.g., Mordukhovich
[2006a, Definition 1.1]), which states
(a, b, 0) ∈ N̂gphSe(x¯, z¯, λ¯)⇔ lim sup
(x,z,λ)→(x¯,z¯,λ¯)
(x,z,λ)∈gphSe
(x,z,λ)6=(x¯,z¯,λ¯)
〈a, x− x¯〉+ 〈b, z − z¯〉+ 0
||(x, z, λ)− (x¯, z¯, λ¯)|| ≤ 0.
We claim now that this implies (a, b) ∈ N̂gphS(x¯, z¯). Indeed, due to the strong
regularity assumption, both z and λ are single-valued locally Lipschitz functions
of x near x¯. In particular, it is easy to argue that locally around (x¯, z¯, λ¯) one has
that
(x, z) ∈ gphS ⇔ (x, z, λ(x)) ∈ gphSe.
Then we may continue the inequality given above as follows
0 ≥
lim sup
(x,z)→(x¯,z¯)
(x,z)∈gphS
(x,z) 6=(x¯,z¯)
〈a, x− x¯〉+ 〈b, z − z¯〉
||(x, z, λ(x))− (x¯, z¯, λ¯)|| ≥
1
L+ 1 lim sup(x,z)→(x¯,z¯)
(x,z)∈gphS
(x,z)6=(x¯,z¯)
〈a, x− x¯〉+ 〈b, z − z¯〉
||x− x¯||+ ||z − z¯||
where L is the Lipschitz modulus of λ(x). Thus by definition, (a, b) ∈ N̂gphS(x¯, z¯),
which proves (4.31). Then the asserted formula follows immediately from Propo-
sition 4.3.
In the event that strict complementarity holds, the solution mapping S is
smooth. Therefore, by writing the generalized equation (4.2) down in the en-
hanced form, i.e., via equations and complementarity relations, one could use the
classical implicit function theorem to obtain a representation of N̂gphS. Indeed,
in this case, the Fréchet normal cone would amount to {α∇S(x¯) |α ≥ 0}.
4.5 Explicit S-Stationarity Conditions
We can now use the results of the previous section to obtain explicit S-stationarity
conditions. First, we use the inclusion (4.30) to define a type of pseudo stationarity
conditions. That is, we say that a feasible point (x¯, z¯) to the MPEC (4.1) is
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pseudo-stationary, if there exist λ¯ ∈ Rp+ and (v∗, w∗) ∈ Rt × Rp such that
−∇xf(x¯, z¯) = ∇TxF (x¯, z¯)v∗ (4.32)
−∇zf(x¯, z¯) = ∇Tz F (x¯, z¯)v∗ +
 p∑
j=1
λ¯j∇2Aj(z¯)
 v∗ +∇TA(z¯)w∗ (4.33)
∇AI+(z¯)v∗ = 0 (4.34)
w∗I0 ≥ 0,∀j : λ¯j = 0,∇Aj(z¯)v∗ ≥ 0 (4.35)
F (x¯, z¯) = −∇TA(z¯)λ¯ (4.36)
Though we have used the righthand side of the inclusion in Proposition 4.4 to
define the pseudo-stationarity conditions, these conditions are not true stationar-
ity conditions, as a solution to the MPEC must not satisfy them. That is, there
do not have to exist (v∗, w∗) and λ¯ such that (4.32)-(4.36) hold at a solution.
Nevetheless, if we can obtain a tuple (x¯, z¯, λ¯, v∗, w∗) such that (x¯, z¯) is a solution
to the MPEC and (4.32)-(4.36) hold, provided strong regularity of the enhanced
generalized equation, then these conditions amount to true strong stationarity
conditions. In order to do so, we provide a condition ensuring that M-stationary
tuples satisfying (4.7)-(4.12) satisfy (4.32)-(4.36) as well.
Theorem 4.3 (using M-stationarity to obtain S-stationarity). Let (x¯, z¯)
be a local solution to (4.1) and assume without loss of generality that A(z¯) = 0.
If the following conditions hold
1. X ≡ Rs
2. LICQ at z¯ ∈ C
3. SSOSC at (x¯, z¯)
4. there exists a v∗ ∈ Rt such that the triple (x¯, z¯, v∗) satisfies (4.5) and (4.6),
∇AI0(z¯)v∗ > 0.
Then the the following conditions are S-stationarity conditions, where v∗ is as in
assumption 4.: there exists a unique λ¯ ∈ Rp+ and w∗ ∈ Rp such that
−∇xf(x¯, z¯) = ∇TxF (x¯, z¯)v∗
−∇zf(x¯, z¯) = ∇Tz F (x¯, z¯)v∗ +
 p∑
j=1
λ¯j∇2Aj(z¯)
 v∗ +∇TA(z¯)w∗
∇AI+(z¯)v∗ = 0
∇AI0(z¯)v∗ > 0
w∗I0 ≥ 0
F (x¯, z¯) = −∇TA(z¯)λ¯
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Proof. Given LICQ and SSOSC, we know (4.28) is strongly regular at (x¯, z¯, λ¯)
(see Robinson [1980, Theorem 4.1]). Thus, the inclusion (4.30) holds and we
can write the pseudo-stationarity conditions (4.32)-(4.36). Moreover, LICQ and
SSOSC imply that the perturbation mapping associated with (4.2) has the Aubin
property at (x¯, z¯) (see Corollary 5.1), in which case we can apply Corollary 4.1,
which states that there exists a unique λ¯ ∈ Rp+ and multipliers (v∗, w∗) ∈ Rt×Rp
such that (4.7)-(4.12) hold. Under assumption 4., we have a v∗ such that there
exists a unique λ¯ ∈ Rp+ and vectors w∗ ∈ Rp with
−∇xf(x¯, z¯) = ∇TxF (x¯, z¯)v∗
−∇zf(x¯, z¯) = ∇Tz F (x¯, z¯)v∗ +
 p∑
j=1
λ¯j∇2Aj(z¯)
 v∗ +∇TA(z¯)w∗
∇AI+(z¯)v∗ = 0
∇AI0(z¯)v∗ > 0
w∗I0 ≥ 0
F (x¯, z¯) = −∇TA(z¯)λ¯
Then the tuple (x¯, z¯, λ¯, v∗, w∗) satisfies the pseudo-stationarity conditions, which
by the previous discussion implies that these are in fact strong stationarity con-
ditions.
Note that if strict complementarity were to hold, then the pseudo- stationarity
conditions would always coincide with the M-stationarity conditions, in which
case M-stationarity and S-stationarity become equivalent conditions. We refer
the reader to Example 8.3 for a case where the assumptions of Theorem 4.3 hold
even though strict complementarity fails.
4.6 Stationarity Conditions for EPECs
Turning our attention now back to EPECs, we form the EPEC of interest by
coupling n MPECs of the type (4.1) as described in Chapter 3, letting x =
(x1, . . . , xn) ∈ Rns. As we will be considering EPECs in which X ≡ Rs, we leave
out such constraints in the following discussion and consider the EPEC
min
xi,z
{fi (x−i, xi, z) |z ∈ S(x−i, xi)} (i = 1, . . . , n). (4.37)
Recall the notation Si(xi) = Sx−i(xi) = S(x−i, xi) and consider the following
definition.
Definition 4.3 (M- and S-stationarity conditions for EPECs). A feasible
strategy (xˆ, zˆ) to (4.37) is called strongly or S-stationary if for all i =
1, . . . , n, the following condition holds
0 ∈ ∇xi,zf(xˆ−i, xˆi, zˆ) + N̂gphSi(xˆi, zˆ). (4.38)
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Similarly, a feasible strategy (xˆ, zˆ) to (4.37) is called Mordukhovich or M-
stationary if for all i = 1, . . . , n, the following condition holds
0 ∈ ∇xi,zf(xˆ−i, xˆi, zˆ) +NgphSi(xˆi, zˆ). (4.39)
Notice how (4.38) and (4.39) are composed of the S- and M-stationarity con-
ditions for the MPECs making up the EPEC (4.37), respectively. This makes
the application of many of the results from the previous sections rather simple.
Indeed, the key to seeing that the majority of results presented in the previous
sections can be translated into the EPEC setting, lies in the observation that
if the solution mapping S or the perturbation mapping Ψ have certain stability
properties, then these properties will carry over to the more “restrictive” settings.
For example, if the generalized equation
0 ∈ F (x, z) +NC(z)
is strongly regular at (x¯, z¯), then the more restricted generalized equation
0 ∈ F (x¯−i, x, z) +NC(z)
is strongly regular at (x¯i, z¯) as well. Indeed, strong regularity at (x¯, z¯) implies
that the solution mapping of the partial linearization
η ∈ F (x¯, z¯) +∇zF (x¯, z¯)(z − z¯)NC(z)
has a single-valued Lipschitz localization near (0, z¯). Then since the solution
mapping of the partial linearization of the restricted generalized equation at (x¯i, z¯)
is the same as the previous one, it too has a single-valued Lipschitz localization
near (0, z¯). Also note that in our setting, LICQ, MFCQ, CRCQ and SSOSC are
not affected by the coupling process used to define EPECs.
This concludes our discussion of stationarity conditions for MPECs and EPECs.
For a more indepth discussion of EPEC stationarity conditions, the reader is
referred to the recent theses by Červinka [2008] and Su [2005].
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Stability of the Perturbation
Mapping
Based on the results provided in Chapter 4, we observe that in order to use the
stationarity conditions, we need to know which stability properties the solution
mappings S and perturbation mappings Ψ possess. Upon referencing Corollaries
4.1 and 4.2, we see that the fundamental stability property of interest is calmness.
Fortunately, there exists a wide range of results in the literature providing criteria
for checking the presence of various stability properties of multifunctions, of which
there appears to be two main approaches: those utilizing generalized derivatives
and those which do not. Conditions using generalized derivatives based on contin-
gent cones were first developed in Aubin [1981] and further developed and applied
to settings similar to ours in Klatte and Kummer [1999, 2002b, 2003]. For the
application of generalized derivatives using the limiting variational objects we di-
rect the reader to Mordukhovich [1993, 2006a], for checking the Aubin property,
Henrion et al. [2002], for calmness using coderivative conditions, and recently,
Ioffe and Outrata [2008], using newly developed generalized-derivative-like ob-
jects for calmness. For approaches to stability without the usage of generalized
derivatives, using instead specially developed algorithms, we refer the reader to
the more recent works Heerda and Kummer [2006], Klatte and Kummer [2009].
This however, should not be taken as an exhaustive list. Thus, the main purpose
of this chapter is to provide a few supplementary results seeking to fill some of
the gaps in the literature, thereby facilitating a more encompassing analysis of
our example problem in the latter chapters of this thesis.
5.1 Calmness of Perturbation Mappings via
Strong Regularity
Our framework in this section is as follows. We begin by letting S be the solution
mapping of the generalized equation
0 ∈ F (x, z) +NC(z), (5.1)
where F : Rs × Rt → Rt is continuously differentiable and the feasible set C :=
{z ∈ Rt |Aj(z) ≤ 0, j = 1, . . . , p} with Aj(z) twice continuously differentiable and
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convex for all j = 1, . . . , p and define the associated perturbation mapping
Ψ(u) := {(x, z) |u ∈ F (x, z) +NC(z)} .
In Outrata [2000, Proposition 3.2], it was demonstrated that if (5.1) is strongly
regular at (x¯, z¯) ∈ gphS in the sense Robinson, then the multifunction
Ψ̂(u1, u2) := {(x, z) |u2 ∈ F (x, z) +NC(z + u1)}
has the Aubin property at (0, 0, x¯, z¯) and is therefore calm as well. Clearly this
implies the Aubin property for the perturbation mapping Ψ at (0, x¯, z¯).
Recall from Robinson [1980, Theorem 4.1] that the enhanced generalized equa-
tion of (5.1), i.e.,
0 ∈
[ L(x, z, λ)
−A(z)
]
+NRt×Rp+(z, λ) (5.2)
is strongly regular at (x¯, z¯, λ¯) provided LICQ holds at z¯ and SSOSC at (x¯, z¯).
And though it is easy to show that this implies S is a single-valued locally Lips-
chitz function near (x¯, z¯) ∈ gphS, it does not directly indicate that the solution
mapping of the partial linearization of (5.1), i.e.,
ξ ∈ F (x¯, z¯) +∇zF (x¯, z¯)(z − z¯) +NC(z), (5.3)
is single-valued and locally Lipschitz near (0, z¯) with ξ¯ = 0 when C is non-
polyhedral1, that is, (5.1) is strongly regular in the sense of Robinson. Therefore,
we provide the following result, which to our knowledge has not been formulated
as it is here in the literature and which is integral in building certain arguments
of this thesis.
Proposition 5.1. Let (x¯, z¯) be a solution to (5.1) and assume that
1. LICQ holds at z¯
2. SSOSC holds at (x¯, z¯)
Then (5.1) is strongly regular in the sense of Robinson at (x¯, z¯).
Proof. As mentioned in the preceeding discussion, the assumptions imply via
Robinson [1980, Theorem 4.1] that (5.2) is strongly regular at (x¯, z¯, λ¯). Con-
sequently, the solution mapping arising from the partial linearization of (5.2)
defined
Σ(η) :={
(z, λ)
∣∣∣η ∈ C(x¯, z¯, λ¯) +∇z,λC(x¯, z¯, λ¯)((z, λ)− (z¯, λ¯)) +NRt×Rp+(z, λ)} ,
where
C(x, z, λ) :=
( L(x, z, λ)
−A(z)
)
=
(
F (x, z) +∇TA(z)λ
−A(z)
)
,
1In the event C is polyhedral, Dontchev and Rockafellar [1996, Theorem 3] implies that these
properties are equivalent.
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is single-valued and locally Lipschitz near (0, z¯, λ¯). Next, we define
Φ(ξ, z, λ) :=
(
F (x¯, z¯) +∇zF (x¯, z¯)(z − z¯) +∇TA(z)λ
−A(z)
)
− ξ,
from which we can immediately see that
C(x¯, z¯, λ¯) = Φ(0, z¯, λ¯) ∇x,λC(x¯, z¯, λ¯) = ∇z,λΦ(0, z¯, λ¯).
Consequently,
Σ(η) ={
(z, λ)
∣∣∣η ∈ Φ(0, z¯, λ¯) +∇z,λΦ(0, z¯, λ¯)((z, λ)− (z¯, λ¯)) +NRt×Rp+(z, λ)} .
Since we already know Σ to be a single-valued locally Lipschitz function around
(0, z¯, λ¯), it follows that the generalized equation
0 ∈ Φ(ξ, z, λ) +NRt×Rp+(z, λ)
is strongly regular at (0, z¯, λ¯) and hence, the mapping
ξ 7→
{
(z, λ)
∣∣∣0 ∈ Φ(ξ, z, λ) +NRt×Rp+(z, λ)}
is single-valued and locally Lipschitz near (0, z¯, λ¯). This then amounts to saying
that the mapping
ξ 7→
{
(z, λ)
∣∣∣∣∣
(
ξ1
ξ2
)
∈(
F (x¯, z¯) +∇zF (x¯, z¯)(z − z¯) +∇TA(z)λ
−A(z)
)
+NRt×Rp+(z, λ)
}
(5.4)
is single-valued and locally Lipschitz near (0, z¯, λ¯) and therefore, so is the following
mapping as well
ξ 7→
{
(z, λ)
∣∣∣∣∣
(
ξ1
0
)
∈(
F (x¯, z¯) +∇zF (x¯, z¯)(z − z¯) +∇TA(z)λ
−A(z)
)
+NRt×Rp+(z, λ)
}
We now claim that this also implies the solution mapping to (5.3), i.e.,
ξ 7→ {z |ξ ∈ F (x¯, z¯) +∇zF (x¯, z¯)(z − z¯) +NC(z)} , (5.5)
has a single-valued Lipschitz localization at (0, z¯). Indeed, begin by noting that
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due to LICQ, i.e., ∇A(z¯) is surjective,
NC(z) =
{
v
∣∣∣∃λ : v = ∇TA(z)λ,A(z) ∈ NRp+(λ)}
for all z close to z¯, since surjectivity is a local property. Moreover, using again
the surjectivity of ∇A(z¯) and the fact that −F (x¯, z¯) = ∇TA(z¯)λ¯, the equation
ξ1 − F (x¯, z¯)−∇zF (x¯, z¯)(z − z¯) = ∇TA(z)λ
has a unique solution λ which is close to λ¯ if (ξ1, z) is close to (0, z¯). These two
observations allow to transfer the local Lipschitz and uniqueness statement from
(5.4) to (5.5). This however, means that the generalized equations
0 ∈ F (x, z) +NC(z)
are strongly regular at (x¯, z¯).
Using Proposition 5.1, we have the following implication.
Corollary 5.1. Let (x¯, z¯) be a solution to (5.1). If the following assumptions
hold
1. LICQ is satisfied at z¯
2. SSOSC is satisfied at (x¯, z¯)
Then Ψ has the Aubin property at (0, x¯, z¯).
Proof. Given the assumptions, Proposition 5.1 implies that (5.1) is strongly reg-
ular at (x¯, z¯). Thus, referring to Outrata [2000, Proposition 3.2], we know that
the mapping
(u1, u2) 7→ {(x, z) |u2 ∈ F (x, z) +NC(u1 + z)}
has the Aubin property at (0, 0, x¯, z¯). Then clearly, the more the restricted map-
ping
(0, u2) 7→ {(x, z) |u2 ∈ F (x, z) +NC(z)} ,
which amounts to Ψ, has the Aubin property at (0, x¯, z¯) as well.
Corollary 5.1 demonstrates that Ψ has, in this case, the stronger Aubin property
and is therefore calm at (0, x¯, z¯). As we will see in Example 7.1, when SSOSC
does not hold, it is not always the case that Ψ has the Aubin property even for a
very simple example. Therefore, in order to counter this problem, we provide a
general result in the next section.
In many of the recent papers utilizing calmness as a constraint qualification for
certain calculus rules of limiting variational objects, e.g., Henrion et al. [2002],
one requires not calmness of the perturbation mapping, but instead that of the
mapping Ψ̂ defined at the beginning of this section. However, the following result
shows the the calmness of Ψ is equivalent to that of Ψ̂. This was first shown by
Outrata [2008], however, as it has yet to be published, we provide the proof as
well.
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Proposition 5.2. Let (x¯, z¯) ∈ gphS. Then the perturbation mapping Ψ as-
sociated with (5.1) is calm at (0, x¯, z¯) if and only if the mapping Ψ̂ is calm at
(0, 0, x¯, z¯).
Proof. Sufficiency is clear. To demonstrate necessity, suppose Ψ is calm at (0, x¯, z¯)
and assume by contradiction the existence of sequences (xi, zi)→ (x¯, z¯), (ui1, ui2)
→ (0, 0) with (xi, zi) ∈ Ψ̂(ui1, ui2) such that
d((xi, zi), Ψ̂(0, 0)) > i||(ui1, ui2)||, ∀i,
where || · || represents the 1-norm. Put z˜i = zi + ui1 so that
ui2 ∈ F (xi, zi)− F (xi, z˜i) + F (xi, z˜i) +NC(z˜i).
Since F is locally Lipschitz around (x¯, z¯), we infer that for i sufficiently large
||F (xi, zi)− F (xi, z˜i)|| ≤ L||ui1||,
where L is the Lipschitz modulus of F around (x¯, z¯). Consequently, for such i,
(xi, z˜i) ∈ Ψ(ui), with ui = ui2−F (xi, zi)+F (xi, z˜i). Clearly, ||ui|| ≤ L||ui1||+||ui2||
and
d((xi, z˜i),Ψ(0)) = d((xi, z˜i), Ψ̂(0, 0)) ≥
d((xi, zi), Ψ̂(0, 0))− ||ui1|| > (i− 1)||(ui1, ui2)|| >
(i− 1)
max{L, 1}||u
i||,
which contradicts the calmness of Ψ at (0, x¯, z¯).
5.2 Calmness of a Class of Perturbation
Mappings
In the main result of this section we rely on the results of the following lemma,
which is an immediate consequence of Mordukhovich [2006a, Theorem 4.10]2:
Lemma 5.1. Let Z : Rn ⇒ Rm be a multifunction defined by
Z(x) := {y ∈ Rm|h (x, y) = 0, y ∈ Ω} ,
where h : Rn × Rm → Rk is a continuously differentiable mapping and Ω ⊆ Rm
is closed. Consider a point (x¯, y¯) ∈ gphZ. If for all (x∗, y∗, z∗) ∈ Rn × Rm × Rk
the implication
x∗ = ∇Txh (x¯, y¯) z∗
y∗ = −∇Ty h (x¯, y¯) z∗
y∗ ∈ NΩ (y¯)
 =⇒ x∗ = 0 (5.6)
2Since the well-known Mordukhovich Criterion (see [Rockafellar and Wets, 1998, Chapter 9
Section F.]) states D∗Z(x¯, z¯)(0) = {0} if and only if Z has the Aubin property at (x¯, z¯) ∈
gphZ and it can be verified that (5.6) implies D∗Z(x¯, z¯)(0) = {0}; the result follows.
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holds true, then Z has the Aubin property at (x¯, y¯).
In the following, we assume, as in the spot market EPEC, that the perturbation
mapping Ψ arises from the first order optimality conditions of some perturbed
optimization problem. More specifically, we define:
min
z
{
f(u1, z)− uT2 z |Az + b ∈ Rp−
}
, (5.7)
where z ∈ Rt, u1 ∈ Rs, u2 ∈ Rt, A ∈ Rp×t, b ∈ Rp, and assume f is continuously
differentiable in both the decision variable z and the parameter u1. Then the
first-order optimality conditions of (5.7) may be written:
0 ∈ ∇zf(u1, z)− u2 +NC(z), (5.8)
where C := {z ∈ Rt |Az + b ∈ Rp−}. We then define
Ψ(u2) :=
{
(u1, z) ∈ Rs+t |u2 ∈ ∇zf(u1, z) +NC(z)
}
. (5.9)
Theorem 5.1. Let (u¯1, z¯, 0) be a solution to (5.8) and assume the following
conditions hold:
1.
∇zf(u1, z) =
(
∆1(u1, z)
∆2(z)
)
,
where ∆1 ∈ C1(Rs+t;Rt1) and ∆2(z) := Dz + c with D ∈ Rt2×t such that
t1 + t2 = t and c ∈ Rt2.
2. There exists z˜ such that Az˜ + b ∈ intRp−, i.e., there exists a Slater point.
3. ∇u1∆1(u¯1, z¯) is surjective
Then the multifunction in (5.9) is calm at (0, u¯1, z¯).
Proof. We begin by defining the following multifunction:
Φ(p1, p2) :=
(u1, z, λ) ∈ Rs+t+p
∣∣∣∣∣∣∣
Θ1(u1, z, λ) = p1
Θ2(z, λ) = p2
λ ∈ NRp−(Az + b)
 ,
where
Θ1(u1, z, λ) := ∆1(u1, z) +AT1 λ
Θ2(z, λ) := ∆2(z) +AT2 λ
such that A1 ∈ Rp×t1 , A2 ∈ Rp×t2 , and A = (A1 | A2). Since C is polyhedral,
NC(z) = ATNRp−(Az + b).
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Consequently, by partitioning u2 = (ua2, ub2) ∈ Rt1 × Rt2 , we have
Ψ(u2) =
{
(u1, z) ∈ Rs+t
∣∣∣∃λ : (u1, z, λ) ∈ Φ(ua2, ub2)}
We now demonstrate, for an arbitrarily fixed λ¯ with (0, 0, u¯1, z¯, λ¯) ∈ gph Φ, that
Φ is calm at (0, 0, u¯1, z¯, λ¯), after which we show how this implies Ψ is also calm at
(0, u¯1, z¯). Start by realizing that Φ(p1, p2) can be written in the following manner:
Φ(p1, p2) = S(p1) ∩ T (p2),
where
S(p1) := {(u1, z, λ) |Θ1(u1, z, λ) = p1}
T (p2) :=
{
(u1, z, λ)
∣∣∣∣∣ Θ2(z, λ) = p2λ ∈ NRp−(Az + b)
}
Moreover, note that
(u¯1, z¯, λ¯) ∈ Φ(0, 0)⇒ (u¯1, z¯, λ¯) ∈ S(0) ∩ T (0)
Thus, we can show that Φ is calm at (0, 0, u¯1, z¯, λ¯) by using the following criteria
developed in Klatte and Kummer [2002a, Theorem 3.6]: If the following conditions
holds, then Φ is calm at (0, 0, u¯1, z¯, λ¯):
S is calm at (0, u¯1, z¯, λ¯)
T is calm at (0, u¯1, z¯, λ¯)
S−1 has the Aubin property at (u¯1, z¯, λ¯, 0)
S ∩ T (0) is calm at (0, u¯1, z¯, λ¯)
Since the multifunction T is polyhedral, it clearly follows from Robinson [1981,
Proposition 1] that it is calm3 at (0, u¯1, z¯, λ¯). Thus, we show the remaining three
conditions hold, from which the desired result follows
1. S has the Aubin property at (0, u¯1, z¯, λ¯).
2. S ∩ T (0) has the Aubin property at (0, u¯1, z¯, λ¯).
3. S−1 has the Aubin property at (u¯1, z¯, λ¯, 0).
Recall Lemma 5.1. For 1. and 2. put x := p1,y := (u1, z, λ), h(x, y) := Θ1(y)− x,
and Ω := Rm for 1. and Ω := T (0) for 2., respectively. Then Z = S in 1. and
Z = S ∩ T (0) in 2. The first relation in the assumption of (5.6) then yields
x∗ = −z∗. Hence, the second relation amounts to y∗ = ∇Ty h(x¯, y¯)x∗. By using
the partition y∗ = (u∗1, z∗, λ∗), the first component of the previous relation, in
3Actually, in Robinson [1981], polyhedral multifunctions are shown to be upper Lipschitzian,
a stronger property, which we make use of later in this proof
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accordance with that of y, now reads
u∗1 = ∇Tu1h(x¯, y¯)x∗ = ∇Tu1Θ1(u¯1, z¯, λ¯)x∗.
By observing that T (0) = Rs × T ′ for some subset T ′ ⊆ Rt × Rp, we have in
both cases 1. and 2. that Ω = Rs × T ′. Consequently, the third relation in the
assumption (5.6) yields u∗1 = 0 in either case and hence, upon using the explicit
structure of Θ1, (5.6) reduces to
∇Tu1∆1(u¯1, z¯)x∗ = 0⇒ x∗ = 0.
This of course follows immediately from assumption 3. of the current theorem.
For the proof of 3., put y := p1, x = (u1, z, λ), h(x, y) := Θ1(x)− y, and Ω := R.
Then Z = S−1 and the assumption of (5.6) trivially reduces to the implication
x∗ = 0.
Summarizing, we have shown that Φ is calm at (0, 0, u¯1, z¯, λ¯). That is, there
exists a constant Lλ¯ > 0 and neighborhoods U of (u¯1, z¯), V of λ¯, and W of (0, 0)
such that:
d((u1, z, λ),Φ(0, 0)) ≤ Lλ¯||(p1, p2)||, ∀(u1, z, λ) ∈ [U × V ] ∩ Φ(p1, p2)∀(p1, p2) ∈ W
In particular, there exists an open ball B◦ελ¯(λ¯) > 0 with radius ελ¯ > 0 such that:
∀(u1, z, λ) ∈ [B◦ελ¯(u¯1, z¯)× B
◦
ελ¯
(λ¯)] ∩ Φ(p1, p2),∀(p1, p2) ∈ B◦ελ¯(0, 0) :
d((u1, z, λ),Φ(0, 0)) ≤ Lλ¯||(p1, p2)||. (5.10)
As λ¯ was chosen arbitrarily, the previous argument indicates that for all La-
grange multipliers λ with (u¯1, z¯, λ) ∈ Φ(0, 0) we obtain constants Lλ, ελ such that
(5.10) holds at (u¯1, z¯, λ) by replacing Lλ¯ with Lλ and ελ¯ with ελ. Consider now
the multifunction that assigns to each (u1, z, u2) the set of Lagrange multipliers
associated with the optimization problem (5.7):
Λ(u1, z, u2) :=
λ ∈ Rp
∣∣∣∣∣∣∣
∇zf(u1, z)− u2 +ATλ = 0
Az + b ∈ Rp−
λ ∈ NRp−(Az + b)

and note that
λ ∈ Λ(u1, z, u2)⇔ (u1, z, λ) ∈ Φ(ua2, ub2).
Due to the fact that in the previous argument λ¯ was arbitrarily chosen, we may
infer that for all λ ∈ Λ(u¯1, z¯, 0), there exist constants ελ > 0 and Lλ > 0 such
that (5.10) holds.
By taking the open balls B◦ελ(λ) introduced above with λ ∈ Λ(u¯1, z¯, 0), we can
provide an open covering of Λ(u¯1, z¯, 0):⋃
λ∈Λ(u¯1,z¯,0)
B◦ελ(λ) ⊃ Λ(u¯1, z¯, 0),
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Given the Slater point assumption and the fact that C is convex, we know
Λ(u¯1, z¯, 0) is a nonempty compact set (see e.g., Bonnans and Shapiro [2000, The-
orem 3.6]). Thus, the open covering contains a finite open subcovering, which in
particular means that there exist λi ∈ Λ(u¯1, z¯, 0) for i = 1, . . . , κ, such that
κ⋃
i=1
B◦ελi (λi) = Ô ⊃ Λ(u¯1, z¯, 0).
Accordingly, we have for all i = 1, . . . , κ
d((u1, z, λ),Φ(0, 0)) ≤ Lλi ||(p1, p2)||
∀(u1, z, λ) ∈ [B◦ελi (u¯1, z¯)× B
◦
ελi
(λi)] ∩ Φ(p1, p2) ∀(p1, p2) ∈ B◦ελi (0, 0) (5.11)
By letting
ε = min
1,...,κ
ελi L = max1,...,κ Lλi ,
we can demonstrate that Φ satisfies the following uniform calmness property
d((u1, z, λ),Φ(0, 0)) ≤ L||(p1, p2)||
∀(u1, z, λ) ∈ [B◦ε(u¯1, z¯)× Ô] ∩ Φ(p1, p2) ∀(p1, p2) ∈ B◦ε(0, 0) (5.12)
Indeed, by choosing an arbitrary (u1, z, λ, p1, p2) from the neighborhoods indicated
in (5.12), we see that by the definition of Ô, there exists i ∈ {1, . . . , κ} such that
λ ∈ B◦ελi (λi). Moreover, by the definition of ε, we have (p1, p2) ∈ B
◦
ελi
(0, 0) and
(u1, z) ∈ B◦ελi (u¯1, z¯). By (5.11) and the definition of L, we have that
d((u1, z, λ),Φ(0, 0)) ≤ Lλi ||(p1, p2)|| ≤ L||(p1, p2)||
Whence, (5.12).
Now that we have established a uniform calmness condition for Φ, we can show
that Ψ is calm at (0, u¯1, z¯).
We know that the Slater point assumption along with the convexity of C is
equivalent to the (MFCQ) holding at z¯ ∈ C (see Bonnans and Shapiro [2000,
Corollary 2.101 and Proposition 2.104]). As a consequence of the polyhedrality
of NRp−(·), we may invoke Bonnans and Shapiro [2000, Lemma 4.44] via Bonnans
and Shapiro [2000, remark 4.45] in order to show that Λ is upper-Lipschitz at
(u¯1, z¯, 0), which by definition implies in particular that there exists εˆ > 0 such
that for all (u1, z, u2) ∈ B◦εˆ(u¯1, z¯)× B◦εˆ(0),
d(λ,Λ(u¯1, z¯, 0)) ≤ Lˆ||(u1, z, u2)− (u¯1, z¯, 0)|| ∀λ ∈ Λ(u1, z, u2).
Moreover, the compactness of Λ(u¯1, z¯, 0) implies the existence of an ε′ > 0 such
that
Λ(u¯1, z¯, 0) +B◦ε′(0) ⊆ Ô.
By letting ε˜ = min{εˆ, ε′/Lˆ, ε}, we can argue for an arbitrary u2 ∈ B◦ε˜(0, 0) that
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the following holds
(u1, z) ∈ B◦ε˜(u¯1, z¯) ∩Ψ(u2)⇒ ∃λ ∈ Ô : (u1, z, λ) ∈ Φ(ua2, ub2) (5.13)
Indeed, given (u1, z) ∈ Ψ(u2), by definition there must exist λ such that (u1, z, λ)
∈ Φ(ua2, ub2), which, as noted above, implies that λ ∈ Λ(u1, z, u2). Then since
(u1, z) ∈ B◦ε˜(u¯1, z¯) and u2 ∈ B◦ε˜(0), d(λ,Λ(z¯, u¯1, 0)) ≤ ε′. Thus, λ ∈ Λ(u¯1, z¯, 0) +
B◦ε′(0) ⊆ Ô.
Then by taking an arbitrary (u1, z) ∈ B◦ε˜(u¯1, z¯)∩Ψ(u2) and u2 ∈ B◦ε˜(0, 0), (5.13)
implies that there exists a λ ∈ Ô such that (u1, z, λ) ∈ Φ(ua2, ub2). Suppose now
that (u˜1, z˜, λ˜) ∈ Φ(0, 0) is the point such that d((u1, z, λ),Φ(0, 0)) = ||(u1, z, λ)−
(u˜1, z˜, λ˜)||. Clearly, (u˜1, z˜) ∈ Ψ(0). Then by (5.12):
d((u1, z),Ψ(0)) ≤ ||(u1, z)− (u˜1, z˜)|| ≤ ||(u1, z, λ)− (u˜1, z˜, λ˜)|| =
d((u1, z, λ),Φ(0, 0)) ≤ L||(ua2, ub2)||. (5.14)
Thus, we have the following
d((u1, z),Ψ(0)) ≤ L||(ua2, ub2)|| ∀(u1, z) ∈ B◦ε˜(u¯1, z¯) ∩Ψ(u2), ∀u2 ∈ B◦ε˜(0).
Whence we know Ψ is calm at (0, u¯1, z¯).
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Coderivative Transformation
Formulae for Normal Cone
Mappings
As seen in the previous chapters, the ability to explicitly calculate the coderiva-
tive to the normal cone mapping to a system of equalities and inequalities plays a
crucial role in our analysis. In this chapter, we provide various results on coderiva-
tive transformation formulae, some of which first appeared in Mordukhovich and
Outrata [2001, 2007], Henrion and Römisch [2007] and Henrion et al. [2009c]. The
important results from the latter paper, which the author c-owrote, are provided
with proofs, thus providing a more complete presentation.
6.1 Polyhedral Feasible Sets
Throughout this section, we will consider the normal cone mapping NC, where C
is a general polyhedron defined
C :=
{
z ∈ Rt |Az ≤ b
}
.
Here, A is a (p, t)-matrix, b ∈ Rp and the inequality is understood componentwise.
We will continue to use I(z¯), I+(z¯, λ¯), I0(z¯, λ¯), and L(z¯) to denote the set of active,
strongly active, weakly active, and inactive indices, leaving off the arguments
when it is clear in context. Initial results on transformation formulae for the cases
in which C is an orthant or rectangle were provided in Dontchev and Rockafellar
[1996] and Outrata [2001]. As it plays an important role throughout this text,
we provide the following result (see Henrion and Römisch [2007, Corollary 3.5] or
Henrion et al. [2009c, Corollary 3.1]); the term ‘regular’ refers to the surjectivity
of A.
Proposition 6.1 (regular systems of linear inequalities). For C as defined
above, let v∗ ∈ Rt, (z¯, v¯) ∈ gphNC, and assume rankA = p and Az¯ = b. Then
D∗NC(z¯, v¯)(v∗) =
{
ATw∗, Ajv∗ = 0, ∀j : λ¯j > 0
∅ otherwise
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where
w∗j = 0, ∀j : λ¯j = 0,Ajv∗ < 0
w∗j ≥ 0, ∀j : λ¯j = 0,Ajv∗ > 0
and λ¯ ∈ Rp+ is the unique Lagrange multiplier defined via v¯ = AT λ¯.
We now provide a result useful in situations where equalities are involved and
one in which transforming the equalities into inequalities would destroy certain
regularity properties. We define the set
C˜ =
{
z ∈ Rt
∣∣∣A1z ≤ 0,A2z = 0} ,
where A1 ∈ Rp−×t and A ∈ Rp0×t such that p = p− + p0 and A =
( A1
A2
)
.
Corollary 6.1 (regular systems of linear equalities and inequalities). For
C˜ as defined above, let v∗ ∈ Rt, (z¯, v¯) ∈ gphN
C˜
, and assume rankA = p and that
A1z¯ = 0. Then
D∗N
C˜
(z¯, v¯)(v∗) =
 A
Tw∗,
A1jv∗ = 0, ∀j ∈ {1, . . . , p−} : λ¯j > 0
A2v∗ = 0
∅ otherwise
where
w∗j = 0, ∀j ∈ {1, . . . , p−} : λ¯j = 0,Ajv∗ < 0
w∗j ≥ 0, ∀j ∈ {1, . . . , p−} : λ¯j = 0,Ajv∗ > 0
and λ¯ is the unique Lagrange multiplier defined via v¯ = AT λ¯ such that λ¯j ∈ R+
for all j = 1, . . . , p− and λ¯j ∈ R for all j = p− + 1, . . . , p0.
Proof. First note that we may write the normal cone at z¯ in the following way
N
C˜
(z¯) =
{
v¯ = AT λ¯
∣∣∣∣λ¯ ∈ NRp−− ×{0}(Az¯)
}
.
Here, {0} represents the zero vector in Rp0 . Then fromMordukhovich and Outrata
[2001, Theorem 3.4 ] or equivalently Mordukhovich [2006a, Theorem 1.127], we
have that
D∗N
C˜
(z¯, v¯)(v∗) = ATD∗NRp−− ×{0}(Az¯, λ¯)(Av
∗). (6.1)
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Partition λ¯ = (λ¯1, λ¯2) ∈ Rp− × Rp0 , then by definition
D∗NRp−− ×{0}(Az¯, λ¯)(Av
∗) = {(z∗1 , z∗2) ∈ Rp− × Rp0 |
(z∗1 , z∗2 ,−A1v∗,−A2v∗) ∈ NgphNRp−− ×{0}(A
1z¯,A2z¯, λ¯1, λ¯2)
}
.
Next, using elementary properties of the normal cone mapping (cf. Rockafellar
and Wets [1998, Proposition 6.41]), it easy is to show that
(h1, h2, w1, w2) ∈ gphNRp−− ×{0} ⇔ (h
1, w1, h2, w2) ∈ gphNRp−− × [{0} × R
p0 ] .
Utilizing this last fact, we may write
D∗NRp−− ×{0}(Az¯, λ¯)(Av
∗) = {(z∗1 , z∗2) |
(z∗1 ,−A1v∗, z∗2 ,−A2v∗) ∈ NgphNRp−− (A
1z¯, λ¯1)×N[{0}×Rp0 ](A2z¯, λ¯2)
}
,
which leads us to the following conclusion
D∗NRp−− ×{0}(Az¯, λ¯)(Av
∗) =
D∗NRp−− (A
1z¯, λ¯1)(A1v∗)×D∗N{0}(A2z¯, λ¯2)(A2v∗). (6.2)
Thus it remains for us to calculate the two simpler coderivatives. Note first that
since N[{0}×Rp0 ](A2z¯, λ¯2) = Rp0 × {0},
D∗N{0}(A2z¯, λ¯2)(A2v∗) =
{
Rp0 , if A2v∗ = 0
∅ otherwise . (6.3)
Moreover, Proposition 6.1 states
D∗NRp−− (A
1z¯, λ¯1)(A1v∗) =
{
w∗ A1jv∗ = 0, ∀j : λ¯j > 0
∅ otherwise , (6.4)
with
w∗j = 0, ∀j ∈ {1, . . . , p−} : λ¯j = 0,Ajv∗ < 0
w∗j ≥ 0, ∀j ∈ {1, . . . , p−} : λ¯j = 0,Ajv∗ > 0.
Then substituting (6.3) and (6.4) into (6.2) and referring back to the initial ex-
pression (6.1) we obtain the desired result.
Example 6.1 (calculating D∗NK(x¯,z¯)(0, 0)(v∗) with LICQ). For a solution
(x¯, z¯) to the generalized equation (4.2), assume A(z¯) = 0 and ∇A(z¯) is surjective.
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Here, the critical cone to C at (z¯, F (x¯, z¯)) becomes
K(x¯, z¯) =
{
h
∣∣∣∇Aj(z¯)h ≤ 0 (j ∈ I0(z¯, λ¯)),∇Aj(z¯)h = 0, (j ∈ I+(z¯, λ¯))} ,
where λ¯ is the uniquely defined Lagrange multiplier associated with the equation:
F (x¯, z¯) = −∇TA(z¯)λ¯. Then Corollary 6.1 states
D∗NK(x¯,z¯)(0, 0)(v∗) =
 ∇
TA(z¯)w∗, µ¯j∇Aj(z¯)v
∗ = 0, j ∈ I0(z¯, λ¯)
∇Aj(z¯)v∗ = 0, j ∈ I+(z¯, λ¯)
∅ otherwise,
with
w∗j = 0, ∀j : µ¯j = 0, λ¯j = 0,∇Aj(z¯)v∗ < 0
w∗j ≥ 0, ∀j : µ¯j = 0, λ¯j = 0,∇Aj(z¯)v∗ > 0
and µ¯ defined via 0 = ∇TAI0(z¯)µ¯. However, ∇AI0(z¯) is surjective, as it is a
submatrix of a surjective matrix, hence µ¯ = 0, in which case
D∗NK(x¯,z¯)(0, 0)(v∗) =
{
∇TA(z¯)w∗, ∇Aj(z¯)v∗ = 0, j ∈ I+(z¯, λ¯)
∅ otherwise, (6.5)
and
w∗j = 0, ∀j : λ¯j = 0,∇Aj(z¯)v∗ < 0
w∗j ≥ 0, ∀j : λ¯j = 0,∇Aj(z¯)v∗ > 0
Referring back to Proposition 6.1, it is easy to see that
D∗NK(x¯,z¯)(0, 0)(v∗) = ∇TA(z¯)D∗NRp−(A(z¯), λ¯)(∇A(z¯)v∗).
In the event A is not surjective, it is still possible to obtain an exact formula
for D∗NC More precisely, we have the following theorem (Henrion and Römisch
[2007, Proposition 3.2] and Henrion et al. [2009c, Theorem 3.2])
Theorem 6.1 (nonregular polyhedra). Define C := {z ∈ Rt | Az ≤ b }, where
b ∈ Rp and A is a matrix of order (p, t). Let (z¯, v¯) ∈ gphNC and assume without
loss of generality that Az¯ = b. Let λ¯ ∈ Rp+ be defined by the relation AT λ¯ = v¯.
Then,
D∗NC (z¯, v¯) (v∗) =
x∗
∣∣∣∣∣∣(x∗,−v∗) ∈
⋃
I+(z¯,λ¯)⊆I1⊆I2⊆{1,...,p}
PI1,I2 ×QI1,I2
 , (6.6)
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where
PI1,I2 = con {ATj |j ∈ χ (I2) \I1}+ span {ATj |j ∈ I1}
QI1,I2 = {h ∈ Rt|Ajh = 0 (j ∈ I1) , Ajh ≤ 0 (j ∈ χ (I2) \I1)}
and for (I ′ ⊆ {1, . . . , p})
χ(I ′) := {j ∈ {1, . . . , p} |
if Ajh ≤ 0 for j ∈ {1, . . . , p} \ I ′and Ajh = 0 for j ∈ I ′, then Ajh = 0}
Note that the existence of λ¯ in Theorem 6.1 is guaranteed by the polyhedrality
of C. Though using (6.6) may a somewhat cumbersome task, it indicates that it
is possible to obtain an exact formula even in situations where A is not surjective.
In addition, it is possible to obtain an upper approximation of D∗NC (see Henrion
and Römisch [2007, Corollary 3.4] and Henrion et al. [2009c, Corollary 3.3]), the
accuracy of which is discussed at length in Henrion et al. [2009c, Section 3].
Lastly, we mention that there exists a generalization of Theorem 6.1 in infinite
dimensions for the case of finitely many linear inequalities1 in reflexive Banach
spaces (see Henrion et al. [2009a, Theorem 4.1]).
6.2 Nonlinearly Constrained Sets
Starting with the regular case, we now move on to the nonlinear setting and begin
by providing the following result (see Mordukhovich and Outrata [2001, Theorem
3.4/Remark 3.5], Mordukhovich [2006a, Theorem 1.127], or Henrion et al. [2009c,
Theorem 3.1]).
Theorem 6.2 (a transformation formula for D∗NC using LICQ). Let C =
A−1(P ), where A : Rt → Rp is twice continuously differentiable and P ⊆ Rp is
some closed subset. Consider points z¯ ∈ C and v¯ ∈ NC(z¯). If the Jacobian ∇A(z¯)
is surjective, then
D∗NC(z¯, v¯)(v∗) = p∑
j=1
λ¯j∇2Aj(z¯)
 v∗ +∇TA (z¯)D∗NP (A(z¯), λ¯) (∇A (z¯) v∗) (6.7)
Here, the Aj are the components of A and λ¯ is the unique solution of the equation
∇TA(z¯)λ¯ = v¯, i.e.,
λ¯ =
(
∇A(z¯)∇TA(z¯)
)−1∇A(z¯)v¯.
Theorem 6.2 effectively allows us to transfer the difficulty of calculating D∗NC
onto D∗NP , given P is some closed polyhedron, which we now know to be a much
1 That is, inequalities of the form: 〈x∗, x〉 ≤ 0 with x ∈ X, x∗ ∈ X∗, where X and X∗
represent a Banach space and its dual.
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simpler calculation. Moreover, in the case where P = Rp−, one can easily develop
a transformation formula in which the righthand side contains no general terms
using Proposition 6.1 or Corollary 6.1. Thus, one can again obtain an explicit
characterization of domD∗NC , even in a nonlinear case.
The following theorem first appeared in Mordukhovich and Outrata [2007, The-
orem 4.1] and is a generalization of Theorem 6.2. As it is an upper-approximation,
it is difficult to say how much bigger the right-hand side is than the actual
coderivative itself when surjectivity of ∇A(z¯) is not present. Nevetheless, the
constraint qualifications involved are much weaker than surjectivity and thus,
there is a better chance they hold, thereby providing the user with an approxima-
tion of the coderivative. For a more in depth discussion of this topic, the reader
is directed to Henrion et al. [2009c, Section 3 Examples 3.1 & 3.2].
Theorem 6.3 (a transformation formula for D∗NC using MFCQ and
Calmness). Consider the set C = {z ∈ Rt | Aj(z) ≤ 0 (j = 1, . . . , p)}, where
A : Rt → Rp is twice continuously differentiable. Fix some z¯ ∈ C and v¯ ∈ NC (z¯)
such that, without loss of generality, A(z¯) = 0 and suppose that the following two
constraint qualifications are fulfilled:
1. MFCQ holds at z¯
2. The multifunction
M(ϑ) := {(z, λ) | (A(z), λ) + ϑ ∈ gphNRp−}
is calm at
(
0, z¯, λ¯
)
for all λ¯ ≥ 0 with ∇TA(z¯)λ¯ = v¯.
Then,
D∗NC(z¯, v¯)(v∗) ⊆⋃
λ¯≥0
∇TA(z¯)λ¯=v¯

 p∑
j=1
λ¯i∇2Aj(z¯)
 v∗ +∇TA (z¯)D∗NRp− (0, λ¯) (∇A (z¯) v∗)
 .
Assumption 2. in Theorem 6.3 can be quite difficult to verify in general. There-
fore, we develop a replacement constraint qualification using only primal variables.
The following result demonstrates that the fulfillment of a certain primal condi-
tion implies the calmness of the multifunction M at (0, z¯, λ¯).
Proposition 6.2 (a primal calmness condition). If for all nonempty subsets
I ⊆ {1, . . . ,m} the multifunctions
HI(α) = {z | Ai(z) = αi (i ∈ I), Ai(z) ≤ 0 (i ∈ Ic)}
are calm at (0, z¯), then the multifunction M introduced in Theorem 6.3 is calm
at
(
0, z¯, λ¯
)
for any λ¯ specified there.
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Proof. Throughout this proof we use the 1−norm of vectors. Note first, that for
I = ∅, HI is trivially calm as a constant multifunction. Hence, this special case
can be excluded from the assumption. Next, observe that, by A (z¯) = 0, one has
indeed (0, z¯) ∈ gphHI for all I ⊆ {1, . . . , p}. The calmness assumption means
that for any I ⊆ {1, . . . , p}, there exist constants δI , εI , LI > 0 such that
d(z,HI(0)) ≤ LI ‖α‖ ∀z ∈ BδI (z¯) ∩HI(α) ∀α : αi ∈ (−εI , εI) (i ∈ I).
Putting
δ := min
I⊆{1,...,p}
δI , ε := min
I⊆{1,...,p}
εI , L := max
I⊆{1,...,p}
LI ,
one obtains that δ, ε, L > 0 and
d(z,HI(0)) ≤ L ‖α‖ ,
∀z ∈ Bδ (z¯) ∩HI(α)
∀α : αi ∈ (−ε, ε) (i ∈ I)
∀I ⊆ {1, . . . , p}.
(6.8)
Due to A (z¯) = 0, we may further shrink δ > 0 such that
|Aj(z)| ≤ ε, ∀z ∈ Bδ (z¯) ∀j ∈ {1, . . . , p}. (6.9)
Now, consider any λ¯ ≥ 0. Then, λ¯ ∈ NRp− (0) and so
(
z¯, λ¯
)
∈ M(0). We show
that
d((z, λ) ,M(0)) ≤ (L+ 1) ‖ϑ‖ , ∀ (z, λ) ∈M(ϑ) ∩ (Bδ (z¯)× R
p)
∀ϑ = (ϑ1, ϑ2) ∈ Bε (0)× Rp . (6.10)
This would prove the asserted calmness of M at
(
0, z¯, λ¯
)
. To this aim, choose
arbitrary ϑ = (ϑ1, ϑ2) ∈ Bε (0)×Rp and (z, λ) ∈M(ϑ)∩ (Bε (z¯)× Rp). Note first
that (z, λ) ∈M(ϑ) amounts to λ+ ϑ2 ∈ NRp− (A(z) + ϑ1). Accordingly,
A(z) + ϑ1 ≤ 0, λ+ ϑ2 ≥ 0, (λj + ϑ2j) (Aj(z) + ϑ1j) = 0 ∀j ∈ {1, . . . , p}. (6.11)
For the fixed z, define
Iz := {j ∈ {1, . . . , p}|Aj(z) + ϑ1j = 0 or Aj(z) ≥ 0}.
Choose z˜ ∈ HIz(0) such that ‖z − z˜‖ = d(z,HIz(0)). Note that by definition of
Iz, Aj(z) < 0 for all j ∈ (Iz)c. Consequently, z ∈ Bε (z¯)∩HIz(α) for α defined by
αj := Aj(z) (j ∈ Iz).
Since also (6.9) ensures that αi ∈ (−ε, ε) for all i ∈ Iz, we may apply (6.8) to
derive that
d(z,HIz(0)) ≤ L ‖α‖ = L
∑
j∈Iz
|Aj(z)| .
Now, if j ∈ Iz is such that Aj(z) + ϑ1j = 0, then |Aj(z)| = |ϑ1j|. Otherwise,
by (6.11), Aj(z) + ϑ1j < 0 and, by definition of Iz, Aj(z) ≥ 0. This implies
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|Aj(z)| ≤ |ϑ1j|. In any case we may conclude that
‖z − z˜‖ = d(z,HIz(0)) ≤ L ‖ϑ1‖ .
Next, define λ˜ ∈ Rp by λ˜j := λj + ϑ2j if j ∈ Iz and λ˜j := 0 if j ∈ (Iz)c. Then,
λ˜ ≥ 0 by (6.11). Moreover, z˜ ∈ HIz(0) entails that Aj(z˜) = 0 if j ∈ Iz and
Aj(z˜) ≤ 0 if j ∈ (Iz)c. In particular, λ˜jAj(z˜) = 0 for all j ∈ {1, . . . , p}. This
means that λ˜ ∈ NRp− (A(z˜)) and, hence, (z˜, λ˜) ∈ M(0). Finally observe that, for
j ∈ (Iz)c, one has Aj(z) + ϑ1j < 0 and, thus, by (6.11), λj = −ϑ2j. This proves
that λ˜− λ = ϑ2. Consequently,
d((z, λ) ,M(0)) ≤ ‖ (z, λ)− (z˜, λ˜)‖ = ‖z − z˜‖+ ‖λ− λ˜‖
≤ L‖ϑ1‖+ ‖ϑ2‖ ≤ (L+ 1) ‖ϑ‖
which shows (6.10).
In order to continue, we will need the following technical lemma.
Lemma 6.1. Fix an arbitrary I∗ ⊆ {1, . . . , p} and consider the following class of
multifunctions
H˜I (α) := {z|Ai (z) = αi (i ∈ I)} (I ⊆ {1, . . . , p})
Assume that
1. For all I 6= I∗ with I∗ ⊆ I ⊆ {1, . . . , p} the H¯I are calm at (0, z¯) .
2. For some i′ ∈ II∗ the multifunctions
M(α, β) :=
{
z ∈ Rt
∣∣∣∣∣ Ai (z) = αi (i ∈ I∗) ,Aj (z) ≤ βj (j ∈ {1, . . . , p} (I∗ ∪ {i′}))
}
,
M¯(t) :=
{
z ∈ Rt |Ai′ (z) = t
}
are calm at (0, 0, z¯) and (0, z¯), respectively.
Then, H¯I∗ is calm at (0, z¯).
Proof. Assume that H¯I∗ fails to be calm at (0, z¯). Then, by (2.1), there is a
sequence zk → z¯ such that
d(zk, H¯I∗ (0)) > k
∑
i∈I∗
|Ai (zk)|+
∑
j∈{1,...,p}I∗
[Aj (zk)]+
 . (6.12)
Suppose there is some index j′ ∈ {1, . . . , p}I∗ and some subsequence zkl with
Aj′ (zkl) ≥ 0. Put I ′ := I∗ ∪ {j′}. Due to H¯I′ (0) ⊆ H¯I∗ (0) and to zkl ∈
H¯I′ (A (zkl)) one would arrive from (6.12) at
d(zkl , H¯I′ (0)) > kl
∑
i∈I′
|Ai (zkl)|+
∑
j∈{1,...,p}I′
[Aj (zkl)]+
 ,
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a contradiction with assumption 1. Hence, there is some k0 such that
Aj (zk) < 0 ∀k ≥ k0 ∀j ∈ {1, . . . , p}I∗. (6.13)
Together with (6.12), this implies that
d(zk, H¯I∗ (0)) > k
∑
i∈I∗
|Ai (zk)| . (6.14)
We claim the existence of some ρ > 0 and k1 ≥ k0 such that∑
i∈I∗
|Ai (zk)| > ρ |Ai′ (zk)| ∀k ≥ k1, (6.15)
where i′ refers to assumption 2. Indeed, otherwise there is a subsequence zkl such
that ∑
i∈I∗
|Ai (zkl)| ≤ l−1 |Ai′ (zkl)| .
In the following, we lead this relation to a contradiction. Now, justified by z¯ ∈
M¯(0) 6= ∅, where M¯ is defined in assumption 2, we may select for any l some
yl ∈ M¯(0) such that
d(zkl , M¯(0)) = ‖zkl − yl‖ .
The assumed calmness at (0, z¯) of M¯ entails the existence of some L1 > 0 such
that
d(zkl , M¯(0)) ≤ L1 |Ai′ (zkl)| →l 0
which in turn implies that yl → z¯. Consequently, for all large enough l,
|Ai′ (zkl)| = |Ai′ (zkl)− Ai′ (yl)| ≤ L2 ‖zkl − yl‖
where L2 is some Lipschitz modulus of Ai′ near z¯. Now, referring to the mul-
tifunction M defined in assumption 2., we observe by virtue of (6.13) that, for
all large enough l, zkl ∈ M
(
α(l), 0
)
, where α(l)i := Ai (zkl) for i ∈ I∗. Now, the
assumed calmness at (0, z¯) of M leads to
d(zkl ,M(0, 0)) ≤ L3
∥∥∥α(l)∥∥∥ = L3 ∑
i∈I∗
|Ai (zkl)| ≤ l−1L3 |Ai′ (zkl)|
≤ l−1L3L2 ‖zkl − yl‖ = l−1L3L2d(zkl , M¯(0)),
for all large enough l. If also l > L3L2, then
d(zkl ,M(0, 0)) < d(zkl , M¯(0)). (6.16)
Now, justified by z¯ ∈M(0, 0) 6= ∅, we may select xl ∈M(0, 0) such that
d(zkl ,M(0, 0)) = ‖zkl − xl‖ ∀l.
It follows from (6.16) that xl /∈ M¯(0), whence Ai′ (xl) 6= 0. Recalling that
Ai′ (zkl) < 0 for large enough l (see (6.13)), one would find in case of Ai′ (xl) > 0
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some x′ on the line segment [zkl , xl] with Ai′ (x′) = 0 and ‖zkl − x′‖ < ‖zkl − xl‖
yielding a contradiction with (6.16) due to x′ ∈ M¯(0). Therefore, Ai′ (xl) < 0
and, hence, one may invoke the definition of M to infer from xl ∈ M(0, 0) that
xl ∈ H¯I∗ (0) for large enough l. Now, (6.13) and (6.14) provide, for large enough
l that
kl
∑
i∈I∗
|Ai (zk)|+
∑
j∈{1,...,p}(I∗∪{i′})
[Aj (zkl)]+

= kl
∑
i∈I∗
|Ai (zkl)| < d(zkl , H¯I∗ (0)) ≤ ‖zkl − xl‖ = d(zkl ,M(0, 0)),
a contradiction with the assumed calmness at (0, 0, z¯) of M . This contradiction
proves the desired relation (6.15). Using this, we may continue (6.14) as
d(zk, H¯I∗ (0)) > k
(
1
ρ+ 1
∑
i∈I∗
|Ai (zk)|+ ρ
ρ+ 1
∑
i∈I∗
|Ai (zk)|
)
> k
ρ
ρ+ 1
 ∑
i∈I∗∪{i′}
|Ai (zk)|

= k ρ
ρ+ 1
 ∑
i∈I∗∪{i′}
|Ai (zk)|+
∑
j∈{1,...,p}(I∗∪{i′})
[Aj (zk)]+

∀k ≥ k1,
where in the last relation, we exploited again (6.13). Put I ′ := I∗ ∪ {i′}. Due to
H¯I′ (0) ⊆ H¯I∗ (0) we end up at the relation
d(zk, H¯I′ (0)) > k
ρ
ρ+ 1
∑
i∈I′
|Ai (zk)|+
∑
j∈{1,...,m}I′
[Aj (zk)]+
 ∀k ≥ k1.
This, however, is in contradiction with the assumed calmness at (0, z¯) of H¯I′
(see assumption 1.). Hence, we have finally led to a contradiction our initial
assumption that H¯I∗ fails to be calm at (0, z¯).
We now show that the primal calmness condition can be reduced in such a way
that only equality constrained subsystems need to be checked for calmness.
Proposition 6.3 (reduction of the primal calmness condition). If for all
I ⊆ {1, . . . , p} the multifunctions
H˜I (α) := {z|Ai (z) = αi (i ∈ I)}
are calm at (0, z¯), then the multifunctions
H¯I (α) = {z|Ai (z) = αi (i ∈ I) , Ai (z) ≤ αi (i ∈ Ic)}
are also calm at (0, z¯) for all I ⊆ {1, . . . , p}. In particular, the multifunctions
HI (α) introduced in Proposition 6.2 are calm at (0, z¯) for all I ⊆ {1, . . . , p}.
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Proof. We proceed by induction over the number p of components of A. Consider
first the case p = 1. We either have I = ∅ or I = {1}. In the second case, one
has H¯I = H˜I due to p = 1, hence calmness of H¯I follows from that of H˜I . In
the first case, we apply Lemma 6.1. Referring to the notation of this lemma, we
put I∗ = ∅ and check the two assumptions made there. As the only set I ⊆ {1}
with I 6= I∗ is given by I = {1} and then, as before, H¯I = H˜I , calmness of
H¯I follows from that of H˜I . This shows the first assumption of Lemma 6.1 to
hold true. Concerning the second assumption, one has i′ = 1 and, hence, M
reduces to the trivial constant multifunction M (α, β) ≡ Rt which is calm. On
the other hand, the second multifunction introduced there reduces to M¯ = H˜I ,
hence calmness of M¯ follows from that of H˜I . As a consequence, Lemma 6.1 yields
calmness of H¯I∗ = H¯∅. Summarizing, the assertion of our proposition follows for
the case p = 1. Next assume that the Proposition holds true for all p ≤ k and
consider the case p = k + 1. By assumption, the H˜I are calm at (0, z¯) for all
I ⊆ {1, . . . , k + 1}. In particular, the multifunction M¯ considered in the second
assumption of Lemma 6.1 and corresponding to the case |I| = 1 is calm at (0, z¯).
Moreover, the induction hypothesis ensures that also the multifunctions
{z|Aj (z) = αj (j ∈ I) , Aj (z) ≤ αj (j ∈ JI)} (6.17)
are calm at (0, z¯) for all subsets I ⊆ J and all J ⊆ {1, . . . , k + 1} with |J | = k.
Since the multifunction M considered in the second assumption of Lemma 6.1 is
of type (6.17) with J = {1, . . . , k + 1} {i′}, it follows thatM is calm at (0, 0, z¯).
Summarizing, the second assumption of Lemma 6.1 is always satisfied no matter
how the index set I∗ ⊆ {1, . . . , k + 1} is chosen in the Lemma. Therefore it is
enough to check the first assumption for its application.
Now, choose an arbitrary I∗ ⊆ {1, . . . , k + 1}. We have to show that H¯I∗ is calm
at (0, z¯). If I∗ = {1, . . . , k + 1}, then H¯I∗ = H˜I∗ and calmness of H¯I∗ follows from
that of H˜I∗ . If |I|∗ = k, then the only choice for the index set I considered in the
first assumption of Lemma 6.1 is I = {1, . . . , k + 1} . According to what we have
shown just before, H¯I is calm, so we have shown that the H¯I∗ are calm at (0, z¯)
whenever |I∗| ≥ k. Passing to the case |I∗| = k − 1 and recalling that the index
set I considered in the first assumption of Lemma 6.1 is always strictly larger
than I∗, one derives calmness of H¯I on the basis of what we have shown before
due to |I| > |I∗| = k − 1 which amounts to |I| ≥ k. So, the first assumption of
Lemma 6.1 is satisfied again and we derive calmness of H¯I∗ whenever |I∗| ≥ k−1.
Proceeding this way until |I∗| = 0, we get the desired calmness at (0, z¯) for all
subsets I∗ ⊆ {1, . . . , k + 1}.
That the calmness of the H¯I implies the calmness of the correspondingHI intro-
duced in Proposition 6.2, is an immediate consequence of the calmness definition
and of the evident relations H¯I(α, 0) = HI(α).
Using Propositions 6.2 and 6.3 along with Theorem 6.3, we can provide an
assumption which completely relies on constraint systems induced by A and thus
can be considered to be a CQ (weaker than surjectivity) for the mapping A.
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Theorem 6.4 (upper-approximation using MFCQ and CQ∗). In the setting
of Theorem 6.3 assume that
1. MFCQ is satisfied at z¯ ∈ C;
2. all perturbed equality subsystems
{z | Ai(z) = αi (i ∈ I)} I ⊆ {1, . . . , p} (6.18)
are calm at (0, z¯).
Then the coderivative formula of Theorem 6.3 holds true. We refer to (6.18) as
“CQ∗”.
Though Assumption 2. in Theorem 6.4 is much simpler than the assumption
it replaced in Theorem 6.3, one still needs a concrete way of verifying calmness.
This fact highlights another reason for the rising interest in providing ways to
check for calmness of multifunctions. We refer to the beginning of Chapter 5,
where literature pertaining to verification of calmness was briefly discussed.
Apart from verifying CQ∗ with the results just mentioned, we present in the
next result another constraint qualification whose fulfillment guarantees Assump-
tion 2. in Theorem 6.4 holds.
Proposition 6.4 (a constraint qualification ensuring calmness). Assume
that at z¯ the following full rank constraint qualification is satisfied:
rank {∇Aj (z¯)}j∈I = min {t, |I|} ∀I ⊆ {1, . . . , p} . (6.19)
Then, the multifunctions H˜I introduced in Proposition 6.3 are calm at (0, z¯) for
all I ⊆ {1, . . . , p}.
Proof. Choose an arbitrary I ⊆ {1, . . . , p}. Consider first the case that |I| ≤
n. Then, by (6.19), the set of gradients {∇Aj (z¯)}i∈I is linearly independent.
Consequently, H˜I is calm at (0, z¯). Now, if |I| > n, then select an arbitrary
J ⊆ I with |J | = n. By (6.19), the set of gradients {∇Aj (z¯)}i∈J is linearly
independent, hence H˜J(0) = {z¯} by the inverse function theorem. Since A (z¯) = 0
and H˜I(0) ⊆ H˜J(0), it follows that H˜I(0) = H˜J(0). Moreover, according to what
has been mentioned before, H˜J is calm at (0, z¯). Consequently, there are constants
L, ε > 0 such that
d(z, H˜J(0)) ≤ L ‖α˜‖ ∀z ∈ H˜J(α˜) ∩ Bε (z¯) ∀α˜ ∈ Bε (0) .
>From here it follows with H˜I(α) ⊆ H˜J(α˜), where α˜ is the subvector of α ac-
cording to the index set J ⊆ I, that
d(z, H˜I(0)) = d(z, H˜J(0)) ≤ L ‖α˜‖ ≤ L ‖α‖ ∀z ∈ H˜I(α) ∩ Bε (z¯)∀α ∈ Bε (0) .
This, however, amounts to calmness of H˜I at (0, z¯).
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Next, we demonstrate how CRCQ can also be used to verify CQ∗.
Lemma 6.2 (CRCQ ⇒ CQ∗). Let z¯ ∈ C such that A(z¯) = 0 and assume that
CRCQ holds at z¯. Then the multifunctions H˜I introduced in Proposition 6.3 are
calm at (0, z¯) for all I ⊆ {1, . . . , p}.
Proof. Define C˜ := {z ∈ Rt |Aj(z) = 0, j = 1, . . . , p}. As CRCQ condition con-
cerns active constraints, regardless of whether they are inequalities or equalities,
it is clear that CRCQ holds at z¯ ∈ C˜. Given A(z¯) = 0, it is easy to see that
C˜ ⊆ H˜I(0), and therefore z¯ ∈ H˜I(0) for all subsets I ⊆ {1, . . . , p}.
By the assumption, there exists of a neighborhood U of z¯ such that the rank
rank{∇AJ(z)} remains constant on U for each J ⊆ {1, . . . , p}, thus it is easy to
see that CRCQ must hold at z¯ ∈ HI(0) for all subsets I ⊆ {1, . . . , p}. Then by
Theorem 3 in Minchenko and Stakhovski [2009] and Theorem 3.1 in Song [2006]
each HI is calm at (0, z¯).
Remark 6.1. The key to the previous proof relies on the sets HI(0) satisfying
CRCQ at z¯. In such a situation, these sets also satisfy the so-called relaxed CRCQ
at z¯ (Minchenko and Stakhovski [2009, Definition 1]) which states: For a set
C ′ := {z ∈ Rt |Aj(z) ≤ 0, j ∈ K,Aj(z) = 0, j ∈ K0}, where K ∪K0 = {1, . . . , p},
the relaxed CRCQ holds at z¯ ∈ C ′ if there exists a neighborhood V of z¯ such that
rank{∇AJ(z)} remains constant on V for all J = K ′∪K0, where K ′ ⊆ I(z¯), i.e.,
the active index set.
Given Lemma 6.2, we can provide the following corollary to Theorem 6.4
Corollary 6.2 ( an upper-approximation using MFCQ and CRCQ). Let
z¯ ∈ C such that A(z¯) = 0 and assume that the following conditions hold
1. MFCQ at z¯ ∈ C
2. CRCQ at z¯ ∈ C
Then the upper estimate of D∗NC in Theorem 6.3 holds
Corollary 6.2 places the conditions for the upper approxmation back into the
familiar jargon of non-linear programming. At this point, we have all but ex-
hausted the possibilities of the regular and non-regular setting using standard
constraint qualifications and calmness. We will now see that calmness plays a
crucial role in the ability to obtain explicit transformation formulae.
6.3 Beyond Calmness
In this final section, we briefly address some of the issues concerning the non-
linear case when only MFCQ is known to hold at the point in question. Consider
now the following example (Henrion et al. [2009c, Example 3.6])
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Example 6.2. Let A (z1, z2) := (−z2, ϕ(z1)− z2), where ϕ(t) := t5 sin(1/t) for
t 6= 0 and ϕ(0) := 0. Since ϕ is twice continuously differentiable, so is A and one
has
∇A1 (z1, z2) = (0,−1) , ∇A2 (z1, z2) = (ϕ′(z1),−1) . (6.20)
We choose z¯ := (0, 0). Then, A (z¯) = (0, 0) and, taking into account that ϕ′(0) =
0, it holds that
∇A1 (z¯) = ∇A2 (z¯) = (0,−1) . (6.21)
This means that both gradients are positively linearly independent (i.e.,
MFCQ is satisfied). Of course they are linearly dependent, thus preventing us
from applying (6.7). Summarizing, all assumptions of Theorem 6.3 are fulfilled
except calmness (this could be easily checked directly, but we shall see it as a
consequence of the conclusion of that theorem being violated). We choose v∗ :=
0 and v¯ := ∇A1 (z¯) + ∇A2 (z¯) (implying that v¯ ∈ NC (z¯) in view of MFCQ).
Formally applying Theorem 6.3 would yield the inclusion
D∗NC (z¯, v¯) (0) ⊆
⋃
λ¯≥0,∇TA(z¯)=v¯
∇TA (z¯)D∗NR2−
(
0, λ¯
)
(0).
Given the fact that D∗NR2−
(
0, λ¯
)
(0) = R2, regardless of the value of λ¯ ≥ 0 (see
Proposition 6.1), and taking into account (6.21), we end up at the inclusion
D∗NC (z¯, v¯) (0) ⊆ {0} × R. (6.22)
To see that this is wrong, consider the sequences
zk := (1/ (kpi) , 0) , vk := ∇A1
(
zk
)
+∇A2
(
zk
)
.
Then taking into account that ϕ(zk1 ) = 0 and, thus, A
(
zk
)
= (0, 0), it follows that
zk → z¯, zk ∈ C, vk → v¯, vk ∈ NC
(
zk
)
.
Here, the last relation relies on the fact that MFCQ is an open property and and
pertains to hold at zk close to z¯. Furtherore, we observe that ϕ′(zk1 ) 6= 0, which, as
a consequence of (6.20), implies ∇A
(
zk
)
is surjective; in fact, ∇A
(
zk
)
is even
a regular matrix. This allows to apply (6.7) at
(
zk, vk
)
:
D∗NC
(
zk, vk
)
(0) = ∇TA
(
zk
)
D∗NR2− (0, (1, 1)) (0) = ∇TA
(
zk
)
R2 = R2,
where the last equality follows from the fact that,
rank∇TA
(
zk
)
= rank∇A
(
zk
)
= 2.
Exploiting the robustness property of the co-derivative, we let k → ∞ and thus
derive
R2 ⊇ D∗NC (z¯, v¯) (0) ⊇ Lim sup
k→∞
D∗NC
(
zk, vk
)
(0) = R2,
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therefore D∗NC (z¯, v¯) (0) = R2, contradicting (6.22).
We see then that by dropping the calmness condition, one can no longer expect
the formula of Theorem 6.3 to hold true. Nevertheless, the formula may serve
as a part of calculating the co-derivative in a more elementary (according to its
basic definition) aggregation process. More precisely, by introducing the set
C∗ := {z ∈ bdC|∇A (z) is surjective} ,
we have for any v¯∗ ∈ Rn (see Chapter 2),
D∗NC (z¯, v¯) (v¯∗) = Lim sup
(z,v,v∗)→(z¯,v¯,v¯∗)
z∈C
v∈NC(z)
Dˆ∗NC (z, v) (v∗),
which leads to the following expression
Lim sup
(z,v)→(z¯,v¯)
v→v¯∗
z∈C
v∈NC(z)
Dˆ∗NC (z, v) (v∗) = Lim sup
(z,v)→(z¯,v¯)
v→v¯∗
z∈intC
v∈NC(z)
Dˆ∗NC (z, v) (v∗)∪
Lim sup
(z,v)→(z¯,v¯)
v→v¯∗
z∈C\C∗
v∈NC(z)
Dˆ∗NC (z, v) (v∗)
︸ ︷︷ ︸
P (v¯∗)
∪ Lim sup
(z,v)→(z¯,v¯)
v→v¯∗
z∈C∗
v∈NC(z)
D∗NC (z, v) (v∗)
︸ ︷︷ ︸
R(v¯∗)
= {0} ∪ P (v¯∗) ∪R(v¯∗)
Here, the first term is trivial and follows easily from the definition of the Fréchet
coderivative evaluated in the interior of the feasible set, whereas the last equality
results from the robustness (outer semicontinuity) of the co-derivative. In this
way, we have subdivided the computation of the co-derivative into a pathological
part P (v¯∗), where Fréchet coderivatives have to be calculated and aggregated in
an elementary way, and a regular part R(v¯∗), where we may exploit formula (6.7)
in the aggregation process. It is important to observe that the pathological part
is small in the following sense (Henrion [1992, Theorem 2.1]): If the MFCQ is
satisfied everywhere in the feasible set C, then the subset of points around which
the feasible set may be locally described by a regular constraint system (i.e., with
surjective Jacobian ∇A(z)) is open and dense in the boundary of C.
It should now be obvious that it will be rather difficult to obtain useful trans-
formation formulae or upper approximations of D∗NC in the absence of calmness.
Nevertheless, Henrion et al. [2009c, Proposition 3.4, 3.5, and Corollary 3.4] pro-
vide some hints as to how the regular component R(v¯∗) may look. Due to the
fact that in the applications we will not encounter such situations, we leave out
these last few results.
65

Chapter 7
Structural Properties of the Spot
Market EPEC
In this chapter, we determine structural properties associated with the spot mar-
ket EPEC (3.9) outlined in Chapter 3 that are needed for the derivation of explicit
stationarity conditions and a solution analysis. In order to unburden the analysis
from technical difficulties associated with rare cases, we introduce a restricted
class of solutions to (3.9). More precisely, we consider solutions (α¯, β¯, q¯, y¯) such
that
α¯i, β¯i > 0 i = 1, . . . , N
q¯i > 0 i = 1, . . . , l
q¯i = 0 i = l + 1, . . . , N
−yˆj < y¯j < yˆj j = 1, . . . , k
y¯j = yˆj j = k + 1, . . . ,m
(7.1)
As in Henrion and Römisch [2007], we only consider strictly positive bidding coef-
ficients. Disregarding zero coefficients allows us to avoid economically nonsensical
or more pathological situations. In addition to the types of solutions analyzed
in Henrion and Römisch [2007], we consider cases wherein certain transmission
lines become congested, electricity is lost due to resistance, and some producers
may not be participating at equilibrium. These considerations add a new level
of difficulty to the analysis. More precisely, we assume without loss of generality
that only the first l ≥ 1 generators are active1 and that the first k transmission
lines are uncongested.
As mentioned in the introduction, the identification of situations where certain
market participants are forced to become non-active is of economic, yet at the
same time, mathematical interest. Indeed, it is here where the nonsmooth char-
acter of EPECs emerges. We note then, that it would only add to notational, not
mathematical, difficulty to consider generation quantities reaching their respec-
tive upper bounds. Similarly, when m−k > 0, i.e., some of the transmission lines
are congested, we assume only the upper transmission capacity has been reached.
1 note that l = 0 is excluded as we have assumed that total demand is positive, thus implying
that at least one producer is active at a solution
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7.1 The ISO problem
In this section, we compile certain structural properties of the ISO problem (3.7).
For convenience, we partition q = (q(1), q(2)) ∈ Rl × RN−l and y = (y(1), y(2)) ∈
Rk ×Rm−k. Given the feasible set G from the ISO-Problem (3.7) it is easy to see
that near solutions satisfying (7.1), G can be described by
G =
{
(q, y) ∈ RN+m |H(q, y) ≤ 0
}
, (7.2)
where H : RN+m → R2N−l+m−k is the twice continuously differentiable mapping
defined by the inequalities that are active near solutions of the type given in (7.1),
i.e.,
H(q, y) :=
 d+ L(y)− q −By−q(2)
y(2) − yˆ(2)
 . (7.3)
In what follows, we will need some auxiliary statements.
Lemma 7.1 (properties of the incidence matrix). Let B be any (N,m)-
incidence matrix of some oriented connected graph. Then the following properties
hold (with yˆ referring to the vector of upper transmission bounds):
1. kerBT = R(1, . . . , 1)T
2. For any integer p such that 1 ≤ p ≤ N , each (N −p,m)-submatrix of B has
rank N − p.
3. ∀ε > 0 ∃∆′ > 0 ∀ρj ∈ [0,∆′) ∀y ∈ [−yˆ, yˆ] : ‖∇L(y)‖ < ε.
4. ∃∆′′ > 0 ∀ρj ∈ [0,∆′′) ∀y ∈ [−yˆ, yˆ]:
if ∇TL(y)z = BT z and zi = 0 for some i then z = 0.
Proof. For 1., see Biggs [1994, Proposition 4.3]. In particular, rankB = N−1. For
2., assume that the rank of some (N−p,m)-submatrix of B is smaller than N−p.
Then by successively joining the p rows removed from B to this submatrix and
thus, reconstructing B, the rank can increase by at most p− 1, since the last row
is already a linear combination of all the remaining N − 1 rows (see 1.). Whence
a contradiction with rankB = N − 1 (see 1.). 3. is an immediate consequence
of (3.5), i.e., continuity. Concerning 4., it follows from 3. that for small enough
transmission losses, ∇L(y) can be considered arbitrarily small for all y in the
indicated compact range. Since rankB = N − 1, one has rank (∇L(y) − B) ≥
N − 1 for small losses. If this rank strictly increases, then the dimension of the
corresponding kernel strictly decreases, hence ker(∇TL(y) − BT ) = {0} by 1.
Otherwise, this rank remains N − 1, hence the corresponding kernel stays one-
dimensional. Now by 1. and a continuity argument there exists some v 6= 0, which
can be chosen arbitrarily close to (1, . . . , 1)T , such that ker(∇TL(y)−BT ) = Rv.
In either case, the asserted implication in 4. follows.
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The following lemma provides some initial properties of the constraint mapping
H defined in (7.3). In particular, it clarifies under which conditions the inequality
system (7.2) satisfies MFCQ or LICQ. Moreover, information pertaining to the
Lagrange multipliers associated with the ISO problem (3.7) is derived. To do so,
we will need to split the matrix ∇L(y)−B into specific submatrices according to
the parameters l and k of activity and congestion:
∇L(y)−B =
( ∇L1(y)−B1
∇L2(y)−B2
)
=
( ∇L11(y)−B11 ∇L12(y)−B12
∇L21(y)−B21 ∇L22(y)−B22
)
.
Lemma 7.2 (LICQ/MFCQ, Constraint Activity, and Complementar-
ity). Let (α¯, β¯, q¯, y¯) be a solution to (3.9) satisfying (7.1). Then there exists
some ∆ > 0 such that under the condition ρj ∈ [0,∆) (j = 1, . . . ,m) the follow-
ing properties hold:
1. a) The rows of ∇H(q¯, y¯) are positively linearly independent. (MFCQ)
b) If l = N (all generators active) or k = m (no congestion) then
∇H(q¯, y¯) is surjective. (LICQ)
c) If 1 ≤ l < N , 0 ≤ k < m, and B21 is surjective, then ∇H(q¯, y¯) is
surjective. (LICQ)
2. H(q¯, y¯) = 0.
3. a) Concerning the ISO problem (3.7) (with fixed parameters (α¯, β¯)), strict
complementarity holds for the first l demand-satisfaction constraints
(3.6) (corresponding to active producers).
b) If k = m (no congestion) or all multipliers associated with the flow
constraints y(2) ≤ yˆ(2) vanish, then strict complementarity holds for all
demand-satisfaction constraints (3.6).
Proof. The Jacobian of the mapping H(q, y) at (q¯, y¯) becomes
∇H(q¯, y¯) =

−I1 0 ∇L11(y¯)−B11 ∇L12(y¯)−B12
0 −I2 ∇L21(y¯)−B21 ∇L22(y¯)−B22
0 −I2 0 0
0 0 0 I3
 . (7.4)
Assume a relation ∇TH(q¯, y¯)c = 0 for some c ≥ 0.
−I1 0 0 0
0 −I2 −I2 0
(∇L11(y¯)−B11)T (∇L21(y¯)−B21)T 0 0
(∇L12(y¯)−B12)T (∇L22(y¯)−B22)T 0 I3


c1
c2
c3
c4
 = 0.
Then
c1 = 0, c2 = −c3, (∇L21(y¯)−B21)T c2 = 0, (∇L22(y¯)−B22)T c2 = −c4. (7.5)
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Given that c2, c3 ≥ 0, it follows that c2 = c3 = 0, and so c4 = 0 as well. Therefore,
c = 0, which proves the positive linear independence of the rows of ∇H(q¯, y¯) as
claimed in 1. (a). Inspecting again (7.5), we observe, that the conclusion c = 0
could equally well be drawn from the relation ∇TH(q¯, y¯)c = 0 upon replacing the
original assumption c ≥ 0 by the injectivity of (∇L21(y¯)−B21)T . This, however,
follows from the assumed surjectivity of B21 if ∆ > 0 in the statement of our
lemma is chosen small enough as to maintain surjectivity of ∇L21(y¯) − B21 via
statement 3. of Lemma 7.1. This shows 1. (c). Concerning 1. (b), consider first
the case where l = N . Here, the third row block of ∇H(q¯, y¯) in (7.4) is missing, in
which case surjectivity of ∇H(q¯, y¯) is obvious. If instead k = m, then the fourth
row block of ∇H(q¯, y¯) in (7.4) is missing. Then surjectivity of ∇H(q¯, y¯) follows
via the surjectivity of (∇L2(y¯) − B2). Indeed, Lemma 7.1 (statement 2.) states
that B2 has rank N − l. Then as a consequence of Lemma 7.1 (statement 3.),
there exists some ∆ > 0 such that (∇L2(y¯) − B2) has rank N − l too, provided
ρj ∈ [0,∆), for all j = 1, . . . ,m and ∆ > 0. In other words, (∇L2(y¯) − B2) is
surjective and 1. (b) is proven.
Statement 1.(a) guarantees the existence of Lagrange multipliers such that the
first-order optimality conditions of (3.7) hold for a solution (α¯, β¯, q¯, y¯). Accord-
ingly, there exist λ¯1, λ¯2, µ¯, η¯ ≥ 0 such that
(
α¯ + 2[diag β¯]q¯
0
)
+∇TH(q¯, y¯)

λ¯(1)
λ¯(2)
µ¯
η¯
 = 0 (7.6)
H(q¯, y¯) • (λ¯1, λ¯2, µ¯, η¯) = 0 (7.7)
Here, we let ‘•’ denote the Hadamard, or component-wise, product. Then by
taking into account (7.1) we obtain the following set of relations
0 < α¯i + 2β¯iq¯i = λ¯(1)i , i = 1, . . . , l (7.8)
0 < α¯i = λ¯(2)i−l + µ¯i−l, i = l + 1, . . . , N (7.9)
0 = (∇L11(y¯)−B11)T λ¯(1) + (∇L21(y¯)−B21)T λ¯(2) (7.10)
−η = (∇L12(y)−B12)T λ¯(1) + (∇L22(y)−B22)T λ¯(2). (7.11)
From (7.8) we derive statement 3. (a). Under any of the assumptions of statement
3. (b), (7.10) and (7.11) combine to
(∇L(y¯)−B)T
(
λ¯(1)
λ¯(2)
)
= 0.
Then by choosing ∆ in the assertion of this lemma equal to ∆′′ in statement 4. of
Lemma 7.1, we may draw the following conclusion: if there exists i ∈ {l+1, . . . , N}
such that λ¯(2)i−l = 0, then λ¯(1) = λ¯(2) = 0, contradicting (7.8). Therefore, λ¯
(2)
i−l > 0
and statement 3. (b) follows.
In order to prove statement 2., we first observe that Hi(q¯, y¯) = 0 for i > N
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because by definition of q(2) and y(2) in (7.3) via (7.1), one has that q¯(2) = 0
and y¯(2) = yˆ(2). Moreover, (7.8) along with (7.7) implies Hi(q¯, y¯) = 0 for i ≤ l.
It remains to prove that Hi(q¯, y¯) = 0 for i ∈ {l + 1, . . . , N}. This would follow
easily from (7.7) and statement 3. (b) of this lemma in the case of k = m (no
congestion), however, the case of congestion requires a more subtle reasoning.
Therefore, assume there exists some i∗ ∈ {l + 1, . . . , N} such that Hi∗(q¯, y¯) < 0.
Given the structure of H and noting that the loss function L has nonnegative
components, this amounts to saying that
0 ≤ di∗ + Li∗ (y¯) < q¯i∗ +
m∑
j=1
bi∗j y¯j. (7.12)
Recalling that i∗ is chosen among the set of inactive producers, we derive that
m∑
j=1
bi∗j y¯j > 0. (7.13)
Now, for any i1 ∈ {1, . . . , N} we declare i2 ∈ {1, . . . , N} to be a critical neighbor
of i1 if there exists some j ∈ {1, . . . ,m} such that
|bi1j| = |bi2j| = 1, bi1jbi2j = −1, bi1j y¯j > 0. (7.14)
We define the set Π ⊆ {1, . . . , N} to consist of our fixed node i∗, all its critical
neighbors, all the critical neighbors of these critical neighbors etc. Define Λ ⊆
{1, . . . ,m} to consist of those transmission lines connecting nodes inside Π only.
Then, Π× Λ constitutes a subgraph of the original one which is connected again
by construction (there exists a path from any node in Π to i∗). Consequently, the
associated submatrix of B is again the incidence matrix of a connected oriented
graph. Therefore, we can invoke statement 1. of Lemma 7.1 to conclude that∑
i∈Π bij = 0 for all j ∈ Λ. This in turn implies that∑
i∈Π
∑
j∈Λ
bij y¯j = 0. (7.15)
Next we observe that ∑
j∈Λc
bij y¯j ≤ 0 ∀i ∈ Π. (7.16)
Indeed, otherwise there exists some i ∈ Π and j ∈ Λc with bij y¯j > 0. In particular,
bij 6= 0, whence |bij| = 1. Moreover, let ia ∈ {1, . . . , N} be the uniquely defined
node such that bijbiaj = −1 (i.e., ia is the node joined with i via edge j). Then,
by definition, ia is a critical neighbor of i, whence ia ∈ Π. Therefore, the edge j
joining i and ia belongs to Λ which contradicts j ∈ Λc. Now, combining (7.13)
with (7.16) yields ∑j∈Λ bi∗j y¯j > 0 which along with i∗ ∈ Π and (7.15) allows to
infer the existence of some i∗∗ ∈ Π such that ∑j∈Λ bi∗∗j y¯j < 0. Then, the demand
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satisfaction at i∗∗ provides that (taking into account (7.16) for i∗∗)
0 ≤ di∗∗ + Li∗∗ (y¯) ≤ q¯i∗∗ +
m∑
j=1
bi∗∗j y¯j < q¯i∗∗ .
In other words, i∗∗ is an active producer, hence i∗∗ ≤ l. Finally, we observe, that
for each critical neighbor i′ of i∗ we may modify the flow vector y¯ to some y˜ such
that (q¯, y˜) remains feasible for the ISO problem (3.7) (i.e., H (q¯, y˜) ≤ 0) and that
Hi′ (q¯, y˜) < 0. Indeed, assuming that i′ and i∗ are joined by some edge j′, we may
define y˜ as
y˜k :=

y¯k k 6= j′
y¯j′ − ε k = j′, bi∗j′ = 1
y¯j′ + ε k = j′, bi∗j′ = −1
,
where ε > 0 is chosen small enough to guarantee that the demand at node i∗
remains satisfied after the modification (which is possible by (7.12)):
q¯i∗ +
m∑
j=1
bi∗j y˜j ≥ di∗ + Li∗ (y¯) . (7.17)
Moreover, let ε > 0 be small enough such that y˜j ≤ yˆj. This is possible due to
y¯j ≤ yˆj (by feasibility of y¯) and upon observing that y¯j > 0 in case of bi∗j = 1
and y¯j < 0 in case of bi∗j = −1 (see (7.14)). Thus, y˜ is feasible for the constraint
y ≤ yˆ. In addition, we have that bi′j′ y˜j′ = bi′j′ y¯j′ + ε by construction of y˜j′ and
by bi∗j′ = −bi′j′ . Then, the demand satisfaction at node i′ reads as
di′ + Li′ (y¯) ≤ q¯i′ +
m∑
j=1
bi′j y¯j = q¯i′ +
m∑
j=1
bi′j y˜j − ε.
Since the demand satisfaction relations at nodes i′ and i∗ are the only ones affected
by the transition from y¯ to y˜, it follows that (q¯, y˜) remains feasible for (3.7) (i.e.,
H (q¯, y˜) ≤ 0) and Hi′ (q¯, y˜) < 0 (demand is strictly exceeded by offer). In this
way, we have shifted the strict inequality Hi∗ (q¯, y¯) < 0 to the strict inequality
Hi′ (q¯, y˜) < 0 at any of the critical neighbors i′ of i∗ just by modifying the flow
vector. This procedure can now be repeated for any of the critical neighbors of i′,
and so after finitely many steps one arrives at a feasible solution (q¯, y′) of (3.7) such
that Hi∗∗ (q¯, y′) < 0 for the node i∗∗ ∈ Π constructed above. Since the objective
function of (3.7) does not depend on y but just on q, it follows from the fact that
that (q¯, y¯) was an optimal solution to (3.7), that (q¯, y′) is also an optimal solution
to (3.7). But now, using the already proven fact that demand satisfaction comes
as an equality at solutions to (3.7) for all active generators, we infer from the
relation i∗∗ ≤ l shown above that Hi∗∗ (q¯, y′) = 0, a contradiction. Consequently,
our original assumption Hi∗(q¯, y¯) < 0 is wrong showing that Hi(q¯, y¯) = 0 for
i ∈ {l + 1, . . . , N}. This completes the proof of the lemma.
The surjectivity condition in statement 1. (c) of Lemma 7.2 can be interpreted
as follows in a special case: if l = N − 1 (all generators but one are active),
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then there must exist at least one non-congested transmission line leading to the
non-active generator.
Proposition 7.1 (CRCQ in lossless case). Let (α¯, β¯, q¯, y¯) be a solution to
(3.9) satisfying (7.1). If ρj = 0 (j = 1, . . . ,m), then CRCQ holds at (q¯, y¯) ∈ G.
Proof. Since LICQ implies CRCQ, we only need to investigate cases where LICQ
does not hold. Let 1 ≤ l < N and 0 ≤ k < m and recall ∇H(q¯, y¯) as provided in
(7.4) with ρj = 0
∇H(q¯, y¯) =

−I1 0 −B11 −B12
0 −I2 −B21 −B22
0 −I2 0 0
0 0 0 I3
 .
Then since ∇H(q¯, y¯) neither depends on q¯ nor y¯, there will always exist a neigh-
borhood U of (q¯, y¯) such that rank{∇HI(q, y)} remains constant for all (q, y) ∈ U
and any I ⊆ {1, . . . , 2N +m− l − k}.
Unfortunately, obtaining a CRCQ-result for the EPEC where losses are ac-
counted for can only be done on a case-by-case basic and by restricting ρ and
yˆ.
Next, we identify situations in which solutions of the generalized equation aris-
ing from the first order optimality conditions of the ISO problem satisfy SSOSC
at (α¯, β¯, q¯, y¯). We recall that SSOSC holds at (α¯, β¯, q¯, y¯), if〈
d,∇(q,y)L(α¯, β¯, q¯, y¯, ξ¯)d
〉
> 0 ∀ξ¯, ∀d 6= 0 : d ∈ ker{∇HI+(q¯,y¯,ξ¯)(q¯, y¯)}. (7.18)
Here,
L(α, β, q, y, ξ) :=
(
α + 2[diag β]q
0
)
+∇TH(q, y)ξ
i.e., the vector Lagrangian associated with (3.8) and ξ¯ denotes any Lagrange
multiplier associated with the constraint mapping H at the solution (q¯, y¯).
Proposition 7.2 (SSOSC for the ISO problem). Let (α¯, β¯, q¯, y¯) be a solution
to (3.9) satisfying (7.1). Then there exists some ∆ > 0 such that under the
condition ρj ∈ (0,∆) (j = 1, . . . ,m), the following holds true: if l = N (all
generators active) or k = m (no congestion), then
1. SSOSC holds at (α¯, β¯, q¯, y¯), i.e., (7.18) is satisfied.
Moreover, the same conclusion can also be drawn if ρj = 0 (j = 1, . . . ,m) under
the additional assumption that the network graph is a tree (i.e., it does not contain
cycles).
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Proof. Exploiting the explicit structure of L and H, one calculates
∇(q,y)L(α¯, β¯, q¯, y¯, ξ¯) =

2[diag β¯] 0 · · · 0
0 ρ1
∑N
i=1 ξ¯i|bi1| · · · 0
... ... . . . ...
0 0 · · · ρm∑Ni=1 ξ¯i|bim|
 .
This diagonal matrix contains only positive entries. Indeed, this is clear for the
first block because β¯i > 0 (see (7.1)). For the remaining entries
ρj
∑N
i=1 ξ¯i|bij| (7.19)
note that ρj > 0 by assumption. Moreover, ξ¯i > 0 for i = 1, . . . , N . Indeed, recall
that
(
ξ¯1, . . . , ξ¯l
)
and
(
ξ¯l+1, . . . , ξ¯N
)
correspond to the Lagrange multipliers of the
demand satisfaction relations (first N components of H) for active and non-active
generators, respectively. Then statements 3. (a) and (b) of Lemma 7.2 indicate
that strict complementarity (i.e., ξ¯i > 0 for i = 1, . . . , N) holds whenever l = N or
k = m. On the other hand, as our network is a connected graph, for each index j,
there exists at least one (exactly: two) i such that |bij| = 1. Consequently, (7.19)
is strictly positive for all j = 1, . . . ,m. Evidently, ∇(q,y)L(α¯, β¯, q¯, y¯, ξ¯) is positive
definite and (7.18) is satisfied.
For the second assertion, assume that ρj = 0 (j = 1, . . . ,m) and the network
does not contain any cycles. Then,
∇(q,y)L(α¯, β¯, q¯, y¯, ξ¯) =
(
2[diag β¯] 0
0 0
)
.
Choose an arbitrary d as indicated in (7.18). In particular, d 6= 0. Moreover, as
already shown above, one has that ξ¯i > 0 for i = 1, . . . , N holds whenever l = N
or k = m. Consequently, by (7.18), ∇Hi(q¯, y¯)d = 0 for i = 1, . . . , N . Using the
partition d = (d1, d2), the concrete shape of ∇H(q¯, y¯) yields that d1 + Bd2 = 0.
However, since B is injective as the incidence matrix of a tree, d 6= 0 already
implies that d1 6= 0. But then,〈
d,∇(q,y)L(α¯, β¯, q¯, y¯, ξ¯)d
〉
= 2
〈
d1, [diag β¯]d1
〉
> 0
as was to be shown in (7.18).
7.2 A Remark on Existence of Solutions
As a consequence of Proposition 7.2 and Lemma 7.2, the solutions to the ISO
problem (3.7) can often be parameterized by a single-valued and Lipschitzian
mapping (q (α, β) , y (α, β)), i.e., the equilibrium constraint is strongly regular at
(α¯, β¯, q¯, y¯). In such cases, this allows us to locally replace the EPEC (3.9) by
a classical Nash-Cournot game, thus making it amenable to what is called the
74
7.3 Verifying Calmness
Implicit Programming Approach (see e.g., Luo et al. [1997, Chapter 4 Section 2]
and Outrata et al. [1998, Chapter 7])
min
(αi,βi)∈R2
−fi(αi, βi, q (α, β) , y (α, β)) (i = 1, . . . , N).
Nevertheless, this approach is not possible in all relevant cases. For instance, if
the network graph contains cycles, as it is typically the case, then Proposition 7.2
does not apply to the loss-free model (ρj = 0 (j = 1, . . . ,m)).
Given that strong regularity implies the existence of neighborhoods U of (α¯, β¯)
and V of (q¯, y¯) on which q(α, β) and y(α, β) are locally Lipschitz, it seems reason-
able that this (local) reformulation of (3.9) into a traditional Nash equilibrium
problem might lead to an argument for proving the existence of a local EPEC
solution. The main difficulty in doing so arises from the fact that each fi is most
likely nothing more than locally Lipschitz. Thus, the classical existence results of
Nash [1951], Debreu [1952], Fan [1984] et cetera, do not apply. However, it may be
possible to apply results pertaining to non-quasiconvex objective functions such
as are provided in Baye et al. [1993] and Nishimura and Friedman [1981]. Even
if these results cannot help in proving the existence of an EPEC solution in the
spot market model, it appears as though this may be one approach which one
could take with other classes of EPECs where the objective functions enjoy better
properties.
7.3 Verifying Calmness
In order to derive M-stationarity conditions for the spot market EPEC, we need
to verify that the perturbation mappings
Ψi(u) :=
{
(αi, βi, q, y)
∣∣∣u ∈ F (α¯−i, αi, β¯−i, βi, q, y) +NG(q, y)} (7.20)
are calm at
(
0, α¯i, β¯i, q¯, y¯
)
.
According to a well-known result by Robinson [1981, Proposition 1], a mul-
tifunction with a polyhedral graph (i.e., the graph of which is a finite union of
polyhedra) is calm at any point of its graph. Hence, the simplest way to verify
calmness of (7.20) consists in checking the polyhedrality of its graph. Evidently,
if the mapping F is linear and transmission losses are ignored, then the mappings
Ψi are calm at all points of their graphs. Indeed, in the loss-free case the feasible
set G of the ISO problem (3.7) becomes a polyhedron, thus making the graph of
the mapping NG a finite union of polyhedra. Given the linearity of F , the graph
of Ψi is also a finite union of polyhedra. Unfortunately, the mappings
F (α¯−i, αi, β¯−i, βi, q, y) =
(
(α¯−i, αi) + 2[diag
(
β¯−i, βi
)
]q
0
)
are not linear in our case because of the bilinear term βiqi. Things would be
different under the special assumption of partial bidding made in Hu and Ralph
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[2005], Hu et al. [2007]: here, the producers quadratic cost term is assumed to
be known by every market participant and thus, it is not a part of the decision
variables. In such a case, F becomes linear and calmness of (7.20) can be taken for
granted in the loss-free case (this fact was exploited, for instance in Henrion and
Römisch [2007]). However, we do not wish to make such a restrictive assumption
in this thesis.
As observed in Chapter 5, when the multifunctions in question are nonpolyhe-
dral, another way of verifying calmness is to check if the stronger Aubin property
holds by using available criteria. Indeed, we have the following result:
Proposition 7.3 (calmness via strong regularity). Under the assumptions of
Proposition 7.2, the perturbation mappings Ψi in (7.20) have the Aubin property
and, hence, are calm at
(
0, α¯i, β¯i, q¯, y¯
)
.
Proof. Proposition 7.2 implies that SSOSC holds at (α¯, β¯, q¯, y¯) in the considered
cases, i.e., either l = N , k = m, or ρj = 0 (j = 1, . . . ,m) and B induces a tree.
Moreover, it is easy to see that in each of these cases, statement 1. (b) of Lemma
7.2 holds, i.e., ∇H(q¯, y¯) is surjective. Referring to the discussion at the end of
Chapter 4, if SSOSC holds at (α¯, β¯, q¯, y¯) for the generalized equation
0 ∈ F (α, β, q, y) +NG(q, y),
then it does as well for the more restricted generalized equation
0 ∈ F (α¯−i, αi, β¯−i, βi, q, y) +NG(q, y)
at (α¯i, β¯i, q¯, y¯). Then by Corollary 5.1, the Ψi as defined in (7.20) have the Aubin
property at (0, α¯i, β¯i, q¯, y¯) for all i = 1, . . . , N and are therefore calm there as
well.
Note that Proposition 7.3 cannot be applied in the loss-free case whenever the
network graph contains cycles, as the conditions in Proposition 7.2 are violated.
For illustration we provide the following example demonstrating that in such cases
the perturbation mappings Ψi in (7.20) do not have the Aubin property.
Example 7.1 (failure of the Aubin property). Given the spot market EPEC
(3.9), let (α¯, β¯, q¯, y¯) be a solution such that (7.1) is satisfied. Furthermore, let N =
3, m = 3, l = 3, k = 3, ρj = 0 (j = 1, 2, 3), i.e., there is neither congestion nor
transmission losses nor non-active generators, and define a cyclic graph induced
via the incidence matrix
B =
 −1 0 11 −1 0
0 1 −1

Since l = N , Lemma 7.2 indicates that ∇H(q¯, y¯) is surjective. Then we can
rewrite the normal cone NG(q¯, y¯) (cf. Rockafellar and Wets [1998, Theorem 6.14])
NG(q¯, y¯) = ∇TH(q¯, y¯)NR3−(H(q¯, y¯)).
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From ∇H(q¯, y¯) = (−I| −B) (see (7.4) with the special data of this example) and
from the concrete shapes of F and B we derive that, for any i ∈ {1, . . . , N},
u = (u1, . . . , u6) ∈ F (α¯−i, αi, β¯−i, βi, q, y) +NG(q¯, y¯) =⇒
∃λ¯ =
(
λ¯1, λ¯2, λ¯3
)
∈ NR3−(H(q¯, y¯)) :
u4 = λ¯1 − λ¯2
u5 = λ¯2 − λ¯3
u6 = λ¯3 − λ¯1.
Consequently, if u ∈ F (α¯−i, αi, β¯−i, βi, q, y) +NG(q¯, y¯), then necessarily u4 + u5 +
u6 = 0. By contraposition, if u4+u5+ u6 6= 0 for some u, then necessarily Ψi(u) =
∅ for the multifunctions defined in (7.20). As one may now easily construct a
sequence u(n) → 0 with Ψi(u(n)) = ∅, it follows that Ψi cannot have the Aubin
property at
(
0, α¯i, β¯i, q¯, y¯
)
.
It follows that in the loss-free case one can neither rely on a polyhedrality
argument nor on a verification of the Aubin property in order to verify calmness.
Fortunately, the loss of polyhedrality turns out to be weak enough to allow a
direct verification of the calmness of Ψi. That is, Theorem 5.1 can be applied,
which leads to the next proposition.
Proposition 7.4 (direct verification of calmness via Theorem 5.1). Let
(α¯, β¯, q¯, y¯) be a solution to (3.9) satisfying (7.1). If for all j = 1, . . . ,m, ρj = 0,
then for all i = 1, . . . , N the perturbation mappings Ψi defined in (7.20) are calm
at (0, α¯i, β¯i, q¯, y¯).
Proof. Being that Ψi arises from the first order optimality conditions of the ISO
problem, we can use Theorem 5.1. Without loss of generality, let i = 1, then
F (α¯−1, α1, β¯−1, β1, q, y) =
 α1 + 2β1q1α¯−1 + 2[diag β¯−1]q−1
0
 .
Thus, F (α¯−1, α1, β¯−1, β1, q, y) has the form:
F (α¯−1, α1, β¯−1, β1, q, y) =
(
∆1(α1, β1, q, y)
∆2(q, y)
)
,
where ∆1(α1, β1, q, y) = α1 + 2β1q1 and
∆2(q, y) =
(
α¯−1
0
)
+
(
0 2[diag β¯−1] 0
0 0 0
) q1q−1
y
 .
Then assumption 1. of Theorem 5.1 is fulfilled if we substitute (α1, β1) = u1,
u = u2, (q, y) = z, t1 = 1, t2 = N − 1 + m, and C = G. Moreover, G is
polyhedral and convex, as H(q, y) is affine linear due to the fact that ρj = 0 for
all j = 1, . . . ,m. Then Lemma 7.2 (statement 1. (a)) ensures the existence of a
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Slater point (q˜, y˜) ∈ G. Thus, assumption 2. is satisfied. Finally, by noting that
∇(α1,β1)∆1(α¯1, β¯1, q¯, y¯) = (1, 2q¯1) 6= (0, 0),
we see that assumption 3. is fulfilled. Therefore, Theorem 5.1 implies Ψ1 is calm
at (0, α¯1, β¯1, q¯, y¯).
Summarizing, we have the following tables, which compile the regularity and
stability results demonstrated in this chapter.
ρ > 0 Constraint Qualification Stability of Ψi
N = l, m = k LICQ, SSOSC Aubin Property
N = l, m > k LICQ, SSOSC Aubin Property
N > l, m = k LICQ, SSOSC Aubin Property
N > l, m > k MFCQ/LICQ† -
We use ‘†’ to remind the reader that this only holds when B21 is surjective (see
Lemma 7.2 statement 1(c)).
ρ = 0 Constraint Qualification Stability of Ψi
N = l, m = k LICQ, SSOSC∗ Calm/Aubin Prop.∗
N = l, m > k LICQ, SSOSC∗ Calm/Aubin Prop.∗
N > l, m = k LICQ, SSOSC∗ Calm/Aubin Prop.∗
N > l, m > k MFCQ,CRCQ/LICQ†, SSOSC∗ Calm/Aubin Prop.†,∗
Here, ‘∗’ is to remind the reader that SSOSC and, by way of Corollary 5.1, the
Aubin property for Ψi only hold when B generates an acyclic graph.
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Explicit Characterizations of
Solutions using Dual Stationarity
Conditions
At this point in the thesis, we have developed all the tools and results needed
in order to derive explicit stationarity conditions and to use these conditions
to characterize solutions to the spot market EPEC (3.9). Though part of this
chapter can be thought of as a comparison of the selectivity of the stationarity
conditions outlined in Chapter 4, its main purpose is to demonstrate how the
results from the previous chapters can be applied in a practical setting. We end
this chapter with a section containing an analysis of the stochastic spot market
EPEC, e.g., its structural properties and explicit stationarity conditions. This is
done by considering a discrete probability measure, which allows us to reformulate
the SEPEC into a larger, yet deterministic, EPEC.
8.1 Explicit M-stationarity Conditions for the
Spot Market EPEC
We begin with the following theorem in the context of the spot market EPEC
(see Outrata [2004, Theorem 3.1]).
Theorem 8.1 (M-stationarity for the spot market EPEC). Let
(
α¯, β¯, q¯, y¯
)
be a solution to (3.9). If for all i = 1, . . . , N , the multifunctions
Ψi(u) :=
{
(αi, βi, q, y)
∣∣∣u ∈ F (α¯−i, αi, β¯−i, βi, q, y) +NG(q, y)}
are calm at
(
0, α¯i, β¯i, q¯, y¯
)
, then for all i = 1, . . . , N , there exist vi such that the
following relations hold
0 = ∇αi,βifi
(
α¯, β¯, q¯, y¯
)
+∇Tαi,βiF
(
α¯, β¯, q¯, y¯
)
vi (8.1)
0 ∈ ∇q,yfi
(
α¯, β¯, q¯, y¯
)
+∇Tq,yF
(
α¯, β¯, q¯, y¯
)
vi +D∗NG(q¯, y¯, z¯)(vi) (8.2)
where z¯ = −F
(
α¯, β¯, q¯, y¯
)
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As noted at the end of Chapter 4, under the right conditions, we can derive
more explicit versions of (8.1) and (8.2) by following an argument similar to that
which was used in Corollary 4.1 for each i = 1, . . . , N . We demonstrate this in
the next result.
Proposition 8.1 (Explicit M-stationarity Conditions). Let (α¯, β¯, q¯, y¯) be a
solution to (3.9) satisfying (7.1). Assume that l = N (all generators active) or
k = m (no congestion). Then there exists some ∆ > 0 such that under the con-
dition ρj ∈ (0,∆) (j = 1, . . . ,m) (small positive losses) or ρj = 0 (j = 1, . . . ,m)
(no losses) the following holds true: there exists a unique λ¯ ∈ R2N+m−l−k+ and for
all i = 1, . . . , N , there exist
(
vi, wi
) ∈ RN+m × R2N+m−l−k such that
∇αi,βifi(α¯, β¯, q¯, y¯) = ∇Tαi,βiF (α¯, β¯, q¯, y¯)vi (8.3)
∇q,yfi(α¯, β¯, q¯, y¯) = ∇Tq,yF (α¯, β¯, q¯, y¯)vi+ N∑
j=1
λ¯j∇2Hj (q¯, y¯)
 vi +∇TH (q¯, y¯)wi (8.4)
∇Hj (q¯, y¯) vi = 0 ∀j : λ¯j > 0 (8.5)
wi = 0 ∀j : λ¯j = 0, ∇Hj (q¯, y¯) vi < 0 (8.6)
wi ≥ 0 ∀j : λ¯j = 0, ∇Hj (q¯, y¯) vi > 0 (8.7)
F (α¯, β¯, q¯, y¯) = −∇TH (q¯, y¯) λ¯. (8.8)
Proof. Note first that in all indicated constellations, ∇H (q¯, y¯) is surjective ac-
cording to Lemma 7.2, statement 1.(b) and that the calmness assumption for
the multifunctions (7.20) is satisfied by virtue of Propositions 7.3 (for the case
ρj ∈ (0,∆)) and 7.4 (for the case ρj = 0). Thus for each i = 1, . . . , N , we may ap-
ply Theorem 8.1 in conjunction with Corollary 4.1, which upon setting s = 2N ,t =
N+m, p = 2N+m−l+k, x = (αi, βi), z = (q, y), F (x, z) = F (α¯−i, α, β¯−i, βi, q, y)
and A(z) = H(q, y) yields the existence of (vi, wi) ∈ RN+m×R2N+m−l+k such that
(8.3)-(8.8) hold.
Given Proposition 8.1, it is easy to see how we can carry over many of the
results pertaining to stationarity conditions found in Chapter 4 to the EPEC
setting. Also note that in the case where the vectors ∇Hj(q¯, y¯) are only positive
linearly independent, the calmness result in Proposition 7.4 is still applicable, as
long as we are considering the lossless EPEC. Furthermore, in the lossless case,
Proposition 7.1 indicates that CRCQ holds at (q¯, y¯). Therefore, in such a setting,
we could again derive a set of explicit M-stationarity conditions using Theorem
8.1 in conjunction with Corollary 4.2. Finally, in the event that B generates an
acyclic network, Proposition 7.2 indicates that SSOSC holds, in which case we
could derive CM-stationarity conditions, though the calculation of D∗NK would
be required.
We now provide an even more explicit set of stationarity conditions than (8.3)-
(8.8) for a select type of settings to be used afterwards in the examples section. We
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know that in the absence of losses and congestion, the Jacobian of the mapping
H takes the form (see (7.4))
∇H(q¯, y¯) =
 −I1 0 −B
1
0 −I2 −B2
0 −I2 0
 . (8.9)
Proposition 8.2. Let (α¯, β¯, q¯, y¯) be a solution to (3.9) satisfying (7.1). Assume
that ρj = 0 for j = 1, . . . ,m (no losses) and k = m (no congestion). Then
there exist a unique λ¯ ∈ R2N−l+ and for all i = 1, . . . , N , there exist
(
vi, wi
) ∈
RN+m × R2N−l such that
(vi)i =
{
q¯i if i ∈ {1, . . . , l}
0 if i ∈ {l + 1, . . . , N} (8.10)
via +B1vic = vib +B2vic = 0 (8.11)
(vi)l+j = 0 ∀j ∈ {1, . . . , N − l} : λ¯N+j > 0 (8.12)
(wi)i = γi − α¯i + 2(δi − β¯i)q¯i if i ∈ {1, . . . , l} (8.13)
(wi)i + (wi)N+i−l = γi − α¯i if i ∈ {l + 1, . . . , N} (8.14)
(wi)j = 2β¯j(vi)j if j ∈ {1, . . . , l}, j 6= i (8.15)
(wi)j + (wi)N+j−l = 2β¯j(vi)j if j ∈ {l + 1, . . . , N}, j 6= i (8.16)
(wi)N+j−l = 0 if j ∈ {l + 1, . . . , N}, λ¯N+j−l = 0, (vi)j > 0 (8.17)
(wi)N+j−l ≥ 0 if j ∈ {l + 1, . . . , N}, λ¯N+j−l = 0, (vi)j < 0 (8.18)
(B1)Twia + (B2)Twib = 0 (8.19)
α¯1 + 2β¯1q¯1 = α¯j + 2β¯j q¯j (j = 1, . . . , l) (8.20)
= α¯j′ − λ¯N+j′−l (j′ = l + 1, . . . , N) (8.21)
Here (·)j identifies a concrete component of a vector, whereas lower indices ’a’,’b’,
’c’ obey the partition of the Jacobian in (8.9) and its transpose, respectively.
Proof. (8.10) follows from (8.3) upon calculating ∇αi,βifi(α¯, β¯, q¯, y¯) and
∇Tαi,βiF (α¯, β¯, q¯, y¯) and recalling that q¯i > 0 for i ≤ l and q¯i = 0 for i ∈{l + 1, . . . , N}. Next, observe that due to our assumption k = m, we know
that, by statement 3.(b) of Lemma 7.2, λ¯j > 0 for j = 1, . . . , N . Therefore, (8.11)
and (8.12) are implied by (8.5) taking into account the shape of the Jacobian in
(8.9). Relations (8.13)-(8.16) and (8.19) are derived from (8.4) (with the Hessian
term missing due to linearity as a consequence of the loss-free case) upon cal-
culating ∇q,yfi(α¯, β¯, q¯, y¯) and ∇Tq,yF (α¯, β¯, q¯, y¯) and comparing components in the
light of the shape of the transposed Jacobian in (8.9). Relations (8.17) and (8.18)
correspond to (8.6) and (8.7), where again λ¯j > 0 for j = 1, . . . , N and the shape
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of the third row block in (8.9) are exploited. Relations (8.20) and (8.21) result
from the KKT- conditions of the ISO-problem (3.7) along the lines of relations
(7.8), (7.9), (7.10) and (7.11). Indeed, (7.10) and (7.11) imply, due to the absence
of losses, that
(λ¯1, . . . , λ¯N)T ∈ kerBT
which in turn results in λ¯1 = · · · = λ¯N by virtue of Lemma 7.1, statement 1.
Now, (8.20) and (8.21) follow from (7.8) and (7.9) with an appropriate change of
notation.
8.2 Examples with Two Settlements
In the following, we illustrate how to use (8.3)-(8.8), and, where applicable, (8.10)-
(8.21) for analyzing various types of solutions to the smallest relevant spot market
settings.
Example 8.1 (M-stationarity in a Nonlinear/Nonsmooth Setting). Sup-
pose (α¯, β¯, q¯, y¯) is a solution to (3.9) satisfying (7.1) such that
N = l = 1, m = k = 1, ρ > 0, B = (−1, 1)T , −1 < ρy¯ < 1
that is, (α¯, β¯, q¯, y¯) is a solution such that only the first producer is active, the
line is uncongested, transmission losses are considered, and power is flowing from
node 1 to node 2. Such a solution fulfills all the necessary criteria in order to
apply Theorem 8.1. In this setting, it is easy to show that (8.3)-(8.8) yield no
information for i = 2, however, for i = 1 they become:
(v1)1 = q¯1 > 0 (8.22)
(α¯1 − γ1) + 2(β¯1 − δ1)q¯1 = −(w1)1 (8.23)
2β¯2(v1)2 = (w1)2 + (w1)3, (8.24)
0 = (1 + ρy¯)(w1)1 + (ρy¯ − 1)(w1)2, (8.25)
(v1)1 = (1 + ρy¯)(v1)3 (8.26)
(v1)2 = (ρy¯ − 1)(v1)3 (8.27)
0 < α¯1 + 2β¯1q¯1 = λ¯1 (8.28)
0 < α¯2 = λ¯2 − λ¯3 (8.29)
0 = (1 + ρy¯)λ¯1 + (ρy¯ − 1)λ¯2 (8.30)
Note first that (8.26) and (8.27) result from (8.5), since Lemma 7.2 statement
3(a) implies I+ ⊇ {1, 2}. We claim this holds as an equality. Indeed, if we
assume λ¯3 > 0, then by (8.5), it must hold that ∇H3(q¯, y¯)v1 = 0, which upon
referring to the structure of ∇H(q¯, y¯) (see (7.4)) implies (v1)2 = 0. However, due
to the condition on ρ and y¯, this implies via (8.26) and (8.27) that (v1)1 = 0, a
contradiction. Thus, I+ = {1, 2} and I0 = {3}.
Using now (8.22),(8.26), and (8.27), we observe that (v1)2 = κ(ρ, y¯)q¯1 < 0,
where κ(ρ, y¯) := (ρy¯ − 1) /(1 + ρy¯) . Then ∇HI0(q¯, y¯)v1 = ∇H3(q¯, y¯)v1 > 0.
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Hence, (w1)3 ≥ 0 (see (8.7)). Note that when i = 2, we can proceed analogously,
resulting in ∇H(q¯, y¯)v2 = 0. Thus Theorem 4.3 cannot be applied for obtaining
S-stationarity conditions1.
Finally, by Lemma 7.2 statement 2, we know H(q¯, y¯) = 0. Then we can derive
the following relations
0 ≤ (α¯1 − γ1) + 2(β¯1 − κ(ρ, y¯)2β¯2 − δ1)q¯1
α¯2 =
α¯1 + 2β¯1q¯1
−κ(ρ, y¯)
q¯1 =
−κ(ρ, y¯)α¯2 − α¯1
2β¯1
= d+ ρy¯2
These relations thus classify all solutions of the type considered. Furthermore,
any feasible solution to the above three relations is an M-stationary point.
Example 8.1 shows how the conditions (8.3)-(8.8) can sometimes be reduced to
a collection of inequalities and equalities without extra multipliers. In the sequel,
we will take advantage of this fact for our analysis.
Example 8.1 (Strengths and Weaknesses of M-stationarity). Consider
again a solution of the type used in Example 8.1, however for this example, we
assume ρ = 0. In this case, we can use Proposition 8.2, in which case (8.10)-
(8.21) reduce to the following for i = 1.
(v1)1 = q¯1 > 0 (8.31)
(α¯1 − γ1) + 2(β¯1 − δ1)q¯1 = −(w1)1 (8.32)
2β¯2(v1)2 = (w1)2 + (w1)3, (8.33)
0 = (w1)1 − (w1)2, (8.34)
(v1)1 = (v1)3 (8.35)
(v1)2 = −(v1)3 (8.36)
0 < α¯1 + 2β¯1q¯1 = λ¯1 (8.37)
0 < α¯2 = λ¯2 − λ¯3 (8.38)
0 = λ¯1 − λ¯2 (8.39)
As in the previous example, it is easy to argue that I+ = {1, 2} and I0 = {3},
which again leads to ∇H3(q¯, y¯)v1 > 0 (and ∇H3(q¯, y¯)v2 = 0). Then (8.31)-(8.39)
reduce to
(α¯1 − γ1) + 2(β¯1 − β¯2 − δ1)q¯1 ≥ 0 (8.40)
α¯1 + 2β¯1q¯1 = α¯2 (8.41)
1However, this still indicates that Theorem 4.3 can be applied in order to argue that the M-
stationarity conditions for the MPEC corresponding to generator 1 are in fact S-stationarity
conditions.
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Using Lemma 7.2 statement 2, i.e., H(q¯, y¯) = 0, we see that q¯1 = d. So in such a
situation, generator 1 is producing enough electricity to cover the demand in both
nodes of the network. This is similar to the previous example, only that there,
the amount of electricity lost due to transmission had to be taken into account as
well. Now, it is easy to derive the relation:
α¯2 ≥ γ1 + 2(β¯2 − δ1)d. (8.42)
Given β¯2, d > 0, we see that
α¯2 > γ1 − 2δ1d,
which implies that if the linear bid coefficient of generator 2 is strictly greater
that γ1 − 2δ1d, then it is possible for generator 2 to be forced from the market.
Of course, if the second player were to bid α¯2 ≤ γ1 − 2δ1d, then no such solution
would be possible as the M-stationarity conditions would be violated. Not only
does this demonstrate how the stationarity conditions can be also used to rule
out possible solutions but also, it provides a quantitative statement regarding the
decision variables and parameters of the model.
Example 8.2 (Example 8.1 continued: selectivity of M-stationarity).
We now examine the selectivity of M-stationarity by using relations (8.40) and
(8.41). Suppose that
γ1 = 1, δ1 = 0.25, γ2 = 2, δ2 = 1,
then it is easy to see that
α¯1 = 1, β¯1 = 0.5, α¯2 = 2, β¯2 = 0.25
satisfy (8.40) and (8.41). In fact, by plotting the profit functions at this point (see
Figure 8.1), we see that we have identified a solution and not just an M-stationary
point.
Figure 8.1: Profit functions at (α¯1, β¯1, α¯2, β¯2) = (1, 0.5, 2, 0.25)
Here, generator 1’s profit function is on the left and generator 2’s profit function is
on the right. Notice how the maxima occur at points in which the profit functions
are nonsmooth. This provides a concrete illustration of the non-differentiable
nature of EPECs, despite the fact that we have smooth data. Consider now that
α¯1 = 1, β¯1 = 2, α¯2 = 5, β¯2 = 2
also satisfies (8.40) and (8.41) and is thus an M-stationary point. Unfortunately,
if we plot the profit functions using this point (see Figure 8.2 ), we see that this
point is merely M-stationary and not a solution. This is due to the fact that M-
stationarity conditions, as noted earlier, may accept too many stationary points,
some of which are not solutions. Yet the value of the quantifying information
obtained from the relations is undeniable and though in the next few examples
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Figure 8.2: Profit functions at (α¯1, β¯1, α¯2, β¯2) = (1, 2, 5, 2)
we will derive sharper conditions via S-stationarity, such an argument is not
applicable in many settings.
In order to continue, we need to argue that the loss-less EPEC can be trans-
formed into a similar EPEC that does not take transmission into account near
solutions types without congestion.
Example 8.3 (a reduced spot market EPEC). We will proceed in a gener-
alized setting to that which was considered in the Example 8.1, i.e., we consider
the spot market EPEC (3.9) without losses and solutions (α¯, β¯, q¯, y¯) in which no
congestion is allowed (k = m) and there may be inactive producers 1 ≤ l ≤ N .
In this setting, the demand satisfaction relations reduce to
q +By ≥ d. (8.43)
Since we are disregarding congestion, the demand satisfaction relation may be
further reduced to its summarized version 1T q ≥ 1Td, where 1T = (1, . . . , 1). In
other words, it suffices to require that the total generation of energy meets the total
demand. Indeed, the reduced version follows from (8.43) upon left multiplication
with 1T and using statement 1. of Lemma 7.1. Conversely, given the relation
1T q ≥ 1Td, there always exists some appropriate flow vector, such that (8.43)
holds true. This is a consequence of the well-known Gale-Hoffman inequalities
(see, e.g., Rockafellar [1984]) for the special case of unconstrained flows y, which
is exactly the case we are considering here due to the absence of congestion around
solutions investigated. Note that an analogous statement would be false in the
presence of losses. On the other hand, the objective in the ISO problem (3.7) does
not depend on the flow y. Therefore, the flow becomes meaningless in the lossless
ISO problem and thus for the entire EPEC. Once some q¯ is fixed, one may recover
a feasible flow y¯ afterwards. Summarizing, in the lossless case we are allowed to
remove the y-variables from the EPEC (4.37) upon replacing the feasible set G in
the ISO problem by a reduced one:
min
{
N∑
i=1
αiqi + βiq2i
∣∣∣q ∈ Gˆ} , Gˆ := {q ∈ Rn ∣∣∣q ≥ 0, 1T q ≥ 1Td}. (8.44)
Then the lossless EPEC becomes
min
(αi,βi)∈R2
q∈G˜
{
fˆi(α, β, q)
∣∣∣0 ∈ Fˆ (α, β, q) +NGˆ(q)} (i = 1, . . . , N). (8.45)
Here fˆi(α, β, q) := fi(α, β, q, y) and Fˆ (α, β, q) := α+2[diag β]q are the same func-
tions as in the original EPEC (3.9), whereas in the latter, the formal dependence
on y is removed.
Now that we have shown that our EPEC can be reduced in the setting consid-
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ered in Example 8.1, we directly calculate the Fréchet normal cone to the graph of
the solution mapping associated with the generalized equation in (8.45). But first,
we need need a few structural properties of this reduced EPEC (8.45) in order
to return to the example. The following proposition states that LICQ holds at q¯
and SSOSC at (α¯, β¯, q¯). Therefore, we obtain strong regularity of the generalized
equation induced by the KKT conditions of (8.44) as well.
As in our earlier considerations, we use a local description of G˜. This allows us
to reduce the non-negativity constraints to those components of q belonging to
non-active generators. The demand satisfaction inequality has to be included too
in this local description, since at a solution it is always satisfied as an equality; a
consequence of statement 2. in Lemma 7.2. Therefore, around some q¯ as in (7.1),
G˜ may be locally described by
h(q) ≤ 0, h(q) :=
(
1Td− 1T q,−q(2)
)T
(8.46)
and q(2) := (ql+1, . . . , qN).
Proposition 8.3 (structural properties of the reduced EPEC). Assume
ρj = 0 for j = 1, . . . ,m and let (α¯, β¯, q¯) be a solution to (8.45) such that α¯i, β¯i > 0
(i = 1, . . . , N), and q¯i > 0 (i = 1, . . . , l), q¯i = 0, (i = l + 1, . . . , N), with
1 ≤ l ≤ N . Then
1. LICQ holds at q¯ ∈ Gˆ
2. SSOSC holds at (α¯, β¯, q¯)
Thus in particular, the generalized equation
0 ∈
 L(α, β, q, η, ξ)1T q − 1Td
q(2)
+NRN×R+×RN−l+ (q, η, ξ), (8.47)
is strongly regular at (α¯, β¯, q¯, η¯, ξ¯). Here,
L(α, β, q, η, ξ) := α + 2[diag β]q +∇Th(q)(η, ξ)
and (η¯, ξ¯) is the uniquely defined Lagrange multiplier associated with (α¯, β¯, q¯) in
(8.44).
Proof. Following the same argument as in the proof of Proposition 7.2, we end
up with
∇qL(α¯, β¯, q¯) = 2[diag β¯],
which is always positive definite, regardless of ker(∇h(q¯)). Whence, statement 1.
Furthermore, the Jacobian of the feasible set mapping to (8.44), ∇h(q¯), has the
structure: ( −1 . . . −1
0 | −IN−l
)
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This matrix is always surjective, which incidentally justifies the uniqueness of the
multiplier stated in the assertion of this proposition and insures that LICQ holds
at q¯ ∈ Gˆ. Therefore, strong regularity follows as in Proposition 7.2.
Example 8.2 (S-stationarity via direct derivation of N̂gphSi). Consider a
solution (α¯, β¯, q¯) to the reduced EPEC (8.45) with N = 2 satisfying the conditions
of Proposition 8.3 under the assumption that l = 1. In order to derive strong
stationarity conditions for this EPEC, we need to derive two Fréchet normal cones
to the graphs of Si for i = 1, 2. However, since the derivations are analogous, we
only provide the proof for i = 1. Note that q¯1 = d and q¯2 = 0, where d is the
total demand.
The following derivation follows some of the proof of Proposition 4.2 and thus,
we will subsequently use part of its notation. Moreover, due to Proposition 8.3,
the important arguments from the proof of Proposition 4.2 pertaining to the
directional differentiability of the solution mapping still hold. Begin by noting
that
∇α1,β1Fˆ (α¯, β¯, q¯) =
(
1 2d
0 0
)
, ∇qFˆ (α¯, β¯, q¯) =
(
2β¯1 0
0 2β¯2
)
.
Then
TgphS1(α¯1, β¯1, q¯) = Φ−1(Γ),
where
Φ(h, v) =

v1
v2
−h1 − 2dh2 − 2β¯1v1
−2β¯2v2
 , Γ = gphNK .
Here, K = TGˆ(q¯) ∩ {Fˆ (α¯, β¯, q¯)}⊥. First note that
TGˆ(q¯) = TGˆ(d, 0) = R+
( −1
1
)
.
Using the KKT-conditions from the reduced ISO problem (8.44), we observe
{Fˆ (α¯, β¯, q¯)}⊥ = R
( −1
1
)
⊇ TGˆ(q¯).
Then it is clear that
K = R+
( −1
1
)
, K− = {(w∗1, w∗2) |w∗2 ≤ w∗1 }
and thus
Γ = {(w,w∗) |w1 ≤ 0, w2 = −w1, w∗2 ≤ w∗1, w1w∗1 + w2w∗2 = 0} .
After making a case distinction with w1 = 0 and w1 < 0, we can write Γ = Γ1∪Γ2,
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where
Γ1 = {(w,w∗) |w1 = w2 = 0, w∗2 ≤ w∗1 }
Γ2 = {(w,w∗) |w1 < 0, w2 = −w1, w∗1 = w∗2 }
Since
Γ¯2 = {(w,w∗) |w1 ≤ 0, w2 = −w1, w∗1 = w∗2 } ⊆ Γ,
we may write Γ = Γ1∪Γ¯2, where both sets in the union are then closed. Therefore,
TgphS1(α¯1, β¯1, q¯) = Φ−1(Γ) = Λ1 ∪ Λ2,
where
Λ1 := Φ−1(Γ1), Λ2 := Φ−1(Λ2).
Utilizing the definitions of Φ, Γ1 and Γ2 results in the following
Λ1 = {(h, v) |v1 = v2 = 0, h1 + 2dh2 ≤ 0}
Λ2 =
{
(h, v)
∣∣∣v1 ≤ 0, v2 = −v1, h1 + 2dh2 + 2β¯1v1 = 2β¯2v2} .
Recalling the definition of the Fréchet normal cone, we have
N̂gphS1(α¯1, β¯2, q¯) =
[
TgphS1(α¯1, β¯1, q¯)
]−
= [Λ1 ∪ Λ2]− = Λ−1 ∩ Λ−2 .
Furthermore,
Λ−1 = R+

1
2d
0
0
 , Λ−2 =

0
1
0
0
+ span


0
0
1
1
 ,

1
2d
2β¯1
−2β¯2

 .
Then by substition, we have
N̂gphS1(α¯1, β¯2, q¯) =
{
(x∗1, x∗2, y∗1, y∗2)
∣∣∣x∗1 ≥ 0, x∗2 = 2dx∗1.y∗1 ≥ y∗2 + 2x∗1(β¯1 + β¯2)} .
Referring back to Definition 4.1, the S-stationarity conditions for the MPEC
associated with i = 1 read
0 ∈ ∇α1,β1,q1,q2 fˆ1(α¯, β¯, q¯) + N̂gphS1(α¯1, β¯2, q¯).
Upon substituting the previous relation and proceeding in a manner analogously
to that which we used in the earlier examples, we see that the strong stationarity
conditions can be reduced to the following, where the reader shall note that (8.49)
follows from the derivation of NgphS2 :
(α¯1 − γ1) + 2(β¯1 − β¯2 − δ1)q¯1 ≥ 0 (8.48)
α¯2 ≤ γ2 (8.49)
α¯1 + 2β¯1q¯1 = α¯2 (8.50)
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Notice that of the two different solution and parameter constellations considered
in Example 8.1 only the first combination fulfills (8.49). Therefore, had we known
this extra information, then we would have been immediately able to say that the
combination considered for Figure 8.2 cannot be a solution, since in that setting
α¯2 > γ2. Moreover, we can use this new information to derive the relation
γ2 > γ1 − 2δ1d
This last inequality states that no EPEC solution of the type considered is possible
in the event γ2 ≤ γ1 − 2δ1d, thus providing us with a glimpse into how could use
stationarity conditions for determining the sensitivity of certain EPECs on their
parameters.
Though we observed in Examples 8.2 and 8.2 that S-stationarity conditions
may be more selective than M-stationarity conditions, the direct derivation of
the Fréchet normal cones in Example 8.2 is in general not applicable, even for a
three player setting. This is rather unfortunate, however, the next Example shows
(via Theorem 4.3) that we can still find cases in which M-stationarity conditions
can be used to obtain S-stationarity conditions, without the need to reduce the
EPEC.
Example 8.3 (Obtaining S-stationarity via M-stationarity). Let
(α¯, β¯, q¯, y¯) be a solution to (3.9) satisfying (7.1) such that
N = l = 2, m− k = 1, ρ = 0, B = (−1, 1)T ,
that is, (α¯, β¯, q¯, y¯) is a solution such that both producers are active, the line is
congested, losses are ignored, and power is flowing from node 1 to node 2. In
such a case, we can refer to Lemma 7.2 statement 1(b), which states that LICQ
holds at (q¯, y¯) ∈ G and Proposition 7.2, which indicates that SSOSC holds at
(α¯, β¯, q¯, y¯). Thus we can apply Theorem 8.1. In the current setting (8.3)-(8.8)
reduce to
(vi)i = q¯i > 0, (i = 1, 2) (8.51)
(α¯i − γi) + 2(β¯i − δi)q¯i = −(wi)i, (i = 1, 2) (8.52)
2β¯j(vi)j = (wi)j, (j 6= i, j = 1, 2) (8.53)
(wi)1 = (wi)2, (i = 1, 2) (8.54)
(vi)1 = −(vi)2 = (vi)3, (i = 1, 2) (8.55)
α¯1 + 2β¯1q¯1 = α¯2 + 2β¯2q¯2 (8.56)
Note that (8.55) follows from (8.8), where we as in the previous examples, we can
demonstrate that I+ = {1, 2} and I0 = {3}.
In addition, we have for all i = 1, 2 that ∇HI0(q¯, y¯)vi = ∇H3(q¯, y¯)vi > 0.
That is, there exists an M-stationarity multiplier such that assumption 4. from
Theorem 4.3 is fulfilled, in which case we see that conditions (8.51)-(8.56) are not
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just M, but S-stationarity conditions as well2. As before, we may reduce relations
(8.51)-(8.56), for which we obtain
(α¯1 − γ1) + 2(β¯1 − β¯2 − δ1)q¯1 = 0 (8.57)
(α¯2 − γ2) + 2(β¯2 − β¯1 − δ2)q¯2 = 0. (8.58)
Given H(q¯, y¯) = 0 (by Lemma 7.2 statement 2), q¯2 = d − q¯1, where d = d1 + d2
is the total demand in the network. Thus, we can use (8.56) to solve for the
production levels:
q¯1 =
α¯2 − α¯1 + 2β¯2d
2(β¯1 + β¯2)
, q¯2 = d− α¯2 − α¯1 + 2β¯2d2(β¯1 + β¯2)
. (8.59)
Moreover, if we let γ1 = 4, γ2 = 1, δ1 = 1, δ2 = 2, and d = 1; then we see that
α¯1 = 5, β¯1 = 1, α¯2 = 5/2, β¯2 = 2, fulfills (8.57) and (8.58). Plotting the profit
functions, we see that this point is not only an S-stationary point, but also a
solution; refer to Figure 8.3.
Figure 8.3: Profit functions at (α¯1, β¯1, α¯2, β¯2) = (5, 1, 5/2, 2)
Again, generator 1’s profit function is on the left and generator 2’ profit function
is on the right. Therefore, we have found an example in which strict complemen-
tarity fails and the fourth condition of Theorem 4.3 holds. Thus demonstrating
the usefulness of the new condition
8.3 Explicit M-stationarity Conditions for the
Spot Market SEPEC
In this last section, we consider the stochastic spot market EPEC. In the follow-
ing, we will not be considering cases where the transmission lines can become
congested, therefore, the reader should not confuse the index k with the pre-
vious usage of k for the number of uncongested tranmission lines. The main
purpose of this section is to demonstrate that explicit M-stationarity conditions
can also be derived in a stochastic setting. Assuming a discrete distribution
of random demands, i.e., d is a random vector with realizations {dk}Kk=1 with
scenario-probabilities pk, k = 1, . . . , K, then the (loss-less) SEPEC becomes
min
(αi,βi)∈R2q,y
{
−f˜i(αi, βi,q,y)
∣∣∣
0 ∈ F k(α, β, qk, yk) +NGk(qk, yk), (k = 1, . . . , K)
}
(i = 1, . . . , N). (8.60)
2That is, when considering the M-stationarity conditions derived for each of the MPECs
composing the EPEC, there exist the needed multipliers for i = 1, 2.
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Here, q = (q1, . . . , qK) and y = (y1, . . . , yK) and
f˜i(αi, βi,q,y) :=
K∑
k=1
pk[(αi − γi)qki + (2βi − δi)(qki )2]
F k(α, β, qk, yk) :=
(
α + 2[diag β]qk
0
)
Gk :=
(q, y) ∈ RN+m
∣∣∣∣∣∣∣
qk +Byk ≥ dk
0 ≤ qk ≤ qˆ
−yˆ ≤ yk ≤ yˆ
 .
By defining
F˜ (α, β,q,y) :=

F 1(α, β, q1, y1)
...
FK(α, β, qK , yK)
 , G := G1 × · · · ×Gk × · · · ×GK ,
using elementary properties of the normal cone to closed convex sets allows us to
rewrite (3.15) as a standard EPEC
min
(αi,βi)∈R2q,y
{
−f˜i(αi, βi,q,y)
∣∣∣0 ∈ F˜ (α, β,q,y) +NG(q,y), } (i = 1, . . . , N).
(8.61)
Nevertheless, we still need to show that some constraint qualifications hold and
that the perturbation mappings
Ψi(u) :={
(αi, βi,q,y) ∈ R2N × R(N+m)k
∣∣∣u ∈ F˜ (α¯−i, αi, β¯−i, βi,q,y) +NG(q,y)}
are calm at (0, α¯i, β¯i, q¯, y¯) for all i = 1, . . . , N , where (α¯, β¯, q¯, y¯) is a solution to
(8.61). We start with the following lemma.
Lemma 8.1 (Structural Properties of the Stochastic ISO Problem). Sup-
pose (α¯, β¯, q¯, y¯) is a solution to (8.61) such that
1. α¯i, β¯i > 0 (i = 1, . . . , N)
2. ρj = 0 j = 1, . . . ,m (no losses)
3. −yˆj < y¯kj < yˆj (j = 1, . . . ,m; k = 1, . . . , K) (no congestion almost surely)
4. B generates an acyclic network
Then
1. LICQ holds at (q¯, y¯) ∈ G
2. Strict complementarity holds for each k-th set of demand satisfaction con-
straints (k = 1, . . . , K)
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3. H˜(q,y) = 0.
4. SSOSC holds at (α¯, β¯, q¯, y¯)
We let l := ∑Kk=1 |lk|, where lk is the number of active producers at a solution in
scenario k, k = 1, . . . , K.
Proof. Let H˜ ∈ R(N+m)k → R2NK−l be the constraint mapping locally describing
G, i.e,
H˜(q,y) =

H(q1, y1)
...
H(qK , yK)
 =

d1 − q1 −By1
−q1,(2)
...
dK − qK −ByK
−qK,(2)

Then
∇q,yH˜(q¯, y¯) =

∇q1,y1H(q¯1, y¯1) 0
. . .
0 ∇qK ,yKH(q¯K , y¯K)
 ,
where for any k ∈ {1, . . . , K}
∇q1,y1H(q¯1, y¯1) =
 −I
k
1 0 −Bk,1
0 −Ik2 −Bk,2
0 −Ik2 0
 .
Here, the superscript k is to remind the reader that it is possible in each of
the considered scenarios for the amount of active and inactive producers to be
different. Nevertheless, using the same argument as in Lemma 7.2, we can show
that each of these submatrices is surjective for all k = 1, . . . , K and therefore,
∇q,yH˜(q¯, y¯) as well. Hence, LICQ holds at (q¯, y¯) ∈ G.
Following similarly to the previous argument, we can again use the proof of
Lemma 7.2 to show that statement 2 holds. Indeed, since (α¯, β¯, q¯, y¯) is a solution
to (8.61), it is also a solution to the generalized equation in (8.61). This, along
with the surjectivity of ∇q,yH˜(q¯, y¯), allows us to write for each k = 1, . . . , K,
∃λ¯k ∈ R2N−lk+ such that
0 =
(
α + 2[diag β]qk
0
)
+∇Tqk,ykH(q¯k, y¯k)λ¯k,
The rest of the argument follows exactly that which was used in the proof of
Lemma 7.2.
Using statement 2., we can follow as in the proof of Lemma 7.2 to show that each
component of H˜, i.e., H(qk, yk) equals zero are a solution. Whence, statement 3.
Finally, we observe that in the current setting, the Jacobian of the vector
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Lagrangian with respect to (q,y) becomes
∇q,yL(α¯, β¯, q¯, y¯, λ¯) =
∇q1,y1L(α¯, β¯, q¯1, y¯1, λ¯1) 0
. . .
0 ∇qK ,yKL(α¯, β¯, q¯K , y¯K , λ¯K)
 ,
Here, we use λ¯ = (λ¯1, . . . , λ¯K) to denote the associated Lagrange multiplier.
The argument demonstrating the positive-definiteness on ker{∇q,yH˜(q¯, y¯) anal-
ogously follows the proof used in Proposition 7.2. Hence, statement 4. holds.
Now that we have the necessary constraint qualifications, we can provide the
next result. Notice how it would have presented us with relatively no new diffi-
culties, if we had chosen to consider a SEPEC in which transmission losses were
included. Nevertheless, we have chosen the lossless case as it is better for illus-
tration.
Proposition 8.4 (strong regularity/Aubin property). Let (α¯, β¯, q¯, y¯) be a
solution to (8.61) such that
1. α¯i, β¯i > 0 (i = 1, . . . , N)
2. ρj = 0 j = 1, . . . ,m (no losses)
3. −yˆj < y¯kj < yˆj (j = 1, . . . ,m), (k = 1, . . . , K) (no congestion almost surely)
4. B generates an acyclic network
Then
1. The generalized equation (8.61) is strongly regular at (α¯, β¯, q¯, y¯).
2. The perturbation mappings Ψi associated with the generalized equations in
(8.61) have the Aubin property at (0, α¯i, β¯, q¯, y¯) for all i = 1, . . . , N .
Proof. By Lemma 8.1, LICQ and SSOSC hold. Then assertions 1. and 2. follow
from Proposition 5.1 and Corollary 5.1, respectively.
Given Lemma 8.1 and Proposition 8.4, we now have the following result pro-
viding explicit M-stationarity conditions for the SEPEC (8.61).
Proposition 8.5. Let (α¯, β¯, q¯, y¯) be a solution to the SEPEC (8.61) satisfying
1. α¯i, β¯i > 0 (i = 1, . . . , N)
2. ρj = 0 j = 1, . . . ,m (no losses)
3. −yˆj < y¯kj < yˆj (j = 1, . . . ,m; k = 1, . . . , K) (no congestion almost surely)
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Then, for k = 1, . . . , K and i = 1, . . . , N there exist λ¯k ∈ R2N−lk+ and
(
vi,k, wi,k
)
∈
RN+m × R2N−lk such that
K∑
k=1
(vi,k)i = Eq¯i (8.62)
K∑
k=1
(vi,k)iq¯ki = E(q¯i)2 (8.63)
For vi,ka :=
(
vi,k1 , . . . , v
i,k
N
)
and vi,kb :=
(
vi,kN+1, . . . , v
i,k
N+m
)
vi,ka +Bv
i,k
b = 0 (8.64)
(vi,k)ij = 0 ∀j ∈ {lk + 1, . . . , N} : λ¯kN−lk+j > 0. (8.65)
For j ∈ {1, . . . , lk}
(wi,k)ij =
{
pk[γij − α¯ij + 2(δij − 2β¯ij)q¯kij ] + 2β¯ij(vi,k)ij if ij = i
2β¯ij(vi,k)ij if ij 6= i
(8.66)
and for j ∈ {lk + 1, . . . , N}
(wi,k)ij + (wi,k)N−lk+j =
{
pk[γij − α¯ij ] + 2β¯ij(vi,k)ij if ij = i
2β¯ij(vi,k)ij if ij 6= i
(8.67)
If j ∈ {lk + 1, . . . , N}, then
(wi,k)N+j−lk = 0 if λ¯kN+j−lk = 0, (v
i,k)ij > 0 (8.68)
(wi,k)N+j−lk ≥ 0 if λ¯kN+j−lk = 0, (vi,k)ij < 0, (8.69)
and the KKT-conditions reduce to
BTwi,k = 0 (8.70)
α¯i1 + 2β¯i1 q¯ki1 = α¯ij + 2β¯ij q¯
k
ij
(j = 1, . . . , lk) (8.71)
= α¯ij′ − λ¯kN+j′−lk (j′ = lk + 1, . . . , N) (8.72)
Proof. These relations are the direct result obtained by applying Proposition 8.2
for each scenario; (8.62) and (8.64) result in summing over the relations (vi,k)i =
pkq¯
k
i and (vi,k)iq¯ki = pk(q¯ki )2 with respect to k.
We end this chapter with an interesting result demonstrating that for a two
player setting at an equilibrium, both generators are participating with positive
probability.
Proposition 8.6. Let N = 2,m = k = 1 and consider a solution (α¯, β¯, q¯, y¯)
of the SEPEC (8.61) satisfying the assumptions of Theorem 8.5. Then, both
producers are active with positive probability.
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Proof. Assume the statement of the theorem is false. Then, without loss of gen-
erality, the second producer becomes inactive almost surely. In other words,
q¯k2 = 0 ∀k ∈ {1, . . . , K} (8.73)
Then lk = 1 for all k and i1 = 1, i2 = 2 in the stationarity conditions. Moreover,
q¯k1 = dk for all k. From (8.64), we infer that
(v1,k)1 = −(v1,k)2 = −(v1,k)3.
Moreover, (8.65) yields that λ¯k3 = 0, whenever (v1,k)2 6= 0, hence
λ¯k3 = 0 ∀k ∈ {1, . . . , K} : (v1,k)1 6= 0 (8.74)
From (8.72) and q¯k1 = dk it follows that
α¯1 + 2β¯1dk = α¯2 − λ¯k3 ∀k ∈ {1, . . . , K}.
Consequently, since λ¯k3 ≥ 0 for all k, one has that
dk ≤ α¯2 − α¯1
2β¯1
∀k ∈ {1, . . . , K}.
Also, (8.74) implies
dk = α¯2 − α¯1
2β¯1
∀k ∈ {1, . . . , K} : (v1,k)1 6= 0.
Let k∗ ∈ {1, . . . , K} be the unique3 scenario such that dk ≤ dk∗ for all k. Then,
dk < dk
∗ for all k 6= k∗ and, consequently,
(v1,k∗)1 6= 0 and (v1,k)1 = 0 ∀k ∈ {1, . . . , K} : k 6= k∗.
Then, by (8.62) and q¯k1 = dk, we arrive at (v1,k
∗)1 = Ed. Now, with (8.63) with
establish the contradiction
dk
∗Ed = dk∗(v1,k∗)1 =
K∑
k=1
(v1,k)1dk = E(q¯1)2 =
K∑
k=1
pk(q¯k1)2 =
K∑
k=1
pk(dk)2
<
K∑
k=1
pkd
kdk
∗ = dk∗
K∑
k=1
pkd
k = dk∗Ed,
which holds true, whenever K ≥ 2. Consequently, our assumption (8.73) was
wrong and the Theorem is proved.
Note how we used the stationarity conditions in the reverse direction to prove
3The holds without loss of generality. Indeed, in the event there exist more than one scenario
in which the total demand realizations are equivalent, we can combine these scenarios into
a single scenario k∗, where probability of this scenario pk∗ is obtained by summing over the
respective scenarios involved.
95
Chapter 8
the result of Proposition 8.6, thereby further demonstrating the usefulness of
explicit necessary stationarity conditions.
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Abbreviations
LICQ Linear Independence Constraint Qualification
MFCQ Mangasarian-Fromowitz Constraint Qualification
CRCQ Constant Rank Constraint Qualification
SSOSC Strong Second-Order Sufficient Condition
KKT Karush-Kuhn Tucker
MPEC Mathematical Program with Equilibrium Constraints
EPEC Equilibrium Problem with Equilibrium Constraints
ISO Independent System Operator
SMPEC Stochastic Mathematical Program with Equilibrium Constraints
SEPEC Stochastic Equilibrium Problem with Equilibrium Constraints
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