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The Abreu equation is a fully nonlinear 4th order partial differential
equation that arises from the study of the extremal metrics on toric
manifolds. We study the Dirichlet problem of the Abreu equation
with degenerated boundary conditions. The solutions provide the
Kähler metrics of constant scalar curvature on the complex torus.
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One of the central problem in complex geometry is to ﬁnd certain canonical metrics within a
given Kähler class. As examples, the extremal metrics, introduced by E. Calabi [13], have been studied
intensively in the past 20 years. Most extremal metrics are Kähler metrics of constant scalar curvature.
There are three aspects of the problem: suﬃcient conditions of existence, necessary condition of
existence and uniqueness. The necessary conditions for the existence are conjectured to be related to
certain stabilities. For example, Tian was the ﬁrst who gave an analytic “stability” condition which is
equivalent to the existence of a Kähler–Einstein metric [19]. There are many works on these aspects
[19,8,9,7]. The uniqueness aspect is completed by Mabuchi [18] in the algebraic case and Chen and
Tian [7] in general, in the sense that the extremal metric is unique up to the action of holomorphic
automorphisms.
On the other hand, there has been not much progress on the existence of extremal metrics. One
reason is that the equation is highly nonlinear and of 4th order. It is of great interest to understand
this problem on toric manifolds following the works of Abreu and Donaldson [1,10,11]. When studying
the equation for Kähler metrics with prescribed “scalar curvature” on toric manifolds, one can reduce
the equation of complex variables to a real equation on a polytope in Rn . In [1], using Guillemin’s
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5236 B. Chen et al. / J. Differential Equations 252 (2012) 5235–5259method [14], Abreu formulates this equation (1.1) which is called the Abreu equation now. Since this
is a 4th order equation, the progress on this equation is slow. One of the main results is given by
Donaldson. He gives the interior estimates of the equation when n = 2 [11].
In this paper, we study a Dirichlet problem of the Abreu equation on bounded strictly convex
domains with degenerated boundary conditions. To study this, we apply the results of Trudinger and
Wang. In [21], the authors study the Dirichlet problem of Eq. (3.1) for the case θ = 0 and ψ > 0 (hence
the equation is nondegenerated). When θ = 0, the equation is the Abreu equation. Their method does
not apply to θ = 0 with degenerated boundary conditions. We show the interior regularity of the
solutions to (3.1) for θ = 0 and with nondegenerated boundary values, then by taking θ → 0 and
letting the boundary values tend to a degenerated boundary value, we prove that the limit of such
solutions exists. Hence the Abreu equation with degenerated boundary value is solved. The result is
stated in Theorem 1.1. The challenging part of the proof is the estimate of determinant derived in
Section 2.
The degenerated boundary condition is of interest on its own in geometry: let f be the Legendre
transformation of the solution u, then f is deﬁned on the whole Euclidean space. Hence, in this sense,
the graph of f is Euclidean complete. As a corollary, such a solution gives Kähler metrics of constant
scalar curvature on complex torus (C∗)n , where C∗ = C − {0} (cf. Remark 1.2 and Corollary 1.3),
though, presumably, such a metric is not complete on the complex torus.
The paper is organized as follows: in the introduction section we review the equations, formulate
our problem and state the main theorem in this paper; the estimates of determinant are given in the
second section, in particular, Lemma 2.4 is the core lemma of the paper; the rest of paper is devoted
to the proof of the main theorem.
Remark. The paper was ﬁnished in 2007. Since then, there are some developments on the existence of
extremal metrics. In [12], Donaldson solves the existence of metrics with constant scalar curvature on
2-dimensional toric manifolds. In [5] and [6], the authors solve the existence of extremal metrics with
positive scalar curvature on 2-dimensional toric manifolds. The estimates of determinant in Section 2
are crucial to [5] and [6].
1. Introduction
Given a bounded convex domain Ω ⊂ Rn , we study the Abreu equation in this paper
S(u) = K
where K (ξ), ξ = (ξ1, . . . , ξn), is some given smooth function deﬁned on an open subset of Rn con-
taining Ω and S(u) denotes the expression
S(u) = −
∑ ∂uij
∂ξi∂ξ j
.
The Abreu equation appears in the study of the differential geometry of toric varieties (see [1,8,9]),
where K is the scalar curvature of the Kähler metric. The Kähler metric is extremal in the Calabi sense
if and only if K is an aﬃne function in ξ . The Abreu equation can be written as (see [11, Section 2.1])
n∑
i, j=1
U ijwij = −K in Ω (1.1)
where (U ij) is the cofactor matrix of the Hessian matrix D2u of the convex function u and w =
det(uij)−1.
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Lu : Ω → Lu(Ω) =: Ω∗ ⊂Rn
deﬁned by
(ξ1, . . . , ξn) → (x1, . . . , xn)
xi = ∂u
∂ξi
.
Then Lu is a diffeomorphism. Deﬁne a function f (x) on Ω∗ by
f (x) =
n∑
k=1
ξk
∂u
∂ξk
− u(ξ). (1.2)
f is called the Legendre transformation of u. In terms of xi and f (x) the Abreu equation can be written
as
K = −
n∑
i, j=1
f i j
∂2
∂xi∂x j
log
(
det( fkl)
)
, (1.3)
where ( f i j) is the inverse of the Hessian ( f i j).
Denote
M∗ = {(x, f (x)) ∣∣ x ∈ Ω∗}
to be the graph of f over Ω∗ . If |∇u||∂Ω = ∞, then f (x) is deﬁned on whole Rn , i.e., M∗ is Euclidean
complete.
The main result of this paper is the following. The proof is given in Section 3.
Theorem 1.1. Let Ω ⊂ Rn be a bounded domain with smooth and strictly convex boundary, K be a smooth
function deﬁned on an open subset ofRn containingΩ such that K  ko > 0 for some constant ko > 0. Given a
smooth and strictly convex function ϕ deﬁned on an open subset ofRn containing Ω , then there is a function u
such that
• u is smooth and strictly convex in Ω;
• on ∂Ω
u = ϕ, |∇u| = ∞, w = 0;
• u solves the Abreu equation
S(u) = K in Ω.
Remark 1.2. Let Ω be a convex domain and u be a smooth and strictly convex function that solves the
Abreu equation in Ω . Suppose that f is the Legendre transformation of u and Lu(Ω) = Rn . Then f ,
as a potential function of the Kähler metric on the complex torus Cn/2π
√−1Zn, gives a Tn-invariant
Kähler metric of scaler curvature K .
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Corollary 1.3. Let u be a solution of the Abreu equation given in Theorem 1.1. Then the Legendre transform
function f of u yields a Kähler metric of scaler curvature K . In particular, if K is constant, we construct a
Tn-invariant Kähler metric of constant curvature K on the complex torus Cn/2π
√−1Zn.
Proof. Since |∇u| = ∞ at boundary, f is deﬁned on the whole Rn . Therefore the claim follows from
Remark 1.2. 
2. Estimates for determinant
In this section we derive some estimates of the determinant det(D2u). The following two lemmas
can be found in [11,20].
Lemma 2.1. Suppose that u is a smooth and strictly convex function in Ω satisfying the Abreu equation
S(u) = K . If det(uij) > d1 near ∂Ω , then
det(uij) d1
everywhere in Ω , where
d1 = e− 14
(
4MaxΩ {K }diam(Ω)2
n
)−n
.
For any p ∈ Ω we say that u is normalized at p if
u  0, u(p) = 0.
On the other hand, suppose that u is not normalized at p. Let
ξn+1 = a · (ξ − p) + b
be the support hyperplane of u at p. Set
u˜ = u − (a · (ξ − p) + b).
Then u˜ is normalized at p. We call u˜ is a normalization of u with respect to p.
Suppose that u is normalized at p. For any positive number b we denote
Su(p,b) =
{
ξ ∈ Ω ∣∣ u(ξ) < b},
Su(p,b) =
{
ξ ∈ Ω ∣∣ u(ξ) b}.
Lemma 2.2. Suppose that u is a smooth and strictly convex function deﬁned in Ω with S(u) = K . Suppose
that u is normalized at p in Ω . If the section
Su(p,C) =
{
ξ ∈ Ω ∣∣ u(ξ) C}
is compact and if there is a constant b > 0 such that
n∑
x2k  bk=1
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det(uij) d2
holds in Su(p,C/2).
Let Ω ⊂Rn be a bounded, normalized convex domain. Thus
n−
3
2 D1(0) ⊂ Ω ⊂ D1(0). (2.1)
Denote by F(Ω,C) the class of convex functions deﬁned on Ω such that
inf
Ω
u = 0, u = C on ∂Ω.
Lemma 2.3. Let Ωk be a sequence of smooth and normalized convex domains, uk ∈F(Ωk,C). Then there are
constants d 2C + 2, b > 0 independent of k such that
∑
i(
∂uk
∂ξi
)2
(d + fk)2  b, d + fk 
d
2
, k = 1,2, . . . on Ωk.
Proof. We may suppose by taking a subsequence that Ωk converges to a convex domain Ω and uk
converges to a convex function u∞ , locally uniformly in Ω . We omit the index k to simplify notations.
Obviously, we have the uniform estimate
∑( ∂u
∂ξi
)2
(0) C2n3. (2.2)
Let
u˜ = u −
∑ ∂u
∂ξi
(0)ξi − u(0). (2.3)
Then
u˜(0) = 0, u˜(ξ) 0, u˜|∂Ω  C0,
where C0 > C is a constant depending only on n. As B(0,n−
3
2 ) ⊂ Ω , we have
|∇u˜|2  C
2
0
dist(B(0,2−1n− 32 ), ∂Ω)2
 4n3C20 (2.4)
on B(0,2−1n− 32 ). Let f˜ be the Legendre transformation of u˜ relative to 0. We discuss three cases.
Case 1. p ∈ B(0,2−1n− 32 ). Obviously, ∇ f (Lu(0)) = 0. By the convexity of f and u(0) + f (Lu(0)) = 0
we have
f  f
(
Lu(0)
)= −u(0)−C .
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|∇u|2
(2C + 2+ f )2 (p) 10n
3C20 .
Case 2. p ∈ ∂Ω . We may suppose that p = (ξ1,0, . . . ,0) with ξ1 > 0 by an orthonormal transforma-
tion. Then, at p,
C0 + f˜  u˜ + f˜ = ∂ u˜
∂ξ1
ξ1.
It follows that
( ∂ u˜
∂ξ1
)2
(C0 + f˜ )2
 1
ξ21
 n3.
Therefore there exists a constant b˜ > 0 depending only on n such that
( ∂ u˜
∂r )
2
(C0 + f˜ )2
< b˜, (2.5)
where ∂
∂r denotes the radial derivative. Note that
∂ u˜
∂ξi
= ∂u
∂ξi
− ∂u
∂ξi
(0), f˜ = f + u(0). (2.6)
It follows from (2.3) and (2.4) that (
∂u
∂r
)2
 2
(
∂ u˜
∂r
)2
+ 2C2n3.
Then
( ∂u
∂r )
2
(d′ + f )2 < b
′,
for some constants d′ > 1, b′ > 0 independent of k. Note that
∣∣∇u(p)∣∣= 1
cosα
∣∣∣∣∂u∂r (p)
∣∣∣∣,
where α is the angle between vectors ∇u(p) and ∂u
∂r (p). Since u = 1 on ∂Ω , ∇u(p) is perpendicular
to the boundary of Ω at any p ∈ ∂Ω . As Ω is normalized convex domain (see (2.1)), it follows that
1
cosα  C ′ for some constant C ′ > 0 independent of k.
Case 3. p ∈ Ωo\B(0,2−1n− 32 ). Choose d = d′ + 2C + 2. Let F = |∇u|2
(d+ f )2 . We can assume that
max
∂Ω∪B(0,2−1n− 32 )
F < max
Ω
F . (2.7)
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be the point such that
F
(
p∗
)= max
Ω
F .
Then, at p∗ , ∂
∂ξi
F = 0, for any 1 i  n. Thus,
xi∑
x2j
=
∂ f
∂xi
d + f . (2.8)
Obviously, d + f  d/2. Since p∗ ∈ Ωo\B(0,2−1n− 32 ), we have
max
i
∣∣∣∣ ∂ f∂xi
∣∣∣∣(Lu(p∗))= maxi |ξi|(p∗) 1n 12 12n 32 = 12n2 .
Then
maxni=1 |xi |∑
x2j
= |
∂ f
∂xi
|
d + f 
2−1n−2
d + f .
On the other hand,
maxni=1 |xi |∑
x2j
 1
(
∑
x2j )
1
2
.
Noting that F (p) F (p∗), we have
F (p) 4n4.
Choose b = 10n3C20 + b′(C ′)2 + 4n4. Our lemma follows. 
In the following we prove a stronger estimate than that in Lemma 2.2 which plays an important
role in this paper.
Lemma 2.4. Let u be a smooth and strictly convex function deﬁned in Ω which satisﬁes the Abreu equation
S(u) = K . Suppose that u is normalized at p and the section Su(p,C) is compact. And suppose that there are
two constants b > 0,d > 1 such that ∑
x2i
(d + f )2  b, d + f  C + 1 (2.9)
on Su(p,C), where f is the Legendre function of u and xi = ∂u∂ξi . Then there is a constant d3 > 0 depending
only on n,b,max |K | and 1C , such that
exp
{
− 4C
C − u
}
det(uij)
(d + f )2n  d3 (2.10)
on Su(p,C).
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F = exp
{
− m
C − u + L
}
1
w(d + f )2n ,
where
L = 

∑
x2k
(d + f )2 .
m and 
 are positive constants to be determined later. Clearly, F attains its supremum at some interior
point p∗ of Su(p,C). We have, at p∗ ,
Fi = 0, (2.11)∑
uij F i j  0, (2.12)
where we denote Fi = ∂ F∂ξi , Fij = ∂
2 F
∂ξi∂ξ j
, f i = ∂ f∂ξi and so on. We calculate both expressions (2.11) and
(2.12) explicitly:
− m
(C − u)2 ui + Li − 2n
fi
d + f −
wi
w
= 0, (2.13)
and
− 2m
(C − u)3
∑
uijuiu j − mn
(C − u)2 +
∑
uij Li j
− 2n
∑
uij f i j
d + f + 2n
∑
uij f i f j
(d + f )2 +
∑
uijwiw j
w2
+ K  0. (2.14)
Since
f i =
∑
ξkuki, f i j = uij +
∑
ξkuki j,
then
−2n
∑
uij f i j
d + f = −
2n2
d + f +
2n
d + f
∑
ξk
wk
w
.
By (2.13)
−2n
∑
uij f i j
d + f = −
2n2
d + f −
2mn
∑
uiξi
(C − u)2(d + f ) +
2n
d + f
∑
ξi Li − 4n2
∑
ξi f i
(d + f )2 . (2.15)
Note that ∑
ξk fk =
∑
uklξkξl =
∑
uij f i f j.
Hence
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(C − u)2(d + f )
∑
uiξi = 2mn(u + f )
(C − u)2(d + f ) 
2mn
(C − u)2 Max{1,C},
2n
d + f
∑
ξi Li = 2n
d + f
∑
ξkukju
ji Li 
1
2
∑
uklξkξl
(d + f )2 + 2n
2
∑
uij Li L j
= 1
2
∑
uij f i f j
(d + f )2 + 2n
2
∑
uij Li L j .
We have
−2n
∑
uij f i j
d + f −2n
2 − 2mn
(C − u)2 Max{1,C} − 2n
2
∑
uij Li L j −
(
4n2 + 1
2
)∑
uij f i f j
(d + f )2 . (2.16)
Let us calculate the terms
∑
uij Li L j and
∑
uij Li j . Since
Li = 
 2
∑
xkuki
(d + f )2 − 2

f i
∑
x2k
(d + f )3 ,
then
∑
uij Li L j  8
b


∑
ukk
(d + f )2 + 8(
b)
2
∑
uij f i f j
(d + f )2 , (2.17)∑
uij Li j = 
 2
∑
ukk + 2∑ xkuijui jk
(d + f )2 − 8

∑
xk fiukjui j
(d + f )3
− 2

∑
x2k
∑
uij f i j
(d + f )3 + 6

∑
x2k
∑
uij f i f j
(d + f )4 . (2.18)
Applying the Schwarz inequality for each term in (2.18):
8

∑
xk fiukjui j
(d + f )3  16

2
∑
uklxkxl
(d + f )4 +
∑
uij f i f j
(d + f )2  16
b


∑
ukk
(d + f )2 +
∑
uij f i f j
(d + f )2 ,
2

∑
x2k
∑
uij f i j
(d + f )3 = 2n

∑
x2k
(d + f )3 − 2

∑
x2k
(d + f )3
∑
ξk
wk
w
 2n

∑
x2k
(d + f )3 +
1
8n
∑
uijwiw j
w2
+ 8n
[


∑
x2k
(d + f )2
]2∑uijξiξ j
(d + f )2
 2n
b + 1
8n
∑
uijwiw j
w2
+ 8n(
b)2
∑
uij f i f j
(d + f )2 ,
2

∑
xkuijui jk
(d + f )2 = −2


(d + f )2
∑
xk
wk
w
= −2 

(d + f )2
∑
xluliu
ik wk
w
 1
8n
∑
uijwiw j
w2
+ 8n

2∑uklxkxl
(d + f )4
 1
8n
∑
uijwiw j
w2
+ 8n
b 

∑
ukk
(d + f )2 .
Then
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b − 8n
b) 

∑
ukk
(d + f )2 −
1
4n
∑
uijwiw j
w2
− (1+ 8n(
b)2)∑uij f i f j
(d + f )2 − 2nb
. (2.19)
Note that
|∑uijui f j|
d + f =
|∑ xkξk|
d + f =
|u + f |
d + f  1. (2.20)
By (2.13), (2.17), (2.20) and applying Schwarz’s inequality we have(
1− 1
4n
)∑
uijwiw j
w2

(
1− 1
4n
)
(1− δ) m
2
(C − u)4
∑
uijuiu j
+
(
1− 1
4n
)
4n2(1− δ)
∑
uij f i f j
(d + f )2 −
(
2
δ
− 1
)∑
uij Li L j − 4mn
(C − u)2

(
1− 1
4n
)
(1− δ) m
2
(C − u)4
∑
uijuiu j − 4mn
(C − u)2
+
(
1− 1
4n
)
4n2(1− δ)
∑
uij f i f j
(d + f )2
− 16
b
δ


∑
ukk
(d + f )2 −
16(
b)2
δ
∑
uij f i f j
(d + f )2 (2.21)
for any small positive number δ. We choose 
 = 1
8000n2b
, δ = 1
200n2
, m = 4C . Obviously,
(
1− 1
4n
)(
1− 1
200n2
)
m2
(C − u)4 >
2m
(C − u)3 . (2.22)
Inserting (2.16), (2.19), (2.19), (2.27) and (2.22) into (2.14), we get


∑
ukk
(d + f )2 −
7mn
(C − u)2 Max{1,C} − 3n
2 + K  0.
As ∑
uii  n
[
det(uij)
]1/n = nw−1/n
we get
exp
{
− m
C − u + 

∑
x2k
(d + f )2
}
1
(d + f )2nw  d1
for some constant d1 > 0 depending on n, b, 1C . Since F attains its maximum at p
∗ , (2.22) holds
everywhere. 
Using the technique of Lemma 2.4 and that of Lemma 4.2 in [16], we can prove the following
lemma in the case of n = 2.
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Dr(0) ⊂ Ω and u satisﬁes (2.9). Then there is a constant d′3 > 0 depending only on max |K |, b and r, such
that (
r2 −
∑
ξ2i
)2 det(uij)
(d + f )4  d
′
3. (2.23)
Proof. Consider the following function
F = (r2 − γ )k exp{L} 1
w(d + f )4 ,
in Dr(0), where
γ =
∑
ξ2i , L = 

∑
x2k
(d + f )2 ,
and k, 
 are positive constants to be determined later. Clearly, F attains its supremum at some interior
point p∗ of Dr(0). At p∗ , we have,
Li − 4 f i
d + f −
wi
w
− kγi
r2 − γ = 0, (2.24)
and
∑
uij Li j − 4
∑
uij f i j
d + f + 4
∑
uij f i f j
(d + f )2 + K +
∑
uijwiw j
w2
− k
∑
uijγi j
r2 − γ −
k
∑
uijγiγ j
(r2 − γ )2  0.
(2.25)
Then as in Lemma 2.4 we have
−4
∑
uij f i j
d + f −8− 8
∑
uij Li L j −
(
16+ 1
2
)∑
uij f i f j
(d + f )2 −
8kγ
r2 − γ . (2.26)
The calculations of the terms
∑
uij Li L j and
∑
uij Li j are the same as in Lemma 2.4.
Note that
∑
ξk fk =∑ukiξkξi  0. By (2.17), (2.24) and applying Schwarz’s inequality we have(
1− 1
8
)∑
uijwiw j
w2

(
1− 1
8
)
16(1− 2δ)
∑
uij f i f j
(d + f )2 −
1
δ
(∑
uij Li L j + 4k
2∑uijξiξ j
(r2 − γ )2
)
−4k
2r2
∑
uii
δ(r2 − γ )2 +
(
1− 1
8
)
16(1− 2δ)
∑
uij f i f j
(d + f )2
− 8
b
δ


∑
ukk
(d + f )2 −
8(
b)2
δ
∑
uij f i f j
(d + f )2
for any small positive number δ. We choose 
 = 132000b , δ = 1800 and k = 2. As in Lemma 2.4 we get


∑
ukk
(d + f )2 − 12+ K −
4
∑
uii + 16r2
r2 − γ −
8r2
∑
uii
(r2 − γ )2 −
16r2
∑
uii
δ(r2 − γ )2  0.
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Λ = 4
r2 − γ +
8r2
(r2 − γ )2 +
16r2
δ(r2 − γ )2 , Ξ = 12+ |K | +
16r2
r2 − γ .
Denote by λ1, λ2 the eigenvalues of (uij). From (2.26) we have


λ1 + λ2
(d + f )2 − Ξ Λ
(
1
λ1
+ 1
λ2
)
. (2.27)
Then


λ1λ2
(d + f )2 − Ξ
√
λ1λ2 Λ, (2.28)
where we have used the inequality λ1 + λ2  2√λ1λ2.
Multiplying eL(r2 −∑ ξ2i )2(d + f )−2 on both sides of (2.28) and applying Schwarz’s inequality we
get
F  d
for some constant d > 0 depending on b, r and Ko . Since F attains its maximum at p∗ , (2.23) holds
everywhere in Dr(0). 
By the same calculation of Lemma 2.5 we can obtain a similar lemma when Ω is a Delzant poly-
tope (for the deﬁnition of Delzant polytope please see [14]).
Corollary 2.6. Let ⊂R2 be a Delzant polytope. Suppose that u ∈ C∞(o) satisﬁes |S(u)| Ko. And suppose
that there are two constants b > 0,d > 1 such that∑
x2k
(d + f )2  b. (2.29)
Then the following estimate holds
det(uij)
(d + f )4 
b0
dist(ξ, ∂)4
for some constant b0 > 0 depending only on d,b and Ko.
The following lemma is useful for the condition (2.9).
Lemma 2.7. Let u be a smooth and strictly convex function on Ω and f be its Legendre transform. Suppose
that u is normalized at p and satisﬁes ∑
x2k
(d + f )2  b,
for some constants d,b > 0. For any p˜, let u˜ be the normalization of u with respect to p˜. Let f˜ be the Legendre
transformation of u˜. Then there exist constants d′ and b′ such that∑
x˜2k
(d′ + f˜ )2  b
′.
Here x˜ = ∂ u˜/∂ξ .
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ξn+1 = a · (ξ − p˜) + b.
Then u˜ = u − a · (ξ − p˜) − b. By direct computations, we know that
x˜(ξ) = x− a, f˜ (x˜(ξ))= f (x(ξ))− a · p˜ + b.
Hence ∑
x˜2k
(d′ + f˜ )2 =
|x˜|2
(d + f )2 ·
(d + f )2
(d′ + f˜ )2
 2(|x|
2 + |a|2)
(d + f )2 ·
(d + f )2
(d′ + f − a · p˜ + b)2
 C
(|a|)b = b′.
Here, C(|a|) is a constant depending on |a|. d′ is chosen so that d′ − a · p˜ + b > d. 
Let  ∈ Rn be a Delzant polytope (for the deﬁnition of Delzant polytope please see [14]). Suppose
that  has v vertices and d faces of n − 1 dimension. Denote by v A the number of vertices in the
(n − 1)-dimensional face A = 0, and L = min{v1,...,vd}v . Suppose that
A =
∑
aA jξ j − λA,
where 1 A, B,C, . . . d, 1 i, j,k, . . . n. Let (y1, y2, . . . , yd) be an aﬃne coordinate system in Rd .
Lemma 2.8. Set
P = {(y1, . . . , yd) ∣∣ yi > 0 ∀i}.
Let α < 12d be a positive constant, g(y1, . . . , yd) be a function deﬁned in P given by
g = −(y1 y2 . . . yd)α.
Then g is a smooth and strictly convex function.
Proof. By a direct calculation we have
gAA = −α(1− α) g
y2A
, A = 1, . . . ,d,
gAB = α2 g
yA yB
, for A = B.
We claim that the matrix [( 12 δAB − α) 1yA yB ] is positive deﬁnite. To prove this we should calculate all
its principle minors. Let { j1, . . . , jk} ⊂ {1, . . . ,d} be such that j1 < j2 < · · · < jk . A direct calculation
gives us
det
[(
1
2
δ jk jl − α
)
1
y y
]
= 1
(y y . . . y )2
1
2k
(1− 2kα) > 0. (2.30)jk jl j1 j2 jk
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∑
1A,Bd
gABhAhB 
−αg
2
∑
1Ad
h2A
y2A
(2.31)
for any (h1, . . . ,hd) ∈Rd . The lemma is proved. 
Let i :Rn →Rd be given by
yA =
n∑
i=1
aAiξi − λA .
Put uˆ(ξ1, . . . , ξn) = i∗g(y1, . . . , yd), ξ ∈ .
Lemma 2.9. Suppose that α < min{ 12d , 2Ln }. Then uˆ is a smooth and strictly convex function deﬁned on o ,
and there is a constant c > 0 such that
det(uˆi j) c
1
(1 . . . d)
2L−nα .
Proof. By a linear transformation in GL(n,Zn), we may assume that i = ξi,1 i  n. Then by (2.31)
∑
uˆi jbib j 
∑ −αg
2
[
n∑
i=1
b2i
ξ2i
+
d∑
A=n+1
(
∑
aA jb j)2
2A
]

∑ −αg
2
n∑
i=1
b2i
ξ2i
(2.32)
for any (b1, . . . ,bn) ∈ Rn . It follows that uˆ is strictly convex in . By (2.32) we have
det(uˆi j)
αn
2n
|g|n
(ξ1 . . . ξn)2
. (2.33)
For each vertex we have the inequality (2.33). So
det(uˆi j)
v  α
nv
2nv
(1 . . . d)
αnv
(
v1
1 . . . 
vd
d )
2
.
Therefore there is a constant c > 0 such that
det(uˆi j) c
1
(1 . . . d)
2L−nα .
Lemma 2.9 is proved. 
Lemma 2.10. Let α < min{ 12d , 2Ln }. Suppose that u ∈ C∞() satisﬁes the Abreu equation (1.1). Then the
following estimate holds
det(uij)
1
b1(1 . . . d)α
for some constant b1 > 0.
B. Chen et al. / J. Differential Equations 252 (2012) 5235–5259 5249Proof. From the Abreu equation (1.1) and Lemma 2.9 we can ﬁnd a constant b1 > 0 such that∑
1i, jn
U ij
(
w − b1(1 . . . d)α
)
i j > 0.
Since w = 0 and uˆ = 0 on ∂, by the maximum principle the lemma follows. 
Lemma 2.11. Let Ω ⊂ Rn be a bounded domain with smooth and strictly convex boundary. Suppose that
u ∈ C∞(Ω) satisﬁes the Abreu equation. Then the following estimate holds
det(uij)
1
b1dist(ξ, ∂Ω)α
for some constant b1 > 0 and α < 12(n+1) .
Proof. For any point ξ ∈ ∂Ω we choose coordinates such that Ω ⊂ D , where
D := {ξ | ξ1  0, . . . , ξn  0, ξ1 + · · · + ξn  a}
and ξ = (0,a1, . . . ,an). As before we may choose d > 0 such that∑
1i, jn
U ij
(
w − d(ξ1 . . . ξn)α
)
i j > 0,
where  = a −∑1kn ξk , α = 12(n+1) . Since
w − d(ξ1 . . . ξn)α  0 on ∂Ω,
w − d(ξ1 . . . ξn)α = 0 at ξ,
we have
w  d(ξ1 . . . ξn)α.
It follows that
det(uij)
1
b1ξα1
for some constant b1 > 0. Since ξ is arbitrary, by compactness the lemma is proved. 
Remark 2.12. In the proof of Theorem 1.1 we will consider the perturbational Abreu equation∑
U ijwij = −K , det(ukl) = w−1+θ (2.34)
where θ is a very small positive number. It is easy to see that the above Lemma 2.1–Lemma 2.11
remain true for the perturbational Abreu’s equation.
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Let Ω ⊂Rn be a bounded convex domain with smooth and strictly convex boundary, ϕ and ψ be
smooth and strictly convex functions deﬁned on an open subset of Rn containing Ω , satisfying
C−1o < ψ < Co
for some constant Co > 0. We ﬁrst consider the boundary value problem for the perturbational Abreu
equation {∑
U ijwij = −K , det(ukl) = w−1+θ in Ω,
u = ϕ, w = ψ on ∂Ω
(3.1)
where θ is a very small positive number.
We quote two results from [21].
Lemma 3.1. There exists a constant C1 > 0 such that any solution u of (3.1) satisﬁes
C−11  w  C1, (3.2)∣∣w(ξ) − w(ξo)∣∣ C1|ξ − ξo| ∀ξ ∈ Ω, ξo ∈ ∂Ω, (3.3)
where C1 depends only on n, diam(Ω), supΩ K , supΩ |u| and C0 .
The proof of this lemma is the same as Lemma 7.2 in [21], we only prove (3.2) to indicate that
C1 in (3.2) is independent of θ . Let F = logw . If F attains its minimum at a boundary point, by the
boundary condition (3.1) we have w  inf∂Ω ψ in Ω . If F attains its minimum at an interior point
ξ ∈ Ω , by a direct calculation, at this point we have
0
∑
uij F i j 
−K
wθ
 −ko
wθ
,
where we have used K  ko > 0. We get a contradiction. Hence w  C−1o .
Assume 0 ∈ Ω . Let F = logw + 
|ξ |2, where 
 is a constant to be determined. If F attains its
maximum at a boundary point, by (3.1) we have w  Co . If F attains its maximum at an interior
point ξ0, then at this point we have
0 = Fi = wi
w
+ 2
ξi, (3.4)
0
∑
uij F i j = −K
wθ
−
∑
uijwiw j
w2
+ 2

∑
uii . (3.5)
Substituting (3.4) into (3.5) and choosing 
 = 15 [diam(Ω)]−2 we have
0 −K
wθ
+
∑(
2
 − 4
2ξ2i
)
uii  −K
wθ
+ 
uii  −K
wθ
+ 
nw 1−θn ,
where we have used
∑
uii  ndet(uij)−1/n . Noting that F  F (ξ0), then
w  e2[Co](n−1)θ
[
5
n
max |K |diam(Ω)2
]n
.
Hence as θ  1, C1 is independent of θ . (3.2) is proved. 
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Please refer to Theorem 1.2 and the remark at the end of [21] for the proof.
Letting θ → 0, we have
Proposition 3.3. There is a convex function u ∈ C∞(Ω) ∩ C0(Ω) with det(uij) ∈ C0(Ω) such that⎧⎨⎩
∑
1i, jn
U ijwij = −K , det(ukl) = w−1 in Ω,
u = ϕ, w = ψ on ∂Ω.
(3.6)
Proof. By Lemma 3.1 and the comparison principle of Monge–Ampère equations it follows that
|u(θ)| is uniformly bounded. By (3.2) and a result of Caffarelli [2], u is strictly convex in Ω . Ap-
plying the Caffarelli–Gutiérrez theory for linearized Monge–Ampère equations (cf. [4]) we obtain
det(uij) ∈ Cα(Ω), for some α ∈ (0,1). By Caffarelli’s C2,α estimates for Monge–Ampère equation [3]
we have
‖u‖C2,α(Ω)  C2.
From the standard elliptic regularity theory we have ‖u‖W 4,p(Ω)  C . By Sobolev embedding theorem
we have
‖u‖C3,α(Ω)  C2‖u‖W 4,p(Ω).
Using standard bootstrap skill we conclude that
‖u‖C∞(Ω)  C3.
By (3.3) and the bounds of |u(θ)|, we have u ∈ C0(Ω) and det D2u ∈ C0(Ω). The proposition is
proved. 
Remark 3.4. In [4] Caffarelli and Gutiérrez proved a Hölder estimate of det(uij) for homogeneous
linearized Monge–Ampère equation assuming that the Monge–Ampère measure μ[u] satisﬁes some
condition. By (3.2), determinants are uniform bounded above and below, then the modulus of con-
vexity of u has a uniform positive lower bound (cf. Theorem 5.3.3 in [15]). When K ∈ L∞ , following
their argument one can obtain Hölder continuity of det(uij).
The rest of the section is devoted to proving Theorem 1.1. We consider the boundary value problem{∑
U ijwij = −K , det(ukl) = w−1 in Ω,
u = ϕ, w = t on ∂Ω
(3.7)
where t > 0. We have a family of solutions u(t) . Let t → 0. We are going to prove that:
• for any compact set D ⊂ Ω there is a subsequence u(ti) , which uniformly C∞-converges on D;
set the limit to be u;
• u is smooth, strictly convex and satisﬁes the Abreu equation (1.2);
• on ∂Ω
u = ϕ, |∇u| = ∞, w = 0.
We divide the proof into 4 steps. Each subsection consists of one step.
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We ﬁrst give a uniform estimate for maxΩ {u(t)} −minΩ {u(t)}. In the following calculation we will
omit the index (t) to simplify notations. By adding a constant we may assume that maxΩ {ϕ} = 0.
Then u  0. Without loss of generality we can assume that u  ϕ in Ω . In fact, let ϕ′ be a solution of
the following PDE
det
(
ϕ′i j
)= d1/2, in Ω, ϕ′∣∣∂Ω = ϕ|∂Ω.
It is well know that ϕ′ is smooth and strictly convex (cf. [15]). By Lemma 2.1 and the comparison
principle we obtain that u  ϕ′ in Ω .
We show that
Lemma 3.5. There is a constant d4 > 0 independent of t such that |u(t)| d4 .
Proof. We have
−
∫
Ω
K (u − ϕ) =
∫
Ω
∑
U ijwij(u − ϕ) = −
∫
Ω
∑
U ij(u − ϕ)i w j
= −
∫
∂Ω
w
∑
U ij(u − ϕ)iγ j +
∫
Ω
w
∑
U ij(u − ϕ)i j
−
∫
∂Ω
w
∑
U ij(u − ϕ)iγ j + n|Ω|, (3.8)
where γ denotes the unit outward normal vector on ∂Ω . We now calculate the integral∫
∂Ω
w
∑
U ij(u − ϕ)iγ j . For any boundary point ξ , by choosing coordinates, we may assume that
γ = (0, . . . ,0,−1).
We have ∑
U ij(u − ϕ)iγ j = (u − ϕ)nUnn.
Near ξ the boundary ∂Ω can be given by a smooth and strictly convex function
ξn = h(ξ1, . . . , ξn−1)
with
h(0) = 0, ∂h
∂ξk
(0) = 0 ∀k = 1, . . . ,n − 1.
We may write ϕ = u(ξ1, . . . , ξn−1,h(ξ1, . . . , ξn−1)) on the boundary. By a direct calculation we have
ukl = ϕkl + unhkl.
So
Unn = det(ukl)|n−1k,l=1  a
(∣∣∣∣ ∂u∂ξn
∣∣∣∣n−1 + 1), (3.9)
where a is a constant depending on ϕ and h.
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∂ξn
|. By the same argument of Lemma 3.1, det(uij) attains its maximum on the
boundary. Therefore there is a uniform estimate
det(uij)
1
t
.
Let ξ ∈ ∂Ω be an arbitrary point. As ∂Ω is smooth and strictly convex, by an aﬃne transformation
(see [17]) we may assume that u(ξ) = min∂Ω {u}. Moreover, there is a point ξo and a constant R > 0
independent of ξ such that Ω ⊂ Bξo (R), and Ω tangent to Bξo (R) at ξ . Let uˆ be the function deﬁned
by
uˆ = 1
2
n
√
1
t
(|ξ − ξo|2 − R2)+ u(ξ).
We have
det(uij) det(uˆi j), u|∂Ω  uˆ|∂Ω.
By the maximum principle, we have uˆ  u in Ω . As uˆ(ξ) = u(ξ), we get
|∇u| R n
√
1
t
. (3.10)
It follows from (3.8)–(3.10), that we have∣∣∣∣ ∫
∂Ω
w
∑
U ij(u − ϕ)iγ j
∣∣∣∣ C2 (3.11)
for some constant C2 > 0. Therefore
−
∫
Ω
K (u − ϕ) C3
for some constant C3 > 0. Now suppose that |u| attains its maximum at ξˆo . Let Cone(p) be the cone
with base ∂Ω and vertex at p = (ξˆo,u(ξˆo)). As u − ϕ  0 and −K −ko , we have
C3 −
∫
Ω
K (u − ϕ) ko
∫
(ϕ − u).
Therefore
C4 := C3
ko
+
∫
(−ϕ)
∫
(−u) Vol(Cone(p))= 1
n + 1 maxΩ
{|u|}|Ω|.
Hence there is a constant d4 independent of t such that∣∣u(t)∣∣ d4.
We ﬁnish the proof. 
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∣∣∇u(t)∣∣ d4
dist(D, ∂Ω)
.
It follows that there is a convex function u deﬁned in Ω such that for any compact set D ⊂ Ω there
is a subsequence u(ti) converging uniformly on D to u. We denote the graph of u by
M = {(ξ,u(ξ)) ∣∣ ξ ∈ Ω}.
3.2. Step two
In this step, we prove
Lemma 3.6. For any point p = (ξ ,ϕ(ξ)) with ξ ∈ ∂Ω ,∣∣∇u(t)∣∣(p) → ∞
as t → 0.
Proof. Suppose that there are a point p = (ξ ,ϕ(ξ)), where ξ ∈ ∂Ω , and a subsequence tk such that
limk→∞ |∇u(tk)|(p) = a for some constant a  0. Denote u(k) = u(tk) . u(k) will locally uniformly con-
verge to a convex function u. Set
Ko = 5maxΩ {K }
4d1
.
Since ∂Ω is smooth and strictly convex, by an aﬃne transformation (see [17]) we may assume that
• u(k)(ξ) = max
∂Ω
{
u(k)
}= − n
Ko
tk, ξ = (0, . . . ,0),
• the equation of the tangent hyperplane of ∂Ω at ξ is ξ1 = 0 and Ω ⊂ {ξ1 > 0}.
Let (c, r) be a domain deﬁned by
(c, r) = {(ξ1, . . . , ξn) ∣∣ c(ξ22 + · · · + ξ2n )< ξ1 < r}.
Since ∂Ω is smooth, we may choose some constant c and small r (depending on Ω) so that
(c, r) ⊂ Ω . Then u(k) < 0 and there is a constant b > 0 such that for any small 
 > 0∣∣u(k)∣∣ bξ1 (3.12)
on the part {ξ1  
} ∩ (c, r) for large k. Denote the graph of u(k) by
M(k) = {(ξ,u(k)(ξ)) ∣∣ ξ ∈ Ω}.
We have
∑
U (k)i j
[
w(k) + Ko
n
u(k)
]
i j
= −K + Ko det
(
u(k)i j
)
 0 in Ω,
w(k) + Ko u(k)  0 on ∂Ω,
n
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−w(k)  Ko
n
u(k) on Ω,
i.e.,
w(k)  Ko
n
∣∣u(k)∣∣ in Ω.
Then
det
(
u(k)i j
)
 n
bKoξ1
(3.13)
on {ξ1  
} ∩ (c, r) for k large enough. We construct a new function uˆ as follows. We deﬁne uˆ in
(c, r):
uˆ = −(ξ1 − c(ξ22 + · · · + ξ2n ))(− log ξ1)α + ξ1(− log r)α,
where α > 0 is a small positive number. It is easy to check that
uˆ(ξ) = 0,
uˆ  u(k) on ∂(c, r) ∩ {ξ1  
},
∂ uˆ
∂ξ1
= −(− log ξ1)α + (− log r)α + α
(− log ξ1)1−α −
αc(ξ22 + · · · + ξ2n )
(− log ξ1)1−αξ1 . (3.14)
We now calculate det(uˆi j): Let ξ = (ξ1, ξ2, . . . , ξn) ∈ . By taking an orthogonal transformation we
may assume that ξ = (ξ1, ξ2,0, . . . ,0). By a direct calculation we have, at ξ ,
uˆ11 = α
(− log ξ1)1−αξ1 + α
cξ22
(− log ξ1)1−αξ21
+ α(1− α)
(− log ξ1)2−αξ1 − α(1− α)
cξ22
(− log ξ1)2−αξ21
,
uˆ12 = uˆ21 = − 2cαξ2
(− log ξ1)1−αξ1 ,
uˆkk = 2c(− log ξ1)α ∀k 2, uˆi j = 0 for other cases.
We choose α = 12(n+1) . Obviously, (uˆi j) is positive deﬁnite for ξ1 < e−1, and
det(uˆi j)
α(2c)n−1
(− log ξ1)1−nαξ1 . (3.15)
It is easy to see that
det
(
u(k)i j
)
 det
(
uˆ(k)i j
)
on (c, r) ∩ {ξ1  
}
for k large enough. By the maximum principle, we have
uˆ  u(k) on (c, r) ∩ {ξ1  
}.
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uˆ  u in (c, r). (3.16)
From (3.12), (3.14) and (3.16) we get a contradiction. The lemma is proved. 
Using the same method we can also prove
Lemma 3.7. For any point ξ ∈ Ω and any support hyperplane H of M at p = (ξ,u(ξ)), dist(H, ∂M) > 0.
Denote by f (t)(x) the Legendre transformation functions of u(t) . For any large R > 0, by Lemma 3.6,
there is a t0 > 0 such that f (t) is deﬁned on the disk B0(R) for 0< t < t0. Since |∇ f (t)| are uniformly
bounded by diam(Ω), there is a subsequence f (ti) converging to a convex function f deﬁned on
B0(R). Let R → ∞. By choosing subsequences we conclude that there exists a convex function f
deﬁned on whole Rn such that f (t) locally uniformly converges to f .
3.3. Step three
We ﬁrst prove
Lemma 3.8.We assert that:
• For any point ξ ∈ Ω and any support hyperplane H of M at p = (ξ,u(ξ))
dim(M ∩ H) n − 1;
• For any point ξ ∈ Ω and any ball Bξ (δ′) ⊂ Ω with radius δ′ around ξ , there exists a point ξo ∈ Bξ (δ′)
such that u has second derivatives and is strictly convex at ξo .
Proof. The ﬁrst claim follows from the weak continuity of Monge–Ampère measure. We prove the
second one. Since u is convex, it has second order derivatives almost everywhere. Let G ⊂ Bξ (δ′) be
the set where u has second order derivatives. Then |Bξ (δ′)−G| = 0. Let O be an open subset of Bξ (δ′)
such that Bξ (δ′) − G ⊂ O with |O | 
′ . We choose 
′ so small that |Bξ (δ′) − O | > 12 |Bξ (δ′)|. By the
weak convergence of the Monge–Ampère measure we have∫
Bξ (δ′)−O
det(ukl) >
1
2
d1
∣∣Bξ (δ′)∣∣. (3.17)
We claim that there exists a point ξo ∈ Bξ (δ′) − O such that
det(ukl)
(
ξo
)
 d1|Bξ (δ
′)|
2|Bξ (δ′) − O | .
Otherwise, we would have ∫
Bξ (δ′)−O
det(ukl)
1
2
d1
∣∣Bξ (δ′)∣∣,
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λk  B for all k, where λk denote the eigenvalues of ukl(ξo). Denote by λ1 the least eigenvalue of ukl .
Then
d1
4
<
d1|Bξ (δ′)|
2|Bξ (δ′) − O | < λ1B
n−1,
which implies that u is strictly convex at po . 
Without loss of generality we assume that u has second order derivatives and is strictly convex
at 0, and
u  0, u(0) = 0.
Then there is a positive number a > 0 such that
• ∂M ∩ {ξn+1 = a} = φ,
• ∂M ∩ {ξn+1 = a − 
} = φ for any 
 > 0.
Lemma 3.9. u is smooth and strictly convex in Su(0,a).
Proof. Suppose that u(i) locally uniformly converges to u. Since u is strictly convex at 0, there are a
small positive numbers 
′′ and b′ > 0 such that Su(i) (0, 
′′) is compact and
∑(∂u(i)
∂ξk
)2
 b′ in Su(i)
(
0, 
′′
)
for large i. By Lemma 2.1 and Lemma 2.2 we have uniform estimates for det(u(i)kl ) on Su(i) (0,
1
2

′′)
both from above and below. Then we use the Caffarelli–Gutiérrez theory and the Caffarelli–Schauder
estimate to conclude that {u(i)} smoothly converges to u. Therefore, u is a smooth and strictly convex
function in Su(0, 12

′′) and u satisﬁes the Abreu equation S(u) = K .
Let f (i)(x) be the Legendre transformations of u(i) . Then f (i) locally uniformly converge to a convex
function f (x) deﬁned on the whole Rn . Furthermore, in a neighborhood of 0, f (x) is a smooth strictly
convex function such that its Legrendre transform u satisﬁes the Abreu equation. Denote
M˜(∞) = {(x1, . . . , xn, f (x))}.
By the convexity of f (i) there is a constant b′′ > 0 such that∑
x2k
(1+ f (i))2  b
for any i.
Let Γ ⊂ Su(0,a) be the set of points where u is smooth and strictly convex. By the same argument
given above, we know that u(i) smoothly converges to u on Γ and Γ is open. If Γ = Su(0,a), the
lemma is proved. Otherwise, there is a constant c with 0 < c < a such that Su(0, c) ⊂ Γ but Su(0, c)
is not. When this is the case, we choose a point ξ ∈ Su(0, c) \Γ . We may choose a point ξo ∈ Su(0, c)
close to ξ and a small δ > 0 such that
ξ ∈ Su(ξo, δ) ⊂ Su(0,a).
5258 B. Chen et al. / J. Differential Equations 252 (2012) 5235–5259Then we again repeat the above argument to show that u is smooth and strictly convex in the sec-
tion Su(ξo, δ): let uˆ(i) be the normalization of u(i) at ξo; let xˆ = ∂ uˆ(i)/∂ξ and fˆ (i) be the Legendre
transform of uˆ(i); then by Lemma 2.7
|xˆ|2
(d + fˆ (i))2  b.
Then applying Lemma 2.4 we get uniform bounds of det(u(i)i j ) at Suˆ(i) (ξo, δ
′), δ′ < δ for large i;
therefore uˆ(i) , and so u(i) , smoothly converges in this domain. This contradicts the assumption that
ξ /∈ Γ . 
We are going to prove that u is smooth and strict convex in Ω . If not, then there is an open set
U ⊂ U ⊂ Ω such that
• u is smooth and strictly convex in U ;
• there is a point q = (ξ ,u(ξ)), ξ ∈ U , and a line segment L such that q ∈ L ⊂ M .
By Lemma 3.5 for any support hyperplane P of M at q we have dist(∂M, H) > 0. We can choose a
point ξo ∈ U , very close to ξ , and a positive number a1 such that
ξ ∈ Su
(
ξo, P ,
1
2
a1
)
and ∂M ∩ {ξn+1 = u(ξo) + P (ξ − ξo) + b}= φ
for any b a1, where (P ,−1) is the normal vector of M at (ξo,u(ξo)) and
Su
(
ξo, P ,
1
2
a1
)
:=
{
ξ ∈ Ω
∣∣∣ u(ξ) < u(ξo) + P (ξ − ξo) + 1
2
a1
}
.
By Lemma 3.9, we know that u is smooth and strictly convex in Su(ξo,a1), we get a contradiction. It
follows that u is smooth and strictly convex in Ω .
3.4. Step four
Since u is smooth and strictly convex in Ω , it can be extended over ∂Ω . Let ϕ′ be the function.
Then obviously, on ∂Ω , ϕ′  ϕ . We prove that
Lemma 3.10. ϕ′ = ϕ .
Proof. Suppose that there is a point ξ ∈ ∂Ω such that ϕ′(ξ) < ϕ(ξ). Without loss of generality, we
assume that
• ϕ(ξ) = 1, ϕ′(ξ) = 0,
• ξ = (0, . . . ,0), and the equation of the tangent hyperplane of ∂Ω at ξ is ξ1 = 0 and Ω ⊂ {ξ1 > 0},
• restricting to {ξ1  
} ∩ ∂Ω , ϕ′ < 110 .
We construct a function u˜
u˜ = 2u − bξ1 + 1
2
.
By choosing b large, we have u˜ + 13  u(i) on ∂Ω ′ as i large enough, where
Ω ′ := {ξ ∈ Ω | ξ1  
}.
B. Chen et al. / J. Differential Equations 252 (2012) 5235–5259 5259For any positive number δ > 0, let Dδ = {ξ ∈ Ω ′ | dist(ξ, ∂Ω ′)  δ}. Then for δ small enough and i
large enough we have
u˜ < u(i) on ∂Dδ,
det(u˜kl) > det
(
u(i)kl
)
.
It follows that u(i)  u˜ on Dδ . Letting δ → 0, i → ∞ we get u˜  u in Ω ′ . But u˜(ξ) = 12 > ϕ′(ξ), and
both u˜ and u are smooth in the interior of Ω ′ , we get a contradiction. So ϕ′ = ϕ on ∂Ω . The claim
w = 0 on ∂Ω follows from Lemma 2.11. The claim |∇u| = ∞ follows from the fact that f is deﬁned
on the whole Rn . 
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