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This thesis explores the feasibility 
of combining transcranial magnetic 
stimulation (TMS) and electroen-
cephalography (EEG) for the exami-
nation of the cortical excitability and 
connectivity of the human cerebral 
cortex, both in healthy and patho-
logical condition. It addresses some 
issues crucial for a better elucida-
tion of the mechanisms underlying 
human brain neuroplasticity. Taken 
together, the findings presented in 
this thesis are important for the 
adoption of the TMS and TMS-EEG 
co-registration techniques as a 
tool for basic neurophysiological 
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feasibility  of  combining  transcranial  magnetic  stimulation  (TMS)  and 
electroencephalography  (EEG)  for  the  examination  of  the  cortical  excitability  and 
connectivity of  the human  cerebral  cortex, both  in healthy and pathological  condition.  It 
addresses some issues crucial for a better elucidation of the mechanisms underlying human 
brain neuroplasticity. The series of studies clearly demonstrated that TMS ‐with or without 
EEG‐  is a  sensitive and objective measure of  the effect of different kinds of non‐invasive 
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tutkittiin  transkraniaalisen  magneettistimulaation  (TMS)  ja  siihen  yhdistetyn 
aivosähkökäyrän  (EEG)  soveltuvuutta  aivokuoren  ärtyvyyden  ja  eri  aivokuorialuiden 
välisten  toiminnallisten  yhteyksien  tutkimisessa.  Tutkimus  toi  uutta  tietoa  aivokuoren 
muovautuvuudesta. Tulokset osoittavat,  että TMS –  joko yhdistettynä EEG:hen  tai  ilman 
sitä  ‐ mittaa  hyvin  aivokuoren  toiminnallisia muutoksia.  Lisäksi  tulokset  osoittivat,  että 
TMS  ja  TMS‐EEG  kuvaavat  hyvin  aivokuoren  ärtyvyyttä,  toiminnallisia  yhteyksiä  ja 
toiminnan muutoksia  niin  terveillä  koehenkilöillä  kuin  neurologisilla  potilaillakin  (tässä 
tutkimuksessa Alzheimerin  tautia  sairastavat  potilaat). Menetelmää  voi  käyttää  yhdessä 
neuropsykologisten  ja  kuvantamistutkimusten  kanssa,  kun  arvioidaan  sairauden 
etenemistä.  Lisäksi  TMS:  n  avulla  voi  arvioida  lääkevastetta.  Väitöskirjatyön  tulokset 


















field  of  the  neuroscience which  began  in  1999 when,  as  a  young  and  inexpert medical 
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μV  microVolt    GMFP Global Mean‐Field Power 
ACh  Acetylcholine    Hz Hertz 
AChEIs  Acetylcholinesterase Inibitors    IADL Instrumental Activities of 
DailyLiving  
AD  Alzheimer’s Disease    ICF Intracortical Facilitation 





ANOVA  Analysis of Variance    ITC  Intertrial Coherence 
Aβ  β‐amyloid    kHz kilo Hertz 
c/s  cicle/second    kΩ kilo Ohm 
CB1  Cannabinoid type 1 receptor    LTD Long‐Term Depression 
CDR  Clinical Dementia Rating    LTP Long‐Term Potentiation 
CoG  Center of Gravity    M1 Primary Motor Cortex 
CSP  Cortical Silent Period    MANOVA Multivariate Analysis of 
Variance 
dB  decibel    MEG Magnetoencephalography 
DTI  Diffusion Tensor Imaging    MEP Motor Evoked Potential 
ECD  Extensor Digitorum Communis    mGluR metabotropic Glutamate 
Receptor 
EEG  Electroencephalography    mm millimetre 
EMF  Electromagnetic Field    MMSE Mini Mental State Examination
EMG  Electromyography    MR Magnetic Resonance 




















GABA  Gamma‐Aminobutyric Acid    OP Opponent Pollicis 














































changing  its organization structurally and/or functionally throughout  life  in order to cope 
with  normal  and  abnormal  experiences  and  inputs  from  the  surrounding  world.  This 
capacity, named neuroplasticity, has been extensively  investigated  in the  last few decades 
not only because it supports several brain functions including cognitive processes, but also 
because  of  its  potential  therapeutic  applications  in  neuropsychiatric  disorders.  The 
examination of neuroplasticity was initially possible only on animal preparations while the 
recent development of advanced  technologies allows nowadays non‐invasive exploration 
on  the  living  human  brains.  Among  the  tools  currently  available  to  neuroscientists 
Transcranial Magnetic Stimulation (TMS) is a non‐invasive and painless technique that has 
opened up  completely  new  and  fascinating  avenues  to  study,  induce  or manipulate  the 
mechanisms underlying plasticity of the human brain. 




system  lesion. Secondly, TMS can  interfere with  the brain activity,  inducing  short‐lasting 
‘virtual  lesions’  which  may  directly  test  ‘in  vivo’  the  functional  relevance  and  the 
connectivity of several brain cortices (Oliveri et al., 1999; Oliveri et al., 2000a; Oliveri et al., 
2000b; Friston  et  al.,  2003; Ziemann  et  al.,  2008). Thirdly, TMS  can manipulate  the brain 
plasticity,  inducing  by  itself  changes  in  excitability  and  connectivity  of  the  stimulated 
cortex  which  might  be  used  therapeutically  in  neurological  and  psychiatric  diseases 





neurons with higher probability  than direct  excitation  (Amassian and Cracco, 1987). The 
volley  along  the  corticospinal  pathway  can  elicit  electromyographic  (EMG)  responses, 
termed motor evoked potentials (MEPs),  in the target muscles contra‐lateral to the side of 
the  stimulation  (Hallett,  2000).  Even  though  MEPs  are  used  routinely  in  research  and 
sometimes  in  clinical  settings  to  study  the motor  cortex  excitability,  a proper  evaluation 
should  clearly  differentiate  between  the  indices  of  the  overall  excitability  of  the 




their  separation  very difficult. Amplitudes  and  latencies  of MEPs  are  in  fact parameters 








and  each of  these paradigms has  contributed  to  clarify  some aspects of  the  corticospinal 
physiopathology (Ziemann, 1999). The results of Studies I‐II‐IV of this thesis complement 









network of neuronal connections  is  in  fact engaged when TMS‐evoked activation extends 
from a stimulation site to other parts of the brain, and the summation of synaptic potentials 
produces deflections in scalp EEG signals, starting few milliseconds after the stimulus and 
lasting  about  300 ms,  first  in  the  form of  rapid oscillations  and  then  as  lower‐frequency 
waves  (Ilmoniemi  et  al.,  1997).  The  amplitude,  latency,  and  scalp  topography  of  single 
pulse TMS‐evoked EEG  responses have been  clearly described  (Komssi  et al.,  2004). The 
characteristics of  these  responses are  thought  to depend on  the  stimulation  intensity and 
functional  state of  the  stimulated  cortex as well as  the overall brain  (Komssi et al., 2004; 
Siebner et al., 2009). It has been suggested that the very first part of the TMS evoked EEG 
response reflects the excitability ‐that is the functional state‐ of the stimulated cortex while 




and V  of  this  thesis  complement  these  findings  by  adding  new  insight  into  previously 
delineated functional behaviour of human brain as investigated by EEG oscillations evoked 
by  TMS  on M1.  In  fact,  two  further  early  responses  ‐N7  and  P13‐ were  observed  and 




the  evaluation  of M1  excitability  and  connectivity,  addressing  some  crucial  issues  for  a 








2 Review  of  the  literature:  basic  principles  of  human 
brain excitability, connectivity and plasticity  
 




experiences and  inputs  from  the surrounding as well as  from  the  ‘interior’ environments. 
While  the  developing  nervous  system  seems  more  capable  of  modifications,  dynamic 
plastic changes can be documented in the adult nervous system as well. The adult central 






networks  in  the  brain  to  perceive,  adapt  and  respond  to  new  information,  sensory 
stimulation,  development,  damage  or  dysfunction,  allowing  short‐term  to  long‐lasting 
changes  in  their  connections  and  behaviour  (Pascual‐Leone  et  al.,  1998; Rossini  and Dal 
Forno,  2004; Rossini  et  al.,  2003;  Pascual‐Leone  et  al.,  2005). Neuroplasticity  takes  place 
mainly during development when neurons  in  the young brain sprout branches and  form 
synapses. When the brain initiates to process sensory information, some of these synapses 
reinforce, some deteriorate and others, if unused, are even completely removed, a process 
named  ‘synaptic  pruning’  (Pascual‐Leone  et  al.,  1998).  Further  forms  of  neuroplasticity 
work during the life‐span under different circumstances even though sometimes only to a 
limited  extent, underlying  the  acquisition of new  skills,  learning, memory,  adaptation  to 
new contexts and even recovery of function after nervous system injury (Rossini et al., 2010; 
Rossini  et  al.,  2011) when  the  brain  attempts  to  compensate  for  lost  activity  leading  to 
positive but also negative or aberrant  reorganization. Neocortex  is a particularly  relevant 
region  for  plasticity  because  it  accomplishes  sensory,  motor,  and  cognitive  tasks  with 
strong learning components. 
Investigators have made several important improvements towards understanding the 
molecular underpinnings of  these  fundamental plasticity processes and  towards defining 
the  learning  rules  that  manage  their  induction  (Buonomano,  1999).  Since  the  1970s 
neuroplasticity  has  gained  wide  acceptance  throughout  the  scientific  community  as  a 
essential property of the brain and plastic changes of synapses, neurons, neuronal circuits 
and  networks  have  been  even  directly  observed  thanks  to  the  development  of modern 











Most of  the  studies about neural plasticity  focus on  functional plasticity, particularly on 
Hebbian‐like  long‐term  synaptic potentiation and depression  (respectively LTP and LTD; 
Hebb, 1949;  for reviews see Malenka and Bear, 2004; Raymond, 2007; Massey and Bashir, 
2007).  In  functional plasticity  synapses and  synaptic  strengths are  considered as variable 
amplification  factors within  a hardwired network  structure  (Butz  et  al.,  2009). However, 
functional  plasticity  can  be  expressed  through  synaptic  (Bliss  and  Collingridge,  1993; 





studies  tend  to  integrate  these  mechanisms  at  least  in  part,  supporting  the  idea  that 
homeostatic  excitability  mechanisms  are  invoked  to  ensure  that  neurons  continually 





connectivity among neurons, modifying  synaptic  connectivity patterns,  synapse numbers 
and  extension,  axonal  and dendritic  branching  patterns,  axonal  fibre densities  and  even 
neuronal numbers. A  large number of structural plasticity mechanisms are known, many 
recently  discovered  (Kim  and  Linden,  2007;  Sjöström  et  al.,  2008). Very  rapid  structural 
changes  (hours  to  days)  occur  continuously  at  the  level  of  spines  and  synapses;  spine 
formation  and  retraction  are  associated  with  synapses  formation  and  elimination 
(Trachtenberg  et al.,  2002; Holtmaat  et al., 2005; Florence  et al., 1998; Kleim  et al.,  1996). 
Thus,  rapid  synapses  formation  and  elimination  may  contribute  to  rapid  experience‐
dependent plasticity. In contrast, large‐scale structural changes involve macroscopic axonal 
projections including thalamocortical and horizontal, cross‐columnar axons and, to a lesser 
extent,  dendrites  (reviewed  in  Fox  and  Wong,  2005;  Broser  et  al.,  2008).  These  are 




2.2 TYPES AND MECHANISMS OF PLASTICITY 
 













both  in vivo and  in vitro. These  include multiple  forms of LTP and LTD  (Sjöström et al., 
2008),  non‐Hebbian  plasticity,  including  homeostatic  synaptic  scaling  and metaplasticity 
(Abraham  and  Bear,  1996;  Turrigiano  and Nelson,  2004),  active modulation  of  intrinsic 
cellular excitability and plasticity of gamma‐aminobutyric acid circuits (GABAergic circuits; 
Foeller  and  Feldman,  2004;  Hensch,  2005).  Moreover,  in  vivo  time‐lapse  imaging  has 













LTP  has  been  proposed  to  underlie  use‐dependent  and  temporal  correlation‐
dependent  strengthening of  sensory  responses  in young brains,  reinforcement‐dependent 
strengthening  of  responses  in  adult  brains,  and  strengthening  of  spared  inputs  during 
deprivation‐induced plasticity. Many neocortical excitatory synapses exhibit LTP (Feldman, 
2009).  Cortical  LTP  is  most  often  classical  NMDA‐LTP.  In  NMDA‐LTP,  calcium  from 
postsynaptic NMDA  receptors  and  other  sources  activates  kinases which  drive  specific 
AMPA  receptor  phosphorylation,  insertion  of  GluR1‐containing  AMPA  receptors  into 




increase  in  release probability, which alters  short‐term  synaptic dynamics  (Markram and 
Tsodyks, 1996; Buonomano, 1999; Eder et al., 2002). 
Additional  forms of LTP may also occur  (Daw et al., 2004). NMDA‐LTP  is  strongly 
implicated  in activity and use‐dependent  strengthening of  cortical  synapses during  early 










initially  labile  and  sensitive  to  disruption  by  a  variety  of  interfering  events  and  agents 
(Huang et al., 2001). Such  reversal of synaptic strength  from  the potentiated state  to pre‐
LTP  levels  has  been  termed  depotentiation  (Huang  et  al.,  2001)  and  may  provide  a 
mechanism  of  preventing  the  saturation  of  the  synaptic  potentiation  and  increase  the 
efficacy  and  the  capacity  of  the  information  storage  of  the  neuronal  networks. 
Depotentiation of LTP is effectively induced by low‐frequency afferent stimulation (<5 Hz), 
application  of  adenosine  receptor  agonists,  brief  periods  of  hypoxia  and  brief  cooling 
shocks.  The  examples  of  depotentiation  described  to  date  are  input  specific  and  not 
differently  expressed  during  development.  The  mechanisms  responsible  for  this 
phenomenon  remain  to be  fully characterized, although  some possibilities are dependent 





LTD  implements  use‐dependent,  homosynaptic  and  heterosynaptic weakening  and 
therefore may mediate response depression to deprived inputs. Multiple forms of LTD exist 
and  may  have  different  roles  in  plasticity  (for  review  see  Feldman,  2009).  In  NMDA 
receptor‐dependent  LTD  (NMDA‐LTD),  calcium  from  postsynaptic  NMDA  receptors 
activates protein phosphatises, leading to dephosphorylation of specific sites on the AMPA 
receptor  GluR1  subunit  and  internalization  of  synaptic AMPA  receptors.  In  the  cortex, 
NMDA‐LTD (defined as NMDA receptor involvement and AMPA receptor internalization) 
has been  clearly observed widely  (Feldman, 2009). A  second major  form  is metabotropic 
glutamate receptor‐dependent LTD (mGluR‐LTD), of which several subforms exist (Egger 
et al., 1999, Renger et al., 2002). A  third  form of LTD  involves  cannabinoid  type 1  (CB1) 
receptors  (Chevaleyre  et  al.,  2006).  CB1‐LTD  is  independent  of  post‐synaptic  NMDA 
receptors  but may  require  presynaptic NMDA  receptors,  is  able  to  drive  a  long‐lasting 












McKernan  and  Shinnick‐Gallagher,  1997;  Huber  et  al.,  2008;  Feldman,  2009).  Which 
learning rules are most relevant in vivo, and which spike train patterns or other aspects of 
neural  activity  trigger  experience‐dependent  plasticity  in  vivo,  remain  largely  unknown 
(Feldman,  2009).  One  learning  rule  that  appears  to mediate  some  types  of  experience‐
dependent  plasticity  in  vivo  is  spike  timing‐dependent  plasticity  (STDP),  in which  the 
temporal  sequence  and  interval between pre  and postsynaptic  spikes drive plasticity.  In 
classical STDP, pre‐leading post‐firing (0‐20 ms interval) drives LTP, and post‐leading‐pre 
firing  (0  to 20‐50 ms  interval) drives LTD. Although STDP rules vary considerably across 
synapses and physiological states, STDP occurs at many neocortical synapses  in vitro and 
can be induced experimentally in vivo by pairing sensory stimulation with precisely timed 








Nelson,  2004). Metaplasticity  is  the  experience‐dependent  changes  in  synaptic  plasticity 
rules themselves (Abraham and Bear, 1996; Ziemann and Siebner, 2008; Jung and Ziemann, 
2009)  as  the  ability  of  future  stimuli  to  drive  LTP  and  LTD  is modified  by  experience 
dependent alterations in inhibitory tone, dendritic excitability, NMDA receptor function, or 




a  uniform,  multiplicative  decrease  (or  increase)  in  excitatory  synapse  strength,  termed 
homeostatic synaptic scaling. Synaptic scaling is mediated by multiple cellular mechanisms 




suggest  that  glial  cells,  which  detect mean  local  network  activity,  trigger  one  form  of 
synaptic  scaling  in  the hippocampus  and  visual  cortex  by  secreting  the  cytokine  tumor‐
necrosis factor‐α (TNF‐α) (Stellwagen and Malenka, 2006; Kaneko et al., 2008). Homeostatic 









Although most  research  has  focused  on  excitatory  synapses  and  circuits  as  loci  for 
cortical  plasticity,  recent  findings  demonstrate  that  GABAergic  inhibitory  neurons  and 
circuits  play  several  important  roles  in  sensory map  plasticity  because  they  are  highly 
plastic (Feldman, 2009). A major discovery in recent decades was that maturation of specific 





show  strong  homeostatic  plasticity  being  able  to  modifying  levels  of  GABA,  GABA 
receptors, as well as  to decrease or  increase cortical activity  in response  to over or down‐
stimulation. These  changes  are  appropriate  to preserve both  overall  cortical  activity  and 





The  possibility  of  determining  changes  in  the  synaptic wiring  scheme  of  a  neural 
network  which  is  deleting  and/or  forming  new  synapses  (Wolff  et  al.,  1993)  was  first 
observed by lesion experiments in adult rat brains in the late 1960s (Raisman, 1969). It was 
then seen that structural plasticity offers pathways of rearranging connectivity that would 
not  be  possible  by  functional  plasticity  alone  (Butz  et  al.,  2009).  The  aspect  that  adds  a 
fundamental new dimension to structural plasticity is synaptic rewiring: when a synapse is 
destroyed due to the loss of its pre ‐ or postsynaptic element, synaptic rewiring can occur 
by  joining  the  remaining synaptic counterpart with an unengaged synaptic element  from 
another neuron (Butz et al., 2009). Thus, the formation of a synapse between two neurons 
by  synaptic  rewiring  depends  on  the  breaking  of  a  synapse  between  another  pair  of 
neurons. Therefore,  synaptic  rewiring  involves at  least  three neurons  (Feldman, 2009).  In 
contrast, functional plasticity typically involves just two neurons, since it depends only on 
the  levels of activity  in  the pre‐ and postsynaptic cells of  the synaptic connection. From a 
theoretical  point  of  view,  structural  plasticity  therefore  allows more  complex  rules  for 
changing  connectivity  than  functional plasticity  (Feldman, 2009).  In  experimental  studies 
synaptic rewiring  is particularly relevant  in  the context of adult neurogenesis  (Butz et al., 





of  functional plasticity.  It  is  likely  that  the  imbedding of young neurons depends on  the 
synaptic availability of pre‐existing neurons  in a supply‐and‐demand  fashion  (Toni et al., 
1999).  Synaptic  rewiring  may  therefore  substantially  contribute  to  the  correct  synaptic 




stroke  (Nudo,  2007).  Intriguingly  it  can  be  shown  that  synaptic  rewiring  contributes  to 
homeostasis of neuronal and network activity (Butz et al., 2006; Helias et al., 2008; Butz et 
al., 2009).  It should also be noted  that chemical neurotransmitters have a strategic role  in 
this frame both as neurotrophic factors and mediators of the bioelectrical activity, initiating 





dendritic  or  axonal  branches,  it  is  clear  that  this  way  could  lead  to  the  key  for 
understanding the role of adult neurogenesis in cortical plasticity. But, there remains a gap 
between  in  vivo  observations  at  the  single  cell  level  and  studies  revealing  structural 
plasticity  at  the  network  level.  This  gap  might  be  bridged  by  novel  computational 
modelling  approaches  for  structural  plasticity  that  implement  rules  for  structural 
modifications at the cell level and then compute the network dynamics over time (Butz and 
Teuchert‐Noodt,  2006).  Clearly  not  only  for  experimentalists,  but  also  for  theoreticians, 
structural  plasticity  raises  a  wealth  of  interesting  issues,  and  also  offers  potential 





2.3 PRINCIPLES OF BRAIN CONNECTIVITY 
 
When  applied  to  the  brain,  the  term  connectivity  alludes  to  many  different  but 
interrelated aspects of brain organization (Horwitz, 2003); two potential principles behind it 
are segregation and integration (Tononi et al., 1994). Segregation concerns the existence of 
specialized neurons organized  into distinct neuronal assemblies and grouped  together  to 
form  segregated  cortical  areas.  The  complementary  principle,  integration,  refers  to  the 
coordinated  activation  of  distributed  neuronal  assemblies,  enabling  the  development  of 
coherent cognitive and behavioural states. The  interplay of segregation and  integration  in 
brain  networks  generates  information  that  is  concurrently  highly  diversified  and  highly 
integrated, thus creating patterns of high complexity (Sporns et al., 2004; Sporns, 2011).  
In general  terms connectivity can be studied on many spatial and  temporal scales as 






from  the  functional  connectivity  based  on  the  existence  of  active  synapses  with  an 
instantaneous  spiking pattern,  to  the genetically outlined macroscopic  structure of white 
matter  connections  throughout  the  brain,  which  can  be  changed  on  a  time‐scale  of 
generations  (Friston  et  al.,  2003).  In  complexity  these  levels  include  individual  synaptic 
connections  that  link  single  neurons  at  the  microscale,  networks  connecting  neuronal 
assemblies  in  local  circuits  (i.e.  cortical  columns)  at  the mesoscale,  as well  as  large  scale 
inter‐regional brain connections or functional coupling at the macroscale. The accessibility 
of  measurements  of  connectivity  on  these  different  scales  is  driven  by  the  available 
measurements  (electrophysiological,  metabolic  or  structural  imaging)  and  analysis 
methods.  Today,  these measurements  and methods  still  do  not  provide  comprehensive 
information  but  at  least  allow  for  some  conclusions  and may  be  sufficient  to  speculate 
about  specific  features  (Friston  et al., 2003). On  this basis mainly  three different  types of 
connectivity can be recognized: anatomical, functional, and effective connectivity.  
Anatomical  connectivity  refers  to  a  network  of  synaptic  connections  linking  sets  of 
neurons or neuronal elements, as well as  their associated structural biophysical attributes 
condensed  in  parameters  such  as  synaptic  strength  or  effectiveness  (Sporns  et  al.,  2004; 
Sporns, 2011). As the physical substrate at which all neural information processes happen, 
it defines the ‘functional connectivity space’ thus providing plausible biological boundaries 
for  theories  and  inferences  about  neural  interactions  when  analysing  functional 
neuroimaging data and developing computer simulations (Lee et al., 2003). That is, because 
the  structural/anatomical  input/output  connections  of  a  given  brain  region  are  the main 
constraints  for  its  functional properties,  the  structural brain  connectivity does not  rigidly 
determine  neural  interactions  but  acts  as  a  dynamic  support  that  reduces  the 
dimensionality of the neural state space. Meanwhile, functional  interactions (increasing or 
decreasing)  contribute  to  modify  the  underlying  structural/anatomical  substrate  by 
modifying  the  synaptic  connections  (enlarging,  forming  new  synapses,  pruning  pre‐
existing  synapses.  In  highly  evolved  nervous  systems,  as  the  human  one,  within  this 
reduced  low dimensional  space, neural dynamics  remain  fluid, variable  and  sensitive  to 
dynamic perturbations  (Sporns, 2011):  the  concept of human  connectome  is growing up  in 
strict analogy with the genome one. In the human brain the connectome concept is strongly 
based on  the evidence  that neuronal populations  interact  to each other by means of  their 
connections as well as of their temporal related dynamics. This is particularly evident when 
considering the innumerable brain dynamic states, which vary instantly and continuously 
on  the  basis  of  changing  sensory  inputs  from  the  internal  and  external  environment 
(Sporns, 2011). 
According  to  the  principles  of  segregation  and  integration  (Tononi  et  al.,  1994),  in 
human  nervous  systems,  brain  anatomical  connections  are  both  specific  and  variable. 
Specificity  is  found  in  the  arrangement  of  individual  synaptic  connections  between 
morphologically and physiologically different neuronal types, in the organization of axonal 





single  neurons,  as  well  as  in  the  size,  placement  and  interconnection  of  large‐scale 
structures;  variability  can  be  evaluated  between  corresponding  structures  in  brains  of 
individuals  of  the  same  species. Moreover, neural  structures within  the  same  individual 
vary  across  time,  as  a  result  of  experience, development,  aging  and  so  on.  It may  seem 
obvious  that  the  function  of  a  network  is  critically  dependent  on  the  pattern  of  its 
interconnections and  that anatomical variability  is one of  the main  sources  for  functional 
variability, expressed in neural dynamics and behavioural performance (Sporns et al., 2004; 
Sporns, 2011). However comprehensive data of anatomical connectivity  is still scarce and 
difficult  to  obtain.  Nowadays  achieving  a  detailed  map  of  all  the  neurons  and  their 
interconnections  in  a  mammalian  brain  is  simply  out  of  technological  reach  and  only 
invasive  tracing  studies  are  capable  of  unanimously  demonstrating  direct  axonal 
connections. By contrast, diffusion weighted imaging techniques, such as Diffusion Tensor 
magnetic  Imaging  (DTI),  have  an  inadequate  spatial  resolution,  being  difficult  to 
discriminate between crossing and closely running parallel fibres, but are valuable as whole 
brain  in vivo markers of  temporal  changes  in  fibre  tracts anatomy and help  to obtain an 
initial ‘draft’ of the human large‐scale anatomical connectivity (Sporns et al., 2004; Sporns, 
2011).  
When evaluating  functional  integration  in neuronal  systems,  functional  connectivity 
and effective connectivity have  to be  taken  in account. While  functional connectivity only 
describes  statistical dependencies between  spatially  segregated neuronal  events,  effective 
connectivity  rests  on  a mechanistic model  of  how  the  data were  caused.  In  this  frame, 
functional  connectivity  is defined  as  the  ‘temporal  correlations  between  spatially  remote 
neurophysiological events’ (Friston et al., 2003), whereas effective connectivity is defined as 
‘the  influence  that  one  neural  system  exerts  over  another  either  directly  or  indirectly’ 
(Friston  et  al.,  2003)  and  requires  a  causal  or  a‐causal  model,  in  which  regions  and 
connections  of  interest  are  specified  and  often  constrained  by  a  combination  of 
neuroanatomical, neuropsychological, and functional neuroimaging data (Lee et al., 2003).  
Functional connectivity mainly  represents a statistical concept being based upon  the 
patterned deviation  from  the statistical  independence between distributed neuronal units, 
often spatially remote each other. Eventual statistical interdependence can be measured on 
the  basis  of  correlation  or  covariance  or  phase‐locking. Differently  from  the  anatomical 
connectivity,  this  type  is  strictly  time‐dependent. Physiological  recordings with multiple 
electrodes have  in  fact  revealed  that distant neurons  can  synchronize  and neuroimaging 
studies have extensively reported the co‐activation of distant brain regions under different 











described  the  causative  interrelations between  two neuronal  systems  (Sporns et al., 2004; 
Sporns,  2011).  Several  techniques  have  been  used  so  far  to  study  effective  connectivity: 
between  them  functional  Magnetic  Resonance  Imaging  (fMRI),  electroencephalography 
(EEG), Transcranial Magnetic Stimulation (TMS) and Magnetoencephalography (MEG) are 
the most widely used. Because temporal correlations between neurophysiological events in 
distinct neural systems  (functional connectivity) may or may not be due  to  the effect  that 
one neural system exercises over another (effective connectivity), two possible methods of 
inferring effective  connectivity  can be  considered  (temporal precedence and perturbation 
studies; for review see Lee et al., 2003).  
The  first method, according  to  the  ‘temporal precedence’ principle, considers  that:  if 
activity in area 1 occurs prior to activity in area 2, then activity in 1 might cause activity in 2 






a  temporal  resolution  in  the  order  of milliseconds, may  not  provide  a  totally  adequate 
solution since  temporal precedence  is not unequivocally  linked  to causality. However  the 
time‐series  causality  analysis methods,  such  as Granger  causality  or  transfer  entropy,  to 
these kinds  of data  seem  to  resolve  this point. Granger  causality,  for  example, has been 
used  both  to  EEG  as  well  as  fMRI  time  series  and  has  given  clear  information  about 
directed  interactions between neural networks  in  the course of behavioural and cognitive 
tasks. The covariance modelling has permitted the recognition of substantial differences in 
effective  connectivity  between  a  given  set  of  brain  regions  in  different  cognitive  tasks 
(Brovelli et al., 2004).  
The  other  way  of  inferring  causality  encompasses  the  principle  of  perturbing  the 
system;  the  majority  of  functional  neuroimaging  experiments  involve  experimental 
manipulations  of  neural  activation  (i.e.,  perturbations),  in  the  form  of  stimuli,  be  they 
visual,  auditory,  psychological,  and  so  on.  There  are  two  important  benefits  of  using 
perturbation studies;  the  first  is  that  the manipulation  is under unequivocal experimental 
control  and  can  therefore  be  located  exactly  in  time  and  space;  the  second  is  that  it  is 




Some  are  the  advantages  of  such  a  combination:  firstly,  TMS  permits  the  use  of  local 



















2.4 TOWARDS AN INTEGRATED MODEL OF CORTICAL 
EXCITABILITY, CONNECTIVITY AND PLASTICITY  
 
There  is  increasing  evidence  supporting  the  notion  that  brain  plasticity  consists  of 
distinct functional and structural components, each involving multiple cellular mechanisms 
working  at  distinct  synaptic  loci,  time  scales  and  developmental  stages  in  a  frame  of 
complexity which  presents  a  tremendous  scientific  challenge  (Feldman,  2009). Available 
data have begun to identify mechanisms that mediate both components: a common theme 
is that rapid, homosynaptic, functional components of plasticity involve Hebbian LTP and 
LTD  at  cortical  synapses,  whereas  slower,  homeostatic  or  competitive  functional 
components  of  plasticity  are  likely  to  involve  homeostatic  cellular  mechanisms  and 
metaplasticity.  In  addition  to  these  functional  components,  rapid  experience‐dependent 







Because  spine  plasticity  can  accompany  experimentally‐induced  LTP  and  LTD 
(Alvarez and Sabatini, 2007), one partial model proposes  that experience  first  induces  the 
formation of new  synapses, which  then become  substrates  for  the  functional  selection by 
LTP  and  LTD  in  response  to  subsequent  experience  (Alvarez  and  Sabatini,  2007).  An 
alternative  view  is  that  activity  rapidly  regulates  existing  synapse  strength  via LTP  and 
LTD,  leading  to  formation  and  removal  of  spines  and  synapses  that  effectively  rewire 
cortical microcircuits;  in  turn,  this  rewiring may  lead  to  slower macroscopic  changes  in 
axons and dendrites (Cline and Haas, 2008).  






have  also  been  introduced  in  clinical  settings  by means  of  sensitive  physiological  and 
anatomical  techniques  that have  revealed  a plasticity driven  by many physiological  and 
pathological  conditions, as well as many  similarities and differences across  cortical areas 
and even human subjects.  
It  has  recently  been  hypothesized  that  the  increase  in  cortical  networks  excitability 
(Polania  et  al.,  2010;  Polania  et  al.,  2011),  as  seen  in  several  physiological  and 
neuropsychiatric pathological conditions, most of all in M1 by means of TMS (Ferreri et al., 
2003; Ferreri et al., 2006), could favour the strengthening of existing synapses in a Hebbian 





EEG  provides  us  with  the  possibility  to  directly  and  non‐invasively  probe  the  brainʹs 
instantaneous  state,  excitability  and  time‐resolved  connectivity.  Since  TMS‐EEG  can 
stimulate  and  record  from  the  cerebral  cortex  by‐passing  sensory pathways,  sub‐cortical 
structures and motor pathways, the measurement does not strictly depend on the integrity 
and  status  of  sensory  and motor  systems  and  can  be  applied  to  any  subject  (e.g.,  de‐
afferentated, paralyzed, unconscious)  in many circumstances. More generally,  in a clinical 
context  TMS‐EEG  can  be  used  to  prospectively  track  and monitor  the  excitability  and 








TMS  is  a  non‐invasive  and  painless method  to  stimulate  excitable  tissues with  an 
electric  current  induced  by  an  external  time‐varying magnetic  field  (Rossini  et  al.,  1994; 
Kobayashi and Pascual‐Leone, 2003; Rossini and Rossi, 2007). However, it has potential for 
more sophisticated uses when declined  in different paradigms and applied  together with 
several  kinds  of  neuroimaging  techniques,  such  as  EEG  or  fMRI  (Siebner  et  al.,  2009; 
Ziemann,  2011).  Both  electric  and  magnetic  stimulation  methods  excite  the  biological 
membranes with  electric  current:  the  former  does  it  directly,  the  latter  does  it with  the 









Morton  (Merton and Morton, 1980),  that Barker and colleagues presented  the TMS at  the 
London Congress of the International Federation of Clinical Neurophysiology (IFCN). They 
then demonstrated  that  the stimulation of  the human motor cortex and peripheral nerves 
could be performed by means of a brief but  strong, external  time‐varying magnetic  field 
applied  through  a  wire  coil.  After  stimulation  of  the  corticospinal  tract,  MEPs  can  be 
recorded  by  a  surface  electromyography  from  the  connected muscles  in  an  awake  and 
collaborative subject without causing distress or pain (Rothwell, 1993; Rossini et al., 1994). 
Even  though  the magnetic  pulses  are  considered  to  be  able  to  stimulate  neural  tissues 
through  the  cortically‐induced  electric  field  depolarizing  cell membranes  (Barker  et  al., 
1985),  it  is  important  to acknowledge  that  the actual pathways being  investigated are not 
completely  known.  However,  they  incorporate  the  fastest  conducting  fibers  which 
presumably include the pyramidal tracts (Rossini et al., 1987a; Rossini et al., 1987b). 
The Maxwell’s equations,  formulated by  James Clerk Maxwell  (1865; 1873), describe 
the  behaviour  of  time‐varying  magnetic  fields.  These  equations  summarize  the 
mathematical  consequences  of  the  classical  experiments  of  Faraday, Ampere,  Coulomb, 
Maxwell,  and  others.  The  basic  concept  is  the  principle  of mutual  induction:  electrical 
energy can be transformed into magnetic fields and magnetic fields can be transformed into 




and  is  measured  in  Tesla  (T).  The  magnetic  field  is  oriented  perpendicular  to  the 
stimulating coil and via currently commercially available devices reaches values around 2 
T. The amount of  the current  induced depends on  the strength and  rate of change of  the 
magnetic field and on the number of loops in the secondary coil or, in the case of TMS, the 
anatomical conformation of underlying nerve fibres. The neurons activated depend on the 
size,  shape, orientation,  and  intensity of  the  stimulus waveform  that  is produced by  the 
magnetic  stimulator. Biphasic  stimulus pulses  are more  efficient  in  stimulating  the brain 
than mono‐phasic  pulses,  even when  the  initial  phase  of  the  stimulus  is  the  same  size, 
because the charge transfer is maximal in the swing between the first and second phases of 
a biphasic pulse (Epstein and Davey, 2002). Macroscopically, the locus of activation in the 
brain  seems  to be where  the  induced  field  is maximal. Because  the  total  induced electric 
field  is  strongest  at  the  boundaries  of  any  homogenous  conductor  compartment,  the 
stimulating  effect  of  TMS  in  the  brain  is  thought  to  be  focussed mainly  at  the  cortical 
surface. Neurons with bent or curved axonal processes, passing at right angles to the lines 
of force of the magnetic field, are considered to be the most easily activated. However, the 
precise  brain  structures  stimulated,  and  the  resulting  physiological  effect  of  magnetic 
stimulation, cannot be inferred from the available mathematical models, because the head 
and  brain  are  irregularly  shaped,  inhomogeneous  volume  conductors,  and  because  the 
spatial  orientation  and  anatomical  configuration  of  underlying  nerve  fibres  are  variable 
(Epstein and Davey, 2002). Moreover the electric field induced in the tissue causes the cell 
membranes  to  either depolarize or hyperpolarize;  if  the depolarization of  the membrane 
overcomes  its  threshold, an action potential  is generated. The classical assumption  is  that 





intensities currently used  in commercial available devices, single‐pulse TMS  is  thought  to 




TMS have emerged  (Ziemann, 2004; Hallett, 2011),  the main  technological  innovations of 
the last few years being the repetitive stimulators and the coils for focal stimulation (Hasey, 
1999).  In  fact  a  train  of pulses  seems  to  be  able  to produce deeper  changes  in  neuronal 
activity than those produced by a single pulse. In particular repetitive TMS (rTMS) induces 
longer‐lasting  effects which  continue past  the  initial period  of  stimulation,  increasing  or 
decreasing  the  excitability  of  the  corticospinal  tract  depending  on  the  intensity  of 
stimulation, coil orientation and frequency. The mechanism of these effects is not clear but 
it  is widely  believed  to  reflect modifications  in  synaptic  efficacy  akin  to  LTP  and  LTD 
(Fitzgerald et al., 2006; Esser et al., 2006). 
On the other hand relatively focal cortical activation is achieved by using a figure‐of‐
eight  coil  or  a  double‐cone  coil with  two  loops,  in which  the  current  flows  in  opposite 
directions. The induced electric field peaks at the intersection of the coil windings (virtual 
stimulating  cathode).  Such  coils  generate  a much more  focused magnetic  field  than  the 
original  round  or  teardrop‐shaped  coils. This permits  greater  stimulation precision,  as  a 
smaller  area  of  the  cortex  is  exposed  to  the  most  intense  part  of  the  magnetic  field. 
Commercially available devices can produce magnetic fields of intensity greatly exceeding 
the  threshold  for  the  depolarization  of  neurons,  at  least  in  the  motor  cortex,  and 




Coupled with other devices,  such as  the  electromyography, and declined  in  several 
paradigms, Barker’s  stimulator has  then become  an  significant diagnostic  tool  in  clinical 





As  pointed  out  earlier,  coil  dimension,  shape,  stimulus  intensity,  coil  position  and 
orientation relative to the head determine the volume of brain tissue that can be electrically 
excited  by  transcranially  delivered  magnetic  pulses.  In  theory,  the  reproducibility  of 
phenomena following brain stimulation, both within and between subjects, depends on the 










coil  position.  There  are  some  known  correspondences  between  these  locations  and 
underlying  cerebral  structures  (Homan et al., 1987). However,  these  correspondences are 
somewhat  inconstant  due  to  inter‐subject  anatomical  variability.  In  fact,  individual 
variability in brain anatomy and the functional reorganization that often accompanies brain 
pathologies, add imprecision to navigational systems based on scalp landmarks. 
Magnetic Resonance  Imaging  (MRI) based  stereotactic navigational  techniques have 
been developed by several  laboratories  in recent years. The  level of accuracy afforded by 
these  navigational  techniques makes  it  feasible  to  evaluate  TMS  as  a  tool  for  the  pre‐
surgical  mapping  of  eloquent  cortical  areas  (Krings  et  al.,  2001).  The  navigational 
techniques essentially determine the transformation required between a coordinate system 
based  on  skull  or  scalp  landmarks  and  one  defined  in  terms  of  brain  anatomy.  This  is 
typically  based  on  MRI.  Once  this  transformation  is  identified,  one  can  compute  and 
display  the volume of brain  tissue  that would  receive stimulation given  the position and 
orientation of the coil relative to the head. This minimizes the uncertainty arising from the 
inconsistent  relationship  between  scalp  structures  and  underlying  brain  anatomy.  A 
comparison between guided and unguided stimulation based on the measurement of MEPs 
demonstrated the marked superiority of guided stimulation in being able to revisit specific 






al.,  2008;  Siebner  et  al.,  2009;  Ziemann,  2011  see  also  later)  and  applied  in  several 
paradigms. It can be delivered one stimulus at a time (single‐pulse TMS), in pairs of stimuli 





epidurally  recordable  corticospinal  volleys,  reflecting  the  trans‐synaptic  activation  of 
superficial  cortical  neurons, whose  temporal  summation  at  the  spinal motoneuron  level 
elicits an MEP  in contralateral  target muscles  (Di Lazzaro et al., 2001) consenting  routine 
assessments  of  the  excitability  and  conductivity  of  corticospinal  motor  pathways.  The 
subjective M1  excitability  threshold  is  defined  ‐according  to  international  standardized 









excitability  (Rossini  et  al.,  1994; Hallett,  2000;  Ziemann,  2004).  This  approach  has  been 
extensively used also  in studying causal chronometry  in brain‐behaviour relations and  in 
studying movement physiology in healthy subjects, in patients with neurological disorders, 
and  in  post‐lesional  follow‐up  studies  of  patients  with  plastic  cerebral  reorganization 
(Siebner  and  Rothwell,  2003;  Rothwell,  2007).  Single‐pulse  TMS  can  be  used  for  the 
mapping of motor cortical outputs. Cortical mapping procedures with single TMS pulses 
focally applied on several scalp positions overlying the motor cortex take into account the 
number of cortical sites eliciting MEPs  in a  target muscle and  its  ‘center of gravity’ (CoG; 
Rossini et al., 1994). The  location of  the CoG of  the cortical map corresponds  to  the scalp 
location  at which  the  largest  number  of  the most  excitable  corticospinal  neurons  can  be 
stimulated.  Therefore,  changes  in  the  CoG  should  indicate  true  changes  in  the 
topographical organization of motor cortex representations  (Ferreri et al., 2003; Ferreri et 
al.,  2011b). Other  important measures  in  single‐pulse TMS  studies  include MEP  latency, 
MEP  amplitudes  (at  rest  and  sometimes with  facilitation),  and MEP  recruitment  curves 
(Liepert  et  al.,  1998). Moreover,  all  the measured parameters  from one peripheral  (limb) 
muscle  can  be  measured  in  the  potential  asymmetry  index  when  comparing  right/left 
differences  (see  Rossini  et  al.,  2003).  These  parameters  are  useful  for  tracking  plastic 
changes originating from physiological manipulations,  i.e., changing the sensory feedback 
or during motor  learning  or  secondary  to  a disease process  involving  the motor  system 
(Pascual‐Leone  et  al.,  1995).  Each MEP  recorded  during  a  voluntary  contraction  of  the 





cortical  target using  the  same  coil,  or  to  two different  brain  regions using  two different 
coils.  Paired  pulse  techniques  can  provide  measures  of  intracortical  facilitation  and 
inhibition  and  be used  to  study  cortico‐cortical  interactions.  In  the most  classical paired 
pulse  paradigm  (Kujirai  et  al.,  1993),  it  is  possible  to  test  this  intracortical 







as  well  as  across  different  subjects,  being  only  partly  influenced  by  the  experimental 
conditions (Shimizu et al., 1999; Ferreri et al., 2006). The effect of S1 on the size of control 













1991;  Stefan  et  al.,  2000;  Tokimura  et  al.,  2000).  When  this  phenomenon  refers  to  the 
inhibitory  part  of  the  curve,  it  is  named  short  latency  afferent  inhibition  (SAI),  and,  is 
thought to depend on neural interactions within the cerebral cortex (Tokimura et al., 2000; 
Di  Lazzaro  et  al.,  2004);  the mechanism  could  involve  either  direct  inhibition  of motor 
cortex  from  fast  conducting  afferents,  or  withdrawal  of  tonic  facilitation  from  other 






Besides what  has  been  briefly  presented  above,  TMS  has  potentiality  for  far more 
sophisticated uses when applied together with different kinds of neuroimaging techniques 
(Siebner  et  al.,  2009;  Ziemann,  2011).  For  example,  a  promising  tool  has  recently  been 
introduced  that  permits  the  co‐registration  of  the  EEG  activity  ‐which  has  a  temporal 
resolution  of  a  few  milliseconds‐  during  TMS,  thus  providing  the  possibility  to 
noninvasively  probe  the  brain’s  cortical  excitability  and  time‐resolved  connectivity 
(Ilmoniemi et al., 1997; Virtanen et al., 1999;  Ilmoniemi and Kičić, 2010). This means  that 
combined with EEG, TMS is emerging as a brain research method in which stimulation is 








a  strong  artefact  on  the  recording  system,  known  already  from  studies  with  electrical 
stimuli (Freeman, 1971). It was necessary to overcome this difficulty to allow multichannel 
EEG recordings concurrently with TMS. One method to suppress the stimulus artefact was 
to  use  a  sample‐and‐hold  circuit  able  to  lock  the  EEG  signal  for  several  milliseconds 
immediately  post‐TMS,  as  previously  suggested  by  electrical  stimulation  experiments 




magnetic stimuli, allowed  for  the  first  time  the recording of multichannel EEG activity  in 
response to TMS. With this type of amplifier realised by the BioMag Laboratory (Helsinki 




brain activity was  then  followed between brain areas starting at a  few milliseconds post‐
stimulus.  This  amplifier  has  subsequently  been  further  developed  into  a  commercially 
available product by Nexstim Ltd. (Helsinki, Finland). Lately, some novel TMS‐compatible 
EEG  amplifiers have been described: one with  64  channels, based on  a  sample‐and‐hold 
circuit,  another  with  128  channels,  based  on  a  slow‐rate  limiter  and  finally  a  TMS‐
compatible EEG apparatus  that works  in very high  time‐varying magnetic  fields without 
saturation  and does not make use  of particular devices  to pin  the  amplifier  output  to  a 
constant  level  during  and  after  stimulation  (BrainAmp  MRplus,  BrainProducts  GmbH, 
Munich, Germany; Bonato et al., 2006; Ferreri et al., 2011a). 
Recently, TMS‐EEG studies have started to define the nature of the TMS‐ evoked EEG 
responses  in  order  to  extend  our  understanding  of  the  activation mechanisms  of  TMS; 
moreover  they  have  confirmed  the  potentiality  of  TMS‐EEG  as  a  tool  for  basic  neuro‐
physiological research and possibly for diagnostic purposes.  
The electric currents  induced  in  the brain by TMS can depolarize cell membranes so 
that  voltage‐sensitive  ion  channels  are  opened  and  action  potentials  are  initiated. 
Subsequent  synaptic activations are directly  reflected  in  the EEG  (Ilmoniemi et al., 1997), 
which records a linear projection of the postsynaptic current distribution on the lead fields 
of its measurement channels. EEG is not very sensitive to action potentials because of their 
symmetric  current  distribution  and  short  duration,  so  it  is  believed  that  postsynaptic 
currents generate most of the EEG signals. If the conductivity structure of the head is taken 
into  account,  the EEG  signals  can  be used  to  locate  and  quantify  these  synaptic  current 
distributions  and  to  make  inferences  on  local  excitability  and  area‐to‐area  functional 
connectivity  in  the nervous system  (Komssi et al., 2002; Komssi et al., 2004; Komssi et al., 
2007;  Massimini  et  al.,  2005).  The  initial  TMS‐evoked  response,  although  difficult  to 
measure without artefact contamination, appears to result from the activation of the target 
area whereas later deflections are partially due to activity triggered by axonally‐propagated 
signals. How  the  signals  are  transmitted  depends  strongly  on  the  state  of  the  firing  of 
diffused neuromodulatory  systems  of  the  brain  (Massimini  et  al.,  2005; Kähkönen  et  al., 
2001), and also on  local activation at  the  time of  stimulus delivery  (Ilmoniemi and Kičić, 
2010).  
Understanding of the TMS‐evoked activity that is elicited at sites distant from the TMS 
target can benefit  from knowledge of  the anatomical connectivity of  the brain as seen by 
Diffusion Tensor Imaging (DTI) studies (Ilmoniemi and Kičić, 2010). In contrast to the high 
variability  of  MEPs,  the  TMS‐evoked  EEG  averaged  responses  are  generally  highly 
reproducible, provided that the delivery and targeting of TMS is well controlled and stable 
from pulse to pulse and between experiments. Several components of the EEG response to 









et  al.,  2003; Kähkönen  et  al.,  2004, Kähkönen  et  al.,  2005; Kähkönen  and Wilenius,  2007; 
Bonato et al., 2006; Daskalakis et al., 2008; Farzan et al., 2009; Lioumis et al., 2009; Ferreri et 
al., 2011a).  
However,  these  components  are  not  an  constant  pattern  since  in  addition  to  inter‐
individual differences, the responses depend on the exact coil location (Komssi et al., 2002) 
and orientation, on the state of the cortex (Nikulin et al., 2003) and on the vigilance of the 
subject  (Massimini et al., 2005).  In addition  to standard evoked  responses, TMS may also 
trigger oscillatory activity (Paus et al., 2001a; Fuggetta et al., 2005; Rosanova et al., 2009) or 




2.5.3.1 Usefulness of TMS‐EEG  in  studying  cortical  excitability,  connectivity 
and plasticity 
 
The  standard  purpose  of  a  topographic  plot  of  TMS‐evoked  EEG  responses  is  to 
identify both local and distant effects of TMS, namely to measure both local excitability of 
the stimulated patch of  the cortex and  the spreading of TMS‐evoked activity  in a broader 
cortical network. Usually  the overall  response amplitudes are highest under  the  coil and 
diminish  with  increasing  distance  from  the  stimulation  point.  Locally,  within  one 
hemisphere,  increased EEG activity  can be  seen  in a number of neighbouring electrodes, 
suggesting the spread of TMS‐evoked activity to anatomically interconnected cortical areas 
(Ilmoniemi  et  al.,  1997;  Paus  et  al.,  2001a).  An  significant  feature  of  TMS‐evoked  EEG 
topography  is  that even  though only one cortical hemisphere  is stimulated, bilateral EEG 




measurement  of  cortical  activity  after  the  TMS  pulse  provides  the  opportunity  to  study 
cortico‐cortical  interactions  ‐by  applying  TMS  to  one  area  and  observing  responses  in 
remote, but  interconnected areas‐ or, more generally  to  evaluate how  the activity  in one 
area affects  the ongoing activity  in other areas  (Ilmoniemi and Kičić, 2010). Moreover  in 
analogy with cortical studies (Krnjevic et al., 1966; Rosenthal et al., 1967), besides activating 
the large excitatory Betz cells which are found in abundance in the motor cortex, TMS also 






processes  in deeper  cortical  layers  can produce preferentially  surface‐negative potentials 
(Caspers et al., 1980). An significant challenge in  interpreting TMS results comes from the 
fact  that  the  effects  of  brain  stimulation  spread  from  the  target  site  ortho‐  and 




cortical activity. Furthermore, virtual  lesions  (areas where normal operation  is disrupted) 




stimulus alone, but also definitively by  the  initial state of  the activated brain region. This 
was preliminarily established by the analysis of the features of the EEG‐based pre‐stimulus 
spectrogram  to  test  the hypothesis  that  fluctuations  in neuronal activity have a  functional 
significance and may account  for  the variability  in neuronal or behavioural  responses  to 
physically  identical  stimuli,  such  as  TMS  (Ilmoniemi  and  Kičić,  2010).  Besides  the 
evaluation of the general state of the brain (Massimini et al., 2005; Kähkönen et al., 2001), 
concurrent TMS and EEG have the potential to offer insights into how brain areas interact 






specific  cortical areas  (Rosanova et al., 2009),  the use of TMS‐EEG  studies  in  this  field  is 
especially  promising.  Deeper  comprehension  of  brain  oscillations  is  expected  from 
combining knowledge on how oscillatory activity in specific frequency bands is related to 
distinct  functions  (Komssi  and  Kähkönen,  2006) with  data  from  TMS‐EEG  studies  (for 
reviews,  see Thut  and Miniussi,  2009). Moreover  the detection  of  the  natural  frequencies 
with TMS‐EEG may also have diagnostic potential and clinical applications, as it opens up 
possibilities  to  map  the  natural  frequency  of  different  cortical  areas  in  various 
neuropsychiatric  conditions  such  as  depression,  schizophrenia,  epilepsy,  dementia  or 
disorders  of  consciousness.  Since  natural  frequencies  reflect  relevant  circuit  properties, 
TMS‐evoked EEG may radically extend the window opened by peripherally evoked MEPs. 







3 Aims  of  the  original  studies  on  motor  cortex 
excitability,  connectivity  and  plasticity  in  healthy 
subjects and Alzheimer’s disease patients  
 






this  cortical  plasticity  are  progressively more  understood  (Buonomano  and Merzenich, 
1998). Alterations  in  cortical organization,  i.e. plasticity, are known  to  come out  through 
changes  in  synaptic  excitability,  efficacy  and  connectivity  both  on  a  microscopic  and 





it guarantees  active  reorganization  of  the brain,  following brain damage,  for  example  to 
balance for the function losses of brain networks (Nudo et al., 1996), and has attracted great 
attention  especially  in  restorative  neurology  (Butefisch  et  al.,  2006;  Duffau  2006). 










underlying  these  plastic  changes,  disentangling  them  from  the  unrelated  ongoing 
electromagnetic  brain  signals.  This  issue  is  further  complicated  by  the  fact  that  all  the 
processes subtending plasticity undergo maturation in infancy, childhood, adolescence and 
adult  aging  with  dramatic  alterations  produced  by  neurodegeneration  in  dementing 
disorders  (Celesia et al., 1987).  It was  recently  suggested  that AD  is a plasticity affecting 
disease  from  its  earliest  stages.  There  is  increasing  evidence  that  the  pathogenesis  and 
symptoms of AD reflect synaptic dysfunction in the presence of β‐amyloid (Aβ) oligomers 
which depress glutamatergic neurotransmission  inhibiting LTP  (Klinkenberg  et  al.,  2011) 





receptors postsynaptic  activation  and  a  loss  of  glutamatergic  cortical  association  fibres  ‐
correlating with the level of cognitive impairment‐ as well as a deficit in NMDA receptors‐
dependent  neocortical  plasticity  have  been  found  in  patients with  sporadic AD  and  in 




easy  to  quantify  through  the  use  of  the MEP.  TMS  provides  reliable  information  about 
neuronal  activity  and  excitability  and  can  be  used  in  different  ways  when  studying 
neuroplasticity  (Pascual‐Leone  et  al.,  1999; Hallett,  2001).  For  example  to  reveal  plastic 




various  neuroimaging  techniques  has  offered  complementary  information  to  findings  of 
neuroplasticity, finally making it possible, to directly study the effective connectivity of the 
horizontal  inter‐neurons suggested as  the candidate substrate  for M1 plasticity  (Ferreri et 
al., 2011a and Ferreri et al submitted). 
 
The overall general purpose of  the studies was  to explore  the  feasibility of TMS and 
TMS‐EEG  co‐registration  for  the  evaluation  of  primary  motor  cortex  (M1)  excitability, 
connectivity and plasticity in healthy human subjects and Alzheimer’s disease patients.  
 
3.1 SPECIFIC AIMS OF STUDIES I-V  
 
The specific aims of studies I‐V were: 




and young  subjects by means of acute external exposure  to electromagnetic  fields 
(EMFs). 
 











5) To  characterize,  in  line with  the  few  previous  EEG‐TMS  studies  focussed  on  the 
cortical integration of afferent information, the neuronal circuits underlying the SAI 








4.1 SUBJECTS  
 




4.2 MATERIALS AND METHODS 







procedure was  conducted  in  16 AD patients  (1 male,  15  females;  age  range  59‐82  years; 
mean 75 ± 7 years) and 13 healthy volunteers (8 women, 5 men; age range 56‐91 years; mean 
72  ±  2 years).  In Study  IV  (Ferreri  et  al.,  2011b), which  aimed  to  compare motor  cortex 






(Rossini  et  al.,  1994),  as  the  stimulator’s  output  that was  sufficient  to  elicit  reproducible 
MEPs (at least 50 μV in amplitude) in at least 50% of 10 to 20 consecutive stimuli. To map 
the M1 representation on the scalp, the subjects wore a tight elastic cap depicting a grid of 
49  numbered  squares.  The  cap  was  taped  in  a  stable  position  for  scalp  anatomical 
landmarks  (nasion,  inion, vertex, meatal  foramina). Square 1 of  the grid  corresponded  to 
the designated hotspot, defined as the point from which stimuli at the minimal excitability 
threshold  of  TMS  triggered  MEPs  of  maximal  amplitude  and  minimal  latency.  The 
remaining  squares  were  numbered  in  a  spiral  fashion  and  were  tested  in  a  random 
sequence.  Four  consecutive MEPs were  gathered  from  each  grid  position.  To maintain 





positions  for  two hemiscalps),  the duration of  the  entire  session being  approximately  90 
minutes. The  testing procedure was performed with  the subject  lying supine on a bed  to 
facilitate  complete  muscular  relaxation.  Two  muscles,  namely  the  extensor  digitorum 
communis (ECD) and abductor digiti minimi (ADM), which are known to share the same 
‘hotspot’ and  threshold  (Rossini et al., 1994), were examined  from each arm via Ag/AgCl 
disks filled with conductive jelly in a belly/tendon montage. Skin/electrode resistances were 







In Study  II  (Ferreri et al., 2006), which aimed  to  test, via ppTMS,  the possibility of 
modulating  the  excitability  of  M1  by  means  of  external  and  acute  exposure  to  the 
electromagnetic  field,  the  paired‐pulse  procedure was  performed  on  15  healthy  subjects 
(age range 20‐36 years) three times during each session according to standardized methods 
(Kujirai  et  al.,  1993), with  the  subject wearing  ear  plugs  and  lying  supine  on  a  bed  to 
facilitate complete muscular relaxation. All subjects underwent two sessions, 1 week apart, 
according to a crossover double‐blind paradigm. In one session, the signal was turned ‘on’ 
(EMF‐on, real exposure), whereas  in  the other session,  it was  turned  ‘off’  (EMF‐off, sham 
exposure);  the duration  of  exposure was  40 minutes  in both  cases. MEPs were  recorded 
during motor cortex ppTMS before and immediately after exposure to the EMF (EMF‐on or 
EMF‐off), and also after a 1‐hour  interval, during which  time  the subject remained  in  the 
room  quietly  (Figure  1). MEPs were  recorded  after  separate  TMS  of  both  hemispheres, 
always  starting  from  the  left  one. Two magnetic  stimulators were  connected  to  a Bistim 
device  (Magstim Company, Dyfed, United Kingdom) and  to an eight‐shaped coil with an 
inner diameter of 70 mm for each wing, which was used for stimulation. The centre of the 








Figure 1. Schematic representation of the experimental design in study II. Arrows indicate the 




those  of  a  series  of  ‘baseline,’  unconditioned  (i.e.  not  preceded  by  the  conditioning 
stimulus) MEPs. Muscle twitches from either hand triggered by TMS were recorded from 
the  first  dorsal  interosseus muscle  via  Ag/AgCl  disks  filled with  conductive  jelly  in  a 
belly/tendon montage.  Skin/electrode  resistances were  less  than  10  kΩ.  Signal  recording 
was conducted using PHASIS equipment (Esaote Biomedica, Florence, Italy; 4 channels) via 
a 1 to 2 kHz filter setting and a poststimulus analysis time of 50 ms with a 5 kHz sampling 
rate. The  stimulus  intensity  for  the  first  conditioning pulse was  set  at  80%  of  the  resting 
motor threshold. The second test pulse was given suprathreshold with an intensity of 120% 
of the resting motor threshold. Interstimulus intervals (ISIs) of 1, 3, and 5 milliseconds were 




the  ratio  of  the  control  MEP  elicited  by  the  test  stimulus  alone.  Finally,  tympanic 








The  aim  of  Study  III  (Ferreri  et  al.,  2011a)  was  to  better  characterize,  via  EEG 
navigated ppTMS co‐registration, the neuronal circuits underlying M1 connectivity and the 
mechanisms  regulating  its  balance  between  inhibition  and  facilitation.  The  paired  pulse 
procedure  (Kujirai et al., 1993:  see above) was performed on 8 healthy young volunteers 
(age  range  18‐30  years)  while  TMS‐compatible  EEG  equipment  (BrainAmp  32MRplus, 





The  linked mastoid  served  as  the  reference  for  all  electrodes.  The  signal was  bandpass 
filtered  at  0.1‐500 Hz  and digitized  at  a  sampling  rate  of  2.5  kHz.  In  order  to minimize 
overheating  of  the  electrodes  by  the  stimulating  coil,  TMS‐compatible  Ag/AgCl‐coated 
electrodes were used. Skin/electrode impedance was maintained below 5 kΩ. 
Horizontal  and  vertical  eye  movements  were  detected  by  recording  the  electro‐
oculogram  (EOG). The voltage between  two electrodes  located  to  the  left and right of  the 
external  canthi  recorded  horizontal  eye  movements.  The  voltage  between  reference 
electrodes and electrodes  located beneath  the  right eye  recorded vertical eye movements 
and  blinks.  The  epochs  of  the  TMS‐related  scalp  EEG  responses were  selected  off‐line, 
started  100 ms  before  and  ended  1000 ms  after TMS  onset.  Since  this was  a  stereotactic 





generated clicks, a white noise, obtained  from  the waveform of  the TMS click which was 
digitized and processed  to produce a  continuous audio  signal with  specific  time‐varying 
frequencies  (Massimini  et  al.,  2005), was  continuously delivered  through  earphones. We 
adjusted the masking volume until the subjects reported that the TMS click was not audible 
(always below 90 dB). To ensure wakefulness  throughout  the recording sessions, subjects 
were  required  to  keep  their  eyes  open  and  to  fixate  on  a  target  on  the  opposite wall. 
Additionally,  subject’s  lapses  of  attention were monitored with  a  signal  detection  task 













TMS  co‐registration,  the neuronal  circuits underlying  the SAI phenomenon directly  from 
the  cortex  and  to  investigate  whether  EEG  measures  of  SAI  are  related  to  the  same 
mechanisms underlying EMG measures of SAI. TMS was performed on 8 healthy young 
volunteers  (age  24‐45  years; mean  33  years;  four men) with  an  eXimia  stimulator  and  a 
biphasic  figure‐of‐eight  70  mm  coil  combined  with  a  navigation  system  that  enables 
continuous  visualization  of  the  stimulation  coil  in  relation  to  the  individual  cortical 
anatomical  structures  (Nexstim  Ltd., Helsinki,  Finland).  Three‐dimensional  T1‐weighted 
MR images (TR 1980 ms, TE 3.93 ms, FOV 256 mm, matrix 179 × 256, slice thickness 1 mm; 
Siemens  Avanto  1.5  T,  Erlangen,  Germany)  were  used  for  the  navigation.  Three‐
dimensional scalp surface segmentation of high resolution Dicom MR images at the region 
of  the motor knob was used  as  the mapping  surface. The TMS  system delivered  trigger 
pulses  that  synchronized  the TMS, EMG and EEG  systems. During TMS, muscle activity 
was monitored  on‐line  and  recorded  by  continuous  electromyography  (ME  6000, Mega 
Electronics Ltd., Kuopio, Finland). 
Disposable surface electrodes (circular, diameter 24 mm, Ag‐AgCl) were positioned on 
the  right  opponent  pollicis  (OP)  and  referred  to  the  1st  metacarpal  bone  in  the 
metacarpophalangeal  joint. The EMG signal was recorded at 1 kHz and filtered to a 8‐500 
Hz band for analysis, amplified and stored for off‐line analyses. Median nerve stimulation 
was  performed  at  the wrist with  0.1 ms  electrical  rectangular  pulses  (Digitimer model 
DS7A, Digitimer, Welwyn Garden City, Herts., UK) using a bipolar electrode. The EEG was 
recorded with  a  60‐channel  TMS‐compatible  amplifier  (Nextim  Ltd.,  Helsinki,  Finland) 
continuously  throughout  the  experiments.  In  the EEG  system,  a  sample‐and‐hold  circuit 

















In  Studies  I  and  IV  (respectively  Ferreri  et  al.,  2003  and  Ferreri  et  al.,  2011b)  the 
mapping  procedure  gave  variables  consisting  of  amplitude  and  latency  values  of  each 
hemisphere for both muscles (ADM and ECD), resulting in four data columns. Amplitudes 
were loge‐transformed to better approximate the Gaussian distribution. When the MEP was 
not measurable,  loge (amplitude) was arbitrarily set  to 0  (corresponding  to amplitude of 1 
V). An initial data aggregation was made taking the arithmetic mean of the four repetitions 
for  each  scalp  position  (corresponding  to  the  geometric  mean  of  the  untransformed 
amplitude  values). New  data  files were  created  successively  in which  each  subject was 
characterized for the following from each hemisphere: (1) area of muscle representation, i.e. 
the  number  of  cortical  sites  from which  it was  possible  to  obtain  a  response  in  target 
muscle; (2) volume of active cortical sites, i.e. the sum of the averaged MEP loge (amplitude) 
from  each  excitable  cortical  site  for  the  target  muscle;  (3)  excitability  thresholds;  (4) 
coordinates of the hotspots expressed in centimetres from Cz (x for the mediolateral axis, y 




























shifts,  negative  for  backward  shifts.  The  x  was  considered  positive  for  lateral  shifts, 
negative for medial shifts. 
 
Because  the  motor  area  excitability  could  be  measured  by  various  parameters,  a 
doubly multivariate analysis of variance  (ANOVA)  for  repeated measures was chosen as 
the main statistical procedure. In particular, ADM and ECD areas, ADM and ECD volume 
and  excitability  threshold  data  were  considered  to  be  five  aspects  of  the  same  neuro‐
physiological feature. Hemisphere side (right, left) was entered as a within‐subjects factor, 
whereas group allocation (AD or controls) was entered as a between‐subjects factor. 
The multivariate  ANOVA  enabled  us  to  verify whether  the  two  groups  could  be 
significantly discriminated in the five‐dimensional space. To this end, we used Hotelling’s 
T2,  followed by univariate F‐tests  for  the  statistical evaluation of  the  single measures.  In 
each experiment no effect of hemisphere was found for the centre of gravity, allowing us to 
collapse  the  two maps.  Because  the  centre  of  gravity  is  defined  by  two  coordinates,  a 











In  Study  II  (Ferreri  et  al.,  2006),  because  both  single  and  double  pulse  MEP 
amplitudes were approximately log‐normally distributed, a log transformation was applied 
before  any  statistical  procedure,  allowing  for  the  attainment  of  a  relevant  reduction  of 
outliers,  a  better  approximation  to  gaussianity,  and  a  higher  homoscedasticity.  For  each 
subject and experimental condition, the ratio between each log‐transformed MEP to paired 
pulses and the mean of log‐transformed MEPs to single pulses (with the intensity of the test 
one) was calculated. The distribution of  these  ratios was analyzed  further, because  ratios 
are usually not suitable for treatment by means of general linear models, such as analysis of 




variable  in  the  statistical  analysis.  The  complete  experimental  design  consisted  of  the 





within‐subject  correlation, we  entered  ‘Subject’  as  an  additional  factor. More  precisely, 
subject  was  entered  as  a  random‐effects  factor.  As  is  known,  this  approach  is  more 
conservative  than  a  fixed‐effects  design  and  is  geared  toward making  inferences  about 
average  characteristics  of  the  population  (from which  our  sample  of  subjects  could  be 
assumed  to be drawn). Because  this design  involved  four  experimental  factors  (plus  the 
random‐effects factor of Subject), a multiway ANOVA was used to identify the significance 
of  each  source  of  variation  (main  and  interactive  terms).  The working  hypothesis  of  an 
effect across time (T1 and T2 vs T0) of real EMF (vs sham) on excitability of the ipsilateral 
(vs  contralateral)  motor  cortex  can  be  formalized  statistically  by  the  interaction 
TIME*STIM*SIDE. Therefore, this triple interaction became the effect of main interest. 
Because this effect could vary according to ISI  levels, four‐way TIME*STIM*SIDE*ISI 
was also evaluated carefully.  In addition,  to  specifically  test whether excitability changes 









baseline,  T1  =  immediately  after,  T2  =  after  1  hour)  was  conducted.  Throughout  the 
statistical analysis, p  less  than 0.05 were  considered  statistically  significant. However,  for 









All  EEG‐TMS  evoked  activities  were  visually  inspected  in  each  channel,  and  trials 
contaminated  by  environmental  noise, muscle  activity,  or  eye movement were  rejected 
together with  the  corresponding MEPs.  Thereafter,  EEG  signals were  baseline  corrected 
(100 ms  prestimulus)  and  average  referenced.  Time  domain was  the main  aspect  of  the 
TMS‐evoked potentials  investigated. To do  this,  the global‐mean  field power  (GMFP)  ‐ a 
measure of global brain activation calculated as  the  root mean‐squared value of  the EEG 
signal  across  all  electrodes  ‐ was  first  calculated  to  identify  differences  in  TMS‐evoked 
activity between the conditions (Lehmann and Skrandies, 1980). Then in each trial and each 
electrode semi‐automatic amplitude/latency measurements of each component of the EEG 
evoked  potentials  and  corresponding MEP  was  carried  out.  We  chose  not  to  consider 
averaged  signals  in  order  to  have  the  best  chances  to  investigate  eventual  correlations 
linking  TMS‐induced  EEG  deflections  and  MEPs  amplitudes.  The  dataset  suitable  for 
statistical analysis was a matrix constituted by 8 (subjects) x 3 (conditions) x 9 (peaks) x 19 
(electrodes) x 120  (stimuli) = 492,480 rows and 2  (EEG:  latency and amplitude) + 4  (MEP: 
latency and amplitudes, contra‐lateral and  ipsilateral) = 6 columns.  In addition, 4 subjects 
also  underwent  TMS  at  80%, which  allowed  the  computing  of  artificial  80%+120%  EEG 




therefore  log‐transformed y=loge(MEP+1)  to achieve a good approximation  to gaussianity 
and  to  limit  the potentially detrimental effect of  right‐skewed outliers. For each subject  i, 
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values  occurred  even  for  ‘positive’  peaks.  In  order  to  avoid  the  influence  of  outliers, 
especially for the assessment of MEP‐EEG correlations, percentiles were computed for each 









Figure 2 B and D. B: statistical distributions of EEG measures in the experimental conditions of 
Study III. D: statistical distributions of MEP measures in the experimental conditions. 
 
The  distributions  of  all  EEG modulations,  regardless  of  peaks  and  electrodes,  are 
represented  for  the  three  TMS  conditions  (see  Figure  2,  B).  The  distributions  are  quite 
symmetric but clearly leptokurtic (values at the center and on the tails are more represented 
than  in  a  Gaussian  distribution).  In  MEP  data  (see  Figure  2,  D),  the  typical  Gaussian 
distribution  was  obtained  for  single  pulse  TMS  at  120%  (confirmed  by  a  very  low 
Kolmogorov‐Smirnov statistic=0.035) and at ISI 11, whereas a peculiar bimodal distribution 




the results section.  In order  to  link  tightly  the objectives and  the statistical procedure,  the 
following  assessments were  performed:  (1)  TMS  effects  (120%,  ISI3  and  ISI11)  on MEP 
values  (as  confirmation  of well‐known  literature  data);  (2)  TMS  effects  (120%,  ISI3  and 
ISI11) on EEG values; and (3) correlation between EEG modulation and MEP modulation. 
To  obtain  the  above  assessments,  a General  Estimating  Equation model  (hereafter, 
GEE) was  applied with  Subject  as  repeated  variable.  To  take  into  account  the  possible 
autocorrelation of the time series in each subject, the auto‐regressive structure was chosen 
as the working correlation matrix. The details of each model were:  







P190,  N280),  GEE  with  EEG  amplitude  as  dependent  variable  and  Electrode  as 
factors. This procedure made  it possible  to obtain an  estimate of  the  standardized 
effect  size  of  each  peak  in  each  electrode,  indicated  by  a  t‐statistic  (adjusted 
according to Sidak’s procedure). Whenever the t‐statistic was between ‐2 and +2, the 
null  hypothesis  of  peak  absence  could  not  be  rejected.  In  addition,  the  lack  of 
overlapping  between  Sidak’s  adjusted  95%  confidence  intervals  was  used  as  a 




3) Possible  correlations between EEG  (independent) and MEP  (dependent) were also 
initially assessed by means of GEE. However, we observed  that  such a procedure 
was  reliable  to address points  (1) and  (2), but not sufficiently  robust  to  investigate 
point (3), given the  limited number (N=8) of subjects. Therefore, sample correlation 
coefficients  between  EEG  and  MEP  were  computed  for  each  subject,  peak  and 













In Study V  (Ferreri et al.,  submitted) data analysis was  conducted using MATLAB 
2010a version 7.10.0.499  (Math. Works, Natick, MA, USA) and  the public  license  toolbox 
EEGLAB  (Delorme and Makeig, 2004). EEG data were divided  into  segments of 1000 ms 
including a 200 ms pre‐stimulus baseline. Both in the TMS alone trials and in the SAI trials, 
all  TMS‐evoked  EEG  activity  was  visually  inspected  in  each  channel,  and  trials 
contaminated by environmental noise, muscle activity, or eye movement were rejected. 
Following  this  procedure,  EEG  signals were  filtered  between  2  and  80 Hz,  down 
sampled  from  1450  Hz  to  725  Hz,  baseline  corrected  (100  ms  prestimulus),  average 
referenced and averaged for each subject. To examine responses in the time domain, total 
EEG activity was assessed using the global‐mean field power. GMFP ‐ a measure of global 
brain  activation  calculated  as  the  root mean‐squared  value  of  the  EEG  signal  across  all 
electrodes ‐ was first calculated to identify differences in TMS‐evoked activity between the 
conditions (Lehmann and Skrandies, 1980). For the analysis of evoked responses, averaged 
TMS‐EEG  responses over all  the  included  trials  for each electrode and each  subject were 
used, and semi‐automatic amplitude/latency measurement of each component of  the EEG 
evoked potentials was carried out. To examine responses in the frequency domain, event‐





measures  the  modulation  of  amplitude  induced  by  a  specific  event  (e.g.,  TMS  pulse), 
relative to a baseline (e.g., prestimulus condition), whereas intertrial coherence provided a 
measure  of  the  synchronization  of  the  TMS‐evoked  potentials  across  different  trials, 
independent of  signal amplitude  (Delorme and Makeig,  2004; Ferrarelli  et al.,  2008). The 
significance  of  the  results  was  defined  as  P  <  0.05.  The  following  assessments  were 
performed:  (1)  SAI  effects  on MEP data,  (2)  SAI  effects  on EEG data  and  (3)  correlation 
between EEG modulation and MEP modulation. 
  1)  The MEP  amplitudes were  analysed with Bonferroni  corrected  t‐tests  comparing 




and  it  is  therefore  suitable  to  be  used  as  a  control  condition  for  the  ISI  N20+3  (test 
condition). By using  ISI N20+10  as  a  control  condition  instead  of  baseline  condition, we 
wanted  to  eliminate  potential  confounding  effects  induced  by  the  SEPs.  TMS‐evoked 
responses amplitude data were analyzed by means of General Estimating Equation model 
(hereafter, GEE) (Ferreri et al., 2011a) to detect significant global effects of condition. GEE 
(with  Sidak’s post‐hoc procedure) was  applied  for  four peaks  (P30, N44, P60  and N100) 
with two factors: EEG electrodes (n=60) and conditions (2 levels: ISI N20+10 vs. ISI N20+3). 
This  procedure  allowed  us  to  determine  whether  peaks  were  modulated  by  ISI.  Only 
results indicating statistically significant between‐condition differences are reported. Next, 
significant  topographic differences  in EEG data  (P30, N44, P60 and N100  and  ITC) were 
assessed  by  statistical  nonparametric mapping  (SnPM)  (Nichols  and Holmes,  2002).  For 
ITC, in addition to the SnPM, two‐tailed bootstrap statistics were applied 
  3)  MEP  amplitudes  were  correlated  (Pearson,  one‐tailed)  with  EEG  values.  The 











Results  in AD  patients  and  control  subjects  from  Study  I  (Ferreri  et  al.,  2003)  are 
summarised in Table I and Figure 3.  













No  correlation  between  motor  cortex  excitability  parameters  and  AD  severity  (as 
measured  by  Mini  Mental  State  Examination  (MMSE),  Clinical  Dementia  Rating  scale 
(CDR),  Instrumental Activities  of Daily Living  (IADL)) was  found. This might partly  be 
ascribed to the clinical homogeneity of the patients and to the relatively  low specificity of 
the scales. According to statistics, neither the effect of Hemisphere (Hotelling’s trace=0.828; 
F(5,23)=1.599;  p=0.200)  nor  the  interaction Group X Hemisphere  (Hotelling’s  trace=0.148; 
F(5,23)=0.683; p=0.641) were significant,  indicating a global symmetry of  the motor cortex 
parameters  in  the whole  sample, without  differences  between  controls  and  patients.  In 
terms of specific parameters (univariate analysis), the p‐value for Hemisphere effect ranged 
between  0.230  (Thresholds)  and  0.909  (ECD Areas).  In  contrast,  the  two  groups  clearly 
differed,  considering  together  the  motor  cortex  measures  (Hotelling’s  trace=0.828; 
F(5,23)=3.808;  p=0.012),  suggesting  a  global  increased  motor  cortex  excitability  in  AD 
patients vs. controls. Univariate analysis indicated that the differences were less evident for 
ADM  (p=0.150  for  Area,  p=0.115  for  Volume)  and  for  Threshold  (p=0.136),  but  more 
extensive for ECD measures (p=0.036 for Area, p=0.029 for Volume).  
Table  2  shows  the  localizations  of  the  hotspot  in  patients  and  controls.  Statistical 
analysis  did  not  reveal  any  inter‐hemispheric  asymmetry  (Hotelling’s  trace=0.102; 
F(2,26)=1.327; p=0.283).  
 
Table 2, from Study I. Hotspot localization in Cartesian Coordinates on the scalp in controls and 
Alzheimer’s disease patients. 
 
SD = standard deviation. 
In  addition,  an  overlap  of  the  hotspot  localization  in  the  two  groups  was  found 
(Hotelling’s trace=0.063; F(2,26)=0.824; p=0.450). The centres of gravity of the cortical maps 
on the scalp are expressed in a Cartesian coordinate axis system. A global consideration of 
the  two  examined muscles makes  it  quite  conceivable  that  in  controls  the  ‘hotspot’  is 









Figure 4, from Study I. Control. Superimposition of the grid of stimulation site on a 
paradigmatic brain model shown as a reference, which is just an approximation for the purpose 
of display. The area in color represents the hotspot (red) which is also coincident with the 
center of gravity (yellow). 
 
According  to ANOVA  results,  there was a  slight non‐significant medial asymmetry 







Figure 5, from Study I. AD patient. Organization as in Figure 2; notice that in this paradigmatic 
subject the hotspot (red) is not coincident with the center of gravity (yellow), which is shifted in 
a frontomedial direction. 
 
The  significance  of  the  multivariate  test  (Hotelling’s  trace=0.303;  F(2,26)=3.933; 
p=0.032) indicated a bi‐dimensional separation between the two groups, although this is not 
evident when  the  results  are  examined  in  the  two dimensions with  a univariate  type  of 
analysis (p=0.171 for x‐axis, p=0.059 for y‐axis). The weight of the medial excitable sites was 
slightly  heavier  than  the weight  of  the  lateral  sites, while  the  hotspot was  statistically 






Figure 6, modified from Study I. Centers of gravity average coordinates of the abductor digiti 
minimi (ADM) (squares) and extensor communis digitorum (ECD) (circles) in the two groups. As 
shown, in controls there is a slight medial shift ‘hotspot 3 center of gravity’, whereas in AD 
patients there is a significant anteromedial asymmetry of the motor area. Because no 
interhemispheric asymmetry was found, measures refer to the ‘average’ hemisphere, although 













examined  muscles  (ADM  and  ECD)  were  different  but  related  measures  of  motor 
excitability, a global MANOVA for repeated measures with Hemisphere (right vs. left) and 
Time (pre‐ vs. post‐ AChEI therapy) was performed. On the basis of the expected minimum 
annual  rate  of  decline  of  MMSE  score,  as  estimated  in  a  meta‐analysis  of  37  studies 
published  between  1988  and  1997  (before  widespread  use  of  AChEIs),  involving  3492 
patients, most untreated AD patients  lose at  least 2.9 points  (3.3 ± 0.4) on  the MMSE per 
year (Han et al., 2000, Nobili et al., 2002). Thus, the expected minimum overall MMSE score 
change between T1 and T3 in our patients could be computed to be 2.9 x 2 years = 5.8, and if 
the MMSE  score decreased  less  than  this value, or  if  it  remained  stable or  increased,  the 


















This  agrees  with  findings  in  studies  reporting  a  clinically  significant  response  to 




by  a  more  favorable  disease  progression.  Furthermore,  appropriate  control  groups  of 
untreated  and  of  non‐stabilized  AD  patients  were  not  available.  Therefore,  we  cannot 
exclude  the possibility  that some patients with a stabilized course would have performed 
well  at  1  year  follow‐up  for  other  reasons  rather  than AChEI  therapy  (e.g.  because  of  a 





the  center  of  gravity  (with  respect  to  the  hotspot)  did  not  show  any  significant 
displacement after AChEI therapy (Pillai’s trace = 0.450; F(4,6)=1.228; p=0.391). In particular, 










that  resting motor  thresholds were  not  affected  by  experimental  conditions,  remaining 
quite  stable  during  the  recording  session.  In  fact,  the  threshold means  ranged  between 
50.4% and 52.6% of the maximal stimulator’s output in the conditions with the lowest and 
highest  values.  Single pulse TMS MEP  amplitude did not  show  any dependence  on  the 
experimental  conditions,  being  non‐significant  as  regards  main  effects  and  for  the 









of  this difference on  ISI  (interaction STIM*ISI). The  ‘real’  exposure  raised  the  curve with 
respect  to  the  ‘sham’  condition  only  at  T1  and  T2  in  the  exposed  left  hemisphere 
(F(1,14.0)=9.746;  p=0.007  and  F(1,14.0)=5.642;  p=0.032,  respectively).  At  T1  the  lack  of  a 
significant  STIM*ISI  interaction  was  due  to  a  non‐significant  difference  between  the 





lasting  for  facilitatory  than  inhibitory  ISI. However,  these  first  findings stem  from  the six 
patterns of Figure 7, considered separately from each other, like six different snapshots. 
 
Figure 7, from Study II. Inhibition-facilitation curves for each combination of the experimental 
design. Rows represent time (from bottom: baseline, soon after exposure, 1 hour after 
exposure). Columns represent hemisphere (right, left) and type of stimulation (continuous line 
indicates real; dashed line indicates sham). Error bars correspond to 95% confidence intervals 








(i) When  both  hemispheres were  considered,  at  T1  the  real  vs.  sham  excitability 
changes  resulted  significantly  different  in  the  two  hemispheres  (STIM*SIDE 
interaction:  F(1,14)=7.133;  p=0.018).  This  finding  endorsed  the  specificity  of  an 
excitability  increase  in  the exposed  left hemisphere. As  regards T2, STIM*SIDE 
interaction did not reach the significance threshold (F(1,14)=2.904; p=0.110), so the 
excitability increase in the exposed left hemisphere was not strengthened by the 







to  each  time  (T0,  T1,  T2)  separately,  but  should  be  extended  on  the  changes 
across time (T0‐T1‐T2). Therefore, the ANOVA model used in (i) was enriched by 
adding TIME as a factor. The four‐way TIME*STIM*SIDE*ISI interaction (testing 
the  homogeneity  of  the  ISI  effect  across  the  different  TIME*STIM*SIDE 
interactions) result was non‐significant (F(16, 224.4)=0.854; p=0.623), allowing ISI 
collapse.  In  contrast,  the  triple  interaction  TIME*STIM*SIDE  approached  the 
conventional p‐value  threshold of 0.05  (F(2, 28.1)=2.925, p=0.070). As evident  in 
Figure 3, no EMF effect was found in the non‐exposed right hemisphere, while a 
clear  change  in excitability occurred  in  the exposed  left hemisphere, namely at 
T1.  It  seems  worth  noticing  that  the  95%  confidence  intervals  for  the  right 




13).  In  the  left  (exposed)  hemisphere,  the  95%  confidence  interval  at  T1 was 
significantly above  the  reference  line,  indicating an  inversion of  the weights of 






This  analysis,  controlling  for both  the non‐exposed hemisphere  (right)  and  the pre‐
exposure condition (T0) strongly reduced the differential effect of ISI, as shown in Figure 2 
and  in the first analysis. In order to better verify a potentially different effect on SICI and 
ICF,  the analysis was  re‐run  replacing  the  factor  ISI  (9  levels) with a new  factor, namely 
SICI_ICF, with two levels: 1=SICI, obtained by averaging 1 to 5 ms ISIs, and 2=ICF, obtained 
by averaging 9 to 13 ms ISI. Again, the TIME*STIM*SIDE*SICI_ICF interaction did not give 
a  significant  result  (F(2,28.1)=0.286;  p=0.754).  Even  when  analysis  was  limited  to  the 





F(1,14.0)=0.009;  p=0.927  for  T2‐T0).  Therefore,  the  null  hypothesis  of  a  homogeneous 
increase  in excitability  for SICI and  ICF  could not be  ruled out. These  findings were not 





  b) whether  there was any  statistical difference between  the MEP  ratio at  ISI=3‐5 ms 
and the ratio at ISI=1 ms; again, no significant effect was found (F(2,28.3)=0.319; p=0.730). 
An  important  point  to  be  addressed  is  the  homogeneity  of  such  an  effect  across 






In Study  III  (Ferreri et al., 2011a),  the TMS  threshold values  ranged between 50.6% 
and 56.4% of  the maximal stimulator’s output. The characteristic relationship between  ISI 
and MEP ratios was observed (Kujirai et al., 1993, Ziemann et al., 1996; Figure 8, C). At ISI 
3,  83%  of MEP was  below  the mean  value  at  120%  and  the  corresponding  two‐modal 











The  modulations  (percentage  variations)  of  MEP  were  obtained  after  log‐
transformation, thus an inhibition of 20% corresponds roughly to a change from 300 μV to 
100  μV  and  a  facilitation  of  10%  to  a  change  from  300  μV  to  530  μV. According  to  the 
output of GEE procedure, where MEP was entered as a dependent variable  (with  log. as 
link  function), TMS condition as  factor and Subject as  repeated variable, TMS modulated 
significantly MEP  (Wald  Chi‐square=70.675,  df=1,  p<0.001).  The  estimated mean  values 
were 578  (95% CI: 307, 848)  for supra‐threshold single‐pulse with an  intensity of 120% of 
the rMT, 181 (95% CI: 104, 258) for pp ISI 3 ms and 923 (95% CI: 573, 1274) for pp ISI 11ms 















Figure 9 A, from Study III. Grand average of TMS-evoked potentials recorded at all electrodes 
in each condition, superimposed in a butterfly diagram. In the pp sessions all signals were 
aligned to the second stimulus, shifting back the traces by 3 ms or 11 ms respectively. Polarity 






Figure 10 A and B, from Study III. A: grand average of the EEG responses recorded at vertex 
(Cz) in supra-threshold single pulse stimulation and ISI 3 and ISI 11 paired pulse stimulations. 
In paired pulse sessions all the signals were aligned to the second supra-threshold stimulus, 
shifting back the traces by 3 ms or 11 ms respectively. B: total activation produced by single 





4). N7  (mean  latency=  7.1;  SD=  2.5) was  observed  in  F3,  in  the  stimulated  hemisphere 
(Figure 11, A). 
 
Figure 11 A, from Study III. A: N7 was localized in F3 after supra-threshold single pulse TMS 









Figure 11 B, from Study III. B: in each experimental condition P13 was statistically significant 






Figure 11 C, from Study III. C: N18 was localized in P3 after supra-threshold single pulse TMS 
and ISI 11 and had a different spatial localization at ISI 3, extending from the posterior regions 
of the stimulated hemisphere to the more anterior ones. 
 
P30  (mean  latency=  28.8;  SD=  5.3) was  found  in most  of  the  electrodes  of  the non‐
stimulated hemisphere as well as in Cz, Pz, and T3 (Figure 12, A).  
 
Figure 12 A, from Study III. A: P30 had almost the same spatial localization in each 










Figure 12 B, from Study III. B: N44 peak showed a diffuse spatial distribution, with an antero-
posterior amplitude gradient. It was spatially modulated by the paired pulse stimulations and 
was slightly stronger in C3, P3 and F3 at ISI 3 and virtually absent in the contra-lateral 
hemisphere at ISI 11. 
 
 
P60  (mean  latency= 62.6; SD= 9.5) was observed posteriorly and contralateral  to  the 
stimulation  site. Specifically,  the  largest  amplitude was observed  in T5,  right behind  the 
stimulation site (Figure 12, C).  
 
Figure 12 C, from Study III. C: P60 was found posterior and contra-lateral to the stimulation 
site and was modulated by the ppTMS, the polarity of the peak being virtually inverted at ISI 3 














P190  (mean  latency=  189.7;  SD=  24.3)  showed  the  highest  activation  in  the  centro‐
parietal region of the non‐stimulated hemisphere (C4, P4; Figure 13, B).  
 
Figure 13 B, from Study III. B: P190 was found all over the scalp with the exception of the 
stimulated area where it was virtually absent after ISI 3. 
 
 
N280  (mean  latency=  266.7;  SD=  32.2)  showed  a  diffuse  spatial  distribution,  even 
though its amplitude was particularly large in relative to F3‐C3 (Figure 13, C).  
 
Figure 13 C, from study III. C: N280 was found all over the scalp and was generally stronger 





Table 4 from Study III. Values are means ± SD; ▲ wave slightly stronger with respect to 
single pulse; ▲▲ wave stronger with respect to single pulse; ▼ wave attenuated with respect 
to single pulse;▼▼ wave cancelled with respect to single pulse; ▼▼▼ wave reversed in polarity 
with respect to single pulse; ▬▬ wave stable with respect to single pulse; ○, +, − respectively 







similar  to  that  observed  after  single  pulse  (Table  4).  However,  GEE  made  possible  to 
identify specific modulations in each peak. 
N7 at ISI 3 (mean latency=7.1, SD=2.5) was localized, as in supra‐threshold single pulse 




had  the  same  spatial  localization  as  in  supra‐threshold  single  pulse,  being  statistically 




N18  had  a  different  spatial  localization  at  ISI  3  (mean  latency=18.7,  SD=2.1)  with 








had  almost  the  same  spatial  localization  as  in  supra‐threshold  single  pulse  and  was 
attenuated at ISI 3 and generally stronger at ISI 11 (Paus et al., 2001b, see Figure 12, A) in 
the  unstimulated  hemisphere.  However,  the  subtraction  of  different  maps  showed  no 
clearly significant difference in this peak (p>0.05). 
N44  was  spatially modulated  by  the  paired  pulse  stimulations  and  was  virtually 
absent in the contra‐lateral hemisphere at ISI 11 (mean latency=43.5, SD=5.3) (see Figure 12, 
B). The subtraction of different maps confirmed clear differences between ISI 11 and supra‐
threshold  single pulse  (Paus et al., 2001b)  in  the  contra‐lateral hemisphere, mostly  in  the 
posterior  regions  (P4: Sidak’s p=0.035; Pz: Sidak’s p=0.042)  and between  ISI  11  and  ISI  3 
(mean latency = 40.7, SD=5.6) in the same areas (P4: Sidak’s p=0.039; Pz: Sidak’s p=0.047). 
P60  was  also  found  to  be  modulated  by  the  paired  pulse  stimulations,  with  the 
polarity of  the peak being virtually  inverted at  ISI 3  (mean  latency = 62.8, SD=9.4)  in  the 
stimulated area (see Figure 12, C). At ISI 11 (mean latency = 59.2, SD=9.6) it was generally 
stronger  in  Cz  and  in  the  contra‐lateral  hemisphere.  The  subtraction  of  different maps 
confirmed clear differences  in C3 between  ISI 3 and supra‐threshold single pulse  (Sidak’s 
p=0.011) and between ISI 3 and ISI 11 (Sidak’s p=0.015).  
N100 was found all over the scalp being more topographically represented after ISI 3 
(mean  latency = 102.6, SD=19.1) and  ISI 11  (mean  latency = 99.9, SD=16.4)  than  in  supra‐
threshold  single pulse on  the  stimulated area  (Figure 13, A). The  subtraction of different 





ISI  11  (mean  latency  =  177.6,  SD=25.6). The  subtraction  of different maps did not  reveal 
specific areas with significant differences between the three conditions. 
N280  was  found  all  over  the  scalp  and  was  generally  stronger  at  ISI  3  (latency 
mean=269.3, SD=32.0) and 11 (latency mean=271.9, SD=33.0) than in supra‐threshold single 











Overall,  latency  was  prolonged  at  ISI  3  by  about  2%  (2.1;  95%  CI=1.9‐2.2)  and 
shortened at ISI 11 (Paus et al., 2001b) by about 4% (4.4; 95% CI=4.3‐4.5) (for a paradigmatic 
















N100  showed  a  different  pattern with  respect  to  P60,  since  the  two  paired  pulse 
produced very  close  latencies  (p=0.999),  clearly  shorter  than 120%  (p<0.001) by about 3.9 
ms. 
P190 was  shortest  at  ISI  11  (p<0.001  vs.  both  other  conditions)  and  longer  at  120% 
versus ISI 3.  





The  correlation  between  EEG,  considered  as  the  independent  variable,  and MEPs, 
considered  as  a  dependent  variable, was  statistically  significant  for  some  of  the  peaks 
considered.  In  order  to  reduce  the  total  number  of possible  correlations, we  report here 
only correlations corresponding to peaks that showed significant changes across conditions. 
Moreover,  to  take  into  account  the  problem  of multiple  comparisons,  a  correlation was 


















Figure 14 A and B, from Study III. A: scalp distribution maps of GEE model EEG pattern at 13 
ms after stimulation over the left M1. In each experimental condition P13 was statistically 
significant in the anterior regions of the contra-lateral hemisphere and generally stronger at ISI 












Figure 15 A and B, from Study III. A: scalp distribution maps of GEE model EEG pattern at 30 
ms after stimulation over the left M1. P30 had almost the same spatial localization in each 
experimental condition, being attenuated at ISI 3 and generally stronger at ISI 11 in the 
unstimulated hemisphere. B: positive correlation with the MEP amplitude after the single pulse 
TMS was observed in the unstimulated hemisphere. No correlation was observed at ISI 3, while 
at ISI 11 a positive correlation was found in F4. 
 
At N44 a negative  correlation with  the MEPs amplitude after  the  single pulse TMS 








Figure 16 A and B, from Study III. A: scalp distribution maps of GEE model EEG pattern at 44 
ms after stimulation over the left M1. The N44 peak showed a diffuse spatial distribution, with 
an antero-posterior amplitude gradient. It was spatially modulated by the paired pulse 
stimulations, being slightly stronger in C3, P3 and F3 at ISI 3 and virtually absent in the contra-
lateral hemisphere at ISI 11. B: a negative correlation after the single pulse TMS was observed 
in the central and posterior regions of the stimulated hemisphere. After ISI 3, the correlation 










and MEP  ratios  in  SAI was  observed  (Tokimura  et  al.,  2000; Di Lazzaro  et  al.,  2004; Di 
Lazzaro et al., 2005b. Figure 17, A and C). The estimated mean values were 1739 μV (S.D. 




(p=0.031). No  difference was  observed  between  the  baseline  condition  (supra‐threshold 
single pulse) and ISI N20+10 (p >0.05; see Figure 17, A). In both experimental conditions, i.e. 
both  in  ISI  N20+3  and  N20+10  conditions,  and  in  each  subject,  the  EEG  signals  were 
composed at the vertex by a sequence of deflections, as described elsewhere (Ilmoniemi et 
al., 1997; Ferreri et al., 2011a; for a review Komssi and Kähkönen, 2006), of negative polarity 







Figure 17 A, B and C, from Study V. A: Motor-evoked potentials (MEP). Average of MEPs 
produced by stimulation at 120% of rMT and at ISI N20+3 and N20+10. Compared with 
baseline, MEPs were significantly lower in amplitude at ISI N20+3, while no difference was seen 
at ISI N20+10. B: Butterfly plots. Grand average of TMS-evoked potentials recorded at all 
electrodes at ISI N20+3 and N20+10 superimposed in a butterfly diagram. All signals were 
aligned to the magnetic stimulus. The polarity of the waveforms is plotted with negative values 






To  quantify  the  total  brain  activation  evoked  by  TMS,  global‐mean  field  power, 
calculated as the root mean squared value of the signal across all electrodes, was computed 
for both conditions under evaluation (see Figure 18, B). The global‐mean field power for ISI 
N20+3,  i.e.  SAI,  revealed  a decrease  in  amplitude  between  50  and  130 ms post  stimulus 
relative to ISI N20+10. This decrease was maximal between 60 and 110 ms (Figures 18, 19 
and 20). 
Figure 18 A and B, from Study V. A: Single-Channel EEG Responses. Grand average of the EEG 
responses recorded at vertex (Cz) at ISI N20+10 and ISI N20+3. B: Global-Mean Field Power. 
Total activation produced by TMS as measured by the global-mean field power derived from all 
60 electrodes. Relative to ISI N20+10, the global-mean field power was lower at ISI N20+3, 
i.e. SAI, between 50 and 130 ms poststimulus (grey area). This decrease peaked at 60 and 110 





According  to  the output of  the GEE procedure,  the  ISI N20+3 condition produced a 
significant global attenuation of N100 amplitude compared with the ISI N20+10 condition 
(main effect of  condition, Sidak’s p<0.001; Figures 19 and 20  respectively). No  significant 
main  effects  of  condition  were  found  for  N7,  P30,  N44  or  P180.  In  the  topographical 
analysis of the TMS‐induced responses, the N7, P30, N44, P60, N100 and P180 amplitudes 
were assessed by  statistical nonparametric mapping  (SnPM). After  ISIN20+3, we  found a 
significant decrement  in P60 amplitude over C1 (left motor cortex; p < 0.05, SnPM, Figure 
19). Even though a significant global attenuation of N100 amplitude was found according 
to  the  GEE  procedure  after  ISIN20+3  (see  above),  the  local  attenuation  of  the  N100 
component  in  the  motor  cortex  did  not  reach  significance  when  evaluated  with  the 
subsequent topographical analysis by SnPM. 
 
Figure 19, from Study V. Topographic distribution of the TMS-evoked activity at P60. Average 
integrated evoked response at P60 in the two conditions. Comparing the topography of the two 
conditions revealed lower activity approximately underlying the stimulation site at ISI N20+3, 
i.e. SAI. The white dot indicates the presence of significant differences (p<0.05; statistical 
nonparametric mapping, see text for more details). 
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Figure 20, from Study V. Topographic distribution of the TMS-evoked activity at N100. Average 
integrated evoked response at N100 in the two conditions. Comparing the topography of the 
two conditions revealed a lower activity approximately underlying the stimulation site at ISI 




Event‐related  spectral  perturbation measures  changes  in  the  amplitude  of  the  EEG 
spectrum  relative  to an experimental event  (e.g., TMS stimulation) and  is  independent of 
the  phase  of  EEG‐evoked  activity.  Event‐related  spectral  perturbation  values  were 
calculated for different spectrum frequency bands and no significant difference was found 
for any frequency ranges or channels (data not shown). Intertrial coherence determines the 
reproducibility of  the phase of  the EEG‐evoked  responses  across  trials,  regardless of  the 
amplitude of the responses. Thus, intertrial coherence reflects the intertrial synchronization 
(phase  locking) of  the EEG‐evoked  responses  to TMS. We  found  that  ISI N20+3,  i.e. SAI, 
induced a clear reduction in the synchronization of the TMS‐evoked responses across trials 
in the beta band (Figure 21). Intertrial coherence impairment was present in SAI within the 
first  300 ms  following  TMS.  This  impairment  was  restricted  to  the  beta  band  (p<0.05, 
statistical nonparametric mapping) and peaked at 2 channels localized in the fronto‐central 
110 ms 110 ms
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Figure 21, from Study V. Intertrial Coherence Topography. Intertrial coherence (ITC) in the two 
conditions in the beta range between 15 and 25 Hz. The white dots represent the scalp position 





To  assess  the  relationship  between  peripheral  and  central  correlates  of  SAI,  we 
calculated  the  correlation  between  the  attenuation  of MEPs  and modulation  of  EEG  in 
electrode sites where a significant difference in EEG responses between the conditions had 





















































shift, without  correlated  changes  in  the  site  of maximal  excitability  (hotspot;  Study  I). 
Motor  programming  and  execution  is  based  on  a  distributed  network  with  replicated 
topographic  organization  of  the  same  body  district  (particularly  for  hand  and  finger 
control) as has been considered of importance in motor learning and in functional recovery 
after partial lesions of the motor brain centers (Rossini and Pauri, 2000; Hallett et al., 2000). 
Higher  excitability  and  fronto‐medial  ‘migration’  of  the  excitable motor  areas  could  be 
explained  by  neuronal  reorganization,  possibly  including  the  dysregulation  of  the 
inhibitory frontal centers (the ‘suppressory’ motor cortex or area 4 S) and their integration 
in  the  distributed  excitatory  network  subtending  motor  output.  On  one  hand  fronto‐
temporal migration of the centre of gravity does not appear to reflect tissue retraction due 
to brain  atrophy;  if  this were  the  case,  the hotspot  should have  shifted  in  a  similar way 
without  any  dissociation  from  the  centre  of  the  map.  This  may  indicate  functional 
reorganization,  possibly  after  the  neuronal  loss  in  motor  areas.  On  the  other  hand, 
hyperexcitability  might  be  caused  by  a  dysregulation  of  the  intracortical  GABAergic 
inhibitory circuitries and selective alteration of glutamatergic neurotransmission (Francis et 
al.,  1993;  Masliah  et  al.,  1996).  The  change  could  be  interpreted  as  a  compensatory 
mechanism  allowing  the preservation of motor programming  and  execution over  a  long 
period despite disease progression. 
When  evaluated  during  long‐term  AChEI  therapy  (Study  IV),  the  brain 
hyperexcitability pattern was unchanged  in a subset of 10 patients from Study I and their 
cognitive  performance  at  the  MMSE  was  also  stabilized,  on  the  basis  of  the  expected 
minimum  annual  rate  of  decline  of  the MMSE  score  (Nobili  et  al.,  2002). Although  the 
question  of whether  TMS  can  be  used  to monitor Alzheimer’s  disease  progression  and 
response  to  treatment  cannot  be  conclusively  addressed  by  this  study  as  there was  no 
change in any of the parameters analyzed and there was no control group, this hypothesis 
is  supported by previous experiments using  the evaluation of SAI  (short  latency afferent 
inhibition; Di  Lazzaro  et  al.,  2005b)  and we  can  suppose  that  TMS  could  be  helpful  in 
reducing  inter‐individual  variability  and  achieving  a  more  direct  measure  of  disease 
progression. There  is  increasing  evidence  (Alagona  et  al.,  2001; Di Lazzaro  et  al.,  2002b; 
Pennisi et al., 2002) that, together with clinical, neuropsychological and neuroimaging data, 
TMS  could  be  a  useful  non  invasive,  low‐cost  and  repeatable  measure  of  biological 
progression  in AD, and  that  it may be used  in  the  clinical  setting  to  improve diagnostic 




patient’s pre‐therapy  cortical hyperexcitability  changes  after being  started on drugs,  and 
further determining whether over  the  long  term  any  change between  the pre‐  and post‐ 
TMS actually predict stability). Therefore, the potential clinical value of the TMS evaluation 





EMFs  exposure was  able  to  transiently  increase  cortical  excitability  in  healthy  and 
young  adults,  with  SICI  being  reduced  and  ICF  enhanced  in  the  acutely  exposed 
hemisphere compared with the contralateral non‐exposed hemisphere or to sham exposure 
without  any  thermal  effect.  This  monohemispheric  hyperexcitability  might  depend  on 
decreased GABAA‐mediated  inhibition  or  increased NMDA‐mediated  excitatory  activity 
(Ziemann  et  al.,  1998)  or both.  Such  a disruption  in neurotransmitter balance  leading  to 
hyperexcitability may  also  be  associated with  the monohemispheric  increase  in  regional 
cerebral blood  flow  as  actually observed via neurometabolic measurements during GSM 
mobile  phone  utilization  (Huber  et  al.,  2000;  Volkow  et  al.,  2011).  Neuronal 















Bestmann et al., 2008)  ‐ have demonstrated some spread of activation  from M1  to remote 
brain areas. The present study adds new  insights on the previously delineated (Komssi et 
al.,  2004)  functional  behaviour  of  the  human  brain  as  investigated  by  EEG  oscillations 
evoked by TMS on M1. It characterizes in more details two further early responses ‐ N7 and 





reciprocality  (Matsumoto  et  al.,  2007),  we  have  extended  previous  findings  about  the 
physiology of the early and late EEG‐TMS responses. We have also demonstrated that EEG‐
ppTMS  (Paus  et  al.,  2001b)  is  a  promising  tool  for  characterizing  the  neuronal  circuits 
underlying human cortical effective connectivity and the neural mechanisms regulating the 
balance  between  inhibition  and  facilitation  within  the  cortices  and  the  corticospinal 
pathway. We have  in  fact proved  that ppTMS modulates MEPs  and EEG  early  and  late 
evoked responses, and that for some peaks the EEG variability is partly linked with ‐ and 
therefore might partially explain ‐ MEPs’ variability, suggesting that for some TMS‐induced 
EEG  peaks  the  measures  of  SICI  and  ICF  would  be  somewhat  related  to  the  same 







In  this  study  it was possible  to  confirm previous  results  showing  that  the  electrical 
stimulation  of peripheral  nerve  can modulate  the  excitability  of  the  contra‐lateral motor 
cortex and this effect has a specific time window when  it  is possible to evoke  its clear‐cut 
decrement  as  evaluable  by  the  inhibition  of  MEPs  amplitude  (short  latency  afferent 
inhibition,  SAI;  Tokimura  et  al.,  2000; Di  Lazzaro  et  al.,  2003b).  It was  also  possible  to 
demonstrate  that  this excitability decrement  is associate  to attenuation of cortical P60 and 





origin  and  exerts  its  effects  on  the  corticospinal  neurons  through  cortical  inter‐neurons 
modulation (Tokimura et al., 2000; Di Lazzaro et al., 2004; Di Lazzaro et al., 2007)  i.e.  it  is 





imbalance  in  GABA‐mediated  inhibition  onto  the  corticospinal  neurons  modulated  by 
cholinergic activation. This possibility should be taken into serious consideration because a 
potential  interaction  between  cholinergic  and Gabaergic  circuits  at  several  levels  in  the 
human brain has been preliminarily  suggested by  some TMS observations  (Sanger et al., 
2001; Stefan et al., 2002; Ziemann 2003; Chen 2004; Di Lazzaro et al., 2005c; Alle et al., 2009; 
Udupa  et  al.,  2009).  It  is  important  to  understand  the  functional modulation  of  cortical 




physiological  basis  of  human  cerebral  cortex  functioning.  Different  neurotransmitters 
interact with a variety of  receptors whose activation  can produce different effects on  the 
excitability  of  a  diverse  group  of  cortical  neurons.  This  differential  modulation  of 
subgroups of  inhibitory  inter‐neurons by ascending cholinergic or other neurotransmitter 
systems  is  considered  to  represent  a  basis  for  fine  control  of  functional  state  and 
information flow in cortical networks (Steriade et al., 1993). Cholinergic systems have been 





6.2 GENERAL DISCUSSION  
 
The  key  feature  of  TMS  is  its  unique  ability  to  probe  changes  in  the  excitability, 
connectivity  and  global  plasticity  of  intra‐cortical  circuits  in  some  cortices  (particularly 
motor  and  visual  ones)  both  in  healthy  and  pathological  human  brains  by means  of  a 
painless  though  non‐physiologically  induced  neuronal  activation  (Post  and  Keck,  2001; 
Hoffman and Cavus, 2002; Komssi et al., 2004; Rossini and Rossi, 2007). TMS can even be 
used  to  induce  or  guide  mechanisms  of  acute  and  maybe  chronic  cortical  plastic 
reorganisation  (Platz  and  Rothwell,  2010). Most  of  the  knowledge  about  the  interaction 
between  magnetic  stimuli  and  cerebral  cortex  has  been  obtained  through  studies  that 
recorded  MEPs  elicited  by  single  or  paired  TMS  on  M1  in  basal  conditions  and  after 




brain  regions where  regional  neuronal  activity  correlates with motor  performance  and 




several  scalp  positions  overlying  the M1  strongly  demonstrate  in Alzheimer’s  disease  a 
global cortical hyper‐excitability (Study I, Ferreri et al., 2003; Di Lazzaro et al., 2004) This 
possibly  parallels  cognitive  status,  and  together  with  clinical,  neuropsychological  and 
neuroimaging data could be a measure of biological disease progression (Di Lazzaro et al., 
2005b;  Study  IV,  Ferreri  et  al.,  2011b).  Cortical  hyper‐excitability  seems  to  occur 
independently  of GABAergic  corticocortical mechanisms  dysfunction  (Di  Lazzaro  et  al., 
2004;  Pepin  et  al.,  1999;  Liepert  et  al.,  2001).  It  has  been  related  to  an  excitatory 
glutamatergic  system  dysfunctional  activity  stemming  from  an  imbalance  between  non‐
NMDA  and NMDA  neurotransmission  (Study  I,  Ferreri  et  al.,  2003; Di  Lazzaro  et  al., 
2003a)  in  a  complex mosaic  involving  several  neurotransmitter  systems  in  several  brain 




Acetylcholine  (ACh)  levels positively modulate glutamatergic  function  in  animal models 
(Pfurtscheller et al., 1996) and might influence the excitability of cortical and hippocampal 
glutamatergic networks in several ways. In vitro and in vivo models show that nicotine and 
other  cholinergic  agonists  enhance  glutamate‐dependent  LTP  via  an NMDA‐dependent 






its mechanisms  of  action  ‐as  revealed  by MEP modulation  studies‐  and  the  incomplete 
knowledge  about  its neurobiological  effects  (Guerra  et  al.,  2011), particularly  concerning 
how this non‐physiological stimulation interacts with the intrinsic neuronal activity in the 
human  brain.  There  are  hypotheses  about  the  kinds  of  interaction,  but  solid  evidence 
favouring  one  theory  amongst  others  is  still  lacking: macroscopically,  the  locus  of  brain 
activation  is  probably  where  the  induced  field  is  maximal  (Krings  et  al.,  1997)  but, 
according to the emerging principle of brain connectivity (Tononi et al., 1994; Sporns et al., 
2004;  Sporns,  2011;  Matsumoto  et  al.,  2007),  the  existence  of  spatio‐temporal  remote 
activations is now clear (Bestmann et al., 2008). During last decade the persistence of such a 
doubt motivated the use of neuroimaging techniques to assess the local and remote, as well 





connectivity  in  the  stimulated  cortical  circuits.  The  temporal  and  spatial  resolution  of 
neuroimaging  techniques  represents  important  selection  criteria  when  planning  a 
combined  TMS‐neuroimaging  study:  if  temporal  aspects  of  neuronal  processing  are  the 




may  be  detected  with  other  methods  (Komssi  et  al.,  2004).  EEG‐TMS  has  several 
advantages: first, the recordings can be collected at the patient’s bedside at a relatively low 
cost;  secondly,  if a high density EEG  is available, and an advanced  source modelling on 
individual  structural  neuroimaging  is  simultaneously  performed,  a  good  enough  spatial 
resolution  can  also  be  obtained.  By  combining  EEG‐TMS  recordings  with  structural 
neuroimaging,  it  is  also  possible  to  correlate  electrophysiological  measures  of  cortical 
excitability  and  connectivity  with  measures  of  regional  brain  structure.  Moreover, 
correlational analysis may test for relations between TMS‐induced behavioural effects and 
neuroimaging  measures  of  regional  brain  structure  or  evaluate  the  morphometric 
assessment of changes in brain structure following diseases or experimental tasks (Siebner 







submitted).  In  addition,  EEG‐TMS  high  temporal  resolution  can  also  be  exploited  to 




of distant  cortical areas, being  capable of  tracing  the  temporo‐spatial dynamics of  causal 
interactions within functional brain networks (Siebner et al., 2009). The spatial distribution 




activity  (Komssi et al., 2004). Using TMS‐EEG recordings  it was possible  to speculate that 
the spatio‐temporal spreading of the first responses (i.e. N7, P13, N18) after M1 TMS could 
directly  reflect  the  existence  and  the  time‐solved  activity  ‐experimentally modifiable‐  of 
specific  cortico‐cortical  connections  to  the  ipsilateral and  contralateral nonprimary motor 
cortices  and  to  the  ipsilateral  posterior  parietal  cortex.  On  the  other  hand,  the  spatio‐
temporal spreading of  the other responses  (P30, N44, P60, N100 and P180) could directly 
reflect  the  existence  and  the  time‐solved  activity  of  a  specific  subcortical  pathway  (via 
thalamic  nuclei  and/or  basal  ganglia)  projecting  diffusely  to  the  cortex  (Ziemann  and 
Rothwell,  2000; Study  III, Ferreri  et  al.,  2011a). Moreover,  considering  that  the  firing  of 
cortical neurons enveloped  in the EEG signal  is associated with the activation of both fast 
and slow excitatory postsynaptic potentials (fEPSPs and sEPSPs respectively) as well as fast 
and  slow  inhibitory  postsynaptic  potentials  (fIPSPs  and  sIPSPs,  respectively),  it  was 
possible  to  speculate  about  the  role  of  NMDA  receptors  in  the  generation  and/or 
modulation  of  N7  (Study  III,  Ferreri  et  al.,  2011a),  the  role  of  GABAA  postsynaptic 
receptors in the generation and/or modulation of P13, N18, P30 and N44 (Study III, Ferreri 
et al., 2011a), and  the role of pre‐synaptic and postsynaptic GABAB receptors  in  the P60, 
N100,  P180  and N280  genesis  as well  as  the modulating  role  of  ascending  cholinergic 
projections  (Studies  III  and  V,  respectively  Ferreri  et  al.,  2011a  and  Ferreri  et  al., 
submitted). 
However, the TMS–EEG co‐registration technique also has major disadvantages, such 
as  its  limited  use  to map  TMS‐induced  activations  in  deep  brain  structures,  its  strong 
susceptibility  to  artefacts  ‐muscle  interference  and  eye‐blinks‐  and  the  difficulties  in 
accessing the very immediate cortical responses (i.e. within the first 10 ms). However, this 
last  problem  will  be  overcome  by  using  new  devices  that  do  not  require  pinning  the 
preamplifier output  to  a  constant  level during TMS,  allowing  continuous data  recording 









obtaining detailed  information  about  the  state of  the brain. However,  all  this  is possible 
only  if  appropriate  techniques  and methods  are  used  to  deal with  the  electromagnetic, 
electrode‐ polarization, eye‐blink, muscle, auditory and other artefacts. Major progress has 
been made in fact in solving technical problems caused by the interfering effects of TMS on 
data  acquisition  in  concurrent  TMS‐EEG  studies.  The  remaining  challenge  now  is  to 
optimize  experimental  approaches  in  a way  that  it  is  possible  to  disentangle  the  direct 
effects caused by TMS in the brain from the contribution of non‐cortical biological sources, 
for  example  those  associated  with  auditory  and  somatosensory  stimulation.  A  deeper 
understanding of the real effects of magnetic pulses on the cortex is required before routine 













2) Brain  excitability  can  be  transiently manipulated  in  healthy  subjects  possibly 
modulating the balance between excitatory and inhibitory intracortical neurons. This 
manipulation can be reliably studied by means of TMS. 
3) The  combination  of  TMS  and  EEG  enables  the  study  of  the  neuronal  circuits 
underlying  effective  connectivity  within  the  human  cortices  as  well  as  the 






brain  cortical  mechanisms  integrating  afferent  information  and  modulating 
inhibitory  phenomena,  such  as  SAI,  in  healthy  subjects  and  likely  in 
neuropsychiatric patients.  
 
This  thesis  presents  new  findings  related  to  TMS  and  TMS‐evoked  brain  activity, 
addressing  some  crucial  issues  for  a  better  elucidation  of  the  mechanisms  underlying 
human  brain  neuroplasticity.  The  feasibility  of  the  combination  of  TMS  and  EEG  was 
clearly  confirmed  for  the  examination  of  the  cortical  excitability  and  connectivity  of  the 
human  cerebral  cortex, both  in healthy  and pathological  conditions,  also  suggesting  that 
TMS ‐ with or without EEG ‐ is a sensitive measure of the effect of different kinds of brain’s 
activity manipulation. The possibility of studying cortical excitability and connectivity and 
to  modulate  them  is  clearly  of  considerable  interest.  Neuronal  hyper‐excitability  is 
generally  considered  to  play  a  role  in  promoting  brain  functional  and  even  structural 
plasticity, either of  the adaptive or maladaptive kind, with opposite effects on  functional 
recovery, both  in healthy people and  in neurological diseases. This obviously  implies  the 
necessity for cautious manipulation, but improved knowledge of the basic mechanisms and 
awareness of the constrains would strengthen the possibility to guide the plastic potential 
of  the brain, opening a broader  field of new  therapeutic and  research perspectives  (Platz 
and Rothwell, 2010). This may have a  tremendous  impact on  future  research efforts  in a 
variety of neuropsychiatric disorders whose patho‐physiology has been  closely  linked  to 
the  integrated  function  of  multiple  cortical  areas.  Taken  together,  these  findings  are 
therefore  of  importance  for  the  adoption  of  the  TMS  and  TMS‐EEG  co‐registration 
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This thesis explores the feasibility 
of combining transcranial magnetic 
stimulation (TMS) and electroen-
cephalography (EEG) for the exami-
nation of the cortical excitability and 
connectivity of the human cerebral 
cortex, both in healthy and patho-
logical condition. It addresses some 
issues crucial for a better elucida-
tion of the mechanisms underlying 
human brain neuroplasticity. Taken 
together, the findings presented in 
this thesis are important for the 
adoption of the TMS and TMS-EEG 
co-registration techniques as a 
tool for basic neurophysiological 
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