Abstract. In content-based image retrieval (CBIR), the user usually poses several labelled images and then the system attempts to retrieve all the images relevant to the target concept defined by these labelled images. It may be helpful if the system can return relevant images where the regions of interest (ROI) are explicitly located. In this paper, this task is accomplished with the help of multi-instance learning techniques. In detail, this paper proposes the CkNN-ROI algorithm, which regards each image as a bag comprising many instances and picks from positive bag the instance that has great chance to meet the target concept to help locate ROI. Experiments show that the proposed algorithm can efficiently locate ROI in CBIR process.
Introduction
With the rapid increase of the volume of digital image collections, content-based image retrieval (CBIR) has attracted a lot of research interests in recent years [5] . Here the main difficulty lies in the gap between the high-level image semantics and the low-level image features, due to the rich content but subjective semantics of an image. Although much endeavor has been devoted to bridging this gap [4] [11] , it remains an unsolved problem at present. Nevertheless, many good CBIR systems have already been developed.
In CBIR, the user usually poses several labelled images, i.e. positive or negative images corresponding to a target concept, in the query and relevant feedback process, and the CBIR system attempts to retrieve all the images relevant to the target concept from the image database. It is noteworthy that although the user feeds whole images to the system, usually he or she is only interested in some regions in these images, i.e. regions of interest (ROI). In applications involving the scan of huge volume of images to detect suspect areas, such as to some medical or military purposes, it may be valuable if the ROI can be identified and exhibited when the retrieved images are presented to the user. Even in common CBIR scenarios, considering that the system usually returns a lot of images, explicitly showing the ROI may be helpful because it could help the user recognize the images he or she really wants more quickly. Unfortunately, at present few CBIR systems can return retrieved images where the ROI has been located.
In this paper, the CkNN-ROI algorithm is proposed to address the problem of locating ROI in CBIR. CkNN-ROI regards each image as a bag comprising many instances. The labelled positive or negative images provided by the user are regarded respectively as positive or negative training bags. For every image in the database, CkNN-ROI determines whether or not it is a positive bag with the help of some adjacent training bags, and if the image is a positive bag then the instance which has the biggest chance to meet the target concept is picked out while its corresponding image region is regarded as ROI. Experiments show that this algorithm can locate ROI in the CBIR process with high efficiency.
The rest of the paper is organized as follows. Section 2 briefly introduces multi-instance learning and its application in CBIR. Section 3 proposes the CkNN-ROI algorithm. Section 4 reports on the experiments. Finally, Section 5 concludes and raises several issues for future work.
Multi-Instance Learning and CBIR
In multi-instance learning [10] , the training set is composed of many bags each contains many instances. A bag is positively labelled if it contains at least one positive instance and negatively labelled otherwise. The task is to learn something from the training bags for correctly labelling unseen bags. This task is difficult because unlike supervised learning where all the training instances are labelled, here the labels of the individual instances are unknown. It is obvious that if a whole image is regarded as a bag while its regions are regarded as instances, then the problem of determining whether an image is relevant to a target concept can be viewed as a multi-instance problem. Therefore, multi-instance learning has great potential in tasks involving image analysis.
Maron and Ratan [3] applied multi-instance learning techniques to natural scene classification. In their work each image was initially smoothed using a Gaussian filter and subsampled to an 8 × 8 matrix of color blobs where each blob was a 2 × 2 set of pixels within the 8 × 8 matrix. Then, different bag generators were used to transform various configurations of blobs of each image, such as rows, single blob with neighbors (SBN), two blobs with no neighbors, etc., into instances of the corresponding bag. Finally, the Diverse Density algorithm [2] was used to learn the target concept. Although natural scene classification is different from CBIR, this work gave some illumination on the application of multi-instance learning techniques to CBIR.
Yang and Lozano-Pérez [7] first applied multi-instance learning techniques to CBIR. They transformed color images into gray-scale images at first. Then, they divided each image into many overlapping regions. Regions with low variances were thrown out and each of the remaining ones was smoothed and subsampled to a low-resolution h × h matrix. Through concatenating these elements, an h 2 -dimensional feature vector was generated. After subtracting the mean of the feature vector from it and then dividing it by its standard deviation, a new h 2 -dimensional feature vector was obtained, which was used to describe the corresponding instance. Finally, a variation of the weighted correlation statistic was utilized to measure the similarity between feature vectors, and the Diverse Density algorithm was employed to learn the target concept. It is worth noting that this bag generator requires converting color images into gray-scale images, therefore it is not suitable to the process of color images.
Zhang et al. [9] enhanced Maron and Ratan's SBN bag generator [3] through exploiting a variety of image processing techniques such as wavelet transformation. They used this bag generator to convert the images to bags and employed the EM-DD algorithm [8] , a variant of the Diverse Density algorithm which utilizes the EM technique, to learn the target concept. It is noteworthy that besides boolean labels, they also tried real-valued labels for each bag indicating how well the corresponding image meets the target concept.
Zhou et al. [13] developed the bag generator ImaBag, which was derived from an SOM-based image segmentation technique. Here the pixels in each image were clustered based on their color and spatial features by an SOM neural network, and then the clustered blocks were merged into a specific number of regions. Each region was represented with a feature vector formed by its mean R, G, B values, which was regarded as an instance in the bag corresponding to the image. Then the Diverse Density algorithm was used to learn the target concept.
CkNN-ROI
It can be seen from Section 2 that among current multi-instance learning algorithms, the Diverse Density algorithm and its variants have already been used in CBIR. This is not strange because Diverse Density is the first practical multiinstance learning algorithm, which employs gradient ascent with multiple starting points to search for the point with the maximum diverse density in the feature space [2] . The diverse density at a point is defined to be a measure of how many different positive bags have instances near that point, and how far the negative instances are from that point. It is obvious that the Diverse Density algorithm can be used to locate ROI because after training process the point with maximum diverse density in the feature space is identified, therefor for a positive image bag the instance closest to that point should be the one corresponding to ROI. In fact, this property has already been exploited in Maron and Ratan's work on natural scene classification [3] .
However, the Diverse Density algorithm suffers from huge time cost. In order to get the concept point, i.e. the point with the maximum diverse density in the feature space, this algorithm has to perform gradient-based optimizations starting from every instance in every positive bags. Suppose the training set contains m positive bags and each positive bag contains l instances. Then the total number of gradient-based optimizations required by the Diverse Density algorithm is (m × l). In natural scene classification such a time cost is tolerable because all the classes of the natural scenes are known when the the image database is constructed. Therefore, the concept points for different classes can be pre-computed and a new image can be quickly classified through computing its distances to different concept points. However, in CBIR the classes that may occur are not known when the image database is constructed, because the possible target concepts the user may query for may be infinite. Thus, the concept point can only be computed after the user provides labelled images. Since the gradient-based optimizations have to be executed online, the retrieval process will be time-consuming, which might not be acceptable because usually the user wants to get the retrieval results as soon as possible.
Based on the above recognition, nearest neighbor algorithms [1] appear to be better choices because they only involve the computation of distances while the distances between training examples can be pre-computed. Actually, there is a nearest neighbor style multi-instance learning algorithm, i.e. Citation-kNN [6] . This algorithm borrows the notion of citation and reference of scientific literatures in the way that a bag is labelled through analyzing not only its neighboring bags but also the bags that regard the concerned bag as a neighbor. In computing the distances between different bags, the minimal Hausdorff distance is employed, as shown in Eq. 1 where A and B are two different bags,
The Citation-kNN algorithm achieved the best performance on the Musk data, a popular benchmark test for multi-instance learning algorithms, at the time it was proposed [6] . Recently, Zhou et al. [12] developed a variant of Citation-kNN for a web mining task through modifying the minimum Hausdorff distance for text features and obtained success. This demonstrates the great application potential of the k-NN style multi-instance learning algorithms. However, up to now such kind of algorithms have not been applied to tasks involving image analysis, while the CkNN-ROI algorithm described below is the first attempt to introduce them into CBIR.
In fact, the Citation-kNN algorithm can be directly applied to CBIR without any modification. However, this algorithm can not locate ROI by itself. Therefore, the CkNN-ROI algorithm is proposed, which works in two steps.
In the first step, the label of a new bag is determined in the same way as that of Citation-kNN. That is, for a given new bag, its r-nearest neighboring training bags (r-references) as well as the training bags (c-citers) which regard the new bag as its c-nearest neighbor are identified according to Eq. 1, and then the label of the new bag is determined by voting among these training bags.
In the second step, if the new bag is deemed as negative then nothing will be done because a negative image should contain no ROI corresponding to the target concept; otherwise the following process is executed. For each instance in the new bag, its k-nearest neighboring training bags can be identified according to Eq. 1 through regarding the concerned instance as a bag containing only one instance. Each of these training bags contributes a score to the estimation of the chance for the instance to meet the target concept. Intuitively, the closer the positive bags while the farther the negative bags, the bigger the chance. 
The instance with the biggest score is deemed as a positive instance corresponding to the target concept, while its corresponding image region is regarded as the ROI. The pseudo-code of the CkNN-ROI algorithm is shown in Table 1 .
Note that the first step of the CkNN-ROI algorithm reassembles the CitationkNN algorithm, which has computed the distances between all the instances. Therefore, the computational cost of the CkNN-ROI algorithm is only slightly bigger than that of the Citation-kNN algorithm, where the additional cost lies in directly putting the existing min Iij ∈Bi I * v − I ij 2 values into Eq. 2 and then picking out the instance with the biggest Score. Moreover, the distances between all the different training bags can be pre-computed when the image database is constructed. Therefore, comparing to Diverse Density, CkNN-ROI can be much more efficient, which is desirable in CBIR because the user can get the retrieval results much more quickly.
An image database consisting of 500 COREL images is used in the experiments, which includes 100 images from each of the five image types: castle, firework, mountain, sunset, and waterfall. Here each image type corresponds to a target concept to be retrieved. A training set comprising 50 images is created by randomly choosing 10 images from each of the five image types. The remaining 450 images constitute a test set. The training-test partition is randomly generated for ten times where the generated training sets are not overlapped, and the average statistics is recorded.
The CkNN-ROI algorithm is compared with Diverse Density. For CkNN-ROI, the parameters r and c are set to 3 and 5, respectively, which is the recommended parameter setting of Citation-kNN [6] ; the parameter k is set to 3, which has not been finely tuned. For Diverse Density, the single point scaling concept is adopted [2] . Both algorithms are facilitated with the same bag generator, i.e. the SBN presented by Maron and Ratan [3] . Images are first filtered and subsampled to 8×8. Then an SBN is defined as the combination of a single blob with its four neighboring blobs (up, down, left, right). The sub-image is described as a 15-dimensional vector, where the first three features represent the mean R, G, B values of the central blob and the remaining twelve features correspond to the differences in mean color values between the central blob and other four neighboring blobs respectively. Therefore, each image bag is represented by a collection of thirty-six 15-dimensional feature vectors obtained by using each of the blobs not along the border as the central blob. Note that in order to locate ROI more precisely, here 1 × 1 blob is used instead of 2 × 2 blob used in [3] . Fig. 1 illustrates the bag generator. The experiments are performed on a machine with Intel Pentium III 533Hz CPU, 384MB memory, and Windows XP operating system. The average time cost per query is compared, as shown in Table 2 . Table 2 shows that the CkNN-ROI algorithm is about 45,234 (= 14, 475/0.32) times faster than the Diverse Density algorithm in dealing with CBIR queries. The process time of CkNN-ROI, i.e. 0.32 second per query, is a very good record even in the context of state-of-the-art CBIR systems. Note that if the image database is larger, the distances between more bags should be pre-computed, but fortunately the online process time of CkNN-ROI will only increase linearly as well as Diverse Density. While even on the relatively small experimental image database, the process time of Diverse Density, i.e. 14,475 seconds per query, is unbearable because it is difficult to anticipate such a patient user who will wait more than 4 hours for a query! This discloses the fact that even though the Diverse Density algorithm could obtain good retrieval results, it could hardly be really used in CBIR dues to its overwhelmingly low efficiency. Fig. 2 shows the precision-recall graphs of the retrieval performance of CkNN-ROI and Diverse Density on the target concepts. Note that each point shown in the graphs is the average result of 10 queries of the same type. This figure shows that the performance of CkNN-ROI is comparable to that of Diverse Density on three target concepts, i.e. castle, firework, and waterfall; while apparently worse than that of Diverse Density on two target concepts, i.e. mountain and sunset. The ROI locating ability of CkNN-ROI and Diverse Density are also compared. In detail, ROI of each image is manually marked in advance. Then, for each relevant image in the database, if the ROI returned by the algorithm is covered by the real ROI then it is recorded as a success. Note that here whether an image is relevant to the target concept or not is determined by its real label, therefore in this way the ROI locating performance and the retrieval performance can be separately evaluated. The ratio of the number of successes against the total number of relevant images on each target type is computed and compared in Table 3 . Fig. 3 shows some example images with located ROI. Table 3 shows that the ROI locating performance of CkNN-ROI is worse than that of Diverse Density on firework, sunset, and waterfall, while comparable or better on castle and mountain. This is not difficult to explain because the bag generator used here mainly considers color information, therefore the instances can be viewed as some kind of color patterns. Diverse Density attempts to find a color pattern shared by all the positive bags but no negative bags, and uses this pattern to locate ROI; while CkNN-ROI attempts to evaluate each color pattern through finding its k nearest neighboring bags that have similar color patterns, and the more positive bags among these k bags, the more likely the concerned color pattern is regarded as ROI. So, CkNN-ROI is a local method while Diverse Density is a somewhat global method. If the image semantics is strongly coupled with a specific color pattern, then all the positive bags do share some specific color patterns, and in this case Diverse Density should perform better than CkNN-ROI; while if the image semantics is not strongly coupled with a specific color pattern, then it is difficult to find out a color pattern shared by all the positive bags, and in this case CkNN-ROI may perform better.
In fact, Fig. 3 confirms that when the image semantics is strongly coupled with a specific color pattern, such as on firework, sunset, and waterfall, the ROI locating performance of Diverse Density is apparently better than that of CkNN-ROI. While when the image semantics is not strongly coupled with a specific color pattern, such as on castle and mountain, the ROI locating performance of CkNN-ROI can be comparable to or even better than that of Diverse Density.
Overall, experiments reported in this section reveal that the efficiency of CkNN-ROI is far better than that of Diverse Density, the retrieval performance and ROI locating performance of CkNN-ROI are often worse than that of Diverse Density, but on many target concepts the performance of CkNN-ROI can be comparable or better. Moreover, considering that Diverse Density can hardly be really used in CBIR systems due to its overwhelmingly high time cost, CkNN-ROI seems like a better choice.
Conclusion
CBIR has been widely investigated in the past years. Although many CBIR systems have been developed, few of them can return relevant images where the ROI has been located. On the other hand, although multi-instance learning techniques have been introduced into CBIR, kNN style multi-instance algorithms have not been utilized. In this paper, these two issues are addressed by the CkNN-ROI algorithm, which is a new variant of Citation-kNN and could locate ROI in CBIR with high efficiency.
The experiments reported in this paper are performed on a relatively small image database and a small number of target concepts. Experiments on more images and more target concepts will be performed and reported in the future. Moreover, in the current version of CkNN-ROI, only one ROI can be located in each image and marked with a constant framework. It will be more helpful if all the ROI can be located and marked with a framework that can be with arbitrary shape. This is an interesting issue to be explored in the future.
It is noteworthy that CkNN-ROI is far from a flawless solution to the problem of ROI locating. Nevertheless, it is anticipated that this work might help raise the interest in applying kNN style multi-instance learning algorithms to tasks involving image analysis, and more importantly, arouse investigation on the problem of ROI locating in CBIR.
