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ABSTRACT
Computing servers generally have a narrow dynamic power
range. For instance, even completely idle servers consume
between 50% and 70% of their peak power. Since the us-
age rate of the server has the main influence on its power
consumption, energy-efficiency is achieved whenever the uti-
lization of the servers that are powered on reaches its peak.
For this purpose, enterprises generally adopt the following
technique: consolidate as many workloads as possible via
virtualization in a minimum amount of servers (i.e. maxi-
mize utilization) and power down the ones that remain idle
(i.e. reduce power consumption). However, such approach
can severely impact servers’ performance and reliability.
In this paper, we propose a methodology to determine
the ideal values for power consumption and utilization for
a server without performance degradation. We accomplish
this through a series of experiments using two typical types
of workloads commonly found in enterprises: TPC-H and
SPECpower ssj2008 benchmarks. We use the first to mea-
sure the amount of queries responded successfully per hour
for different numbers of users (i.e. Throughput@Size) in the
VM. Moreover, we use the latter to measure the power con-
sumption and number of operations successfully handled by
a VM at different target loads. We conducted experiments
varying the utilization level and number of users for differ-
ent VMs and the results show that it is possible to reach the
maximum value of power consumption for a server, without
experiencing performance degradations when running indi-
vidual, or mixing workloads.
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1. INTRODUCTION
Nowadays large investments have been made to build data
centers (i.e. purpose-built facilities composed of thousands
of servers, providing storage and computing service within
and across organizational boundaries). In our previous work,
we show that one of the main contributors to the overall cost
of running a server is the energy-related cost [23]. Never-
theless, it is often the case that enterprises have idle servers
operating at very low levels of utilization, whilst consum-
ing between 50 and 70% of their peak power [10]. Moreover,
data collected from more than 5, 000 production servers over
a six-month period showed that servers operate only at 10-
50% of their full capacity most of the time, leading to ex-
penses on over-provisioning, and thus extra Total Cost of
Acquisition (TCA) [9]. With the increase of energy costs,
the research community has been trying to solve the en-
ergy efficiency problem from two different perspectives: (i)
creating servers that consume energy proportional to their
utilization level, and (ii) maximizing the utilization of the
minimum number of servers. In this work, we solely address
the impact of the second perspective.
In order to maximize utilization, enterprises generally con-
solidate workloads via virtualization. Virtualization is a
technique that enables applications to share the same physi-
cal server by creating multiple virtual machines in such a
manner that each application can assume the ownership
of the virtual machine (VM) [14]. One of the benefits of
virtualization is the potentially more efficient utilization of
the server’s hardware resources. This can be accomplished
when VMs with complementary workload patterns achieve
the maximum utilization level that a server can handle, or
when the workloads in each VM have complementary re-
source usage patterns. Furthermore, our work is focused
on virtualized environments that run the type of workloads
that are typically used in enterprises. We define in detail the
performance degradation for a VM depending on the type
of workload in section 4.3.
However, high levels of utilization tend to be associated
to a higher performance degradation. For instance, it is
expected that an application with average utilization ap-
proaching 100% is likely to have difficulty meeting its per-
formance requirements (i.e. throughput and latency service-
level-agreements). Due to this fact, enterprises will not risk
the performance of their VMs in order to maximize the uti-
lization of their servers, thus leading to low levels of uti-
lization. Furthermore, to the best of our knowledge this is
the first attempt of analyzing empirically whether it is pos-
sible to reach a balance between performance and energy
efficiency for typical enterprise workloads. Moreover, previ-
ous work [13, 21], assume that when VMs with complemen-
tary resource usage patterns reach the maximum utilization
level, there will be no performance degradation. However,
through our experiments, we show conclusive results that
this hypothesis is not always true. In addition, previous
work did not study whether the state of a VM influences
the performance degradation. For instance, we show that
idle VMs do not affect performance regardless of how inten-
sively the active VMs are used. We present this in detail in
section 4.4.
The main goal of this paper is to present a methodology
for achieving energy-efficiency in a server with no perfor-
mance degradation per VM. For this purpose, we experi-
mentally investigate the relationship between performance
degradation and energy-efficiency for two typical workloads
used in enterprises: SPECpower ssj2008 [4] and TPC-H [8]
benchmarks. We use SPECpower ssj2008 for exploring the
number of operations successfully handled by a VM and the
power consumption associated at several levels of utilization.
We further refer to SPECpower ssj2008 as SPECpower in
the remainder of this paper. We use TPC-H for evaluat-
ing the response time for business-oriented ad-hoc queries
and concurrent data modifications. In particular, we use
the metric Throughput@Size from TPC-H which measures
the amount of queries that can be executed per hour for
different amounts of users.
We explore different scenarios in which a server increases
its utilization and dependability and especially how that re-
lates to performance degradation. In order to vary the sce-
narios we introduced the concept of states of a VM (e.g,
idle, constant) to aids the detection of performance degrada-
tions. We experimentally studied the relationship between
throughput (i.e, queries per hour or number of operations)
and performance degradation. Furthermore, we also inves-
tigated the relationship between the type of workload (i.e.,
TPC-H or SPECpower) and performance degradation. Fi-
nally, we examined the consequences in performance and
energy-efficiency of mixing these two types of workloads. It
is important to mention that this experimental methodology
can be adapted to a concrete implementation, and provide
an automated technique to find a balance between power
consumption and performance.
This paper is structured as follows: Section 2 presents the
two benchmarks used in this work, namely SPECpower and
TPC-H. Section 3 presents a set of relevant questions that
need to be addressed in order to find a balance between
energy-efficiency and performance. In section 4 we address
these questions with the use of a set of scenarios. Section 5
provides an overview of the related work. Finally, section 6
concludes the paper and presents future work.
2. BACKGROUND
In this section, we present the main features of the two
benchmarks used in this work, namely, an overview of their
design and functionality in order to facilitate the under-
standing of the questions addressed in this work and their
results.
2.1 Overview of SPECpower benchmark
The SPECpower benchmark was designed to produce con-
sistent and repeatable performance and power measurements.
The purpose of the benchmark is to imitate a server-side
Java transaction processing application. SPECpower strains
the CPU, caches, and memory hierarchy, as well as the im-
plementations of the Java virtual machine (JVM), just-in-
time (JIT) compiler, and garbage collection. The bench-
mark is based on the SPECjbb2005 benchmark [4]. It has
strict rules for compliance in case the user wants to upload
the results into their website. For example, it is necessary
to use two systems, namely a system under test (SUT) and
a system for control and collection (CCS) [5]. However, due
to the amount of experiments that we needed to perform
we set the SUT and CCS in the same VM. Furthermore, we
first perform the experiments using a laptop as a CCS and
did not find any significant difference in the results.
SPECpower executes different types of transactions such
as: new order, payment, order status, delivery, stock level,
and customer report. The input for each transaction is
randomly generated and it modifies in-memory data struc-
tures such as warehouses and customers. Transactions are
grouped together in batches for scheduling purposes. The
delay between batches is calculated to achieve the desired
throughput for each target load. In essence, SPECpower
runs the workload at different load-levels and reports the
power and performance at each load-level [6].
The benchmark starts with a calibration phase, which de-
termines the maximum throughput. The calibrated through-
put is set as the throughput target for 100% load-level. The
throughput target for the rest of the load-levels is calculated
as a percentage of the throughput target for 100% load-
level. For example, if the calibrated throughput is 200,000
server-side Java operations per second (i.e. ssj ops), the
50% target load would have a target throughput of 100,000
ssj ops. With 10 warehouses, each warehouse needs to sus-
tain a throughput of 10,000 ssj ops, since there are 2,000
transactions per batch, each warehouse will execute an av-
erage of 5 batches per second. Thus, the mean delay between
batches is 200 ms. The downside of this feature is that in
some cases the benchmark may have an error between the
target and the actual load, which may be easily mistaken
as performance degradation. For instance, in figure 4(a)
there is a ± 1% of error margin due to the way the ssj ops
are batched.
The benchmark supports a set of configurable parame-
ters. For example, the maximum target throughput can be
manually configured, as well as the sequence of load-levels,
the time of each load, the number of calibrations, etc. The
reader can refer to [7] for more information on which pa-
rameters are configurable. The flexibility, coupled with the
consistency and repeatability of SPECpower, allow us to
investigate a balance between energy-efficiency and perfor-
mance for enterprise-class server workloads.
2.2 Overview of TPC-H benchmark
The TPC-H benchmark is a decision support benchmark
comprising a suite of business oriented ad-hoc queries and
data modifications [8]. The term decision support implies
that managers and executives would need to retrieve data
from the database in order to draw a pattern of the com-
pany financial results and facilitate their decision making
process. TPC-H creates the data for a relational database
comprised of eight tables that stores typical product supply
information. The benchmark also involves ad-hoc workload
that aims to produce unpredictable queries [17].
The workload of the benchmark consists of 22 queries and
2 update procedures, all representing frequent decision mak-
ing questions. Furthermore, the 22 queries have a high-level
of complexity and give answers to real-world business ques-
tions. The queries include a rich scope of operators and
selectivity constraints, access a large percentage of the pop-
ulated data and tables and generate intensive disk and CPU
activity on the part of the database server. The update pro-
cedures are called refresh functions (RFs) [8]. The refresh-
ing functions are not included in the benchmark and they
were created by us following the TPC-H guidelines. For in-
stance, RF 1 adds new sales information to the database,
the insertion takes place in the two most populated tables
and represents 0.1% of the initial population of these two
tables. Moreover, RF 2 removes old sales information from
the database.
We use DBGEN, which is a data generator provided in
the TPC-H package to create the data to be inserted and
deleted by the refreshing functions.
Setting the Environment for TPC-H.
In order to perform any test with TPC-H it is necessary
to: (i) create the database with the exact schema proposed
by the Transaction Performance Council (TPC); (ii) add
the constraints; (iii) generate the raw data files using the
DBGEN tool; (iv) load the data into the database tables;
(v) generate the workload queries to be executed using the
TPC-H query generation tool (QGEN); and (vi) develop and
install the necessary stored procedures, i.e, RF 1 and RF 2.
After all these steps are finished, we are able to run the
workload and measure the execution times.
Throughput Test.
The purpose of the throughput test is to measure the abil-
ity of the system to process the most queries in the least
amount of time [17, 8]. In other words, this test is used to
demonstrate the performance of the system against a multi-
user workload. Each user is represented by a stream (S),
which runs 21 queries in a random order. The stream exe-
cutes queries in a serial manner but the streams themselves
are executed in parallel. We did not consider one of the
queries because its execution time was too long (i.e. more
than 1 hour). The throughput test must be executed in
parallel with a single refresh stream session [8].
The Throughput@Size metric is defined as:
Throughput@Size =
n× 21
Ts
× 3600× SF
Where n, is the total amount of users on the test. Ts is
Figure 1: Overview of the proposed experimental
methodology
the time (in seconds) passed until all the streams executed
their 21 queries. SF is the size of the database in GB. For
this work SF = 1.
3. BALANCINGENERGY-EFFICIENCYAND
PERFORMANCE
The main objective of this experimental methodology is
to study the feasibility of running a server at high levels
of utilization without performance degradation. In particu-
lar, we investigate the maximum value for energy consump-
tion without any performance degradation in order to maxi-
mize the utilization of the server and reach energy-efficiency.
Moreover, we study the effects of other scenarios (e.g. idle
VMs) on both performance and energy consumption.
The diagram in Figure 1 presents an overview of the in-
puts, the methodology and finally the expected outputs.
The inputs of our experimental methodology are a set of VM
attributes (e.g. Number of VMs, Number of VCPU, RAM
and Disk), workload types (e.g. SPECpower or TPC-H) and
the characteristics of the host (e.g. CPU Cores, RAM, and
Disk). After receiving the inputs, our methodology mea-
sures the performance, levels of utilization and power con-
sumption in several scenarios using predefined VM states.
The output is a set of rules of thumbs that will explicitly
define the maximum level of utilization per VM in order to
not experience performance degradation, together with the
power consumption achieved at such levels of utilization.
3.1 Proposed Study
In this subsection, we categorize this analysis under three
important relationships between performance and energy-
efficiency:
1. Relationship between power consumption and perfor-
mance, when there are idle VMs in a server and while
varying the levels of utilization of the other VMs. We
analyze this relationship on the grounds that gener-
ally users are not willing to wait the time required for
a VM to boot up and demand having their VM always
ready to receive workload (section 3.3).
2. Relationship between throughput, performance degra-
dation, and energy-efficiency when reaching maximum
levels of utilization. We study this relationship in order
to discover whether performance degradation occurs
just after the server attains certain levels of utiliza-
tion, or on the contrary, VMs can have performance
degradations even if the server is not running at par-
ticularly high levels of utilization (section 3.4).
3. Relationship between workload mixes, performance
degradation and energy-efficiency when reaching max-
imum levels of utilization. This relationship explores
one of the main benefits of virtualization, namely to
have different VMs in the same server running work-
loads that consume different hardware resources (e.g,
CPU, RAM, Disk) in order to maximize the utilization
of the server. Thus, in this analysis we use benchmarks
that simulate real applications that are typically used
in enterprises, instead of considering benchmarks that
use a single resource. It is important to mention that
in the majority of the real-case scenarios, workloads
consume more than one type of hardware resource at
the same time (section 3.5).
Each of these relationships explores a set of questions that
will be answered through the testing of a set of inquiries
(INQ). Moreover, it is necessary to evaluate each benchmark
separately since their performance metrics are different from
each other. Before presenting the inquiries in detail, we first
introduce the concept of VM states.
3.2 VM States
We define the state of a VM v as a pattern of utiliza-
tion aimed to discover performance degradation symptoms.
We denote by U(v) the utilization levels of v during a sin-
gle run and we define it as: U(v) = 〈u1, u2, . . . , un〉, where
ui represents the level of utilization of v at step i, ui ∈
{0, 10, 20, . . . , 100} ∧ i ∈ [1, n]. Below we present the VM
states considered in function of their utilization pattern:
• Idle: The VM runs at 0% of utilization at all steps:
∀i ∈ [1, n], ui = 0.
• Constant: The VM runs SPECpower at a constant
percentage of utilization at all steps: ∀i ∈ [1, n], ui =
ct, where ct ∈ {10, 20, . . . 100}.
• Active: The VM runs SPECpower at different per-
centages of utilization during a single run and respects
the following condition: ∀i ∈ [1, n], ui ∈ {10, 20, . . . 100}
∧ |ui+1 − ui| ≤ 10.
• N Users: VM running the Throughput@Size test with
N users, where N ∈ [2, 7].
3.3 Presence of Idle VMs
In this subsection we present two inquiries that intend to
explain the effects, if any, of idle VMs on performance and
power consumption. Moreover, the baseline for the TPC-H
performance degradation was established after averaging the
results from six identical experiments in which there were no
Idle VMs.
INQ 1. Is there an increment in the power consumption
of the server due to the presence of Idle VMs? If so, is
it constant regardless of the percentage of utilization in the
Active VM?
We plan to validate this relationships by running VMs at
different target loads in the case of SPECpower and with
different number of users in the case of TPC-H.
Regarding SPECpower we answer this inquiry by compar-
ing the average power consumption of running one and two
Active VMs from 10% to 100% of its maximum target load
against running the same experiment but with one and two
additional Idle VMs for the case that there is one Active
VM, and with one Idle VM in the case that there are two
Active VMs. We decided to use Active VMs because this
will allow us to perform measurements in a very progressive
and controlled environment.
With respect to TPC-H, we analyze the effects of simul-
taneously running VMs with different amount of users, we
stress the server by running a minimum of four users (be-
tween two VMs) and a maximum of 21 users (between three
VMs). We investigate if varying the amount of users when
having one or two Idle VMs, besides the ones running in
an N Users state, will have any repercussion in power con-
sumption.
INQ 2. Is there a performance degradation due to Idle VMs
in a server? If so, is it constant regardless of the percentage
of utilization in the Active VM?
In order to solve this question we calculated the perfor-
mance values while running the same set of experiments
from INQ 1 and compared them against the baseline. The
state of the VMs as well as the number of users for solving
this question is identical as the one described in INQ 1.
3.4 Finding the maximum number of opera-
tions
We intend to empirically find the maximum number of op-
erations that a server can handle and to test if the VMs will
not experience performance degradation as long as this max-
imum number of operations is not reached. Below we present
three inquiries that explain the effects in performance and
energy-efficiency whenever the sum of utilization of the VMs
gets closer to the maximum number of operations that a
server can handle.
INQ 3. Is it possible to find the maximum number of oper-
ations that a server can perform regardless of the number of
VMs hosted in that server without performance degradation?
The main goal of this inquiry is to establish a rule of
thumb for maximum levels of utilization without perfor-
mance degradation for both benchmarks (i.e. SPECpower
and TPC-H).
In the case of SPECpower we first set two Active VMs
with targets of utilization between 60 and 100%. After-
wards, when having three Active VMs we set the targets
between 40 and 70%. This range of values was selected af-
ter noticing in INQ 2 that it is likely to find performance
degradation between those levels of utilization.
INQ 4. Does the state of the VM influence the maximum
number of operations until the performance degrades?
The purpose of this investigation is to observe whether
depending on the state of the VM, that particular VM will
experience performance degradation faster than when the
server reaches its maximum levels of utilization. In the case
that this is true the rule of thumb will be modified accord-
ingly. For SPECpower, we first set a VM to a high (between
80 and 100% of utilization) Constant state, and then we set
another VM to an Active state, and study if the VM that is
running at a high Constant state experiences degradation
in performance faster than the other. In another scenario,
we set two VMs at a relatively low Active state (between 10
and 60%) and a third VM in an Constant state, to corrob-
orate if the performance degradation is due to high levels of
utilization or to constant levels of utilization.
INQ 5. Is there a relationship between the results of INQ
3, INQ 4 and energy-efficiency?
This inquiry aims to discover whether the average power
consumption values from the maximum levels of utilization
presented in the previous inquiries are equal to the maximum
power consumption of the server. In particular, we want
to explore whether it is possible to achieve the maximum
energy-efficiency with no performance degradation.
3.5 Mixing different types of workloads
Following we present a set of experiments in which we
combine SPECpower and TPC-H at different VM states and
with different amounts of users in order to corroborate the
effects of mixing different types of workload in the same
server. As we already mentioned in the introduction of this
work, one of the benefits of virtualization is that we could
potentially allocate workloads that use different hardware
resources in order to maximize the utilization of the server.
It is not often the case, especially for enterprises, to find
workloads that use only one particular hardware resource.
More often is the case that a type of workload uses more
than one hardware resource at the same time, however using
more intensively one of the resources. For instance, TPC-H
heavily uses CPU and Disk. However, Disk is used more
intensively than CPU. SPECpower, as we already explained
in section 2, it uses mostly CPU.
We primarily want to evaluate if the maximum number of
operations found in the previous inquiries is the same when
we substitute an Idle VM by a VM running TPC-H and to
determine if we achieve better energy-efficiency levels when
combining different types of workloads.
INQ 6. Is it possible to combine different types of workload
on the same server in a way that they do not interfere with
each other and that there is no performance degradation?
The main goal of this question is to show the effects on per-
formance when running complementary workloads (i.e. they
utilize different hardware resources). We performed sev-
eral experiments with different number of users (in the case
of TPC-H) and different levels of utilization for Constant
states (in the case of SPECpower) in order to analyze the
effect of workload mixes. For this inquiry, we set the exper-
iments for SPECpower to have the same length in duration
as TPC-H depending on the number of users. For instance,
as T2 < T7 SPECpower will run for less time when eval-
uating TPC-H with two users than with seven users. We
are mostly interested in finding whether the rule of thumb
applies in this scenario.
INQ 7. Is there a relationship between the results of INQ 6
and energy-efficiency?
This inquiry presents the increment in the average power
consumption values when running different types of work-
loads simultaneously. We have performed experiments both
with two VMs and three VMs that combine the two different
types of workload.
4. EVALUATION
In this section, we present the results of the inquiries de-
fined in section 3. Furthermore, we first introduce the en-
vironment used for the experiments, along with the experi-
mental setup.
4.1 Environment
We present below a description of the hypervisor, the char-
acteristics of the server under test (SUT), and the charac-
teristics of the VMs.
In order to measure the balance between energy-efficiency
and performance it is necessary to establish a reliable vir-
tualized environment. The hardware attributes of the SUT:
the CPU processor is an Intel Core i7-2600 CPU at 3.40GHz.
The processor has a total of 4 cores and 8 logical cores when
hyper-threading is ON, as in our experiments. The SUT
has 16GB of memory, a Hard Disk of 500GB, and runs a
Linux Kernel version 3.2.0-4-amd64. We employ a HAMEG
HM8115-2 power meter [2] for our power measurements.
When running the experiments it is necessary to empha-
size that the commands were sent via ssh, meaning that no
graphical interface was used in order to avoid unnecessary
usage of hardware resources. Moreover, we monitored the
server and VM’s utilization with collectd [1].
4.1.1 KVM/QEMU
KVM (Kernel Virtual Machine)[3] is a Linux kernel mod-
ule that allows a user space program to utilize the hardware
virtualization features of various processors (e.g. Intel VT or
AMD-V). QEMU is a generic and open source machine emu-
lator and virtualizer [3]. KVM uses QEMU for I/O hardware
emulation. KVM lets a program like QEMU safely execute
guest code directly on the host CPU. This is only possible
when the target architecture is supported by the host CPU;
(currently is limited to x86-on-x86 virtualization only).
The main responsibilities of the KVM/QEMU package
are:
• Set up the VM and I/O devices.
• Execute the operating system guest code via KVM ker-
nel module.
• I/O emulation and live migration. Note that we en-
abled paravirtualized devices (i.e., virtio) to improve
the I/O performance.
4.1.2 Virtual Machine Attributes
Three identical VMs were created and configured. The
VM attributes are: CPU - 2 virtual CPUs (V CPUs) (out
of a theoretical maximum of 8); RAM - 4GB; Disk - 20 GB.
All the virtual machines have the same OS, namely, Ubuntu
12.04.2 LTS.
In order to run the benchmarks we installed the following
software: MySQL 5.5.32 for the TPC-H benchmark (i.e.,
each VM has its own database), and Java 1.7.0 25 open-
JDK for the SPECpower benchmark. Finally, we created a
database of 1GB in each of the VMs.
4.2 Experimental Setup
Next we describe the criteria used for our evaluation.
• A fixed target load was defined from averaging the
results of 10 SPECpower calibrations.
• The SUT began in an idle state prior to the launch
of each experiment and was allowed to return to this
idle state for at least 20 minutes between runs. This
allows the machine to ‘cool down’ and return to its idle
energy consumption levels.
• An Active run consisted of at least seven possible tar-
get loads. Target loads do not necessarily have to be
unique from each other.
• In the majority of the cases in which we used SPECpower,
each target load was given 4 minutes, excluding pre
and post measurements. We also established a delay
of 10 seconds between loads.
• We collected utilization data from the hardware re-
sources and the power meter every 2 seconds.
• In all our results, we report the average power con-
sumption and hardware resource’s utilization values
over six runs.
• Before each experiments we force the kernel to drop
clean caches, dentries and inodes from memory.
4.3 Metrics
For the purpose of this work, we define performance degra-
dation, based on each workload as follows:
Definition 1 (Performance degradation for SPECpower).
PDS =
ssj ops− no ops
ssj ops
where ssj ops represents the number of operations targeted,
and no ops the number of operations actually performed.
Definition 2 (Performance degradation for TPC-H).
PDT =
baseline− Throughput@Size
baseline
where the baseline represents the average between six Through-
put@Size in a single VM with all the other VMs powered off
and Throughput@Size represents the result achieved in the
new scenario.
Finally, as we plan to determine the energy-efficiency level
for a server, we measure the power consumption in Watts
and we calculate the average power consumption per number
of users (in the case of TPC-H) or per target of utilization
(in the case of SPECpower).
4.4 Results
Below we present the results corresponding to the inquiries
introduced in section 3.
4.4.1 Effects of having idle VMs
INQ 1: Figure 2 shows the variations in power consump-
tion between a VM running as a single Active VM in a
server, and an Active VM running with one or two VMs
in an Idle state when using the SPECpower benchmark.
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Figure 2: Average power consumption for different
VM states (SPECpower)
The figure also presents the relation between two VMs in
Active state and two Active VMs running with a third Idle
VM. The reader can notice that the difference in the average
power consumption at every level of utilization is almost neg-
ligible. Thus, the differences between having or not having
Idle VMs with regards to the average power consumption
is 3 Watts maximum, and -1 Watt minimum. In terms of
percentage the difference is never more than 1.81%.
In the case of TPC-H, we notice that increasing the amount
of users will not increase the average power consumption (see
figure 3). However, Table 1 shows that the execution time
for two users is significantly lower than for seven users, thus,
the total amount of energy consumed by two users is lower
than the amount of energy consumed by seven users. Figure
3 also presents the relation between two VMs in N Users
state and two N Users VMs running with a third Idle VM.
We notice how the average power consumption between the
first scenario and the second is of no more than 25 Watts.
Here we can also refer to Table 1 and observe that the av-
erage execution time for two VMs with two users is much
lower than the average execution time for two VMs with
seven users, namely, the total average consumption is higher
for the former.
Number of Users 2 3 4 5 6 7
Ts one VM 650 980 1329 1766 2004 2386
Ts two VMs 720 1020 1705 1990 2521 2900
Table 1: Execution Time For Throughput@Size with
different amount of users
It is important to mention that even though in the fig-
ures we present the averages, the maximum value over the
six runs was not more that 2% higher than such averages,
and the minimum value was just 1% lower than the aver-
ages presented. In fact, we discovered that the maximum
standard deviation for the graphs presented in this paper is
1.8. Furthermore, in the majority of the cases the standard
deviation was always below 0.5.
INQ 2: In order to solve this question we calculated the
performance values (i.e. PDT and PDS) while running the
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Figure 3: Average power consumption for different
number of users (TPC-H)
experiments for the previous inquiry.
The values for PDS are presented in figure 4. In figure
4(a) the reader can notice that the performance degradations
are almost identical between the experiments in which there
were no Idle VMs and the ones in which there were one
or two Idle VMs. Furthermore, it is important to mention
that during our experiments we sometimes noticed a PDS of
∼ ± 1.5%. The reasons for this degradation are that we use
two warehouses per VM and we set the maximum number
of operations to 107, 500. We assume that these conditions
together with the policy that SPECpower follows to dispatch
its batches of ssj ops (refer to section 2.1) are the causes of
this acceptable performance degradation.
Figure 4(b) shows that the performance degradation is
reached at the same time for both scenarios (i.e. when there
was an Idle VM and when there was no Idle VM). For in-
stance, there is performance degradation when both VMs
are running at 90% of utilization. Based on the observe re-
sults, we deduce that having Idle VMs will neither generate
more performance degradation nor will it make either one of
the VMs experience performance degradation at lower levels
of utilization than when not having Idle VMs.
In the case of PDT , the results are presented in Figure 5.
In figure 5(a) we can observe that the difference in perfor-
mance between the baseline and when having one or two
Idle VMs is never higher than 1%. Thus, since the best
Throughput@Size value for any amount of user is of 251.16
queries per hour, this represents a worst case scenario of ap-
proximately performing 2 queries less per hour when there
are Idle VMs. Figure 5(b) presents the results when hav-
ing two VMs with N Users. We can notice that there is a
fluctuation in the performance degradation per VM. How-
ever, if we sum the degradation for each VM, we find that
regardless of the number of users, the results remain almost
identical. This concludes that even when the VMs are close
to their peak capacity, the effects of Idle VMs remains the
same, namely a maximum difference between having or not
having Idle VMs of 1%.
Similar to the previous inquiry, the minimum and maxi-
mum values over the six runs are very close to the average
presented.
(a) 1 Active VM
(b) 2 Active VMs
Figure 4: Performance degradation with Idle VMs
running SPECpower
4.4.2 Effects of increasing the total number of oper-
ations
INQ 3: Figure 6 shows the maximum levels of utilization
for two and three VMs. In the figure the reader can recog-
nize that we gradually increased the levels of utilization in
each Active VM, maintaining each VM almost at the same
level of utilization, while measuring the effects of each incre-
ment on performance. Figure 6(a) presents for two Active
VMs the maximum number of operations until we find a
performance degradation, which is when both VMs are run-
ning at 80% of utilization. This represents 172, 000 ssj ops.
Furthermore, we performed another set of experiments in
order to find the maximum number of operations when hav-
ing three Active VMs. Figure 6(b), presents results for three
VMs, the result shows that the maximum utilization levels
without performance degradation is achieved when the three
VMs summed 160% of utilization. This represents exactly
172, 000 ssj ops, which is the same amount that we found
when running two VMs. We conclude that in the case of
SPECpower, we can precisely find the maximum number
of operations that can be performed without experiencing
performance degradation regardless of the number of VMs.
In the case of TPC-H, we have previously found in INQ 2
that there is performance degradation even in a simple sce-
nario of three VMs running queries for two users (see figure
5(b)). Thus, this inquiry is not applicable to TPC-H, since
we observed that it is not possible to not encounter at least a
small percentage degradation when running multiple queries
for decision support systems. Furthermore, examining the
(a) TPC-H VM1 N Users
(b) TPC-H VM1 and VM2 with N Users
Figure 5: Performance degradation with Idle VMs
running TPC-H
values from the monitoring tool we discovered that the rea-
son is that this type of complex queries fully utilize the VM’s
available resources (mostly CPU and Disk). Thus, even for
a small amount of users the resource utilization is near the
maximum capacity, and consequently, increasing the num-
ber of users will simply increase the time required to finish
the query execution.
Finally, as with the previous inquiry, the minimum and
maximum values over the six runs are very close to the av-
erage presented.
We can now partially define the following rule of thumb
for no performance degradations in the case of SPECpower:
Rule of Thumb 1. (preliminary) There are no perfor-
mance degradations for a virtualized server s in an enter-
prise environment, when using only SPECpower, when:
m∑
i=1
ui ≤160%, where ui represents the level of utilization of
VM vi in s and m represents the number of VMs in s.
INQ 4: Contrary to what we expected, results show that
for the studied environment there is no guarantee of not
experiencing performance degradation even if the maximum
number of operations is not reached. Figure 7, portraits the
performance degradation when one VM is running at high
Constant levels of utilization. In the figure we can observe
that if one of the VMs is demanding most of the available
resources (i.e. 100%) then a degradation in performance will
occur faster for that particular VM. We performed the same
(a) Determining the maximum levels of utilization with two
Active VMs
(b) Determining the maximum levels of utilization with three
Active VMs
Figure 6: Determining the maximum levels of uti-
lization before experiencing performance degrada-
tion
experiments with two VMs in an Active state and one VM in
a Constant state and we found a very similar behavior than
with two VMs (see figure 8). Therefore, we determined that
if a VM is running at more than 80% of its peak utilization
levels, it is likely that the VM will experience performance
degradation before the server reaches its maximum capacity.
We can now update and conclude our rule of thumb for
no performance degradations in the case of SPECpower:
Rule of Thumb 1. (final) There are no performance degra-
dations for a virtualized server s in an enterprise environ-
ment, when using only SPECpower, when:
∀i ∈ [1,m] ui ≤ 80%∧
m∑
i=1
ui ≤ 160%, where ui repre-
sents the level of utilization of VM vi in s and m represents
the number of VMs in s.
We present the average over six runs, but as with the
previous inquiries, the minimum and maximum values over
the six runs are very close to the average presented.
INQ 5: We analyze how the results from Figure 6 (i.e.
SPECpower) relate to power consumption and ultimately to
energy efficiency. As it can be seen, in figure 9 we marked
with a dashed line the last step before the performance
degradation occurs. The reader can notice that the max-
imum average power consumption is 180 Watts and that
it is possible to reach an average power consumption of 178
Watts, when there are two Active VMs, and 179 Watts when
(a) VM1 at Constant 100%; VM2 Active
(b) VM1 at Constant 90%; VM2 Active
(c) VM1 at Constant 80%; VM2 Active
Figure 7: Performance degradation when one VM is
running at high Constant levels of utilization
there are three Active VMs, before experiencing any type of
performance degradation. In conclusion, it is possible to ar-
rive near peak power consumption without experiencing any
type of performance degradation.
Furthermore, figure 10 presents the average power con-
sumption when running one VM at high Constant state
(refer to figure 8). We marked with a dashed line the mo-
ment in which at least one of the VMs start experiencing
performance degradation. We used a blue line in the case
that one of the VMs was running at Constant 100% of uti-
lization, a red line for the case in which one VM was running
at a Constant 90% of utilization, and a black line in the case
that one of the VMs was running at Constant 80%). We can
observe that in the first two scenarios, the sever is using on
average 160 and 165 Watts when experiencing performance
degradation, on the contrary to figure 9 or when a VM is
running at a Constant 80%, where the server reached at
least 176 Watts of average power consumption before expe-
riencing any performance degradation.
As with the previous inquiry, the minimum and maximum
(a) VM1 at Constant 100%; VM2 and VM3 Active
(b) VM1 at Constant 90%; VM2 and VM3 Active
(c) VM1 at Constant 80%; VM2 and VM3 Active
Figure 8: Performance degradation when one VM is
running at high Constant levels of utilization
values over the six runs are very close to the average pre-
sented.
4.4.3 Effects on performance and power consump-
tion when mixing different types of workloads
INQ 6: In Table 2, we present the values for the differ-
ent permutations in the levels of utilization for SPECpower
and in the number of users for TPC-H. Evaluating this ta-
ble we can conclude that in the case of SPECpower there
is no performance degradation for the VM running at less
than 100% of utilization. However, when the VM is running
at 100% of utilization, we observe a performance degrada-
tion of approximately 11% in the case of SPECpower and
between 12 and 13% in the case of TPC-H, depending on
the number of users. In the case of TPC-H we found very
small performance degradation in almost every case except
when the SPECpower was running at 100% of utilization.
Figure 9: Average power consumption for utilization
levels of Figure 6
Figure 10: Average power consumption when there
is a VM running at a high Constant state
We observe that the number of users has little or no impact
in performance degradation in the case of two VMs with
two different types of workloads. In this scenario, the per-
formance degradation are smaller, as generally the VMs are
complementary in using mainly different resources (TPC-H-
Disk, SPECpower- CPU).
We can now partially formulate our rule of thumb in the
case of mixed of workloads:
Rule of Thumb 2. (preliminary) There are no perfor-
mance degradations for a virtualized server s in an enter-
prise environment, when mixing SPECpower and TPC-H,
regardless of the number of users when: ∀i ∈ [1,m], vi run-
ning SPECpower, ui ≤ 90%, where ui represents the level
of utilization of VM vi in s and m represents the number of
VMs running SPECpower in s.
Table 3 shows the effects of mixed workloads using three
VMs: two running SPECpower and one running TPC-H.
The table shows that in general if there is a degradation in
performance in one of the VMs running SPECpower, then
there will also be a degradation in the VM running TPC-H.
We noticed that if the sum of utilization for two VMs with
SPECpower is not higher than 90% then there will be no
performance degradation regardless of the number of users
on the VM running TPC-H. We identified that the thresh-
% of Target PDS Number PDT Average
Load (%) of Users (%) Watts
10 0.13 3 0.23 ∼149
10 0.27 7 0.24 ∼151
80 0.3 3 0.41 ∼169
80 0.51 7 0.37 ∼172
90 1.22 3 0.51 ∼175
90 0.51 7 0.62 ∼174
100 10.7 3 12.43 ∼178
100 11.4 7 13.27 ∼179
50 0.37 5 0.4 ∼162
Table 2: Mixing workloads for two VMs
% of PDS % of PDS Num PDT AVG
Target (%) Target (%) of (%) Watts
Load Load Users
100 7.3 10 0 3 12.2 ∼177
90 3.6 10 0 3 6.7 ∼177
80 1.9 20 0 3 3.7 ∼176
80 0 10 0 3 0.87 ∼ 176
80 0 10 0 7 1.2 ∼ 176
70 0 20 0 7 0.33 ∼176
60 0 30 0 7 0.32 ∼176
50 0 40 0 7 0.41 ∼176
Table 3: Mixing workloads for three VMs
old in utilization level for each VM running SPECpower is
80%(i.e. lower than 90% as in the previous scenario). Based
on the results from these two tables, we observe that mixing
different types of workloads brings some benefits, such as
running TPC-H without encountering performance degra-
dation. This situation does not occur in an environment
running only TPC-H (see INQ 3 ). We observe that in ad-
dition to running TPC-H, we can perform 56.25% of the
maximum total SPECpower utilization level with no perfor-
mance degradation in the server (i.e. from 160% to 90%).
The reason for this decrement is the fact that both work-
loads are CPU intensive.
We can now finalize the formulation of our rule of thumb
in the case of mixed of workloads:
Rule of Thumb 2. (final) There are no performance degra-
dations for a virtualized server s in an enterprise environ-
ment, when mixing SPECpower and TPC-H, regardless of
the number of users when: ∀i ∈ [1,m], vi running SPECpower,
ui ≤ 80% ∧
m∑
i=1
ui ≤ 90%, where ui represents the level of
utilization of VM vi in s and m represents the number of
VMs running SPECpower in s.
As with the previous inquiries, the minimum and maxi-
mum values over the six runs are very close to the average
presented.
INQ 7: We analyzed how the results from Tables 2 and 3
relate to power consumption and ultimately to energy effi-
ciency. The reader can observe that in both cases (i.e. when
mixing workloads for two and three VMs) the average values
for power consumption are very close to the peak value (i.e.
between 174 and 176 Watts). The main reasons for the high
values in power consumption are: (i) the server reaches very
high levels of CPU utilization, and (ii) multiple hardware
resources utilized at the same time (i.e. TPC-H uses mainly
Disk and CPU, and SPECpower uses mainly CPU).
Finally, as with the previous inquiries, the minimum and
maximum values over the six runs are very close to the av-
erage presented.
5. RELATEDWORK
In this paper we perform a thorough analysis between per-
formance and energy efficiency in a virtualized environment
using two enterprise benchmarks (i.e. SPECpower ssj2008
and TPC-H).
Reviewing the literature we found several techniques for
improving one of these two variables. For instance, a gen-
eral view for improving energy-consumption is to use server
consolidation. However, the impact of consolidating several
VMs in the same server is not properly studied. Examples
of such approaches are: Srikantaiah, et al in [27] discuss
consolidating applications or tasks on a lower number of
physical machines. However, they do not consider the im-
pact of a virtualized environment. Moreover, there is also
a vast literature available about the use of virtual machine
placement for server consolidation ([19, 22, 26]). However,
such approaches tend to place VMs based on their average
resource utilizations, disregarding the effects of peaks uti-
lization in one of the VMs or if such consolidation makes
the server reaches energy-efficiency levels.
Other researchers go further and present their approaches
to address the problem of achieving energy efficiency and
its impact in performance. In this regard, Kephart et al.
[18] proposed a coordination strategy based on utility func-
tions for managing power and performance using two sepa-
rate managers. However, the applications studied are very
simple, as they consume just one resource, making them un-
likely to be used in a typical enterprise. Furthermore, Gao
et al. [15] propose a model for predicting the performance
and energy consumption of a server. However, they simplify
the power consumption measurements to a linear progres-
sion between the ‘base’ utilization and the maximum CPU
utilization, omitting the increments in power consumption
by using other hardware resources. Moreover, their work is
focus on dynamically resizing the size of the VMs depending
on their levels of utilization in order to consolidate them in
the minimum amount of servers. Leite et al. [20] developed
a coordinated technique for controlling end-to-end perfor-
mance and minimizing power consumption using Dynamic
Voltage Scaling (DVS) in a three-tier web application envi-
ronment. Moreover, Brihi et al. [11] studied the effect in
performance of varying power states in modern computing
servers. However, such techniques do not properly address
the problem of energy-efficiency, which can only be solved
by increasing the utilization of the computing server to its
maximum capacity. Furthermore, Rong et al [16] developed
an analytical model for investigating energy-performance for
parallel workloads. They investigate how to identify an opti-
mal system configuration for running a given parallel work-
load. The difference is that our work is focused on enterprise
type of application running in a virtualized environment.
There have been a number of recent efforts to understand
the relationship between performance and power consump-
tion in a virtualized environment. For instance, Smith et
al [25] propose a technique for assigning tasks to compute
nodes with the aim of balancing the trade-off between en-
ergy consumption and the application’s performance. How-
ever, they use benchmarks that perform very simple tasks
(e.g. compress files in memory or read and write a 1024MB
test file to and from the hard disk). In addition, they do
not study if it is possible to reach energy-efficiency with-
out performance degradation, but rather they aim to spread
the workloads in order to consume just the ‘base’ power
consumption. Moreover, Chen et al [12] propose to charac-
terize and profile the energy consumption for different type
of tasks and study how the throughput for different type of
workloads relates to power consumption. However, our work
differs in the sense that we present a measure for perfor-
mance degradation and how such performance is associated
to power consumption and utilization. Finally, with regards
to the benchmarks used in this work, Poess et al [24] stud-
ied the trends in performance and power consumption for
the TPC-H benchmark and Subramaniam et al [28] utilized
SPECpower to investigate the feasibility of achieving energy-
proportional operations. To our best knowledge, this is the
first comprehensive analysis in which there is a set of sce-
narios that could be found in any enterprise environment.
Moreover, we answer a set of inquiries that aim to clarify
some limitations of virtualized environments and to discover
if performance and energy-efficiency can be achieved simul-
taneously.
6. CONCLUSION AND FUTUREWORK
The main contribution of this work is a methodology for
detecting performance degradations for two typical work-
loads, namely SPECpower and TPC-H, in an enterprise en-
vironment. In order to achieve this, we introduced the con-
cept of VM states based on their utilization levels. The
methodology identifies the performance degradations based
on predefined scenarios that combine VM states. The sce-
narios we used include up to three virtual machines, how-
ever, the methodology can be adapted for multiple machines
by using the same patterns of VM states. Moreover, we eval-
uate how performance degradation is related to power con-
sumption in a virtualized environment with the objective of
reaching energy efficiency. The methodology has been ver-
ified on a specific type of server and yielded two rules of
thumb to enable the optimum trade off point to be found.
It is expected that the methodology could be used to similar
effects on other types of servers.
We demonstrated that it is possible to achieve energy-
efficiency without any performance degradation in the sce-
narios studied. Furthermore, we identified the maximum
level of utilization with no performance degradation both for
a server and a VM and defined accordingly a rule of thumb.
Through our analysis we concluded that a server does not
experience performance degradation as long as any of the
virtual machines in the server under study does not reach
high levels of utilization and the servers’ utilization doesn’t
reach its peak capacity. Moreover, we investigated the case
of a decision support system. In this case, the system per-
forms complicated queries that require hardware resources
for a significant amount of time. Due to this fact, the VMs
are constantly required to be at high levels of utilization,
leading to performance degradation for the VMs running
that type of workload. Finally, we investigated the case of
mixed workloads and defined a rule of thumb such that the
server reaches high levels of utilization and none of the VMs
experience performance degradation.
As future work, we plan to create an automated model
that performs the analysis provided in this paper. The
model will take as input the workload type, and a server
power model, to subsequently investigate the feasibility of
achieving energy-efficiency without performance degradation
in the particular server. If energy-efficiency is reachable, the
model will output the conditions for balancing performance
and energy-consumption (e.g. maximum utilization level).
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