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Abstract
We present an algorithmic equivalent statement to the Jacobian
conjecture. Given a polynomial map F on an affine space of dimen-
sion n, our algorithm constructs n sequences of polynomials such that
F is invertible if and only if the zero polynomial appears in all n se-
quences. This algorithm provides then a classification of polynomial
automorphisms of affine spaces.
1
1 Introduction
The Jacobian Conjecture originated in the question raised by Keller in [8] on
the invertibility of polynomial maps with Jacobian determinant equal to 1.
The question is still open in spite of the efforts of many mathematicians.
We recall in the sequel the precise statement of the Jacobian Conjecture,
some reduction theorems and other results we shall use. We refer to [6] for
a detailed account of the research on the Jacobian Conjecture and related
topics.
Let K be a field and K[X ] = K[X1, . . . , Xn] the polynomial ring in the
variables X1, . . . , Xn over K. A polynomial map is a map F = (F1, . . . , Fn) :
Kn → Kn of the form
(X1, . . . , Xn) 7→ (F1(X1, . . . , Xn), . . . , Fn(X1, . . . , Xn)),
where Fi ∈ K[X ], 1 ≤ i ≤ n. The polynomial map F is invertible if there
exists a polynomial map G = (G1, . . . , Gn) : K
n → Kn such that Xi =
Gi(F1, . . . , Fn), 1 ≤ i ≤ n. We shall call F a Keller map if the Jacobian
matrix
J =
(
∂Fi
∂Xj
)
1≤i≤n
1≤j≤n
has determinant equal to 1. Clearly an invertible polynomial map F has
a Jacobian matrix J with non zero determinant and may be transformed
into a Keller map by composition with the linear automorphism with matrix
J(0)−1.
Jacobian Conjecture. Let K be a field of characteristic zero. A Keller
map F : Kn → Kn is invertible.
For F = (F1, . . . , Fn) ∈ K[X ]
n, we define the degree of F as degF =
max{degFi : 1 ≤ i ≤ n}. It is known that if F is a polynomial automor-
phism, then degF−1 ≤ (degF )n−1 (see [1] or [9]).
The Jacobian conjecture for quadratic maps was proved by Wang in [10].
We state now the reduction of the Jacobian conjecture to the case of maps
of third degree (see [1], [11], [4] and [5]).
Proposition 1. a) (Bass-Connell-Wright-Yagzhev) Given a Keller map F :
Cn → Cn, there exists a Keller map F˜ : CN → CN , N ≥ n of the form
2
F˜ = Id + H, where H(X) is a homogeneous cubic map and having the
following property: if F˜ is invertible, then F is invertible too.
b) (Druz˙kowski) The cubic part H may be chosen of the form(
(
N∑
j=1
a1jXj)
3, . . . , (
N∑
j=1
aNjXj)
3
)
and with the matrix A = (aij)1≤i≤N
1≤j≤N
satisfying A2 = 0.
Polynomial maps in the Druz˙kowski form are easier to handle than general
cubic homogeneous polynomial maps. However we note the following result.
Proposition 2 ([7] Proposition 2.9). Let r ∈ N. If the Jacobian Conjecture
holds for all cubic homogeneous polynomial maps in r variables, then for all
n ∈ N the Jacobian Conjecture holds for all polynomial maps of the form
F = X + (AX)3
with A ∈ Mn(C) and rankA ≤ r.
Given a polynomial map F : Cn → Cn, we shall call a polynomial
P ∈ C[X1, . . . , Xn] invariant under F if P (F1, . . . , Fn) = P (X1 . . . , Xn).
A polynomial map F : Cn → Cn of the form F = Id +H is called a quasi-
translation if F−1 = Id−H .
In this paper we present a recursive algorithm to invert polynomial maps.
Given a polynomial map F : Cn → Cn of the form F = Id+H , where H(X)
is a homogeneous cubic map, our algorithm constructs, for 1 ≤ i ≤ n, a
sequence P ik of polynomials in C[X ] with P
i
0 = Xi such that F is invertible
if and only P imi = 0, for some integer mi > 0, 1 ≤ i ≤ n and, when this is
the case, we may compute F−1 as an alternating sum of the polynomials P ik,
0 ≤ k < mi. In the last section, we apply the algorithm to several examples
of polynomial maps.
2 The algorithm
Let us consider a polynomial map F : Cn → Cn. Given a polynomial
P (X1, . . . , Xn) ∈ C[X ] = C[X1, . . . , Xn], we define the following sequence
of polynomials in C[X ],
3
P0(X1, . . . , Xn) = P (X1, . . . , Xn),
P1(X1, . . . , Xn) = P0(F1, . . . , Fn)− P0(X1, . . . , Xn),
and, assuming Pk−1 is defined,
Pk(X1, . . . , Xn) = Pk−1(F1, . . . , Fn)− Pk−1(X1, . . . , Xn).
The following lemma is easy to prove.
Lemma 3. For a positive integer m, we have
P (X1, . . . , Xn) =
m−1∑
l=0
(−1)lPl(F1, . . . , Fn) + (−1)
mPm(X1, . . . , Xn).
In particular, if we assume that for some integer m, Pm(X1, . . . , Xn) = 0,
then
P (X1, . . . , Xn) =
m−1∑
l=0
(−1)lPl(F1, . . . , Fn).
Theorem 4. Let F : Cn → Cn be a polynomial map of the form
F1(X1, . . . , Xn) = X1 +H1(X1, . . . , Xn)
F2(X1, . . . , Xn) = X2 +H2(X1, . . . , Xn)
...
Fn(X1, . . . , Xn) = Xn +Hn(X1, . . . , Xn),
where Hi(X1, . . . , Xn) is a homogeneous polynomial in X1, . . . , Xn of degree 3,
1 ≤ i ≤ n. Let us assume that F is invertible. Then for the polynomial
sequence (P ik) constructed with P = Xi, there exists an integer mi such that
P imi = 0 and the inverse map G of F is given by
Gi(Y1, Y2, . . . , Yn) =
mi−1∑
l=0
(−1)lP il (Y1, Y2, . . . , Yn), 1 ≤ i ≤ n.
Proof. Taking into account lemma 3, it is enough to prove that there exists
an integer mi such that P
i
mi
= 0, for i = 1, . . . , n. If F is invertible, then
G = F−1 is of the form
4

G1(Y1, Y2, . . . , Yn) = Y1 + J1
G2(Y1, Y2, . . . , Yn) = Y2 + J2
...
Gn(Y1, Y2, . . . , Yn) = Yn + Jn,
where Ji is a polynomial in Y1, . . . , Yn, 1 ≤ i ≤ n. Let Ni = deg Ji. Let us
consider, for a fixed i, the polynomial sequence
P i0(X1, . . . , Xn) = Xi,
P i1(X1, . . . , Xn) = Fi(X1, . . . , Xn)−Xi = Hi(X1, . . . , Xn),
P i2(X1, . . . , Xn) = Hi(F1, . . . , Fn)−Hi(X1, . . . , Xn),
...
We write the Taylor series for the polynomial Hi(F1, . . . , Fn) = Hi(X1 +
H1, . . . , Xn +Hn) and obtain
P2(X1, . . . , Xn) = Hi(F1, . . . , Fn)−Hi(X1, . . . , Xn)
= Q21 +Q22 +Q23
where
Q21 =
∑n
j=1Hj
∂Hi
∂Xj
Q22 =
1
2
∑
1≤j,k≤nHjHk
∂2Hi
∂Xj∂Xk
Q23 =
1
6
∑
1≤j,k,l≤nHjHkHl
∂3Hi
∂Xj∂Xk∂Xl
and the polynomials Q21, Q22, Q23 are either zero or homogeneous polynomi-
als of degrees 5, 7, 9, respectively. Let us prove by induction that
P in =
(3n−2n+1)/2∑
j=1
Qnj,
where Qnj is either zero or a homogeneous polynomial of degree 2n− 1+ 2j.
We have already seen it for n = 2. Let us assume P in−1 =
∑(3n−1−2n+3)/2
j=1 Qn−1,j
with Qn−1,j either zero or a homogeneous polynomial of degree 2n− 3 + 2j.
We want to prove the property for P in. We have
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P in(X1, . . . , Xn) = P
i
n−1(F1, . . . , Fn)− P
i
n−1(X1, . . . , Xn)
=
∑(3n−1−2n−1)/2
j=1 Qn−1,j(F1, . . . , Fn)−Qn−1,j(X1, . . . , Xn).
If Q(X1, . . . , Xn) is a homogeneous polynomial of degree d,
Q(F1, . . . , Fn)−Q(X1, . . . , Xn) =
n∑
j=1
Hj
∂Q
∂Xj
+ . . .
is a sum of polynomials which are either zero or homogeneous polynomi-
als of degrees 3 + d − 1, 6 + d − 2, . . . , 3d. Hence Qn−1,j(F1, . . . , Fn) −
Qn−1,j(X1, . . . , Xn) is a sum of polynomials which are either zero or homo-
geneous polynomials of degrees 2n + 2j − 1, 2n + 2j + 1, . . . , 6n − 9 + 6j.
Therefore P in =
∑(3n−2n+1)/2
j=1 Qnj where Qnj is either zero or a homogeneous
polynomial of degree 2n− 1 + 2j.
Applying lemma 3, we obtain
Xi =
m−1∑
l=0
(−1)lPl(F1, . . . , Fn) + (−1)
mPm(X1, . . . , Xn).
Now, we have that Xi = Gi(F1, . . . , Fn) and Gi is a polynomial of degree
Ni. Then the summands appearing in the development of the expression
Gi(F1(X1, . . . , Xn), . . . , Fn(X1, . . . , Xn)) have total degree 3Ni in X1, . . . , Xn.
If m > (3Ni − 1)/2, then Pm is a sum of polynomials which are either zero
or homogeneous of degrees bigger than 3Ni. Hence Pm = 0. ✷
We shall give now a bound for the degrees of the polynomials P ik in
Theorem 4.
Proposition 5. Let F,G and (P ik) be as in Theorem 4. Let Ni = degGi.
Then degP ik ≤ 3Ni. In particular, if P(3Ni−1)/2 6= 0, then it is homogeneous
of degree 3Ni.
Proof. We have seen in the proof of Theorem 4 that degP ik ≤ 3Ni, for
k ≤ [log3Ni] + 1. Let m = [log3Ni] + 2. Applying Lemma 3, we obtain
Xi =
m−1∑
l=0
(−1)lP il (F1, F2, . . . , Fn) + (−1)
mP im(X1, . . . , Xn).
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Reasoning as in the proof of Theorem 4, we obtain that the homogeneous
summands of P im of degrees > 3Ni must be zero, hence degP
i
m ≤ 3Ni. By
induction we obtain deg P ik ≤ 3Ni for all k. By Theorem 4, the homogeneous
summands of P(3Ni−1)/2 have degrees ≥ 3Ni, so we obtain the last sentence
of the Proposition. ✷
Corollary 6. Let F be a polynomial map as in Theorem 4. If F is invertible,
then there exists P ∈ C[X1, . . . , Xn] invariant under F .
Proof. Indeed, if P im is the first zero polynomial in the sequence (P
i
k), then
P im−1 is invariant under F . ✷
Remark 7. We have presented our algorithm for cubic homogeneous complex
polynomial maps but one can see easily that it is valid for cubic homogeneous
polynomial maps defined over any field K of characteristic 0.
Due to Proposition 1, we have presented the algorithm in the cubic ho-
mogeneous case however its validity is wider.
Proposition 8. Let F : Cn → Cn be a polynomial map of the form
F1(X1, . . . , Xn) = X1 +H1(X1, . . . , Xn)
F2(X1, . . . , Xn) = X2 +H2(X1, . . . , Xn)
...
Fn(X1, . . . , Xn) = Xn +Hn(X1, . . . , Xn),
where Hi(X1, . . . , Xn) is a polynomial in X1, . . . , Xn of lower degree di ≥ 2,
1 ≤ i ≤ n. Let us assume that F is invertible. Then for the polynomial
sequence (P ik) constructed with P = Xi, there exists an integer mi such that
P imi = 0 and the inverse map G of F is given by
Gi(Y1, Y2, . . . , Yn) =
mi−1∑
l=0
(−1)lP il (Y1, Y2, . . . , Yn), 1 ≤ i ≤ n.
Proof. Following the proof of Theorem 4, one can see that the lower degrees
of the polynomials (P ik) are increasing by (at least) d − 1 > 0, where d =
min{di}, hence we obtain P
i
m = 0, for m > (DNi − di)/(d − 1) + 1, where
D = degF,Ni = degGi. ✷
As a consequence of Proposition 8, we obtain a direct proof of the char-
acterization of quasi-translations obtained by de Bondt in [2], Proposition
1.1. See also [3] Proposition 1.3.
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Proposition 9. Let F : Cn → Cn be a polynomial map of the form F =
Id+H, where Hi(X1, . . . , Xn) is a polynomial in X1, . . . , Xn of lower degree
di ≥ 2, 1 ≤ i ≤ n. Then the following conditions are equivalent.
a) F is a quasi-translation.
b) JH ·H = 0, where JH denotes the jacobian matrix of H.
c) P i2 = 0, 1 ≤ i ≤ n, where (P
i
k) denotes the polynomial sequence con-
structed with P = Xi.
Proof. From Lemma 3 applied to P (X) = Xi, we have Xi = Fi − Hi(F ) +
P i2(X), hence the equivalence between a) and c) is clear. Now
P i2(X) = Hi(F )−Hi(X) =
∑
k≥1
∑
1≤j1,...,jk≤n
∂kHi
∂Xj1 . . . ∂Xjk
Hj1 . . .Hjk .
Let us assume b). We have then
∑n
j=1
∂Hi
∂Xj
Hj = 0, 1 ≤ i ≤ n. We shall
prove by induction ∑
1≤j1,...,jk≤n
∂kHi
∂Xj1 . . . ∂Xjk
Hj1 . . .Hjk = 0 (1)
for all k ≥ 0. For k = 1, it is true by hypothesis. Let us assume that it is
true for k. By applying ∂/∂Xj to (1), we obtain
∑
1≤j1,...,jk≤n
(
∂k+1Hi
∂Xj1 . . . ∂Xjk∂Xj
Hj1 . . .Hjk+
k∑
l=1
∂kHi
∂Xj1 . . . ∂Xjk
Hj1 . . .
∂Hjl
∂Xj
. . . Hjk) = 0.
Multiplying by Hj , summing from j = 1 to n and taking into account the
case k = 1 with i = j1, . . . , jk, we obtain (1) for k + 1.
Let us assume c). If H is homogeneous, the summands of P i2 are ho-
mogeneous of different degrees, hence all of them vanish and since the first
summand
∑n
j=1
∂Hi
∂Xj
Hj is the i-th row of JH · H , we obtain b). If H is
not homogeneous, we obtain successively the vanishing of the homogeneous
summands of
∑n
j=1
∂Hi
∂Xj
Hj in increasing degree order. ✷
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Remark 10. In the set of polynomial maps as in Proposition 9, our algorithm
provides a filtration {Pn}n≥1 such that Pn is the subset of polynomial maps
with P in = 0, 1 ≤ i ≤ n. Clearly P1 = {Id} and, applying Proposition 9, P2
is the set of quasi-translations.
3 Examples
3.1
We consider the following Keller map in dimension 2 to illustrate that the
validity of our algorithm is not restricted to homogeneous cubic maps.{
F1 = X1 + (X2 +X
3
1 )
2
F2 = X2 +X
3
1
Let us write H1 := (X2 + X
3
1 )
2, H2 := X
3
1 . Taking into account the bound
for the degree of the inverse, we may disregard the terms of degree > 6 in
the polynomial sequences (P ik). We obtain
P 10 = X1
P 11 = H1 = (X2 +X
3
1 )
2
P 12 = 3X
6
1 + 6X1X
5
2 + 6X
2
1X
3
2 + 2X
3
1X2
P 13 = 2X
6
1 + 18X1X
5
2 + 6X
2
1X
3
2
P 14 = 12X1X
5
2
P 15 = 0
which givesX1 = P
1
0 (F1, F2)−P
1
1 (F1, F2)+P
1
2 (F1, F2)−P
1
3 (F1, F2)+P
1
4 (F1, F2) =
Y1 − Y
2
2 and
P 20 = X2
P 21 = H2 = X
3
1
P 22 = 6X
5
1X2 +X
6
2 + 3X1X
4
2 + 3X
2
1X
2
2
P 23 = 6X
5
1X2 + 6X
6
2 + 6X1X
4
2
P 24 = 6X
6
2
P 25 = 0
which givesX2 = P
2
0 (F1, F2)−P
2
1 (F1, F2)+P
2
2 (F1, F2)−P
2
3 (F1, F2)+P
2
4 (F1, F2) =
Y2 − Y
3
1 + Y
6
2 − 3Y1Y
4
2 + 3Y
2
1 Y
2
2 = Y2 − (Y1 − Y
2
2 )
3.
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3.2
We consider the following Keller map F in dimension 5.

F1 = X1 + a1X
3
4 + a2x
2
4X5 + a3X4X
2
5 + a4x
3
5 +
a2c5X2X
2
4
c2
+
2a3c5X2X4X5
c2
+
3a4c5X2X
2
5
c2
−
a2e2X3X
2
4
c2
−
2a3e2X3X4X5
c2
−
3a4e2X3X
2
5
c2
+
a3c
2
5X
2
2X4
c22
+
3a4c
2
5X
2
2X5
c22
−
2a3c5e2X2X3X4
c22
−
6a4c5e2X2X3X5
c22
+
a3e
2
2X
2
3X4
c22
+
3a4e
2
2X
3
3X5
c22
+
a4e
3
5X
3
2
c32
−
3a4c
2
5e2X
2
2X3
c32
+
3a4c5e
2
2X2X
2
3
c32
−
a4e
3
2X
3
3
c32
F2 = X2 + b1X
3
4
F3 = X3 + c5X2X
2
4 + c1X
3
4 + c2X
4
4X5 − e2X3X
2
4
F4 = X4
F5 = X5 + e2X
2
4X5 +
c5e2X2X
2
4
c2
−
e22X3X
2
4
c2
−
(b1c5 − c1e2)X
3
4
c2
with parameters a1, a2, a3, a4, b1, c1, c2, c5, e2. By applying the algorithm we
obtain P i2 = 0, for i = 1, . . . , 5, hence F is a quasi-translation.
3.3
We consider the following Keller map F in dimension 6

F1 = X1 + a5e1(X1 +X2)
3/a4 + a4X2X4X6 + a5X4X5X6
F2 = X2 − a5e1(X1 +X2)
3/a4
F3 = X3 + c1X
3
1 + c2(X1 +X5)
3 + c3(X1 +X2)
3 + c4(X1 +X4)
3 + c5X
3
6
F4 = X4 + d4X2X
2
6 + a5d4X5X
2
6/a4
F5 = X5 + e1(X1 +X2)
3
F6 = X6
with parameters a4, a5, c1, c2, c3, c4, c5, d4, e1. Denoting G = F
−1 and taking
variables (Y1, . . . , Y6) for G, we obtain P
1
8 = 0, P
2
9 = 0 and
10
G1 = −(20a
4
5e1Y
9
6 d
3
4Y
3
2 Y
3
5 a
3
4 − 6a
4
5e1Y
4
6 Y4Y
3
5 d4Y2a
2
4 + a5e1a
6
4Y
9
6 Y
6
2 d
3
4 + 3Y
3
6 a5e1Y
4
2 d4a
4
4
+3a5e1a
5
4
Y 6
6
Y 5
2
d2
4
− a5e1a
6
4
Y 3
2
Y 3
4
Y 3
6
+ a5
4
Y2Y4Y6 − Y
3
6
a5
4
d4Y
2
2
+ a7
5
e1Y
9
6
d3
4
Y 6
5
+a5e1a
3
4Y
3
1 + a5e1a
3
4Y
3
2 − Y1a
4
4 − 3a
2
5e1a
5
4Y
2
2 Y
3
4 Y
3
6 Y5 − 6a5e1Y1Y
2
2 Y4Y6a
4
4
+3a55e1Y
6
6 Y1d
2
4Y
4
5 a4 + 12a
4
5e1Y
6
6 Y
2
2 d
2
4Y
3
5 a
2
4 − 6a
4
5e1Y
4
6 Y1Y4d4Y
3
5 a
2
4 + 3a5e1a
3
4Y1Y
2
2
−6a5e1a
5
4
Y 4
6
Y1Y
3
2
Y4d4 + 3Y
3
6
a5e1Y
2
1
Y 2
2
d4a
4
4
+ 3a5e1a
5
4
Y1Y
2
2
Y 2
4
Y 2
6
− 30a3
5
e1Y
7
6
Y4d
2
4
Y 3
2
Y 2
5
a4
4
+6Y 36 a5e1Y1Y
3
2 d4a
4
4 + 15a
3
5e1Y
9
6 d
3
4Y
4
2 Y
2
5 a
4
4 + 6a
2
5e1a
5
4Y
9
6 Y
5
2 d
3
4Y5 − 18a
2
5e1Y
4
6 Y
3
2 Y4d4Y5a
4
4
+12a2
5
e1a
5
4
Y 5
6
Y 3
2
Y 2
4
d4Y5 − 15a
2
5
e1a
5
4
Y 7
6
Y 4
2
Y4d
2
4
Y5 + 12a
2
5
e1Y
6
6
Y1Y
3
2
d2
4
Y5a
4
4
− 18a2
5
e1Y
4
6
Y1Y
2
2
Y4d4Y5a
4
4
−3a5e1a
6
4
Y 7
6
Y 5
2
Y4d
2
4
+ 3a5e1a
3
4
Y 2
1
Y2 + 18a
3
5
e1Y
5
6
Y 2
4
d4Y
2
2
Y 2
5
a4
4
+ 12a2
5
e1Y
6
6
Y 4
2
d2
4
Y5a
4
4
+3a5e1a
5
4Y
6
6 Y1Y
4
2 d
2
4 + 3a5e1a
6
4Y
5
6 Y
4
2 Y
2
4 d4 − 6a5e1Y
4
6 a
5
4Y
4
2 Y4d4 + a5Y4Y5Y6a
4
4
+15a5
5
e1Y
9
6
d3
4
Y 2
2
Y 4
5
a2
4
+ 6a6
5
e1Y
9
6
Y2d
3
4
Y 5
5
a4 − 18a
3
5
e1Y
4
6
Y 2
2
Y4d4Y
2
5
a3
4
+ 18a3
5
e1Y
6
6
Y1d
2
4
Y 2
2
Y 2
5
a3
4
−3a6
5
e1Y
7
6
Y4Y
5
5
d2
4
a4 − 18a
3
5
e1Y
4
6
Y1Y4d4Y2Y
2
5
a3
4
+ 6a3
5
e1Y
3
6
Y1d4Y
2
5
Y2a
2
4
− 30a4
5
e1Y
7
6
Y4d
2
4
Y 2
2
Y 3
5
a3
4
+12a45e1Y
5
6 Y2Y
2
4 d4Y
3
5 a
3
4 + 12a
4
5e1Y
6
6 Y1d
2
4Y2Y
3
5 a
2
4 + 3a
5
5e1Y
6
6 d
2
4Y
4
5 Y2a4 + 3a
3
5e1Y
3
6 Y
2
1 d4Y
2
5 a
2
4
+18a3
5
e1Y
6
6
Y 3
2
d2
4
Y 2
5
a3
4
+ 6a2
5
e1Y1Y2Y
2
4
Y 2
6
Y5a
4
4
− 3a5e1Y
3
2
Y4Y6a
4
4
− 2Y 3
6
Y2a5d4Y5a
4
4
+3a55e1Y
5
6 Y
2
4 Y
4
5 d4a
2
4 − 3a
3
5e1Y2Y
3
4 Y
3
6 Y
2
5 a
4
4 − 3a5e1Y
2
1 Y2Y4Y6a
4
4 + 3a5e1a
5
4Y
3
2 Y
2
4 Y
2
6
+6a2
5
e1Y
2
2
Y 2
4
Y 2
6
Y5a
4
4
− 3a2
5
e1Y4Y5Y6Y
2
2
a3
4
− a2
5
Y 3
6
d4Y
2
5
a3
4
− 3a2
5
e1Y
2
1
Y4Y5Y6a
3
4
+3a3
5
e1Y
2
4
Y 2
5
Y 2
6
Y2a
3
4
+ 6Y 3
6
a2
5
e1Y
2
1
Y2d4Y5a
3
4
− 15a5
5
e1Y
7
6
Y2Y4d
2
4
Y 4
5
a2
4
+ 12Y 3
6
a2
5
e1Y1Y
2
2
d4Y5a
3
4
+6Y 36 a
2
5e1Y
3
2 d4Y5a
3
4 + 3a
3
5e1Y
3
6 d4Y
2
5 Y
2
2 a
2
4 + 3a
3
5e1Y1Y
2
4 Y
2
5 Y
2
6 a
3
4 − 6a
2
5e1Y1Y4Y5Y6Y2a
3
4
−a4
5
e1Y
3
4
Y 3
5
Y 3
6
a3
4
)/a4
4
;
G2 = (20a
4
5e1Y
9
6 d
3
4Y
3
2 Y
3
5 a
3
4 − 6a
4
5e1Y
4
6 Y4Y
3
5 d4Y2a
2
4 + a5e1a
6
4Y
9
6 Y
6
2 d
3
4 + 3Y
3
6 a5e1Y
4
2 d4a
4
4
+3a5e1a
5
4
Y 6
6
Y 5
2
d2
4
− a5e1a
6
4
Y 3
2
Y 3
4
Y 3
6
+ a7
5
e1Y
9
6
d3
4
Y 6
5
+ a5e1a
3
4
Y 3
1
+a5e1a
3
4
Y 3
2
− 3a2
5
e1a
5
4
Y 2
2
Y 3
4
Y 3
6
Y5 − 6a5e1Y1Y
2
2
Y4Y6a
4
4
+ 3a5
5
e1Y
6
6
Y1d
2
4
Y 4
5
a4
+12a45e1Y
6
6 Y
2
2 d
2
4Y
3
5 a
2
4 − 6a
4
5e1Y
4
6 Y1Y4d4Y
3
5 a
2
4 + 3a5e1a
3
4Y1Y
2
2 − 6a5e1a
5
4Y
4
6 Y1Y
3
2 Y4d4
+3Y 3
6
a5e1Y
2
1
Y 2
2
d4a
4
4
+ 3a5e1a
5
4
Y1Y
2
2
Y 2
4
Y 2
6
− 30a3
5
e1Y
7
6
Y4d
2
4
Y 3
2
Y 2
5
a4
4
+ 6Y 3
6
a5e1Y1Y
3
2
d4a
4
4
+15a3
5
e1Y
9
6
d3
4
Y 4
2
Y 2
5
a4
4
+ 6a2
5
e1a
5
4
Y 9
6
Y 5
2
d3
4
Y5 − 18a
2
5
e1Y
4
6
Y 3
2
Y4d4Y5a
4
4
+ 12a2
5
e1a
5
4
Y 5
6
Y 3
2
Y 2
4
d4Y5
−15a25e1a
5
4Y
7
6 Y
4
2 Y4d
2
4Y5 + 12a
2
5e1Y
6
6 Y1Y
3
2 d
2
4Y5a
4
4 − 18a
2
5e1Y
4
6 Y1Y
2
2 Y4d4Y5a
4
4 − 3a5e1a
6
4Y
7
6 Y
5
2 Y4d
2
4
+3a5e1a
3
4
Y 2
1
Y2 + 18a
3
5
e1Y
5
6
Y 2
4
d4Y
2
2
Y 2
5
a4
4
+ 12a2
5
e1Y
6
6
Y 4
2
d2
4
Y5a
4
4
+ 3a5e1a
5
4
Y 6
6
Y1Y
4
2
d2
4
+3a5e1a
6
4Y
5
6 Y
4
2 Y
2
4 d4 − 6a5e1Y
4
6 a
5
4Y
4
2 Y4d4 + 15a
5
5e1Y
9
6 d
3
4Y
2
2 Y
4
5 a
2
4 + 6a
6
5e1Y
9
6 Y2d
3
4Y
5
5 a4
−18a3
5
e1Y
4
6
Y 2
2
Y4d4Y
2
5
a3
4
+ 18a3
5
e1Y
6
6
Y1d
2
4
Y 2
2
Y 2
5
a3
4
− 3a6
5
e1Y
7
6
Y4Y
5
5
d2
4
a4 − 18a
3
5
e1Y
4
6
Y1Y4d4Y2Y
2
5
a3
4
+6a3
5
e1Y
3
6
Y1d4Y
2
5
Y2a
2
4
− 30a4
5
e1Y
7
6
Y4d
2
4
Y 2
2
Y 3
5
a3
4
+ 12a4
5
e1Y
5
6
Y2Y
2
4
d4Y
3
5
a3
4
+ 12a4
5
e1Y
6
6
Y1d
2
4
Y2Y
3
5
a2
4
+3a55e1Y
6
6 d
2
4Y
4
5 Y2a4 + 3a
3
5e1Y
3
6 Y
2
1 d4Y
2
5 a
2
4 + 18a
3
5e1Y
6
6 Y
3
2 d
2
4Y
2
5 a
3
4 + 6a
2
5e1Y1Y2Y
2
4 Y
2
6 Y5a
4
4
−3a5e1Y
3
2
Y4Y6a
4
4
+ 3a5
5
e1Y
5
6
Y 2
4
Y 4
5
d4a
2
4
− 3a3
5
e1Y2Y
3
4
Y 3
6
Y 2
5
a4
4
− 3a5e1Y
2
1
Y2Y4Y6a
4
4
+3a5e1a
5
4
Y 3
2
Y 2
4
Y 2
6
+ 6a2
5
e1Y
2
2
Y 2
4
Y 2
6
Y5a
4
4
− 3a2
5
e1Y4Y5Y6Y
2
2
a3
4
− 3a2
5
e1Y
2
1
Y4Y5Y6a
3
4
+3a35e1Y
2
4 Y
2
5 Y
2
6 Y2a
3
4 + 6Y
3
6 a
2
5e1Y
2
1 Y2d4Y5a
3
4 − 15a
5
5e1Y
7
6 Y2Y4d
2
4Y
4
5 a
2
4 + 12Y
3
6 a
2
5e1Y1Y
2
2 d4Y5a
3
4
+6Y 3
6
a2
5
e1Y
3
2
d4Y5a
3
4
+ 3a3
5
e1Y
3
6
d4Y
2
5
Y 2
2
a2
4
+ 3a3
5
e1Y1Y
2
4
Y 2
5
Y 2
6
a3
4
− 6a2
5
e1Y1Y4Y5Y6Y2a
3
4
−a45e1Y
3
4 Y
3
5 Y
3
6 a
3
4 + Y2a
4
4)/a
4
4.
Now,
G6 = Y6
G5 = Y5 − e1(G1 +G2)
3
G4 = Y4 − d4G2G
2
6 − a5d4G5G
2
6/a4
G3 = Y3 − c1G
3
1 − c2(G1 +G5)
3 − c3(G1 +G2)
3 − c4(G1 +G4)
3 + c5G
3
6.
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