A t-design for quantum states is a finite set of quantum states with the property of simulating the Haar-measure on quantum states w.r.t. any test that uses at most t copies of a state. We give efficient constructions for approximate quantum t-designs for arbitrary t. We then show that an approximate 4-design provides a derandomization of the statedistinction problem considered by Sen (quant-ph/0512085), which is relevant to solving certain instances of the hidden subgroup problem. . Supported by NSERC and MITACS.
Introduction
t-wise independent and approximately t-wise independent probability distributions have been extremely useful in combinatorics and the theory of computing. In this paper, we study their quantum counterparts, quantum t-designs.
Intuitively, a quantum t-design is a probability distribution over quantum states which cannot be distinguished from the uniform probability distribution over all quantum states (the Haar measure) if we are given t copies of a state from this probability distribution. More formally, we define Definition 1 [Generalization of the definition in Ref. [18] ] A probability distribution over quantum states (p i , |φ i ) is a complex projective (t, t)-design if
where the integral over |ψ on the right hand side is taken over the Haar measure on the unit sphere in C N .
This definition of complex-projective (t, t)-designs, or quantum t-designs has been previously studied in two contexts.
In the context of quantum information theory, [3, 18, 11, 12, 5] have studied quantum 2-designs, giving constructions of 2-designs with O(N 2 ) states and applying them to various problems in quantum information. Hayashi et al. [9] gave a construction of a t-design for arbitrary t with O(t) N of states. This is efficient for a fixed dimension N but inefficient when N is much larger than t. The N = 2 (one-qubit) case was independently solved by Iblisdir and Roland [10] .
Second, quantum t-designs are related to t-designs of vectors on the unit sphere in R N , called spherical t-designs, which have been studied in the mathematics literature since a seminal paper by Delsarte, Goethals and Seidel [6] . An inefficient construction of an exact spherical t-design with t O(N 2 ) vectors has been given by Bajnok [2] and Korevaar and Meyers [13] . A spherical t-design in R N can be transformed into a (t/2, t/2)-design in C N/2 . Thus, those results also imply the existence of quantum t-designs with a similar number of states.
To summarize the previous work (for the case when t is fixed and the dimension N is large), inefficient constructions of quantum t-designs with an exponential number of states are known for any t and efficient constructions are known for t = 2. The contributions of this paper are as follows:
Our second construction achieves a result that is incomparable to Kuperberg's construction. It is approximate (instead of exact in his paper) but uses less states (O(N t log c N ) instead of O(N 2t )).
According to Kuperberg (personal communication) , an approximate t-design for C N (for some notion of approximate designs) can be also obtained from an exact design for N -dimensional torus. In another paper, Kuperberg [15] has constructed a t-design for N -dimensional torus with O(N t ) states which implies an approximate t-design for C N with O(N t ) states. It is, however, unclear, whether this gives an approximate t-design w.r.t. our definition of approximate designs, a weaker definition or a stronger definition.
Since Kuperberg's work [14, 15] was done in the context of mathematical analysis, it did not address the questions of efficiently generating quantum states from a t-design or efficiently performing POVM w.r.t. a t-design. Due to similarity of his construction and ours, it is likely that our method of efficiently performing POVM also works for his design.
Summary of results
Our definition of an approximate (t, t)-design is as follows:
where the integral over |ψ on the right hand side is taken over the Haar measure on the unit sphere in C N and
Instead of requiring closeness to a t-design in the l ∞ norm, as in Definition 2, one could use a different norm (e.g., l 1 or l 2 -norm). This might make design easier to construct but closeness in l 1 or l 2 is not sufficient for Theorem 4 and, possibly, other applications. 
The t-design of Theorem 1 can be efficiently implemented, for several meanings of "efficiently implemented": 1 The big-O constants can depend on t.
1. It is possible to generate a quantum state |φ distributed according to the probability distribution (1), the operators Np i |φ i φ i | form a POVM measurement. This POVM measurement can be implemented in time O(log c N ).
Because of equation
The first property is just the normal definition of being able to sample from the probability distribution. (Since we are dealing with states in N dimensions, which can be described by log N qubits, "efficient" means polynomial in log N .) The second property may seem unusual at first but it is exactly what we need for our application (Theorem 4). In section 4.2, we show that the number of states in the -approximate (t, t)-design can be decreased to O(N t log c N ). There is a simple way to generate the states in the resulting (t, t)-design but we are not sure if the corresponding POVM measurement can be efficiently implemented.
We now give the application of Theorem 1. Radhakrishnan et al. [17] have shown Theorem 2 Let |ψ 1 , |ψ 2 be two orthogonal quantum states in C N . Then,
whereM is an orthonormal basis picked uniformly at random from the Haar measure.
This result was improved by Sen [19] .
Theorem 3 Let ρ 1 , ρ 2 be two mixed states in C N with rankρ 1 + rankρ 2 ≤ √ N K for a sufficiently large K. Then,
whereM is an orthonormal basis picked uniformly at random from the Haar measure and f = ρ 1 − ρ 2 F is the
Theorem 2 is a particular case of Theorem 3, since |ψ 1 ψ 1 | − |ψ 2 ψ 2 | F = 2. As next theorem shows, we can replace the measurement in a random orthonormal basis by a POVM w.r.t. a complex projective 4-design (where "POVM with respect to (p i , |φ i )" is just the POVM consisting of one-dimensional projectors Np i |φ i φ i |).
Theorem 4 Let f = ρ 1 − ρ 2 F and < cf 4 , where c is a sufficiently small constant. Then, for any mixed states ρ 1 ,
whereM is a POVM with respect to an -approximate (4, 4)-design.
Theorems 4 and 1 together derandomize Theorem 3, as long as f = Ω(n −1/12 ). Also, Theorem 4 does not require the constraint on the rank of ρ 1 and ρ 2 from Theorem 3.
The rest of this paper is structured as follows. In section 3, we compare different definitions of t-designs. Then, in section 4, we give our construction of approximate tdesigns (Theorem 1). In section 5, we show how to use (4, 4)-designs for state-distinction (Theorem 4). These are the main results of our paper.
Some more technical claims are postponed to appendices. In appendix A, we derive expressions for expected values of monomials involving amplitudes of a quantum state drawn from Haar measure. In appendix B, we prove two theorems relating definitions of (t, t)-designs and in appendix C, we show how to implement POVM w.r.t. our (t, t)-design efficiently.
Definitions of (t, t)-designs
The earlier papers on (t, t)-designs used a different definition of (t, t)-designs, in terms of polynomials of the amplitudes of a state |φ i . In this section, we show that the two definitions are equivalent. We also present a condition on the polynomials of amplitudes which implies Definition 2.
Let p(x 1 , . . . , x N , y 1 , . . . , y N ) be a polynomial of degree at most t in variables x 1 , . . . , x N and degree at most t in variables y 1 , . . . , Y N . For a state |ψ = N j=1 α j |j , we define p(ψ) = p(α 1 , . . . , α N , α * 1 , . . . , α * N ). Definition 3 A probability distribution over quantum states (p i , |φ i ) is a complex projective (t, t)-design if, for arbitrary polynomial p(x 1 , . . . , x N , y 1 , . . . , y N ) of degree t in variables x 1 , . . . , x N and degree t in variables y 1 , . . . , y N , we have
where the integral over |ψ on the left hand side is taken over the Haar measure on the unit sphere in C N .
t)-design according to Definition 1 if and only if it is a complex projective (t, t)-design according to Definition 3.
Proof: In appendix B. Let
In appendix A, we show that the Haarexpectation of any unbalanced monomial p is
and the Haar-expectation of any monomial of the form
We show that having an approximate version of these requirements is sufficient for an approximate (t, t)-design:
Assume that a probability distribution over quantum states (p i , |φ i ) satisfies the following constraints:
.
Proof: In appendix B.
Constructing approximate (t, t)-designs

Main construction
In this section, we prove Theorem 1. It suffices to construct a set of states that satisfies the requirements of Theorem 6. For simplicity, assume that N is a power of 2. We use
Such S are called d-wise independent families of functions. The second technical tool that we use is the Gaussian quadrature.
Lemma 1 [7, Chapter 10.6 ] Let X be a real-valued random variable and r i = E[X i ], for i ∈ {1, . . . , 2t}. Then, there exist real q 1 , . . . , q 2t and x 1 , . . . , x 2t such that q i ≥ 0,
In other words, for any continuous probability distribution, we can always construct a discrete probability distribution with the first 2t moments having the same values.
Let |ψ = N i=1 α i |i be a state drawn from the Haar measure. Let P N be the probability density function of α 1 and let P = lim N →∞ √ NP N . Let α be drawn from P . We let X = |α| with probability 1/2 and X = −|α| with probability 1/2. Then, E[X j ] = 0 for odd j and
= (j/2)! (5) for even j. We apply Lemma 1 (with r j = (j/2)!) to get q 1 , . . . , q 2t and x 1 , . . . , x 2t . Notice that q 1 , . . . , q 2t and x 1 , . . . , x 2t are independent of N and, thus, can be absorbed into big-O constants.
We then replace each q i with one of the two closest multiples of 1/N (i.e., Nqi N or Nqi +1 N ) so that q 1 + . . . + q 2t remains 1. We simultaneously adjust x i so that q i x 2 i stays the same. This changes the probabilities q j by at most 1/N and x j by at most a factor of 1 + O(1/N ). The moments
due to change in probabilities p i and at most a multiplicative factor of (1+O(1/N )) t = 1+O(1/N ) due to change in x i . (Here, t can be absorbed into the big-O constant because t is fixed.) We now define a random variable Y which takes the value x j with probability q j . By the argument above, we have
Let S 1 be a t-wise independent family of functions f : {1, . . . , N} → {1, . . . , N} and S 2 be a 2t-wise independent family of functions g : {1, . . . , N} → {1, . . . , N}.
We now consider the set of quantum states |ψ f,g = N j=1 α f,g,j |j , (where f ∈ S 1 , g ∈ S 2 ) generated in a following way:
1. Let β f,g,j be a complex number with absolute value
3. Let
We claim that (p f,g , |ψ f,g ) is an approximate (t, t)design. We first show
for a balanced monomial
Then, it contains at most 2t different variables α i1 , . . ., α i k . Since g is picked from a 2t-wise independent family of functions, we have
where each y i is an independently picked uniformly random element of {0, 1, . . . , 2N − 1}. If, for some j, c j = d j , then the corresponding expectation E[e iπyj (cj −dj )/N ] is 0. This proves the first part of the claim. Otherwise, all expectations are 1 and the second part follows. The first part of the claim immediately implies that the first requirement of Theorem 6 is satisfied. To prove the second requirement, we first observe two facts about the normalization factor N i=1 a 2 f,i :
because each of a f,i is equal to one of x j .
2. Let f be picked uniformly at random from S 1 . We have 
Since the variables a 2 f,i are t-wise independent (and, hence, 2-wise independent), we have D[ (7) now follows by applying Chebyshev inequality to the random variable
. We have to bound the expectation of the random variable
with a f,i = f (i), where f ∈ S 1 and the probability of f is
. Equivalently, we can bound the expectation of
when each f is picked with probability 1 |S1| and d = j c j . We observe that
Thus, the maximum and the minimum value of X differ by
then, because of (7), every term in the denominator of (9) is between
and, therefore, we have,
Therefore,
By equation (7),
Together with the independence of random variables a 2cj f,ij (which is implied by t-wise independence of a f,ij and k ≤ t), this implies
The theorem now follows from claim 1,
which is just the expectation of |β f,g,i | 2 when f, g are chosen uniformly at random. This expectation is 
Improved construction
To decrease the number of states in the (t, t)-design, we use a result about approximately t-wise independent families of functions.
Definition 4 A family of functions
the variational distance between the probability distribution of f (i 1 ), . . . , f(i t ) and the uniform distribution on {0, . . . , m − 1} t is at most δ. Theorem 8 [16] There is a family of t-wise δ-dependent
Instead of 0-1 valued functions, we will need m-valued functions. If m = 2 k , we can use the construction of [16] to construct a t log m-wise δ-dependent family of func-
. We then define f (i) to be equal to the number formed by f (i log N ), f (i log N + 1), . . ., f (i log N + log N − 1). This gives us a t-wise δ-dependent family of functions f : {0, . . . , N − 1} → {0, . . . , m − 1}.
We also use Theorem 9 [1] There is a t-wise independent family of
We modify the previous construction in a following way:
• We replace the probabilities q j by the closest multiples of 1 m (instead of 1 N ). The number of states in our sample size is then O(N t m ct (log N/δ) c ) for some constant c. We will take δ = O( ) and m = Ω(1/ ). This gives a design with O(N t (1/ ) ct (log N/ ) c ) states. We claim that this gives us an -approximate (t, t)-design.
The argument is the same as in section 4.1, with the following changes:
In Claim 2, for monomials that contain α c i (α * i ) d with c + d odd, the expectation is still exactly 0, because of the (−1) g1(j) multiplier which is 1 with probability 1/2 and -1 with probability 1/2. For monomials
with c 1 +d 1 , . . ., c k +d k all even, the (−1) g1(j) term is always 1. Since g 2 is picked from a t-wise δ-dependent family of functions, the expectation of h for a fixed f deviates from the expectation for t-wise independent g 2 by at most cδ times
for some constant c.
3. We then have to bound the expectation of X (equation (8)) which can be replaced by the expectation of X (equation (9)) in the same way as before. The only change is that f is now chosen from a t-wise δdependent family. This means that the expectation of
differs from the expectation when f is chosen from a t-wise independent family by at most Dδ N d . Overall, this introduces an additional error of order c(max 1 m , δ) times the expectation of (11). Thus, choosing δ = O( ) and m = Ω(1/ ) with appropriate constants is sufficient for an -approximate design.
To complete the proof, we have to verify that Theorem 6 works, when, instead of an assumption about balanced terms, we just have an assumption about terms of the form (10). This part is mostly technical and is omitted in this version.
Derandomizing the measurement in a random basis
In this section, we prove theorem 4. First, we consider the case when we have an exact (4, 4)-design instead of an approximate one. By the definition of POVM,
where L is the number of states in the (4, 4)-design. Theorem 4 now follows from
To prove Lemma 2, we use the fourth moment method of Berger [4] : Lemma 3 [4] For any random variable S,
This means that
We now bound the numerator and the denominator of this expression. We first observe that
with |φ on the right hand side chosen according to the Haar measure. (Let |φ = N i=1 α i |i . Then, equation (12) is true because | φ|ρ 1 − ρ 2 |φ | 2 is a polynomial of degree 2 in variables α i and degree 2 in variables α * i and, therefore, its expectation is the same for Haar measure and for a (4, 4)design.) Let λ 1 , . . . , λ n be the eigenvalues of ρ 1 −ρ 2 . Then,
For the moment, assume that ρ 1 −ρ 2 is diagonal in the basis |1 , . . ., |N and |i is the eigenvector with the eigenvalue λ i . By writing out g(φ)
When |φ is picked from the Haar measure, the expectation of each term is given by equation (4). This gives us
If ρ 1 − ρ 2 is not diagonal in the basis |1 , . . . , |N , let U be a unitary transformation that maps |1 , . . . , |N to the eigenbasis of ρ 1 − ρ 2 . Then,
by the invariance of Haar measure under unitary transformations and U † (ρ 1 − ρ 2 )U is diagonal in the basis |1 , . . . , |N . Thus, the expression (14) for the expectation remains the same even if ρ 1 − ρ 2 is not diagonal in the basis |1 , . . . , |N .
The expectation of g must be the same if |φ is picked from a (4, 4)-design. Therefore,
Similarly,
For the second equality, we again assumed that ρ 1 − ρ 2 is diagonal in the basis |1 , . . . , |N . This assumption can be removed in the same way as before.
Denote v i = λ i α i α * i . Let N 4 be a shortcut for N (N + 1)(N + 2)(N + 3). Then, (16) is equal to
with the first equality following from equation (4), the second equality following by a rearrangement of terms, the third equality following from (13) and the inequality following by expanding N i=1 λ 2 i 2 and using λ 2 i λ 2 j ≥ 0 for all i, j.
By combining Lemma 3 and equations (15), (16) and (17), we get
This implies Lemma 2 in the case when we have an exact (4, 4)-design.
For the case of -approximate (4, 4)-design, we bound the difference between the expectations of ( φ|ρ 1 − ρ 2 |φ ) 2 and ( φ|ρ 1 − ρ 2 |φ ) 4 when |φ is drawn from the Haar measure and when it is drawn from an approximate (4, 4)design. We can rewrite
where λ j are eigenvalues of ρ 1 − ρ 2 and |ϕ j are the corresponding eigenvectors. By the definition of (t, t)-design, the expectation of
j changes by at most M (where M is the dimension of symmetric subspace H sym for 2 copies of a state |φ ) when |φ is picked from an -approximate (4, 4) design. The entire sum (18) changes by at most
where the inequality follows from the sum of all positive eigenvalues of ρ 1 − ρ 2 being at most T rρ 1 = 1 and the sum of absolute values of negative eigenvalues being at most T rρ 2 = 1. Since M ≥ N 2 2 , this is at most 4 N 2 . Similarly, we can show that the expectation of ( φ|ρ 1 − ρ 2 |φ ) 4 changes by at most 2·4! N 4 when |φ is picked from an -approximate (4, 4) design. For our proof to work, those changes have to be small compared to the expectations of ( φ|ρ 1 − ρ 2 |φ ) 2 and ( φ|ρ 1 − ρ 2 |φ ) 4 when |φ is picked from the Haar measure. This happens if < cf 4 for a sufficiently small constant c.
(2, 2)-designs are not sufficient
We note that using a (4, 4)-design is essential for our construction. First, as shown by Berger [4] , a bound on the fourth moment is necessary to obtain a bound on E[|S|]. Second, some well-known (2, 2)-designs are insufficient for distinguishing between some orthogonal quantum states.
For example, this is true for (2, 2)-designs constructed from mutually unbiased bases [11] . Let |φ 1 , . . ., |φ N be an orthonormal basis for an N -dimensional Hilbert space and |ϕ 1 , . . ., |ϕ N be another orthonormal basis for the same space. The two bases are mutually unbiased
. . , N + 1}) such that any two of them are mutually unbiased. The collection of states |φ i,j (with probabilities 1/N (N + 1) each) is then a (2, 2)-design [11] .
We now consider the POVM corresponding to this (2, 2)design. This POVM is equivalent to randomly choosing i ∈ {1, . . . , N +1} (with probabilities 1/(N +1) each) and then performing an orthogonal measurement in the basis |φ i,1 , . . ., |φ i,N .
Let |ψ 1 = |φ 1,1 , |ψ 2 = |φ 1,2 . Then, measuring in the first basis perfectly distinguishes the states |ψ 1 and |ψ 2 but measuring either of those states in any other basis |φ i,1 , . . ., |φ i,N produces the uniform probability distribution. Therefore, performing the POVM on |ψ 1 and |ψ 2 produces two probability distributions with the variational distance 2/(N + 1) between them.
However, since |ψ 1 and |ψ 2 are orthogonal, we have |ψ 1 ψ 1 | − |ψ 2 ψ 2 | F = 2.
Open problems
It appears plausible that the methods developed above can be applied to construct approximate t-designs for unitary transformations (defined in [5] ). An important set of open questions is whether the efficient approximate tdesigns developed above can be applied to derandomize other protocols that make use of random states and/or random unitary operators, for example, the protocol for locking classical correlations [8] .
[20] N. Ullah, Nucl. Phys. 58:65, 1964.
[21] D.
Zuckerman Consider the N -dimensional Hilbert space, H = C N consisting of the set of normalized pure quantum states. These states correspond to the points of a unit sphere S 2N −1 which is the "surface" of a ball in 2N real dimensions. If we remove the arbitrary and unphysical phase associated with each state then we are left with the complex projective space CP N −1 . In either case there exists a unique natural measure that is induced by the invariant (Haar) measure on the unitary group U (N ): a uniformly random pure state can be defined by the action of a uniformly random unitary matrix on an arbitrary reference state, |φ = U |φ 0 . The measure on pure states is distinguished by the rotational invariance of the Haar measure. This measure, which I will denote µ(ψ), is equivalent to the uniform measure on the unit sphere S 2N −1 . Choosing a fixed representation, |ψ = i c i |i , the uniform measure for normalized vectors (pure states) in H can be expressed using the Euclidean parametrization,
where δ is the Dirac delta function. The average value of any function f : H → C takes the explicit form,
Often the function can be represented or approximated as a polynomial in the components of the pure state. The terms of such a polynomial may be calculated directly using the Euclidean measure (19) by using an integration trick [20] . Consider first calculating the volume of pure states. We have,
where we have made the change of variables c i = u i /r, and used the identity δ(a/b − 1) = bδ(a − b). (Notice that for calculating the volume of the 2N − 1 sphere one has to be careful about distinguishing the constraint δ N l=1 |u l | 2 − r from δ( N l=1 |u l | 2 − r) for the variable radius r 2 = N l=1 |c l | 2 .) Collecting factors of r on the left hand side, the main trick for evaluating this integral is to introduce the integrating factor exp(−r 2 )dr and then integrate both sides with respect to r,
where we've used the integral identity ∞ 0 r q e −r 2 = (1/2)Γ(q + 1/2), and recovered the well-known result for the volume of the unit R sphere in R + 1 real dimensions:
Now we can calculate the correlation function for a kbody product of distinct state components,
which corresponds to the expectation of a homogeneous polynomial of degree (t, t), where t = k j=1 t j . By the same method as above we obtain,
where in the last line we've used
In order to evaluate the remaining factor we change to polar coordinates, with u j = x + iy, and dxdy = rdrdθ, giving for each u j the factor, d 2 u j e −|uj | 2 |u j | 2tj = 2π ∞ 0 dr e −|uj | 2 r 2tj = 2πΓ(t j + 1)/2 = πt j !.
Hence, |c 1 | 2t1 |c 2 | 2t2 · · · |c k | 2t k = t 1 !t 2 ! · · · t k ! (N + t − 1)(N + t − 2) · · · (N ) .
(22) c 1 ! . . . c k ! N (N + 1) . . . (N + d − 1) d i1,...,it = t! N (N + 1) . . . (N + d − 1) .
C Efficient implementation
In this section, we show how to implement (an approximation) of the POVM w.r.t. one-dimensional projectors E f,g = p f,g N |ψ f,g ψ f,g | efficiently.
For this construction, we will need to use the particular t-wise independent family of functions from [21] . Let G be a finite field with N elements (which exists because we constrained N to be power of 2). We associate {0, . . . , N − 1} with the elements of G. Using the construction of [21] results in f (x) ranging over all polynomials (in x) over G of degree at most t − 1 and g(x) ranging over all polynomials over G of degree at most 2t − 1.
We have E f,g = E g E f where
1. E f is a diagonal matrix, with the entries (E f ) j,j = 1 N t−1 a 2 f,j on the diagonal;
