In this study, we consider to propose combined control charts to control the mean and variance simultaneously. For this, we review the existing combined control charts and proposed new control charts using the combining functions with the jointly likelihood ratio statistics. We use the fact that a series of the hypothesis tests is equivalent to the maintenance of control charts. Then we compare the performance of the proposed combed charts with others by obtaining the empirical probabilities detecting the out-of-control state when the process becomes out-of-control through a simulation study. Finally, we discuss some interesting aspects of the combined charts.
Introduction
In order to maintain quality level with monitoring characteristics of product in the process, one may use theX-chart for the mean and R-or S-chart for the variance under the normality assumption for the process distribution. However, when one would like to take care of both characteristics simultaneously, one can use theX-and R-(or S-)charts together. Or one may consider to construct a combined control chart for both characteristics based on the pair (X, S). In this regard, several combined charts have been proposed yet.
Among them, Chao and Cheng (1996) considered the semicircle chart and Chen and Cheng (1998) proposed the max chart by taking the maximum between the two standardized quantities for the mean and variance. On the other hand, Hawkins and Deng (2009) proposed another combined chart by applying the generalized likelihood ratio (GLR) statistic for the mean and variance. They considered two types of combined control charts based on the GLR statistic and/or related statistics. One is to apply the GLR statistic directly to the control chart by considering the distribution of GLR. They provided critical values or cutpoints for the type I error, 0.00539 which is the probability that at least one control chart alarms the floor out-of-control if one uses theXand S-charts together when the actual state of the process is in-control. The other is to apply the Fisher combining function to combine the two p-values of two individual tests for the mean and variance with the testing approach using the fact that the maintenance of control chart and a series of hypothesis tests are equivalent. McCracken and Chakraborti (2013) extensively reviewed and summarized those developments and results.
The use of GLR statistic for the mean and variance under the normality has been quite long in the literature. For an example, Choudhari et al. (2001) proposed a likelihood ratio test using the GLR statistic and derived its density function but whose form is quite complicated and required an iteration method to obtain a critical value for any given significance level. Also Park and Han (2013) proposed a union-intersection (UI) test (cf. Roy, 1957 ) using the individual tests based on the GLR statistic.
In this research, we propose new combined charts for the mean and variance under the normality assumption. This paper will be organized in the following order. In the next section, first of all, we review some existing combined charts and then propose UI chart based on the UI test. Also we consider a new combined chart using a useful combining function which can provide various combined ones. For this matter, we will take the approach that we use the p-values when we assess the corresponding process is in-control or not instead of using the traditional control limits. We compare the efficiency among the various combined charts through a simulation study in section 3. In section 4, we discuss some interesting features which are related with the combined charts.
Combined control charts
Before we proceed to the discussion of the combined control charts, first of all, we review the simultaneous test for the mean and variance under the normality assumption. For this, let X 1 , · · · , X n be a sample from a process whose distribution is normal with mean μ and variance σ 2 . For now, suppose that we are interested in testing the null hypothesis,
where μ 0 and σ 2 0 are some pre-specified quantities. The corresponding alternative can be expressed as
0 . This testing procedure has been called the simultaneous test for the mean and variance. Then in order to derive the likelihood ratio statistic for testing (2.1), first of all, we introduce the following notation:
SinceX and S 2 are the well-known maximum likelihood estimates for μ and σ 2 under H 0 ∪ H 1 , respectively, the likelihood ratio becomes
Based on (2.2) or equivalently, (2.3), several likelihood ratio test procedures have been proposed with asymptotic approaches (cf. Arnold and Shavelle, 1998). Choudhari et al. (2001) considered the exact likelihood ratio test by deriving the null distribution for (2.3). However one may consider that the pair (X, S 2 ) are the jointly likelihood ratio statistics for (μ, σ 2 ) for testing (2.1). Based on this pair of statistics, several types of combined control charts have been studied and proposed. In order to simplify our discussion in the sequel, we assume that μ 0 and σ 2 0 are the values of the center line ofX-and S 2 -charts, respectively or the target values for any combined chart. Chao and Cheng (1996) proposed a 2-dimensional chart using
Semi-circle control chart
We note that (2.4) is an equation of a half or semi circle since S 2 0 ≥ 0 and S ≥ 0. Thus the control chart based on (2.4) has been called the semi-circle one. The control limit can be obtained from the fact that nS 2 0 /σ 2 0 is distributed as a chisquare with degrees of freedom under (2.1). However it has been known that this combined chart may not be suitable for setting where the variance might decrease (cf. Hawkins and Deng, 2009 ). Also one may confirm this situation from the simulation study considered in the next section.
Max chart
In this sub-section, also we review another combined chart based on X , S 2 . For this matter, also we introduce more notation. Let
where Φ −1 is the inverse of cumulative standard normal distribution and H(·; n− 1) is the chi-square distribution function with n − 1 degrees of freedom. Chen and Cheng (1998) proposed the max chart using the following statistic,
They derived the distribution of M(n) and provided the center line and upper control limits for some selected type I error probabilities.
GLR chart
As mentioned earlier, an asymptotic distribution of (2.2) can be used for some reasonably large sample sizes. However since it is not rare that the sample size is under 10 in the manufacturing process, an asymptotic approach may not be suitable. For this reason, Hawkins and Deng (2009) considered a direct use of the likelihood ratio statistic (2.2) to construct another combined control chart. For this, first of all, one should obtain the following expression by taking natural logarithm to (2.2) as
Since the distribution of G has very complicated and intractable form (cf. Choudhari et al., 2001), they tabulated some approximate cutpoint (or critical value) when the type I error probability is 0.00539 in order to use them as the control limits with the use of some computational tool. Also we note that one may obtain the null distribution of G using simulation method with the Monte-Carlo approach.
Also one may construct combined charts using the multiple testing approach with applying various combination functions which combine the two partial or individual tests into a global test. We will discuss this topic in the sequel. For this, first of all, we note thatX has the form of a linear combination and S 2 , the quadratic form of any given data. For this reason, as we already have seen in the sub-section 2.2, Chen and Cheng (1998) used the variable transformation technique to combine bothX and S 2 . From now, however, we will use the p-values in order to construct any suitable combined chart. For this, let Λ 1 and Λ 2 be the respective p-values for testing two sub-null hypotheses H 
Fisher chart
Also Hawkins and Deng (2009) considered another type of a combined control chart which uses the Fisher combination function (Fisher, 1932) to combine the results of two individual sub-null hypotheses testing for the mean and variance. Then they proposed the Fisher chart with
where log mean the natural logarithm. Then we note that it is well-known that the distribution of W is a central chi-square with 4 degrees of freedom under H 0 since Λ 1 and Λ 2 are independent. Thus with this fact one can easily provide the control limits. Park and Han (2013) proposed a UI test for testing (2.1) based on the following statistic,
UI chart
Thus it would be worthwhile that one may propose a combined control chart using UI. Then the control limits can be easily obtained by noting that the distributions of Λ 1 and Λ 2 are independent and uniform on (0, 1). For any real number λ, 0 < λ < 1, we have that
The last equation follows from the fact that Λ 1 and Λ 2 are independent. Also we note that the statistic UI is another form of Tippett combination function (cf. Tippett, 1931) . In this vein, also one may propose another combined control chart using a Liptak combination function (cf. Liptak, 1958) in the following sub-section. Liptak (1958) proposed a combination function to combine several individual tests into a global one. Originally, Liptak considered the following form of a combination function such as
Liptak chart
where Ψ −1 is the inverse of an arbitrary distribution function Ψ and α i 's are arbitrary weights. We note that in our setting, k = 2 and α 1 = α 2 = 1. When one wants to consider one is more important than the other, one may allocate the weights differently. If one choose the uniform distribution on (0, 1) for Ψ, then the function L becomes
The distribution of L U can be easily derived by using intermediate mathematical statistics and may be summarized in the following lemma.
Lemma. Under (2.1), the cumulative distribution function F of L U is
Proof. It is a well-known result by noting that both Λ 1 and Λ 2 are distributed as the uniform on (0, 1) and independent.
Also one may choose Φ for Ψ. Then the corresponding combined chart will have the form that
Then the distribution of L Φ is the normal with mean 0 and variance 2 under (2.1).
A simulation study
In order to compare the performance among the combined control charts, we consider to carry out a simulation study. For this, we obtain empirical probability detecting the out-of-control state when the process becomes out-ofcontrol. In other words, this empirical probability corresponds to the empirical power for the theoretic statistical terminology. We note that the reciprocal of each empirical probability corresponds to the value of the average run length. For this study, we consider the Semi-Circle, Max, GLR, UI, Fisher and Liptak control charts under the standard normal distribution for the in-control state of the process. For the scenario of this simulation study, we consider the following five cases:
(1) Both values of μ and σ vary from (0.0,1.0) to (1.0,2.0) with the increment 0.2 for both ( Table 1) .
(2) The value of μ varies from 0.0 to 1.0 with the increment 0.2 while the value of σ does from 1.0 to 0.5 with the decrement 0.1 ( Table 2) .
(3) Only the value of μ varies from 0.0 to 1.0 with the increment 0.2 while the value of σ is fixed at σ = 1 (Table 3) .
(4) Only the value of σ varies from 1.0 to 2.0 with the increment 0.2 while the value of μ is fixed at μ = 0 (Table 4) . (5) Only the value of σ varies from 1.0 to 0.5 with the decrement 0.1 while the value of μ is fixed at μ = 0 ( Table 5) .
The sample sizes considered in this study are 5, 10 and 20. The nominal type I error for this study has been chosen as 0.00539 which corresponds to the probability that at least one of both individualX-and S-charts shows the out-of-control state even though the production process is in-control. For each case, the pseudo random numbers have been generated 10,000 times using the SAS/IML based on the PC version and the simulation results are summarized in each table. From Tables, first of all, we note that there is no combined chart which dominates all the cases. The Max chart shows high performance when σ > 1 but there exist some serious unbiased results when σ < 1, especially for the near values of 1. On the other hand, GLR chart shows no bias for all cases. Also the Fisher Chart performs well when σ > 1 but shows severe bias for the case of σ < 1. The UI Chart achieves high performance when only the variance varies with σ > 1 while the mean is fixed (Table 4 ). In general, except the GLR chart, all the other combined charts show the bias when σ < 1.
Some concluding remarks
The generalized likelihood ratio procedure has long been applied to the applied statistics, especially to the combined control charts using the limiting distribution theory. The exact joint density forX and S 2 or (2.2) has been derived by Choudhari et al. (2001) but its form is intractable and so they provided some approximate critical points for some selected sample sizes and significance levels via the numerical analysis. Therefore more study for the computation of obtaining the probabilities should be accompanied in the near future.
The likelihood ratio test depends upon a specific distributional form, especially, the normality. But this is not crucial to the UI test, which merely requires a sensible way of testing each of the sub-null hypotheses (cf. Mardia et al., 1979) . As another important advantage of the UI approach over GLR one is that when the UI chart alarms the out-of-control state, it is simple matter to identify which of the characteristics or parameters led to revelation of the alarm. Of course, all the other combined charts using any suitable combining function hold this advantage.
Also we note that the UI chart can be obtained by applying the Tippett combing function (cf. Tippett, 1931 ) which takes the minimum or maximum of the components for the simultaneous test. In this regard, the research would be necessary to provide and compare various types of combined charts, which are usefull in the floor.
Finally we would like to mention about the bias of the combined charts. The reason for the bias of the combined charts except GLR chart may come from the phenomenon that the small changes of the mean value can be hard to be detected when the variance becomes smaller. However it would be meaningful to use the UI chart when it does not matter that the variance becomes smaller.
