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Abstract-We consider initial boundary value problems for the Carleman equations. The theory of 
nonlinear accretive operators i  applied to provide generalized solutions and to consider well-posedness of 
the system in the L’(O, 1) sense. The solutions are represented by product integrals, an abstract backward 
difference scheme. 
INTRODUCTION 
In this note we utilize the theory of nonlinear evolution operators to investigate the coupled 
first order hyperbolic system 
au/at + au/ax + U* - V* = 0 
avlat - adax + v2 - u2 = 0 
u(0, t) = g(t) v(1, t) = h(t) 
u(x, 0) = uo(x) v(x, 0) = V”(X). (1.1) 
System (1.1) is known as the Carleman equation and it arises in the mathematical study of 
the kinetic theory of gases. It models a system with two types of particles. Particles of Type I 
move to the right with speed one and particles of Type II move to the left with speed one. The 
densities of the two types of particles are given by u and v respectively. Interaction between 
particles of each type results in particles of the other type. Each interaction is equally probable. 
Subsequent to its introduction in [l] the Carleman equation has been studied by several 
authors using a variety of analytical techniques. Most of the work has dealt with the pure initial 
value problem for infinite spatial domains. In 1963 Kolodner[l3] solved (1.1) for nonnegative 
initial data uo, v. E C’(R). A survey article of Tartar[lS] indicates that the theory of abstract 
evolution equations can be applied to guarantee that global solutions exist for critical data 
belonging to L’(R) and to discuss the decay of these solutions. In 1111 Kaper and Leaf associate 
a nonlinear semigroup in L’(R) with solutions to (1.1) and show that the classical results of 
Kolodner can be recovered from the abstract results by a suitable restriction of the class of 
initial data. Martin [ IS] considers (1.1) for bounded spatial domains for the case of zero 
incoming initial densities and applies the theory of invariant sets for abstract semilinear 
equations to obtain the global existence of mild solutions. Similar equations are considered by 
Crandall[3], DiBlasio [61, Illner[lO] and Teman[l9]. A related problem consists of taking the 
fluid dynamic limit of a parameterized version of (1.1). Here the interested reader is referred to 
Kurtz[l4], McKean[l6] and Keper, Leaf and Reich[l2]. 
We associate a nonlinear evolution system in L’(0, 1) with (1.1); this system is generated by 
a family of nonlinear accretive operators of varying domain. In case that the boundary 
conditions are constant, the system is autonomous. Consequently the evolution operator is a 
nonlinear semigroup. 
Special appreciation is due H. Kaper for suggesting the problems considered herein and for 
many helpful conversations. 
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2. MAIN RESULTS 
We begin by giving a cursory overview of accretive operators and non-linear evolution 
systems. We do not attempt to present he material in its full generality; for example, we ignore 
the important case of multi-valued accretive operators. Instead we tailor our discussion to suit 
our subsequent eeds. Standard references for the material include[2-4, 6, 7, 91. We first make 
precise our notion of strong solutions to the abstract Cauchy initial value problem. 
Let {A(t)(t E [0, T]} be a family of functions which map subsets of a Banach space X to 
itself. Consider the abstract differential equation 
du(t)/dt + A(t)u(l) = 0 
u(s) = x E x. (2.1) 
A function u: [s, T]+ X is called a strong solution of (2.1) if: (i) u is continuous on [s, T] and 
u(s) = x; (ii) u is absolutely continuous on compact subsets of (s, T); (iii) u is differentiable a.e. 
on (s, T) and satisfies (2.1) a.e. 
We assume that (2.1) has unique solutions on a subset of X we can define a solution 
operator U(t, s)x = u(t) where u(t) is the solution of (2.1). We can obtain the following: (i) U(s, 
s) = I (the identity operator) and U(t, s) U(s, r) = U(t, r) for 0 5 r 5 s I t I T; (ii) U(t, s)x is 
continuous in the pair (s, t) on the triangle 0 5 s 5 t I T. 
We refer to a two parameter family of operators { U(t, s)(O 5 s 5 t z T} which satisfy (i) and 
(ii) on a subset of X as an evolution system. If A(t) = A is independent of t then U(t, s) = 
U(t) U(s) for all (s, t) E [0, TJ and we refer to the system a nonlinear semigroup. 
An operator A: D(A) c X-, X is said to be accretive provided that for each xl, x2 E D(A) 
andallA 
Itx, - xz + AMI - Axz)ll~ b, - xzll. (2.2) 
It is immediate from (2.2) that J* = (I + AA)-’ is single valued and non-expansive on R(Z + AA). 
The following theorem of Crandall and Pazy[S] associates a nonlinear evolution operator with 
(2. I). 
THEOREM 2.3 
Let {A(t)lt E [0, T]} be a family of accretive operators defined on a Banach space X such 
that the following hold: 
(A.l) D(A(t)) = D is independent of t. 
(A.2) R(I+AA(t))2DforO<t~TandO<A<A0. 
(A.3) There exists a continuous function f: [0, T]-+ X and a montone increasing function L: 
[0, m)+[O, m) such that 
Under the foregoing hypotheses there exists a unique nonlinear evolution system { U(t, s) . (0 I 
s 5 t 2 T} such that U( t, s): D + D and 
(2.4 
forOIs<tITandxED. 
We remark that the nonexpansiveness of the resolvents JA immediately implies that 
lIU(& s)x - U(h S)YII 5 lb - YII. (2.5) 
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Although Theorem 2.3 guarantees that the backward difference scheme converges, it does not 
insure the existence of strong solutions to (2.1) in nonreflexive spaces[20]. However, it does 
provide a representation for strong solutions when they are known to exist[6,9]. In this sense 
one may think of the infinite product formula as providing generaiized solutions to (2.1). 
Moreover, these generalized solutions are unique and by virtue of (2.4) continuous with respect 
to initial data. 
We shall work in the Banach space 
x = L’[O, 1] x L’[O, l] 
having norm 
Letting L‘ denote the positive cone of L’[O, l] x L’[O, 11, i.e. 
L+ = {(u, v)/u, v E L'(0, 1); u 2 0 and 0 2 01 




D(A(t)) = {(u, u) E L+lu’, u’ E L'(0, 1); 
u and v are absolutely continuous; 
40) = g(f), el) = ~(~)~. 
The domain of A(t) varies in time, in fact if g( ) and h( ) are not constant n D(A(t)) = 4. 
However it is not difficult to see that L’= D(A(t)) is time invariant. It is now possible to 
rewrite equation (1.1) abstractly in the form (2.1). We have the following result: 
THEOREM 2.7 
Assume that x0 = (u, u) E L’ and that g( ), h( ): [0, T]+ R’ are continuous. If {A(t)/ E 
[O. T]} is defined via 2.6, there exists a unique function u: [0, T]+ L’ satisfying 
u(t) = lim fi (I + t/.ttA(it/n))-‘~0. 
n-r% i= I (2.8) 
Moreover, if a strong solution to (2.1) exists it can be presented by (2.8). 
Proof. It is clear that L’ = D(A(t)). Therefore it is necessary to show that each A(t) is 
accretive and that conditions (A. 2) and (A. 3) of the Crandall-Pazy theorem are satisfied. These 
properties are verified in the subsequent three lemmas. 
LEMMA 2.9 
If {A(t E [0, T]} is defined via 2.6 each A(t) is accretive. 
Proof. To establish the accretivity of A(t) we utilize a technique appearing in Crandall[l2]. 
Introducing a nondecreasing function p( ) having the properties that p(O) = 0 and IpJ I 1, we 
define j(s) = JoS p(r)&. Denoting the properties of X onto its first and second coordinates by 7~~ 
(71 
.__ 
and rz we observe, 
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= 
I 
’ dldx (j(u,(x) - u?(x)) + ’ {u,2 - ~22 - (v,2 - u22)}p(u, - ~2) 




=- d/dx(j(u,(x)-u?(x))+ ‘{u,~-u~2-(u,2-u~z)}p(u,-uz). 
0 
The quantities j(u,(l) - u*(l)) and j(u,(O) - ~(0) - u(O)) are nonegative and j(u,(O) - ~~(0)) = 
j(u,(l) - u*(l)) = 0. Because u,* = uT2 and uj2 - u22 have the same sign as p(u, - UJ and p(u, - u2) 
we have, 




r2Mu,r VI) - 4~2, ~z)~p(~, - 02) 2 
0 I 
’ (VI’- u22)p(u, - ~2) - 
0 I 
o’ lut2 - vzzl (2.11) 
We notice that 
Ku,, 0,) - (~2, ~2) + &Vu,, 01) - A(uz, uz)lt/ 
= o’/u,- 
1 
u2 + AdA(u,, VI - 4~2, 02)lt 
+ o’/yI- 
I 
u2 + h~2{A(u,, VI) - A(u2, u2)11 
2 I,’ (u, - uz)p(u, - ~2) + A (,’ d4(u,, 4) - 4~2, u2)lp(u, - ~2) 
+ 1’ (u, - u2)p(u; - 02) + A I,’ 7r2{A(u,, ~1) - 4~29 uz)lp(“, - ~2). 
We now let p = p,, where 
P,(S) = I 
C’s if IsIS K’ 
I if Is(> n-” 
(11, - U*)Pn(U, - Q+lu, - u2l 
(u,2 - u22)p,(u, - u2)+ /u,2 - u22I 
(0, - k)P”(ul- b)-, Iv, - U?I 
(u,Z-u22)pn(u,-u2)‘/u,2- u22I. 
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Therefore we can use (2.10) and (2.11) and we can compute the limit as n --)m to deduce that 
b,, G- ~2, u2)+ A{-&,, ud- A(~29 uz,lil 
~Il(U,, ud- b42, Gil. 
LEMMA 2.12 
R(I + AA(t)) 2 L’ for A > 0. 
Indication of proof. The lemma is established via a straightforward adaptation of an 
argument of Kaper and Leaf ([ll], Lemma 2.2); the reader is referred there for details. The 
range condition reduces to solving the system of differential equations 
u(x) + A{u’(x) + u2(x) - t?(x)} = f,(x) 
u(x) + A{-u’(x) + u2(x) - u2(x)} =f*(x) 
for cf,, f2) E L’. The foregoing system is equivalent to 
ku(x) + u’(x) = (k - l)u(x) - A(u’(x) - Y*(X) - u’(x)) + f,(x) 
ku(x) - u’(x) = (k - l)u(x) - A(u*(x) - u2(x)) if2(x). 
The constant k is chosen large enough so that the variation of parameters representation 
insures the positivity of u(x) and u(x). Existence follows by application of the Banach fixed 
point theorem. 
LEMMA 2.13 
J*(t)x satisfies condition A. 3. 
Proof. We follow a line of reasoning appearing in [S]. For (u, u) E L’, i = 1 or 2, we let 
(Uiy Vi) + JA(ti)( U, u). A straightforward computation shows that 
(4, 01) - (uz, uz) = -AbWd(u~, 0 ) - A(Mu2r udl. 
Proceeding as in Lemma 2.9 we let p be a nondecreasing function such that p(O) = 0, JpI I 1 and 




- Uz)Ph - u2) = -A 
0 I 




= -A ul’ - u2’ + u,* - u2’ - ( ui2 - 02*))p( u1 - u2) 
0 
5 Aj(q(0) - ~~(0)) + A ]u,‘- u2*/ - A 1’ (u12 - uz2)p(u, - u2) 
0 
= Aj(g(tJ - g(tJ) + A 
I 
’ /q2 - uz2\ - A 
I 
’ (u? - u~~)~((u, - ut). (2.14) 
0 0 
Similarly, 
I,' (UI- G(UI - ~2) = -A I,' 7rtMfdu1, ud- A(tz)uz, 02))p(v,- ~2) 
IAj(h(t,)-h(t2))+A 1(u,2-vz2)p(uI-u2). (2.15) 
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If p = p,, (the sequence of Lemma 2.9) we add (2.14) and (2.15) and compute the limit to observe 
that 
and we obtain our desired conclusion. 
We remark that we could have obtained generalized solutions beginning at any s E [0, I’]. 
Thus we obtain a nonlinear evolution system { U( t, s)jO I s 5 t I T} where U( t, s)x, = u(t). In 
case that g( ) and h( ) are constant we obtain a nonlinear semigroup. 
3. FURTHER CONSIDERATIONS 
In this section we indicate results for other boundary conditions which may be obtained by 
trivial modification of the preceding arguments. We first examine the case of a reflecting 
boundary. Here the constant boundary conditions for u and u are replaced by 
u(0, t) = u(0, t) u(l, t) = u(1, t). 
The nonlinear operator A: L’+ L'(0, 1) L'(0, 1) defined to be 
with 
D(A) = {(u, u) E L+Iu’, u’ 5 L’(0, l), 
u, u absolutely continuous and 
u(0) = u(O), u(1) = u(l)}. 
Here the system is autonomous and we obtain a nonlinear semigroup. 
We can also extend the spatial domain to [0, 00). In this case the condition on v disappears 
and we are left with the single boundary condition 
u(0, 0 = g(t). 
Here we work in the positive case of L’(0, ~4) x L’(0, m) and we obtain a nonlinear evolution 
system. 
We further remark that we could weaken the continuity hypotheses on the boundary 
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