In a reachability-time game, players Min and Max choose moves so that the time to reach a final state in a timed automaton is minimised or maximised, respectively. Asarin and Maler showed decidability of reachability-time games on strongly non-Zeno timed automata using a value iteration algorithm. This paper complements their work by providing a strategy improvement algorithm for the problem. It also generalizes their decidability result because the proposed strategy improvement algorithm solves reachability-time games on all timed automata. The exact computational complexity of solving reachability-time games is also established: the problem is EXPTIME-complete for timed automata with at least two clocks.
Introduction
Timed automata [3] are a fundamental formalism for modelling and analysis of real-time systems. They have rich theory, solid modelling and verification tool support [23, 17, 19] , and they have been successfully applied to numerous industrial case studies. Timed automata are finite automata augmented by a finite number of continuous real variables which are called clocks because their values increase with time at unit rate. Every clock can be reset to an integer constant when a transition of the automaton is performed, and clock values can be compared to integers to constrain availability of transitions. Adding clocks to finite automata increases their expressive power and the fundamental reachability problem is PSPACE-complete for timed automata [3] . The natural optimization problems of minimizing and maximizing reachability-time in timed automata are also in PSPACE [14] .
The reachability (or optimal reachability-time) problems in timed automata are fundamental to the verification of (quantitative timing) properties of systems modeled by timed automata [3] . On the other hand, the problem of control-program synthesis for real-time systems can be cast as a two-player reachability (or optimal reachabilitytime) games, where the two players, say Min and Max, correspond to the "controller" and the "environment", respectively, and control-program synthesis corresponds to computing winning (or optimal) strategies for Min. In other words, for control-program synthesis we need to generalize optimization problems to competitive optimization problems. Reachability games [5] and reachability-time games [4] on timed automata are decidable. The former problem is EXPTIME-complete, but the elegant result of Asarin and Maler [4] for reachability-time games is limited to the class of strongly non-Zeno timed automata and no upper complexity bounds are given. A recent result of Henzinger and Prabhu [16] is that values of reachability-time games can be approximated for all timed automata, but computatability of the exact values was left open.
A generalization of timed automata to priced (or weighted) timed automata [7] allows a rich variety of applications, e.g., to scheduling [6, 1, 22, 24] . While the fundamental minimum reachability-price problem is PSPACEcomplete [6, 8] , the two-player reachability-price games are undecidable on priced timed automata with at least regions are equivalence classes of the equivalence relation relating clock valuations which are indistinguishable by clock constraints. Observe that ν and ν ′ are in the same clock region iff all clocks have the same integer parts in ν and ν ′ , and if the partial orders of the clocks determined by their fractional parts in ν and ν ′ are the same. For all ν ∈ V , we write [ν] for the clock region of ν.
A clock zone is a convex set of clock valuations which is a union of a set of clock regions. Note that a set of clock valuations is a zone iff it is definable by a clock constraint. For W ⊆ V , we write W for the closure of the set W , i.e., the smallest closed set in V which contains W . Observe that for every clock zone W , the set W is also a clock zone.
Let L be a finite set of locations. A configuration is a pair (ℓ, ν), where ℓ ∈ L is a location and ν ∈ V is a clock valuation; we write Q for the set of configurations. If s = (ℓ, ν) ∈ Q and c ∈ C, then we write s(c) for ν(c).
A region is a pair (ℓ, P ), where ℓ ∈ L is a location and P is a clock region. If s = (ℓ, ν) is a configuration then we write [s] for the region (ℓ, [ν]). We write R for the set of regions. A set Z ⊆ S is a zone if for every ℓ ∈ L, there is a clock zone W ℓ , such that Z = {(ℓ, ν) : ℓ ∈ L and ν ∈ W ℓ }. For a region R = (ℓ, P ) ∈ R, we write R for the zone {(ℓ, ν) : ν ∈ P }.
A timed automaton T = (L, C, S, A, E, δ, ρ, F ) consists of a finite set of locations L, a finite set of clocks C, a set of states S ⊆ Q, a finite set of actions A, an action enabledness function E :
, and a set of final states F ⊆ S. We futher require that S, F , and E(a) for all a ∈ A, are zones.
For a configuration s = (ℓ, ν) ∈ Q and t ∈ R ≥0 , we define s + t to be the configuration s ′ = (ℓ, ν + t) if ν + t ∈ V , and we then write s − ⇀ t s ′ . We write s − → t s ′ if s − ⇀ t s ′ and for all t ′ ∈ [0, t], we have (ℓ, s + t ′ ) ∈ S. For an action a ∈ A, we define Succ(s, a) to be the configuration s ′ = (ℓ ′ , ν ′ ), where ℓ ′ = δ(ℓ, a) and ν ′ = Reset(ν, ρ(a)), and we then write s
and s ∈ E(a). For technical convenience and without loss of generality we will assume throughout that timed automata satisfy the requirement that for every s ∈ S, there exists a ∈ A, such that s a − → s ′ . For s, s ′ ∈ S, we say that s ′ is in the future of s, or equivalently, that s is in the past of s ′ , if there is t ∈ R ≥0 , such that s − → t s ′ ; we then write s − → * s ′ . For R, R ′ ∈ R, we say that R ′ is in the future of R, or that R is in the past of R ′ , if there is s ∈ R and there is s ′ ∈ R ′ , such that s ′ is in the future of s; we then write R − → * R ′ . We say that R ′ is the time successor of R if R − → * R ′ , R = R ′ , and for every R ′′ ∈ R, we have that R − → * R ′′ − → * R ′ implies R ′′ = R or R ′′ = R ′ ; we then write R − → +1 R ′ or R ′ ← − +1 R. Similarly, for R, R ′ ∈ R, we write R a − → R ′ if there is s ∈ R, and there is s ′ ∈ R ′ , such that s a − → s ′ . We say that a region R ∈ R is thin if for every s ∈ R and every ε > 0, we have that [s] = [s + ε]; other regions are called thick; we write R Thin and R Thick for the sets of thin and thick regions, respectively. Note that if R ∈ R Thick then for every s ∈ R, there is an ε > 0, such that [s] = [s + ε]. Observe also, that the time successor of a thin region is thick and vice versa.
A timed action is a pair τ = (a, t) ∈ A × R ≥0 . For s ∈ Q, we define Succ(s, τ ) = Succ(s, (a, t)) to be the configuration s ′ = Succ(s + t, a), i.e., such that s − ⇀ t s ′′ a − ⇀ s ′ , and we then write s
. . , τ n , s n , we define Length(r) = n, and we define Last(r) = s n to be the state in which the run ends. We write Runs fin for the set of finite runs. An infinite run of a timed automaton is a sequence r = s 0 , τ 1 , s 1 , τ 2 , . . . , such that for all i ≥ 1, we have
For an infinite run r, we define Length(r) = ∞. For a run r = s 0 , τ 1 , s 1 , τ 2 , . . . , we define Stop(r) = inf{i : s i ∈ F } and Time(r) = Length(r) i=1 t i ; and we define RT(r) = Stop(r) i=1 t i if Stop(r) < ∞, and RT(r) = ∞ if Stop(R) = ∞, where for all i ≥ 1, we have τ i = (a i , t i ).
Strategies. A reachability-time game
A strategy for Min is a function µ : Runs fin → A × R ≥0 , such that if Last(r) = s ∈ S Min and µ(r) = τ then s τ − → s ′ , where s ′ = Succ(s, τ ). Similarly, a strategy for Max is a function χ : Runs fin → A × R ≥0 , such that if Last(r) = s ∈ S Max and χ(r) = τ then s τ − → s ′ , where s ′ = Succ(s, τ ). We write Σ Min and Σ Max for the sets of strategies for Min and Max, respectively. If players Min and Max use strategies µ and χ, respectively, then the (µ, χ)-run from a state s is the unique run Run(s, µ, χ) = s 0 , τ 1 , s 1 , τ 2 , . . . , such that s 0 = s, and for every i ≥ 1, if s i ∈ S Min , or s i ∈ S Max , then µ(Run i (s, µ, χ)) = τ i+1 , or χ(Run i (s, µ, χ)) = τ i+1 , respectively, where
We say that a strategy µ for Min is positional if for all finite runs r, r ′ ∈ Runs fin , we have that Last(r) = Last(r ′ ) implies µ(r) = µ(r ′ ). A positional strategy for Min can be then represented as a function µ : S Min → A × R ≥0 , which uniquely determines the strategy µ ∞ ∈ Σ Min as follows: µ ∞ (r) = µ(Last(r)), for all finite runs r ∈ Runs fin . Positional strategies for Max are defined and represented in the analogous way. We write Π Min and Π Max for the sets of positional strategies for Min and for Max, respectively. 
Value of reachability-time game and optimality equations
For an ε > 0, we say that a strategy µ ∈ Σ Min or χ ∈ Σ Max is ε-optimal if for every s ∈ S, we have Val
Note that if a game is determined then for every ε > 0, both players have ε-optimal strategies.
We say that a reachability-time game is positionally determined if for every s ∈ S, we have Val(s) = inf µ∈Π Min sup χ∈Σ Max RT(Run(s, µ, χ)) and Val(s) = sup χ∈Π Max inf µ∈Σ Min RT(Run(s, µ, χ)). Note that if the reachability-time game is positionally determined then for every ε > 0, both players have positional ε-optimal strategies. Our results (Lemma 2, Theorem 6, and Theorem 18) yield a constructive proof of the following fundamental result for reachability-time games.
Theorem 1 (Positional determinacy). Reachability-time games are positionally determined.
Let Γ be a reachability-time game, and let T : S → R and D : S → N. We write (T, D) |= Opt MinMax (Γ), and we say that (T, D) is a solution of optimality equations Opt MinMax (Γ), if for all s ∈ S, we have:
Lemma 2 (ε-Optimal strategies from optimality equations). If (T, D) |= Opt MinMax (Γ), then for all s ∈ S, we have Val(s) = T (s) and for every ε > 0, both players have positional ε-optimal strategies.
Simple functions and simple timed actions. Let X ⊆ Q. A function F : X → R is simple if either: there is e ∈ Z, such that for every s ∈ X, we have F (s) = e; or there are e ∈ Z and c ∈ C, such that for every s ∈ X, we have F (s) = e − s(c).
Let X ⊆ Q be convex and let F : X → R be a continuous function. We write F for the unique continuous function F ′ : X → R, such that for all s ∈ X, we have
Lemma 3. Let F, F ′ : R → R be simple functions defined on a region R ∈ R. Then either min(F , F ′ ) = F and max(F , F ′ ) = F ′ , or min(F , F ′ ) = F ′ and max(F , F ′ ) = F . In particular, both min(F , F ′ ) and max(F , F ′ ) are simple functions.
Define the finite set of simple timed actions
and we define Succ(s, α) to be the state
Observe that for every thin region R ′ ∈ R Thin , there is a number b ∈ k N and a clock c ∈ C, such that for every R ∈ R in the past of R ′ , we have that s ∈ R implies
s,a : I → R, where I = {t ∈ R ≥0 : (s + t) ∈ R ′′ }, is continuous and nondecreasing.
Timed region graph
Timed region graph Γ. Let Γ = (T , L Min , L Max ) be a reachability-time game. We define the timed region graph Γ to be the finite edge-labelled graph (R, M), where the set R of regions of timed automaton T is the set of vertices, and the labelled edge relation M ⊆ R × A × R is defined in the following way. For α = (a, b, c) ∈ A and R, R ′ ∈ R we have (R, α, R ′ ) ∈ M, sometimes denoted by R α R ′ , if and only if one of the following conditions holds:
• R ∈ R Min , and there are
• R ∈ R Max , and there are
Observe that in all the cases above we have that R ′′ ∈ R Thin and R ′′′ ∈ R Thick . The motivation for the second case is the following. Let R → * R ′′′ a − → R ′ , where R ∈ R Min and R ′′′ ∈ R Thick . One of the main results that we will implicitly establish is that in a state s ∈ R, among all t ∈ R ≥0 , such that s + t ∈ R ′′′ , the smaller the t, the "better" the timed action (a, t) is for player Min. Note, however, that the set {t ∈ R ≥0 : s + t ∈ R ′′′ } is an open interval because R ′′′ ∈ R Thick , and hence it does not have the smallest element. Therefore, for every s ∈ R, we model the "best" time to wait, when starting from s, before performing an a-labelled transition from region R ′′′ to region R ′ , by taking the infimum of the set {t ∈ R ≥0 : s + t ∈ R ′′′ }. Observe that this infimum is equal to the t R ′′ ∈ R ≥0 , such that s + t R ′′ ∈ R ′′ , where R ′′ − → +1 R ′′′ , and that t R ′′ = b − s(c), where R → b,c R ′′ . In the timed region graph Γ, we summarize this model of the "best" timed action from region R to region R ′ via region R ′′′ , by having a move (R, α, R ′ ) ∈ M, where α = (a, b, c). The motivation for the first and the third cases of the definition of M is similar.
Regional functions and optimality equations Opt MinMax ( Γ). Recall from Section 2 that a solution of optimality equations Opt MinMax (Γ) for a reachability-time game Γ is a pair of functions (T, D), such that T : S → R and D : S → N. Our goal is to define analogous optimality equations Opt MinMax ( Γ) for the timed region graph Γ.
If R α R ′ , where R, R ′ ∈ R and α ∈ A, then s ∈ R does not in general imply that Succ(s, α) ∈ R ′ ; it is however the case that s ∈ R implies Succ(s, α) ∈ R ′ . In order to correctly capture the constraints for successor states which fall out of the "target" region R ′ of a move of the form R α R ′ , we consider, as solutions of optimality
, where for every R ∈ R, the domain of partial functions T (R) and D(R) is R. Sometimes, when defining a regional function
, it will only be natural to define F (R) for all s ∈ R, instead of all s ∈ R. This is not a problem, however, because as discussed in Section 2 defining F (R) on the region R uniquely determines the continuous extension of
we have the following:
Solutions of Opt MinMax (Γ) from solutions of Opt MinMax ( Γ). In this subsection we show that the function (T, D) → ( T , D) translates solutions of reachability-time optimality equations Opt MinMax ( Γ) for the timed region graph Γ to solutions of optimality equations Opt MinMax (Γ) for the reachability-time game Γ. In other words, we establish that the function Γ → Γ is a reduction from the problem of computing values in reachability-time games to the problem of solving optimality equations for timed region graphs. Then in Section 4 we give an algorithm to solve optimality equations for Opt MinMax ( Γ).
We say that a function F : R → [S ⇁ R] is regionally simple or regionally constant, respectively, if for every region R ∈ R, the function F (R) : R → R is simple or constant, respectively. Proof. We need to show that for every s ∈ S Min \ F , we have:
The proof of the corresponding equalities for states s ∈ S Max \ F is similar and omitted. We prove the equality (a) here.
The first equality holds by the assumption that T |= Opt MinMax ( Γ). The second equality holds by the definition of the move relation M of the timed graph Γ, and because if α = (a, b, c) then
. For the third equality we invoke regional simplicity of T which by Proposition 5 implies that the function T (R ′ If χ ∈ ∆ Max is regionally constant then we define the strategy subgraph Γ↾χ to be the subgraph (R, M χ ) where M χ ⊆ M consists of: all moves (R, α, R ′ ) ∈ M, such that R ∈ R Min ; and of all moves m = (R, α, R ′ ), such that R ∈ R Max and χ(R) = m. The strategy subgraph Γ↾µ for a regionally constant positional strategy µ ∈ ∆ Min for player Min is defined analogously. We say that R ∈ R is choiceless in a timed region graph Γ if R has a unique successor in Γ. We say that Γ is 0-player if all R ∈ R are choiceless in Γ; we say that Γ is 1-player if either all R ∈ R Min or all R ∈ R Max are choiceless in Γ; every timed region graph Γ is 2-player. Note that if χ and µ are positional strategies in Γ for players Max and Min, respectively, then Γ↾χ and Γ↾µ are 1-player and ( Γ↾χ)↾µ is 0-player.
For functions T : R → [S → R] and D : R → [S → R]
, and s ∈ S Max , we define sets M * (s, (T, D)) and M * (s, (T, D)), respectively, of moves enabled in s which are (lexicographically) (T, D)-optimal for player Max and Min, respectively:
, and 
If Γ is 0-player then Opt Max ( Γ) and Opt Min ( Γ) are equivalent to each other and denoted by Opt( Γ).
, respectively; and for all s ∈ S \ F , we have, respectively:
Proposition 7 (Relaxations of optimality equations). If (T, D) |=
Opt Max ( Γ) then (T, D) |= Opt ≥ ( Γ), and if (T, D) |= Opt Min ( Γ) then (T, D) |= Opt ≤ ( Γ).
Lemma 8 (Solution of Opt( Γ) is regionally simple). Let Γ be a 0-player timed region graph. If (T, D) |= Opt( Γ) then T is regionally simple and D is regionally constant.
Solving 1-player maximum reachability-time optimality equations Opt Max ( Γ). In this section we give a strategy improvement algorithm for solving maximum reachability-time optimality equations Opt Max ( Γ) for a 1-player timed region graph Γ. We define the following strategy improvement operator Improve Max : Max (χ, (T, D) ) is regionally constant.
Note that Improve Max (χ, (T, D))(s) may differ from the canonical (T, D)-optimal choice χ (T,D) (s) only if χ(s) is itself (T, D)-optimal in state s, i.e., if χ(s) ∈ M * (s, (T, D)).

Lemma 9 (Improvement preserves regional constancy of strategies). If χ ∈ ∆ Max is regionally constant, T : R → [S → R] is regionally simple, and D : R → [S → N] is regionally constant, then Improve
Algorithm 1. Strategy improvement algorithm for Opt Max ( Γ).
(Initialisation)
Choose a regionally constant positional strategy χ 0 for player Max in Γ; set i := 0.
(Value computation) Compute the solution (T
Otherwise, set χ i+1 := Improve Max (χ i , (T i , D i )); set i := i + 1; and goto step 2.
Proposition 10 (Fixpoints of Improve Max are solutions of Opt Max ( Γ)). Let χ ∈ ∆ Max and let
If F, F ′ : R → [S ⇁ R] then we write F ≤ F ′ if for all R ∈ R, and for all s ∈ R, we have F (R)(s) ≤ F ′ (R)(s). Moreover, F < F ′ if F ≤ F ′ and there is R ∈ R and s ∈ R, such that
Proof. Our first goal is to establish that for every s ∈ S, we have ( 
where the first inequality follows from (T ≤ , D ≤ ) |= Opt ≤ ( Γ), the second inequality follows from the induction hypothesis, and the last equality follows from (T, D) |= Opt( Γ) and
for some s ∈ F , or there is s ∈ S \ F , for which the first inequality in (1) is strict and hence we get ( T ≤ (s), D ≤ (s)) < lex ( T (s), D(s)).
Lemma 12 (Strict strategy improvement for Max
The following theorem is an immediate corollary of Lemmas 8 and 9 (the algorithm considers only regionally constant strategies), of Lemma 12 and finiteness of the number of regionally constant positional strategies for Max (the algorithm terminates), and of Proposition 10 (the algorithm returns a solution of optimality equations).
Theorem 13 (Correctness and termination of strategy improvement for Opt Max ( Γ)). The strategy improvement algorithm for Opt Max ( Γ) terminates in finitely many steps and returns a solution (T, D) of Opt Max ( Γ), such that T is regionally simple and D is regionally constant.
Solving 2-player reachability-time optimality equations Opt MinMax ( Γ). In this section we give a strategy improvement algorithm for solving optimality equations Opt MinMax ( Γ) for a 2-player timed region graph Γ. The structure of the algorithm is very similar to that of Algorithm 1. The only difference is that in step 2. of every iteration we solve 1-player optimality equations Opt Max ( Γ↾µ) instead of 0-player optimality equations Opt( Γ↾χ). Note that we can perform step 2. of Algorithm 2 below by using Algorithm 1.
We define the following strategy improvement operator Improve Min : 
Otherwise, set µ i+1 := Improve Min (µ i , (T i , D i )); set i := i + 1; and goto step 2.
Proposition 15 (Fixpoints of Improve
Min are solutions of Opt MinMax ( Γ)). Let µ ∈ ∆ Min and (T µ , D µ ) |= Opt Max ( Γ↾µ). If Improve Min (µ, (T µ , D µ )) = µ then (T µ , D µ ) |= Opt MinMax ( Γ). Proposition 16 (Solution of Opt Max ( Γ) is the minimum solution of Opt ≥ ( Γ)). Let T, T ≥ : R → [S → R] and D, D ≥ : R → [S → R] be such that (T, D) |= Opt Max ( Γ) and (T ≥ , D ≥ ) |= Opt ≥ ( Γ). Then (T ≥ , D ≥ ) ≥ lex (T, D), and if (T ≥ , D ≥ ) |= Opt Max ( Γ) then (T ≥ , D ≥ ) > lex (T, D).
Lemma 17 (Strict strategy improvement for Min
). Let µ, µ ′ ∈ ∆ Min , let (T, D) |= Opt Max ( Γ↾µ) and (T ′ , D ′ ) |= Opt Max ( Γ↾µ ′ ), and let µ ′ = Improve Min (µ, (T, D)). Then (T, D) ≥ lex (T ′ , D ′ ) and if µ = µ ′ then (T, D) > lex (T ′ , D ′ ).
Proof. First we argue that
where the equality follows from (T, D) |= Opt Max ( Γ↾µ), and the inequality follows from the definition of Improve Min . Moreover, if µ = µ ′ then there is s ∈ S Min \ F for which the above inequality is strict. Then (T, D) |= Opt Max ( Γ↾µ ′ ) because every vertex R ∈ R Min in Γ↾µ ′ has a unique successor, and hence again by Proposition 16 we conclude that
The following theorem is an immediate corollary of Theorem 13 and Lemma 14, of Lemma 17 and finiteness of the number of regionally constant positional strategies for Min, and of Proposition 15. Since the number |R| of regions is at most exponential in the size of a timed automaton [3] , we conclude that the strategy improvement algorithm solves reachability-time games in exponential time.
Corollary 20. The problem of solving reachability-time games is in EXPTIME.
Courcoubetis and Yannakakis proved that the reachability problem for timed automata with at least three clocks is PSPACE-complete [14] . We complement their result by showing that solving 2-player reachability games on timed automata with at least two clocks is EXPTIME-complete. Note that the best currently known lower bound for the reachability problem for timed automata with two clocks is NP-hardness [20] .
Theorem 21 (Complexity of reachability games on timed automata). The problem of solving reachability games is EXPTIME-complete on timed automata with at least two clocks.
Theorem 22 (Complexity of reachability-time games on timed automata). The problem of solving reachabilitytime games is EXPTIME-complete on timed automata with at least two clocks.
Proof of Lemma 2 (ε-Optimal strategies from optimality equations).
We show that for every ε > 0, there exists a positional strategy µ ε : S Min → A × R ≥0 for player Min, such that for every strategy χ for player Max, if s ∈ S is such that D(s) < ∞, then we have RT(Run(s, µ ε , χ)) ≤ T (s) + ε. The proof, that for every ε > 0, there exists a positional strategy χ ε : S Max → A × R ≥0 for player Max, such that for every strategy µ for player Min, if s ∈ S is such that D(s) < ∞ then we have RT(Run(s, µ, χ ε )) ≥ T (s) − ε, is similar and omitted. The proof, that if D(s) = ∞ then player Max has a strategy to prevent ever reaching a final state, is routine and omitted as well. Together, these facts imply that T is equal to the value function of the reachability-time game, and the positional strategies µ ε and χ ε , defined in the proof below for all ε > 0, are ε-optimal.
For ε ′ > 0, T : S → R, and s ∈ S Min \ F , we say that a timed action (a, t) ∈ A × R ≥0 is ε ′ -optimal for (T, D) in s if s a − → t s ′ , and
Observe that for every state s ∈ S Min and for every ε ′ > 0, there is a ε ′ -optimal timed action for (T, D) in s because (T, D) |= Opt MinMax (Γ). Moreover, again by (T, D) |= Opt MinMax (Γ) we have that for every s ∈ S Max \ F and timed action (a, t), such that s a − → t s ′ , we have
Let ε > 0; we define µ ε : S Min → A × R ≥0 by setting µ ε (s), for every s ∈ S Min , to be a timed action which is ε ′ (s)-optimal for (T, D) in s, where ε ′ (s) > 0 is sufficiently small (to be determined later). Let χ be an arbitrary strategy for player Max and let r = Run(s, µ ε , χ) = s 0 , (a 1 , t 1 ), s 1 , (a 2 , t 2 ) , . . . . Let N = Stop(r). Our goal is to prove that RT(r) ≤ T (s) + ε, i.e., that T (s) ≥ N k=1 t k − ε. For every state s ∈ S, such that D(s) < ∞, define ε ′ (s) = ε · 2 −D(s) . Note that if we add left-and righthand sides of the inequalities (3) or (5), respectively, for all states s i , and ε ′ (s i )-optimal timed actions µ ε (s i ) if s i ∈ S Min , where i = 0, 1, . . . , N − 1, then we get
Proofs from Section 3
Proof of Theorem 6 (Correctness of reduction to timed region graphs). Now we prove the equality (b).
The first equality holds by the assumption that (T, D) |= Opt MinMax ( Γ). The second equality holds because of the assumption that D is regionally constant, and we write
Finally, to establish the third equality it is sufficient to perform a calculation analogous to the above proof of (a), in order to show that
Proofs from Section 4 Proof of Lemma 8 (Solution of Opt( Γ) is regionally simple).
In a 0-player timed region graph Γ, for every region R, there is at most one outgoing labelled edge (R, α, R ′ ) ∈ M, and hence for every region R, there is a unique M-path from R in Γ. For every region R ∈ R, we define the distance d(R) ∈ N to be the smallest number of edges in the unique M-path from R, that one needs to reach a final region. It is easy to show that for every state s ∈ S, we have that
, and hence D is regionally constant. We prove that for every region R ∈ R, the function T (R) : R → R is simple, by induction on d(R). If d(R) = 0 then T (R)(s) = 0 for all s ∈ R, and hence T (R) is simple on R.
Let d(R) = n+1 and let (R, α, R ′ ) ∈ M be the unique edge going out of R in Γ. Observe that
, where the second equality follows from (T, D) |= Opt( Γ). Moreover, by the induction hypothesis the function T (R ′ ) : R ′ → R is simple, and hence by Proposition 4 we get that T (R ′ ) ⊕ α = T (R) is simple. If d(R) = ∞, i.e., if the unique M-path from R in Γ never reaches a final region, then we set T (R ′ )(s) = ∞, for all s ∈ R. Therefore T (R ′ ) : R → R is a constant function and hence it is simple.
Proof of Lemma 9 (Improvement preserves regional constancy of strategies). We need to prove that for s, (T, D) ). By regional simplicity of T , and by Proposition 4, we have that
where the second equality follows from 
Proof of Lemma 12 (Strict strategy improvement for Max). First we argue that
where the equality follows from (T, D) |= Opt Min ( Γ↾χ), and the inequality follows from the definition of Improve Max . Moreover, if χ = χ ′ then there is s ∈ S Max \ F for which the above inequality is strict. Then (T, D) |= Opt Min ( Γ↾χ ′ ) because every vertex in Γ↾χ ′ has a unique successor, and hence again by Proposition 11 we conclude that (T, D) < lex (T ′ , D ′ ).
Proofs from Section 5
Proof Observe that the finite values of the function D are bounded by |R|, because in the proof of Lemma 8 they are set to be the length of a simple path in a timed region graph. Algorithm 1 must therefore terminate no later than after |R| + 1 iterations, because for every i ≥ 0, in the i-th iteration there must be R ∈ R whose value D(R) is set to i.
An analogous routine proof by induction on the value of D can be used to prove that Algorithm 2 terminates in O(|R|) iterations.
Proof of Theorem 21 (Complexity of reachability games on timed automata).
In order to solve a reachability game on a timed automaton it is sufficient to solve the reachability game on the finite region graph of the automaton. Observe that every region, and hence also every configuration of the game, can be written down in polynomial space, and that every move of the game can be simulated in polynomial time. Therefore, the winner in the game can be determined by a straightforward alternating PSPACE algorithm, and hence the problem is in EXPTIME because APSPACE = EXPTIME.
In order to prove EXPTIME-hardness of solving reachability games on timed automata with two clocks, we reduce the EXPTIME-complete problem of solving countdown games [18] to it. Let G = (N, M, π, n 0 , B 0 ) be a countdown game, where N is a finite set of nodes, M ⊆ N × N is a set of moves, π : M → N >0 assigns a positive integer number to every move, and (n 0 , B 0 ) ∈ N × N >0 is the initial configuration. In every move of the game from a configuration (n, B) ∈ N × N >0 , first player 1 chooses a number p ∈ N >0 , such that p ≤ B and π(n, n ′ ) = p for some move (n, n ′ ) ∈ M , and then player 2 chooses a move (n, n ′′ ) ∈ M , such that π(n, n ′′ ) = p; the new configuration is then (n ′′ , B − p). Player 1 wins a play of the game when a configuration (n, 0) is reached, and he loses (i.e., player 2 wins) when a configuration (n, B) is reached in which player 1 is stuck, i.e., for all moves (n, n ′ ) ∈ M , we have π(n, n ′ ) > B.
We define the timed automaton T G = (L, C, S, A, E, δ, ρ, F ) by setting C = { b, c }; S = L × ( B 0 R ) 2 ; A = { * } ∪ P ∪ M , where P = π(M ), the image of the function π : M → N >0 ; L = { * } ∪ N ∪ (n, p) : there is (n, n ′ ) ∈ M, s.t. π(n, n ′ ) = p ; E(a) =      {(n, ν) : n ∈ N and ν(b) = B 0 } if a = * , (n, ν) : there is (n, n ′ ) ∈ M, s.t. π(n, n ′ ) = p and ν(c) = 0 if a = p ∈ P , (n, p), ν : π(n, n ′ ) = p and ν(c) = p if a = (n, n ′ ) ∈ M , δ(ℓ, a) =      * if ℓ = n ∈ N and a = * , (n, p) if ℓ = n ∈ N and a = p ∈ P , n ′ if ℓ = (n, p) ∈ N × P and a = (n, n ′ ) ∈ M ;
ρ(a) = { c }, for every a ∈ A; and F = { * } × V . Note that the timed automaton T G has only two clocks and that the clock b is never reset. Finally, we define the reachability game
It is routine to verify that player 1 has a winning strategy from state (n 0 , (0, 0)) ∈ S in the reachability game Γ G if and only if player 1 has a winning strategy (from the initial configuration (n 0 , B 0 )) in the countdown game G.
