It has come to our attention that the least-squares estimator we proposed in a recent paper to recover bulk crustal P velocity, V P , and P velocity/S velocity ratio, R, of the crust from traveltimes of scattered teleseismic phases, is inconsistent. That is, in the presence of errors, estimates of R will be biased downwards and estimates of V P will be biased upwards from their true values. In this note we supply bias corrections for both quantities that depend upon an estimate of the variance in a ratio of traveltime sums, and demonstrate their validity through comparison with estimates based on a two-parameter grid search. Application to station HYB yields R = 1.756 ± 0.005, V P = 6.2 ± 0.1 km s −1 , after correction of a systematic traveltime picking error that had affected our previous results. In addition, we provide an alternative waveform-stacking approach that involves a 2-D grid search over R and V P followed by a 1-D line search over crustal thickness H. An estimate of the direct P s conversion time is required, and results from station HYB are consistent with those produced using traveltimes alone.
I N T RO D U C T I O N
Consider that we have traveltime measurements of direct conversions (t Ps ) and reverberations (t Pps , t Pss ) produced through the interaction of an incident teleseismic P wave with the crust-mantle boundary. These measurements are made for a range of values of incident slowness p i , where the index i enumerates a total of N observations. As explained by Kumar & Bostock (2008, hereafter referred to KB) , these traveltime data can be cast in various combinations to estimate a quantity X i defined as
where V P is a representative P velocity for the crustal column, and R = V P /V S is the corresponding ratio of P to S velocity. For example, the traveltimes of the direct conversion (t Ps ) and the first reverberation (t Pps ) can be combined as
The ratio in eq.
(1) can be reorganized as a linear system of equations which includes the unknown R and V P as
Note, however, that X i appears on both sides of this equation and, as a consequence, the least-squares estimator of R 2 and V 2 P is actually a non-linear function of the modified data X i . As such, least-squares estimates of the crustal parameters possess biases that depend on the noise levels in X i and which we did not consider in KB. In this contribution, we address this bias, first by supplying a correction to the least-squares estimator and, subsequently, by considering alternative estimators that rely on grid searches through parameter space.
U N B I A S E D E S T I M AT O R S
To quantify the bias, we recognize that the system in eq. (3) shares some similarity with a linear regression in the form y i = mx i + b where both y i and x i are subject to uncorrelated measurement error. It is widely appreciated that normally distributed measurement error in the dependent variable x i produces bias in the least-squares estimates of m, b. In particular, the estimate for m is biased towards zero whereas the estimate for b is biased according to the sign of m (upwards for positive m, downwards for negative m). Standard expressions are available to correct for these biases that depend upon the magnitude of the variance of the measurement error (e.g. Fuller 1987 ). In our case, the errors on both sides of the equality in eq. (3) are obviously correlated so the correction will take a somewhat different form.
To simplify our expressions let us redefine the following 'true' or error-free quantities:
and the corresponding 'measured' or error-prone quantities:
where i represents the error in X i and is assumed to be normally distributed with zero mean and variance σ 2 (we will consider the estimation of this quantity further).
Least-squares regression of y i on x i yields for the slope (or esti-
and for the intercept (or estimator of R 2 )
To investigate the bias of m LS and b LS from the true values, V 2 P and R 2 , we must consider the probability limits of the various sums as N → ∞. In particular, we note
wherep 2 andp 4 represent the mean values of slowness raised to the second and fourth powers, respectively. Upon insertion of these limits within eqs (4) and (5), we may write the least-squares estimates of slope and intercept as
where σ 2 x is the variance ofx. Let us consider the eq. (6) for slope (V 2 P ) first. The scaling factor within the first term of the right-hand side (RHS) of eq. (6), that is
+σ 2 p4 , is analogous to that which would exist were the error in x i independent of that in y i . As is apparent, it serves to bias the estimate of V 2 P downwards. The KB estimator for V 2 P produces an overall upward bias, however, and this is due to the second term on the RHS whose effect must outweigh that of the factor within the first term. Similarly, the second term on the RHS of eq. (7), that is, V 2 Pxp 4 σ 2 x +σ 2 p4 corresponds to the usual bias on the intercept due to uncorrelated measurement error and, as mentioned previously, depends upon the true value of slope. The correlation of measurement error in x i and y i produces an additional term [third term on RHS of (7)] that is negative and exceeds the second term to produce the downward bias in R 2 alluded to earlier.
We may use these expressions to generate unbiased estimators for both V 2 P and R 2 that depend only upon the availability of an estimate of σ 2 , the variance of the error in X i . These estimators are
and
wherex and S 2 x are the sample mean and variance, respectively, of x i .
N U M E R I C A L VA L I DAT I O N
To demonstrate the validity of the expressions (8) and (9), we generated synthetic traveltimes t Ps , t Pps at 53 values of slowness p i between 0.012 and 0.08 s km −1 for a model comprising a 36-km thick crust with V P = 6.2 km s −1 and R = 1.75. These times were contaminated with errors of σ = 0.4 s in 100 separate noise realizations. This noise level is considerably larger than the uncertainty in traveltimes for typical teleseismic data sets, however it is adopted to emphasize the effect of bias. The corresponding variance in X i was computed and estimates of V P and R were recovered by least squares, both with and without the bias corrections in (8) and (9). In addition, solutions were obtained using a grid search over V P and R, using a misfit function of the form i (X
are the predicted and observed values for X i determined from eqs (1) and (2), respectively. Since the grid search represents a non-linear and non-parametric estimator, its estimates for V P , R will not be subject to the bias inherent to the solution of eq. (3) by least squares.
Results from the three inversions are shown in Fig. 1 . The raw least-squares estimate (dotted) clearly demonstrates the positive bias in V P and negative bias in R noted earlier. The bias-corrected least-squares and grid search estimates agree closely however not 
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exactly. This minor disagreement is expected and readily attributed to (1) the finite data sample (53 points) used in each realization and (2) discretization of the model space in the grid search.
A P P L I C AT I O N O F B I A S C O R R E C T I O N T O S TAT I O N H Y B
In the application of formulae (8) and (9), it is important to recognize that the system in eq. (3) has significantly greater sensitivity to R than to V P (the singular values of the sensitivity matrix corresponding to R 2 and V 2 P for typical teleseismic data sets will differ by 3 or 4 orders of magnitude). Hence, even in the absence of bias in the regression estimators, one would require high-quality input data to attempt recovery of V P . As discussed in KB, estimates of traveltimes can be improved by leveraging the redundancy inherent within t Ps , t Pps and the traveltime t Pss of the second reverberation. Moreover, every effort should be made to measure traveltimes across a wide range of slowness, including the PKP phase if possible, so as to improve conditioning of the system.
Note that since the traveltimes enter X i as quadratic forms [e.g. eq. (2)], there is a potential bias that enters in the construction of X i through the variance of the traveltimes. Traveltime errors for this class of analysis should be less than ±0.3 s, so that the magnitude of this source of bias will be negligible, however it may be corrected for if desired. An alternative to tracking the traveltime picking error through to an estimate of σ 2 is to estimate the latter quantity directly from plots of X i versus p i since, in the absence of error, X (p) will vary smoothly and monotonically as a function of slowness. In Fig. 2 we present data for station HYB at Hyderabad, India. The values of t Ps ( p), t Pps ( p) have been repicked as the maxima about 1.0 and 1.5 s windows, respectively, as the times employed by KB were systematically delayed by 0.1 s due to a programming error. From the jitter in X (p) about a smooth trajectory anticipated in the noise-free case, we estimate the variance to be σ 2 = 0.0064 (the accuracy of this estimate can be evaluated a posteriori).
In Fig. 2(bottom panel) , the importance of a broad sampling in slowness becomes obvious. From eq. (1), it is apparent that the value of X (p) at the intercept, that is X (0), is simply the square of the velocity ratio, that is R 2 . Visual inspection of Fig. 2 (bottom panel) leads to an estimate of the intercept as X (0) ≈ 3.1, or equivalently, R ≈ 1.76. We note that our (empirical) confidence in this value is bolstered significantly by the slowness sampling afforded through PKP.
We proceed to formally compute V P and R using the values of X i in Fig. 2 (bottom panel) and our estimate for σ 2 above within eqs (8) and (9). Error estimates are supplied through bootstrap resampling and histograms from 20 000 iterations are shown for both R and V P in Fig. 3 . The unbiased estimates are V P = 6.2 ± 0.1 km s −1 , R = 1.756 ± 0.005 which differ only slightly from the biased estimates (V P = 6.26, R = 1.754) owing to the low noise levels. They also differ significantly with the results quoted in KB as a result of the systematic picking error mentioned above, however they are now consistent with previous values reported by Saul et al. (2000) . Finally, we note that if data from PKP are excluded from the analysis we recover comparable values, namely V P = 6.2 ± 0.1 km s −1 , R = 1.758 ± 0.006 indicating that, in this particular case, high-quality P traveltime data are sufficient to resolve the two crustal parameters.
A WAV E F O R M -S TA C K I N G A LT E R N AT I V E
As we have discussed in the the preceding sections, the estimator suggested by KB to recover bulk crustal P velocity and V P /V S ratio from receiver functions is biased. This bias can be corrected using eqs (8) and (9); however, additional effort is required to estimate the variance in X i that appears within these expressions. Alternatively, bias can be avoided using a (non-parametric) grid search over V P and R in conjunction with some (arbitrary, e.g. L1, L2) misfit measure in X i . The latter approach is computationally more expensive, however since the model space involves only two parameters, this expense is not a concern. The grid search approach, as employed in Section 3, still suffers, however, from the disadvantage that traveltimes t Ps , t Pps and/or t Pss must be extracted first from receiver function waveforms. Although the direct conversions P s from the Moho are often obvious and easily picked, confident identification of reverberations and their times can be problematic. It would be desirable therefore to cast the recovery of V P (as well as R and crustal thickness H) in a way that requires less user intervention and relies more directly on waveforms, like the widely employed algorithm of Zhu & Kanamori (2000) (which assumes V P and, so, produces attendant errors in R and H). Here, we demonstrate one means by which this objective can be achieved.
Our starting point is the recognition that traveltime ratios, as in eq. (2), are independent of H. We may write, for example,
These relations allow us to predict the traveltimes of the reverberations given the corresponding values of t Ps ( p i ). If we assume for a moment that t Ps ( p i ) are given, we may, following Zhu & Kanamori (2000) , stack receiver functions along reverberation traveltime trajectories predicted by eqs (10) and (11) for a range of candidate V P and R and select from that range, the pairV P ,R that maximizes the stack amplitude. Note that the stack could comprise one or both reverberations with or without user-specified weights. WithV P ,R in hand, one can predict the absolute traveltimes of each of the phases for a range of candidate thicknesses H using
and stack both the direct conversion and reverberations (again, in combination or separately) along these traveltime trajectories to determine the value ofĤ that maximizes the final stack. Thus the proposed inversion strategy involves a (2-D) grid search to determineV P andR, followed by a (1-D) line search forĤ . It remains simply to consider estimation of t Ps ( p i ). As mentioned previously, the direct conversion is typically the strongest amplitude of the three arrivals, and usually readily identifiable in sections organized with respect to slowness p i . Moreover, it also exhibits minimal moveout with respect to the direct arrival reference time t = 0. We suggest, therefore, that, along with waveform data, the user supply a tightly constrained time window [t 1 , t 2 ] containing the direct P s Moho conversion, and that t Ps ( p i ) be extracted automatically as the time of maximum amplitude for each trace i within the window.
We have employed this strategy with data from HYB. In Fig. 4 , we show the input receiver function waveforms, bandpass filtered between 0.03 and 3.0 Hz. Fig. 5 shows the 2-D and 1-D grid search results and the locations of the optimum parametersV P ,R and H as determined using all three phases. The results are in good agreement with those found using traveltimes alone:V P = 6.2362 km s −1 ,R = 1.7583. Error estimates forV P ,R can be found using, for example, expressions supplied by Zhu & Kanamori (2000) or, as in our case, Eaton et al. (2006) as the contour at 1 standard error below the stack maximum. Errors inĤ will depend on those for V P ,R (as opposed to being simply related to width of the peak in the lower panel), however a rough estimate can be made by recomputing H for limiting values inV P ,R. In this case, we recoverĤ = 32 ± 2 km, a value that is once more consistent with previous estimates reported by Saul et al. (2000) . Finally, we caution that, owing to the low sensitivity of the system to V P , its recovery should be attempted only if high frequency and high signal-to-noise ratio signals are present in the receiver function data.
C O N C L U S I O N S
We have provided expressions that correct for bias in estimators of bulk crustal velocity and V P /V S ratio made using the approach of KB that incorporates measured traveltimes of scattered waves in the coda of teleseismic P and PKP. Using synthetic traveltimes contaminated by random noise, we have verified these expressions through a comparison with estimates of V P and R produced via grid search of the parameter space. Application of the bias corrections to the analysis of data at station HYB at Hyderabad reveals minimal bias due to the high-quality times obtained for that site. We further propose an alternative approach to the estimation of all three bulk crustal parameters V P , R and H that relies pre-dominantly on waveform stacking thus obviating the need to pick traveltimes of weaker reverberatory phases. Although all of these approaches avoid bias due to data error, we should note that modelling errors, for example, the assumption of a homogeneous crust of constant thickness, remain and may introduce additional bias to the estimates of bulk crustal properties.
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