This paper presents a deterministic and efficient algorithm for online facility location. The algorithm is based on a simple hierarchical partitioning and is extremely simple to implement. It also applies to a variety of models, i.e., models where the facilities can be placed anywhere in the region, or only at customer sites, or only at fixed locations. The paper shows that the algorithm is O(log n)-competitive under these various models. It also shows that the algorithm is O(1)-competitive with high probability and for any arrival order when customers are uniformly distributed or when they follow a distribution satisfying a smoothness property. Experimental results for a variety of scenarios indicate that the algorithm behaves extremely well in practice.
Introduction
Online facility location problems arise in a variety of telecommunication, networking, and mobile computing applications. They consist of choosing when and where to open facilities in order to minimize the associated cost of opening a facility and the (transportation) cost of servicing customers. The offline version of the problem is a well-known and well-studied combinatorial optimization for which effective mathematical programming, local search, and approximation algorithms are known. The online version, however, has received much less attention. Meyerson [15] presented the first randomized online algorithm for facility location and proves that it was O(log n)-competitive in the worst-case and O(1)-competitive when customers arrive in random order. 1 Very recently, Fotakis [7] presented the first deterministic online algorithm which achieves the optimal competitive ratio of O( log n log log n ). Unfortunately, the resulting algorithm is hard to implement and very demanding computationally.
This paper presents a simple and deterministic competitive algorithm for online facility location. The algorithm, whose key idea is a hierarchical partition of the region of interest, is O(log n)-competitive and runs in O(n log n) time in the worst case. The algorithm, developed independently of [7] , is very simple to implement, and applies to a variety of models. Despite its simplicity, the algorithm behaves
• The paper presents the first experimental results comparing the various algorithms under a variety of hypotheses. They show that our algorithm compares well, and almost always outperforms, other competitive algorithms. It can also bring some significant benefits compared to Meyerson's randomized algorithm.
The rest of this paper is organized as follows. Section 2 specifies the problem and describes related work. Section 3 presents the novel competitive algorithm for the region model and proves the O(log n)-competitive ratio. Sections 4 and 5 generalize the result to Meyerson's model and to the fixed location model. Section 6 shows that the quality of the online algorithm is independent (asymptotically) of the arrival order of the customer. Section 7 describes the probabilistic analysis of the algorithm. Section 8 reports the experimental results and Section 9 concludes the paper and describes future work.
where Open is the set of open facilities. In the online problem, the customer locations are not known a priori but are revealed over time. The goal is thus to decide dynamically when and where to open facilities. Several online models are studied in this paper. In the region model, the facilities can be placed anywhere in a region. In Meyerson's model, the facilities can only be placed at existing customer locations. In the fixed location model, the facility locations are given a priori and the objective is to decide whether, when, and where to open a given a facility.
Related Work Most of the work on facility location is concerned with the offline case, where the locations of all the customers are known in advance. See, for instance, [4, 9, 10, 13, 19, 20] for a variety of approximation algorithms. See also references [5, 6, 8, 12, 16] for some interesting mathematical programming and local search algorithms.
The online uncapacitated facility location problem was first studied by Meyerson in [15] . He presents a randomized algorithm with an O(log n) expected competitive ratio for the model where the facilities are placed at customer sites. The algorithm is simple and elegant; when a new customer arrives, a facility is opened at the new customer site with probability proportional to the distance between the location of the new customer and the closest opened facility. In addition, Meyerson shows that, whenever the location of the incoming points is adversarial but the arrival order is random, the expected competitive ratio of the algorithm is constant. Fotakis [7] continued the study of the problem and showed that no randomized algorithm can achieve a competitive ratio better than Ω log n log log n against an oblivious adversary, even if the metric space is a line segment. He also presented a deterministic algorithm for any metric space that achieves the optimal competitive ratio of O log n log log n . At the conceptual level, the algorithm can be thought of as a derandomized version of Meyerson's algorithm. Fotakis' results, which are very elegant technically, represent a fundamental theoretical advance. However, from a practical standpoint, his algorithm appears very difficult to implement efficiently and to apply in practice. For each arriving customer, the algorithm first finds the nearest facility, say at a distance d, in a manner similar to the Meyerson algorithm. It then defines a cluster of "unsatisfied" customers that are within a radius d/x (for some x ≥ 10) of the new customer. The "potential" of the cluster is defined by the travel cost of the customers to their nearest facility. If the potential is greater than the cost of opening a facility, then a new facility is opened within this cluster and the cluster is removed from the set of possible unsatisfied customers. The location of the new facility is chosen very carefully. If the distance d is greater than the cost f of opening a facility, the facility is created at the location of the new customer. Otherwise, the algorithm systematically creates subclusters around each customer in the cluster. Initially, the radius of a subcluster is the radius of the entire cluster and it is repeatedly halved until there exists one subcluster whose potential is half of the total potential or until the potentials of all the subclusters contain less than half of the total potential. In the former case, the new facility is opened at the center of the pertinent subcluster while, in the latter case, the location of an arbitrary customer is chosen as the location of the new facility. The time complexity for Meyerson's algorithm is at least Ω(log n) when the n-th customer arrives, even for a Euclidean space, since the algorithm must find the location of the nearest facility. The time complexity of Fotakis' algorithm is not addressed in [7] ; however, a crude analysis indicates that it may take up to O(n 2 + log d) time to process the n-th customer, where d is the maximum distance. It may be possible to improve this bound by using advanced data structures to perform some of the queries. For the Euclidean space, see, for instance, [2] and, for a general metric space, refer to the survey in [3] . (A nice discussion also appears in [11] ). Nevertheless, all these data structures-especially their dynamic versionsare quite sophisticated and complicated, and it seems unlikely that his algorithm could approach the simplicity, practical efficiency, and time-complexity bound of the algorithm presented here. This is a significant drawback of Fotakis' algorithm because of the online nature of the problem.
Finally, the work of Mettu and Plaxton [14] on the online median problem is also related to online facility location. Here the location of the customers is known in advance and the number of facilities increases in an online fashion.
The Region Model
We present the algorithm for the region model which assumes that the facilities can be located anywhere in a given region at a cost f . To ease the presentation, we first specify and analyze the algorithm for the case where the region is a square with diagonal of length f . We then show how to generalize it to arbitrary regions.
The Online Algorithm
The key idea behind the online algorithm is to partition the initial square into smaller and smaller squares as customers arrive. More precisely, its basic operation, depicted in Figure 1 , consists of partioning a square into four squares of the same size, called quadrants. Once a quadrant q is created and not (yet) partitioned, the online algorithm keeps track of the customers arriving in q. These customers are called support customers of quadrant q in the rest of this paper and the travel cost of these support customers (to a facility to be specified) is called the support cost of q. Once the support cost of quadrant q exceeds a threshold, the algorithm opens a facility in q and partitions q. In the following, we use support(q) to denote the support customers of q and cost(q) to denote its support cost. We also use facility(q) to denote the facility associated with a quadrant q when q is partitioned. A quadrant q is open if it has an associated facility (and thus is partitioned); it is recruiting otherwise.
It is also important to introduce a few additional concepts before presenting the algorithm. If a quadrant q is partitioned into squares q i (1 ≤ i ≤ 4), quadrant q is said to be the parent of q i (1 ≤ i ≤ 4). All quadrants have a parent, except the root square. The ancestors of a quadrant q are its parent p and the ancestors of p. A corner ancestor of quadrant q is an ancestor whose center lies on a corner of q. It can be shown that the partitioning into quadrants guarantees that a quadrant q has at most two corner ancestors, one of which being of course its parent. Moreover, if two exist, they must lie on diagonally opposite corners of q. The local facilities of a quadrant are simply the facilities associated with its corner ancestors and we use local(q) to denote them. Local facilities and corner ancestors are important concepts for some of the competitive ratios presented later in the paper.
We are now ready to present algorithm A which is depicted in Figure 2 . Algorithm A first initializes the root quadrant by partitioning it (procedure partition) and then serves the customers as they come (procedure serveCustomer). Procedure partition partitions a square q by selecting a facility location (procedure selectLocation) and by constructing its four subquadrants. partition also replaces q by the four new quadrants in the set Quadrants, which contains all the recruiting quadrants. For each incoming customer c, procedure serveCustomer inserts c in a recruiting quadrant (procedure addToQuadrant) and assigns c to its closest facility (procedure assignClosestFacility). To add a customer c to a recruiting quadrant, procedure addToQuadrant first locates the recruiting quadrant q containing c (procedure findQuadrant in line 1) and adds c to the support of q (line 2). It computes the distance from c to the closest local facility of q (line 3), and updates the support cost accordingly (line 4). If the support cost exceeds the threshold af (line 5), where a is a parameter of the implementation, the quadrant q is partitioned and becomes open (line 5). In the region model, procedure selectLocation simply chooses the center of the quadrant to locate the facility. (This implementation is reconsidered in other models).
Observe that the cost of a quadrant q is the cost of its associated facility (if any) and the support cost of its support customers cost(q). Since all the facilities and all the customers are associated with quadrants, the cost of the solution is the sum of the costs of all quadrants.
It is important to emphasize that the support cost of a customer, i.e., the travel A(Square r) 1 init(r); 2 for each arriving customer c 3 do serveCustomer(c);
serveCustomer(Customer c) 1 addToQuadrant(c); 2 assignClosestFacility(c); cost to its closest local facility, is greater or equal to the actual travel cost to its closest location. The use of the support cost in thresholding simplifies the analysis and makes it possible to prove robustness results with respect to the customer ordering. Note also that most (but not all) results in this paper hold when line 3 in procedure addToQuadrant is replaced by tc ← t parent(q),c .
Worst-Case Competitive Analysis
This section analyzes the worst case performance of the algorithm assuming that the maximum length (i.e., the diagonal) of the square is f , where f is the cost of opening a facility. This assumption is relaxed in Section 3.3. The first lemma bounds the maximum depth of a partition produced by Algorithm A. It does not depend on the location of the facilities inside the quadrants.
Lemma 1.
The maximum partition depth produced by Algorithm A when serving n customers is O(log n).
Proof. Observe that there must be at least a2 i−1 customers in the support of a quadrant at depth i in order to partition it, since the maximum distance in a quadrant at depth i is not greater than f 2 i−1 . Hence, the maximum depth for n customers is log n − log a, which is O(log n).
The second lemma is central to the rest of the paper and will be adapted to other models subsequently. Informally speaking, it specifies that every quadrant created by algorithm A is close to a facility in an optimal solution, the distance depending on the size of the quadrant. Proof. The proof is by contradiction. Assume that there exists no facility within distance αµ of an open quadrant q in an optimal solution O. Since q is open, the cost s of its support is greater than af . Moreover, there are at least s µ support customers in q, since the maximum distance to a local facility is µ (see Figure 3 ). Now the cost to connect one of these support customers to a facility in O is at least αµ by assumption. It follows that the travel cost of the support customers in the optimal solution is given by
which is greater than s + 2f whenever s > af . As a consequence, we could improve O by opening the local facilities of q, which contradicts the fact that O is optimal.
The following corollary, which is illustrated graphically in Figure 4 , is a direct consequence of Lemma 2.
Corollary 1. Let q be an open quadrant with sides of length µ produced by algorithm A. An optimal solution must have at least one facility in a square of size (2α + 1)µ by (2α + 1)µ whose center is q, where α = (a+2) a . As mentioned, the lemma and corollary will be adapted slightly for the other models by changing the value of α to take account higher travel costs in the other model but the proof will remain similar. We are now in position to present the proof of the competitive ratio. Theorem 1. Algorithm A is O(log n)-competitive for a square whose diagonal has length f . Proof. Let ℓ be an optimal facility and consider a depth d. Consider all quadrants at depth d which have some customers allocated to ℓ. By Corollary 1, there are at most (⌈2α⌉ + 1) 2 such quadrants. Moreover, the cost of a quadrant is at most 2af
(travel cost) plus f (facility cost) if it is open and at most af otherwise. Hence the total cost of the quadrants at depth d is thus at most (⌈2α⌉ + 1) 2 ·2af . By Lemma 1,  there are O(log n) such depths d and the total cost of all quadrants with customers allocated to ℓ in the optimal solution is thus O(f × log n). The result follows since the above reasoning can be applied to all facilities in the optimal solution.
The above competitive ratio is tight as shown by the instance depicted in Figure 5 .
In this instance, all customers are placed in the corner of the region. The optimal solution opens a facility in the corner and the total cost of the optimal solution will be f . Algorithm A produces log n quadrants. The result follows, since the cost of each such quadrant is at most O(f ) (as discussed in the proof of Theorem 1).
Arbitrary Regions
Algorithm A naturally generalizes to arbitrary regions. The result holds if the region can be enclosed by the square whose diagonal is of length f , since no assumptions on the customer locations were used. 2 Consider now the case where the region is enclosed by a square whose diagonal is greater than f . The key idea behind the generalized algorithm A ′ is to cover this square by non-overlapping squares whose diagonals are of length f . No facilities are created in these squares initially. When a customer arrives in one of these squares, algorithm A is applied to that particular square. More precisely, when the first customer in such a square s arrives, the data structures for s are initialized using procedure init and serveCustomer. Only 000000000000  000000000000  000000000000 000000000000  000000000000  000000000000  000000000000  000000000000 000000000000  000000000000  000000000000  000000000000  000000000000 000000000000  000000000000  000000000000  000000000000  000000000000 000000000000  000000000000  000000000000  000000000000   111111111111  111111111111  111111111111 111111111111  111111111111  111111111111  111111111111  111111111111 111111111111  111111111111  111111111111  111111111111  111111111111 111111111111  111111111111  111111111111  111111111111  111111111111 111111111111  111111111111  111111111111 Observe that Lemmas 1 and 2 still hold for all the created quadrants. In addition, Lemma 2 can also be adapted to apply to the squares used in the partition covering the initial region and the result follows.
Theorem 2. Algorithm A ′ is O(log n)-competitive for online facility location with no restriction on the locations of the facilities.
Note that it is not necessary for the region to be known ahead of time. When the first customer arrives, a square with maximum length f can be placed around the customer. If subsequent customers fall outside that square, then squares of maximum length f can be created around the initial square until the customers are covered. In the rest of the paper, we assume for simplicity that the region is a square whose diagonal has length f .
Meyerson's Model
We now show that algorithm A naturally generalizes to Meyerson's model where facilities are only opened at customer locations. The only modification in the algorithm is in procedure selectLocation(q) which now places a facility at the support customer of q which is closest to its center (instead of at the center of q). 3 Under this model, Lemma 1 still holds, since its proof only relies on the sizes of the quadrant. Lemma 2 also holds under the new model by making α = 2(a+2) √ 2 a , since the maximum distance of a support customer to a local facility of a quadrant q is 2 √ 2µ, since the parent facility of q can be anywhere in its own quadrant (See Figure 6 ). As a consequence, algorithm A is also O(log n)-competitive under this model.
Theorem 3.
Algorithm A is O(log n)-competitive for online facility location when facilities must be located at customer sites.
Note that the result also holds if only the parent facility is used, since the proof of (the equivalent of) Lemma 2 only relies on the parent facility. This makes it possible to reduce α to
Figure 7: Opening Facilities in the Fixed Location Model.
The Fixed Facility Location Model
We now consider the fixed facility location model, where facilities can only be located at a fixed set of locations. Once again, we assume that the region is a square whose diagonal is of size f for simplicity. Clearly, the O(log n) lower bound still applies, since the fixed locations can be precisely located at the center of the quadrant as in Figure 5 . We now prove that algorithm A can be naturally adapted to remain O(log n)-competitive under this model. The main change in the algorithm is to restrict further when a facility can be opened for a quadrant. More precisely, a facility can be opened for a quadrant q with sides of length µ when the cost of its support customers exceeds af and when there exists a facility (inside or outside the quadrant) within distance 2 √ 2µ of q. Note that this facility may be opened already, implying that the same facility may be associated with several quadrants. This amounts to replacing line 5 of procedure serveCustomer by
where existsF acility(q) returns true if there exists a facility location within distance 2 √ 2µ of q. Procedure selectLocation(q) is also updated slightly in order to choose the location closest to q within distance 2 √ 2µ. We now show that the modified algorithm is O(log n)-competitive. The key idea behind the proof is to separate the quadrants in two sets: the traditional quadrants which are open or have a cost lower than af and the isolated quadrants which have a cost greater than af but no facility within distance 2 √ 2µ. The traditional quadrants can be analyzed in a way similar to earlier proofs. Moreover, the travel costs of the isolated quadrants is shown to be within a constant factor of their travel costs in the optimal solution. Figure 7 depicts the intuition behind the proof visually.
Theorem 4. Algorithm A is O(log n)-competitive for online facility location with fixed locations for facilities.
Proof. Let σ be the solution produced by algorithm A. Consider first an isolated quadrant q with sides of length µ in σ. Its parent p has sides of length 2µ and has a facility at distance 4 √ 2µ, since it has been partitioned. Consequently, each customer in the support of q has a travel cost of at most 6 √ 2µ. Moreover, since there are no facilities within distance 2 √ 2µ of q, each such support customer must pay a cost of at least 2 √ 2µ in the optimal solution. Hence the travel cost of the support customers of q in σ is at most 3 times their travel cost in the optimal solution.
Consider now a traditional quadrant q with sides of length µ in σ. Its parent has a facility within distance 4 √ 2µ which means that each support customer has a travel cost of at most 6 √ 2µ again. We can thus prove a result similar to Lemma 2 by
. Moreover, the maximum distance to a facility for a quadrant q at depth i is 4
Hence the maximum partition depth is O(log n) when serving n customers, providing the counterpart to Lemma 1. The rest of the proof for the traditional quadrants can then proceed as in Theorem 1 and the result follows.
Robustness of the Algorithm
We now show that algorithm A is robust with respect to the order in which customers arrive. More precisely, we show that the cost of algorithm A for any customer ordering is only a constant factor worse than the cost for the best customer ordering. This result indicates that algorithm A depends essentially on the customer locations, not their arrival order. It makes it possible to analyze the performance of algorithm A by assuming that the customers arrive in random order. This property is used in Section 7 where the performance of the algorithm is analyzed under a uniform distribution of the customers. We show the result for the basic region model. Theorem 5 (Worst Case Ordering). Let c 1 , . . . , c n be n customer locations and let Σ be the set of sequences of these n locations. Let
where cost (σ) is the cost of the solution produced by Algorithm A on the sequence σ. Then, there exists a constant κ ≥ 1 such that
Proof. Let q be a quadrant which is not partitioned in the best-case ordering o * and which is partitioned in the worst-case ordering o. Since the same customers belong to q in both orderings, this happens when some of the customers are in the support of the ancestors of q in o * , but not in o. Observe that the travel cost of any such unaccounted customer in ordering o is not greater than its travel cost in ordering o * , since its local facilities include its closest ancestor. Clearly, the set of unaccounted customers is not greater than the set of all customers whose travel cost is bounded by 2af w, where w is the number of facilities for ordering o * . As a consequence, since ordering o requires at least af in travel cost to open a facility, the unaccounted customers can only open 2w facilities and the result follows.
Note that this result can be generalized to the fixed location model provided that the choice of the facility location for a quadrant be deterministic (e.g., ties are broken deterministically in procedure selectLocation). Such a choice guarantees that the travel cost of the unaccounted customers is not greater in the worst-case ordering than in the best ordering. The result does not generalize to Meyerson's model where facility location choices critically depend on the customer order.
Probabilistic Analysis
The previous sections showed that the competitive ratio of the algorithm A is Θ(log n) but, in practice, algorithm A should behave much better.
It is thus interesting to analyze algorithm A, not under an adversarial model, but under various distributions of the customers. This section follows this approach and analyzes algorithm A for a uniform distribution of the customers, as well as for distributions which have smooth neighborhoods. In both cases, we show that algorithm A produces a solution whose cost is within a constant of the optimal offline solution with high probability (whp). 4 We start by proving the result for the uniform distribution. The result is then generalized to distributions with smooth neighborhoods.
Uniform Distribution of Customers
The intuition behind the proof for the uniform distribution is the following. First recall that the partitioning threshold guarantees that the travel cost is proportional to the cost of the facilities, so that the proof can focus on the number of open facilities or, equivalently, on the number of quadrants. Moreover, by Lemma 2, algorithm A opens at most a constant times more facilities than the optimal solution at a given depth d. Hence, to avoid the logarithmic factor in the ratio, it suffices that most quadrants up to a depth d are partitioned/opened and that quadrants deeper than d can only increase the cost by a constant factor. More precisely, the quadrants define a tree where nodes have at most 4 children and the proof shows that the tree grows exponentially up to depth d (i.e., each node has at least 3 children whp), while the quadrants deeper than d only increase the cost by a constant factor. Besides various Chernoff and Markov bounds, the proof relies on two main results. The first main result is Theorem 5 which makes it possible to assume that the customers arrive in random order. In other words, the proof assumes that the location of a new customer is uniformly distributed in the whole region and independent of all previous and subsequent customer locations. The second result is the following theorem expressed in terms of balls and bins [1, 17] .
Theorem 6. Consider two balls and bins experiments. In the first one, m balls are thrown to n bins, independently and uniformly at random. In the second experiment, each of the n bins accepts a number of balls distributed according to the Poisson distribution with mean m/n, all the bins being mutually independent. Consider an event E whose probability is increasing with the number of balls thrown. Then the probability of E in the first experiment is at most 4 times higher than the probability of E in the second experiment.
This theorem makes it possible to apply a Chernoff bound on the quadrants by removing the dependencies between the quadrants, i.e., the fact that a customer only lies in one quadrant. In the proof, bins are half quadrants (to be specified) and balls are customers. We are now ready to present and prove the main result of this section.
Theorem 7. Consider a square region and assume that the customers are uniformly distributed in the region and mutually independent. Then the cost of the solution produced by algorithm A is only a constant times higher than that of the optimal offline algorithm, with probability at least 1 − 1/n.
Proof. For simplicity, we assume that the region is a square with sides of length 1 (f = √ 2) and that the parameter a = 1/ √ 2 so that the threshold is 1. Let d − = log ln n and d = (log n)/3 − 1. The proof is divided in three main steps: The first step is in fact necessary to obtain the second step. More precisely, the n customers are divided into groups of size m i (to be defined later), each group m i being allocated to a depth
). The proof first shows that the first m 1 customers suffice to create all 4 quadrants at level 1 whp, the next m 2 customers create all 16 quadrants at level 2 whp, and so on until level d − . Then, for levels i = d − + 1 to d, the proof shows that the corresponding m i customers create at least 3 i quadrants whp. Therefore, at level d, there are 3 d ≃ n 0.528 quadrants. 5 Finally, the proof shows that no quadrants are partitioned at 0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000   1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111   0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000   1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111 Consider a quadrant at level i with side 2 1−i (See Figure 8) . If a customer falls on the gray half, it induces a travel cost of at least 2 −i . As a consequence, if 2 i customers fall in this gray half, the quadrant will be partitioned. The probability for a customer to fall in the gray area equals its area and is 2 1−2i .
[Step 1]: Let i ≤ d − and let m i = 4(ln n) 3 and consider a quadrant q. Then, by conditioning on the partitioning of all ancestors of q, the probability not to partition q is bounded by the probability that the gray area in Figure 8 receives less than 2 i customers. The expected number of the m i customers in the gray area is
and, by applying a standard Chernoff bound, 6 the probability that fewer than 2 i
6 The standard Chernoff bound is specified as follows. Assume that the Xi are mutually independent 0 − 1 random variables such that Pr(Xi = 1) = p, and let
and for any ǫ ∈ (0, 1),
fall in the gray area is (ǫ = 1 −
Since there cannot be more than n quadrants, all the 4 i quadrants (i ≤ d − ) are partitioned with probability at least 1 − n 2 .
[Step 2]: For i = d − + 1, . . . , d, the proof sets m i = 2 3i and assumes that there are at least 3 i−1 parents are present at depth i. Hence there are at most 4 · 3 i−1 new quadrants and the proof shows that at least 3 i are opened whp (using the m i customers). The situation in this step is more complicated however, since it is difficult to prove that each quadrant is opened whp without using too many customers. As a consequence, the proof needs to reason about the number of open quadrants globally. Since these quadrants are not independent (since a customer can only lie in one quadrant), the proof uses Theorem 6 to circumvent this difficulty. In applying Theorem 6, the gray and white half quadrants obtained as shown in Figure 8 play the role of bins and the customers play the role of balls. The number of balls (customers) that arrive in a bin (half quadrant) follows a Poisson distribution with parameter m i · 2 1−2i = 2 i+1 and is independent of that of any other bin (half quadrant). We talk about a gray (resp. white) bin to denote a bin which corresponds to a gray (resp. white) half quadrant. With this transformation at hand, the Chernoff bound for the Poisson distribution 7 implies that the probability that fewer 7 This Chernoff bound is given as follows. Assume that the random variable X is distributed according to a Poisson distribution with parameter λ. Then (see for example [18, 
than 2 i balls (customers) fall in a gray bin (gray half quadrant) is no more than
Ifp denotes the probability that a gray bin (gray half-quadrant) receives at least 2 i balls (customers), we have thatp > 1 − 1/n 0.3 and hencep > 31/32 for sufficiently large n. By considering the bins independent, the number of open quadrants then stochastically dominates a Binomially distributed random variable Y ∼ Binomial(4· 3 i−1 ,p). The expected number of gray bins (gray half-quadrants) receiving more than 2 i balls (customers) equals 4 · 3 i−1p . By applying a Chernoff bound, the probability that fewer than 3 i gray bins (gray half-quadrants) receive at least 2 i balls (customers) at depth i is bounded by 4 · Pr(< 3 i gray bins get ≥ 2 i balls) (ln n) log 3 , which is smaller than n −c 1 for any constant c 1 for sufficiently large n. Hence, by Theorem 6, 3 i quadrants are opened whp at each depth i ≤ d.
[
Step 3]: We now show that, at level d + 2, no quadrants are created whp. Consider a quadrant q at level i. The maximum distance (the diagonal) within q is 2 3 2 −i (since there may not be any local facility other than the parent) and hence at least 2 i− 3 2 customers are needed to open q. Hence the probability to open quadrant q is bounded by the probability that at least 2 i− 3 2 customers fall in q. Recall also that the probability that a customer falls in the quadrant equals its area which is 2 2−2i . Since we are interested in an upper bound, we can assume that all n customers are available and, under this assumption, the expected number of customers to lie in q is 2 log n−2i+2 . By using the Chernoff bound, the probability that more than 2 i− 3 2 customers lie in q, for i > log n/3 + 7/6, is no more than Pr > 1 + 2 3i−log n− log n e −0.21n which, asymptotically, is smaller than n −c 2 for any constant c 2 > 0. Let Z be the number of open quadrants at level d + 2. We have that E[Z] ≤ n −c 2 and, by Markov's inequality, it follows that
which means that no quadrants are opened at level d + 2 whp.
[Synthesis]: Let us now conclude the proof by computing the failing probability, that is, the probability that the algorithm is not within a constant factor of the optimal offline solution. Let B be the event that the algorithm fails to achieve a solution within a constant factor of the optimal and let B 1 , B 2 , . . . , B k be events, corresponding to all the bad events that can take place during the execution of the algorithm, so that B = k i=1 B i . Then, by using inductively the property that (F denotes the complement event of F )
Pr(E) ≤ Pr(F ) + Pr(E|F ), the probability of the event B is bounded by |B 1 ,B 2 , . . . ,B k−1 ) .
In other words, the probability that the tree is not dense (and hence that the algorithm is not O (1)-competitive) is bounded by the probability that some partition at depth 1, 2, . . . , d − is not created, plus the probability that some level
. . , d has fewer than 3 i quadrants, plus the probability that some quadrant is created in level d + 2. From Steps 1 to 3, it follows that
and the results follows.
Smooth Neighborhoods
We now consider a large class of distributions for which Algorithm A is O(1)-competitive whp. These distributions satisfy the smooth neighborhood property which we now define.
Definition 1 (Distribution with Smooth Neighborhoods).
Let I be the unit square I and ν be a probability distribution on I. ν has a smooth neighborhood if there exists a constant K such that
for any neighboring quadrant Q 1 and Q 2 , i.e., any quadrant Q 1 and Q 2 in I satisfying
Distributions with smooth neighborhoods have the following useful property.
Lemma 3. Consider a quadrant q with four subquadrants q i , i = 1, 2, 3, 4. For any distribution ν with smooth neighborhoods, we have
where p = (3K + 1) −1 .
Proof. Since d(q 1 , q i ) = 0 (i = 2, 3, 4), it follows that
The proof is similar for the other three subquadrants.
The following definitions are used in the probabilistic analysis. A bush is a quadrant that has more than M descendants, where
and p is defined as in Lemma 3. The (i)-ancestor of q is q if i = 0, the parent of q if i = 1, and the (i − 1)-ancestor of the parent of q otherwise (i > 1). A bush child is a quadrant q with an (i)-ancestor (i = 0, . . . , 5) which is a bush. A disjoint bush is a bush q whose (i)-ancestors (i = 1, . . . , 4) are not disjoint bushes. We also say that a bush child belongs to a bush q if q is an (i)-ancestor (i = 0, 1, . . . , 5) of the bush child. We are now ready to prove that Algorithm A is O(1)-competitive with high probability. The intuition behind the proof is as follows.
1. All quadrants up to level d − = 2 log ln n are partitioned whp. (Lemma 4).
2. If a quadrant q at a level i > d − has more than M descendants, then q is fully partitioned 5 levels down whp (Lemma 5).
3. Every disjoint bush q has a facility in each of its subquadrants in the optimal offline solution (Lemma 6).
Only disjoint bushes must be considered to show the O(1)-competitive ratio.
Lemma 4. Consider the region I and a distribution ν with smooth neighborhoods. Algorithm A partitions all quadrants up to level d − = 2 log ln n with probability at least 1 − n −κ 1 for sufficiently large n.
Proof. We show that, whenever all the quadrants up to level (i − 1) are partitioned, the i-th set of n/2 log ln n customers partitions all the quadrants of the i-th level whp. (if they have not already been partitioned). Consider Figure 8 which depicts a quadrant at the i-th level. The quadrant will be partitioned if 2 i customers fall on the gray area. By Lemma 3, the probability that a customer falls on the gray area is at least 2p i . The expected number of the n/(2 log ln n) customers falling on the gray is at least n 2 log ln n 2p i = n 2 log ln n · 2 (3K + 1) i .
By applying a Chernoff bound, the probability that fewer than 2 i customers fall on the gray area is bounded by e 
when i ≤ d − = 2 log ln n. It follows that, for a sufficiently large n, ǫ ≥ 1/2 and probability that fewer than 2 i customers fall on the gray area is no more than 0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000   1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111 0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000  0000000   1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111  1111111 Parent Facility
Another Local Facility customers that have fallen on q. The expected number of these customers falling in the gray area is at least
Applying a Chernoff bound (ǫ = 1 − 1/(c 1 p) ≥ 1/2), the probability that fewer than 2 i of those customers fall in the gray area is bounded by
for any constant c and for a sufficiently large n. We now condition on quadrant q having been partitioned and we consider level i+ 1. Quadrant q has 4 subquadrants and we first focus attention on one of them. This quadrant is partitioned if the pertinent gray area receives at least 2 i+1 customers ( Figure 9 ). By applying Lemma 3 twice, the probability that a customer falls on the gray area, conditioning that it fell in q, is at least 2p 2 . Let c 2 = 1/(2p 2 ) and consider the next c 2 2 i of the ≥ M 2 i− 3 2 customers which fell in q (after the c 1 2 i that we just accounted for). The expected number of those customers falling in the gray area is at least
By applying a Chernoff bound (ǫ = 1 − 1/(c 1 p 2 ) ≥ 1/2), the probability that fewer than 2 i+1 of those customers fall in the gray area is bounded by
again for any constant c. Since q has 4 subquadrants, it follows that all the 4 subquadrants are partitioned with probability at least 1 − 4n −c with the first 4c 2 
it follows that, if at least M 2 i− 3 2 customers fall in q, then, for a sufficiently large n, all the 5 levels from i downwards are fully partitioned with probability at least 1 − n −κ 2 for any constant κ 2 .
Lemma 6. Every disjoint bush has a facility in each of its quadrants in the optimal, offline solution.
Proof. Consider Figure 10 . Since the black quadrant is open, by Lemma 2 (a = 1/ √ 2 so α < 4), the optimal solution must have a facility in the gray box.
We are now ready to prove the main result on distributions with smooth neighborhoods.
Theorem 8. Consider the region I and assume that the customers are mutually independent and obey a distribution ν with smooth neighborhoods. Then, for sufficiently large n, the cost of the solution produced by algorithm A is only a constant times higher than that of the optimal offline algorithm with probability at least 1 − n −1 , Proof. Consider the solution of algorithm A and the induced partition. As shown earlier, it suffices to bound the number of facilities and we may assume that the customers arrive in random order. By Lemma 4, all quadrants up to level d − = 2 log ln n are partitioned whp. By Lemma 5, if a quadrant q at a level i > d − has more than M descendants, then q is fully partitioned 5 levels down whp. By Lemma 6, every disjoint bush q has a facility in each of its subquadrants in the optimal offline solution. It remains to show that 000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000  000000000   111111111  111111111  111111111  111111111  111111111  111111111  111111111  111111111  111111111  111111111  111111111  111111111  111111111  111111111  111111111  111111111  111111111 2. the number of disjoint bushes is proportional to the number of facilities in the optimal offline solution.
By Lemma 3, we may eliminate all quadrants that have fewer than M descendants and focus attention on bush children. Indeed, each bush child that is not a bush can have at most M − 1 descendants and the number of ignored quadrants is proportional to the number of bush children. Now each bush is either a disjoint bush or it belongs to a disjoint bush (or both). Since the number of bush children is a constant, we can ignore all bushes that are not disjoint bushes, as well as all their children. This proves point (1) above.
Consider now the tree where every node is a disjoint bush and the parent of a disjoint bush q is the closest (i)-ancestor of q which is a disjoint bush. The total number of nodes in the disjoint-bush tree is proportional to the number of leaves and nodes with a single child. By Lemma 6, the optimal solution has at least 4 facilities for every leaf. Similarly, for every node with a single child, it also follows from Lemma 10 that there are at least three facilities in the optimal solution not in the subquadrant of the child, proving point (2) above and concluding the proof.
The final result of this section identifies a large class of distributions with smooth neighborhoods.
Lemma 7. Consider a distribution ν on I with probability density function f . If f is continuous on I and uniformly bounded from 0, then ν has smooth neighborhoods.
Proof. Since f is uniformly bounded from 0, there exists some ǫ > 0 such that ∀x ∈ I : f (x) > ǫ. Also, since f is continuous on the set I and I is compact, we have that f is bounded on I, i.e., there exists a constant M such that f (x) < M for all x ∈ I.
We now prove that ν satisfies the smooth neighborhoods property for K = M/ǫ. More precisely, we show that
for two neighboring squares Q 1 and Q 2 . Rewrite this relation in terms of the probability density function
By applying the mean-value theorem (for integrals on R 2 ), there exist x 1 ∈ Q 1 and x 2 ∈ Q 2 such that
The smooth neighborhood property becomes
and it holds since f (x 1 ) < M and f (x 2 ) > ǫ.
Empirical Results
This section describes empirical results on a variety of online facility location problems. To the best of the authors' knowledge, this is the first empirical evaluation of algorithms for this problem. In Tables 1, 2 , 3, 4, 5, and 6, the acronym M refers to Meyerson's algorithm of [15] and F to Fotakis' algorithm [7] . The remaining acronyms refer to various ways of choosing facility locations for the partitioning algorithm: C refers to choosing the center point, LC the last customer, and P the average position of customers in the quadrant. All the tables are divided in three parts. The top part of the tables shows results for the region model, while the middle part depicts the results for Meyerson's model. The bottom part gives the performance of Fotakis' algorithm with a parameter around 2 which does not satisfy the competitive ratio criterion given in [7] . This algorithm, denoted byF , is however excellent in quality in general and it is interesting to include its results, although it is very expensive computationally. In particular, Fotakis' algorithm is about 500 times slower than the partitioning algorithm to execute all the benchmarks used in this section.
For each distribution, we give the results when the points come uniformly at random, as well as when the points come in sorted order by their x coordinates. Each column section labels the number of customers generated and summarizes the reported results as an average of 10 problems. The C columns are the total cost and W refers to number of open facilities. Boldface indicates the best results in Meyerson's model. The best result in the region model is boldfaced when it is better than the best result in Meyerson's model. We do not include the last part of the table in computing the best results, since this version of F does not (yet) have any performance guarantee. All algorithms were tested on a variety of parameters and the best parameter over all customer sizes for each problem was chosen. It is important to note that it is possible to do substantially better in some cases using different thresholds on a specific customer size. For the partitioning algorithms, the subscript is the thresholding parameter. In F (resp.F ), the subscript refers to the x value. It is interesting to see for values of x ≥ 10, F has a performance guarantee but performs quite poorly. However, from an experimental standpoint, it performs similarly to the algorithms presented here when the constant is lowered and the competitive ratio guarantee is not known to hold. The algorithm by Meyerson does not involve any parameters, however, it is easy to add a parameter that is similar to the ones described here. In the original algorithm, as presented in [15] , a new facility is opened at a customer with probability d/f where d is the distance to the nearest facility. It is easy to see that this can be modified to d/af . If a is constant, then the same competitive ratio results hold, albeit with a different constant for the O(1) result that concerns random order of the points. All the problem instances described below exist in the two dimensional unit square. Tables 1 and 2 assess how well the algorithms perform when the customers are distributed in the space uniformly for facility costs of .1 and 1. It is interesting to see here that Meyerson's models perform better than the regions models until high numbers of customers are reached. This may be due, in part, to savings (travel cost of 0) gained by placing a facility with the most recent arriving customer. Overall,F and LC perform the best here, withF having a slight edge in most cases. However, it is interesting to see that whenever the threshold is selected according to the competitive ratio guarantee, F is much worse. Tables 3 and 4 show the results of the algorithms when the points are drawn from a Gaussian distribution located at the center of the unit square with a parameter of .25 for both the x and y directions with facility costs of .1 and 1. What is clear from these results is that theF method performs the best on the random ordered points. However, its performance degrades more than Table 3 : Gaussian Distribution, Facility Cost = .1 the other methods when the points are sorted, indicating it is less able to adapt to problems with more structured orderings. The second best method is LC which has only slightly worse performance but is much faster to compute. It is also important to note that in this problem, algorithm F is unable to match the performance of the other methods when 10 is used as the parameter value in order to insure the competitive ratio guarantee. Table 5 uses the 2000 United States census [21] to determine the populations of towns in New England. By letting P ne be the total population of New England and P t the population of a town t in New England, a customer is generated by first choosing a town t with probability Pt Pne and then drawing from a Gaussian distribution with parameter .1 in the x and y direction. Figure 11 gives a picture of how the towns are distributed in the space. In this case, the facility cost is 10. With a higher facility cost, much fewer facilities are placed and it is critical that they be placed correctly. Once againF performs slightly better then the partitioning algorithms, but LC surpassesF when the points come in sorted order. Table 6 : Rhode Island Population Distribution, Facility Cost = 100
Uniform Distributions

Gaussian Distribution
New England Population Distributions
Rhode Island Population Distribution Finally, a model similar to the New England population distribution is used for the cities of Rhode Island. The Gaussian parameter remains .1, but the facility cost is changed to 100. The results are shown in Table 6 . Figure 12 shows the cities mapped onto a 2 dimensional plane. The results here are more muddled, though it appears that LC generally performs the best in the random ordered case.
Summary Overall the experimental results are very favorable to the partitioning algorithm. The partitioning algorithm LC is generally the best partitioning version (although C is also very robust) and it is only slightly outperformed as far as quality is concerned byF . AlgorithmF however is much more demanding computationally and much more complicated to implement. It also does not have a performance guarantee of now and its performance degrades considerably when its parameter is chosen to obtain such a guarantee. The deterministic partitioning algorithm almost always outperforms Meyerson's randomized algorithm and the benefits can be quite significant sometimes. 
Conclusion and Future Work
This paper reconsidered online facility location and presented a simple and deterministic competitive algorithm for this problem. The algorithm, whose key idea is a hierarchical partitioning based on thresholding, is very simple to implement and runs in O(n log n), where n is the number of customers. The paper showed that the algorithm is O(log n)-competitive for a variety of models, including the region model, Meyerson's model where facilities must co-exist with existing customers, and the fixed location model. The paper also presented the first probabilistic analysis of online facility location, showing that the partitioning algorithm is O(1)-competitive for any arrival order whenever the customers are uniformly distributed in the region. Experimental results have shown that the algorithm behaves very well in practice under a variety of hypotheses. It is only slightly outperformed by a version of Fotakis' algorithm that is not guaranteed to be competitive and is much more demanding computationally. The experimental results also show that our algorithm can bring significant benefits compared to Meyerson's algorithm.
There are still various open issues for future research. First, it is important to extend the partitioning idea to other, and perhaps all, metric spaces. It is also interesting to generalize online facility location algorithms to account for non-uniform facility costs. This would probably requiring changing the sizes of the partitioning dynamically. It is also important to develop a model for online facility location that allows for capacitated facilities and the closing and re-opening of facilities as featured in a variety of networking and mobile computing applications. The partitioning scheme described here would naturally extend to such models. On the practical side, it may be interesting to evaluate empirically adaptive versions of the algorithms where thresholds are refined on the fly. Indeed, early experimental results indicate it is better to have higher thresholds for smaller numbers of customers. On the theoretical side, there are many issues left open with the probabilistic analysis. These include identifying which distributions have smooth neighborhoods, and generalizing the proof to weaker properties, since we believe that the algorithm would behave well in many other contexts.
