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Abstract 
Acquired language disorders after stroke are strongly associated with left 
hemisphere damage. When language difficulties are observed after right 
hemisphere damage, patients are commonly considered to have atypical 
functional anatomy (i.e. crossed aphasia). On the other hand, fMRI studies have 
reported right hemisphere activation when neurologically-normal participants 
perform language tasks, and have shown that the right hemisphere contributes 
to recovery of language function after left hemisphere damage. In this thesis I 
investigated (i) the degree to which language difficulties after right hemisphere 
stroke can reflect disruption to typical functional anatomy and (ii) how the 
damaged areas contribute to normal language processing.   
In Study 1 (Chapter 3), I investigated a group of patients with unilateral 
strokes that damaged either the right or the left hemisphere. The most frequently 
impaired language task was auditory sentence-to-picture matching after right 
hemisphere strokes, and spoken picture description after left hemisphere strokes. 
In 9 right hemisphere stroke patients, performance on the auditory sentence-to-
picture matching task was selectively impaired and could not be explained by 
poor perceptual (visual or auditory) or linguistic processing (semantic, 
phonological or syntactic). I therefore hypothesised that the behavioural 
difficulties experienced by those patients arose as a consequence of impaired 
non-linguistic executive functions that are needed to support language 
processes.  
In Study 2 (Chapter 4), I investigated the lesions of the 9 patients with 
selective deficits in the auditory sentence-to-picture matching task, and found that 
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they had significantly more damage to subcortical regions and parts of the 
superior longitudinal fasciculus impinging on the right inferior frontal sulcus 
compared to other right hemisphere stroke patients who were not impaired on the 
sentence comprehension task. Having identified these regions, their function 
(e.g. linguistic or executive) can be investigated using functional neuroimaging in 
neurologically-normal participants. 
In Study 3 (Chapter 5), I used fMRI to investigate whether any parts of the 
right hemisphere regions associated with impaired sentence comprehension, in 
Study 2, were activated when neurologically-normal participants performed 
similar language tasks to those administered to right hemisphere stroke patients 
in Study 1 (including the auditory sentence-to-picture matching task). I found that, 
within the brain areas derived from Study 2, the right inferior frontal sulcus and 
right mediodorsal thalamus were normally activated by auditory sentence-to-
picture matching but there was no evidence that these regions were exclusively 
performing linguistic functions. 
In Study 4 (Chapter 6), I investigated the contribution of the identified 
regions further by using a new fMRI study of one-back matching tasks that varied 
demands on semantic and non-semantic working memory. By systematically 
integrating neuropsychological, lesion and fMRI data, I conclude that the right 
inferior frontal cortex and right mediodorsal thalamus contribute to non-semantic 
working memory capacity that is needed to accurately perform a range of 
language functions. This account helps to explain why auditory sentence-to-
picture matching impairments occur after right hemisphere damage. 
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Impact Statement 
Each year approximately 4 million stroke survivors are left with aphasia, 
which is an umbrella term used to refer to acquired difficulties in speech 
production, speech comprehension, writing and/or reading. Post-stroke aphasia 
is one of the most disabling behavioural consequences of stroke and is typically 
associated with damage to the left side of the brain. The role of the right 
hemisphere in the incidence of aphasia is, however, less well understood. This is 
because the dominant view portraits language abilities as being almost 
exclusively supported by brain regions in the left hemisphere. And when acquired 
language disorders are observed after damage to the right side of the brain, it is 
commonly assumed that the affected person had atypical language lateralisation 
prior to the stroke. An increasing number of functional neuroimaging studies of 
neurologically-intact individuals have, on the other hand, reported bilateral brain 
activation during language processing. This is, in turn, consistent with evidence 
suggesting an involvement of the right hemisphere in aphasia recovery.  
The current thesis focused on the contribution of the right hemisphere to 
language processing by (A) investigating the speech and language abilities of a 
large sample of stroke survivors with unilateral right hemisphere damage, (B) 
identifying the brain regions associated with language impairments, and (C) using 
functional neuroimaging to characterise the functional role of the regions derived 
from step B in neurologically-normal subjects.  
From a conceptual perspective, the relevance of the reported findings is 
that they highlight that impaired language function after right hemisphere damage 
is not necessarily the result of atypical functional anatomy or inter-subject 
variability. From a methodological perspective, the findings illustrate how 
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functional neuroimaging of neurologically-intact individuals can be used to 
characterise the normal functional contribution of regions identified by 
unexpected lesion-deficit relationships. From a clinical perspective, the findings 
indicate that the detrimental impact of right hemisphere strokes on language 
(particularly on speech comprehension) is (a) much greater than expected; (b) 
frequently observed after damage to the right inferior frontal sulcus; (c) task 
dependent; (d) different to the type of impairments observed after left hemisphere 
strokes; and (e) can result in long-lasting deficits.  
Given the high incidence of aphasia among stroke survivors, it is therefore 
reasonable to suspect that the number of patients with speech comprehension 
difficulties after right hemisphere damage is likely to be substantial. Clinicians 
should in consequence be aware of the possibility that patients with right 
hemisphere damage may suffer from long-lasting speech comprehension 
difficulties, rather than assuming that language impairments are only seen after 
left hemisphere damage. Finally, one key observation is that damage to the right 
inferior frontal sulcus is frequently associated with speech comprehension 
difficulties, and that these difficulties are plausibly the result of reduced working 
memory capacity. This suggests that training the working memory abilities of 
patient with speech comprehension difficulties in the context of unilateral left 
hemisphere damage in conjunction with neurostimulation delivered over the right 
inferior frontal sulcus may prove to be a promising treatment alternative. 
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CHAPTER 1: INTRODUCTION 
 
1. 1. Motivation and aims 
A crucial role for the left hemisphere in language processing was 
established as a result of the seminal works of Broca (1865) and Wernicke (1881) 
who discovered that brain damage to the left inferior frontal gyrus induced a 
reduced capacity for speech production whereas damage to the left superior 
posterior temporal gyrus was associated with language comprehension 
difficulties. A century later, Geschwind (1965a, b) reinterpreted these findings and 
added more evidence for the importance of white matter tracts in the left 
hemisphere for language processing. Together, these and other studies in brain-
damaged patients led to the concept of “left hemispheric dominance” for language 
with little or no potential for language functions in the right hemisphere.  
In the last thirty years, the rapid development of neuroimaging techniques 
has made it clear that the two cerebral hemispheres play cooperative roles in 
language and communication (Jung-Beeman, 2005; Bernal and Ardila, 2014). 
However, despite recent findings suggesting a more significant involvement of 
the right hemisphere in language, there are very few studies currently available 
which have investigated the anatomo-functional organization of language 
systems in the right hemisphere. Therefore, the aim of this thesis was to 
investigate the contribution of the right hemisphere to language processing by 
analysing data from a large sample of right hemisphere stroke (RHS) patients 
and neurologically-normal subjects. This thesis includes 4 studies which are 
introduced in the next section. 
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1.2. Summary of the core aims 
In Study 1, I aimed to determine the most typical language processing 
impairments observed following right and left hemisphere damage in a large 
sample of stroke patients. The large data sets that were available to me provided 
a unique opportunity to compare language performance in left versus right 
hemisphere stroke patients and identify a range of concomitant behavioural 
impairments and the underlying processes that would help to explain why right 
hemisphere stroke (henceforth RHS) patients were impaired on any language 
tests. 
In Study 2, I sought to investigate the lesion sites of the patients with right 
hemisphere lesions and impaired performance on the language tasks defined in 
Study 1. First, I used voxel-based lesion-deficit analysis to compare brain 
damage in patients with and without impaired performance. I then determined 
how frequently damage to the identified regions was observed in other patients 
with and without the deficit of interest and whether there were other regions that 
impaired performance but were not detected by the voxel-based lesion analysis. 
In Study 3, I used functional MRI to define which parts of the regions of 
interest identified in Study 2 were activated when neurologically-normal 
participants perform a range of language tasks. This allowed me to examine how 
activation within the regions of interest responded to demands on visual, auditory, 
semantic, phonological and/or sentence level processing. 
Finally, in Study 4, I aimed to investigate the function of the right 
hemisphere regions identified in Study 3 further by using a new fMRI paradigm in 
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neurologically-normal subjects that determined whether the identified regions are 
responsive to demands on semantic or non-semantic working memory. 
1.3. Background / Literature review 
There is general consensus that the left hemisphere is dominant for 
language in most right-handed individuals (Toga and Thompson, 2003). In line 
with this, classic models of language – originated from the pioneering work of 
researchers in the late 19th century (for a review see Tremblay and Dick, 2016) - 
have traditionally proposed a left-lateralised language network composed of (i) 
an anterior inferior frontal area (referred to as “Broca’s area”), (ii) a posterior 
temporal area (referred to as “Wernicke’s area”) and (ii) a single white-matter 
pathway that connects both regions (referred to as “the arcuate fasciculus”). 
However, in the last thirty years, the advent of functional neuroimaging 
techniques has extended the left-hemisphere-cortico-centric view of regions by 
also reporting activation in the right hemisphere when neurologically-normal 
subjects perform language tasks (Crosson et al., 2003; Jung-Beeman, 2005). 
More recently, transcranial magnetic stimulation (TMS) studies have added more 
evidence for a causal contribution of right hemisphere regions to language 
processing (see Hartwigsen et al., 2010a, b, 2013; Sollmann et al., 2014). 
However, in all these studies the precise role of the right hemisphere in language 
remains unclear; some have, for example, proposed that it may support domain-
general cognitive functions (e.g. executive functions) that are required to perform 
language tasks (Vigneau et al., 2011). In this context, right hemisphere activation 
for language tasks could, for example, reflect visuospatial attention (Corbetta et 
al., 2005; Hillis et al., 2005; Bartolomeo et al., 2012), working memory (Ravizza 
et al., 2005), or inhibitory control (Aron et al., 2014). 
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In addition, findings from lesion and functional neuroimaging studies of 
left-hemisphere stroke patients have suggested an important role for the right 
hemisphere in the recovery of language functions (Crinion and Price, 2005; Baum 
et al., 2012). Nevertheless, there is an ongoing debate on this topic, with some 
studies showing that increased right hemisphere activation after left-hemisphere 
stroke may reflect a maladaptive strategy that negatively impacts on long-term 
recovery (Saur et al., 2010).  
In what follows, I will review prior literature on the contribution of the right 
hemisphere to language processes in the damaged and healthy brain. 
1.4. The role of the right hemisphere in language processing in the 
damaged brain 
The right hemisphere has traditionally been associated with subtle aspects 
of language such as pragmatics, prosody, emotional expression, and discourse 
(Tompkins, 1998; Myers, 1999). Therefore, it is not rare to observe that, after right 
hemisphere brain damage, patients often present with a wide range of 
communication impairments that commonly have a negative impact on their 
functional performance in social contexts. In addition, right hemisphere brain 
damaged (RH-BD) patients may also exhibit cognitive disorders. These may 
include visuo-spatial neglect as well as difficulties with visual memory and 
executive functions (i.e. problem solving, reasoning, organization, planning, and 
self-awareness). Together, these difficulties are commonly referred to in the 
literature as “cognitive-communication disorder” (Myers, 1999; Tompkins 2011, 
2012). Some of the most commonly observed cognitive and communicative 
disorders in RH-BD patients are listed in Table 1.1 (for a review see Tompkins et 
al., 2011). 
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Table 1.1. Most commonly observed impairments following right hemisphere 
damage (adapted from Tompkins et al., 2011) 
 
I.- Language 
1. Discourse production: Is disrupted, verbose, and tangential with abrupt topic shifting. 
2. Discourse comprehension: Draw incorrect inferences/conclusions from what they read or 
    are told 
3. Conveying or interpreting things (pragmatics): Have difficulty catching on to hints from others 
 
II.- Communication 
1. Expressive aprosodia: Exhibit little modulation of vocal intonation 
2. Receptive aprosodia: Have difficulty interpreting emotions or intentions from other  
    people’s voices 
3. Inappropriate interpersonal communication: Exhibit communication that is inappropriate  
    for the situation 
 
III.- Cognition 
1. Attention: Have difficulty following lengthy instructions or conversations 
2. Visuo-spatial processing: Exhibit unilateral neglect 
3. Memory: Have difficulty recalling information recently heard or read 
4. Executive functions: Have difficulty planning daily activities, monitoring behaviour, sustaining  
    appropriate behaviour and/or adjusting behaviour 
 
 
In contrast, strokes to an extended network of regions in the territory of the 
left middle cerebral artery may lead to aphasia (Pedersen et al., 1995, 2004; 
McNeil and Pratt, 2001). Aphasia is defined as an acquired language disorder 
that typically produces devastating impairments in language production and/or 
comprehension, reading and/or writing that have an adverse effect on functional 
outcome, mood, quality of life and the ability to return to work (Ferro and 
Madureira, 1997). Acquired language disorders are frequently observed after left 
hemisphere stroke (in about a third of stroke survivors; Pedersen et al., 1995), 
but rarely reported following damage to the right hemisphere, and when they 
occur they are typically referred to as ‘crossed aphasia’. 
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1.4.1. Is crossed aphasia the result of atypical language lateralisation? 
Traditionally, the criteria for the diagnosis of crossed aphasia includes (i) 
evidence for a language disorder as a result of a lesion confined exclusively to 
the right hemisphere with a structurally intact left-hemisphere; (ii) absence of 
early brain damage; (iii) evidence of right-handedness, and (iv) no familiar history 
of left-handedness (Marien et al., 2004). The estimated incidence of crossed 
aphasia in dextrals varies between 1% and 13% (Alexander and Annett, 1996); 
and it is generally accepted that crossed aphasia represents no more than 3% of 
all cases of aphasia (Ha et al., 2012). The main reason for the low frequency of 
crossed aphasia cases is that language is predominantly left-lateralized in 
approximately 95% of right-handers and in 70% of left-handers (Knecht et al., 
2000, 2002). Therefore, the presence of acquired language disorders after right 
hemisphere damage implies that language functions may had been atypically 
lateralised in these individuals prior to their stroke (Marien et al., 2004). 
In the crossed aphasia literature, two major patterns of atypical language 
lateralisation have been traditionally cited: mirror and anomalous lateralisation of 
language functions (Henderson, 1983; Alexander et al., 1989; Alexander and 
Annett, 1996). The mirror image pattern proposed by Henderson (1983) involves 
a topographically identical migration of left hemispheric language functions to the 
right hemisphere regions such that the right hemispheric areas processing 
language are identical to the ones in the left hemisphere. According to this view, 
a lesion in the perisylvian language cortex of the right hemisphere will result in 
(crossed) aphasia, similar to that observed following damage to contralateral 
regions in the left hemisphere. Anomalous lateralisation, on the other hand, refers 
to a deviation from a mirror image functional migration where the allocation of 
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language functions is assigned to non-homologous regions of the right brain such 
as prerolandic or perirolandic areas (Alexander et al., 1989). 
In brief, all the evidence seems to suggest that crossed aphasia is the 
result of pre-morbid atypical lateralisation of language functions in the right 
hemisphere. However, despite the extensive investigations and case studies 
reported in the last three decades, there are still many unanswered questions 
about how and why language functions are predominantly lateralised to the left 
hemisphere in most right-handed neurologically-normal individuals.  
1.5. Reviewing human hemispheric specialization for language 
Converging findings from neuropsychological and neuroimaging studies in 
neurologically-normal individuals have supported the existence of behavioural 
(functional) and anatomical (structural) asymmetries between hemispheres. For 
example, the left hemisphere has been shown to be specialised for language and 
motor functions while the right hemisphere has been shown to be more 
specialised for visuospatial and attentional processing (Toga and Thompson, 
2003; Herve et al., 2013).  
1.5.1. Evidence from clinical studies 
Over 40 years ago, Gazzaniga and colleagues published several articles 
on disconnection syndromes, in which they described a case series of patients 
who had undergone the surgical resection of their corpus callosum in order to 
treat epilepsy and other rare neurological conditions (Gazzaniga et al., 1962, 
1963, 1979). These patients, who are typically referred to as ‘split-brain patients’, 
presented with a wide variety of cognitive and language disorders as a result of 
altered interhemispheric communication. Reports of split-brain patients (with a 
dissected corpus callosum) who could recognise words, pictures and abstract 
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figures (Zaidel and Peters, 1981; Gazzaniga, 2000) but not use word order to 
understand sentences (Gazzaniga et al., 1984) have been informative to 
determine the extent to which the right hemisphere is able to process language. 
Further evidence comes from clinical studies using the ‘WADA test’ in 
patients who were undergoing surgery to treat epilepsy. This procedure basically 
involves an anaesthetic injection (of sodium amytal) to one hemisphere, and is 
used to determine which hemisphere is dominant for a given language function 
(Rasmussen and Milner 1977; Zatorre et al., 1989). Transient anaesthesia was 
expected in the hemisphere ipsilateral to the injection. In the dominant 
hemisphere, anaesthesia typically results in transient naming difficulties, 
however, patients may be able to recite the days of the week. Together, these 
studies provided evidence that the right hemisphere was able to perform some 
tasks that involve semantic processing whereas the left hemisphere was needed 
to produce and comprehend all aspects of language, including syntax 
(Gazzaniga, 2000; Toga and Thompson, 2003). However, these findings also 
raised the possibility that different ‘language centres’ may be lateralised to either 
the left or right hemisphere. 
1.5.2. Evidence from studies in neurologically-normal subjects  
Hemispheric differences in speech and language processing capacity 
have also been investigated in neurologically-normal subjects using non-invasive 
techniques such as (i) dichotic-listening (Kimura, 1961; Cowell and Hugdahl, 
2000), (ii) functional Transcranial Doppler ultrasonography (Knecht et al., 2000; 
Bishop et al., 2009), (iii) functional MRI (Arora et al., 2009; Seghier et al., 2011), 
and (iv) TMS (Knecht et al., 2003). Findings from these and other studies have 
consistently shown that the left hemisphere is specialised for language 
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processing in more than 90% of right-handed individuals and in approximately 
70% of left-handed subjects (Knecht et al., 2000, 2003; Josse et al., 2009), which 
in turn, has led to genetic theories linking hemispheric specialisation with 
handedness and the emergence of language (Crow, 2010). However, despite this 
irrefutable evidence, it has also been shown that language lateralisation may 
considerably vary in side and extent within individuals for different language 
functions as well as between subjects (Seghier et al., 2011; Bradshaw et al., 
2017).  
In the last fifty years, one of the most extensively used techniques to 
assess language lateralisation involves dichotic listening (Hugdahl, 2011; 
Kimura, 2011). Verbal dichotic listening paradigms basically involve the 
presentation of two slightly differing verbal stimuli (e.g. consonant–vowel 
syllables), whereby one stimulus is presented to the left ear and the other one is 
simultaneously presented to the right ear. Participants are instructed to report the 
syllable that was perceived best and usually report the right rather than the left-
ear stimulus. This behavioural auditory laterality effect is used as a reliable 
indicator for determining left-hemispheric dominance for speech and language 
processing (see Kimura, 1967; Tervaniemi and Hugdahl, 2003; Toga and 
Thompson, 2003; Della Penna et al., 2007). Importantly, findings of these studies 
are consistent with those of clinical studies of patients (see section 1.5.1) showing 
that the left-hemisphere is dominant for most aspects of language. Nevertheless, 
a recent study challenged this notion by reporting, in a large group of 104 right-
handed neurologically-normal participants, that both hemispheres – not only the 
left – are engaged by verbal dichotic listening, suggesting a more complex 
relationship between behavioural laterality and functional hemispheric activation 
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asymmetry (Westerhausen et al., 2014). In line with this, a recent review of 76 
papers that used fMRI to investigate language lateralisation, found that different 
language tasks show different levels of lateralisation (for details, see Bradshaw 
et al., 2017). 
1.5.3. Structural asymmetries  
In addition to functional differences between hemispheres, studies 
involving structural magnetic resonance imaging (MRI) techniques have reported 
significant anatomical differences between the left and right hemispheres. For 
instance, leftwards asymmetry has been reported for Broca’s region using 
cytoarchitectonic analysis (Amunts et al., 1999), and for the pars opercularis 
using in vivo MRI-based measurements (Keller et al., 2007). Moreover, grey 
matter concentration differences in the pars opercularis have been found to 
correlate with language dominance as assessed by the Wada test (Dorsaint-
Pierre et al., 2006).  
More recent methodological advances in diffusion imaging tractography 
(DTI) have permitted the study of asymmetries of white matter tracts including the 
arcuate fasciculus which connects temporal, parietal, and frontal language 
regions (Powell et al., 2006; Catani et al., 2007; Glasser and Rilling, 2008). For 
instance, it has been reported that there is substantial inter-subject variability in 
lateralisation patterns of the individual segments of the arcuate fasciculus across 
neurologically-normal individuals (Catani et al., 2007). The direct long segment 
of the arcuate fasciculus has been found to be bilaterally distributed in 
approximately 40% of the neurologically-normal population and extremely left 
lateralised in the remaining 60% (Catani et al., 2007; Forkel et al., 2014). 
Consistent with this, a resting state functional connectivity study found strong left-
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lateralisation of classical language regions (i.e. Broca’s and Wernicke’s areas) 
whereas right-lateralised hubs included the lateral intraparietal sulcus, anterior 
insula, and prefrontal cortex, that previous studies have associated with the 
attention control network (Nielsen et al., 2013). 
To summarise, the left hemisphere specialization for language processing 
has been related to functional and structural grey matter asymmetries and more 
recently to differences in white matter and functional connectivity (Catani et al., 
2007; Nielsen et al., 2013; Forkel et al., 2014). Despite the irrefutable advantage 
of the left hemisphere for language in right-handed neurologically-normal 
subjects, it has also been shown that the pattern of lateralisation of language 
functions varies with handedness, gender, age, and other factors (Toga and 
Thompson, 2013). This shows that language laterality is a multifactorial and 
complex process rather than unitary, with different language functions developing 
hemispheric lateralisation independently, and to varying degrees (Bishop, 2013). 
1.6. The contribution of the right hemisphere to language recovery 
after left hemisphere stroke 
Accumulating evidence from studies investigating patterns of 
reorganization after left hemisphere stroke have proposed three main theories to 
explain the plasticity mechanisms that may underlay language recovery in 
aphasic patients. The first one, known as the peri-lesional hypothesis, posits that 
the regions immediately adjacent to the damaged area play a relevant role in 
mediating compensatory activity after stroke (Warburton et al., 1999; Teasell et 
al., 2005; Heiss and Thiel, 2006). The second one, known as the laterality-shift 
hypothesis, suggests that right hemisphere homologue regions are recruited in 
order to compensate for functional loss in the left hemisphere. Finally, the third 
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one, known as the disinhibition hypothesis, proposes that increased right 
hemisphere activation during language tasks in stroke survivors indicate a 
dysfunctional (maladaptive) reorganisation that negatively interfere with language 
recovery (Hamilton et al., 2011). See Figure 1.1 for an illustration of the three 
theories. 
Figure 1.1. Illustration of three theories of reorganisation of the language system 
 
The figure shows the three theories (A, B, C) accounting for different mechanisms of 
reorganisation and plasticity of the language system after left hemisphere stroke. 
Reproduced with permission (Elsevier) from Hamilton et al. (2011). 
 
 
Consistent with the theories of re-organisation, there are currently two 
dominant views about the role of the right hemisphere in recovery; the first view 
argues that the right hemisphere plays a beneficial role in language recovery by 
assuming functions previously represented in the left hemisphere (Hamilton et 
al., 2011); whereas the second one suggests that activation of the right 
hemisphere during language tasks in patients with chronic aphasia is a reflection 
of inefficient mechanisms of language processing and may be detrimental to 
aphasia recovery. Finally, a third less known- view claims that functional 
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activation of right hemisphere areas in aphasic patients during language tasks is 
epiphenomenal, and neither facilitates nor hinders language recovery (Thiel et 
al., 2001). 
Supporting a beneficial role of the right hemisphere in language recovery 
but contrary to theories of hemispheric specialization for language (see section 
1.5. above), there are a few previous studies suggesting that right hemispheric 
regions - homotopic to left perysilvian regions - have an inherent capacity to 
process language, but this capacity is usually masked by transcallosal 
interhemispheric inhibition from the dominant left-hemisphere (Karbe et al., 1998; 
Thiel et al., 2006a). From this perspective, language recovery after left 
hemisphere stroke is associated with a release from inhibition of latent right-
hemisphere language functions (i.e. disinhibition). However, the extent to which 
right hemisphere networks may be engaged in language recovery following left 
hemisphere stroke would also depend on other factors such as lesion size and 
location (Hamilton et al., 2011).  
In contrast, others have argued that increased right hemisphere activation 
during language tasks may not reflect an entirely beneficial change, but instead 
may reflect an inefficient or maladaptive mechanism in neural activity that could 
have emerged during the spontaneous reorganization of language functions 
(Belin et al., 1996; Hamilton et al., 2011). The latter has been reported to interfere 
with the efficient reacquisition of language abilities which seem to be better 
supported by perilesional areas of the left hemisphere. The other hypothesis (see 
Figure 1.1) extends the notion of maladaptive mechanisms, and suggests that 
abnormally increased transcallosal inhibition of the damaged left hemisphere 
may result in the upsurge of right hemisphere activity, which may in turn increase 
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interhemispheric inhibitory influences from the right hemisphere on left 
hemisphere perisylvian areas, exacerbating language symptoms and obstructing 
the recovery of language function.  
Functional neuroimaging studies of left-hemisphere stroke patients have 
added important evidence for a role of right hemisphere regions in language 
recovery, by showing increased activation in homotopic right hemisphere regions 
(in addition to classical left hemisphere language regions) during a range of 
different language tasks (Warburton et al., 1999; Gold and Kertesz, 2000; Crinion 
and Price, 2005; Warren et al., 2009).  
Further evidence from a group of left-hemisphere stroke patients (Crinion 
and Price 2005), found that, irrespective of lesion site, auditory sentence 
comprehension ability was positively correlated with bilateral temporal activation 
when the temporal lobes were spared, while unilateral right anterior temporal 
activation was only observed when the left temporal lobe was damaged. Findings 
of this study support the role of the right temporal lobe in recovery of narrative 
speech and, in particular, auditory sentence comprehension function following 
left-hemisphere stroke, further suggesting that auditory sentence comprehension 
may rely on a bilaterally distributed system. 
 In another study, Wright and colleagues (2012) used multivariate analysis 
to discriminate structural–functional networks involved in syntactic and semantic 
processing in a group of chronic left-hemisphere stroke patients. It was found that 
syntactic performance correlated with tissue integrity and increased activity in a 
left frontotemporal network, whereas semantic performance was found to 
correlate with activity in right superior/middle temporal gyri regardless of tissue 
integrity. In additional imaging analyses, Wright et al. (2012) found that right 
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temporal activity did not differ between left hemisphere stroke patients and a 
group of neurologically-normal subjects, suggesting that the semantic network is 
bilaterally organised, and regions in both hemispheres are able to perform similar 
computations. Supporting this view, van Oers et al. (2010) reported that in left 
hemisphere stroke patients, recovery of naming abilities was positively correlated 
with activation in the left inferior frontal gyrus (IFG) during semantic decision and 
verb generation tasks while recovery on the token test (an auditory 
comprehension task) was positively correlated with activation of both left and right 
inferior frontal gyri during the same tasks. The authors therefore concluded that 
in the chronic phase, activity in the left IFG is associated with improvement of 
picture naming and sentence comprehension, whereas activity in the right IFG 
may reflect up-regulation of non-linguistic cognitive processing (van Oers et al., 
2010). 
 In summary, most evidence suggests that ipsilateral perilesional 
activation of left hemisphere regions in stroke patients is associated with an 
improvement of language skills. In this context, it has, for example, been 
suggested that most left-lateralised language functions such as syntax could not 
successfully reorganise in right hemisphere regions following damage to the left 
hemisphere (Tyler et al., 2010; Wright et al., 2012). Conversely, there is also 
growing evidence suggesting that the right hemisphere can potentially play a role 
in language recovery following left hemisphere stroke (Papanicolaou et al., 1987; 
Crinion and Price, 2005). Therefore, the debate on this topic is still open and more 
research is required to understand the nature of the contribution of right 
hemisphere regions to aphasia recovery. 
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1.6.1. Reorganisation of language functions following perinatal and 
childhood stroke  
Important evidence for a role of the right hemisphere in functional 
compensation comes from cases studies of children with perinatal or childhood 
stroke (Vargha-Khadem et al., 1997; Staudt et al., 2002). Perinatal and childhood 
stroke occurs more frequently in the territory of the MCA (middle cerebral artery) 
and can therefore damage classical language regions, which may affect a range 
of language functions. However, it has been reported that the language deficits 
in children who suffer left-hemisphere strokes are more subtle than those of 
adults with comparable lesions (Funnell and Pitchford, 2010). This shows the 
remarkable plasticity of the developing brain and leads to the hypothesis that 
homologous areas in the right hemisphere have been able to compensate for left 
hemisphere damage (Max, 2004). Nevertheless, the role of the right hemisphere 
in functional compensation is inconsistent across children. For instance, some 
studies have shown that the cerebral plasticity of the right hemisphere differs 
according to: the extent of the lesion in the left hemisphere, the onset of structural 
damage and the complexity of the language process that needs to be subsumed 
(Helmstaedter et al., 1994; Tillema et al., 2008).  
More recently, neuroimaging studies have shed new light on the 
implications of previous research findings by showing that the capacity for 
compensation depends on factors such as maturation of the brain which may be 
different in children with perinatal versus childhood stroke (Ilves et al., 2013). For 
example, some fMRI studies have reported that early left-side subcortical 
damage resulted in complete shift of language functions to the right hemisphere 
33 
 
(Staudt et al., 2001, Staudt et al., 2002), whereas other studies have reported 
less striking contralateral reorganization when the brain damage occurs at a later 
onset (Liegeois et al., 2004, Vikingstad et al., 2000).  
Together, these results support the hypothesis that functionally 
homologous areas in the right hemisphere could in principle subsume language 
related functions following early injury of typical left hemisphere language areas. 
Nevertheless, findings of these studies also highlight that multiple other factors 
such time post stroke, the language process impaired and the lesion extent may 
influence post-stroke reorganization and recovery in the developing brain. 
1.6.2. Reorganisation in other neurological conditions: evidence from 
brain tumour patients  
Right-sided activations during language tasks have also been observed in 
studies of left hemisphere tumour patients (Thiel et al., 2001; Holodny et al., 2002; 
Schlosser et al., 2002; Meyer et al., 2003). For example, by combining 
transcranial magnetic stimulation (TMS) with positron emission tomography 
(PET), Thiel and colleagues (2005) demonstrated a relevant role for the right IFG 
in language function in a group of right-handed patients who had left hemisphere 
tumours. However, the authors of this study conclude that the left hemisphere 
remains essential in all patients, especially in those without right hemisphere 
activation, as demonstrated by greater susceptibility to TMS interference. 
Additional evidence comes from another study that found that only patients with 
slowly progressing tumours recovered right-sided language function as detected 
by TMS. In patients with rapidly progressive tumours, no right-sided language 
function was found and language performance was linearly correlated with the 
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lateralisation of language-related brain activity to the left hemisphere (Thiel et al., 
2006b).  
In sum, prior literature on brain tumour patients has suggested a potential 
contribution of the right hemisphere to language recovery following left 
hemisphere damage. But more importantly, these studies have also pointed out 
that time is a critical factor which determines the successful integration of right 
hemisphere regions into the language network to compensate for the loss of left 
hemisphere language nodes. 
1.7. The contribution of the right hemisphere to language processing 
in the neurologically-normal brain 
The rapid development of non-invasive brain imaging techniques, such as 
functional MRI (fMRI) and EEG/MEG, have shifted the emphasis towards 
investigating the neural correlates of language processing in the neurologically-
normal brain. More recently, non-invasive brain stimulation techniques such as 
TMS (transcranial magnetic stimulation) or TDCs (transcranial direct current 
stimulation) have also been used to test different hypotheses regarding the role 
of right hemisphere regions in language. There is also converging evidence from 
fMRI and TMS studies, that have suggested a relevant contribution of the right 
hemisphere to phonological and semantic processing (Hartwigsen et al., 2010a, 
b; Jung and Lambon Ralph. 2016).   
1.7.1. Evidence from TMS studies 
Findings from TMS studies of neurologically-normal subjects have shown 
that the right hemisphere is causally involved in different aspects of language 
processing including phonological decisions, reading, and the processing of 
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paralinguistic features such as emotional prosody (see Hartwigsen and Siebner, 
2012 for a review). For example, Hartwigsen et al. (2010a, b) – in two different 
studies - applied TMS over: (i) left, right and bilateral posterior inferior frontal 
gyrus (IFG; Hartwigsen et al., 2010a), and (ii) left, right and bilateral posterior 
supramarginal gyrus (SMG; Hartwigsen et al., 2010b). They found that TMS over 
IFG and SMG regions disrupted phonological processing (reflected in impaired 
accuracy and reaction times) to a similar degree. Importantly, the disruptive effect 
was identical for unilateral TMS over the right or left IFG/SMG regions. It was, 
therefore, suggested that intact function of the right posterior IFG and SMG is 
necessary for making accurate and efficient phonological decisions in 
neurologically-normal individuals. Based on these findings, Hartwigsen et al. 
(2010a, b) proposed that a bilateral network connecting the supramarginal gyri 
with the posterior inferior frontal gyri serves phonological aspects of word 
comprehension, challenging the notion that language is exclusively computed by 
the left hemisphere. At least for phonological decisions, the right and left 
hemisphere seem to have similar relevance in the neurologically-normal brain. 
By using repetitive TMS (rTMS), Sollmann et al. (2014) added more 
evidence to this claim by showing that virtual lesions over the right opercular IFG 
and right pars triangularis (compared to other right hemisphere regions) 
significantly increased the overall error rates on a picture naming task (impaired 
behaviour was reflected in no-response and hesitation errors). As only one task 
was used in this study (i.e. picture naming), it could not be determined whether 
the right IFG contribution was linguistic or attentional (Sollmann et al., 2014). In 
another study, Hartwigsen et al. (2013) induced virtual lesions by applying 
continuous theta burst stimulation over the left IFG and then used fMRI to 
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investigate acute changes in effective connectivity between the left and right 
hemispheres during repetition of auditory and visual words and pseudowords. 
Importantly, it was found that suppressed activity in the left posterior IFG 
increased activity in the homologous right IFG during repetition of pseudoword 
(compared to repetition of words) across modalities. In addition, it was shown that 
the right posterior IFG exerted a facilitatory influence over the left posterior IFG 
during pseudoword repetition. Critically, responses became faster as the 
influence of the right posterior IFG over the left posterior IFG increased, indicating 
that homologous areas in the right hemisphere may actively contribute to 
language function after a focal (virtual) left hemisphere lesion. The authors of this 
study conclude that the right IFG may potentially support aphasia recovery after 
left hemisphere damage (Hartwigsen et al., 2013). 
A study by Braet and Humphreys (2006) showed that disruptive TMS over 
the right posterior parietal cortex (PPC) interfered with visual word recognition 
when neurologically-normal participants read aloud words presented either in 
lower case or in mixed case while task difficulty was increased by presenting 
stimuli at lower contrast and for shorter duration. It was found that the disruptive 
effect of TMS was more pronounced for mixed case than lower case words. Braet 
and Humpreys (2006) conclude that the right parietal lobe may mediate the 
recognition of words for unfamiliar formats (mixed case) by recruiting additional 
attentional processes needed for increased task demands. 
In summary, TMS studies of neurologically-normal individuals have 
provided evidence for the involvement of right hemisphere regions in 
phonological, semantic and orthographic processing. However, more work is 
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needed to understand the nature of this contribution and whether other right 
hemisphere regions may also be involved in other aspects of language. 
1.7.2. Evidence from fMRI and EEG studies  
There is growing evidence from functional neuroimaging studies of 
neurologically-normal subjects that bilateral activation is observed during a range 
of different language tasks (Meyer et al., 2002; Devlin et al., 2003; Ackermann & 
Riecker, 2004; Fiebach et al., 2004; Buchsbaum and D’Esposito, 2009), with the 
degree of right-sided recruitment depending on the complexity of the task 
(Indefrey et al., 2001). For example, bilateral inferior frontal and posterior parietal 
cortices have been shown to be significantly activated when neurologically-
normal right-handed participants perform phonological tasks (Poldrack et al., 
1999; Devlin et al., 2003; McDermott et al., 2003; Tremblay et al., 2004). In 
addition, fMRI activation in the inferior frontal cortex becomes increasingly right 
lateralised as semantic tasks become more demanding (Noonan et al., 2013). In 
the same vein, Lambon Ralph and colleagues (2017) provided converging 
evidence by showing increased activation within the anterior temporal lobes 
during verbal and non-verbal semantic tasks in both neurologically-normal and 
brain-damaged individuals (Jung and Lambon Ralph, 2016; Lambon Ralph et al., 
2017).   
In an extensive meta-analysis of functional neuroimaging studies which 
aimed to describe the role of the right hemisphere in different language processes 
(see Vigneau et al., 2011), it was found that across 59 studies reporting right 
hemisphere activation, most activation peaks were bilateral, with only a few 
studies reporting unilateral right hemisphere activation in the right frontal cortex. 
In view of these findings, Vigneau and colleagues (2011) suggested that the right 
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hemisphere works in an inter-hemispheric manner in which left hemisphere 
participation for language tasks is crucial. Furthermore, it was concluded that 
increased activation observed in right frontal regions was not specific to language 
processing and appears to be related to attentional and working memory 
processes that are needed to perform more demanding language tasks (Vigneau 
et al., 2011). 
In what follows, I will summarise the contribution of the right hemisphere 
to: phonological, semantic and sentence processing. 
Functional neuroimaging studies investigating the neural basis of 
phonological processing in neurologically-normal participants have, for example, 
shown activation in right hemisphere regions for tasks that involved (i) passive 
listening to syllables (Poeppel et al., 2004), (ii) listening to sentences made of 
pseudowords compared to listening of normal sentences (Meyer et al., 2000); (iii) 
attending to visual pseudowords (Mechelli et al., 2000) and (iv) covert/overt 
repetition of pseudowords (Warbuton et al., 1996; McGettigan et al., 2011). 
Studies investigating semantic processing reported activation of right 
hemisphere regions for task contrasts that involved (i) passive listening of words 
(Hagoort et al., 1999); (ii) semantic associations (Warbuton et al., 1996; Booth et 
al., 2002; McDermott et al., 2003), (iii) semantic retrieval (James and Gauthier, 
2004); (iv) comprehension of words, pictures and sounds (Rice et al., 2015, 
Visser et al., 2010); and (v) noun/verb generation (Crescentini et al., 2010; Li et 
al., 2017).  
Studies investigating sentence processing have reported right hemisphere 
activation for tasks that involved (i) comprehension of simple sentences (Crinion 
et al., 2003; Meyer et al., 2004), (ii) plausibility judgments on the sentence 
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semantic content (Kuperberg et al., 2000; Zysset et al., 2002), and (iii) when 
complex sentences are compared to simpler ones (Ben Shachar et al., 2004; 
Constable et al., 2004). However, in most of these neuroimaging studies 
activation was typically stronger and more extensive in the left than the right 
hemisphere. 
Event-related potential (ERP/EEG) studies of sentence processing have 
also shown that both hemispheres are broadly sensitive to basic manipulations 
of plausibility/expectancy as indicated by larger N400 amplitudes to implausible 
or unexpected endings as compared to expected endings (Coulson et al., 2005; 
Federmeier et al., 2005). The N400 component is a negative deflection in the 
ERP response that peaks around 400 milliseconds after stimulus presentation 
and has been linked to all potentially meaningful stimuli, including faces, auditory 
and visual words (for a review see Kutas and Federmeier, 2011). However, these 
studies have also indicated that the two hemispheres use context information 
differently. For instance, the left hemisphere seems to actively use context 
information to predict and prepare conceptual information of likely upcoming 
words. The right hemisphere, instead, seems to adopt a more “integrative” 
approach to processing, in which the fit of a given word to its context is assessed 
in a more bottom–up fashion (Wlotko and Federmeier 2007; Federmeier, 2008; 
Kutas and Federmeier, 2011).  
In summary, there is an extensive number of functional MRI and EEG 
studies showing increased activation in right hemisphere regions when right-
handed neurologically-normal subjects perform language tasks. However, the 
bilateral nature of these activations (observed in the majority of the studies) 
probably suggest that both hemispheres work in a highly interactive and 
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complementary manner with left hemisphere regions playing a critical role in most 
aspects of language. 
1.8. The role of the right hemisphere in other cognitive functions, 
bilateral systems and aging 
Despite the growing evidence showing how the right hemisphere 
contributes to some aspects of language, there is a prevailing view that the right 
hemisphere activation is associated with other cognitive functions such as 
visuospatial attention (Corbetta et al., 2005; Hillis et al., 2005; Bartolomeo et al., 
2012), visual memory (Salmon et al.,1996; Nagel et al., 2013) and  executive/ 
inhibitory control mechanisms (Aron et al., 2004, 2014; Neef et al., 2018). For 
instance, visual spatial attention has been predominantly considered to be right 
hemisphere dominant (Corbetta and Shulman 2002; Shulman et al., 2010). 
Important evidence for this comes from studies of stroke patients with 
visual/spatial neglect. This is a failure to perceive and respond to stimuli on the 
contralesional side of space which is more severe and prolonged following right 
than left hemisphere lesions (Bowen et al., 1999; Ringman et al., 2004; Becker 
and Karnath, 2007). Visual neglect difficulties have been frequently associated 
with damage to a right fronto-parietal network as well as the right superior 
longitudinal fasciculus (Bartolomeo, 2007; Doricchi et al., 2008; Thiebaut de 
Schotten et al., 2008).  
Several lines of evidence suggests that executive functions such as 
working memory, planning, inhibitory control and problem solving (Shallice and 
Burgess, 1991; Cooney et al., 2004) are anatomically associated with the 
prefrontal cortex in both hemispheres (Mesulam, 2002). For instance, patients 
with damage to the right inferior frontal cortex have been shown to present with 
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impaired performance on inhibitory control tasks (Aron et al., 2003; Chambers et 
al., 2006; Cieslik et al., 2015). In particular, the posterior part of the right IFG has 
been associated with response inhibition during motor execution (Aron et al., 
2014) as well as working memory control tasks  (Marklund and Persson, 2012). 
In addition to its role in executive functions, neuroimaging studies have also 
associated the right frontal cortex with cognitive control processes, for example, 
right frontal regions have been shown to respond to increased demands on 
control during word comprehension (Lai et al., 2015) or when sentence 
comprehension requires inhibition and restructuring of information (Matchin and 
Hickok, 2016).  
The extensive literature showing a critical role for right hemisphere regions 
in other cognitive functions is undeniable, however, a related question is whether 
right-lateralised cognitive systems interact with language domain-specific 
systems. There is important evidence from studies of semantic cognition and 
speech comprehension that have proposed the existence of bilateral interacting 
systems. For example, converging findings from studies of patients with semantic 
aphasia and semantic dementia and neuroimaging/TMS studies of 
neurologically-normal subjects (see Patterson et al. 2007; Jefferies, 2013; 
Lambon Ralph et al., 2017; Woollams et al., 2017) have  shown that successful 
semantic cognition (i.e. the ability to use, manipulate and generalize knowledge 
that is acquired to support verbal and non-verbal behaviours) requires two-
interacting systems: a ‘representational system’ that stores knowledge about 
items, their features and associations, and a ‘control system’ that has the ability 
to flexibly control the retrieval of information to suit our current goals and the 
situation (Jefferies and Lambon Ralph, 2006; Lambon Ralph et al., 2017). These 
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two interacting systems have been shown to be supported by a distributed and 
bilateral brain network involving the anterior temporal lobes. In this context, right 
hemisphere regions have been indicated to contribute to executive aspects of 
semantic processing, e.g. controlled semantic retrieval. 
Additional evidence comes from studies of speech comprehension which 
increase demands on a variety of cognitive functions (apart from language 
comprehension) including semantic and pragmatic as well as domain-general 
processes such as working memory and attention (Wright et al., 2012; Campbell 
and Tyler, 2018). Likewise, it has been found that domain-general systems can 
play a role in speech comprehension tasks whenever task demands increase 
(e.g. when participants listen to highly ambiguous sentences). In this context, 
Bozic and colleagues (2010) proposed a model of speech comprehension that 
differentiates between core linguistic functions, such as syntax, which are mainly 
supported by a left lateralised frontotemporal network (Tyler et al., 2011; 
Campbell and Tyler, 2018) and a broader cognitive system that involves semantic 
and pragmatic aspects that are bilaterally distributed (Bozic et al., 2010).  
Finally, functional MRI studies investigating the effect of normal aging on 
language have added more evidence regarding the role of the right hemisphere 
in language by reporting that older adults showed a more bilateral pattern of 
prefrontal activity during verbal recall tasks compared to younger adults (Cabeza 
et al., 1997; Cabeza et al., 2003). The authors of these studies interpreted the 
change in prefrontal activity in older adults as reflecting functional compensation 
(Cabeza et al., 1997). Supporting these findings, Reuter-Lorenz and colleagues 
(2000; 2002) reported results of an fMRI study that used related verbal and spatial 
working memory tasks in a group of young and old neurologically-intact adults. 
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As expected, young participants activated left frontal regions for the verbal 
working memory task, whereas the spatial memory task activated homologous 
regions in the right hemisphere. Interestingly, in the older group it was found 
bilateral and indistinguishable activation in the frontal lobes for both tasks. The 
authors of these studies concluded that the change in hemispheric asymmetry in 
older adults during verbal recall and working memory tasks is indicative of a 
general aging phenomenon, whereby the increasing engagement of the right 
hemisphere acts as a mechanism to compensate for neural decline.  
Conversely, Meunier et al (2014) found increased functional connectivity 
in the right hemisphere which was associated with worse (impaired) performance 
on spoken sentence comprehension (see also Tyler et al., 2011). This finding is 
consistent with a previous study on language processing which showed age-
related decreases in the integrity of the left inferior frontal gyrus accompanied by 
increased functional activity in the right inferior frontal gyrus (Tyler et al., 2010), 
but without any improvement in language function. These findings suggest that 
less specialized activity in the non-dominant (right) hemisphere might have 
adverse effects, in particular for language functions (Cabeza et al., 2002; Persson 
et al., 2006). 
In summary, there is growing evidence suggesting that right hemisphere 
regions may be part of bilateral language systems supporting semantically 
related processes, and also contributing to functional compensation in the normal 
aging brain. Furthermore, there is also prior literature showing that right 
hemisphere regions contribute to ‘domain-general processes’ (i.e. attention, 
executive, and cognitive control processes). Together, these findings have 
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progressively started to change the left-hemisphere centric view of language 
processing that has dominated the literature in the last 150 years. 
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CHAPTER 2: GENERAL METHODS 
 
2.1. Summary 
This chapter outlines the experimental methods used to analyse the 
neuroimaging data presented in the current thesis. The chapter is divided into 
three parts. The first briefly describes the PLORAS database, a data repository 
of behavioural assessments, demographic information, and structural and 
functional neuroimaging data from stroke survivors. Analyses of the behavioural 
(language) data is presented in Chapter 3 of this thesis. The second part outlines 
the methods used to analyse the structural magnetic resonance imaging (MRI) 
data presented in Chapter 4. Structural MRI is a widely used imaging technique 
in research as well as in clinical practice, and was used in this thesis to (i) identify 
lesion sites associated with a given language impairment in RHS patients (i.e. 
lesion-deficit associations), and (ii) improve spatial normalisation of the functional 
MRI data. The third and final part describes the methods used to analyse 
functional MRI (fMRI) data presented in Chapters 5 and 6. Functional MRI is a 
non-invasive technique used to infer brain activity by detecting changes 
associated with blood flow, and in this thesis it was employed to investigate the 
patterns of brain activation in a group neurologically-normal subjects who 
performed similar language tasks to those administered to stroke patients. 
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2.2. The PLORAS Database: A data repository for Predicting 
Language Outcome and Recovery After Stroke 
The PLORAS database is a repository for structural and functional scans 
and behavioural data that have primarily been acquired from stroke survivors, 
however, data from neurologically-normal subjects are also available. The latter 
is used to look at inter-subject variability in functional localisation and integration 
in both groups (Price et al., 2010; Seghier et al., 2016). 
The main goal of this database is to Predict Language Outcome and 
Recovery After Stroke hence the acronym PLORAS. This is being tackled by: (a) 
acquiring a high resolution structural MRI scan and comparing the lesion site 
of a new patient with those of all other patients in the database; (b) selecting 
patients in the database who are most similar to the new patient (in terms of 
their lesion features and demographic measures); and (c) extracting language 
scores, over time, for these 'similar' patients. 
Inclusion criteria to the PLORAS database include: (i) a demonstrable 
previous medical history of stroke; (ii) no history of concomitant neurological or 
psychiatric illness (e.g. dementia or depression); (iii) being able to provide written 
informed consent. At a minimum, the data currently available for more than 1200 
stroke survivors include:  
 The results of a standardised language assessment (the Comprehensive 
Aphasia Test; Swinburn et al., 2004),  
 High-resolution structural T1-weighted scans,  
 Demographic information (e.g. age, gender, handedness, time post-
stroke, education and occupation), and 
 Information about their stroke and other co-morbidities.  
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2.2.1. Author's contribution to the PLORAS database 
During the course of my PhD, I have contributed (as part of a team effort) 
to the continuous expansion of the PLORAS database by participating in the 
recruitment and scanning of stroke patients. In addition, I have set up a project in 
Chile which aims to enable, in the medium term, the realization of studies 
investigating the effects of cultural (UK versus Chile) and linguistic (English 
versus Spanish) variables on language outcome and recovery after stroke. This 
has entailed translating the Comprehensive Aphasia Test into Spanish, sorting 
out the logistics of the project, securing ethical clearance, testing approximately 
100 Chilean stroke survivors and obtaining their clinical CT (computerized 
tomography) scans. Although the Chilean data are not reported in this thesis, they 
provided me with extensive training and experience in all the PLORAS data 
acquisition procedures and underlying theory. 
2.2.2. Ethical approval 
All studies and analyses of stroke patients and neurologically-normal 
subjects presented in this thesis were approved by the London Queen Square 
Research Ethics Committee. All subjects gave written informed consent prior to 
participation and received financial compensation for their time. 
2.2.3. Behavioural assessment 
All stroke patients recruited to the PLORAS database (Seghier et al., 2016) 
are assessed with the Comprehensive Aphasia Test (CAT; Swinburn et al., 
2004). The CAT is a fully standardised test battery that was designed with three 
main purposes: to assess language comprehensively, to screen possible 
cognitive deficits associated with aphasia and to examine the disability 
associated with these impairments and how these can affect activities of daily 
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living. Therefore, the CAT is divided into three parts: (i) the cognitive screen which 
includes 6 subtests; (ii) the language battery which includes 21 subtests; and (iii) 
the disability questionnaire that involves seven subtests that were not relevant to 
this thesis. The 6 cognitive and 21 language tasks administered as part of the 
CAT are fully described in Chapter 3. Behavioural analyses on the CAT data from 
109 RHS patients are also presented in Chapter 3. 
The CAT was selected from amongst, and in preference to, other 
competing alternatives mainly because: 1) it has been shown to have robust 
psychometric properties reflected in good validity and reliability measures, and 2) 
when designing the test stimuli the authors made an effort to control for some 
psycholinguistic parameters known to affect individual performance on language 
tasks such as word length, imageability, frequency as well as regularity (Bruce 
and Edmundson, 2010; Howard et al., 2010; Springer and Mantey, 2010). 
2.3. Basic principles of structural MRI 
Magnetic resonance imaging (MRI) is a non-invasive technique used to 
examine the anatomy of the brain. It is particularly useful in clinical settings for 
detecting abnormalities (e.g. damage to the brain after a stroke). 
To acquire images, a person is positioned inside an MRI scanner that 
consists of: (i) a static electromagnet that produces a strong magnetic field (B0); 
(ii) radiofrequency (RF) transmit and receive coils, which emit RF pulses and 
detect the reflected RF signal, and (iii) magnetic field gradients, which localise 
the source of the reflected signal by generating short-term spatial variations of 
the magnetic field strength across the person (see Figure 2.1).  
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Figure 2.1. An MRI scanner and its main components. 
 
 
 
 
The principles of MRI scanning rely on detecting the presence of hydrogen 
protons (H+), which are abundant in the human body because most of the human 
body is made of water which accounts for 50-70% of total body weight. 
Under normal circumstances hydrogen protons have two fundamental 
properties: (i) they spin around in random directions and (ii) have a positive 
electrical charge. These two properties are essential for a phenomenon known 
as “magnetic moment”, which causes the proton to align the magnetic field 
created by its own spinning electrical charge with the much stronger magnetic 
field generated by the MRI scanner (Westbrook et al., 2011; see Figure 2.2). The 
speed at which the aligned protons spin depends on the strength of the static 
magnetic field of the scanner. This ranges from 1.5 Tesla to 7 Tesla. 
In the presence of a strong external magnetic field (B0), some of the 
magnetic moments of the protons will tend to take one of two states: either 
aligned along (parallel to) or against (anti-parallel to) the magnetic field. More of 
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the spins will enter the parallel state, resulting in a net magnetisation that is 
parallel to the scanner’s magnetic field (see Figure 2.2).   
Additionally, the protons “precess”, i.e. the axis of their magnetic moments 
rotates around the magnetic field. The radiofrequency (RF) fields are applied at 
the same frequency as the frequency that the protons precess (see Figure 2.2). 
The application of RF causes resonance that perturbs or excites the nucleus as 
it absorbs the energy.  
Once the RF is removed, the spin system loses energy, it recovers back 
to the same state it was in before excitation in two different ways: (i) the 
transverse magnetisation quickly loses coherence and (ii) the longitudinal 
magnetisation slowly recovers. Together, these changes in the MRI signal are 
called relaxation. The change in the transverse magnetisation is termed 
transverse decay (or T2 decay) while the longitudinal change is known as 
longitudinal relaxation (or longitudinal T1 recovery) 
The recovery and relaxation properties vary across different tissue types 
(i.e. water or fat), and therefore the scanner can create contrasts that allow us to 
distinguish different anatomical structures. Different types of images are obtained 
by varying the parameters of the acquisition protocol (i.e. T1, T2 contrast and 
proton density). In T1-weighted images, fat loses longitudinal magnetization 
faster than water, therefore the T1 time for fat is shorter and its level of 
magnetization is higher after RF pulse. This results in high signal intensity from 
fat, showing bright fat (e.g. white matter) and dark water. For T2-weighted images 
fat loses transverse magnetization faster than water and its level of magnetization 
is lower, therefore fat produces low signal intensity, showing dark fat and bright 
water (Huettel et al., 2008).  
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Figure 2.2.  A graphical illustration of the principles of the MRI signal 
 
 
(A) The hydrogen protons in free space in the absence of an external magnetic field (they 
tend to align randomly). (B) When an external magnetic field is introduced, each proton’s 
axis of spin will tend to enter one of two states: either aligned along (parallel to) or against 
(antiparallel) to the magnetic field. Net magnetization (M) is the sum of the magnetic 
moments of all spins within a spin system. 
 
 
Finally, to reconstruct the MR signal into a high-resolution T1-weighted 
image, a computational mathematical process known as Fourier transform is 
necessary for conversion of the raw data from k-space (i.e. a notation scheme 
used to describe MRI data acquisition) to conventional image space (x,y,z). When 
several images need to be acquired sequentially to identify changes over time 
(time series) a different technique called fMRI is required, which I am going to 
explain in section 2.4. 
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2.3.1. MRI data acquisition 
T1-weighted high resolution anatomical whole-brain volumes were 
available for all stroke patients. Three different MRI scanners (Siemens 
Healthcare, Erlangen, Germany) were used to acquire the structural images. 
Each of these T1-weighted images were then submitted to a fully automated 
lesion identification procedure for preprocessing, lesion detection and delineation 
(see below for details). This converts a scanner-sensitive raw image into a 
quantitative assessment of structural abnormality that should be independent of 
the scanner used. 
For anatomical images acquired on the 1.5T Avanto scanner, a 3D 
magnetization-prepared rapid acquisition gradient-echo (MPRAGE; Mugler and 
Brookeman, 1990) sequence was used to acquire 176 sagittal slices with a matrix 
size of 256 × 224, yielding a final spatial resolution of 1 mm isotropic voxels 
(repetition time/echo time/inversion time = 2730/3.57/1000 ms). For anatomical 
images acquired on the other two scanners, an optimised 3D modified driven 
equilibrium Fourier transform (MDEFT; Deichman et al., 2004) sequence was 
used to acquire 176 sagittal slices with a matrix size of 256 × 224, yielding a final 
spatial resolution of 1 mm isotropic voxels: repetition time/echo time/inversion 
time = 12.24/3.56/530 ms and 7.92/2.48/910 ms at 1.5T and 3T, respectively.  
2.3.2. The automated lesion identification toolbox (ALI) 
In the context of patients with brain damage after stroke, each of the T1-
weighted images was then submitted to our fully automated lesion identification 
procedure for preprocessing, lesion detection and delineation. The Automated 
Lesion Identification toolbox (ALI; Seghier et al., 2008) is implemented in the 
Statistical Parametric Mapping software (SPM; Wellcome Centre for Human 
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Neuroimaging, London, UK) running on Matlab 2014a (MathWorks, Natick, MA). 
It comprises 4 different steps that are described below: 
(i) Modified unified segmentation procedure: The modified segmentation 
procedure used here combines segmentation, bias correction and spatial 
normalisation (for more details see Seghier et al., 2008). The T1–weighted 
images of each stroke patient are segmented into four tissue classes: grey matter 
(GM), white matter (WM), cerebral spinal fluid (CSF), and ‘the extra tissue class’. 
The inclusion of an extra tissue class enables abnormal voxels (within the lesion) 
to be modelled explicitly. This procedure can be iterated several times and the 
estimated extra class acts as the prior for the next segmentation run, providing a 
more accurate tissue segmentation with minimal misclassification in GM and WM 
classes. The output is a set of 4 normalised and segmented images per subject 
(see Figure 2.3). For the purpose of lesion identification, only the normalised GM 
and WM images are used. 
(ii) Smoothing: In order to supress fine-scale anatomical inter-subject variability, 
the normalised GM and WM images were smoothed (blurred) by replacing each 
voxel with the weighted average of the surrounding voxels using an Isotropic 
Gaussian Kernel of 8 mm full width at half maximum. 
(iii) Outlier detection: abnormal (‘outlier’) voxels were identified by applying an 
outlier detection algorithm according to the fuzzy logic clustering principle (for 
details see Seghier et al., 2007). This algorithm assumes that a lesioned brain is 
an outlier in relation to neurologically-normal brains. For this purpose, smoothed 
GM (sGM) and WM (sWM) segments of each patient’s data are compared to 
those of neurologically-normal subjects by using normative data drawn from a 
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sample of 64 neurologically-normal controls. The output is two fuzzy sets (one for 
GM and one for  WM) representing the voxels in each patient’s brain that had a 
very low probability of being GM and WM voxels, compared with neurologically-
normal subjects (see Figure 2.3). 
(iv) Lesion definition (grouping): in this step, both fuzzy GM and WM lesion 
images are combined to obtain a single lesion image that codes the degree of 
abnormality at each voxel of the brain. The output is two 3D lesion images: (i) a 
continuous (or fuzzy) lesion image coding at each voxel the degree of abnormality 
on a continuous scale from 0 (completely normal) to 1 (completely abnormal) 
relative to normative data from neurologically-normal controls; and (ii) a binary 
lesion image, which is simply a thresholded (i.e. lesion/no lesion) version of the 
abnormality (see Figure 2.3).  
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Figure 2.3. Illustration of ALI procedure 
 
(A) A schematic view of the different steps that involve our lesion identification 
procedure. (B) An illustration of the resulting images for each step. Reproduced with 
permission (Elsevier) from Seghier et al. (2008). 
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The resulting 3D binary lesion of each patient was used in this thesis to (i) 
delineate the lesions, (ii) estimate lesion volume for each patient, and (iii) 
generate lesion overlap maps (LOMs; see Figure 2.4). 
 
Figure 2.4. Lesion overlap map (LOM). 
 
Lesion overlap map for a sample of 109 RHS patients, depicting voxels that were 
damaged in a minimum of 1 and a maximum of 60 patients. The colour scale indicates 
the number of patients with overlapping lesions at each given voxel.  
 
2.3.3. Lesion-deficit mapping 
Mapping lesions to their behavioural consequences remains a key goal in 
cognitive and clinical neuroscience. In the last decade and a half, the relationship 
between brain lesion data and behaviour has typically been assessed using 
mass-univariate techniques such as voxel-based morphometry (VBM, Ashburner 
and Friston, 2000; Mummery et al., 2000; Tyler et al., 2005) or voxel-based 
lesion-symptom mapping (VLSM, Bates et al., 2003; Rorden et al., 2007). These 
techniques perform thousands of statistical tests on a voxel-by-voxel basis. 
Voxels that surpass the threshold for statistical significance are then associated 
with a critical region that, when damaged, causes the deficit of interest.  
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In Study 2 (Chapter 4), the 3D binary images obtained from the automated 
lesion identification toolbox (ALI) were used for voxel-based lesion-deficit 
analyses with the aim of identifying which regions were significantly more 
damaged in RHS patients with impaired performance on a given language task 
than in other patients with RHS but with spared performance on that task. I have 
previously shown that when the same analyses are repeated with continuous 
measures of the lesion (i.e. the fuzzy lesion images), the results are very similar 
to those observed when binary lesion images are used instead (Gajardo-Vidal et 
al., 2018). 
2.4. Functional Magnetic Resonance Imaging (fMRI) 
In Chapters 5 and 6 of this thesis I used fMRI data from neurologically-
normal subjects. Functional MRI (fMRI) is a non-invasive technique used to infer 
brain activity by measuring changes in blood flow. During the course of an fMRI 
experiment, a series of brain images are acquired while the subject performs a 
set of language tasks. Changes in the measured signal between individual 
images are used to make inferences regarding task-related activations in the 
brain. The most common fMRI approach uses the Blood Oxygenation Level 
Dependent (BOLD) measure. 
2.4.1. Basis of the BOLD signal 
Functional MRI measures changes in the Blood Oxygen Level Dependent 
(BOLD) signal due to changing neural activity. When neurons fire in response to 
cognitive (e.g. language) processing a sequence of events happens resulting in 
an increase in local cerebral metabolism. An increase in neural activity (and 
metabolism) causes an increased demand for oxygen. To compensate for this 
demand, the vascular system increases the amount of oxygenated haemoglobin 
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over and above the level of deoxygenated haemoglobin. Because the 
deoxygenated haemoglobin attenuates the MR signal, an increase in the relation 
between oxygenated haemoglobin and deoxygenated haemoglobin leads to an 
increase of the BOLD signal. This has an effect on the T2* signal which plays a 
critical role in the generation of the BOLD contrast. In brief, the T2* signal is the 
time constant that describes the decay of the transverse component of net 
magnetisation (for details see section 2.3 above). 
For the purposes of estimating the BOLD signal in an experimental 
paradigm, SPM makes use of a canonical haemodynamic response function 
(HRF; Friston et al., 1995a, 1998), which mimics the shape and temporal 
dynamics of the blood flow changes in response to changes in neuronal activity. 
Some characteristics of the HRF response are shown in Figure 2.5. 
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Figure 2.5. The characteristics of the hemodynamic response function (HRF) 
 
The shape of the HRF function can be described by a variety of characteristics including: 
(i) time to peak (TP): the peak of the HRF generally falls within 4-6 seconds of the 
stimulus onset; (ii) height of response (H); (iii) width (W): the HRF rises within 1-2 
seconds and returns to baseline by 12-20 seconds after the stimulus onset; (iv) post 
stimulus undershoot: the HRF generally shows a late undershoot, which is relatively 
small in amplitude compared to the positive response and persists up to 20 seconds after 
the stimulus. Because the haemodynamic response lags behind changes in neuronal 
activity by several seconds, fMRI suffers from low temporal resolution relative to EEG or 
MEG.  
 
In summary, fMRI exploits the fact that neural activity is tightly coupled to 
an increase in blood flow. The increased blood flow reduces the concentration of 
deoxygenated haemoglobin which in turn increases T2* signal. This allows the 
indirect measurement of neural activity simultaneously across the whole brain 
with high spatial resolution, although at the cost of low temporal resolution 
compared to EEG or MEG.   
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2.4.2. Scanning parameters 
All functional MRI data described in this thesis were collected on one of 
two available 3T scanners (both Trio, made by Siemens, Erlangen, Germany), 
using a 12 channel head coil. In the following paragraph, I will explain the main 
parameters for the applied scanning sequence. 
The most common technique for fMRI acquisition is ‘echo-planar imaging’ 
(EPI; see Mansfield, 1977), used here with a 3 x 3 mm in-plane spatial resolution 
and TR/TE/flip angle of 3080 ms/30 ms/90°. The repetition time (TR) refers to the 
amount of time required to collect a complete brain volume (i.e. the period of time 
between two successive radiofrequency pulses to the same brain region). The 
echo time (TE) describes the time in milliseconds (ms) between the 
radiofrequency pulse and MR signal sampling. Longer TR and TE result in higher 
resolution (measured in voxels, which are essentially 3D pixels) but at the cost of 
longer total scanning time. In this case, the TR was chosen to achieve whole 
brain coverage (i.e. 44 slices) and to ensure that slice acquisition onset was de-
synchronized with each stimulus onset for distributed sampling of slice acquisition 
across each scanning session (Veltman et al., 2002). The flip angle determines 
the degree to which the net magnetization is rotated relative to the main magnetic 
field. The field of view (FOV), defined as the spatial encoding area of the image, 
was 192mm, when the matrix size was 64 × 64, and there were 44 slices, with a 
slice thickness of 2 mm and an inter-slice gap of 1 mm. A total of 61 and 85 
volumes were acquired in Study 3 and 66 volumes were acquired in Study 4 
(Chapters 5 and 6, respectively). Each set of volumes is referred to as a “time 
series”.  
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For anatomical reference, T1-weighted structural scans were acquired 
after the subjects completed the fMRI tasks, using a MDEFT sequence 
(Deichmann et al., 2004) with the parameters TR/TE/TI set at 7.92/2.48/910 ms, 
flip angle 16°, 176 slices and a voxel size of 1×1×1 mm. 
2.4.3. fMRI preprocessing 
A typical fMRI experiment produces several hundred volumes of data, 
consisting of many different images collected at different time points in the 
experimental session. Before analytical methods for statistical inference are 
applied, four pre-processing steps were implemented on the whole time series to 
detect and repair potential artifacts in the data that may be caused either by the 
MRI scanner itself or non-task related movement or task-unrelated thought (i.e. 
mind-wandering) in the scanner.  
For Studies 3 and 4 (Chapters 5 and 6), data pre-processing and statistical 
analyses were performed in SPM12 (Wellcome Centre for Human Neuroimaging, 
London, UK) running on MATLAB 2014a (MathWorks, Natick, MA). An overview 
of the preprocessing steps applied to the raw fMRI data are described below. 
(i) Realignment/unwarping: In this step, time series were spatially realigned to 
a common reference scan (i.e. the first EPI volume) and unwarped to compensate 
for nonlinear distortions caused by head movement or magnetic field 
inhomogeneity. The unwarping procedure was used in preference to including 
the realignment parameters as linear regressors in the first-level analysis 
because unwarping accounts for nonlinear movement effects by modelling the 
interaction between movement and any inhomogeneity in the T2* signal. After 
realignment and unwarping, the realignment parameters are inspected to ensure 
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that subjects moved less than one voxel (3 mm) within each scanning run (see 
Figure 2.6). 
 
Figure 2.6. Motion correction (realignment) 
 
 
 
The figure shows an example of motion estimates for an fMRI time series. The plots 
reflect the parameters of the rigid body transformation that are estimated by each time-
point in comparison to a reference image. 
 
(ii) Co-registration of functional and structural images: By matching the 
images from the same subject but in different modalities (i.e. the structural T1-
weighted scan and the mean EPI image that was generated during the 
realignment step), this procedure provides (i) a more precise spatial normalisation 
of the functional images using the subject’s anatomical image as reference and 
(ii) the anatomical localisation of single subject activations. SPM tries to optimise 
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the shared information between the structural and mean functional image (mean 
EPI), and to minimize the amount of uncertainty between any two voxels between 
the two images. An established transformation matrix is then applied to all 
functional images to align them with the structural image. 
(iii) Normalisation: Spatial normalisation aims to align images between different 
subjects to a common stereotactic standard space (i.e. the Montreal Neurological 
Institute, MNI, space). To normalise all EPI images to MNI space, deformation 
field parameters – obtained during the normalisation of the structural T1 scan – 
were applied. The original resolution of the images was maintained during 
normalisation (voxel size of 3mm3 for EPI images and 1mm3 for structural T1 
images).  
(iv) Smoothing: in the final preprocessing step, the normalised functional images 
were spatially smoothed with a 6-mm full-width half-maximum (FWHM) isotropic 
Gaussian kernel to compensate for residual anatomical variability and to satisfy 
the assumption of our statistical models (i.e. Gaussian random field theory). Each 
preprocessed functional volume was individually inspected for oddities before 
statistical analyses. 
2.4.4. Statistical inference in fMRI 
In general, the goal of fMRI data analysis is to analyse each voxel’s time 
series to see whether the BOLD signal changes in response to known 
manipulations (e.g. linguistic and non-linguistic task conditions). The basis of 
statistical inference in SPM is achieved through a mass-univariate approach in 
which the entire time series for each voxel is modelled independently. Effects of 
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interest were identified using the General Linear Model (GLM; Friston et al., 
1995b) described as: 
𝑌 = 𝛽 * x + 𝜀 
 
Where 𝑌 is a vector containing the BOLD signal in a single voxel across all 
acquired volumes and X is the design matrix describing hypothesised causes of 
changes in 𝑌 (Friston et al., 1994). A set of regression coefficients 𝛽 is estimated 
to account for structure in the residual error 𝜀 (Glaser and Friston, 2004). After 
estimating a model for each voxel, the output is a set of estimated 𝛽 values, one 
for each predictor of the model. This is then iterated over all voxels to obtain one 
beta image per predictor. The GLM helps to determine if there is a relationship 
between a dependent variable and one or more independent variables. The 
parameter estimates 𝛽 for the predictor variables are also known as betas and 
can also be thought of as the slope of the regression line relating 𝑋 to 𝑌. The 
better the estimation of 𝛽, the better the model (fits the data) and the smaller the 
deviations (𝜀) from the line (i.e. minimum sum of squared residuals). The neural 
response (HRF) is modelled in SPM using prior knowledge about haemodynamic, 
and convolved with the design matrix. The 𝛽 at each voxel can then be 
transformed into a t-value by dividing it by the standard error. 
In other words, the t-value gives a measure of the ratio of explained to 
unexplained variance of the entire model. In order to compare parameter 
estimates of interest (to test for a certain hypothesis), a contrast, or linear 
combination, of the parameter estimates can be created. To compare two 
parameters, one is assigned a ‘+1’ and the other a ‘-1’, written as [1 -1].  
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2.4.5. First-level analysis  
Each pre-processed functional volume was entered into a subject specific 
fixed-effect analysis using the general linear model (Friston et al., 1995b) 
All stimulus onset times, for all conditions, were all modelled as single 
events (Mechelli et al., 2003). For Study 3 (Chapter 5), 4 regressors per task were 
used, one modelling instructions, while the others distinguished correct, incorrect, 
and missing responses. For Study 4 (Chapter 6), 2 regressors per task were 
used, one modelling instructions, and the other modelling each stimulus.  
Stimulus functions were then convolved with a canonical hemodynamic 
response function. To exclude low-frequency confounds, the data were high-pass 
filtered using a set of discrete cosine basis functions with a cut-off period of 128 
s, and the contrasts of interest were generated for each of the conditions of 
interest (relative to fixation). 
2.4.6. The multiple comparisons problem 
The mass univariate approach used when analysing fMRI data involves 
modelling the several thousands of voxels in the brain as independent from each 
other. One limitation of using this approach alongside classical statistical 
inference is the problem of false positives that inevitably arises from multiple 
comparisons. The classical way to adjust the significant threshold (to control for 
Type I error) in the face of multiple comparisons is to use Bonferroni correction, 
in which the significance thresholds (p = 0.05) is divided by the number of 
statistical tests that are performed. However, the large number of voxels involved 
in fMRI analysis (~20,000) means that such an adjustment would result in a 
conservative statistical threshold, whereby the chance of Type II errors is 
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dramatically increased. Nevertheless, in practice, voxels are not independent of 
each other (neighbouring voxels often belong to the same anatomical structure), 
therefore one method to control for the multiple comparison problem is to 
calculate the family-wise error (FWE) rate, i.e. the probability of type I errors. This 
method corrects for the number of statistical tests being performed by taking into 
account the smoothness of the data (Worsley et al., 1992). 
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CHAPTER 3: STUDY 1 
Identifying the language task and processing level 
most frequently affected after right hemisphere damage 
 
 
3.1. Summary 
The right hemisphere has traditionally been associated with many aspects of 
social communication and cognitive functioning, however its involvement in 
language processing has not yet been clearly defined. The aim of my first 
experimental chapter was to investigate (i) the language task and (ii) the 
underlying processes that were most frequently impaired in a group of 93 stroke 
patients with unilateral right hemisphere lesions and normal performance on 
visual perceptual tasks (e.g. picture recognition and line bisection). The language 
task that was most sensitive to right hemisphere damage, in 12 of the 93 patients, 
involved matching a heard sentence to a picture (i.e. auditory sentence-to-picture 
matching). In contrast, the language task that was most sensitive to left 
hemisphere damage, in 167 out of 307 patients with unilateral left hemisphere 
damage, involved describing what was happening in a picture (i.e. spoken picture 
description).  
To investigate the type of processing impairment that was causing errors 
on the auditory sentence-to-picture matching task after RHS, I analysed how the 
12 patients with right hemisphere damage and auditory sentence-to-picture 
matching impairments performed on a battery of other cognitive and language 
tasks. The most frequently occurring behavioural profile was observed in 9 
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patients who had normal scores on other tasks involving speech recognition and 
auditory short-term memory (non-word repetition and digit span) and most 
critically the ability to perform sentence-to-picture matching when the same 
stimuli were presented in the visual modality. The underlying processing 
impairment could therefore not be explained by auditory or visual perception, 
semantic, phonological or syntactic processing, picture selection or decision 
making. On the basis of this behavioural analysis, I hypothesized that the auditory 
sentence-to-picture matching impairments after right hemisphere strokes were 
related to a breakdown in cognitive (e.g. executive) functions that were not 
specific to language processing. 
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3.2. Introduction 
There has been a long history of research favouring the view that the left 
hemisphere is dominant for language processing in most right-handed subjects. 
In recent years, however, the assumption that language is solely processed in 
the left hemisphere has been challenged. The advent of neuroimaging 
techniques such structural and functional MRI, and more recently transcranial 
magnetic stimulation, have added new insights regarding the involvement of the 
right hemisphere in language processing. For instance, there is accumulating 
evidence that the right hemisphere contributes to language function in 
neurologically-normal individuals (Hartwigsen et al., 2010a, b). However, the 
precise role that the right hemisphere plays in language tasks has yet to be clearly 
defined. Some have proposed that the engagement of right hemisphere regions 
might reflect domain-general cognitive functions (e.g. executive processing) that 
are required to perform language tasks (van Oers et al., 2010; Vigneau et al., 
2011; Baumgaertner et al., 2013). This emerging perspective is consistent with 
other literature that has associated right hemisphere activation/damage with 
selective attention (Corbetta et al., 2005; Hillis et al., 2005; Bartolomeo et al., 
2012), inhibitory control (Aron et al., 2004, 2014), or working memory (Jonides et 
al., 1993; Ravizza et al., 2005). See Chapter 1 for a literature review.  I contribute 
to the debate by investigating which language task and underlying processing are 
most frequently impaired after right hemisphere strokes.  
3.2.1. The role of the right hemisphere in language processing: what we 
know so far 
Historically, there has been a long-standing debate on the role that the 
right hemisphere plays in language functioning. For more than a century it was 
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believed that the right hemisphere had little or no potential for processing 
language (Duffau et al., 2008). However, lesion studies of patients with unilateral 
right hemisphere damage have shown that structural damage in these patients 
may be associated with (i) discourse deficits (e.g. generating inferences, 
comprehending and producing main concepts or central themes; Johns et al., 
2008) and (ii) prosodic deficits (e.g. interpreting and generating adequate 
prosodic intonation; Bryan, 1988; Myers, 1999). Other studies have reported that, 
although right hemisphere damage does not typically impair language functions, 
when it does linguistic deficits tend to be more subtle than in those with left 
hemisphere insults (Caplan et al., 1996; Johns et al., 2008). 
 Language impairments after right hemisphere damage 
Patients who present with severe or mild language impairments after right 
hemisphere damage are commonly referred to as “crossed aphasics”. Bramwell 
(1899) was the first to coin the term “crossed aphasia” in an attempt to explain 
aphasic symptomatology resulting from a cerebral lesion ‘ipsilateral’ to the 
dominant hand. Crossed aphasia is considered as a rare and chronic disorder 
that may imply atypical lateralisation of language in the affected individuals prior 
to their stroke (see Chapter 1 for a literature review).  
In what follows, I will review previous literature devoted to the investigation 
of the most common language deficits observed after damage to the right 
hemisphere.   
Right hemisphere damage and speech comprehension difficulties 
It has been traditionally accepted that sentence comprehension is 
sustained by a large network of left perisylvian brain regions (Caplan et al., 1996; 
Just et al., 1996; Cooke et al., 2006). However, several lines of evidence have 
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suggested that in addition to the well-known role of the left hemisphere in 
language processing, the right hemisphere also contributes to language 
comprehension. Studies, for example, in split-brain patients (patients whose 
corpus callosum has been sectioned to relieve intractable epilepsy; see Chapter 
1 for details) demonstrated that far from being nonverbal, the disconnected right 
hemisphere possesses significant receptive language ability and has a visual and 
auditory lexicon (Zaidel 1983; Baynes et al., 1992). In a more recent review of 
these surgical cases, Gazzaniga (2000) concluded that the right hemisphere 
possesses some passive recognition abilities but does not employ them 
productively. This is in line with the model of right hemisphere language proposed 
by Zaidel (1976), who suggested that the right hemisphere might be able to 
sustain speech comprehension better than speech production (Zaidel, 1976; 
Zaidel et al., 2000). Further evidence from Caplan and colleagues (1996) showed 
that the ability to process syntactically complex sentences was significantly lower 
after right hemisphere strokes than in neurologically-normal subjects. However, 
Caplan et al. (1996) also showed that the same RHS patients performed 
significantly better on the same task than left hemisphere stroke patients. In view 
of this, the authors concluded that the right hemisphere can play a role in 
assigning sentence structure and/or using it to determine sentence meaning. 
Likewise, another study has also reported that sentence comprehension or multi-
command tasks without supporting context might be problematic after right 
hemisphere damage, especially if syntactic structure is complex (Van Lancker 
and Kempler, 1987).  
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Right hemisphere damage and semantic processing deficits 
Anomia (the inability to find the correct words) is one of the most common 
symptoms following left hemisphere stroke. In contrast, RHS patients rarely 
present word findings difficulties and if they do, the deficits are either very mild 
(Jonanette et al., 1983) or due to co-occurring cognitive deficits that might 
indirectly impact on task performance. Nevertheless, a growing body of research 
investigating the hemispheric representations of semantics suggests that both 
cerebral hemispheres process word meaning (Chiarello and Church, 1986; Jung-
Beeman, 2005), however, they do so in characteristically different ways (Beeman 
and Chiarello, 1998). In a study, investigating language performance in 27 right-
hemisphere stroke patients, it was found that patients presented with significantly 
lower performance in semantic decision tasks compared to an age-matched 
group of neurologically-normal participants (Murteira and Santos, 2013). The 
authors interpreted the semantic deficits observed in RHS patients as a difficulty 
in accessing and judging semantic concepts and also establishing relations 
between them. Further evidence comes from a recent study reporting that right 
hemisphere damage can impair access to semantic processing, affecting both 
verbal comprehension and non-verbal tasks. The authors concluded that patients 
with right hemisphere damage have difficulties summating across meaning, 
which may be suggestive of subtle specialization between hemispheres 
(Thompson et al., 2016).  
 In contrast, others have supported the idea that difficulties performing 
language tasks after right hemisphere damage might be a consequence of 
disruption to domain-general executive processing that is necessary for normal 
language function (van Oers et al., 2010; Vigneau et al., 2011; Baumgaertner et 
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al., 2013). This emerging perspective contrasts with the dominant view that when 
language impairments are observed in right-handed patients with unilateral right 
hemisphere damage, they necessarily imply atypical language lateralisation prior 
to the stroke (Marien et al., 2004).  
In summary, the current study aimed to bridge this gap in the literature by 
(i) investigating which language task from a standard aphasia assessment battery 
was most frequently impaired in 109 stroke survivors who had unilateral right 
hemisphere damage, (ii) selecting a sample of patients with this task impairment 
in the context of spared performance on other tasks (e.g. line bisection, object 
recognition and semantic matching associations), and (iii) considering what 
underlying processing impairment could explain why the patients were impaired 
on the identified language task. By including data from 369 right-handed patients 
with unilateral left hemisphere strokes, I was also able to compare the language 
task that was most frequently impaired after right hemisphere strokes to the 
language task that was most frequently impaired after left hemisphere stroke.  
3.2.1. Hypothesis 
Based on the previous literature, I hypothesized that patients with right 
hemisphere damage were more likely to have impairments in speech 
comprehension than impairments in word finding or speech production. 
3.3. Methods 
All the data presented and analysed in this chapter were extracted from 
the PLORAS database (Seghier et al., 2016). This database is a repository for 
structural and functional scans and behavioural data from neurologically-normal 
controls and stroke patients (see Chapter 2 for more details). 
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3.3.1 Patient selection criteria 
Patients were selected according to the following inclusion criteria:  
(i) Right-hemisphere stroke (RHS) attested by a clinical neurologist and defined 
by an Automated Lesion Identification algorithm (see Chapter 2 and Seghier et 
al., 2008); 
(ii) More than 1 cm3 of right hemisphere damage and less than 1 cm3 of left 
hemisphere damage; 
(iii) Native speakers of English; 
(iv) Right-handed prior to the stroke onset; 
(v) Tested more than 3 months and less than 10 years after their stroke. 
These criteria were met by 109 RHS patients (41 females) aged between 
23 and 86 years old (Mean = 59.2, SD = 12.7). Table 3.1 provides demographic 
information for all participants. Data from all these 109 right stroke patients were 
included irrespective of the site of the lesion, the presence or absence of aphasia, 
or any other type of cognitive impairments (e.g. spatial neglect or short term 
memory problems). All individuals had undergone a full language assessment 
with the Comprehensive Aphasia Test (CAT; Swinburn et al., 2004) and had a 
high-resolution structural brain image acquired with T1-weighted MRI scanning. 
This study was approved by the London Queen Square Research Ethics 
Committee and each patient was compensated for their time with £10 per hour.  
 
  In addition, to rule out the possibility that language impairments in RHS 
patients only reflected nonspecific differences in task difficulty, I also investigated 
language performance on 369 patients with unilateral left-hemisphere strokes 
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aged between 21 and 90 years old (Mean = 59.6, SD = 12.7), who were selected 
using the same inclusion criteria described above (see Table 3.1).  
 
Table 3.1. Summary of demographics details for all RHS and LHS patients 
included in the study. 
 
Demographic details 
 
All RH patients  
N = 109 
All LH patients  
N = 369 
Age at scan (years) 
Mean 59.3 
8.212.7 
59.6 
SD 12.7 12.7 
Minimum 23.1 21.3 
Maximum 86.9 90.0 
Years since stroke 
Mean 3.3 3.3 
SD 2.3 2.5 
Minimum 0.3 0.3 
Maximum 9.2 10.0 
Years of education 
Mean 14.6 14.4 
SD 2.9 3.0 
Minimum 10.0 10.0 
Maximum 22.0 26.0 
Gender 
Number of males 68 105 
Number of females 41 264 
 
 
3.3.2. Language assessment 
All participants were assessed with the Comprehensive Aphasia Test 
(CAT; Swinburn et al., 2004). The 27 tasks administered as part of the CAT are 
listed in Table 3.2. The functions tapped by each of these tasks are considered 
in Table 3.3. What constitutes impaired performance on each task was defined 
according to the standard criteria in the CAT. For more details, see Swinburn et 
al. (2004). 
For ease of comparison across tasks, the authors of the CAT encourage 
the conversion (through a non-linear transformation) of raw scores into T-scores, 
which represent how well the patient performed relative to a reference population 
of 113 patients with aphasia, 56 of whom were tested more than once. For 
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example, a T-score of 50 indicates the mean of the patient sample used to 
standardise the CAT, whereas a T-score of 60 represents one standard deviation 
above the mean. Most people without post-stroke aphasia would therefore be 
expected to score above the average of the patient standardisation sample on 
any given task from the CAT. The threshold for impairment is deﬁned relative to 
a second reference population of 27 neurologically-normal controls. Specifically, 
it is the point below which the score would place the patient in the bottom 5% of 
the control population (Swinburn et al., 2004). Lower scores indicate poorer 
performance. 
Test description 
The CAT consists of 27 tasks divided into two main parts: the cognitive 
screen and the language battery. Each task is described below, in the same order 
as administered in the assessment.   
I.- The cognitive screen: the first part of the CAT screens for cognitive deficits 
associated with language impairment (aphasia) that might influence language 
performance of the patient with aphasia. The presence of associated cognitive 
deficits may have a profound influence on language performance. Excluding the 
possibility of associated cognitive deficits may help researchers to narrow down 
the number of potential hypotheses regarding the underlying processes that 
caused the observed language performance.  
Task 1: the CAT line bisection task visually presents three lines of different 
lengths. The instructions are to bisect the horizontal lines by drawing small 
vertical lines through the midpoints. The results are compared with a standard 
template located on the scoring book of the CAT manual that estimated the 
deviance from the centre, to give a description of normal (-0.5 to +0.5), mild (-1 
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to +1), or severe (-2 to +2) visual field defects (i.e. neglect). T-scores equal to or 
below 40 constitute the impaired range. 
Task 2: the CAT picture-to-picture semantic association matching task 
visually presents five pictures of objects simultaneously on each trial. The 
instructions are to match the picture at the centre (e.g., mitten) with one of four 
possible alternatives according to the strongest semantic association (e.g., hand, 
sock, jersey, and lighthouse). The inclusion of a semantically-related distractor 
(e.g., sock) encouraged deeper levels of semantic processing. There are a total 
of ten test trials plus a practice one at the beginning. Correct responses were 
given a score of 1; incorrect responses were given a score of 0. T-scores equal 
to or below 50 constitute the impaired range. 
Task 3: the CAT recognition memory task visually presents (one at a time) 
each of the ten central items from Task 2 along with three unrelated distractors. 
The instructions were to indicate which of the four pictures on display had just 
been seen in the previous task. There are a total of ten test trials plus a practice 
trial at the beginning. The scoring system for this task was identical to that used 
in Task 2. T-scores equal to or below 47 constitute the impaired range. 
Task 4: the CAT word fluency task requires the participant to verbally produce 
as many words as possible within the category “animals” within a period of 1 
minute. This is then repeated with instructions to produce as many words as 
possible that begin with the letter “s”. Correct responses were given a score of 1. 
T-scores equal to or below 57 constitute the impaired range. 
Task 5:  the CAT gesture object use task visually presents six pictures of 
common objects with instructions to gesture how each item would be used. There 
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are a total of six test trials plus a practice one at the beginning. Correct responses 
were given a score of 2. A score of 1 was given if the action, orientation or gesture 
are incorrect or if a body part is used as the object itself. Incorrect responses 
were given a score of 0. T-scores equal to or below 54 constitute the impaired 
range. 
Task 6: the CAT arithmetic task involves six simple calculations. The 
instructions are to point to the correct answer for each sum (multiple choice) and 
underline the response made. Correct answers were given a score of 1. Incorrect 
responses were given a score of 0. T-scores equal to or below 43 constitute the 
impaired range. 
II.- The language battery: the second part of the CAT assesses language 
performance on 21 tasks. In general terms, the language battery is subdivided 
into two broad sections: receptive language (part 1) and expressive language 
(part 2). 
Part 1: Receptive language 
Task 7: the CAT auditory word-to-picture matching task involves hearing a 
word and selecting the picture, among four possible alternatives, that best 
matched the meaning of the heard word. There are a total of fifteen test trials plus 
a practice one at the beginning. Immediate correct responses were given a score 
of 2; incorrect responses were given a score of 0; correct responses after a self-
correction or a delay (> 5 seconds) were given a score of 1.T-scores equal to or 
below 52 constitute the impaired range. 
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Task 8: the CAT auditory sentence-to-picture matching task involves hearing 
a sentence produced by the examiner and selecting the picture, among four 
possible alternatives, that best matched the meaning of the sentence. There are 
a total of sixteen test trials plus a practice one at the beginning. The task spans 
a wide range of syntactic structures such as reversible, active, passive and 
embedded sentences (e.g. the apple is under the shoe, the singer hits the soldier, 
the policeman is painted by the dancer). Immediate correct responses were given 
a score of 2; incorrect responses were given a score of 0; correct responses after 
self-correction or a delay (> 5 seconds) were given a score of 1. A total T-score 
equal to or below 60 signals impaired performance. 
Task 9: the CAT auditory paragraph task aurally presents two short and 
unrelated stories. The instructions are to listen to the stories and then respond to 
yes/no questions relating to information given in the story. Answering 
appropriately relied on understanding the information given. Patients were asked 
8 questions in total (4 questions per story). Questions are paired, if both 
responses were correct, a score of 1 was given. If only one of each pair was 
correct, no point was given. The points are then totalled (maximum score was 4). 
A total T-score equal to or below 48 signals impaired performance. 
Task 10: the CAT written word-to-picture matching task involves reading a 
visually presented word and selecting the picture, among four possible 
alternatives, that best matched the meaning of the written word. There are a total 
of fifteen test trials plus a practice one at the beginning. Immediate correct 
responses were given a score of 2; incorrect responses were given a score of 0; 
correct responses after a self-correction or a delay (> 5 seconds) were given a 
score of 1. T-scores equal to or below 54 constitute the impaired range. 
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Task 11: the CAT written sentence-to-picture matching task involves reading 
a visually presented sentence and selecting the picture, among four possible 
alternatives, that best matched the meaning of the sentence. There are a total of 
sixteen test trials plus a practice one at the beginning. Immediate correct 
responses were given a score of 2; incorrect responses were given a score of 0; 
correct responses after self-correction or a delay (> 5 seconds) were given a 
score of 1. T-scores equal to or below 58 constitute the impaired range.  
Part 2: Expressive language 
Task 12: the CAT repetition of words task aurally presents sixteen single 
words (e.g. table), one at a time, with instructions to repeat them aloud. There 
are a total of sixteen test trials plus one practice trial at the beginning.  Immediate 
correct responses were given a score of 2. Correct responses after a self-
correction or a delay (> 5 seconds) were given a score of 1. Articulatory errors 
(e.g., dysarthric distortions) not affecting the perceptual identity of the target were 
scored as correct. Incorrect responses (i.e. verbal, phonemic, neologistic and 
dyspraxic errors) were given a score of 0. T-scores equal to or below 56 constitute 
the impaired range. 
Task 13:  the CAT repetition of complex words task aurally presents three 
morphologically complex words (e.g. unthinkable), one at a time, with instructions 
to repeat them aloud. Immediate correct responses were given a score of 2; 
incorrect responses were given a score of 0; correct responses after a self-
correction or a delay (> 5 seconds) were given a score of 1. Verbal, phonemic, 
neologistic and apraxic errors were scored as incorrect. T-scores equal to or 
below 61 constitute the impaired range. 
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Task 14: the CAT repetition of nonwords task aurally presents five nonsense 
words (e.g., gart), one at a time, with instructions to repeat them aloud. Immediate 
correct responses were given a score of 2; incorrect responses were given a 
score of 0; correct responses after a self-correction or a delay (> 5 seconds) were 
given a score of 1. T-scores equal to or below 52 constitute the impaired range. 
Task 15: the CAT repetition of digit strings task involves hearing digit strings 
and repeating what has been heard. There are six progressive levels of difficulty 
that start with two digits and build up to seven digits. The total score is obtained 
by multiplying the number of digits in the digit string of maximum length 
successfully repeated by two. Phonemic, apraxic and dysarthric errors were not 
penalized. T-scores equal to or below 54 constitute the impaired range. 
Task 16: the CAT repetition of sentences task presents a series of sentences 
in ascending length, with the instruction to repeat them aloud. The examiner asks 
the participant to repeat out the first of each pair of sentences. If the participant 
repeats them correctly, they proceed to the next level. If the response is incorrect, 
the examiner asks the patient to repeat the second sentence of the pair in that 
same level. They stop when both trials from the same level are incorrect. The 
score is the number of content words in the longest sentence correctly repeated 
multiplied by 2. T-scores equal to or below 62 constitute the impaired range. 
Task 17:  the CAT naming objects task visually presents 24 line drawing 
pictures of objects (e.g., knife), one at a time, with instructions to name them 
aloud. There are a total of twenty four test trials plus one practice trial at the 
beginning. Immediate correct responses are given a score of 2. Correct 
responses after a self-correction or a delay (> 5 seconds) were given a score of 
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1. Incorrect responses (e.g. verbal, phonemic, neologistic and apraxic errors) 
were given a score of 0. T-scores equal to or below 61 constitute the impaired 
range. 
Task 18: the CAT naming actions visually presents five line drawing pictures of 
an action being performed, for example, a picture of a man eating an apple, with 
instructions to say what the person (in the picture) is doing. There are a total of 
five test trials plus one practice trial at the beginning. Correct naming responses 
spoken within 5 seconds, were given a score of 2. Correct responses after a self-
correction or a delay (> 5 seconds) were given a score of 1. Incorrect responses 
are given a score of 0. T-scores equal to or below 62 constitute the impaired 
range. 
Task 19: the CAT spoken picture description task visually presents a picture 
of a complex scene, with instructions to say what is happening in the scene. 
There are five scored parameters in this task:  
(i) Appropriate information carrying words: each word conveying exact meaning 
in the correct context was given a score of 1. Dysarthric distortions are not 
penalised here. 
(ii) Inappropriate information carrying words: each word incorrectly selected (e.g. 
verbal paraphasias, neologisms, semantically related/unrelated words) was given 
a score of 1. The total number of inappropriate carrying words is deducted from 
the total number of appropriate carrying words.  
The others parameters scored are: (iii) the variety of syntactic structures used 
which was scored on a 0-6 scale; (iv) the grammatical well-formedness of 
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sentences/phrases which was scored on a 0-6 scale; and finally (v) the speed of 
speech production which was scored on a 0-3 scale. T-scores equal to or below 
60 constitute the impaired range. 
Task 20: the CAT reading words task visually presents 24 written words, one 
at a time, with instructions to read them aloud. There are a total of twenty four 
test trials plus one practice trial at the beginning. Immediate correct responses 
were given a score of 2. Correct responses after a self-correction or a delay (> 5 
seconds) were given a score of 1. Incorrect responses were given a score of 0. 
T-scores equal to or below 61 constitute the impaired range.  
Task 21: the CAT reading complex words task visually presents three 
morphologically complex words (e.g. recooked) one at a time, with instructions to 
read them aloud. Immediate correct responses were given a score of 2. Correct 
responses after a self-correction or a delay (> 5 seconds) were given a score of 
1. Incorrect responses were given a score of 0. T-scores equal to or below 60 
constitute the impaired range. 
 Task 22: the CAT reading function words task visually presents three function  
words (e.g. and), one at a time, with instructions to read each word aloud. Correct 
responses were given a score of 2. Correct responses after a delay and/or self-
correction were given a score of 1. Incorrect responses were given a score of 0. 
T-scores equal to or below 48 constitute the impaired range. 
Task 23: the CAT reading nonwords task: visually presents five nonsense 
words (e.g. fask), one at a time, with instructions to read them aloud. Immediate 
correct responses were given a score of 2; incorrect responses were given a 
score of 0; correct responses after a self-correction or a delay (>5 seconds) were 
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given a score of 1. Articulatory errors (e.g. dysarthric distortions) not affecting the 
perceptual identity of the target were scored as correct. Verbal, phonemic, 
neologistic and apraxic errors were scored as incorrect. T-scores equal to or 
below 57 constitute the impaired range. 
Task 24: the CAT copying letters task visually presents 10 letters (five from 
upper to upper case, and five from lower to upper case); and 3 words, with 
instructions to copy all letters and words with every letter in upper case. Each 
correct letter (all must be upper case) were given a score of 1. T-scores equal to 
or below 51 constitute the impaired range. 
Task 25: the CAT written picture naming task visually presents five line 
drawing pictures (e.g., tank), one at a time, with instructions to write their names 
on paper. Letters in the correct position were given a score of 1 each. 
Substitutions, omissions and transpositions were given a score of 0. One point 
was deducted from the total score if one or more letters were added to the target 
word. T-scores equal to or below 54 constitute the impaired range. 
Task 26: the CAT written to dictation task aurally presents five items, one at a 
time, with the instruction to write each word on paper. There are a total of five test 
trials plus one practice trial at the beginning. As above, 1 point was scored for 
every correct letter in the correct position (relative to the adjacent letters). 
Substitutions, omissions, or transpositions were given a score of 0. Any additional 
letter within a word was deducted from the total. T-scores equal to or below 58 
constitute the impaired range.   
Task 27: the CAT written picture description task: is the same as the spoken 
picture description task (task 19) except that the examiner asks the participant to 
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write down on paper what is happening in the picture. Time allowed for this task 
is 3 minutes. T-scores equal to or below 65 constitute the impaired range. 
 
Table 3.2. Sections and tasks in the Comprehensive Aphasia Test (CAT) 
Sections Tasks Abbreviations 
I. – The Cognitive Screen  
 
1. Line bisection Line bisection 
2. Match pic-to-pic (semantic) Pic-Pic 
3. Recognition memory Recognition  
4. Word fluency (letter) Letter Fluency 
    Word fluency (category) Animal Fluency 
5. Gesture object use Gesture 
6. Arithmetic Arithmetic 
II.- The Language Battery 
Language 
comprehension 
7. Match auditory word-to-picture Aud-Wd-Pic 
8. Match auditory sentence-to-picture Aud-Sen-Pic 
9. Match auditory paragraphs Aud-Par 
 10.Match written words-to-picture Wr-Wd-Pic 
 11.Match written sentence-to-picture  Wr-Sen-Pic 
Repetition 12.Repetition of heard words Repetition Wd 
 13.Repetition of complex words Repetition CWd 
 14.Repetition of nonwords Repetition NWd 
 15.Repetition of digit strings Repetition DS 
 16.Repetition of sentences Repetition Sen 
Spoken output 
17.Naming objects Naming Obj 
18.Naming Actions Naming Act 
19.Spoken picture description Spoken PicDis 
Reading aloud 
20.Reading words Read Wd 
21.Reading complex words Read CWd 
22.Reading function words Read  FWd 
23.Reading nonwords Read  NWd 
Writing 24.Copying letters  Copy Letters 
 25.Written picture naming Write ObjName 
 26.Writing to dictation Write Dictation 
  27.Written picture description Written PicDis 
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3.3.3. Co-occurring deficits and group assignment 
109 patients met the inclusion criteria but 16 of these patients were 
excluded from the main analyses because they had poor performance on (i) line 
bisection (Task 1) - indicative of perceptual (visual attention) impairments; or (ii) 
semantic memory (which is a combined score from picture-to-picture semantic 
association and recognition memory tasks (tasks 2 and 3) - indicative of object 
recognition and/or semantic memory impairments. Following the same criteria, 
62 (out of 369) left-hemisphere stroke patients were excluded from the main 
analyses. 
The rationale for excluding patients with perceptual/semantic matching 
deficits was based upon the fact that right hemisphere damage has previously 
been associated with a high incidence of visuoperceptual deficits (Corbetta et al., 
2005; Hillis et al., 2005; Bartolomeo et al., 2012), which in turn could influence 
the patient’s performance on a range of language tasks (see Table 3.3 for a 
functional analysis of the 27 tasks from the CAT). For instance, if a patient has 
difficulty sustaining visual attention (as measured by line bisection in Task 1), this 
would impact upon all tasks that involve matching speech (or other stimuli) to 
complex pictures because picture recognition will be compromised when visual 
spatial attention is also compromised. Therefore, and in order to accurately 
investigate the underlying processes that may have caused language deficits in 
right-hemisphere stroke patients, I will focus my analysis on the remaining 93 
right-hemisphere stroke patients (and 307 left-hemisphere stroke patients).  
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Table 3.3. Analysis of 27 tasks from the Comprehensive Aphasia Test 
Task 
Comprehension Production Executive 
Function Perception Semantics Retrieve Articulate 
Pic Wr Sp Con Act Wd Sen Cov Seq Ovt WM VSA O 
1.   Line bisection            Y  
2.   Pic-Pic Y   Y        Y  
3.   Letter Fluency      Y  Y Y Y Y  Y 
      Animal Fluency    Y  Y  Y Y Y Y  Y 
4.   Recognition  Y   Y        Y Y 
5.   Gesture Y   Y        Y Y 
6.   Arithmetic  Y      Y   Y Y Y 
7.   Aud-Wd-Pic Y  Y Y    Y   Y Y  
8.   Aud-Sen-Pic Y  Y Y Y   Y   Y Y  
9.   Aud-Par    Y Y   Y   Y   
10. Wr-Wd-Pic Y Y Y Y        Y  
11.Wr-Sen-Pic Y Y Y Y Y       Y  
12. Repetition Wd   Y Y    Y Y Y    
13. Repetition CWd   Y Y    Y Y Y    
14. Repetition NWd   Y     Y Y Y Y   
15. Repetition DS   Y     Y Y Y Y   
16. Repetition Sen   Y Y Y   Y Y Y Y   
17. Naming Obj Y   Y  Y   Y Y  Y  
18. Naming Act Y   Y Y Y   Y Y  Y  
19. Spoken PicDis Y   Y Y Y Y Y Y Y Y Y Y 
20. Read Wd  Y  Y  Y  Y Y Y  Y  
21. Read CWd  Y  Y  Y  Y Y Y  Y  
22. Read  FWd  Y    Y  Y Y Y  Y  
23. Read  NWd  Y    Y  Y Y Y  Y  
24. Copy Letters  Y          Y  
25. Write ObjName Y   Y    Y   Y Y  
26. Write Dictation   Y Y       Y Y  
27. Written PicDis Y   Y Y   Y Y  Y Y Y 
 
Key to abbreviations in Table 3.3. 
 Y = yes this function is involved in the task.  
 Pic = pictures of object,    
 Wr = writing,  Sp = heard speech,    
 Con = concept,  
 Act = action,   Wd = words,   Sen = sentences,   
 Cov = covert,   Seq = sequences,  Ovt = overt,    
 WM = working memory,    
 VSA = visuo-spatial-attention,   
 O = other executive functions such as suppressing other responses. 
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3.3.4. Self-reported measures 
The Aphasia Recovery and Therapy Questionnaire (AR&TQ) is an 
unpublished assessment of aphasia symptoms and recovery in the first weeks 
and months after their stroke. The questionnaire captures the patient’s perceived 
abilities across four language domains (speaking, understanding, reading and 
writing). For each domain the respondent must retrospectively rate their ability at 
one week, one month and one year post stroke.  
The questionnaire is scored using a 7 point scale (0 = unable to attempt, 
7 = as normal). If a patient reported themselves as in between two points, a half 
score was provided. The questionnaire is an aphasia friendly document with 
pictorial representations as well as text. When required, the examiner helps 
patients to respond, for example by reading the questions, and using a range of 
communication strategies to clarify the questions and facilitate communication.  
 
3.4. Results 
3.4.1. The most frequently impaired language task  
The language task that was most frequently impaired after RHS damage 
was auditory sentence-to-picture matching (Task 8; for stimuli details see Table 
3.4 and Figure 3.1). Even after excluding all patients with visual 
perceptual/semantic memory deficits, the incidence of impairments on the 
auditory sentence-to-picture matching task was 13% (12/93) compared to 0-9% 
(mean = 4%) on all other language tasks (see Table 3.5). In contrast, in patients 
with left-hemisphere stroke damage, the most frequently impaired task (in those 
who did not have visual perceptual impairments) was spoken picture description, 
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with an incidence of 54% (167/307) compared to 1-50% (mean = 30%) on all 
other tasks and 46% (140/307) on auditory sentence-to-picture matching.  
 
Table 3.4. The auditory sentence-to-picture matching task. 
 
Sentence 
Number 
Sentence Type 
Number of 
predicates 
Example 
1, 2, 3 NP  1 The woman is walking 
4, 5 NP VP NP A  2 The man is eating the apple 
6 NP VP PP  2 The dog is sitting on the table 
7 NP VP NP  2 The apple is under the shoe 
8, 9, 12 NP VP NP A  2 The singer hits the soldier 
10, 11 NP VP NP  P  2 The policeman is painted by the dancer 
13 NP (*PP) VP NP E  2 The shoe under the pencil is blue 
14 NP(*clause) VP NP E 2 The carpet the cat is on is red 
15 NP VP PP 2 The red pencil is under the shoe 
16 NP (*PP) VP NP  1 The flower in the cup is blue 
 
Abbreviations: NP = noun phrase, VP = verb phrase, PP = prepositional phrase, A = 
active sentence, P = passive sentence, E = embedded sentence, * = post-modifying. 
Sentences 1-6 were non-reversible, sentences 7-16 were reversible. 
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Figure 3.1. An example stimulus from the CAT auditory sentence-to-picture 
matching task 
 
The figure shows sentence number 1 from the CAT auditory sentence-to-picture 
matching task. Patients were instructed to hear a sentence (produced by the examiner), 
and selects the picture, from a set of 4, that best illustrates the sentence. The target 
sentence was “the woman is drinking” (right upper corner).   
 
To further characterise differences in performance between language 
comprehension (i.e. auditory sentence-to-picture matching task) and production 
(i.e. spoken picture description task) in left-hemisphere versus right-hemisphere 
stroke patients, a 2×2 mixed factorial ANOVA was conducted on task scores with 
Task (Production versus Comprehension) as a within-subjects factor and 
Hemisphere Damaged (Left versus Right) as a between-subjects factor (see 
Figure 3.2). I found a main effect of Hemisphere Damaged (F(1,398) = 87.70, P 
< 0.001), indicating that left-hemisphere stroke patients performed, on average 
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(mean = 58.9), significantly worse than right-hemisphere stroke patients (mean = 
66.9). The main effect of Task was not significant (F(1,398) = 2.48, P = 0.116) 
but there was a significant Hemisphere Damaged by Task interaction (F(1,398) 
= 11.26, P = 0.001). Post-hoc tests confirmed that patients with unilateral right-
hemisphere lesions had poorer language comprehension (mean = 65.8; SE = 
0.79) than production (mean = 68.0; SE = 0.88; P = 0.005), while a trend in the 
opposite direction was observed in patients with unilateral left-hemisphere 
lesions (mean Comprehension = 59.3; SE = 0.44 versus Production = 58.6; SE 
= 0.48; P = 0.066). The number of patients with impaired performance on any of 
the 27 tasks from the CAT is reported in Table 3.5.  
Figure 3.2. Mean T-scores for the comprehension and production tasks for RHS 
and LHS patients 
 
The figure shows the mean T-scores for the comprehension and productions tasks of 
the CAT for 93 patients with right hemisphere strokes (RHS) and 307 patients with left 
hemisphere strokes (LHS). Error bars represent the standard error of the mean (SE). 
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Table 3.5. Incidence of impaired performance for all right hemisphere and left 
hemisphere stroke patients. 
  RH patients LH patients 
Sections Tasks 
All 
patients 
(n = 109) 
Without 
VPI 
(n= 93) 
All  
patients   
(n = 369) 
Without 
VPI 
(n = 307) 
I.-The Cognitive Screen  
 
1. Line Bisection 12 (11%) 0 23 (6%) 0 
2. Match pic-to-pic (semantic) 8 (7%) 2 (2%) 23 (6%) 6 (2%) 
3. Recognition Memory 6 (6%) 3 (3%) 18 (5%) 10 (3%) 
 *  Memory Score 7 (6%) 0 24 (7%) 0 
 4. Word fluency 3 (3%) 1 (1%) 57 (15%) 90 (29%) 
 5. Gesture Object Use 5 (5%) 2 (2%) 28 (8%) 452(14%) 
 6. Arithmetic 1 (1%) 0 8 (2%) 3 (1%) 
II.-The Language Battery  
Comprehension 7. Match Aud word-to-pic 10 (9%) 2 (2%) 41 (11%) 54 (18%) 
 8. Match Aud sentence-to-pic 21 (19%) 12 (13%) 197 (53%) 140 (46%) 
 9. Match Aud paragraph 2 (2%) 0 32 (9%) 44(14%) 
 10.Match Written word-to-pic 16 (15%) 8 (9%) 53 (14%) 91 (30%) 
 11.Match Written sentence-to-pic 12 (11%) 2 (2%) 61 (17%) 109 (36%) 
Repetition 12.Repetition of heard words 11 (10%) 5 (5%) 59 (16%) 151(49%) 
 13.Repetition of complex words 8 (7%) 4 (4%) 56 (15%) 120 (39%) 
 14.Repetition of pseudowords 13 (12%) 7 (8%) 58 (16%) 104 (34%) 
 15.Repetition of digit strings 2 (2%) 2 (2%) 60 (16%) 125 (41%) 
 16.Repetition of sentences 2 (2%) 1 (1%) 64 (17%) 137 (45%) 
Spoken output 17.Naming objects 12 (11%) 5 (5%) 65 (18%) 146(48%) 
 18.Spoken picture description 18 (17%) 7 (8%) 219 (59%) 167 (54%) 
Reading aloud 19.Reading words 12 (11%) 3 (3%) 60 (16%) 153 (50%) 
 20.Reading complex words 8 (7%) 2 (2%) 61 (17%) 133 (43%) 
 21.Reading function words 0 0 36 (10%) 37 (12%) 
 22.Reading pseudowords  6 (6%) 1 (1%) 61 (17%) 142 (46%) 
Writing 23.Copying letters 7 (6%) 3 (3%) 25 (7%) 26 (8%) 
 24.Written picture naming 4 (4%) 0 40 (11%) 61 (20%) 
 25.Writing to dictation 10 (9%) 4 (4%) 59 (16%) 125 (41%) 
  26.Written picture description 12 (11%) 6 (6%) 58 (16%) 154 (50%) 
 
Abbreviations: RH = right-hemisphere stroke patients; LH = left-hemisphere stroke 
patients, VPI = visual perceptual impairments; * = Memory score is a combined score 
from match picture-to-picture semantic matching and recognition memory. The action 
naming task was not included in the table due to the high variability in scores across 
neurologically-normal controls (i.e. low specificity).  
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3.4.2. The most frequently impaired functional process  
In total, 12 of the 93 right-hemisphere stroke patients with normal 
perceptual skills had impaired performance on the auditory sentence-to-picture 
matching task (i.e. the most frequently impaired task). Out of 12 patients, 9 had 
consistent behavioural profiles that indicated “selective” impairments in auditory 
sentence-to-picture matching, particularly on trials with reversible sentences (see 
Table 3.6). The remainder of the study therefore sought to explain what type of 
processing impairment was causing these 9 patients to make errors when they 
matched auditory sentences, with reversible syntactic structures, to pictures. See 
Tables 3.7 and 3.8 for patient’s performance across the 27 tasks of the CAT.  
The most striking result was that all 9 patients of interest could perform the 
sentence-to-picture matching within normal limits when the stimuli were 
presented in the visual modality (Task 11) even when the visually presented 
sentences were semantically reversible. This makes it unlikely that their 
impairments matching reversible sentences to pictures in the auditory modality 
could be explained by a breakdown in processes that are shared by auditory and 
visual sentence-to-picture matching, such as syntactic processing (as proposed 
by Grodzinsky et al., 1999) or the integration of the syntactic structure of a 
sentence with semantic information (as proposed by Saffran, et al., 1998) or 
decision making (see Table 3.9 for a task analysis).  
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Table 3.6. Type of errors made by the nine patients of interest in the auditory 
sentence-to-picture matching task 
 
Type of sentences Patient ID Stim  
Loc. Non-reversible sentences P1 P2 P3 P4 P5 P6 P7 P8 P9 
1.   The woman is drinking          RU 
2.   The man is walking          LB 
3.   She is laughing          LB 
4.   The man is eating the apple          RB 
5.   The woman is painting the wall          RU 
6.   The dog is sitting on the table          LU 
Reversible sentences 
7.   The apple is under the shoe          RU 
8.   The nurse shoots the butcher          RU 
9.   The singer hits the soldier          LB 
10. The policeman is painted by the dancer          LU 
11. The butcher is chased by the nurse          RB 
12. The dancer paints the policeman          LU 
13. The shoe under the pencil is blue          RB 
14. The carpet the cat is on is red          LU 
15. The red pencil is under the shoe          LB 
16. The flower in the cup is blue          RB 
 
Type of errors made by the nine patients with selective impairments on the auditory 
sentence-to-picture matching task. Light grey denotes a score of 1 for an accurate but 
delayed response, repetition of the target by the examiner and/or self-correction. Black 
denotes a score of 0 for incorrect responses. Importantly, all incorrect responses on 
reversible sentences corresponded to instances where the subject-verb-object 
relationship was reversed. For example, in sentence number 13, patients chose 
alternative (C): The pencil under the shoe is blue. The last column shows the location in 
which the target sentences were displayed: Stim Loc = Stimulus Location; R/L = 
Right/Left; B/U = Bottom/Upper. Patients had to select a picture, from a set of 4 (2x2 
array) that best illustrated the sentence that they heard (see Figure 3.1 for an example 
stimulus). Patients Numbers 1-9 refers to the following IDs in the PLORAS database: 
PS0316, PS0383, PS0448, PS0670, PS0870, PS1172, PS1211, PS1550 and PS2627.  
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In addition, all 9 patients of interest were able to repeat nonwords and digit 
strings (tasks 14 and 15; two classic tests of speech perception and short-term 
memory). This makes it unlikely that the difficulty these patients had matching 
reversible sentences in the auditory domain were due to phonological working 
memory deficits (as proposed by Richardson et al., 2010). 
An alternative hypothesis is that greater difficulties with reversible 
sentences (during auditory sentence-to-picture matching) arose as a 
consequence of a reduction in the overall domain general processing capacity 
available for syntactic, interpretive, and task-related operations (Caplan et al., 
2007). There were not sufficient behavioural data from the 9 patients of interest 
to test this hypothesis, nor were any of the 9 patients available for further testing. 
Therefore, I used lesion analyses (in Study 2) and functional neuroimaging in 
neurologically-normal participants (Chapters 5 and 6) to explore this hypothesis 
further. Importantly, however, I was able to establish that 6 out of 9 patients of 
interest indicated that they were aware that their everyday auditory speech 
comprehension had been impaired by their stroke. See Table 3.10 for information 
on the self-assessment questionnaire. 
 
 
 
 
 
 
 
 
96 
 
Table 3.7. Performance of the patients of interest across the 6 cognitive tasks of 
the CAT 
 
Task P1 P2 P3 P4 P5 P6 P7 P8 P9 
Line Bisection 66 66 44 53 53 66 53 59 48 
Match Pic-to-Pic 60 60 60 60 60 60 60 51 47 
Recognition Memory 48 59 48 48 59 59 43 48 59 
Memory Score * 54 62 54 54 62 62 50 50 50 
Word Fluency 71 69 67 69 72 70 69 70 75 
Gesture 60 60 68 60 60 60 55 68 60 
Arithmetic 65 65 57 57 53 65 44 53 65 
 
The table displays for every patient in the group of interest the test scores on the 6 
cognitive tasks of the Comprehensive Aphasia Test (see Table 3.2 for details). * = 
Memory score is a combined score from picture-to-picture semantic matching and 
recognition memory tasks. Grey denotes impaired performance. Patients 1-9 refer to the 
following IDs in the PLORAS database: PS0316, PS0383, PS0448, PS0670, PS0870, 
PS1172, PS1211, PS1550 and PS2627.  
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Table 3.8. Performance of the 9 patients of interest on 21 CAT tasks. 
 
Task P1 P2 P3 P4 P5 P6 P7 P8 P9 
Match Aud wtASKord-to-pic 55 55 60 65 60 65 60 65 53 
Match Aud sentence-to-pic  57 58 58 58 58 58 58 60 57 
Match Aud paragraphs 60 49 60 60 49 60 60 60 49 
Match Written word-to-pic  55 59 65 65 65 65 59 51 47 
Match Written sentence-to-pic 62 64 62 65 65 64 67 59 62 
Repetition of heard words  57 57 57 65 57 57 56 57 57 
Repetition of complex words  62 62 62 62 62 62 62 62 62 
Repetition of nonwords  55 53 67 67 55 53 62 67 67 
Repetition of digit strings   55 66 55 66 55 59 55 55 59 
Repetition of sentences  63 63 63 63 63 63 63 63 63 
Naming objects  60 74 66 70 64 74 74 66 60 
Naming Actions 69 59 69 69 69 69 69 59* 69 
Spoken picture description  66 62 62 72 74 61 66 68 58 
Reading words  69 62 64 62 69 69 62 57 64 
Reading complex words  67 67 67 67 67 67 67 51 67 
Reading function words  62 62 62 62 62 62 62 49 62 
Reading nonwords 68 68 61 64 68 68 68 58 68 
Copying letters 61 61 61 61 61 61 52 61 61 
Written picture naming  67 67 62 67 67 67 58 55 67 
Writing to dictation 57 63 59 63 61 61 63 54 68 
Written picture description 68 69 67 75 75 75 68 64 70 
 
The table displays for every patient in the group of interest the test scores (i.e. T-scores) 
on the 21 language tasks of the Comprehensive Aphasia Test. Grey denotes impaired 
performance; Aud = auditory stimuli (heard speech); pic = picture. 
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Table 3.9. Task analysis comparing the auditory and visual sentence-to-picture 
matching tasks  
 
Process of interest 
Auditory 
sentence-to-picture 
matching 
Visual 
sentence-to-picture 
matching 
Auditory processing   
Visual processing   
Lexical-semantic processing   
Syntactic processing   
Working memory   
Attention (monitoring)   
Matching/Decision-making   
Finger response   
 
The levels of processing hypothesized to be required for completing the CAT sentence 
comprehension tasks. Black is used to highlight the processes that are differentially 
engaged by the auditory and visual sentence-to-picture matching tasks. Dark grey 
indicates necessary/explicit processes. Light grey signifies supporting/implicit 
processes. 
 
Table 3.10. Self-report questionnaires data for RHS and LHS patients 
 
Stroke patients  
Difficulty 
understanding       
1 week 
Difficulty 
understanding       
1 month  
Difficulty 
understanding 
1 year 
RHS patients  37/93 27/93 19/93 
Group of Interest 6/9 5/9 2/9 
LHS patients  212/290 183/290 130/290 
 
Difficulty 
speaking            
1 week 
Difficulty 
speaking            
1 month 
Difficulty 
speaking            
1 year 
RHS patients 51/93 39/93 21/93 
Group of Interest 5/9 4/9 2/9 
LHS patients 274/290 259/290 213/290 
    
The table provides a summary of the self-report data from the 93 patients with right 
hemisphere stroke (RHS) and 290 patients with left hemisphere stroke (LHS) included 
in this study. In total, 93 out of 109 RHS patients and 290 out of 369 LHS patients had 
information on the self-assessment questionnaire available. The differences in 
performance between language comprehension and production in LHS versus RHS 
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patients reported above (see Figure 3.2) were not apparent in the self-reported 
questionnaires data. 
 
3.5. Discussion 
 As previous lesion studies have shown that right hemisphere damage 
does not cause language impairments the focus of the literature to date has been 
on the role of the left hemisphere and thus much less is known about the 
contribution of the right hemisphere to language processing. This study sought to 
investigate which language task and processing level were the most frequently 
impaired following right hemisphere damage. The behavioural data from 109 
right-hemisphere stroke patients allowed me to identify a group of patients who 
had right hemisphere damage and poor scores on one or more language tasks, 
and generate hypotheses to explain what level of processing impairment (e.g. 
perceptual, semantic, syntactic or executive) might underlie their poor language 
scores. Based on the previous literature, I hypothesized that patients with right 
hemisphere damage were more likely to have impairments in speech 
comprehension than impairments in word finding or speech production. 
Previous studies have reported that the incidence of acquired language 
disorders is approximately 1-13% for right-handed right-hemisphere stroke 
patients (Alexander and Annett, 1996; Coppens et al., 2002) and 18-38% for 
right-handed left-hemisphere stroke patients (Pedersen et al., 1995). The results 
from this study are consistent with these prior studies but also show how the 
incidence of language impairments is task dependent even after controlling for 
visual perceptual/memory abilities. For patients with unilateral right-hemisphere 
damage, the highest incidence of impaired performance (13%) was recorded for 
auditory sentence-to-picture matching which tests spoken sentence 
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comprehension abilities. This cannot simply be explained in terms of task 
difficulty, because, in patients with left hemisphere damage, the most frequently 
impaired task was spoken picture description (see Table 3.5). 
By examining how the patients with right hemisphere damage and 
impaired auditory sentence-to-picture matching performed on other cognitive and 
language tasks, I identified a group of 9 patients with selective deficits who were 
not impaired on tasks that collectively place similar demands on visual and 
auditory perception, phonological, semantic, and syntactic processing and verbal 
working memory. Interestingly, 6 out of 9 patients with selective deficits indicated 
through self-reports (see Table 3.4) that they were aware of difficulties 
comprehending every day speech after their stroke. 
Analysis of the errors made by the 9 patients with selective impairments in 
the task of interest (see Table 3.6), indicated that they had most difficulty when 
auditory sentences were semantically reversible. For example, they all had 
difficulties with the sentence “The singer hits the soldier”. This short simple 
sentence is challenging to understand because when its subject-verb-object word 
order is reversed, another meaningful sentence is created: “The soldier hits the 
singer”. If the patient hears the words but does not remember the order of the 
lexical items, they may mistakenly decide that they heard the other semantically 
plausible version, in this case that “The soldier hits the singer” (pictures of both 
these interpretations are included in the response selection). A previous study 
(Caplan et al., 1996) has also reported sentence comprehension impairments 
after right hemisphere damage, particularly when sentences have complex 
syntactic structures. 
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Many previous studies have reported and investigated the particular 
challenge that semantically reversible sentences pose in those with normal, 
aphasic and developing language skills. This has led to appreciation that 
semantically reversible sentences place enhanced demands on syntactic 
processing (Grodzinsky et al., 1999), the integration of the syntactic structure of 
a sentence with semantic information (Saffran et al., 1998), phonological working 
memory (Richardson et al., 2010), and general processing capacity (Caplan et 
al., 2007). Since the patients of interest (i.e. those with selective deficits in the 
task of interest) were not impaired when they were matching visually presented 
reversible sentences-to-pictures (i.e. visual sentence-to-picture matching), I 
hypothesised that their difficulties matching auditory sentences to pictures might 
be related to instances when word order needed to be held in memory or the task 
placed high demands on executive (working memory) functions. These types of 
processing may be more heavily taxed during auditory than visual sentence-to-
picture matching, because the auditory sentences are only heard once, before 
decisions and responses are required, whereas the patients can continue reading 
the sentence while making a decision with written sentence-to-picture matching. 
Although it was not possible to assess patients’ deficits further, I concluded, that 
their difficulties with auditory sentence-to-picture matching were more likely to be 
the consequence of disrupted executive processing than impairments in linguistic 
or perceptual processing. It is also possible that mild executive-semantic 
impairments, paired with disrupted connectivity from auditory input, gives rise to 
semantic ‘access’ deficits affecting the auditory modality only (Thompson and 
Jefferies, 2013).  
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I can also discount the possibility that selective difficulties in auditory 
sentence-to-picture matching were the consequence of impaired verbal short –
term memory because these patients were not impaired on the digit span (i.e. 
repeating back a string of numbers) or nonword repetition tasks, which are both 
classic tests of verbal short-term memory and speech perception. Unlike these 
verbal short-term memory tasks, auditory sentence-to-picture matching requires 
the patient not only to hold word order in memory but to match the representation 
to one of a set of pictures with competing semantic interpretations. Together, 
verbal working memory load and picture selection may be overburdening the 
demands on general processing capacity or executive function in those patients.  
Abnormally low auditory sentence-to-picture matching scores, in the 
context of good perceptual skills (as observed in the 9 patients of interest) are 
likely to reflect impaired speech comprehension in everyday conversations, even 
if the patients were not fully aware of their own limitations. This is because the 
auditory sentence-to-picture matching task includes constructions (e.g. “the 
woman is drinking” or “the flower in the cup is blue”) mirrored in everyday relative 
clauses (Roland et al., 2007).  
3.6. Limitations  
The results of this study have generated support for the hypothesis that 
right hemisphere damage can impair sentence comprehension. The main 
limitation of this study is that the behavioural data available were not able to 
directly indicate whether selective difficulties in auditory sentence-to-picture 
matching were the consequence of impaired executive functions. Future studies 
of patients with right hemisphere damage and sentence comprehension 
impairments are therefore required to evaluate the relationship between sentence 
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comprehension and executive function. This could be achieved using 
standardised tests designed such as the Raven’s Standard Progressive Matrices 
(Raven, 2003), the Trail-Making test (Tombaugh, 2004), the Verbal Stroop test 
(Stroop, 1935), the Wisconsin Card-Sorting test (Stuss et al., 2000), and the 
Letter–Number Sequencing test to examine working memory (Wechsler, 2008). 
However, as I will demonstrate in Studies 2-4 (Chapter 4-6), the hypothesis can 
be indirectly investigated by examining how neurologically-normal participants 
typically use the regions that are damaged in patients with sentence 
comprehension impairments.   
Another point to highlight is that this study has focused only on impaired 
accuracy when right hemisphere patients were performing tasks from the 
Comprehensive Aphasia Test (Swinburn et al., 2004). Perhaps I would have been 
able to find more patients with impaired performance on the task of interest (and 
other language tasks) if I used more sensitive behavioural measures such as 
reaction times (which are not currently available from our assessments). It is 
highly likely that right hemisphere damage also impairs language processing that 
was not assessed in the current patients. For example, right hemisphere damage 
has been shown to impair prosodic components and the pragmatic aspects of 
speech (Myers, 1999; Lindell, 2006). Standardise language and communication 
assessments for use with RHS patients such as the Montreal Protocol for the 
Evaluation of Communication (Joanette et al., 2015) or the Right Hemisphere 
Language Battery (RHLB; Bryan, 1995) ), are therefore needed to evaluate more 
subtle alterations in language processing after right hemisphere injury.  
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3.7. Conclusions 
The results presented here provide some initial and needed information regarding 
the frequency of occurrence of language deficits in patients with right hemisphere 
damage after stroke. The careful analysis of the patients’ behavioural data 
allowed me to: 
(i) find the most frequently impaired language task (i.e. auditory sentence-
to-picture matching) 
(ii)  generate hypotheses to explain what level of processing impairment 
(e.g. perceptual, semantic, syntactic or executive) might explain their poor 
language scores.  
Also by investigating language performance in a large sample of left 
hemisphere patients, I discarded the possibility that language impairments in 
right-hemisphere stroke patients would only reflect differences in task difficulty. 
At the end of this study, I hypothesized that the selective difficulties in the 9 
patients of interest were likely to be the consequence of a disruption to domain-
general executive processing rather than linguistic or perceptual processing. In 
the next experimental chapters, I systematically investigate this hypothesis by 
identifying which right hemisphere regions were damaged in patients with 
selective impairments in auditory sentence-to-picture matching (lesion-deficit 
mapping) and then linking the identified regions to their normal functions using 
functional neuroimaging studies of neurologically-normal participants.  
Finally, findings from the current study offer a perspective on how and why 
language processes can be affected after RHS. They also highlight the 
importance of including detailed behavioural assessments when investigating 
cognitive functioning in brain-damaged patients.  
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CHAPTER 4: STUDY 2 
Identifying right hemisphere regions where damage 
impairs auditory sentence-to-picture matching 
 
4.1. Summary 
In my first Study (Chapter 3), I identified 9 patients who had very selective 
impairments in auditory sentence-to-picture matching after right hemisphere 
strokes. Examination of the available behavioural data suggested that these 
patients had speech comprehension difficulties that were a consequence of a 
disruption to non-linguistic (domain-general) executive processing rather than 
linguistic or perceptual processing.  
The aim of my second study was to investigate the lesion sites of the 9 
patients identified in Study 1. First, I used voxel-based lesion-deficit analyses to 
find the regions that were significantly more damaged in the 9 patients with 
selective auditory sentence-to-picture matching impairments compared to other 
patients with right hemisphere damage who did not have auditory sentence-to-
picture matching impairments. Then, in post-hoc tests, I determined how 
frequently damage to the identified regions was observed in other patients with 
and without auditory sentence-to-picture matching impairments, and whether the 
effect of the lesions was typical or atypical.  
I found that 6 out of the 9 patients with selective deficits in auditory 
sentence-to-picture matching (4 of whom also self-reported speech 
comprehension deficits) had significantly more damage to dorsal parts of the 
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superior longitudinal fasciculus impinging on the right inferior frontal sulcus 
compared to other patients without auditory sentence-to-picture matching 
impairments. The remaining three patients had relatively small subcortical lesions 
in the vicinity of the right putamen, thalamus and caudate. The results of this 
study therefore identify a set of right hemisphere regions where damage can 
impair speech comprehension. Having identified these regions, their function 
(e.g. linguistic or executive) can be investigated using functional neuroimaging in 
neurologically-normal participants (Chapters 5 and 6).  
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4.2. Introduction 
In Study 1, I identified 9 patients who had auditory sentence-to-picture 
matching impairments in the context of preserved performance on other tasks 
that placed similar demand on perceptual, semantic, phonological and syntactic 
processing. Therefore, I concluded that the selective impairments in these 
patients were explained by domain-general executive processing that contribute 
to auditory sentence-to-picture matching and may also be important for other 
cognitive tasks that were not part of the behavioural assessment used in Study 
1. 
The aim of the current study was to identify which right hemisphere regions 
were damaged in the 9 patients from Study 1 who had selective impairments in 
the auditory sentence-to-picture matching task. The function of the regions 
identified here can then be investigated in subsequent fMRI studies of 
neurologically-normal participants.   
The right hemisphere lesions that selectively impaired auditory sentence-
to-picture matching were investigated in four successive steps. First, I used voxel-
based morphometry (VBM) to assess lesion-deficit relationships and identify the 
regions where damage was significantly greater in the group of 9 patients of 
interest compared to a group of 75 control patients who had right hemisphere 
damage that did not result in impaired auditory sentence to picture matching. This 
group comparison identifies regions that are more damaged in the group of 
interest than the control group but significant results cannot necessarily be 
interpreted to imply that the identified regions are either (i) damaged in all patients 
of interest or (ii) preserved in all control patients. In the second step, I conducted 
post-hoc tests to examine how frequently the regions identified by VBM were 
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observed in the 9 patients of interest. In the third step, I investigated which right 
hemisphere regions were damaged in patients of interest who did not have 
damage to the regions identified with VBM. These additional lesions (sparing the 
VBM regions) might either be rare but consistently cause speech comprehension 
deficits or they might be common but seldom cause speech comprehension 
deficits. The final (fourth) step examined how frequently the VBM and additional 
regions were damaged in the control non-impaired group. Based on prior 
evidence showing that the association between lesion site and deficit is 
inconsistent across left-hemisphere stroke patients (Gajardo-Vidal et al., 2018), I 
expect to find inconsistent lesion-deficit mappings after right hemisphere 
damage.   
4.2.1. Speech comprehension and domain-general executive functions 
in the right hemisphere 
Although prior studies have suggested that right hemisphere damage may 
cause subtle deficits in comprehending language (Beeman and Chiarello, 1998; 
Bookheimer, 2002), right hemisphere regions that might be critical for speech 
comprehension have not yet been identified. For example, Caplan et al. (1996) 
reported sentence comprehension impairments after right hemisphere damage, 
particularly when sentences have complex syntactic structure; they did not, 
however, identify any right hemisphere lesion site associated with the deficit of 
interest. Dewarrat and colleagues (2009), suggested that damage to the right but 
not left inferior frontal gyrus induced speech comprehension disorders in the 
acute stage after stroke, however, their conclusions were mainly based on the 
analysis of data from left rather than right-handed right-hemisphere stroke 
patients, which may suggest atypical language lateralisation in those subjects.  
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Evidence from functional neuroimaging studies of neurologically-normal 
subjects has typically shown that the right hemisphere is less strongly activated 
by sentence comprehension than the left hemisphere (Indefrey et al., 2001). 
Nevertheless, demanding sentence comprehension tasks activate both the left 
and right hemispheres. For example, Xu et al. (2005) examined brain responses 
to individual sentences, and connected narratives and found that, as task 
complexity increased, activation became increasingly bilateral in many brain 
regions, including perisylvian, extrasylvian, and premotor cortical areas and the 
cerebellum. Meyer et al. (2000) provided further evidence for this claim by 
showing that activation in the right inferior frontal gyrus (pars opercularis and pars 
triangularis) and the right temporal transverse gyrus increased with task demand 
when subjects had to mentally transform ungrammatical sentences into 
grammatical ones - but not when they had to perform grammaticality judgments.   
On the other hand, a great deal of evidence has suggested that the right 
hemisphere is also part of a bilateral domain-general cognitive control network. 
This system includes (i) a fronto-parietal control network (involved in executive 
attention; Hampshire et al., 2010; 2012), and (ii) a cingulo-opercular network 
(involved in cognitive control; Geranmayeh et al., 2014), with right dorsolateral 
prefrontal cortex (within the inferior frontal cortex) playing a crucial role in 
cognitive control and inhibitory processing (Duncan, 2010; Aron et al., 2014). One 
dominant view is that a set of these regions can rapidly adapt to exert top-down 
control during a wide range of tasks (Duncan, 2010; 2013) including language 
(Fedorenko, 2014; Fedorenko and Thompson-Schill, 2014). For example, in a 
meta-analysis of 59 studies reporting right hemisphere activation during language 
tasks, Vigneau and colleagues (2011) concluded that right frontal activation (in 
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addition to many other regions) reflected the recruitment of attentional and 
working memory functions needed to perform language tasks (Vigneau et al., 
2011).  
In summary, the review of the literature does not clearly demonstrate 
which right hemisphere regions are associated with persistent impairments in 
sentence comprehension or domain-general executive processes. Therefore, the 
current study aimed to: (i) identify the right hemisphere regions damaged in stroke 
patients who have selective impairments in the auditory sentence-to-picture 
matching task (defined in Study 1), and (ii) determine how frequently damage to 
the identified right hemisphere regions was observed in other patients and thus, 
to establish whether the effect of the lesion sites was typical or atypical. By 
determining the frequency with which the identified regions were damaged in 
other patients, I will be able to single out any unexplained patients that can be 
used to detect additional lesion sites associated with the deficit of interest.   
4.2.1. Hypotheses 
(i) In the context of distributed neural networks, whereby multiple brain 
regions contribute to any given cognitive function, damage to any part of the 
sentence comprehension system might impair the function of interest. Therefore, 
I would expect that selective deficits in the auditory sentence-to-picture matching 
task will be associated with anatomically distinct right (and left) hemisphere lesion 
sites. 
(ii) As the extent to which the right hemisphere is involved in language 
varies across neurologically-normal participants (see Bozic et al., 2010), and the 
effect of left hemisphere lesions have been shown to be very inconsistent 
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(Gajardo-Vidal et al., 2018), I hypothesised that there would also be high inter-
patient variability in the effect of right hemisphere damage on auditory sentence-
to-picture matching scores.   
4.3. Methods 
4.3.1. Patient selection criteria 
This study focused on a subset of 84 right-hemisphere stroke patients (32 
females) aged between 23 and 86 years old (Mean = 58.2, SD = 13.1) from the 
full sample of 109 patients included in Study 1 (Chapter 3). The 84 patients 
included in this study were split into those who had: 
(i) Selective deficits in the auditory sentence-to-picture matching task (“the 
group of interest”; n = 9) and; 
(ii) Non-impaired performance on the auditory sentence-to-picture 
matching task (“the control group”; n = 75).  
All 84 patients had normal performance on the following tasks from the 
Comprehensive Aphasia Test (CAT): (a) line bisection, semantic matching and 
recognition memory (part of the cognitive screen of the CAT); (b) repetition of 
nonwords and digit strings (classic tests of speech perception and verbal short-
term memory); and (c) the visual sentence-to-picture matching task (see Chapter 
3 for exclusion criteria). Table 4.1 provides demographic information for all 
participants.  
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Table 4.1. Summary of demographics details for 84 RHS patients included in this 
study. 
 
Demographic details 
 
All RH  
Patients  
N = 84 
Group of 
interest 
N = 9 
Control 
Patients  
N = 75 
Age at scan (years) 
Mean 58.2 
8.212.7 
72.3 56.5 
SD 13.1 8.2 12.6 
Minimum 86.9 61.8 23.1 
Maximum 23.1 86.9 80.3 
Years since stroke 
Mean 3.1 4.4 3.0 
SD 2.1 1.8 2.1 
Minimum 0.3 1.6 0.3 
Maximum 9.2 7.9 9.2 
Years of education 
Mean 15.0 14.1 15.1 
SD 2.9 3.7 2.8 
Minimum 11.0 12.0 11.0 
Maximum 22.0 22.0 22.0 
Gender 
Number of females 32 2 30 
Number of males 52 7 45 
 
4.3.2. MRI data acquisition and lesion identification 
T1-weighted high resolution anatomical whole-brain volumes were 
available for all patients (n = 84). Three different MRI scanners (Siemens 
Healthcare, Erlangen, Germany) were used to acquire the structural images: 45 
patients were imaged on a 3T Trio scanner, 15 on a 1.5T Sonata scanner, and 
24 on a 1.5T Avanto scanner. Each of these T1-weighted images was then 
submitted to our fully automated lesion identification procedure for lesion 
detection and delineation (see below for details).  
All T1-weighted images were converted to 3D lesion images in standard 
MNI space as described in Seghier et al. (2008). Two types of 3D lesion images 
were obtained from our automated lesion identification procedure: (i) a fuzzy 
lesion image and (ii) a binary lesion image – used here to delineate the lesions, 
to estimate lesion volume, and to generate lesion overlap maps. Scanning 
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parameters and preprocessing steps of the imaging data are described in the 
general methods chapter (Chapter 2). 
The presence of a lesion and lesion volume were based on binary lesion 
images generated by thresholding the fuzzy images. The threshold used to 
convert the fuzzy to binary images was 0.3 as recommended in Seghier et al. 
(2008). Each binary lesion image was visually inspected by the operator. The 
boundaries of the lesion may differ slightly from what is seen by eye but provide 
an objective rather than subjective measure of structural abnormality. There is no 
gold standard of true abnormality. As a result classification errors are treated as 
“noise” in the analysis and therefore bias towards false negatives rather than false 
positives.    
4.3.3. Lesion-deficit analysis 
There were four steps to my lesion-deficit analysis. These are described 
in detail below and illustrated in Figure 4.1. 
Step 1: Voxel based morphometry (VBM) 
The first step of my lesion-deficit analysis (Step 1), used voxel-based 
morphometry (VBM, Ashburner and Friston, 2000; Mummery et al., 2000) 
implemented in SPM12 with, an unequal variance two sample t-test, to identify 
which regions were significantly more damaged in the 9 patients of interest (those 
with selective impairments to the auditory sentence-to-picture matching task) 
compared to the 75 non-impaired control patients. As in Price et al. (2010), 
Gajardo-Vidal et al. (2018) and Lorca-Puls et al. (2018), the lesion images 
entered into the VBM analysis were continuous measurements of structural 
“abnormality” at each and every voxel. The advantages of utilising the fuzzy 
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lesion images are that they: (i) provide a quantitative measure of the degree of 
abnormality, at each and every voxel of the brain, relative to neurologically-
normal controls; (ii) are based on a spatial normalisation and an accurate tissue 
segmentation with minimal misclassification; (iii) combine grey and white matter 
into one image which allows the whole brain to be considered in each analysis 
(see Seghier et al., 2008 for more details).  
The analysis included lesion volume as a covariate of no-interest and the 
search volume was limited to voxels that were classified as lesioned in at least 
five patients (as in Fridriksson et al., 2016; for rationale, see Sperber and Karnath, 
2017). Given that large lesions are more likely to damage critical regions, the 
inclusion of lesion of volume as a covariate of no interest in voxel-based analyses 
might have a negative impact on the identification of lesion-deficit associations 
(for more details, see Butler et al., 2014). Firstly, I performed the same analysis 
after removing the lesion volume regressor. In a second and third analysis, I 
controlled for age as a confound that could have influenced the results of my 
lesion-deficit analysis. The reason for this is that the group of interest was 
significantly older (mean = 72.3, SD = 8.2) compared to the control group (mean 
= 56.5, SD = 12.6; p < 0.001). I therefore performed two separate analyses (i.e. 
analyses 2 and 3), where I firstly included age as an additional covariate of no 
interest; and secondly I statistically matched the group of interest and the control 
group for age by including 9 and 40 patients (instead of 9 and 75 patients) in the 
voxel-based lesion-deficit analysis. 
The statistical output from the comparison of brain structure in the group 
of interest versus the control group was thresholded at p < 0.05 after family-wise 
error (FWE) correction for multiple comparisons across the whole search volume 
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(estimated using random field theory as implemented in SPM; Flandin and 
Friston, 2015). Having identified a significant lesion-deficit, I then examined the 
extent of the effect at a voxel-level threshold of p < 0.001 uncorrected, p < 0.05 
FWE-corrected cluster-level. All voxels that met these criteria became our “VBM 
region”. Within this region, I report the x,y,z MNI co-ordinates corresponding to 
the peak Z scores.   
Step 2: How frequently are the VBM regions damaged in the 9 patients with 
auditory sentence-picture matching difficulties? 
After running the VBM analysis, the second step of my lesion-deficit 
analysis (Step 2) examined (i) how frequently the regions identified from the VBM 
analyses (henceforth “VBM regions”) were damaged in the 9 patients of interest; 
and (ii) how much of the VBM regions were damaged (measured in percentage) 
in each of the 9 patients.  
For those who did not have damage to the regions identified by VBM, I 
created a lesion overlap map to examine whether patients with selective deficits 
who preserved the VBM regions had damage to different regions (i.e. no lesion 
overlap) or to the same regions (i.e. lesion overlap).  
If this lesion overlap map showed any regions that were damaged in more 
than one patient, I planned to repeat Steps 1 and 2 above. Repeating Step 1 
involved a second VBM analysis that compared (i) all the patients who had 
auditory sentence-to-picture matching impairments with lesions that spared the 
regions identified in the VBM analysis to (ii) all the patients in the control group 
(who do not have auditory sentence-to-picture matching impairments). This might 
identify regions that were missed in the first VBM analysis due to false negatives 
rather than false positives. Specifically, Gajardo-Vidal and colleagues (2018) 
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showed that univariate voxel-based analyses might not detect some or all of the 
lesion-deficit mappings when the same deficit can be the consequence of multiple 
lesion sites (i.e. distributed processing). Importantly, the authors also 
demonstrated that some of the missed effects can be unveiled by adopting an 
iterative approach that repeats the same lesion-deficit analysis multiple times 
while systematically excluding patients with damage to regions identified in 
previous steps. 
Repeating Step 2, involved (i) examining how many of the patients of 
interest in the second VBM analysis had damage to regions identified by the 
second VBM analysis and (ii) whether there was any overlap in the lesion sites in 
patients who did not have damage to regions identified in either VBM analysis 1 
or VBM analysis 2. I planned to iteratively repeat Steps 1 and 2, until the VBM 
analysis revealed no significant effects (Gajardo-Vidal et al., 2018). Given that 
there were only 9 patients of interest, I did not expect many iterations and would 
not have been surprised if there was insufficient power to detect significant effects 
in VBM analysis 1 (Lorca-Puls et al., 2018). 
Step 3: Regions not detected by VBM 
When the iterative VBM analyses revealed no significant effects, the third 
step of my lesion-deficit analysis (Step 3) examined the lesion sites in each 
patient who had auditory sentence-to-picture matching impairments but did not 
have damage that was identified by VBM. The full extent of damage (i.e. the 3D 
binary lesion image) in each of these patients became a “non-VBM region of 
interest”. By using the full extent of damage, I ensured that all the parts that 
contribute to the deficit were accounted for.  
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Step 4: How frequently are the lesion sites associated with auditory 
sentence-to-picture matching impairments damaged in the control group 
Finally, in Step 4, I examined (i) how frequently the VBM and non-VBM 
regions of interest were damaged in the control group (who did not have impaired 
auditory sentence-to-picture matching) and (ii) the proportion of damage to the 
VBM region in each of the control patients.   
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Figure 4.1. The four-step approach for lesion-deficit identification 
 
 
The figure shows the four-step approach that was used in the current study for lesion-
deficit identification. 
 
4.4. Results 
 The lesion overlap maps of the 9 patients of interest (those with impaired 
auditory sentence-to-picture matching and preserved cognitive skills) and 75 
patients from the non-impaired control group are illustrated in Figure 4.2. The 
lesion sites of the 9 patients of interest are shown in Figure 4.4. 
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Figure 4.2. The lesion overlap map of the 9 patients of interest and 75 control 
patients. 
 
(A) The top row shows the lesion overlap map for the 9 patients of interest with selective 
impairments in the auditory sentence-to-picture matching task. The area of maximum 
lesion overlap was 7/9 (78%). 
(B) The bottom row shows the lesion overlap map for the 75 non-impaired control 
patients (i.e. those who had spared performance on the auditory sentence-to-picture 
matching task). The area of maximum lesion overlap was 42/75 (56%). The colour bar 
on the bottom indicates the percentage (0-75%) of patients who have a lesion including 
that particular voxel.  
 
4.4.1. Lesion analysis Step 1 
 The VBM analysis (see Methods for details) yielded one significant cluster 
(782 contiguous voxels) centred on the dorsal aspect of the superior longitudinal 
fasciculus at peak co-ordinates +22, +8, +40 and impinging on the inferior frontal 
sulcus at co-ordinates +32, +4, +34. This region is referred to as the “VBM region” 
(see Figure 4.3 and Table 4.2). The same analysis was repeated three times (i) 
first, without including lesion volume as a covariate of no-interest (see Methods) 
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(ii) second, including age as a covariate of no interest and (iii) third, after matching 
the group of interest and the control group for age. For all the performed 
replications virtually the same lesion-deficit associations were identified. 
Henceforth, I focus on the results of the first VBM analysis that factored out linear 
effects from lesion size (see Figure 4.3 and Table 4.2). 
 
Table 4.2. Location and significance of voxel-based analysis for Study 2 
Contrast of interest  Region k x y z Z-score P FWE-corr 
Main analysis:  
Group of Interest  > 
Control Group 
(with lesion volume) 
R Fronto-Parietal 
white matter 
782 22 8 40 6.7 < 0.05 
R Inferior Frontal 
sulcus (IFS) 
 32 4 34 3.3  
Analysis 1:  
Group of Interest  > 
Control Group  
(without lesion volume) 
R Frontal 
white matter 
411 22 8 40 6.0 < 0.05 
R Inferior Frontal 
sulcus (IFS) 
 30 2 36 3.9  
R Parietal  
white matter 
117 26 -32 36 4.5 < 0.05 
Analysis 2: 
Group of Interest > 
Control Group  
(with lesion volume and 
age as covariates) 
R Frontal 
white matter 
902 22 8 40 6.0 < 0.05 
R Inferior Frontal 
sulcus (IFS) 
 30 4 34 3.8  
Analysis 3 
Group of Interest > 
Control Group  
(statiscally matched by 
age) 
R Frontal 
white matter 
232 22 6 40 5.3 < 0.05 
R Parietal  
white matter 
292 34  -32 20 4.0 < 0.05 
 
Abbreviations: R = right hemisphere; x y z = MNI coordinates, PFWE-corr = p-value 
corrected (family-wise error correction) for multiple comparisons across the whole search 
volume, k = region extent. 
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Figure 4.3. The VBM region of interest 
 
(A) The top row shows the region identified (in red) in the voxel-based lesion-deficit 
mapping analysis (“the VBM region of interest), where the lesion sites of the 9 patients 
of interest were compared with the lesion sites of 75 control subjects (non-impaired 
performance on the task of interest). Numbers below indicate the corresponding MNI co-
ordinates.  
(B) The bottom row shows the region identified (in blue, yellow and cyan) when I 
repeated the same VBM analysis after removing the lesion volume regressor, including 
age a as covariate of no interest and matching the group of interest with the control group 
for age. 
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4.4.2. Lesion analysis Step 2 
 Here I examined the frequency of damage to the VBM region in the 9 
patients with selective deficits in the auditory sentence-picture matching task. The 
proportion of the VBM region that was damaged in each of the 9 patients of 
interest was: 100%, 100%, 98%, 86%, 84%, 71%, 0%, 0% and 0%. In other 
words, 6/9 of the patients of interest had more than 70% damage to the VBM 
region. See Figure 4.4 for the Individual T1-weighted scans for the 9 patients of 
interest. 
The lesion overlap of the 3 patients with no damage to the VBM region 
showed that the lesion sites of two patients overlapped in a small area centred 
on the right mediodorsal thalamus and right posterior putamen (see Figure 4.5). 
I therefore repeated Step 1 by running a second VBM analysis where I compared 
the lesion sites of the 3 patients of interest with no damage to the VBM region 
(identified in Step 1) to the lesion sites of the 75 non-impaired control patients. 
As expected, no other significant voxels were identified at FWE-corrected p 
values and therefore my VBM analysis stopped here (see Methods for details). 
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4.4.3. Lesion analysis Step 3 
All the 3 patients where the VBM region was completely preserved (0% 
damage) had relatively small lesions (i.e. non-VBM regions A, B and C in Figure 
4.5). Non-VBM region A (1.97 cm3) included parts of the right dorsolateral 
putamen, caudate and globus pallidus. Non-VBM region B (12.7 cm3) included 
portions of the right dorsolateral putamen, right caudate, mediodorsal thalamus, 
posterior insular cortex and surrounding white matter. Non-VBM region C (25.6 
cm3) included the posterior middle temporal lobe.  
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Figure 4.4. Individual T1-weighted scans for the 9 patients of interest 
 
The figure shows the extent of the lesion sites in MNI space of the 9 patients of interest 
in coronal views of the normalised high-resolution T1-weighted images. The first two 
rows show the patients with damage to the VBM-region at y = 3. The last row shows the 
two patients with focal damage to subcortical regions (P5 and P9) and the patient with 
damage to the right posterior temporal lobe (P6). 
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4.4.4. Lesion analysis Step 4  
 Finally, I examined how frequently the VBM and non-VBM regions (from 
Steps 1 and 3) were damaged in the control group (who did not have impaired 
auditory sentence-to-picture matching).  
i. I found that only 3/75 (4%) patients from the control group had more than 
70% damage to the VBM region (compared to 67% (6/9) of the patients of 
interest).  
ii. Non-VBM region A was more than 95% damaged in 14/75 (19%) control 
patients compared to 33% (3/9) patients of interest.  
iii. Non-VBM region B was more than 95% damaged in 5/75 (7%) control 
patients, compared to 33% (3/9) patients of interest. The overlap between 
non-VBM regions A&B was more than 95% damaged in 20/75 (27%) 
controls patients compared to 4/9 (44%) patients of interest. The overlap 
between these regions was not considered further. 
iv. Non-VBM region C was rare and only damaged in the patient of interest 
defining it, and therefore it was not considered in further experimental 
chapters.  
Taking into account all regions of interest together (VBM and non-VBM), 
above threshold damage was observed in a total of 14/75 patients in the control 
group (see Table 4.3). 
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Figure 4.5. Non-VBM regions A, B and C 
 
 
The figure shows the “non-VBM regions A, B and C” identified in 3 patients with selective 
impairments in the auditory sentence-to-picture matching task and no damage to the 
VBM region (see Table 4.3). The bottom row shows the overlap (in orange) between the 
non-VBM regions A and B. Numbers below indicate the corresponding MNI co-ordinates. 
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Table 4.3. Clinical and behavioural characteristics of patients with impaired 
performance on the task of interest and/or extensive damage to the identified 
regions of interest  
 
 
ID 
Years 
since 
strok
e 
Age 
at 
scan 
Lesion 
size 
(cm³) 
% 
Damage  
VBM 
region 
% 
Damage  
region  
A 
% 
Damage  
region  
B  
% 
Damage 
overlap 
regions 
A & B 
% 
Damage 
region  
C 
Aud 
Sent-
Pic  
G
ro
u
p
 o
f 
In
te
re
s
t 
PS2627 1.60 74.36 1.97 0 100* 4 100 0 58 
PS0870 5.17 64.08 12.72 0 24 100* 100 0 58 
PS1172 2.61 75.11 25.62 0 0 0 0 100* 57 
PS0316 5.18 61.82 65.30 98 20 11 0 0 58 
PS0670 3.14 80.5 86.07 100 74 39 72 0 58 
PS0383 5.35 72.2 141.32 100 100 100 100 0 58 
PS0448 7.91 86.85 89.93 86 100 97 100 1 58 
PS1550 4.33 63.59 35.18 84 37 35 24 0 60 
PS1211 3.99 72.15 61.31 71 9 2 0 3 57 
C
o
n
tr
o
l 
G
ro
u
p
 
PS0195 6.15 58.31 195.14 100 100 100 100 0 72 
PS0544 5.79 66.81 266.75 100 100 99 100 0 65 
PS0607 5.04 62.59 204.71 70 100 100 100 0 65 
PS1763 1.53 60.95 95.77 60 100 61 100 0 65 
PS1003 2.17 49.88 150.96 32 100 96 100 0 65 
PS0402 4.92 52.19 88.70 32 100 73 100 2 72 
PS2127 2.73 41.01 55.74 31 98 62 97 1 63 
PS0037 2.95 80.33 54.54 31 96 76 98 0 72 
PS2321 4.47 46.08 70.25 16 100 98 100 0 63 
PS0093 4.88 57.53 53.70 1 100 94 100 0 65 
PS0682 2.49 54.42 29.67 0 100 78 100 0 72 
PS0028 3.08 58.76 10.93 0 100 55 100 0 72 
PS0004 0.30 36.19 17.26 0 96 51 91 0 72 
PS1190 0.80 25.36 26.52 0 95 73 98 0 72 
 PS2280 3.29 56.74 11.31 0 94 54 100 0 65 
 PS0669 6.01 68.04 24.67 7 93 81 100 0 72 
 PS0942 2.35 42.39 12.80 0 93 60 100 0 61 
 PS1081 1.78 63.75 10.85 0 78 61 100 0 63 
 PS0993 5.59 74.99 120.92 22 70 83 98 3 65 
 PS0294 8.10 68.03 37.86 13 42 84 98 0 72 
 Total number impaired (task of interest)   9 
 Total number with substantial damage to VBM and non-VBM regions    29 
 
The table displays for 29 right-hemisphere stroke patients the degree of damage to the 
ROIs (i.e. VBM and non-VBM regions) as well as the test scores on the auditory 
sentence-to-picture matching task from the CAT. For the auditory sentence-to-picture 
matching (Aud Sent-Pic) task, a total T-score equal to or below 60 signals impaired 
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performance. * = patients with small lesions and no damage to the VBM region where 
regions A, B and C were identified. 
 
4.5. Discussion 
There are only a few studies that have mapped language deficits onto 
lesions in the right hemisphere but findings from those studies were based on 
left- rather than right-handed right-hemisphere stroke patients (Basso et al., 
1990; Dewarrat et al., 2009). The present study sought to identify right 
hemisphere regions associated with selective deficits in auditory sentence-to-
picture matching in the 9 patients of interest identified in Study 1 (Chapter 3). 
A four-step approach was used to investigate the right hemisphere lesions 
that selectively impaired auditory sentence-to-picture matching. First, a voxel-
based lesion-deficit analysis was used to identify the first region (“the VBM 
region”) which included dorsal aspects of the superior longitudinal fasciculus 
impinging on the inferior frontal sulcus. Second, post-hoc analyses tested how 
frequently the VBM region was damaged in those with auditory sentence-to-
picture matching impairments. This revealed that 6/9 patients had damage to the 
VBM region but 3/9 patients preserved the VBM region. The third step identified 
two additional regions (the non-VBM regions of interest A and B) that primarily 
involved right subcortical regions (in the vicinity of the caudate, putamen and 
mediodorsal thalamus), and a third region (involving the right temporal lobe) that 
was rare and only damaged in the patient of interest defining it. Finally, 
examination of the frequency of the identified regions in the control group showed 
that damage to either of these regions was associated with impaired performance 
on the auditory sentence-to-picture matching task in less than 50% of the cases. 
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Altogether, I identified three distinct regions of interest (i.e. the VBM region 
and non-VBM regions A and B) associated with selective deficits in auditory 
sentence-to-picture matching. And, as expected (see above), high across-subject 
variability was observed in the extent to which damage to these right hemisphere 
regions was associated with impaired performance on the task of interest. In what 
follows, I will discuss previous literature showing (i) how damage to the identified 
right hemisphere regions can affect behaviour, and (ii) inter-patient variability 
when deficits are mapped onto discrete lesion sites. 
4.5.1. Damage to the right superior longitudinal fasciculus and inferior 
frontal gyrus 
Damage to right fronto-parietal white matter has previously been related 
to difficulties in sustained attention tasks (expressed in longer reaction times; 
Klarborg et al., 2013). Further evidence has associated damage to the right 
superior longitudinal fasciculus in the inferior parietal lobe with (i) visuospatial 
attention deficits (i.e. hemispatial neglect; Shinoura et al., 2009; Thiebaut de 
Schotten et al., 2014), and (ii) stuttering severity (Neef et al., 2018). Of particular 
relevance to my findings, I note that damage to the right ventrolateral prefrontal 
cortex (i.e. BA 44-45 and 47) has been related to difficulties in inhibiting 
responses, task coordination, attentional control, and working memory (Courtney 
et al., 1998a, b; Aron et al., 2004, 2014; Hampshire et al., 2010). Interestingly, a 
recent study of 132 stroke patients that used multivariate machine learning 
algorithms to correlate different behavioural measures with damaged voxels, 
found that the right inferior frontal gyrus was part of a distributed and bilateral 
language network (Corbetta et al., 2015). 
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4.5.2. Damage to right subcortical regions  
Lesion studies have reported executive processing difficulties after focal 
damage to the right basal ganglia (Giroud et al., 1997; Newsome et al., 2015) 
while damage to the right thalamus has been reported to produce memory 
difficulties along with transient impairments in language processing and visual 
perception (Schmahmann and Pandya, 2008). Studies of patients with 
Parkinson's disease have added more evidence by associating bilateral damage 
to the putamen and caudate with executive and cognitive control difficulties 
(Skeel et al., 2001), while unilateral damage to the putamen (either right- or left-
side) has also been related to executive dysfunction, particularly after disruption 
to the dorsolateral-striato-pallido-thalamic circuit (Kokubo et al., 2015). These 
observations are in line with previous functional neuroimaging studies showing 
that right basal ganglia activity plays an inhibitory role, by suppressing or 
lessening the activation of the non-dominant right frontal cortex (Crosson et al., 
2003).  
Together, the evidence is consistent with the role of the right subcortical 
regions in a distributed neural network that supports executive/cognitive control 
processes. It is therefore not surprising that these regions contribute to more 
demanding language tasks - such as the comprehension of reversed sentences 
(see Chapter 3). However, further investigation is still needed to show that the 
regions that contribute to the comprehension of reversible sentences (i.e. during 
language processing) are the same as the regions that contribute to non-linguistic 
executive processing.   
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4.5.3. Inter-patient variability after right hemisphere damage  
The four step lesion-deficit analysis identified a set of regions that were 
completely or partially damaged in the patients who had auditory sentence-to-
picture matching impairments. However, Step 4 of this analysis showed that 
damage to the identified regions was also observed in 14/75 of those who did not 
have auditory sentence-to-picture matching impairments. In other words, there 
was inter-patient variability in the effect of damage to these right hemisphere 
regions. Similar observations have also been made when considering the effect 
of damage to left hemisphere regions (Corbetta et al., 2015; Gajardo-Vidal et al., 
2018). 
Plausibly, damage to the VBM and non-VBM regions identified in this study 
might have been more consistently associated with impaired sentence 
comprehension if all the patients had been tested earlier after their stroke. 
Unfortunately, the data were not available to test this hypothesis. Alternatively, 
the effect of damage to the VBM and non-VBM regions identified here might 
reflect pre-morbid differences in the degree to which the patients used the right 
hemisphere for language. This is in line with prior explanations of inter-subject 
variability in the contribution that the right hemisphere makes to language 
processing in neurologically-normal right-handed subjects (Knecht et al., 2000; 
Toga and Thompson, 2003; Josse et al., 2009; Seghier et al., 2011; Forkel et al., 
2014); see Chapters 1 and 7 for detailed discussion. 
4.6. Limitations and future directions 
This study identified right hemisphere regions that are damaged in patients 
with selective deficits on the auditory sentence-to-picture matching task, 
however, it cannot fully discount the possibility that the patients had atypical 
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functional anatomy for sentence comprehension. What it can show is that 
damage to these regions is not infrequently associated with sentence 
comprehension impairments. To establish whether the regions identified in this 
study are normally involved in sentence comprehension, I examined (in my next 
experimental chapters) how they responded when neurologically-normal 
participants were performing sentence comprehension and other language tasks 
(see Chapter 5). I also examined how these regions responded when participants 
were engaged in one-back matching tasks that increase the demands on domain-
general working memory (see Chapter 6). 
A second limitation of this study is the lack of spatial specificity of lesion-
deficit mappings derived from stroke patients, which does not allow me to 
demonstrate that the regions identified in the lesion-deficit analysis are exactly 
the same as the regions that have been reported in previous studies of language 
processing or executive functions. This is because naturally occurring lesions are 
not limited to functional boundaries and may therefore conflate critical regions 
with areas that are susceptible to vascular damage (see Mah et al., 2014; Price 
et al., 2017). Of note, some of the regions of interest identified in this study (i.e. 
right subcortical regions) have been found to be frequently damaged in right-
hemisphere stroke patients - which is not surprising considering that lesion 
topography in middle cerebral artery infarcts is mainly determined by the 
architecture of the vascular tree (see Sperber and Karnath, 2016). I will address 
the limitations identified above in Chapters 5 and 6 by (i) using regions of interest 
from the current study to report activation during sentence comprehension and 
other language tasks and (ii) testing whether there is a correspondence between 
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the results of the lesion-deficit analysis reported here and the activation peaks 
observed during functional neuroimaging of neurologically-normal participants. 
4.7. Conclusions 
By focusing on a carefully selected group of 9 patients who had the most 
consistent language impairment after RHS, the current study showed that the 
patients of interest had significantly more damage to dorsal parts of the superior 
longitudinal fasciculus and right inferior frontal sulcus than other patients who 
also had RHS but were not impaired on the auditory sentence-to-picture matching 
task. Post-hoc tests showed how frequently damage to the identified regions was 
observed in other patients with and without auditory sentence-to-picture matching 
impairments, and whether the effect of the lesions was commonly observed or 
not. I found that damage to these right hemisphere regions was associated with 
deficits in the auditory sentence-to-picture matching task in less than 50% of the 
cases. Plausibly this could reflect across-subject variability in lesion-deficit 
mappings, as previously reported in studies of left-hemisphere stroke patients 
(see Chapter 7 for discussion). 
 From a neural network perspective, whereby multiple regions contribute to 
any given function, this study identified a set of three right hemisphere regions 
(the VBM region and non-VBM regions A and B) where damage can selectively 
impair auditory sentence-to-picture matching. The results of the lesion analyses 
can therefore inform subsequent fMRI studies (Chapter 5 and 6) by providing 
regions of interest for investigations of how the right hemisphere responds to 
language and executive processing in neurologically-normal subjects.  
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CHAPTER 5: STUDY 3 
Which parts of the regions identified in Study 2 are 
involved in normal sentence comprehension? 
5.1. Summary 
The aim of the current functional MRI study was to investigate whether any 
parts of the right hemisphere regions associated with impaired sentence 
comprehension in Study 2 (Chapter 4) were activated when neurologically-
normal participants performed similar language tasks to those administered to 
RHS patients in Study 1 (including the auditory sentence-to-picture matching 
task). This allowed me to (a) identify which parts of the regions of interest, if any, 
contribute to auditory sentence-to-picture matching and (b) determine the 
functional role of these regions by examining their response during different 
task/conditions that factorially varied the demands on auditory, visual, 
phonological, semantic and sentence processing and verbal short-term memory. 
I found that the right inferior frontal sulcus and right mediodorsal thalamus 
were significantly activated by auditory sentence-to-picture matching. However, 
activation within the same regions was also observed for all other language tasks 
with no significant main effects of speech input, semantic associations, naming, 
articulation or sentence processing. The observation that regions where damage 
was associated with impaired auditory sentence to picture matching after stroke 
were normally activated during auditory sentence to picture matching and during 
other language tasks demonstrates that: (i) sentence comprehension 
impairments can be explained by disruption to normal functional anatomy rather 
being indicative of crossed aphasia/atypical language lateralisation and also (ii) 
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the activation observed in these regions was not specific to language functions, 
such as phonology, semantics or syntax.  
Having discounted a specific role of the right inferior frontal sulcus and 
mediodorsal thalamus in language processing, I can further investigate the 
contribution of these right hemisphere regions using data of a new fMRI study of 
working memory (an executive function) in neurologically-normal participants 
(see Chapter 6). 
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5.2. Introduction 
In my second Study (Chapter 4), I identified a set of right hemisphere 
regions where damage can selectively impair sentence comprehension. In the 
present study, I investigated whether the association between the identified right 
hemisphere regions and language functions was likely to reflect atypical 
language lateralisation (i.e. crossed aphasia; for a literature review see Chapter 
1) or whether the same right hemisphere regions were involved in normal 
language processing. If the patients with right hemisphere damage and impaired 
sentence comprehension have atypical language lateralisation, then I would not 
expect to see activation in the right hemisphere regions when right-handed 
neurologically-normal participants were matching auditory sentences to pictures. 
On the other hand, if some parts of the regions of interest are normally involved 
in auditory sentence-to-picture matching, then a functional neuroimaging 
experiment may indicate which grey matter parts of the region of interest are 
important. Such a finding would indicate that sentence comprehension 
impairments following damage to these regions are not necessarily the result of 
atypical functional anatomy. 
By using a multi-task fMRI paradigm, I was also able to investigate how 
the right hemisphere regions of interest might be contributing to auditory 
sentence-to-picture matching (i.e. the functional role). This required a task 
analysis of the auditory sentence-to-picture matching task and a literature review. 
5.2.1. Task analysis 
According to my task analysis (see Table 5.1), matching auditory 
sentences to pictures involves (A) auditory and phonological processing of heard 
speech, (B) visual and semantic processing of objects and events in pictures, (C) 
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verbal short-term memory to hold the speech in memory while (D) matching the 
semantic content of the speech to the semantic content of the picture, (E) 
response selection and motor control of the fingers to press the corresponding 
response button. To tap each of these processing levels, I used an fMRI 
experiment that factorially manipulates the demands on: auditory input; speech 
input, sentence processing, pictures that present objects or events; semantic 
matching and verbal short-term memory (see Methods section).  
Table 5.1. Task analysis of the auditory sentence-to-picture matching task 
 
Auditory sentence-to-picture matching 
Auditory processing 
Visual processing 
Phonological processing 
Semantic processing 
Syntactic processing 
Short-term memory 
Attention (monitoring) 
Matching/Decision-making 
Finger response (motor response) 
 
The levels of processing hypothesized to be required for completing the fMRI auditory 
sentence-to-picture matching task.  
 
5.2.2. Literature review 
In what follows, I will review the literature on the contribution of the right 
frontal and subcortical regions to phonological, lexical-semantic and sentence 
processing in right-handed neurologically-normal subjects. The majority of the 
reported studies used functional neuroimaging but there were also a handful of 
studies that used transcranial magnetic stimulation (TMS). 
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The right inferior frontal gyrus and language processing in the healthy brain 
There is accumulating evidence from functional neuroimaging studies 
reporting right inferior frontal activation during auditory or visual language tasks 
(Chee et al., 1999; Poldrack et al., 1999; Devlin et al., 2003). For example, 
increased activation within the right inferior frontal gyrus (IFG) has been observed 
for: (i) vowel processing, with higher activation during syllable discriminations 
when vowel tone pitch is spectrally varied compared to rapid temporal variation 
in consonant tone sweep (Joanisse and Gati, 2003); (ii) mapping from sound to 
lexical meaning (Bozic et al., 2010) and (iii) auditory processing of sentences 
(Ben Shachar et al., 2004; Constable et al., 2004). Moreover, activation within 
this region has also been observed during phonological decisions on visually 
presented words (Poldrack et al., 1999; Devlin et al., 2003; Shibahara, 2004). 
Together, these findings are in line with another study suggesting that the right 
IFG is equally activated by auditory and visual phonological decision tasks 
(Baumgaertner et al., 2013). 
Further evidence from fMRI studies has also shown that the right inferior 
frontal cortex is more sensitive to the demands on non-linguistic than linguistic 
processing when stimulus are words (e.g. when subjects focused their attention 
on perceptual changes in font size in the visual stimuli; Baumgaertner et al., 2013) 
or sentences (Bozic et al., 2010).  Likewise, Meyer and colleagues (2002) found 
that activation within the right inferior frontal cortex was higher when subjects had 
to listen to sentences with non-sense words compared to sentences with real 
words. Therefore, it can be concluded that non-linguistic processing demands 
(e.g. attention or working memory) may also explain some of the observations 
reported above. Indeed, this was the conclusion of a meta-analysis of 128 fMRI 
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studies (Vigneau et al., 2011) that observed right frontal activation was more likely 
to be observed during more demanding language tasks.  
TMS studies have added more evidence by showing that the right inferior 
frontal gyrus may contribute to phonological and lexical processing. For example, 
Hartwigsen et al. (2010a, b) showed that TMS over the right (and left) inferior 
frontal gyrus increased reaction times and error rates during phonological 
decisions on both auditory and visually presented pseudowords; whereas 
Sollmann et al. (2014) reported increased error rates when TMS was applied over 
the right pars opercularis and right pars triangularis (within the IFG) during a 
picture naming task.   
 In summary, together all the evidence suggests that the right inferior frontal 
cortex is actively contributing to language tasks - independently of stimulus 
modality. However, it is not clear whether the involvement of this region is specific 
to a given language component or is contingent upon the overall processing 
demands of the task.  
Right subcortical regions and language processing in the healthy brain 
In contrast to several studies showing activation within right frontal regions 
during language processing, there are only a few functional neuroimaging studies 
reporting activation in right subcortical regions when neurologically-normal 
individuals perform language tasks. In fact, the particular role that subcortical 
regions play in language still remains unclear. A small number of functional 
neuroimaging studies have reported significant activation within the right basal 
ganglia during (i) word/sentence generation tasks (Fu et al., 2002; Crosson et al., 
2003; Gauthier et al., 2009) and (ii) the production of automated/recited speech 
(Sörös et al., 2006; Bridges et al., 2013). Crosson and colleagues (2003) have, 
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for example, suggested that the right basal ganglia plays an inhibitory role by 
supressing or lessening the activation of the right frontal cortex during word 
generation tasks. Similar interpretation was given by Ketteler et al. (2008) to 
explain the increased activation observed in the right putamen and caudate 
during a semantic ambiguity resolution task. The right putamen, in particular, has 
been associated with broader semantic processes, such as memory and visual 
imagery (Viñas-Guasch and Wu, 2017) whereas the right (and left) thalamus has 
been shown to have a role in processes that involve manipulations of lexical 
information, especially, during more challenging task conditions (Llano, 2013).  
In summary, prior literature does not seem to suggest that right subcortical 
structures are directly involved in language processing. Instead, it has been 
proposed that subcortical regions might operate in coordination with cortical 
language brain regions (as part of distributed cortico-striatal networks) to support 
the execution of more cognitively demanding language tasks.  
5.2.3. Research question and hypothesis 
In brief, the current study used fMRI of neurological-normal participants to 
answer the following research questions: 
(i) Do regions where right hemisphere damage impairs sentence 
comprehension activate when neurologically-normal participants perform the 
auditory sentence-to-picture matching task? 
(ii) Do regions where right hemisphere damage impairs sentence 
comprehension activate when neurologically-normal participants perform similar 
language/tasks conditions to those administered to patients in Study 1? 
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 Based on prior literature, I expected that the right inferior frontal region 
identified in Study 2, would be significantly activated by a range of language tasks 
including auditory sentence-to-picture matching, but that activation would also be 
observed in other language tasks with auditory and visual stimuli, particularly 
when task demands were high (e.g. for sentence compared to word processing).  
5.3. Methods 
5.3.1. Participants  
A total of 25 neurologically-normal, right-handed, native-English speakers 
with normal or corrected-to-normal vision (15 females, aged 23–37 years with a 
mean and standard deviation of 30.35 ± 3.90 years) were included in this fMRI 
study. 
5.3.2. Experimental Design 
 Brain activation related to each type of processing involved in the auditory 
sentence-to-picture matching tasks (Task 1) was investigated using sets of tasks 
that factorially manipulated the demands on one type of processing while 
controlling the demands on another type of processing. In total, this involved three 
factorial designs.  
 The first factorial design (Design A) was used to investigate whether 
auditory sentence-to-picture matching activation was related to matching the 
semantic content of the heard speech to the semantic content of the picture 
and/or sentence/event processing. This design combined 6 conditions to 
compare sentences to objects during (i) speech-to-picture matching, (ii) auditory 
repetition and/or (iii) speech retrieval. The six conditions are illustrated in Figure 
5.1. 
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Figure 5.1. Task conditions included in factorial Design A 
 
 
 
Key to abbreviation in Figure 5.1 (Design A) 
 Aud-Pic Matching = auditory sentence-to-picture matching (sentences or 2 
objects) 
 Repetition = auditory repetition of sentences or 2 objects names 
 Speech retrieval = producing a sentence to describe the interaction (event) 
between 2 objects in a picture or naming unrelated objects. 
 Sent = hearing or producing a sentence 
 2 Obj = hearing 2 unrelated object names or seeing 2 unrelated objects in a 
picture. 
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If activation was related to matching the semantic content of the heard 
speech to the semantic content of the pictures, it should be higher for this task 
than auditory repetition and picture naming/description which controlled for all 
stimulus inputs. If activation was related to sentence/event processing, it should 
be greater for matching heard sentences to events than heard object names to 
seen objects. 
A second factorial design (Design B) combined 4 naming conditions to 
isolate sentence processing from the presence or absence of (i) object names 
and (ii) verbs. The first factor manipulated the presence or absence of event 
stimuli. The second factor manipulated the presence or absence of object stimuli. 
This comprised four speech production tasks: producing a sentence to describe 
the event between two objects in a picture (production of nouns and verbs), 
naming the event between two objects (verbs not nouns), naming two unrelated 
objects (nouns not verbs) and naming the colour surrounding a meaningless 
pattern (no object names or verbs). The four conditions are illustrated in Figure 
5.2). 
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Figure 5.2. Task conditions included in factorial Design B 
 
 
Key to abbreviation in Figure 5.2 (Design B) 
 Verbs = producing a sentence or verb that describes the event between 2 objects 
(e.g. eating) 
 Verbs > not = naming verb (or producing sentence) > object and colour naming. 
 2 Obj = naming two objects in a picture or a sentence describing the event 
between 2 objects. 
 2 Obj > not = naming two objects (unrelated or in event) > verb and colour 
naming. 
 Sentences > Obj/Vb = producing a sentence > naming objects or verbs without 
sentence. 
 
Finally, the third factorial design (Design C) compared semantic 
associations to speech production tasks in the auditory and visual modalities (4 
conditions) while keeping stimuli constant within modality and the task constant 
across modality. In this third design, the interaction of task and stimulus modality 
tests the demand on: (i) Phonological (name) retrieval which is greater for speech 
production than semantic decisions when the stimuli are pictures of objects than 
when the stimuli are heard objects names; and (ii) verbal short-term memory 
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which is greater for semantic decisions than speech production when the stimuli 
are auditory object names (which need to be held in memory while a semantic 
association is assessed) than when the stimuli are visually presented objects 
(that do not require auditory memory). The four conditions are illustrated in Figure 
5.3. 
 
Figure 5.3. Task conditions included in factorial Design C 
 
Key to abbreviations in Figure 5.3 (Design C) 
 Sem = semantic associations of two objects in picture (visual) or 2 heard object 
names (auditory). 
 SP = speech production (naming objects in pictures, or repeating heard objects 
names). 
 Aud = auditory stimuli (e.g. 2 heard object names). 
 Vis = visual stimuli (e.g. pictures of 2 unrelated objects). 
 vSTM = verbal short-term memory (highest for semantic association on heard 
object names). 
 PhR = phonological retrieval (highest when naming objects from pictures). 
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If activation was related to auditory and phonological processing of heard 
speech, it was expected to be higher in the main effect of stimulus modality 
(auditory > visual). If activation was related to visual and semantic processing of 
objects in pictures, it was expected to be higher for the reverse contrast (visual > 
auditory). If activation was related to response selection and motor processing, it 
was expected to be higher for the main effect of task (semantic decision > speech 
production). If activation was related to verbal short-term memory, it was 
expected to be higher for semantic associations on auditory object names than 
the other three conditions which collectively controlled for auditory input, 
semantic association, response selection and motor processing. This is because 
semantic decisions on two heard object names requires the participant to hold 
the object names in memory while the semantic association is assessed. In 
contrast, in the visual version of this task the pictures of the two objects stay on 
the screen while the semantic association is being assessed. 
5.3.3. Task details  
In total, the three factorial designs required 10 tasks/conditions, because 
four conditions (repetition and naming) were used in two different designs.   
The semantic matching tasks (with finger press response) 
Task 1, auditory sentence-to-picture matching: In this task, subjects were 
simultaneously presented with a depicted event and its spoken sentence 
description. Subjects pressed a button to indicate whether the sentence they 
heard correctly described the picture. They pressed one button if the sentence 
they heard ‘matched’ the one they saw (i.e. when the visual drawing of an event 
completely matched the meaning of the heard sentence), or pressed another 
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button if the stimuli did ‘not match’ (i.e. when a picture of an event did not match 
the meaning of the heard sentence at all). The assignment of buttons to 
responses was counter-balanced across subjects.  
Task 2, auditory word-to-picture matching: In this task subjects were 
simultaneously presented with a picture of two non-interacting objects and their 
spoken names. Subjects pressed a button to indicate whether the two names 
they heard correctly defined the pictures. They pressed one button if the two 
names they heard ‘matched’ the two pictures that they saw, or pressed another 
button if the stimuli did ‘not match’. The same pictures and recording were used 
in this task as well as in task 8 (noun production), task 4 (word-to-word semantic 
matching) and task 6 (auditory repetition of nouns). 
Task 3, picture-to-picture matching association: In this task, subjects saw 
pictures of two objects. Half of the stimuli were semantically related (e.g., ‘door’ 
and ‘key’) while the other half were unrelated (‘clock’ and ‘pumpkin’). Subjects 
were instructed to indicate whether the objects were related or unrelated by 
button press. One button was designated for ‘related’ stimuli, while another button 
was designated for ‘unrelated’ stimuli. Buttons were counterbalanced between 
subjects and semantic relatedness was determined in a pilot experiment, in which 
participants were asked whether two objects presented in a pair were 
semantically related (e.g. ‘tree’ and ‘log’) or not (e.g. ‘bread’ and ‘log’).  
Task 4, word-to-word semantic matching: This task was the same as picture-
to-picture matching association (task 3), except that the stimuli were auditory 
recordings instead of pictures (as in tasks 2 and 6). Subjects were instructed to 
keep their eyes open and focused on the fixation cross throughout the task. 
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The speech production tasks 
Task 5, auditory repetition of sentences: In this task, subjects heard a 
sentence (e.g. ‘The goat is eating the hat’) and were instructed to overtly repeat 
it. The same sentences were used in this task as well as in task 7 (i.e. sentence 
production). As with the other auditory tasks, subjects were instructed to keep 
their eyes open and focused on the fixation cross throughout the task.  
Task 6, auditory repetition of nouns: In this task, subjects heard the two object 
names in a conjunctive phrase (e.g., ‘clock and pumpkin’) and were instructed to 
overtly repeat the words. The same object names were used in this task as well 
as in task 8 (noun production). Subjects kept their eyes open and focused on a 
fixation cross throughout the task. 
Task 7, sentence production: In this task, subjects were presented with 
coloured drawings (‘pictures’) of events. The task required subjects to describe 
the picture in a spoken response. Prior to scanning, participants were instructed 
to respond using sentences of the form The noun is verbing the noun (e.g., ‘The 
goat is eating the hat’) or The noun is verbing preposition the noun (e.g., ‘The 
zebra is drinking from the pool’), where the first noun in each case was the 
grammatical subject and the second was the object. Subjects were additionally 
instructed to use one of four pre-specified verbs in their responses: ‘eating’, 
‘drinking’, ‘jumping’, or ‘falling’. The set of acceptable verbs were explicitly 
restricted in order to minimise inter-subject variability in verb selection, limiting 
the use of synonyms or near-synonyms (e.g. ‘sipping’ vs. ‘licking’). Further 
constraints were placed on word ordering with instructions to produce the subject 
(‘goat’) before the object (‘hat’) (‘The goat is eating the hat’), ruling out passive 
constructions (‘The hat is being eaten by the goat’). The instructions were 
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confirmed to be reasonable and could be followed prior to scanning in a pilot 
study for which a separate group of subjects was recruited. The same pictures 
were used in this task as well as in task 9 (verb production). 
Task 8, noun production: In this task, subjects were presented with a picture of 
two non-interacting objects and instructed to produce both nouns linking them 
together with the conjunction ‘and’ (e.g. ‘clock and pumpkin’) to create a more 
meaningful phrase and increase the word count closer to that involved in 
sentence production. In contrast to task 7 (sentence production), the stimuli were 
drawings of two objects that were not interacting with one another. The same two 
pictures were used in this task as well as in tasks 2 and 10 (word-to-picture 
matching and colour naming).  
Task 9, verb production: In this task, subjects were presented with a picture of 
an event and instructed to identify the action on the scene and name the relevant 
verb in the form of a gerund (e.g. ‘eating’).  
Task 10, colour production: In this task, subjects were presented with pictures 
of two unrelated and non-interacting objects and instructed to name the two 
colours in the frame around the picture (e.g. ‘orange and green’). The format of 
the response ‘orange and green’ was intended to match the format of the noun 
production response ‘clock and pumpkin’. The same picture of objects were used 
in this task as well as in tasks 2 and 8 (word-to-word to picture matching and noun 
production). 
5.3.4. Stimulus selection, creation and counterbalancing 
Over the 10 conditions, a total of 120 objects concepts were used. The 
objects were easy to recognise and name when presented in picture format 
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(using high definition pictures drawn by a professional artist). Each of the 120 
objects was paired in three different ways (180 different pairs in total) making 
sure that no pairings were repeated. The first pairing involved 2 objects 
interacting with one another to indicate an event, with a corresponding sentence 
(e.g. the cat is drinking from the jug). These were used for sentence production, 
sentence repetition, verb naming and auditory sentence-to-picture matching. The 
second pairing presented 2 unrelated objects (e.g. “car” and “plate”) that were 
used for object naming, auditory repetition, colour naming or auditory word-to-
picture matching. The third pairing involved semantic pairs that were half related 
(e.g. door and key) and half unrelated (e.g. deer and barrel). Pairing repetitions, 
within subject, were avoided by repeating objects (i) with a different pair, (ii) in 
different stimulus modalities (auditory versus visual or both) or (iii) with a change 
in task and response (matching versus spoken). Over participants each object 
was seen an equivalent number of times in each condition. 
Compared to Study 1 (Chapter 3), the auditory sentence-to-picture 
matching in the fMRI study was less demanding in several ways. Specifically, it 
included sentences with simpler structure (i.e. object-verb-subject) and only four 
possible actions/verbs (jumping, falling, eating or drinking). The limited number 
of verbs was to minimise inter-subject variability in word choice (or syntactic 
structure) during production. In addition, each heard sentence was matched to 
one picture in the fMRI version of the task (with a yes/no response) and one of 
four pictures (with 3 distractors) in the CAT version of the task (with a pointing 
response). See Figure 5.4 for an example stimulus from the CAT auditory 
sentence-to-picture matching task (Chapter 3) and from the auditory sentence-
to-picture matching used in the current study. The differences in the CAT and 
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fMRI versions of the auditory sentence-to-picture matching task might decrease 
sensitivity in the fMRI experiment to processing related to the CAT task. However, 
because the fMRI version of the task was easier than the CAT task, it is less likely 
to identify activation related to processing that is not also involved in the CAT 
task. 
5.3.5. Procedure 
Prior to scanning, subjects were trained on an independent set of stimuli 
until they understood the tasks. Once in the scanner, subjects performed 10 tasks 
one after another in one of the 12 counterbalanced orders.  
Each of the 10 tasks described above started with the instructions “Get 
Ready” written on the in-scanner screen while five dummy scans were collected. 
This was followed by 5 blocks of 4 stimuli, interleaved with resting with eyes open. 
The length of blocks varied across subjects, for about half the subjects (n = 12) 
an inter-trial-interval (ITI) of 5s was used, for the other half (n = 13), an ITI of 7s 
was used. Using two different ITIs allowed us to replicate the experiment over 
two different groups and showed that the paradigm can be used in different 
circumstances. For example, one might want a longer ITI for studies of patients 
who have difficulty with sentence production and a shorter ITI when time in the 
scanner is the most important issue. The two different subject cohorts (i.e., 5s 
and 7s ITI groups) were modelled separately in the data analyses. See Table 5.2 
and Figure 5.4 for study details.  
The acquisition of functional images for all 10 conditions took at least 33.88 
minutes for subjects with 5s ITIs; and 41.07 minutes for subjects with 7s ITIs. 
These times do not include out-of-scanner training, setting up and getting the 
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subject into the scanner, collecting structural images, and any unplanned 
technical issue. On average the experiment lasted approximately 60–80 minutes.  
Visual stimuli were all presented via an LCD projector and an adjustable 
head-coil mirror onto a screen that was clearly visible to the subject, subtending 
a visual angle of 7.4 with a screen resolution of 1024  768. 
Auditory stimuli were presented via MRI compatible headphones (MR 
Confon, Magdeburg, Germany), which filtered out ambient in-scanner noise. 
Volume levels were adjusted to suit each subject before scanning. During 
auditory trials, including sentence repetition, participants kept their eyes open and 
fixated on a central cross. Using ANOVAs, multiple comparison tests, and 
Bonferroni corrected t-tests for 10 comparisons (i.e. number of tasks), confirmed 
that, as expected, the duration of heard speech was longer in the sentence 
conditions than the word conditions (i.e. sentence tasks 1 and 5 versus word 
tasks 2, 4 and 6;  t > 13, p < 0.001 for all pairs).  
Subjects finally responded in one of two ways. For auditory and visual 
semantic decision tasks, they used two fingers on their right hands to press one 
of two buttons on an fMRI compatible button box. For the production tasks, 
spoken responses were recorded via a noise-cancelling MRI microphone 
(FORMI IITM Optoacoustics, Or-Yehuda, Israel). These auditory recordings were 
then transcribed manually for off-line analysis and to record in-scanner accuracy. 
 
 
 
 
 
153 
 
Table 5.2. Experimental details for Study 3 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Auditory stimuli included single words and sentences 
(b) Each block began with instructions for 3.1 seconds.  
(c) Each run ended with a resting period of 16.96/18.2 seconds for 5s/7s ITI, respectively.  
 
 
 
 
 
 
 
 
 
 
 
 
Partcipants 
   Number 25 
   Gender (females / males) 15/10 
   Mean age in years (+/-SD) 30.4 (3.9) 
Timing parameters 
   Stimulus duration in sec  
        Visual stimuli 2.5 
        Auditory stimuli/wordsa 1.8 - 2.5 
   ITI (sec)b 5 / 7 
   Block length (sec)c 20/28 
   Total time for each run (min)d 3.4 / 4.1 
   Total acquisition time (min) 33.9 / 41.1 
   Number of stimuli per block 
 
4 
   Number of blocks per run 5 
   Total number of stimuli per run 20 
   Number of runs 10 
Scanning parameters 
   TR (sec) 3.1 
   Number of slices 44 
   Number of volumes per run 61 / 85  
   Number of dummy acquisitions 5 
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Figure 5.4. Example stimuli from the CAT auditory sentence-to-picture matching 
task (Chapter 3) and from the fMRI auditory sentence-to-picture matching task 
 
 
 
(A) The top row shows sentence number 1 from the CAT auditory sentence-to-picture 
matching task. Patients were instructed to hear a sentence (produced by the examiner), 
and selects the picture, from a set of 4, that best illustrates the sentence. The target 
sentence was “the woman is drinking” (right upper corner). (B) The bottom row shows 
the fMRI auditory sentence-to-picture matching task used in the current study. 
Participants were instructed to press a button to indicate whether the sentence they 
heard correctly described the picture. They pressed one button if the sentence they 
heard ‘matched’ the one they saw, or they pressed another button if the stimuli (i.e. the 
heard sentence and the seen picture) did ‘not match’ (sentences in the bubble were 
presented aurally). 
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5.3.6. Analysis of in-scanner behaviour 
The accuracy and speed of response was measured by button-presses for 
tasks 1–4. A response was categorised as ‘correct’ if it matched the expected 
target and as ‘incorrect’ if the response did not match the target, took longer than 
the allotted time, or was self-corrected.  
For tasks 5–10, the accuracy and response times (RTs) were measured 
from audio recordings of the spoken response. These audio recordings were 
transcribed, checked for errors, and subjected to a signal processing analysis 
that automatically extracted the spoken RTs for each stimulus (using an in-house 
script implemented in Matlab 2014a). A trial was considered to be ‘correct’ if 
>10% of other subjects made the equivalent response, even if it was not the same 
as our intended target (e.g. if >10% of subjects said ‘mug’ when our expected 
response was ‘cup’). This flexibility was built into the design because the set of 
possible responses was open-ended for both sentence production and noun 
production tasks (i.e. tasks 7 and 8). Only ‘correct’ trials were used in the fMRI 
analyses.  
Reaction times (RTs) for correct spoken responses were measured using 
an adaptive-window-moving-average filter that was customised to remove noise 
for each subject and task. The optimal window length (i.e., the width of the 
maximally smoothed audio stream) was based on a sample of the audio file 
collected during rest. Once the whole audio recording was smoothed to remove 
high-frequency noise, the onset of speech was defined as the first rise in absolute 
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amplitude above one standard deviation from the mean amplitude of a stimulus 
event. See Figure 5.5 for an overview of all reaction time and accuracy results. 
No data were excluded. Head movement during the speech production 
tasks was limited and corrected using unwarping during image realignment. 
Consequently, there were no noticeable movement-related artefacts. 
 Data acquisition, preprocessing and first–level analyses steps of the 
imaging data are explained in the general methods chapter (Chapter 2) 
5.3.7. Second-level analysis 
The aim of the second-level analysis was to identify whether the right 
hemisphere regions of interest from Study 2 (Chapter 4) were activated: (i) during 
auditory sentence-to-picture matching, and (ii) the processing probed by the three 
different factorial designs. Each result is reported from a single second level 
analysis that included the parameter estimates comparing activation for each task 
to rest in the first level analyses. As the inter-trial-interval (ITI) was 5s for 12 
subjects and 7s for 13 subjects, the second level analysis included a between 
subjects factor modelled as a 2x10 repeated measures ANOVA.  However, the 
second level contrasts described below summed over inter-trial interval because 
it had no effect on the results in our search volume (i.e. P > 0.001 uncorrected). 
Second-level contrasts (see Table 5.3) 
1) Auditory sentence-to-picture matching (task 1 compared to rest) 
2) Main effect of auditory speech stimuli (tasks 4 & 6 > 3 & 8) 
3) Main effect of picture processing (tasks 3 & 8 > 4 & 6) 
4) Verbal short term memory (tasks 4 & 8  > 3 & 6 and 4 > 8) 
5) Auditory to picture object matching (tasks 1& 2 > 5,6,7,8) 
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6) Auditory to picture sentence matching (tasks (1>2) > (5 & 7 > 6 & 8) 
7) Verb processing (tasks 7 & 9 > 8 & 10). 
The statistical threshold for the second-level contrasts was corrected for 
multiple comparisons (i.e. family-wise error correction, FWE) within the regions 
of interest identified in Study 2 (Chapter 4) and also for whole brain analyses (see 
Table 5.4). Peak co-ordinates (x,z,y) are reported in MNI space. 
 
Table 5.3. Experimental design and second level contrasts for Study 3 
 
                    Paradigm Details Second Level Contrasts 
ID Task name 
Stimulus Response 
(A) Sentences 
> 2 Obj 
(B) Sentences  
Obj/Verbs 
(C) Stimulus/task 
vSTM / PhR 
 
Hear See Finger / Speech 
Main   
effect Inter 
2 
Obj Vb Inter Aud Sem SP Inter 
1 Aud-Pic Match Sent Event finger 1 1 1 0 0 0 0 0 0 0 
2 Aud-Pic Match 2 Obj 2 Obj finger -1 -1 -1 0 0 0 0 0 0 0 
3 Vis Sem Assoc ~ 2 Obj finger 0 0 0 0 0 0 -1 1 -1 -1 
4 Aud Sem Assoc 2 Obj ~ finger 0 0 0 0 0 0 1 1 -1 1 
5 Aud Rep Sent Sent ~ SP sent 1 0 -1 0 0 0 0 0 0 0 
6 Aud Rep 2 Obj 2 Obj ~ SP names -1 0 1 0 0 0 1 -1 1 -1 
7 Produce Sentence ~ Event SP sent 1 -1 0 1 1 1 0 0 0 0 
8 Name 2 Objects ~ 2 Obj SP names -1 1 0 1 -1 -1 -1 -1 1 1 
9 Produce Verb ~ Event SP verbs 0 0 0 -1 1 -1 0 0 0 0 
10 Name Colours ~ Pattern SP colour 0 0 0 -1 -1 1 0 0 0 0 
Details of each of the 10 tasks (illustrated in Figures 5.1-5.3) and the weighting that each 
task was given in the factorial analysis of the 3 embedded designs.   
Key to Abbreviations in Table 5.3 
 Aud = auditory presentation of object names or sentences 
 Vis = visual presentation of pictures 
 Aud-Pic Match = matching an auditory stimulus to a picture 
 Sem Assoc = matching two objects according to whether they are semantically 
related or not 
 SP = speech production 
 Aud Rep = auditory repetition 
 Sent = sentences 
 2 Obj = pictures of two objects or 2 object names 
 Vb = verbs  
 vSTM = verbal short-term memory (highest for auditory semantic associations) 
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 PhR = phonological retrieval (highest for object naming/sentence production) 
 Inter = interaction between 2 effects. In Design A: sentences > 2 Obj on Aud-Pic 
Match > other tasks. In Design B: sentences (object names and verbs) > object 
names or verbs. In Design C: vSTM/PhR.  
 
5.4. Results 
5.4.1. In-scanner behavioural results 
All participants performed well and contributed a consistently high 
number of correct trials to all the effects of interest (mean accuracy was over 90% 
for all tasks). Together, accuracy was notably lowest for speech production tasks 
7 and 8, although still above 90%. Performance on the remaining tasks was 
generally at ceiling except for the semantic matching tasks (3 and 4). See Figure 
5.5 for all accuracy and reaction times results. 
Reaction times (RTs) for the auditory tasks were notably slower than for 
the visual tasks but this was expected because auditory stimuli take longer to 
present than visual stimuli (see Table 5.2 for experimental details). 
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Figure 5.5. In-scanner behavioural data for all tasks in Study 3 
 
The figure shows reaction times (in seconds, top row) and accuracy (mean and SE, 
bottom row) averaged across both groups (i.e. 5s and 7s ITI groups; see Methods for 
details). Errors bars show standard error.  
  
5.4.2. fMRI results 
Regions activated when participants match auditory sentences to pictures  
Within the region of interest (encompassing the VBM region and non-VBM 
regions A and B; see Chapter 3), I found significant activation for auditory 
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sentence-to-picture matching (relative to rest) in the right inferior frontal sulcus at 
peak co-ordinates +33, +3, +33, P < 0.05, and in the right mediodorsal thalamus 
at peak co-ordinates +12, -9, +9, P < 0.05; see Table 5.4. 
The same regions were also activated during all other conditions (see 
Figure 5.6) with no significant differences (P > 0.001 uncorrected and P > 0.05 
corrected for multiple comparisons within the search volume) for any of the effects 
of interest (see Table 5.4) including sentences compared to objects during any of 
the three task manipulations (Design A); sentences, verbs or objects names 
(Design B); auditory stimuli, semantic associations, verbal short-term memory, 
speech production or phonological (name) retrieval (Design C), or any of the 
reverse contrasts. 
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Figure 5.6. Illustration of right hemisphere activation within the regions of interest 
 
 
 
The figure shows coronal slices depicting peak activations for auditory sentence-to-
picture matching relative to rest in the right inferior frontal sulcus (in red, A) and right 
medial dorsal thalamus (in blue, B) at co-ordinates [x = +33 y = +3 z = +3] and [x = +12 
y = -9 z = +9], respectively. White regions show the full extent of activation, after family-
wise error correction for multiple comparisons across the whole brain (see Table 5.4 and 
results). Bar plots show the contrast estimate (with confidence interval) for all 10 tasks 
averaged across groups (i.e. 5s and 7s ITI groups). See Figures 5.1-5.3 for task 
numbers. Abbreviations:  A-P = auditory-to-picture matching tasks; Sem = semantic 
association tasks. 
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5.4.3. Whole brain analyses 
 When I conducted a whole brain search, I found that other right- and left-
hemisphere regions were activated for auditory sentence-to-picture matching 
task relative to rest (P < 0.05 FWE-corrected across the whole brain).  
 Significant activation was found in (i) the right inferior frontal gyrus and 
thalamus (including the regions reported above in the region of interest analysis) 
at peak co-ordinates +39, +6, +33 and +9, -12, +6, respectively; (ii) the left inferior 
frontal gyrus and left thalamus at co-ordinates -42, +6, +30 and -12, -18, +6, 
respectively; and (iii) the insula (bilaterally; see Table 5.4). In addition, bilateral 
activation was observed in the superior temporal lobe and occipital regions that 
were also activated by the auditory and visual object processing conditions 
respectively. However, I do not report the details of these effects as they are 
superfluous to the aims of the study. 
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Table 5.4. Location and significance of fMRI activations within predefined ROIs 
(A) and in whole brain analyses (B) 
 
(A) Region of interest analysis 
Contrast of 
interest 
Region 
                                                          Peak-Level 
k x y z Zscore Puncorr PFWE-corr 
Aud-Pic Sent > 
Rest 
R IFS 5 33 3 33 6.30 < 0.001 < 0.001 
R MD 
thalamus 
9 12 -9 9 4.31 < 0.001    0.005 
(B) Whole brain analyses 
Aud-Pic Sent > 
Rest  
L Temp-Occ 3406 -45 -21 6 Inf < 0.001  < 0.001 
R Temp-Occ 1011  51 -12 3 Inf < 0.001 < 0.001    
L IFG 223 -42 6 30 Inf < 0.001 < 0.001 
R IFG 361  39 6 33 Inf < 0.001 < 0.001    
L Thalamus 21 -12 -18 6 6.17 < 0.001 < 0.001 
R Thalamus 15  9 -12 6 4.60 < 0.001    0.040   
L insula 39 -33 24 3 6.33 < 0.001  < 0.001   
R insula 35  33 24 0 6.13 < 0.001 < 0.001    
 
Abbreviations: Aud-Pic Sent = auditory sentence-to-picture matching; R = right 
hemisphere; L = left hemisphere; IFS = inferior frontal sulcus; MD = medial dorsal 
thalamus; Temp-Occ = temporal occipital brain regions; IFG = inferior frontal gyrus. 
 
 
 
 In summary, the results of Study 3 provide evidence that parts of the right 
hemisphere regions that were damaged in patients with auditory sentence-to-
picture matching impairments (Study 2) were activated when neurologically-
normal participants are matching auditory sentences to pictures and during other 
language tasks. However, despite manipulating the demands on several different 
linguistic and non-linguistic functions, the results of the current experiment do not 
indicate how activation in the regions of interest is contributing to language tasks.  
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5.5. Discussion 
The aim of the current fMRI study was to identify which parts of the right 
hemisphere regions of interest (identified in Study 2) were activated when 25 
neurologically-normal subjects performed the auditory sentence-to-picture 
matching task and other language tasks conditions that varied demands on 
auditory, visual, phonological, semantic, sentence processing and verbal short-
term memory.  
Within the regions of interest from Study 2, I found significant activation for 
auditory sentence-to-picture matching in the right inferior frontal sulcus and right 
mediodorsal thalamus. However, the same right hemisphere regions were also 
activated during all other conditions with no significant differences in these 
regions for any of the linguistic manipulations that I investigated.  
This observation is informative in three ways. First, it shows that the 
regions of interest that I have associated with selective impairments in sentence 
comprehension (in Chapters 3 and 4) are normally involved in auditory sentence-
to-picture matching. I can therefore discount the possibility that sentence 
comprehension impairments after right hemisphere lesions necessarily reflect 
atypical functional anatomy (i.e. crossed aphasia). Second, fMRI of 
neurologically-normal participants allowed me to identify which parts of the 
regions of interest are involved in normal auditory sentence-to-picture matching. 
Particularly, I found that auditory sentence-to-picture matching activates the right 
inferior frontal sulcus and right mediodorsal thalamus (in addition to other left 
hemisphere regions that are already known to be involved in sentence 
comprehension; see Table 5.4). While focusing on the function of these right 
hemisphere regions I am not dismissing the likely contribution of the surrounding 
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white matter, which is expected to play the important role in propagating activity 
to and from other task related regions. Third, activation in the right inferior frontal 
sulcus and right mediodorsal thalamus was not limited to auditory sentence-to-
picture matching; it was also observed during other semantic and speech 
production tasks that did not involve auditory sentence processing.  
In order, to further clarify the actual role of the right inferior frontal sulcus 
and right mediodorsal thalamus in auditory sentence-to-picture matching, in what 
follows I will discuss prior literature on the contribution of the identified right 
hemisphere regions to language processing. 
5.5.1. The right inferior frontal sulcus and language processing 
Previous fMRI studies have shown increased activation within the right 
inferior frontal sulcus for a wide range of linguistic conditions including: (i) simple 
compared to more-demanding grammaticality judgments (Cooke et al., 2006), (ii) 
response inhibition across perceptual and semantic (conceptual) decisions 
(Gonzalez Alam et al., 2018) and (iii) when new instructions are implemented 
compared to when new instructions are memorised (Demanet et al., 2016).  
Willems and colleagues (2016) added more evidence by showing 
significant activation in the right inferior frontal sulcus (in addition to other left and 
right brain regions) when subjects listen to reverse speech versions of stories 
compared to the real speech stories. The authors of this study concluded that 
activation in the right frontal sulcus was more strongly modulated when the 
surprise value was high, i.e. when subjects perceive words deviated from what 
was predicted (Willems et al., 2016). Furthermore, an fMRI study in patients with 
left hemisphere stroke and a history of aphasia, found that better performance on 
a sentence comprehension task was significantly correlated with increased 
166 
 
activity in more dorsal portions of the right inferior frontal sulcus and right parietal 
regions, particularly during a memory delay period (Meltzer et al., 2013). 
Together, these findings suggest that the right inferior frontal sulcus (i) 
plays an important role during the formation of procedural representations in 
working memory, and (ii) is more sensitive to the demands on non-linguistic than 
linguistic processes that are needed to accurately perform more complex tasks. 
5.5.2. The right mediodorsal thalamus and language processing 
Although, in general, the right thalamus has not been directly associated 
with language processing, there are a few fMRI studies that have reported 
significant activation within the right mediodorsal thalamus during (i) word fluency 
(Halari et al., 2006) and (ii) verb/sentence generation tasks (Warburton et al., 
1996). Increased activation in this region has also been found during task 
conditions involving the simultaneous presentation of picture and words 
compared to the presentation of words only (Kraut et al., 2002). Importantly, two 
meta-analyses of fMRI studies investigating the contribution of the thalamus to 
language processing reported activation within the right mediodorsal thalamus 
during a wide range of linguistic conditions; nonetheless, most of these studies 
reported bilateral thalamic activation with a left-sided preponderance for linguistic 
violations effects and the degree of right-sided recruitment depending on stimulus 
complexity (Indefrey et al., 2001; Llano, 2013).  
In summary, I found increased activation in two right hemisphere regions 
when neurologically-normal participants performed an in-scanner version of the 
auditory sentence-to-picture matching task. However, the same regions also 
responded to the demands on a wide range of language functions (see Figure 
5.6). This observation does not allow to establish the type of computational 
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processing that causes activation in these regions during auditory sentence-to-
picture matching, nor does it explain why I found in Study 2 (Chapter 4) that 
damage to the regions of interest in nine patients with selectively impaired 
auditory sentence-to-picture matching while preserving other 
semantic/phonological functions.  
5.6. Limitations  
The main limitation of this study is that it only focused on the function of 
the grey matter regions within the right hemisphere, which means that I have not 
been able to assess the likely contribution of the surrounding white matter tracts, 
which are expected to play the important role of propagating activity to and from 
other task-related regions. Future studies using anatomical connectivity analyses 
(i.e. Diffusion Tensor Imaging Tractography) are therefore required to evaluate 
the likely contribution of white matter tracts across sentence comprehension 
networks.  
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5.7. Conclusions 
Using a multi-task fMRI study, I set out to investigate whether any parts of 
the regions of interest from Study 2 (Chapter 4) were activated when a group of 
25 neurologically-normal subjects were performing the auditory sentence-to-
picture matching task and other language tasks/conditions. Within the regions of 
interest (identified in Chapter 4), I found significant activation in the right inferior 
frontal sulcus and right mediodorsal thalamus during auditory sentence-to-picture 
matching, however, the same regions were also responsive to a wide range of 
language tasks that taxed phonological, semantic, sentence and verbal short-
term memory processing. Findings of this study are informative because they 
show that increased activation within these regions was observed during normal 
sentence comprehension (language processing), and thus make it unlikely that 
selective impairments in auditory sentence-to-picture matching found in nine 
RHS patients in Study 1 reflect atypical language lateralisation. Based on prior 
literature highlighting the role of right frontal and thalamic regions in non-linguistic 
executive functions, in my final fMRI study (Chapter 6), I investigated the role of 
these regions further by using data of a new sample of 25 neurologically-normal 
participants who performed a range of one-back matching tasks that varied 
demands on semantic and non-semantic working memory (executive function) 
without involving sentence comprehension.    
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CHAPTER 6: STUDY 4 
 
Unravelling the role of the right inferior frontal sulcus and 
right mediodorsal thalamus in a fMRI study of semantic 
and non-semantic working memory 
 
6.1. Summary 
The current study aimed to further investigate the functional role of the 
right inferior frontal sulcus and right mediodorsal thalamus by reporting a fMRI 
study of neurologically-normal participants that examined how activation varied 
over a range of conditions that differed in their demands on semantic and non-
semantic working memory (executive processing). I found that the right inferior 
frontal sulcus and right mediodorsal thalamus were significantly more activated 
when one-back matching tasks were performed in the absence of semantic 
information, irrespective of whether the stimuli were speech-like (e.g. 
pseudowords) or non-speech (e.g. coloured patterns). I therefore concluded that 
these right hemisphere regions were contributing to non-semantic executive 
functions (i.e. working memory) that are normally required to support a range of 
language tasks, especially when task demands are increased. 
Findings of this study allowed me to illustrate (i) how functional 
neuroimaging of neurologically-normal participants can be used to investigate the 
functional contribution of regions identified by lesion-deficit relationships, and (ii) 
how seemingly domain-specific cognitive deficits (e.g. language processing) may 
170 
 
arise from disruption to domain-general cognitive mechanisms (e.g. non-
semantic executive processing). 
6.2. Introduction 
In my previous fMRI experiment (Chapter 5), the right inferior frontal sulcus 
and mediodorsal thalamus were activated for auditory sentence-to-picture 
matching. However, the same right hemisphere regions were also activated 
during all tasks and conditions with no significant main effects of any of the 
linguistic manipulations tested. Therefore, although I found that these right 
hemisphere regions were associated with auditory sentence-to-picture matching 
during lesion-deficit mapping (see Chapter 4) and during fMRI (see Chapter 5), I 
concluded that their functional contribution is not specific to sentence or even 
semantic processing.  
Building on prior literature showing the importance of executive functions 
(e.g. working memory) to sentence comprehension (Ye and Zhou, 2009; Colman 
et al., 2011; Key-DeLyria and Altmann, 2016), and the contribution of the right 
inferior frontal sulcus and right mediodorsal thalamus to executive processing 
(i.e. planning, monitoring, switching and inhibition; Aron et al., 2004, 2014; 
Halassa and Kastner, 2017), the aim of the current study is to elucidate the 
functional role of the regions identified in Study 3 (Chapter 5) by using fMRI of a 
new set of 25 neurologically-normal, right-handed participants who performed a 
wide range of one-back matching tasks that varied the demands on semantic and 
non-semantic working memory (an executive function). 
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6.2.1. The use of N-back matching tasks for the study of working memory  
There are many prior reports showing that working memory is required 
for the short-term storage and online manipulation of information necessary for 
higher cognitive functions, such as language, planning and reasoning  
(Baddeley, 1983; Cohen et al., 1997; Baddeley, 2010). Due to its relevance in 
cognition, the concept of working memory has been increasingly studied in the 
last 20 years. One of the most popular experimental paradigms for investigating 
the neural basis of working memory is ‘the N-back matching tasks’ in which 
subjects are asked to monitor the identity or location of a series of verbal or 
nonverbal stimuli and to indicate when the currently presented stimulus is the 
same as the one presented ‘N’ trials before (Owen et al., 2005). 
N-back matching tasks require online monitoring, updating, and 
manipulation of remembered information and are therefore assumed to place 
great demands on a number of key processes within working memory (Owen et 
al., 2005). Importantly, experimental designs comparing the load ‘N’ factor (i.e. N 
= 1, N = 2, and N= 3) are often employed to manipulate task complexity as an 
experimental condition. In the current study, I used an fMRI paradigm with eight 
1-back-matching conditions that involved viewing or listening to a series of stimuli 
and pressing a yes/no button box to indicate whether the stimulus was the same 
or different to the previous one.  
6.2.2. Task analysis 
 According to my task analysis (see Table 6.1) all one-back matching task 
conditions involved working memory capacity (N load = 1) and motor control of 
the fingers to press the corresponding response button. The tasks differed in the 
demands that they posed on (i) perceptual processing (ii) semantic content and 
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(iii) sublexical phonological processing. To tap each of these processing levels, I 
used an fMRI experiment that factorially manipulates the demands on: stimulus 
modality (auditory versus visual), the presence or absence of semantic content, 
and the presence or absence of sublexical phonological inputs. 
 
Table 6.1. Task analysis of the eight one-back matching tasks included in the 
current fMRI study 
 
One-back matching tasks 
Visual 
processing 
Auditory 
processing 
Semantic  
Content  
Sublexical 
Phonological  
Processing 
Matching pictures of objects     
Matching written words      
Matching written pseudowords     
Matching colours      
Matching sounds of objects     
Matching heard words      
Matching heard pseudowords     
Matching gender      
 
Dark grey indicates necessary/explicit processes. Light grey signifies supporting/implicit 
processes. All one-back matching tasks involved the same working memory load and 
button pressing. 
 
6.2.3. Literature review 
In what follows, I will review previous fMRI studies of the contribution of 
the right inferior frontal sulcus and right mediodorsal thalamus to executive 
functions and cognitive control processes.  
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The role of the identified right hemisphere regions in executive processing: 
evidence from fMRI 
The role of the right inferior frontal sulcus and right mediodorsal thalamus 
in executive functions and memory processes has been demonstrated in 
previous functional neuroimaging studies of neurologically-normal participants 
(Derrfuss et al., 2004; 2005; Aron et al., 2014). For instance, activation within the 
right inferior frontal sulcus has been reported during (i) object-recall tasks (Assaf 
et al., 2006), (ii) encoding of letter strings and (iii)  associative memory formation 
tasks (Fletcher et al., 1999, 2005; Becker et al., 2017). Likewise, Thompson-Schill 
et al. (1997) reported right inferior frontal activity (in addition to more extensive 
left frontal activity) during semantic tasks that involved different competing 
responses. There is also accumulating evidence suggesting that the right inferior 
frontal cortex plays a key role in response inhibition (Aron et al., 2003; Aron and 
Poldrack, 2006) and the cognitive control processes that are needed during (i) 
speech production (Neef et al., 2016) and (ii) sentence comprehension tasks (Lai 
et al., 2015). Furthermore, right Broca’s area has been associated with motor 
imagery (Guillot et al., 2008) and working memory control (Marklund and 
Persson, 2012). 
The mediodorsal thalamic nuclei, on the other hand, have been associated 
with various executive functions (e.g. guided/sustained attention) as well as 
memory processing (Van der Werf et al., 2003; Mitchell and Chakraborty, 2013; 
Browning et al., 2015; Parnaudeau et al., 2015). In addition, increased activation 
within the right mediodorsal thalamus has been observed in task conditions 
requiring shifts in behavioural strategy such as the Wisconsin card-sorting task 
(Monchi et al., 2001). In a review article, Saalmann and Kastner (2015) proposed 
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that mediodorsal thalamic regions regulate synchrony between neurons in the 
prefrontal cortex and, consequently, information exchange according to cognitive 
control demands imposed by a given cognitive task.  
Together, previous findings from functional neuroimaging studies of 
neurologically-normal participants suggest a relevant contribution of the right 
inferior frontal sulcus and right mediodorsal thalamus to executive and cognitive 
control processes.           
6.2.4. Research question and hypothesis 
In brief, the current study attempted to address the following research 
question: 
(i) Are the right inferior frontal sulcus and mediodorsal thalamus involved 
in semantic or non-semantic (executive) working memory functions? 
Based on prior literature and findings from my previous fMRI study (see 
Chapter 5), where I found that the involvement of the right inferior frontal sulcus 
and mediodorsal thalamus was not specific to sentence or even semantic 
processing (i.e. language processing), I expected to find increased activation in 
these regions for one-back matching on non-semantic stimuli  compared to 
semantic stimuli. 
6.3. Methods 
6.3.1. Participants 
A total of 25 neurologically-normal, right-handed, native speakers of 
English, with normal or corrected-to-normal vision (12 females, aged 20–45 years 
with a mean and standard deviation of 31.4 ± 5.9 years) were included in this 
fMRI study.  
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6.3.2. Experimental design 
Study 4 was a 2x2x2 factorial design that manipulated: (1) auditory versus 
visual stimuli, with (2) speech versus non-speech content and (3) high versus low 
semantic content. The conditions of interest in the current study were eight one-
back matching tasks that required participants to press a button box in response 
to each stimulus to indicate if the stimulus was the same or different to the 
previous one (for stimuli example see Figure 6.1). In addition, the same 8 types 
of stimuli were also presented with a speech production task. The speech 
production conditions are not relevant to the current study but have been reported 
in a previous study of phonological processing in the left supramarginal gyrus (for 
details see Oberhuber et al., 2016). 
6.3.3. Task details 
Stimuli with high semantic content were: 
1) Heard object names in the auditory speech condition. 
2) Written object names in the visual speech condition. 
3) Heard object sounds in the auditory nonverbal condition. 
4) Pictures of objects in the visual nonverbal condition. 
Stimuli with low semantic content were: 
5) Heard pseudowords in the auditory speech condition. 
6) Written pseudowords in the visual speech condition. 
7) Heard humming sounds in the auditory nonverbal condition. 
8) Pictures of coloured patterns in the visual nonverbal condition. 
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Figure 6.1. Example stimuli for visual conditions  
 
 
 
The figure shows example stimuli for the four visual tasks, i.e. matching pictures of 
objects (O), matching written words (W), matching written pseudowords (P) and 
matching coloured patterns (B). 
 
6.3.4. Stimulus selection, creation and counterbalancing 
 Stimulus selection started by generating 128 pictures of easily 
recognizable animals and objects (e.g., cow, bus, elephant, plate) with one to four 
syllables (mean = 1.59; SD = 0.73). Visual word stimuli were the written names 
of the 128 objects, with 3–12 letters (mean = 5 letters; SD = 1.8). Auditory word 
stimuli were the spoken names of the 128 objects (mean duration = 0.64 s; SD = 
0.1), recorded by a native speaker of English. Pseudowords were created using 
a non-word generator (Duyck et al., 2004) and matched to the real words for 
bigram frequency, number of orthographic neighbours, and word length. The 
same male speaker recorded the auditory words and pseudowords. 
The non-verbal objects sounds associated with objects were available and 
easily recognizable for a quarter (32) of the stimuli, and taken from the NESSTI 
sound library (http://www.imaging.org.au/Nessti; Hocking et al., 2013). The 
duration of the environmental sounds needed to be significantly longer (mean 
length = 1.47 s, SD = 0.13) than the duration of the words (t(158) = 40.28; p < 
0.001) because shorter sounds were not recognizable. The auditory baseline 
stimuli were recorded by both a male and female voice humming novel 
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pseudowords, thereby removing any phonological or semantic content (mean 
duration = 1.04 s, SD = 0.43). Half of these stimuli were matched to the length of 
the auditory words; the other half, to the length of the environmental sounds. The 
visual baseline stimuli were meaningless object pictures, created by scrambling 
both global and local features, and then manually edited to accentuate one of 8 
colours (brown, blue, orange, red, yellow, pink, purple, and green).  
The 128 object stimuli were divided into four sets of 32 stimuli (A, B, C, 
and D). Set D was always presented as environmental non-verbal sounds. Sets 
A, B, and C were rotated across pictures, visual words, and auditory words in 
different participants. Half the subjects performed all eight speech production 
tasks first (not of interest for this study) followed by all eight one-back-matching 
tasks (the tasks of interest for this experimental chapter). The other half 
performed all eight one-back-matching tasks first followed by all eight speech 
production tasks. Within each task, half the subjects were presented auditory 
stimuli first, followed by visual stimuli; and the other half were presented visual 
stimulus first followed by auditory stimuli. The order of the four stimulus types was 
fully counterbalanced across subjects.  
6.3.5. Procedure 
Each participant was trained on all tasks in a quiet testing room, using 
stimulus materials that were not used in the scanner, except the environmental 
sounds which remained the same for the training and in-scanner tests because 
environmental sound naming was more difficult and required more practice than 
the other conditions.  
The one-back matching tasks required a button-press to indicate whether 
the present stimulus was the same as the one preceding it. Participants held their 
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hand over two buttons with instructions to press the left button if the stimulus was 
the “same” as the previous one and the right button if the stimulus was “different” 
from the previous one. The participants were instructed to keep their head and 
body as still as possible and to keep their eyes open throughout. Total scanning 
time was approximately 1.5 hours per subject, including 10 min set-up time and 
a 12 min structural scan. 
Scanning started with the instructions “Get Ready” written on the in-
scanner screen while five dummy scans were collected. This was followed by 4 
blocks of 9 stimuli interleaved with 16 s of resting with eyes open. Every stimulus 
block was preceded by a written instruction slide (e.g. “Repeat”), lasting 3.08 s 
each, which indicated the start of a new block and reminded subjects of the task. 
Experimental details are provided in Table and Figure 6.2. 
Visual stimuli were each displayed for 1.5 s. Each image was scaled to 
350 × 350 pixels and subtended a visual angle of 7.4º, with a screen resolution 
of 1024 × 768. Words and pseudowords were presented in lower case Helvetica. 
Their visual angle ranged from 1.47 to 4.41º with the majority of words (with five 
letters) extending 1.84–2.2º. The length of sound files varied across stimuli and 
tasks, ranging from 0.64 to 1.69 s (see stimulus creation above). Auditory stimuli 
were presented via MRI compatible headphones (MR Confon, Magdeburg, 
Germany), which filtered ambient in-scanner noise. Volume levels were adjusted 
for each subject before scanning. Each subject’s spoken responses were 
recorded via a noise-cancelling MRI microphone (FOMRI IIITM Optoacoustics, 
Or-Yehuda, Israel), and transcribed manually for off-line analysis. See Table 6.2 
for experimental details and Figure 6.2 for a schematic illustration of one task. 
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Figure 6.2. Schematic illustration of the timing of one task (“matching pictures of 
objects”). 
 
 
The participants were instructed to indicate (by pressing the Yes or NO button) if 
the current stimulus was the same as the one before (i.e. “Is the picture on screen 
the same as that immediately before it?”) ITI = inter-stimulus interval (i.e. the time 
between the presentation of 2 successive stimuli).  
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Table 6.2. Experimental details for Study 4 
 
 
(a) Auditory stimuli included single words. 
(b) Each block began with instructions for 3.1 seconds.  
(c)  Each run ended with a resting period of 16 seconds. 
 
 
6.3.6. Analysis of in-scanner behaviour 
The accuracy and speed of response was measured by button-presses for 
all 8 one-back matching tasks. A response was categorised as ‘correct’ if it 
matched the expected target and as ‘incorrect’ if the response did not match the 
target, took longer than the allotted time, or was self-corrected. Only ‘correct’ trials 
were used in the fMRI analyses. 
Partcipants  
   Number 25 
   Gender (females / males) 12/13 
   Mean age in years (+/-SD) 31.4 (5.7) 
Timing parameters  
   Stimulus duration in sec  
        Visual stimuli 1.5 
        Auditory stimuli/wordsa 0.64  
        Auditory pseudowords 0.68  
   ITI (sec) 2.5 
   Block length (sec)b 22.5 
   Total time for each run (min)c 3.2 
   Total acquisition time (min) 51.2 
   Number of stimuli per block 
 
                   9 (incl. one repeat) 
 
   Number of blocks per run 4 
   Total number of stimuli per run 36 
   Number of runs 16 
Scanning parameters  
   TR (sec) 3.1 
   Number of slices 44 
   Number of volumes per run 62 
   Number of dummy acquisitions 5 
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Statistical analyses involved 2 × 4 ANOVAs in SPSS manipulating 
stimulus modality (visual versus auditory) with stimulus type (word, pseudoword, 
sound/picture, and gender/colour). All ANOVAs were corrected for potential 
violations of sphericity, adjusting their degrees of freedom using the 
Greenhouse–Geisser correction (Greenhouse and Geisser, 1959). These 
corrections result in more conservative statistical tests (i.e. decreasing the risk of 
false positives while increasing the risk of false negatives). 
Three subjects’ behavioural data were excluded because their button 
press responses were not consistently detected (due to technical failure) in one 
of the following one-back-matching conditions: written pseudowords, 
environmental sounds, and/or spoken words. 
Data acquisition, preprocessing and first–level analyses steps of the 
imaging data are explained in the general methods chapter (Chapter 2).  
6.3.7. Second-level analysis  
The aim of the second-level analysis was to identify whether the right 
hemisphere regions associated with auditory sentence-to picture matching in 
Studies 2 and 3 were activated when neurologically-normal participants were 
making one-back matching decisions (i.e. is the stimulus currently displayed the 
same as the previously presented stimulus?) on semantic and non-semantic 
stimuli.  
 The contrasts from the first level – one for each task relative to rest – were 
entered into a one-way ANOVA and reported the main effect of:  
1. semantic content (i.e. words and objects compared to pseudowords and 
meaningless baselines),  
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2. sublexical phonological cues (words and pseudowords compared to 
pictures of objects and their nonverbal sounds), and  
3. the interaction of these variables with stimulus modality (visual versus 
auditory; see Tables 6.3 and 6.4).  
The search volume was restricted to only include voxels that were part of 
two spheres (radius 3 mm) centred on the peak co-ordinates obtained from the 
contrast of interest in Study 3 (Chapter 5). I report effects that survived a voxel-
level threshold of p < 0.05, after FWE-correction for multiple comparisons within 
the regions of interest (see Table 6.4). Peak co-ordinates (x,y,z) are reported in 
MNI space. 
 
 
Table 6.3. Experimental design and second level contrasts 
 
          Paradigm Details  Second Level Contrasts 
ID Task 
Stimulus 
*Semantic 
Content (S) 
Sublexical 
Phonology(Ph) 
Interaction      
(S & Ph) 
Vis Aud Pr Ab Pr Ab Pr Ab 
O   See pictures of objects  1 -1  1 -1 -1  1 -1  1 
W   See written object names  1 -1  1 -1  1 -1  1 -1 
P   See written pseudowords  1 -1 -1  1  1 -1 -1  1 
B   See coloured patterns  1 -1 -1  1 -1  1  1 -1 
O   Heard sounds of objects -1  1  1 -1 -1  1 -1  1 
W   Heard names of objects -1  1  1 -1  1 -1  1 -1 
P   Heard pseudowords -1  1 -1  1  1 -1 -1  1 
B   Heard male/female voice -1  1 -1  1 -1  1  1 -1 
  
There were 8 one-back matching with finger press response tasks that factorially 
manipulated the presence or absence of semantic content [S], the presence or absence 
of sublexical phonology [Ph], using heard or written pseudowords [P], words [W] objects 
[O] or baselines [B], see text for details. Abbreviations: * = task/condition of interest; 
Vis = visual; Aud = Auditory; Pr = present; Ab = absent; S & Ph = semantic and 
phonology.  
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6.4. Results 
6.4.1. In-scanner behavioural results 
The 22 participants (three subjects were excluded because of 
measurement error; see Methods) performed well and contributed a consistently 
high number of correct trials to all the effects of interest (mean average of 95% 
or above per task). The exceptions, in which accuracy dipped below 95%, were 
the auditory and visual baseline conditions. See Figure 6.3 for an overview of all 
accuracy and reaction time results. The lower accuracy for the baseline 
conditions may have arisen because some participants attempted to match these 
stimulus on their visual or auditory forms rather than their colour or pitch. The 
following main effects were statistically significant: (i) stimulus type (F(2.25, 
47.32) = 29.94; p < 0.001, Greenhouse–Geisser) and (ii) stimulus modality (F(1, 
21)=4.89; p=0.038, Greenhouse–Geisser). There also was a significant stimulus 
modality by stimulus type interaction (F(2.08, 43.65) = 6.54; p = 0.003, 
Greenhouse–Geisser). 
Reaction times (including correct trials only) showed a main effect of 
modality, i.e. longer response times for auditory stimuli than visual stimuli (F(1,21) 
= 150.51, p < 0.001). This is likely due to longer stimulus durations for auditory 
than visual stimuli (see Table 6.2).  
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Figure 6.3. In-scanner behavioural data for all one-back matching task 
 
The figure shows accuracy and RTs (mean and SE) for the eight one-back matching 
tasks that comprised Experiment 4. Behavioural results for one-back matching tasks are 
based on 22 subjects because button-press responses were lost in one or more one-
back matching tasks for 3 subjects (see Methods). 
 
6.4.2. fMRI results 
Effect of interest (second level analysis) 
 I found that the right inferior frontal and thalamic regions, that were 
engaged by auditory sentence-to-picture matching in neurologically-normal 
subjects (see Chapter 5) and damaged in patients with auditory sentence-to-
picture matching (see Chapter 4), were significantly more activated (Z scores = 
3.9 and 3.8, respectively) when one-back matching was performed in the 
absence of semantic information (i.e. pseudowords and baselines compared to 
words and objects across modalities; see Figure 6.4 and Table 6.4).  
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Figure 6.4. Illustration of right hemisphere activations within the regions of 
interest 
 
 
Top panel shows coronal slices showing peak activations for one-back matching on 
pseudowords [P] and baselines [B] more than words [W] or objects [O] in the right inferior 
frontal sulcus (5 voxels in red) and the right medial dorsal thalamus (5 voxels in blue) at 
coordinates [x = +36 y = 0 z = +33] , Z score = 3.9, P = 0.001, and [x = +15 y = -9 z = 
+6], Z score = 3.8, P = 0.001, respectively. White regions show the full extent of activation 
from whole brain analysis; P < 0.001, uncorrected. Bottom plots showing the contrast 
estimate (with confidence interval) for all one-back matching tasks. Abbreviations: [O] = 
objects, [W] = words, [P] = pseudowords, [B] = baseline tasks. 
 
Whole brain analysis  
Increased and significant activation for the absence more than presence 
of semantic information was also observed in the following brain regions:  
 (i) the right inferior and superior inferior frontal gyri and thalamus 
(including the regions reported above in the region of interest analysis) at peak 
co-ordinates +24, -3, +66 and +18, -12, +6, respectively; 
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(ii) the left inferior frontal cortex at co-ordinates -48, 0, +33;  
(iii) and left/right supramarginal gyrus at co-ordinates -39, -42, +39 and 
+42, -36, +39, respectively. 
There were no significant effects in any part of the right hemisphere that 
could be attributed to the demands on phonological or semantic processing or 
the interaction between semantic and phonological processing. In other words, 
the response in the right hemisphere, including the regions of interest, was more 
consistent with non-semantic (driven by stimuli that lacked semantic content) 
than semantic processing demands. 
 
Table 6.4. Location and significance of fMRI activations within the predefined 
ROIs (A) and in whole brain analyses (B) 
 
(A) Region of interest analysis 
Contrast of 
interest 
Region 
   Peak-Level 
k x y z Zscore Puncorr PFWE-corr 
P + B  > O + W 
R IFS 5 36 0 33 3.94 < 0.001  0.001 
R MD thalamus 5 15 -9 6 3.79 < 0.001  0.001 
(B) Whole brain analyses 
P + B  > O + W 
L IFG 252 -48 0 33 5.58 < 0.001 < 0.001 
R SFG 510 24 -3 66 5.06 < 0.001  0.009 
L thalamus 14 -12 -12 3 3.40 < 0.001  0.994 
R thalamus 24 18 -12 6 3.90 < 0.001  0.622 
L SMG 850 -39 -42 39 6.53 < 0.001 < 0.001 
R SMG 950 42 -36 39 6.47 < 0.001 < 0.001 
 
Abbreviations: P + B > O + W = matching pseudowords and baseline tasks compared 
to matching objects of pictures and words (across modalities); R = right hemisphere; L = 
left hemisphere; IFS = inferior frontal sulcus; MD = mediodorsal thalamus; IFG = middle 
frontal gyrus; SFG = superior frontal gyrus; SMG = supramarginal gyrus. 
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6.5. Discussion 
In my previous fMRI studies (Chapter 5), I found that the functional 
contribution of two right-hemisphere regions (the right inferior frontal sulcus and 
mediodorsal thalamus) was not specific to sentence comprehension, sentence 
production or even semantic processing. In this study, I investigated whether 
activation within the identified right-hemisphere regions was observed during 
one-back matching tasks that differed in their the demands on semantic and non-
semantic working memory (an executive function). 
I found significant activation in the right inferior frontal sulcus and 
mediodorsal thalamus for one-back matching on stimuli that lacked semantic 
content (pseudowords and baseline conditions) compared to perceptually 
matched and semantically rich stimuli (words and pictures of objects). This result 
shows that the right-hemisphere regions identified in Studies 2 and 3 (Chapters 
4 and 5) were more sensitive to the demands on non-semantic working memory 
executive capacity (i.e. responded to stimuli with low semantic content; see 
Figure 6.4).  
Therefore, the behavioural (Chapter 3), lesion (Chapter 4) and fMRI data 
(Chapters 4 and 5) collectively support the hypothesis that difficulties performing 
the auditory sentence-to-picture matching task – observed in nine right-
hemisphere stroke patients – could result from a disruption to executive 
processing capacity that is necessary for normal language functions, especially 
when task difficulty is increased. This is consistent with prior literature showing a 
role for the right inferior frontal sulcus and right mediodorsal thalamus in 
executive processing (i.e. working memory, planning, monitoring and switching; 
Aron et al., 2004, 2014; Halassa and Kastner, 2017).  
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By integrating findings from four studies, I was able to link three unrelated 
observations in the prior literature: (a) right inferior frontal sulcus and mediodorsal 
thalamic activity increases during (non-semantic) executive processing, (b) 
executive processing is required for sentence comprehension and (c) right frontal 
and thalamic activity increases during sentence comprehension. In what follows, 
I will discuss points (a) and (b). A more extensive discussion of the findings from 
my four studies can be found in Chapter 7 of this thesis.  
6.5.1. The role of right fronto-thalamic regions in executive processing 
Together, the results of the current fMRI study have associated the right 
inferior frontal sulcus and right mediodorsal thalamus regions with non-semantic 
working memory. As I showed in Study 2 (Chapter 4), the link between damage 
to the right frontal and thalamic regions and impaired auditory sentence-to-picture 
matching was entirely novel. However, there is accumulating evidence from 
functional and lesion studies that right fronto-thalamic regions are involved in non-
semantic executive processing. Neuropsychological studies have, for example, 
reported difficulties in working memory and inhibitory control after focal damage 
to either the mediodorsal thalamus (Halassa and Kastner, 2017; Pergola et al., 
2018) or the right inferior frontal cortex (Szczepanski and Knight, 2014). These 
findings are consistent with fMRI studies that have shown increased activation in 
the right inferior frontal sulcus (Sebastian et al., 2016) and mediordorsal thalamic 
regions (Andrews et al., 2006; Minzenberg et al., 2009) under a variety of tests 
conditions that taxed executive functions. 
Damage to the right prefrontal cortex (including BA 44-45 and 47 and the 
inferior frontal sulcus) has been, for example, associated with difficulties in 
inhibiting responses, task coordination, attentional control, and working memory 
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(Courtney et al., 1998a, b; Aron et al., 2004, 2014; Hampshire et al., 2010; 
Szczepanski and Knight, 2014). The right inferior frontal sulcus has also been 
proposed to be part of a multiple-demand system (i.e. a distributed set of cortical 
regions) that have been shown to rapidly adapt to exert top–down control during 
a broad range of tasks that require, for example, cognitive flexibility, behavioural 
inhibition, and attentional/executive control (Hampshire et al., 2012). Importantly, 
several lines of evidence have also suggested that the right inferior frontal sulcus 
is important for the hierarchical organization and planning of actions required by 
multi-component (cascading) behaviour (Duncan, 2010; Binkofski and Buccino, 
2006; Koechlin and Jubault, 2006). 
The mediodorsal thalamus, on the other hand, has been shown to be part 
of several cortico-subcortical networks, primarily, in those involving the prefrontal 
cortex (Parnaudeau et al., 2013; Golden et al., 2016; Parnaudeau et al., 2018) 
and considered an important high-order thalamic relay nucleus for cognitive 
processing (Mitchell et al., 2015; Golden et al., 2016). Animal lesion studies have 
added more evidence by showing that bilateral ablation of the mediodorsal 
thalamus may result in impaired performance on (non-spatial) working memory 
tasks with more severe impairment observed if task difficulty is increased 
(Mitchell, 2007; Watanabe and Funahashi, 2012).  
6.5.2. Reciprocal fronto-thalamic connections  
Growing evidence that the right inferior frontal cortex and right 
mediodorsal thalamus work as part of a neural system for executive functions is 
further provided by anatomical connectivity studies that have identified reciprocal 
fronto-thalamic connections (Behrens et al., 2003; Hwang et al., 2010; Eckert et 
al., 2012; Jeon et al., 2014). This is in line with findings from animal studies 
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showing dense connections between the mediodorsal thalamic nuclei and frontal 
cortical regions such as prefrontal, anterior cingulate and premotor cortex 
(Goldman-Rakic and Porrino, 1985; Browning et al., 2015).  
Neuropsychological studies have added more support to a functional link 
between these regions, by showing that focal damage to the mediodorsal 
thalamus can produce symptoms similar to those observed after prefrontal 
damage, including executive dysfunction and difficulties in organising behaviour 
(Daum and Ackermann, 1994; Van der Werf et al., 2003). It has also been 
suggested that lesions to the mediodorsal thalamic nuclei (in rhesus monkeys) 
could disrupt pathways leading to the prefrontal cortex affecting in turn processes 
that are typically governed by prefrontal regions, including attention, inhibition, 
planning, coordination, and strategy selection (Gaffan and Parker, 2000).  
In summary, the literature seems to suggest that both the right inferior 
frontal sulcus and right mediodorsal thalamus could both be part of a neural 
network contributing to non-semantic executive processes but, more importantly, 
required during more demanding stimulus conditions that involve planning and 
organising sequential behaviour.  
6.5.3. The link between executive functions and sentence 
comprehension  
In keeping with the association of the right inferior frontal and thalamic 
regions with non-semantic executive functions, there is also prior literature 
showing a link between sentence comprehension and executive functions, 
especially when task demands increase. 
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The association between sentence comprehension and verbal (linguistic) 
working memory has been extensively reported (see Caplan and Waters, 1999; 
Rogalsky et al., 2015, 2018). Previous studies have also shown that sentences 
with non-canonical order such as passive or reversible sentences are generally 
considered to be more complex and difficult to understand (Amici et al., 2007) 
because words and phrases need to be held in memory and manipulated in order 
to understand the actual meaning of the sentence (Baddeley and Hitch, 1974; 
Grodzinsky, 2000). This is consistent with previous studies showing that in 
addition to verbal working memory, sentence comprehension also requires an 
active involvement of (i) domain-general executive capacity, particularly when 
sentences have ambiguous content (Key-DeLyria and Altmann, 2016), and (ii) 
cognitive control processes that may operate when a revision of the sentence 
structure and meaning is necessary (del Rio et al., 2011). 
 Prior aphasia literature has added more evidence by suggesting that brain 
regions involved in domain-general executive processing – either in the left or 
right-hemisphere – can play a relevant role in recovery from language 
impairments after left hemisphere brain damage. This inference is based on 
previous reports that language performance is not only dependent on brain 
regions that display language-related functions (Hickok and Poeppel, 2007; 
Price, 2012), but also on widely distributed and often overlapping brain regions 
that make domain-general contributions to cognition and particularly to language 
processing (Fedorenko, 2014; Geranmayeh et al., 2014). Importantly, there is 
evidence from therapy studies in patients with aphasia showing that the status of 
attentional-executive skill may predict therapy gains in aphasic patients   
(Fillingham et al., 2005; Lambon Ralph and Fillingham, 2007) 
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In summary, there are a few previous studies showing a link between 
sentence comprehension and executive/cognitive control processes. There is 
also accumulating prior literature suggesting that right inferior frontal and 
mediodorsal thalamic regions play a functional role in domain-general executive 
functions that are generically involved in many language/cognitive functions, 
especially for more demanding task conditions. While the contribution of the right 
mediodorsal thalamus to sentence comprehension is entirely novel, more 
investigation and evidence is still required to fully characterise the role of thalamic 
regions in language and executive processing.  
6.6. Limitations 
Some limitations are noted. Ideally, the same RHS patients with impaired 
auditory sentence-to-picture matching and damage to the regions of interest 
identified in Study 2 (Chapter 4) should have been tested with a battery of 
neuropsychological tasks designed to measure executive functions (see Chapter 
3 for details). However, by systematically integrating findings from 
neuropsychological studies in right-hemisphere stroke patients with functional 
neuroimaging studies of neurologically-normal participants, I was also able to 
demonstrate alternative ways by which the association between sentence 
comprehension impairments and executive processing can be investigated.  
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6.6. Conclusions 
In this study, I sought to investigate the contribution of the right inferior 
frontal sulcus and right mediodorsal thalamus further, by reporting a fMRI study 
that examined whether activation within these right hemisphere regions was 
observed when a new sample of 25 neurologically-normal subjects performed a 
range of conditions that differed in their demands on semantic and non-semantic 
working memory. Findings of this study confirmed my working hypothesis that the 
identified right hemisphere regions might have a functional role in executive 
functions (e.g. working memory) that are generically involved in many language 
tasks including auditory sentence-to-picture matching. 
 Future neuropsychological studies are needed to assess whether damage 
to the right inferior frontal sulcus and mediodorsal thalamus impairs domain-
general (non-linguistic) executive functions. By testing a new sample of right 
hemisphere patients with damage to the identified regions of interest, I would be 
able to (a) confirm the link between sentence comprehension and executive 
functions, and (b) identify other brain regions that may be associated with 
executive processing and sentence comprehension impairments. 
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CHAPTER 7: GENERAL DISCUSSION AND 
CONCLUSION 
 
In this thesis I sought to investigate the contribution of the right hemisphere 
to language processing in RHS patients and neurologically-normal subjects. By 
systematically integrating findings from four experiments (i.e. Chapters 3-6), I 
argue below that one of the reasons that sentence comprehension can be 
impaired after RHS is because (i) normal sentence comprehension increases the 
demands on non-linguistic working memory, and (ii) non-linguistic working 
memory (an executive function) is partly supported by right hemisphere regions. 
In brief, the behavioural data (see Chapter 3), allowed me to (i) identify a 
group of patients who had right hemisphere damage and poor scores on one or 
more language tasks, and (ii) generate hypotheses to explain what level of 
processing impairment (e.g. perceptual, semantic, syntactic or executive) might 
underlie their poor language scores. The lesion analyses (see Chapter 4), 
enabled me to create regions of interest by comparing the lesion sites in patients 
with right hemisphere damage and poor language task scores to the lesion sites 
in other patients who had right hemisphere damage in the absence of impaired 
language task scores. Finally, functional neuroimaging (see Chapters 5 and 6) 
allowed me to show that parts of the regions identified in the lesion study were 
activated when neurologically-normal participants performed language tasks and 
moreover activation in these regions was more responsive to non-semantic than 
semantic working memory demands. Below, I consider the results of my 
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behavioural, lesion and functional neuroimaging experiments in the context of 
prior literature in order to demonstrate their importance. 
7.1. Behavioural data: The language task, and processing level, most 
frequently affected by right hemisphere damage 
The results from my first study (Chapter 3) were consistent with prior 
studies reporting the prevalence of acquired language impairments in right-
handed RHS patients and right-handed left-hemisphere stroke patients 
(Pedersen et al., 1995; Alexander and Annet, 1996). But in addition, the results 
of Study 1 also showed how the incidence of language impairments after RHS 
damage was highest on auditory sentence-to-picture matching even after 
excluding patients with visual perceptual deficits. Such a finding cannot simply be 
explained in terms of task difficulty, because in a sample of left hemisphere stroke 
patients, the most impaired language task was spoken picture description. My 
findings are, therefore, consistent with prior literature in post-stroke aphasia 
showing that the right hemisphere might contribute to speech comprehension 
more than speech production (Zaidel, 1976; Crinion and Price, 2005). 
By additionally identifying a group of 9 patients who had impaired auditory 
sentence-to-picture matching in the context of spared visual and auditory 
perception, phonological and semantic processing and verbal short-term 
memory, I was able to hypothesise that their difficulty matching auditory 
sentences-to-pictures might be the consequence of disrupted executive 
processing rather than impairments in linguistic or perceptual processing.  
7.2. Lesion analyses: The right hemisphere lesion sites associated 
with impaired auditory sentence-to-picture matching 
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In Study 2 (Chapter 4), I identified three distinct right hemisphere regions 
of interest that were damaged in patients with impaired auditory sentence-to-
picture matching. However, damage to the identified regions was also observed 
in some of those who did not have auditory sentence-to-picture matching 
difficulties. In other words, there was inter-patient variability in the effect of 
damage to these right hemisphere regions. Below I discuss the possible sources 
that caused the observed inconsistencies. 
7.2.1. Sources of inter-patient variability in lesion-deficit associations 
Variability in the effects of lesions to regions that show highly significant 
effects in group-level voxel-based analyses has also been observed in studies of 
patients with left hemisphere damage. For example, in Gajardo-Vidal et al. 
(2018), I reported that the incidence of long-term word finding impairments 
following damage to regions identified in group-level voxel-based analyses (with 
very conservative statistical thresholds) was less than 50%.  
In a recent paper, Price and colleagues (2017) discussed different sources 
of inter-patient variability in lesion-deficit mappings and differentiated those 
related to the patients themselves such as demographic factors, time post-stroke 
and effect of therapy, from those related to basic principles of functional 
organisation and re-organisation. They argue that the effect of damage to a 
region will depend on (i) whether other regions can potentially compensate for 
the lost function or (ii) the degree to which language functions were left lateralised 
prior to the stroke.  
There is general consensus that language is more impaired after lesions 
to the left than right hemisphere, and language functions activate left more than 
right hemisphere regions in right-handed neurologically-normal subjects. 
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Nonetheless, the degree to which language is left lateralized significantly varies 
across subjects, with some individuals showing bilateral or right hemisphere 
lateralisation (Springer et al., 1999; Knecht et al., 2000). But more importantly, 
there is also evidence showing how the representation of language functions also 
differs between and within subjects (Seghier et al., 2011; Bradshaw et al., 2018). 
For instance, syntactic functions have been shown to be supported by left-
lateralised fronto-temporal networks (Tyler et al., 2011, Wright et al., 2012) 
whereas semantic and phonological input processes have been reported to be 
bilaterally represented (Hartwigsen et al., 2010a, b; Lambon Ralph et al., 2017). 
In this context, the inter-patient variability observed in the lesion-deficit 
associations in Study 2 (Chapter 4) may also be related to underlying anatomical 
patterns of lateralisation of language networks (Knecht et al., 2002; Baynes and 
Long, 2007), and therefore the effect of damage to the identified set of regions 
could have reflected pre-morbid differences in the degree to which patients used 
their right hemisphere for language. Alternatively, if the observed inter-patient 
variability was due to differences in the ability to recover, future studies should 
find that variability is less when patients are tested in the acute stage of stroke 
before recovery from initial deficits has occurred. 
Although future research is required to understand which patients are 
more versus less affected by right hemisphere damage, the key point here is that 
the effect of damage to these right hemisphere sites was not atypical. However, 
it is clear that (i) the degree to which language functions are represented in both 
hemispheres varies across subjects, and (ii) the interaction of many other factors 
may impact on the consistency of lesion-deficits associations. 
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7.3. Functional neuroimaging data: the contribution of the right 
hemisphere regions associated with auditory sentence-to-picture 
matching abilities to language functions 
  Formal evidence that the right hemisphere is normally involved in 
matching spoken sentences-to-pictures is provided by Study 3 (Chapter 5). 
Within the regions that were damaged in patients with auditory sentence-to-
picture matching impairments, activation was observed in the right inferior frontal 
sulcus and right mediodorsal thalamus. In addition, these regions responded 
during a range of language tasks, with no evidence to suggest that they were 
particularly responsive to perceptual, semantic, phonological or syntactic 
processing. The results of a second functional neuroimaging study (Chapter 6) 
explain this finding by showing that the right inferior frontal sulcus and right 
mediodorsal thalamus are sensitive to the demands on non-semantic working 
memory capacity because they were significantly more activated when one-back 
matching was performed on stimuli that lacked semantic content. The data thus 
complement and extend the results of previous studies of semantic cognition 
(Jefferies, 2013; Thompson et al., 2016) that have shown that regions in the right 
middle cerebral artery territory contribute to executive aspects of semantic 
processing (i.e. controlled semantic retrieval). Using functional neuroimaging of 
neurologically-normal participants, I show the most critical region is likely to be 
the right inferior frontal sulcus and that the function of this region is not limited to 
semantic tasks. 
The neuropsychological, lesion and fMRI data therefore collectively 
support the hypothesis that difficulties performing the auditory sentence-to-
picture matching task after right hemisphere damage could result from disruption 
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to non-linguistic executive processing that is necessary for normal language 
function.  
7.4. Scientific novelty 
Findings from my four studies add to previous literature in several ways. 
First, I demonstrate that damage to the right inferior frontal sulcus and right 
mediodorsal thalamus can impair spoken sentence comprehension. Second, I 
show that the effect of damage to these regions can be explained by disruption 
to normal functional anatomy. Third, I experimentally link the literature on three 
unrelated topics (summarised below) by identifying a right inferior frontal region 
that is (i) damaged in patients who have auditory sentence-to-picture matching 
impairments; (ii) activated when neurologically-normal participants are 
performing auditory sentence-to-picture matching; and (iii) sensitive to the 
demands on non-linguistic working memory. This provides the first evidence that 
the same right hemisphere regions are contributing to both sentence 
comprehension and executive function.  
As I discussed in Chapter 6, the role of the right inferior frontal and right 
mediodorsal thalamic regions in executive functions has been demonstrated in 
many previous neuropsychological and functional neuroimaging studies ( Van der 
Werf et al., 2003; Aron et al., 2004, 2014; Szczepanski and Knight, 2014; Halassa 
and Kastner, 2017; Neef et al., 2018). In addition, the importance of good 
executive functions for speech comprehension has also been suggested. For 
example, individuals with higher IQ scores and faster processing were more likely 
to answer ambiguous sentence comprehension questions correctly (Engelhardt 
et al., 2017), and older adults with good inhibition skills showed better sentence 
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comprehension than those with poor inhibition skills (Yoon et al., 2015). 
Interestingly, syntactic interference effects during sentence comprehension were 
found to be predicted by general working memory capacity but not by 
phonological memory capacity as measured by digit span (Tan et al., 2017). This 
highlights a role for non-linguistic working memory in sentence comprehension 
that is over and above the contribution of verbal working memory capacity and 
may explain why my patients of interest were not found to have abnormally low 
digit spans (see Chapter 3). 
The role of the right inferior frontal lobe in sentence comprehension has 
also been shown previously, particularly for older compared to younger 
neurologically-normal participants (Wingfield and Grossman, 2006), when words 
are ambiguous (Mason and Just, 2007), when sentences are reversible (Meltzer 
et al., 2010) or indeterminate (de Almeida et al., 2016), and when patients with 
aphasia after left hemisphere strokes are recovering their sentence 
comprehension abilities (van Oers et al., 2010; Mohr et al., 2014; Kielar et al., 
2016). Finally, it has been previously proposed that the right hemisphere may be 
playing a non-linguistic executive role in normal speech comprehension (Bozic et 
al., 2010; Vigneau et al., 2011; Baumgaertner et al., 2013). Together, these 
studies provide abundant evidence that non-linguistic executive processing in the 
right hemisphere is important for speech comprehension. Nonetheless, I am not 
dismissing the potential contribution of right hemisphere regions to language 
processing itself. For instance, there is accumulating evidence showing that 
bilateral anterior temporal lobes are involved in the representation of conceptual 
knowledge (Rice et al., 2015; Jung and Lambon Ralph, 2016; Lambon Ralph et 
al., 2017). Nor am I dismissing prior conclusions that some right hemisphere 
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lesion or activation effects can be driven by people who are right hemisphere 
dominant for language. 
7.5. Future directions 
 In neurologically-normal participants, I have identified a right inferior frontal 
region and a right mediodorsal thalamic region that are both activated during 
auditory sentence-to-picture matching and also when the demands on non-
linguistic working memory are increased. Future studies of patients are needed 
to complement findings of this thesis by determining whether a new sample of 
patients with damage to these right hemisphere regions have difficulties with both 
sentence comprehension and tasks that are specifically designed to test non-
linguistic executive functions. Furthermore, such a finding would still necessitate 
subsequent investigation with neurologically-normal participants to determine 
whether the same brain regions were activated by sentence comprehension and 
non-linguistic executive functions (a co-occurrence in patients could be due to 
damage to different regions). 
 A larger patient sample will also allow me to quantify and understand inter-
patient variability in the lesion-deficit associations after both left and right 
hemisphere strokes. This will necessitate tight control of time post stroke and 
other factors (e.g. age, gender, education, and therapeutic interventions) that 
might influence how patient behaviour evolves after brain damage.  
 It would also be useful to understand the relative contribution of right 
hemisphere grey and white matter damage to the incidence of impaired language 
and executive functions and how these structures, and associated neural activity, 
change in the course of recovery after RHS. Additionally, in a follow-up study of 
neurologically-intact participants, I would like to investigate the behavioural effect 
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of disruptive TMS delivered over the right inferior frontal sulcus (by inducing a 
virtual lesion in this region).  
7.6. Conclusions 
To conclude, by combining behavioural, lesion and fMRI data from four 
studies, I was able to demonstrate that (1) long lasting speech comprehension 
impairments were frequently observed in right-handed patients with right frontal 
and thalamic damage; (2) this can be explained by disruption to normal functional 
anatomy rather than being indicative of crossed aphasia/atypical language 
lateralisation; and (3) the same right hemisphere regions contribute to both 
sentence comprehension and executive functions. Seemingly domain-specific 
cognitive deficits (e.g. language processing) can therefore be explained by 
disruptions to domain-general cognitive mechanisms (e.g. non-linguistic 
executive processing). Furthermore, these findings are consistent with previous 
reports that attribute increased right inferior frontal activity during speech 
comprehension, in patients with left hemisphere lesions, to a greater reliance on 
domain-general cognitive processing (van Oers et al., 2010; Geranmayeh et al., 
2014). Finally, findings of this thesis also show how functional neuroimaging of 
neurologically-normal participants can be used to investigate the normal 
functional contribution of regions identified by unexpected lesion-deficit 
relationships. 
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