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Abstract
We analyze in detail the geometry and dynamics of the cosmological
region arising in spherically symmetric black hole solutions of the Einstein-
Maxwell-scalar field system with a positive cosmological constant. More
precisely, we solve, for such a system, a characteristic initial value problem
with data emulating a dynamic cosmological horizon. Our assumptions
are fairly weak, in that we only assume that the data approaches that of
a subextremal Reissner-Nordström-de Sitter black hole, without imposing
any rate of decay. We then show that the radius (of symmetry) blows up
along any null ray parallel to the cosmological horizon (“near” i+), in such
a way that r = +∞ is, in an appropriate sense, a spacelike hypersurface.
We also prove a version of the Cosmic No-Hair Conjecture by showing
that in the past of any causal curve reaching infinity both the metric and
the Riemann curvature tensor asymptote to those of a de Sitter spacetime.
Finally, we discuss conditions under which all the previous results can be
globalized.
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1 Introduction
Adding a positive cosmological constant to the Einstein field equations provides,
arguably, the simplest way to model cosmological spacetimes undergoing accel-
erated expansion. Such expansion has remarkable effects in the global causal
structure of solutions, as well as their asymptotic behavior. In fact, it is widely
expected that, generically, for late cosmological times, the expansion will com-
pletely dominate the dynamics, damping all inhomogeneities and anisotropies,
in such a way that, in the end, only the information contained in the cosmo-
logical constant will persist; given these heuristics, it is then natural to predict
the asymptotic approach to a de Sitter solution, the simplest and most sym-
metric solution of the field equations with a positive cosmological constant.
This expectation was, early on, substantiated in the celebrated Cosmic No-Hair
Conjecture.
As usual in General Relativity, obtaining a precise statement for this con-
jecture is one its biggest challenges. Right from the start one has to deal with
the fact that the Nariai solutions provides a simple counterexample for all the
claims above; but since this solution is widely believed to be unstable [2] (com-
pare with [14]), cosmic no-hair is expected to hold generically. It turns out that
the standard formulation of the conjecture does not differ much from the impre-
cise picture provided in the previous paragraph. It is in fact sufficiently vague
so that a considerable amount of relevant work, concerning the global structure
of solutions of the Einstein equations with a positive cosmological constant, im-
mediately fits the picture; some notable examples are provided by the following
(incomplete) list [1, 5, 6, 11–13,18,19,21–24,26–30].
A natural, but hopeless, attempt to capture the idea of cosmic no-hair is to
say that it holds provided that generic solutions contain foliations of a neighbor-
hood of (future null) infinity I+ along which they approach de Sitter uniformly.
Although tempting, it fails to capture some subtleties created by cosmic silence.
To better understand these let us for a moment consider the linear wave equa-
tion, in a fixed de Sitter 1 background, as a proxy to the Einstein equations. In
this analogy, the previous formulation of cosmic no-hair would require (generic)
solutions to decay to a constant at I+. However, it is well known that this is not
the case [10,22,25]. To get an idea of why, note that cosmic silence is illustrated
1Or in Reissner-Nordström-de Sitter [10,25] or Kerr-de Sitter [25].
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by the following construction: given any two inextendible causal curves γi,
i = 1, 2, parameterized by proper time t and reaching I+ as t→∞, there is “a
late enough” (t 1) Cauchy surface Σt such that the sets Di = J−(γi)∩J+(Σt)
are disjoint. Using the fact that the wave equation admits constant solutions,
we prescribe a different constant at each Di, and then construct initial data on
Σt by gluing the data induced on J−(γi)∩Σt by the fixed constants; finally, we
solve the wave equation for such data. In the end we obtain a solution which
is not constant on I+! This shows that the previous “uniform approach” to de
Sitter is too strong a requirement. A similar conclusion can be obtained for the
full Einstein equations by considering the freedom we have to prescribe data at
I+ for the Friedrich conformal field equations [12,13,17].
A precise formulation of cosmic no-hair, properly taking into account the
previous issues, was obtained only recently by Andréasson and Ringström [1].
The fundamental new insight is to relax the previous requirement and instead
say that cosmic no-hair holds if for each future inextendible causal curve γ and
Dt = J−(γ)∩J+(Σt), defined as before, (Dt, g) approaches (in a precise sense 2)
de Sitter as t→∞. In other words, every such observer will see the spacetime
structure around him approaching that of a de Sitter spacetime, although, in
general, this will not happen in a uniform way for all observers. Here we will
follow the spirit, although not the letter, of the Andréasson-Ringström formu-
lation. A distinct feature, for instance, will come from the fact that we will be
considering black hole spacetimes, in which not all future inextendible causal
curves reach infinity. Clearly, the corresponding observers will not see the ge-
ometry approaching that of de Sitter, and so the Cosmic No-Hair Conjecture
will have to be suitably modified to exclude them.
It was also shown in [1] that this form of cosmic no-hair does hold generically
for the Einstein-Vlasov system under suitable toroidal-symmetric assumptions
(see also [21] for results concerning scalar fields in similar symmetric settings).
We expect that this form of cosmic no-hair should be valid for most, if not all,
of the models considered in the references given above.
In the context of cosmic no-hair, either by symmetry assumptions or small-
ness conditions, all the existing (non-linear) results exclude the existence of black
holes a priori. The main goal of this paper is to help bridge this gap. Nonethe-
less, there exist some notable partial exceptions: [11] deals with the Einstein-
Vlasov system under various symmetry assumptions and provides a very general,
mostly qualitative, description of the global structure of the corresponding so-
lutions. In particular, for spherically symmetric solutions, it is shown there that
the Penrose diagram of the cosmological region 3, if non-empty, is bounded to the
future by an acausal curve where the radius of symmetry is infinite (assuming
an appropriate non-extremality condition); this is in line with the expectations
of cosmic no-hair but does not provide enough quantitative information to show
that the geometry is approaching that of de Sitter. We also mention the recent
work by Schlue [26], where he takes a remarkable step towards the proof of the
2See point 4 of Theorem 1.1 for the formulation used here.
3See below the clarification of this terminology.
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(non-linear) stability of the cosmological region of Schwarzschild-de Sitter for
the (vacuum) Einstein equations, without any symmetry assumptions.
The aim of this paper is to provide the first (to the best of our knowledge)
complete realization of cosmic no-hair, in the spirit of the Andréasson-Ringström
formulation, in the context of subextremal black hole spacetimes. With this aim
in mind we take as reference solutions the subextremal elements of the Reissner-
Nordström-de Sitter (RNdS) family 4 (see Section 2.2 for more details). These
model static, spherically symmetric and electromagnetically charged black holes
in an expanding universe. They are solutions of the Einstein-Maxwell equations
parameterized by mass M , charge e and cosmological constant Λ. The global
causal structure of these black hole spacetimes is completely captured by the
Penrose diagram in Figure 1 and is considerably different from the one of their
asymptotically flat (Λ = 0) counterparts. The first noticeable difference corre-
sponds to the existence of a periodic string of causally disconnected isometric
regions. Among these regions, the only ones with no analogue in the Λ = 0
case are the cosmological regions 5 (regions V and VI in Figure 1), which, in the
topology of the plane, are bounded by cosmological horizons C±, future and past
null infinity I±, and a collection of points i±. Since all of its connected compo-
nents are isometric, we can focus on only one of them; for convenience, we will
consider a future component, i.e., one whose boundary contains a component of
I+ (region V in Figure 1).
Figure 1: Conformal diagram of Reissner-Nordström-de Sitter spacetime.
We will start our evolution from a dynamical cosmological horizon, whose
properties generalize those of the future Killing cosmological horizon C+A of our
reference RNdS solutions; by imposing appropriate data on a transverse null
surface to the cosmological horizon we then obtain a well-posed characteristic
initial value problem. The remarkable results by Hintz and Vasy [15, 16], con-
4To set the convention, whenever we refer to an RNdS solution (M, g) we mean the maximal
domain of dependence D(Σ) =M of a complete Cauchy hypersurface Σ = R× S2.
5It is also standard to refer to these as expanding regions, but we prefer the designation
“cosmological”, since the local regions (regions I and III in Figure 1) are also expanding [3].
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cerning the non-linear stability of the local region (regions I and III in Figure 1)
of de Sitter black holes, suggest6 that our defining properties for a dynamical
horizon can, in principle, be recovered from (spherically symmetric) Cauchy
initial data which is close, in an appropriate sense, to RNdS data. In fact, we
expect our assumptions to hold for larger classes of Cauchy data, especially
since although we will require our characteristic data to approach the data of
a reference RNdS black hole, we will not need to impose any specific rates of
decay.
In this paper, we will show that the future evolution of the characteristic
initial data above will lead to a solution with the following properties: the radius
(of symmetry) blows up along any null ray parallel to the cosmological horizon
(“near” i+). Moreover, r = +∞ is, in an appropriate sense, a (differentiable)
spacelike hypersurface. Finally we will also obtain a version of cosmic no-hair by
showing that in the past of any causal curve reaching r = ∞, both the metric
and the Riemann curvature tensor asymptote those of a de Sitter spacetime,
at a specific rate. We will also briefly discuss conditions under which all the
previous results can be globalized to a “complete” cosmological region.
1.1 Main results
Our main results can be summarized in the following:
Theorem 1.1. Fix, as a reference solution, a subextremal member of the RNdS
family, with parameters (M, e,Λ) and cosmological radius rc.
Let (M, g, F, φ) be the maximal globally hyperbolic development of smooth
spherically symmetric initial data given on Σ = R× S2, with charge parameter
e and cosmological constant Λ. Let Q˜ be the projection of M to the (spherical
symmetry) orbit space and assume that Q˜ contains a future complete null line
C+. Let (u, v) : Q˜ → R2 be such that u is an affine parameter on C+ = {v = 0},
∂u and ∂v are both future oriented and, in an open set of Q˜ containing C+,
g = −Ω2(u, v)dudv + r2(u, v)˚g ,
where g˚ is the metric of the round 2-sphere.
Assume also that
(i) the radius of symmetry satisfies r(u, 0)→ rc, as u→∞ ,
(ii) the (renormalized) Hawking mass satisfies $(u, 0)→M , as u→∞ ,
(iii) ∂vr(u, 0) > 0, for all u ≥ 0 , and
(iv) |∂uφ(u, 0)| ≤ C, for some C > 0 and all u ≥ 0 .
Then, there exist U, V > 0 such that, in Q = Q˜ ∩ [U,∞)× [0, V ), we have:
6These stability results concern the Einstein vacuum and Einstein–Maxwell equations, and
not the Einstein–Maxwell–scalar field system.
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1. Blow up of the radius function: for all v1 ∈ (0, V ), there exists u∗(v1) <
∞ such that r(u, v1) → ∞, as u → u∗(v1). Moreover r(u, v) → ∞, as
(u, v)→ (u∗(v1), v1).
2. Asymptotic behavior of the scalar field: there exists C > 0 such that∣∣∣∣∂vφ∂vr
∣∣∣∣+ ∣∣∣∣∂uφ∂ur
∣∣∣∣ ≤ Cr−2 .
3. r =∞ is spacelike: for a parameterization of the curves of constant r of
the form v 7→ (ur(v), v) there exists a constant C1 > 0 and a function
(0, V ] 3 v 7→ C2(v) ∈ R+, which may blow up as v → 0, such that
−C2(v) < u′r(v) < −C1 ,
holds for all r > rc and all v > 0.
4. Cosmic no-hair: Let γ be a causal curve along which r is unbounded. Let
idS be a point in the future null infinity of the de Sitter spacetime with
cosmological constant Λ. Let {eI}I=0,1,2,3 be an orthonormal frame in de
Sitter defined on J−(idS) ∩ {rdS > r1}, for some r1 > 0; in particular, in
this frame, the de Sitter metric reads dSgIJ = ηIJ . Then, by increasing r1
if necessary, there exists a diffeomorphism mapping J−(γ)∩{r > r1} to a
neighborhood of idS in J−(idS) such that, in the dS frame {eI}, we have,
for r2 ≥ r1,
sup
J−(γ)∩{r≥r2}
|gIJ −dSgIJ | . r−22 , (1)
and
sup
J−(γ)∩{r≥r2}
|RIJKL −dSRIJKL| . r−22 . (2)
The proof of this theorem will be given in Section 8. Condition (iii) is
discussed further in Remark 3.2.
We will now provide extra conditions that allow the previous results to be
globalized to a “complete” cosmological region:
Theorem 1.2. Fix, as reference solutions, two subextremal members of the
RNdS family, with parameters (Mi, e,Λ), and cosmological radius rc,i, i = 1, 2.
Let (M, g, F, φ) and (u, v) be as in Theorem 1.1, but now assume that u = 0 is
also complete and that
(i)’ r(x, 0)→ rc,1 and r(0, x)→ rc,2, as x→∞ ,
(ii)’ $(x, 0)→M1 and $(0, x)→M2 as x→∞ ,
(iii)’ ∂vr(x, 0) > 0 and ∂ur(0, x) > 0, for all x ≥ 0 , and
(iv)’ |∂uφ(x, 0)|+ |∂vφ(0, x)| ≤ C, for some C > 0 and all x ≥ 0 .
If, moreover, either
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I. there exists a sufficiently small  > 0, such that for all x ≥ 0
|r(x, 0)− rc,1|+ |r(0, x)− rc,2|+ |$(x, 0)−M1|+ |$(0, x)−M2| ≤  ,
or
II. we assume a priori that the future boundary of Q˜ ∩ [0,∞)2, in R2, is of
the form
B = {(∞, 0)} ∪ N1 ∪ B∞ ∪N2 ∪ {(0,∞)} ,
where, for some u∞, v∞ ≥ 0, N1 = {u =∞}× (0, v∞] and N2 = (0, u∞]×
{v =∞} are (possibly empty) null segments, and B∞ is an acausal curve,
connecting (∞, v∞) to (u∞,∞), along which the radius r extends to infinity
by continuity,
then the conclusions 1–4 of Theorem 1.1 hold in Q = Q˜ ∩ [0,∞)2; in particular
this implies that under assumption II the segments Ni are empty.
The proof of this theorem will be presented in Section 8.
Remark 1.3. The a priori assumptions concerning the global structure of the
future boundary of the Penrose diagram, formulated in assumption II above,
were inspired by the results in [11][Theorem 1.3] concerning the Einstein-Vlasov
system. Presumably, some of those results will remain valid for the matter model
considered here, since they are mostly based on general properties, namely energy
conditions and extension criteria, that should hold for both systems. Here we
will not pursue this relation any further.
2 Setting
2.1 The Einstein-Maxwell-scalar field system in spherical
symmetry
We will consider the Einstein-Maxwell-scalar field (EMS) system in the presence
of a positive cosmological constant Λ:
Rµν − 12Rgµν + Λgµν = 2Tµν , (3)
Tµν = ∂µφ∂νφ− 12∂αφ∂
αφ gµν + FµαFαν − 14FαβF
αβgµν , (4)
dF = d ? F = 0 , (5)
gφ = 0 . (6)
In this system a Lorentzian metric gµν is coupled to a Maxwell field Fµν and
a scalar field φ via the Einstein field equations (3), with energy-momentum
tensor (4). To close the system we also impose the source-free Maxwell equa-
tions (5). Then, the scalar field satisfies, as a consequence of the previous
equations, the wave equation (6). Note that φ and Fµν only interact through
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the gravitational field equations; consequently, the existence of a non-vanishing
electromagnetic field requires a non-trivial topology for our spacetime manifold
M.
We will work in spherical symmetry by assuming thatM = Q× S2 and by
requiring the existence of double-null coordinates (u, v), on Q, such that the
spacetime metric takes the form
g = −Ω2(u, v)dudv + r2(u, v)˚g , (7)
with g˚ being the metric of the unit round sphere.
Under these conditions, Maxwell’s equations decouple from the EMS system.
More precisely, there exists a constant e ∈ R, to which we will refer as the charge
(parameter), such that
F = −eΩ
2(u, v)
2 r2(u, v) du ∧ dv . (8)
The remaining equations of the EMS system then become
∂u∂vr = −Ω
2
4r −
∂ur ∂vr
r
+ Ω
2e2
4r3 +
Ω2Λr
4 , (9)
∂u∂vφ = − ∂ur ∂vφ+ ∂vr ∂uφ
r
, (10)
∂v∂u ln Ω = −∂uφ∂vφ− Ω
2e2
2r4 +
Ω2
4r2 +
∂ur ∂vr
r2
, (11)
∂u
(
Ω−2∂ur
)
= −rΩ−2 (∂uφ)2 , (12)
∂v
(
Ω−2∂vr
)
= −rΩ−2 (∂vφ)2 . (13)
A well known consequence of the Raychaudhuri equations (12) and (13) is
the following version of Hawking’s area law:
Proposition 2.1. If a radial null geodesic γ is future complete and r ◦ γ does
not vanish then r ◦ γ must be nondecreasing towards the future.
Proof. Since r ◦ γ does not vanish, we can assume that γ is given by v = 0.
By rescaling the coordinate u, we can choose Ω2(u, 0) = 1, so that u is an
affine parameter (compare with [8][Section 8]). In this case, the Raychaudhuri
equation (12) implies ∂2ur ≤ 0, and the result then follows from the fact that
r ◦ γ does not vanish and u is unbounded by the future completeness of γ.
It turns out to be convenient, both by its physical relevance and by its
good monotonicity properties, to introduce the (renormalized) Hawking mass
$ = $(u, v), defined by
1− µ := 1− 2$
r
+ e
2
r2
− Λ3 r
2 = ∂αr∂αr . (14)
Later we will replace the wave equation for the conformal factor Ω (11) by
equations (22) and (23) prescribing the gradient of $.
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In this paper we will use a first order formulation of the EMS system, ob-
tained by introducing the quantities:
ν := ∂ur , (15)
λ := ∂vr , (16)
θ := r∂vφ , (17)
ζ := r∂uφ . (18)
Note, for instance, that in terms of these new quantities (14) gives
1− µ = −4Ω−2λν . (19)
Later we will be interested in a region where λ > 0; there, we are allowed to
define
κ := −14Ω
2λ−1 . (20)
Our first order system is then7
∂uλ = ∂vν = κλ∂r (1− µ) , (21)
∂u$ =
ζ2
2κ , (22)
∂v$ =
θ2
2λ (1− µ) , (23)
∂uθ = −ζλ
r
, (24)
∂vζ = −θν
r
, (25)
∂vκ =
κθ2
rλ
, (26)
ν = κ (1− µ) , (27)
which is an overdetermined system of PDEs together with the algebraic equa-
tion (27) that replaces (20). The results in [7][Section 6] show that, under
appropriate regularity conditions, this system is equivalent to the spherically
symmetric EMS system, in a spacetime region where ∂vr = λ > 0.
2.2 Reissner-Norström-de Sitter revisited
If the scalar field vanishes identically, then the Hawking mass is constant, $ ≡
M . Among these electro-vacuum solutions 8, the Reissner-Nordström-de Sitter
(RNdS) black holes, which form a 3-parameter (M, e,Λ) family of solutions, are
7Note that (1−µ) depends on (u, v) only through (r,$). In what follows, in a slight abuse
of notation, we will interchangeably regard (1 − µ) as a function of either pair of variables,
with the meaning being clear from the context.
8Note that in this setting Birkhoff’s Theorem is less restrictive and allows solutions which
do not belong to the RNdS family, see [14][Theorem 1.1] and [20].
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of special relevance to us here. We will only consider the solutions of this family
for which M ≥ 0 and the function r 7→ (1−µ)(M, r) has a positive root rc such
that
∂r(1− µ)(M, rc) < 0 , (28)
and
∂2r (1− µ)(M, rc) < 0 . (29)
These conditions are enough to identify r = rc as a non-extremal 9 cosmological
horizon; in the case of a vanishing charge, the condition on the second derivative
is in fact a consequence of M ≥ 0. Note that, in RNdS, r = rc is a Killing
horizon [4] whose generator is the spacetime’s static Killing vector field.
The form of the metric of these RNdS solutions in double-null coordinates
is not particularly elucidative and will be omitted. On the other hand, their
global causal structure is crucial to us and is completely described by the Pen-
rose diagram in Figure 1; note that when we refer to a member of the RNdS
family we are considering the solutions corresponding to the maximal (globally
hyperbolic) development of appropriate Cauchy data. In this paper we will fo-
cus on the cosmological region r > rc, which corresponds to the causal future
of the cosmological horizon r = rc; more precisely, we will be interested in un-
derstanding how stable its geometry is under non-linear spherically symmetric
scalar perturbations.
2.3 The characteristic initial value problem IVPC+
The goal of this section is to establish an initial value problem for the sys-
tem (21)–(27) which captures the essential features of a cosmological region to
the future of a dynamic (i.e. not necessarily stationary) cosmological horizon
C+ = {(u, v) : v = 0}. We will refer to this as IVPC+ .
We fix the coordinate u (up to a translation by a constant) by setting
κ0(u) := κ(u, 0) ≡ −1 (30)
and, for a fixed V > 0, we consider as initial data, given on
[0,+∞[× {0} ∪ {0} × [0, V ] , (31)
the functions
r0(v) := r(0, v) ,
ν0(u) := ν(u, 0) ,
ζ0(u) := ζ(u, 0) ,
λ0(v) := λ(0, v) ,
$0(u) := $(u, 0) ,
θ0(v) := θ(0, v) ,
(32)
with ν0, λ0, θ0 and ζ0 continuous, and r0 and $0 continuously differentiable.
9Non-degenerate in the terminology of [4].
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We also impose the sign conditions
r0(v) > 0 ,
r˜0(u) > 0 ,
λ0(v) > 0 ,
ν0(u) ≥ 0 ,
(33)
where
r˜0(u) := r0(0) +
∫ u
0
ν0(u′) du′ . (34)
The sign for ν0 is motivated by Hawking’s area law (Proposition 2.1) and the
sign of λ0 by the need to model a cosmological (expanding) region; the sign of
κ0 was chosen to accommodate (20).
The overdetermined character of our system implies that the initial data is
necessarily constrained. To deal with this we assume the following compatibility
conditions:
r′0 = λ0 , (35)
$′0 = −
ζ20
2 , (36)
ν0 = − (1− µ)($0, r˜0) . (37)
We will also assume that our initial data approaches (without requiring any
specific decay rate) a RNdS cosmological horizon along v = 0. More precisely
we will assume the existence of constants rc > 0 and $c ≥ 0 such that
lim
u→+∞ r˜0(u) = rc < +∞ ,
lim
u→+∞$0(u) = $c < +∞ ,
(38)
with
(1− µ)(rc, $c) = 0 . (39)
The condition above captures the idea of approaching a RNdS horizon. To make
sure that it is a cosmological horizon we impose (28) and (29), with M = $c.
By continuity, given 0 > 0, we can then shift our u coordinate in such a way
that
|r˜0(u)− rc|+ |$0(u)−$c| < 0 , for all u ≥ 0 . (40)
Then, we can choose 0 small enough such that, for all u ≥ 0, we have
∂r(1− µ)($0(u), r˜0(u)) ≤ −2k < 0 (41)
for some k > 0, which can be chosen arbitrarily close to 12∂r(1 − µ)($c, rc) by
decreasing 0. This condition, together with (21), (30) and the fact that the
range of u is unbounded imply that the line v = 0 is in fact a complete null
geodesic (compare with [8][Section 8]).
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Finally, we will assume that there exists Cd > 0 such that
|ζ0(u)| ≤ Cd , for all u ≥ 0 . (42)
This finishes our characterization of IVPC+ .
Remark 2.2. Note that the conditions (38) together with the constraints (35)
impose restrictions on the integrability of our data: for instance, $0(u) → $c
requires that ζ0 ∈ L2([0,∞)).
Remark 2.3. The existence of “large” classes of data satisfying all the previous
conditions, which is far from clear a priori, follows by a simple adaptation of
the techniques in [9][Section 3]; see [20] for details. In alternative, one can
also take the perspective of Theorem 1.1 where our characteristic initial data
arises from the evolution of appropriate Cauchy initial data. The existence of
such Cauchy data, close to RNdS data, is expected to follow from the non-linear
stability results in [15,16].
We end this section with a simple adaptation of [7][Theorem 4.4]:
Theorem 2.4 (Maximal development and its domain Q for IVPC+). The char-
acteristic initial value problem IVPC+ , with initial data as described above, has
a unique classical solution (in the sense that all the partial derivatives occur-
ring in (21)–(27) are continuous) defined on a maximal past set Q containing a
neighborhood 10 of ([0,+∞[× {0}) ∪ ({0} × [0, V ]) in [0,+∞[× [0, V ].
3 Preliminary results and an extension criterion
We start by establishing some basic sign properties, including a fundamental
negative upper bound for ∂r(1− µ) (49) that corresponds to a global redshift.
Lemma 3.1. For the initial value problem IVPC+ , the following conditions are
satisfied in Q:
λ > 0 , (43)
κ ≤ −1 , (44)
ν ≥ 0 , with ν > 0 in Q \ C+ , (45)
r ≥ r(0, 0) , (46)
∂u$ ≤ 0 , (47)
∂v$ ≤ 0 , (48)
∂r(1− µ) ≤ −2k , for k > 0 as in (41) , (49)
1− µ ≤ 0 , with 1− µ < 0 in Q \ C+ . (50)
10From now on, all topological statements will refer to the topology of [0,+∞[ × [0, V ]
induced by the standard topology of R2.
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Proof. Recall that λ(0, v) > 0 and notice how the evolution equation for λ (21)
implies that it cannot change sign (since the solution is an exponential times
the initial data); that is, λ > 0 in Q. It then follows from (26) and the fact
that κ(u, 0) ≡ −1 that κ ≤ −1. As an immediate consequence (22) tells us that
∂u$ ≤ 0.
Now, let Q˜ = {(u, v) ∈ Q : ν(u, v˜) ≥ 0 ,∀v˜ ∈ [0, v]}. In this subset, the signs
of ν and λ immediately imply that r ≥ r(0, 0) and, since ν = (1− µ)κ, one has
1− µ ≤ 0 (with equality if and only if ν = 0), and so ∂v$ ≤ 0 due to (23).
Furthermore,
∂$∂r(1− µ) = 2
r2
> 0 ,
and, for v > 0,
λ > 0⇒ r(u, v) > r(u, 0) .
By inspection of the graph of r 7→ 1 − µ($, r), we see that, for a sufficiently
small 0 in (40), we have in Q˜
∂r (1− µ) ($(u, v), r(u, v)) ≤ ∂r (1− µ) ($(u, 0), r(u, v))
≤ ∂r (1− µ) ($(u, 0), r(u, 0))
≤ −2k ,
(51)
where the last inequalities follow from (41).
Knowing the signs of the quantities above, (21) implies
∂vν = κλ∂r (1− µ) > 0 , (52)
in Q˜. So, with the initial condition ν ≥ 0 on C+, one has ν > 0 in Q˜\C+.
It now suffices to show that Q˜ = Q. To this effect, define, for each u ≥ 0,
the sets Vu = {v : (u, v) ∈ Q} and V˜u =
{
v : (u, v) ∈ Q˜}. We will show that V˜u
is open and closed in Vu.
Let {vn}n∈N ⊂ V˜u be a sequence with vn → v∗ ∈ Vu. If ∃k ∈ N such
that vk > v∗, then ν(u, v′) ≥ 0 ∀v′ ≤ vk and, in particular, ∀v′ ≤ v∗; so,
(u, v∗) ∈ Q˜ and v∗ ∈ V˜u. On the other hand, if there exists no such k, then
there is an increasing subsequence vnm → v∗; this means that [0, vnm ] ⊂ V˜u, so⋃
m∈N [0, vnm ] ⊂ V˜u and [0, v∗[ ⊂ V˜u, whence, by continuity, ν(u, v∗) ≥ 0 and,
therefore, v∗ ∈ V˜u.
Suppose now that v∗ ∈ V˜u, meaning ν(u, v′) ≥ 0 ∀v′ ∈ [0, v∗]; from (52), it
follows that ∂vν(u, v∗) > 0, and so, by continuity, ∃ > 0 such that ∂vν(u, v′) > 0
∀v′ ∈ [v∗, v∗ + ]. This implies that ν(u, v′) ≥ 0 ∀v′ ∈ [0, v∗ + ] or, in other
words, (u, v∗ + ) ∈ Q˜; thus, [0, v∗ + [ ⊂ V˜u.
Since V˜u 6= ∅ (because 0 ∈ V˜u) and Vu is connected (because Q is a past
set), we have V˜u = Vu for all u ≥ 0, whence Q˜ = Q.
Remark 3.2. The Einstein equations do not propagate the sign of ∂vr = λ
along a line of constant v, as can be attested by considering a line that goes
from black hole exterior to the black hole interior of the RNdS solution. In
contrast, the first order system (21)-(27) does propagate this sign; however, this
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is just a consistency check of the system, since the definition of κ requires that
λ does not change sign.
Note that, in view of (43) and (45), the curves of constant r are spacelike in
Q \ {v = 0} and can be parameterized by
u 7→ (u, vr(u)) , (53)
or
v 7→ (ur(v), v) , (54)
where ur and vr are C1, but with domains unknown to us at the moment.
We can now easily improve some of the previous sign properties to more
detailed bounds.
Lemma 3.3. For the initial value problem IVPC+ , the following estimates hold
in Q:
− Λ6 r
3 + r2 +
e2
2r ≤ $ ≤ $(0, 0) , (55)
1− 2$(0, 0)
r
+ e
2
r2
− Λ3 r
2 ≤ 1− µ ≤ 0 , (56)
− Λr + 1
r
− e
2
r3
≤ ∂r(1− µ) ≤ 2$(0, 0)
r2
− 2e
2
r3
− 2Λ3 r . (57)
Proof. Since we know that ∂u$, ∂v$ and 1− µ are all non-positive, we get
1− µ ≤ 0⇔ −Λ6 r
3 + r2 +
e2
2r ≤ $ (58)
and
$ ≤ $(0, 0)⇔ 1− µ ≥ 1− 2$(0, 0)
r
+ e
2
r2
− Λ3 r
2 . (59)
Applying the bounds for $ to the identity
∂r(1− µ) = 2$
r2
− 2e
2
r3
− 2Λ3 r , (60)
leads to (57).
Restricting ourselves to a region with bounded radius function we can obtain
further bounds:
Lemma 3.4. For the initial value problem IVPC+and R > r(0, 0) there exists
a constant Cd,R, depending only on R and on the size of the initial data, such
that, in Q∩ {r ≤ R},
max
{∣∣∣∣ θλ
∣∣∣∣ , |κ| , |ν| , |ζ|} ≤ Cd,R . (61)
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Proof. Integrating (22) in Q ∩ {r ≤ R}, while using the bounds (55) and (46),
we obtain ∫ u
0
ζ2
−κdu = 2 ($(0, v)−$(u, v)) ≤ Cd,R . (62)
Then, integrating the evolution equation
∂u
(
θ
λ
)
= −ζ
r
− θ
λ
κ∂r(1− µ) , (63)
yields, in view of the previous and (49),∣∣∣∣ θλ (u, v)
∣∣∣∣ ≤ ∣∣∣∣ θλ (0, v)
∣∣∣∣ e−∫ u0 κ∂r(1−µ)(u′,v)du′ + ∫ u
0
|ζ|
r
(u′v)e−
∫ u
u′ κ∂r(1−µ)(u
′′,v)du′′
du′
≤ Cd + 1
R
∫ u
0
|ζ|√−κ
√−κ e−
∫ u
u′ κ∂r(1−µ)du
′′
du′
≤ Cd + 1
R
(∫ u
0
|ζ|2
−κ (u
′, v)du′
) 1
2
(∫ u
0
−κ e2
∫ u
u′ −κ∂r(1−µ)du
′′
du′
) 1
2
≤ Cd + Cd,R
(∫ u
0
−κ e−4k
∫ u
u′ −κdu
′′
du′
) 1
2
= Cd + Cd,R
([
1
4k e
−4k
∫ u
u′ |κ|du
′′
]u′=u
u′=0
) 1
2
≤ Cd,R ,
where Cd represents a uniform bound on the initial data.
As a consequence, we are now able to estimate |κ|. In fact, using the evolu-
tion equation (26),
|κ(u, v)| = exp
[∫ v
0
∣∣∣∣ θλ
∣∣∣∣2 λr (u, v′) dv′
]
≤ exp
[
Cd,R
∫ v
0
∂vr
r
(u, v′) dv′
]
= exp
[
Cd,R
∫ r(u,v)
r(u,0)
dr′
r′
]
≤
[
r(u, v)
r(0, 0)
]Cd,R
.
(64)
Combining this estimate with (56) immediately gives the bound for |ν| = ν.
Recalling that ν increases with v in Q, we can integrate (25) and, using (42),
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obtain the estimate
|ζ(u, v)| ≤ |ζ(u, 0)| +
∫ v
0
(∣∣∣∣ θλ
∣∣∣∣ λνr
)
(u, v′) dv′
≤ Cd + Cd,R
∫ v
0
(
λν
r
)
(u, v′) dv′
≤ Cd + Cd,R ν(u, v)
∫ v
0
λ
r
(u, v′) dv′
≤ Cd + Cd,R log
∣∣∣∣r(u, v)r(u, 0)
∣∣∣∣
≤ Cd,R .
(65)
As a result of all the estimates obtained in this section, we have uniform
bounds in any region of the form Q∩{r ≤ R} for almost all quantities in terms
of data and R. For example, from (22) and (38) we easily obtain
|$(u, v)| ≤ Cd,R . (66)
The single exception is λ, for which the best bound available in this region
(compare with the upcoming (70)), is
λ(u, v) = λ(0, v)e
∫ u
0
κ∂r(1−µ)du′ ≤ CdeCd,Ru , (67)
which follows from (21) and the bound for κ. This is nonetheless enough to
establish the following extension criterion, whose standard proof will be omitted.
Proposition 3.5. For the initial value problem IVPC+ , let p ∈ Q \ {v = V } be
such that
D := (J−(p) ∩ J+(q)) \ {p} ⊂ Q
for some point q ∈ J−(p). If the radius function is bounded in D,
sup
D
r <∞ , (68)
then p ∈ Q. In particular (since Q is an open past set), there exists  > 0 such
that
[0, u(p) + ]× [0, v(p) + ] ⊂ Q . (69)
4 Unboundedness of the radius function
Quite remarkably, we are almost ready to establish that, for the initial value
problem IVPC+ , the radius function has to blow up along any null ray of the
form v = v1 ∈ (0, V ]. To do so we need the following lower bounds.
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Lemma 4.1. For the initial value problem IVPC+ , we have in Q
λ(u, v) ≥ λ0 e2ku , (70)
where
λ0 := inf
v∈[0,V ]
λ(0, v) > 0 . (71)
Moreover, there exists α > 0 such that, for any v ∈ [0, V ],
ν(u, v) ≥ αv . (72)
Proof. Note that in view of (44) and (49) we have in Q
κ ∂r(1− µ) ≥ 2k . (73)
It then follows that
λ(u, v) = λ(0, v) exp
[∫ u
0
κ ∂r(1− µ) (u′, v) du′
]
≥ λ0 exp
[∫ u
0
2k du′
]
= λ0 e2ku .
(74)
Consequently,
ν(u, v) = ν(u, 0) +
∫ v
0
λκ∂r(1− µ) (u, v′)dv′
≥ ν(u, 0) + λ0 2k e2ku v ,
(75)
from which (72) follows.
We are now ready to obtain, in one go, two important characterizations of
the behavior of the radius function: we will show that the radius function blows
up along any null line v = v1 6= 0, and that all the (spacelike curves) r = r1 > rc
accumulate (in the topology of the plane) at i+ = (∞, 0). More precisely:
Theorem 4.2. Consider the initial value problem IVPC+and let v1 ∈ ]0, V ].
Then,
sup {r(u, v1) : (u, v1) ∈ Q} = +∞ . (76)
Moreover, for all r1 > rc there exists 0 < Vr1 ≤ V such that the function ur1
(recall (54)) is defined for all v ∈ ]0, Vr1 [ and is such that
ur1(v)→∞ , as v → 0 . (77)
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Proof. From (72) we have
r(u, v1) = r(0, v1) +
∫ u
0
ν(u′, v1) du′
≥ r(0, v1) + αv1u ,
(78)
which clearly diverges as u → ∞, provided that v1 6= 0. The first result (76)
is now a consequence of the extension criterion (Proposition 3.5), and then the
remaining conclusions follow.
We will now show that, in fact, r blows up in finite u-“time”.
Theorem 4.3. Let Q be the domain of the maximal solution of the character-
istic initial value problem with initial data satisfying IVPC+ . Then:
1. For every v1 ∈ (0, V ] there exists u∗(v1) > 0 such that
lim
u→u∗(v1)
r(u, v1) = +∞ . (79)
2. For every r1 > r(0, 0) there exists 0 < Vr1 ≤ V such that the function ur1
is defined for all v ∈ (0, Vr1 ]. Moreover, Vr1 = V and ur1(V ) < u∗(V )
or ur1(Vr1) = 0, i.e., the curve r = r1 leaves Q to the right through
({u = 0} ∪ {v = V }) ∩Q.
3. For any r1 > r(0, V ), Vr1 = V and
Q∩ {r ≥ r1} \ {v = 0} = {(u, v) : 0 < v ≤ V and ur1(v) ≤ u < u∗(v)} .
(80)
4.
lim
(u,v)→(u∗(v1),v1)
r(u, v) =∞ . (81)
Proof. From (49) and (57) we can guarantee the existence of A¯ > 0 such that
− ∂r(1− µ) ≥ 2A¯ r . (82)
Therefore, recalling (44) and that ν(u, 0) ≥ 0, the equation for ν yields
ν(u, v) = ν(u, 0) +
∫ v
0
λκ∂r(1− µ) (u, v′) dv′
≥ 2A¯
∫ v
0
λ r (u, v′) dv′
= A¯
[
r2(u, v′)
]v′=v
v′=0
= A¯ r2(u, v)
[
1− r
2(u, 0)
r2(u, v)
]
.
(83)
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So, for rc < r1 ≤ r(u, v), we have
ν(u, v) ≥ Ar2(u, v) , (84)
with
A := A¯
[
1− r
2
c
r12
]
. (85)
In view of Theorem 4.2, if r1 is sufficiently large then for each v ∈ ]0, V ]
there exists ur1(v) ≥ 0 such that r(ur1(v), v) = r1. Consequently,∫ u
ur1 (v)
∂ur(u′, v)
r2(u′, v) du
′ ≥ A (u− ur1(v))
⇔ 1
r1
− 1
r(u, v) ≥ A (u− ur1(v))
⇔ r(u, v) ≥ 11
r1
−A (u− ur1(v))
,
(86)
which tends to +∞ when u→
(
ur1(v) + 1Ar1
)−
. This establishes point 1.
Let Vr1 be the supremum of the set of points in ]0, V ] for which ur1 is
well-defined in ]0, Vr1 [. If point 2 were not true then, in view of the spacelike
character of r = r1, we would have
lim
v→Vr1
ur1(v) = u∗(Vr1) .
Since r is unbounded along v = Vr1 , there must exist r2 > r1 and 0 < u2 <
u∗(Vr1) such that r(u2, Vr1) = r2. But since (u2, Vr1) ∈ Q, there exists  > 0
such that r(ur2(Vr1 − ), Vr1 − ) = r2 and ur2(Vr1 − ) < ur1(Vr1 − ), which
contradicts the fact that ν > 0 in Q \ {v = 0}. This establishes point 2. Points
3 and 4 are then an immediate consequence.
5 Behavior of the scalar field for large r
It is possible to control the geometry of the curves of constant r even further.
To do this, we need precise knowledge about the behavior of the scalar field for
large r, which is, of course, interesting in itself.
Note that, for r1 > rc, the function
(u, v) 7→ (r(u, v), v) , (87)
defines a diffeomorphism, mapping Q ∩ {r ≥ r1} into [r1,∞) × (0, V ], with
inverse
(r, v) 7→ (ur(v), v) . (88)
For any function h = h(u, v) we define
h˜(r, v) := h(ur(v), v) . (89)
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Now define the function f : [r1,∞)→ R by
f(r) := sup
v∈(0,V ]
max
{∣∣∣∣ θ˜λ˜ (r, v)
∣∣∣∣ , ∣∣∣∣ ζ˜ν˜ (r, v)
∣∣∣∣} ; (90)
that this is a well-defined function follows from (61), (84) and Theorem 4.3.
Theorem 5.1. There exists r1 > rc such that, for all r2, r with r1 ≤ r2 ≤ r we
have, for the function defined by (90),
f(r) ≤ f(r2)r2
r
. (91)
Proof. We will start by establishing the following
Lemma 5.2. There exists r1 > rc such that, given r2 > r1, we have for any
r ≥ r2
f(r) ≤ C2 ⇒ f(r) ≤ C22
(
1 + r2
2
r2
)
. (92)
Proof. Integrating (63) from r = r2 towards the future gives
θ
λ
(u, v) = θ
λ
(ur2(v), v)e
−
∫ u
ur2 (v)
∂r(1−µ)
1−µ ν(u
′,v)du′
−
∫ u
ur2 (v)
ζ
r
(u′, v)e−
∫ u
u′
∂r(1−µ)
1−µ ν(u
′′,v) du′′
du′ .
(93)
To estimate the exponential we note that from Lemma 3.3 we have
∂r(1− µ)
1− µ =
−∂r(1− µ)
−(1− µ)
≥
2Λ
3 r − 2$(0,0)r2 + 2e
2
r3
Λ
3 r
2 − 1 + 2$(0,0)r − e
2
r2
= 2
r
1− 3$(0,0)Λr3 + 3e
2
Λr4
1− 3Λr2 + 6$(0,0)Λr3 − 3e
2
Λr4
= 2
r
(
1 +
3
Λr2 − 9$(0,0)Λr3 + 6e
2
Λr4
1− 3Λr2 + 6$(0,0)Λr3 − 3e
2
Λr4
)
≥ 2
r
,
(94)
for any r ≥ r1 with r1 sufficiently large. As an immediate consequence, for
r1 ≤ ra ≤ rb, we have
exp
[
−
∫ rb
ra
∂r(1− µ)
1− µ dr
]
≤
(
ra
rb
)2
. (95)
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Using this estimate we find that∣∣∣∣ θλ
∣∣∣∣ (u, v) ≤ ∣∣∣∣ θλ
∣∣∣∣ (ur2(v), v)(r2r )2 +
+ 1
r2
∫ u
ur2 (v)
(∣∣∣∣ ζν
∣∣∣∣ νr) (u′, v)du′ . (96)
Using the hypothesis of the lemma we get∣∣∣∣ θ˜λ˜ (r, v)
∣∣∣∣ ≤ C2 (r2r )2 + C2r2
∫ r
r2
r′dr′
= C2
(r2
r
)2
+ C2
r2
r2 − r22
2
= C22
(
1 + r2
2
r2
)
.
(97)
Analogously, by integrating the equation
∂v
ζ
ν
= −θ
r
− ζ
ν
∂vν
ν
, (98)
we obtain ∣∣∣∣ ζ˜ν˜ (r, v)
∣∣∣∣ ≤ C22
(
1 + r2
2
r2
)
, (99)
and the lemma follows.
We proceed by showing that f is non-increasing in r ≥ r1. For that purpose,
assume there exist r1 < r2 < r3 with f(r2) < f(r3). Then, there exists r∗ ∈
(r2, r3] such that
C∗ := max
r∈[r2,r3]
f(r) = f(r∗) .
Using Lemma 5.2 with C2 = C∗ we obtain the contradiction
C∗ = f(r∗) ≤ C∗2
(
1 + r2
2
r∗2
)
< C∗ ,
and the claimed monotonicity follows.
As a consequence, we can in fact write, for all r and r2 such that r1 ≤ r2 ≤ r,
f(r) ≤ f(r2)2
(
1 + r2
2
r2
)
. (100)
This can in turn be rearranged to yield
f(r)− f(r2) ≤ f(r2)2
(
r2
2
r2
− 1
)
. (101)
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Dividing by r − r2 gives
f(r)− f(r2)
r − r2 ≤
f(r2)
2
r2
2 − r2
r2(r − r2) . (102)
Since f is a Lipschitz-continuous function, for almost every r2 ≥ r1,
f ′(r2) ≤ f(r2)2 limr→r2
r2
2 − r2
r2(r − r2)
= −f(r2)2 limr→r2
r + r2
r2
= −f (r2)
r2
.
(103)
Finally, integrating the last inequality we obtain, for all r1 ≤ r2 ≤ r,
f(r) ≤ f(r2) exp
(
−
∫ r
r2
dr′
r′
)
= f(r2)
r2
r
. (104)
As an immediate consequence we have
Corollary 5.3. There exists r1 > rc and C1 ≥ 0, depending on r1, such that,
in Q∩ {r ≥ r1},
max
{∣∣∣∣ θλ
∣∣∣∣ , ∣∣∣∣ ζν
∣∣∣∣} ≤ C1r . (105)
6 The causal character of r =∞
The estimates of the previous section will now allow us to obtain estimates
for all geometric quantities in the region r ≥ r1, for r1 > rc sufficiently large.
Those in turn will give the necessary information to show that r =∞ is, in an
appropriate sense, a spacelike surface.
We start by fixing an r1 as in Corollary 5.3. Then, by integrating (26) from
r = r1 while using (64) and (105) we get
|κ(u, v)| = |κ(u, vr1(u))| exp
[∫ v
vr1 (u)
∣∣∣∣ θλ
∣∣∣∣2 λr (u, v′) dv′
]
≤ Cd,r1 exp
[
C1
2
∫ r
r1
(r′)−3 dr′
]
≤ Cd,r1 .
(106)
From Lemma 3.3 there exists C > 0 such that
|1− µ| ≤ C r2 , (107)
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which, together with the previous estimate, immediately gives
ν ≤ Cd,r1r2 . (108)
We also have, in view of (70) and (95),
λ(u, v) = λ(ur1(v), v) exp
[∫ u
ur1 (v)
ν ∂r(1− µ)
1− µ (u
′, v)du′
]
≥ λ0
(
r
r1
)2
.
(109)
From (23) we have
$(u, v) = $(u, vr1(u)) +
1
2
∫ v
vr1 (u)
(
θ
λ
)2
λ (1− µ) (u, v′) dv′ , (110)
which we can estimate using (66), (105) and (107):
|$(u, v)| ≤ |$(u, vr1(u))|+
1
2
∫ v
vr1 (u)
∣∣∣∣ θλ
∣∣∣∣2 λ |1− µ| (u, v′)dv′
≤ Cd,r1 + Cd,r1
∫ v
vr1 (u)
1
r2
λr2(u, v′)dv′
≤ Cd,r1r .
(111)
In view of this estimate, we have
∂r(1− µ)
1− µ =
2
r
(
1 +
3
Λr2 − 9$Λr3 + 6e
2
Λr4
1− 3Λr2 + 6$Λr3 − 3e
2
Λr4
)
≤ 2
r
+ Cd,r1
r2
, (112)
for r ≥ r1 with r1 sufficiently large. Using this inequality together with (67)
yields
λ(u, v) = λ(ur1(v), v) exp
[∫ u
ur1 (v)
ν ∂r(1− µ)
1− µ (u
′, v)du′
]
= λ(ur1(v), v) exp
[∫ r
r1
∂r(1− µ)
1− µ (r
′, v)dr′
]
≤ Cd,r1 exp (Cd,r1ur1(v)) exp
[
log
(
r2
r12
)
+ Cd,r1
r1
]
≤ Cd,r1 exp (Cd,r1ur1(v)) r2
≤ Cd,r1 exp (Cd,r1u) r2 .
(113)
Next, we consider the level sets of r. Differentiating the identity
r = r(ur(v), v) ,
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leads to
0 = ν(ur(v), v)u′r(v) + λ(ur(v), v)
⇒ u′r(v) = −
λ(ur(v), v)
ν(ur(v), v)
.
(114)
This means that, in view of (84), (108), (109) and (113), we have the fol-
lowing result:
Proposition 6.1. The curve r =∞ is spacelike, in the sense that there exists
r1 > rc and a constant Cd,r1 > 0, depending only on r1 and on the size of the
initial data for IVPC+ , such that, for any r ≥ r1,
− Cd,r1 exp (Cd,r1ur1(v)) < u′r(v) < −C−1d,r1 , (115)
for all v ∈ (0, V ].
Remark 6.2. Recall from (77) that ur1(v) blows up as v → 0.
For future reference, we collect some more estimates that can be easily de-
rived from the information gathered until now. From (105) and (108) we have
|ζ| =
∣∣∣∣ ζν
∣∣∣∣ |ν| ≤ Cd,r1r . (116)
Analogously, (105) and (113) give
|θ| ≤ Cd,r1 exp (Cd,r1u) r . (117)
Note that, as an immediate consequence of the definitions of ζ and θ, there
exists C > 0, such that in Q
|∂uφ| ≤ C , (118)
and
|∂vφ| ≤ CeCu . (119)
Remark 6.3. This last estimate is somewhat unpleasant and cruder than ex-
pected. Presumably one should be able to improve it by using the techniques
of [9], but this might require imposing some extra decaying conditions on ζ0(u).
We will not pursue this here since (119) turns out to be sufficient for our goals.
7 Cosmic No-Hair
Let i = (u∞, v∞) be a point in {r = ∞} ⊂ Q. Define a new coordinate u˜ by
demanding that
κ˜(u˜, v∞) ≡ −1 , (120)
where κ˜ := ν˜1−µ and ν˜ = ∂u˜r. Then, u = u(u˜) is such that
du
du˜
= ν˜(u˜, v∞)
ν(u(u˜), v∞)
= − (1− µ)(u˜, v∞)
ν(u(u˜)), v∞)
∼ 1 . (121)
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The last estimate follows from the results of the previous section and in partic-
ular shows that the function u˜ = u˜(u) has a finite limit when u→ u∞.
In the region r ≥ r1, for r1 as before, we can define κ by
κ = λ1− µ . (122)
Analogously to the definition of u˜, we define v˜ = v˜(v) by demanding that
κ˜(u∞, v˜) ≡ −1 , (123)
which is equivalent to
dv
dv˜
= λ˜(u∞, v˜)
λ(u∞, v(v˜))
= − (1− µ)(u∞, v˜)
λ(u∞, v(v˜))
∼ 1 . (124)
We can now shift our coordinates so that i = (u˜ = 0, v˜ = 0) .
In these new coordinates the spacetime metric,
g = −Ω˜2(u˜, v˜)du˜dv˜ + r2(u˜, v˜)˚g , (125)
satisfies
Ω˜2(u˜, v˜) = −4κ˜κ˜(1− µ)(u˜, v˜) . (126)
Now consider a point idS in the future null infinity of the pure de Sitter
spacetime with cosmological constant Λ. We can cover a neighborhood of the
past of this point by null coordinates for which idS = (u˜ = 0, v˜ = 0) and the
metric takes the form
dSg = −Ω2dS(u˜, v˜)du˜dv˜ + r2dS(u˜, v˜)˚g , (127)
with
Ω˜2dS(u˜, v˜) = −4
(
1− Λ3 r
2
dS(u˜, v˜)
)
. (128)
We identify J−(i) ∩ {r ≥ r1} ⊂ {(u˜, v˜) : u˜ ≤ 0 , v˜ ≤ 0)} \ {(0, 0)}, in our
dynamic solution (Q, g), with the region of de Sitter space with the same range
of the (u˜, v˜) coordinates.
The first goal of this section is to show that the components of (the dynamic
spacetime metric) g approach those of the de Sitter metric dSg in J−(i)∩{r ≥ r2}
as r2 →∞. With that in mind, we start by establishing the following
Lemma 7.1. In J−(i) ∩ {r ≥ r2} , for sufficiently large r2,
− 1 ≤ κ˜ , κ˜ ≤ −1 + C
r22
. (129)
Proof. Concerning κ˜, the estimate from below is an immediate consequence
of the fact that ∂v˜κ˜ ≤ 0 (see (26)). To establish the other inequality, recall
Theorem 5.1, and note that∣∣∣∣ θ˜λ˜
∣∣∣∣ (u˜, v˜) ≤ f(r(u˜, v˜)) ≤ f(r2) r2r(u˜, v˜) ,
25
with
f(r2) ≤ f(r1)r1 1
r2
=: C1
1
r2
.
Then, for v˜ ≤ 0 we get
κ˜(u˜, v˜) = κ˜(u˜, 0) exp
(
−
∫ 0
v˜
∣∣∣∣ θ˜λ˜
∣∣∣∣2 λ˜r (u˜, v′) dv′
)
≤ − exp
(
−f2(r2)r22
∫ 0
v˜
λ˜
r3
(u˜, v′) dv′
)
≤ − exp
(
−f2(r2)r2
2
2
(
1
r2(u˜, v˜) −
1
r2(u˜, 0)
))
≤ − exp (−f2(r2))
≤ − exp
(
− C
r22
)
≤ −1 + C
r22
.
(130)
The results concerning κ˜ follow in a dual manner by using the equation
∂u˜κ˜ = κ˜
(
ζ˜
ν˜
)2
ν˜
r
. (131)
As an immediate consequence, in J−(i) ∩ {r ≥ r2},
−
(
1− C
r22
)
(1− µ) ≤ λ˜, ν˜ ≤ −(1− µ) . (132)
Since, in view of (111), we have
−(1− µ) ≤ C + Λ3 r
2 =
(
1 + 3CΛr2
)
Λ
3 r
2 ≤
(
1 + C
r22
)
Λ
3 r
2
and, similarly,
−(1− µ) ≥
(
1− C
r22
)
Λ
3 r
2 ,
estimates (132) give rise to(
1− C
r22
)
Λ
3 r
2(u˜, v˜) ≤ λ˜, ν˜ ≤
(
1 + C
r22
)
Λ
3 r
2(u˜, v˜) , (133)
for sufficiently large r2 and r > r2.
For the de Sitter spacetime we have(
1− C
r22
)
Λ
3 r
2
dS(u˜, v˜) ≤ λ˜dS , ν˜dS ≤
Λ
3 r
2
dS(u˜, v˜) . (134)
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Lemma 7.2. Let A,B be positive constants and r = r(u, v) a function in
J−(0, 0) = {(u, v) : u ≤ 0 , v ≤ 0)} \ {(0, 0)} satisfying
Br2(u, v) ≤ ∂vr, ∂ur ≤ Ar2(u, v) , (135)
and
r(x, 0)→∞ , r(0, x)→∞, as x→ 0 . (136)
Then, in J−(0, 0),
− 1
A(u+ v) ≤ r(u, v) ≤ −
1
B(u+ v) . (137)
Proof. We have∫ 0
u
1
r2(u′, v)
∂r
∂u
(u′, v)du′ ≤
∫ 0
u
Adu′ ⇒
∫ r(0,v)
r(u,v)
1
r2
dr ≤ −Au
⇒ 1
r(u, v) −
1
r(0, v) ≤ −Au
(138)
and∫ v1
v
1
r2(0, v′)
∂r
∂v
(0, v′)dv′ ≤
∫ v1
v
Adv′ ⇒
∫ r(0,v1)
r(0,v)
1
r2
dr ≤ A(v1 − v)
⇒ 1
r(0, v) −
1
r(0, v1)
≤ A(v1 − v)
⇒ 1
r(0, v) ≤ −Av ,
(139)
where the last implication follows by taking the limit v1 → 0. Then,
1
r(u, v) ≤ −Au+
1
r(0, v) ≤ −A(u+ v) ,
and the result follows. The other bound is similar.
In view of (133), (134) and the previous lemma, we conclude that, in J−(i)∩
{r ≥ r2},
|r(u˜, v˜)− rdS(u˜, v˜)| ≤ − C
r22
1
u˜+ v˜ ≤
C
r22
rdS(u˜, v˜) . (140)
Then it is clear that
|r2(u˜, v˜)− r2dS(u˜, v˜)|
r2dS(u˜, v˜)
≤ C
r22
1
rdS(u˜, v˜)
(r(u˜, v˜) + rdS(u˜, v˜))
≤ C
r22
(
r
rdS
(u˜, v˜) + 1
)
≤ C
r22
.
(141)
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Recalling (126) and (128), we obtain, arguing as before,(
1− C
r22
)
4Λ
3 r
2(u˜, v˜) ≤ Ω˜2(u˜, v˜) ≤
(
1 + C
r22
)
4Λ
3 r
2(u˜, v˜) , (142)
from which we see that
|Ω˜2(u˜, v˜)− Ω˜2dS(u˜, v˜)|
Ω˜2dS(u˜, v˜)
≤ C
r22
. (143)
Let us now rewrite these last estimates in terms of an orthonormal frame
{ea, eA}a∈{0,1},A∈{3,4} of de Sitter, where {eA} is an orthonormal frame of r2dS g˚
and
e0 = Ω˜−1dS (∂u˜ + ∂v˜) , (144)
e1 = Ω˜−1dS (−∂u˜ + ∂v˜) . (145)
In the frame above the dynamic metric reads
gab =
Ω˜2
Ω˜2dS
ηab (146)
and
gAB =
r2
r2dS
δAB . (147)
So we see that, in this frame, (141) and (143) imply that
sup
J−(i)∩{r≥r2}
|gµν −dSgµν | . r−22 . (148)
Let us now consider the Riemann curvature, whose components satisfy [11][Ap-
pendix A]
Rabcd = K (δac gbd − δadgbc) , (149)
RaBcD = −r−1∇a∇crgBD , (150)
RABCD = r−2 (1− ∂ar∂ar)
(
δACgBD − δADgBC
)
. (151)
The Gaussian curvature of the surfaces of fixed angular coordinates is given
by [11][Appendix A]
K = 4Ω˜−2∂u˜∂v˜ log Ω˜ . (152)
Recalling (11) and using (118), (119) and (142), we first obtain
K = 4Ω˜−2
(
O(1) + λ˜ν˜
r2
)
, (153)
and then, using (133) and (142) again, we get, for r > r2,(
1− C
r22
)
Λ
3 ≤ K ≤
(
1 + C
r22
)
Λ
3 . (154)
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The previous expression is valid in both spacetimes, consequently,
|K −KdS | . r−22 .
In the {eµ} frame we then have∣∣Rabcd −dSRabcd∣∣ = ∣∣∣∣ Ω˜2Ω˜2dSK −KdS
∣∣∣∣ |δac ηbd − δadηbc|
.
∣∣∣∣ (Ω˜2 − Ω˜2dS)Ω˜2dS K
∣∣∣∣+ |K −KdS |
. r−22 .
The Hessian of the radius function is [11][Appendix A]11
∇a∇br = 12r (1− ∂cr∂
cr) gab − r(Tab − trTgab)− 12rΛgab , (155)
where trT = gabTab. We have
∂cr∂
cr = 1− µ ,
and, in view of (118) and (119),
|eaφ| . r−1dS . (156)
Using this inequality, we can estimate the scalar field part of the energy mo-
mentum tensor by
|(eaφ)(ebφ) + 2(∂u˜φ)(∂v˜φ)Ω−2dS ηab| . r−2dS ,
and the electromagnetic part is, in view of (4) and (8), bounded by Cr−4.
Consequently,
|Tab| . r−4 + r−2dS .
Since trT = 0, we get
|∇a∇br| . r ,
and ∣∣∇a∇br −dS∇dSa ∇brdS∣∣ ≤ Λ6
[
|r − rdS |+ C
r22
(r + rdS)
]
+Cr
∣∣r−4 + r−2dS ∣∣+ Λ2
∣∣∣∣ Ω˜2Ω˜2dS r − rdS
∣∣∣∣
. r + rdS
r22
,
where we used the fact that r, rrdS & r2, together with (140) and (143).
11There is a difference in a factor of 4pi due to our different convention for the value of
Newton’s gravitational constant.
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We are now ready to estimate
∣∣RaBcD −dSRaBcD∣∣ = ∣∣∣∣(r−1dS dS∇dSa ∇crdS − r−1 Ω˜2dSΩ˜2 r2r2dS∇a∇cr
)
δBD
∣∣∣∣
≤ 1
rdS
∣∣∣∣dS∇dSa ∇crdS −∇a∇cr + (1− Ω˜2dSΩ˜2 rrdS
)
∇a∇cr
∣∣∣∣
. 1
rdS
[
r + rrdS
r22
+ r
r22
]
. r−22 .
The previous estimates and a similar reasoning also allow us to conclude
that
|RABCD −dSRABCD| . r−22 . (157)
8 Proofs of Theorems 1.1 and 1.2
We can now easily prove Theorem 1.1:
Proof. We can use condition (iii) and the existing gauge freedom u 7→ f(u)
to impose the condition κ0 := − 14Ω2(∂vr)−1|v=0 ≡ −1. Then there exist
U, V > 0 such that the conditions of IVPC+of Section 2.3 are satisfied on
[U,+∞[× {0} ∪ {0} × [0, V ] (in Section 2.3 we translate u so that U = 0): the
regularity conditions are a consequence of the smoothness of the Cauchy initial
data; the sign conditions (33) follow, using continuity, from the hypotheses and
Proposition 2.1; the constraints from the fact that (M, g, F, φ) is a solution
of the Einstein-Maxwell-scalar field system; and the subextremality conditions
from the fact that the data is converging to the reference subextremal RNdS.
Then the results 1-4 are just a compilation of the results in Theorem 4.3,
Corollary 5.3, Proposition 6.1 and Section 7.
We end with the proof of Theorem 1.2
Proof. Conditions i’-iv’ together with assumption I were tailored to ensure that
IVPC+holds in [0,+∞[×{0}∪{0}×[0, V ], for all V ≥ 0, and that the dual initial
value problem, obtained by interchanging u and v, holds in [0, U ]×{0} ∪ {0}×
[0,∞), for all U > 0. Then, as in the proof of Theorem 1.1, the results are valid
in Q = Q1 ∪Q2, where Q1 = Q˜ ∩ [0,∞)× [0, V ) and Q2 = Q˜ ∩ [0, U)× [0,∞).
Choosing U and V sufficiently large we can ensure that Q = Q˜ ∩ [0,∞)2, as
desired.
Conditions i’-iv’ allow us to invoke conclusion 3 of Theorem 1.1 to conclude
that, under assumption II, we have that N1 is in fact empty; by the interchange
symmetry between u and v, we also conclude that N2 = ∅. Then, the future
boundary of Q = Q˜∩ [0,∞)2 is only composed of B∞, so that conclusion 1 holds
throughout, and the remaining conclusions are valid near the points (∞, v∞) and
(u∞,∞). Now, Raychaudhuri’s equations imply that in D−(B∞) = Q we have
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λ > 0, ν > 0 and, consequently 1− µ < 0. From the previous signs we see that
the conclusions of Lemma 3.3 hold and hence (94) is valid in Q∩{r ≥ r1}, for a
sufficiently large r1. To see that the conclusions of Section 5 then hold in Q we
just need to note that the function f defined in that section remains well-defined
in the new (“larger”) Q; but this follows from compactness, after noting that
the curve of constant r where one takes the supremum is the union of a subset
near (∞, v∞), a subset near (u∞,∞), and a compact subset connecting these
two. This shows that 2 holds in Q. The remaining conclusions now follow, since
they are rooted in 2 and in the fact that all relevant quantities have appropriate
bounds along r = r1, which follows by a compactness argument as before.
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