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Abstract
The determination of the absolute scale of the neutrino mass in a laboratory exper-
iment is of major importance for cosmological models and our fundamental under-
standing of particles.
The KArlsruhe TRItium Neutrino experiment (KATRIN) is a next-generation di-
rect neutrino mass experiment that is targeted to determine the effective mass of the
electron anti-neutrino with a sensitivity of 200 meV (90% C.L.). To do so, KATRIN
will scan the tritium-β-spectrum close to the endpoint energy of 18.6 keV with un-
precedented precision. The energy analysis is based on a tandem setup of spectrom-
eters based on the principle of magnetic adiabatic collimation with an electrostatic
filter (MAC-E filter). As only a small fraction of 10−13 of all β-decay electrons fall
in the region-of-interest close to the β-decay endpoint, a very low background rate
of 0.01 counts per second is necessary during the long-term measurement to achieve
the design sensitivity.
The focus of this work lies on the detailed investigation of one of two main back-
ground sources of the experiment: the emission of secondary electrons from the large
690 m2 inner surface of the stainless steel vessel. As measurements at predecessor
experiments have shown, this emission process is caused by cosmic ray muons and
environmental radiation accounts for a major part of the expected background rate
in spectrometers of the MAC-E filter type. The mechanisms that allow secondary
electrons emitted from the wall to cause background in the inner sensitive parts is
investigated in detail.
An essential cornerstone of background investigation and studies to optimize the
electromagnetic properties of the spectrometers is formed by the Kassiopeia soft-
ware package, to which this thesis has contributed significantly. A special focus is put
on advanced field calculation methods, including discrete computation methods that
allow for true-to-reality modeling of geometries, as well as axisymmetric methods
which allow for fast computation speed. The mathematical methods and approx-
imations further refined in this work form the basis for the calculation of particle
trajectories in Kassiopeia. This allows to perform large-scale Monte-Carlo (MC)
simulations where the creation and transport mechanisms of background electrons
due to secondary emission in the KATRIN spectrometers are modeled in detail.
In order to independently study the production and transport mechanisms of muon-
induced secondary electrons at the experiment, a set of muon detector systems has
been installed and commissioned at the monitor and main spectrometer. The de-
tailed depiction of these systems focuses on key parameters like timing accuracy of
the data acquisition (DAQ) and long-term stability of the measured muon rate.
In the course of the measurements of the first commissioning phase of the spectrom-
eter and detector section, first information has been obtained on the correlation of
secondary electron emission with the rate of incident comic muons. Measurements
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with different electrostatic offsets at the wire electrodes of the main and monitor
spectrometer were then used to deduce the energy distribution of secondary elec-
trons. In addition, other emission characteristics such as event topologies and elec-
tron multiplicity distributions help to constrain the origin of secondary emission.
As a “byproduct” of the extensive studies of cosmic ray induced background, the
phenomenon of field emission was studied at the main and monitor spectrometer as
well. The well-defined Fowler-Nordheim (F-N) behavior of field emission and the
localized emission region of this well-understood process help to better understand
complex electron transport processes by ~E × ~B and ∇ ~B × ~B drift processes into
the inner parts of the flux tube. Field emission processes contribute to the overall
background and thus emphasize the importance of a proper setup of electromagnetic
fields in the experiment.
This work concludes with a discussion of the impact of the observed background rate
due to secondary electron emission on the neutrino mass sensitivity of the KATRIN
experiment. In this context, both the absolute rate (about 0.5 cps) as well as its
characteristics (small non-Poissonian component) call for further detailed studies of
this background class to retain the neutrino mass sensitivity of KATRIN.
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Zusammenfassung
Die Bestimmung der absoluten Gro¨ßenordnung der Neutrinomasse in einem Labor-
Experiment ist von zentraler Bedeutung sowohl fu¨r kosmologische Modelle als auch
fu¨r unser fundamentales Versta¨ndnis der Teilchenphysik.
Das KArlsruhe TRItium Neutrino Experiment (KATRIN) ist ein Zerfallsexperi-
ment der neusten Generation, welches eine direkte Messung der effektiven Masse des
Elektronantineutrinos mit einer Genauigkeit von 200 meV (90% C.L.) durchfu¨hren
wird. Um dies zu erreichen, wird KATRIN den Bereich nahe der Endpunktsener-
gie (E0 = 18.6 keV) des Tritium-β-Spektrums mit noch nie dagewesener Pra¨zision
vermessen. Die Energieanalyse im Experiment wird durch einen Aufbau mit zwei
Spektrometern realisiert. Diese nutzen das Prinzip der magnetisch-adiabatischen
Kollimation gepaart mit einem elektrostatischen Filter (MAC-E Filter). Lediglich
ein kleiner Anteil von 10−13 aller Zerfallselektronen fallen in das Energiefenster nahe
dem Endpunkt. Dies bedingt eine strenge Anforderung an den Untergrund, welcher
wa¨hrend der Langzeitmessung unter 0.01 Elektronen pro Sekunde liegen muss.
Das Hauptaugenmerk dieser Arbeit liegt auf der detaillierten Untersuchung einer der
beiden Hauptuntergrundquellen im Experiment: der Emission von Sekunda¨relektro-
nen von der 690 m2 großen inneren Oberfla¨che der Edelstahltanks. Messungen an
Vorga¨ngerexperimenten haben gezeigt, dass diese Emission, die durch kosmische
Myonen und natu¨rliche Hintergrundstrahlung verursacht wird, in MAC-E Filtern
fu¨r den Großteil der zu erwartenden Untergrundrate verantwortlich ist. Die Mecha-
nismen, die es solchen Sekunda¨relektronen ermo¨glichen das empfindliche Innere der
Spektrometer zu erreichen, werden detailliert beschrieben.
Ein Eckpfeiler, welcher die genauen Untergrund- und Optimierungsstudien die elek-
tromagnetischen Eigenschaften der Spektrometer betreffend ermo¨glicht, bildet das
Kassiopeia software Paket, zu welchem diese Arbeit wesentlich beigetragen hat.
Ein spezieller Fokus wurde hierbei auf die Methoden zur Feldberechnung gelegt,
welche sowohl diskrete Methoden, die eine realita¨tsgetreue Modellierung ermo¨gli-
chen, als auch axialsymmetrische Methoden, welche eine schnelle Berechnung mit
sich bringen, umfassen. Im Rahmen dieser Arbeit wurden mathematische Methoden
und Na¨herungen weiter verfeinert, die die Basis fu¨r die Teilchenbahnberechnung in
Kassiopeia bilden. Diese Simulationswerkzeuge machen große MC Berechnungen
mo¨glich, in denen die Enstehungs- und Transportmechanismen von Untergrundelek-
tronen aus Sekunda¨relektronen detailliert in den KATRIN Spektrometern modelliert
werden ko¨nnen.
Um unabha¨ngig davon die Entstehungs- und Transportmechanismen der myonin-
duzierten Sekunda¨relektronen im Experiment zu studieren, wurden am Haupt- und
am Monitorspektrometer jeweils ein Myondetektorsystem aufgebaut und in Betrieb
genommen. Die detaillierte Charakterisierung dieser Systeme konzentriert sich auf
ihre wichtigsten Aspekte, wie die Genauigkeit der Zeitbestimmung in der Datener-
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fassung, die Langzeitstabilita¨t der einzelnen Module sowie die zeitliche A¨nderung
der Myonrate.
Im Zuge der ersten Inbetriebnahme-Messungen am Hauptspektrometer wurden erste
Korrelationsanalysen zwischen der Rate der Sekunda¨relektronen und der der kosmi-
schen Myonen durchgefu¨hrt. Messungen mit unterschiedlichen Offset-Spannungen
auf den Drahtelektroden von Haupt- und Monitorspektrometer wurden benutzt,
um auf die Energieverteilung der emittierten Sekunda¨relektronen zuru¨ckzuschlie-
ßen. Zusa¨tzlich wurden weitere Emissionschrakteristiken, wie Detektor-Topologien
und Elektronenmultiplizita¨t untersucht, welche erga¨nzende Aussagen u¨ber die Natur
der Sekunda¨remission ermo¨glichen.
Als Nebenprodukt der umfassenden Messungen an myoninduzierten Sekunda¨relek-
tronen wurde das Pha¨nomen der Feldemission an Haupt- und Monitorspektrometer
untersucht. Die Emissionsrate in Abha¨ngigkeit der Spannung folgt dabei der be-
kannten F-N-Form. Ebenso tritt die Feldemission stark lokalisiert auf und ermo¨g-
licht somit eine Betrachtung der komplexen Transportprozesse, welche dafu¨r sorgen,
dass ein Elektron durch ~E× ~B und ∇ ~B× ~B Driften in das Innere des magnetischen
Flussschlauch gelangen kann.
Abschließend werden die Auswirkungen des bisher gemessenen Sekunda¨relektronen-
untergrunds auf die Neutrinomassensensitivita¨t des KATRIN Experiments ero¨rtert.
Dabei wird sowohl auf die absolute Rate (ca. 0.5 cps) als auch auf die Eigenarten des
Untergrunds (kleine nicht-Poisson-verteilte Komponente) eingegangen. Beide diese
Eigenschaften erfordern weitere, detaillierte Untersuchungen dieser Art von Unter-
grund, um die angepeilte Neutrinomassensensitivita¨t von KATRIN sicherzustellen.
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1. Neutrino Physics
S
ince their postulation in 1930 by W. Pauli, neutrinos have been the subject
of great scientific interest. Due to their elusive nature, the observation and
investigation of neutrinos is a challenging branch of astroparticle physics.
The observation of the oscillation of atmospheric neutrinos in 1998 by the
Super-Kamiokande experiment turned out to be the cornerstone for a new genera-
tion of neutrino experiments. These intend to further investigate the properties of
neutrinos, and in particular to measure the masses of the neutrinos.
This chapter will give a short overview of the status and open issues in neutrino
physics and thereby focus on the status of key experiments in this field. At first
the compelling evidence for massive neutrinos will be discussed, as being provided
by various experiments. This is followed by a brief introduction to the concept of
neutrino oscillations and the determination of key oscillation parameters. The chap-
ter will close with a description of the main aspects relevant in direct and indirect
measurements of neutrino masses.
1.1. Postulation and discovery of the neutrino
Between the theoretical postulation of the neutrino by Wolfgang Pauli and its dis-
covery in the series “Poltergeist” experiments by Clyde Cowan and Frederick Reines
a time span of 26 years passed, underlining the challenges in experimental neutrino
physics. In 1995 Reines received the Nobel prize in physics for his discovery.
1.1.1. Postulation of the neutrino
In 1914 James Chadwick was among the first [1] to investigate the energy spectrum of
electrons stemming from nuclear β-decays. At that time the energy spectra of other
types of radioactivity, α- and γ-decays, were already known to show characteristic
mono-energetic lines. Thus the expectation was to also measure a mono-energetic
line for the β-decay electrons. Yet, he measured a continuous β−-energy spectrum,
which was in apparent contradiction to energy and angular momentum conservation
if a two-body decay was assumed.
This finding was corroborated by many subsequent works and was finally explained
1
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on December 4th 1930 by W. Pauli in his famous letter [2]. He solved the mystery
by postulating a neutral spin 1⁄2 particle that is produced together with the electron
in the β-decay, and which he called the neutron. Pauli’s postulation transformed
β-decays to a three-body-decay in which energy and momentum conservation was
granted.
Shortly later, when Chadwick discovered the neutron in 1932 [3], it was evident that
the mass of the newfound neutron was to high to be the missing particle from the
β-decay. It was Enrico Fermi who introduced the name neutrino for the particle,
when he published his theoretical description of β-decays in 1934 [4]. Fermi derived
a description for the energy spectrum of the decay electrons still valid and in use
today. From comparison with the available experimental data he already reasoned,
that the mass of the neutrino must be much smaller than the electron mass or even
be zero.
1.1.2. First discovery of the neutrino
The first experiment that obtained a signal from neutrinos was the suite of experi-
ment often dubbed “Poltergeist” by C. Cowan and F. Reines. The first detector of
the project was located at the Hanford reactor site. Unfortunately, the rather high
background in this experimental arrangement prevented an unambiguous detection
of a neutrino signal. Shortly thereafter they set up an improved detector at the
Savannah river reactor, where they finally discovered the neutrino [5, 6] via the now
classical inverse β-decay:
ν¯e + p→ n+ e+ (1.1)
The detector consisted of a water target, surrounded by liquid scintillator tanks
equipped with photomultiplier (PMT)s. The emitted positron from the reaction in
1.1 nearly instantly annihilates with an electron in the water, thereby releasing two
gamma rays which subsequently produce scintillation light via Compton scattering
that is detected by the PMTs.
Due to rather high background rates it was not until some cadmium-chloride was
added to the water that the scientists were finally able to see a distinct neutrino
signal. The presence of Cd added a second, delayed signal component: The released
neutron scatters off protons from H2O, thereby losing energy, until being slow enough
to be captured by a Cd-nucleus. The excited Cd*-nucleus releases gamma ray when
decaying back to the ground-state. The prompt and delayed signals form a distinct
delayed coincidence signature of an inverse β-decay occurring in the H2O-target,
thereby giving proof of a neutrino interacting in the target.
1.1.3. Discovery of the νµ
Another eight years passed until, in 1962, L.M. Lederman, M. Schwartz and J.
Steinberger found the second neutrino flavor state, the muon-neutrino νµ, at the
Brookhaven Alternating Gradient Synchrotron [7]. They were investigating the pion
decay:
pi+ → µ+ + νµ (1.2)
For neutrino detection, a spark chamber made of 10 t of aluminum was employed.
The muons from the decay were shielded so that only the neutrinos were able to reach
the detector. The result was that only tracks of muons and no electron-showers as
expected from the νe were detected. Their conclusion was that these neutrinos (νµ),
2
1.2. Neutrino oscillations
produced together with a muon in pion decay were a different kind of particle than
the already known electron-neutrino (νe). All three lead authors of [7] were awarded
the Nobel prize in 1988 for this discovery.
1.1.4. Discovery of the ντ
Finally in the year 2000 the third, so called tau-neutrino (ντ ) was detected in the
DONUT (Direct Observation of Nu Tau) experiment at Fermilab [8]. In this experi-
ment a particle accelerator produced a beam of protons with energies up to 800 GeV.
The beam was then directed onto a tungsten target where the protons collided with
the target material to produce, among many pions and kaons, also charmed particles
whose subsequent decay produced tau-neutrinos. A combination of strong magnets
and high-density materials was then used to collimate charged mesons and to shield
all particles, respectively. The DONUT detector consisted of stainless steel and
emulsion plates in alternating order. A ντ -interaction in the detector will produce
a τ -lepton which, due to its short lifetime will only produce a short track in the
emulsion followed by a characteristic kink, marking its decay.
Before this direct observation, a strong, indirect evidence for the existence of three
neutrino generations was given by the ALEPH experiment (and others) at LEP
(CERN) in 1989 [9, 10]: The measured decay width of the Z0-boson was compared
to theoretical predictions and the best agreement was found for the case of three
weakly interacting neutrinos with masses below ∼45 GeV.
1.2. Neutrino oscillations
Until about two decades ago no compelling experimental evidence for non-zero neu-
trino masses existed. The discovery of neutrino oscillations in 1998 finally gave
convincing proof that neutrinos are in fact not massless, as expected in the Stan-
dard Model (SM). The oscillation of flavor eigenstates requires neutrinos to have
mass and mixing, implying that mass and flavor eigenstate are different. Corre-
spondingly, the measurement of mass splittings in neutrino-oscillation experiments
gives a lower mass bound, if the lightest neutrino is assumed to be almost massless.
1.2.1. The solar neutrino problem
The first hint for non-zero neutrino masses was provided by solar neutrinos originat-
ing within the sun. These astrophysical neutrinos are of special interest, because, on
the one hand, they yield information about the inner core of the sun and the ongoing
fusion processes there. On the other hand, they allow to study neutrino properties
in a unique regime. Solar neutrinos have relatively low energies (〈Eν〉 ≈ 0.3 MeV)
and travel a long way, first through the solar matter and then in vacuum through
the space between Earth and sun. The vast majority of neutrinos inside the sun are
produced through the famous thermo-nuclear fusion of hydrogen to helium:
4p→ 4He + 2e+ + 2νe,
the e+ annihilate quasi-instantly with e−:
2e− + 4p→ 4He + 2νe + 26.73 MeV
(1.3)
This so called pp-reaction takes place in the inner core of the sun. On an average,
only 2% of the energy is emitted in neutrinos. The abundant pp-neutrinos have a
3
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Figure 1.1.: Solar neutrino energy spectrum according to the SSM The
markers on the top indicate the energy threshold of the individual ex-
periments. For each solar neutrino branch the theoretical uncertainties
are given as 1σ errors. Figure taken from [11].
distinct energy signature (see figure 1.1) together with the 7Be- and 8B- neutrinos
from other pp-chains, that however have a far smaller contribution to the total solar
neutrino flux. On Earth solar neutrinos account for a flux of 60 billion per cm2 per
second.
In 1964 J. Bahcall and R. Davis Jr. proposed an experiment to count the number
of electron neutrinos νe, emitted by the sun. Their goal was to validate the newly
established SSM based on equation 1.3. Their experiment was finally realized in the
form of a 600 t tank of perchloroethylene, containing the isotope 37Cl, which was set
up deep underground in the Homestake mine, USA. When a neutrino from the sun
interacts with a 37Cl nucleus it is radiochemically transmuted into an excited 37Ar
atom:
37Cl + νe → 37Ar + e− (1.4)
After several weeks of measurement the produced 37Ar are extracted by radiochem-
ical methods from the tank into a small proportional counter. 37Ar atoms extracted
subsequently decayed via electron capture to excited states of 37Cl, which then de-
excites via Auger emission. These Auger electrons were finally detected in the pro-
portional counter. Surprisingly, they only found about a third of the neutrino flux
predicted by the SSM [12, 13]. This deficit established the so called solar neutrino
problem, which was later confirmed by other experiments. Subsequent experiments
made use either of radiochemical detection methods like the gallium-based exper-
iments GALLEX [14], GNO [15] and SAGE [16], or provided real-time informa-
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tion via neutrino-electron scattering in large water-based Cherenkov detectors like
Kamiokande [17].
Possible explanations for the disappearance of νe were either based on the assump-
tion of an incorrect SSM or on the concept of neutrino flavor oscillations. The latter
phenomenon implies that neutrinos undergo a flavor change on their way from the
center of the sun to the Earth. The above-mentioned experiments were almost ex-
clusively sensitive to νe charged current reactions only and therefore were unable to
measure neutrinos of other flavor that could have appeared due to oscillations.
1.2.2. The solution for the solar neutrino problem
The SNO experiment [18] finally was able to measure the total solar neutrino flux
of all three flavors. During the first measurement phase, the detector was filled
with 103 t of pure heavy water (D2O). The choice of this unique target (deuterons)
allowed to observe elastic scattering (ES) processes of electrons as well as neutral
(NC) and charged current (CC) interactions on deuterons:
νe + d → p+ p+ e− Charged Current, νe only
να + d → p+ n+ να Neutral Current, all flavors
να + e
− → να + e− Elastic Scattering, predominantly νe
(1.5)
The three different reactions each give rise to a specific signal. This allows to mea-
sure the total neutrino flux via NC processes and the νe flux separately via CC
reactions. The two additional experimental phases of SNO, apart from the first pure
D2O phase, were used to cross-check the initial results for the NC reaction using
different detection schemes for neutrons. In the second phase salt (NaCl) was added
to the D2O to boost γ-energies from the neutron capture, and in the third phase
3He counters were installed in the detector for separate detection of neutrons. The
experimental data give evidence to the fact that only one third of the electron neu-
trinos originating from the Sun still retain their initial flavor state when reaching
the detector [19, 20]:
φ(νe)
φ(νe) + φ(νµ,τ )
= 0.340± 0.023+0.029−0.031 (1.6)
This implies that the missing two thirds of the νe-flux has oscillated into another
flavor state on their way from the sun to the Earth. Furthermore, the data showed
that the integral flux provided by the NC-induced deuteron breakup is consistent
with the flux of 8B neutrinos predicted by the SSM (shown in figure 1.2), thereby
solving the solar neutrino problem that existed for almost 40 years.
1.2.3. Atmospheric neutrino anomaly
Final proof of the concept of neutrino oscillation was provided by atmospheric neu-
trinos which are produced in interactions of cosmic rays with atomic nuclei in the
upper atmosphere. They originate mainly from pion and subsequent muon decays
leading to a 2:1 ratio of νµ to νe for neutrino energies above the GeV scale. Ex-
periments like Kamiokande [21] and Super-Kamiokande [22] that used water-based
Cherenkov detectors and Soudan 2 [23], Frejus [24] and NUSEX [25] which used iron
calorimeters, measured the flux of atmospheric νµ and νe with directional resolution.
5
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Figure 1.2.: Flavor composition of neutrinos from the sun Here, the solar
neutrino fluxes φµτ versus φe as measured by the SNO and Super-
Kamiokande experiments are displayed. The dashed lines mark the neu-
trino flux predicted by the SSM. The flux φe is given by the CC-flux
(marked by a point and lines, that represent various confidence levels)
and φµτ by the difference of the fluxes NC - CC. Figure taken from [20].
It was finally shown by Super-Kamiokande that the flavor ratio r = νµ/νe variated
with the zenith-angle (see figure 1.3). The ratio rb of atmospheric neutrinos that
travel through Earth and reach the detector from below was found to be smaller
than the ratio ra of atmospheric neutrinos that travel a much smaller distance com-
ing directly from above. This was the first irrevocable evidence of νµ oscillating into
νe.
1.2.4. Theoretical description
Neutrino oscillations originate from the fact that neutrinos can be described by
two fundamental sets of eigenstates. The first set are the flavor-eigenstates |να〉
(α = e, µ, τ) which are defined by weak interactions; while the second set are the
mass-eigenstates |νi〉 (i = 1, 2, 3) which are defined by their mass. Hence, the neu-
trino states coupling to weak interactions are not identical to the states propagating.
The weak interaction eigenstates of the neutrinos can thus be expressed as superpo-
sition of mass eigenstates:
|να〉 =
∑
i
Uαi|νi〉 (1.7)
with Uαi being the Maki-Nakagawa-Sakata-Pontecorvo mixing-matrix. It contains
three mixing angles Θij that describe the contribution of the mass-eigenstates to a
specific flavor-eigenstate, the complex Dirac-phase (CP-violating) δD and, in princi-
ple, the two complex Majorana-phases δMi. These phases can cause CP-violation in
the lepton sector [27], but are only of interest in double-β-decay. The matrix U can
be decomposed into Euler-rotation matrices that describe the mixing between the
6
1.2. Neutrino oscillations
Figure 1.3.: Evidence for atmospheric neutrino oscillations The zenith angle
distributions as measured by Super-Kamiokande are displayed for: (a)
e-like events, (b) µ-like fully- and partially-contained events, (c) µ-like
events and (d) all partially-contained events. The angle cos Θ = 1 corre-
sponds to down-going neutrinos. The histograms with the shaded error
bars show the MC-predictions with their statistical uncertainties. Figure
taken from [26].
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single states νi:
U =
1 0 00 c23 s23
0 −s23 c23
 c13 0 s13e−iδD0 1 0
s13e
−iδD 0 c13
 c12 s12 0−s12 c12 0
0 0 1
e−iδM1 0 00 e−iδM2 0
0 0 1

where sij (cij) denote sin Θij (cos Θij).
The mass eigenstates |νi〉 are stationary and can be propagated into time-dependent
form:
|νi(t)〉 = e−iEit|νi〉 (1.8)
A pure flavourstate |να〉 at the time t = 0 propagates into:
|ν(t)〉 =
∑
i
Uαie
−iEit|νi〉 =
∑
i,β
UαiU
∗
βie
−iEit|νβ〉 (1.9)
For the transition probability from flavor α→ β we find the amplitudes [28, 29]:
Pνα→νβ(t) = |〈νβ(t)|να(t)〉|2 =
∣∣∣∣∣∑
i
U∗αie
−iEitUβi
∣∣∣∣∣
2
=
∑
i,j
U∗αiUβiUαjU
∗
βje
−i(Ei−Ej)t
(1.10)
In the ultra-relativistic limit, assuming pi = p = E we get the transition amplitudes:
Pνα→νβ(L/E) =
∑
i,j
U∗αiUβiUαjU
∗
βje
−i∆m
2
ijL
2E (1.11)
where the oscillation phase is given through the mass splitting terms ∆m2ij ≡ m2i −
m2j , while L corresponds to the distance between source and detector and E to the
energy of the neutrino. This model is able to describe the disappearance of neutrinos
of a certain flavor α as a function of their energy and oscillation length, as well as the
appearance of neutrinos of a flavor β different from the flavor α which was emitted
at the source.
1.2.5. Measurements of the parameters of neutrino oscilla-
tion
In order to determine the full set of the neutrino mixing parameters, neutrinos from
different sources have to be observed. For a particular experiment, the experiment-
specific L/E-ratio translates into a sensitivity for a combination of mass-splittings
∆mij and mixing angles Θij.
Atmospheric neutrinos
As mentioned in 1.2.3, high-statistics data from the Super-Kamiokande experiment
showed that the number of atmospheric νµ that reached the detector depends on the
incident zenith angle. The muon neutrinos that come from below have to travel a
longer path through the Earth and therefore have a greater possibility to oscillate
into tau neutrinos. With the available experimental data, the parameter Θ23 of the
mixing matrix U was determined to [30, 27]:
sin2 (2Θ23) ≥ 0.92 (90%C.L.) (1.12)
and the mass difference ∆m223 was narrowed down to the range:
1.9× 10−3eV2 < ∆m223 < 2.6× 10−3eV2 (90%C.L.) (1.13)
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Table 1.1.: Current limits on Θ13
Experiment sin2(2Θ13) σstat. σsyst.
Daya Bay [35] 0.089 0.010 0.005
Double Chooz [33] 0.109 0.030 0.025
RENO [34] 0.113 0.013 0.019
Reactor neutrinos
Fission reactors are a copious source of electron anti-neutrinos that are produced
in the β-decays of neutron-rich nuclei following nuclear fission in the reactor core.
These ν¯e are produced by a large number of different chains of β-decays of the fission
products.
A typical modern nuclear power plant has a reactor core with a thermal power of
the order of 3 GWth. On average, each fission produces 200 MeV of energy with
the release of about 6 ν¯e. This translates into a flux of ν¯e of about 2× 1020 s−1 per
GWth. Although the anti-neutrino flux is very high, it is isotropic and thus decreases
rapidly with distance. As the released ν¯e are relatively low in energy (in the order
of a few MeV), their oscillation length is rather short, of the order of 2 km (Θ13) or
60 km (Θ12) only.
Reactor anti-neutrinos are detected through the inverse beta decay, as described in
equation 1.1.
KamLAND is a long-baseline-experiment that has observed the ν¯e-flux from all
Japanese reactors with an average distance of about 180 km. For these distances,
the transition probability mainly depends on Θ12 and ∆m
2
12. Figure 1.4 exhibits
the result that clearly shows not only the disappearance of electron anti-neutrinos
but also the expected oscillation pattern as a function of L/E. The analysis of the
measured data yields [31]:
sin2 (2Θ12) = 0.87± 0.03 and ∆m212 = 7.59± 0.20× 10−5eV2 (1.14)
On the other hand, for short distances (< 5 km) the influence of Θ12 and ∆m
2
12 is
negligible, and the transition probability mainly depends on Θ13 and ∆m
2
13. Short-
baseline-experiments like Double CHOOZ [32, 33], RENO [34] and Daya Bay [35]
make use of this fact to determine Θ13. They typically set up two detectors, one at
a short distance of less than 400 m, the other far detector at a distance of 1-2 km
from the nuclear reactor core to look for the disappearance of ν¯e. Their results are
given in table 1.1.
Accelerator neutrinos
The neutrino beams in accelerator experiments are produced through pion decay-in-
flight or by muon decay-at-rest in the beam dump. These experiments are therefore
sensitive to the oscillation channel νµ  ντ , a fact that at first allowed the determi-
nation of Θ23 and ∆m
2
23.
In the Japanese K2K experiment an almost pure νµ-beam was sent over a distance
of 250 km from the KEK laboratory to the Super-Kamiokande detector. Under
the assumption of maximum mixing, sin2 (2Θ23) = 1, the experimental data yield a
best-fit value of the 2-3 mass splitting of [36]:
1.9× 10−3eV2 ≤ ∆m223 ≤ 3.5× 10−3eV2 (90%C.L.) (1.15)
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Future experiments like T2K [37] and NoVa [38] will have the primary objective
to study νµ  νe oscillations in these beams. Such a measurement would give
information on the element Ue3 of the neutrino mixing matrix in complementary to
reactor oscillation studies.
1.2.6. Conclusions
The phenomenon of neutrino oscillations has been studied in detail by a wide se-
lection of experiments. All major oscillation parameters such as mixing angles and
differences of squared masses have been measured rather precisely. In figure 1.5
a summary of the data presently available is shown. However, some main issues
remain unsolved:
• Absolute mass scale: as oscillation experiments are only sensitive to the
parameter ∆m2ij, the abolute mass scale is still to be determined.
• Mass hierarchy: at present, the ordering of mass eigenstates of the neutrinos
is not known, this could be hierarachical (m1 < m2 < m3) or inverted hier-
arachical (m3 < m2 < m1), or even quasi-degenerate (m3 ≈ m2 ≈ m1), where
a fundamental mass scale of neutrinos would be measured
1.3. Measurements of neutrino mass
As stated above, oscillation experiments only yield information on neutrino mass
splittings, information on the absolute values of neutrino masses has to be provided
by other methods.
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In general, two different approaches exist to measure the masses of the neutrinos:
they are labeled as indirect and direct methods. The indirect methods rely on model
assumptions such as on the CP-properties of neutrinos, whereas direct methods
investigate kinematics of decay processes where neutrinos are involved.
1.3.1. Supernova neutrinos
Core-collapse supernovae (SN) represent a very strong source of neutrinos, so their
time-of-flight can be used to investigate neutrino masses. When the nuclear fusion
chain in the core of a massive star of several solar masses has reached the stage of
silicon burning to iron, the core can no longer resist the gravitational force of the
outer shells. It collapses in a free fall, thereby transforming into a hot proto-neutron
star. During the collapse, a large number of neutrinos is generated by the following
processes (neutronization burst and thermal cooling of the hot proto-neutron star):
e− + p→ n+ νe
γ  e− + e+  να + ν¯α
(1.16)
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When the re-bouncing matter shock wave of the core hits the infalling outer shell
of the star, it is stalled, however, current SN-models point to a “delayed explosion”
via neutrino-heating. The total duration of the neutrino emission after the collapse
is only of the order of 10 s. On their way out of the core the neutrinos undergo
scattering processes because of the enormous density O(1011 g/cm3) of the cooling
neutron star. The exact shape of the neutrino pulse emitted thus depends on model
assumptions of neutron star formation and collective neutrino processes.
The supernova SN1987A in the Large Magellanic Cloud emitted a neutrino-burst
which was detected by several underground detectors in Baksan, Russia [40], the
Morton-Thiokol salt mine, USA [41] and the Kamioka mine, Japan [42], opening up
the door to low-energy neutrino astrophysics and marking the birth of astroparticle
physics. The time-of-flight Tν of a neutrino from the supernova to the detector is
given by:
Tν ≈ Lν
c
(
1 +
mν
2c4
2Eν
2
)
(1.17)
where mν and Eν denote the neutrino mass and energy and L = 1.5×1021 m denotes
the distance of the source (here SN1987A) to the detector. The imprint of a non-zero
neutrino mass mν on Tν is such that Tν depends on Eν , with different energies Eν,1
and Eν,2. The time difference ∆t between the arrival of the two neutrinos thus is:
∆t = ∆t0 +
Lmν
2c4
2c
(
1
Eν,2
− 1
Eν,1
)
(1.18)
The parameter ∆t0 is the time-difference between the emission of the two neutrinos
and is a model-independent parameter [43, 44], which seriously affects the sensitivity
of SN-time-of-flight studies with regard to measuring mν in the sub-eV mass scale.
For the model case of SN1987A, a new, detailed analysis yields an upper limit for
the neutrino mass of [45]:
mνe < 5.8 eV (90% C.L.) (1.19)
1.3.2. Cosmology
Cosmological studies offer several interesting pathways to determine the neutrino
mass, i. e. the sum of ν-masses. However, most approaches are very model-specific.
Cosmic Microwave Background
In the early universe, shortly after the Big Bang, temperatures were high enough
for particles to be in perfect thermal equilibrium [46]. As the universe expanded
and cooled the temperature became low enough (3000 K) for photons to decouple
from matter. At this point, about 3.8×105 years after the Big Bang, neutral atoms
were forming and photons started to stream freely. During the expansion of the
universe, the free-streaming photons cooled further so that today they form a black-
body spectrum with an effective temperature of ∼ 2.7 K [47]. This is the Cosmic
Microwave Background (CMB) which was first discovered in 1965 [48].
Satellite-based CMB-experiments have discovered small anisotropies in this radi-
ation, the latest being the Planck [49] observer which measured these anisotropies
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(a) Planck-skymap (b) Planck-power-spectrum
Figure 1.6.: CMB measured by Planck The red dots in (b) show the multipole-
expansion for (a). The blue line represents the fit to the ΛCDM-model.
Figures taken from [49].
to very high precision. The observed fluctuations are shown in figure 1.6(a). For
analysis, they are expanded into spherical harmonics, with figure 1.6(b) exhibiting
the resulting power spectrum. The form of this power spectrum is well described
by the so called ΛCDM-concordance model and strongly constrains cosmological pa-
rameters like the baryonic mass density Ωb, dark energy density ΩΛ and dark matter
density ΩDM.
Cosmic neutrinos can be described in a rather similar fashion to the CMB-photons.
Once the weak interaction rate Γν fell below the expansion rate of the universe [50],
relic neutrinos decoupled and were able to free-stream while being redshifted due to
the expansion of the universe.
At present there is no direct experimental signature for relic neutrinos, but standard
hot BigBang cosmology allows to calculate their density nν (≈ 56 νe/ cm3 [51]) is
in close relation to the density of CMB-photons nγ:
nν =
3
11
nγ (1.20)
With this the contribution of neutrinos to the total energy density of the universe
is constrained by the sum of the masses of all non-relativistic neutrinos:
Ων =
ρν
ρcrit
=
∑
imνi
93.14 · h3 eV (1.21)
where h denotes the dimensionless Hubble parameter and ρcrit the critical energy
density corresponding a flat universe. Analyses of the Planck data within the
ΛCDM-model [52] result in a (conservative) upper limit of:∑
i
mνi < 1.1 eV (95% C.L.) (1.22)
Structure formation
Even with small rest masses, the free-streaming of neutrinos leaves an imprint on
the distribution of galaxies and thereby the matter distribution in the universe we
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observe today.
The Sloan Digital Sky Survey (SDSS) [53] has imaged more than a quarter of the
sky in its eight years of operation until today. It has observed large-scale structures
of galaxies and revealed the filament-like matter distribution. Cosmologists are able
to reproduce this observed pattern with numerical simulations on the basis of the
ΛCDM or comparable models [54, 55]. In these simulations, the sum of the neutrino
masses is a free parameter. In the early universe, when these structures formed,
neutrinos were floating unimpeded, equalizing primordial density fluctuations and
thus washing-out small-scale structures on the galactic scale.
The ability of neutrinos to wash-out structures depends on their summed mass∑
imνi . Therefore a comparison of the simulations of structure formation with the
observed data allows to obtain information on neutrino masses. Combining analyses
of structure formation with CMB data yields upper limits for the sum of the neutrino
masses ranging from ∑
i
mνi < 0.5 - 1 eV, (1.23)
depending on the priors that were used [56, 57]. In view of the considerable scatter
of the results, it is much preferable to measure the neutrino mass in the laboratory
and to use it as input in cosmological studies.
1.3.3. Neutrinoless double-β-decay
Neutrinoless double-β-decay (0νββ) experiments allow to investigate the Majorana-
nature [58] of neutrinos. In addition, such experiments offer the possibility to deter-
minate of the absolute neutrino mass scale and to investigate the mass pattern of
neutrinos.
Neutrinoless double-β-decay processes of the types
N (A,Z)→ N (A,Z + 2) + 2e− (2β−0ν)
N (A,Z)→ N (A,Z − 2) + 2e+ (2β+0ν)
(1.24)
are forbidden in the SM due to lepton number conservation. If neutrinos are massive
Majorana-particles, a nucleus decaying via the 2β2ν process can also decay through
a 2β0ν process, albeit with a different (and much longer) lifetime.
There is a large number of experiments looking for 0νββ events. The GERDA
experiment [59] used well shielded Germanium diodes to look for the 2β− decay of
the isotope 76Ge into 76Se. Figure 1.7 shows the hypothetical spectrum of such a
decay. After an exposure of 21 kg·years, no signal of 0νββ was found, yielding [60]:
τ0ν > 2.1× 1025 a (90%C.L.) (1.25)
This result does not confirm the claim of a subgroup of the previous Heidelberg-
Moscow experiment [61]. A part of the experiment’s collaboration claimed to have
evidence that neutrinos are massive Majorana-particles and estimated an effective
Majorana-neutrino mass of [62]:
〈mν〉 = 0.39+0.45−0.34 eV (1.26)
The claimed mass lies in a scale accessible to KATRIN in the near future. When
comparing 0νββ searches and β-decay experiments one has to keep in mind however
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Figure 1.7.: Energy spectrum of a double-β-decay process The 2νββ contin-
uum represents the summed energy of both charged leptons. The mo-
noenergetic line at the total energy E0 of the transition corresponds to
the 0νββ-decay, which violates lepton-number conservation by 2 units
(∆L = 2). Figure taken from [63].
the significant model dependence of 0νββ-results: the complex Majorana-phases
that enter into the observable, the effective Majorana-neutrino mass 〈m0νββ〉, are
not known, and calculation of the nuclear transition matrix is notoriously difficult to
obtain with sufficient precision. Finally there can be other mechanisms contributing
to neutrinoless double β-decay than the one involving massive neutrinos, as for
example super symmetric particles or right-handed weak couplings.
1.3.4. β-decay
Today the most sensitive method to measure the effective mass of the electron (anti-
)neutrino in a model-independent way is by measuring the electron energy spectrum
of a nuclear β-decay
N (A,Z)→ N (A,Z + 1) + e− + ν¯e (1.27)
where A and Z are the mass and atomic numbers of the parent nucleus.
As described in equation (1.7) the electron neutrino, does not have a definite mass,
but is a mixture of mass eigenstates.
Fermi’s Golden Rule can be used to describe the transition probability T for the
decay:
T ∝ |M|2 ρ(E) (1.28)
implying that the decay probability depends on the overlap between the initial- and
final-state wave functions. In case of so called “allowed” β-decays, the final-state
wave functions of the electron and the anti-neutrino largely overlap and the nuclear
matrix element |M|2 does not depend on energy. With the density of the available
final states ρ [4], one obtains a decay rate as a function of the electron energy E
[29]:
dN˙
dE
= R(E)(E0 − E)
√
(E0 − E)2 −m2ν¯ec4 Θ
(
E0 − E −mν¯ec2
)
(1.29)
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Figure 1.8.: Spectra arround the β-decay endpoint E − 0 for 0 (red) and 1 eV
(blue) ν¯e-mass. Figure taken from [64]
The step function
Θ
(
E0 −mec2 −mν¯ec2
)
(1.30)
guarantees energy conservation. R(E) is a product of numerical factors and kine-
matic variables of the electron, given by:
R(E) =
G2F
2pi3~7
cos2 θC |M|2 F (Z + 1, E)p(E +mec2), (1.31)
where GF is the Fermi coupling constant, θC is the Cabibbo angle,M is the nuclear
matrix element, E and p are the electron kinetic energy and momentum. F (Z+1, E)
is the Fermi function that describes the electromagnetic interaction of the β-electron
with the Coulomb field of the nucleus in the final state.
The figure of interest in equation (1.29) is of course mν¯ec
2, which gives access to the
effective electron neutrino mass. In case of a non-zero value, the endpoint of the
β-spectrum will be shifted to a lower energy. In the region of high count rates, the
effect of the neutrino mass on the shape is insignificant due to the ultra-relativistic
nature of neutrinos there. The spectrum close to E0 is plotted in figure 1.8.
As mentioned above, when taking into account the effects of neutrino mixing, we
can express the electron neutrino as a weighted superposition of mass eigenstates:
νe =
∑
i
Ueiνi (1.32)
Incorporating this to the β-decay spectrum gives:
dN˙
dE
= R(E)
∑
i
|Uei|2 (E0 − E)
√
(E0 − E)2 −m2i c4 Θ
(
E0 − E −mic2
)
(1.33)
This results in a fine structure of the β-decay spectrum, which, up to now, cannot
be resolved in measurements due to the very small mass splittings ∆m2ij (see 1.2.5).
Accordingly, in current measurements only an incoherent sum, the effective electron
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neutrino mass, is observable:
m2νe =
3∑
i=1
|Uei|2m2νi (1.34)
Note that only the square m2νe is measured.
Most of the theoretical parameters of the spectrum described in (1.33) are well
known. In view of this, kinematic searches for mνe are highly model-independent,
because the only unknown quantities that have to be taken into account are mνe and
the endpoint energy E0.
1.3.5. pi- and τ-decay
For historical reasons, we briefly outline former analyses and methods to access the
neutrino mass experimentally: these are kinematic analyses of pion- and tau-decays.
In view of modern oscillation results the resulting experimental constraints are much
less stringent than those obtained in β-decay experiments. Still these pion- and tau-
decay experiments can be used to constrain the mixing of νµ and ντ with heavy
neutrinos beyond three-neutrino mixing.
Measurements of the kinematics in the decay of charged pions can give information
on the neutrino masses. The most sensitive experiment up to now was performed at
Paul-Scherrer-Insitut (PSI) in Switzerland and has used the following decay:
pi+ → µ+ + νµ. (1.35)
Since this decay has a two-body final state, the mass of the neutrino can be de-
termined by energy-momentum conservation if the momenta of the pion and muon
can be measured with sufficient accuracy. In case of neutrino mixing, the νµ is a
superposition of different massive neutrinos. A measurement of the neutrino mass
forces the superposition to collapse on the massive neutrino whose mass has been
measured. Therefore, in analogy to (1.33), peaks should appear corresponding to
the values of the neutrino masses, which are given by
m2i = m
2
pi +m
2
µ − 2mpi
√
m2µ + |~pµ|2 (i = 1, 2, 3) (1.36)
for pions decaying at rest.
The value of the muon momentum measured at the PSI is [65, 66]:
|~pµ|2 = 29.79200± 0.00011 (MeV/c)2 (1.37)
leading to upper limits of mi (at 90% C.L.)
mi < 0.17 MeV (i = 1, 2, 3) (1.38)
At CERN, the ALEPH experiment has used tau-decays for a corresponding mea-
surement of neutrino masses. The decays
τ− → 2pi− + pi+ + ντ and τ− → 3pi− + 2pi+ + ντ + pi0 (1.39)
have been studied, with the result (at 95%C.L.) [67]:
mi < 18.2 MeV (i = 1, 2, 3) (1.40)
It is unlikely that in the future the measurements of neutrino masses with pion-
and tau-decay experiments may improve so much to reach a precision at the eV- or
sub-eV-level, comparable to the one of β-decay experiments. As mentioned before,
their interest lies mainly in the possibility of constraining the admixture of the νµ
and ντ with heavy neutrinos beyond the standard three-neutrino mixing.
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2. The KATRIN experiment
T
he goal of the KATRIN experiment [68] is to determine the effective mass
of the electron (anti-)neutrino by examining the shape of the tritium-β-
spectrum close to its endpoint. With approximately 1000 net days of
data-taking, the experiment will be able to achieve a mass sensitivity
down to 200 meV/c2 (90% C.L.).
The following chapter will give a short introduction to the experiment. First an
overview is given on general selection criteria for a β-source highlighting the advan-
tages of tritium as β-emitter. Then, the experimental set-up and the main compo-
nents will be reviewed. This will be followed by a in-depth description of the working
principle of a MAC-E filter. The chapter will close with an overview of the exper-
imental setup and give details on the SDS-I commissioning phase that took place
from May to September of 2013, where a significant body of experimental data was
collected, forming the main body of the present thesis.
2.1. The tritium β-decay
KATRIN is built to perform an ultra-precise measurement of the kinematics of β-
decay electrons close to E0, making the choice of a β-source of special importance.
The KATRIN experiment uses the decay of the unstable hydrogen-isotope tritium
(3H),
3
1H→ 32He+ + e− + ν¯e (2.1)
due to the following key advantages:
• low endpoint energy The β-spectrum of tritium has an endpoint-energy of
E0 = 18.57 keV thus being the β-emitter (after
187Rh) with the second lowest
energy E0 of all relevant β-emitters. As the relative fraction of electrons with
energies near the endpoint decreases with E0 (∼ E0−3), a low endpoint energy
yields the advantage of a relatively high count-rate of electrons in the energy
region of interest, despite the fact that the decay rate scales with ∼ E05.
• super-allowed transition The tritium β-decay is of super-allowed type due
to the fact that the transition is between mirror nuclei. Thus the nuclear matrix
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Figure 2.1.: Overview of the KATRIN experimental setup the tritium source
WGTS (a), the transport section (b), the pre-spectrometer (c), the main
spectrometer (d), the detector (e) and the rear section (f).
element is energy independent and no corrections from the nuclear transition
matrix elements M have to be taken into account. As a consequence, tritium
is a rather short-lived isotope, featuring a half-life of only 12.3 a. This has
the distinct advantage of requiring less source material in order to reach an
adequate count rate for a reasonable measurement time.
• simple electron shell The atomic shell configurations of tritium and its
daughter 3He
+
are rather simple, also with regard to molecular (excited) states.
The atomic and molecular corrections and corrections due to interactions of
the emitted electron with the source thus can be computed precisely [69, 70].
• small inelastic scattering probability As tritium features a nuclear charge
Z = 1 the probability for inelastic scattering of emitted β-decay electrons
within the source will be small.
An alternative to tritium would be the β-emitter 187Re, which has the lowest end-
point energy (2.47 keV) of all known β-decay nuclei [71]. The MARE experiment
[72, 73] has used arrays of low-temperature calorimeters to measure the Rhenium-
187 β-spectrum. It aims for a sensitivity comparable to the current m2ν¯e-limits set by
the Mainz and Troitsk experiments. Another very promising approach is to investi-
gate the electron capture on 163Ho [74] in the framework of the ECHo [75, 76] and
HoLMES [77] projects. The calorimetric approach followed by these collaborations
offers scalability and all plan to reach a sub-eV sensitivity in the long-term future.
2.2. Basic setup
2.2.1. WGTS
KATRIN will make use of a Windowless Gaseous Tritium Source (WGTS), as source
β-decay electrons. In the WGTS, ultra-cold (27 K) molecular tritium gas with
high isotopic purity (>95%) will be injected at the center of the 10 m long source
tube, which then diffuses towards both ends. The beam tube has a diameter of
90 mm. AT either end of the beam tube two pump ports housing two turbo-molecular
pump (TMP)s reduce the gas flow out of the WGTS. By carefully controlling the
temperature and the injection rate, the column density within the tube will be fixed
to the reference value ρ d = 5×1017 molecules/cm2, which grants optimal conditions
with regard to high luminosity and small probability of scattering of β-electrons off
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residual gas molecules. The entire source tube is surrounded by superconducting
solenoids that generate a strong magnetic field (3.6 T) to adiabatically guide the
β-electrons out of the source towards the transport section.
2.2.2. Transport section
While β-decay electrons travel from the source to the SDS, the tritium gas injected
into the source is not contained by a physical barrier, hence why it is called “win-
dowsless”. However, with respect to background reduction it is crucial that the
amount of tritium gas penetrating from the source to the SDS part of the experi-
ment is constrained to extremely low levels. Therefore, the gas flow from the source
will be reduced by 14 orders of magnitude, from the initial injection rate in the
WGTS of 1.8 mbar·`/s to a value of only 10−14 mbar·`/s at the entrance of the
pre-spectrometer. For this purpose, two different pumping sections are being im-
plemented between the source and the spectrometers: The Differential Pumping
Section (DPS) which houses TMPs to reduce the gas flow and the Cryogenic Pump-
ing Section (CPS), where the inner beam tube is covered by argon frost, so that
residual gas molecules are absorbed. In addition, the beam tube in both pumping
elements contains a chicane to avoid the beaming effect in molecular gas flow
”
which
in turn increases the efficiency of the residual gas removal. Similar to the WGTS,
the electrons in the transport section are guided by a strong magnetic field (up to
5.6 T) generated by superconducting solenoids.
2.2.3. Spectrometers
The β-decay electrons originating from the source will be analyzed by a tandem set-
up of electrostatic retarding spectrometers of the MAC-E-Filter type. Only those
electrons with a large starting energy will pass this filter system, while all others will
be rejected. This principle will be described in detail in section 2.3.
2.2.4. Focal Plane Detector
With the precision energy filtering being performed by the tandem set-up of the
spectrometer system, the main task of the detector in principle is to count the β-
electrons that pass the main spectrometer. However, the detector must show a good
energy resolution in order to discriminate signal- from and background-electrons. In
particular, the detector has to meet the following stringent requirements:
• low intrinsic background level (∼ 1 mcps)
• ability to operate in high magnetic fields (Bmax = 6 T)
• ability to cope with high rates of more than 1 kcps during calibration phases
• good spatial resolution, to map the potential variation in the analyzing plane
and to yield information on background processes in the spectrometers at dif-
ferent flux tube values (0-210 T cm2)
On that account, a silicon PIN diode array will be used with a resolution of around
1.5 keV for electron energies of 18.6 keV [78, 79]. Due to the rather low count rates
expected very close to the endpoint E0, the detector itself must be well shielded
to suppress background radiation. To achieve spatial resolution, the detector is
segmented into 148 pixels, each of them covering a part of the flux tube with the
same area (see figure 2.2(b)).
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Figure 2.2.: Detector system Overview of the detector system and sketch of the
detector-wafer showing all 148 separated pixels.
2.3. MAC-E filter
Most of the information on the experimental observable m2νe is contained in the
narrow region just a few eV below the endpoint E0. As only a fraction 10
−12 to
10−13 of all β-decays reside in a region of 1 eV below E0, the energy-filtering by the
spectrometer must be achieved with a large angular acceptance and a narrow width.
The KATRIN spectrometers fulfill these requirements as they rely on the principle
of magnetic adiabatic collimation followed by an electrostatic filter, or short: the
MAC-E filter.
2.3.1. Principle
The MAC-E-filter principle is based on the idea of adiabatically guiding the β-decay
electrons from the source to detector (see figure 2.3) on a cyclotron motion along
magnetic field lines [80, 81, 82]. In the spectrometer region in between, the strength
of the magnetic field decreases slowly, so that the momentum of electrons perpendic-
ular to the magnetic field lines p⊥ is being transformed into the momentum parallel
to the magnetic field lines p‖. An electrostatic retarding potential is then used to
filter p‖. At the position of minimal magnetic field strength Bmin the electrostatic
retarding potential reaches its maximum absolute value U0. Transmission is only
achieved by those electron which retain a greater-than-zero parallel momentum p‖.
The transmission condition thus requires for the minimum parallel kinetic energy
E‖ > qU0 (2.2)
Hence the MAC-E-filter acts as a so called high-pass filter and cyclic variation of U0
will deliver an integrated spectrum. Furthermore, the adiabatic guiding of electrons
along the magnetic field lines implies that β-decay electrons always move in the same
part of the flux tube. With the transported magnetic flux being constant, the flux
tube becomes larger for weaker magnetic fields. For these reasons, a MAC-E-filter
needs to have the largest (∅ = 10 m) radius in the area of the minimal magnetic
field strength (Bmin = 3× 10−4 T).
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A
B
D
D
B
C
E
Figure 2.3.: MAC-E filter principle Sketch of the KATRIN-pre-spectrometer as
an example for the MAC-E filter principle.The spectrometer vessel (A) is
put on a negative high potential, whereas the superconducting solenoids
(B) provide the guiding magnetic field (C). The inner wire-electrodes (D)
are used to fine-tune the electrostatic retarding potential. An exemplary
electron trajectory (E) is displayed, showing its cyclotron motion.
0
Figure 2.4.: Cyclotron motion This figure shows an exaggerated cyclotron motion
of an electron transmitted through the spectrometer. The arrows below
indicate the momentum of the electron with respect to the magnetic
field, neglecting the change of the momentum due to the electrostatic
retarding field (or corresponding to the case of U0 = 0 V).
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2.3.2. Characteristics
Adiabacity
In a non-relativistic approximation, E⊥ and E‖ can be expressed as follows:
Ekin =
p2
2m
= E‖ + E⊥,
E‖ = Ekin · cos2 θ,
E⊥ = Ekin · sin2 θ.
(2.3)
If the magnetic flux enclosed by the gyrating trajectory of the electron is constant,
the motion is called adiabatic. Adiabatic electron motion is achieved, if the change of
the magnetic field along the cyclotron motion is small. The magnetic field strength
and electric potential vary along the electron path, hence the cyclotron radius is
resized, which contains a constant flux. With the prerequisite of a conservation of
the enclosed magnetic flux, the adiabatic invariant is defined as:
Φ =
∫
~Bd ~A = const. =⇒ Br2c = const. (2.4)
Another formulation for adiabatic motion is the conservation of the product of the
absolute value of the orbital magnetic moment |~µ| and the Lorentz-factor γ = 1√
1− v2
c2
γµ = const. (2.5)
In the β-decay of tritium, the maximum occurring Lorentz factor is γ =1.04 for
electrons with a kinetic energy Ekin = E0. Consequently, equation (2.5) can be
approximated by only considering the magnetic moment:
µ =
E⊥
B
= const. (2.6)
Energy resolution
As denoted earlier in 2.3.1, the momentum and the kinetic energy of electrons per-
forming a cyclotron motion along the magnetic field lines can be split into a lon-
gitudinal component, parallel to the magnetic field lines (p‖, E‖) and a transversal
component, perpendicular to the magnetic field lines (p⊥, E⊥). These components
are defined by the polar (pich) angle θ between the momentum of the electron ~p and
the magnetic field at its position ~B see figure 2.5.
With these definitions, an expression for the so called “energy resolution ∆E” of
a MAC-E filter can be derived. It is assumed that the motion is adiabatic and
the electron has its maximum kinetic energy Ekin,max stored in the perpendicular
component at the point with maximum magnetic field Bmax (θ = 90
◦). Then the
remaining energy ∆E⊥ that is still stored in the perpendicular momentum at the
point of minimum magnetic field Bmin is given by the relation
Ekin,max
Bmax
=
∆E⊥
Bmin
. (2.7)
Thus, the remaining transversal energy ∆E⊥ is not analyzed by the the potential
barrier. For the KATRIN main spectrometer the maximum magnetic field strength
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Figure 2.5.: Definition of the pitch angle θ of an electron undergoing cyclotron
motion in a magnetic field ~B.
is Bmax = 6 T at the pinch magnet, whereas the minimum value Bmin = 3× 10−4 T
is present in the middle of the spectrometer, the so called analyzing plane. For the
tritium endpoint energy at E0 = 18.6 keV we thus obtain an “energy resolution” of:
∆E⊥ =
Bmin
Bmax
E0 =
3× 10−4 T
6 T
· 18.6 keV = 0.93 eV. (2.8)
While transversal energy is transformed into longitudinal energy it is important in
a MAC-E filter that the electrostatic retardation field to analyze E‖ is not applied
too early.
Transmission function
One of the most important attributes of a MAC-E filter is the transmission function
which describes the transmission probability of electrons (usually with isotropic an-
gular distribution) with specific kinetic energy E for a specific retarding potential
U0 (see figure 2.6). Ideally this would be a step function, but as the spectrometer
has a finite filter this typically looks like the example shown in figure 2.6.
To determine the transmission function of a MAC-E filter we have to investigate
which initial conditions an electron has to fulfill at the entrance of the spectrometer
in order to pass the filter. This is mainly defined by the relation between the initial
transversal energy E⊥,start of the electron (which can be expressed in terms of the
initial angle θstart with respect to the magnetic field) and the retarding potential U0
at the position where the electron will pass the filter. Following equation (2.2) only
electrons that retain a positive longitudinal energy can pass the spectrometer:
E‖,Bmin > 0 =⇒ E‖,Bmin = Ekin,Bmin − E⊥,Bmin
= Ekin,Bmin − E⊥,Bstart
Bmin
Bstart
= Ekin,Bstart − qU0 − Ekin,Bstart sin2 θstart
Bmin
Bstart
=⇒ qU0 > Ekin,Bstart
(
1− sin2 θstart Bmin
Bstart
)
.
(2.9)
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Figure 2.6.: Theoretical transmission function of a MAC-E filter for isotrop-
ically emitted β-decay electrons at the source.
Here, the indices “min” and “start” describe the conditions in the analyzing plane
and at the entrance of the filter, respectively. The maximum accepted angle θ of
transmitted electrons is limited to:
=⇒ θstart ≤ arcsin
√
Ekin − qU0
Ekin
Bstart
Bmin
. (2.10)
Only electrons with an angle smaller than θstart at the entrance of the filter are able
to pass the potential barrier. When calculating the fraction of electrons passing the
filter and comparing this number to the total number of incoming electrons, the
transmission function can be determined.
From equation (2.10) we also obtain the solid angle ∆Ω. Comparing ∆Ω with the
maximal solid angle 2pi (forward direction) gives the fraction of electrons that are
accepted by the filter:
∆Ω
2pi
= 1− cos θ. (2.11)
Combining these two equations we obtain the transmission function T (Ekin, U0) of
the MAC-E filter:
T (Ekin, U0) =

0 for Ekin < qU0
1−
√
1− Ekin−qU0
Ekin
Bstart
Bmin
for qU0 ≤ Ekin ≤ qU0
1− Bmin
Bstart
1 for qU0
1− Bmin
Bstart
≤ Ekin
(2.12)
In order to measure the transmission function, it is advantageous to employ monoen-
ergetic electron sources. To do so, either the retarding potential U0 has to be varied
or an additional, variable acceleration potential has to be applied to the electron
source. From equation (2.12) it is evident that in the case of a perfectly monoener-
getic source the width of the transmission function solely depends on the ratio Bmin
Bstart
of the magnetic fields. The width increases if a source with an energy distribution
of finite width is used. In this case the transmission function has to be convoluted
with respect to the intrinsic distribution.
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For realistic setups, we have to apply specific corrections to the transmission function
in order to describe the filter characteristics correctly. In the case of the KATRIN
experiment the maximum magnetic field occurs at the pinch magnet, but not within
the source. Therefore, some β-decay electrons will be reflected by the magnetic
mirror effect before they reach the spectrometer. A particle moving from a region
with lower magnetic field strength into a region with higher magnetic field strength
is reflected if the polar angle exceeds a critical value:
θcrit = arcsin
√
Bstart
Bmax
(2.13)
where Bstart is the magnetic field strength at the starting point. Taking this effect
into account and with BS denoting the magnetic field strength in the source, one
obtains a modified transmission function:
T ′(Ekin, U0) =

0 for Ekin < qU0
1−
√
1−Ekin−qU0
Ekin
Bstart
Bmin
1−
√
1− BS
Bmax
for qU0 ≤ Ekin ≤ qU0 BmaxBmax−Bmin
1 for qU0
Bmax
Bmax−Bmin ≤ Ekin
(2.14)
It is challenging and indeed difficult to reproduce this form of the transmission
function exactly, as there are typically additional factors such as like detector and
background effects, which modify the shape of this function.
Electric potential sag
It is evident that the electric potential across the analyzing plane of a MAC-E filter
can not be homogeneous (see figure 2.7). This effect due to the finite geometry is
called potential sag. As a result, the transmission condition of a signal β-electron
depends on its radial distance to the spectrometer axis. Therefore, the detector of
the KATRIN experiment is separated into 148 pixels (see section 2.2.4) in 12 rings
plus a central bulls eye to determine the radial position of detected electrons. In
the oﬄine analysis, individual transmission functions for each pixel will have to be
taken into account.
Magnetic field variation
Analogously, the magnetic field is not homogeneous in the analyzing plane (see
figure 2.7), a fact that again leads to a radial dependence of the filter width. In
the main spectrometer, this deviation is of the order of about 2%, in the smaller
pre-spectrometer this increases to 25% of the value in the center of the analyzing
plane.
2.3.3. KATRIN spectrometers
The KATRIN experiment houses three different spectrometers of the MAC-E fil-
ter type, namely the pre- and main spectrometer, which are integral parts of the
beam line to analyze the tritium β-decay spectrum, and the monitor spectrometer
that forms a separate beam line to monitor the stability of the main spectrometer
retarding potential.
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Figure 2.7.: Radial dependence of the electrostatic retarding potential (red) and
the magnetic field (black) in the analyzing plane of the KATRIN main
spectrometer.
Monitor spectrometer
The backwork of a 200 meV/c2 sensitivity for the neutrino mass requires the re-
tarding potential in the analyzing plane of the main spectrometer to be known with
a precision of better than 4 ppm at 18.6 kV. In order to control this, a real-time
calibration experiment will run in parallel to the main beam line. Here the so called
monitor spectrometer will detect and monitor high-voltage (HV) fluctuations by ob-
serving count rate fluctuations of a nuclear standard (83mKr).
Large parts of the monitor beam line were already utilized in the Mainz Neutrino
Mass Experiment [83, 84] to analyze the β-decay spectrum of a condensed tritium
film. After the Mainz set-up was transferred to the KATRIN experimental site in
late 2009, the set-up has undergone significant hardware upgrade. During long-term
operation, the monitor spectrometer will be fed by the retarding potential of the
main spectrometer, analysing an electron source from a well-known nuclear stan-
dard close to the tritium endpoint E0 [85, 86, 87].
At the same time the monitor spectrometer, after commissioning, has been used as
test facility for test experiments before their application at the main spectrometer.
For example, it has been equipped with a muon-dectector system for background
studies. This system will be characterized in more detail in chapter 6. A picture of
the monitor spectrometer is shown in figure 2.8 and a sketch showing the field and
electrode configuration is shown in figure 2.9.
Pre-spectrometer
The pre-spectrometer is an integral part of the KATRIN beam line. Before the
on-going system integration it served as a prototype for the main spectrometer by
investigating novel vacuum concepts such as the heating- and cooling-system, and
by optimizing electromagnetic design features especially with respect to background
[88]. Later, during the long-term ν-mass measurements the pre-spectrometer will
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Figure 2.8.: Photograph of the monitor spectrometer The vacuum tank is en-
closed by the 3 sets of air coils. At each end of the spectrometer a
superconducting solenoid is situated. On the top of the picture the bot-
tom paddle of the muon detector system is visible. Picture taken from
[85].
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Figure 2.9.: Sketch of the electromagnetic field setup of the monitor spec-
trometer The magnetic flux tube is generated by two superconducting
solenoids (Detector,Source) and a set of 3 air coils (green). The elec-
trode system comprises of a solid electrode (blue) and a wire electrode
(violet). Note that the wire electrode has two layers in the cylindrical
part. Figure taken from [87].
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serve as additional MAC-E filter, offering the option to filter out all electrons with
energies E . E0−300 eV. This would result in a reduction-factor of 106 for β-decay
electrons that reach the main spectrometer.
The pre-spectrometer will also serve as an additional pump for the tritium from the
source, lowering the 3H-partial-pressure from 1×10−20 mbar to 1×10−22 mbar in the
main spectrometer. The pre-spectrometer is a 3.4 m long stainless steel vessel with
a diameter of 1.7 m which will be operated with a pressure of about 10−11 mbar.
It achieves an energy resolution of ∆E ≈ 100 eV. It arrived at Karlsruhe Institute
of Technology (KIT) Campus North (CN) already in late 2003 and since then has
been used for extensive tests until 2011.
Main spectrometer
The precision MAC-E filter and measuring tool of the KATRIN experiment is the
main spectrometer. It is about 23 m long and has a radius of 5 m, its surface
are accounts to 610 m2 and encloses a volume of about 1240 m3. To achieve an
operating pressure of below 10−11 mbar, it is equipped with a rather complex and
potent vacuum system. It features six TMPs and over 3000 m of non-evaporable
getter (NEG) strips which are located at the 3 large pump-ports. To shield-off single
radon atoms emanated from the NEG-strips, a Liquid Nitrogen (LN2)-cooled baﬄe
system was installed between the pump ports and the spectrometer volume (see
figure 2.11) [89, 90].
Analogous to the pre-spectrometer, the stainless steel vessel can be put on high
voltage. A central design element of the main spectrometer is an inner electrode
system of wire electrodes for potential shaping and background reduction. Two
superconducting solenoids are positioned at the ends of the spectrometer to provide
the magnetic guiding field. Furthermore, the spectrometer is surrounded by a system
of cable loops, the so called the aircoil system which is responsible for fine-tuning the
magnetic field shape and strength and compensation of magnetic stray fields [91, 92].
With a maximum magnetic field of 6 T within the superconducting coils and a
minimum magnetic field of about 3×10−4 T in the analyzing plane the spectrometer
features an energy resolution of ∆E = 0.93 eV.
2.3.4. Aircoil system
In the low magnetic field region close to the analyzing plane of the main spectrom-
eter, the Earth magnetic field is not negligible and has a strong influence on the
orientation and strength of magnetic field inside the spectrometer. The homoge-
neous Earth field results in a deformation of the flux tube, which if uncorrected,
would lead to the loss of signal electrons. And, at the same time it would imply a
strong increase of background electrons that are directly guided from the wall to-
wards the detector (see figure 2.12).
To avoid such a distortion, the KATRIN main spectrometer features a so called air
coil system consisting of the Earth Magnetic field Compensation System (EMCS)
and the low-field coil system (LFCS) [93]. The EMCS will compensate the vertical
and horizontal, non-axisymmetric component of the Earth’s magnetic field. It con-
sists of 16 vertical and 10 horizontal cosine coils. To have the flux-tube fit into the
main spectrometer in the region close to the analyzing plane, the LFCS contribute
an axisymmetric magnetic field enhancing the stray field of the superconducting
solenoids at the entrance and exit ports (see figure 2.12). The LFCS consists of
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Figure 2.10.: Photograph of the main spectrometer including the air-coil mounting-
structure. The author can be seen on the very right.
(a) CAD-drawing pump-ports (b) Photograph of copper-baﬄe
Figure 2.11.: Spectrometer pump ports and LN2-cooled baﬄe system.
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Figure 2.12.: Magnetic flux-tube with LFCS and EMCS corrections Flux
tube geometry in the main spectrometer without any magnetic filed
compensation (a), with the EMCS compensating the Earth magnetic
field (b) and in an ideal configuration with EMCS and LFCS pow-
ered up (c). It is clearly visible that the flux tube only fits into the
spectrometer with the help of the air coils.
15 large coils, whose rotational symmetry axis is the beamtube. They are powered
individually with up to 1500 Ampere-turns and thus are a vital tool to shape the
desired flux tube into a form that fits into the spectrometer [94].
2.4. SDS-Phase I comissioning measurements
In the second half of 2013 a series of long-term measurements of the first SDS-
commissioning phase took place [95]. It was the first test where the KATRIN main
spectrometer and the focal plane detector (FPD) were connected and taking data
together. It also was the first joint test for many complex systems at the main spec-
trometer together, as for example the HV supplies, the magnet system, consisting
of four superconducting coils and air coils of large diameter, the vacuum system of
the main spectrometer and detector, and finally the muon-detector system, which
will be described in more detail in chapter 6.
Also, to perform first measurements of the transmission function, an electron-gun
was mounted on the source-side of the spectrometer. An illustration of the experi-
mental setup is shown in figure 2.13.
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Figure 2.13.: Experimental overview of the SDS-phase I in the 2nd half of
2013 Overview of the experimental setup during the first phase of
the SDS commissioning-measurements. Shown is the KATRIN main
spectrometer with an electron gun attached to the left and the FPD-
system attached to the right. Inside the spectrometer the magnetic
field-lines and a sample electrode trajectory are displayed.
Not all components were fully operational during the SDS-I-phase: The pinch
magnet, sitting on the detector-facing part of the main spectrometer was not stable
when operating at its full nominal field of 6 T. Instead, it had to be operated at 5 T,
a fact which, together with the non-perfect alignment of the detector system with
respect to the main spectrometer resulted in a partial shadowing of detector pixels
[79]. In figure 2.14 a map of the detector pixels shows that only 118 of the total of
148 pixels were operational during these commissioning measurements.
Furthermore, the wire-electrode was not working under nominal conditions, as its
two layers were short-circuited by a thermal softening of at the CuBe-rods of the
HV feed system.
The vacuum system was fully operational during the commissioning phase. The
LN2-based cooling system of the baﬄes, to adsorb emanated radon atoms from the
NEG-strips was only operational for very short periods of time [89, 90]. As a conse-
quence, it was not possible to suppress radon-induced background by the baﬄes for
the entire measurement period.
All measurements that will be presented later in this thesis in chapter 8 were obtained
during the SDS-I-commissioning phase. Due to the narrow time periods allocated to
specific measurements not all measurements could be extended to an optimal time
period to minimize statistical errors.
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Figure 2.14.: Status of detector-pixels during SDS-phase I In this front view
of the segmented PIN diode array, green-colored pixels were working
without restrictions. The red and orange colored pixels were (partly)
shaded by the flapper-valve of the detector system, the yellow ones by
the PAE. The two white pixels were short-circuited on the wafer. A
total of 118 out of 148 pixels could be used for the measurements (see
[79]).
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I
n spectrometers of the MAC-E-Filter type several non-negligible mechanisms
occur that result in the creation of background electrons. The following chapter
will give an overview over these mechanisms and. where possible, we investi-
gate a specific background source by simulations. In addition, rejection mech-
anisms inherent in MAC-E filters for suppression of background due to secondary
electron emission will be discussed. Also, light will be shed on the experimental
factors that can allow electrons to circumvent these mechanisms and create back-
ground, in particular we study the case of non-axially symmetric magnetic fields.
In general, there are three main sources of background electrons present in electro-
static spectrometers: Ionization of residual gas, either by
(a) signal electrons
(b) or particles stored in Penning traps and the magnetic bottle of the filter,
(c) and secondary electrons emitted from the vessel hull.
It is important to note that the time scales of ionization of residual gas will be
significantly enlarged due to the very low operating pressure of 10−11 mbar or less
inside the spectrometer vessels. This fact has already been tested by predecessor
experiments and test measurements at the pre-spectrometer.
3.1. Penning traps
The first measurements at the pre-spectrometer with applied high-voltage and with
design magnetic field (Bsolenoid = 4.5 T) resulted in a strong discharge and electric
breakdown with large increases of pressure and leakage current [96]. Simulations of
the electric- and magnetic field revealed the presence of so called Penning traps at
the entrance and exit regions of the pre-spectrometer to be the cause of this behavior.
Penning traps are created in areas with an axial magnetic field for charged particle
guiding, and where a minimum in the electrostatic potential occurs. In the case of
a flaw in the electrode design, several Penning traps can co-exist within a MAC-E
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magnetic field
U0
U < U0
Figure 3.1.: Sketch showing the principle of a Penning trap The magnetic
field constrains the particle vertically, whereas the potential minimum
constrains it horizontally
filter. The particles stored within the traps (see fig. 3.1) can initiate enormous
background rates through ionization of residual gas. This is caused by messenger-
particles in the form of electrons and photons which are emitted by photo-emission
from the traps. To prevent this, one has to be very careful when designing the
electrode-geometry and one must pay special attention to avoid formation of even
shallow Penning traps.
3.2. Stored electrons
Electrons from a few eV up to several hundreds of keV can be created inside the
spectrometer by various background processes. It is rather unlikely that ionizing
radiation, such as cosmic ray muons or environmental gamma-rays interact with the
residual gas to create an electron in the inner spectrometer volume due to the excel-
lent ultra-high vacuum (UHV) conditions, i. e. the probability for the environmental
gamma-rays to create one ionization electron by scattering on residual gas molecules
in the course of the entire KATRIN measurement period (1000 days) accounts to
pγ→e = 5× 10−3 [97].
The dominant mechanism to create stored electrons are nuclear decays of radioac-
tive atoms or molecules like tritium or radon inside the active part of the flux tube
[98, 99, 100]. Another possibility are secondary electrons from the wall that can
reach the sensitive volume, they can change their trajectories by scattering on resid-
ual gas molecules or other (non-adiabatic) interactions. If the electrons are created
in the low-magnetic field regions of the spectrometer volume, they usually are stored
due to the magnetic mirror effect.
Figure 3.2 shows that the electrons over a vast dynamic range mainly cool down via
subsequent inelastic scattering off residual gas molecules, thereby creating further
tertiary electrons. For example, an electron with 100 eV kinetic energy has a close to
maximum total inelastic scattering cross-section of about σ ≈ 10−16 cm2 [101]. With
the particle density in the main spectrometer corresponding to n = 2.4× 1011 1/m3,
the mean free path of an electron is:
λ =
1
σ · n ≈ 4× 10
8m (3.1)
Based on an average energy-loss per scattering of 37 eV, a 100 eV electron is able to
travel a total path-length of about 1×109 m, creating about three tertiary electrons
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Figure 3.2.: Kassiopeia-simulation of cooling-processes of stored electrons
Here, the energy-loss per unit time as a function of the start energy
of electrons stored in the main spectrometer is shown. The predomi-
nant process via which the electrons cool down is inelastic scattering on
residual gas (dash-dotted line). Cooling by elastic scattering on these
molecules (dashed line) and cooling by emission of synchrotron radiation
(solid line) only play a minor role.
and being stored over a time period of several minutes. Depending on their energies,
storage times for those electrons may reach up to several hours [102] for nominal
pressure (10−11 mbar) in the main spectrometer. In this time they can create thou-
sands of tertiary electrons. These tertiaries are created with an isotropic distribution
of angles. Hence, they are not necessarily stored but can reach the detector over
short time scales if they are created in the sensitive flux tube volume. It is these
short-trapped tertiary electrons which reach the detector quickly that make stored
electrons a quite serious source of background in the KATRIN experiment.
3.3. Secondary electrons from the wall
Environmental radioactivity and in particular the rather large flux of cosmic rays are
of great concern for a low-background experiment like KATRIN, as they can induce
a large number of background processes. Due to the large spectrometer size and
the required tritium infrastructure, it is impossible to operate the experiment in an
underground laboratory. Thus the spectrometer is exposed to the normal sea-level
flux of cosmic muons and environmental radiation.
Cosmic rays, environmental radiation, intrinsic radioactivity and field-emission can
lead to the emission of secondary electrons from the vessel hull and inner electrodes.
The field emission can be significantly reduced by careful electrode design. However,
as mentioned above, a MAC-E filter has inherent shielding against external radiation.
This radiation, consisting of cosmic ray muons and environmental rays, can interact
in the stainless steel vessel and thereby induce secondary electron emission. When
upscaling measurements from predecessor experiments [103], we expect an emission
rate of up to 105 secondary electrons per second which originate from the vessel-wall
37
3. Background in the KATRIN spectrometers
(a) typical photoemission-spectrum
0.08
0.06
0.04
0.02
0.00
dδ
/d
E 
(e
V-
1 )
300250200150100500
Secondary electron energy (eV)
fit
data
Secondary energy spectrum
St. St., E0=300 eV
normal incidence
(b) spectrum of true secondaries for stainl. steel
Figure 3.3.: Energy spectra of secondary electrons In (a) a typical electron
emission-spectrum for X-ray photons is shown (picture taken from
[104]). The spectrum comprises of the low-energetic true secondary elec-
trons and the fast secondary electrons that are created through Auger-
and Photo-effect and have energies close to the photon energy. In (b) the
true secondary electron spectrum for stainless steel is shown for incident
mono-energetic electron irradiation (Ee = 300 eV). The true secondaries
peak at Esec = 1.22 eV and mostly have energies below 20 eV. Figure
taken from [108]
and electrodes. This calls for highly efficient shielding mechanisms of 107 or better
to achieve a background rate of < 0.01 cps.
3.3.1. Creation mechanism
When ionizing radiation interacts in the stainless steel vessel of the main spectrome-
ter, in general two classes of secondary electrons are emitted: High-energy, so-called
fast secondary electrons, with energies up to the keV scale, and low-energy, so called
slow or true secondary electrons with energies below 50 eV [104].
The fast secondary electrons result from Auger- and Photo-emission of electrons in
a small boundary layer of 10−8 to 10−9 m distance to the inner surface. These elec-
trons have enough energy to leave the solid state. The slow secondaries originate
from interactions deeper in the material, and accordingly, they undergo numerous
scattering processes in the solid. If they can reach the above-mentioned boundary
layer, the slow secondary electrons can overcome the potential barrier at the surface
and emerge into the vacuum [105]. In general, the emission rate of slow secondary
electrons is much larger than the rate of fast secondaries, although the exact ratio
depends on the thickness of the target material and the energy of the incident radi-
ation [106, 107]. A typical photoemission spectrum and an example true secondary
electron energy-spectrum for stainless steel are shown in figure 3.3.
The angular distribution of the true secondary electrons is independent of the direc-
tion of the primary particle, as they undergo a large number of scattering processes
in the solid and thereby loose their initial direction information. It is also indepen-
dent of the electron energy and can be described by the angular distribution function
f(θ) = cos θ, where θ denotes the angle perpendicular to the emitting surface. For
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Figure 3.4.: Angular distribution of cosmic muon flux Comparison of the muon
flux following a cos2 θ- (solid line) and a cos∗ θ-angular-distribution
(dashed line). The cos∗ θ-distribution includes muons of very high ener-
gies (E > 4 GeV) that account for a higher relative flux from flat angles
where the muon has to travel a long way through the atmosphere.
fast secondaries this is not the case, their emission-direction is highly correlated to
the direction of the primary particle [109].
3.3.2. Cosmic rays
The flux of cosmic ray muons on sea level, where the main spectrometer is located,
accounts to 189 muons/m2/s. Muons, as minimum ionizing particles, are able to pass
the stainless steel vessel and thin electrodes thereby loosing energy corresponding
to the Bethe-Bloch-formula [110]. The energy-loss causes ionization and excitation
in the metal, leading to secondary electron emission at the inner wall surfaces and
electrodes of the spectrometers. If a muon loses enough energy in the solid, it can
be stopped and, in case it is a µ−, it can be captured into an atomic orbit by an iron
nucleus. The capture is followed by fast de-excitation, as the muon’s orbital levels
decrease. This is accompanied by emission of Auger electrons and X-rays from the
atom [111, 112]. If such a capture with subsequent significant emission of electrons
and X-rays happens close enough to the inner surface it will result in an event where
multiple electrons reach the detector over a relatively short timespan.
It can roughly be estimated that less that 10−2 of the overall muon flux or about
102 muons per second are stopped in the material of the main spectrometer [113].
In this case, only an estimated number of about 1 muon per second is stopped in a
layer close enough to the inner surface to cause secondary electron emission.
The angular distribution of cosmic ray muons at sea level can roughly be described
by a cos2 θ-distribution for energies smaller than Eµ = 4 GeV [114]. A more com-
prehensive description is given by the so called cos∗ θ distribution, which is expected
to be valid up to very high muon energies [115]. A comparison of both angular
distributions is displayed in figure 3.4.
Based on this information about the muon flux, a dedicated MC simulation includ-
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Figure 3.5.: Geometry simulation for muon-flux MC simulation of muons
hitting the KATRIN main spectrometer. Muons were created in a
100 m×100 m plane 20 m above the spectrometer with random angles
following cos2 θ- and cos∗ θ-angular-distributions.
ing the detailed spectrometer geometry was performed. In doing so, random muon
paths were created and at first a fast check was performed to ensure that only muon
tracks were considered which pass through the main spectrometer.
The simulation has yielded a muon flux of 37.4× 103 muons per second hitting the
main spectrometer for cos2 θ-angular-distribution and 39.4× 103 muons per second
assuming a cos∗ θ-angular-distribution. A non-stopping muon passes the surface
twice, by entering and leaving the volume. The main spectrometer has a surface
of about 610 m2, translating to a muon flux of 122 to 129 muons / m2 / s on the
surface. Figure 3.5 shows a picture of the utilized geometry together with 40 muon
tracks of a simulation run.
The literature gives reliable values for the overall flux and the energy distribution
of cosmic muons. On the other hand, we are not interested in muons but in the en-
ergy spectrum of muon-induced fast secondary electrons. Former works [116] have
obtained the energy spectrum of fast secondary electrons with the help of Geant4
[117, 118] and Penelope [119, 120]. These simulations have included the following
interactions: ionization, photo-emission, bremsstrahlung, elastic scattering, pair-
production and -annihilation. Their results are summed up in the energy spectrum
shown in figure 3.6.
The simulated spectrum shows that secondary electrons are created by muon-vessel
interactions with energies ranging from 1 keV up to several MeV which follow a
power law dN
dE
∼ E−2.1. With a total production rate of µ-induced fast secondary
electrons of about 2000 events per second a large background rate can be expected.
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Figure 3.6.: Fast secondary spectrum from a Geant4-simulation The simu-
lated electron energy spectrum for muon interactions in the stainless
steel of the tank-hull does not include electron energies below 1.1 keV
(shaded area) as Geant4 and Penelope can not provide reliable data
for such low energies. For a large part of the spectrum, secondary elec-
tron energies follow a power law dN/dE ∼ E−2.1 (dashed line).
However, the before-mentioned simulation-packages are not able to give results on
the production rates and energies for electrons with energies below 1 keV. Moreover,
the rather rare but high-multiplicity muon-capture processes were not included in
these simulations.
Measurements at the Mainz experiment [121] have shown that low-energy true sec-
ondary electrons make up for the vast majority of the secondary emission, explaining
the factor of 50 between the expectation and the simulated production rate.
At the University of Mu¨nster a dedicated experiment was conducted to investigate
the muon-induced secondary electron emission. The experiment resulted in an av-
erage secondary-electron yield of 0.98× 10−2 electrons per incident muon [122]. At
present, it is not clear if this experimental result includes the true secondary emission
present in the spectrometers of MAC-E-filter type.
3.3.3. Environmental and intrinsic radiation
The so called environmental radiation consists of gamma-rays that originate almost
exclusively from the decays of 40K and 208Tl from the Thorium-decay-chain and
214Bi from the Uranium-decay-chain [123]. Accordingly, these gammas do not ex-
hibit a discrete spectrum, as they interact mainly via Compton-scattering on their
way through the surrounding matter. The gamma flux strongly depends on the local
geometry and the materials used for construction.
Previous measurements with an X-ray-gun at the Mainz experiment and the KA-
TRIN pre-spectrometer showed experimentally that gamma-rays can in fact generate
secondary electrons on the inner surfaces of electrodes and that these can enter the
spectrometer volume [121, 124]. To reduce gamma radiation near the experiment,
the spectrometer hall was built with low-activity concrete. Also, due to stability re-
quirements, the wall thickness of the stainless steel of the main spectrometer vessel
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Figure 3.7.: Attenuation of γ-rays by vessel hull Total photon attenuation in
26Fe including coherent scattering (a) and probability of a photon pen-
etrating the vessel hull as a function of energy (b). In (b) a comparison
of wall-thicknesses of the pre-spectrometer (1 cm, dashed line) with the
main spectrometer (3 cm, solid line) is displayed. Cross-sections are
taken from [97].
was raised to 3 cm, compared to 1 cm wall thickness in the Mainz experiment and
pre-spectrometer. When comparing the flux of environmental gammas, this has to
be taken into account.
Accordingly, only photons with enough energy to penetrate the 3 cm stainless steel
of the vessel wall are considered, as these are able to create secondary electrons on
the inside. The probability P that a photon can penetrate a wall of thickness x cm
without being absorbed in it is given by:
P (x,E) = e−σ(E)·ρatom·x with ρatom =
NA · ρFe
M
(3.2)
where σ(E) describes the energy-dependent absorption cross section of the photon
in steel in cm2/atom, NA denotes the Avogadro-constant, ρFe the density of steel in
g/cm3 and M the molar mass in g/mol. Figure 3.7(a) shows the absorption cross
section as function of the energy, whereas figure 3.7(b) shows a comparison between
the energy-dependent penetration probability for a 1 cm and a 3 cm steel absorber.
With the help of figure 3.7(b) it also becomes obvious that measurements with an
existing X-ray-gun at the main spectrometer have to be redesigned in view of the
photon energies of around 140 keV. Their probability to penetrate the spectrometer-
tank is below 2% which would call for long measurement times, if compared to the
pre-spectrometer.
In April 2008 an NaJ-detector was used to perform gamma spectroscopy of the
environmental activity inside the KATRIN hall, as well as to measure the absolute
gamma-activity in the region from 1-3000 keV [125]. The resulting energy spectrum
of photons is shown in figure 3.8. The plot also shows the calculated flux suppression
of the γ-spectrum through a 3 cm steel absorber. The spectrometer vessel reduces X-
ray-photons (Eγ < 150 keV) by approximately 98% and the total gamma-radiation
by 92.5%.
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Figure 3.8.: Environmental radiation-spectrum KATRIN hall Measured spec-
trum of environmental gamma radiation in the KATRIN hall (solid
line) and spectrum of dampened radiation inside the main spectrom-
eter (dashed line). Some γ-peaks of 40K (1.46 MeV), 208Tl (2.61 MeV)
and 214Bi (0.58 MeV) are clearly visible in both spectra. Energies taken
from [126].
The average measured rate in the KATRIN hall accounts to (5172±1509) γ s−1m−2,
at the former pre-spectrometer site to (4483±1432) γ s−1m−2 and at the Mainz ex-
perimental site to (7648±860) γ s−1m−2. Accordingly, the background radiation in
the KATRIN hall is lower as at the Mainz experimental site due to the low-activity
concrete that was used there. The former pre-spectrometer experimental site at
building 245 at KIT CN had the lowest background radiation, probably due to the
architecture of the building, as two of the four walls are almost exclusively made of
glass instead of concrete.
The measurement at the KATRIN hall, together with the calculations for a 3 cm
thick stainless steel vessel result to (389±114) γ s−1m−2 that are able to create sec-
ondary electrons on the inner surface of the main spectrometer. This number appears
to be high, but the secondary electron yield of photons in this energy range is typi-
cally around 10−4 to 10−3 e/γ [127]. Taking into account these yields, an estimated
secondary electron rate of (2.6±0.8) cps/m2, with electron energies partly around
the primary-γ-energies and partly below 50 eV, arises from this environmental radi-
ation. When integrating this rate over the whole surface of the main spectrometer
of about 610 m2, this results in (1.6×103) electrons s−1. This result hast to be com-
pared to the expected overall secondary emission rate of 105 electrons s−1-From this
ratio of rates it is evident that the environmental radiation is only of minor concern
for background stemming from secondary electrons in the spectrometers.
The rate of secondary electrons due to the intrinsic radioactivity of the stainless
steel vessel is even lower. A measurement done at the Low Background Facility of
the Lawrence Berkeley National Laboratory (LBNL) [128] resulted into an activity
of < 32 mBq / kg for the steel of the main spectrometer vessel. Assuming that
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only radioactive decays in the inner layer of 1 mm can produce γ-rays that in turn
could create electrons at the surface, the total active mass of relevance amounts to
about 6.7 t of stainless steel. With the above-mentioned typical electron yields of
the photons this would correspond to an upper limit for the additional secondary
electron rate of about 3.5×10−4 cps/m2. This rate is several orders of magnitude
smaller than the above-given rates expected from environmental radiation and can
therefore be neglected.
3.3.4. Field Emission
In experiments where components are elevated to a negative high-voltage under
vacuum-conditions, while other parts remain grounded, field electron emission from
parts such as electrodes is a pretty common occurrence. In this case, electron emis-
sion from metal electrodes occurs in regions with high electric field: If a high poten-
tial is applied to an electrode, the work function Ew that electrons in the bulk need
to leave the crystal is lowered. Simultaneously, the potential barrier at the surface
of the crystal is narrowed, because of the strong negative potential outside. The
narrow potential barrier now allows for tunneling of electrons from the crystal to
the outside. The principle is sketched in figure 3.9.
The theory of field emission was first described in the works by R.H. Fowler and
L.W. Nordheim in 1928 [129]. Their work formulated the now so called Fowler-
Nordheim-equation that describes the local emission current density J (in A/m2) as
a function of the unreduced work function φ and electric field F :
J =
a
φ
F 2exp
(−bφ3/2
F
)
(3.3)
where a and b denote “constants” with a very weak dependency on the material
[130, 131].
a ≈ 1.541434× 10−6 AeV/V2 and b ≈ 6.830890× 109V·eV−3/2/m. (3.4)
However, F-N theory does give a description of the precise energy spectrum of the
emitted electrons directly after tunneling, i. e. before acceleration by the potential.
Typically, field electron emission occurs punctual on rough edges, spikes and un-
polished electrode surfaces, often as spark discharge. It thereby depends on the
surface condition of the emitter. This is expressed by the surface enhancement fac-
tor β = F/E that describes the field amplification due to the surface conditions
[130].
Usually field emission discharges are used to “weld” the surface smooth high current
densities are produced that heat up the emitting materials. This procedure is also
known as conditioning [132] and is intentionally used for surface treating in prepa-
ration of high-voltage measurements.
In the main spectrometer the rather complicated wire electrode system with its
sometimes rather sharp-edged holding structure is likely to be a source of field elec-
tron emission in case of strong electrostatic field between the electrodes and the
vessel wall. It is planned to condition the solid electrodes and optimize the potential
settings to avoid field electron emission during measurement operation.
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Figure 3.9.: Model for of field emission Sketch of electron energies inside of the
bulk (a) potential of the atomic grid, (b) field outside of the crystal due
to the electric potential applied to the crystal. The applied potential
leads to a new, lowered workfunction (c). Bound electrons in the crys-
tal can overcome this lowered workfunction by tunnelling (d) and are
thereby released into the vacuum.
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z[m]
5 5.5 6 6.5 7 7.5
y[
m
]
-6
-5.5
-5
-4.5
-4
-3.5
-3
(b) zoom in of the dashed box in (a)
Figure 3.10.: The sensitive magnetic flux tube at 3.8 G in the center The out-
ermost line (red) of the sensitive magnetic flux tube encloses 210 T cm2
in the 3.8 G configuration (a). This is the reference configuration for
the measurements with the largest extent of the magnetic flux tube. In
(b) a the picture is zoomed in on the section with the smallest distance
between the flux tube and the electrodes.
3.4. Magnetic shielding
In the introduction of this chapter it was briefly mentioned that a spectrometer of
the MAC-E-Filter-type has inherent background suppression features. The first and
most effective one is the so called magnetic shielding.
In the spectrometer setup, the guiding magnetic field is produced by two supercon-
ducting solenoids with co-axial coild that create an axially symmetric field. In the
main spectrometer this field changes from 4.5 T at the entrance to 3.8× 10−4 T in
the central analyzing plane to 6 T at the exit of the spectrometer. The magnetic
field lines do not connect the detector to any part of the wall and the transported
flux tube of 191 T cm2 keeps a minimum distance to it of about 30 cm, see fig. 3.10.
Typically, true secondary electrons from the wall have rather low energies. They
experience a Lorentz-force and thus follow a cyclotron motion along the magnetic
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field lines. Only in areas, where the magnetic field lines are not exactly parallel
to the electrodes surface emitted electrons are not instantly reflected back by the
Lorentz-force to the surface. In case they have a small enough angle relative to
the surface and are also emitted with low energies, they can form relatively long
trajectories which can be described in three categories:
• Electrons are guided along the magnetic field lines well outside the sensitive
flux tube. In this case they do not hit the detector, because they are not able
to advance into the sensitive volume of the magnetic flux tube. Also, their
cyclotron radius in the region of the detector is very small (≤1 mm), confining
them to non-sensitive parts there.
• If electrons pass regions with a high electric combined with a low magnetic field
they can gain a considerable amount of kinetic energy within a few cyclotron
periods. This leads to a non-adiabatic motion of the electron which can result
in a change of its cyclotron angle and corresponding shifts of the gyration
center [133].
• Electrons that start in a relatively low magnetic field in the central region
of the spectrometer can be reflected both, at the entrance and exit of the
spectrometer due to the magnetic mirror effect. As result, they will be stored
inside the spectrometer for at least one magnetron period. Figure 3.14 shows
such a stored electron, here with a higher starting energy.
Fast secondary electrons can be injected into the inner volume with energies up to
several keV. In the low magnetic fields close to the analyzing plane of the main
spectrometer these high energies imply cyclotron radii of several meters. When they
start from the wall they will be immediately reflected back due to the magnetic field.
But, as a consequence of their large cyclotron radii, they are able to fly through a
considerable part of the sensitive flux tube in the cause of their motion from the
wall and back. The process is illustrated in figure 3.11. One can easily estimate the
probability for such an electron to actually ionize residual gas molecules inside the
sensitive flux tube. If we assume a maximum cyclotron radius of 4 m this would
correspond to an electron of about 400 keV and an estimated distance of ∆x =12 m
which the electron could travel inside the sensitive flux tube when starting on the
wall of the cylindrical spectrometer section. The ionization cross-section drops for
larger electron energies and at 400 keV electron energy it amounts to σ ≈ 10−15 cm2.
Correspondingly, when making use of equation 3.2 one can calculate a scattering
probability of:
P (x,E) = 1− eσ(E)·∆x·n = 2.9× 10−8 (3.5)
with n(= 2.4×1011 1/m3, at p = 10−11 mbar) is the particle density inside the main
spectrometer. This estimated probability is tiny and illustrates that this process will
make only a very small contribution to the overall background in the experiment.
Still, we can use the total fast secondary electron rate of 2×103 per second obtained
by the Geant4 simulations and combine them with the result to get an expected
ionization rate of 5.8×10−5 per second in the experiment. Compared to the other
background mechanisms this will be a very minor contribution, but underlines the
requirement of maintaining excellent UHV conditions.
In order to estimate the magnetic shielding factor for the main spectrometer,
individual measurements of the background rate originating from electrode surfaces
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flux-tube
Estart = 400 keV
∆x = 12 m
Figure 3.11.: Electron traversing the flux tube Sketch of a high-energy electron
emitted from the wall flying through parts of the sensitive magnetic
flux tube (shaded area).
vessel hull
∆U1
∆U2
U0
e−
cosmic
Figure 3.12.: Working principle of the wire electrodes.
at the pre-spectrometer and Mainz spectrometer [134, 135] can be scaled up. The
magnetic shielding factor is then expected to be of the order of smag = 10
5, if similar
levels of axial symmetry can be obtained for the very large spectrometer dimensions.
3.5. Electric shielding
The main spectrometer is equipped with a further shielding mechanism to obtain
the benchmark of a background rate of 0.01 cps. It features an inner wire-electrode
system, consisting of 148 modules which mostly feature two wire layers, an outer one
where the wires are at a distance of 15 cm from the vessel-surface, and an inner one
where the wires are at a distance of 22 cm from the vessel hull. The previous layers
can be elevated to different potential relative to each other and/or the tank, with a
maximum up to 1000 V. In order to shield electrons, they have to be set on a more
negative potential than the tank. For example, if they are elevated on a potential
100 V more negative than the tank, they should electrostatically reflect all electrons
from the walls with energies smaller than 100 eV. A sketch of the underlying working
principle is shown in figure 3.12. In normal operation the inner wire layer will be set
onto a more negative potential than the outer, to shield the wire-holding-structure,
which are on the potential of the outer layer. The electric shielding factor is expected
to be of the order sel = 10
2, so that a combined shielding factor of scom = 10
7 can
be achieved.
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3.6. Penetration of shielding and background pro-
duction mechanism
A part of the secondary electrons from the walls will have enough energy to overcome
the potential barrier of the wire electrode. In addition, secondary electrons will
be created on the surface of the wires and their holding structure as well. These
electrons can be stored in the volume of the spectrometer by the magnetic mirror.
If their energies are high enough, they will traverse the sensitive volume of the
spectrometer due to the large cyclotron radii. In case of a perfectly axial symmetric
magnetic- and electric-field, the electrons would be stored in a stable condition,
usually outside of the volume of the sensitive flux tube. However there is a two step
process, that allows these electrons to create background in the inner parts of the
flux tube:
1. The presence of non-axially symmetric fields leads to a radial drift of the stored
electrons inwards into the sensitive volume of the magnetic flux tube.
2. Once trapped inside the sensitive volume they can start to produce tertiary
electrons via ionization and inelastic scattering on residual gas molecules.
These electrons are stored only for very short periods of time and reach the
detector very fast.
The mechanism to allow stored electrons to create background at the detector was
already discussed in section 3.2. In the following, the origin of the radial drift that
enables electrons to overcome the magnetic shielding will be described in more detail.
In case of non-axially symmetric electric and magnetic fields in a MAC-E filter,
a magnetron drift ~vd of stored electrons is initiated. It is driven by two components
[136, 137] :
~vd = ~v~E× ~B + ~v∇B (3.6)
where the first component is called the ~E × ~B drift:
~v~E× ~B =
~E × ~B
| ~B|2 (3.7)
and the second component is called the gradient ~B drift:
~v∇B =
(E⊥ + 2E‖)
| ~B|3
(
∇B × ~B
)
(3.8)
which, for positively charged particles, actually would have the opposite sign. ~E
and ~B denote the electric and magnetic field in SI-units, and E⊥ and E‖ are the
transversal and longitudinal components of the kinectic energy of the electron in eV.
The radial electric and magnetic field components arise from field variations due to
the finite spectrometer size in the lateral plane. In principle, they are not harmful
for the experiment as they only lead to an azimuthal drift of the electron. This drift
is called magnetron motion, and a visualization can be seen in figure 3.14.
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~Baz
~∇
∣∣ ~Baz∣∣~E × ~Baz
~∇
∣∣ ~Baz∣∣× ~B~B, ~E
Figure 3.13.: Principle of adiabatic drifts Here, the two inward drift processes
of an ~E × ~B drift (yellow) and a gradient ~B drift (red) are shown.
Azimuthal ~B and ~∇
∣∣∣ ~B∣∣∣ components cause a radial drift.
PS2
PCH
DET
Figure 3.14.: Path of a stored electron Kassiopeia trajectory simulation of a
stored electron inside the main spectrometer. The superconducting
solenoids (PS2, PCH, DET) and air coils are shown in black.
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In the case of axially symmetric fields ~E , ~B and ∇B are parallel within the zr-
meridian plane. As a result, the magnetron drift of the electron is perpendicular
to this plane and implies no axial or radial component, i. e. only an azimuthal one.
As a result the electron does not change its mean radial position r in the course
of a magnetron drift. Therefore, the electron will circle with constant radius in the
lateral plane and not be able to enter the sensitive flux tube.
In case there is, however, a non-axially symmetric magnetic field contribution, this
distortion would manifest in a non-zero azimuthal field ~Baz as well as a field gradient
component ∇Baz. This more dangerous field configuration then would lead to radial
drifts of the electrons, as shown in figure 3.13.
Theory requests that an electron describes a closed path after one magnetron period.
This is of major importance: if an electron does not advance into the sensitive flux
tube within one single magnetron drift, it will remain stored outside the sensitive
volume. It is thus of central importance that drift processes are slow with respect
to magnetron motion.
3.6.1. Non-axially symmetric magnetic field contributions
There is a variety of sources which can cause non-axially symmetric magnetic fields.
All these distortions have to be taken into account for the KATRIN-experiment. The
most significant ones are the Earth’s magnetic field, stray fields from magnetic ma-
terials within construction materials of the walls of the building and magnetic stray
fields caused by the small non-axial symmetry of coils, and finally due to off-axis and
tilted superconducting solenoids. The Earth’s magnetic field is very homogeneous
over the spectrometer size and can, to a very high degree, easily be compensated
with a cosine coil system. This task is performed by the EMCS [93]. The other
distorting components are less homogeneous and have to be modeled locally when
investigating the axial symmetry of the magnetic field within the spectrometers.
Deformed LFCS
The aluminum mounting structure on which the field-generating air-coil system Al-
cables are installed exhibits some deviations from a perfect circular shape due to
mechanical tolerances. These deviations have been measured by a theodolite to a
precision of ±0.5 cm at 36 points on the mounting rings.
Figure 3.15 exemplarily shows the measured deviations at one ring. To take this
into account, a polynomial function was fitted to the data. Then, the ring was
discretized into line segments with a radius as obtained from the polynomial fit. Af-
terwards, the resulting discrete model was compared with actual field measurements
to validate it [138].
Magnetic materials in the building’s walls
Magnetized steel bars within the walls and the floor of the KATRIN hall can cause a
relatively strong, inhomogeneous magnetic field. These magnetic stray fields within
the KATRIN hall have been measured [138]. On the basis of these measurements a
model for the distribution of magnetic dipole bars has been created [139] to estimate
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 6.2  6.25  6.3  6.35  6.4
deformed
corrected
nominal
0◦
90◦
radius (m)
Figure 3.15.: Deformation of LFCS-ring 5 Measured radial variation at 36 points
as a function of the azimuth angle of LFCS mounting ring 5. The radius
along the holding structure was measured before (red) and after (green)
radial correction. The thin dashed line denotes the nominal radius of
r =6.325 m.
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the influence of structural materials. At this point it is important to note that this
model was also validated by additional measurements, to ensure a true-to-reality
description of the magnetic materials.
In figure 3.16 some field calculations of the magnetic stray field in the analyzing
plane are shown. AT a radial distance of 4.5 m from the center, at azimuthal
angles of 12◦ and 320◦, the deviation is of the order of 1.5 µT. This localized effect
is mostly caused by magnetic materials. For a low-energy electron of 1 eV this
distortion will result in drift velocities of around 10 m/s. As these drift velocities
are rather small, compared to the average time that eV-scale electrons spend within
the main spectrometer (≈ 10−6 s), only low energy electrons that are stored within
the spectrometer can drift into the sensitive flux tube.
Off-axis and misaligned solenoids
In chapter 2 it was outlined, that the KATRIN beamline features bends at the DPS
(20◦) and the CPS (15◦) to avoid any beaming effects in the tritium molecular flow
from the source to the spectrometer section. These bends imply that there are several
superconducting solenoids in an off the axis position relative to the main beamline,
so that electrons are guided through this chicane. The azimuthal magnetic field
that they introduce into the flux tube however accounts to less than 0.01 µT in the
analyzing plane of the spectrometer, which is of no concern here.
Finally, the alignment of the solenoids of the pinch- and detector magnet to the
beamline can only be done with finite precision. Therefore, small misalignments of
the solenoids will remain and cause non-axially symmetric magnetic field compo-
nents. In this case the azimuthal magnetic field due to these misalignments was
estimated to be 0.3 µT in the analyzing plane [140]. As shown in figure 3.16(c) the
inhomogeneities that are introduced by magnetic materials in the building and de-
formed air-coils are 2 to 4 orders of magnitude larger than the ones introduced by
misalignment and off-axis positions of solenoids. Hence the latter two effects are less
important for the magnetic shielding ,however, they are nonetheless considered in
magnetic-field computations.
3.6.2. Non-axially symmetric electric field contributions
Similar to non-axially symmetric magnetic field contributions, non-axially symmetric
electric fields can cause electrons to drift into the sensitive volume of the flux tube,
see fig. 3.13. Of special concern here are symmetry-breaking electric dipole fields.
This effect can manifest due to the HV design of the main spectrometer where
the wire electrodes are arranged in two halves (east-west, see fig. 3.17) and weight-
induced distortions, resulting in a“flattening”of the spectrometer tank. So in case of
problems with the calibration, or, as a result of vessel deformations, electric dipoles
are likely to be formed inside the experiment.
3.6.3. Particle tracks influenced by non-axisymmetric mag-
netic fields
The non-axisymmetric magnetic field contributions manifest in the spectrometer
were implemented in the simulation framework Kassiopeia using methods de-
scribed in chapter 4.1.1. This makes it possible to add them to standard axi-
symmetric magnetic field contributions of the experiment and calculate particle
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Figure 3.16.: Magnetic field distortions Azimuthal magnetic field components in
the analyzing plane of the main spectrometer. In (a) and (b) the black
circle denotes the vessel hull and the dashed circle line denotes a radius
of 4.5 m where the curves in (c) and (d) were calculated.
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(a) no dipole (b) potential offset
Figure 3.17.: Electric dipole field in the MS Cross section through the main
spectrometer illustrating (a) an undistorted field layout with short-
circuited electrodes and (b) the formation of an electric dipole inside
the experiment: Here a dipole-field is formed due to a potential offset
between the dipole halves.
trajectories using a non-symmetric magnetic field. With the primary emphasis of
these investigations focused on these background electrons that enter the flux tube,
we have to investigate trajectories of low-energy electrons starting from the surface
which then are stored in the main spectrometer.
Figures 3.18 and 3.19 examplarily show an electron that actually enters the flux tube
and which would be able to initiate background processes. As a result of scattering
or residual gas ionization tertiary electrons can now be guided to the sensitive area
of the detector. The average time for such a particle to reach the outer sensitive
parts of the flux tube is only of the order of milliseconds. To reach the inner parts of
the flux tube an electron can take up to several seconds. Over this rather long period
of time a scattering will almost certainly happen, as low-energy electrons populate
the maximum of the cross-section for residual gas ionization. Unfortunately, this
exceedingly long storage time leads to a computation time of days to weeks for one
trajectory. To speed this up, an interpolation grid of the magnetic stray field was
created and used for particle tracking, resulting in a reduction of computation time
down to a few days [141].
These calculations for selected test cases that it is possible for background elec-
trons with energies of several eVs to advance into the sensitive part of the flux tube
and, correspondingly, it can be assumed that they will create background particles
there.
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Figure 3.18.: Electron trajectory in the z-r plane (red). In this test case, an electron
started from the vessel hull with 2 eV of kinetic energy. The track
was stopped well inside the flux tube (blue) after a scattering event
happened.
Figure 3.19.: The same electron trajectory as shown in figure 3.18 in the x-y plane
(red). The black circle marks the vessel hull.
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4. Methods for electric and
magnetic field-calculation
T
he ability to calculate electric and magnetic field configurations with ex-
traordinary precision, taking into account diverse types of geometries and
field-shaping bodies is very important for an experiment whose central
principle of spectroscopy is based on a well-defined interplay of electric
and magnetic fields. Field simulation tools are an essential cornerstone of electro-
magnetic design calculations. They are also of key importancefor investigations of
trajectories of charged particles, as for example, investigations of Penning traps or
simulations of transmission functions.
Most of the methods presented in this chapter were originally developed and imple-
mented in C-code by Dr. Ferenc Glu¨ck [142, 143] at KIT. The pre-existing code
has been rewritten, restructured and improved in the context of this thesis and was
transformed into an object-oriented shape, allowing it to interface with simulations
of the tritium source [144] and detector [145]. The methods developed here were
also implemented in the software Kassiopeia [146], which is a program package
developed and maintained by members of the KATRIN-Collaboration. Kassiopeia
includes a full computational description of electron processes in the KATRIN ex-
periment.
4.1. Magnetic field calculation
The magnetic fields in the KATRIN experiment are of special interest, as they guide
the electrons through the experiment and have to be shaped so that an adiabatic
transformation of the electron momentum in the spectrometers takes place. De-
pending on the field-generating component, there are several ways to calculate the
resulting magnetic field: discrete methods are able to emulate complex forms by
composing them of numerous small elements, thus being flexible but their compu-
tational speed is rather slow. In contrast axisymmetric methods are very fast, but
need pre-calculations and are only applicable to rotational-symmetric geometries.
This section will give an introduction to both methods, explaining the underlying
physical and mathematical principles they are based on.
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4.1.1. Discrete methods
In section 3.6 it was explained that already small deviations of the magnetic field
from axialsymmetry can cause a breach of the magnetic shielding. To study the effi-
ciency of the dominant magnetic shielding, it is very important to accurately model
all components that can introduce non-axisymmetric magnetic stray fields and not to
just approximate them by simple geometric shapes. A standard approach in the de-
scription of realistic geometric shapes is to discretize them into many small elements
of simple form. This method is quite common, because it offers the opportunity to
scale the discretization of the emulated object. The user can choose either a less
accurate model with just a few elements that is relatively fast to compute, or a very
accurate model, consisting of many elements which thus takes a lot of computation
time.
4.1.1.1. Integrated Biot-Savart
In the KATRIN beamline, there are several field-generating components with a rel-
atively simple shape, consisting of conductor-cables that are wound in a distinct
way. These components include the cables of the air-coil system (see also 2.3.4): the
EMCS, that consists of several cosine coils and the LFCS that features 14 coils with
small deviations from the circular shape. Further applications also include the cal-
culation of the magnetic field of the dipole coils in the Differential Pumping Section
1-Rear (DPS1-R), Differential Pumping Section 1-Forward (DPS1-F) and the Rear
Section adjacent to the WGTS. To compute their effects on the magnetic field in
the experiment, the integrated Biot-Savart method is used [147].
The magnetic field that is generated by any current-carrying component can be de-
scribed using Biot-Savart’s law: From an infinitely long conductor segment with
current I, an infinitesimally small segment d~l in direction of the current generates
at the position ~r a magnetic field:
d ~B =
µ0
4pi
Id~l × rˆ
r2
. (4.1)
When discretizing our objects down to finite line-current-segments, similar to the
example shown in figure 4.1, we have to integrate along a line current segment d~l
and get:
~Bi =
µ0
4pi
d~L× ~I with
d~L =
(
rˆ1 + rˆ2
R + l
− rˆ1 + rˆ2
R− l
)
,
R = |~r1|+ |~r2|, l = |~r2 − ~r1| and rˆi = ~ri|~ri| .
(4.2)
In doing so we are able to use the superposition principle, i. e. it is possible to approx-
imate complex shapes by discretizing them into numerous line current segments and
simply sum up their individual field contributions ~Bi to obtain the overall resulting
magnetic field:
~Btotal =
N∑
i
~Bi (4.3)
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~I
~B
P
A1
A2
Figure 4.1.: Line-current segment in the Biot-Savart-method A line-current
segment is defined by a start point A1, an endpoint A2 and the magni-
tude of the current ~I that flows from A1 to A2 so that the value of the
~B field can be calculated at point P .
Geometries which are composed of such line current segments can easily be tested
by checking the validity of the Maxwell-equations. If, for example, the curl of the
magnetic field ~∇× ~Btotal is non-zero in vacuum, this result is a hint that a current
loop is not closed and that one has to check the discretization.
4.1.1.2. Magnetic dipole-bars
The spectrometer hall consists mainly of concrete and steel reinforcement, both
in stainless and normal steel [148]. The non-austenitic steel rods inside the floor
and the walls of the experimental hall give rise to non-negligible and highly non-
homogeneous magnetic stray fields. For financial reasons, part of the reinforcements
are non-austenitic, giving rise to a non-negligible magnetic component located at
the outer parts of the walls of the spectrometer hall.
It is well known however, in which direction the obstructed steel bars are magne-
tized: namely along their symmetry axis. In this case, one can make the simplifying
approximation of a magnetic dipole with two magnetic charges Qa = Qb at both
ends of the bar (see figure 4.2).
The magnetic field of such a dipole can easily be calculated in analogy to Coulomb’s
law:
~Bi(P ) = Q
µ0
4pi
(
− ~ra|~ra|3 +
~rb
|~rb|3
)
with Q = | ~M | · piR2 (4.4)
Here, ~M denotes the magnetization and R the radius of the dipole-bar. Again, to get
the total magnetic field from all dipole-bars their individual contributions Bi have
to be summed up. However, the steel in the buildings is enclosed by concrete and
thereby it is not readily accessible for direct measurements of the magnetization, it
is quite complicated to build a model to describe them [139].
In order to get an appropriate model, many magnetic field measurements near the
walls of the KATRIN hall are necessary. With these data and an assumption of an
equidistant distribution of the steel bars in the wall, one can post a set of linear
equations. The solution of these linear equations leads to a good model for the
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Qa
Qb
P
~rb
~ra
~M
Figure 4.2.: Parameters of a magnetic dipole bar The magnetic dipole bars are
characterized by two magnetic charges Qa, Qb at the ends of the bar,
resulting in a magnetization ~M of the bar.
magnetization which enables the calculation of the magnetic field due to magnetic
materials in the spectrometer hall.
4.1.2. Axisymmetric methods
The KATRIN beamline contains over 40 superconducting solenoids. They consist
of quite rigid material and can very well be approximated as being rotational sym-
metric. In the following section the method used to calculate these axisymmetric
solenoids will described, namely the calculation method based on elliptic integrals
and a further simplification, the Legendre polynomial expansion that allows for a
tremendous speed gain in the calculation of the magnetic fields from solenoids.
4.1.2.1. Elliptic Integrals
Each superconducting solenoid can be discretized into simple circular current loops,
with a rotational symmetry axis (compare fig. 4.3).
The Biot-Savart law (4.1) for a thin coil can then be expressed in terms of the
complete elliptic integrals:
K(k) =
pi
2∫
0
dϕ√
1− k2 sin2 ϕ
(I)
E(k) =
pi
2∫
0
dϕ
√
1− k2 sin2 ϕ (II)
Π(c, k) =
pi
2∫
0
dϕ
(1− c2 sin2 ϕ)
√
1− k2 sin2 ϕ
(III)
(4.5)
60
4.1. Magnetic field calculation
a
z − axis
r
z
~I
Bz
Br
Figure 4.3.: Circular current loop A loop with the a and current ~I running
through it generates a magnetic field ~B
These expression can be used for an analytical computation of the magnetic field
[149]:
Br =
I
c
2z
r
√
(a+ r)2 + z2
[
−K(k) + a
2 + r2 + z2
(a+ r)2 + z2
E(k)
]
Bϕ = 0
Bz =
I
c
2
r
√
(a+ r)2 + z2
[
K(k) +
a2 − r2 − z2
(a+ r)2 + z2
E(k)
] (4.6)
where k2 = 4ar
z2+(a+r)2
. For real coils, of finite length, the third integral is also needed
for a description of the magnetic field. Usually, the parameters K(k), E(k) and
Π(c, k) are expressed via Carlson’s elliptic integrals RF , RJ , RD [150]:
K(k) = (RF , 0, 1− k2, 1)
E(k) = (RF , 0, 1− k2, 1)− k2 1
3
(RD, 0, 1− k2, 1)
Π(c, k) = (RF , 0, 1− k2, 1)− c2 1
3
(RJ , 0, 1− k2, 1, 1− c2)
(4.7)
These solutions are valid everywhere implying that the magnetic field can be calcu-
lated even inside the coils. In addition, Carlson’s elliptic integrals offer a relatively
fast numerical computation method. But still a numerical integration is necessary,
which usually means summing over many numbers. To speed things up, a solution
has to be found that is fast to compute: in our case, zonal harmonics are appropri-
ate solutions for axisymmetric coils. They can be computed fast and offer a variable
precision, depending on the number of expansion orders that are considered.
4.1.2.2. Zonal Harmonic Expansion
The magnetic field at a point ~p(r, z) located close to the symmetry axis can be
expressed in terms of the Legendre polynomial expansion and its derivatives at the
point z0 that lies on the symmetry axis, a so called source point. In cases where the
distance of the field-point to the source point is smaller than the minimal distance
of the source point to the coil body (ρ < ρcen, see fig. 4.4), the magnetic field is
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Figure 4.4.: Convergence radius of the central expansion.
given by the so called central expansion:
Br = −s
∞∑
n=1
Bcenn
n+ 1
(
ρ
ρcen
)n
P ′n(u)
Bϕ = 0
Bz =
∞∑
n=0
Bcenn
(
ρ
ρcen
)n
Pn(u)
where u = cos θ and s = sin θ
(4.8)
and with Bcenn being the central source coefficients and Pn the Legendre polynomials
of nth-grade. The minimal distance between the source point and the coil ρcen is
usually called central convergence radius and equation (4.8) is only valid within it.
As we want to know the magnetic field outside of the convergence radius too, a
second polynomial expansion has to be introduced. This remote expansion is only
valid for distances to the source point greater than the remote convergence radius
ρrem, which is the maximal distance of the source point to the coil (ρ > ρrem, see fig.
4.5). The magnetic field is then defined by the remote expansion:
Br = s
∞∑
n=2
Bremn
n
(
ρrem
ρ
)n+1
P ′n(u)
Bϕ = 0
Bz =
∞∑
n=2
Bremn
(
ρrem
ρ
)n+1
Pn(u)
(4.9)
with Bremn being the remote source coefficients.
These expansions now allow a very fast field-computation nearly everywhere in space.
They are however not valid very close to and inside the coils, so elliptic integrals
have to be used here.
4.1.2.3. Application
For the description of a system of multiple coils, the convergence radii are deter-
mined by the closest and the most remote coil, respectively. To cover a larger area
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Figure 4.5.: Convergence radius of the remote expansion.
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Figure 4.6.: Application of the method of multiple source points Displayed
is the central convergence radius (a) and the remote convergence radius
(b), with two coils using only one source point. The expansions con-
verge in p1 but not in p2. By introducing additional source points, it is
now possible to compute the magnetic field in both p1 and p2 with the
polynomial expansion ((d),(c)).
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Figure 4.7.: Tilted coil configuration with different symmetry axes.
the amount of source points can simply be increased, as shown in figure 4.6.
Another benefit of making use of several source points is a faster computation, as
the polynomial expansion converges faster if the fractions ρ
ρcen
and ρrem
ρ
are smaller.
By choosing the source point with the smallest fraction for the field point to be
calculated, a significant amount of computation time can be saved.
In preparation for the polynomial expansion, the source coefficients Bcenn and B
rem
n
need to be computed at every source point. These can be expressed by two-
dimensional integrals over the coil profile:
Bcenn =
Rmax∫
Rmin
dR
Zmax∫
Zmin
dZ bn(R,Z) and
Bremn =
Rmax∫
Rmin
dR
Zmax∫
Zmin
dZ b∗n(R,Z),
(4.10)
with
bn(R,Z) =
µ0I
2Aρcen
(
1−
(
Z − z0
ρZR
)2)(
ρcen
ρZR
)n+1
P ′n+1
(
Z − z0
ρZR
)
,
b∗n(R,Z) =
µ0I
2Aρrem
(
1−
(
Z − z0
ρZR
)2)(
ρrem
ρZR
)n
P ′n−1
(
Z − z0
ρZR
)
,
(4.11)
where ρZR is the distance between the source point z0 and the point (Z,R) in the
coil body while I
A
denotes the current density within the coil.
It is even possible to compute the field of multiple coils that do not have a common
symmetry axis. In this case, the coils can be merged into groups with common sym-
metry axes (see fig. 4.7). The source coefficients are computed for the source points
in their respective coordinate system. Afterwards the magnetic field is transformed
back into the reference system.
64
4.2. Electric field calculation
4.2. Electric field calculation
Calculations of the electric field and potential turn out to be more complicated than
the magnetic ones. Magnetic fields are caused by electric currents, i. e. by quantities
which can be directly measured and set. The electric field and potential, however,
are caused by a charge distribution that is usually not known a priori. The quantity
one can set and measure on the electrodes is the applied voltage. The charge density
on the electrodes dependens on the voltage, but also strongly depends on the actual
geometry of the electrode itself and on its surroundings. Another spectrometer-
specific requirement is the ability to handle rather large volumes which are enclosed
by the electrodes. Most of the standard methods to simulate electric fields, like
for example the Finite Difference [151] and Finite Element Methods [152], are not
applicable in such a case, as they divide the volume into a close-meshed grid, which,
for extended geometries, can not be handled without serious problems regarding
computer memory.
Actually, within KATRIN, a method exists that meets these requirements: the so
called Boundary Element Method (BEM).
4.2.1. Boundary element method
When working with the BEM, it is generally assumed that on a given surface part of
the electrode the charge density is distributed homogeneously so that the resulting
electric field can be derived from it. Analogous to the discrete line-segment methods
discussed earlier in this chapter, the discretization into surface elements offers the
ability to model even complex shapes out of simpler geometry elements with variable
level of detail and thereby accuracy.
Accordingly, an electrode can be discretized into N sub-elements Sj. The geometry
S can then be written as a sum of these sub-elements:
S =
N∑
j=1
Sj (4.12)
By integrating over the charge densities σ of all subelements, we obtain the potential
at the position ~r for the geometry S [153]:
Φ(~r) =
1
4piε0
∫
S
σ(~rS)
|~r − ~rS|d
2~rS (4.13)
Although the charge-densities are assumed to be constant within one subelement,
they are usually not known priori. The experimental quantities that are known are
the voltages Ui which are applied to the electrodes. It is however possible to write
down a system of equations which relates the charge density σj with the voltage
applied to subelement Ui:
Ui =
N∑
j=1
Cij(~r)σj, (4.14)
with Cij = Cj(~ri) being the so called Coulomb matrix element. It can be regarded
as the electric potential at the center of subelement i caused by subelement j. It is
a geometrical factor given by:
Cj(~ri) =
1
4piε0
∫
Sj
1
|~ri − ~rS|d
2~rS (4.15)
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The equation system (4.14) can be numerically solved by using the Gauss-Jordan- or
LU-decomposition-algorithm [154], providing the charge densities σj of the individual
subelements thereby allowing us to compute the electric potential and field.
4.2.2. Axisymmetric methods
The electrodes in the main spectrometer are in good approximation rotational sym-
metric. This makes it easy to describe them as cones.
The electric potential of an infinitesimally thin charged ring at a field point (z, r) is
given by:
Φ(z, r) =
Q
2pi20
K(k)
S
(4.16)
where
S =
√
(R + r)2 + (z − Z)2, k = 2
√
Rr
S
, (4.17)
Here, Z is the axial coordinate of the ring, R its radius, Q its total charge and K(k)
represents the first complete elliptic integral (see eq. (4.5)).
A numerical integration of this formula allows to compute the potential of a conical
subelement with constant charge density σ. This subelement is described by two
points (za, ra) and (zb, rb), and can be expressed as a sum of thin charged rings:
Z = za + (zb − Za) · p
L
, R = ra + (rb − ra) · p
L
. (4.18)
Here p is the distance of the arbitrary subelement point (Z,R) from the point (za, ra)
that lies between 0 and L, where L denotes the length of the line segment. Taking
the infinitesimal charge dQ = 2piσR dp of the ring, the potential of the cone can
finally be described:
Φ =
σ
pi0
L∫
0
dp
RK(k)
S
(4.19)
This integral can lead to divergences, when evaluating it close to the segment. To
avoid this, the integration region is divided into smaller subintervals, within which
the integrand does not have any divergences.
4.2.3. Wire
Similar to the above discussed case of current-carrying cables, the thin wires of
the electrode system inside the spectrometers can be represented by multiple short
and uniformly charged line segments. In figure 4.8 a sketch of such a segment is
shown. The potential at a point P (z, r) outside a segment with the length 2c and
the charge-density λ is given by the integral:
Φ(z, r) =
λ
4pi0
+c∫
−c
dζ√
r2 + (z − ζ)2
(4.20)
This integral is analytically solvable, see [155]. The solution for Φ is given by the
expression:
Φ(z, r) =
λ
4pi0
log10
(
a+ c
a− c
)
(4.21)
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P (z, r)
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Figure 4.8.: Calculation of the potential of a wire of the electrode system
For a uniformly charged segment of length 2c with field-point P , the
distances of P to the two end-points are denoted by r1 and r2.
the mean distance of the segment-ends to the point is given by a = r1+r2
2
. The main
spectrometer features a two-layer wire electrode system, with each layer comprising
of 12000 wires. Hence, the computation of the potential of the whole geometry takes
a considerable amount of computation time. For distances large enough, the wire
electrode can be well approximated by cones that carry the same charge as the wires,
thus tremendously speeding up the computation time.
4.2.4. Trapezoid
When computing the potential and electric field in the vicinity of the electrodes,
the rotational symmetric approximation no longer suffices. A detailed description
of the non-rotational symmetric components of the electrode-system is required, in
particular for elements such as the wire holding structure or the voltage distribution
units. Existing simulation geometries of these structures composed of surfaces of
rectangles and triangles.
In the context of this thesis, a method to compute the potential and electric field
of uniformly charged trapezoids was implemented, as both, rectangles and triangles
are special cases of trapezoids. This allows to use both geometry types with one
code.
To simplify the field calculation for a trapezoid, a new coordinate system is defined
with the following attributes, see fig. 4.9 :
1. The trapezoid T lies in the new x-y-plane.
2. The new x-axis is parallel to the segment AB.
3. The field point lies on the new z-axis.
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Figure 4.9.: Calculation of the potential of a trapezoid The red trapezoid T
and the field-point P are represented in the new coordinate system de-
fined by (O′, x′, y′, z′). The original coordinate system (O, x, y, z) is
shown in gray.
The potential Φ and electric field ~E in P due to the uniformly charged trapezoid T
is then given by the integral:
Φ(P ) =
y′2∫
y′1
dy′
xo(y′)∫
xu(y′)
σ√
x′2 + y′2 + z′2
dx′
Ex(P ) = −
y′2∫
y′1
dy′
xo(y′)∫
xu(y′)
x′ · σ(√
x′2 + y′2 + z′2
)3 dx′
Ey(P ) = −
y′2∫
y′1
dy′ · y′
xo(y′)∫
xu(y′)
σ(√
x′2 + y′2 + z′2
)3 dx′
Ez(P ) = z′
y′2∫
y′1
dy′
xo(y′)∫
xu(y′)
σ(√
x′2 + y′2 + z′2
)3 dx′
(4.22)
with xu and xo denoting the parameterization of the segments AB and DC. With
this expression, the potential and electric field can be computed by numerical inte-
gration. However, for z′ 6= 0, the integrals are analytically solvable. We define the
dimensionless auxiliary variables:
vu(u) =
xu(y
′)
z′
= a1 + b1 · u and
vo(u) =
xo(y
′)
z′
= a2 + b2 · u
(4.23)
as an expression for the parameterization which formerly went from y′1 to y
′
2 and
now runs from u1 to u2. The integrations for the potential and the electric field then
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result in the terms [156]:
Φ(P ) = σ · |z′|
2∑
i,j=1
(−1)(1−δij) · F (ai, bi, uj)
Ex(P ) = σ · sign (z′)
2∑
i,j=1
(−1)(1−δij) · G (ai, bi, uj)
Ey(P ) = σ · sign (z′)
2∑
i,j=1
(−1)(1−δij) · H (ai, bi, uj)
Ez(P ) = σ · sign (z′)
2∑
i,j=1
(−1)(1−δij) · f3 (ai, bi, uj)
(4.24)
where the functions F ,G and H are defined by:
F = u · f1(a, b, u) + a · f2(a, b, u)√
b2 + 1
− f3(a, b, u)
G = f2(a, b, u)√
b2 + 1
H = f4
2
− b · f2(a, b, u)√
b2 + 1
(4.25)
with the auxiliary functions being defined as:
f1(a, b, u) = arcsinh
(
a+ b · u√
u+ 1
)
f2(a, b, u) = arcsinh
(
u · (b2 + 1) + a · b√
1 + a2 + b2
)
f3(a, b, u) = arctan
(
a · u− b√
(a+ b · u)2 + (u2 + 1)
)
f4(a, b, u) = sign (a+ b · u) · arcoth
(
a ·√α(a, b) + β(a, b)
t(a, b, u) · (a2 + b2)
)
(4.26)
and α(a, b), β(a, b) and t(a, b, u) defined by:
α(a, b) = β · (1 + a2 + b2)
β(a, b) =
a2 + b2
a2
t(a, b, u) =
1 + u·b
a
u− b
a
(4.27)
The analytical solution allows to calculate the potential and electric field of a trape-
zoidal element directly, instead via the method of numerical integration. This ap-
proach implies a significant gain of computation speed. However, in cases where the
field-point lies inside the plane of the trapezoid one has to regress to numerical in-
tegration. Another advantage of the trapezoid method is that it allows for versatile
meshing of objects with rectangles, parallelograms and triangles. Therefore, actual
surfaces can be modeled very close to reality.
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4.2.5. Legendre polynomial expansion
Similar to the approach applied to the magnetic field, the zonal harmonic expansion
is applicable also for axisymmetric electric fields. Depending on the convergence
ratio, the computation by expansion is much faster than by elliptic integrals. Nev-
ertheless, the computation of charge densities by the BEM is required as input
parameters, in order to compute the source coefficients at the source points.
Analogous to eq. (4.8) and (4.9) for the magnetic field, there exists a central poly-
nomial expansion (for ρ < ρcen) for electric fields, given by:
Φ(z, r) =
∞∑
n=0
φcenn
(
ρ
ρcen
)n
Pn(u)
Ez(z, r) = − 1
ρcen
∞∑
n=0
(n+ 1)φcenn+1
(
ρ
ρcen
)n
Pn(u)
Er(z, r) = s
ρcen
∞∑
n=0
φcenn+1
(
ρ
ρcen
)n
P ′n(u)
with u = cos θ and s = sin θ
(4.28)
and a remote expansion (for ρ > ρrem), given by:
Φ(z, r) =
∞∑
n=0
φremn
(
ρrem
ρ
)n+1
Pn(u)
Ez(z, r) = 1
ρrem
∞∑
n=1
nφremn−1
(
ρrem
ρ
)n+1
Pn(u)
Er(z, r) = s
ρrem
∞∑
n=1
φremn−1
(
ρrem
ρ
)n+1
P ′n(u)
(4.29)
where, again, Pn(u) are the Legendre polynomials, φ
rem
n and φ
cen
n denote the source
coefficients at the source points, and ρrem and ρcen are the convergence radii, given
by the maximum and minimum distance from the source point to the electrode. The
source coefficients φremn and φ
cen
n are determined by the surface and volume charge
of the electrode [157].
4.3. Three-dimensional Hermite interpolation
4.3.1. Motivation
Interpolation methods are often employed when calculating the field of a static setup.
The interpolation grid is then plotted once in advance and every time the field needs
to be evaluated at a certain point, it is interpolated and optionally scaled using the
precomputed grid. The Hermite interpolation, in contrast to the simpler linear in-
terpolation does not only require to calculate the values at the grid points, but also
their partial derivatives. This results in a longer precomputation time, but as the
accuracy of the Hermite interpolation scales not just with the 2nd but with the 4th
power of the grid distance, this is the preferred method of choice when interpolating
with relatively large grids.
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Figure 4.10.: Interpolation cuboid Here, the structure of an interpolation-grid for
an interpolation-cuboid Q defined by its 8 corner-points is displayed.
Interpolation usually invokes a dramatic speed up of the field calculations, especially
for non-axisymmetric fields while still granting a very high numeric precision. How-
ever, in axisymmetric fields, close to the symmetry axis, the Legendre-polynomial
methods are faster.
4.3.2. Theory
We start by defining a rectangular, three-dimensional grid that consists of cuboids.
A cuboid Q of this grid can be described as follows.
Q :=
{
(x1, x2, x3)  R3 / xui < xi < xoi ; i = 1, 2, 3
}
(4.30)
Applying a coordinate-transformation of the form:
ui =
xi − xmi
ai
with
xmi =
xoi + xui
2
and ai =
xoi − xui
2
(4.31)
allows to project Q to the unit-cube E:
E :=
{
(u1, u2, u3)  R3 / − 1 < ui < 1 ; i = 1, 2, 3
}
(4.32)
Now we define a function g(~u) on E with:
f(~x) = g(~u(~x)) (4.33)
The goal now is to interpolate g(~u) within the unit-cube E. Therefore, we need to
know the function values at the eight corner points ~ui as well as their first partial
derivatives. We combine them into a Matrix G, where the function values fill one
column:
Gi0 := g(~ui) (i = 1, ..., 8) (4.34)
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while the others are filled by their partial derivatives:
Gij :=
{
∂g(~u)
∂uj
}
~u=~ui
(i = 1, ..., 8 ; j = 1, 2, 3) (4.35)
The next step is to define a so called interpolation polynomial:
G(~u) =
8∑
i=1
3∑
j=0
Gijφij(~u) (4.36)
The coefficients of the polynomials φij are chosen so that G(~uk) = Gk0 and{
∂g(~u)
∂u1
}
~u=~uk
= Gk1. This leads to the following constraints:
φij(~uk) = δikδj0 and
{
∂φij(~u)
∂u1
}
~u=~uk
= δikδj1 (4.37)
These are fulfilled, if we define φij by:
φij(~u) := uij
3∏
k=1
ϕjk(uik · ~uk) (4.38)
where ϕjk is given by:
ϕjk(t) :=
1
4
[(
2 + 3t− t3)+ (−3− 4t+ t2 + 2t3) δjk] and ui0 := 1 (4.39)
In order to interpolate the function f(~x) within the cuboid Q, we have to follow the
following steps:
1. calculate the function-values and their partial derivatives of f regarding ~x at
all 8 corner points,
2. transform them into the unit-cube E:
Gij =
aj ·
{
∂f(~x)
∂xj
}
~x=~xi
if j > 0
f(~xi) if j = 0
(4.40)
3. and interpolate the function values and derivatives at any point ~x  Q :
∂f(~x)
∂xj
= a−1j ·
∂G(~u(~x))
∂uj
j = 1, 2, 3
f(~x) = G(~u(~x))
(4.41)
Interpolation methods yield the very interesting possibility of scalable precision.
When a high precision is needed, the distance between the grid points can be chosen
arbitrarily small. In the opposite case, when a lower precision suffices, the grid
distance can be chosen rather large. This has no impact on the actual computation
time, just on the time needed to compute the initial grid.
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T
his chapter describes the mathematical methods and approximations that
are used to calculate the trajectories of charged particles in the KATRIN
experiment. At first, the Runge-Kutta methods will be introduced, which
are able to approximate the solutions of 1st order differential equation
systems. This is followed by a description on how these numerical solvers can be
applied to calculate particle trajectories and field lines.
5.1. The Runge-Kutta method
Runge-Kutta methods are a well-known family of implicit and explicit iterative meth-
ods for the approximation of solutions of ordinary differential equations [158]. They
have proven themselves to have a very high precision. In this section, a brief in-
troduction to the explicit 4th order Runge-Kutta (RK4) will be given. Although
both the 4th order and 8th order Runge-Kutta methods are being used for particle
tracking calculations in the KATRIN beamline, this section will focus only on the
RK4 method in greater detail. Conclusively, there will be a short description of the
generalization of the RK4 method to higher orders.
The basic idea of the RK methods is the same as for the Euler method: An ex-
act solution y = y(x) of a 1st order ordinary differential equation
y′ = f(x; y) (5.1)
with the given initial value y(x0) = y0 is replaced by a line in every sub-interval of
length h.
The starting point is the given initial point P0 = (x0; y0). We replace the solution
within the interval x0 ≤ x ≤ x1 with a line that is descibed by the equation:
y − y0
x− x0 = m or y = y0 + (x− x0)m (5.2)
In contrast to the Euler method1, the slope m of the replacement line is taken
as a weighted average of slopes of the solution, taking into account: the slope k1
1In the Euler method, only the slope in the left boundary point of the interval is taken into
account.
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Figure 5.1.: Graphical interpretation of the 4th order Runge-Kutta method
In each step the derivative is evaluated four times: once at the initial
point, twice at trial midpoints, and once at a trial endpoint. From these
derivatives the final function value (filled dot) is calculated. Figure after
[150]
at the beginning of the interval, two mutually distinct computed slopes k2,k3 at
the midpoint of the interval and the slope k4 at the end of the interval. With
these definitions the approximated solution y(x) running through Pn(xn; yn) can be
computed point-wise:
y(xn+1) ≈ yn+1 = yn + 1
6
(k1 + 2k2 + 2k3 + k4) with
k1 = h · f(xn; yn)
k2 = h · f
(
xn +
h
2
; yn +
k1
2
)
k3 = h · f
(
xn +
h
2
; yn +
k2
2
)
k4 = h · f(xn + h; yn + k3)
(5.3)
The auxiliary quantities k1, k2, k3 and k4 have to be computed for each step. The
error of the method can be estimated to:
∆yk = y(xk)− yk ≈ 1
15
(yk − y˜k), (5.4)
where y(xk) is the exact solution at xk, yk denotes the approximate solution at xk
with step-size h and y˜k represents the approximate solution at xk with doubled step-
size 2h. In good approximation the error is of the order O(hp+1), where p is the
order of the Runge-Kutta method that is used.
The generalization for the approximate solution, taking into account s derivatives,
is given by [159]:
y(xn+1) ≈ yn+1 = yn + h
s∑
i=1
biki (5.5)
with the auxiliary quantities ki described by:
ki = f
(
xn + hci;h
s∑
j=1
aijkj
)
. (5.6)
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The coefficients bi, ci and aij are given through the so called Butcher tables [160].
Although the RK8 method needs 13 computation steps and the RK4 only 4, RK8
is the preferred method because the step size h can be chosen larger than in case
of RK4 with equal numerical precision. Clever use of this advantage makes the
computation about 10 times faster for RK8 than for RK4 [161].
5.2. Particle motion in general force fields
This section gives an example on how to apply the Runge-Kutta method to a physical
problem. Given is a non-relativistic particle that is moving in a general force field
and we aim to calculate its trajectory.
The motion of a particle in such a field can be written as a 1st order differential
equation system:
x˙j = vj
v˙j =
1
m
Fj(x1, x2, x3; v1, v2, v3; t) (j = 1, 2, 3)
(5.7)
where x1, x2, x3 are the Cartesian space coordinates, v1, v2, v3 are the components
of the particle’s velocity, t is the time, m is the mass of the particle and Fj are the
forces acting on it. The differential equation system (5.7) consists of 6 first order
differential equations. The variables yi (i = 1, .., 6) are defined as:
yi = xi for i = 1, 2, 3 and
yi = vi−3 for i = 4, 5, 6.
(5.8)
Equation (5.7) can now be expressed in terms of the derivative function f :
f(i, y1, ..., y6, t) = vi for i = 1, 2, 3 and
f(i, y1, ..., y6, t) =
1
m
Fi−3 for i = 3, 4, 5.
(5.9)
With these realtions we are now able to calculate the trajectory of the particle via
Runge-Kutta steps.
5.3. Charged particle motion in electric and mag-
netic fields
For the design and optimization of the KATRIN beamline, the calculation of trajec-
tories of relativistic electrons is of central interest. Therefore a fast and precise way
to compute the electron trajectories within electric and magnetic fields is of prime
importance.
As is well known, a particle in an electro-magnetic field is experiencing a Lorentz
force:
~FL = q
(
~E + ~v × ~B
)
(5.10)
with q being the charge of the particle, ~v the velocity 3-vector, ~E the electric field
vector and the ~B magnetic field vector.
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Again, we can write down a first order differential equation system, describing the
motion:
~˙x = ~v and
~˙p = ~FL,
(5.11)
where ~v and ~p are the velocity and momentum 3-vectors, respectively. In this case
the variables yi are defined by the momentum instead of the velocity:
yi = xi for i = 1, 2, 3 and
yi = pi−3 for i = 4, 5, 6.
(5.12)
For the electrons we make use of the relativistic relations between velocity and
momentum:
~p =
m~v√
1− ~v2
c2
and
~v =
~p√
m2 + ~p
2
c2
,
(5.13)
where m denotes the rest mass of the electron. Then the derivative functions are:
f(i, y1, ..., y6, t) = vi for i = 1, 2, 3 and
f(i, y1, ..., y6, t) =
1
m
FL,i−3 for i = 4, 5, 6.
(5.14)
with vi being calculated by making use of the relations from the equations (5.13).
For further information see [162].
5.4. Field lines
When referring to of the motion of charged particles, the concept field lines might
not be the first thing that comes to mind. In fact, calculation of field lines and par-
ticle trajectories are closely related to each other, as both are defined by a specific
force.
In general, the calculation of field lines is a very important task in electro-magnetic
simulations. It is essential when designing a new electrode geometry to optimize
the electric potential along a magnetic field line to avoid Penning traps. It is even
possible to approximate the actual electron trajectory with a field line, as the elec-
trons perform a microscopic cyclotron motion around these field lines, thus saving
computation time.
The differential equation system defining a field line of a three-dimensional vector
field ~A is given by:
dxi
ds
= ± Ai| ~A| (i = 1, 2, 3). (5.15)
with s denoting the path. This equation system is time independent. Instead of a
force that depends on location and velocity, the ”force“ in the case of field lines just
depends on the position. As usual, we define yi as variables for the Runge-Kutta
method:
yi = xi for i = 1, 2, 3, (5.16)
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and the derivative functions f , which embed the ”force“:
f(i, y1, y2, y3, t) = ± Ai| ~A| for i = 1, 2, 3. (5.17)
As the initial differential equation system (5.15) has only 3 components, the compu-
tation of field lines is pretty fast. By slightly modifying the ”force“, so that it points
orthogonal to field vector, it is also possible to compute equipotential lines.
5.5. Adiabatic approximation
Charged particles flying through a time- and position-independent magnetic field
perform a uniform cyclotron motion which can be described by a circular motion
with its center moving along the magnetic field lines. If the magnetic field in fact
depends on time or position, the trajectory is no longer given by an ideal cyclotron
motion, but it is assumed as an approximately cyclotron-like motion. The basic idea
of the adiabatic approximation is that the actual motion can be approximated by
taking the ideal motion and adding some corrections to it.
At first the motion of the center of the cyclotron motion, the so called guiding center
motion shall be described. It is very similar to the concept of field lines and given
by the differential equation system:
~˙x =
Bi
| ~B|v‖ and
p˙‖ = −µ
γ
~∇‖ ~B + qE‖,
(5.18)
where µ =
p2⊥
2m| ~B| is the magnetic moment, γ =
√
1 +
p2‖+p
2
⊥
m2c2
the Lorentz-factor and
E‖ the electric field parallel to the magnetic field ~B. The velocity v‖, the momentum
p‖ and the gradient ∇‖ are parallel to the magnetic field as well.
The variables yi are then defined as follows:
yi = xi for i = 1, 2, 3 and
yi = p‖ for i = 4.
(5.19)
The derivative functions are again obtained by the force:
f(i, y1, ..., y4, t) =
Bi
| ~B|v‖ for i = 1, 2, 3 and
f(i, y1, ..., y4, t) = −µ
γ
~∇‖ ~B + qE‖ for i = 4.
(5.20)
The guiding centre performs a longitudinal motion along the magnetic field lines. To
approximate the real cyclotron motion, a motion transversal to the magnetic field
lines has to be added.
With the adiabatic invariant µ = γ+1
2
E⊥
| ~B| (see section 2.3.2) and the transversal
momentum p⊥ = 2µm| ~B|, the cyclotron radius can be expressed by:
r =
γmv⊥
q| ~B| =
p⊥
q| ~B| (5.21)
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With the given step size of the Runge-Kutta step h and the cyclotron frequency
ω = q|
~B|
mγ
, the change of the azimuthal angle amounts to:
∆ϕ = ωh (5.22)
The cyclotron radius and the change of azimuthal angle completely describe the
approximated transversal motion. They are simply added to the guiding center po-
sition at the end of the Runge-Kutta step, resulting in an adiabatic approximated
step.
This approximation has proven itself to be very fast if the step size h is large. For
small step sizes h, and especially when tracking close to an electrode, this approxi-
mation is often slower than the ”exact“ numerical solution, because it requires more
electric field calculations, which are rather slow.
In general, the step size is controlled by monitoring of the energy conservation. If
energy conservation within one step is not good enough, the step size is reduced and
the step is redone. If it is sufficient, the step size for the next step is increased.
A gyrating electron performs an additional magnetron motion. This magnetron drift
has also to be added separately to the step, for further informations see [163].
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systems
I
n chapter 3 it was outlined that a major source of background in the KA-
TRIN spectrometers is expected to be caused by secondary electron emission
stemming from interactions of cosmic muons in the stainless steel vessel of
the spectrometer tank and electrodes. Therefore it is very important for the
experiment to study the nature and characteristics of the incident muons and their
potential correlation with the background rate. To cover this, a muon detection
system has been built, installed and commissioned at the monitor and main spec-
trometer experimental sites [164]. The following chapter will give a short overview
of these systems and describe the properties that are of relevance in context of this
work.
6.1. Scintillator
The muon detection systems at the main and monitor spectrometer are modules
made of the premium-grade organic plastic scintillator Bicron BC-412. The mate-
rial is composed of the synthetic polymer polyvinyltoluene doped with anthracene.
The scintillator plates originate from the KARMEN [165] experiment and were re-
fitted and, in same cases, cut for use with the KATRIN spectrometers.
A scintillator which is excited by ionizing radiation emits light via luminescence by
absorbing energy from the incident particle.
Due to the anthracene-doping, this type of scintillator emits mainly blue light when
charged particles like protons or cosmic ray muons pass through it, see fig. 6.1. BC-
412 is designed for large area modules and thus has a long light attenuation length
of 210 cm and a relatively high photon-yield of ∼8500 photons per MeV of deposited
energy.
6.2. Photomultiplier
A PMT is a widely used device to detect faint light signals by photoeffect and
further amplification by electron impact on a series of dynodes. It is composed of
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Figure 6.1.: Scintillation-light BC-412 Emission spectrum of scintillation-light
emitted by Bicron BC-412. Figure taken from the data-sheet of the
scintillator [166].
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Figure 6.2.: Working principle PMT Sketch of a PMT taken from [167]
a photocathode with an attached electron multiplier in a vacuum casing (typically
10−7 to 10−8 mbar). When photons from the scintillation-light hit the photocathode,
the bialkali emits electrons due to the photoelectric effect. The electrons have the
maximal start-energy:
Ekin,max = hν − ϕ (6.1)
where h is the Planck-constant, ν the wavelength of the incident light and ϕ the
work-function of the cathode-metal. The electrons enter the vacuum and are then
electrostatically guided to the electron multiplier that consists of a chain of dynodes.
These dynodes are each placed at a acceleration potential Ua = 100 − 200 V more
negative than the previous one. This results in a cascade emission of secondary
electrons, as the kinetic energy of an electron rises by e ·Ua per pair of dynodes. The
amplified signal can then be read out. Figure 6.2 shows a sketch of this working-
principle and figure 6.7(a) shows an output signal of a 2-inch PMT of the type
Philips Valvo XP 2262/PA in use here.
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Figure 6.3.: Pictures of the muon-paddles used at the monitor-spectrometer
6.3. Muon detector system at the monitor spec-
trometer
The muon detector system of the monitor spectrometer consists of two modules in
flapper-like form. The BC-412 modules each have an area of 0.5 m2 and a thickness
of 5 cm. Each module has a two 2-inch PMT of the type Philips Valvo XP 2262/PA
for read-out of the scintillation-light at the smaller front face.
The modules are situated 1.77 m and 2.37 m above the beam-axis of the monitor-
spectrometer and are slightly closer to the source side at a maximal distance of
0.47 m to the analyzing plane. In figure 6.3 a picture of the arrangement above the
monitor-spectrometer as well as a sketch of the used scintillator-piece are shown.
6.3.1. High-voltage supply and DAQ
The operation HV for the PMTs is supplied by two power supplies of the type Caen
N-126, located in a Nuclear Instrumentation Module (NIM)-crate in the monitor-
spectrometer DAQ-cabinet. Within the very same cabinet a IPE-Crate Mark III
[168] is located, to which the output signals of the PMTs are connected via coaxial
cables. Inside the crate, the signals are fed into a first level trigger (FLT)-card.
The same crate also handles the electron-induced signals from the detector of the
monitor spectrometer via a second FLT-card, so that all recorded events of the
muon- and electron detectors share the same timing mechanism. The DAQ-crate is
controlled and read-out by a PC running the object-oriented real-time control and
acquisition (ORCA) software [169].
6.4. Muon detector system at the main spectrom-
eter
The muon detector system at the main spectrometer consists of eight long scintillator
modules that are arranged in three towers (see figure 6.5). similar to the system of
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Figure 6.4.: Sketch of muon-panel at the main spectrometer At the short
ends the light-guides and the surmounted PMTs are visible. Figure
taken from [165].
the monitor spectrometer, the modules are based on the organic plastic scintillator
Bicron BC-412. They are of rectangular shape with dimensions of 3.15 m × 0.65 m
and a thickness of 5 cm. The resulting sensitive area of a single module accounts to
2.05 m2.
The scintillation light is detected by an array of four 2-inch PMTs of the type
Philips Valvo XP 2262/PA on each front side of the modules. To further increase
the detection efficiency of the PMTs [165], they are connected to the scintillator
via intermediate light-guides. Figure 6.4 shows a sketch of one module with PMTs
attached.
In order to cover a large area of the main spectrometer surface, the modules are
positioned very close to the LFCS. The air coils are responsible for magnetic fields
up to 1 µT inside the PMTs which causes a deviation of the electron paths in the
dynode system due to ~E × ~B-drift so that the amplifier cascade is interrupted. The
ultimate consequence of this strong field is that the PMTs operating within it had
to be shielded from the external magnetic field, by wrapping with multiple layers of
permalloy-foil. This made it possible to operate the PMTs in strong magnetic fields
during the measurements [170].
6.4.1. High-voltage supply and DAQ
The PMTs are fed with a high-voltage of about 1.5 kV, which is supplied by two
Caen SY-127 units [171]. Each unit features 10 output lines, so that each side of a
module is fed by a separate HV-line.
The signals of the PMTs are passively added during readout and guided to the DAQ-
system by 25 m long coaxial-cables with 50 Ω impedance. The cables introduce a
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Figure 6.5.: Muon-tower arrangement Arrangement of the muon panels on their
holding-structures around the main spectrometer. Image after [164].
signal propagation delay of about 15 ns. The signals are fed in into a so called,
IPE-Crate Mark IV [168] via connector-boards. The crate is equipped with FLT-
cards that have a built-in coincidence-filter: only events registered on both ends
of a module are passed to the second level trigger (SLT) and from there to the
DAQ-PC that is running the ORCA-software [169]. In order to allow a combined
analysis of data from the muon detector and the FPD-system, a global positioning
system (GPS)-clock is connected via fibers to both DAQ-crates, which synchronizes
the time counters of both systems [172]. The assignment of the module-signals to
the DAQ-channels can be found in table 6.1.
6.4.2. Signal processing and coincidence
The energy loss signal of cosmic ray muons in the scintillator is characterized by the
well-known Landau form, an example of the Landau maximum and the high-energy
Table 6.1.: Channel assignment muon-detector-system Assignment of muon
counter modules to FLT cards and channels.
Module 1A 1B 2A 2B 3A 3B 4A 4B
Card 3 3 3 3 6 6 6 6
Channel 0 14 3 7 0 14 3 7
Module 5A 5B 6A 6B 7A 7B 8A 8B
Card 6 6 8 8 8 8 8 8
Channel 9 23 0 14 3 7 9 23
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Figure 6.6.: ADC signal of cosmic ray muons in a BC-412 module Pulse
height distribution of PMT signals in a measurement with the muon
detector. The Landau maximum corresponds to 11 MeV for vertical
muons.
tail of the ADC-spectrum is shown in figure 6.6. In order to study coincidences and
correlations between incident muons and secondary electron emission it is important
to study the time-shape of the signal.
It is evident that when searching for coincidences between muon-events and FPD a
sufficiently precise determination of event times is needed. The initial triggering of
the event is done by applying a so called Boxcar -filter. It computes a floating average
of the signal in a given time-window tBC. As soon as the filtered signal exceeds the
threshold value the event trigger is released. The filtered signal is then run through
a Trapezoidal -filter with the shaping length tT. This filter subtracts the integral of
the input signal in the first half of the time window given by the shaping length
from from the integral of the input-signal in the second half. The filtered signal will
feature a zero-transition. The time of this zero-transition is modified by 3/2 of the
shaping length of the trapezoidal-filter is taken as the event-time of a muon event.
Depending on the used time-windows tBC and tT and the initial signal shape this time
has an uncertainty of up to 2×tBC which during measurements typically was 0.3 µs
for the muon detector system at the main spectrometer. The single signal-processing
steps are shown in figure 6.7.
6.4.3. Long-term operation
When investigating muon-induced background in spectrometers, it is interesting to
note that the muon flux on the surface of the Earth is not constant but exhibits
fluctuations. This also means that the secondary electron emission in the main spec-
trometer and thereby the background in the experiment will not be constant over
the entire measurement time but should follow the fluctuation of the cosmic-ray-flux.
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(c) trapezoidal filter applied
Figure 6.7.: PMT time-signal processing chain In (a) a PMT signal measured
with the oscilloscope is shown. Software-filter were subsequently applied
to the measured signal: In 6.7(b) a boxcar-filter was applied and then in
6.7(c) again a trapezoidal-filter was applied to the filtered signal. Figure
after [173].
85
6. The KATRIN muon detector systems
Time (h)
0 20 40 60 80 100 120 140 160 180 200 220
m
u
o
n
 r
a
te
 o
n 
al
l p
an
el
s 
(cp
s)
3700
3750
3800
3850
3900
3950
4000
4050
Figure 6.8.: Longtime measurement muon-rate Measurement of the 20 min av-
erage of the summed rates at muon panels 1-8. Measurement started at
21.12.2013, 10 am. Mean total rate was 3876 cps.
The ab-initio cosmic ray muon intensity ICR depends solely on the flux of high en-
ergy cosmic particles on the Earth atmosphere, this is generally called space weather.
However, to model the fluctuations of the intensity of flux of cosmic ray muons on sea
level Iµ,NN one has to take additional factors into account: The fluctuation is closely
related to the variation of the production height ∆h (h¯ ≈15 km) of the muons, which
determines how long they have to travel to reach the ground. Also, the fluctuation
of the atmospheric density, which is described by variations of the pressure ∆p and
temperature of the ∆T is important. The density determines how much energy the
muons lose on their way through the atmosphere. The relation between the initial
intensity ICR of cosmic ray muons and its intensity at sea level INN is then given by
[174]:
INN = ICR · (1− αµ∆p+ β∆h− γ∆T ) (6.2)
Here, αµ denotes a muon-specific barometric coefficient (2.15×10−3 / mmHg), β an
average decay coefficient (0.005 / km) and γ a temperature coefficient (0.001 / K).
In figure 6.8 a longtime measurement of the summed rate in all muon-panels over the
course of several days is shown. The mean total rate was 3876 cps with maximum
fluctuations of up to 3% observable from the average.
Such a large variation can not be left unaccounted. Therefore it is planned to keep
the muon detector system operational during the whole measurement-period of KA-
TRIN to monitor the incident muon-flux. In addition, the efficiency of the panels
will have to be regularly checked with calibration sources.
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7. Measurments at the monitor
spectrometer
T
he KATRIN monitor spectrometer is targeted to give precision information
on the HV stability of the KATRIN experiment. It achieved operation
readiness in early 2011 and since then has been a test facility for exper-
iments and studies to be performed later at the main spectrometer. In
particular, the monitor spectrometer is equipped with a muon-detector system, mak-
ing it a unique testbed for measurements with symmetric and asymmetric magnetic
fields to study secondary electron emission.
The beamline of the monitor spectrometer is not equipped with a PAE, this means
that electrons have to obtain an energy of at least 6 keV to surpass the detection
threshold. For this reason, no measurements with zero potential were performed,
as incoming secondary emission electrons with typical energies below 50 eV would
not have been discriminated from detector noise. All measurements in this chapter
were run with a HV of -30 kV applied to the tank. In measurements where the wire-
electrode voltage was varied, an additional power supply was used to apply voltages
of up to -33 kV to them.
7.1. Magnetic field-setup
In preparation for the measurements extensive simulation studies were performed
in the framework of this thesis. For all measurements with asymmetric field con-
figuration it was crucial to select a magnetic field configuration where the part of
the spectrometer which was monitored by the muon detector system was mapped
onto the detector. At the same time, this configuration should feature a maximized
magnetic field on the electrode surface under investigation to minimize the magnetic
mirror effect. By doing so, a maximum number of secondary electrons from the
electrode will reach the detector.
The monitor-spectrometer features two super-conducting solenoids (Ssource, Sdetector),
three circular coils (Cinner, Ccentral, Couter) and a set of cosine-coil systems (EMCShor,
EMCSver) to compensate the horizontal and the vertical component of the Earth
magnetic field. The configurations for the symmetric and asymmetric layouts are
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Table 7.1.: Magnetic field-setups monitor-spectrometer Solenoid-, air-coil-
and EMCS-current settings for measurements at the monitor spectrom-
eter. Positive current generate magnetic fields pointing towards the
detector
Ssource Sdet Cinner Ccentral Couter EMCShor EMCSver
asymmetric 0.1 A 13 A 0 A -2 A -2 A 0 A 0 A
asymmetric FE 0.1 A 50 A 0 A -8 A -8 A 1.68 A -19.5 A
symmetric 25 A 25 A 2.5 A -4 A -9 A 1.68 A -19.5 A
shown in table 7.1.
The calculated magnetic flux tubes for all three configurations are displayed in figure
7.1. As outlined, the asymmetric configurations minimize the reflection of electrons
from the wall due to the magnetic mirror effect: In the “asymmetric” configuration
the focus was on the mapping of the target area that is surveyed by the muon-
detector. The symmetric configuration has a reduced magnetic field in order to
reduce the magnetic shielding so as to maximize the number of electrons from the
wall for better statistics.
7.2. Measurements of the secondary electron emis-
sion
In the following we report on the measurements with the asymmetric configura-
tion “asymmetric” where the wire and solid electrodes were kept on the identical
potentials to measure the unscreened secondary rate.
7.2.1. Secondary electron rate
Figure 7.2 shows the rate trend of this 3 h measurement. The average rate accounted
to (1.33±0.01 cps) for the surveyed area of 0.16 m2. To obtain the total emission rate
over the entire monitor spectrometer surface a simulation was performed. Electrons
were started equally distributed over the entire area surveyed by the flux tube and
with isotropically distributed starting angles. The starting energies were selected to
between 0.1 and 50 eV. A total of 5×105 electrons were started, of which a fraction
of 7.07×10−2 were guided to the detector. With this probability, the true secondary
emission rate should account to 120 electrons m−2 s−1. This calculated value is
compatible with the measurements from the pre-spectrometer, where an emission
rate of 165 electrons m−2 s−1 was measured [103].
7.2.2. Secondary rate as function of the wire-voltage
The inner electrode of the monitor spectrometer consists of thin wires to reduce
background from secondary electrons originating from the outer solid electrode. This
unique configuration is of particular interest for measurements with asymmetric
magnetic fields. In this case, one can look at secondary electrons from the full
electrode and vary the potential of the inner electrode. Electrons with a longitudinal
energy relative to the magnetic field larger than the potential difference will pass the
wires and can be counted at the detector. It is thus possible to measure an integrated
E‖-spectrum of secondary electrons, which is closely connected to the total kinetic
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(a) “asymmetric” flux-tube with positions of the muon paddles
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Figure 7.1.: Magnetic flux tube configurations at the monitor spectrome-
ter Here, magnetic flux tubes for the configurations described in table
7.1 are visualized. The detector is located at z=2.27 m and has a ra-
dius of 0.7 cm. In (a) the muon-paddles (black) are shown above the
spectrometer.
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Figure 7.2.: Secondary electron rate at the monitor spectrometer mea-
surements with asymmetric B-field Measured secondary electron
rate in the “asymmetric” configuration. The average rate accounts to
(1.33±0.01) cps.
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Figure 7.3.: Secondary electron rate as a function of the wire offset voltage
in asymmetric B-field configuration Measurement of the secondary
electron rate at the detector when varying the potential offset on the wire
electrode. Two measurements are shown employing both (blue) and only
the most inner layer of the wire electrode, together with the simulated
rate for a single layer inner electrode (green). Here, the magnetic field
setup was “asymmetric FE”. Measurement time per voltage setting was
600 s.
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Figure 7.4.: Fit to data of wire electrode measurement at the monitor spec-
trometer Here a fit based on equation 7.3 was applied to the rate as a
function of offset voltage measured at the monitor spectrometer.
energy-spectrum.
In figure 7.3 the shielding effect of the wires is shown. In one case the solid and outer
wire electrode were short-circuited and elevated onto -30 kV and the potential of the
inner wire electrode was varied. In the other case, inner and outer wire layer were
short-circuited and their potential was varied. The magnetic field setup“asymmetric
FE” was used in both cases.
For offset voltages over 3 V the measurements show a steep decrease of the rate with
a power-law like distribution (λ1 = −(1.29 ± 0.12), λ2 = −(1.02 ± 0.01) ) and a
plateau above about 20 V. The residual emission rate observed originates from the
support structure of the wire electrode which is not shielded by the wires.
For the simulation, a simplified monitor spectrometer geometry was used, featuring
only one layer of the wire electrode. The electrons were started at the solid electrode
with an isotropic angular and a typical secondary electron energy distribution. Due
to the fact that no electrons were started from the wires, the simulated spectrum at
the detector features no characteristic plateau like the measured spectra.
The simulation further showed, that an electron from the wall has to overcome two
barriers to reach the detector: First, its energy E‖ parallel to the magnetic field has
to be greater than the offset voltage:
U ≤ E‖ = cos2 θ · E ⇒ cos θ ≥
√
U
E
(7.1)
And second, its emission angle to the magnetic field θ has to be small enough to
overcome the magnetic mirror effect (θ ≤ θlim):
α(U,E) =
∫ 1
θlim
d cos θ cos θ ≡ 1− cos2 θlim ≡ 1− U
E
(7.2)
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Figure 7.5.: Approximated energy spectra F (E) of secondary electrons from
the solid electrode Here the approximated secondary energy spectra
obtained by fits of equation (7.4) to the experimental data are shown.
The spectrum for the double wire layer (blue) shows a significantly nar-
rower energy peak (Epeak,1 = 1.3 eV, Epeak,2 = 2.2 eV) than the spectrum
of the single layer measurement (red).(p1 = 4.26± 0.11, 1 = 5.3± 0.41,
s1 = 4.22± 0.12, p2 = 2.42± 0.07, 2 = 1.79± 2.02, s2 = 3.50± 0.07).
For such a simplified case, the rate R at a certain offset Voltage U can be expressed
by:
R(U) =
∫ ∞
U
dE
(
1− U
E
)
· F (E) (7.3)
Here F (E) denotes the energy spectrum of the emitted secondary electrons, it is
most commonly described by the approximation [108]:
F (E) = D(E) · E(p−1) · e−E with D(E) = s · E
s− 1 + Es (7.4)
where p,  and s are adjustable parameters. By fitting equation 7.3 to the measured
data, it was possible to fine-tune the energy spectrum so that simulated and mea-
sured data agree to each other. The fit to the data is shown in figure 7.4 and the
resulting energy spectrum is shown in figure 7.5. As expected from the theory (see
section 3.3) the distribution shows a peak at low Energies (Epeak =(1.3 - 2.2) eV)
and a steep decrease towards higher energies.
7.2.3. Muon coincidence with secondary electrons
During the measurements with the “asymmetric” magnetic field-configuration , the
muon-detector was continuously taking data. This allows tp search for coincidences
between incident muons in the paddles and secondary electrons at the detector.
In order to define an optimized coincidence time window, a tracking simulation was
done. Here, µ-induced electrons were started evenly distributed on the surface of the
solid electrode with isotropic starting-angles and energies from 0.1-50 eV. Figure 7.6
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Figure 7.6.: Simulation of electron travel times Calculated travel times of
electrons originating at the solid electrode and reaching the detector.
Start energies in the interval 0.1-50 eV, starting angles were distributed
isotropically. The tail of the distribution decreases exponentially(λ =
−(0.51± 0.01)).
shows the travel time of these simulated secondaries starting from the solid electrode.
The average travel time is 0.94 µs (Full Width Half Maximum (FWHM)=0.56 µs),
while the slowest electrons take up to 20 µs to reach the detector.
Based on this information, a coincidence search between muons and secondary
electrons was performed by looking for electron events at the detector in a time win-
dow of τc =20µs after each muon event. Figure 7.7 shows the resulting distribution
of time differences observed in a 4 h time interval. A clear peak is visible with a
FWHM=2.1 µs which is shifted by 2.08 µs in comparison to the simulation. This
effect arises from the limited timing accuracy of the monitor-spectrometer DAQ sys-
tem causing the signal broadened and shifted.
Interestingly, a total of 9 muon-electron coincidences was observed where two elec-
trons were registered by the detector within the coincidence time window τc =20µs.
These events can either be two electrons that were created by the same muon or
stem from accidental coincidences. The probability for an accidental coincidence
can be estimated: The average electron rate during the coincidence measurements
was N2 =1.33 cps, meaning that the average time-interval between two electrons was
0.75 s. We now calculate the probability pacc for an accidental coincidence between
a true muon-electron sequence with a second, accidental electron according to:
pacc ∼ N1 ·N2 · τc (7.5)
with a true coincidence rate of N1 = 1.5 × 10−2 cps (see figure 7.8), the average
electron rate N2 =1.33 cps, and the coincidence time window τc = 2 × 10−4 s we
derive pacc = 4× 10−7, so that for a 4 h measurement time the number of accidental
coincidences is expected to be 5.7× 10−3.
Figure 7.8 shows a number of double electron hits that clearly exceeds the expected
accidental electron coincidences. These double electron hits originate from interac-
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Figure 7.7.: Mesured electron travel-times Measured time difference of electron-
detector signal after hit in the muon-paddles. As for the simulation, the
tail of the distribution decreases exponentially (λ = −(0.93± 0.12)).
tions, where one muon created two electrons simultaneously that were able to reach
the detector.
If we assume an isotropic angular distribution of secondary electrons and a vanishing
angular correlation between the electrons of a multi-hit sequence, we would expect a
ratio of 1 : 2.5× 10−2 of single electron coincidences to multi electron coincidences.
In fact we measure a ratio of 1 : 4.4 × 10−2 which is in good agreement to the
simulation.
7.3. Field emission
To test the characteristics of field-emission of the wire electrode of the monitor
spectrometer, measurements with high offset voltage between the wire and solid
electrode of the monitor spectrometer were performed. In these measurements, the
tank voltage was set to -30 kV and the wire offset voltage was varied up to -3.1 kV.
The goal was to provoke field-emission at the wires, thereby getting a handle on the
a priori unknown electric field strengths that induce such a process. Measurements
with both asymmetric and symmetric magnetic field configurations were performed,
and in both cases field emission of electrons was clearly visible.
At first, we discuss the measurements with the asymmetric magnetic field set-up,
where the detector looks directly onto the surface of the solid electrode (“asymmetric
FE”). In figure 7.9 the measured rate over the difference voltage is shown. The onset
of field-emission is localized at about -2 kV and produces an almost exponential rise
of the rate.
It is possible to calculate the local surface electric field F at the emission point using
the rate-trend over voltage. The F-N-equation (3.3) can be modified to be applicable
to our data, using the substitutions:
J = c1R and
F = c2∆U
(7.6)
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Figure 7.8.: Electron-cluster-sizes Number of electrons arriving in the 20µs-
window after a muon hit.
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Figure 7.9.: Field electron emission rate for asymmetric and symmetric
set-up Here the rate at the detector as a function of voltage off-
set between the solid and the wire electrode is displayed. The pro-
cess of field emission starts above -2 kV and causes an exponential
rise (∼ eλ·∆U) of the electron-rate (λsymm = (1.51 ± 0.01) × 10−2,
λasymm = (1.21± 0.02)× 10−2).
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Figure 7.10.: Fowler-Nordheim type plot of the rate as a function of the offset
voltage with asymmetric and symmetric magnetic field.
This allows for the theorem to be rewritten in a way, so that it follows a linear
progression:
ln
(
R
∆U2
)
= −bφ
3/2
c2
· 1
∆U
ln
(
c1φ
ac2
)
(7.7)
In figure 7.10 we see the measurement with asymmetric magnetic field in a F-N-
type plot. From the slope of the linear fit to the data and employing an unreduced
thermodynamic work function of stainless steel φ =4.4 eV we deduce an emission
electric field strength of F = (1.54± 0.03) GV/m. This value of F is characteristic
for F-N-type field emission.
If we compare this fit value to simulations of the electric field near the wires, shown
in figure 7.11, we find a maximum E =1.5 MV/m, 3 orders of magnitude below the
value of F .
The reason for this discrepancy can be traced to surface condition, which is not
considered in the field-simulations. Surface roughness and irregularities on the sur-
face amplify the emission field strength F = β · E . The enhancement factor for the
electric field E can account to up to β = 103 [175], which is in good agreement with
the observed amplification in this measurement.
The measurement was then repeated with a symmetric magnetic field configuration.
To increase statistics, the field of the solenoids was lowered, so that a larger part of
field emission electrons from the wires can penetrate through the magnetic shielding.
Again, in figure 7.9 the rate is shown as a function of the offset voltage. Now, the
detector is screened by magnetic shielding the rates typically are a factor 5-10 lower
than in the asymmetric configuration. Interestingly however, the same exponential
rate-rise is visible in the plot.
The representation described in equation 7.7 can also be applied to the data with
symmetrical magnetic field. In figure 7.10 the plot is shown, the corresponding fit
results into a emission field strength of F = (1.81 ± 0.04) GV/m which is slightly
larger than in the asymmetric measurement. It is unlikely that this is caused by
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Figure 7.11.: Electric field simulation of an inner electrode wire Simulated
map of the electric field strength around a wire of the inner wire elec-
trode (∅ = 0.3 mm) of the monitor spectrometer. The potential dif-
ference between the outer solid and inner wire-based electrode was set
to -3 kV.
non-field-emission processes but rather points to a slightly larger value of β when
averaging over the entire spectrometer setup.
In conclusion, it has been demonstrated that electron field emission can be generated
between the solid and the wire electrode of the monitor spectrometer. The rather
high surface factors that result from the F-N-plots point to a fact already stated
in the literature [176] that the F-Ntheorem in its elementary form can over-predict
the field emission strength by a large factor between 103 and 109 in comparison to
the technical complete form. However the complete form can not be applied to our
data to calculate the emission-field-strength as it presumes detailed knowledge of the
surface structure on a microscopic scale. The general F-N theorem gives however a
qualitative estimation and in particular it allows to detect, if electron field-emission
is present as background component or not.
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8. Measurements at the main
spectrometer
I
n the course of the SDS-Comissioning Phase I [95] of the KATRIN main spec-
trometer a specific focus was on the detailed study and characterization of
secondary electrons coming from the vessel walls and electrodes. Various
measurements were carried out employing both symmetric and asymmetric
magnetic field configurations. In addition, the muon detector system described in
chapter 6 was taking data to gather complementary data on the origin of the sec-
ondary electrons. In the following chapter these measurements will be presented
together with simulations of the experimental setup. All simulations were relying
on the computation methods described in chapters 4 and 5 and which have been
implemented in the Kassiopeia software [146]. The analyses were performed using
the BEANS-Software [177].
8.1. Magnetic field-setup
The magnetic setup of the main spectrometer contains not less than four supercon-
ducting solenoids (SPS1, SPS2, SPCH, SDET), the 14 individual coils (AC1−14) of the
LFCS air coil system and 8 current loops each of the vertical and horizontal EMCS
(EMCShor, EMCSver). In table 8.1 a survey of the most commonly used magnetic
field setups for operation with symmetric and asymmetric magnetic field is given.
The field configurations implemented differ mostly in the absolute field strength on
the surface of the electrode, as well as on the monitored area of the spectrometer
surface. In view of background-generating processes this implies a variation of the
starting angle acceptance of secondary electrons that are able to reach the detector.
8.1.1. Misaligned magnetic flux-tube
At the beginning of the SDS-I measurement phase, the detector system including
the Pinch (PCH) and Detector (DET) magnet was aligned with respect to the main
spectrometer. Due to limitations in the alignment hardware it was not possible to
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Table 8.1.: Magnetic setups of the SDS-I phase Here, solenoid- and LFCS-
current settings are given. Settings A and B denote asymmetric se-
tups. The current values are defined so, that a positive value generates
a magnetic-field pointing towards the FPD.
current [A]
coil/solenoid A B 1.5G 3.8G 5G 9G
SPS1 0 0 104.67 104.67 104.67 104.67
SPS2 0 0 148.61 148.61 148.61 148.61
SPCH 72.63 72.63 72.63 72.63 72.63 72.63
SDET 54.59 54.59 54.59 54.59 54.59 54.59
AC1 100 -50 0 28.6 60.1 95.2
AC2 100 -50 0 24.0 15.4 99.8
AC3 100 0 0 17.3 24.3 48.9
AC4 100 100 0 22.1 41.8 98.8
AC5 100 100 6 33.5 47.4 100
AC6 100 100 9 36.4 77.4 74
AC7 100 100 11 35.8 29.7 98.2
AC8 100 100 19 54.1 52.1 96.6
AC9 100 100 13 10.2 58 80.9
AC10 100 100 13 52.1 48.6 90.4
AC11 100 100 5 32 54.8 61.3
AC12 100 100 0 20.1 23.8 99
AC13 100 100 0 29.8 46 97.6
AC14 0 70 -50 -51.8 -50.9 -36.2
100
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Figure 8.1.: Misalignment of the flux tube at 3.8 G Magnetic flux tube of the
3.8 G configuration, which touches the wall.
align the FPD to a precision better than 3.3 mm in x/y-position and 1◦ in the hori-
zontal and vertical plane.
Due to the fact that the flux-tube at the detector has a dimension of only 90 mm
this apparently small misalignment is responsible for a rather noticeable displace-
ment of the magnetic flux tube near the analyzing plane. In figure 8.1 it is shown
that the misalignment even leads to the flux tube touching the vessel wall. Apart
from limited alignment precision this was caused by the Pinch magnet working with
only 5 T and not its nominal field of 6 T. As a consequence, several pixels of the
FPD in the top part had to be excluded in the analysis, see also section 2.4.
When examining secondary electron emission, it is important to include any mis-
alignment into the field calculations. This is due to the effect that the surface area
of the spectrometer then is mapped incorrectly onto the detector pixels in the asym-
metric configurations. Figure 8.2 shows this mapping of the steep- and flat-cone
surface on the FPD-pixels for asymmetric configuration A. The projection is shifted
to the upper left. The second parameter that is affected by the misalignment is
the actual magnetic field strength on the inner surface. However, this effect is only
rather small for the source side surface, where we are interested in during asymmet-
ric measurement. The magnetic field there is almost exclusively formed by the air
coil system.
8.2. Secondary emission without high-potential
The first measurements of the SDS-Comissioning Phase I were performed with asym-
metric field configurations and no potential on the electrodes, to test functionality
of the FPD system and the spectrometer together. In contrast to the monitor spec-
trometer, the main spectrometer beamline features a PAE which allows to detect
electrons with very low energies. This is of great value when characterizing the back-
ground due to secondary electrons from the walls even when no electric potential is
applied to the electrodes.
In preparation to the measurements, extensive simulations of the magnetic flux tube
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Figure 8.2.: Misalignment of the flux tube during asymmetric B-field Map-
ping of the spectrometer surface to the detector for configuration A.
Upstream view.
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as well as tracking simulations were carried out. The objective of the simulations
was to maximize the detection efficiency of secondaries from the wall by maximizing
the magnetic field strength there as well as to calculate the surface area that was
actually mapped onto the detector pixels.
8.2.1. Magnetic mirror effect
With no electric potential applied, the probability for an electron created at the
vessel wall to reach the detector only depends on the magnetic field strength at the
point of creation Bstart and its gyration angle relative to the magnetic field. The
maximum acceptance angle θlim that allows an electron to overcome the magnetic
mirror effect then is only defined by the maximum magnetic field strength Bmax on
its path:
sin2 θlim =
Bstart
Bmax
→ θlim = arcsin
√
Bstart
Bmax
(8.1)
Each electron created with an angle > θlim will be reflected due to the magnetic
mirror effect. In a first approximation, we assume the distribution of starting angles
of a secondary electron to be isotropic. As for flat solid angle distributions the cos θ
is equally distributed, so that the probability for an electron to be created with an
angle smaller or equal to θlim accounts to:
Pisotropic = 1− cos θlim (8.2)
For a cosine angular distribution, the function cos2 θ is equally distributed. Hence,
the probability for an electron to be created with an angle smaller or equal to θlim
is given by:
Pcosine = 1− cos2 θlim (8.3)
The starting magnetic field Bstart on the wall of the source-side steep and flat cone
parts of the main spectrometer for configuration A is shown in figure 8.3.
Finally, the maximal field in the Pinch-magnet is 5 T, meaning that only a very
small fraction of between 3 × 10−5 and 9 × 10−5 of the started secondary electrons
are able to reach the detector.
8.2.2. Secondary rate
The average rate measured in this setup accounted to (416±5) mpcs after pixel-cuts.
In figure 8.4 fluctuations of the actual rate over the 4 h run over time periods of 10
minutes as well as the rate at individual pixels of the FPD and the rate trend during
the measurement are shown.
There are no individual hot-spots being visible on the detector map and the rate-
trend only shows small fluctuations. The average magnetic field strength on the
starting surface is Bstart = 4.18 × 10−4 T. Analytically, the probability for an elec-
tron started in this magnetic field with a gyration-angle small enough to overcome
the magnetic mirror effect is 4.18×10−5. The analytical probability is very close to
the one estimated by tracking simulations which is 6.6×10−5 using a cosine angular
distribution. With a total surveyed area of 68.4 m2 this corresponds to a secondary
emission rate on the surface between 145 and 175 cps/m2. This is in good agreement
with measurements at the monitor spectrometer of 120 cps/m2 (see 7.2.1) as well as
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Figure 8.3.: Bstart on the surface of the electrodes at the source side of the
spectrometer in an asymmetric field layout Here, the magnetic
field strength on the surface of the steep and flat cones for configuration
A is given in a view from the detector to the source (upstream view).
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Figure 8.4.: Characteristics of run fpd6308-6311 with an asymmetric configuration.
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Figure 8.5.: Pixel groups for an up-down comparison Here, the FPD pixels
are grouped in two areas the top region with 22 pixels (blue) and the
bottom area with 22 pixels (red).
the pre-spectrometer [103] and measurements at predecessor experiments.
Of particular interest in this measurement is also the distribution of electron emis-
sion on the spectrometer surface. A first qualitative evaluation of this is a look on
the detector pixel rate in figure 8.4(b) which shows no preferred direction. A more
quantitative approach is to define groups of pixels, to then calculate the spectrome-
ter surface area that is mapped on to them, and finally to compare the rate per unit
area.
As the most muons come from above, a na¨ıve expectation would be to expect a higher
secondary electron rate from the top surface than from the surface on the bottom.
Figure 8.5 shows a selection of 22 pixels each that look on the top and bottom area of
the spectrometer. Due to the non-negligible misalignment of the detector-system and
the associated magnets, different surface areas are mapped onto both pixel groups,
namely 25.23 m2 for the top-pixels, and 25.65 m2 for the bottom ones. The rates
account to (80.0± 0.4) mcps for the top group resulting into a rate of 3.17 mcps/m2
and (79.9 ± 0.5) mcps for the bottom group resulting into a rate of 3.12 mcps/m2
correspondingly. This represents a 1.5% effect that can easily be explained by the
upward shift of the observed surface area due to the misalignment of the detector-
system. This shift introduces non-equal magnetic fields on the particular starting
surfaces and is most likely the cause for the very small top-bottom rate-asymmetry.
The result contradicts expectations of an elevated rate from the top side of the spec-
trometer including that the secondary emission rate from the wall due to cosmic and
environmental radiation can be regarded homogeneously distributed across the inner
surface. This homogeneous distribution of secondary emission is well explained by
cosmic ray muons that interact in the stainless steel both when entering and leaving
the main spectrometer. Moreover, the slow secondary emission is independent of the
direction of the primary particle. A small top-down asymmetry is expected due to
muons stopping in th upper half of the spectrometer but this small effect was not
detectable due to the alignment effects described above.
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Figure 8.6.: Correlation of the muon rate and the secondary electron rate
in a configuration with no HV applied Here, the electron rate over
the muon rate in muon panel 6 is displayed. Each point represents an
average rate over 300 s. The correlation factor is 0.17 with a statistical
significance of 0.15.
8.2.3. Correlation and coincidences between secondary-electrons
and muons
When assuming the cosmic ray muons interacting in the vessel walls to be the main
source of the secondary electron emission a straightforward test is to look for a cor-
relation between the electron rate at the FPD and the muon rate measured by the
muon detection system.
As outlined in chapter 6, the flux of cosmic rays can vary by up to several percent
over the timescale of several days. Unfortunately, no time slot for a week-long back-
ground measurement in the SDS-Phase-I was available. The longest time period for
a secondary-emission measurement with no HV was only 4 hours. There, the mean
muon-rate was (261.9± 0.5) cps and it featured a very small variation of only maxi-
mum 1.1%. The mean electron rate was (416±5) mcps including spikes of up to 37%
maximum variation. In figure 8.6 the secondary electron rate in this measurement
is shown over the muon-rate in the muon-panel 6. The correlation between the two
rates accounts to 0.17. This shows that both rates are only very weakly correlated
in the measurement. To further evaluate the correlation factor, one usually looks at
the statistical significance. It corresponds to the probability that a measurement of
two uncorrelated values would result in the observed correlation factor. The sample
size of the correlation measurement is only 40, so the statistical significance accounts
to p = 0.15, implying that the obtained correlation factor is not very meaningful.
The relatively weak correlation can also be explained by additional perturbations
that influence the electron rate at the detector. It is highly probable that future
measurements with a pure cosmic ray muon dominated background rate will show
a much better correlation as here, where short-term nuclear-decay-induced back-
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Figure 8.7.: Simulated electron travel times after muon hits the vessel Here,
the time of flight from the vessel to the detector for electrons as calcu-
lated by Kassiopeia is shown. The magnetic field setup in this case
was A, the starting energies were between 0.1 and 50 eV and the starting
angles were cosine distributed.
ground fluctuations reduce the correlation. In so far, figure 8.6 is a valuable test
grad for future investigations [178]. A far-reaching consequence of such a correlation
for the KATRIN experiment would be a background rate that varies with the cos-
mic ray flux, making it necessary to closely monitor the incident muon rate during
measurement operation.
The precise timing of the muon detection system and its synchronization with the
FPD-DAQ make it possible to search for electron events that coincide with events
in the muon panels. To search for these, a coincidence window of 40 µs was defined
in accordance with the time-spectrum from simulations shown in figure 8.7.
In the framework of the coincidence search we look for detector events that occur in
a time window of 40 µs after a muon hit a scintillator panel on each side of the main
spectrometer.
Because of the rather small muon flux for the large azimuthal angles selected
by the muon detectors, the average coincidence-rate was only 5 × 10−3 per second.
In figure 8.8 the time differences of electron events at the detector after a muon hit
are shown. There is no coincidence signal visible as expected from the simulation.
This is due to the small coincidence rate as there are only muon detectors moni-
toring the lateral muon flux instead of the significantly higher vertical flux. This
measurement will be repeated in the future with additional muon detectors on top
and under the main spectrometer.
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Figure 8.8.: Measured time spectrum of hits in the FPD after muon hits
in the muon detection system for configuration A. A total of 80
events were measured in the coincidence time window (50µs.
8.2.4. Multiplicity of secondary emission
In the low-rate measurements with asymmetric field configuration a number of co-
incidences were observed where multiple electrons within a time-window of 120 µs
reached the detector. Figure 8.9 shows this time-clustering of the inter-arrival times
of electrons at the detector in a 1 ms time window. The average rate accounted to
416 mcps, so for Poisson-distributed single electron events, the mean time difference
between events is expected to be 2.5 s. The probability for an accidental coincidence
of two electrons would then be:
p = 1− e−R·∆t = 4.2× 10−4 (8.4)
where R denotes the rate and ∆t the coincidence time window. For a total measure-
ment time of 4 h we would expect 2.5 accidental coincidences in the time-window.
The measured number of 50 events clearly indicates an underlying physical process
which leads to the simultaneous emission of multiple electrons, where at least one
electron follows another one at the detector in less than 120 µs.
In figure 8.10 the electron multiplicity in a 120 µs long window after detection of the
first electron is shown. It is remarkable that the ratio of single- to double-electron
hits is only of the order of 170 : 1. This is a further indication that many of the
secondary emission events start with a rather large multiplicity of electrons.
Complementary measurements with a symmetric magnetic field setup at 3.8 G and
no high-voltage were performed later in course of the baﬄe test measurements [179].
In these 20 h measurements the background due to nuclear decays from emanated
radon atoms was strongly suppressed and background due to secondary electrons
from the walls was dominating the background rate. Interestingly, the detector was
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Figure 8.9.: Distribution of inter-arrival times of electrons in an asymmet-
ric B-field Here, the nter-arrival times in a time-window of 1 ms from
background electrons originating from the spectrometer surface in a
measurement with asymmetric magnetic field are displayed.
Multiplicity
0 1 2 3 4 5 6 7 8 9 10
O
cc
ur
re
nc
e
1
10
210
310
410
Figure 8.10.: Multiplicity of electron hits Measured multiplicity of background
electrons in a 120µs-window with asymmetric magnetic field and the
detector viewing at the spectrometer surface. The slope of the expo-
nential fit accounts to λ = −2.82± 0.71.
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Figure 8.11.: Distribution of inter-arrival times of electrons in a symmetric
B-field Inter-arrival times of background electrons from e-gun-gate-
valve in a symmetric magnetic field configuration. The exponential
slopes correspond to τ1 = (75.5± 2.1 / µs), τ2 = (27.2± 0.9 / µs) and
τ3 = (1.04± 0.75 / µs).
looking at the gate-valve on the e-gun-side due to the symmetric field. The sensitive
flux-tube covered a circle 8 cm radius on the valve, accounting to an area of 0.02 m2.
The average measured background rate was (90.5±0.5) mcps.
In figure 8.11 the interarrival times between two detector events are shown. This
figure shows that most secondary electrons there are correlated in time and arrive
in a time window of up to 250 µs. Again, considering only Poisson-distributed single
event electrons, the mean interval time would be about 10 s and the expected number
of accidental coincidences 0.03. Summing over all electrons in this window results
in the multiplicity distribution shown in figure 8.12. It is notable that a multiplicity
of 18 has been observed at the detector, despite of the non-negligible suppression of
electron transmission to the detector through the magnetic mirror effect.
The frequency of occurrence of multiplicities ≥ 2 is shown in figure 8.13. The ex-
ponential fit (τ = 0.0131 ± 0.0003) shows that the multi-electron clusters follow a
Poisson distribution and are thereby uncorrelated. Their average rate of occurrence
is 13.1 mcps.
To check the origin of these multi-electron events and whether the source is point-
like or extended, one can take a look at FPD-pixel coincidences. In figure 8.14 the
spatial correlation between the (exemplatory) FPD-pixel 23 and the other pixels is
shown for the asymmetric and symmetric measurements. In the symmetric case, the
field of view is confined to a small area, in the asymmetric case this is much larger
(see figure 8.2). Also, the acceptance angles are different. In both cases one observes
that multi-electron events are localized, i. e. they occur at the same pixel. However,
in some cases neighboring pixels are hit, pointing to an extended source.
In the case with a symmetric field, the magnetic field at the gate-valve is Bstart =
2.45 T whereas the maximum magnetic field generated by the pinch magnet is
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Figure 8.12.: Multiplicity of electron hits with symmetric B-field Multiplic-
ity of background electrons within a 250µs-window with the detector
viewing the electron gun gate-valve. The number of single events is
corrected for the expectation from background due to nuclear decays
and shows an exponential decrease (λ = −0.699± 0.016).
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Figure 8.13.: Distribution of inter-arrival times of multi-electron events in
a symmetric B-field Inter-arrival times of multi-electron clusters at
the detector, where the first electron recorded during a multi-electron
sequence is counted as the cluster time. The dashed line denotes an
exponential fit with slope τ = 0.0131± 0.0003 1
s
, corresponding to the
average cluster-rate in cps.
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(a) FPD-pixel 23, asymmetric run (b) FPD-pixel 23, symmetric run
Figure 8.14.: Pixels coincident with pixel 23 Pixel correlation of pixel 23 with
other FPD-pixels for multi electron events. The color-scale indicates
the coincidence-rate with the particular pixel.
Bmax = 5 T. This translates into a maximal acceptance angle for an electron from
the wall of the gate-valve to overcome the magnetic mirror effect of:
θlim = arcsin
√
Bstart
Bmax
= arcsin
√
2.45 T
5 T
= 44.42◦ (8.5)
Assuming a cosine start-angle distribution for electrons from the valve, a tracking
simulation with Kassiopeia was performed for the geometry of the gate-valve. The
simulation yields a probability for a single-event electron being created with an angle
≤ θlim and reaching the detector of:
pMC = 0.632 (8.6)
For multi-events, each electron of the cluster has to be created with an angle θi ≤ θlim
in order to be counted by the detector. Under the assumption of cosine-distributed,
uncorrelated angles θi, we are able to correct for the magnetic mirror effect to obtain
the primary multiplicity-distribution.
If n electrons are created and the probability for a single electron to reach the
detector is p, then the probability to measure k electrons on the detector is given by
a binomial distribution:
Bn,k(p) =
(
n
k
)
pk(1− p)n−k (8.7)
The probability Qk to measure a k-fold multiplicity is then related to the original
probability Pn for an n-fold multiplicity through:
Qk =
∑
n
Pn ·Bn,k(p) =
∑
n≥k
Bn,k(p) · Pn (8.8)
This can be expressed in terms of a linear equation system:
Qk =
12∑
n=1
Mkn Pn ; Mkn =
{
0 for n < k
Bn,k(p) else
(8.9)
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Figure 8.15.: Calculated primary multiplicities of electrons at their point of origin
at the gate-valve.
This linear equation system can now be solved for Pn. However, the inversion of
Mkn for the measured values Qk yields unphysical results with some elements of Pn
smaller than zero. Therefore the error of the cluster sizes has to be determined by
a MC calculation. The values of Qk are diced in a Gaussian-distribution with mean
Qk and the error
√
Qk. The equation system is then solved for Pn. In the calculation
this is repeated 105 times.
Figure 8.15 shows the resulting mean values Pn and their errors that were obtained.
Now, all Pn are greater than zero within their error-interval. The distribution seems
to have a maximum between the cluster size of 6 and 9. This result supports the
hypothesis that in some cases cosmic µ-induced secondary emission events are short
bursts featuring a high number of electrons. Potential sources of high-multiplicity
events are deep-inelastic muon scatterings, the electromagnetic component of a
shower, or Auger electrons from nuclear muon capture.
8.3. Secondary emission with high-potential
When elevating the spectrometer on a high potential the rate of secondaries from
the wall at the detector increases quite substantially. This is caused by the electric
retarding field that helps the electrons to overcome the magnetic mirror effect by
accelerating them in direction of the magnetic field-lines after passing the analyzing
plane. The result of this acceleration is a collimation of the gyration-angle that
leads to a drastically increased probability for secondary electrons to overcome the
magnetic mirror effect and reach the detector.
8.3.1. Secondary rate
To measure the secondary rate from the spectrometer walls in a field setup with
nominal HV, the asymmetric magnetic field setup A was used. The tank and inner
electrode were both elevated on -18600 V to first measure the unshielded rate from
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Figure 8.16.: Rate analysis of run fpd7111-7134.
the wall. In figure 8.16 the rate fluctuations (a), the pixel distribution (b) and rate
trend (c) of this measurement are shown. The average rate accounted to (653.4 ±
6.8) cps.
As for the zero-potential measurements, a tracking simulation with Kassiopeia
was executed in preparation to the HV measurements. The starting parameters
for the simulated electrons were identical to the ones in 8.2 with only the electric
field of the main spectrometer electrodes to be added to the simulation. A total of
2× 105 electrons, of which a fraction of 6.28× 10−2 was able to reach the detector.
Using this detection probability and the surveyed area of 68.4 m2 this results into
an average emission rate of 131 cps/m2, which is in good agreement with the rate
obtained from the zero-potential measurements, the measurements at the monitor
spectrometer and previous measurements at the pre-spectrometer [103].
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Figure 8.17.: Measured and simulated secondary electron rate as a function
of the wire potential offset The measured secondary electron rates
at the detector are displayed for various offset potentials on the wire-
electrode. The magnetic field setup was A and the measurement time
per point was 600 s.
8.3.2. Dependence of the secondary electron rate from the
wire-voltage
For the next measurement, the potential of the both layers of the wire-electrode was
varied with respect to the vessel potential. Analogous to the measurement at the
monitor spectrometer described in section 7.2.2, the goal was to measure an inte-
grated energy spectrum, by reflecting all secondary electrons with less longitudinal
energy than the wire potential.
Figure 8.17 shows the rate at the detector as a function of the offset voltage between
the wire electrode and the tank. The measurement time per voltage setting was 600 s.
The rate shows a steep decrease for larger voltage offsets (λMS = −(0.56 ± 0.09)).
Again, the simulation was done with a simplified main spectrometer geometry, fea-
turing only one wire layer and with no inclusion of the holding structure of the
wire electrode. Electrons were started with an isotropic angular distribution and
the energy distribution that was obtained from the comparison of simulations and
measurements at the monitor spectrometer (see figure 7.5).
As the simulated electrons were only started from the wall and not from the wire
electrode or its holding structure, the values of measurement and simulation differ
in the plateau-area, where almost all electrons from the vessel wall are shielded and
only the emission from the wire electrode and its holding structure is visible.
When comparing figure 8.17 with the measurement at the monitor spectrometer the
constant plateau is now reached only at higher difference voltages. This is due to
two reasons: First of all, for this measurement at the main spectrometer a smaller
angle-acceptance occurs. This means that the electrons that reach the detector
have a higher fraction of their kinetic energy in the longitudinal component, right
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Figure 8.18.: Correlation of muon and secondary electron rate Here, the elec-
tron rate over muon rate in muon-panel 6 is displayed. The points
represent rates averaged over 600 s. The correlation factor is 0.28 with
a statistical significance of 1.12× 10−2. The measurement lasted 20 h.
from their start. And, as the wire potential only scans the longitudinal part of the
kinetic energy, the spectrum is expected to exhibit a harder spectrum extending
towards higher energies. And secondly, the wire electrodes of the main spectrome-
ter has been implemented with a far more massive holding structure. In the single
offset-configuration of the SDS-I phase the electrons from the holding structure are
unshielded and thus cause a quite high rate extending to the plateau-region.
From this behavior we can estimate an electric shielding factor in the asymmetric
case, of the non-fully-functional wire-electrode to be selectric, asymmetric ≈ 10. This
shielding factor is smaller than expected from previous experiments [180]. Also, the
measurement confirms, that electrons from secondary emission have rather small
energies, on average below 20 eV.
In summary the measurements at the main spectrometer and the monitor spectrom-
eter reveal, within errors, a energy spectrum corresponding to the expectations for
true secondary electron emission from stainless steel.
8.3.3. Correlation between secondary and muon rate
Assuming the secondary electron emission to be mainly caused by cosmic ray muons
interacting in the vessel wall, one can again look for a correlation between the rate of
the muon detector and the rate of secondary electrons recorded at the FPD. Here,
the measurement time was increased to 20 hours in order to cover a potentially
stronger variation of the muon flux to obtain a clearer correlation.
Figure 8.18 shows the electron rate over the muon rate, where each point represents
an average over 600 s measurement time. The mean muon rate over the entire mea-
surement was 252 cps and the mean electron rate 652 cps. Both rates show small
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variations of less than about 0.5 to 1%. A correlation factor of 0.28 is found with
a sample size of 117 and a resulting statistical significance of p=1.12× 10−2. This
result is decidedly more reliable than the shorter measurements with no electric field.
It indicates a moderate correlation between the emission rate of secondary electrons
and the rate of incident muons. Again it has to be noted that the 600 s sampling time
is not long enough to mitigate rate fluctuations due to other sources. Ultimately
this measurement again points to the fact during future long-term measurements
a time-dependent background rate has to be expected due to cosmic-induced sec-
ondary electron emission. As a consequence, the muon rate on the experiment will
have to be monitored in the whole measurement period of KATRIN and the fluc-
tuation in the background rate will have to be taken into account for the neutrino
mass analysis.
8.3.4. Background due to secondary electrons
During operation with symmetric magnetic field and with HV appliedto the vessel
a suite of measurements was performed with varying potential offset on the wire
electrode. Figure 8.19 shows the summarized results of the measurements. In com-
parison to the asymmetric measurements (see figure 8.17) the rate-drop is much
smaller. This is explainable by two factors. First, in this configuration other back-
ground components are present that contribute to the total background that react in
a different way than secondary electrons from the wall (as seen in figure 8.17) to the
electric shielding. An example for this is the background due to stored electron orig-
inating from radon α-decays. Secondly, due to the magnetic shielding most particles
from the wall will be suppressed, so that they contribute only sub-dominantly to the
rate suppression for different offset voltages. The magnetic field will lead electrons
from the wall to hit the wire electrode, whereas secondary electrons emitted from
the wires will have an unobstructed trajectory towards the sensitive flux tube. The
wire electrode can only screen secondary emission from the tank. However, with the
symmetric magnetic field these are already highly suppressed due to the magnetic
shielding. Thus the electric shielding seems to have a much lower effect on the back-
ground rate.
To investigate an optimized setting with regard to the background rate at the
detector, HV measurements with active wire shielding and symmetric magnetic field
(3.8 G) were done. As mentioned in chapter 2 the main spectrometer is equipped
with a LN2 cooled baﬄe system that strongly suppresses background due to radon
decays inside the sensitive volume of the flux tube. To investigate this, series of
measurements with warm and cold baﬄes were performed, allowing to discriminate
background contributions due to secondary electron emission and nuclear decays.
In figure 8.20 the projected rates for the measurements with warm and cold baﬄes
are shown. As 30 of 148 detector-pixels were cut-out in the analysis, we have to
upscale the rates by 20%. This results in an average rate of 893 mcps with warm
and 557 mcps with cold baﬄes for the full detector. If we assume a 100% efficiency
in suppressing background from radon for operating cold baﬄes, the average rate of
the cold-baﬄe measurement corresponds to the background due to secondary emis-
sion. Consecutively, we obtain an average background rate due to radon decays of
336 mcps.
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Figure 8.19.: Background rate as a function of the voltage offset voltage
between wire electrode and tank Three different magnetic field
settings were measured. Figure taken from [79].
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Figure 8.20.: Comparison of background rates for cold and warm baf-
fles Here, the rate projections for symmetric background measure-
ments with warm and cold baﬄes are displayed with a mean rate of
(743±4) mcps and (463±6) mcps, respectively.
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Figure 8.21.: Comparison of the radial background distribution with warm
and cold baﬄe Background rates are given per unit volume (m3).
Another possibility to (partly) discriminate the two background components is given
by their radial distribution at the detector. The background due to nuclear decays
originates exclusively from stored high-energetic electrons that are generated during
the decay and from subsequent processes in the daughter-atom (see section 3.2). In
the analyzing plane, the cyclotron radii of electrons with energies larger than 30 keV
(where the magnetic field drops to 380 µT) exceed 1.20 m. Thus, they can only be
stored in the inner parts of the flux tube, otherwise they would hit the wall due to
their large cyclotron radius and get absorbed there. Also, the inner flux-tube has
better storing conditions for high-energy electrons [170]. On the other hand, elec-
trons from secondary emission originate from the electrode surfaces. As outlined in
section 3.6, these electrons can reach the sensitive flux tube through radial drifts as
a result of non-axisymmetric magnetic field configurations. As their average radial
velocity is quite small, they will generate background at rather large flux tube radii,
by an ionization collision and thus are less likely to migrate to the inner parts of the
flux tube.
In figure 8.21 the radial distributions of both background components is visual-
ized. The background rate per unit volume as a function of the radius in the an-
alyzing plane is given. In the warm baﬄe measurement, the rate at small radii is
higher than for large radii, indicating the presence of background-producing stored
electrons. However the rate rises again in the last two radius-bins, showing the
contribution of the secondary electron emission to the background-rate. In the cold
baﬄe measurement the rate drops significantly for small radii, implying that there
are no longer any stored electrons present. The background rate rises again towards
the outer flux-tube, in agreement with the expectation that the background due to
secondary electron emission is unmodified by the LN2-cold baﬄe.
Finally, one can estimate the magnetic shielding factor for the 3.8 G setup. In
a measurement with warm baﬄe and 0 V wire-potential the rate was 1377 mcps.
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Figure 8.22.: Inter-arrival times between electrons for the measurements
with cold baﬄe for the symmetric magnetic field configuration with
HV applied.
If we subtract the expected background due to nuclear decays, the remaining rate
accounts to 1097 mcps. The average secondary electron emission rate is found to
be 145 - 175 electrons m−2 s−1. In view of the surface of the tank of 610 m, the
total secondary emission rate is expected to be (8.8 - 10.7)×104 per second over
the entire tank-surface. From this a magnetic shielding-factor of smag, measured =(8.0
- 9.7)×104 can be deduced which is in good agreement with the expectation of
smag, expected = 10
5 [141].
8.3.5. Multiplicity in background due to secondary electrons
Similarly to the measurements of secondary emission with asymmetric field, we now
discuss an analysis of inter-arrival times of background electrons during the cold-
baﬄe measurements.
As mentioned before, the average background rate at the detector was 463 mcps.
This corresponds to an average time of 2.16 s between two background electrons.
If we choose a time-window of 250 µs, we can again calculate the probability for
accidental coincidences to p = 1.16 × 10−4. This corresponds to an expectation of
0.8 accidental coincidences during a 4 h measurement.
Figure 8.22 shows the inter-arrival times of subsequent electrons in a 1 ms window
during the measurement. There is a total of 10 coincidences within an interval of
250µs, a number that clearly exceeds the expectation for accidental coincidences.
The average cluster rate accounts to 0.69 mcps. In figure 8.23 it is shown that all ten
events are double-electron events, where one electron follows another within 250µs.
The source of this double-hits remains unclear. If they are caused by stored
particles, the two electrons should lie on the same detector ring. In figure 8.24 the
pixels for two different double-events are shown. It is evident that the coincident
pixels can not originate from a stored particle. It is more likely that these double
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Figure 8.23.: Multiplicity of electron events with cold baﬄe, symmetric B-
field configuration with HV applied Measured electron-cluster-
sizes of background electrons within a 250µs-window from e-gun-gate-
valve.
events are secondary emission due to cosmic ray muons. In some interactions, a high
number of electrons can be emitted simultaneously where two of them are being able
to overcome the magnetic shielding to reach the detector in a relatively small time-
interval.
As a consequence, we observe a cosmic-induced non-Poissonian background-component
of 1.4 mcps at the detector under nominal conditions in the experiment (this is 1/7
of the nominal background rate). On the other hand, this result is reassuring with
regard to the operation of the LN2-cold baﬄe as no indication for a stored particle
background is discernible.
8.3.6. Impact of background due to secondary electrons on
KATRIN
The background characteristics observed in the main spectrometer strongly influ-
ences the neutrino mass sensitivity of KATRIN. If the experiment measures a num-
ber of N Poisson-distributed background events, the statistical uncertainty on m2ν¯e
scales approximately with σstat ∼ N 16 . However, there is a background component
with multiple background electrons which is not Poisson-distributed.
If these non-Poissonian background events would not be eliminated by a cut on the
inter-arrival times but would be included in the sensitivity calculation they can be
incorporated in two ways: by either a Gaussian distribution with a fixed average
rate including a broadening corresponding to the fluctuations, or by a a Gaussian
distribution with a fluctuating average, which would be the worst case for KATRIN.
In either case the statistical error of the measured neutrino mass σstat is obtained by
a fit of the theoretical integral β-spectrum to 104 simulated KATRIN-measurements
that assume mν¯e = 0. This ensemble test is implemented in the KaFit-program
package [181] which allows for easy use and manipulation of the input background
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(a) FPD-pixel 12, cold-baﬄe measurement (b) FPD-pixel 57, cold-baﬄe measurement
Figure 8.24.: Event topologies of double coincidences for cold baﬄes The
pixels are located on separate rings, discarding the hypothesis that
they were created by a single stored particle undergoing magnetron
motion.
rates.
Figure 8.25 shows the neutrino-mass sensitivity of KATRIN as a function of the
background-rate. It allows to compare the sensitivities of different background mod-
els. The original assumption is based on a purely Poisson-distributed background.
In addition the sensitivities with different non-Poissonian-components are shown. It
is evident that a non-Poissonian background component with a constant average of
the background rate would only slightly worsen the sensitivity of KATRIN, whereas
a background component with a non-constant average rate would seriously endanger
the sensitivity-goal.
In the case of multi-hit events as observed repeatedly throughout the SDS-I mea-
surement, a simple cut on the inter-arrival times of events of larger than 250 µs
(or longer, depending on the integral measurement time) suffices to eliminate these
rather dangerous background classes.
8.4. Field emission measurements at the main spec-
trometer
In 3.3.4 it was discussed that cold field emission of electrons from electrodes elevated
on a high negative potential can occur as a source of strong background in the ex-
periment. During the SDS-I-commissioning phase this effect was observed already
during the early measurements, as soon as the offset voltage applied to the wires
exceeded −160 V.
The effect is visible with asymmetric magnetic field setting as well as with symmetric
setting. In figure 8.26(b) map of the pixel rates for of an early measurement run
is shown. It is notable that the field emission mainly originates from two ring-like
structures. As shown in figure 8.26(a) these areas of high rate coincide with the po-
sition of the wire electrode holding structures. This fact was used to align the FPD
with respect to the spectrometer axis. In the scope of this thesis it is nevertheless
more interesting to study the nature of the field-emission electrons.
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In figure 8.27 the observed rate as a function of the offset voltage of the wires is
shown for an asymmetric setting. In the following we discriminate between the rate
of the pixels that directly map the holding structure, labeled with combs, and those
pixels that view an area that is shielded by the wire electrode, labeled wires. If
we analyze at the full rate, we see the typical, strong decrease at very small offset
voltages, where electrons from secondary emission are more and more shielded. Be-
tween 70 and 160 V a plateau of the rate is observed, where all secondaries from the
wall are suppressed and only the residual secondary emission of unshielded surfaces
remains. The steep increase of the rate at offset voltages exceeding 160 V is clearly
visible in the full and comb rate. Even the wire rate shows a small increase at high
offset voltages that is due to the presence of the so-called C-profiles that are part of
the wire module units. They connect the wire-spanning combs to give the electrode
units stability (they are on the same potential as the outer wires and the combs).
Analogous to chapter 7, the rates can be displayed in a F-N plot. This is done in
figure 8.28 where the same data is plotted as ln
(
Rate
∆U2
)
over 1
∆U
. In this form the
electric field at the emission location can be deduced by a linear fit to the data. The
fit yields an emission field strength of F =26.8 GV/m. This field strength seems
surprisingly high, therefore we will take a closer look at the emission geometry.
The holding structure for the wires is made of stainless steel. It features a rather
sharp edge that has a direct line of sight into the sensitive spectrometer volume. In
figure 8.29 a 3D-drawing of the so-called wire-combs and a test-notch is shown that
images the radius at the marked edge. The radius of the edge was measured to be
between 0.1 and 0.03 mm [182].
An electric field simulation for both edge radii and a 200 V voltage offset is shown
124
8.4. Field emission measurements at the main spectrometer
z[m]
-15 -10 -5 0 5 10 15
y[
m
]
-6
-4
-2
0
2
4
6
(a) magnetic field lines for an investigation of field emission
-110×5
1
2
10
20
210
210×2
01
2 3
4
5
678
9
10
11
12
13
14
15
16
17
1819
20
21
22
23
24 25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
4243
44
45
46
47
48 49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
6667
68
69
70
71
72 73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
9091
92
93
94
95
96 97
98
99
100
101
102
103
104
10
5
10
6
10
7
108
109
110
111
112
113
114115
116
11
7
11
8
119
120 121
122
123
124
125
126
127
128
12
9
13
0
13
1
132
133
134
135
136
137
138139
140
14
1
14
2
143
144 145
146
147
Rate (cps)
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Figure 8.26.: Characteristics of field emission from holding structures of
the inner electrode system In (a) the magnetic flux tube imaging
the comb structure (circle) of the inner electrode system shown. The
pixel view in (b) images the ring structures of the holding structures
of the electrode system via field emission from the wire combs. In
addition, two hot-spots are visible with a substantially elevated rate.
The potential offset between inner electrode and tank was -250 V in
this case.
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Figure 8.27.: Rate of background electrons from the spectrometer wall as
a function of the offset voltage of wires relative to the main
spectrometer tank In addition, a discrimination is made between
pixels that image the holding structure of the wire electrode directly
(combs) and pixels, where the holding structure and tank are screened
by the wires (wires).
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Figure 8.28.: F-N plot for high offset voltages applied to the inner electrode with an
asymmetric magnetic field configuration A to provoke field-emission.
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(a) 3D-CAD-drawing of the wire-combs (b) edge-negative in copper
Figure 8.29.: Pictures of the wire holding structure CAD-drawing of the
holding-structure of the wire-electrode (a) and test-notch used to esti-
mate the highlighted edge (b).
in figure 8.30. The electric field reaches a value of up to 0.3 MV/m near the edge.
The discrepancy between the simulated electric field strengths and the ones obtained
by the fit would imply exceedingly large surface enhancement factors of β = 105 to
106. Although the surfaces of the holding-structure of the wire-electrode are not
electro-polished, such surface enhancement factors border unphysical values. Prob-
ably this factor is due to the above-mentioned over prediction of the F-N theorem in
its elementary form when applied to large area emitters. In general, the successful
fitting of the data to the elementary form can be seen as a qualitative indicator that
field-emission is present.
As a result of these investigations the offset voltages applied to the inner electrodes
have to be set in such a way as to minimize the flux of incoming secondary electrons
from the wall as well as to minimize field electron emission.
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(a) field-simulation for an 0.03 mm edge
x [m]
-0.0014 -0.0012 -0.0010 -0.0008 -0.0006 -0.0004 -0.0002 0.0000 0.0002
y 
[m
]
4.7496
4.7497
4.7498
4.7499
4.7500
4.7501
4.7502
4.7503
4.7504
4.7505
e
l. 
fie
ld
 [M
V/
m]
0.02
0.04
0.06
0.08
0.10
0.12
(b) field-simulation for an 0.1 mm edge
Figure 8.30.: Electric field simulations of the wire combs Displayed is the
electric field strength as calculated by Kassiopeia near the edge of
the wire-combs. The wire electrode is on -200 V compared to the main
spectrometer tank. The radial distance between the edge and the tank
is 15 cm. Note the different scales in (a) and (b)
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T
he observation of neutrino oscillations has provided incontestable evidence
for non-zero neutrino masses. This evidence for physics beyond the SM is
a strong motivation for experiments to determine the absolute neutrino
mass scale and not only to infer mass splittings, as do oscillation studies.
The KATRIN experiment will determine the effective mass of the electron anti-
neutrino with a sensitivity of 200 meV (90%C.L.) by performing a precision mea-
surement of the tritium-β-spectrum close to the endpoint energy at 18.6 keV. The
experiment makes use of two MAC-E filter type spectrometers based on the principle
of magnetic adiabatic collimation with an electrostatic filter. To achieve the design
sensitivity, a background rate of 10 mcps is necessary.
Measurements at predecessor experiments revealed secondary electron emission caused
by environmental radiation and cosmic ray muons to account for the majority of the
expected background rate. It is therefore important to obtain a good understanding
of this background component in KATRIN as well.
The focus of this work has been on the development of methods and tools to study
the electromagnetic properties especially with regard to background electrons emit-
ted from the large 690 m2 inner spectrometer surface of the KATRIN spectrome-
ters. An important tool to understand complex background processes has been the
Kassiopeia software package. Without the detailed field calculation and particle
tracking options provided by Kassiopeia, the extensive test measurements with
different types of spectrometers could not have been analyzed. Whenever possible
Kassiopeia calculations were compared to measurement data as a complementary
tool to refine background models.
The thesis at hand thus provides a thorough study of the characteristics, the for-
mation as well as the complex transport mechanisms of secondary electrons in the
spectrometers. The main results of the interrelated work packages consisting of
simulations, models and measurements can be summarized as follows:
• For the first time, a complete description of the nature of secondary electron
emission following muon interactions in stainless steel sheets is presented. To
do so, geometry-related issues for complex electron trajectories and computa-
tions of scattering and attenuation processes were performed allowing to de-
compose different sources of secondary electron emission. A crucial role in this
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regard is played by transport mechanisms of secondary electrons enabling them
to penetrate electric and magnetic shielding mechanism of a MAC-E filter, and
this work allowed for the first time to understand the complex phenomena in
th KATRIN main spectrometer.
• This thesis has contributed significantly to providing new techniques for the
calculation of electric and magnetic fields in the experiment. Here, the focus
was put on methods that are highly suited to the computation of non-axially
symmetric field-contributions. The methods introduced for particle-tracking
allowed for the first time for a precise qualitative and quantitative study of
secondary electrons in the KATRIN experiment.
• In addition to these works, measurements with dedicated muon detector sys-
tems were performed at the monitor and main spectrometer. Special interest
and care was given to signal-processing and the uncertainties related to it.
This work is the first to consider variations of the cosmic ray flux due to at-
mospheric conditions with regard to a time-dependent secondary emission rate
for direct neutrino mass experiments at sea level.
• An ensemble of interconnected test measurements was carried out at the mon-
itor and main spectrometer to obtain a reliable estimate of the absolute sec-
ondary electron emission rate induced by muons and to characterize these
background events by their energy- and angular-distributions and multiplicity.
The measurements give clear proof that secondary electron emission is induced
dominantly by muons and not by intrinsic or environmental radioactivity of or
around the spectrometer vessel. The distinct, non-Possion-distributed emis-
sion time characteristics of this background class can have an impact on the
KATRIN sensitivity if left unconsidered.
The works of this thesis are of vital importance in optimizing the active suppression
methods against background due to cosmic-induced secondary electron emission. It
could be demonstrated that the vast majority of secondary electrons from the ves-
sel wall is of low energy (E < 20 eV) nature and, somewhat counterintuitive but
fully supported by trajectory calculations, able to overcome the magnetic shielding
by adiabatic drift (see 3.6). Also, a first hint of the correlation of the secondary
emission rate with the flux of cosmic ray muons could be provided.
With a limited electrostatic shielding factor due to the not yet fully-functional wire
electrode, and with non-existing shielding of the holding structures if the inner wire
electrode, the secondary emission dominates the background rate with a value of of
∼560 mcps, of specific interest in this context is a small but distinct non-Poissonian
component that amounts to 1.4 mcps for normal operation conditions. In the case,
that this non-Possion-distributed component would be left unconsidered, it would
lead to a noticeable reduced sensitivity of KATRIN. Once the wire electrode is fully
operational, however, the remaining background due to secondary electrons from
walls is expected to drop by a factor of 10.
Analyses reveal, a total background of ∼60 mcps would still remain, which is consid-
erably larger than the design goal of KATRIN. Further suppression of the secondary
electron emission from the vessel wall could be achieved by a stronger magnetic
shielding. This can either be done by increasing the minimum magnetic field in the
analyzing plane, which however would soften the energy resolution of the spectrom-
eter, or by minimizing of the magnetic stray fields from structural materials in the
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spectrometer hall by a system of compensation coils [183]. Finally, by application
of cyclic pulses of an electric dipole and a magnetic pulse the trapped electrons can
be ejected from the sensitive part of the flux tube.
To conclude, this thesis has provided crucial insight into one of the dominant back-
ground classes in electrostatic spectrometers; secondary electron emission following
muon interactions in the large spectrometer vessel. Only by combining an extensive
suite of test experiments with advanced modeling and simulation tools is it possible
to achieve the stringent limit of 10 mcps for background processes to measure the
fundamental mass scale of neutrinos with unprecedented sensitivity.
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A. Determination of
tritium-acitivity in the
pre-spectromter
To determine the tritium-flux from the DPS into the pre-spectrometer, a dedicated
measurement is planned. The pre-spectrometer will be set on -19 kV, to block
decay-electrons from the source. The main spectrometer will not be operated with
high-voltage, so that no background due to stored particles within it occurs. The
goal of the experimental setup will be the measurement of secondary electrons due
to particles that are stored in the pre-spectrometer. These will be caused by tritium-
decays inside the pre-spectrometer, allowing for a calculation of the tritium-partial-
pressure and -flux based on the secondary-rate.
A.1. Simulation
In order to estimate the fraction of secondary electrons that are able to reach the
detector and which factors influence this fraction, a tracking simulation was done.
Electrons with a typical secondary-electron spectrum (see figure A.1) were started
equally distributed in the volume of the pre-spectrometer. To save computation-
time, only the sensitive volume of the pre-spectrometer, which is determined by the
magnetic flux-tube that is mapped onto the detector, was considered. In figure A.2
a longitudinal-section of this volume is shown.
As the main spectrometer is not on high-voltage and the secondary electrons that
are created in the pre-spectrometer have energies around 19 keV, they show non-
adiabatic trajectories in areas of small magnetic field (≈550µT). The non-adiabatic
trajectories lead to electrons that do not follow the magnetic field-lines or suddenly
change their gyration-angle to the magnetic-field. Electrons affected by these effects
are not able to reach the detector as they either hit the spectrometer-wall or are
stored in the main spectrometer (see figure A.3)
To suppress these non-adiabatic effects, the magnetic field-strength in the analyzing
plane of the main spectrometer can be increased to 11 G. With the higher magnetic
field, more than 90% of the secondary electrons, created in the pre-spectrometer can
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Figure A.1.: Energy spectrum of secondary electrons created by stored electrons.
reach the detector. Only a small fraction of them gets absorbed on the wall of the
spectrometer, presumably due to their large cyclotron-radii.
A.2. Determination of tritium-activity
The mean electron-energy of a tritium-decay accounts to:
〈Ee〉 = 5.7 keV (A.1)
The number of secondary electrons is closely correlated with the energy of the pri-
mary electron [102]:
Ns ∼ Ee0,97±0,02 ⇒ 〈Ns〉 = 174 e− → 32 mcps ≡ R0 (A.2)
So, on average, 174 electrons are created per decay. This corresponds to a rate of
32 mcps over a time of 90 min, if the pressure is 10−11 mbar (this scales linear with
the pressure).
So if we measure a certain rate R at this pressure, the activity in the flux-tube
results to:
APS =
R
R0 ·
1
0.473
· 1
0.95
(A.3)
Using this result and the decay-constant of tritium λ (=3.568 109× 10−9 s), we can
calculate the number of tritium molecules NT2 in the sensitive volume of the pre-
spectrometer. And finally, derive the tritium density nT2 in this volume:
APS = λ ·NT2 ⇒ NT2 =
APS
λ
⇒ nT2 =
NT2
VPS
(A.4)
with VPS (=1.6954 m
3) denoting the volume of the flux tube in the pre-spectrometer.
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Figure A.2.: z − r-distribution of 105 simulated secondary-electrons in the pre-
spectrometer
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Figure A.3.: Simulated fates of secondary electrons“Detector”means they were
able to reach the detector,“Wall”means they hit the spectrometer walls,
“TrappedMS” means they were stored in the main spectrometer and
“TrappedPS” means they were stored in the pre-spectrometer. Trapped
particles will eventually reach the detector after they changed their
gyration-angle due to scattering.
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