Motivation: Being responsible for initiating transaction of a particular gene in genome, promoter is a short region of DNA. Promoters have various types with different functions. Owing to their importance in biological process, it is highly desired to develop computational tools for timely identifying promoters and their types. Such a challenge has become particularly critical and urgent in facing the avalanche of DNA sequences discovered in the postgenomic age. Although some prediction methods were developed, they can only be used to discriminate a specific type of promoters from non-promoters. None of them has the ability to identify the types of promoters. This is due to the facts that different types of promoters may share quite similar consensus sequence pattern, and that the promoters of same type may have considerably different consensus sequences. Results: To overcome such difficulty, using the multi-window-based PseKNC (pseudo K-tuple nucleotide composition) approach to incorporate the short-, middle-, and long-range sequence information, we have developed a two-layer seamless predictor named as 'iPromoter-2 L'. The first layer serves to identify a query DNA sequence as a promoter or non-promoter, and the second layer to predict which of the following six types the identified promoter belongs to: r 24 , r 28 , r 32 , r 38 , r 54 and r 70 . Availability and implementation: For the convenience of most experimental scientists, a userfriendly and publicly accessible web-server for the powerful new predictor has been established at http://bioinformatics.hitsz.edu.cn/iPromoter-2L/. It is anticipated that iPromoter-2 L will become a very useful high throughput tool for genome analysis.
Introduction
Promoters are short consensus sequences of DNA fragments at specific location, whose role is to initiate transcription of a particular gene. Bacterial promoters consist of a purine at the transcription start site (TSS), the hexamer TATAAT centered at À10, and another hexamer centered at À35 (Feklistov et al., 2014) . In Escherichia coli, there are several r factors in the RNA polymerase, each of which causes the RNA polymerase to initiate at a set of promoters Original Paper defined by the specific sequence positions of -35 and -10, and has the function of identifying the promoter and facilitating the binding of the RNA polymerase to the promoter. Each r factor has a certain function. For instance, r 24 and r 32 are associated with the heatshock response, r 28 is involved in the expression of flagellar genes during normal growth, r 54 is used for nitrogen metabolism, and r 70 is responsible for transcription of most genes under normal conditions (Janga and Collado-Vides, 2007; Potvin et al., 2008) . The types of promoters are defined by how the r factors identify the promoters. However, individual promoter usually differs from the consensus at one or more positions, and hence making it difficult to identify promoter through traditional experimental methods. Nevertheless, the evolutionary conservation of the consensus still plays a key role in promoter identification. Several computational methods have been proposed to overcome these difficulties. For example, based on the sequence-level conservation of hexamer segments, Li and Lin (2006) proposed a position-correlation scoring function (PCSF) to identify r 70 -promoter sequences. Introducing the variable window technique via the regular Z-curve method (Zhang, 1997; Zhang et al., 2003) , Song (2012) proposed an approach called 'variable-window Z-curve' to identify promoters. Two years later, by using DNA duplex stability as discriminative characteristic, an interesting method (de Avila e Silva et al., 2014) was developed to identify r 54 -and r 28 -promoters. Meanwhile, based on the PseKNC (Chen et al., 2014c) , an extended version of PseAAC (Chou, 2001) for dealing with DNA/RNA sequences, Lin et al. (2014) proposed a predictor called 'iPro54-PseKNC' to identify r 54 -promoters. All the aforementioned methods did play admirable roles in stimulating the development of this important field, but they were designed for identifying a specific type of promoter. In other words, each of them is actually a binary classifier. In this study, we are to develop a two-layer predictor: its first layer can be used to identify a DNA sequence as a promotor or non-promoter; its second layer used to identify which type of the identified promoter is. In the last decade or so, various two-layer predictors such as MemType-2 L (Chou and Shen, 2007a) , NR-2 L (Wang et al., 2011) , GPCR-2 L (Xiao et al., 2011a) , Quat-2 L (Xiao et al., 2011b) , iAMP-2 L (Xiao et al., 2013) , iEnhancers-2 L (Liu et al., 2016a) and 2 L-piRNA (Liu et al., 2017d) were developed for identifying different types or functions of membrane proteins, nuclear receptors, G-protein-coupled receptors, quaternary proteins, antimicrobial peptides, enhancers and piwi-interacting RNAs among many others (see, e.g. Chen et al., 2012; Han et al., 2014) . To our best knowledge, however, so far there is no two-layer promoter predictor whatsoever that can be used to identify promoters and their types as well. This study was initiated in an attempt to fill such an empty area.
Materials and methods

Benchmark dataset
According to Chou's five-step rules and complied by a series of recent investigators (see, e.g., (Chen et al., 2016b; Feng et al., 2017; Jia et al., 2016d; Liu et al., 2015a Liu et al., , 2017a Xu et al., 2013b Xu et al., , 2014a , to develop a useful statistical predictor for a biological system, the first important thing is to construct or select a good benchmark dataset to train the model and an independent benchmark dataset to test it. But as elucidated in (Chou and Shen, 2007b) , if the model is to be tested by the jackknife or K-fold crossvalidation (where K represents any integer) tests (Chou and Zhang, 1995) , there is no need at all to artificially separate a benchmark dataset into two: one for training and one for testing. In other words, one good benchmark dataset would suffice. Why? Because the result obtained by the jackknife or K-fold cross-validation test is actually a combination from an array of independent dataset tests (Chou and Shen, 2007b) .
To construct a high-quality benchmark dataset, all the promoter samples in this study were collected from the experiment-confirmed ones (each with 81 bp) as collected in RegulonDB (version 9.3) (Gama-Castro et al., 2016) . Furthermore, to remove redundancy and reduce homologous bias, the CD-HIT software (Li and Godzik, 2006) was used to ensure that none of the samples included has ! 0.8 pairwise sequence identity to any other in a same type of promoters.
The non-promoter sequences were randomly extracted from the middle regions of long coding sequences and convergent intergenic regions in E.coli K-12 genome (Lin et al., 2014 (Lin et al., , 2017 . The nonpromoter samples are also of 81 bp, with the same length as of the promoter samples. Likewise, the same cutoff procedure was used to ensure that none of the non-promoters included has !0.8 pairwise sequence identity to each other.
For clarity, the benchmark dataset S thus obtained is formulated by
where S þ is the positive set containing 2, 860 promoter samples, while S À is the negative set also containing 2, 860 non-promoter samples. The symbol [ denotes the 'union' in the set theory. As we can see from Equation (1) respectively. The codes of all these samples as well as their detailed sequences are given in Supplementary Material S1.
Sample formulation with multi-window-based PseKNC
With the avalanche of biological sequences occurring in the postgenomic age, one of the most challenging problems in computational biology is how to formulate them with a discrete model but meanwhile being able to keep some useful sequence order or pattern information. To address this problem, the concept of PseAAC (Chou, 2001) was proposed. Since then, various different modes PseAAC were developed (see, e.g. Ahmad et al., 2016; Esmaeili et al., 2010; Hajisharifi et al., 2014; Kumar et al., 2015; Liu et al., 2013; Meher et al., 2017; Mohabatkar et al., 2011; Nanni and Lumini, 2008; Rahimi et al., 2017) and a long list of references cited in Chou, 2009) . Encouraged by the successes of PseAAC for protein/ peptide sequences, its extended version called PseKNC (pseudo Ktuple nucleotide composition) was also proposed (Chen et al., 2014c (Chen et al., , 2015c Liu et al., 2015c Liu et al., , 2016b to deal with DNA/RNA sequences (Chen et al., 2015b) for various problems in genome analyses (see, e.g. Chen et al., 2013; Kabir and Hayat, 2016; Liu et al., 2017a; Qiu et al., 2014) as well as a long list of references cited in two recent papers (Chou, 2017; Liu et al., 2017b) .
In this study, we are to introduce a different mode of PseKNC, the so-called 'multi-window-based pseudo K-tuple nucleotide composition' or 'multi-window-based PseKNC', which is actually an extension of the flexible-sliding-window approach used to predict signal peptides and their cleavage sites (Chou and Shen, 2007c; Shen and Chou, 2007) . The concrete procedures are as follows.
Each of the DNA samples in the benchmark dataset [cf. Equation (1) and Supplementary Material S1] can be expressed as
where
Suppose a sliding-window (Chou and Shen, 2007c; Shen and Chou, 2007 ) is expressed by n; d ½ , where n denotes the width of the window and d its step. For the DNA sample as given in Equation (2), the total number of the fragments generated by sliding n; d ½ along its sequence is given by
where the symbol INT denotes an "integer-cutting operator" meaning to take the integer part of the quantity within the brackets right after it, L ¼ 81 is the length of the original sample. For example, substituting L ¼ 81, n ¼ 8 and d ¼ 3 into Equation (4), we obtain g ¼ 25. In other words, using the sliding window of [8, 3] on the DNA sample of Equation (2), we can obtain an array of 54 DNA fragments.
For each of the 25 sub-sequences, we can define a PseKNC vector given by (Chen et al., 2014c )
where (Chen et al., 2015b )
In the above equation, f KÀtuple u is the uth component of the K-tuple nucleotide composition for the sub-DNA sample; the parameter w denotes the weight factor; k represents the highest counted rank of the correlation along the DNA sub-sequence (Liu et al., 2015c) ; and
where the correlation factor HðN i N iþ1 ; N iþj N iþjþ1 Þ is given by
where U is the number of physicochemical properties considered; P v R i R iþ1 ð Þis the numerical value of the v-th physicochemical property for the dinucleotide at position i. In this study, six physicochemical properties (Rise, Roll, Shift, Slide, Tilt and Twist) for the DNA dinucleotides are used. There are a total of 4 Â 4 Â 6 ¼ 96 physicochemical property values, which can be obtained from (Chen et al., 2013) . But note that when substituting the original physicochemical property values into Eq.8, they were subjected to a standard conversion according to the following equation (Chou and Shen, 2006) 
where the P v ðN i N iþ1 Þ is the original value of the v-th DNA physicochemical property of the dinucleotide N i N iþ1 at position i; the symbol h i means the average value of the quantity therein for 4 Â 4 ¼ 16 different dinucleotides, and SD denotes the corresponding standard deviation. The advantage to carry out the standard conversion is that the converted values obtained by Equation (9) will have a zero mean value over the 16 different dinucleotides, and will remain unchanged if they go through the same conversion procedure again (Chou and Shen, 2007b) . The 96 physicochemical indexes obtained via Equation (9) can be found in the paper (Chen et al., 2013) as well.
As we can see from above, the sub-sequence D(sub) of Equation (5) is well defined by a vector with 4 K þ k pseudo components.
Since there are g sub-sequences [cf. Equation (4)] for a sample of Equation (2), by concatenating the corresponding g vectors, the sample is finally defined by a vector of g Â ð4 K þ kÞ pseudo components.
Optimizing imbalanced training datasets
As we can see from the text under Equation (1) (Jia et al., 2016c; Liu et al., 2015d; Xiao et al., 2015) . Therefore, it is important to find an effective approach to optimize the imbalanced training dataset and minimize this kind of bias consequence. To realize this, we took the following procedures in this study. We used the IHTS (inserting hypothetical training samples) treatment to add some corresponding hypothetical or theoretical promoter samples into the subsets that are smaller than the largest one, making each of them contain exactly the same number of samples as the largest one. The details of how to generate the theoretical promoters for each promoter type have been elaborated in (Jia et al., 2016d) and hence there is no need to repeat here. By doing so, we can generate five new subsets that have the same size as S þ r 70 À Á ; i.e.
where the symbol k k means taking the total number of the samples for the set therein. Note that the theoretical samples generated via the IHTS treatment can only be expressed by their feature vectors as defined in Equation (5), but not the real DNA segment samples as given in Supplementary Material S1. To do so, however, is perfectly fine since the data directly used to train a predictor are actually the samples' feature vectors but not their sequence codes. This is the key to optimize the training dataset by the size-balancing approach, and its rationale of such an approach will be further elucidated later.
Random forest
Random forest (RF) is one of the most popular and powerful machine learning classifiers. It has been widely used in many fields of computational biology (see, e.g. Jia et al., 2015 Jia et al., , 2016a The formulation of RF and the detailed procedures in using it have been clearly described in (Breiman, 2001) , and hence there is no need to repeat here. In this study, the Scikit-learn (Pedregosa et al., 2011) was used as the implementation of the RF algorithm with command line 'RandomForestClassifier(criterion¼'gini', max_ features¼ 'sqrt', min_samples_split ¼ 2, min_samples_leaf ¼1, F ¼ optimized value)', where the optimized values of the parameter F (the number of trees in the forest) were 1900, and 800 for the first layer and second layer, respectively.
The predictor's workflow
The predictor established via the aforementioned procedures is named as 'iPromoter-2 L', where 'iPromoter' stands for 'identification of promoters', and '2 L' for 'two layers'. The first layer serves to predict whether a query DNA sequence sample is of promoter or not, while the second layer is used to further identify which type the identified promoter belongs to. The model in the first layer was trained by the dataset S of Equation (1), while the model in the second layer trained by the balanced datasets in Equation (10). Illustrated in Figure 1 is a flowchart to show how the two seamless models are working.
Target cross-validation
In this study, the 5-fold cross-validation (Chou and Zhang, 1995) was adopted to evaluate prediction quality. When conducting the cross-validation for the second-layer model, however, some special consideration is needed. This is because after the ITHTS treatments (Jia et al., 2016d) theoretical promoters, and so forth. It would be perfectly rational to use such a datasets to train a predictor, but not for validation. This is because the validation should be carried out against all the experiment-confirmed samples in the benchmark dataset but not the theoretical samples added later. Such validation is called 'target cross-validation', meaning the validation is targeting on experimentconfirmed data only rather than theoretical ones. As for how to carry out the target cross validation, refer to the papers (Jia et al., 2016c,d) , where a detailed step-by-step guide was provided, and hence there is no need to repeat here.
Performance evaluation metrics
To provide a set of more intuitive and easier-to-understand scales for measuring the prediction quality, the Chou's criterion used in predicting signal peptides was adopted in this study. According to that criterion, the prediction quality for the promoters and their types can be defined by the following four metrics (Feng et al., 2013) Sn
where i ¼ 1; 2; Á Á Á ; M, and Sn, Sp, Acc, and MCC represent the sensitivity, specificity, accuracy, and Mathew's correlation coefficient, respectively (Chen et al., 2007) , M is the total number of classes considered for the system, and i denotes the i-th class or type therein. Thus, for the first-layer prediction, we have M ¼ 2 and i ¼ 1 or 2 for promoter or non-promoter, respectively.
For the second-layer prediction, we have M ¼ 6 and i ¼ 1; 2; 3; 4; 5; or 6 for r 24 , r 28 , r 32 , r 38 , r 54 , or r 70 promoters, respectively.
In the metrics of Equation (11), N þ i ð Þ is the total number of the samples investigated in the i-th class, whereas N þ À ðiÞ is the number of the samples in N þ i ð Þ that are incorrectly predicted to be of other class; N À ðiÞ is the total number of samples in any class but not the ith class, whereas N À þ ðiÞ is the number of the samples in N À ðiÞ that are incorrectly predicted to be of the ith class. Owing to their intuitive merit, the metrics of Equation (11) have been widely used to study many different problems in genome and proteome analyses (see, e.g. (Chen et al., 2014a (Chen et al., , 2015a Ding et al., 2014; Jia et al., 2016e,f; Liu et al., 2015b Liu et al., , 2016a Qiu et al., 2016b) .
It is instructive to point out, however, the set of equations defined in Equation (11) is valid only for the single-label systems in which each sample belongs to one and only one class. For the multilabel systems where some samples may simultaneously belong to two or more classes, a completely different set of metrics as defined in (Chou, 2013) is needed. The multi-label systems have been increasingly found in system biology (Chou et al., , 2012 Cheng et al., 2017a; Wu et al., 2011) and system medicine (Cheng et al., 2017b,c,d,e,f; Qiu et al., 2016b; Xiao et al., 2013) .
Results and discussion
Determination of parameter
It can be seen from Sections 2.2 and 2.4 that the feature vector used to define the DNA sample contains five parameters n, d, K, k, and w, and that the RF algorithm used to run the prediction contains a parameter F. In this study, their ranges can be formulated as follows Fig. 1 . A flow chart to show how the iPromoter-2 L is working, where Dataset-1 means the first sub-equation of Equation (1), and Dataset-2 means the dataset formed by the subsets in Equation (10) And their final values are given in Table 1 that were determined via the procedures of optimizing the prediction quality as done in (Jia et al., 2015 (Jia et al., , 2016b Qiu et al., 2016b Qiu et al., , 2017b Xiao et al., 2016) . As we can see from Table 1 , the metrics scores for the 1st-layer predictor obtained by the 5-fold cross-validation test are nearly the same as those by the jackknife test. Accordingly, to reduce the computational time in this study, only the 5-fold cross-validations were adopted to estimate the metrics scores for the secondnd-layer predictor.
Comparison with the existing methods
Listed in Table 2 are the success rates reported by the four state-ofthe-art methods (de Avila e Silva et al., 2014; Li and Lin, 2006; Lin et al., 2014; Song, 2012) in identifying the promoters. As we can see from the table, the scores achieved by the iPrometer-2 L predictor proposed in this paper are higher than its cohorts in all the four metrics. Particularly, the current predictor can go one step deeper to discriminate the identified promoter among the six different types indicated in Equatio (1). This is beyond the reach of the other four predictors.
An incisive analysis
Why can the new predictor be so powerful? To address this problem, let us consider the conservation profiles of nucleic acid residues along the DNA samples of Equation (2), as shown in Figure 2 . As we can see from its panel (a), compared with the non-promoters, the profile of promoters has two distinct regions with remarkably higher conservation scores in the ranges of (À13 to À4) and (À1 to 2). Therefore, it is feasible to develop a predictor by the existing approaches to discriminate promoters from non-promoters as done by many previous investigators (see, e.g. de Avila e Silva et al., 2014; Li and Lin, 2006; Lin et al., 2014; Song, 2012) . In the conservation profiles for the six different promoter types (Fig. 2b) , however, there are many overlap regions. Therefore, it is not feasible to develop an effective predictor for identifying different types of promoters by only consider the local or short-range information with the kmer approach. In other words, some additional information is needed. Actually, in developing the iPro54-PseKNC predictor (Lin et al., 2014) , the authors did consider both the local and global effects with the PseKNC approach (Chen et al., 2014c) . That is why it can achieve better prediction quality than the other predictors as shown in Table 2 . Stimulated by these authors' approach, in this study we not only considered the short-and long-range effects but also the middle-range information by introducing the multiwindow-based PseKNC approach. That is the essence why the proposed predictor not only can achieve remarkably better results than the existing methods in identifying promoters but also have the ability to discriminate their types, which is beyond the reach of its cohorts.
Web server and user guide
As pointed out in (Chou and Shen, 2009 ), user-friendly and publicly accessible web-servers represent the future direction for developing practically more useful predictors or any computational tools. Actually, theoretical papers with web-servers (Chen et al., 2014b (Chen et al., , 2016a (Chen et al., , 2017 Jia et al., 2016a; Liu et al., 2017c; Qiu et al., 2016a Qiu et al., ,c, 2017a Xiao et al., 2016; Xu et al., 2014b Xu et al., , 2017 Zhang et al., 2016) are much more attractive to broad experimental scientists (Chou, 2015) . In view of this, the web-server for iPromoter-2 L has been established. Furthermore, to maximize the convenience of most experimental scientists, below is a step-by-step guide by which users can easily get their desired results without the need to go through the mathematical details.
Step 1. Click the link at http://bioinformatics.hitsz.edu.cn/ iPromoter-2L/ to open the web-server iPromoter-2 L. Shown in Figure 3 is its top-page. To see a brief introduction about the predictor, click on the Read Me button. Table 1 . The prediction quality of iPromoter-2 L as measured by the four metrics of Equation (11) The parameters used for the first-layer sub-predictor are n ¼ 8, F¼ 1900. b The parameters used in the second-layer sub-predictor are n ¼ 8,
See Equation (11) for the definition of the metrics. The predictor reported (Li and Lin, 2006 ) based on hexamers. The predictor reported (Song, 2012) with parameter n ¼ 4095, P ¼ 600. 
1900.
g Ability to identify which of the six promoter types in Equation (1).
Step 2. Either type or copy/paste the query DNA sequences into the input box at the center of Figure 3 . You may also upload your input via the Browse button. The input sequence should be in the FASTA format. For the examples of sequences in FASTA format, click the Example button right above the input box.
Step 3. Click on the Submit button to see the predicted result. For example, if you use the three query DNA sequences in the Example window as the input, in 30 seconds or so after submitting, you will see the following outcomes shown on the screen: (i) the first query sequence is of non-promoter; (ii) the second query sequence is of r 24 -promoter; (iii) the third query sequence is of r 70 -promoter.
All these predicted results are fully consistent with experimental observations.
Step 4. Click the on Supporting Information button to download the benchmark dataset used in this study.
Step 5. Click on the Citation button to find the relevant papers that have played the key roles in developing the iPromoter-2 L predictor. Fig. 2 . The conservation profile or distribution generated by the method in (Schneider and Stephens, 1990) for (a) the promoter samples and non-promoter samples in S, and (b) the six types of promoter samples in S þ Fig. 3 . A semi screenshot to show the home page of the web server iPromoter-2 L. at http://bioinformatics.hitsz.edu.cn/iPromoter-2L/
