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We theoretically investigate spin-wave propagation through a magnetic metamaterial with spatially modulated
Dzyaloshinskii-Moriya interaction. We establish an effective Schrödinger equation for spin waves and derive
boundary conditions for spin waves passing through the boundary between two regions having different
Dzyaloshinskii-Moriya interactions. Based on these boundary conditions, we find that the spin wave can be
amplified at the boundary and the spin-wave band gap is tunable either by an external magnetic field or the
strength of Dzyaloshinskii-Moriya interaction, which offers a spin-wave analog of the field-effect transistor in
traditional electronics.
DOI: 10.1103/PhysRevB.96.184433
I. INTRODUCTION
The Dzyaloshinskii-Moriya interaction (DMI) is the an-
tisymmetric component of quantum mechanical exchange
interaction in magnetic systems [1,2]. Three prerequisites of
the DMI are the exchange interaction, the spin-orbit interac-
tion, and the inversion symmetry breaking. All these three
prerequisites are simultaneously satisfied in material systems
such as B20 structures [3–5] and ferromagnet/heavy metal
bilayer structures [6–12]. The DMI affects the equilibrium
spin texture and consequently magnetization dynamics by
stabilizing chiral domain walls [13–16] or magnetic skyrmions
[17–23]. The DMI also causes the nonreciprocal spin-wave
propagation [24–26], which is widely used to estimate the
strength of DMI [27–31]. Recent works found that the
DMI effect on the spin-wave propagation can also result in
unidirectional caustic beams [32], spin-wave diodes [33], and
spin-wave fibers [34], opening rich spin-wave physics and
wide applications in functional devices based on spin waves.
The magnonic crystal is a magnetic metamaterial with
alternating magnetic properties that serve as periodic potential
for spin waves passing through it [35–48]. As spin waves,
the collective precessional motion of localized electron spins,
do not involve the motion of electrons, magnonic devices
avoid Joule heating and thus allow low-power computing
[36,38,46,47]. Moreover, their wave properties provide distinct
functionalities [49–53] such as multi-input/output (nonlinear)
operations [54,55]. Despite their attractive features, however,
magnonic devices suffer from a small on/off ratio of spin-wave
signal. We note that in traditional electronic logic devices
based on field-effect transistors, the source-drain current
substantially varies by a gate voltage. For practical use of
magnonic devices, therefore, it is of critical importance to
largely modulate spin-wave signals for a given spin-wave
frequency. For this purpose, a possible way is to modulate the
spin-wave band gap by an external means; for a given spin-
wave frequency, opening/closing the band gap at the frequency
offers a large change in the signal of propagating spin waves
through a magnonic crystal. In this work, we theoretically
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demonstrate that magnonic crystals with alternating DMI show
an efficient modulation of spin-wave signal. We consider the
interfacial DMI present in ferromagnet/heavy metal bilayers
but the working principle is also applicable to arbitrary DMI
symmetries, including the bulk DMI in B20 structures, by
rotating the DM vector.
We first focus on a magnetic thin film with a vanishing
demagnetization effect, which is experimentally achievable
by tuning the thickness of a thin film having the surface
perpendicular anisotropy. In such thin film structures, a spatial
modulation of interfacial DMI can be realized by a local
gating [56], a local modulation of the interface between
ferromagnetic layer and heavy metal layer [57–59], or a local
variation of the heavy metal thickness [60]. For a magnonic
crystal with spatially modulated DMI, we establish an effective
Schrödinger equation for spin waves and derive spin-wave
boundary conditions at the boundary between two regions
having different DMI values. With these boundary conditions,
we construct a spin-wave version of the Kronig-Penny model
[61], which is a simplified model for an electron in a one-
dimensional periodic potential. At the end of this paper, we
show that our finding, an efficient tunability of spin-wave
band gap in DMI-modulated magnonic crystals, also holds
for magnetic thin films with a finite demagnetization effect.
II. ANALYTICAL AND NUMERICAL RESULTS
A. Boundary condition
Let us consider a one-dimensional magnetic thin film where
the magnetization m is allowed to vary in x direction. In this
system, the magnetic energy density W reads
W = A(∂xm)2 − D(x)m · (yˆ × ∂xm) − MSm · H, (1)
where ∂x ≡ ∂/∂x, A is the symmetric exchange constant,
D(x) is the DMI constant that is spatially inhomogeneous
along the x direction, yˆ is the unit vector along the perpendic-
ular to both spin-wave propagation direction (i.e., xˆ) and the
thickness direction zˆ,MS is the saturation magnetization, and
H is the external magnetic field applied in the film plane.
Here we assume that the only DMI is inhomogeneous by
interface engineering. The corresponding equation of motion
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is the Landau-Lifshitz-Gilbert (LLG) equation, given as
∂m
∂t
= γ
MS
m × δW
δm
+ αm × ∂m
∂t
, (2)
where α is the damping, m = m0 + δm, m0 is the position-
independent magnetization, δm = (0,sθ ,sφ) is the spin-wave
contribution in the spherical coordinate (s2θ  1,s2φ  1), and
θ and φ are the polar and azimuthal angles, respectively.
Neglecting the damping, we obtain the effective one-
dimensional Schrödinger equation for spin-wave wave func-
tion ψ(= sθ + isφ) from the LLG equation as
ih¯
∂ψ
∂t
= ˆHψ =
[
pˆ2x
2m∗
− (m0 · yˆ)
h¯
αD(x)pˆx
− (m0 · yˆ)
2i
∂αD(x)
∂x
+ γ h¯μ0H
]
ψ, (3)
where pˆx(≡ −ih¯∂/∂x) is the momentum operator, m∗(≡
h¯MS/4γA) is the effective spin-wave mass, αD(x)/h¯(≡
2γD(x)/MS) is the DM velocity for spin waves, and γ is the
gyromagnetic ratio. We note that the third term in the bracket
of Eq. (3) is essential for ˆH to be a Hermitian operator. For
a system with homogeneous DMI [i.e., ∂αD(x)/∂x = 0] and
in the absence of the external field, Eq. (3) reproduces our
previous result [62].
From the continuity of wave function and integration Eq. (3)
for x, we obtain the boundary conditions for spin-wave wave
function ψ at the boundary between two regions (i.e., D = D1
for x < 0 and D = D2 for x  0) as
ψ1(x = 0) = ψ2(x = 0), (4)
dψ1
dx
∣∣∣∣
x=0
− dψ2
dx
∣∣∣∣
x=0
= i 	D
2A
(m0 · yˆ)ψ(x = 0), (5)
where 	D = D2 − D1. We note that the second boundary
condition [Eq. (5)] describes the effect of a DMI step on spin
waves, originating from the gradient of DMI inH.
In order to verify the boundary conditions to the spin-wave
propagation through a DMI step, we consider a plane spin
wave and m0 = yˆ, the incident (ψI ) and reflected (ψR) waves
in the region 1 where D = D1, and the transmitted (ψT ) wave
in the region 2 where D = D2 are given as
ψI = I eik1x, ψR = A0e−ik2x, ψT = B0eik3x, (6)
where I, A0, and B0 (k1, k2, and k3) are the spin-wave ampli-
tudes (wave numbers) of incident, reflected, and transmitted
waves, respectively. From the spin-wave dispersion in each
region,
ω = γμ0(Jk2 − D∗i k + H ), (7)
where J = 2A/μ0MS and D∗i = 2Di/μ0MS of the ith region
(i = 1,2), combined with the boundary conditions, we obtain
A0/I and B0/I , given as
A0
I
=
√(D∗1 )2 + 4JH ∗ −√(D∗2 )2 + 4JH ∗√(D∗1 )2 + 4JH ∗ +√(D∗2 )2 + 4JH ∗ , (8)
B0
I
= 2
√(D∗1 )2 + 4JH ∗√(D∗1 )2 + 4JH ∗ +√(D∗2 )2 + 4JH ∗ , (9)
FIG. 1. (a) Coordinate system and schematic illustration of spin-
wave transmission and reflection at a DMI step. (b) The ratio of
transmitted spin wave (B0) to incident spin wave (I ) as a function
of D2. Parameters: the saturation magnetization Ms = 800 kA/m,
the exchange stiffness A = 1.3 × 10−11 J/m, the DMI of the region
1 D1 = 2 mJ/m2, the external field H applied along the y axis =
0.5 T, the Gilbert damping α = 0.01, and the unit cell size along the
spin-wave propagation direction = 2 nm.
where H ∗ = ω/γμ0 − H . One finds from Eqs. (8) and (9) that
the current conservation holds, i.e., R + T ≡ 1, where R =
|A0
√|vR/vI |/I |2 and T = |B0
√|vT /vI |/I |2. Here, vI , vR ,
and vT are the group velocities of incident, reflected, and trans-
mitted waves at x → 0, respectively. The current conservation
justifies the boundary conditions. Moreover, Eq. (9) shows
B0/I > 1 when |D1| > |D2|, i.e., the spin-wave amplification
at a DMI step. Numerical simulations based on the LLG
equation quantitatively reproduces Eq. (9) (Fig. 1), also
justifying the validity of the boundary conditions.
B. Kronig-Penny model
We next establish a spin-wave version of the Kronig-Penny
model. We consider a one-dimensional magnonic crystal with
a periodic DMI modulation:
Region 1 : D(x) = D1, na < x  (n + 1/2)a,
Region 2 : D(x) = D2, (n + 1/2)a < x  (n + 1)a,
(10)
where n = 0,1,2, . . . , and a/2 is the width of a homogeneous
DMI region. Based on the boundary conditions [Eqs. (4) and
(5)] and the Bloch’s theorem, we obtain an equation for a
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spin-wave version of the Kronig-Penny model as
cos
(
ka + D
∗
1 + D∗2
4J
a sin θ
)
= cos aμ
2
cos
aν
2
− μ
2 + ν2
2μν
sin
aμ
2
sin
aν
2
, (11)
where
μ =
√
(D∗1 sin θ/2J )2 + H ∗/J ,
ν =
√
(D∗2 sin θ/2J )2 + H ∗/J . (12)
Here θ is the angle between the magnetization m0 and the
spin-wave propagation direction xˆ. Equation (11) allows us
to identify the necessary conditions for finite spin-wave band
gaps. When θ = 0 (i.e., m0 is aligned in the x axis), μ and ν
are identical so that the right-hand side of Eq. (11) becomes
cos (μν); i.e., no spin-wave band gap is expected except for the
first forbidden spin-wave band that originates from the external
field H and ranges from zero to a finite spin-wave frequency.
When θ = 0 and |D1| = |D2|, in addition to the first forbidden
band, there are always multiple frequency ranges in which the
absolute value of the right-hand side of Eq. (11) is greater than
the unity. These frequency ranges correspond to the additional
spin-wave band gaps.
C. Tunability of spin-wave band gaps
In Fig. 2, we summarize the spin-wave forbidden and
allowed bands for various parameters. Key features of the
spin-wave bands are as follows. The allowed bands become
narrower with increasing the lattice constant a [Fig. 2(b)], like
results for magnonic crystals constructed with patterned defect
structure [40], because the width of the DMI-induced potential
barrier for spin waves increases. A similar narrowing of the
allowed bands occurs as the angle θ increases from 0 to π/2
[Fig. 2(c)], because the DMI contribution to the spin-wave
energy is proportional to sin θ . For a fixed D1, a larger |	D|
also results in narrower allowed bands [Fig. 2(d)], because
the height of the potential barrier for spin waves increases.
The angle variation shown in Fig. 2(c) can be realized by
rotating the equilibrium magnetization m0 by means of an
external magnetic field. The injection of an in-plane current
should also work for this purpose as it generates spin-orbit
torque in ferromagnet/heavy metal bilayers [63,64]. The DMI
variation shown in Fig. 2(d) can be also realized by a local
gating [56] that modifies the DMI locally. We note that in
all cases, the change in the spin-wave band structure can
be very large; e.g., the width of the second forbidden band
in Fig. 2(c) varies from ≈0 GHz at θ = 0 to 5 GHz at
θ = π/2. We note that such a large change in the band gap
is obtained not only for an abrupt variation of DMI (Fig. 2),
but also for a much smoother sinusoidal variation of DMI (not
shown). Therefore, one enhances the on/off ratio of spin-wave
signals substantially by locating the spin-wave frequency in
the frequency ranges in which the band gap varies with θ
or |	D|. This efficient tunability of the spin-wave band gap
in DMI-modulated magnonic crystals is able to mimic the
field-effect transistors in traditional electronics.
FIG. 2. (a) Coordinate system and schematic illustration of a
magnonic crystal with alternating DMI. (b) The spin-wave frequency
versus the lattice constant a of an alternating DMI region (θ = π/2,
D1 = 0 mJ/m2, and D2 = 2 mJ/m2). (c) The spin-wave frequency
versus the angle θ (a = 48 nm, D1 = 0 mJ/m2, and D2 = 2 mJ/m2).
(d) The spin-wave frequency versus D2 (a = 48 nm, θ = π/2, and
D1 = 0 mJ/m2). In (b)–(d), black (white) regions are spin-wave
forbidden (allowed) bands calculated from the spin-wave version of
the Kronig-Penny model. Circular symbols in (b)–(d) correspond to
numerical simulation results. Unless specified, the parameters used
for the calculations are the same as in Fig. 1.
In Fig. 2, we also compare the boundaries between the
forbidden and allowed bands, obtained from the spin-wave
version of the Kronig-Penny model [Eq. (11)], with those
obtained by numerically solving the LLG equation (circular
symbols). They are in reasonable agreement except for
deviations in spin-wave bands as the angle θ [Fig. 2(c)]. The
reason for these deviations is as follows. In the presence of
DMI step at x = i0 (D = D1 for x < i0 and D = D2 for
x  i0), the DM energy EDM,i0 is given by
EDM,i0
2δx
= D1yˆ ·
(
mi0−1 × mi0
)+ D2yˆ · (mi0 × mi0+1). (13)
Here we substitute D1 and D2 for ¯D and 	D (D1 =
¯D − 	D/2 and D2 = ¯D + 	D/2); then we obtain the fol-
lowing general equations for the DM energy EDM and the
corresponding DM field HDM at the step:
EDM = − ¯Dm ·
(
yˆ × ∂m
∂x
)
− 	D
2δx
m · (yˆ × m¯), (14)
HDM = 2
μ0MS
(
¯Dyˆ × ∂m
∂x
+ 	D
2δx
yˆ × m¯
)
, (15)
where ¯D (m¯) is the average DMI constant (magnetization) of
the nearest neighbor sites crossing the DM step and δx is the
lattice constant for m. The second term on the right-hand side
of Eq. (15) is an additional effective field originating from the
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FIG. 3. Spin-wave forbidden and allowed bands in the presence
of the demagnetization field μ0Hd . (a) The spin-wave frequency
versus the angle θ (a = 48 nm, D1 = 0 mJ/m2, and D2 = 2 mJ/m2).
(b) The spin-wave frequency versus D2 (a = 48 nm, θ = π/2,
and D1 = 0 mJ/m2). In (a) and (b), blue symbols and black
(white) regions are spin-wave forbidden (allowed) bands calculated
by micromagnetic simulations with μ0Hd (= MS). Red symbols
in (a) and (b) correspond to simulation results for including full
magnetostatic interaction. Unless specified, the parameters used for
the calculations are the same as in Fig. 1.
DMI step and acts like a magnetic field applied along the z axis
at θ = 0 because m¯ ≈ m0 = xˆ. When m0 deviates from the
y axis, this additional effective field tilts the magnetization at
the DMI step, causing a deviation of the magnetic state from
the uniform state. Therefore, the micromagnetic simulation
results have a deviation near θ = 0, where the forbidden band
is not expected in Eq. (11). As shown in Fig. 2, however, the
effect of this additional tilting on the spin-wave band structure
is rather weak and does not alter our main conclusion for
tunability of the spin-wave band gap.
Finally we show that the efficient tunability of the spin-wave
band gap is realized even with a finite demagnetization
effect. In the presence of the demagnetization effect, the
magnetization undergoes an elliptical precession so that
one cannot convert the LLG equation to a Schrödinger-like
equation. For this case, therefore, we obtain variations of the
spin-wave band structure by numerically solving the LLG
equation (Fig. 3). We obtain a qualitatively similar trend to
the case with no demagnetization effect (Fig. 2); the allowed
bandwidth decreases as either θ or |	D| (or D2 for a fixed
D1) increases. This result confirms that the spin-wave band
gap in DMI-modulated magnonic crystals is efficiently tunable
regardless of the demagnetization effect. For a comparison, we
also plot results for including full magnetostatic interaction
(for that purpose, we use the thin film in Fig. 1, discretized
along the spin-wave propagation direction. Here the length of
the thin film is 4 μm, the width is 400 nm, and the thickness
is 1.5 nm). The small deviation of spin-wave band gap in both
results is observed but it could be disregarded as anticipated
because the film is sufficiently thin.
III. SUMMARY
In conclusion, we propose that magnonic crystals with
spatially modulated DMI are highly efficient to change
the spin-wave band gap by an external means such as a
magnetic field, an in-plane current, and a perpendicular voltage
gating. This high efficiency is caused by the fact that the
DMI contribution to the spin-wave energy is sizable and
highly anisotropic depending on the relative orientation of
the equilibrium magnetization with respect to the spin-wave
propagation direction. We note that the nonlocal magnetostatic
interaction, which we ignore in this work, also contributes
to the anisotropic dispersion as the spin-wave dispersion of
the backward volume mode (i.e., m0 ‖ k) is different from
that of the surface mode (i.e., m0 ⊥ k). For an experimentally
accessible D, however, the DMI contribution is much stronger
than the contribution from the magnetostatic interaction [26].
Moreover, the magnetostatic contribution is effective in the
small k limit, which makes the scaling of magnonic devices
difficult. In contrast, the DMI works for an intermediate to
a large k so that magnonic crystals with DMI modulation
are expected to be more suitable for higher density devices.
The large tunability of spin-wave band gap can enhance the
on/off ratio of spin-wave signals as spin waves are unable to
propagate when the band gap is large. The proposed magnonic
crystals may be useful to reproduce various functionalities of
field-effect transistors in traditional electronics at low-power
consumption. We end this paper by noting that even though
we focus on spin-wave dynamics, our finding will be useful to
understand domain wall or skyrmion dynamics in the presence
of inhomogeneous DMI as magnetic solitons can be described
by spin-wave packets.
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