Abstract. Trust-region methods for solving large bound-constrained nonlinear systems are considered. These allow for spherical or elliptical trust-regions where the search for an approximate solution is restricted to a low dimensional space. A general formulation for these methods is introduced and global and superlinear/quadratic convergence is shown under standard assumptions. Viable approaches for implementation in conjunction with Krylov methods are discussed and the practical performance of the resulting algorithms is shown.
1. Introduction. A number of applications arising in chemical engineering [18, 21] , power engineering [37] , PDE-constrained optimization [4] are naturally stated as large constrained nonlinear systems. In particular, systems where the variables are subjected to lower and upper bounds are fairly general because sets of algebraic equations and inequalities and the Karush-Kuhn-Tucker (KKT) systems can be cast in such form.
This paper is concerned with the development of a trust-region method for solving large bound-constrained nonlinear systems
Here F : X → IR n is a continuously differentiable mapping, X ⊆ IR n is an open set containing the feasible region Ω and Ω is an n-dimensional box, Ω = {x ∈ IR n : l ≤ x ≤ u}. These inequalities are meant component-wise and l ∈ (IR ∪ −∞) n , u ∈ (IR ∪ ∞)
n . The development of globally convergent methods for large unconstrained nonlinear systems has received a great deal of attention, see e.g. [2, 6, 7, 15, 23, 26, 27] . The methods proposed suggest that the search directions employed in the global strategy might belong to a low dimensional subspace as such directions may often be computed cheaply. Therefore, they avoid the factorization of the matrices involved and consider the combination of global strategies such as linesearch techniques and model trust-region algorithms with Krylov methods. The resulting procedures belong to the framework of the inexact Newton methods [12] .
The main computational effort in trust-region methods is the solution of the socalled trust-region problem, which is to find the minimizer of some model of the objective function within a region where the model adequately reflects the objective function. For small and medium problems, solving the trust-region problem relies on matrix factorization. When n is large several authors have suggested restricting the search for an approximate solution to such problem to a low dimensional subspace. Thus, the full space trust-region problem is replaced with a subspace trust-region problem and a large overhead of computing is avoided, see [10] and references therein. Proposed approaches include the truncated Conjugate Gradient method [32, 33] , the * Work supported by MIUR, Rome, Italy, through PRIN "Progetti di Ricerca Interesse Nazionale" and INDAM-GNCS, Italy.
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Numerical methods for problem (1.1) differ from the procedures for unconstrained nonlinear systems in several respects. They are augmented with strategies that enforce feasibility of the iterates. In addition, major modifications in the globalization techniques are necessary. We are aware of the trust-region methods [1, 3, 16, 34, 35] tailored for small and medium size problems and of the procedures [28, 29] appropriate for large systems. Focusing on the approaches for large problems, Qi, Tong and Li [28] propose an active set projected trust-region algorithm for bound-constrained nonlinear systems. As a result of the active set strategy, the trust-region problem may be of reduced dimension which is potentially cheaper when the method is applied to large problems. The method by Qi, Qi and Sun [29] concerns the solution of the KKT systems. The trust-region problem is built around those components of the current iterates which are far from the boundary of the positive orthant and it is solved by the truncated Conjugate Gradient method.
In this paper we introduce a prototype subspace trust-region method for large bound constrained nonlinear systems. Our proposal is to investigate the idea of solving the trust-region problem in a small subspace while still attaining global and locally fast convergence. Both spherical and elliptical trust-regions are allowed. To ensure global convergence properties we use a generalized Cauchy step. Fast local convergence relies on mild conditions on the subspace and it is independent of the way of computing an approximate trust-region solution. At each iteration the trial step used to compute the new iterate is a linear combination of the generalized Cauchy step and the approximate trust-region solution.
The general scheme proposed serves as a paradigm for some specific implementations. In particular, the theoretical results obtained suggest ways to implement it by using Krylov solvers [30] . The first proposal is a two dimensional subspace strategy. The second is a dogleg subspace strategy in conjunction with the iterative linear solver GMRES, [31] . Both strategies compute an approximate solution of the related subspace trust-region problem with a low computational cost and require matrix-vector products only. At this regard, we remark that the computation of the generalized Cauchy point calls for the product of the transpose of the Jacobian of F with vectors. Thus, the proposed strategies cannot be implemented in a matrix free manner, i.e. without computing the whole Jacobian matrix. On the other hand if the Jacobian of F is not available, these products can be effectively computed by using software for automatic differentiation [36] .
We mention that [6, 7] propose a matrix free Newton-GMRES dogleg strategy for unconstrained nonlinear systems where the Cauchy point is replaced by the steepest descent direction in a space generated by GMRES. But, in our opinion, this approach can not easily be extended to constrained problems.
In §2 we describe the main features of a trust-region method for problem (1.1) and in §3 we propose a prototype method for large problems. In §4 we provide global and local convergence properties. In §5 we discuss ways in which an implementation of our procedure may be developed. Finally, in §6 we provide computational experiments showing the practical performance of our algorithm.
1.1. Notation. Throughout the paper we use the following notation. For any mapping F : X → IR n , differentiable at a point x ∈ X ⊂ IR n , the Jacobian matrix of F at x is denoted by F (x) and F (x k ) is denoted by F k . To represent the i-th component of x the symbol (x) i is used but, when clear from the context, the brackets are omitted. For any vector y ∈ IR n , the 2-norm is denoted by y and the open ball with center y and radius ρ is indicated by B ρ (y), i.e. B ρ (y) = {x : x − y < ρ}. The identity matrix of dimension n is denoted by I.
Preliminaries.
In this section we provide the essential features of a trustregion method for the solution of (1.1). The sequence {x k } generated is expected to converge to a point which solves the optimization problem
In fact, the solutions to (1.1) solve the constrained minimization problem (2.1). A solution x * of (2.1) satisfies
is the diagonal scaling matrix
for i = 1, . . . , n, see [11] . Numerical methods for (1.1) need well-angled directions to handle the bounds. In particular, search directions biased towards the interior of Ω are required. This way, sufficiently large steps in these directions are allowed before violating the constraints. If x k lies in Ω, the following scaled gradient of f
is well-angled with respect to the bounds. This is due to the fact that D −2 k penalizes the step ∇f k preventing a step directly toward a boundary point. Moreover, by (2.2) d k monitors the progress toward a solution of problem (2.1).
In a framework for (1.1), we consider the trust-region problem
where ∆ k is the current trust-region radius, m k is the quadratic model for
and
The first choice of G is used in [28, 34, 35] and it yields the standard spherical trust-region problem. The choice G(x) = D(x), x ∈ IR n , has been considered in [1, 3] and gives rise to an elliptical trust-region. In this case, for decreasing values of ∆ k , the solution to problem (2.4) tends to become parallel to d k . For all the proposed methods, the iterates x k are forced to belong to Ω in order to deal with problems where F is not defined outside Ω. Moreover, since D is not defined on the boundary of Ω, the methods given in [1, 3] generate strictly feasible iterates, x k ∈ int(Ω) = {x ∈ IR n : l < x < u}. To find the next iterate, a key role is played by a so-called generalized Cauchy step p c (∆ k ) depending on the scaled gradient d k . The vector p c (∆ k ) has the form
and it is such that x k + p c (∆ k ) ∈ int(Ω). The value of τ k is fixed as follows. Consider
Otherwise we let λ k be the stepsize along d k to the boundary, i.e.
and set τ k smaller than λ k . Summarizing, the parameter τ k is given by
In [11] , it has been shown that global convergence to a first-order stationary point of (2.1) depends on obtaining, at each iteration, at least as much decrease in m k as a fixed fraction of the decrease attained by the generalized Cauchy step p c (∆ k ). In particular, letting p(∆ k ) be the step taken to update x k , p(∆ k ) must satisfy the following condition
for a given constant β 1 ∈ (0, 1).
Finally, as for the unconstrained problems, the sufficient improvement condition
is required to hold for a given constant β 2 ∈ (0, 1). Namely, if (2.9) is satisfied, then p(∆ k ) is accepted, the new iterate x k+1 = x k + p(∆ k ) is formed and the trust-region radius may be increased. Otherwise, p(∆ k ) is rejected and ∆ k is shrunk.
3.
A paradigm method for large-scale problems. In this section we present a general trust-region scheme for large bound-constrained nonlinear systems. Since the main source of computational effort of a trust-region algorithm is the work for solving problem (2.4), we replace (2.4) by the following subspace trust-region problem
In fact, for a small subspace S k of IR n the solution of (3.1) can be computed cheaply. At each iteration our scheme includes: the choice of the subspace S k , the solution of the subspace trust-region problem (3.1), the construction of a step which combines the generalized Cauchy step and the subspace trust-region solution.
Our subspace model trust-region approach is based upon finding a small dimension subspace S k of IR n such that the minimum value of m k on S k is a fraction of m k (0). In particular, we fix S k so that
with η k ∈ [0, 1). Clearly, by (3.2)
i.e. p k is an inexact Newton step for the problem F (x) = 0, [12] .
To provide a flexible scheme, here we deliberately not specify how to determine S k and the solution p tr (∆ k ) to (3.1). In §5 we will show that these tasks can be readily implemented in different ways.
In regard to the problem of finding the actual step from x k , our aim is to find a step p(∆ k ) producing a strictly feasible iterate x k+1 = x k + p(∆ k ) and a sufficient reduction in the values of both the model function m k and the objective function f .
To maintain strict feasibility we employ the interior modification of the projection onto Ω proposed in [19] . Namely, we form the vector
where α k ∈ (0, 1) and P (x) is the classical projection of x onto Ω, i.e. (P (x)) i = max{l i , min{x i , u i }}, i = 1, . . . , n. Clearly, x k +p tr (∆ k ) ∈ int(Ω) and (p tr (∆ k )) i and (p tr (∆ k )) i have the same sign. In fact, the point x k +p tr (∆ k ) is the classical projection of x k + p tr (∆ k ) onto Ω, followed by a small step toward the interior of Ω. We remark that
Then, we follow the lines of [3] and seek a vector of the form
we summarize the process for finding p(∆ k ).
ALGORITHM I. Finding a step that satisfies the model decrease (2.8).
Input parameters:
We point out that the inclusion of p c (∆ k ) in (3.6) ensures the existence of a vector p(∆ k ) satisfying (2.8). Then, it enables the method to converge globally. Furthermore, the use ofp tr (∆ k ) in (3.6) and suitable choices of the sequences {η k } and {α k } yield rapid local convergence. The convergence analysis provided in the next section will highlight these features.
Below we summarize the overall procedure named Subspace Interior Affine TrustRegion (SIATR) method.
SIATR METHOD
Input parameters: the starting point x 0 ∈ int(Ω), the function G, ∆ min > 0, the initial trust-region size∆ 0 ≥ ∆ min , β 1 , β 2 , δ, θ ∈ (0, 1).
In the SIATR method,∆ k is the initial value of the trust-region radius at kth iteration. To develop our convergence analysis, we force∆ k to be greater than or equal to a fixed threshold ∆ min > 0 for all k ≥ 0. At this regard, we remark that the strategy for choosing∆ k+1 does not affect our convergence results and that in Step 5 it can be chosen following classical strategies based on the agreement between the model function m k and the function f at iteration k.
4. Convergence analysis. In this section we develop a theoretical foundation for the SIATR method. We assume that
We begin studying the features of p(∆ k ). First, if ∇f k = 0 then condition (2.9) is met after a finite number of repetitions of Step 3. This can be proved following the lines of [3, Lemma 3.2] . Second, by Algorithm I we have
Third, the decrease attained in the value of m k by p(∆ k ) is given in the following result.
Lemma 4.1.
Proof. To prove the thesis we provide a lower bound for
In the case either
respectively. From (2.8), (4.2), (4.3) and (4.4) the thesis follows. Now we can formalize the global convergence properties of the SIATR method. They essentially derive from forcing (2.8) and can be easily proved following the lines of [3, Theorem 3.1] and using Lemma 4.1.
Theorem 4.1. If the sequence {x k } generated by the SIATR method is bounded, then all the limit points of {x k } are stationary points for the problem (2.1) i.e.
Further, if there exists a limit point x * ∈ int(Ω) of {x k } such that F (x * ) is nonsingular, then F k → 0 and all the accumulation points of {x k } solve problem (1.1).
Moreover, if there exists a limit point x * ∈ Ω such that F (x * ) = 0 and F (x * ) is invertible, then {x k } converges to x * . To prove this fact, we first recall some technical results.
Lemma 4.2. Let x * ∈ Ω be a limit point of the sequence {x k } generated by the SIATR method such that F (x * ) = 0 and Assume that x * is a limit point of the sequence {x k } generated by the SIATR method such that F (x * ) = 0 and F (x * ) is nonsingular. Then {x k } converges to x * .
Proof. First, note that, by (4.5), there exists a neighbourhood of x * where F (x) > 0 if x = x * . This implies that x * is an isolated solution of (1.1). Moreover, since the sequence { F k } is monotone decreasing, it is convergent. Then, the assumption F (x * ) = 0 implies F k → 0 and every limit point of {x k } is a solution of (1.1). Then, as the point x * is an isolated solution of (1.1), it is an isolated limit point of the sequence {x k }.
Let ρ be as in Lemma 4.2, {x kj } be a subsequence such that x kj → x * and j 0 be the index such that
To prove the thesis, we examine the asymptotic behaviour of
, the following inequality
By (4.7) and lim kj →∞ ∇f kj = 0, we conclude that lim kj →∞ p c (∆ kj ) = 0.
Regarding
Thus, F k → 0 and (3.5) yield lim kj →∞ p tr (∆ kj ) = 0.
Hence, we have lim kj →∞ p(∆ kj ) = 0 and using [24, Lemma 4.10] we conclude that {x k } converges to x * .
We now move on to discuss the convergence rate issues. We make the additional hypothesis G k p k → 0 as k → ∞. In practice, this condition may fail to hold only when G k = D k and x * belongs to the boundary of Ω. On the other hand, it is guaranteed when G k = I or when G k = D k and x * lies in the interior of Ω. To show this, note that by (3.3) and (4.7) we get
and this implies that p k → 0 as k → ∞. Also, it is easy to see that
. First, we prove that eventually, for ∆ k equal to the initial trust-region radius∆ k , the trust-region constraint in (3.1) becomes inactive, i.e. p tr (∆ k ) is the minimizer p k of m k on S k . Moreover, we study the features of p tr (∆ k ),p tr (∆ k ) and p(∆ k ), when x k is sufficiently near to x * . Then, we will show how the choice of η k 's and α k 's affects the convergence rate of the SIATR method.
From now on, with γ L and χ J as in Assumptions 1-2, K 1 , K 2 and Γ as in Lemma 4.2, we let
Lemma 4.3. Assume that there exists a solution x * of (1.1) such that F (x * ) is nonsingular and that the sequence {x k } generated by the SIATR method converges to x * . Suppose that
where p k is given in (3.2) and∆ k is the initial trust-region radius at kth iteration. Further, when x k ∈ B ρ1 (x * ) ∩ int(Ω) we have
Proof. The relationship (4.16) is proved by using the fact that∆ k ≥ ∆ min , i.e. ∆ k is bounded below from zero for each k ≥ 0. Let G k = I, ∀k ≥ 0. By (4.10) lim k→∞ p k = 0. Then, there exists ρ 1 ≤ ρ such that p k ≤∆ k when x k ∈ B ρ1 (x * ) ∩ int(Ω). Since p k is feasible for the trust-region problem (3.1), the thesis (4.16) follows. Now consider the case G k = D k , ∀k ≥ 0. The assumption lim k→∞ D k p k = 0 implies that there exists ρ 1 ≤ ρ such that p k solves the trustregion problem (3.1) whenever x k ∈ B ρ1 (x * ) ∩ int(Ω) and (4.16) again follows. The remaining results are proved independently of the form of G k . By (4.16) and (3.2) we obtain
The result (4.18) is derived noting that by (3.5), (4.16), (4.10), (4.6) and (4.11) we get
Then, by (4.12) relation (4.18) follows.
Finally, (4.9), (4.7), (4.6) and Assumption 2 yield
Hence, by (3.6) and (4.20)
This, along with (4.12), proves (4.19).
Lemma 4.4. Assume that there exists a solution x * of (1.1) such that F (x * ) is nonsingular and that the sequence {x k } generated by the SIATR method converges to x * . Suppose that
Then, for ρ 1 as in Lemma 4.3 and
where∆ k is the initial trust-region radius at kth iteration.
Proof. Let 0 < ρ 2 ≤ ρ 1 /(1 + ν) and k sufficiently large to have x k ∈ B ρ2 (x * ) ∩ int(Ω). To begin, note that from (4.5) and (4.8), any vector x k + q ∈ B ρ1 (x * ) satisfies
Further, from (4.23), (4.17) and (4.18) we get
where δ k is given in (4.13). Now, lettingp = P (x k + p tr (∆ k )) − x k , we derive an upper bound for F k + F kp . First, we note that p ≤ p tr (∆ k ) and recall the non expansivity of the projection operator P (·), i.e.
and using Assumptions 1-2, (4.24) and (4.18), we obtain
Further, from (3.4), (4.26), (4.6) and (4.14) we get 
Superlinear convergence.
In this section we show that, if η k → 0 and α k → 1 as k → ∞, then eventually the stepp tr (∆ k ) satisfies both conditions (2.8) and (2.9). Then, for k sufficiently large, p(∆ k ) =p tr (∆ k ) and the actual step is not biased towards the generalized Cauchy step. Moreover,
Theorem 4.3. Assume that there exists a solution x * of (1.1) such that F (x * ) is nonsingular and that the sequence {x k } generated by the SIATR method converges to x * . Suppose that η k → 0, α k → 1, as k → ∞, and
Then, eventually,p tr (∆ k ) satisfies (2.8) and (2.9) and the sequence {x k } converges to x * superlinearly. Moreover, if
Proof. Let ζ be such that
with ρ 2 as in Lemma 4.4, K 2 and Γ as in Lemma 4.2 and ν as in (4.12). Let k be sufficiently large to have x k ∈ B ζ (x * ) ∩ int(Ω) and
where σ k is given in (4.15). This condition is met for k sufficiently large since 
Note that (4.29) implies ζ < 1/(2K 2 Γν 2 ) and (4.30) implies 2σ k < 1/K 2 . Then, by (4.8), (4.21) and (4.18) we get
Further, from (4.5), (4.21) and (4.30) we get
Therefore, by (4.33) and (4.29) we get
Hence, x k+1 = x k +p tr (∆ k ) and from (4.22) we conclude x k+1 − x * ≤ σ k x k − x * . The form of σ k given in (4.31) ensures superlinear convergence rate if η k → 0 and
, by (4.5)-(4.6), we get σ k = O( x k − x * ) and this yields quadratic convergence rate.
Linear convergence and norm weighted analysis.
In this section we characterize the convergence order of the SIATR method dropping the assumption η k → 0 for k → ∞. In particular, we let η k ≤ η max <η < 1, k ≥ 0, and provide convergence results which are in accordance with those of Inexact Newton methods for unconstrained nonlinear systems [12] .
Following the lines of the previous analysis, in the next theorem we show that if η is sufficiently small then the sequence {x k } converges at a linear rate.
Theorem 4.4. Assume that there exists a solution x * of (1.1) such that F (x * ) is nonsingular and that the sequence {x k } generated by the SIATR method converges to x * . Suppose that
Then, there existsη < 1 such that, if η k ≤ η max <η for k ≥ 0 and α k → 1, as k → ∞, then eventuallyp tr (∆ k ) satisfies (2.8)-(2.9) and the sequence {x k } converges to x * linearly.
Proof. Let k be sufficiently large to have x k ∈ B ζ (x * ) ∩ int(Ω) with ζ given in (4.29). As we intend to proceed as in Theorem 4.3, we need to ensure (4.30). Further, to provide linear convergence rate, σ k given in (4.15) must be such that σ k < 1.
Note that, from (4.13)-(4.15) it follows
Since lim k→∞ α k = 1, lim k→∞ x k − x * = 0, lettinḡ
we can take ζ > 0 sufficiently small that σ k < min{1,
and k sufficiently large. Thus, both σ k < 1 and (4.30) hold and proceeding as in Theorem 4.3, we conclude thatp tr (∆ k ) satisfies (2.8)-(2.9) and x k+1 = x k +p tr (∆ k ). Finally, (4.22) yields linear convergence rate.
Trivially, inequality (4.34) implies thatp tr (∆ k ) is not guaranteed to satisfy (2.8) for anyη < 1. On the other hand, if no other condition is imposed than requiring the sequence {η k } to be uniformly bounded away from 1, the linear convergence of the sequence {x k } depends on the norm used. Introducing the weighted norm
we prove that {x k } converges to x * linearly in the sense that x k+1 − x * * ≤η x k − x * * for anyη < 1. To prove this result we need to provide some useful bounds employing the weighted norm. With µ and Γ as in Lemma 4.2, we let
Lemma 4.5. Assume that there exists a solution x * of (1.1) such that F (x * ) is nonsingular and that the sequence {x k } generated by the SIATR method converges to x * . Suppose that
Let ρ 1 as in Lemma 4.3 and Γ as in Lemma 4.2. From the continuity of F there exists 0 < ρ 3 < ρ 1 , so that
. By (4.42), (4.41) and (4.35) we obtain (4.36) as follows.
Further, (4.37) follows from
and (4.35).
Since from Lemma 4.3 it follows p tr (∆ k ) = p k , by (3.2) and (4.37) we trivially obtain (4.38). Moreover, from (4.10) and (4.37) we get p tr (∆ k ) ≤ 2K 2 ω 2 x k − x * * and this yields (4.39). Finally, (4.9), Assumption 2, (4.7) and (4.37) yield p c (∆ k ) ≤ K 2 2 χ J ω 2 x k − x * * . Then (4.40) is obtained by (3.6) and (3.5) as follows
Next we establish conditions under which x k+1 = x k + p(∆ k ) for k sufficiently large and for anyη < 1. Then, the linear convergence rate of {x k } in the weighted norm is shown.
Theorem 4.5. Assume that there exists a solution x * of (1.1) such that F (x * ) is nonsingular and that the sequence {x k } generated by the SIATR method converges to
then p(∆ k ) satisfies (2.9) and the sequence {x k } converges to x * linearly in the sense that
Proof. Let 0 < ρ 4 ≤ ρ 3 /(1 + ν) where ρ 3 is as in the proof of Lemma 4.5 and ν is given in (4.12). Let k be sufficiently large to have
Then, by (4.1), (4.27), (4.38), (4.37) and (4.44) it follows
Using (4.36) and proceeding as in (4.23), we obtain
for any vector x k + q ∈ B ρ3 (x * ). Then (4.40), (4.46) and (4.45) give
Note that ω 1 → 1, ω 2 → 1 as Γ → 0. Since α k → 1 as k → ∞, there exist Γ and ζ sufficiently small that
As a consequence, eventually p(∆ k ) satisfies (2.9). In fact, following the lines of Theorem 4.3 and using (4.46), (4.40) and (4.36), we obtain
and from (4.47) and (4.48) the proof is completed.
We conclude this section noting that the assumption (4.43) is guaranteed whenever x * belongs to the interior of Ω, as p tr (∆ k ) tends to zero, while it is an additional condition when x * lies on the boundary of Ω. This assumption allows to obtain (4.47) where k <η as k → ∞. This yields linear convergence in the weighted norm for anȳ η < 1. On the contrary, if
, proceeding as in Lemma 4.4, we cannot derive a bound on x k + p(∆ k ) − x * * with analogous properties. In fact, we only manage to get a bound of the form (4.47) where k <η χ J K 2 for k sufficiently large.
Applications.
To develop viable approaches for large scale problems, this section discusses the two issues left unspecified in the description of the SIATR method: the choice of the subspace S k , the way of solving the subspace trust-region problem (3.1).
Since there is no finite method of determining the exact solution of (3.1), an approximation to it is used. Remarkably, it is easy to see that the convergence properties of the SIATR method take place using an approximate solution p tr (∆ k ) to (3.1) which satisfies the two mild conditions:
The key is that global convergence is provided by p c (∆ k ) and rapid local convergence is ensured if eventually p k is the solution of (3.1). We outline a subspace dogleg strategy for solving (3.1) approximately. Let
Once an orthonormal basis W ∈ IR n×r for S G k has been constructed, a vector p ∈ S k is such that G k p = W q for some q ∈ IR r and instead of (3.1) one can consider the spherical trust-region problem
where φ k is the quadratic model on IR
Let q tr (∆ k ) be the dogleg solution to (5.1), [10] . Its evaluation calls for the Cauchy point q c (∆ k ) for (5.1) and for the vector
. Therefore, if one of the two vectors p k and q k is known the other one can be trivially evaluated.
Once q tr (∆ k ) has been computed, coming back into the original space, the vector It approximately solves (3.1) and satisfies both a) and b) . In fact, a) is straightforward and b) is due to the fact that
This discussion leads to the subspace dogleg strategy sketched below.
ALGORITHM II. A Subspace Dogleg strategy for (3.1).
1. Choose a subspace S k = span{s 1 , s 2 , . . . , s r } such that (3.2) holds.
Find an orthonormal basis
We recall that (3.2) holds whenever the subspace S k contains an inexact Newton step p I k for the problem F (x) = 0 such that
Our main purpose now is to show that Krylov subspace methods for solving (5.6) provide the way to perform Steps 1-3 of the above algorithm effectively. The resulting methods belong to the class of trust-region Newton-Krylov methods [6, 7, 15] . Moreover, thanks to our convergence results, the linear system (5.6) can be solved with an accuracy that increases as the solution is approached and oversolving can be avoided by choosing suitable sequences {η k }, see [27] .
Two dimensional subspace minimization. A possible approach consists in determining p I k by a Krylov method and fixing
This way, Algorithm II sketches a two dimensional subspace trust-region strategy.
Step 2 requires one step of the Gram-Schmidt procedure to compute W . The leastsquare problem min q∈IR
Step 3 can be solved without much effort either by the QR factorization of the n × 2 matrix
k W or by solving the normal equations.
In the case G k = D k , k ≥ 0, the vector p tr (∆ k ) produces as much decrease in the quadratic model m k as the generalized Cauchy point p c (∆ k ). To show this fact, note that by
i.e. p tr (∆ k ) satisfies (2.8).
GMRES subspace strategy. Another implementation of the subspace dogleg strategy can be proposed in connection with the GMRES method [31] . GMRES shows a certain optimality among all Krylov methods, BICGSTAB, TFQMR etc., commonly used in the solution of general linear systems. In practice, it minimizes the residual norm (2 m k (p)) 1 2 = F k + F k p over all corrections in the current Krylov subspace. Due to this property it is possible to define subspace dogleg strategies using information provided by GMRES, see e.g [6, 7, 20] .
For sake of clarity, we sketch the application of GMRES to F k p = −F k in order to solve (5.6). For details we refer to [31] . Given p 0 k ∈ IR n , GMRES generates a sequence of iterates {p 
where K m is the Krylov subspace 
while for the other choice of G the matrix W has to be computed. Finally, Step 3 is completed by setting
, an orthonormal basis W for S k is easily obtained adding one column to the matrix V m . Such column can be computed with one step of the Gram-Schmidt procedure. Otherwise, the whole matrix W must be computed. To evaluate q k we compute the solution p k to problem (3.2) and let
n×r , r = m + 1, p k has the form
If the columns of F k T k are linearly independent, i.e. the columns of T k are linearly independent, the solution y k is unique. Moreover, the Cholesky factorization R
r×r can be computed exploiting the QR factorization of the Hessenberg matrix H m provided by GMRES and solving one upper triangular system of dimension m, see [6] . A complication to this global strategy arises when F k T k is ill-conditioned. We can monitor this occurrence estimating the condition number of the small matrix R k . If such number is greater than a fixed threshold, we may perturb the quadratic model F k + F k T k y 2 following the strategy given in [13, p. 151] .
Finally, we make some comments on the use of preconditioning techniques. Let P −1 be the preconditioner employed. Since our stopping criterion for computing the inexact Newton step p I k is based on the unpreconditioned residuals, we focus on the linear system F k P −1 s = −F k with p = P −1 s. Without loss of generality, we concentrate on the case where a null initial guess for GMRES, s 0 k = 0, is chosen, restart is not used and the choice G k = I, k ≥ 0, is adopted. Then, the Krylov space generated by GMRES has the form
where r 6. Numerical experiments. In this section, some computational results are discussed to illustrate the viability of our proposals. They have been selected to show the behaviour of both the Subspace Dogleg strategies on problems with different features and they are not meant to be exhaustive.
We implemented the SIATR method with spherical trust regions, G k = I, k ≥ 0, in a FORTRAN code. We refer to the SIATR method with the 2-Dimensional Subspace strategy as SIATR-2D and to the SIATR method with the GMRES subpace strategy as SIATR-G.
The inexact Newton step p I k was computed using the iterative linear solver GM-RES with the null initial guess [31] . Restart was not employed and a maximum of 50 GMRES iterations was allowed. If after 50 GMRES iterations condition (5.6) has not been met, our algorithm continued with p I k given by the last computed GMRES iterate.
In all runs, we set∆ 0 = 1, ∆ min = √ m , where m denotes the machine precision, β 1 = 0.1, β 2 = 0.25, θ = 0.99995. For the computation of the projected step (3.4) we used α k = max{0.95, 1 − F k }, k > 0. The strategy for updating ∆ k was the same as in [3, p. 17] Here we report numerical experiments performed with machine precision m = 2 × 10 −16 on a 1.7 GHz Intel Pentium M with 512K Cache. Convergence is declared when F k ≤ 10 −8 , while failure is declared when a maximum number of 200 iterations are performed. We conducted experiments with two choices of the forcing terms η k proposed in [27] : Choice 1 (Ch.1) and Choice 2 (Ch.2). In our implementation we use η 0 = 0.9 and the safeguards suggested in [27, p. 305] . In Choice 2 we set the parameters as γ = 0.9 and α = 2.
For the purpose of this presentation we consider two representative test problems: the Seven Diagonal problem [23] and the Bratu Complementarity Problem [14] . The first problem was solved with n = 5000. It has more than one solution and in order to approximate the positive solution, we formulated it as a bound constrained nonlinear system with l i = 0, u i = ∞, i = 1, . . . , n. The Bratu complementarity problem was reformulated as a system of n = 5 × 10 4 smooth bound-constrained nonlinear equations with l i = 0 and u i = ∞ for i = 1 . . . , n. It depends on a parameter λ and we considered the value λ = 6.
The two problems display different features: the Seven Diagonal problem has the solution in the interior of Ω and preconditioning is not required. On the other hand the solution of the Bratu problem lies on the boundary of the feasible set and a preconditioner is needed to speed up the convergence of GMRES. In our runs we employed the ILU(0) preconditioner. For both problems we used four initial guesses: x 34  35  377  37  38  514  30  31  197  28  29  257  1  *  *  *  40  41  632  30  31  373  29  30  297  2  20  21  65  20  21  65  30  31  432  30  31  443  3  38  41  104  35  37 89 * * * * * * Ch. 2 0  22  23  157  24  25  243  18  19  355  15  16  195  1  62  66 1284  27  28  251  19  20  406  16  17  304  2  7  8  65  7  8  67  19  20  358  20  21  408  3  33  38  112  29  35 106 * * * * * * Table 6 .1 Performance with Choice 1 and Choice 2 of η k 's Table 6 .1 shows the performance of the Subspace Dogleg Strategies achieved with both Choices of η k 's. It gives an indication of the computational cost in terms of nonlinear iterations and GMRES iterations. The SIATR-G method seems to perform slightly better in terms of nonlinear iterations and GMRES iterations. This behaviour could be predictable since in the SIATR-G method we search for an approximate trustregion solution within a subspace of dimension larger than two. On the other hand, as we pointed out in the previous section, performing the GMRES Subspace strategy may be more expensive than performing the 2-Dimensional Subspace strategy. Hence, for the runs where the two approaches are comparable in terms of linear and nonlinear iterations, the overall cost of the SIATR-2D method may be expected to be lower.
However, comparing the two strategies in terms of execution time it comes out that the extra work for the GMRES subspace strategy has a minor impact on the overall performance of the SIATR-G method.
7. Conclusions. We have introduced a prototype trust-region method for large bound constrained nonlinear systems. The proposed method involves the solution of the subspace trust-region problems (3.1). The crucial issue in such approach is the choice of the subspaces S k . We have investigated this point, showing how to choose such subspaces in order to ensure both strong convergence properties and practical viability in the large scale setting. The convergence results provided are in accordance with those of Inexact Newton methods for unconstrained nonlinear systems. To our knowledge, this is the first contribution in interior methods for general large scale nonlinear systems with simple bounds.
We have implemented algorithms that are based on the proposed paradigm. They are consistent with the convergence theory and involve Krylov methods to construct the subspaces S k . The numerical results provided indicate that our subspace trustregion approaches are a promising tool for large scale computation.
