Ideally, the pay-as-you-go model of Infrastructure as a Service (IaaS) clouds should enable users to rent just enough resources (e.g., CPU or memory bandwidth) to fulfill their service level objectives (SLOs). Achieving this goal is hard on current IaaS offers, which require users to explicitly specify the amount of resources to reserve; this requirement is nontrivial for users, because estimating the amount of resources needed to attain application-level SLOs is often complex, especially when resources are virtualized and the service provider colocates virtual machines (VMs) on host nodes. For this reason, users who deploy VMs subject to SLOs are usually prone to overprovisioning resources, thus resulting in inflated business costs.
INTRODUCTION
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For these reasons, a system able to automatically size and enforce allocations of a contended resource based on user-defined, application-level performance requirements would be a valuable tool to help more easily meet users' and providers' interests. Designing such a system is an interesting and challenging problem. The main contribution of this article is presenting the design and evaluating the benefits of AutoPro: a runtime system we developed to serve as such tool.
Recent research [Govindan et al. 2011; Mars et al. 2011; Kasture and Sanchez 2014] on workload consolidation provides techniques to estimate and mitigate performance degradation for consolidated workloads, enabling safe sharing of host nodes. Other contributions [Nathuji et al. 2010; Padala et al. 2009; Shen et al. 2011 ] describe systems that automate resource allocation based on SLOs but work at a coarse scale and granularity (see Section 5). In contrast, with AutoPro, we explore the possibility of enhancing IaaS clouds with automated, fast, and fine-grained resource allocation to meet users' SLOs, while allowing providers to safely share host nodes among VMs to maximize node-level utilization and reduce TCO. Section 2 motivates, through a case study, the advantages that AutoPro can bring to IaaS infrastructures.
AutoPro leverages feedback control to automate resource allocation, filling the gap between application-level performance SLOs and allocation of a contended resource, thus dispensing users from the need to explicitly file resource reservations. Moreover, AutoPro automatically allocates unclaimed resources to batch workloads on a besteffort basis, enabling providers to maximize node-level utilization. Section 3 discusses our design of AutoPro and its subsystems, presenting the methodology that allows AutoPro to achieve these goals.
The main strength of AutoPro is its ability to take fast decisions and perform precise resource allocations without requiring profiling VMs in advance. This strength comes from the use of a theoretically sound, yet simple, control strategy. AutoPro uses controllers based on a resource-performance model that binds VM performance, measured in a metric meaningful to the user, and resource allocation. While the appropriate performance metric (e.g., throughput, latency, turnaround time) depends on the characteristics of the application wrapped in each VM, users do not need to worry about modeling: system developers can determine models that apply to a whole class of applications. Section 4.2 validates a resource-performance model for VMs that expose runtime throughput measurements (e.g., requests/s for a web server) and Section 4.3 evaluates AutoPro on managing such VMs. We are extending AutoPro to support other performance metrics.
In general, VM performance depends on the supply of different resources (e.g., compute, I/O bandwidth); however, in most cases, a single resource is the bottleneck at any given time. Contention on a single-bottleneck resource will arise in many nontrivial colocation cases, since finding colocation mixes where the performance of different VMs is bound to complementary resources is often not possible. For these reasons, automating allocation of a contended resource to meet performance SLOs is an interesting problem; AutoPro copes with it through a resource-performance model that considers the bottleneck resource. To concretely evaluate our approach, this article focuses on throughput-driven, compute-intensive multithreaded applications wrapped inside VMs colocated on a multicore processor, often found in data center host nodes. In this scenario, the compute bandwidth is the bottleneck resource we consider; extending or are colocated (C-F); we evaluate static allocation of whole cores or CPU bandwidth (bw) (A-E) based on user requests of two and three vCPUs (A-D) or on an oracle (E) and dynamic allocation with AutoPro (F). The thin bars in scenarios C-E show the per-VM CPU utilization breakdown, using the same shading as error/performance.
AutoPro to deal with shifting bottleneck resources and different performance metrics is an orthogonal issue we are investigating (see Section 6).
We evaluate AutoPro running representative multithreaded applications that stress contention on compute bandwidth. Our extensive experimental evaluation (see Section 4) shows that AutoPro meets its goals of attaining SLOs with a lower error than the best static allocation and maximizing node-level utilization.
CASE STUDY AND OVERVIEW
In order to provide some context and motivation and to show what advantages AutoPro can bring to IaaS infrastructures, we present a case study where two users, u 1 and u 2 , deploy a VM to a public IaaS cloud. Each VM wraps a compute-intensive multithreaded application subject to the SLO of maintaining a required performance level, set on an application-specific throughput measurement. In this scenario, users want to achieve the respective SLO with the minimum amount of resources, to minimize business cost, while the cloud provider wants to optimize the data center utilization to minimize the total cost of ownership [Leverich and Kozyrakis 2014] .
As a concrete example of this scenario, we colocate two VMs, respectively executing the swaptions and x264 multithreaded applications from the PARSEC 2.1 benchmark suite [Bienia 2011 ], on a host node with a hexa-core processor (see Section 4.1 for details on its configuration). We set SLOs on application-specific performance metrics (i.e., swaptions/s and frames/s, respectively) such that both VMs can attain their SLOs within the host node capacity. We analyze a set of provisioning scenarios that the service provider might choose; to do so, we leverage the integration of the KVM hypervisor [Kivity et al. 2007] with the Linux kernel's resource containers (control groups, or cgroups) [Banga et al. 1999; Menage 2013 ] to allocate the CPU.
1 The service provider can choose space partitioning or time multiplexing to map the multithreaded applications that run in users' VMs onto the multicore processor of our host node. To evaluate both strategies, we configure all VMs with six virtual CPUs (vCPUs) and allocate the equivalent of n physical CPUs to a VM by either packing its vCPUs onto n cores or by using all cores and capping its CPU bandwidth to n/6. Figure 1 reports the performance and node-level CPU utilization of the two VMs in six different provisioning scenarios, marked (A) through (F). 1 Using cgroups for resource partitioning makes all our discussion directly applicable to traditional multiprocessing, where applications are not wrapped in VMs, as cgroups support regular Linux tasks. 2 The results in Figure 1 are the 95th percentile over 30 runs for each scenario. Scenarios (A) through (D) model current public IaaS clouds, which require users to explicitly rent an integer number of vCPUs. For these scenarios, we pick demands of two and three vCPUs for u 1 and u 2 , respectively. These allocations are, for each VM, the integer number of vCPUs that more closely meets the SLO, that is, that minimizes the mean average percentage error (MAPE), our accuracy metric. Intuitively, MAPE gives a measure of how far each VM is, on average, from meeting its performance SLO across its execution; Equation (6), in Section 4.2, reports a formal definition.
Scenario (E) evaluates the best (i.e., with lowest MAPE) static (i.e., fixed throughout VM execution) allocation, which we determined through offline profiling.
Finally, we deploy AutoPro on our host node to manage our case study; Scenario (F) reports these results, showing the advantages over current IaaS management policies.
Analysis of the Case Study
Figure 1(A) and (B) analyzes the baseline scenario in which the provider serves u 1 and u 2 on dedicated CPUs, backing the two and three vCPUs of u 1 and u 2 , respectively, with two and three cores (partitioning), or 33% and 50% CPU bandwidth (multiplexing). Using dedicated CPUs (i.e., single-socket host nodes or a multisocket host node) avoids issues due to contention on shared resources (e.g., the last-level cache) but leads to underutilization of the host nodes/sockets (CPU utilization is between 33% and 45%). Low node-level utilization is generally inefficient for the service provider, as it negatively impacts the TCO due to poor energy proportionality of current host nodes [Meisner et al. 2011] . Moreover, the provisioning configuration of this scenario is also inefficient for users, who are far from precisely meeting their SLOs (MAPEs range from 32% to 43%). The performance traces show that both VMs actually outperform the respective SLOs, meaning that users are using, and paying for, more resources than they would really need; this situation is common, as IaaS users tend to overprovision resources [Gmach et al. 2012] . Notice that the vCPUs-to-CPU mapping strategy variably influences CPU utilization and performance for the two VMs. For u 2 's VM, which runs x264, the MAPE increases more when using six cores at ≈50% CPU bandwidth than when packed on three reserved cores. This higher error is actually due to the VM running faster when using more cores (note that node-level utilization also increases). Instead, u 1 's VM, which runs swaptions, runs slightly faster when partitioning cores. Section 3.3 elaborates further on partitioning versus multiplexing.
To increase node-level utilization, the provider can colocate the two VMs onto one host node/socket; Figure 1(C) covers this scenario. Colocating VMs improves nodelevel utilization (reaching ≈65%), as now the two VMs share hardware resources; 3 therefore, VMs' colocation benefits the provider. However, colocation can unpredictably impair the performance of users' VMs due to contention over shared resources (e.g., last-level cache (LLC), memory bandwidth). While this effect is negligible in this specific scenario (MAPEs are very close to the isolation scenarios, and we verify that both VMs still outperform their SLO), because these VMs make for a good colocation pair, more noticeable performance interference arises in other cases, as we will discuss. In general, building good colocation mixes to limit performance interference is a challenging problem that is orthogonal to the scope of this article [Govindan et al. 2011; Mars et al. 2011] .
To further increase node-level utilization, the provider can employ the leftover CPU bandwidth to run additional batch applications (e.g., maintenance jobs) on a besteffort basis; Figure 1 (D) covers this scenario. To simulate a batch workload, we run the psearchy benchmark [Boyd-Wickizer et al. 2010] , set to index the Linux kernel 3.9 source tree, in an additional VM. 4 We provision this batch VM with the compute capacity left unused by the two SLO-bound VMs: either one core or 17% of the CPU bandwidth. Colocating the batch VM bumps node-level utilization up to ≈90% and turns out to reduce the MAPE for u 2 's VM. This apparently positive effect is actually the result of a reduction of the performance of u 2 's VM, due to the sensitivity of x264 to contention over the LLC [Cook et al. 2013] caused by cache-intensive corunners, like psearchy. Therefore, this effect is not beneficial to u 2 , whose VM is still far from matching the SLO and also gets reduced performance while having to pay for the same amount of resources as in the previous scenario.
In all the scenarios we explored so far, users are far from precisely meeting SLOs and they face increased costs due to overprovisioning, since they rent more resources than meeting their SLO would require. We will explore and combine two ways of improvement: (1) automated and (2) finer-grained resource estimates and allocations. If the IaaS cloud could automatically determine the exact resource needs based on the SLOs and allocate resources on a fine-grained scale, the provider could take the burden of estimating resource needs from users. To evaluate the benefits of this scenario, we derive (through offline profiling) that the best static allocations (i.e., the ones that yield the lowest MAPEs on the performance SLO of both user-submitted VMs) are 1.5 vCPUs for u 1 and 2.4 vCPUs for u 2 . Since we need to allocate fractions of a core, CPU partitioning is too coarse grained for this case; therefore, we allocate vCPUs by capping the CPU bandwidth. Figure 1 (E) shows that, in this case, u 1 's VM (i.e., swaptions) almost perfectly matches its SLO (with 0.3% error), while the lowest MAPE for u 2 's VM (i.e., x264) is 27%. The higher error for x264 is due to this application showing varying execution phases (as Figures 3 and 11 further illustrate); due to this characteristic, no static allocation will be able to closely track the SLO. This scenario is the best we have explored so far, as both users are closer to meeting their SLOs while renting fewer resources, and node-level utilization is kept high; moreover, the CPU bandwidth freed by using just enough resources to minimize the MAPEs goes to increase by ≈60% the performance of the batch workload, benefiting the provider.
With AutoPro, we show that it is even possible to improve over Scenario (E) by leveraging a resource-performance model, runtime performance measurements, and dynamic fine-grained resource allocation. Figure 1(F) reports the results we obtain when deploying AutoPro to manage our case study: both VMs closely match the respective SLO (MAPEs are 3.2% and 7.4%, respectively) and both node-level utilization and performance of the batch VM are maximized. AutoPro reduces the error for x264 with respect to Scenario (E) thanks to a fast dynamic allocation that, in contrast to static allocation, can react to varying execution phases; moreover, AutoPro keeps the error for swaptions low. Section 4.3.3 picks one of the runs of this scenario and provides further insights. Section 3 explains how we designed and implemented AutoPro to achieve such results.
Notice that, while the performance interference between u 2 's and the batch VM impairs the colocation efficiency, AutoPro is robust to contention on unmanaged shared resources (as we discuss in Section 4.3.2). By exploiting performance feedback, AutoPro can realize a soft partitioning of unmanaged resources by adjusting the allocation of the bottleneck resource [Fedorova et al. 2007; Sironi et al. 2012] . Nonetheless, limiting the contention on unmanaged resources is still valuable, since this way of attacking degradation is inefficient and can complicate the billing schema (see Section 6). 
AUTOMATED FINE-GRAINED PROVISIONING
The idea at the base of AutoPro is extending IaaS clouds with fine-grained automated resource allocation in order to provide users with a simple interface for specifying SLOs on understandable performance metrics. Figure 2 depicts the architecture of AutoPro. A resource container enforces allocations to each VM; a dedicated controller estimates, based on performance reports, the amount of resources each SLO-bound VM needs to meet its SLO; and a broker collects resource demands and determines allocations, giving leftover resources to an additional resource container that fairly provisions batch VMs on a best-effort basis. The controllers that estimate the resource need for each VM leverage an adaptive resource-performance model that captures the relationship between performance measurements and allocation of the contended resource; Section 3.2 elaborates on the defined AutoPro's control schema.
AutoPro deals with resource allocation and not with admission control or workload placement, which are related but orthogonal issues. We rely on the presence of an admission control system that chooses VM placement across the data center [Chen et al. 2012; Schwarzkopf et al. 2013 ], and we assume that the hypervisor supports live migration [Jo et al. 2013] in case a node becomes overloaded. While both VM placement and migration present open questions for research, AutoPro focuses on a different challenging and interesting problem: automating allocation of a contended resource within a single node, based on application-level performance SLOs.
The innovative contribution of this article is showing how it is possible to extend IaaS clouds toward a Performance-as-a-Service model [Bartolini et al. 2013b ] that benefits both users, with SLO-based automated provisioning, and providers, with support for system-level management of idle resources. Thanks to fast and precise allocation decisions, AutoPro can adapt to time-varying workloads, automating the allocation of a contended resource to meet SLOs and maximize node-level utilization.
Performance Metrics and Measurements
AutoPro requires each SLO-bound VM to make periodic performance reports available to its controller, in order to leverage its resource-performance models, as proposed in previous works [Zhang et al. 2002; Padala et al. 2009; Shen et al. 2011; Sironi et al. 2012; Bartolini et al. 2013a; Hoffmann et al. 2013; Sironi et al. 2014] . Any performance metric meaningful to the user can be used for these reports and to express SLOs; for instance, a web server can use throughput (e.g., requests/s for a web server) or latency (i.e., response time).
While this article focuses on throughput as the reference performance metric, AutoPro can be extended to support other performance metrics, provided that the appropriate resource-performance models are made available. Notice that application developers do not have to worry about resource-performance models: they simply need to provide performance measurements according to one or more supported performance metrics.
To make sure we evaluate the design and implementation of AutoPro on a varied set of multithreaded workloads, we use several applications from the PARSEC 2.1 benchmark suite [Bienia 2011 ] (see Section 4). While these benchmarks were not designed to capture all the characteristics of typical cloud workloads, colocating PARSEC applications does create contention on compute bandwidth, thus stressing the problem that this article addresses. Since PARSEC applications do not natively report performance at runtime, we instrument a subset of the suite 5 to report throughput through our efficient user-space implementation of the Application Heartbeats API [Hoffmann et al. 2010; Sironi et al. 2012; Bartolini et al. 2013a; Sironi et al. 2014] . The hypervisor accesses VM performance measurements as in previous work [Padala et al. 2009; Shen et al. 2011] . In real deployments, performance reports may be obtained from application logs or monitoring infrastructures.
The controllers we use to determine resource allocations (see Section 3.2.1) work on throughput measurements computed as a moving average on a sliding window. To give an example of how this metric can characterize the performance of PARSEC applications, Figure 3 shows the traces of two VMs with radically different behavior: with a constant resource allocation, swaptions has a stable performance throughout its execution, while x264 shows input-dependent 6 oscillations [Sasaki et al. 2012; Bartolini et al. 2013a; Sironi et al. 2014] . Measuring throughput over an adequate sliding window allows the controllers to promptly catch transitions between execution phases and adjust resource allocations as needed (see Section 4.3).
Estimating Resource Needs
AutoPro periodically evaluates throughput measurements against the SLO and updates resource allocations to keep the performance of each VM in line with its SLO. We devise a control schema that splits this process into two levels:
(1) estimating resource demands independently for each SLO-bound VM and (2) aggregating demands and determining allocations. broker (RB) aggregates these requests, determines the actual allocations based on system-level policies, and enforces them through the resource containers.
3.2.1. VM Controllers. VM Controllers (see the left-hand part of Figure 4 ) take care of continuously estimating the CPU bandwidth each VM needs to match its SLO.
The core of the VM Controller is a resource-performance model that binds the VM performance over a given time window (i.e., its throughput over that time window) to resource allocation. Equation (1) formalizes this resource-performance model, where t w (k) and t w (k + 1) are the average throughputs measured at control steps k and (k + 1) on a window of w seconds, respectively, and r(k) is the CPU bandwidth the VM is provisioned with during the time quantum (k, k + 1):
The terms a and b are parameters that characterize the workload and the scalability of the VM; for the model to be accurate, these two parameters must adapt to the characteristics of each VM. We use a Recursive Least Squares (RLS) filter (see the Model Updater in Figure 4 ) to continuously update the a and b parameters based on observed throughput and allocated resources. Through this adaptive approach [Åström and Wittenmark 2008] , we avoid the need for profiling VMs in advance and support VMs with varying load. Section 4.2 evaluates the accuracy of this model and of the online estimation. In order to estimate resource requests based on the model in Equation (1), we leverage formal control theory to synthesize a PI controller: we derive an expression of the resource request r(k) at step k as a function of the resource assignment r(k− 1) granted during the quantum (k−1, k), the performance error e(k) =t−t w (k), and the parameters a and b. First, in Equation (2), we determine the transfer function P(z) by applying the Z-transform to Equation (1):
T w (z) and R(z) are the Z-transforms of the throughput measurement t w (k) and VMowned resources r(k), respectively. We leverage formal control theory to synthesize the PI controller by constraining the transfer function of the feedback loop [Hellerstein et al. 2004] ; Equation (3) shows this operation:
L(z) and C(z) indicate the transfer functions of the feedback loop and the PI controller, respectively. We set L(z) to a first-order transfer function with one pole in p. The constraint p ∈ (−1, 1) ensures that the closed loop is asymptotically stable; furthermore, p ∈ (0, 1) guarantees convergence without overshooting and oscillations [Hellerstein et al. 2004] . Within this interval, the parameter allows one to set a tradeoff between fast response and safety: smaller values of p will result in faster responses. We find that the actual value of p in the (0, 1) range does not have considerable impact on the behavior of our controllers; we ascribe this fact to the nonlinearities that our linear resource-performance model discards. We empirically find p = 0.1 to be a good choice and use this value in all our experiments. To actually find an expression for r(k), we start by deriving, in Equation (4), an expression of C(z) by combining Equations (2) and (3); we impose the transfer function of the PI controller to be the ratio between VM-owned resources R(z) and performance error E(z):
Elaborating further and applying the Z-antitransform and a time shift, we finally get, in Equation (5), the desired expression for r(k):
The PI controller in each VM Controller uses Equation (5) to estimate the resource request that should let the VM match its SLO in the next control period. We implemented the VM Controller in C++, using the Armadillo library [Sanderson 2010 ]. The simplicity of our model allows a fast implementation, which enables AutoPro to run with an aggressive control period to react to quick workload changes: our implementation takes less than 10μs to update the parameter models and compute the next allocations in all our experiments on our reference machine (see Section 4.1 for details on its configuration). This very small overhead allows us to use faster control periods (see Section 4.1) than previous works [Padala et al. 2009; Shen et al. 2011] , achieving finer-grained control (as we discuss in Section 5).
3.2.2. Controllers Stability. The stability theorem of formal control theory for linear, time-invariant systems states that a system represented by a transfer function G(z) is stable if and only if the poles (i.e., the roots of the dominator polynomial) of G(z) are within the unit circle in the complex coordinate plane [Hellerstein et al. 2004] . Our choice of p = 0.1 provides such guarantee, since z = p is the only pole of the feedback loop transfer function, as Equation (3) shows.
The pole-elision method we use to synthesize our controllers adds the requirement that the elided poles (in our case, the only pole a, as Equation (2) shows) must not be unstable. To abide to this condition, we verify that our model updater always returns parameter estimates such that |a| ∈ (0, 1).
Whenever VMs expose a steady behavior (i.e., within a phase), the RLS filter we use as our model updater will make the parameters a and b converge to their "real" values and, thanks to the stability properties we just discussed, the VM controllers will drive performance toward SLOs. When the workload of a VM varies over time, switching its resource-performance behavior (i.e., going through different phases), the model updater will take some control steps to converge to the new parameter values, causing transient oscillations of the allocation on phase boundaries.
3.2.3. Resource Brokerage and Allocation. At each control step, the RB collects all the resource requests from the VM Controllers and determines the actual allocations. This aggregation step enforces global constraints, such as CPU capacity, and applies global policies (e.g., how to use unclaimed resources).
We consider two constraints on allocations: a global maximum (max) and a per-VM minimum (min). The max bound enforces CPU maximum capacity, while the min bound avoids allocating too-small CPU fractions, which can cause imprecise enforcement at the resource container level.
A resource request sum exceeding the max bound indicates that the CPU capacity is not enough to let all SLO-bound VMs deliver the respective required throughput. If this case occurs, the RB can make one of two decisions:
(1) migrate one or more VMs to a less loaded node or (2) fairly distribute the available capacity to VMs proportionally to their original requests.
While migrating VMs might be necessary to respond to chronic resource shortage, this operation has nonnegligible cost and should be avoided when resource scarcity is due to short heavier phases or control glitches because, in these cases, proportionally distributing the available capacity would at most cause a transient drop in performance.
In this article, we only evaluate cases where resource scarcity happens only temporarily and do not consider VM migration, which represents an extreme way out to make up for poor VM placements by the admission control system. When the sum of resource requests is below the max bound, the RB chooses how to use the unclaimed resources. Since this article considers the objective of maximizing nodelevel utilization, AutoPro employs unclaimed resources to execute additional batch VMs on a best-effort basis.
In general, the RB could implement other policies to pursue different objectives, for instance, idling unused resources and triggering low-power states to reduce power draw, or redistributing unclaimed resources to SLO-bound VMs, based on a priority schema, to support different QoS levels [Nathuji et al. 2010 ].
Containers and Resource Provisioning
To enforce allocations, AutoPro relies on the ability of the hypervisor to partition resources and allocate them to VMs through a resource container mechanism [Banga et al. 1999] . We base our implementation on the Kernel Virtual Machine (kvm) hypervisor [Kivity et al. 2007 ], which uses Linux control groups (cgroups) [Menage 2013 ] for resource partitioning. The vCPUs of a VM appear as processes to the hypervisor, which groups them into the same cgroup, and this allows one to set caps on resource usage. We exploit cgroup hierarchies to create an additional cgroup that contains all the batch VMs, which fairly share the resources unclaimed by SLO-bound VMs.
Linux cgroups offer a few subsystems to allocate different types of resources (e.g., cores, CPU bandwidth, block I/O bandwidth). Since this article focuses on managing VMs that run compute-intensive multithreaded tasks, we use the cpuset and cpu [Turner et al. 2010] subsystems to allocate fractions of the CPU. These two subsystems control CPU partitioning and multiplexing: the cpuset subsystem allows one to pin threads (in our case, vCPUs) in a cgroup to a subset of the available cores, while the cpu subsystem allows one to set a cap on the CPU bandwidth each cgroup can use [Turner et al. 2010 ].
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AutoPro can support both CPU partitioning and multiplexing; we evaluated both mechanisms on managing VMs executing multithreaded applications from the PARSEC 2.1 benchmark suite colocated on our hexa-core host node (configuration details are in Section 4). We verify that these applications scale well to six threads [Sasaki et al. 2012 ] and configure VMs with six vCPUs. To allocate the host CPU, we either pack vCPUs on a subset of the host cores or cap the host CPU bandwidth [Turner et al. 2010] .
Applications with poorer scalability or host nodes with a higher core count might lead to scalability issues, which were tackled in recent research [Sasaki et al. 2012] . While these issues would impair the efficiency of our system, this problem is orthogonal to the scope of this article; Section 6 sketches a solution based on partitioning the multicore in smaller time-multiplexed islands.
We found that AutoPro obtains similar results, in terms of accuracy in enforcing SLOs, utilization, and batch VM performance, with both allocation mechanisms (i.e., dynamic partitioning or multiplexing). While the overall results are similar, CPU multiplexing allows more stable allocations, thanks to its finer granularity (partitioning forces minimum allocation granularity to one core) and we base our evaluation (Section 4) on this mechanism.
EVALUATION
We evaluate AutoPro in two steps: Section 4.2 validates our resource-performance model against both single-and dual-VM workloads; Section 4.3 evaluates AutoPro on managing workloads made of two SLO-bound VMs and a batch VM.
Platform, System, and Applications
Our host node is a Dell Precision T3500 workstation with an Intel Xeon W3690 hexacore processor, clocked at 3.46GHz and equipped with 12MB of shared LLC, and 12GB of main memory, distributed on three channels and clocked at 1066MHz. We disable the Enhanced Intel SpeedStep and Turbo Boost Technologies to bind the processor frequency to its nominal value. Due to the lack of cache partitioning mechanisms, we cannot directly address (i.e., eliminate) conflicts on the shared LLC; in our evaluation, we show that AutoPro is robust to performance interference due to this limitation. We disable the Intel Hyper-Threading Technology (i.e., simultaneous multithreading), which could give performance benefits for some workloads but would introduce contention on core-private caches, thus possibly exacerbating the performance interference problem, which we already show AutoPro can cope with.
We use Debian GNU/Linux 7.0 with kernel version 3.9 and configure the cpu subsystem of cgroups to enforce CPU bandwidth caps on a period of 50ms. We configure AutoPro to sample VM throughput on a sliding window of 750ms and update the resourceperformance models every 50ms, and allocate resources every 750ms. We empirically determine these parameters to yield precise resource allocation and responsiveness on our benchmarks: shorter periods lead to imprecise resource allocations with the cpu subsystem of cgroups, while longer periods lead to unresponsiveness to execution phases.
To evaluate AutoPro on a varied set of multithreaded applications, we use blackscholes, bodytrack, canneal, dedup, ferret, swaptions, and x264, from the PARSEC 2.1 benchmark suite [Bienia 2011 ], as our workloads for SLO-bound VMs. We configure each VM with six vCPUs and each application to run with six threads except for dedup and ferret, which use six threads per pipeline stage. We synchronize the execution of the regions of interest through the hooks provided by the benchmark suite. We use the native inputs for all applications except for swaptions, which evaluates 96 swap options, and x264, which encodes its native input video twice.
We use the indexing part of the psearchy (i.e., pedsort) benchmark [Boyd-Wickizer et al. 2010 ] to simulate a batch workload not bound to a SLO. We use psearchy to index the Linux kernel 3.9 source tree using six threads, each using at most 1GB for its hash table. Just as for the PARSEC applications (see Section 3.1), we instrumented psearchy to report throughput defined, in this case, as the number of jobs per hour per thread. 
Resource-Performance Model Evaluation
We validate the accuracy of our resource-performance model, defined in Equation (1), which binds resource allocations r(k) (i.e., a percentage of the CPU bandwidth) to VM throughput t w (k) (i.e., moving averages on a sliding window w of 750ms). Each VM runs one of the PARSEC applications we selected and we evaluate both solo runs (single VM) and workloads with two colocated VMs (dual VM).
At each control step k (i.e., every 750ms), we randomly vary the resource allocation r(k) of each VM and we log the current throughput t w (k) and the corresponding resource allocation r(k − 1); for the dual-VM workloads, we randomly partition the host CPU capacity among the two VMs. We execute each workload 30 times to achieve statistical relevance.
We use the mean absolute percentage error (MAPE) metric, computed as in Equation (6), to evaluate the model accuracy:
K is the number of control steps, t w (k) is the actual throughput sampled at step k, and t w (k) is the throughput estimate according to our model, defined in Equation (1). AutoPro uses a Model Updater (see Section 3.2.1) to compute the model parameters a and b online. Besides evaluating the accuracy of our model through the MAPE metric, we also validate this filter by comparing it against the optimal offline parameters estimated with the least squares algorithm.
Prediction Error on
Single-VM Workloads. To evaluate our model in the absence of contention on shared resources, we first consider solo runs of VMs executing each of the PARSEC applications. Figure 5 reports the MAPE metric for our model when using both online and offline parameter estimates. These results show a low prediction error (within 5%) for five out of seven applications and indicate that updating the model parameters online with the Model Updater improves accuracy for all the workloads compared to offline estimates of the optimal static parameters. Our results compare favorably with previous work leveraging a similar resource-performance model [Sharifi et al. 2011 ] (see Section 5).
The prediction error on the solo runs using online estimation is close to 1% for four out of seven workloads; we found that the higher error on bodytrack (≈8%), ferret (≈5%), and x264 (≈6%) is due to specific characteristics of these applications; the remainder of this section reports our observations. The only meaningful throughput metric for bodytrack (i.e., frames/s) leads to low measurements: 4 frames/s on average with peaks of 8 frames/s with the highest resource allocation. These low measurements imply that bodytrack only completes 3 to 6 frames in the 750ms sliding window we measure throughput on; this dynamic leads to sizable variations (up to 33% on average) due to sampling even when the actual throughput varies only slightly. This jitter impairs the accuracy of our model. While using a longer sliding window and allocation period improves accuracy on bodytrack, it would reduce responsiveness on applications with varying phases. We found that 750ms is a good tradeoff to support all our benchmarks; application-specific optimizations could further improve accuracy.
x264 shares the low-throughput issue with bodytrack, albeit with lesser impact (measurements can be as low as 6 frames/s). Moreover, it shows input-dependent execution phases (see Figure 3) , which introduce variations even with a stable resource allocation. For this reason, the Model Updater needs to adapt to the changing workload, by updating the model parameters, and its prediction error increases during the transition to a different execution phase. We could tune the forgetting factor of the Model Updater to address this issue; however, a more aggressive forgetting factor would make the Model Updater more subject to occasional noise.
ferret exploits pipeline parallelism and runs with 24 threads: six threads for each of the four pipeline stages. This is the result of a questionable design: the application is simple from a developer standpoint; however, it can also be highly inefficient due to load imbalance and I/O bottlenecks [Navarro et al. 2009 ]. Redesigning the applications following Navarro et al. [2009] suggestions would greatly improve the predictability of the application and reduce the prediction error of our resource-performance model.
Prediction Error on Multi-VM Workloads.
Since AutoPro aims at supporting workload consolidation to maximize node-level utilization, we evaluate the accuracy of our model on dual-VM workloads. Figure 6 reports that the prediction error remains low, indicating that our model is robust against performance degradation due to contention on unmanaged resources. These results follow very similar trends to the single-VM workloads (compare to Figure 5 ): the maximum error is below 1% for three applications (blackscholes, canneal, swaptions) and overall below 12%, when the Model Updater is in place. The same considerations of Section 4.2.1 hold, to a greater extent as a result of the contention on unmanaged resources, for the higher error observed with bodytrack, ferret, and x264. dedup and x264 are the two applications whose values of MAPE increase the most when shifting from isolation to consolidation; we ascribe this behavior to the highest sensitivity to the contention on unmanaged resources [Cook et al. 2013] .
The low values of the MAPE metric for both single-and multi-VM workloads indicate that our resource-performance model accurately predicts the behavior of the computeintensive multithreaded applications we employed in these experiments. In addition, the Model Updater improves the model accuracy over offline estimates, besides dispensing from the need of profiling applications. The Model Updater also makes the model more resilient to the negative effects resulting from the contention on unmanaged resources (e.g., see x264 in Figure 6 ).
AutoPro Evaluation
To evaluate AutoPro, we use a strategy similar to the validation of the aresourceperformance model. First, Section 4.3.1 shows that AutoPro can automatically allocate the right amount of CPU bandwidth to SLO-bound VMs running solo on our host node (see Section 4.1 for configuration details). Second, Section 4.3.2 shows that AutoPro can both automate CPU provisioning and maximize node-level utilization when managing Fig. 6 . Each plot shows the cumulative distribution function (CDF) of the MAPE for the VM in the label, considering all workloads where it is present (i.e., 7 × 30). We report results using both offline (least squares) and online (Model Updater) estimation.
two SLO-bound VMs colocated with a batch VM on our host node. In addition, Section 4.3.3 analyzes the dynamic behavior of AutoPro in one of the experiments of the motivational case study. The results of these experiments show the following:
(1) AutoPro is a practical tool for automating the allocation of a contended resource (specifically, CPU bandwidth) in a data center host node based on performance requirements. (2) AutoPro allows the maximization of node-level utilization and it is robust to the performance degradation resulting from the contention on unmanaged resources.
Each SLO-bound VM executes one of the PARSEC applications we selected, while the batch VM executes psearchy (see Section 4.1). We set SLOs as a fraction of the average throughput each application achieves in a solo run on our host without any caps on resource usage (from now on, we refer to this value as the application's reference throughput).
To evaluate the ability of AutoPro to enforce SLOs, we use the same metric we used in our model evaluation (i.e., the MAPE). Referring to Equation (6), in this case t w (k) is the actual throughput measurement and t w (k) is the desired throughput (i.e., the SLO).
To evaluate the ability of AutoPro to maximize node-level utilization, we consider how close the average host node CPU utilization during each experiment is to 100%. 4.3.1. Managing Single-VM Workloads. We evaluate the effectiveness of AutoPro in allocating just enough resources to single-VM workloads bound to an SLO ranging from 30% to 90% of each PARSEC application's reference throughput, with steps of 20%; Figure 7 shows these results. Most of the errors are (often considerably) below 5%; we analyze the cases of higher error. The results for x264, dedup, and ferret present a sensibly higher variance; in these cases, the same application-specific considerations reported in Sections 4.2.1, 4.2.2 hold.
Different considerations hold for the higher errors of canneal and x264 when setting the SLO to 90% of the respective reference throughput. These applications present considerable throughput variations, even with a fixed resource allocation, due to changes in their workload. canneal implements simulated annealing and, due to the structure of this algorithm, it performs more frequent exchange operations at the beginning of its execution (i.e., at "high temperature"), thus showing a constantly decreasing throughput, which is measured in exchanges/s. x264 presents input-dependent execution phases triggered by the different structure of the frames in the incoming video stream [Sasaki et al. 2012; Bartolini et al. 2013a; Sironi et al. 2014] . For this reason, these two applications present heavier execution phases for which they cannot sustain 90% of their reference throughput across the whole execution, even with all the available resources; Figure 8 exemplifies this issue for x264. The red-shaded areas highlight heavier execution phases during which the VM does not achieve the SLO even though AutoPro consistently allocates 100% CPU bandwidth. This analysis shows that, in these cases, AutoPro still works properly; simply, the SLO is not attainable during some execution phases on our host server. In this situation, the provider might simply terminate the VM and report execution failure due to wrong settings or migrate the VM 27:16 D. B. Bartolini et al. Fig. 9 . Each plot shows the CDF of the MAPE for the VM in the label, considering all workloads where it is present (i.e., 7 × 30). In each experiment, one VM has an SLO of x = {30, 40, 50}% its reference throughput, as indicated in the legend, while the colocated VM has an SLO of (80 − x)% its reference throughput. All workloads make up a batch VM treated in a best-effort fashion.
to a more powerful node. While this article does not directly deal with VM migration, we are working on a smart VM migration system able to tell chronic from transient resource shortage and, in the latter case, decide to migrate the VM.
Managing Multi-VM Workloads.
To evaluate AutoPro in a more comprehensive scenario, we use it to allocate resources to two SLO-bound VMs, running PARSEC applications, while maximizing node-level utilization by provisioning unused CPU bandwidth to a batch VM, running psearchy, on a best-effort basis. We run every possible colocation of the seven PARSEC applications, repeating each experiment 30 times, and, for each VM, we analyze all the runs that compose it, using the MAPE metric to evaluate the ability of AutoPro to enforce SLOs and evaluating the average host node CPU utilization. For each experiment, we set the SLO of one VM to x = {30, 40, 50}% its reference throughput and the SLO of the colocated VM to (80 − x)% its reference throughput. Given these SLOs, there is no guarantee that the host node capacity will be enough to provision both VMs with the right amount of CPU bandwidth. Hence, some of the workloads may never have values of MAPEs equal to 0, even if the prediction error for those specific workloads is 0. Figure 9 reports, on these experiments, the distributions of the MAPE for each application executed in an SLO-bound VM. These results show that AutoPro meets the three SLO levels with a small error margin (always within 5% and lower in many cases) for four of the seven PARSEC applications (namely, blackscholes, bodytrack, dedup, and swaptions); in this respect, AutoPro is competitive with SLO-violation results reported in prior work [Shen et al. 2011 ] (see Section 5 for additional considerations).
We ascribe the higher (but still below 10% at the 90th percentile in all cases) error reported for ferret, canneal, and x264 to the same issues we discussed earlier in this section. In addition, for what regards canneal and x264, the effect illustrated in Figure 8 has sizable effects at SLO levels lower than 90%. The reason is that now there are two colocated SLO-bound VMs that contend on the available host node CPU capacity, leading to a higher possibility that heavier execution phases lead to resource scarcity. The same possible solution to this issue discussed for the single-VM case (see Section 4.3.1) applies here. Figure 10 reports the CDF of both global and per-VM host node CPU utilization for all the experiments with three colocated VMs (i.e., two SLO bound and one batch). The plots show that the utilization of the host node CPU is always close to 100% in all cases for all SLO levels. This result confirms that AutoPro can effectively maximize node-level utilization by allocating unused resources to batch workloads on a best-effort basis. The per-VM utilization CDFs show that AutoPro enacts consistent allocations across the different experiments. The variations in these values are due to adjustments AutoPro makes to respect SLOs despite the workload-dependent negative effects of contention on unmanaged resources. 4.3.3. Dynamic Behavior. We conclude our evaluation by analyzing more in detail Scenarios (E) and (F) of our case study (see Section 2.1 and Figure 1 ). Figure 11 picks the 95th percentile execution of the multi-VM workload composed by swaptions, x264, and psearchy and shows how VM performance and CPU bandwidth allocations vary throughout the experiment. AutoPro achieves near-optimal allocation for the VM running swaptions, which has stable performance, and tracks much better (with respect to the best static allocation) the SLO for the VM running x264 by provisioning (at high frequency) the CPU bandwidth allocation. Notice that allocating 100% of the CPU bandwidth does not imply a host node CPU utilization of 100% due to practical issues (e.g., trapping, context switching, synchronization).
RELATED WORK
The problem with building virtualization infrastructures able to support auto-scaling of applications and maximize node-level utilization is the natural evolution following the rise of public IaaS and Platform as a Service (PaaS) clouds. This article addresses this problem by starting with a clean slate, "reversing" the classic resource allocation Fig. 11 . Performance (throughput) and resource (CPU bandwidth) allocation traces for two SLO-bound VMs (VM1 and VM2), running swaptions and x264, respectively, colocated with a batch VM (VMb), running psearchy. The values of MAPE on the SLOs for the two VMs are, respectively, 1 = 0.3% and 2 = 27.4% with static allocation and 1 = 3.2% and 2 = 7.4% with AutoPro.
paradigm: with AutoPro, users specify an application-specific performance metric to state an SLO (e.g., requests/s for web server) and leave the task of determining resource needs to the virtualization infrastructure. In this section, we survey, to the best of our knowledge, related works; where possible, we provide qualitative comparisons with AutoPro and highlight both strengths and limitations of our work. Padala et al. [2009] proposed AutoControl, an auto-scaling solution combining a model estimator and a set of application and node controllers. Similarly to AutoPro's Model Updater (see Section 3.2.1), AutoControl's model estimator captures the relationship between application performance and resource allocations (i.e., the resourceperformance model). AutoControl employs a set of multi-input multioutput (MIMO) application controllers demanding node controllers to allocate CPU and I/O bandwidth, whereas AutoPro exploits single-input single-output (SISO) control targeting the bottleneck resource. Shen et al. [2011] proposed CloudScale, an auto-scaling solution to allocate CPU bandwidth and memory, migrate VMs, and save energy through dynamic voltage and frequency scaling (DVFS). CloudScale leverages a system called PRESS [Gong et al. 2010 ] to handle resource demand prediction and prediction error. PRESS and AutoPro's Model Updater carry on similar duties, as they both predict resource demands.
CloudScale couples PRESS with ad hoc heuristics to decide resource allocations; instead, AutoPro uses VM Controllers derived according to control theory from a resourceperformance model, coordinated by the resource broker.
We acknowledge that our control strategy is currently limited in the number of resources it handles (the same holds for CloudScale, which handles resources disjointly). However, we believe that AutoPro can be extended to handle multiple resources by adding an additional layer to identify the bottleneck resource based on utilization, without incurring the overhead of solving a minimization problem of exponential complexity (as happens with AutoControl).
We argue that our evaluation is more compelling than the one proposed by Padala et al. [2009] and Shen et al. [2011] for the following reasons. First, we always report the error distributions of statistically relevant experimental results, allowing a clear analysis of these data. AutoControl and CloudScale only report single runs or average results, leaving much to be guessed. Second, we validate our resource-performance model with random resource allocations both in isolation and consolidation, while AutoControl only uses model-driven resource allocations in isolation and the heuristics used in CloudScale do not allow a similar validation. Finally, we collect experimental results with a much higher number of multi-VM workloads and SLOs and show that AutoPro achieves the additional goal of maximizing resource utilization. Furthermore, our control strategy works at a much higher frequency (i.e., control period <1 second instead of >10 seconds), giving AutoPro the ability of catching short-term trends that go unobserved with AutoControl and CloudScale. Short-term trends may become more and more important in the future, as predicted by other recent research [Ousterhout et al. 2013] . Nathuji et al. [2010] proposed Q-Clouds, a cloud infrastructure embodying a novel billing solution for public IaaS clouds and a runtime system that aims at mitigating the negative effects of contention on shared hardware resources; the design of Q-Clouds resembles that of AutoControl. To exploit unused resources, Q-Clouds allows the users to state additional SLOs (dubbed Q-States) and proportionally redistributes leftover capacity. Instead, AutoPro supports the execution of batch VMs on a best-effort basis and it is robust against the performance degradation these colocated VMs may introduce. AutoPro's resource broker could support an equivalent of Q-states by redistributing (part of) the leftover capacity to SLO-bound VMs based on additional SLO levels. Kocoloski et al. [2012] proposed a dual stack virtualization infrastructure to support the consolidation of general-purpose applications and high-performance computing (HPC) applications. They use two hypervisors: KVM for general-purpose applications and Palacios for HPC applications. Their approach to achieve isolation is trivial, consisting of partitioning a dual-socket host node between the two hypervisors: KVM manages a nonuniform memory access (NUMA) domain (i.e., a multicore with its cache hierarchy, prefetchers, memory controller, and memory banks), while Palacios manages another NUMA domain. Instead, AutoPro is much finer grained, as it considers multi-VM workloads sharing a single multicore (i.e., NUMA domain).
ControlWare [Zhang et al. 2002] , METE [Sharifi et al. 2011] , and PTRADE [Hoffmann et al. 2013 ] served as inspiration for subsystems of AutoPro. These systems tackle environments that differ from virtualization infrastructures, making a full-system comparison with AutoPro unfeasible; instead, we outline quantitative comparisons between subsystems. The error distributions for our resource-performance model (see Figure 5) display maximum values of MAPE in line with the average MAPEs of METE. The error distributions for AutoPro (see Figure 7 ) across a variety of applications with SLO 50% of the reference throughput are in line with the average error of PTRADE on the same applications; in addition, we evaluate a wider range of SLOs.
DISCUSSION AND FUTURE WORK
This section expands the discussion to highlight the strengths and limitations of AutoPro and point at directions for future work.
Multiple Resources and Shifting Bottlenecks
While the current implementation of AutoPro provisions CPU bandwidth and cores and manages compute-intensive multithreaded applications, the architecture we described is general enough to support applications with bottleneck resources other than the CPU; the lone requirement is to use an appropriate resource-performance model.
Our current implementation of AutoPro is not designed to manage deployments where different resources alternate as the bottleneck (e.g., a multitier web application split into a front-end web/application server and a back-end database management system can alternate compute-and I/O-bound execution phases [Padala et al. 2009]) . In this case, AutoPro could leverage different resource-performance models, VM Controllers, and Resource Brokers for the different resources. To support this scheme, we plan to borrow ideas from Dominant Resource Fairness [Ghodsi et al. 2011 ] and extend the current implementation of the Resource Broker.
Some resources are tightly coupled on current multicores (e.g., CPU bandwidth and shared LLC usage) and do not lend themselves well to separate allocation. AutoPro already deals with this situation by soft partitioning the unmanaged resources through adjustments of the bottleneck resource allocation [Fedorova et al. 2007; Sironi et al. 2012] . Though not very efficient, this is a feasible solution to deal with those resources that cannot be easily partitioned on commodity architectures (e.g., shared caches, memory bandwidth).
The obvious (and, in general, more efficient) alternative to soft partitioning is to actually partition and explicitly allocate other resources. While we already discussed possible ways to extend AutoPro toward managing multiple resources, we need practical partitioning mechanisms as the enabling technology. For instance, while commodity systems do not expose direct methods to partition the LLC, we are working on shared LLC partitioning by means of page coloring [Lin et al. 2008] . A preliminary evaluation of Rainbow [Scolari et al. 2013] , our colored page allocator extension for KVM, looks promising and could improve the efficiency of AutoPro by eliminating contention on the LLC. Other researchers have recently demonstrated that, with some limitations, it is possible to partition and allocate memory bandwidth [Yun et al. 2013] . We are planning to build on this research to extend AutoPro.
Different Performance Metrics
In this article, we present and evaluate a resource-performance model for throughputdriven applications; this model is applicable to any application that allows expressing a performance SLO as a throughput measurement; the seven applications we use in our evaluation show a varied sample of such applications. While throughput is an important metric, it does not fully capture the performance concerns of some applications; particularly, request-serving applications may be bound to an SLO on tail latency [Dean and Barroso 2013] .
While the overall infrastructure of AutoPro is applicable to different performance metrics, supporting SLOs that are not expressed as a throughput target requires a different resource-performance model and, possibly, a different structure for the VM controllers. In particular, since nonlinearity is stronger in the resource-allocation-totail-latency relationship than in the resource-allocation-to-throughput relationship, our linear model would probably not be accurate if used to deal with latency-driven applications. Moreover, the monitoring system needs to be adapted to report the latency at a given percentile instead of the average throughput over a time window. We are currently investigating these issues, which we believe are an important direction for future work.
An additional challenge that needs to be addressed to extend AutoPro to deal with latency-driven application lies at the resource-provisioning level. In our evaluation, we use a 750ms control period and do not go faster due to the increasing allocation inaccuracy of the cpu subsystem of cgroups with decreasing control periods. While this control period is already much finer grained than previous works (see Section 5) and it is fast enough to respond to execution phases of our throughput-driven applications, it would probably be too slow to provide the desired quality of service to applications bound to SLOs of tens of milliseconds (or less) on tail latency [Leverich and Kozyrakis 2014] .
Scalability to Manycores and Large-Scale Installations
Most of the PARSEC applications show near-optimal scalability up to the core count of our reference host node [Sasaki et al. 2012] . Our plan to deal with the scalability issues that applications might have with higher core counts (i.e., on large symmetric multiprocessing systems or manycores) is to provision CPU bandwidth and cores at the same time. AutoPro could partition the available cores into islands (i.e., groups of cores), cluster applications with similar scalability (i.e., speedup over number of cores), assign each cluster to an island of the appropriate size, and allocate CPU bandwidth within each island.
We believe that the architecture of AutoPro can be extended to manage large-scale installations and distributed applications, such as those leveraging the MapReduce computation model [Dean and Ghemawat 2004] . Our efficient user-space implementation of the Application Heartbeats API [Hoffmann et al. 2010; Sironi et al. 2012 ] already supports distributed applications: tasks belonging to the same distributed applications share a multicast address and keep application-specific throughput measurements up to date through asynchronous messages.
Billing Scheme
A possible concern about AutoPro is its robustness to malicious users that make their VMs report falsely low performance with the goal of fooling the resource-performance model and getting additional resources. While this concern is legitimate, AutoPro is immune to such attack if the billing scheme used by the provider is based on resource consumption [Agmon Ben-Yehuda et al. 2012 ]. Using such a billing scheme with AutoPro raises two issues, both of which are practically solvable:
(1) It is hard for users to make a good cost estimate, as they do not explicitly rent resources. (2) Responding to performance degradation through soft partitioning (see Section 6.1) increases resource usage, possibly leading to unfair billing.
To solve the first issue, the provider could ask users to state an upper bound to the resources they are willing to pay for and define an agreement on how to manage violations of this bound. To deal with the second issue, the provider could employ techniques to limit performance degradation [Mars et al. 2011; Govindan et al. 2011] and, when this is not enough, to estimate the extent of the performance degradation [Breslow et al. 2013; Dwyer et al. 2012] and scale the bill accordingly.
CONCLUDING REMARKS
Our experimental campaign (Section 4) shows with statistically relevant data that AutoPro achieves its two major goals:
(1) extending IaaS clouds with automated fine-grained resource allocation, asking users to just state the performance level they require for their VMs and (2) enabling the cloud provider to safely share hardware resources among the VMs, allowing to to optimize data center utilization (thus reducing the total cost of ownership) by maximizing node-level utilization.
While the current implementation of AutoPro leaves few open issues that we are still investigating, the discussion of Section 6 outlines concrete solutions to fill these gaps. We believe that AutoPro, by allowing one to safely share hardware resources and by operating at very fine scale (i.e., with subsecond control period and fine allocation granularity), is well suited for supporting better management of modern dynamic deployments; we hope that this proof of concept will help to improve the efficiency of our data centers.
