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a b s t r a c t
In a relatively recent paper (G. Zhang, X. Cai, C.Y. Lee, C.K. Wong, Minimizing makespan on
a single batch processing machine with nonidentical job sizes, Naval Research Logistics 48
(2001) 226–240), authors considered minimizing makespan on a single batching machine
having unit capacity. For the restricted version of the problem in which the processing
times of the jobs with sizes greater than 1/2 are not less than those of jobs with sizes not
greater than 1/2, they proposed anO(n log n) algorithmwith absoluteworst-case ratio 3/2.
We propose an algorithm with absolute worst-case ratio 3/2 and asymptotic worst-case
ratio (m + 1)/m (m ≥ 2 and integer) for a more general version in which the processing
times of the jobs of sizes greater than 1/m are not less than the remaining (the case of
m = 2 has been considered by Zhang et al.). This general assumption is particularly held
for those problem instances in which the job sizes and job processing times are agreeable.
We obtain anO(n log n) algorithmwith asymptoticworst-case ratio 4/3 for these problems
leading to a more dependable algorithm than that of Zhang et al.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We study the problem of scheduling jobs with nonidentical sizes on a single batch processing machine (BPM) with unit
capacity. We are given a list J of n jobs each of which has a processing time pi and a size si ∈ (0, 1], and a single batch
processing machine. The machine can simultaneously process a number of jobs as a batch as long as the total size of jobs
in the batch is not greater than the capacity of the machine. The processing time of batch k, i.e., Pk is given by the longest
job in the batch. No preemption is allowed. The goal is to schedule the given jobs as batches on the machine to minimize
the makespan. After batch construction, the order in which the batches meet the machine is arbitrary. For simplicity we use
CMAX to denote this problem. For more details on BPM scheduling models readers may refer to a recently published review
paper [3].
We address the optimal value of makespan by C∗. By CA we denote the makespan value obtained by algorithm A. The
subscript Q in C∗Q or C
A
Q denotes the optimal makespan or the makespan obtained by algorithm A that is relevant to the job
set Q . By C(pi)we denote the makespan value of a batching configuration pi .
Given an instance I of CMAX, the absolute worst-case ratio of algorithm A is given by
RA = sup
I
{CAI /C∗I }.
The asymptotic worst-case ratio of algorithm A is defined to be
R∞A = lim
v→∞ supI
{CAI /C∗I | C∗I ≥ v}.
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2. Generalization of Zhang et al., proportional assumptions
Under proportional assumption, Zhang et al. [5] considered instances of CMAX in which there are two types of jobs; large
jobs (jobs of size greater than 1/2) and small jobs. They further assume that the processing time of each large job is not less
than that of small jobs, and provided an O(n log n) algorithm, called split and rearrange (SR) with worst-case ratio 3/2 (for
the sake of consistency, we address this algorithm as SR2).
We investigate the generalization of the proportional assumption in [5]. Under the generalized assumption, there are
two types of jobs; the first type (T 1m) is jobs with size greater than 1/m (m ≥ 2 and integer) and the second type (T 2m) is the
remaining jobs. We further assume that the processing time of a job of type T 1m is not less than the processing time of a job
of type T 2m. The case ofm = 2 is the situation investigated by Zhang et al. [5]. They believe that the proportional assumption
is reasonable since in many cases a large job will require more work, which will result in a longer processing time.
For a given integer m ≥ 2 we address instances of CMAX satisfying the generalized assumption as CMAX-m. Also we
denote a relaxed version of CMAX-m in which splitting jobs of type T 2m is allowed as CMAX-m-s. The resulting parts of a split
job are called segments (the processing time of a job segment is equal to the original job processing time).
A practical situation in which our generalized assumption is verifiable is the case of having agreeable job sizes and job
processing times, i.e., si < sj implies pi ≤ pj. In this situation a larger job needsmore or equal processing time in comparison
with the smaller job. This situation exactly satisfies the generalized assumption. For a given problem in which job sizes and
job processing times are agreeable, the generalized assumption is held, independent of the value ofm.
In the following, we first provide an algorithm called Am which takes an integer m ≥ 2 and an instance of CMAX-m as
input.
Algorithm Am. Step 1. Obtain the optimal batching configuration for the set of jobs of type T 1m. Arrange all batches in
decreasing order of their processing time.
Step 2. Re-index the jobs of type T 2m in non-increasing order of their processing time. Starting at the head of the list, place
the first job into the lowest indexed non-full batch. If the batch has not enough room, place part of the job into the
batch such that it is completely full. Then put the remaining part of the job in the next lowest indexed non-full batch
and continue in this way (In the case when there is no non-full batch, open a new batch). Repeat this step for the
remaining jobs in the list.
A simple example to show how the algorithmworks can be found in [5] for the case ofm = 2. In the following, we prove
that Am returns the optimal solution for CMAX-m-s problem.
Lemma 1. Algorithm Am solves all instances of CMAX-m-s, optimally.
Proof. When there is no new batch constructed at Step 2 of Am, the proof is trivial. Otherwise, it is clear that there must
be some optimal schedules for CMAX-m-s in which at most one batch is not completely full. Because we can always fill a
batch as full as possible unless there is no job left any longer. Let pi be the batching solution obtained by Am and δ be any
arbitrary feasible batching solution for CMAX-m-s. Also let kpi be the set of batches constructed at Step 1 of Am. By kδ we
denote the set of batches in δ that contain a job of type T 1m. In a finite number of job interchanges, we can reconstruct the
batches of kδ in a way that there are batches containing jobs of type T 1m similar to batches in kpi . Assuming si ≥ sj, when
interchanging job i (a job of type T 1m in batch Bu) with job j (a job of type T
1
m in batch Bv) we assign job i to Bv and assign
job j to Bu. Considering capacity restriction, we may also pick a set of jobs of type T 2m (or their segments) from Bv with total
size si − sj and assign them to Bu, whenever necessary. We may also need to pick only a job i and assign it to one of existing
or newly opened batch. Let us denote the batching solution obtaining after interchange process by δ′. It is not difficult to
see that C(δ′) ≤ C(δ). Because through interchange process we construct batches similar to batches of kpi that their sum of
processing times is less than the total processing times of batches in kδ (recall that the result of Step 1 of Am is optimal and
the processing time of all batches in both kpi and kδ is determined by a job of type T 1m). Nowwe claim C(pi) ≤ C(δ′). To show
this, let us remove the batches containing jobs of type T 1m, with all of their contents from both pi and δ
′. It is clear that the
total processing times of the batches removed from pi and δ′ are equal (consider this value as C1). Now, let draw out the jobs
(or part of jobs) from remaining batches of pi and δ′, and split them into their smallest possible segments. By Lpi and Lδ′ we
denote the list of job segments corresponding to pi and δ′, respectively. Let us arrange the segments of Lpi and Lδ′ based on
LPT rule. We have the following facts: (i) Starting at the end of Lpi , each segment i finds its processing time smaller than or
equal to the processing time of its counterpart in Lδ′ . (ii) Given that the batches of pi are filled to their full capacity, one can
verify |Lpi | ≤ |Lδ′ |. Sincemakespan is a regular performance criterion, through i and ii, we conclude that themakespan value
corresponding to list Lpi (CLpi ) is less than or equal to the makespan value corresponding to the list Lδ′(CLδ′ ). These makespan
values are obtained by successively grouping the segments at the head of the list and removing them from the list. We then
conclude C(pi) = C1 + CLpi ≤ C1 + CLδ′ ≤ C(δ′). 
Lemma 2. Algorithm Am provides a lower bound for the optimal makespan of CMAX-m.
Proof. Since any optimal batching solution for CMAX-m is also a feasible batching for CMAX-m-s, the result follows
immediately. 
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Nowweprovide the algorithm SRm forCMAX-m. The inspiration of our algorithm is based on the idea behind the algorithm
SR2, that is: solving CMAX-m-s by Am, then moving out all jobs of type T 2m split in size and assigning them to some new
batches. Let us define pi as the optimum batching solution for CMAX-m-s provided by algorithm Am. Assume that pi results
in K batches B1, . . . , BK . Clearly, P1 ≥ P2 ≥ · · · ≥ PK . Let q be the number of split jobs resulted by Am. We have q ≤ K − 1.
For f = 1, 2, . . . , q let us denote by j′if a job split in size, whose first part is in Bif (1 ≤ i1 ≤ · · · ≤ iq ≤ K −1). The processing
time of this job is denoted by p′if . The formal description of SRm is as follows.
Algorithm SRm. Get the optimal batching configuration pi for CMAX-m-s by algorithm Am. Remove all split jobs from pi . For
f = 1, 2, . . . , dq/me, put jobs j′imf−(m−1) , j′imf−(m−2) , . . . , j′imf together in a batch with processing time p′imf−(m−1) . Then get a
batching configuration pi ′ with K + dq/me batches.
The following Lemma builds the main result on the worst-case performance of SRm.
Lemma 3. Given an instance of CMAX-m, we have C
SRm
C∗ ≤ m+1m +
(m−2)p′i1
mC∗ .
Proof. The batching configuration resulted by SRm consists of two parts, one is the K batches left by moving all split jobs
and the other is the dq/me batches by repacking split jobs. The completion time of the first part (i.e., C1) is less than∑Kk=1 Pk.
It was also proven by Lemma 2 that
∑K
k=1 Pk is less than C∗. The completion time of the second part (i.e., C2) is equal to∑dq/me
f=1 p
′
imf−(m−1) . By a lemma (Lemma 2, page 230) from [5] we have p
′
imf−(m−1) ≤ Pimf−(m−1)+1. Also for f = 2, . . . , dq/me
we have p′imf−(m−1) ≤ Pimf−(m−1) , p′imf−(m−1) ≤ Pimf−(m−1)−1, . . . , p′imf−(m−1) ≤ Pimf−(m−1)−(m−2). Therefore:
C2 =
dq/me∑
f=1
p′imf−(m−1) ≤ p′i1 +
dq/me∑
f=2
(Pimf−(m−1)−(m−2) + · · · + Pimf−(m−1) + Pimf−(m−1)+1)/m
≤ (m− 2)p
′
i1
m
+
K∑
f=1
Pf
m
.
Thus we get:
CSRm = C1 + C2 ≤
K∑
f=1
Pf +
(m− 2)p′i1
m
+
K∑
f=1
Pf
m
≤ (m− 2)p
′
i1
m
+ m+ 1
m
K∑
f=1
Pf
≤ (m− 2)p
′
i1
m
+ m+ 1
m
C∗.
We conclude that C
SRm
C∗ ≤ m+1m +
(m−2)p′i1
mC∗ .
To show that the inequality is tight, consider an instance with 2m−2 jobs of size 1/m and another job of size 32m . Also all
jobs have the same processing time p (note that such a choice satisfies the proportional assumption). Regardless of the value
of m, the optimal makespan for this instance is C∗ = 2p. Applying SRm results in a batching configuration with CSRm = 3p.
Substituting both values into the inequality reveals that it is tight. 
Theorem 1. Given an instance of CMAX-m, we have RSRm = 3/2 and R∞SRm = (m+ 1)/m.
Proof. It is easy to see that 32 ≥ m+1m +
(m−2)p′i1
mC∗ , for any integer m ≥ 2. As we showed in Lemma 3, this inequality is tight
yielding RSRm = 3/2. The ratio CSRm/C∗ tends asymptotically to (m+ 1)/m as n (and consequently C∗) tends to infinity
resulting R∞SRm = (m+ 1)/m. 
The complexity of executing SRm is dominated by the complexity of determining the optimal batching at Step 1 of
Am. Unfortunately, due to NP-hardness of determining the optimal batching in Step 1 of A4 it is difficult to do Step 1 of
Amefficiently for m ≥ 4 (three-dimensional matching can be reduced to an special case of CMAX-4 where all jobs have
identical processing times).
The case of m = 2 (investigated in [5]) is trivial. Here, all jobs of type T 12 have a size greater than 1/2. Therefore, the
optimal batching in Step 1 of A2 is determined in O(n) time by assigning each of the large jobs to a single batch. In the
following we show that the case of m = 3 is also tractable leading to an algorithm with asymptotic worst-case ratio 4/3
(algorithm SR3).
Step 1 of A3 needs to solve efficiently an instance of CMAX in which all jobs have a size greater than 1/3. Let us address
this problem by CMAX1/3. For this problem any feasible batch should accommodate at most two jobs. Let us represent a
given instance of CMAX1/3 by a simple graph. For this purpose, let a node stands for each job. There is an edge between
nodes (jobs) i and j if they could be accommodated in a batch, that is si + sj ≤ 1. By definition all jobs having size greater
than 1/2 form a stable set in the graph since they share no edge. Also all jobs of size not greater than 1/2 constitute a clique
since they are mutually adjacent. In this way, the representative graph is a split graph. One can see that finding the optimal
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solution of a given instance of CMAX1/3 is equal to finding a partitioning of its corresponding graph with cliques of size not
greater than 2, havingminimum total processing times of all cliques (The size of a clique is the number of nodes it contains).
Indeed each clique could be seen as a batch. This problem is solvable based on finding themaximumweight matching of the
split graph [1]. The following algorithm executes the first step of A3 optimally in O(|X |2.5) time where, X is the set of jobs of
type T 13 .
Step 1. Construct the valued version of the split graph where each edge is valued by min{pi, pj} if the edge is incident to the
vertices i and j.
Step 2. Find a maximum weight matching in the graph.
Step 3. Form the batches as follows:
• For each set of the matching, process the corresponding two jobs in the same batch,
• Other jobs are processed as single job batches.
Step 4. C∗X is the sum of the processing time of all jobs in X, minus the value of the maximum weight matching.
Corollary 1. Given an instance of CMAX-2, SR2 solves the problem approximately in O(n log n) time with absolute worst-case
ratio 3/2.
Corollary 2. Given an instance of CMAX-3, SR3 solves the problem approximately in O(n2.5)with absolute and asymptotic worst-
case ratio 3/2 and 4/3, respectively.
Corollary 3. The optimal solution of an instance of CMAX inwhich each job has a size greater than 1/3 can be obtained in O(n2.5).
3. A special case of CMAXwith agreeable job sizes and job processing times
As we pointed out before, all instances of CMAX with agreeable job sizes and job processing times (i.e., si < sj implies
pi ≤ pj) exactly satisfy our generalized assumption for any integerm ≥ 2. This means that we can apply either SR2 or SR3 (or
in general the class of SRm) on these problems. Since then, we use the term CMAX-agreeable to denote an instance of CMAX
with agreeable job sizes and job processing times.
Because the only tractable cases are m = 2 and m = 3, our focus is mainly on SR2 and SR3. Given an instance of CMAX-
agreeable, themainmotivation of this section is to show that the time complexity of SR3 is now O(n log n) (a modification on
the O(n2.5) time stated in Corollary 2). This reflects that both SR2 and SR3 are similar in terms of time complexity. However
in terms of the worst-case performance, SR3 may be more dependable.
Let us consider an instance of CMAX-agreeable, in which all jobs have a size greater than 1/3. In other words there are
only jobs of type T 13 . Let us partition the set of jobs into two sets, namely L1 and L2. L1 denotes the set of jobs having their
size greater than 1/2 and L2 denotes the set of jobs having their size in (1/3,1/2]. Doing Step 1 of A3, clearly each job in L1
requests for a separate batch. Each job in L2 can be grouped either with one job of L1 or with one job of L2. Let U2 be the set of
leftover jobs from L2 that are not batched with any job from L1in a feasible batching configuration. Let us define V2 = L2\U2
as the complement of U2. Clearly every two jobs in U2 should be packed in one batch. Hence, to do Step 1 of A3 optimally it
is sufficient to devise a procedure that returns the minimal U2 or maximal V2. In the case of optimal batching configuration
we use U∗2 and V
∗
2 . Following [2] we say V is maximal if for all set V
′ we have |V | ≥ |V ′| and pi ≥ p′i for 1 ≤ i ≤ |V ′| (assume
jobs in V and V ′ are sorted based on decreasing order of their processing times). By analogy we may define the minimal set
U . Clearly U∗2 is minimal and hence V
∗
2 is maximal. In the following we prove that the simple FFLPT algorithm [4] produces
a set V2 that is maximal and hence is an optimal algorithm for doing Step 1 of A3. For simplicity we use V F2 to denote the set
V2 resulted by FFLPT algorithm.
Algorithm FFLPT . Step 1. Arrange the jobs in decreasing order of their processing times (in the case of equal processing
times arrange jobs based on decreasing order of their sizes).
Step 2. Select the job at the head of the list and place it in the first batch with enough space to accommodate it. If it fits in
no existing batch, create a new batch. Repeat step 2 until all jobs have been assigned to a batch.
Executing Step 1 of FFLPT algorithm on a given instance of CMAX-agreeable with only jobs of type T 13 , the longest is also
the largest. Hence, FFLPT algorithm batches the longest (and hence largest) remaining job in L2 with the longest (largest)
possible job remaining in L1. Intuitively FFLPT algorithm is driven by L2 since each job in L1 should be placed in a separate
batch.
Lemma 4. Given an instance of CMAX-agreeable, in which all jobs have a size greater than 1/3 (only jobs of type T 13 ), V
F
2 is
maximal.
Proof. LetV2 (as defined formerly) be relevant to any batching solution of jobs.Weprove thatV F2 ismaximal overV2 (assume
that V2 is obtained by an arbitrary algorithm, say A). Let jFi and ji denote the ith job in V
F
2 and V2, respectively. Recall that
jobs in V F2 and V2 are arranged based on Step 1 of FFLPT algorithm. The proof is based on induction.
Basis (i = 1): If jF1 is the longest job in V F2 , none of the longer (or larger) jobs in L2 could have been placed in a batch containing
a job of L1. Thus jF1 is the longest possible job that can be placed in the same batch with a job of L1, leading to pjF1 ≥ pj1 .
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Inductive step: Assuming pjFi ≥ pji , ∀1 ≤ i ≤ k and that V2 has (k + 1)th job, we show that pjFk+1 ≥ pjk+1 . Assuming
contradiction pjFk+1 < pjk+1 , by hypothesis we have pjFk ≥ pjk ≥ pjk+1 > pjFk+1 . Algorithm A put job jk+1 in some batch
containing a job of L1 but FFLPT cannot, because if this is the case it would have put job jk+1 and not jFk+1. At this point all
jobs of L1 that have no neighbor in their batch must be larger than 1− sjk+1 . Since the first k jobs of V F2 are not smaller than
jk+1, each job of L1 that is paired by one of the first k jobs of V F2 must have a size not greater than 1 − sjk+1 . This implies L1
contains exactly k jobs with sizes not greater than 1− sjk+1 . Let Yk denotes the set of these jobs. But the first k jobs in V2 are
not smaller than jk+1 and these jobs must be paired with jobs of Yk. Thus, there is no job in L1 small enough to be paired with
jk+1. So algorithm A cannot puts jk+1 in some batch containing a job of L1, thus leading to a contradiction.
If |V F2 | < |V2|, then V2 has at least |V F2 | + 1 jobs. V F2 cannot include job jF|V F2 |+1. However, the above induction shows that
V2 cannot include job j|V F2 |+1 too, leading to a contradiction. Thus |V F2 | ≥ |V2|. 
Theorem 2. Given an instance of CMAX-agreeable, SR2 solves the problem approximately in O(n log n) timewith absoluteworst-
case ratio 3/2while, SR3 solves the problem approximately in O(n log n) time with absolute and asymptotic worst-case ratio 3/2
and 4/3, respectively.
Proof. The statement about SR2 is trivial. By Lemma 4, we proved that FFLPT optimally batches jobs when they are only of
type T 13 . In this sense, the first step of A3 can be done optimally in O(n log n) time by FFLPT algorithm. Since the second step
of A3 can also be done in O(n log n) time, the whole complexity of A3 is O(n log n) leading to a time complexity O(n log n) for
SR3. 
Although itmay seem that SR3 intuitively should produce a schedulewith smallermakespan than SR2 for a given instance
with agreeable job sizes and job processing times, our finding proves that this is not the case for all instances of CMAX-
agreeable. Indeed, for a simple 5 jobs instance wherein s1 = 0.8; s2 = 0.7; s3 = 0.6; s4 = 0.5; s5 = 0.3, the schedule
obtained by SR3 consists of five batches where each job is sit in a separate batch while, the schedule constructed by SR2
consists of four batches where jobs 3 and 5 share the same batch and each of the three remaining jobs sits in a separate
batch. Disregarding the value of job processing times, SR2 always reports a smaller makespan than SR3 for this instance.
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