Abstract-This paper discusses the feasibility of High Definition H.264/AVC video coding in the Baseline profile, for real time applications like videoconferencing. By means of suited SKIP strategies and exploiting the higher resolution, redundancy and visual information amount of the High Definition formats, with respect to Standard Definition, it is possible to speed up significantly the Mode Decision procedure, without affecting the final perceived quality.
I. INTRODUCTION
An H.264/AVC [1] video encoder carries out a number of encoding processes, including motion estimation, motion compensation, transform, quantization, and entropy coding. Among them, the mode decision process, to select the most suitable coding mode for each macroblock (MB) consisting of 16×16 luma samples and associated chroma samples, can be computationally intensive. The encoder may choose to encode a MB using Intra prediction from neighboring samples in the same frame or field, or using Inter (motion compensated) prediction from samples in previously coded frames or fields. Multiple Intra coding and motion compensated modes, and multiple reference frames are supported by the standard: this flexible choice of coding modes leads to an efficient compression, but at the expense of an increase in the computational complexity.
In order to reduce the encoder computational burden during the mode decision process, low-complexity (or fast) algorithms have been proposed, that aim at finding the prediction MB without the need of an exhaustive evaluation of all the available options. As a matter of fact, examining all possible modes takes most of the time out of the total encoding time. The final MB selected by a fast algorithm may be not the optimum MB: a trade-off between distortion and computational time reduction must be accepted. A vast body of literature exists on fast mode decision methods (see [2] , [3] , [4] for example, where further references can be found), to be applied in the framework of the ITU H.264/AVC video coding standard. However, most of these techniques, aimed at reducing the computational cost beared by an encoder to find the best coding mode for a given macroblock, are still proposed for CIF or QCIF sequences, whereas not so many examples of fast techniques specifically conceived for usage in real time High Definition (HD) systems can be found in the literature. On the other hand, at the authors' best knowledge, numerical results about the performances provided by these techniques when applied to HD video sequences in real time services are difficult to find as well.
Since a long time, our interest has been focused on videoconference applications, whose commercial and technical impact has become more and more important. At present, HD represents the evolution of videoconferencing, being able to enhance the overall viewing experience, by providing more vibrant and realistic colors, sharp and smooth movements. The H.264/AVC standard has been proven ideal for videoconferencing: although it requires more processing power than the previous H.26x algorithms, it provides good video transfer and low latency encoding and decoding, that result in smoother and more natural video flow.
Among the options available in the standard, the so-called Fidelity Range Extension (FREXT) profile, conceived to support specific applications like content contribution, studio editing and post processing, should be the most proper one to manage, in the best way, the HD coding. Really, this profile cannot be used in constrained environments (real time services, like videoconferencing) because of the high processing times it involves, which are in contrast with real time transmission requirements. As a matter of fact, the Baseline profile, originally conceived to support real time conversational services, such as videoconference and video telephony, seems the only one able to meet constraints on the time delay.
According with these considerations, it seems interesting to test the usage of the H.264 Baseline profile for HD coding in real time services, and, more specifically, in videoconferencing. If Baseline is preferred to FREXT, there is the need to evaluate its impact on performance, as Baseline does not provide some enhanced coding features, like Bi-predicted frames (B frames) or CABAC (Context Adaptive Binary Arithmetic Coding), that are usually considered as crucial for a satisfactory video quality.
Based on such premises, the object of this paper is twofold: on one hand we show that the Baseline profile can be actually used for HD encoding, instead of the FREXT profile, without significant quality degradation but with savings in encoding time; on the other hand, we discuss two novel fast mode decision strategies, to be included in the Baseline profile, that permit further reduction in processing time, thus making real time HD coding more feasible, without significantly affecting the final video quality. The fast mode decision strategies discussed in this paper rely on the proper definition of a threshold used to control the amount of SKIP MBs in each encoded frame. Such a threshold has a fundamental role, both in the CIF and HD coding, and will be subjected to a thorough analysis, aimed at optimizing its effects on the encoder performance.
The paper is organized as follows: Section II provides some results on the use of the Baseline profile for HD coding, to confirm the feasibility of this choice. Section III reviews the main issues related to fast mode decision techniques in H.264/AVC, that are introductory to the novel schemes presented in Section IV. The performance achieved is reported, with some examples, in Section V. Finally, Section VI concludes the paper.
II. APPLICABILITY OF THE BASELINE PROFILE FOR HD CODING
A comparison between the Baseline (66,30) and the FREXT High (100,40) profiles has been developed, by applying the two profiles to a series of High Definition video sequences. The profiles are described in detail in the standard [1] and the related documents; in the following, we will limit to remind the features of interest to the present study. The test HD video sequences (Car, Park Run, and Shields) have been selected over a wide set, as representative of different motion and texture features. Single frames extracted from each sequence are shown in Fig. 1 .
Comparison is based on the evaluation of the Peak Signal to Noise Ratio (PSNR) of the Luma (Y) component averaged over all the frames, the resulting bit rate, and the total encoding time. As the latter may depend on the test platform adopted, it has been expressed in relative units, r.u.. Examples are reported in Table I for For each sequence, the PSNR values obtained with the two profiles differ by less than 1 dB, but the computational time required by FREXT is more than twice that required by Baseline, for Car and Park Run sequences, whereas it is almost twice for Shields. Consequently, it seems preferable to assume Baseline also for HD coding. In regard to the quality issue, it is known that objective evaluations (based on the PSNR) must be combined with subjective evaluations. We have made tests of this type, too, considering other sequences as well besides those discussed in the table, in order to evaluate different motion features, by reaching quite similar conclusions throughout. For better evidence, Fig. 2 shows the rate-distortion results for each sequence, and for each of the encoder configurations tested. FREXT requires slightly higher bit rates, but does not provide as much higher quality than Baseline. As the performances of the two profiles are similar, the required encoding time can be assumed as the most relevant figure according to which Baseline can be preferred to FREXT, for HD real time coding. The above comparison addresses the choice within the standard, but the total time required by the Baseline profile to encode an HD sequence remains, necessarily, more than two times larger than that required for encoding its corresponding CIF version, given the different formats. Thus, with the aim of applying HD coding in real time services, it should be advisable to design new fast mode decision strategies, able to take into account the peculiarities of the HD format (higher resolution and redundancy, up to four times more visual information) and the limitation of the human visual perceptivity. Our proposal is to stress some of the ideas exploited by fast mode decision algorithms, previously applied to the CIF and QCIF formats only, according with the procedures described next.
III. FAST MODE DECISION ISSUES
One of the key aspects affecting the total encoding time required by an H.264/AVC encoder is the choice of the best coding mode for each MB of a frame, i.e. the mode decision process.
Under the variable block-size motion compensation, a MB can be divided into 16×16, 16×8, 8×16, and 8×8 subpartitions, and each 8×8 subblock can be divided into 8×8, 8×4, 4×8, and 4×4 block sizes. Moreover, H.264/AVC employs a new Intra coding method, called spatial-domain intra prediction, performed in units of 4×4 or 16×16. Consequently, the coding mode for each MB must be selected in a set of potential modes that includes, in the order tested by the encoder, Inter(16×16, 16×8, 8×16, 8×8, 8×4, 4×8, 4×4) and Intra(4×4, 8×8, 16×16) modes. Besides all these modes, the encoder has to evaluate the SKIP option too. The SKIP mode represents the case in which the block size is 16×16, but no motion and no residual information are coded. The encoder outputs just a SKIP indicator, without transmitting data as motion vectors, reference frame number, segmented block information, and so on. Except for SKIP and Intra modes, each Inter mode decision requires a motion estimation process.
In principle, for each MB of a P (inter) frame, all these modes should be tested and their performance compared, to find the best coding mode, i.e. the mode giving the minimum rate-distortion (RD) cost. This can be defined according with a SAD (Sum of Absolute Differences) or SSD (Sum of Squared Differences) criterion.
An exhaustive search can be a big burden for the encoder, quite unpractical to implement in case of HD video sequences. On the other hand, empirical evidence on the mode distribution, widely accepted in the literature, shows that, typically, more than half the MBs in real-world video sequences should be encoded with the SKIP mode [3] .
Moreover, the SKIP mode has the lowest computational complexity, as discussed above. For these reasons, optimization of the mode decision procedure, also including the handling of the SKIP option, seems to be the right way for obtaining a significant reduction in the encoding time: by increasing the usage of the SKIP mode, that is assigned the highest priority in the mode selection phase, the coding time is reduced. In case of CIF and QCIF formats, however, this is generally unacceptable because of the impact on the quality; conversely, we have verified that the situation is different for HD sequences, where the larger amount of information available permits to compensate the risk of quality loss. These considerations, in turn, have inspired the new algorithms we propose. The latter are presented in the following section: first, preliminary studies performed on CIF sequences are discussed, as they motivate the strategies that are subsequently applied to HD sequences.
IV. THE PROPOSED ALGORITHMS
The fast mode decision algorithms proposed in this paper combine the strategy presented in [5] , with an alternative handling of the SKIP option, as discussed in [6] . They are integrated in the Baseline profile of the Reference Software ver. JM9.2, and tested for use with HD coding. As mentioned, both the solutions found in the literature were originally conceived for CIF video sequences and applied to them only. Consequently, preliminary analyses have been performed on the CIF format, then the resulting modified algorithms have been applied to HD sequences, and evaluated for use in real time services.
In [5] , the SKIP mode is assigned the highest priority, which means it is selected first. Its RD cost is compared against a threshold T 1 defined as the product between the minimum number of bits required for non SKIP inter modes and a parameter λ M ode that has the meaning of Langrangian multiplier in the cost minimization:
Such a threshold, that equals zero for the first frame, is continuously updated as the encoding of inter frames proceeds. Updating T 1 does not require any additional computation, as its factors are determined during the encoding process. If the cost of the SKIP mode is smaller than the threshold, SKIP is selected as the best mode, thus avoiding to test the other modes. The limit of this procedure, we have proved through simulation, is that a threshold so computed is often very small, and this prevents the possibility that the SKIP mode is chosen as many times as theoretically admissible on the basis of the sequence features. Heuristic solutions, consisting for example in multiplying T 1 by a fixed factor, must be accurately controlled: the number of skipped MBs increases, but often at the expense of a significant drop in quality; an example is shown in Fig. 3 for the Foreman CIF sequence, when a factor 100 is used.
A more effective solution, particularly for HD sequences, where the number of skipped MBs can have a strong effect on the reduction of coding time, can be found by resorting to a different threshold definition. In Ref. [6] , dealing again with CIF sequences, a threshold having the same role of T 1 was set equal to the average RD cost of all the MBs that have been previously encoded with the SKIP mode. Following [6] , at first this solution has been applied to standard test video sequences in CIF format; among them, Foreman and Mother & Daughter have been selected as representatives of opposite motion properties. In both the cases a remarkable reduction in the computational time has been obtained. It is justified by the increased number of skipped MBs, that is more evident in the case of Mother & Daughter video sequence, due to its low motion. More specifically, the skipping rate is 43% higher in the case of Foreman, and 95% in the case of Mother & Daughter, with respect to the previous scheme. An example is shown in Fig. 4 , where a cross means a skipped MB, a square means an INTRA MB and the other borders show the INTER partitions selected during the coding process.
We will show in Section V that this fast decision strategy permits significant reductions of the coding time even when applied to HD videos with different features. In the case of sequences with limited motion, however, margins exist for further improvements. This is because even a threshold computed according to the strategy in [6] tends to decrease, thus making the choice of the SKIP mode less and less probable. This is clearly shown in Figs. 5 and 6, for the Foreman CIF and Park Run HD sequences respectively. The number of skipped MBs becomes smaller and smaller when the frame number increases, as the threshold T 1 is progressively reduced. It is easy to foresee that a sort of critical value exists (not shown in the figures) above which the SKIP mode is no longer chosen for encoding. Obviously, the critical value affecting the algorithm performance varies from sequence to sequence, depending on its format also. An estimate for the critical value of the threshold T 1 that avoids further selection of the SKIP mode has been determined empirically, by means of a classic approach, which consists in averaging a large number of critical values that result from the analysis of several video sequences featuring different motion and texture properties. The critical values so found range from 600 to 900. More specifically, we have found that the number of skipped MBs in low motion sequences decreases, but remains adequate, even when T 1 gets low, whereas, in the case of panning or high motion sequences, the reduction of the number of skipped MBs becomes unacceptable. Then, in our algorithm focusing on HD applications, the current value of T 1 is doubled any time it falls down an average critical value set to 800. This average value has been obtained by the statistical analysis of video sequences with different motion properties; should the algorithm be applied to a particular subset of them (e.g. sequences presenting a lot of scene change events, with a dominant amount of intra MBs per frame), the average critical value should be selected accordingly. The remainder of the procedure, however, remains the same. A smart method to determine adaptively the threshold value for an arbitrary sequence is another interesting issue, to be tackled in a future work.
Through these corrections, we have verified that the number of skipped MBs increases significantly, most of all in the case of sequences with relatively low motion, but with negligible quality degradation. In practice, the proposed algorithm modification, noted by SKIP2 in the following, is able to compensate some limits of the fast decision mode in [5] , where the intra coding option is often selected also for MBs in the background, that instead could be skipped without serious impact on the HD quality.
When the SKIP mode is not selected as the best one, it is necessary to proceed with the computation of the costs of the other modes and their comparison. Just in [6] , it was suggested to omit testing of Intra 4 × 4 and Intra 16 × 16 because of their very limited statistical incidence. Now we add the further experimental observation, derived over a wide set of different video sequences, that 8 × 8 and 4 × 4 partitions are used by the Reference Software in a very limited number of cases, and only for those parts of the image which are very rich in details. Therefore, they can be omitted in the selection, this way defining a further strategy, named SKIP3 afterwards, that in many cases permits an additional encoding time reduction. Once again, this strategy fits well to HD sequences, where the consequent loss of details is quite negligible, thanks to 
V. RESULTS
In order to compare the performance of the different algorithms described in the previous sections, several HD test sequences have been selected, namely Park Run, Mobile Calendar, Shields, Car, and Golf, as representatives of a wider set of sequences, because of their specific motion and texture features. More precisely, the Car and Golf sequences are good representatives of videos showing an almost static background, and some moving elements in the foreground; Mobile Calendar and Park Run represent high motion sequences featuring objects and camera movements; finally, Mobile Calendar and Shields are a reference video for sequences of high detail and complex texture.
Quality degradation and coding time reduction are the two main performance figures of interest, when dealing with fast mode decision algorithms. Quality can be evaluated both in objective and subjective terms. An objective quality measure can be defined as the average PSNR of the Y (Luma) component over a number of video frames. Fig. 8 shows the quality reduction due to the application of the SKIP2 algorithm to the encoding of the Car HD sequence, with respect to the Reference Software. The maximum penalty revealed does not exceed 0.1 dB, that, also looking at the Joint Video Team (JVT) documents, seems to be a good achievement. Similar results are provided by algorithm SKIP3 too, and confirmed by subjective comparisons over a number of diffferent sequences. The latter figure of merit in the performance evaluation is the coding time reduction allowed by the fast mode decision procedures. Fig. 9 shows the ratio between the coding time required by SKIP3 and that required by the Reference Software, for several HD sequences, measured on the execution of the core encode_one_macroblock function. In the case of Car and Golf sequences, the SKIP3 algorithm exhibits the greatest reduction, with a required time falling down to a 10% of the time needed by the Reference Software.
Finally, Fig. 10 reports the ratio between the total coding time required by SKIP3 and that required by SKIP2. From the figure we see that our last proposal is particularly effective when applied to the Mobile Calendar and Car sequences, for which SKIP3 permits to reduce by almost 20% the encoding time needed when SKIP2 is adopted. It is possible to argue that when sequences rich in details are to be encoded, SKIP3 provides a remarkable reduction of the coding time, being designed to avoid the evaluation of the smallest MB partitions. In the case of Park Run, Shields, and Golf sequences, SKIP3 shows good performance: basically, it exhibits a good behavior on almost any kind of video sequence.
VI. CONCLUSIONS
Our study has demonstrated applicability of the H.264/AVC Baseline profile for the encoding of HD video sequences. In particular, just using some clever adaptations of the SKIP strategy, already presented in previous literature, a significant reduction of the encoding time, as required by real time applications, is possible, while preserving the image quality. We have proposed two new algorithms, named SKIP2 and SKIP3, that are particularly effective in the case of videos with dominant static background and a few moving elements, like the Car and Golf sequences, where they permit to have an almost halved encoding time, with respect to the Reference Software. The effectiveness of the proposed solutions strongly relies on the correct definition of the threshold used to drive the skipping selection; this motivated the in-depth analysis of alternative options, their implications on the encoding performance, and the impact of different updating rules, that have been presented in the previous sections. Another relevant aspect is that such a result can be achieved even with a reduction in the bit rate. About this point, however, it must be said that all tests described in this paper have been performed by maintaining a fixed QP equal to 24. As well known, the QP can be varied to adjust the final bandwidth required by the encoded signal: increasing QP gives a reduction of the required bandwidth but also a stronger degradation of the final quality. QP varies in the range [0, 51], so that QP equal to 24 is a relatively low value, which gives a wide required bandwidth. In some cases, this bandwidth can be too large for practical applications and the QP value should be increased. Actually, real implementations usually adopt a variable QP. To investigate performance of the fast mode decision strategies in such a more dynamical scenario could be a next development of the study.
