Effects of Delay of Reinforcement on Problem Solving Behavior by Bacharach, Verne R.
Central Washington University
ScholarWorks@CWU
All Master's Theses Master's Theses
1966
Effects of Delay of Reinforcement on Problem
Solving Behavior
Verne R. Bacharach
Central Washington University
Follow this and additional works at: http://digitalcommons.cwu.edu/etd
Part of the Applied Behavior Analysis Commons
This Thesis is brought to you for free and open access by the Master's Theses at ScholarWorks@CWU. It has been accepted for inclusion in All Master's
Theses by an authorized administrator of ScholarWorks@CWU.
Recommended Citation
Bacharach, Verne R., "Effects of Delay of Reinforcement on Problem Solving Behavior" (1966). All Master's Theses. 522.
http://digitalcommons.cwu.edu/etd/522
EFFECTS OF DELAY OF REINFORCEMENT 
ON PROBLEN SOLVING BEHAVIOR 
A Thesis 
Presented to 
the Graduate Faculty 
Central Washington State College 
In Partial Fulfillment 
of the Requirements for the Degree 
Master of Science 
by 
Verne R. Bacbarach 
December 1966 
<'Y~ I! 8 
£""[llg 
CT'I 
 
 
 
 
 
 
 
 
 
 
 
 
 
                           APPROVED FOR THE GRADUATE FACULTY 
 
     ________________________________ 
                           Jack J. Crawford, COMMITTEE CHAIRMAN 
 
                           _________________________________ 
                           Eldon E. Jacobsen 
 
                           _________________________________ 
                           H. B. Robinson 
 
TABLE OF CONTENTS 
CHAPTFR PAGE 
I. INTRODUCTION • • • • • • • • • • • 1 
II. METHOD • • • • • • • • • • • • • • • • • • 28 
Subjects • • • • • • • • • • • • • 28 
Materials • • • • • • • • • • • • • • • 28 
Design • • • • • • • • • • • • • • • • • • 30 
Procedure • • • • • • • • • • • • • • • • • 31 
III. RESULTS • • • • • • • • • • • • • • • • 34 
IV. DISCUSSION • • • • • • • • • • • • • • • • 43 
v. REFFRENCES • • • • • • • • • • • • • • • • 53 
VI. APPENDIX • • • • • • • • • • • • • • • • • 57 
LIST OF TABLES 
TABLE PAGE 
I. Summary of Analysis of Variance Using 
Retention Test Scores • • • • • • • • • • 36 
II. Summary of Analysis of Variance Using 
Problem Solving Test Scores • • • • • • • 37 
III. Sunnnary of Orthogonal Comparisons Using 
Retention Test Scores ••••• • • • • • 
IV. Summary of Orthogonal Comparisons Using 
v. 
VI• 
Problem Solving Test Scores •••• 
Summary of Random Blocks Analysis of 
Variance on Retention Test Scores • 
Summary of Random Blocks Analysis of 
• • • 
• • • 
38 
39 
41 
Variance on Problem Solving Test Scores • 42 
VII. Summary of Random Blocks Analysis of 
Variance Without Logic Subjects' Scores 
Using Retention Test Scores • • • • • • • 44 
VIII. Summs.ry of Duncan's New V.ul t:!_ple Range 
Test Using Retention Test Scores Without 
Logic Subjects • • • • • • • • • • • • • 45 
IX. Summary of Random Blocks Analysis of 
Variance Without Logic Subjects• Scores 
Using Problem Solving Test Scores • • • • 46 
TABLE PAGE 
X. Summary of Duncan's New Multiple Range 
Test Using Problem Solving Test Scores 
Without Logic Subjects • • • • • • • • • 47 
Effects of Delay of Reinforcement 
on Problem Solving Behavior 
Verne R. Bacharach 
Central Washington State College 
This study was designed to investigate the effects 
of delay of feedback in a programmed instruction task, 
retention, and subsequent problem solving behavior. The 
instructional material in symbolic logic was specifica.lly 
presented in such a way as to introduce certain basic 
logical concepts and mechanical procedures in a logically 
coherent body of knowledge. The concepts and the 
procedures were directly related to the post-instructi.onal 
problem solving questions. 
The problem of delay of feedback was construed as 
analogous to the problem of delay of reinforcement. In 
both cases, the feedback interval or the reinforcement 
interval refer to the length of time intervening between 
a subject's response and presentation of a specific 
stimulus event. Further, feedback was considered analo-
gous to reinforcement. As Brackbill, Wagner, and Wilson 
(1964} point out " ••• the tre.ditional distinction between 
reinforcement and knowledge of results reflects an apparent 
difference rather than a real one." Skinner (1953} and 
Estes (Koch, 1959) have both defined reinforcement as any 
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stimulus that increases the proba.bili ty of the occurrence 
of a response. Feedoack or knowledge of results should 
tend to confirm a subject's correct response or inform a 
subject of an incorrect response which should lead to an 
increased probability of responding correctly to similar 
subsequent situations. It is recognized that a subject 
could fail to use the feedback information or use the feed-
back information incorrectly. Behavior of the latter sort 
would not be inconsistent with the proposed definition of 
feedback as reinforcement, although it was assumed that 
since the subjects were college students their past rein-
forcement history precluded any serious consideration of 
this eventuality. If the subjects do not use the feedback, 
then there could be no observable changes in behavior, and 
lmowledge of results could not be considered analogous to 
reinforcement in this situation. If there are behavioral 
changes in this situation, these changes might be measured 
by a) the subject's ability to complete the program and 
b) the subject's performance on a post-instructional 
retention task. 
Temporal contiguity of a response w:l.tb a reinforcer 
bas long been associated with degree of le a.rning and rate 
of learning. Hull (1943, P• 135) states that ttThe notion 
that habit strength resulting from the conjunction of a 
receptor and an effector process is a function of the 
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temporal nearness of a reinforcing state of affairs has long 
been current." According to Hull, E. L. Thorndike first 
took account of the effects of delay of reinforcement on 
acquisition in 1913 and incorporated his "general observa-
tions" in his theory as part of the "law of effect." In 
1943, Hull advanced his own theory in which temporal delay 
of reinforcement was recognized as one of the main fa.ctors 
determining habit strength. Hull mainte.ined that "The 
maximum habit strength • • • a.ttainable wi tb a given amount 
and quality of reinforcement closely approximates a nega-
tive growth function of the time ••• separating the 
reaction from the reinforcing state of affa.irs." Hull 
(1951) modified thls theory in the late 40's and early 50's 
and made delay of reinforcement a variable that interacted 
in a multiplicative fashion with incentive to affect 
performance rather than directly affecting habit strength. 
However, this did not change the overall effect of delay 
of reinforcement but rather amended the theory so that its 
predictions would correspond with certain experimental 
findings regarding rapid changes of performance with shifts 
in delay of reinforcement intervals. 
Skinner (1953), also, maintains that delay of rein-
forcement interferes with acquisition. Rate of acquisition 
is maximal under conditions of immediate reinforcement 
while acquisition under delay of reinforcement involves tbe 
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formation of reflex chains. When an organism is reinforced 
for a particular response, the probability increases of 
that response again occurring. If after a particular 
response, intervening responses occur, the last of these 
intervening responses becomes conditioned to the rein-
forcing stimuli, and the particular response is not 
directly affected. However, the last response soon becomes 
a conditioned reinforcer (Sr) for the response that 
immediately precedes it. In time, thi.s preceding second 
response also becomes a sr, and so on, until the particular 
response of interest precedes one of these srs. This is 
the chaining process by which Skinner attempts an explan-
ation of the observed fact that responses that are 
separated in time and space from a reinforcer become 
conditioned to that reinforcer. 
Estes maintains that learning " ••• is represented 
by changes in the connections between response classes and 
stimulus elements" (Koch, 1959, P• 453). At Pny given time 
each stimulus element in the overall set of stimulus 
elements is connected to exactly one response class. The 
probability of a particular response class is equal to the 
proportion of stimulus elements connected to that response. 
The probability of a particular stimulus element from the 
set of possible stimulus elements being connected to a 
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particular response class is equal to, 
Pj,n = (1-9) Pj,n-1 9 
where Pj,n is the probability of a particular response on 
trial n given a particular stimulus situation, and Pj,n-1 
is equal to the proba.bili ty of that response occurring on 
trial n-1 without reinforcement. In all cases "e repre-
sents rate of learning in terms of the average proportion 
of stimulus elements sampled per trial from the stimulus 
set ••• " (p. 406). This value is obtained by curve 
fitting or some other equivalent statistical procedure. 
Estes also ma.intains that a particular response is con-
ditioned to all the contiguous stimuli that evoked that 
response provided that reinforcing stimuli im.rn.ediately 
follow the response. This is very similar to Guthrie's 
basic learning postulate with the difference that Estes 
emphasizes the necessity of reinforcement. Although Estes, 
like Guthrie, suggests that the most likely effect of 
reinforcement is to remove the organism from the learning 
situation preventing possible competing responses which 
might interfere with learning the correct response, Estes 
forrnallz defines reinforcement as any stimulus event which 
increases the probability of the occurrence of a response 
class. In the dela.y of reinforcement situation, the delay 
interval might allow stimulus elements associated with 
competing responses to be introduced. Since learning 
6 
represents associa ti.on of various stimulus elements with a 
response class, as long as these competing stimuli predom-
inate in the learning situation the probability of a correct 
response is low. Acquisition in the delay situation 
represents the process of overcoming incorrect competing 
responses by associating the correct response with the 
stimuli which were previously associated with the incorrect 
response. In the delay of reinforcement situation, there 
might be more comi..eting stimuli than in a.n innnediate rein-
forcing situation simply as a functi.on of the delay 
interval. As a result, rate of acquisition should be 
decreased. 
1.~any experiments using rats as subjects ha.ve sup-
ported these theoretical positions in so far as they have 
demonstrated that delay of reinforcement interferes with 
rate of acquisition. Rat experiments which have used speed 
of responding or latency of responding as measures of the 
effects of delay of reinforcement on acquisition have con-
sistently supported th:l.s hypothesis. Harker (1956), Perin 
(1943a), and Roberts (1930) using a bar press Skinner box 
situation have shown that as delay intervals increase rate 
of acquisition decreases. Cogan et al. (1961), Crum. et al. 
(1951), F'ehrer (1956), Logan et al. (1956), and Scott and 
1
'Jike ( 1956) have found similar results using running speed 
in straight alley mazes as a measure of rate of acquisition. 
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Other rat experiments investigating the effects of intra-
maze delay of reinforcement tend to support the general 
hypothesis that delays adversely affect rate of acquisition 
(Brown et al.,, 1948; Holder et al., 1957; Wist, 1962). 
Animal experiments using Dore difficult learning 
tasks and such measures as number of trials or number of 
errors to a criterion as measures of acquisition have not 
yielded such consistent results. Using white rats as sub-
jects and a bar press differentiation response, Perin (1943b) 
found that temporal delays of O seconds, 2 seconds, 5 
seconds, 10 seconds, 20 seconds, and 30 seconds were in-
versely related to percentage of correct responses over 
trials: As the delays increased, the percentage of correct 
responses over trials decreased. Grice {1948) and Lawrence 
and Hommel (1961), using rats in a T-maze, investigated the 
effects of secondary reinforcement on delay of reinforce-
ment learning in a discrimination problem situation and 
found that errors increased as delays increased. In a 
Y-ma.ze experiment, Pubols ( 1958) found that a.s temporal 
delays of reinforcement increased from two seconds to six-
teen seconds, number of trials to mastery of the correct 
response also increased. 
However, other rat experiments (Renner, 1965; 
Roberts, 1930; 'Warden and Haas, 1927; Wolfe, 1934) have not 
found that temporal delays significantly affect number of 
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trials to acquisition of a response. In one rat experiment 
(Warden and Haas, 1927) in which both speed of responding 
and rate of acquisition in terms of number of trials to 
criteria were recorded, the results showed that the delays 
of reinforcement did not significa.ntly affect rate of 
acquisition, but tbe a.uthors did note that the animals in 
tbe longer delA.y groups spent much more time exploring the 
maze in which tbe experiment was conducted then did the 
immediate reinforcement and smaller delay of reinforcement 
groups. 
These results have often been confounded by the fact 
that the animals in some of the experiments have had the 
opportunity to either explore the apparatus or to receive 
innnediate reinforcement for a response during pre-testing 
or pre-acquisition trials (Crum et al., 1951; Grice, 1948; 
Holder et al., 1957; Logan, 1952; Perin, 1943a & 1943b; 
Pubols, 1958; Scott & Wike, 1956; Wolfe, 1934). A possible 
result of these training procedures might be some degree of 
learning which might have interacted with later learning 
during the acquisition sequence of trials possibly facili-
tating or interfering with the ra.te of acquisition. 
Further, a number of these experiments were investigating 
the effects of partial or variable delay of reinforcement 
rather than constant delay of reinforcement on learning 
(Cogan et al., 1961; Crum et al., 1951; Logan et al., 1956; 
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Scott & Wike, 1956). Conceivably the interaction of partial 
or variable reinforcement with delay of reinforcement might 
lead to a different set of results than would be found with 
constant delay of reinforcement. 
Sturges and Crawford (1962, P• 3) have pointed out 
that "There is some question as to the applicability of 
results derived from such animal studies to the learning of 
academic material by huma.ns." They maintain that "Food and 
'knowledge of results' represent marked differences in types 
of reinforcements" (p. 3). Given the definition of rein-
forcement proposed earlier in this pnper, there is no 
logical necessity to assume that there is a quantitative 
difference between the qualitatively different types of 
reinforcement. The distinction between types of learning 
tasks seems to be more cogent, Hlthough it mic;ht be possible 
to assume that similar types of activities a.re being leRrned 
in similar ways but on different levels of abstraction. In 
any case, there bas been no generr.d definition of what con-
stitutes a response. If we do make a universal assumption 
that a response class must be a discrete observable class 
of behavior, we still have not postulated some independent 
criterion by which one set of discrete observ~1ble behaviors 
is designated as a response class while another set of dis-
crete observable behaviors is not. Therefore, it can be 
argued thRt one class of behavior is different than another 
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class of behavi.or simply because the experimenter bas been 
given the latitude to establish the criterion that will be 
used to distinguish between or among classes of behavior. 
A further distinction that might be made between experi-
ments using rats as subjects and those that have used 
humans as subjects relates to measures of the dependent 
variable. In most cases, rat experiments have dealt with 
motor responses and the corresponding measures of changes 
in these responses necessarily reflect the nature of the 
acquired task. 
Rat experiments which have used discrimina.tion tasks 
have usually measured acquisition in terms of the number of 
correct responses to some criterion. Human studies have 
also :l.nvestigated the effects of delay of reinforcement on 
acquisition of motor skill tasks, and they have also used 
measures of acquisition in terms of the number of correct 
responses to some criterion. However, human studies might 
use two measures of learning that do not seem to hHve been 
used in rat experiments dealing wi.th the effects of delay. 
The first is a measure of retention or reca.11 sometime after 
the last acquisition trial, and the second measure deals 
with post-acquisition problem-solving behavior. This leads 
to a further question of tr:e applicability of the results 
of rat experiments to human learning under conditions of 
delAy given these types of me a.sures. 
Although animal studies have demonstrated with a 
certa.in degree of consistency that delay of reinforcement 
interferes with rate of acquisition, experiments using 
humans as subjscts have not been as consistent. In A. 
series of five studies Bilodeau and Bilodeau (1958) found 
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that delayed reinforcement did not interfere with subjects' 
motor skill performance, and in one case, they found that 
a delay interv11.l improved learning. The Ss in this later 
experiment were required to displace a lever 34° from its 
original position. One group of Ss received imm.ediate 
reinforcement (knowledge of results) with a 24 hour inter-
trial interval while e second group of Ss had the same 
schedule but received a reminder of the results a few 
seconds before the next tri a.l, and the third group of .§.s 
was given 24 hours delay of reinforcement training. The 
delay group a.nd the reminder group showed superior learn-
ing. An ea.rlier study by Lorge and Thorndike (1935) in 
which Ss were required to throw a bell a.t an unseen target 
demonstrated that delays of reinforcement up to six seconds 
did not interfere with acquisition. In 1955, Saltzman, 
Kanfer, and Greenspoon blindfolded _§,s and asked them to 
draw a line three inches long. One group of Ss was given 
immediate reinforcement while the other two groups were 
delayed ten and twenty seconds. Sa.ltzma.n et al. found 
that learning was not impaired by the delay intervals. The 
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Saltzman et al. experiment has been criticized by Bilodeau 
and Bilodeau (1958) and by Denny, Allard, Hall, and Rokeach 
(1960). Bilodea.u et al. pointed out that the longer delay 
groups ha.d longer intertrial intervals which confounded the 
obtained results, and Denny et al. maintain that the Ss 
should not have been told the length of the line that was 
to be drawn. Denny et al. conducted an experiment similar 
to the Saltzman experiment in which they controlled for the 
intertrial interval and instructed the .§.s that they were to 
draw a line sixty "glubs" long (three inches). One group 
of £s (G-0) received immediate reinforcement with a ten 
second intertrial interval, one group (G-C) received immedi-
ate reinforcement with a thirty second intertrial interval, 
and two other groups received ten and twenty seconds delay 
of reinforcement with ten second intertrial intervals. The 
results showed that the G-0 and the ten second delay group 
took significantly fewer trials to meet a criterion than 
did the twenty second delay group, and that group G-0 did 
significantly better than did group G-C. Another study 
also tends to indicate that with delays of twenty and 
thirty seconds acquisition of motor skills is impaired. 
Greenspoon and Foreman (1956) did a line drawing experi-
rr,ent wi i:;h innnodiate reinforcement, ten second delay, twenty 
second delay, and thirty second delay of reinforcement 
groups. All groups ha.d thirty second intertrial intervals. 
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The results showed that the immediate and ten second delay 
groups were superior to the twenty second and thirty second 
delay groups. However, Noble and Alcock (1958) found that 
with short delays of reinforcement (up to three seconds) 
learning a key punch response was not impAired by delay of 
reinforcement. 
Bilodeau and Bilodeau (1961) and Denny et al. (1960) 
maintain that a crucial variable in delay of reinforcement 
experiments is the post-reinforcement or intertrial 
interval. Bilodeau et al. (1958) interpreted the results 
of their findings as indicating that delay of reinforcement 
is not in and of itself a major variable affecting learn-
ing of a motor response, but rather that post-delay may 
be the major variable affecting learning when all other 
variables are held constAnt. Denny et al. contend that 
their experimental findings also support this hypothesis. 
It appears that when reinforcement is delayed for a 
long enough period of time {twenty seconds or more) and 
when there is an intertrial interval of twenty seconds or 
longer, motor skill performance is impaired. Further, the 
experimental evidence also suggests that post-reinforcement 
intervals might be a crucial variable affecting motor skill 
performance, although more evidence is needed to clear up 
the relationship between delay of reinforcement and length 
of intertrial intervnl. For one thing, there are at least 
two methods of investigating the effects of "l_)ost-
reinforcement" intervals, and these different procedures 
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may lead to different results (see Figure 1). In the 
Bilodeau et al. experiment, immediate reinforcement follow-
ing some trial n was followed by an intertrial interval of 
some fixed length (24 hours) before trial n+l began. 'I'he 
delay of reinforcement group received reinforcement some 
fixed interval after responding on trial n then waited a 
period of time before tri e.1 nt-1. However, the intertrial 
interval as defined by the onset of the reinforcing event 
nnd the beginning of the next trial varied between the 
irmnediate and the delay of reinforcement group. In the 
Denny et al. experiment, immediate reinforcement following 
some trial n was followed by an intertrial interval of some 
fixed length before trial n+l began, and each delny of 
reinforcement group's intertrial interval was the SP.me 
length as the immediate reinforcement group's intertrial 
interval. Now in order to investigate the effects of 
post-reinforcement intervals, Bilodeau et al. bad 2nother 
immediate reinforcement group that received a reminder of 
the results of trial n shortly before the beginning of 
trial n+-1, and Denny et al. had another immediate rein-
forcement group with a longer intertrial interval than had 
the first immed1a~e reinforcement group. The Bilodeau et al. 
procedure might have confounded the effects of the length 
of post-reinforcement interval with number of reinforce-
ments. While the results of the Denny et al. experiment 
give a clearer picture of the effects of length of inter-
trinl interval, these results also were confounded when 
compared to the delay of reinforcement groups because the 
delay groups also ha.d intertr1al intervals. 
The present experiment was designed in such a way 
that after any trial n and subsequent reinforcement, 
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trial n+l began immediately. The design of thls experiment 
is essentially the same as the Denny et al. experiment with 
the exception that a comparison can be made between a post-
reinforcement interval and a similar length delay of 
reinforcement intervAl without the delay interval being 
followed by a post-reinforcement interval. This design 
also allows for a comparison between no post-reinforcement 
interval with immediate reinforcement and an intertrial 
interva.l following imI'ledii:ite reinforcement. 
The argument might be made that there will always be 
an intertrial interval, and therefore all experimental 
results will be confounded by the effects of this interval. 
This is probably true to the same extent that there is no 
such thing as immediate reinforcement. However, immediate 
reinforcement is often distinguished from delay of rein-
forcement, and the same convention will be used here to 
distinguish between post-reinforcement intervals and no 
post-reinforcement intervals. 
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In Figure 1, "T" refers to trial and "srn refers to 
reinforcing event, and " ~" refers to any defined time 
interval. Port A schematizes the design of Bilodeau et al. 
(1959), Part B is the design used by Denny et al. (1960), 
and Part C is the design used in this e.xi:;eriment. 
The effects of delay of reinforcement in acquisition 
and retention of cognitive tasks using humans as subjects 
has led to a number of inconsistencies and questions 
regerding the effectiveness of the designs used in certain 
experiments. One of the earliest studies on the effects of 
delay of reinforcement on retention of cognitive material 
was done by Angell in 1949. Angell used students in a 
freshman chemistry class as Sa end used the usual classroom 
materia.l as the experimental task to be learned. The Sa 
were divided into an irnriediate reinforcement group and a. 
delRy of reinforcement group that received feedback approx-
imately 54 hours efter taking an exruninat1on. ~he immediate 
reinforcement group used a special punchboard apparatus 
when taking the weekly examinations while the deley group 
used I™ answer sheets to take the examinations. All the 
Ss used I~ answer sheets to take the final examination 
which served as a measure of the dependent variable. The 
final examination was composed of three types of questions 
which were supposed to measure a) rece.11,, b) non-quanti ta ti ve 
problem solving, and c) quantitative problem solving. The 
17 
Tu-Sr 
1 
Tn~l 
A: Tn Sr---+ Tn~l 1 
Tn-sr1 Sr2---7Tni'l 
Tn-sr1 Tn+l 
B: Tn-sr Tn+l 
l 
Tn sr1 T +1 n 
Tn -sr1-Tn+1 
C: Tn-sr1 Tn~l 
Tn Sr - T +l l n 
li'IGURE I 
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overall results of these measures showed that the imrnediate 
reinforcement group did significantly better (p<.01) than 
did the delay of reinforcement group. Crawford and Sturges 
(1962) point out that the results of this type of experi-
ment are difficult to interpret since the two groups 
received different types of reinforcements depending on 
whether they used the punchboard or the Iat: answer sheet. 
They further point out that "· •• the novelty effect of 
new teaching devices is a. possible source of confounding. 
An adequate test of immediate reinforcement requires that 
both groups should receive the sa~e form of presentation of 
material and the same form of reinforcement 0 (p. 4). 
In 1951, Saltzman investigated the effects of deley 
of reinforcement on acquisition of a verbal learning task. 
Using college students as ~s, the task was to learn which 
member of a pair of six pairs of four place numbers was the 
correct answer. The order of presentation of the sets of 
numbers was randomized over successive trials, and the 
order of the numbers within a set was also randomized over 
trials. The results showed that the six second delay of 
reinforcement group made significantly more errors (p<.01) 
to reach a criterion than did the lnunediate reinforcement 
group. Bourne (1957) also found that delay of reinforce-
ment interfered with acquisition of a cognitive task. 
Bourne, using freshmen as Ss, studied the effects of 
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.o, .5, 1, 2, 4, and 8 second delays of reinforcements on 
a concept identification problem. The Ss were presented 
with various combinations of geometric forms to which they 
were to respond by pressing the correct key from among a 
number of keys. There were three levels of cotfiplexity of 
the concept identifica.tion problem, and the results showed 
that there was a significant increase (p(.01) in errors as 
the delay intervals increased, and that as the complexity 
of the task increased the effects of the delay intervals 
became more pronounced. 
In another verbal learning experiment which used 
high school students as Ss and delay intervals of O, 10, 
20 1 and 40 minutes, Sax (1960) demonstrated that as delay 
intervals increased there was a significant (p<.os) increase 
in the number of trials to acquisition. The task in this 
experiment involved pairing Chinese characters with eVC 
trigrams. The Ss were shown a chinese character and were 
asked to respond with the correct eve trigram. If they 
responded correctly, a green light would go on. Sax used 
this light as the reinforcing event. This study did snow 
results which were inconsistent with the results of the 
Angell experiment in that when retention wa.s measured in 
the Sax experiment no significant difference between groups 
was found while in the Angell experiment the results showed 
that delay interfered with retention. In 1962, Landsman 
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et al. did e. study similar to the 1951 Saltzman experiment 
and found essentially the same results. Landsman et al. 
used twenty undergraduate college students as subjects and 
divided them in to an innnediate rein!'orcement group and a. 
six second delay of reinforcement group. The Ss were shown 
seven sets of four digit numbers and were asked to choose 
the correct digit in each set. Landsman et al. found that 
the immediate reinforcement group took significantly fewer 
trials (p(.01) to a criterion than did the delay of rein-
forcement group. 
More recent experiments tend to indicate that either 
delay of reinforcement has no effect on learning and/or 
that post-reinforcement intc:rvnls are important varia.bles 
(Bourne et al., 1963; Crawford & Sturges, 1962) or that 
delay of reinforcement facilitates learning (Brackbill et 
al., 1962a; Brackbill et al., 1962b; Brackbill et al., 
l962c; Brackbill et al., 1964; Crawford & Sturges, 1962). 
Crawford and Sturges (1962) did a series of four experiments 
investigating the effects of 24 hours delay of reinforce-
ment on acquisition of a) factual material, b) nonsense 
material, and c) two experiments using material which 
required inductive generaliza.ti.ons. The Ss in all of the 
experiments were undergraduate psychology studert a 
" ••• who were randomly assigned b~' class to the three 
experimental groups as follows: 
Group A. Intermediate Reinforcement Group: rein-
forcement was given immedintely after answering each 
question. 
Group B. Delayed Reinforcement Group: reinforce-
ment was delayed 24 hours. 
Group c. Control Group: no reinforcement we.a 
given" (pp. 7-8). 
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In the first session of this experiment, the Ss were 
presented the learning material on 2 x 2 slides and 
responded by selecting from among multiple choice answers. 
Group A was given reedback during this session. Twenty-
four hours after the f'i.rst session groups B and C returned 
for a second session in which Group B received feedback 
and Group C was again presented the materi2l and asked to 
answer the questions. Seven days aftor the iTr.st session 
all the groups were again presented the material and asked 
to enswer the questions. Tho results of' the experiments 
demonstrated that the delay groups showed significantly 
greater amounts of learning than did the immediate rein-
forcement groups when learning factue.1 mnteria.l and in one 
case in which inductive inferences were required. However, 
there were no significant differences between the immediate 
reinforcement groups end the delay groups using the other 
two experimental materials. The results of these experi-
ments were confounded by the fact that the post-reinforcement 
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intervals were not held constant for both the innnediete 
and the delay of reinforcement groups, plus the fact that 
the procedure of giving Groups B and C n.nothor session was 
not controlled for by giving another inmiediate reinforcement 
group the extra session. Even though ell groups spent the 
snme amount of time actually viewing or responding to the 
material, the fact that two groups were given an extra 
session might in and of itself be nn important vqriable. 
It was pointed out earlier that both Bilodeau et al. ( 1958) 
and Denny et al. (1960) hypothesized that post-reinforcement 
delays might be major variables affecting acquisition of 
motor skills. In 1963, Bourne et al. replicated his 1957 
experiment which investigated the effect of delay of 
reinforcer:1ent on a concept identification problem with the 
exception that in the 1963 experiment Bourne et al. controlled 
for post-reinforcement intervals by the addition of three 
post-reinforcement groups. The results of this experiment 
added further evidence to suggest that the post-reinf oroe-
ment interve.1 is an important variable. Bourne et al. 
found that as post-reinforcement intervals increased, 
errors to solution and number of trials to the solution of 
the problem decreased, and that there were no significant 
r:F1in effects associated with the delay of reinforcement 
groups. Further, the results showed that as complexity of 
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of the task increased the effects of the post-reinforcement 
intervals also increased. 
Brackbill and her associates have conducted a number 
of experiments which have investigated the effects of delay 
of re1nforcemen~ on acquisition and retontion of various 
types of cognitive tasks. All of these experiments have 
used one basic design and a basic appara. tus. Typically, the 
studies are two factor experiments using various levels of 
deilay of reinrorcemor:.t n.nd different :eete:Etion interVf.lS • 
'rhe appare. tus consisted of a 14" X 42" plywood screen which 
was divided into two sections. Pairs of stimuli were 
presented simultaneously with one stimulus in each section 
of the screen. The ~s recorded their choice of stimuli 
by pressing a lever beneath the appropriate stimulus. If 
an S made a correct response, he was reinforced by a light 
going on above the correct stimulus, by a buzzer sounding, 
and by a marble which was deposited at the bottom of the 
screen in front of the s. After the experiment, the S 
could exchange his collection of marbles for a toy. If an 
~ made an incorrect response, the light above the correct 
stimulus would go on and an audible click woul:l sound. 
Using the above procedure, Brackbill and Kappy {1962) 
presented a series of eighteen two choice picture discrim-
inations to seventy male th:lrd graders. Brackbill and 
Kappy used three delay conditions of o, 5, and 10 seconds, 
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and two retention intervals of 24 hours and 8 days. The 
results showed that there was no significant main effect 
for the delay intervals with regard to the number of trials 
to an acquisition criterion or the number of errors made 
during acquisition. However, the delay main effect was 
signifi.c~mt (p<.05) for number of errors made on recogni-
tion and nurnber of trials to relearning with performance 
improving as the delay intervals incree_sed. Further, the 
"retention in tervalxdelay intervo.l" in terac ti on vi rs 
significant at .01 with a trend indicating that the effects 
of the delay interval facilitsted retention up to 24 hours. 
Br~ckbill, Bravos and Starr (1962) concluded from 
the earlier Brackbill and Kappy experiment that the delay 
subjects were learning to verbally mediate their responses 
during the delay interval,, and that they were not only 
being reinforced for the correct response but also for the 
mediation behavior. Breckbill,, Bravos, and Starr hypothe-
sized that lf the task to be learned were made more diffi-
cult so thet a subject would need to take no:r·e trials to 
learn the discriminations, the "habit strength" for the 
verbal mediating response should increase resulting in more 
pronounced delay effects. Brackbill, Bravos, and Sterr 
replicated the earlier Brackbill and Kappy experiment with 
the exception that in this experiment the discriminations 
were more difficult to learn. The subjects in this 
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experiment were 24 males whose median age was 9.5 years. 
Age_in, the results showed no difference among groups for 
eco._uisi tion, but the results did show a signific~mt main 
effect of deley with number of errors made during relearning 
and number of recognition errors decreasing as the delay 
intervols increased. Further, the results tended to support 
the hypothesis that the effect of delay becomes more 
pronounced with practice. The results showed that the 
facilitating effect of delay at 24 hours was maint~iined at 
full strength up to 8 days. Brackbill, Bravos, and Starr 
also reported a second experiment using 0 and 10 seconds 
delay of reinforcement with the se.me procedure and the same 
retention intervals as the above experiment. Essentially 
the s~1me results were found, although, in this second 
experiment, the delay group made significantly fewer 
errors (p (. 05) during acquisition than did the imnedie_te 
reinforcement group. 
BrackbilJ_, Isaacs, and Smelkinson (1962) reviewing 
the earlier Brackbill experiments noted that the discrimin-
ation material always consisted of line drawings of highly 
familiar objects such a.s boats, birds, trees, etc. Bra.ck-
bill, Isaacs ~ma Smelkinaon hypothesized tha.t the effects 
of delay of reinforcement in the earlier studies would also 
be found if nonsense materia.l were used. They conducted an 
experiment using 24 male third graders on an 18 item t'\\O 
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choice nonsense trigrem discriminati.on problem. The design 
of the experiment was the same as the earlier experiments. 
There was a 0 and a 10 second delay of reinforcement group. 
Brackbill again demonstrated that delay of reinforcement 
facilitates retention: The main effects associated with 
delay were significant beyond .05 with number of errors 
made during relearning and number of trials to relearning 
decreasing as the delay intervals increased. These results 
have been given further support in similar types of exper-
iments by Brackbill, Bobbitt, Douglas, and \Yagner (1963), 
and by Brackbill, Wagner, and Wilson (1964). 
Except for the Bourne et al. (1963) experiment, none 
of these lr::i tter cognitive experiments have controlled for 
the effect of tr!e post-reinforcement interval, and al though 
the results of these latter experiments tend to demonstra.te 
that pre-delay of reinforcement facilitates retention e.nd 
in some cases acquisition of cognitive material, it is 
difficult in the light of the Bilodeau and Bilodeau, Denny 
et al., and Bourne et al. experiments to overlook the 
possibility that the results might actually reflect the 
effect of a pre-delay x post-deley interaction. Further, 
the only experiment which has investigated the effect of 
delay of reinforcement on deductive problem solving 
behavior was the Angell ( 1949) ex.periment. The present 
experiment was designed to investigate the effect of delay 
of reinforcen:ent on problem solving and retention. The 
design allows an analysis of the effects of pre-delay of 
reinforcement without the possible confounding of the 
post-reinforcement interval. 
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For the purposes of this experiment, problem solving 
was defined relative to s post-instructional examination 
which required applic8tion of terms, concepts, and methods 
introduced in the programmed text. These examination 
questions were developed by applying the programmed infor-
mat:ton to a) new combinations of mecbanica.l procedures 
which bad been introduced separately in the programmed 
text, b) English representations of combinations of sym-
bolic terms not introduced in the programmed text, and 
c) defining symbolic terms introduced by the subject. None 
of the examination questions were beyond the scope of the 
program, and although subjects could illustrate various 
answers by any one of a lsrge number of possibilities, the 
structure of the questions was such that only one method of 
answering a question was correct. For exmnple, if s. ques-
tj on a.sked A subject to introduce and define an original 
primitive symbol, the subject could choose a primitive 
symbol from a large number of possible symbols, and the 
subject could define the symbol by using any one of a large 
number of possible value palrs. However, once the primi-
tive symbol and the values are chosen, only one methcd of 
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representing the definition is possible given the informa-
tion presented in the programmed text. 
:Method 
Subjects 
Thirty-four Ss were drawn from lower division 
psychology classes at Central Washington State College at 
Ellensburg, Washington, a.nd 24 Ss came from introductory 
psychology classes at the University of Kansas, at Lawrence, 
K~ms as. The Ss were randomly assigned to treatment groups. 
Nineteen Ss from one class at Central Washington State 
College were used as a test-control group. 
Materials 
All Ss were given a 112 frruno constructed response 
linear programmed text on symbolic logic {Appendix 1). The 
programmed instruction allowed the symbolic logic material 
to be presented in a systematic cohesive manner. The 
program also provided a framework which allowed opportunity 
for systematic controlled feedback of information. The 
instructional material introduced a) ways of constructing 
truth tables for simple and compound symbolic sentences, 
b) methods of defining symbolic terms, and c) relations 
between theoretical and meta.-theoretic8l usage. 
The 13 page programmed booklet was designed in such 
a way that the Ss could readily obtein feedback by simply 
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pulling down the booklet tab. Answers were placed in the 
window beneath this tab opposite their respective question. 
None of the questions on any given page of the text were 
obstructed from view by the booklet (Appendix 1). Ss 
placed their answers on a_ separate four page answer booklet. 
The program followed the rules for program construc-
tion as presented by Markle, Elgen, and Komoski ( 1961) of 
the Center for Programmed Instruction in Now York. Apart 
from general rules of grrumnar and exposition, seven basic 
techniques were used in the construction of the program: 
1) Each idea or concept was introduced in e.. context which 
served as a prompt or a cue for subsequent answers; 2) 
these cues were gradually withdrawn and the material pre-
sented in a variety of contexts; 3) the whole process of 
cueing, fading (see 2), and introducing new ideas took 
place in snall steps; 4) each frame presented a limited 
amount of mi:iteri al; 5) except for experimental purposes 1 
the text booklet was designed to allow immediate feedback 
of information; 6) the ~s actively participated in the 
programmed si tua.tlon by writing down their answers to 
questions, crossing out incorrect answers and then writing 
the correct answer down; and 7) concepts were developed 
by building on already presented material. 
The Ss were given the programmed instruction and 
they took the post-instructional examination in small 
testing rooms (the test-control group was given the post-
test as a group in a classroom). 
The post-instruction examination (.Appendix 2) con-
sisted of twenty questions in a three page booklet. The 
first ten questions were retention or recall questions 
taken almost verbatim from the programmed text. The last 
ten ques t:I.ons were problem solving questions. 
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At the time of testing, each S was given a five item 
information questionnaire (Appendix 3). The items were 
concerned with a) the S 1 s class in college, b) whether or 
not the S had taken a class in logic, c) how much mathe-
matics the.§. had taken, d) whether or not the S had ever 
been in a previous psychology experiment, and e) whether 
or not the S had ever worked with programmed instructional 
mP.terial. 
Delay intervals were timed on a Clebar sixty second 
stop watch. A demonstration booklet was used by the E to 
show the Ss how to use the actual p1•ogrammed text. The Ss 
were also given a "Directions" sheet which was read along 
with the E. There was a separate "Directions" sheet for 
each of the three treatments {Appendix 4). 
Design 
There were three treatment groups and one test-
control group. One treatment group (ND) v"orked through 
the programmed instruction without experimentt;r imposed 
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delay of any kind. Another treatment group (Pre-D) was 
delayed ten seconds between the response to a question and 
the presentation of the feedba.ck information. The other 
treatment group {Pos t-D) wa.s delayed ten seconds between 
frames. The test-control group (TC) did not receive pro-
grammed instruction. 'i.'ney were given the post-ins true tional 
examinntion. 
Amount of learning (if any) wa.s measurea oy comparing 
the performance of groups ND, Pre-D,, and Post-D with group 
TC in terms of the number of correct answers made on the 
retention section of the post-instructional exrnnination. 
The effects of tbe delay interval (if nny) were measured by 
a) the number of correct answers on the retention section 
of the post-ins~ructionaL examination, and b) the number of 
correct answers on the problem-solving section of the post-
ins tructional exmninH.tion. 
Procedure 
The experiment was conducted Mondays through Fridays 
between the hours of 8:00 A.M. and 5:00 P.M. Ss were given 
the opportunity to choose their pre!'erence of time and day 
for taking the experiment. They were told that after the 
first dey they would be required to return on the subsequent 
day. They were instructed to come to a waiting area at 
their designated sign-up time, and wait for the E. The E 
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then showed the S to the testing room and asked the S to be 
- -
seated. ".hen the E was seated opposite the S across a small 
table, the following directions were read: 
I want to thank you for volunteering for this experi-
ment, and I hope you find the experience interesting. 
On the table in front of you, you will see the pro-
gram and the accompanying answer sheets that you will be 
working with in this experiment. Notice the exemple of the 
test booklet that I have here: (Show them booklet) Over on 
this side (point) are tbe questions. As soon as you have 
read a question, place your answer to that question on the 
answer sheet. Then when you want to check your answer with 
the programned answer, all you have to do is pull down this 
tab (point) until you come to the printed answer (pull down 
tab). 
When you come to the end of one of the pages, push 
the tab back up so thAt the window does not show, then flip 
over the page. Always remember to push the tab bAck up 
before you flip over the page (demonstrate). 
Here is a set of directions (give them directions). 
Please follow e.long as I read them. 
The S then followed along as the E read the appro-
priate directions for the particular treatment group. The 
directions were identical except for the instructions con-
cerning the delay interval (Appendix 4). The ND group were 
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told 11 Immediately after you answer an item, check your 
answer with the correct answer provided with the program." 
'l1he Post-D group were instructed tbet 11 Immed1Rtely after 
you answer an item, check your nnswer with the correct 
answer provided with the program. After you have answered 
an item correctly, look up at the experimenter to let him 
know that you have completed that item. After a certain 
period of time, the exp erirnenter will s o.y 'continue.' As 
soon as the experimenter says continue, go on to the next 
question." The Pre-D group were given the following 
instructions: "immediately after you have answered an item 
look at the experimenter to let him know tnat you have 
written the answer down. After a certain period of time, 
the experimenter will say 'continue.' As soon es the 
experimenter says continue, check your answer with the 
correct answer provided with the program." 
Ai'ter these directions were read, the E askea if 
there were any questions. If there were no questions, the 
E instructed the S to begin work. At this point, the ! took 
the "Direct:i.ons" from the .§. and put these sheets nnd the 
demonstration booklet to one side, end began timing the 
prescribed intervals. If the S was in the ND group, the E 
just sat there with watch in hand Rnd said nothing. All 
questions by the .§. concerning mechanical or procedurnl 
problems \~e2e r.i.nsvrnred as succinctly as possible. The .§s 
were allowed to look ·back throur;h tbe program. If the S 
skipped a question or if the S made an error which he did 
not correct, the ! pointed out the mistake. 
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After the program was completed, the ! thanked the S 
and reminded the S that he was to return at the same time 
the next day. 
The post-instructional examinntion was carried out 
using much the same procedure: The S was greeted in the 
waiting area and led to a testing room ·v·,bere he was seated 
at a table. The questionnaire and the examination were 
laying on top of the table. The E remained standing on the 
opposite side of the table across from the s. The S was 
-
told to "Please write your name on both of these papers. I 
would appreciate it if you would answer all the questions 
on these sheets. It is particularly important that you try 
to answer all these questions (point to post-instructional 
exam). Even if you are not sure of an answer, try to answer 
the question es best you can." Then the S wns told that 
the E would be leaving the room and that when the § had 
finished, he could leave the papers on the desk end leave. 
The E thanked the S for participating, then left the room. 
Eesults 
The data indicate that the groups that took the 
programmed instruction did significgntly better (p<.005) 
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on both the retention test and the problem solving test 
than did the test-control group that did not take the pro-
grammed instruction (see Appendix 5). 
The overnll mean number of errors made on the 
program during acqu.isi tion was less thon 10% of the total 
number of frames in the profram, and there was no signifi-
cant difference a.mong the number of errors made on the 
program by the different treatment groups. 
An analysis of variance using a random groups design 
was run using the number of correct answers on the reten-
tion test. A similar analysis was run using the number of 
correct answers on the problem solving test. In both 
cases, the results showed that there was no significant 
overall difference (oC • .05) among the groupst mean scores 
(see Table 1 and Table 2). 
An orthogonal comparison using the same data show 
that although the post-delay of reinforcement group accounts 
for a greater portion of the total treatment variance than 
do the other two treatment groups combined in neither the 
retention test scores nor the problem solving test scores 
is this difference significant (oG = .05) (see Table 3 and 
Table 4). 
Two other analyses of variance using a rendom blocks 
design were run with the same scores used in the a.bove 
analysis. These scores were broken down into blocks 
Table 1 
Sunnnary of .Analysis of Variance Using 
Retention Test Scores 
Source SSquares d.f. m. s. 
r.rre a tment 10.667 2 5.344 
!Error 133.077 36 3.697 
Total 143.744 38 
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F = 1.443 
p > .10 
Table 2 
Summary of Analysis of Variance Using 
Problem Solving Test Scores 
Source SSquares d.f. m.s. 
Treatment 26.308 2 13.154 
!Error 239.692 36 6.658 
Total 266.000 38 
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F = 1.976 
p) .10 
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Table 3 
Summary of Orthogonal Comparisons 
Using Retention Test Scores 
ND Pre-D Post-D 
Totals 97 109 113 ~c2 c c 2/n F 
-1 -1 2 6 20 5.128 ·~H.390 
-1 1 0 2 -12 .923 * .249 
m s error = 3.697 d.f. l, 36 *P > .05 
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Table 4 
Summary of Orthogonal Comparisons Using 
Problem Solving Test Scores 
ND Pre-D Post-D 
Totals 59 56 80 02 c c2/D F 
-1 -1 2 6 45 25.962 *3.89 
-1 1 0 2 3 • 346 * .05~ 
m s error = 6.658 d.f. 1, 36 
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according to the school the subjects atte:rd.ed. There were 
24 subjects from the University of Kansas ond 15 subjects 
from Central Washington State College. The unweighted 
means random blocks analysis indicated th8t the blocks 
eliminated very little error variance, and the results of 
this analysis were similar to the results of the random 
groups analysis. Although for both the retention test and 
the problem solving test, the post-delay of reinforcement 
group had consistently better scores, the difference among 
the no delay of reinforcement, the pre-delay of reinforce-
ment, and the post-delay of reinforcement groups was not 
significant (.C = .05). The F'-score for the retention test 
was 1.288 with e probability greeter than .25. The problem 
solving test F-score was 1.478 with a probAbility greater 
than .10 (see TAble 5 and Table 6). 
A product moment correletion coefficient using the 
scores on the retention test nnd the scores on the problem 
solving test show that the two sets of scores have a 
correlation of .464. With 32 degrees of freedom, the 
difference between this correlation and no correlation is 
significant (p<.05) with a t-test score of 2.97. 
A summary (see Appendix 6) of the answers to the 
questions given at the time of testing reveals a possible 
systematic effect correlated with those subjects that 
reported having taken a logic course prior to having tRken 
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Table 5 
Summary of Random Blocks Analysis of 
Variance on Retention Test Scores 
Source SSquares d.f. m.s. 
Treatment 10.087 2 •5.044 *F - 1.288 -
Blocks .145 1 
Rows x Columns 3.419 2 
p) .25 
'11,f Cells 129.222 33 3.916 " . 
Total 142.873 38 
Table 6 
Surrnnary of Random Blocks Analysis of Variance 
on Problem Solving Test Scores 
Source SSquares d.f. m.s. 
Treatment 21.233 2 10.617 p 
Blocks .622 1 
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- 1.478 
-
Rows x Columns 1.878 2 p > .10 
w. Cells 236.969 33 7.181 
Total 260.702 38 
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the experiment. An a priori, unweighted means, random 
blocks analysis of variance without the scores of the 
subjects that reported having taken a logic course shows 
that the difference between the retention test scores was 
significant (r<'.05). A similar e..nalysis using the problem 
solving test scores wa.s also signific~~mt (p(.01). In the 
case of the retention test scores the pre-delay of rein-
forcement group and the post-delay of reinforcement group 
did significantly better (p(.05) than the no-delay of 
reinforce1~1t1mt group. There was no signifier.mt difference 
between the pre-delay and post-delay of reinforcement 
groups. On the problem solving test, the post-delay of 
reinforcement group did significantly better (p(.01) than 
either the no-delay of reinforcement or the pre-delHy of 
reinforcement groups, 1md there was no sign:i.ficant differ-
ence between the pre-delay and no-delay of reinforcement 
groups (see Table 7, Table 8 1 Table 9, ena Table 10). 
Discussion 
The results of th:ls experiment tend to indicate that 
there is some systematic effect associated with the post-
reinforcement interval, and that this effect tends to 
improve performance on retention and problem solving tesks. 
Although the results of the original statistical analysis 
were not significant (oC.= .05), inspection of the data 
Table 7 
Summary of Random Blocks Analysis of Variance 
Without Logic Subjects' Scores 
Using Retention Test Scores 
Source SS qua.res d.f. m.s. 
Treatment 24.319 2 *12.159 *F • 
Blocks 2.781 l -**F -
-
Rows x Columns 21.091 2 **10.546 *P < 
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3.568 
3.095 
.05 
w. Cells 95.43 28 3.408 **P > .05 
Total 
Table 8 
Sunnnary of Dunc ants New Multiple Range Test 
Using Retention Test Scores 
Without Logic Subjects 
{Any two treatment means underscored by the 
same line are not significantly different) 
(oC=.05) 
ND Pre-D Post-D 
x 7.100 8.090 8.692 
7 .100 
.990 1.592 
Rl 
8.090 
.602 
R2 
8.692 
m.s. 
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- .883 
-
- .928 
-
=3.178 
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Table 9 
Summary of Random Blocks Analysis of Variance 
~ithout Logic Subjects' Scores Using 
Problem Solving Test Scores 
Source SSquares d.f. m.s. 
Treatment 39.667 2 -*19.834 *F=5.856 
-**F=2.052 
Blocks 6.946 1 **6.949 ***F=l.702 
Rows x Columns 11.528 2 ***5.764 *P< .01 
**P > .10 
w. Cells 94.848 28 3.387 WA-!1-p > .25 
Total 33 
Table 10 
Sunnnary of Duncan's New Multiple Range Test 
Using Problem Solving Test Scores 
Without Logic Subjects 
(Any two treatment means underscored by the 
same line are not significantly different) 
Pre-D ND Post-D 
-x 4.000 4.333 6.600 
4.000 .333 2.600 R1 • 
4.333 2.267 R2 --
6.600 m.s .= 
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1.558 
1.626 
5.456 
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reveals that five Ss, three in the ND group and two in the 
Pre-D group, had higher scores than the other Ss in their 
respective groups. These five Ss were "logic" subjects, 
i.e. they were subjects that reported that they had taken 
a course in logic. They were the only five Ss out of the 
total of 39 treatment .§.s that reported having taken a logic 
course. The post-hoc blocks analysis of variance done 
without these Ss' scores showed that the Post-D group did 
significantly better (oC = .05) than the ND group on the 
retention test, and that the Post-D group did significantly 
better (oC = .01) tbnn either the ND group or the Pre-D 
group on the problem solvir:g test. These results sre con-
sistent with the results of the Bilodeau et a.l. ( 1958) 1 
the Denny et al. ( 1960), and the Bourne ( 1963) experiments 1 
and suggest that the post-reinforcement interval might be an 
important variable in delay of reinforcement experiments. 
These results also support the results of the Brackbill 
series of experiments in that the results of the present 
experiment show that the Pre-D group did significantly 
better {OC= .05) thAn the ND group on the retention test. 
This is further evidence of the facilitating effect on 
retention associated with delay of reinforcement when humans 
are used as subjects. 
Although the present experiment tends to support the 
hypothesis that delay of reinforcement facilitates certain 
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kinds of learning, more direct evidence of the effect of 
the pre-delay x post-del.ay interaction might have been 
obtained by expanding the present experiment to include 
another group of .§.s with a pre-delay Pnd a post-delay 
interv1tl. For example, a group of Ss might be asked to 
wait five seconds after answering a question be:t'ore looking 
at the correct programmed answer, and then wait five more 
seconas before going on to the next question. 
The results of the present experiment failed to sup-
port any of the major theoretical positions associated with 
the problem of delay of reinforcement (Hull, 1951; Estes in 
Koch, 1959; Mowrer, 1960; Skinner, 1953). These results are 
nlso inconsistent with the majority of rat experiments 
dealing with delay of reinforcement (Cogan et al., 1~61; 
Crum et al., 1951; Grice, 1948; Logan et al., 1956; Perin, 
1943). Another interesting result is the relatively low 
correlation between retention and problem solving. Although 
there was a s ignificnnt correlAtion (OC = .05), the corre-
lation was not as high as would generally be expected given 
our present practices and philosophies of educntion. 
With the possibility that the post-reinforcement 
interval is more important than the pre-delay of reinforce-
ment interval in delay of reinforcement experiments, it is 
obvious thnt any number of p 1::1 rameters affecting the post-
reinforcement might be investigated. Par exmnple, in the 
50 
present exp~riment, the Ss in the Post-D group were exposed 
to a question and its respective answer for a longer period 
of time than were the other two groups. That is, the Post-D 
group was required to wait ten seconds after correctly 
answering a question before going on to the next question. 
During this period of time the question ond its answer were 
exposed. The Ss in the Post-D group hnd the opportunity to 
read the question over again with the correct nnswer in 
mind while the Sa in the other two groups either had no 
opportunity to read the question and the answer over again 
or could read only the question over again without the 
benefit of having seen the answer. It is possible that the 
results of this experiment could be exp le_ined by main-
taining that the superior performance of the Post-D group 
on the problem solving test was simply a function of the 
amount of time exposed to the ma teria.l. This suggests the 
possibility of another experiment using a design similar to 
the present one with the additional control of exposure 
time of eacL question nnd its answer. 
This experiment could also be improved with the 
addition of another treatment group as mentioned above and 
with equal numbers of Ss in each block if a blocks design 
were to be used again. Further, the results of the present 
experiment might have been more reliable if some method of 
mechanical timing was substituted for the stop watch method. 
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This might reduce variance introduced into the experimental 
situation by reducing the experimenter x subject inter-
action. Another possible method of reducing the effect of 
this type of variance in the statistical analysis would be 
to have two or more experimenters whose subjects could 
make up blocks in a random blocks design. 
Another importr.nt variable in tbis type of experi-
ment might be task difficulty. For example, when a linear 
progrr-m is used to present the instructional material, 
feedback of informa.tion might not be as important as it 
might be in situations where the Ss have no idea concerning 
the correctness of their answers. There is some empirical 
evidence that tends to support this possibility. An exper-
iment done by Moore and Smith (1961) demonstrated that 
lmowledge of results was not necessary for sixth graders to 
retain spelling words learned from linear program.med 
instruction. Another experiment done by Rosenstock, Moore, 
and Smith (1965) found similar evidence using programmed 
instruction in mathematics. In other words, a linear pro-
gram might be so constructed that an S has very little 
probability of making a mistake vir_ile taking the program 
and the material rnight be so simple as to preclude failure 
to retain. In such cases, the effects of knowledge of 
results or of reinforcement micht be masked by the simpli-
city of the instructional material. 
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This experiment has demonstrated tt.at immediate 
reinforcement is not necessarily an optimal condition for 
learning certain types of material. The experiment has 
also demonstrated that the post-delay of reinforcement 
interval might play an important role in delay of rein-
forcement experiments. In light of the ma.ny variables left 
to be investignted, it is suggested tha.t these results be 
considered tentative and be used as a guide in designing 
future research. 
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Instructional 
Material 
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APPENDIX 2 
~ 0 ~i ... is a. "pri!D.Ui:v-e sytibol 11. 
2. 0 :i.s a printiti.ve . .._ ___ ...__ 
3. 0 is also a primi.tive 
0 ~.nd m are both --
Primitive 
in logi.c. 
have no meanir.ig 
6. In logic, primitive synmols that 
have no nre ref erred to a8 
"un tnterpre"t0J"7,. 
7 ~ [) and 0 £U"0 ref erred to as lmin-
terpreted -~,-~·- S',V'Jtbo1s. 
8. We are going t,o look at a logistic 
system trhich ha<:: t.wo p!•imit.ive 
-~~---"·~: 0 and El @ 
9. At. .first, these trill 
be v.11:i.nterp1"e-~ecf~ -~--
LO. In our logic, --· and -· will 
be co.11-<:!d primit'.Lv.a symbols' and at 
:tirst, t.h~se ~3yEd:inls will have no 
meaning. 
~l. Pr·imitive symbols that hav-e no 
meaning are r;:;ferred to as . 
-----
L2. Although and 8-.T"0 1miuter-
pret.ed, wsc;an say tl'Uit they do have 
"value" associated 't"Ji.th them .. 
l3. Unint.erpreted symbols have no meaning 
but they do have ~~ 
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s;rmbol 
prim.i.ti•:e 
symbols 
meaning 
primit:i.ve 
syrti.bols 
primitive symbols 
0 and ttJ 
uninterpreted 
El and0 
"·alue 
15. 
In our logistic system, and 
will each be assigned thei"VS.iues "fi'i'i'"""" 
·and 1121'. 
We are going to assign the values 
1 and 2 to each or our symbols 
16. Although our are 
uninterpreted, they do h~ve -----
17. Each uninterpreted primitive symbol 
will have the values 1 and 
---
18. In our system, tho primitive symbols 
can have two and only two _ • 
19. EB will have the values _____ and ~· 
20. 0 will have the values and • 
--· 
21. 0 and ID are uninterpreted but they 
do have 
---
22. 83 and 0 are primitive __ bu.t 
they do ha1m the values _ and __ 
23. Associated trlth each primitive symbol 
is a ·11·l:.r11th table". "Truth tables" are 
constru.cted .for each primitive 
~-"'!""-
using the values 1 and 2. This is what 
the "truth table" ror the symbol 0 
looks like: 
0 
l 
2 
24. EB also has a. truth 
---
0and@ 
primitive 
primitive symbols 
val11e 
2 
values 
1 and 2 
l and 2 
value 
symbols 
1 and 2 
symbol 
table 
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25. The this_: __ for f±) looks like ---~ 
1 
2 
26. Associated with each 
is a truth table whose "extension" 
is made up of the values 1 and 2. 
27.. When values are used in a table, 
the values are re.terred to as the 
symbol's "extension" .. 
28.. Each primitive has an extension 
of values associat~with it. 
29. The of a primitive symbol ref'ers 
to the values associated with the symbol. 
30. Construct a tru.th table for 0 . 
31. Write down the extension of this 
tru.th table. 
32. Values associated with a primitive 
s;vmbol in a truth table are called 
that symbol's 
----
33. An extension is made u.p' of a symbol's 
34. Although primitive symbols have no 
meaning, we can pretend that they do 
stand for something. In other words, 
we can "interpret" an u.ninterpreted 
symbol any way that we want. Let 1 s 
pretend that each or our primitive 
---- stnnds for a "simple sentence". 
truth table 
primi:t.ive symbol 
truth 
symbol 
extension 
0 
1 
2 
1, 2 
extension 
values 
symbols 
6o 

47. What is {write down) the extension 
ot the sentence 0 ? ' 
48. What are (write down) the values 
that make up the extension of 
the sentence 0 ? 
49. and are called values, 
and they can also be interpreted. 
50. In our logic, we are going to pre-
tend that 111" stands for "true" 
and 11211 stands for ":false". 
51. Each sel'ltence in our logic will be 
(or haYe the extension) tru.e and 
---
52. In our logic, the value l will be 
and the value 2 trlll be 
---
53. The "all dogs have 
green tails" has the extension 
and • 
---
54., ttl is a simple sent0nce and it has 
the extension and 
---
55. Write a truth table tor f:B using 
T for trne {l) and F for false (2). 
,6. What is the extension of this 
truth table? 
57. What are the two values that 
make up this extension? 
1, 2 
1, 2 
1 and 2 
.talse 
true 
talse 
simple sentence 
true and .false 
true and £alse 
- T 
F 
T, F 
T, F 
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58. In our logic, we have interpreted 
the symbols as sentences, 
.and we have interpreted the values 
as true and 
---
59. Now that we have given the values 
meaning, we can call the values 
11tr11th values". 
60. 1 and 2 are called __ and T and 
Fare called 
--- ---· 
61. Fr.cm now. on, the extension of a 
sentence will be composed of 
62. When a symbol's extension is in-
terpreted, then we say that the 
extension st.9.nds for that symbol' a 
truth • 
63. The ___ values or the sentence 0 
are and • 
64. ttJ has the extension and 
----· 
65,. It) and 0 are interpreted as 
and have the truth 
---val11es · and 
---
66. Write a truth table for 0 
using truth values as the 
sentence's extension. 
67. Sometimes we want to put two simple 
sentences together and make a com-
poWld sen-t.ence. For example, "all 
men are mortal and all dogs have 
green tailsfl is a compound sentence. 
In our logic, ve are going to use 
the "operator11 "+" to stand tor 
th~ word "and". 
primitive 
false 
values 
truth values 
truth values 
values 
truth 
true and false 
simple sentence 
true and false 
0 
' .,, ..... ,' . --,--
F 
63 
' ! 68. I Write the English interpretation for the sent,ence: l!J + 0· 
69. 11+11 is an "operator" and stands 
for the word • 
70. IB + 0 is a ___ sentence. 
71. Remember, all sentences have 
extensions. The-.eefore, the sen-
tence 1tJ + 0 has an • 
72. The n+n stands for the 
73. 
word n and". 
The extensioy,of the ffJ + \!) will b-e-t!"'!'h_e_ 
truth"'values associated with 
the operator that connects 
the two sente11ces. 
74. The + will have an ex-
tensi'On which is also the 0axten-sion or the sentence eJ ~ • . 
75. Like sentences, operators also 
have 
-----
76. You will rememer that a single 
simple sentence can have the truth 
values and , and that a 
compoun<rBenteneC"also has value 
associated with it. However, ttilen 
you put tvo sentences together, that 
compound sentence can have more than 
just two truth values.0 For exrunple, m might be true and • might be0 
false, or EB might be false and • 
might be true, or they both might 
be true. 
All dogs have green 
tails, and all men 
are mortal. 
and 
e001pound 
extension 
operator 
compound sentence 
operator 
extensions 
T and F 
.77. A compound made up of two 
simple sentences will have an 
.extension with 4 truth values 
because there are .tour dif'f erent 
combinations of true and false 
with two simple sentences. 
t 78. Since a compound sentence is ma.de 
up or two simple sentences, the 
extension of the compound sentence 
will be derived .from possible 
combinations of ·truth valiies. 
79. The + is said to be defined 
by the parameters or the two simple 
sentences. In other words, the 
operator's not only repre-
sents the e:A"tension or the compound 
sentence but also defines the operator. 
80. We can build a truth for a 
cor.tpound sentence. If our sentence 
is £f1 + 0, then the truth table 
will look like this: 
e ~ ftl+0 "T f T 
T F F 
F T F 
F F F 
Note: The .tirst thing that we do 
when constructing a truth table is 
to def'ine ea.ch simple sentence 
separately. By convention, the 
first simple sentence of a com.-
pound sentence is defined b7 T,T 
F,F, and the second simple sen-
tence is assigned the truth values 
T ,F,T ,F. As you ea.'l see, when 
the sentences extensions (truth 
values) are arranged in this order, 
the combination of values will 
represent all possible pairs of 
true and f"alse. 
sentence 
4 
operator 
extension 
table 
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~l. The extension of the Cfl+0was derived £r_O'm ___ t!"'!!h-e "'trlith 
values or the two simple sentences. 
~2.. Fill in the missing truth value..s: 
ff] 0 
T .. ., T 
F T 
F 
lJ. Fill in the missing t:i. .. utb values: 
F 
lli- Whs:'' set of t.nrth values repreaent.s 
·the exten.~ioo cf' the sentem~e 
ttJ +0in thia eixamplei 
9 0 @+0 
,__,r-
. i 'T . .....--..v 
.,---
T F F' 
F T .F. 
F F F 
15. 1.n the above axample, wat set ot 
t:r.'1.lt.h values represents the daf'in-
i t ion or the oper~tor +? 
16.. In a sense, we have a"t"bit.rar1ly 
defined the operator by the 
extension of' the. sentence-rtl + 0. 
)7. Alt.hough the 'definition ot the oper-
at.or __ is arbitrary, once the 
M-• ··-is defined it does not change. 
com.pound sentence 
' T :.F 
F 
if 
T 
F 
F 
'1' ,F,F,F 
T,F,F,F 
+ 
+ 
operator 
I 
0 
F 
T 
F 
0 
1l 
F 
T 
F 
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. ..-· 
88. The definition of the operator + 
am/or the Axtension or the sen-
.tence ffJ +(.!Jresulted from the 
---- values of the two simple 
sentences. 
'89. WheneTer a compound sentence con-
sists ot tvo simple sentences with 
truth of 'l', then the operator 
will alS()h'Sve the truth value of T. 
90. Since the deiinition of the operator 
also represents. the of 
-th-e-sentenee 8 +0, we can say 
that a com.pound sentence is true 
only "to-hen both of the simple sen-
tences that make u.p the compound 
sente11ce are tru.e. 
91.. In other words, the only time 
there will be a T in the extension 
of a compound sentence is whoo the 
·t.wo siJ.>iple sentences a.re both _. 
92. Fill in the missing truth values: 
0 
93. !fote that th:;i only tir1'3 a compound 
se:ntozme is tri;.a is ~b.~n bot.l~ of 
thx~ sinple sentem::cs a1 .. G 
----
94. Fill in the folloiri.ng tnith 
table: 
lB 0 
truth 
values 
+ 
eJrtension 
true 
T 
T 
F 
F 
. I 
0 
F 
T 
F 
0 
'! 
F 
T 
F 
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T 
F 
F 
F 
1 . 
F 
F 
F 
I 
96. 
98. 
99. 
Remember, we decided that when we 
build a truth table the first 
simple sentence of the compound 
·sentence will bnve the 
T,T,F,F. --
The T,F,F,F defines the 
operator + .. 
The extension T,F,F,F also de.fines 
the compound sentence __ _ 
--~ 
The f ,F,T·,F define 
(or are the extension of') the 
sentence • 
U we put parentheses around the 
compound sentence 8 +0, then 
that compound sentence could be-
come a part of a longer ---
sentence.. For example: 
coo •0> +0 
LOO. The truth values assigned the 
longer compound · will be 
the extension of the second 
operator. 
LOl. Fill L"l the missing truth values: 
8 0 @+0 (fD+0>+0 
't r-
F F 
JJ' F 
F F 
.02"' What is the ext.ens ion ot the com-
pound sentence ( m +0> +0? 
68 
extension 
extension 
tru.th values 
0 
·compound 
sentence 
m 0 - S+0 
.... -_ .... ! ___ __,.i.__I _!_ 
cm +0> •G> 
' F F 
F 
' . ~-. ··'.;. •. .. .~·. 
LO). Note that the only' time a compound 
sentence is true is when both ot 
the sentences that make up the com-
. pound sentence are true. In the above 
example, the sentence ( ttJ +0) + 0 
was true only when the sentence ( 8 +0) was true and 1ihe sen-
tence 0was • 
L04. Fill in the missing truth valu.es: 
0 8+0 (IEJ+0) +0 
T 
F 
F 
F 
L05. What is the extension ·pf the 
sentence ( 00 •0) +0 ? 
L06. We want to introdu.ce one more 
operator into our logic. The 
operator will be the negation 
sign n ~ n~. 
L07. The f'irst thing we have to do 
is define the sign. 
F 
F 
L08. The + was defined by the 
extension f ,F,F,F relative to the 
normal assignment of values to 
the two sentences e ';and0. 
L09. can be in terms of one 
sentence. ----
true 
T 
T 
F 
F 
negation 
operator 
de:f°ined 
0 
T 
F 
T 
F I T F F F 
( --(+J +0) +0 
f 
F 
F 
F 
l 
This table will be used to 
define "" : 
111. As you can see, whenever you use 
the operator , the sentence 
takes on the opposite truth • 
112. Fill in the missing truth values: 
Thank you· tor ;your cooperation. 
truth 
rJ 
value 
0 -0 
~ I : 
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1. 0 is a. primitive • 
-------
71 
• 2. We interpreted 0 and EB as 
------
3. We interpreted the values "ltt and n2u as and • 
4. Write a truth taole for EB using "truth values" in the 
extension: 
5. Write an English translation for the sentence: G) +I±) • 
6. IB+0 is a • 
7. Fill in the missing truth values: 
t!J 0 B3 + 0 
I I 
8. What extension defines the operator " " in the above 
example? 
_, _, -· .__ 
9. Fill in the missing truth values: 
f±J 0 a:J+0 (lB-f-0)+0 
10. Define the operator """'" by filling in the missing 
truth values: 
• 
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11. Translate the following sentence into Engl1sh:,._,a:I + 0 . 
12. Fill in the missing truth values: 
l!I 0 - 0 -0+1!1 
13. Using primitive symbols, write down an interpretation 
of the following Engl:i.sh sentence: "Joe ran the mile 
in 6:03 minutes, and Bill jumped 3 feet 5 inches." 
14. Build a truth table for,..,,,, ( 83 + 0 ) . 
15. Build a truth table for el + ( 1±1 + 0 ) . 
16. Build a truth table for 1±1 + <- 0 + EEi ) • 
17. Build a truth table for l!I +,...,,,cffi +0). 
18. Think of a new primitive symbol and define it using a 
truth table: 
19. Think of a new operator and define it using a truth 
table: 
73 
20. Use your new operator• c.nd your new )r':i.'rd.tive symbol in 
a sentence, and build a. truth table for that sentence 
(it can be a compound or a simple sentence). 
APPENDIX 3 
Circle the correct answer: 
1. Are you a fresh., soph., jr., senior, or grad. ? 
2. Have you ever worked with programmed instruction 
before? Yes No 
3. Have you ever bad a class in logic? Yes No 
4. How much math. have you taken: 
a. High school math. 
b. Advanced high school math. 
c. College algebra. 
a. Statistics. 
e. Advanced college math. 
5. Have you ever been in a psychology experiment before? 
Yes No 
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APPENDIX 4 
Directions 
(Immediate Reinforcement Instructions) 
You will be working with a. programmed learning text. 
You will learn how to build truth tables and other basic 
concepts used in syn1bolic logic. 
Please read each item thoroughly, and then fill in 
75 
the blank or answer the question. Innnediately after you 
answer an item, check your answer with the correct answer 
provided with the program. Do not skip an item and be sure 
you write an answer to each question. If you make a mis te.ke, 
cross out the incorrect answer, reread the item, and then 
write the correct answer to the question. 
Please do not write in the program booklet. Place 
a.11 of your rillswers on the answer sheet. 
It is very important that you follow the directions 
carefully. Remember, read each item thoroughly, then go 
back and answer the question or fill in the blank. Immedi-
ately check your answer with the programmed answer. If you 
make a mistake, cross out the incorrect answer, reread the 
item, and then answer the item correctly. 
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Directions 
(Pre-delay of Reinforcement Instructions) 
You will be working with a progranuned learning text. 
You will learn how to build truth tAbles and other basic 
concepts in s-ymbolic logic. 
Please read each item thoroughly, and~ fill in 
the blank or answer tLe question. Immediately after you 
have answered an 1tem look up at the experimenter to let 
him lmow that you have written the answer down. After a 
certain period of time, the experimenter will way "con-
tinue." As soon a.a the experimenter says continue, check 
your answer with the correct programmed answer and then go 
on to the next item. Do not skip an item and be sure you 
write down an answer to each question. If you make a 
mistake, cross out the incorrect answer, reread the item, 
and then write down the correct answer to the question. 
Please do not write in the program booklet. Place 
all of your answers on the answer sheet. 
It is very important that you follow the direct:l.ons 
carefully. Remember, read the item thoroughly, ~ go 
back and e.nswer the question or fill in the blank. Look 
up at the experimenter as soon as you have answered a 
question. As soon as the experimenter says continue, 
check your answer with the programmed answer. If you make 
e mistake, cross out the incorrect answer, reread the 
item, and then answer the item correctly. 
Directions 
(Post-delay of Reinforcement Instructions) 
You will be working with a prograrrri."11ed learning 
text. You will learn how to build truth tables and other 
basic concepts in symbc)lic logic. 
Please read each item thoroughly and then fill in 
the blank or nnswer the question. Immediately after you 
answer an item, check your answer with the correct answer 
provided with the program. After you have answered an 
item correctly, look up at the experimenter to let him 
know that you have completed that item. After a certain 
period of time, the experimenter will say "continue." As 
soon as the experimenter says continue, go on to the next 
question. Do not skip an item and be sure you write down 
an answer to each questlon. If you make a. mistake, cross 
out the incorrect answer, rerea.d the item, and then write 
down the correct answer to the questjon. 
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Please do not write in the program booklet. Place all 
of your answers on the answer sheet. 
It is very important that you follow the directjons 
carefully. Remember, read the item thoroughly, then go 
back and answer the question or fill in the blank. 
Immediately check your answer with the programmed answer. 
As soon as you have answered a question correctly, look 
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up at the experimenter. Do not go on to the next question 
until the experimenter says continue. If you make a 
mistake, cross out the incorrect answer, reread the item, 
and then answer the item correctly. 
APPENDIX 5 
Treatment 
Group a 
Test-control 
Group 
N 
39 
19 
ix -x 
320 8.205 
7 .368 
79 
s2 
2.163 t = 29. 686 
.232 P< .005 
Summary of !-test results on retention test compnring the 
test-control group with the overall treatment group scores. 
Treatment 
Group 
Test-control 
Group 
N 
39 
19 
-tx x 
195 5.000 
3 .158 
80 
s2 
6.821 t - 8.345 
.134 P< .005 
Summary of t-test results on problem solving test comparing 
the test-control group with overall treatment group scores. 
APPENDIX 6 
81 
Summary of Answers to q_ues tions on the 
Post-instructional Questionnaire 
1. Freshmen - 6 
Sophomores 
-
10 
Juniors 
-
15 
Seniors 
-
7 
Gra.duates - 1 
2. Programmed Instruction Yes No 
4 35 
3. Logic Class Yes No 
5 34 
4. Mathematics 
a - 11 
b - 8 
c - 16 
d - 3 
e - 1 
5. Psychology Experiment Yes No 
13 26 
