Abstract: This paper deals with the problem of observers design for implicit state affine systems for which the observer synthesis depends on the input excitation. Two approaches can be used to solve this problem; The first one consists in designing an observer which requires solving at each time an algebraic equation combined with an ODE system (implicit observer). The second approach proposed in this paper consists in designing an observer described by differential equations only (explicit observer). Moreover, it can be initialized outside the algebraic constraints. A general methodology which guaranties the existence of an explicit observer is presented.
INTRODUCTION
The problem of existence and design of observer for nonlinear systems described by ordinary differential equations (ODE) has been studied for quite some time and is still an active area of research. However, nonlinear differential algebraic equations can be naturally used to describe the behavior of several chemical and physical processes.
The aim of this work is to design an observer for systems described by nonlinear implicit equations (differential algebraic equations of index 1). Using algebraic methods, observer design for implicit linear systems has widely been investigated in the literature (see for instance Muller and Hou (1993) , Darouach et al (1996) , Boukhobza et al (2006) and the references herein). Still concerning linear systems, Nikoukhah et al., (1992) extends the Kalman filter for discrete time systems. The proposed Kalman filter is also an implicit system. However, state observation for nonlinear differential algebraic systems is still a open problem. Beside the geometric approaches which consist to transform a nonlinear system defined on a manifold M to a differential equation defined on some R n and for which an observer can be designed, three other approaches can be differentiated : the first one consists in simultaneously using an observer described by a dynamical system together with an optimization problem permitting to solve the algebraic constraint at each time (see for instance Tjoa and Biegler, (1991) , Becerra et al., (2001) ). This method is suitable for discrete time systems. The second approach consists in transforming an autonomous implicit system of arbitrary index into an implicit system of index one. This approach is used in different works: we can cite for instance Nikoukhah (1998) and recently Aslund and Frisk, (2006) where the authors, based on Nikoukhah (1998) gave a local implicit observer of index 1. Practical implementations of these two methods usually require the use of optimization techniques to solve at each time t the algebraic constraint associated to the state manifold M together with an ODE numerical method. Such methods have been shown to lack robustness when solving large scale complex systems or systems with fast dynamics, like the dynamics of crude units (see Ballard and Brosillow, (1978) ).
Finally, Zimmer and Meier, (1997) , used the algebraic constraint as an additional output and gave an observer of higher dimension. This observer is an explicit one, since it is formulated as a differential equation on some R n . In the same direction, the authors in El Assoudi et al., (2005) gave a high gain explicit observer for uniformly observable implicit systems.
In this paper, we will discuss whether the existence of an implicit observer for implicit systems of index one implies the existence of an explicit one and will give conditions under which this problem admits a solution. Then, we design an explicit global observer.
The outline of the paper is as follows. In section 2, we introduce the problem of observer design for implicit systems. In section 3, we give some sufficient conditions under which the existence of an implicit observer implies the existence of an explicit one. In section 4, we synthesize an explicit observer for implicit systems which are state affine up to output injection.
PROBLEM STATEMENT
The problem under consideration in this paper is a state estimation problem for implicit state affine systems up to output injection. To study this problem, a relationship between an implicit system and an explicit one will be established.
The class of implicit systems considered is of the form:
U is an open subset of R m , y(t) ∈ R p , u(t) ∈ U are the known input and output, (x(t), z(t)) ∈ R n × R d is the unknown state, f and h are assumed to be sufficiently smooth with respect to their arguments, and d < n. M denotes the constraints set:
In the sequel, we will assume that ∀(x, z) ∈ M; ∀u ∈ U , we have:
Note that this condition guarantees the existence and the uniqueness of the solution z of ϕ(x, z) = 0, for every x.
As has been mentioned, for implicit system (1), existing observer approaches may be applied to design an observer to estimate the unknown variables (x(t), z(t)).
Let U be a subset of L ∞ (R + , U ) , such that every u ∈ U renders system (1) complete. An implicit observer 1 for system (1) which converges for an input u ∈ U is a dynamical system of the form:
is an open subset of some R k , such that, ∀g(0) ∈ O, we have:
Conditions i) and ii) guarantee the stability and the convergence of the observer. This observer, if it exists, can be obtained by solving at each time t the algebraic equation ϕ( x(t), z(t)) = 0 using an optimization algorithm. The computational complexity of the optimization step may be too high which is an inconvenience of the on-line implementation of this method. In order to avoid such problems, a second approach, which consists in designing an explicit observer 2 (no optimization algorithm is required), will be introduced.
To this end, let Ω be an open subset of R n+d including M. An explicit observer for system (1), which converges to some u ∈ U, is a dynamical system of the form:
is an open subset of some R k Every trajectory which is issued from Ω × O remains in Ω × O, and conditions i), ii) and iii) above hold for (x(0),ẑ(0))) ∈ Ω. Remark 2.1. Since condition i) holds for system (5), it follows that the manifold M is invariant under the dynamics of (5). Hence the restriction of (5) to M coincides with (4). Consequently, the existence of an implicit observer is necessary for the existence of an explicit one.
From condition (3), one can find an open subset Ω of R n+d containing M, and on which this rank condition is fulfilled. Hence the following system is well defined on some open set Ω including M :
Moreover, the restriction of (6) to M coincides with (1).
Now assuming that system (6) with the augmented output
) (ϕ is the function defining the algebraic contraint) admits an observer of the form :
where g ∈ O is an open subset of some R k . Then, in the case where ϕ(x(t), z(t)) = 0 (Y (t) = (y(t), 0)), it follows that the trajectories (x(t),ẑ(t)) of (7) asymptotically estimate the unknown state (x(t), z(t)) of (1).
In the next section, we will give conditions under which the existence of an implicit observer implies the existence of an explicit one. In section 4, a class of implicit nonlinear systems will be discussed and new explicit observers will be synthesized.
EXPLICIT OBSERVER FOR NONLINEAR IMPLICIT SYSTEMS
In this section, it will assumed that there exists an 0 > 0 such that ϕ satisfies the rank condition (3) on the tubular neighborhood Ω 0 = {(x, z) ∈ R n+d ; ϕ(x, z) < 0 }. Without loss of generality, the following assumption will be made: Assumption 1. i) The following map:
is a diffeomorphism, where
denote the Euclidian norm on their respective spaces.
The main idea of the proposed approach is based on the continuous time Newton-Raphson algorithm (see the lemma below). Therefore, first we recall the discrete time Newton-Raphson algorithm :
Let F be a smooth function from R n into itself. Assume that F (x) = 0 admits a unique solution x 0 in some neighborhood of x 0 , and that ∂F ∂x (x 0 ) is invertible. Then the sequence (x(i)) given by the Newton-Raphson algorithm:
converges to x 0 , for every x(0) in some adequate neighborhood of the solution, and for some k > 0 may be small. 
Under assumption 1), for every d × d symmetric positive definite matrix Λ; for every x(0) , z(0) and z(0)), such that ϕ(x(0), z(0)) = 0 and (x(0), z(0)) ∈ Ω 0 , we have: (x(t), z(t)) ∈ Ω 0 , ∀t ≥ 0 and lim
Proof 1. Let (x(0), z(0)) ∈ Ω 0 and set τ (t) = ϕ(x(t), z(t)), then a simple calculation yields :
According to (13), τ (t) decreases exponentially to 0 and τ (t) < 0 , ∀t ≥ 0. Since τ (t) = ϕ(x(t), z(t)) and ϕ(x(t), z(t)) = 0, and using assumption 1), it follows that:
Hence, lim
A function V (t, x) defined on R + ×R n is said to be positive definite, if there exists a positive definite function V (x) on
In the sequel, it is assumed that the dynamics gain G(x,ẑ, g, y, u) which appears in (4) depends only on (g, u). Thus our implicit observer takes the form:
is an open subset of some R k In order to show that the existence of an implicit observer (15) implies the existence of an explicit one, the following assumptions will be required.
Assumption 2. For every u ∈ U and for for every associated trajectory g(.) of (15), there exist two positive definite functions V (t, x) and W (x) satisfying: i) ∀(x, z) ∈ M; ∀( x, z) ∈ M; ∀t ≥ 0, we have:
where e = x − x ii) There exist two constants α > 0, a > 0 such that:
Remark 3.1. Condition i) together with the precompactness of g(t) t≥0 implies that (15) is an implicit observer for system (1).
Assumption 3. Ω 0 denotes a tubular neighborhood of M given by (8). There exists a function λ(.) of class K, such that, ∀(x, z) ∈ Ω 0 ; ∀(x, z) ∈ Ω 0 ; ∀y; ∀g, we have:
18) Theorem 3.1. Under assumptions 1), 2) and 3), the following system:
forms an explicit observer for system (1).
Proof 2. Let (x(t), z(t)), ( x(t), z(t)) be two respective trajectories of systems (1) and (19). As in the proof of lemma 3.1, we can verify that:
Thus if ( x(0), z(0)) ∈ Ω 0 , then ( x(t), z(t)) remains in Ω 0 and, lim t→∞ ϕ( x(t), z(t)) = 0 (20)
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From assumption 1), Φ is a diffeomorphism from Ω 0 into R n × J, and by construction J contains 0. Hence, there exists a unique z (t), such that ϕ( x(t), z (t)) = 0. Setting e(t) = x(t) − x(t), from equations (1) and (19), it follows that:
Considering the positive definite function V (t, x) given in assumption 1), we get:
Since (x(t), z(t)) ∈ M and ( x(t), z (t)) ∈ M, using (16) (which is assumed in 2), we obtain:
and from (9) of assumption 1), we deduce that:
Now, combining this last inequality with (20) and the fact that ∂V ∂x (t, e) ≤ αW (e), for e ≥ a (see assumption 2)-ii)), we deduce that lim t→∞ e(t) = 0. Now, it only remains to show that lim t→∞ z(t) − z(t) = 0.
From assumption 1), we get:
Finally, using the fact that lim t→∞ e(t) = 0, ϕ(x(t), z(t)) = 0
and (20), we obtain lim t→∞ z(t) − z(t) = 0. This concludes the proof.
In this section conditions under which an explicit observer for implicit systems of index one can be designed have been given. In the following section, we shall examine a classe of nonlinear systems formed by implicit state affine systems up to output injection for which this observer synthesis can be applied. The observer synthesis depends on inputs which are applied to the system.
EXPLICIT OBSERVER FOR IMPLICIT STATE AFFINE SYSTEMS UP TO OUTPUT INJECTION
where the unknown state (
is a (uniformly in the input) globally Lipschitz function. The output is y ∈ R p .
Before designing an observer for system (22), some observer synthesis concerning state affine system are recalled:
A bounded input u is said to be regularly persistent if it renders system (23) completely uniformly observable. These inputs permit to guarantee the convergence of a Kalman like observer (see Bornard et al., (1988) , and Hammouri and Gauthier, (1992) ). In the sequel, the set of these inputs will denote by U.
If u ∈ U, then it can shown that for every symmetric positive definite (S.D.P.) matrices S(0) and R, the solution S(t) of the following Lyapunov equation:
becomes an S.D.P. matrix which satisfies the following inequality: ∃θ 0 > 0; ∀θ ≥ θ 0 ; ∃α 1 > 0; ∃α 2 > 0, such that:
where the constants α i depend only on θ and the upper bound of A(u(t)) . For more details, see Bornard et al., (1988) , and Hammouri and Gauthier, (1992) .
Assumption 3) can be replaced by the following one: Assumption 4. There exists a function λ(.) of class K, such that ψ(y, z, u) − ψ(y, z , u) ≤ λ( z − z ).
The candidate observer takes the following form:
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where S(0), R are S.P.D. matrices and r > 0 is a parameter.
Let us denote by ω(Cx) the implicit solution of ϕ(Cx, z) = 0 (the expression of ω(Cx) is generally unknown). In order to show that system (26) forms an observer for system (22), the following inequality should be verified :
for some constant ω 0 > 0.
Then, the main result can be stated as the follows: Proposition 4.1. If assumptions 1), 4) are verified and (27) holds, then system (26) becomes an observer for system (22), namely:
we have: x(t) − x(t) and z(t) − z(t) converge to 0.
Proof 3. Using theorem 3.1, it suffices to show that assumptions 2), 3) hold for systems (22) and (26).
From above assumption 3) is a consequence of assumption 4). Thus, it only remains to show that 2) is verified.
Let u ∈ U be the set of regularly persistent inputs. From (25), we have α 1 e 2 ≤ e T S(t)e ≤ α 2 e 2 , for every e ∈ R n . Now setting V (t, e) = e T S(t)e, clearly the function V (t) is a quadratic positive definite function of e.
Moreover,
∂V ∂e (t, e) = 2 S(t)e ≤ 2α 2 e . Hence ∂V ∂e (t, e) ≤ 2α 2 e 2 , for e ≥ 1. Thus, condition i) of assumption 2) is satisfied.
It only remains to show assumption 2)-ii), namely that there exists a positive definite function V (t, e) such that the following holds:
where
From the above notations, it can be written that:
A simple calculation gives:
and the following holds,
Hence,
Let us recall that the aim here is to show that the inequality (28) holds for every (x, z) and that ( x, z) are in M.
Let (x, z) and ( x, z), such that ϕ(C x, z) = ϕ(Cx, z) = 0. Then, from the above notations, it holds z = ω(C x), z = ω(Cx), and y = Cx.
Combining inequality (27) with (31), we deduce:
∂V ∂t (t, e) + ∂V ∂e (t, e)[ f (e + x, z, y, u(t), g(t)) − f (x, z, u(t))]
≤ −θe T S(t)e − (r − 1) Ce 2 + 2ω 0 e T S(t)e S(t) Ce ≤ −θe T S(t)e − (r − 1) Ce 2 + ω 0 (e T S(t)e + S(t) Ce 2 ) = −(θ − ω 0 )e T S(t)e − (r − 1 − ω 0 S(t) ) Ce Now, taking θ > max{ω 0 , θ 0 }, from the second inequality of (25), it follows that S(t) ≤ α 2 , where α 2 depends only on θ and not on r.
Now, choosing r such that r ≥ 1 + ω 0 α 2 , we obtain: ∂V ∂t (t, e) + ∂V ∂e (t, e)[ f (e + x, z, y, u(t), g(t)) − f (x, z, u(t))]
≤ −(θ − ω 0 )V (t, e)
.
Recalling that V (t, e(t)) = e T (t)S(t)e(t), from the first inequality of (25), it yields: ∂V ∂t (t, e) + ∂V ∂e (t, e)[ f (e + x, z, y, u(t), g(t)) − f (x, z, u(t))]
This ends the proof of property (28).
CONCLUSION
In this paper, new observer design approach was presented. An exponential explicit observer for a implicit state affine systems up to output injection has been proposed. The main advantage of the resulting observer is that, it do not require to be initialized at the algebraic constraint manifold M and it provides, simultaneous state and implicit variable estimations. The observer gain depends on two tuning parameters. The observer implementation is simple and requires small computational effort. The design approach can be applied for any general type of nonlinear implicit models.
