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ON THE NUMBER OF SINGULAR POINTS FOR PLANAR
MULTIVALUED HARMONIC FUNCTIONS
FRANCESCO GHIRALDIN AND LUCA SPOLAOR
Abstract. In this note we give a quantitative estimate on the number of singular points
of multiplicity Q of a 2-dimensional Q-valued energy minimizing map, in terms of the
value of its frequency function.
Multivalued functions have been used by Almgren in [1] to study the regularity of Area
Minimizing currents of codimension higher than one. In particular, the size of the singular
set of Dir-minimizing multivalued functions yields informations on the size of the singular
set of Area Minimizing currents (see also [5, 9, 7, 8]), and for this reason it might be
interesting to have a bound on its measure. In [1], Almgren proved that for a Q-valued
Dir-minimizing function f : Ω ⊂ Rm → AQ(R
n), the dimension of the singular set must be
bounded by (m−2), and that it must be locally finite when m = 2 (see also [6]). In [14] the
authors improved this estimate showing that the Minkowsky dimension is also bounded by
(m− 2).
In this paper, in the case m = 2, we prove an interior bound on the number of singular
points of multiplicity Q of a Dir-minimizing function in terms of the so-called frequency
function. This result is optimal, in the sense that this quantity cannot bound the number of
singular points of multiplicity lower than Q. The main result is the following (see Section 1
for the precise definitions):
Theorem 0.1. Suppose that f ∈ W 1,2(B2,AQ(R
n)) is a Dir-minimizing function in the
ball B2 ⊂ R
2. Then the following bound holds:
H0({x ∈ B1/2 ∩ Sing(f) : f(x) = Q JpK}) ≤ C(n)Ig(0,2) , (0.1)
where g =
∑Q
i=1
r
fi −
1
Q
∑Q
i=1 fi
z
and the frequency function Ig(x, r) is defined by
Ig(x, r) :=
r
∫
Br(x)
|Dg|2∫
∂Br(x)
|g|2
.
The discreteness of the set of singular points of multiplicity Q, and indeed of the whole
singular set Sing(f), without a quantitative bound on their number, was already proved in
[6], and in fact it holds even in the more general context of Area Minimizing 2-dimensional
currents (cf. [2, 13, 12, 10, 11]). The proof of these results rely on a hard analytical
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estimate, originally due to Reifenberg (cf. [18, 20, 6]), called epiperimetric inequality,
which implies the uniqueness of the tangent map. We will not need this result in this note
and indeed we will only use very soft covering and compactness arguments. However, as a
drawback, we will not bound the measure of the whole singular set, but only that of the
multiplicity Q points. This is the best one can do, since a bound on the frequency function
is in general not enough to control the number of points of multiplicity less than Q, as the
following example shows.
Example 0.2. Let Q = 4 and fix N points zi ∈ B 1
2
(0) \ B 1
4
(0). For every ε > 0 let us
consider the 4-valued function
fε(z) = ±
(
z(1± ε
N∏
i=1
(z − zi)
1
2 )
) 1
2
∈ W 1,2loc (C,A4(C)) ,
which corresponds to the irreducible algebraic curve{
(z, w) ∈ C2 : (w2 − z)2 = ε2 z2
N∏
i=1
(z − zi)
}
.
The function fε is Dir-minimizing, because it is a multivalued holomorphic function, see
[1, Theorem 2.20] or [19], and Sing(fε) = {0} ∪ {zi, i = 1, . . . , N}. For ε sufficiently small
the only 4-point is the origin, the {zi} are all points of multiplicity Q
′ = 2 and η ◦ fε = 0.
Letting ε → 0 the frequency Ifε(0, 2) converges to 1/2, the frequency of the homogeneous
limit map f0(z) = 2
q
±z1/2
y
. Therefore N can be taken arbitrarily large and ε = ε(N)
sufficiently small, ruling out the validity of any estimate on the number of 2-points in terms
of Ifε(0, 2).
Analogously the number I(0, 2) cannot yield any lower bound on the distance between
Q-points, that is the regularity scale, as the following example shows:
Example 0.3. Consider the 2-valued function
gε(z) = ±(z(z − ε))
1
2 ∈ W 1,2loc (C,A2(C))
corresponding to the irreducible algebraic curve{
(z, w) ∈ C2 : w2 = z(z − ε)
}
:
the points z = 0 and z = ε are the only singular points, lying at distance ε, where
gε(0) = gε(ε) = 2 J0K. Moreover as before Igε(0, 2) → 1 as ε → 0. This example also
indicates that the proof of Theorem 0.1 is not trivial, as there is no hope to give a lower
bound on the scale at which every singular point is isolated.
The optimality of the exponential bound in terms of the frequency is still an open
problem. For the singular set of solutions to elliptic PDEs, Lin conjectured the optimal
bound to be quadratic in the frequency (see [16]). However, Lin’s conjecture has been
proved only for planar harmonic functions, while in the general case the best possible
estimate is exponential (cf. [17] or [15] and the reference therein for a complete overview).
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This short note is inspired by the papers [16, 17], where the authors study the size of
the nodal and critical sets of the solutions of elliptic PDEs, and it can be thought of as a
continuation of [14], where the quantitative stratification introduced in [3, 4] is extended
to the setting of multivalued maps. Precise references will be given in the rest of the paper.
The note is divided in four short sections: after setting the notations and recalling some
preliminary results, we prove bounds on the frequency function in interior balls. Then we
prove that small frequency drop between two scales implies rules out the existence of any
Q-point in the corresponding annulus. We finally combine these two ingredients with a
covering argument to conclude Theorem 0.1.
Acknowledgements: we wish to thank Emanuele Spadaro for many useful discussions
and comments.
1. Preliminary results and notations
Let us start by recalling some known results for Dir-minimizing Q-valued maps. The
main references are [6, 14].
Definition 1.1. We denote the space of Q-points by AQ(R
n) :=
{∑Q
i=1 JpiK} : pi ∈ Rn
}
,
where JpK denotes the Dirac delta at p. We can equip it with a complete metric
G(T, S) := min
σ∈PQ
(
Q∑
i=1
|pi − p
′
σ(i)|
2
)1/2
,
where T =
∑ JpiK , S =∑ Jp′iK and PQ is the symmetric group of Q elements.
A Q-valued map is a measurable function f : Ω ⊂ Rm → AQ(R
n).
It is always possible to write almost everywhere f(x) =
∑Q
i=1 Jfi(x)K, where fi are
measurable functions, not necessarily unique.
Definition 1.2 (Sobolev spaces). A measurable function f : Ω→ AQ(R
n) is in the Sobolev
class W 1,p if there exists functions ϕj ∈ L
p(Ω,R+) such that
(i) x 7→ G(f(x), T ) ∈ W 1,p(Ω) for all T ∈ AQ;
(ii) |∂jG(f, T )| ≤ ϕj almost everywhere in Ω for all T ∈ AQ and for all j ∈ {1, . . . , m}
In particular we denote |∂jf | the minimal functions satisfying (ii) and we set
|Df |2 :=
m∑
j=1
|∂jf |
2 .
Let Ω ⊂ Rm be a Lipschitz bounded open set and f ∈ W 1,p(Ω,AQ). A function g belonging
to Lp(∂Ω,AQ) is said to be the trace of f at ∂Ω (and we denote it by f |∂Ω) if, for every
T ∈ AQ, the trace of the real-valued Sobolev function G(f, T ) coincides with G(g, T ).
In light of this definitions we can consider the minimization problem∫
B2
|Df |2 = inf
{∫
B2
|Dh|2 : h ∈ W 1,2(B2,AQ(R
n)) and h|∂B2 = f |∂B2
}
(1.1)
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and call its solutions Dir-minimizing functions (see [6, Theorem 0.8]). Moreover we define
Sing(f) as the complement of the set of points x ∈ B2 such that there exists a neighborhood
U of x and Q analytic functions fi : U → R
n satisfying
f(y) =
Q∑
i=1
Jfi(y)K for almost every y ∈ B ,
and either fi(x) 6= fj(x) for every x ∈ U or fi ≡ fj .
Theorem 1.3 (Regularity of Dir-minimizer [6, Theorems 0.9 & 0.12]). There exists α =
α(m,Q) ∈]0, 1[ (with α = 1/Q when m = 2) and C = C(m,Q, δ, n) such that if f ∈
W 1,2(B2,AQ) is Dir-minimizing, then f ∈ C
0,α
loc (B2,AQ) and
[f ]C0,α(B¯δ) ≤ C
(∫
B2
|Df |2
)1/2
for every 0 < δ < 2 . (1.2)
Furthermore we have the dimensional bound dimH(Sing(f) ∩ B2) ≤ m− 2.
We remark that in the rest of the work we will need the dimensional bound dimH(Sing(f)∩
B2) ≤ m − 2 only for homogeneous Dir-minimizing functions, see the proof of Proposi-
tion 3.3.
Finally we introduce the key tool of this work, that is the frequency function.
Definition 1.4 (Frequency function). For any f ∈ W 1,2(Ω,AQ), x ∈ Ω and r ∈ (0, dist(x, ∂Ω)),
such that Hf (x, r) > 0, we define the frequency function
If(x, r) := rDf (x, r)/Hf(x, r),
where
Df(x, r) :=
∫
Br(x)
|Df |2 and Hf(x, r) :=
∫
∂Br(x)
|f |2 .
The following is the main estimate on the frequency function discovered by Almgren [1].
Theorem 1.5 (Monotonicity estimate [6, Theorem 3.15]). Let f ∈ W 1,2(Ω,AQ) be Dir-
minimizing in Ω and assume that Hf(x, r) > 0 for every r ∈ (s, t), with 0 ≤ s < t <
dist(x, ∂Ω). Then I(x, r) is monotone nondecreasing for r ∈ (s, t) and moreover
If(x, t)− If (x, s) =
∫ t
s
r
Hf(x, r)2
(∫
∂Br
|∂rf |
2 ·
∫
∂Br
|f |2 −
(∫
∂Br
〈∂rf, f〉
)2)
dr . (1.3)
The frequency function is strongly linked to the growth of the energy and of the L2 norm
of a Dir-minimizing map, as recalled in the next proposition, which can be deduced from
the first variation formulae and Theorem 1.5.
Proposition 1.6 (Bounds on Height and Energy [6, Theorem 3.15 & Corollary 3.18]).
Let f : B2 → AQ be Dir-minimizing, x ∈ B1 and suppose that Hf (x, r) > 0 for 0 < r <
dist(x, ∂B2). Then for almost every r ≤ t < dist(x, ∂B2) the following estimates hold
d
dτ
∣∣∣
τ=t
[
ln
(
Hf(x, τ)
τm−1
)]
=
2 If(x, r)
r
(1.4)
NUMBER OF SINGULAR POINTS FOR PLANAR MULTIVALUED HARMONIC FUNCTIONS 5(r
t
)2If (x,t) Hf(x, t)
tm−1
≤
Hf (x, r)
rm−1
≤
(r
t
)2If (x,r) Hf(x, t)
tm−1
(1.5)
If(x, r)
If(x, t)
(r
t
)2If (x,t) Df (x, t)
tm−2
≤
Df(x, r)
rm−2
≤
(r
t
)2If (x,r) Df (x, t)
tm−2
provided If (x, r) > 0 .
(1.6)
From now on we will make the following assumptions:
Assumption 1.7.
(ZM) f ∈ W 1,2(B2,AQ) is a Dir-minimizing function, the baricenter η◦f =
1
Q
∑Q
i=1 fi = 0
and Hf(0, 2) > 0.
(BF) If(0, 2) ≤ ∆0 <∞.
Since the average η ◦ f of a Dir-minimizing function f is a single valued harmonic func-
tion, subtracting the average preserves the energy minimality [6, Lemma 3.23]. Moreover if
Hf(0, 2) = 0, then by minimality f ≡ Q J0K and there would be no singular points: we can
therefore assume (ZM) without loss of generality. In particular this normalization implies
that f(x) = Q J0K if and only if I(x, 0+) > 0. The requirement (BF) is trivial.
We will denote the set of singular Q-points by
DQ := {x ∈ B1/2 ∩ Sing(f) : f(x) = Q J0K} .
Remark 1.8. By unique continuation [7, Lemma 7.1] it is easy to see that DQ = {x ∈
B1/2 : f(x) = Q J0K} whenever assumptions 1.7 hold. However for the sake of simplicity
we will never use this argument.
Finally observe that the definition of regular point includes the case when f = Q JhK
with h an harmonic function. Using the energy comparison as above it is easy to prove the
following lemma:
Lemma 1.9. If x ∈ DQ then Df (x, r) > 0 and Hf(x, r) > 0 for every r > 0. In particular
the frequency function If (x, r) is well defined.
2. Interior bounds on the frequency function
Next we prove that if the frequency is bounded in the ball B2, then it is bounded in all
the balls Br(x) ⊂ B2. We adapt a result for solutions to elliptic PDEs, which can be found
in [16].
Proposition 2.1 (Frequency bound). Let f be as in Assumptions 1.7. There exists a
constant C = C(m) > 0 such that
If (x, 1) ≤ C If(0, 2) for any x ∈ B1/2 ∩DQ . (2.1)
Moreover, for m = 2, we have If(x, 0
+) ≥ 1
Q
for every x ∈ B1/2 ∩DQ.
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Proof. Since for any x ∈ B1/2 we have B3/2(x) ⊂ B2 and B1/2 ⊂ B1(x), then by (1.5) with
t = 2 and r = 1/2, we have
−
∫
B3/2(x)
|f |2 ≤ C(m)−
∫
B2
|f |2 ≤ C(m) 4If (0,2)−
∫
B1/2
|f |2
≤ C(m) 4If (0,2)−
∫
B1(x)
|f |2 . (2.2)
Next we observe that by (1.4) the function r → −
∫
∂Br(x)
|f |2 is nondecreasing, so that∫
B3/2(x)
|f |2 ≥
∫ 3/2
5/4
rm−1−
∫
∂Br(x)
|f |2 ≥ C(m)−
∫
∂B5/4(x)
|f |2 (2.3)
and analogously ∫
B1(x)
|f |2 ≤ C(m)−
∫
∂B1(x)
|f |2 . (2.4)
Combining (2.2), (2.3) and (2.4) we achieve
−
∫
∂B5/4(x)
|f |2 ≤ C(m) 4If (0,2)−
∫
∂B1(x)
|f |2 . (2.5)
Integrating (1.4), we get
ln−
∫
∂B5/4(x)
|f |2 − ln−
∫
∂B1(x)
|f |2 =
∫ 5/4
1
2 If(x, r)
r
dr ≥ 2 If (x, 1) ln
(
5
4
)
which, together with (2.5), concludes
If(x, 1) ≤ C(m) log
(
C(m) 42If (0,2)
)
≤ C(m) + C(m) If (0, 2) . (2.6)
To remove the additive constant C(m) and prove (2.1), observe that there exists a constant
ε = ε(m) ∈ (0, 1) such that if If(0, 2) ≤ ε then DQ∩B1 = ∅. Indeed, by (1.5), if If(0, 2) ≤ ε
then Hf(0, 1) ≥ 2
−m+1−2εHf(0, 2) ≥ 4
−mHf (0, 2) for ε sufficiently small depending only on
m. Therefore there exists x0 ∈ ∂B1 such that G(f(x0), Q J0K) ≥ 2−mHf(0, 2)1/2: by (1.2)
and Df(0, 2) ≤ εHf(0, 2) we conclude that for every x ∈ B1
G(f(x), Q J0K) ≥ G(f(x0), Q J0K)− G(f(x0), f(x)) ≥ 2−mHf(0, 2)12 − (εHf(0, 2)12 ) > 0 .
In particular DQ ∩B1 = ∅.
To conclude the second claim, observe that by manipulating (1.4) we have
d
dr
(
Hf(x, r)
r
)
= 2
Df(x, r)
r
.
The Ho¨lder bound (1.2) and the constraint f(x) = Q J0K imply that limr→0H(x, r)/r = 0.
Moreover, by energy comparison with an harmonic extension of the boundary datum [6,
Proposition 3.10], and using the equipartition of energy [6, Proposition 3.2, (3.6)] we have
Df (x, r) ≤ Qr
∫
∂Br(x)
|∂τf |
2 =
Q
2
r D′f(x, r)
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where ∂τ denotes the tangential derivative. Combining these two inequalities we get
Hf(x, r)
r
≤
∫ r
0
Df (x, s)
s
ds ≤ QDf(x, r) , (2.7)
which yields the desired lower bound. 
3. Small frequency drop implies regularity
In this section we prove that if the frequency drops by a little amount between two
scales, then in the corresponding annulus there are no Q-points. The idea is that if the
frequency drop is small, then the function is C0-close to a nontrivial homogeneous Dir-
minimizing function. In the 2-dimensional case, this blow-up is well separated from Q J0K
in the annulus, by the characterization of tangent maps [6, Proposition 5.1].
Definition 3.1. A Q-valued function w ∈ W 1,2loc (R
m,AQ) is called α-homogeneous if
w(x) = |x|αw
(
x
|x|
)
∀x ∈ Rn \ {0}.
We will denote by H∆0 the class of α-homogeneous, locally Dir-minimizing functions w,
with α ≤ ∆0, Dw(0, 1) = 1 and η ◦ w = 0.
Remark 3.2. Recall that for a given Dir-minimizing function f , the following conditions
are equivalent, see [6, Corollary 3.16]:
(i) f is α-homogeneous;
(ii) If(0, r) = α for every r > 0;
(iii) the monotonicity remainder satisfies∫ 1
0
r
Hf(r)2
(∫
∂Br
|∂rf |
2
∫
∂Br
|f |2 −
(∫
∂Br
〈∂rf, f〉
)2)
dr = 0.
We define the rescaled maps
fx,s(y) :=
s
m−2
2 f(x+ sy)
D
1/2
f (x, s)
: B1 → AQ (3.1)
for every x ∈ DQ. Thanks to assumption (ZM), these rescalings are well defined and satisfy
Dfx,s(0, 1) = 1.
Proposition 3.3 (Frequency drop, see [14, Lemma 4.0.1]). Let f be as in Assumptions
1.7. For every ε > 0 there exist δ, λ ∈]0, 1/5[ such that for every x ∈ B1 ∩ DQ and
r ∈]0, 1/2dist(x, ∂B2)[ the following implication holds
If (x, r)− If (x, λr) ≤ δ ⇒ ∃w ∈ H∆0 s.t. ‖G(fx,r, w)‖C0(B1\Bλ) ≤ ε . (3.2)
Proof. Suppose the statement is not true, then there exist sequences of points (xj)j ⊂ B1
and of radii rj < 1/2 such that
If(xj , rj)− If(xj , 2
−jrj) ≤ 2
−j and ‖G(fxj ,rj , w)‖C0(B1\Bλ) ≥ ε ∀w ∈ H∆0 .
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For simplicity, set fj := fxj ,rj ∈ W
1,2(B2,AQ) and denote by Ij := Ifj . Observe that
fj(0) = Q J0K, Dj(0, 1) = 1 and that (3.3) becomes
Ij(0, 1)− Ij(0, 2
−j) ≤ 2−j and ‖G(fj, w)‖C0(B1\B1/5) ≥ ε ∀w ∈ H∆0 . (3.4)
Moreover observe that, by Proposition 2.1, supj Ij(0, 2) ≤ C(m)∆0. Since by (1.4) the
function r → Hj(0, r) is increasing, we have∫
B2
|fj|
2 ≤ 2Hj(0, 2) ≤ 2
2+2Ij(0,2)Hj(0, 1) =
22+2Ij(0,2)
Ij(0, 1)
≤ Q22+2Ij(0,2) ≤ C(Q,∆0) ,
where we have used (1.5) in the second inequality and the lower bound Ij(0, 1) ≥
1
Q
,
of Proposition 2.1, in the fourth inequality. Combining this with (1.6) and using again
Proposition 2.1, we achieve
sup
j
Dj(0, 2) ≤ 2
1+2Ij(0,2)
Ij(0, 2)
Ij(0, 1)
≤ C(Q,∆0) .
Therefore (fj) is equibounded in W
1,2(B2,AQ) and by Theorem (1.3), precompact in
C0loc(B2,AQ). Up to the extraction of a subsequence, fj → f weakly in W
1,2(B2,AQ)
and strongly in C0loc(B2,AQ), where f ∈ W
1,2(B2,AQ). Moreover by [6, Proposition 3.20]
f is Dir-minimizing and the following strong convergence holds:
lim
j→∞
Dfj (x, r) = Df(x, r), ∀x ∈ B2, 0 < 2r < dist(x, ∂B2) : (3.5)
this in particular ensures that Df(0, 1) = 1. Clearly also f(0) = Q J0K holds and by locally
uniform convergence
lim
j→∞
Ifj (x, r) = If (x, r), ∀x ∈ B2, 0 < 2r < dist(x, ∂B2) . (3.6)
Using (3.5) with x = 0, (1.3) and (3.4) we can pass to the limit and deduce∫ 1
0
r
Hf(r)2
(∫
∂Br
|∂rf |
2 ·
∫
∂Br
|f |2 −
(∫
∂Br
〈∂rf, f〉
)2)
dr = 0 . (3.7)
By Remark 3.2, equation (3.7) implies that f is α-homogeneous; moreover, by (3.5) we
have Df (0, 1) = 1 and by (3.6) we conclude α = If(0, 1) ≤ ∆0. Since fj converges to f
uniformly in B1 we have reached a contradiction in (3.3) with f = w. 
Corollary 3.4. Let f be as in Assumptions 1.7 with m = 2. There exist δ, λ ∈]0, 1/5[ such
that
x ∈ DQ, If (x, r)− If(x, λr) ≤ δ ⇒ DQ ∩ (Br(x) \Bλr(x)) = ∅ . (3.8)
In particular, DQ is locally finite.
Proof. Reasoning as in the proof of Proposition 3.3, H∆0 is compact in C
0(B1,AQ), hence
there exists η > 0 such that
inf
y∈B1\B1/2
|w(y)| ≥ η > 0 ∀w ∈ H∆0 . (3.9)
NUMBER OF SINGULAR POINTS FOR PLANAR MULTIVALUED HARMONIC FUNCTIONS 9
Indeed if this were not the case, one could find an α-homogeneous function w ∈ H∆0 and
y ∈ B1 such that w(ry) = 0 for every r > 0, which is a contradiction with the dimensional
estimate dimH(Sing(f)) = 0 in Theorem 1.3.
Now choose ε ≥ η/2, and let w ∈ H∆0 , δ > 0 and λ < 1/5 be given by Proposition
3.3 for our choice of ε and x. For every y ∈ Br(x) \ Bλr(x), writing y = x + ρz, where
ρ = |y| ∈]λr, r[, by a simple triangular inequality we have
|f(y)| = D
1/2
f (x, ρ) |fx,ρ(z)| ≥ D
1/2
f (x, ρ)
(
|w(z)| − G(fx,ρ(z), w(z))
)
≥ D
1/2
f (x, ρ)
(
η − ε
)
≥ D
1/2
f (x, ρ)
η
2
> 0 ,
so that y /∈ DQ. Notice that D
1/2
f (x, ρ) > 0 for every ρ = |y| ∈]λr, r[, because otherwise,
since η ◦ f ≡ 0, we would have f ≡ Q J0K in Bλr(x), which contradicts Lemma 1.9.
To prove the last part of the statement, assume it is not true, then there is a sequence
(xj)j ⊂ DQ converging to a point x ∈ B1/2. Since f is continuous, x ∈ DQ, and the
sequence rj := 2|x− xj | satisfies
xj ∈ DQ ∩ (Brj(x) \Bλrj(x)) ∀j ∈ N.
By (2.1) we can bound∑
j
(If (x, rj)− If (x, λrj)) ≤ C(λ)If(x, 1) ≤ C(m)∆0;
on the other hand by the first part of the Corollary the sum on the left hand side is infinite,
which gives a contradiction. 
4. Covering argument and the Proof of Theorem 0.1
The following covering argument is adapted from [17].
Proof of Theorem 0.1. We set N0 = H
0(DQ) and we proceed inductively as follows: at the
initial step we cover the set DQ with the collection of balls {Bλ(x)}x∈DQ, where λ is as in
Corollary 3.4. From this collection we extract a Vitali subcover {Bλ(xj)}
J(0)
j=1 , that is
DQ ⊂
J(0)⋃
j=1
Bλ(xj) ⊂ B1 and Bλ2(xj) ∩Bλ2(xi) = ∅ whenever j 6= i .
Choose x1 ∈ {xj}
J(0)
j=1 such that
N1 := H
0(DQ ∩ Bλ(x
1)) ≥ H0(DQ ∩ Bλ(xj)) ∀j = 1, . . . , J(0)
and consider the ball Bλ(x
1). At the kth step we are given a ball Bλk(x
k) and we cover it
as above with balls {Bλk+1(x
k+1
j )}
J(k)
j=1 such that x
k+1
j ∈ DQ ∩Bλk(x
k) and
DQ∩Bλk(x
k) ⊂
J(k)⋃
j=1
Bλk+1(x
k+1
j ) ⊂ B2λk(x
k
1) and Bλk+1(x
k+1
j )∩Bλk+1(x
k+1
i ) = ∅ if j 6= i .
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Moreover choose xk+1 ∈ {xk+1j }
J(k)
j=1 is such that
Nk+1 := H
0(DQ ∩ Bλk+1(x
k+1)) ≥ H0(DQ ∩Bλk+1(x
k+1
j )) ∀j = 1, . . . , J(k) .
Observe that at each step k the number of balls J(k) in the cover is bounded independently
of k by
J(k) ≤
|B2λk |
|Bλk+1|
≤
4
λ2
. (4.1)
Next we define a function ξ : N \ {0} → {0, 1} by
ξ(k) :=
{
1 if Nk−1 > Nk
0 if Nk−1 = Nk .
Since by Corollary 3.4 DQ is locally finite, there exists k¯ = k¯f ∈ N such that ξ(k) = 0 for
every k > k¯, that is Bλk¯(x
k¯) ∩DQ = {x
k¯} and Nk¯ = 1.
Notice also that, by definition of Bλk(x
k) as the ball with the highest number of Q-points
in the cover, it follows that Nk ≥
Nk−1
J(k−1)
, and so, using this when ξ(k) = 1 and Nk−1 = Nk
when ξ(k) = 0, we conclude
N0 ≤
(
sup
k
J(k)
)∑
k ξ(k)
Nk¯ ≤
(
4
λ2
)∑
k ξ(k)
. (4.2)
To conclude we claim that∑
k
ξ(k) ≤ C If(xk¯, 1)
(2.1)
≤ C If (0, 2) . (4.3)
which, combined with (4.2), proves Theorem 0.1. We only need to consider the cases when
ξ(k) = 1, that is Nk−1 > Nk. In this situation there exists a point
yk ∈
(
Bλk−1(x
k−1) ∩DQ
)
\Bλk(x
k),
which in particular satisfies λk ≤ |xk − yk| ≤ 2λk−1. Consider the ball Bλk+1(x
k+1) and
observe that if there exists y ∈ Bλk+1(x
k+1) such that |y − yk| ≤ λk+1, then |xk − z| ≥
|xk − yk| − 2λk+1 ≥ λk+1 for every z ∈ Bλk+1(x
k+1). Therefore we can choose zk ∈ DQ
equal either to xk or yk such that
λk+1 ≤ |zk − z| ≤ 3λk−1 ∀z ∈ Bλk+1(x
k+1) . (4.4)
where the second inequality follows from the fact that zk, xk+1 ∈ Bλk−1(x
k−1). That is,
since xk¯ ∈ Bλk(x
k) for every k ∈ N, choosing z = xk¯ in (4.4) we have
ξ(k) = 1 ⇒ ∃ zk ∈ DQ ∩
(
B3λk−1(x
k¯) \Bλk+1(x
k¯)
)
.
By Corollary 3.4, this implies that
δ
(∑
k
ξ(k)
)
≤
∑
{k : ξ(k)=1}
(
If (x
k¯, 3λk−1)− If(x
k¯, λk+1)
)
≤ C(λ) If(x
k¯, 1)
which proves the claim. 
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