It is shown that for certain subsets F C R" , two measures with support F satisfying a refined doubling condition are necessarily mutually absolutely continuous. This is contrary to the situation with measures satisfying the usual doubling condition, in which case no such result is available.
Introduction
Let F be a closed nonempty subset of R", 0 < s < zz, and denote by B(x, r) the open ball with center x and radius r. A positive Borel measure p with support F satisfies the condition Ds if p is finite on finite sets and there is a constant c > 0 such that (1) p(B(x, kr)) < cksp(B(x, r)), x £ F, k > 1, kr < 1.
In this paper we show that if F is a d-set with d = s and px and p2 are measures with support F satisfying Ds, then px and p2 are mutually absolutely continuous. For the definition of a d-set we refer to Section 2, but mention here as examples that the closure of a Lipschitz domain in M" is a ¿-set with d = n , and the usual Cantor ternary set is a ¿-set with d =ln 2/ln 3. In Section 4 it is pointed out how the result for ¿-sets can be used to obtain generalizations to more general sets F . In [4] it is shown that if F is a compact subset of W , then there always exists a positive Borel measure p with support F satisfying the condition D" and thus in particular the doubling condition (2) p(B(x,2r))<cp(B(x,r)), x £ F, 0 < r < 1/2.
The question whether two measures with support F which satisfy the doubling condition are mutually absolutely continuous is discussed in [4] , and it is noted by referring to an example by A. Beurling and L. Ahlfors that this is not the case even when F is an interval. The results of the present paper show that replacing the doubling condition by the refined doubling condition Ds, we get mutual absolute continuity for classes of closed sets F.
For the background to the study of measures satisfying the refined doubling condition Ds and for applications of such measures we refer to [2] and [4] .
Classes of measures
The notation Ds for measures satisfying (1) is the same as in [4] , except that in that paper a global condition is used; the condition kr < 1 is not imposed. It is clear that if p satisfies the condition Ds, then it satisfies the doubling condition (2) . The converse holds in the sense that if p satisfies the doubling condition, then it satisfies Ds for some s. To see this take an integer i so that 2'~x < k < 2', let c be as in (2) , and put so = Inc/In 2. Then p(B(x,kr)) < c'p(B(x,k2~ir)) < c'p(B(x,r)) where c' = 2is° = 2*>2(,'-1>i» < 2s°ks°, so (1) is fulfilled with s = so. Note also that if p satisfies (1), then p(B(x, 1)) = p(B(x, (l/r)r)) < cr~sp(B(x, r)), so the condition Ds implies (3) p(B(x,r))>crsp(B(x,l)), 0<r<l.
A measure p which satisfies (4) cxrd < p(B(x, r)) < c2rd, x£F,0<r<l, for some positive constants cx and c2 is called a d-measure on F . If F is the support of a ¿-measure, then F is a d-set. Any two ¿-measures on a ¿-set F are equivalent. If F is a ¿-set, then the restriction to F of the ¿-dimensional Hausdorff measure is a ¿-measure on F . We denote this measure by zzz and use it as a canonical ¿-measure on F . For the theory of ¿-measures, including proofs of the above results, see [3] . We conclude this section by giving an example of a measure satisfying the condition Dn taking zz = 1 and F as the closed interval [0,1]. Of course, the Lebesgue measure provides such an example, but we want to exhibit a less trivial one. Let the function / be given by f(x) = l/v/3c, 0 < x < 1, and f(x) = 0 elsewhere, and put dp = fdx. Then p satisfies Dx ; we sketch a proof of this. Let x0 e [0, 1] and R > 0. If R < xq , then p((xo -R, xo)) < p(B(x0, R)) < 2p((x0 -R, xo)) and p((x0 -R, x0)) = 2(^0 ~ y/xo-R) = 2R/(y/x0 + y/xo -R), so R/\fx~o < H(B(xo, R)) < AR/y/Xo.
The latter inequality in this formula holds for R > xo, too, since then p(B(x0,R)) < p((0, x0 + R)) < 2y/xo~+R = 2(x0 + R)/y/x0 + R < AR/Jx0 . Thus, if r < xo and kr < 1 we have p(B(xo, kr)) < Akr/yfx0 < Akp(B(xo, r)). If instead r > x0, then p(B(x0, kr)) < p((0, (k + l)r)) < 2y/(k + l)r = y/k + lp((0, r)) < 2kp(B(xo, r)), and thus we have shown that p satisfies Dx.
Mutual absolute continuity
It is well known (see, e.g., [4] ) that there exists a measure p defined on [0, 2n] which is singular with respect to the one-dimensional Lebesgue measure and satisfies the doubling condition, so two measures with support on a compact set Fcl" satisfying the doubling condition need not be mutually absolutely continuous. Since, as we saw, a measure satisfying the doubling condition also satisfies the condition Ds if 5 is big enough, this also shows, if we consider the interval [0, 2n] as a subset of some R" with n big enough, that two measures satisfying the condition D" on a closed subset F cW need not be mutually absolutely continuous. Therefore, in order to get absolute continuity for measures satisfying the refined doubling condition, one has to impose restrictions on F . We work in this section with an zz-set F, or more generally, corresponding to the condition Dd , a ¿-set F, and give some generalizations in the next section.
Assume that F is a ¿-set with canonical ¿-measure zzz, and that p is a measure with support F satisfying D¿ . From (3) it follows that p(B(x, r)) > crd, 0 < r < 1, as long as x belongs to some compact set K c F, for if infx£Kp(B(x, 1)) = 0, then there exists a point xq £ K and a sequence xk -* xo,k -> oo, such that p(B(xo, 1/2)) < p(B(xk, I)) -* 0, k -> oo, which contradicts the assumption that p has support F . Combining this with (4) Before proving the theorem we note that in view of the discussion above the following corollary holds. at every point in F where the limit exists, and call the limit f(x) at those points. Then Dp exists zn-a.e. and the function / is locally integrable with respect to m; see, e.g., [1] (actually / equals the Radon-Nikodym derivative of the part of p which is absolutely continuous with respect to m ). Put A = {x £ F : Dp(x) exists} .
Let Xo £ A. Then, given e > 0 there is a ô > 0 such that iP(B(x0,r)) . \m(B(xo,r))-f{Xo)\<e> r~Ô> and hence (5) p(B(xo,r))<m(B(x0,r))(f(xo) + e), r<8.
For ô < r < 1 we get, using that p satisfies Dd, the formula (5), and that m is a ¿-measure, p(B(x0, r)) -p(B(xo, (r/ô)ô)) < c(r/ô)dp(B(xo, ô)) < c(r/ô)dm(B(xo,ô))(f(xo) + e) < c(r/ô)dôd(f(x0) + e), and so since zzz is a ¿-measure, p(B(xo,r))<cm(B(xo,r))(f(x0) + e), ô <r< I.
Combining this inequality with (5) we see that it holds for 0 < r < 1, and letting e -+ 0 we get (6) p(B(xo, r)) < cm(B(xo, r))f(x0), 0 < r < 1, x0 £ A.
Now let E c F be a set with m(E) = 0. We shall show that p(E) = 0, which proves the theorem.
We assume first that F is compact. Put AN -{x £ A n F : f(x) < N}, and fix an e > 0. Choose N -N(f, e) > 0 so big that AN is nonempty and !f\an fdm < e 'then Nm(F \ An) < Sf\an fdm < e ' so zzz(P\^^v)<e/Ai. Choose now a ball with largest radius among the balls Cv , v = 1, 2, ... , z/0, call it Si , and denote the corresponding C'v by S\ . Put Jfx = {Cv : Cv n Sx ^ 0}. Then our choice of Sx guarantees that C" c S[ if C" e ^fí . Choose next S2 as a ball with largest radius among the balls C" £ ^fl, and put Ji2 -{Cv $ Jix : C"nS2 ¿ 0}, and so on. Thus, in the z th step, z > 1, we choose S¡ as the ball with largest radius among the balls C" $. u'^Jfj and put J(i = {Cv £ l>j~\Jfj '■ C"nS,: / 0}. The procedure stops at some i < z/0 , say at z'o . Then the balls 5, are disjoint and the balls S'¡, z = 1, 2, ... , z0, cover K . If F is not compact, one has to do some modifications. Let X -F n {x : \x\ < R} and Xx = F n {x : \x\ < R + 1} , where R > 0 is chosen so big that X has positive m-measure. It is enough to prove that p(X(lE) = 0. This time let AN -{x £ AnXx : f(x) < N} and choose N so that m(Xx \AN) < e/N. Take a compact set K c X n E and proceed as before. Then the balls S¡, i £ I2, are all in {x : \x\ < R + 1} \ AN and the proof works as before.
4. An example Theorem 1 can be generalized to more general sets F than ¿-sets. Let F be a closed subset of R", let p be a measure with support F satisfying the condition D¿, and let m be the restriction to F of the ¿-dimensional Hausdorff measure. Suppose that closed subsets Fk , k = 1, 2, ... , of F can be chosen that satisfy the following conditions:
(1) FkcFk+x,k=l,2,..., (2) the sets Fk are ¿-sets, (3) the measures pk = p\Fk satisfy the condition Dd , and (4) the set G :-F\Fq where Po = UkLxFk has measure zero with respect to the measures p and m . Let E be a set with m(E) = 0. Then p(E) = p(EnG)+p(EnF0) = p(EnF0) = limk_00 p(E n Fk) = 0, where the last equality follows from Theorem 1 since m(E n Fk) -0. Thus p « m , and in the same way one shows zzz << p. We exemplify how to use these observations in an explicit example.
Example. Let y > 1 , and let Fcl2 be given by F = {(xx, x2) : 0 < xx < 1, 0 < x2 < x\}. Then F is not a ¿-set for some d. Take Fk as {x £ F : xx > l/(k + 2)}, let m be the Lebesgue measure, and let p be a measure with support F satisfying D2. We shall see that the conditions (l)-(4) above are satisfied with d -2. Thus p « m , and if px and p2 are two measures with support F, then they are mutually absolutely continuous.
Clearly (1) holds and (2) follows since Fk is the closure of a Lipschitz domain. To check (3), take x £ Fk. Let pk = p\Fk and zcz-< 1. Then pk(B(x, kr)) < p(B(x, kr)) < ck2p(B(x, r/A)). If B(x, r/4) does not intersect F \Fk we are done, since then p(B(x,r/A)) = pk(B(x, r/A)) < pk(B(x,r)).
If B(x, r/A) intersects F \ Fk we use that the ball B(xo, r/8), xo = x + (z-/8, 0), does not intersect F \ Fk . Then p(B(x, r/A)) < p(B(x0, r/2)) < cp(B(xo, r/S)) -cpk(B(x0, z-/8)) < cpk(B(x, r)), which is what we want.
Finally (4) is seen in the following way. Since p({x : 0 < xx < l/k}) -► 0,zc^oo,and p{(0,0)}<p(B(pk, l/k)) < cp(B(pk , l/(2k))) <cp({x :0 < xx < l/k}) where pk = (I/(2k), 0), we must have p{(0, 0)} = 0.
