In contrast to time series, graphical data is data indexed by the nodes and edges of a graph. Modern applications such as the internet, social networks, genomics and proteomics generate graphical data, often at large scale. The large scale argues for the need to compress such data for storage and subsequent processing. Since this data might have several components available in different locations, it is also important to study distributed compression of graphical data. In this paper, we derive a rate region for this problem which is a counterpart of the Slepian-Wolf Theorem. We characterize the rate region when the statistical description of the distributed graphical data is one of two types -a marked sparse Erdős-Rényi ensemble or a marked configuration model. Our results are in terms of a generalization of the notion of entropy introduced by Bordenave and Caputo in the study of local weak limits of sparse graphs.
I. INTRODUCTION
Storing combinatorically structured data is of great importance in many applications such as the internet, social networks and biology. For instance, a social network can be presented as a graph where each node models an individual and each edge stands for a friendship. Also, the vertices and edges can carry marks, e.g. the mark of a vertex represents its type, and the mark of an edge represents its shared information. Due to the sheer amount of such data, compressing it has drawn attention, see e.g. [1] , [2] , [3] , [4] , [5] . As the data is not always available in one location, it is important to also consider distributed compression of graphical data.
Traditionally, distributed lossless compression is modeled using two (or more) correlated stationary and ergodic processes representing the components of the data at the individual locations. In this case, the rate region is given by the Slepian-Wolf Theorem [6] . We adopt an analogous framework, namely that two correlated marked random graphs are presented to two encoders which then individually compress their data such that a third party can recover both realizations from the two compressed representations, with a vanishing probability of error in the asymptotic limit of data size.
We characterize the compression rate region for two scenarios, namely, a marked sparse Erdős-Rényi ensemble and a marked configuration model. We employ the framework of local weak convergence, also called the objective method, as a counterpart for marked graphs of the notion of stochastic processes [7] , [8] . Our characterization is best understood in terms of a generalization of a measure of entropy introduced by Bordenave and Caputo, which we call the BC entropy [9] . It turns out that the BC entropy captures the per-vertex growth rate of the Shannon entropy for the ensembles we study in this paper. This motivates it as a natural measure governing the asymptotic compression bounds.
The paper is organized as follows. In Section II we introduce the notation and formally state the problem. Sections III and IV give a brief introduction to the objective method and the BC entropy, mostly specialized for the examples we study. Finally, in Section V, we characterize the rate region for the scenarios we present in Section II.
II. NOTATIONS AND PROBLEM STATEMENT
Let [n] denote the set {1, 2, . . . , n}. All the logarithms are to the natural base. For a probability distribution P , H(P ) denotes its Shannon entropy. H(X) denotes the Shannon entropy of a random variable X. For sequences of reals a n and b n , we write a n = o(b n ) if a n /b n → 0 as n → ∞.
The indicator of the event A is denoted by 1 [A] . For a probability distribution P , X ∼ P denotes that X has law P . Let G(V, Ξ, Θ) denote the set of marked simple graphs on the vertex set V where each edge carries a mark in Ξ and each vertex carries a mark in Θ. We assume that all graphs are simple and that the edge and vertex mark sets are finite.
Let G ∈ G(V, Ξ, Θ) for some V, Ξ, Θ. We denote the edge mark count vector of G by m G = {m G (x)} x∈Ξ , and the vertex mark count vector of G by u G = {u G (θ)} θ∈Θ . Here, m G (x) is the number of edges in G with mark x and u G (θ) the number of vertices in G with mark θ. Additionally, for a graph G on the vertex set [n], we denote the degree sequence of G by
Throughout this paper, we assume that Ξ 1 and Ξ 2 are two fixed and finite sets of edge marks, and Θ 1 and Θ 2 are two fixed and finite vertex mark sets. For i ∈ {1, 2} and an integer n, let G (n) i be a shorthand for G([n], Ξ i , Θ i ). For two marked graphs G 1 ∈ G (n) 1 and G 2 ∈ G (n) 2 , let G 1 ⊕ G 2 be the marked graph on the vertex set [n], including the union of edges in
is an edge in G i for i ∈ {1, 2}, x i is set to be its mark; otherwise, x i is set to be • i . Here, • 1 and • 2 are two auxiliary marks not present in any other mark set. Note that
1,2 and 1 ≤ i ≤ 2, the i th marginal of G 1,2 , denoted by G i , is obtained by projecting all vertex and edge marks onto Ξ i and Θ i , respectively, followed by removing edges with mark
Consider a sequence of marked graphs G is given to a distinct encoder.
The probability of error for this code corresponding to the ensemble of G
In this paper, we study asymptotic behavior of such codes for the following two ensembles:
The Erdős-Rényi ensemble: Assume that nonnegative real numbers p = {p x } x∈Ξ1,2 having a strictly positive sum, and a probability distribution q = {q θ } θ∈Θ1,2 are given. For an integer n large enough, we define the probability distribution G(n; p, q) on G (n) 1,2 as follows: for each pair of vertices 1 ≤ i < j ≤ n, the edge (i, j) is present in the graph and has mark x ∈ Ξ 1,2 with probability p x /n, and is not present with probability 1 − x∈Ξ1,2 p x /n. Furthermore, each vertex in the graph is given a mark θ ∈ Θ 1,2 with probability q θ . The choice of edge and vertex marks is done independently, given the graph.
The configuration model ensemble: Fix an integer ∆ > 0. Let a probability distribution r = {r k } ∆ k=0 supported on the set {0, . . . , ∆} be given, such that r 0 < 1. Moreover, assume that probability distributions γ = {γ x } x∈Ξ1,2 and q = {q θ } θ∈Θ1,2 on the sets Ξ 1,2 and Θ 1,2 , respectively, are given. We assume that for all
1,2 for n large enough as follows. First, we pick an unmarked graph on the vertex set [n] uniformly at random (u.a.r.) among the set of graphs G with maximum degree ∆ such that for each 0
). Then, we assign i.i.d. marks with law γ on the edges and i.i.d. marks with law q on the vertices.
As we will see in Section IV, if G (n) 1,2 is a random marked graph on G (n) 1,2 drawn according to any of the two above ensembles, then its entropy H(G (5b)). Motivated by this, we study the asymptotic codeword length by looking at both the leading terms, which are of order n log n, and the second order terms of order n. In fact, as we will see in Section IV, the coefficient of n log n captures the average degree while the coefficient of n captures a notion of entropy growth per vertex. Before seeing this in Section IV below, we motivate the appearance of the d 2 n log n term via the following observation: If m n is a sequence of integers such that m n /n → d/2, then Stirling approximation implies that the number of unmarked graphs on n vertices with m n edges scales as
Moreover, the entropy that we will discuss, in fact captures the asymptotics of the logarithm of the size of the "typical" graphs at the scale of n, provided that the first order terms remains d 2 n log n. Based on this, we define the rate region for this problem as follows:
(2) and also P with limit points R 1 and R 2 in R, respectively, such that for each m, the rate tuple (α 1 , R
III. THE FRAMEWORK OF LOCAL WEAK CONVERGENCE
We discuss the framework of local weak convergence in the context of the ensembles discussed in Section II. For a general discussion, the reader is referred to [7] . Let G be a marked graph with edge and vertex mark sets Ξ and Θ, respectively. If o is a vertex in G, we denote by [G, o] the isomorphism class of the connected component of o in G rooted at o, where an isomorphism is supposed to preserve the root, marks and adjacencies. Moreover, for h ≥ 1, [G, o] h denotes the isomorphism class of the h-neighborhood of o in G. Let G * (Ξ, Θ) denote the set of isomorphism classes [G, o] of connected rooted marked graphs on a countable vertex set with mark sets Ξ and Θ. In fact, G * (Ξ, Θ) can be turned into a separable and complete metric space [7] . For a probability distribution µ on G * (Ξ, Θ), let deg(µ) denote the expected degree at the root in µ. For a finite marked graph G, if v is a vertex chosen u.a.r. in G, we define U (G) to be the law of [G, v] , which is a probability distribution on G * (Ξ, Θ). Effectively, U (G) is the "empirical distribution" of G.
With these, let independently on a joint probability space, one can show that U (G (n) 1,2 ) converges weakly to µ ER 1,2 with probability one. With this, we say that almost surely µ ER 1,2 is the local weak limit of the sequence G (n)
can be shown to be the local weak limit of the sequence G 1,2 has law G(n; d (n) , γ, q), one can show that, with probability one, µ CM 1,2 is the local weak limit of G (n) 1,2 , and µ CM i is the local weak limit of G (n) i , for i ∈ {1, 2}. In general, a probability distribution on G * (Ξ, Θ) is called sofic if it arises as the local weak limit of the sequence (U (G n ), n ≥ 1) associated to a sequence (G n , n ≥ 1) of marked graphs on n vertices. The condition that all vertices have the same chance of being chosen as the root for a finite marked graph manifests itself as a certain stationarity condition of the limit called unimodularity [8] , which must therefore be satisfied by all sofic distributions.
IV. THE BC ENTROPY
Here, we develop a notion of entropy for probability distributions on G * (Ξ, Θ), called the BC entropy, which is a marked version of the entropy defined by Bordenave and Caputo in [9] . Let Ξ and Θ be finite mark sets and let µ be a probability distribution on G * (Ξ, Θ). Given > 0 and integer n ≥ 1, let T n ( ) denote the set of marked graphs G ∈ G([n], Ξ, Θ) which are " -typical" with respect to µ, in the sense that d LP (U (G), µ) ≤ , where d LP denotes the Lévy-Prokhorov distance [10] on probability distributions on G * (Ξ, Θ) corresponding to the metric on G * (Ξ, Θ). Then, one can show that there is a constant a, possibly −∞, such that
where the constant a is defined to be the BC entropy of µ, and is denoted by Σ(µ). Now, assume that G (n) 1,2 has law G(n; p, q). Let d ER 1,2 := deg(µ ER 1,2 ). Moreover, for x 1 ∈ Ξ 1 and θ 1 ∈ Θ 1 , we use the conventions p x1 := x 2 ∈Ξ2∪{•2} p (x1,x 2 ) and q θ1 := θ 2 ∈Θ2 q (θ1,θ2) . For x 2 ∈ Ξ 2 and θ 2 ∈ Θ 2 , p x2 and q θ2 are defined similarly. For 1 ≤ i ≤ 2, let d ER i := deg(µ ER i ). If Q = (Q 1 , Q 2 ) ∼ q, one can show by a simple use of Stirling's approximation for the factorial that, with s(x) := x 2 − x 2 log x, we have
where, in the second equality, i ∈ {1, 2}. A generalization of Theorem 1.3 in [9] implies that the coefficient of n in the first equation is Σ(µ ER 1,2 ), and in the second equation is Σ(µ ER i ). A similar picture holds for the configuration model. Let G (n) 1,2 ∼ G(n; d (n) , γ, q) and X ∼ r, and let Γ i = (Γ i 1 , Γ i 2 ) be an i.i.d. sequence distributed according to γ. With this, let
Note that, for i ∈ {1, 2}, X i has the distribution of the degree at the root in µ CM i . If d CM 1,2 := deg(µ CM 1,2 ) and for 1 ≤ i ≤ 2, d CM i := deg(µ CM i ), one can show that (see [11] )
where, in the second equality, i ∈ {1, 2}. Also, it can be seen that the coefficients of n in the above equations are Σ(µ CM 1,2 ) and Σ(µ CM i ), respectively. If µ 1,2 is any of the two distributions µ ER 1,2 or µ CM 1,2 , and µ 1 and µ 2 are its marginals, we define the conditional BC entropies as Σ(µ 2 |µ 1 ) := Σ(µ 1,2 ) − Σ(µ 1 ) and Σ(µ 1 |µ 2 ) := Σ(µ 1,2 ) − Σ(µ 2 ).
Note that the fact that the coefficient of n in (3a), (3b), (5a) and (5b) coincides with the BC entropy, together with the way the BC entropy is defined at the beginning of this section, which was based on counting "typical" graphs, imply that for both ensembles discussed here, G or µ CM 1,2 defined in Section IV. Let R be the rate region for the sequence of ensembles corresponding to µ 1,2 , as defined in Section II. Then, a rate tuple (α 1 , R 1 , α 2 , R 2 ) ∈ R if and only if
where d 1,2 = deg(µ 1,2 ), d 1 = deg(µ 1 ) and d 2 = deg(µ 2 ).
We give the highlights of the proof of achievability for the Erdős-Rényi case and the configuration model in Appendices A and B, respectively. Afterwards, we give the highlights of the proof of the converse for the Erdős-Rényi case in Appendix C. The converse for the configuration model can be proved using similar methods and hence is omitted. The reader is referred to [11] for detailed proofs.
Here, we give an informal discussion of the result of Theorem 1 before giving the proof highlights. Let G (n) 1,2 be a random marked graph playing the role of the source. Observe that, motivated by the discussion in Section IV, the logarithm of the number of graphs that are typical with respect to µ 1,2 scales as d1,2 2 n log n + Σ(µ 1,2 )n + o(n), while the logarithm of the number of typical graphs with respect to µ 2 scales as d2 2 n log n + Σ(µ 2 )n + o(n). Therefore, if the decoder has successfully decoded G n log n+(Σ(µ 1,2 )−Σ(µ 2 ))n+o(n). But Σ(µ 1,2 ) − Σ(µ 2 ) is precisely Σ(µ 1 |µ 2 ) by definition. This motivates the bound in (6a). The bound in (6b) has a similar justification. The bound in (6c) suggests that the information provided by both of the encoders should be enough to decode G (n) 1,2 . Motivated by this discussion, Theorem 1 can be interpreted as an analog of the Slepian-Wolf rate region for graphical data.
VI. CONCLUSION
We gave a counterpart of the Slepian-Wolf Theorem for graphical data sources, employing the framework of local weak convergence. We derived the rate region for two types of graphical data ensembles, namely a class of Erdős-Rényi models and a class of configuration models.
APPENDIX A ACHIEVABILITY FOR THE ERDŐS-RÉNYI MODEL
We show that a rate tuple (α 1 , R 1 , α 2 , R 2 ) is achievable for the Erdős-Rényi ensemble if it satisfies (6a)-(6c) with strict inequalities. For i ∈ {1, 2}, set L (n) i = exp(α i n log n+ R i n) , and, employing a random binning method, for each Furthermore, we define G (n) p, q to be the set of marked graphs G ∈ G (n) 1,2 such that m G ∈ M (n) and u G ∈ U (n) . With these,
, we form the set of graphs G 1,2 ∈ G (n) p, q such that f (n) 1 (G 1 ) = i and f (n) 2 (G 2 ) = j, where G 1 and G 2 are the marginals of G 1,2 . If this set has only one element, we output this element as the decoded graph; otherwise, we report an error. Given G (n) 1,2 ∼ G(n; p, q), consider the error events
Indeed, outside these events, we successfully decode G (n) 1,2 . Using Chebyshev's inequality, P(E (n) 1 ) converges to zero as n goes to infinity. Moreover, using the union bound, we have 
The fact that (6c) holds with strict inequality implies (8) , and using the assumption that (6b) holds with strict inequality, we conclude that that P(E 
APPENDIX B ACHIEVABILITY FOR THE CONFIGURATION MODEL
Our proof for this case is similar to that in the previous section. Let D (n) be the set of degree sequences d with entries bounded by ∆ such that c k ( d) = c k ( d (n) ) for all 0 ≤ k ≤ ∆. In what follows, let X ∼ r, X 1 and X 2 are defined as in (4) and Γ = (Γ 1 , Γ 2 ) ∼ γ. Recall that m n = ( n i=1 d (n) (i))/2. Moreover, define W (n) to be the set of graphs H ) denotes the number of 1 ≤ j ≤ n such that dg H (n) 1,2 (j) = k and dg H (n) i (j) = l. We use the same decoding scheme as in Appendix A and the same error events, with G (n) p, q being replaced with W (n) . Standard concentration techniques imply that if G (n) 1,2 ∼ G(n; d (n) , γ, q), the probability of G (n) 1,2 ∈ W (n) goes to 1 as n goes to infinity. Therefore, P(E (n) 1 ) goes to zero. The proof of P(E (n) 2 ) → 0 is similar to the analysis in Appendix A by using the fact that log |W (n) | ≤ n d CM 1,2 2 log n+nΣ(µ CM 1,2 )+o(n). To show that P(E (n) 3
