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Resumen
La presente investigación propone un Modelo Bayesiano Jerárquico de Teoŕıa de Respuesta
al Ítem para Respuesta Gradada con distribución del trazo latente normal asimétrico. Se
muestran los resultados de la aplicación del modelo propuesto en la medición de la variable
latente Capital Financiero de una muestra de 384 microempresarios del Área Metropolita-
na de Bucaramanga, concluyendo como mejor modelo al normal asimétrico sobre el modelo
normal según el criterio de información Bayesiano Loo (Leave- One-Out Cross- Validation).
Como resultado, se logró identificar que el modelo normal causa distorsión de los parámetros,
en particular, produce una sobre estimación del trazo latente, en comparación con el normal
asimétrico. Por otro lado, el documento contiene una extensa discusión de los métodos de
estimación de parámetros desde el enfoque frecuentista, al cual se añade el cálculo inédito
de las funciones de verosimilitud para un modelo gradado, acompañado de un algoritmo
de cuadratura para la aproximación de la integral de la función de densidad de la normal
asimétrica, necesario para la solución del algoritmo EM; propuesta que, eventualmente, ser-
virá como gúıa para futuras investigaciones desde el enfoque clásico.
Palabras clave: TRI, Stan, Modelo Asimétrico, Modelo politómico.
Abstract
The present investigation presents a Bayesian Hierarchical Model of Item Response Theory
for Graded Response with distribution of the asymmetric normal latent trace. The results of
the application of the proposed model in the measurement of the latent variable of financial
capital of a sample of 384 microentrepreneurs from the Bucaramanga Metropolitan Area are
shown, concluding, through the Bayesian Loo information criteria (Leave-One-Out-Cross-
Validation) of the Stan software, the best model to be the skew normal model as opposed
to the normal model. As a result, it was identified that the normal model causes distortions
in the parameters, in particular, it produces an over estimation of the latent trace when
compared with the skew normal model. On the other hand, the document contains an ex-
tensive discussion of the methods for estimating parameters in the frequentist approach, to
which is added the unprecedented calculation of the likelihood functions for a graded model
accompanied by a quadrature algorithm for the approximation of the integral of the skewed
normal density function which is necessary for the solution of the likelihood equations. This
proposal, although unfinished, will eventually serve as a guide for future research from a
frequentist approach.
Keywords: TRI, Stan, asymmetric model, polytomous model
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Introducción
La Teoŕıa de Respuesta al Ítem (TRI) ha sido ampliamente usada en temas de educación y
psicoloǵıa, pero poco se ha extendido su uso en las ciencias económicas. Algunas excepciones
son los trabajos de Caviezel et al. (2011) y Owino et al. (2014), escasos en su tipo, pese a
la frecuente necesidad de los economistas de trabajar con variables latentes. Hay dos tipos
comunes de variables latentes en economı́a: 1) las que no poseen unidad de medida como: la
calidad de vida, seguridad alimentaria, capital financiero, capital humano, entre otras y, 2)
las que pese a tener unidad de medida, no disponen de información suficiente para su cálculo,
como las hectáreas de cultivos iĺıcitos y el Producto Interno Bruto (PIB) mensual, ambos
tipos considerados variables latentes. En estos casos, la economı́a ha recurrido a alternativas
como la medición de variables proxys, verbigracia los años de educación, proxy del capital
humano o la construcción de ı́ndices coincidentes, como los implementados para el cálculo
del PIB mensual en las regiones. Lo anterior, ha motivado a proponer un modelo TRI útil
para la medición de variables latentes en economı́a que, conceptualmente, pueden presentar
distribución asimétrica en el trazo; modelo que se podrá replicar para la medición de variables
como: la pobreza, el emprendimiento, el empoderamiento, entre otras que, conceptualmente
son asimétricas, y frecuentemente son encontradas en páıses en v́ıa de desarrollo con altos
niveles de desigualdad.
El Capital Financiero en los famiempresarios es un ejemplo de variable considerada concep-
tualmente asimétrica, pues está ı́ntimamente relacionada con la distribución de la riqueza
que, usualmente, presenta un sesgo positivo, como es el caso de Colombia. Dicha variable es
constantemente medida por las entidades bancarias, que en su actividad de intermediación
financiera captan excedentes monetarios y los redistribuyen entre los agentes económicos que
los requieren, no sin antes asegurar que su inversión será devuelta. Por lo regular, basan sus
estudios crediticios en una suma ponderada de un conjunto de preguntas que van desde lo
contable, hasta las caracteŕısticas socioeconómicas del prestatario. Sin embargo, no cuentan
con una escala única ni comparable entre entidades bancarias; pese a que muchas de ellas tie-
nen constructos similares, es común encontrar casos donde un solicitante es sujeto de crédito
en una entidad financiera y en otra no, posiblemente debido a la falta de unificación del
constructo y las distintas ponderaciones dadas a cada ı́tem medido. De ah́ı la importancia
de la asignación de una medida única y comparable del capital financiero para las micro-
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empresas, puesto que del correcto otorgamiento de los créditos depende el éxito del sistema
bancario y las garant́ıas para un buen funcionamiento del flujo circular de la economı́a.
Ahora bien, como se sustentará más adelante, los algoritmos de estimación de parámetros
desde el enfoque frecuentista y Bayesiano en los modelos TRI suponen normalidad del trazo
latente, pero ¿qué pasaŕıa si se asume de forma errónea la distribución normal del trazo
latente, tal como podŕıa suceder con el Capital Financiero, que teóricamente es asimétrico? Se
ha encontrado que la incorrecta adopción de la distribución del trazo puede causar sesgos en
los parámetros estimados de los ı́tems (Xu y Jia, 2011). Esto resulta preocupante al considerar
que hay quienes afirman que es más común encontrar trazos asimétricos que simétricos en
la práctica (Micceri, 1989), además, se puede afirmar que la hipótesis de normalidad suele
tomarse por conveniencia en el cálculo y no por soporte conceptual, contrario a lo que
aqúı se propone. De ah́ı la pertinencia en desarrollar y validar modelos TRI que asuman la
distribución del trazo distinto a la normal, tal como el modelo aqúı propuesto aplicado en la
medición del Capital Financiero en una muestra de microempresarios del Área Metropolitana
de Bucaramanga.
Por lo anterior, la presente tesis debe ser accesible para un público no necesariamente experto
en TRI, pues fue pensada para ser aplicada y entendida por académicos de otras ramas, en
especial de la economı́a. En este sentido, el autor se ha esmerado en documentar todo el pro-
ceso de investigación realizado que va desde los caminos inconclusos de una nueva propuesta
frecuentista para la estimación de los parámetros del modelo, hasta la exitosa propuesta
a través de la estad́ıstica Bayesiana. De esta forma, la investigación se encuentra dividida
en cinco caṕıtulos junto a las conclusiones finales y anexos. El primer caṕıtulo presenta un
breve estado del arte de la medición de las variables latentes desde la filosof́ıa, las ciencias
sociales modernas y la estad́ıstica; el segundo caṕıtulo detalla la matemática de los modelos
TRI unidimensionales dicotómicos y politómicos; el caṕıtulo tres es una sucinta compila-
ción de estrategias de estimación de parámetros bajo los enfoques frecuentista y Bayesiano;
el cuarto presenta la especificación de un modelo jerárquico Bayesiano con disribución del
trazo latente asimétrico junto con la explicación de la programación en el lenguaje de pro-
gramación Stan; el último caṕıtulo contiene los resultados de la estimación del modelo y la
comparación de éste con el modelo normal, para finalizar con las conclusiones y la discusión.
Luego, aunque no menos importante, se encuentran tres anexos: el primero, detalla el cálculo
inédito de las ecuaciones de verosimilitud del modelo de respuesta gradado y la aplicación
de la cuadratura Gaussiana para la aproximación de la integral de la función de densidad
con trazo asimétrico, necesario para la implementación del algoritmo EM, acompañado de
su aplicación en Wolfram Mathematica y en R. El segundo anexo, contiene la descripción
de los datos y los tratamientos a los que fueron sometidos. El tercer anexo es el códigos en
R de la preparación de los datos para su lectura en Stan y la llamada al modelo Bayesiano
construido.
1. Modelos de Teoŕıa de Respuesta al
ı́tem
1.1. Medición de variables latentes en las ciencias sociales
La medición de variables latentes o no observables ha ocupado buena parte de la atención
desde el inicio de la ciencia moderna. Dentro del encumbramiento del método cient́ıfico y el
giro copernicano las matemáticas se han convertido en la postura epistemológica con más alta
estima para llegar al conocimiento. Su prestigio comienza a asentarse con el fin de la filosof́ıa
medieval y el nacimiento del racionalismo de Descartes (2009) y sus Meditaciones metaf́ısicas
a mediado del siglo XVII. Posteriormente Kant (2009) y su obra La cŕıtica de la razón
pura afianza las bases de la matemática como método de comprensión de lo trascendental
y relega a la metaf́ısica al campo de lo trascendente. Estos trabajos, un poco alejados de
la formalización matemática, son seminales para el positivismo de Augusto Comte, quien
propuso la llegada del método cient́ıfico, y con ello de las matemáticas, a esferas distintas de
las ciencias naturales, como la socioloǵıa o la economı́a, es decir, las ciencias sociales1.
Algunos de los primeros intentos en medir variables sociales se encuentran en la corriente
económica del marginalismo del siglo XIX. Los modelos matemáticos de Cournot, Bertrand,
Hotelling y los fundamentos de la teoŕıa microeconómica, tales como la utilidad marginal,
son una muestra clara del interés en modelar el comportamiento de los agentes económicos,
del mismo modo en que lo hacen las ciencias naturales. Variables como capital humano,
utilidad, satisfacción laboral, emprendimiento, empat́ıa, entre otras, no cuentan con una
unidad ni instrumento de medida directo, como lo pueden tener la altura o el peso de un
objeto. Es por ello que los economistas hacen uso de variables instrumentales que suponen
están directamente correlacionadas con la variable latente; tal es el caso de los años de
educación y los años de experiencia para aproximar la medición de la variable inobservable
capital humano; estrategias que, junto a la conformación de ı́ndices son utilizados como
medida indirecta de las variables latentes, piensese en el concepto de Desarrollo Humano
1Para mayor información sobre el papel de las matemáticas en la ciencias humanas, puede consultarse
Rangel Quiñonez y Aguirre Román (2016) , Rangel Quiñonez y Araque (2017), entre otros.
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(inobservable) medido a través de un conjunto de variables observables como: esperanza de
vida, tasa de alfabetización de adultos, PIB per capita en paridad de poder adquisitivo, entre
otras 2. Estos intentos, un poco incipientes, no han logrado los objetivos deseados y, por lo
tanto, es común encontrar diversos estudios sobre la medición de variables latentes desde
distintas perspectivas con opiniones y resultados divergentes.
En contraste con los limitados métodos usados en la economı́a, la psicoloǵıa, de la mano
de la estad́ıstica, ha profundizado en estos temas con muchos más éxito que las ciencias
económicas. La primera teoŕıa creada para la medición de variables latentes es propuesta
desde la psicometŕıa y conocida como la Teoŕıa Clásica del Test (TCT) atribuida a Spearman
(1904). La ecuación fundamental de la TCT define la variable observable X igual a la suma
de una variable latente T y un error ε 3. La TCT maneja tres supuestos fundamentales:
T = E(X), corr(ε, T ) = 0 y Corr(εj, εk) = 0. Lo cual se interpreta como: 1) si un individuo
repite el test un gran número de veces, se espera que el promedio de las respuestas sea la
verdadera puntuación del trazo latente; 2) no existe relación entre el trazo y el error, o sea,
que pueden existir puntajes o trazos altos con errores altos y trazos bajos con errores altos
y 3) los errores cometidos en un test no tienen relación con los errores cometidos en otro
test. Estos supuestos, sumados al de unidimensionalidad del ı́tem, son fundamentales para
la TCT, caracterizada por su facilidad de uso y cálculo, circunstancia que la convirtió en el
paradigma hegemónico de la psicometŕıa por más de 50 años. No fue sino hasta los recientes
avances en computación de la década del 60 que se empezó a abrir paso a la implementación
de nuevas técnicas como la TRI.
En la actualidad, la TRI es una de las herramientas más usada por la estad́ıstica para la
medición de variables latentes junto con el Análisis de Componentes Principales y Análisi
de Factores Comunes, pues son un conjunto de técnicas que sacrifican simplicidad en los
cálculos al flexibilizar los supuestos y ampliar el alcance de la TCT. Muñiz (2010) presenta
dos problemas de la TCT que no tienen lugar en la TRI: primero, las mediciones en la TCT
no son invariantes, lo que significa que no se puede comparar las puntuaciones de distintos
test de un individuo, ya que no están medidos en la misma escala y segundo la ausencia
de invarianza del test, lo que significa que la dificultad y la fiabilidad del test dependen
de la muestra. A continuación, se presenta una explicación más detallada de la Teoŕıa de
Respuesta al Ítem.
2Puede consultarse a Kmenta (1991) para una explicación más detallada de las técnicas de mayor uso por
la econometŕıa al momento de tratar las variables latentes.
3En la TCT se asume que la variable observable está altamente correlacionada con la variable no observada
(las respuestas a los ı́tems de un constructo o conjunto de preguntas) y, por ende, centra sus esfuerzos en
la medición del error.
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1.2. División conceptual de la Teoŕıa de Respuesta al Ítem
La evolución histórica de la TRI, según Muñiz (2010), recorre los textos de Thurstone (1925),
Lawley(1943, 1944) y Tucker (1946); aunque, los dos autores más citados cuando se habla
del nacimiento de la TRI han sido Rash y Birnbaum, pese a que sus posturas están un poco
distantes. Antes de ahondar en las diferencias conceptuales de las posturas de estos dos au-
tores, se expondrá los supuestos básicos generales en los modelos de la TRI. Según (Reckase,
2009, pp. 8-10), estos supuestos básicos de la TRI son: 1) la localización del examinado, en la
escala de medida del trazo latente, no cambia durante la prueba; esto hace que el modelo no
considere la información disponible en el entorno de aplicación o el aprendizaje del examina-
do durante la prueba. 2) Las caracteŕısticas de los ı́tems permanecen constantes en cualquier
situación en que se presente la prueba, es decir, que parámetros como la dificultad del ı́tem
no cambian, aun bajo el estudio de diferentes muestras representativas. 3) La respuesta de
una persona a un ı́tem es independiente a su respuesta de otro ı́tem, lo anterior implica que
la solución de un ı́tem no da información para responder otros ı́tems. 4) La respuesta de
una persona a un ı́tem no está relacionada con la respuesta de otra persona a ese mismo
ı́tem, no considera el fraude. 5) La relación entre probabilidad de contestar correctamente
un ı́tem y la localización de los individuos en la escala del trazo puede ser representada con
una función matemática continua. 6) La probabilidad de responder correctamente un ı́tem
aumenta o se mantiene constante cuando la medida del trazo latente aumenta.
Retomando la evolución histórica de la TRI, se puede dividir en dos grandes ramas, a saber:
los modelos de la familia de Rasch, basados en la teoŕıa del matemático dánes Georg Rasch,
y los modelos propuestos por Birnbaum. El enfoque originalmente propuesto por Rasch se
enmarca en la combinatoria y la probabilidad y no hace referencia a los modelos TRI 4; no
obstante, señalan Baker y Kim (2004), trabajos como el de Masters y Wright (1984) reescri-
ben el modelo de Rasch y lograr insertarlo dentro de la teoŕıa TRI 5. Bergan (2013) enuncia
algunas particularidades del enfoque de Rasch: 1) en el modelo de Rasch la probabilidad de
contestar correctamente un ı́tem está en función de la habilidad y la dificultad; esto garantiza
que dos personas con el mismo número de preguntas correctas tengan la misma habilidad.
2) En el modelo de Rash el número de preguntas correctas es una estad́ıstica suficiente que
contiene toda la información disponible de los datos observados con relación al trazo no
observado; en oposición, el modelo de dos parámetros de Birnbaum contempla el parámetro
de discriminación, lo cual abre la posibilidad de puntajes diferentes entre respondientes con
igual número de respuestas correctas. 3) La dificultad de estimación de los modelos Birn-
4La presentación del modelo de Rasch en su forma original se puede encontrar en el caṕıtulo 5 de Baker
y Kim (2004); alĺı se evidencia la combinatoria como fundamento de partida para la construcción del
modelo.
5El modelo de Rasch, gracias a arreglos matemáticos, es factible de conversión a un modelo loǵıstico de un
parámetro, más adelante se presentará este modelo.
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baum es mucho mayor que la del modelo de Rash. 4) La curvas caracteŕısticas de los items en
el modelo Rasch no se cruzan, lo cual no siempre sucede en los modelos Birnbaum de dos o
tres parámetros 6. No obstante, estas diferencia de fondo, entre el enfoque Rasch y Birmaum,
han sido atenuadas y convertidas como diferencias de forma, por lo cual es común encontrar
al modelo de Rasch en los textos de Teoŕıa de Respuesta al Ítem como un caso particular del
modelo loǵıstico de un parámetro. Aśı pues, este documento asumirá al modelo Rasch como
el modelo 1Pl (one parameter logistic model) sin hacer distinción de enfoque con la TRI.
Otros aspectos diferenciadores en los modelos TRI son la dimensionalidad (unidimensionales
o multidimensionales) y el número de posibles respuestas de un ı́tem (politómicos o dicotómi-
cos). Los modelos Unidimensionales de Teoŕıa de Respuesta al Ítem (UTRI) asumen una sola
habilidad como influyente en la probabilidad de responder una categoŕıa de un ı́tem. Estos
modelos son un caso particular de los Modelos Multidimensionales de Teoŕıa de Respuesta
al Ítem (MTRI) que asumen dos o más habilidades o trazos influyentes en la probabilidad
de responder un ı́tem7. Cada uno de los anteriores modelos se dividen en dicotómicos o po-
litómicos, de acuerdo a las posibles respuestas del ı́tem: los modelos dicotómicos consideran
ı́tems con dos categoŕıas (correcta o incorrecta, acuerdo o desacuerdo, etc) algunos ejemplos
de estos modelos son los modelos loǵısticos de uno, dos y tres parámetros conocidos por su
siglas en inglés (1Pl, 2Pl y 3Pl); contrarios a los modelos politómicos que consideran ı́tems
con más de una categoŕıa ordenadas o no (como las escalas likert o variables nominales),
algunos de ellos son: el Modelo Gradado, el Modelo de Crédito Parcial, el Modelo Nominal,
entre otros.
6Esto se debe a que los modelos de Birmaund tienen en cuenta el parámetro de discriminación.
7Para mayor información de los modelos multidimensionales consúltese Reckase (2009) y Dı́az Montenegro
(2010).
2. Especificación matemática de los
modelos clásicos de Teoŕıa de
Respuesta al ı́tem
2.1. Modelos Dicotómicos
Como se mencionó en el apartado anterior, la TRI basa sus modelos en la Función Ca-
racteŕıstica del Ítem (FCI), que enlaza la probabilidad de contestar una categoŕıa de una
pregunta y las caracteŕısticas del ı́tem y del individuo. En la ecuación 2-1, θ representa el
trazo latente; ξ representa el vector de parámetros del ı́tem, que contiene los parámetros de
discriminación α, dificultad β y de selección al azar c; U representa el puntaje del ı́tem en
la prueba, y µ es un posible valor del puntaje.
P (U = µ | θ) = f(θ, ξ, µ), (2-1)
a continuación, se presenta la forma funcional de la FCI para datos dicotómicos del modelo
Rasch o modelo 1pl :




Donde el sub́ındice j indexa a los individuos j = (1 : N) e i indexa los ı́tems i = (1 : n). El
parámetro β representa la dificultad del ı́tem; valores altos indican preguntas más dif́ıciles
en comparación con betas pequeños; el rango de este parámetro es de −∞ a ∞. El modelo
de 3 parámetros es similar al presentado en la ecuación 2-2; no se presenta el modelo de dos
parámetros por tratarse del modelo de 3pl con c = 0.
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El parámetro α es estrictamente positivo1 y representa la discriminación del ı́tem o la máxima
pendiente de la FCI; un ı́tem con parámetro de discriminación alto, en el caso dicotómico,
implica que el trazo latente influye fuertemente en responder de manera correcta, por el
contrario, valores bajos de discriminación indican que el trazo latente influye débilmente en
la probabilidad de responder correctamente la pregunta. El parámetro c también conocido
como el parámetro de azar es un valor entre 0 y 1 que indica la probabilidad de marcar
una respuesta al azar. La siguiente figura muestra distintas FCI para un modelo de tres
parámetros; nótese que el modelos 3pl es equivalente al modelo 1pl, con α = 1 y c = 0.
(a) α = 6, β = 0, c = 0 (b) α = 0, β = 0, c = 0
(c) α = 1, β = 2, c = 0 (d) α = 1, β = 0, c = 0.5
Figura 2-1.: FCI para distintos valores de los parámetros del Ítem
La curva azul sirve como referente y representa la FCI con valores de α = 1, β = 0, c = 0,
lo cual equivale al FCI de un modelo de Rasch 2.
2.1.1. Función Caracteŕıstica del test.
La Función caracteŕıstica del test (FCT) es el puntaje esperado de la prueba, dada una
distribución del trazo latente.







donde yj es el puntaje sintetizado de la prueba.
1Esta restricción se da por el supuesto de monotonicidad, que asume un relación positiva entre el trazo con
la probabilidad de contestar correctamente un ı́tem.
2Existen diferentes tipos de FCI. Uno de los más populares es la ojiva normal que es la función acumulada
de distribución normal. Se puede consultar a Bazán et al. (2004), quién expone diferentes funciones para
la FCI en los modelos TIR.
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2.1.2. Función de información.
La función de información es un indicador del grado de precisión con el cual se puede dife-
renciar, en un test o en un ı́tem, los distintos niveles del trazo latente. Reckase (2009, p.48)
afirma que esta función indica el número de veces que el error estándar de un trazo estimado
es necesario para conformar una unidad en la escala de θ, si se necesitan más errores estándar
para conformar una unidad de θ, quiere decir que el instrumento es sensible a detectar pe-
queños cambios del trazo latente. A continuación, se presenta la función de información del
puntaje de un individuo en un test.





por otra parte, la función de información de un ı́tem dicotómico es:





donde µi es la puntuación del ı́tem i; Pi(θ) la probabilidad de responder correctamente el
ı́tem i y Qi(θ) su complemento. Es aśı que, valores altos de información de los ı́tems son
preferidos a valores bajos, pues los primeros implican pequeños valores de varianza del ı́tem.
2.2. Modelos Politómicos
Los modelos politómicos fueron construidos para los ı́tems con respuesta politómica ordina-
les o nominales. Este tipo de respuestas proporcionan mayor información del trazo que las
respuestas de tipo dicotómico; además se considera que las pruebas construidas con ı́tems
politómicos son menos costosas y toman menos tiempo en la aplicación, lo que puede tener
un efecto positivo en los examinandos (Ostini y Nering, 2006, p.7-8). Algunos modelos po-
litómicos antecesores de la TRI son atribuidos a Thurston (1927a, 1927b, 1929, 1931), quien
construyó una escala que subyace al trazo latente y que se distribuye normal en la población.
Por su parte, Likert (1931) diseñó una escala que relaciona la probabilidad de respuesta al
ı́tem con el trazo de forma lineal. Estos dos antecesores de los modelos politómicos han de-
jado vestigios de sus teoŕıas en los modelos TRI contemporáneos, sobre los que se volverá
más adelante. Esta sección se centrará en los modelos con respuesta de tipo ordinal, pues
son los que más se ajustan al tipo de datos aqúı tratados.
Los modelos politómicos ordinales u ordenados se pueden clasificar en dos tipos, a saber:
continuos ordenados y discretos ordenados. En los primeros encontramos el Modelo Continuo
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de Rasch Müller (1987) y el Modelo de respuesta continua de Samejima (1973). En el segundo
encontramos el Modelo Acelerado de Samejima (1995), el Modelo Politómico de Rasch, el
Modelo de crédito parcial generalizado de Muraki (1992) y el Modelo de Respuesta Gradado
(MRG) de Samejima (1969). A continuación, se presentan algunas caracteŕısticas generales
de estos modelos para luego centrar, especial atención, en el Modelo Gradado de Samejima.
2.2.1. Probabilidades de respuesta en los modelos politómicos
ordenados.
Al estudiar los modelos politómicos ordenados se debe comenzar por definir su equivalente
a la FCI de los modelos dicotómicos. Para lo anterior es necesario aclarar que las respues-
tas ordinales de un ı́tem politómico ordenado contienen (g − 1) umbrales o ĺımites como g
categoŕıas de respuesta existan. Como ejemplo de ello, puede pensarse en tres respuestas ca-
tegóricas de un ı́tem que mida la altura de una persona: bajo, mediano y alto. Es compresible
que para hacer tal división se necesita sólo dos ĺımites o cortes, tales como: 1.5 mts y 1.8 mts,
los cuales conformarán las categoŕıas bajo : (<= 1.5], mediano : (1.5−1.8] y alto : (1.8 >=).
De alĺı que los umbrales de respuesta y las categoŕıas de respuesta originen dos tipos de
probabilidades, a saber: 1) la probabilidad de responder en una categoŕıa particular, por
ejemplo, la probabilidad de responder ser alto y 2) la probabilidad de responder un umbral
dado, por ejemplo la probabilidad de medir más de 1.5mt, o sea, la probabilidad de marcar
mediano o alto. Esta distinción de probabilidades no existen en los modelos dicotómicos,
alĺı basta con la FCI que representa la probabilidad de contestar correctamente un ı́tem.
Ahora bien, los modelos politómicos han optado por modelar la probabilidad de contestar
positivamente un ĺımite por medio de la FCI de los modelos dicotómicos y, posteriormente,
combinar esta información de los ĺımites para aproximarse a la medición de la probabilidad
de responder una categoŕıa particular.
Otra relación entre el modelado de ı́tems politómicos y dicotómicos son los dos enfoques
existentes: 1) los modelos familia de Rasch, caracterizados por la separabilidad y aditividad
entre parámetros de ı́tems e individuos, basados en la FCI del modelo dicotómico 1Pl y 2) los
modelos descendientes de Thurstone, que suelen usar las FCI de los modelos dicotómicos 2Pl
de Birnbaum. Para una mayor compresión de estos conceptos desde la visión de Thurstone, se
presenta el apartado 2.2.2 con la definición matemática de la Función Respuesta Categórica
Acumulada (FRCA) y la Función de respuesta categórica (FRC).
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2.2.2. Función de respuesta categórica.
Desde el enfoque Thurston y Samejima se define a Pig como la probabilidad de responder
una categoŕıa particular, también llamada FRC :
Pig = P
∗
ig−1 − P ∗ig, (2-7)
donde g indexa las k categoŕıas del ı́tem i y P ∗i,g−1 representa la probabilidad de pasar el
umbral de la categoŕıa g−1 y P ∗ig es la probabilidad de sobre pasar el umbral de la categoŕıa




0 − P ∗1 , (2-8)
el primer término de la parte izquierda de la ecuación 2-8, P1, representa la probabilidad de
medir menos de 1.5mts, lo mismo a responder la categoŕıa bajo en altura, esta probabilidad
estará definida por la probabilidad de responder la categoŕıa bajo, mediano y alto, P ∗0 , lo
que implica sobre pasar el umbral de la categoŕıa 0, restada a la probabilidad de responder
mediano y grande, P ∗1 , que representa pasar el umbral de la categoŕıa 1. En la anterior
ecuación se evidencia la necesidad de incluir dos definiciones más: 1) P ∗i0 = 1, que se interpreta
como que la probabilidad de responder positivamente alguna categoŕıa es 1; para el ejemplo,
la probabilidad de ser bajo, mediano o alto es 1 y 2) P ∗ik+1 = 0, cuya interpretación es que
la probabilidad de responder positivamente una categoŕıa mayor a la última es 03.
2.3. Modelo de Respuesta Gradada de Samejima
Samejima (1969) desarrolla dos modelos casi idénticos para ı́tems con respuesta politómica
ordenada conocido como Modelo de Respuesta Gradual (MRG) o Modelo gradado4. Este
modelo considera que la prueba requiere un número de pasos, de tal forma que el éxito
conseguido en un paso implica previos éxitos de los pasos anteriores. Además, asume que
alcanzar un paso o nivel es producto de una atracción relacionada con el nivel del trazo θ, de
tal forma que el examinado que responda la categoŕıa g ha de ser atráıdo por su trazo latente
a las categoŕıas anteriores a g, pero repele la categoŕıa g + 1. Se suelen diferenciar dos casos
entre los modelos gradados: el caso homogéneo caracterizado por modelar la FRC (Pig) con la
ecuación 2-7, modelo que no cuenta con el parámetro de discriminación entre categoŕıas de un
mismo ı́tem (Ostini y Nering, 2006, 64), y el caso heterogéneo que asume que cada respuesta
3Nótese que las probabilidades acumuladas P ∗i,g son las FCI de los modelos dicotómicos. La FRC para los
modelos de Rasch pueden consultarse en (Ostini y Nering, 2006, p.15).
4La única diferencia entre estos modelos yace en la FRC, pues uno usa la función loǵıstica y el otro la ojiva
normal.
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de un ı́tem discrimina de forma diferente a la población. El presente trabajo se centrará
en el caso homogéneo por considerar que es el que mejor se adapta a las caracteŕısticas de
los datos, como se mencionó en el apartado anterior, la FRCA normalmente usada en los
modelos de la ĺınea de Thurston es la FCI del modelo dicotómico 2Pl, a continuación se
presenta la FRC para un MRG.
P ∗i,g = P




donde αi es el parámetro de discriminación del ı́tem i y βig < βig+1 son los parámetros de
dificultad o ĺımites superiores del ı́tem i en la categoŕıa g y g + 1, para g ∈ {1, ..., k − 1}.
La figura 2-2 muestra el cambio de la FRCA para un ı́tem con 5 categoŕıas con α = 1 y
diferentes valores de β.
Figura 2-2.: Función de Respuesta Categórica Acumulada
Las Curvas 1, 2, 3 y 4 de la figura 2-2 consideran los valores de βg = (−2,−1, 0.7, 2) respec-
tivamente, estos hacen que la probabilidad de responder el ĺımite superior de una categoŕıa
sea exactamente 0.5 en el punto donde el trazo es igual al parámetro βg de cada curva. La
definición 2-9 y 2-7 origina:
Pi,g(θj) =
eαi(θj−βig−1) − eαi(θj−βig)
(1 + eαi(θj−βig−1))(1 + eαi(θj−βig))
, (2-10)
la ecuación anterior, representa la FRC del modelo loǵıstico gradado para el caso homogéneo
5. Las FRC correspondientes a las FRCA de la figura 2-2 se muestran a continuación:




constate D = 1.7. Esta ecuación suele usarse como equivalente al modelo de Ojiva normal, para mayor
información sobre esta constante de equivalencia puede consultarse Camilli (1995).
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Figura 2-3.: Función de Respuestas Categóricas para ı́tems con 5 opciones
Se muestra en la figura 2-3 cómo la probabilidad de responder la opción 1 (representada
por la curva 1) es inversamente proporcional al trazo, totalmente opuesto a la probabilidad
de responder la categoŕıa 5 (representada por la curva 5) directamente relacionada con el
valor del trazo. Nótese que el punto más alto de la probabilidad de respuesta para cada
ı́tem se da en puntos distintos de la escala del trazo. Por ejemplo, la categoŕıa 3 presenta
mayor probabilidad de respuesta para trazos cercanos a cero, distinto a la categoŕıa 2 que
presenta la probabilidad más alta en trazos cercanos a -2, esta caracteŕıstica está ligada a la
información que aporta cada categoŕıa.
2.3.1. Información de los ı́tems y categoŕıas.
La información de una categoŕıa tiene una igual interpretación que en los modelos dicotómi-

















la información del ı́tem no es sencillamente la suma de la información de las categoŕıas, debido
a que las respuestas de las categoŕıas no son independientes entre śı. Por ello, menciona Ostini
y Nering (2006, p.68) es necesario ponderar la suma por la probabilidad de responder una
categoŕıa a distintos valores del trazo.
3. Estimación de Parámetros en la TRI
El presente caṕıtulo contiene la evolución histórica de los métodos de estimación de paráme-
tros por el método frecuentista junto con una breve introducción a los modelos jerárquicos
desde el enfoque Bayesiano.
3.1. Estimación de Parámetros de los modelos
dicotómicos desde el enfoque clásico
La estimación de los parámetros de los ı́tems en la TRI ha evolucionado casi a la par con
el desarrollo de la computación, pues a medida que se adelanta en las herramientas compu-
tacionales, se desarrollan técnicas de estimación más complejas. Los primeros métodos de
estimación en la TRI basan sus trabajos en la estimación de parámetros de los ı́tems, asu-
miendo conocida la habilidad o trazo latente, este proceso se le llama quantal-response bio-
assay debido a que originalmente se diseñó para constatar el efecto de una droga en grupos
de animales o personas. Lawley (1943) y Finney (1944) fueron los primeros en utilizar este
enfoque por medio de la estimación de Máxima Verosimilitud en la TRI. La idea fundamental
consiste en asumir la existencia de grupos de examinados con puntajes de habilidad latente
conocidos, ubicados a través de toda la escala del trazo, lo que permite formar proporciones
de respuestas correctas e incorrectas dentro que cada grupo. Se podŕıa enlistar los pasos del
proceso de estimación de la siguiente forma: 1) diseñar la Función de Verosimilitud (FV)
de un ı́tem, a partir de la función de la probabilidad binomial1; 2) calcular la Función de
Log-Verosimilitud (FLV) a partir de la FV; 3) calcular las derivadas parciales de la FLV con
respecto a cada parámetro del ı́tem e igualar a cero2; 4) usar un método iterativo para solu-
cionar el sistema de ecuaciones, tal como Newton Raphson o Scoring Fisher y 5) detener el
proceso iterativo a partir de algún criterio de convergencia de los valores de los parámetros.
Baker y Kim (2004, p. 54) señalan la dificultad de implementación de este tipo de método
para las FCI del modelo 3pl, por presentar problemas para alcanzar convergencia de forma
1La probabilidad de éxito se construye con la forma funcional de la FCI, como fue explicado en el apartado
2-1 y la probabilidad de fracaso será el complemento de la FCI seleccionada.
2Estas ecuaciones resultantes son conocidas como funciones de verosimilitud y permiten calcular los valores
de los parámetros que maximizarán la probabilidad de respuesta correcta a un determinado ı́tem.
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rápida. Como es evidente, el proceso quantal-response bioassay no permite la estimación de
la habilidad, limitando las investigaciones que pretenden medirla.
En consecuencia, el método anterior, tiene su homólogo que asume conocido los parámetros
de los ı́tems y desconocido el trazo. Dicho algoritmo sigue similares pasos, con la diferencia
de contar con los examinados de forma desagregada, modificando la FV. Este proceso de
estimación es frecuentemente usado en las Pruebas Adaptativas Computarizadas, las cuales
tienen calibrados los parámetros de los ı́tems y se enfocan en el calculo del trazo3.
Ciertamente, gran cantidad de los trabajos aplicados en la TRI necesitan del cálculo de la
habilidad del individuo, enfatizando la necesidad de estimar conjuntamente los parámetros
de los ı́tems y de los individuos. Por este motivo, fue creado el Método de Estimación
Conjunta de Máxima Verosimilitud (ECMV), conocido por sus siglas en inglés como JMLE,
el cual consiste, como su nombre lo indica, en estimar al tiempo los parámetros de los ı́tems
y de los individuos. Birnbaum (1968) propuso los conceptos básicos de este paradigma,
basado en la unión de los dos métodos anteriores. Los pasos a seguir son similares a los
ya mencionados, con un pequeño ajuste en la función de verosimilitud; en este caso se
considera la probabilidad de encontrar un vector de respuestas espećıfico para cada uno de los
examinados. El modelo tiene dos supuestos fundamentales a saber, 1) la respuesta de los ı́tems
son independientes entre śı y 2) el vector de respuestas de los individuos es independiente
entre ellos mismos. Estos supuestos permite que la FV se defina como la multiplicación de
las probabilidades binomiales de presentar un patrón de respuestas determinado en un test.
Tal como es presentado a continuación:










donde i y j son los ı́ndices de los ı́tems, i = 1, ..., n, y de los individuos, j = 1, ..., N ,
respectivamente; uij es el puntaje del ı́tem i para el individuo j, el cual puede tomar valores
de 0, si es incorrecta la respuesta, o 1 de ser correcta la respuesta; Pi(θj) es la probabilidad
de responder correctamente el ı́tem i por parte de un individuo con un trazo latente θj
4
y Qi es el complemento de Pi. Baker y Kim (2004, p.108) identifican algunos problemas
en la aplicación de este paradigma: 1) la estimación de los parámetros de los ı́tems pueden
resultar muy complejas en el modelo de FCI de 3pl, pues, se tendrán 3n + N ecuaciones
simultáneas que pueden no converger si los valores iniciales se fijan muy lejos de los valores
óptimos. Además, se ha comprobado que las estimaciones de este método no son consistentes
ante el incremento del tamaño de la muestra (Baker y Kim, 2004, p.157) 5. En consecuencia,
3Para una lectura más detallada de estos dos métodos consúltese Baker y Kim (2004, Cap. 2-3) y para
mayor información de las Pruebas Adaptativas Computarizadas véase (Reckase, 2009, cap. 10).
4Podŕıa usar cualquier FCI como las mostradas en las ecuaciones 2-2 y 2-3.
5Solo se puede demostrar consistencia para los modelos basados en FCI de 1pl o modelo de Rasch, para
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Bock y Lieberman (1970) propusieron el algoritmo llamado Estimación de parámetros del
Item via Máxima Verosimilitud Marginal (EMVM) que tiene la cualidad de proporcionar
estimadores consistentes ante al aumento de la muestra, luego de ello Bock y Aitkin (1981)
implementaŕıan el algoritmo EM como reformulación a Bock y Lieberman (1970) haciéndolo
más eficiente computacionalmente, más detalle de este procedimiento se puede consultar en
el apéndice A.1.
3.2. Estimación de Parámetros desde el enfoque
Bayesiano
El enfoque Bayesiano recae en el teorema de Bayes, el cual combina la probabilidad obtenida
de la función de verosimilitud, basada en los datos observados, con la información a priori
de la distribución de los parámetros (Baker y Kim, 2004, p.179). Este enfoque considera
que todos los parámetros son variables aleatorias, contrario al enfoque clásico que asumen
que los parámetros son fijos pero desconocidos. Desde esta perspectiva existen dos clases
de parámetros: de interés y de estorbo. Los primeros son a los cuales el investigador desea
realizar inferencia y los segundos son, como su nombre lo indica, parámetros de ruido o de
estorbo que no serán objeto de análisis.
3.2.1. Modelo de respuesta jerárquico Bayesiano.
El modelo de respuesta jerárquico está construido con la verosimilitud de los datos obser-
vados y las densidades a priori de los parámetros que, a su vez, son modeladas a través de
distribuciones de densidad de los hiperparámetros, tal como lo explica Fox (2010, cap.2).
Para α se suele asumir distribuciones positivas o truncadas desde cero, para β suele asu-
mirse una distribución normal y para c se suele asumir la distribución beta. Ahora bien, los
hiperparámetros serán los parámetros de las distribuciones de densidad a priori, por ejemplo
β tendrá dos hiperparámetros σ, µ correspondientes a la normal, estos se pueden, a su vez,
modelar con una distribución a priori o fijarlos. Los parámetros de los individuos se suelen
modelar con la distribución normal estándar, con hiperparámetros fijos σ = 1, µ = 0, aunque
cada vez más se ha extendido el uso trazo a prioris asimétricas para el trazo como Pedraza
(2018), Bazán et al. (2006),Bazán et al. (2004).
mayor información se puede consultar Baker y Kim (2004, cap.5)
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3.2.2. Densidad marginal posterior Bayesiana para un modelo
jerárquico.
La estimación de los parámetros de la función de densidad se suelen hacer a través de la
integral sobre los parámetros de ruido para aśı eliminarlos, esta densidad es conocida como
la densidad marginal posterior. Por ejemplo, si nuestro objetivo son los parámetros de los
ı́tems ξ la función de densidad quedará conformada con:
p(ξ|U) ∝
∫∫∫
p(U |θ, ξ)p(θ|θp)p(ξ|ξp)dθdθpdξp, (3-2)
donde ξp, θp son los vectores de los hiperparámetros de los ı́tems y de los individuos. Algunas
de las dificultades de estos enfoques son las integrales de alto orden resultantes, las cuales no
siempre son posibles de resolver por métodos numéricos como las cuadraturas, enunciadas
en el caso frecuentista, para estos casos se suelen usar métodos computacionales como las
Cadenas de Markov Monte Carlo (Fox, 2010, p.41). Hay que aclarar que no todos los métodos
Bayesianos hacen uso de Cadenas de Markov para su solución: el software PC-Bilog tiene
implementada una rutina conocida como Estimación de los Parámetros de los Ítem Vı́a
Marginalización Bayesiana (EPIVMB), la cual a partir de la verosimilitud marginal de los
datos, sumada a las densidades a prioris de los parámetros y, haciendo uso de la cuadratura
Gaussiana dan solución a las ecuaciones (A-16), (A-17) y (A-18), los resultados de EPIVMB
distan respecto al enfoque frecuentista dependiendo del grado de información que tenga la
distribución a priori. (Baker y Kim, 2004, p.181-189).
4. Modelo propuesto
A continuación, se introducen las funciones Error, Normal y Normal asimétrica y las rela-
ciones entre ellas. Luego se describe el modelo gradado con distribución del trazo normal
asimétrico y finalmente se detalla su implementación en el lenguaje de programación Stan.
4.1. Relaciones entre las funciones Error, Normal y
Normal Asimétrica









Una de las propiedades de la función Erf(z) es ser función impar, esto es,
Erf(−z) = −Erf(z),
a partir de esta función se define la función del error complementaria Erfc(z)
Erfc(z) = 1− Erf(z)
una propiedad que se obtiene es la siguiente:
Erfc(−z) = 1 + Erf(z) (4-1)
esto es, Erfc(−z) = 1−Erf(−z) = 1− (−Erf(z)) = 1 +Erf(z). Por otro lado,la función
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el primer término es igual a 0.5 por tratarse de una función probabilidad, el segundo término,
por su parte, corresponde a una función Erf:





















usando la propiedad (4-1), la distribución normal acumulada se puede redefinir en términos












Con lo anterior, se puede introducir la función de distribución normal asimétrica Azzalini
(1985) descrita como proporcional al producto de la función de densidad por la función
acumulada de la distribución normal,









































Donde ρ es el parámetro de asimetŕıa, µ es el parámetro de ubicación, σ el parámetro de
escala y x es el valor de la variable aleatoria. Es comprensible que si ρ = 0 entonces Erfc = 1
coludiendo a la distribución normal.
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4.2. Modelo jerárquico para MRG con trazo Normal
Asimétrico
El modelo jerárquico Bayesiano de respuesta gradual con distribución de trazo normal
asimétrico (MJBRG ASN) tiene una FRC definida como:
P [uij = g|θj, ξ] = logit−1(ηg−1)− logit−1(ηg)
donde P [uij = g|θj, ξ] es la probabilidad que el respondiente j conteste la categoŕıa g en
el ı́tem i, dado la habilidad θj y el vector de parámetros de los ı́tem ξ. logit
−1(ηg−1) =
(1+e−ηg−1)−1, ηg−1 = (αi∗θj−αi∗βi,g−1) y logit−1(ηg) = (1 + e−ηg)−1 ηg = (αi∗θj−αi∗βi,g)
Estas expresiones son funciones de distribución acumulada de la distribución loǵıstica. Con
αi como el parámetro de discriminación del ı́tem i y βi,g el cual representa el punto del corte
superior para la categoŕıa g del ı́tem i, también conocido como el parámetros de dificultad;
βi,g = βi,1, ..., βi,k−1 ∈ Rk−1, ordenados de forma βi,g < βi,g+1, además se debe asumir los
casos extremos de βi,0 = −∞ y βi,k+1 = ∞, lo que conlleva que logit−1(η0) = −∞ y
logit−1(ηk+1) =∞ . K ∈ N, con k > 2 representando el número de categoŕıas del ı́tem i, de
esta forma g ∈ {1, ..., k} .
P [uij = g|θj, ξ] =

1− (1 + e−η1)−1 si g = 1,
(1 + e−ηg−1)−1 − (1 + e−ηg)−1 si 1 < g < k, y
(1 + e−ηg−1)−1 si g = k.
(4-4)
Nótese que la notación del modelo anterior (4-4) es la misma presentada en el caṕıtulo 2 en
(2-9) y (2-10), aunque se prefiere la expuesta en este apartado ya que se asemeja al modelo
de Distribución Loǵıstica Ordenado en el software Stan(Team Stan, 2014, p.313), software
que será aqúı utilizado. El modelo jerárquico Bayesiano, explicado en el apartado 3.2.1,
asume distribuciones a prioris para los parámetros y los hiperparámetros. En consecuencia
las densidades a prioris aqúı asignadas son:
θj ∼ SN(0, 1, ρ),
ρ ∼ N(0, 1),
αi ∼ N(0, 5),
βig ∼ N(µbetaig , σbetaig),
µbeta ∼ N(0, 1),
σbeta ∼ Cauchy(0, 2).
Para la distribución a priori del trazo latente se fija el parámetros de escala y de ubica-
ción para garantizar la identificabilidad del modelo, el parámetro ρ es el hiperparámetro
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de asimetŕıa de la distribución normal asimétrica y se asume distribuido normal estándar,
este parámetro es el centro de atención de este modelo pues, de su significancia depende
el éxito de esta propuesta sobre los modelo clásicos con distribución normal. Se imponen
restricciones al truncar en cero el parámetro de discriminación αi por el supuesto de mo-
notonicidad de la FRC y el hiperparámetro σbeta por tratarse de una desviación. Permı́tase
llamar p(U |θ, ξ) = Pijg(θ), con lo cual se define la distribución conjunta a posterior de los
parámetros del modelo, asumiendo independencia local entre individuos y entre parámetros,
como:



















donde U son las respuestas de test de todos los individuos, θ y ξ son el vector de parámetros
de los individuos y de los ı́tems, uijg = 1 si el individuo responde la categoŕıa g y cero de lo
contrario, θp y ξp son los vectores de hiperparámetros de los individuos y de los ı́tems.
4.3. Introducción a la programación en Stan para calcular
los parámetros del modelo
Stan es un nuevo lenguaje de programación de estad́ıstica Bayesiana escrito en C++, el cual
provee inferencia estad́ıstica de los parámetros a través de cadenas de Markov Monte Carlo
como los muestreadores de No-U-Turn. El lenguaje Stan se puede usar desde otros lenguajes
como Pyton, R, Matlab, Matematica, Julia y Stata y corre bajo los sistemas operativos de
Windows, Mac, Mac OS X y Linus (Luo y Jiao, 2018) usando interfaces construidas en cada
uno de ellos. La programación del código Stan está dividida en cinco bloques, a saber: datos,
parámetros, transformación de variables, modelo y cantidades1.
Bloque de los datos, aqúı se declaran los objetos a usar, vectores, escalares, carac-
teŕısticas de las variables (discretas o continuas) y sus ĺımites. Los arreglos a la base
de datos se hacen por separado al bloque de datos en una lista en R; para facilitar la
programación, se configuraron los datos en formato Long, ordenados a partir del vector
de respuestas de las 384 famiempresas, que a su vez fueron ordenados según el número
1Para la programación en Stan se adaptó la escala de los ı́tems para empezar en 1 y no en 0, como
originalmente se teńıan diseñados.
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de categoŕıas, a saber: 5, 6, 1, 2, 7, 8, 4 y 3. De tal forma, las primeras 384 filas corres-
ponden a las respuestas de todos los empresarios al ı́tem 5 que tiene 3 categoŕıas y las
últimas 384 filas corresponden a las respuestas de los famiempresarios al ı́tem 3 que
tiene 6 categoŕıas, a partir de alĺı se organizaron las demás variables. A continuación,
se presenta los datos usados en forma de objetos de lista 2.
L i s t a de 8 v a r i a b l e s
famiempresas : i n t [ 1 : 3 0 7 2 ] 1 2 3 4 5 6 7 8 9 10 . . .
// I n d e t i f i c a d o r de l a empresa
item : i n t [ 1 : 3 0 7 2 ] 5 5 5 5 5 5 5 5 5 5 . . .
// I d e n t i f i c a d o r de l ı́ tem
y : i n t [ 1 : 3 0 7 2 ] 1 1 1 1 1 1 1 1 1 1 . . .
// Respuestas de l o s empresar io s
N : i n t 3072 // Número de r e g i s t r o s 384∗8
N fami : i n t 384 // Número de famiempresas
N item : num 8 // Número de ı́ tem
N cat : num [ 1 : 3 0 7 2 ] 2 2 2 2 2 2 2 2 2 2 . . .
// Número de puntos de co r t e . Par á metros de d i f i c u l t a d por ı́ tem .
N ord cat : num [ 1 : 3 0 7 2 ] 1 1 1 1 1 1 1 1 1 1 . . .
// Orden de l o s ı́ tem con e l mismo número de ca tegor ı́ as .
A continuación, se presenta el código Stan para los datos de los famicroempresarios,
data{
int<lower=1> N;
int<lower=10> N fami ;
int<lower=2> N item ;
int<lower=2, upper=5>N cat [N ] ;
int<lower=1, upper=4>N ord cat [N ] ;
int<lower=1> y [N ] ;
int<lower=1,upper=N fami> famiempresas [N ] ;
int<lower=1,upper=N item> item [N ] ;
}//end data .
Donde N es el número de respondientes mayor a 1, Nfami es el número total de fa-
miempresarios mayor a 10, Nitem es el número total de ı́tems mayor a 2, Ncat número
de categoŕıas mı́nimo 2 y máximo 5, y[N ] son las respuesta de los empresarios, Nord cat
es el orden de los ı́tems con el mismo número de categoŕıas, famiempresarios[N ] es
un vector con el ı́ndice de los famiempresarios y Nitem es el número total de ı́tems.
2En el anexo se encuentra el tratamiento de los datos en y el C el código de llamada a Stan desde el software
R.
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Bloque de parámetros, aqúı se encuentran las caracteŕısticas de los parámetros, en
este espacio se puede especificar el truncamiento de las distribuciones de los parámetros
de dispersión y de los α de discriminación. También se pueden declaran los βi,g con
el comando ordered, seguido de corchetes con los puntos de corte, luego se asigna
una nombre al objeto y entre corchetes se determina cuántos objetos tendrán el mismo
número de cortes, por ejemplo ordered[2] beta 1[2] indica que hay dos objetos llamados
beta 1 con dos puntos de corte cada uno; ordered[5] beta 4 indica que hay un objeto
llamado beta 4 con 5 puntos de corte ordenados.
parameters{
vector [N fami ] theta ;
ordered [ 2 ] beta 1 [ 2 ] ;
ordered [ 3 ] beta 2 [ 4 ] ;
ordered [ 4 ] beta 3 ;
ordered [ 5 ] beta 4 ;
real mu beta ;
real<lower=0> sigma beta ;
vector<lower=0>[N item ] alpha ;
real pho theta ;}
Bloques de parámetros trasformado es opcional, se usa para describir trasforma-
ciones de variables. En esta oportunidad no fue usado.
Bloque del modelo, aqúı se especifican las distribuciones a prioris de los parámetros
mencionados en el bloque anterior, sino se especifica la distribución de algún parámetro,
el lenguaje Stan selecciona una priori uniforme. El núcleo del modelo aqúı propues-
to está en la distribución de θ como normal asimétrica (0, 1, ρ), con distribución del
hiperparámetros de asimetŕıa ρθ normal asimétrica (0, 1). Como se mostró en (4-4)
ηg = (αi ∗ θj − αi ∗ βig), lo que aqúı se llama beta es, en realidad, αi ∗ βi,g, por consi-
guiente al obtener los en Stan se deberán dividir entre el parámetro de discriminación
de cada ı́tem para encontrar el verdadero valor del parámetro de dificultad βi,g. Para
programar el modelo con un número de categoŕıas diferentes por ı́tem fue necesario
incluir un condicional en la función de verosimilitud a maximizar; el condicional agru-
pa los ı́tems con el mismo número de cortes y los computa con la función loǵıstica
ordenada acorde en cada caso; es alĺı donde entra a actuar el vector Nord cat, al identi-
ficar los puntos de corte correspondientes a un mismo ı́tem, según el orden estipulado
de los ı́tems con igual número de cortes. Por ejemplo, los ı́tems con tres categoŕıas
son 5 y 6, aśı que, para estos ı́tems el programa calcula la verosimilitud que contiene
el objeto beta 1 con capacidad para dos ı́tems y dos cortes por ı́tem. Por ejemplo,
beta 1[Nord cat[1]] representa los betas para el ı́tem 5, ya que es el primer ı́tem con dos
cortes, y beta 1[Nord cat[2]] representarán los betas para el ı́tem 6.
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model{ theta ˜ skew normal (0 , 1 , rho theta ) ;
for ( j in 1 :N item ){
alpha [ j ] ˜ normal ( 0 , 5 ) ;}
for ( j in 1 : 2 ){
beta 1 [ j ] ˜ normal (mu beta , sigma beta ) ; }
for ( j in 1 : 4 ){
beta 2 [ j ] ˜ normal (mu beta , sigma beta ) ; }
beta 3˜ normal (mu beta , sigma beta ) ;
beta 4˜ normal (mu beta , sigma beta ) ;
rho theta ˜ normal ( 0 , 1 ) ;
mu beta ˜ normal ( 0 , 1 ) ;
sigma beta ˜ cauchy ( 0 , 2 ) ;
// l i k e l i h o o d
for (n in 1 :N){
i f (N cat [ n]==2){
y [ n ] ˜ ordered l o g i s t i c ( alpha [ item [ n ] ]
∗ theta [ famiempresas [ n ] ] , beta 1 [N ord cat [ n ] ] ) ; }
i f (N cat [ n]==3){
y [ n ] ˜ ordered l o g i s t i c ( alpha [ item [ n ] ]
∗ theta [ famiempresas [ n ] ] , beta 2 [N ord cat [ n ] ] ) ; }
i f (N cat [ n]==4){
y [ n ] ˜ ordered l o g i s t i c ( alpha [ item [ n ] ]
∗ theta [ famiempresas [ n ] ] , beta 3 ) ;}
i f (N cat [ n]==5){
y [ n ] ˜ ordered l o g i s t i c ( alpha [ item [ n ] ]
∗ theta [ famiempresas [ n ] ] , beta 4) ;}}}
Bloque de cantidades es opcional y es usado para calcular nuevas variables y ob-
tener su distribución a posterior, en este caso se usa para calcular la función de masa
de la log-verosimilitud posterior condicionada, necesaria para calcular los criterios de
información bayesianos loo y waic.
generated q u a n t i t i e s {
vector [N] log l i k ;
for (n in 1 :N){
i f (N cat [ n]==2){
log l i k [ n ] =ordered l o g i s t i c lpmf ( y [ n ] | alpha [ item [ n ] ]
∗ theta [ famiempresas [ n ] ] , beta 1 [N ord cat [ n ] ] ) ; }
i f (N cat [ n]==3){
log l i k [ n]= ordered l o g i s t i c lpmf ( y [ n ] | alpha [ item [ n ] ]
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∗ theta [ famiempresas [ n ] ] , beta 2 [N ord cat [ n ] ] ) ; }
i f (N cat [ n]==4){
log l i k [ n ] = ordered l o g i s t i c lpmf ( y [ n ] | alpha [ item [ n ] ]
∗ theta [ famiempresas [ n ] ] , beta 3 ) ;}
i f (N cat [ n]==5){
log l i k [ n]= ordered l o g i s t i c lpmf ( y [ n ] | alpha [ item [ n ] ]
∗ theta [ famiempresas [ n ] ] , beta 4) ;}}}
Hay que resaltar que este modelo acepta diferentes números de categoŕıas entre ı́tems, algo
poco frecuente en los test psicológicos o educativos pero muy frecuentes en las encuestas
económicas 3.
3Agradezco a la Comunidad Stan https://discourse.mc-stan.org/ por sus observaciones en la programación
de este código.
5. Resultados aplicados a datos reales
Los datos aqúı usados para la aplicación del MJBRG ASN provienen de la investigación
realizada entre la Universidad Industrial de Santander y la Coperativa Multiactiva de Tra-
bajadores de Santander; se encuestaron a 384 microempresarios del Área Metropolitana de
Bucaramanga con 232 preguntas de las cuales 77 correspond́ıa al capital financiero, estas
preguntas, originalmente dicotómicas, fueron convertidas en 8 politómicas, para mayor in-
formación de la procedencia de los datos puede consultarse Rangel Quiñonez y Yáñes Canal
(2018) y el anexo B de esta tesis. La estimación de los parámetros del modelo planteado
en el apartado 4.1 fue implementada en el lenguaje Stan versión 2.2.0, junto con el paquete
Rstan del software R versión 3.6.1.
5.1. Estimación de los parámetros del MJBRG ASN por
medio del lenguaje STAN
Para facilitar la programación los ı́tems se organizaron de acuerdo a su número de categoŕıas
de menor a mayor, de la siguiente forma: 5,6,1,2,7,8,4 y 3.1 Aśı que el parámetro α1 corres-
ponde al ı́tem 5, α2 al ı́tem 6 y el α8 al ı́tem 3. De ah́ı que los promedios de los parámetros
de discriminación más altos y, por ende, los que mejor separan a los microempresarios con
alto capital financiero de los de bajo capital, fueron los correspondientes a los ı́tems 5, 1 y 7
contrario a los menores alphas de los ı́tems 3, 4 y 8. El Rhat en todos los casos fue 1, lo cual




donde N es el número de interacciones y, para este caso igual a 4000, evidencia de una buena
cadena de Markov.
1Ítems 5 y 6 tienen 3 categoŕıas; ı́tems 1,2,7 y 8 tienen 4 categoŕıas; ı́tem 4 tiene 5 categoŕıas e ı́tem 3 tiene
6 categoŕıas.
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Tabla 5-1.: Estad́ıstica descriptiva de los parámetros de discriminación
αi µ SE σ 25 % 50 % 75 % 95 % n eff Rhat
α1 1.91 0.01 0.38 1.65 1.88 2.14 2.59 1088 1.00
α2 0.72 0.00 0.21 0.59 0.72 0.86 1.08 2252 1.00
α3 4.01 0.07 1.17 3.17 3.81 4.66 6.17 300 1.00
α4 0.71 0.00 0.19 0.58 0.70 0.83 1.04 2731 1.00
α5 3.43 0.04 1.60 2.29 3.23 4.35 6.33 1521 1.00
α6 0.52 0.00 0.24 0.35 0.50 0.66 0.93 2990 1.00
α7 0.70 0.00 0.19 0.57 0.69 0.82 1.03 1947 1.00
α8 0.45 0.00 0.17 0.33 0.45 0.56 0.74 2575 1.00
Con respecto a los parámetros betai,g se estimaron 25 de estos. Tal como se muestra en la
figura 5-1 el promedio menor de los parámetros estimados para los betas fue beta 2[1, 1] =
−2.84 y el mayor fue beta 4[5] = 5.8. Los betas 1 corresponden al ı́tem 5 y 6, ambos contienen
2 puntos de corte, de tal forma betas 1[1, 1] es el ı́tem 5, punto de corte 1 y betas 1[2, 2]
corresponde al ı́tem 6, punto de corte 2. Los betas 2 hacen referencia a los ı́tems 1,2,7 y 8,
todos con 3 puntos de corte, betas 2[3, 2] es el ı́tem 7 y punto de corte 2. El beta 3 corresponde
a la ı́tem 4 con 4 puntos de corte y el beta 3 al ı́tem 8 con 5 puntos de corte.
Figura 5-1.: Bandas de credibilidad para los parámetros betas
Como se mencionó en el apartado 4-3, el cálculo del parámetro de dificultad requiere la divi-
sión del βi,g calculado entre el parámetro de discriminación αi. En la tabla 5-2 se presentan
los verdaderos valores de los βi,g, en el orden original de los ı́tems.
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Tabla 5-2.: Parámetros de dificultad βi,g
Parámetros βi,g Parámetros βi,g
β1,1 -3,94 β4,3 4,03
β1,2 0,47 β4,4 6,96
β1,3 0,51 β5,1 2,29
β2,1 -1,07 β5,2 2,95
β2,2 3,46 β6,1 1,39
β2,3 4,14 β6,2 5,36
β3,1 -6,49 β7,1 -0,27
β3,2 -0,09 β7,2 -0,18
β3,3 5,38 β7,2 0,34
β3,4 8,69 β8,1 -1,71
β3,5 12,89 β8,2 0,83
β4,1 -1,54 β8,3 2,56
β4,2 1,34
La figura 5-2 presenta un diagrama de dispersión entre el puntaje clásico del test y los
promedios de los parámetros de los individuos, se evidencia la relación lineal existente, co-
rroborada por el coeficiente de correlación de Pearson igual a 0.85. También se muestran
las funciones de densidad estimados y del puntaje clásico, en ambos casos se refleja una
asimetŕıa positiva.
(a) θj estimados (b) Puntaje clásico
(c) Correlación Puntaje clásico y θj esti-
mado
Figura 5-2.: Comparación entre la distribución del trazo latente del modelo TRI y la distribución
del puntaje clásico
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La tabla 5-3 contiene la estad́ıstica descriptiva de los 384 valores de los promedios de la
habilidad.
Tabla 5-3.: Estad́ıstica descriptiva del trazo latente
Mı́nimo 1 Cuartil Mediana Promedio 3 Cuartil Máximo
-1.9610 -1.1152 -0.5908 -0.6904 -0.3005 0.7957
En el gráfico 5-3 se pueden observar las cuatro cadenas usadas para la estimación de las
habilidades θ3, θ117 y θ250 se pude inferir buena convergencia ya que los valores oscilan entre
cero.
Figura 5-3.: Muestras de las cadenas estimando el trazo latente
La tabla 5-4 es la estad́ıstica descriptiva del Rhat para los parámetros de los individuos, con
esto se reafirma la buena convergencia, ya que el promedio y la mediana son cercanos a 1.
Tabla 5-4.: Estad́ıstica descriptiva de Rhat del trazo latente
Mı́nimo 1 Cuartil Mediana Promedio 3 Cuartil Máximo
0.9995 0.9999 1.0001 1.0002 1.0004 1.0078
Los valores estimados de los hiperparámetros son
Tabla 5-5.: Estad́ıstica descriptiva de la estimación de los hiperparámetros
Hiperparámetros µ SE σ 25 % 50 % 75 % 95 % n eff Rhat
ρ -1.90 0.03 0.57 -2.27 -1.87 -1.50 -1.04 338 1.01
µβ 1.20 0.01 0.49 0.87 1.20 1.52 1.99 3073 1.00
σβ 2.55 0.01 0.43 2.25 2.51 2.80 3.32 4130 1.00
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Se debe prestar especial atención al parámetro ρ = −1.9 pues es la asimetŕıa estimado de la
función de densidad del trazo latente. Lo cual indica que el parámetro asimetŕıa es significa-
tivo ya que el intervalo de credibilidad no contiene el cero. Para corroborar este resultado, se
realizó una prueba de hipótesis Bayesiana de las simulaciones de este hiperparámetro donde
Ho : ρ = 0 y Ha : ρ 6= 0.
Tabla 5-6.: Prueba de Hipótesis Bayesiana sobre ρ
t gl Valor P Bayesiano
-296.06 7999 2.2e-16
De 5-6 se infiere que existe evidencia estad́ıstica para rechazar la hipótesis nula a un 95 %
de credibilidad que el parámetro ρ = 0, a favor de la alterna ρ 6= 0.
5.1.1. Comparación de los parámetros estimados por el modelo
asimétrico con el modelo normal.
Con la idea de verificar los cambios en las magnitudes de los parámetros estimados bajo los
supuesto de asimetŕıa y normalidad, se realizaron diagramas de dispersión para verificar las
sobreestimación o subestimaciones de estos.
(a) Dispersión de las estimaciones de αi (b) Dispersión de las estimaciones βi ∗ αi
(c) Dispersión de las estimaciones θj
Figura 5-4.: Dispersión de las estimaciones de αi, (βi ∗ αi) y θj estimadas bajo la distribución
normal y normal asimétrica
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De las Figuras 5-4 se concluye que el modelo asimétrico cambia la escala de los parámetros
de discriminación αi con respecto al modelo normal, la cual para el modelo asimétrico va
entre 0.44 a 4 comparada con la del modelo normal entre 0.34 a 2.22; de forma similar, la
escala de los parámetros de dificultad βj ∗αj cambian entre los dos modelos, para el caso del
asimétrico van desde −2.93 hasta 5.80 comparado con la escala del modelo normal de −1.59
a 7.88. El mayor cambio se observó en la escala del parámetro de habilidad θj, que pasó
desde −1.96 hasta 0.80 para los parámetros estimados bajo la normal asimétrica a −1.56
hasta 2.30, bajo el supuesto de estimación normal estándar. A continuación, se muestras las
diferencias entre las estimaciones de los parámetros estimados bajo ambas hipótesis para
verificar el grado de cambio de las estimaciones.
(a) Diferencias de las estimaciones de los
αi
(b) Diferencias de las estimaciones de los
βi ∗ αi
(c) Diferencias de las estimaciones de los
θj
Figura 5-5.: Diferencia entre parámetros αi, (βi ∗ αi) y θj estimados bajo distribución normal y
normal asimétrica
Las figuras 5-5 presentan la diferencia entre los parámetros estimados con la distribución nor-
mal asimétrica y los parámetros estimados con la distribución normal estándar. Los mayores
cambios promedios son los parámetros de los individuos con 0.64, seguido de los parámetros
(βi ∗ αi) con -0.51 y de discriminación con 0.2.
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5.1.2. Criterio de Información Loo para comparar el modelo normal
asimétrico con modelo normal.
Ahora bien, para contrastar la idoneidad del modelo se usó el criterio de información efficient
approximate leave-one out cross valivation- loo del paquete loo del software R. (Vehtari et al.,
2019).








La tabla 5-7 muestra que el mejor modelo es el normal simétrico por tener menor criterio
de información loo. Para garantizar lo anterior, se usó la función compare del paquete loo
para verificar la diferencia.
l ibrary ( l oo )
log a s i m e t r i c o=extract log l i k ( f i t a s ime2 , merge cha ins = FALSE)
r e f f a s i m e t r i c o <− r e l a t i v e e f f (exp( log a s i m e t r i c o ) )
l o o a s i m e t r i c o = loo ( r e f f a s i m e t r i c o , r e f f=r e f f , co re =4)
log l i knormal=extract log l i k ( f i tnormal2 , merge cha ins = FALSE)
r e f fnorma l<− r e l a t i v e e f f (exp( log l i knormal ) )
loo1normal = loo ( log l i knormal , r e f f=r e f fnorma l , core =4)
loo d i f f=compare ( l ooa s ime t r i c o , loo1normal )
## Mejor es e l modelo asim é t r i c o
Los resultado de compare son elpd diff = −6.0 con SE = 1.7, lo que indica que el primer
modelo comparado, o sea el normal asimétrico, presenta mejor ajuste del modelo (Vehtari
et al., 2019, p.4).
6. Conclusiones
Esta investigación surgió de la necesidad de obtener medidas formales acerca del Capital
Financiero; en la práctica común, los resultados de las encuestas para la medición de dicho
capital son tratados trivialmente y sin ningún rigor matemático por las entidades financieras
al momento de realizar el estudio crediticio de sus clientes. Por ejemplo, las calificaciones
son tomadas como números reales, siendo de hecho una medida de tipo categórico, sin una
métrica comparable dado que la puntuación depende del constructo entre entidades.
El primer paso para definir el modelo estad́ıstico propuesto, fue el tratamiento inicial de los
datos, donde se crearon 8 variables politómicas a partir de un conjunto de 77 dicotómicas.
Para la conformación del ı́tems 1 se usó Análisis de Correspondencias Múltiples y de Conglo-
merados; para los ı́tems del 2 al 8 se validó la agrupación por criterio experto; los ı́tems 7 y
8 (nivel de deudas de la famiempresa) conteńıa 52 datos faltantes que fueron imputados por
medio del Análisis de Correspondencias Múltiples con la información de salud, educación,
social, f́ısica y psicológica de los famiempresarios, dando origen al art́ıculo Clasificación por
capitales de una muestra de microempresarios del Área Metropolitana de Bucaramanga a
partir del Análisis de Correspondencia Múltiple (Rangel Quiñonez y Yáñes Canal, 2018), tal
como está consignado el apéndice B.1. De alĺı se concluyó que era factible usar un modelo
TRI politómico gradado. No obstante, la aproximación utilizada en el anexo B.2 insinua-
ba que el trazo medido no era simétrico, por lo que la hipótesis de normalidad no parećıa
adecuada y, por tanto, deb́ıa tratarse con una distribución asimétrica, seleccionando a la
distribución de Azzalini (1985) como idónea para este problema.
En la parte técnica, para empezar, se reporta que al momento no hab́ıa un software disponi-
ble que implementara, desde el enfoque clásico, los modelo TRI politómicos con distribución
normal asimétrica, razón por la cual se inició el desarrollo del algoritmo de estimación fre-
cuentista, basándose en los documentos de Baker y Kim (2004), Hambleton y Swaminathan
(2013) y Harwell et al. (1988), requiriendo el cálculo de integrales sin solución anaĺıtica, lo
que llevó al uso de aproximaciones numéricas como las propuestas por Fernandes y Atchley
(2006) y Hildebrand (1987). La estimación de los parámetros por el método frecuentista no
fue exitosa debido a que las ecuaciones de verosimilitud A-32, A-33, A-34, no tienen solución
computacionalmente viable por el método de Newton Raphson o Scoring Fisher; sin embar-
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go, estas ecuaciones podŕıan ser resueltas, a futuro, por métodos alternativos como Maching
Learning.
Como alternativa al problema, se optó por la solución de Bock y Aitkin (1981) basada
en la aplicación del algoritmo EM para el cálculo de los parámetros, esto precisó adoptar
las esperanzas matemáticas presentadas por Hambleton y Swaminathan (2013, 95-96) para
un modelo de respuesta gradado de Samejima. Lo que motivó a fijar los parámetros de la
distribución normal asimétrica en µ = 2.52, σ = 1.49 y ρ = 2.93, valores ajustados a partir
de la función de densidad de los puntajes clásicos del constructo, tal como se explicó en
el anexo A.3 y se programó en el anexo A.4, este procedimiento es soportado en la alta
correlación teórica entre el puntaje clásico y el trazo latente estimado, como fue corroborado
en el aparado 5.1, esto con la finalidad de calcular los A(xl) y xl por medio de la cuadratura
de Gauss. El inconveniente de este procedimiento es que no permite estimar conjuntamente
el parámetro de asimetŕıa ρ con los parámetros de los ı́tems y de los individuos, pese a ello,
tendrá utilidad para el cálculo de los valores iniciales del algoritmo EM. La complejidad del
problema no permitió llegar a una solución, por lo que se cambió al enfoque Bayesiano.
Con la ayuda de STAN, lenguaje de programación probabiĺıstico, considerado el estándar do-
rado de la industria al d́ıa de hoy, se construyó un modelo jerarquico Bayesiano de respuesta
gradual con distribución del trazo normal asimétrico. En donde se concluye que el modelo
asimétrico presenta una mejora en el criterio de información Bayesiano Loo, en comparación
con el modelo normal. Esto reafirma lo encontrado por Xu y Jia (2011, p.15), al asegurar
que la distribución normal asimétrica presenta ventajas con respecto al modelo normal de
un modelo 2pl, cuando la distribución es extremadamente asimétrica o presenta multimoda-
lidad, algo que no se puede rechazar para los datos aqúı estudiados. Aśı pues, la afirmación
de Xu y Jia (2011) se puede extender al caso politómico con los hallazgos de esta tesis:
El valor promedio del parámetro de asimetŕıa ρ estimado por MRJBRG ASN es de
-1.9, significativo ya que su intervalo de credibilidad no contiene al cero, lo cual es
corroborado por la prueba de hipótesis Bayesiana. Hay que recordar que de haber
contenido el cero, la distribución normal asimétrica seŕıa igual a la distribución normal,
dejando sin sustento la preferencia del modelo propuesto frente al modelo normal.
Todos los parámetros de discriminación son significativos, el valor promedio más grande
es el α3 correspondiente a la pregunta 1 (servicios o productos financieros) y la de menos
discriminación es α8, pregunta 3, (capacidad de pago por medio del sector financiero).
Esto indica que pequeños cambios en el trazo latente producen grandes cambios en la
probabilidad de contestar una categoŕıa de la pregunta 1, contrario a la pregunta 3.
Los βi,g indican que el ı́tem 3 está conformado por categoŕıas que miden a lo largo de
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la escala del trazo latente, contrario a la pregunta 5 (ingresos por concepto de venta
de activos de la empresa) que mide solamente a las personas con alto trazo latente,
prefiriendo ı́tems con mayor número de categoŕıas por aportar más información al
trazo, esto hace que los modelos politómicos discriminen mejor el trazo latente que los
modelos dicotómicos.
Como ya se mencionó, al comparar el estad́ıstico Loo del modelo normal asimétrico y
normal, se concluye que el modelo asimétrico es mejor que el modelo normal. Lo que
lleva a indagar, ¿cuál es el cambio de los parámetros bajo la estimación normal? Se
observa que en los αi hubo una subestimación por parte del modelo normal, contrario a
la sobre estimación de los βi ∗αi. Con respecto a los θj se observó una sobre estimación
en el modelo normal. Lo que lleva a concluir, que el modelo normal, al ser aplicado a los
datos de Capital Financiero, sobre estima esta variable que está ligada a la capacidad
de pago de las famiempresas, provocando que las entidades bancarias se lleven una
señal incorrecta de los empresarios. De tal forma, que el modelo normal clasificaŕıa a
empresarios con alto riesgo de no pago como empresas sujetas de crédito. Esto se puede
constatar en la mediana del trazo latente en el modelo asimétrico (-0.59) negativa y
menor comparada con la mediana del trazo en el modelo normal (0.02), indicando que el
modelo normal otorga a la mitad de las famiempresas un trazo positivo, en comparación
con el modelo normal asimétrico que otorga a la mitad de las famiempresas un puntaje
superior o igual a -0.59.
Hay que resaltar que dentro de las pruebas realizadas para la construcción de este modelo se
observó la sensibilidad de la significancia del parámetro de asimetŕıa ρ frente a cambios de la
distribución a priori del parámetro αi, ya que cuando se inclúıa una prior informativa como
αi ∼ N(0, 1) provocaba que ρ no fuera significativo, contrario a lo que sucedió con la priori
no informativa de αi ∼ N(0, 5). Aśı futuras investigaciones podŕıan centrarse en: 1) finalizar
el algoritmo de estimación aqúı propuesto desde el enfoque clásico, 2) verificar el impacto
de las distribuciones a priori de los parámetros, en especial, del parámetro de discriminación
en el enfoque Bayesiano y 3) realizar simulación para verificar consistencia en los resultados
del modelo Bayesiano.
A. Estimación de parámetros de los
ı́tems v́ıa Máxima Verosimilitud
Marginal
El método EMVM propuesto por Bock y Lieberman (1970) asume que los examinados son
una muestra aleatoria representativa de una población con función de densidad de la habili-
dad dados los parámetros de los ı́tems g(θj|τ), con τ como vector que contiene los parámetros
de la función de densidad de la habilidad θj. Baker y Kim (2004) explican puntualmente la
esencia de esta técnica:
(...) is to integrate over the ability distribution, thus removing the random nuisance
(ability) parameters from the likelihood function. Hence, the item parameter estimation
is freed form its dependence on the estimation of each examinne's a bility though not
from its dependence on the ability distribution (p.158).
El proceso de asumir una distribución del trazo, permite hacer a un lado el cálculo del trazo
latente por individuo, lo que facilita el procedimiento de estimación de los parámetros de los
ı́tems y produce estimaciones consistentes, sobre esto diceBaker y Kim (2004):
In MMLE [Marginal Maximum Likelihood] approach, the point estimator of ability for a
subject, say, θ̂j , is replaced by a distribution that allocates the data of subject j across
the ability scale in proportion to the probability of their being at any given point along
the ability scale. Thus, instead of a single valued θ̂j for an examinee, the probability is
found of an examinee having each possible θj value along the ability scale conditional on
the item response vector uj , the item parameters in ψ, and the population distribution
of ability (p.158).
Aśı pues, la probabilidad θj puede considerarse una probabilidad a posterior, sujeta a la
distribución a priori de g(θj|τ) y del vector de respuestas uj del individuo j, . Tal como se
presenta a continuación:
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lo anterior no hace que el proceso sea un método Bayesiano sino que incluye dentro de
su matemática el Teorema de Bayes. En el numerador de (A-1), P (uj|θj, ξ) representa la
distribución de verosimilitud de los datos condicionada por el trazo latente y el vector de
parámetros de los ı́tems ξ, la cual, asumiendo independencia local, se puede modelar como:






en el denominador de (A-1) se encuentra la verosimilitud marginal conjunta de los datos y
el trazo latente, denominada como: P (uj) =
∫
P (uj|θj, ξ)g(θj|τ)dθj. Lo anterior conforma la










luego de calcular la ecuación (A-4) se procede a derivarla con respecto a los parámetros de
los ı́tems, presentadas a continuación:
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∂αi




[uij − Pi(θj)]Wij(θj − βi)[P ((θj)|uj, ξ, τ)]dθj = 0, (A-5)
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∂βi




[uij − Pi(θj)]Wij(θj − bi)[P ((θj)|uj, ξ, τ)]dθj = 0, (A-6)
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donde P ∗i =
1
1 + e−αi(θj−βi)
, Q∗i = 1− P ∗i . (A-8)
Uno de los inconvenientes de las ecuaciones (A-8);(A-7) y (A-6) es que la integral no tiene
solución anaĺıtica, lo que hace necesario el uso de métodos numéricos para su aproximación.
Bock y Lieberman (1970) usaron el método Cuadratura de Gauss-Hermitage, el cual está
diseñado para integrar funciones con la función de pesos w(x) = e−x
2
(Hildebrand, 1987,
p.395). La idea fundamental es aproximar la integral de una curva continua por una suma
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de áreas de un números finito de rectángulos, el punto medio de cada rectángulo, en la
escala de la habilidad, es llamado nodo y representado por Xl(l = 1, 2, ..., t); cada nodo tiene
asociado un peso A(Xl) que toma en cuenta la altura de la función de densidad g(θj | τ)
en Xl y el ancho de los rectángulos
1. Hay que resaltar que el uso de la Cuadratura Gauss
Hermitage se debe a que orginalmente este proceso asume que g(θj | τ) se distribuye normal
estándar y por ende acepta una base e−x
2
. En consecuencia, si se desea modificar el supuesto
en la distribución del trazo latente, se requerirá cambiar de algoritmo de aproximación de la
integral, cambiando los valores de Xl y A(Xl). A continuación, se presentan las ecuaciones de
verosimilitud para parámetros de los ı́tems ajustados con la aproximación de la cuadratura.





[uij − Pi(Xl)]Wij(Xl − bi)[P (Xl|uj, ξ, τ)] = 0, (A-9)





[uij − Pi(Xl)]Wij(Xl − bi)[P (Xl|uj, ξ, τ)] = 0, (A-10)







[P (Xl|uj, ξ, τ)] = 0, (A-11)
Las anteriores ecuaciones se pueden solucionar bajo las técnicas de Newton- Raphson o
Fisher scoring, pero presentan alto costo computacional y es inviable para pruebas con gran
número de ı́tems.
A.1. Reformulación Bock y Aitkin con aplicación de
algoritmo EM.
La propuesta de Bock y Aitkin (1981) proporciona una solución computacional factible y,
bajo el supuesto de una distribución del trazo latente conocida, produce parámetros consis-
tentes. Mantienen los supuestos independencia entre examinandos y entre las respuestas de
cada uno de ellos, en consecuencia, los parámetros de los ı́tems pueden ser estimados uno a
uno por separado. En śıntesis, la propuesta de Bock y Aitkin (1981) radica en el cálculo de los
estad́ısticos suficientes para la estimación de la log verosimilitud marginal. A continuación







1Más detalles en el cálculo de los valores de Xl y A(Xl) se encuentra en Stroud y Secrest (1966) y su
aplicación en la estimación de parámetros en la TRI en Harwell et al. (1988).
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La ecuación (A-12) es la función de verosimilitud y representa la probabilidad de observar un
vector de respuesta de un individuo uij condicionado al puntaje θj = Xl y a los parámetros
de los ı́tems. A partir de lo anterior se puede reescribir la ecuación (A-1) :






















Con base en lo anterior, se pude reescribir las funciones de verosimilitud marginal (A-9),
(A-10) y (A-11) como:
ai : (1− ci)
t∑
l=1
(Xl − bi)[r̄il − f̄ilPi(Xl)]Wij = 0, (A-16)
bi : −ai(1− ci)
t∑
l=1
[r̄il − Pi(Xl)]Wij = 0, (A-17)








haciendo uso de las ecuaciones (A-14), (A-17) y (A-18) se implementa el método Esperanza
Maximización (EM). El algoritmo EM propuesto por Bock y Aitkin (1981) es explicado en
Baker y Kim (2004, p.171):
1. Paso del cálculo de la esperanza
a. Use la expresión (A-12), estime los parámetros de los ı́tems de forma provisional
para calcular la verosimilitud del vector de puntaje de los ı́tems de cada examinado
en cada q nodos de la cuadratura.
b. Use la expresión (A-13) y los valores de A(Xl) en cada t nodos.
c. Use las ecuaciones (A-14) y (A-15) para generar los r̄il y f̄il para los t nodos de
2Consúltese (Baker y Kim, 2004, p.168) para una explicación detallada de las expresiones f̄il y r̄il
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habilidad.
2. Paso de Maximización: resuelva las ecuaciones (A-16), (A-17) y (A-18) con los r̄il ,
f̄il calculados en el paso c de la esperanza, estos valores son conocidos como los datos
artificiales. Debido a que estas ecuaciones dependen de P (Xl|uj, ξ, τ) el cual, a su
vez, dependen de los valores de los parámetros, lo que implica realizar algún método
interactivo como los mencionados anteriormente.
3. Detenga el ciclo si el valor de la verosimilitud no cambia, eso significa que los parámetros
de los ı́tems han convergido, de lo contrario continúe con el paso 1 y 2.
A.2. Alternativa frecuentista para estimación de
parámetros con distribución normal asimétrica
A continuación se propone un MRG politómico unidimencional con distribución del trazo
normal asimétrico a través del enfoque frecuentista, aqúı se presenta el proceso para llegar
a las ecuaciones de verosimilitud, estas ecuaciones no tiene precedentes en la bibliograf́ıa
consultada, pues no tienen solución consistente por lo métodos clásicos de Newton Raphson o
Scoring Fisher, pero pueden resultar seminales para futuras investigaciones que busquen una
solución de estos sistemas de ecuaciones por métodos alternativos como maching learning.
Luego de ello, se presentan las estad́ısticas suficientes para la elaboración de un algoritmo
EM que da solución a las ecuaciones de verosimilitud antes calculadas; junto con un proceso
de cuadratura que permite calcular los Xl y A(Xl) para valores fijos de una distribución
normal asimétrica, este proceso tiene la limitante de estimar los parámetros de los ı́tems sin
estimar el parámetro de asimetŕıa de la función de densidad del trazo, pero puede servir
para obtener valores de arranque de los parámetros de los ı́tems y los individuos para luego
estimar el parámetros de asimetŕıa.
Estimación de parámetros del Modelo de Respuesta Gradado con
algoritmo de Máxima Verosimilitud Marginal Bock y Aitkin
Las ecuaciones de estimación de parámetros del MRG de Samajima a través del algoritmo de
Máxima verosimilitud Marginal no se encuentran en documento público. Pese a ello, (Baker
y Kim, 2004, p.220) y (Hambleton y Swaminathan, 2013, p.95) enuncian la existencia de
los softwares MULTILOG, PARASCAL elaborados por (Thissen, 1991) y (Muraki y Bock,
1993) respectivamente, los cuales aplican EMVM-EM para el ajuste de los parámetros del
modelo gradado; aún aśı, no fue posible obtener información detallada de la estimación. De
igual forma, se encontró que el paquete ltm del software libre R implementa EMVM-EM
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para la estimación de los modelos politómicos, asumiendo normalidad del trazo (Rizopoulos,
2006), sin embargo, no se encontró detalles del algoritmo de estimación 3. Por lo antes dicho,
se expone una adaptación original del algoritmo EMVM-EM para el MRG de Samejima, el
desarrollo matemático sigue de cerca el procedimiento presentado por Baker y Kim (2004)
para el caso dicotómico.
Adaptación del algoritmo
De forma similar a lo presentado en el apartado anterior, P (θj|uj, ξ, τ) será la probabilidad a
posterior de observar un valor del trazo latente para un individuo j, condicional a su vector
respuestas uj, el vector de parámetros de los ı́tems ξ y el vector de parámetros τ de la función
de densidad de la normal asimétrica de Azzalini (1985). Por regla de Bayes es equivalente a:




asumiendo independencia local, el primer factor del numerador, el cual representa la verosi-
militud de los datos, esta dado por:











ui2 . . . Pik(θ)
ui,k , (A-20)
donde
P (u|θj, ξ) es la probabilidad un individuo responda un vector de respuesta u, condi-
cionado a su habilidad θj y el vector de parámetros de los ı́tems ξ.
Pi,g(θj) es la probabilidad de responder el ı́tem i la categoŕıa g en función del nivel del
trazo latente θj.
ui,g es 1 si el individuo responde la categoŕıa g del ı́tem i o 0 de lo contrario.
n es el número de ı́tems del constructo.
g indexa las categoŕıas g = 1, 2, ..., k, donde k es el número máximo de categoŕıas.
3El CRAN del programa ltm cita a Baker y Kim (2004) como fuente primaria del proceso de estimación;
pese que, como ya se mencionó, este documento sólo presenta el método de MVM-EM para el caso
dicotómico.
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La función de respuesta categórica Pig(θj) será la propuesta por Samejima en su modelo
gradado homogéneo, tal como se presentó en el caṕıtulo 2:
Pi,g(θj) =
eαi(θj−βig−1) − eαi(θj−βig)
(1 + eαi(θj−βig−1))(1 + eαi(θj−βig))
. (A-21)
Ahora bien, como se mencionó el caṕıtulo anterior en la propuesta Bock y Aitkin, una forma
de librarse se de los parámetros θj es integrando la función marginal no condicionada señalada




de tal forma que la función de verosimilitud marginal, asumiendo independencia entre las





donde N es el número total de respondientes. Operando la función logaritmo a ambos lados.





Para encontrar las ecuaciones marginales para αi se deriva la función de logverosimilitud con
respecto a ese parámetro:
∂
∂αi




















Por conveniencia se dejará de usar el subindice j de θ ya que este es un valor aleatorio
muestreado de una población. Además, intercambiando la derivada por la integral (véase
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lo anterior usando la relación.
∂
∂αi
P (uj|θ, ξ) =
∂
∂αi


































[logP (uj|θ, ξ)] [P (θ)|uj, ξ, τ)] dθ, (A-24)











































































































































































































































































[Pθ|uj, ξ, τ)] dθ. (A-29)
Ahora bien, la ecuación (A-21) se puede escribir como una resta de FCI de un modelo 2pl,
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La anterior derivada incluida en (A-29) anterior define la función de condición de primer
orden de la logverosimilitud con respecto a αi. De manera análoga se obtienen las funciones






































































Aplicación de la cuadratura como solución a la integral
Como se mostró en el caso dicotómico del caṕıtulo 3, las ecuaciones (A-29), (A-30), (A-31)
contienen una integral la cual no cuenta con solución anaĺıtica conocida, por lo cual se hace
necesario el uso de métodos numéricos; tal como la cuadratura gaussiana usada en el caso











[P (Xl|uj, ξ, τ)] , (A-32)





+ . . .























































(1 + eαi(Xl−βig−1))(1 + eαi(Xl−βig))
. (A-36)
4Carvajal (2017) es un buen ejemplo de la aplicación de métodos numéricos para la solución de la integral
en un modelo lp3 bajo supuesto distribución asimétrica del trazo latente.
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Ahora bien, en este punto se debe calcular los valores A(Xt) y Xl de la normal asimétrica,
por ello es necesario implementar algún procedimiento numérico, a continuación se presenta
el algoritmo para el cálculo de estos valores.
A.3. Aplicación de la Cuadratura de Gauss a la
distribución Normal Asimétrica
Las siguiente páginas están basadas en la propuesta de Fernandes y Atchley (2006) quienes





el problema es hallar un conjunto i = 0, 1, 2, . . . , n− 1 de pesos A(xl) y unas abscisas xl tal






sea lo más próximo posible, siempre que f sea un polinomio de grado 2n− 1 o menor. w(x)
es conocida como una función de pesos la cual representa una medida de densidad positiva.
Para nuestro problema w(x) representa la función de densidad de la distribución normal
asimétrica dada en (4-3) y f(x) será cualquier función que acompaña a w(x) en la integral.
Procedimiento




el conjunto de polinomios ortogonales con respecto al producto interno. Se obtiene p−1 = 0,









, i = 1, 2, ...
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Con el coeficiente b0 =
∫












. . . . . .






Las abscisas xl son iguales a los valores propios de J y los pesos están dados por A(xl) =
b0 ∗ qi,0 donde qi,0 es la primera componente del primer valor propio normalizado qi de la
matriz J ,véase la aplicación de este algoritmo en el apartado A.4. Siguiendo el procedimiento
anterior, se tiene que los pesos A(xl)y las abscisas xl resultantes para un µ = 2.52, σ = 1.49
y α = 2.93 son:
A(Xl) = 8.34592 ∗ 10−8, 0.0000250336, 0.00112713, 0.0157239, 0.0913215, 0.259121,
0.378192, 0.221071, 0.0327868, 0.000631498
Xl = 1.0826, 1.85531, 2.5918, 3.40069, 4.3555, 5.43399, 6.61393, 7.90456, 9.3488, 11.0795
Cálculo de los parámetros a partir de las funciones de verosimilitud
Las funciones de verosimilitud A-32, A-33 y A-34 se pueden solucionar por métodos como
Newton - Raphson o scoring Fisher, sin embargo estos resultan ser poco atractivos compu-
tacionalmente porque requieren la inversión de la matriz de información de tamaño 3n ∗ 3n
siendo n el número de ı́tems. De tal forma, como lo afirma Baker y kim (2004,p, 106) el pro-
ceso de estimación es limitado a un pequeño número de ı́tems. Es por ello que, se procederá
con la implementación del algoritmo EM propuesto por Thissen (1991) y documentado por
Hambleton y Swaminathan (2013, 95-96) quienes toman como estad́ısticos suficientes para































donde υ es el patrón de respuesta y xυµig (= 0, 1) es una variable indicadora que asume
valores de 1 si µi ∈ υ y 0 de cualquier otra forma. Es aśı que, el paso de esperanza es
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calculado con A-38 y A-39 asumiendo valores provisionales de los parámetros de los ı́tem
para Pig, l son los nodos, r̄µil son las frecuencias esperadas de la respuesta gradada µi del ı́tem
i en el nodo l y rυ son las frecuencias observadas del patrón de respuesta υ. La maximización











El proceso de maximización genera nuevos valores de los parámetros de los ı́tems, los cuales
deben ser incluidos en A-38 y A-39 y proseguir con el proceso interactivamente hasta que
las estimaciones de los parámetros sean estables, el anexo A.5 se presenta un programa en
R que tiene la primera interacción del algoritmo EM para el modelo aqúı propuesto. Pese
a que el modelo estima los parámetros de los ı́tems, asumiendo asimetŕıa en la distribución
de densidad del trazo latente, el parámetro de asimetŕıa fue calculado de forma exógena
al proceso a partir del ajuste de una normal asimétrica al histograma del puntaje final del
cuestionario aplicado a los microempresarios, puede consultarse los anexos B.
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w[x ]:=N [PDF[SkewNormalDistribution [µ, σ, ρ], x]];
Polinomio de grado cero
P00[x ]:=1;
Construcción de Polinomio de grado uno
A00 = (NIntegrate[x ∗ w[x] ∗ P00[x]∗P00[x],
{x,−Infinity, Infinity}])/(NIntegrate[w[x] ∗ P00[x] ∗ P00[x], {x,−Infinity, Infinity}])
El pi en este caso es cero
P01[x ]:=x− A00 Expand[P01[x ]]
−3.65858 + x
Ráıces de Polinomio de grado uno
Solve[P01[x] == 0, x]
{{x→ 3.65858}}
Construcción de Polinomio de grado dos
A01 = (NIntegrate[x ∗ w[x] ∗ P01[x] ∗ P01[x], {x,−Infinity, Infinity}])/
(NIntegrate[w[x] ∗ P01[x] ∗ P01[x], {x,−Infinity, Infinity}])
4.30214
B01 = (NIntegrate[w[x] ∗ P01[x] ∗ P01[x], {x,−Infinity,
Infinity}])/(NIntegrate[w[x] ∗ P00[x] ∗ P00[x], {x,−Infinity, Infinity}])
0.959718
P02[x ]:=(x− A01) ∗ P01[x]− B01 ∗ P00[x];
Solve[P02[x] == 0, x]
{{x→ 2.94922}, {x→ 5.01151}}
Construcción de Polinomio de grado tres
A02 = (NIntegrate[x ∗ w[x] ∗ P02[x] ∗ P02[x], {x,−Infinity, Infinity}])/
(NIntegrate[w[x] ∗ P02[x] ∗ P02[x], {x,−Infinity, Infinity}])
4.71359 B02 = (NIntegrate[w[x] ∗ P02[x] ∗ P02[x], {x,−Infinity,
Infinity}])/(NIntegrate[w[x] ∗ P01[x] ∗ P01[x], {x,−Infinity, Infinity}])
1.98466
P03[x ]:=(x− A02) ∗ P02[x]− B02 ∗ P01[x]; Solve[P03[x] == 0, x]
{{x→ 2.53592}, {x→ 4.02615}, {x→ 6.11225}}
Construcción de Polinomio de grado cuatro
A03 = (NIntegrate[x ∗ w[x] ∗ P03[x] ∗ P03[x], {x,−Infinity,
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Infinity}])/(NIntegrate[w[x] ∗ P03[x] ∗ P03[x], {x,−Infinity, Infinity}])
5.06361
B03 = (NIntegrate[w[x] ∗ P03[x] ∗ P03[x], {x,−Infinity, Infinity}])/(
NIntegrate[w[x] ∗ P02[x] ∗ P02[x], {x,−Infinity, Infinity}])
3.02921
P04[x ]:=(x− A03) ∗ P03[x]− B03 ∗ P02[x];
Solve[P04[x] == 0, x]
{{x→ 2.22906}, {x→ 3.43464}, {x→ 5.02717}, {x→ 7.04705}}
Construcción de Polinomio de grado cinco
A04 = (NIntegrate[x ∗ w[x] ∗ P04[x] ∗ P04[x], {x,−Infinity,
Infinity}])/(NIntegrate[w[x] ∗ P04[x] ∗ P04[x], {x,−Infinity, Infinity}]) 5.36944
B04 = (NIntegrate[w[x] ∗ P04[x] ∗ P04[x], {x,−Infinity,
Infinity}])/(NIntegrate[w[x] ∗ P03[x] ∗ P03[x], {x,−Infinity, Infinity}]) 4.06155
P05[x ]:=(x− A04) ∗ P04[x]− B04 ∗ P03[x];
Solve[P05[x] == 0, x]
{{x→ 1.97769}, {x→ 3.02584}, {x→ 4.31595}, {x→ 5.91782}, {x→ 7.87006}}
Construcción de Polinomio de grado seis
A05 = (NIntegrate[x ∗ w[x] ∗ P05[x] ∗ P05[x],
{x,−Infinity, Infinity}])/(NIntegrate[w[x] ∗ P05[x] ∗ P05[x], {x,−Infinity, Infinity}])
5.64232
B05 = (NIntegrate[w[x] ∗ P05[x] ∗ P05[x], {x,−Infinity, Infinity}])/(NIntegrate
[w[x] ∗ P04[x] ∗ P04[x], {x,−Infinity, Infinity}])
5.10207
P06[x ]:=(x− A05) ∗ P05[x]− B05 ∗ P04[x];
Solve[P06[x] == 0, x]
{{x→ 1.76106}, {x→ 2.71268}, {x→ 3.79738}, {x→ 5.14707},
{x→ 6.71887}, {x→ 8.61262}}
Construcción de Polinomio de grado siete
A06 = (NIntegrate[x ∗ w[x] ∗ P06[x] ∗ P06[x], {x,−Infinity, Infinity}])/
(NIntegrate[w[x] ∗ P06[x] ∗ P06[x], {x,−Infinity, Infinity}])
5.8936
B06 = (NIntegrate[w[x] ∗ P06[x] ∗ P06[x], {x,−Infinity, Infinity}])/
(NIntegrate[w[x] ∗ P05[x] ∗ P05[x], {x,−Infinity, Infinity}])
6.14281
P07[x ]:=(x− A06) ∗ P06[x]− B06 ∗ P05[x];
Solve[P07[x] == 0, x] {{x→ 1.56842}, {x→ 2.45468}, {x→ 3.40031}, {x→ 4.56234},
{x→ 5.91354}, {x→ 7.45007}, {x→ 9.29392}}
Construcción de Polinomio de grado ocho
A07 = (NIntegrate[x ∗ w[x] ∗ P07[x] ∗ P07[x], {x,−Infinity, Infinity}])/(NIntegrate
[w[x] ∗ P07[x] ∗ P07[x], {x,−Infinity, Infinity}])
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6.12672
B07 = (NIntegrate[w[x] ∗ P07[x] ∗ P07[x], {x,−Infinity, Infinity}])/(NIntegrate[w[x]
∗P06[x] ∗ P06[x], {x,−Infinity, Infinity}])
7.18246
P08[x ]:=(x− A07) ∗ P07[x]− B07 ∗ P06[x];
Solve[P08[x] == 0, x]
{{x→ 1.39357}, {x→ 2.2322}, {x→ 3.08339},
{x→ 4.09696}, {x→ 5.28874}, {x→ 6.62285}, {x→ 8.12568}, {x→ 9.92663}}
Construcción de Polinomio de grado nueve
A08 = (NIntegrate[x ∗ w[x] ∗ P08[x] ∗ P08[x], {x,−Infinity, Infinity}])/(NIntegrate[w[x]∗
P08[x] ∗ P08[x], {x,−Infinity, Infinity}])
6.34508
B08 = (NIntegrate[w[x] ∗ P08[x] ∗ P08[x], {x,−Infinity, Infinity}])/(NIntegrate
[w[x] ∗ P07[x] ∗ P07[x], {x,−Infinity, Infinity}])
8.22386
P09[x ]:=(x− A08) ∗ P08[x]− B08 ∗ P07[x];
Solve[P09[x] == 0, x] {{x→ 1.23253}, {x→ 2.03455}, {x→ 2.81954}, {x→ 3.71687},
{x→ 4.78047}, {x→ 5.97143}, {x→ 7.28401}, {x→ 8.75605}, {x→ 10.5196}}
Construcción de Polinomio de grado diez
A09 = (NIntegrate[x ∗ w[x] ∗ P09[x] ∗ P09[x], {x,−Infinity, Infinity}])/(NIntegrate
[w[x] ∗ P09[x] ∗ P09[x], {x,−Infinity, Infinity}])
6.55157
B09 = (NIntegrate[w[x] ∗ P09[x] ∗ P09[x], {x,−Infinity, Infinity}])/(NIntegrate[w[x]∗
P08[x] ∗ P08[x], {x,−Infinity, Infinity}])
9.26519
P10[x ]:=(x− A09) ∗ P09[x]
−B09 ∗ P08[x];
Solve[P10[x] == 0, x]
{{x→ 1.0826}, {x→ 1.85531}, {x→ 2.5918}, {x→ 3.40069}, {x→ 4.3555},
{x→ 5.43399}, {x→ 6.61393}, {x→ 7.90456}, {x→ 9.3488}, {x→ 11.0795}}
Construcción de Matriz Jacobiana Tridiagonal
J = Table[0, {10}, {10}] {{0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0}}
J [[1, 1]] = A00;
J [[2, 2]] = A01;
J [[3, 3]] = A02;
J [[4, 4]] = A03;
J [[5, 5]] = A04;
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J [[6, 6]] = A05;
J [[7, 7]] = A06;
J [[8, 8]] = A07;
J [[9, 9]] = A08;
J [[10, 10]] = A09;
J [[1, 2]] = Sqrt[B01];
J [[2, 1]] = Sqrt[B01];
J [[2, 3]] = Sqrt[B02];
J [[3, 2]] = Sqrt[B02];
J [[3, 4]] = Sqrt[B03];
J [[4, 3]] = Sqrt[B03];
J [[4, 5]] = Sqrt[B04];
J [[5, 4]] = Sqrt[B04];
J [[5, 6]] = Sqrt[B05];
J [[6, 5]] = Sqrt[B05];
J [[6, 7]] = Sqrt[B06];
J [[7, 6]] = Sqrt[B06];
J [[7, 8]] = Sqrt[B07];
J [[8, 7]] = Sqrt[B07];
J [[8, 9]] = Sqrt[B08];
J [[9, 8]] = Sqrt[B08];
J [[9, 10]] = Sqrt[B09];
J [[10, 9]] = Sqrt[B09];
MatrixForm[J ]
3.65 0.97 0 0 0 0 0 0 0 0
0.97 4.30 1.40 0 0 0 0 0 0 0
0 1.40 4.71 1.74 0 0 0 0 0 0
0 0 1.74 5.06 2.01 0 0 0 0 0
0 0 0 2.01 5.36 2.25 0 0 0 0
0 0 0 0 2.25 5.64 2.47 0 0 0
0 0 0 0 0 2.47 5.89 2.68 0 0
0 0 0 0 0 0 2.68 6.12 2.86 0
0 0 0 0 0 0 0 2.86 6.34 3.0438
0 0 0 0 0 0 0 0 3.04 6.55

Valores propios de la matriz jacobiana
xl = Eigenvalues[J ]
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{11.0795, 9.3488, 7.90456, 6.61393, 5.43399, 4.3555, 3.40069, 2.5918, 1.85531, 1.0826}
Comprobar teóricamente nodos
Expand[P10[x ]]
2.26894× 106 − 6.87746× 106x + 8.6942× 106x 2 − 6.0871
×106x 3 + 2.63066× 106x 4 − 737076.x 5 + 136184.x 6 − 16444.9x 7 + 1246.17
x 8 − 53.6667x 9 + x 10
Solve[P10[x] == 0, x]
{{x→ 1.0826}, {x→ 1.85531}, {x→ 2.5918}, {x→ 3.40069}, {x→ 4.3555},
{x→ 5.43399}, {x→ 6.61393}, {x→ 7.90456}, {x→ 9.3488}, {x→ 11.0795}}
Se comparan los valores propios de la matriz jacobiana con las ráıces del
polinomio de grado 10 y coinciden perfectamente
Vectores propios de la matriz jacobiana
Q = Eigenvectors[J ]
{{0.000288, 0.00218, 0.0103, 0.036, 0.0985, 0.216, 0.386, 0.54, 0.583, 0.392},
{−0.00500,−0.0290,−0.100,−0.24,−0.432,−0.544,−0.41,−0.0376, 0.350, 0.380},
{0.0335, 0.14, 0.348, 0.521, 0.434, 0.0218,−0.375,−0.302, 0.163, 0.368},
{0.125, 0.378, 0.533, 0.276,−0.248,−0.383, 0.0759, 0.374,−0.00724,−0.353},
{0.302, 0.547, 0.229,−0.348,−0.262, 0.303, 0.2137,−0.316,−0.123, 0.335},
{0.50, 0.362,−0.340,−0.223, 0.372, 0.0319,−0.355, 0.174, 0.224,−0.311},
{0.614,−0.16,−0.324, 0.375,−0.0299,−0.308, 0.306, 0.000388,−0.286, 0.277},
{0.470,−0.512, 0.294, 0.0552,−0.322, 0.346,−0.133,−0.156, 0.317,−0.244},
{−0.181, 0.333,−0.452, 0.474,−0.363, 0.142, 0.113,−0.302, 0.345,−0.22},
{−0.0251, 0.066,−0.133, 0.2,−0.329, 0.424,−0.480, 0.469,−0.377, 0.210}}
Cada fila corresponde a un vector propio los cuales ya se encuentran normalizados
q0 = Extract[Q, {{1, 1}, {2, 1}, {3, 1}, {4, 1}, {5, 1}, {6, 1}, {7, 1}, {8, 1}, {9, 1}, {10, 1}}]
{0.000288893,−0.00500336, 0.0335727, 0.125395, 0.302194, 0.50904,
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0.614973, 0.470182,−0.181071,−0.0251296}
Se extraen en q0 las primeras componentes de los vectores propios normalizados
b0 = 1;
Axl = b0 ∗ q0∧2
{8.345915304001065̀*∧-8, 0.0000250336, 0.00112713, 0.0157239, 0.0913215,
0.259121, 0.378192, 0.221071, 0.0327868, 0.000631498}
Fin
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A.5. Código en R para estimación de parámetros por el
método frecuentista
#Henry S e b a s t i án Rangel Quiñonez
#Valores de l a cuadratura para l a normal
#asim é t r i c a con par á metros a lpha= 2.52
#sigma =1.49 y a l f a= 2.93 c a l c u l a d o s en e l anexo A. 4 .
x . l=c ( 1 . 0826 , 1 . 85531 ,2 . 5918 , 3 .40069 , 4 .3555 ,
5 . 43399 , 6 . 61393 , 7 . 90456 , 9 . 3488 , 11 . 0795 )
Al . l=c (8 .34592∗10ˆ−8 , 0 .0000250336 , 0 .00112713 ,0 .0157239 ,
0 .0913215 , 0 .259121 , 0 .378192 , 0 .221071 , 0 .0327868 ,0 .000631498)
#Número de ı́ tem para l a base de datos l lamada
#” datos ” , cada ı́ tem comienza en cero y no deben
#e x i s t i r c a t e g o r ı́ as s i n f r e c u e n c i a a b s o l u t a .
n=length ( datos )
i=seq ( 1 : n )
#Número de c a t e g o r ı́ as por ı́ tems
k=rep (NA, n)
for ( i in 1 : n){
k [ i ]=(dim( table ( datos [ [ i ] ] ) ) −1)}
#Betas i n i c i a l e s en cero
betas=vector ( ” l i s t ” , 1)
for ( i in 1 : n){
betas [ [ i ] ]=( rep (0 , k [ i ] ) ) }
##Alpha i n i c i a l e s en uno
a=rep (1 , n )
##Pig ( Xl ) ecuac i ón A−36.
f i l a s=length ( a )
p ig=array (NA, dim= c ( f i l a s ,max( k)+1 , length ( x . l ) ) )
for (h in 1 : length ( x . l ) ){
for ( j in 1 : length ( a ) ){
for ( t in 1 : ( k [ j ] ) ) {
pig [ j , t+1,h]=(exp( a [ j ] ∗ ( x . l [ h]−betas [ [ j ] ] [ t ]))−
exp( a [ j ] ∗ ( x . l [ h]−betas [ [ j ] ] [ t +1]) ) )/
((1+exp( a [ j ] ∗ ( x . l [ h]−betas [ [ j ] ] [ t ] ) ) ) ∗
(1+exp( a [ j ] ∗ ( x . l [ h]−betas [ [ j ] ] [ t +1] ) ) ) )
p ig [ j , 1 , h]=1−(1/((1+exp(−a [ j ] ∗ ( x . l [ h]−
betas [ [ j ] ] [ 1 ] ) ) ) ) ) }
for ( t in ( k [ j ]+1)){
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p ig [ j , ( k [ j ]+1) ,h ]=(1/((1+exp(−a [ j ] ∗ ( x . l [ h]−
betas [ [ j ] ] [ t−1 ] ) ) ) ) )}}}
#Calcu la l o s patrones
#i n s t a l l . packages (” mirt ”)
l ibrary ( mirt )
modelgradado= mirt ( datos , 1 , itemtype = ” graded ” )
r=residuals ( modelgradado , type=”exp” )
patrones=r [ 1 : n ]
#Frecuencia de l o s patrones
f r e c u e n c i a=r [ n+1]
i c=rep ( 1 :nrow( patrones ) )
patrones=as . matrix ( patrones )
#i n v e r s a de l o s patrones para c a l c u l a r Pig ˆ u i j g
inverpa=t ( patrones )
##Coordenada de l o s e lementos de l a matr iz inverpa
coor =data . frame ( r=as . vector (row( inverpa ) ) ,
c=as . vector ( col ( inverpa ) ) , v=as . vector ( inverpa ) )
#Genera Calcu lo de Puig ˆ u i j g en A−35 de
#P( x l |mu, i p s i l o , tau ) .
pig u i j g=array (NA, dim=c (n , nrow( patrones ) , length ( x . l ) ) )
for ( i in 1 : length ( x . l ) ){
for ( j in 1 : ( n ∗nrow( patrones ) ) ){
pig u i j g [ coor [ j , 1 ] , coor [ j , 2 ] , i ]= pig [ coor [ j , 1 ] ,
( coor [ j , 3 ]+1) , i ]}}
pig u i j g [ , , 1 0 ]
#Numerador de P( x l |mu, i p s i l o , tau ) de A−35.
L=array (NA, dim=c ( length ( x . l ) ,nrow( patrones ) , 1 ) )
for ( i in 1 : length ( x . l ) ){
L[ , , 1 ]= apply ( p ig u i j g [ , , i ] , c ( 2 ) , prod)}
#Numerador L∗Al . l P( x l |mu, i p s i l o , tau ) de A−35
nume=matrix (NA, length ( x . l ) , nrow( patrones ) )
for (p in 1 :nrow( f r e c u e n c i a ) ){
nume [ , p]=L [ , p , 1 ] ∗Al . l }
#Suma de L∗Al . l P( x l |mu, i p s i l o , tau ) A−35
deno= rep (NA,nrow( patrones ) )
for ( i in 1 :nrow( patrones ) ){
deno [ i ]<−sum(nume [ , i ] ) }
# Construcc i ón numerador de ecuac i ón A−39
# n uik que se i n t e r p r e t a como e l número de
#examinados esperados que t i e n e e l punta je de
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#h a b i l i d a d Xl
n u i l= l i s t ( )
for ( k in 1 : length ( Al . l ) ){
n u i l [ [ k ] ]=( r$ f r e q∗L [ k , , 1 ] ∗Al . l [ k ] ) /deno}
n . j . l=c ( )
for ( k in 1 : length ( Al . l ) ){
n . j . l [ k]=sum( n u i l [ [ k ] ] ) }
sum(n . j . l )
#R u i l ecuacion A−39 que
#se i n t e r p r e t a como e l número de examinados
#con h a b i l i d a d x l que responden una c a t e g o r ı́ a
#e s p e c i f i c a en e l ı́ tem i . Creaci ón de l a
#v a r i a b l e ind icadora xvu i .
l i s t a=l i s t ( )
for (p in 1 : n){
l i s t a [ [ p ] ]= matrix (0 ,nrow=nrow( patrones ) ,
ncol=max( datos [ [ p ] ] )+1)}
for (w in 1 :nrow( patrones ) ){
for ( z in 1 : n){
l i s t a [ [ z ] ] [ w, ( patrones [w, z ]+1)]= 1}}
s t r ( l i s t a )
head ( l i s t a [ [ 1 ] ] )
##M u l t i p l i c a c i ón de matr iz ind icadora por n u i l
l i s t a 2=l i s t ( )
for (q in 1 : n ){
l i s t a 2 [ [ q ] ]= array (NA, dim=c ( nrow( patrones ) ,
(max( datos [ [ q ] ] ) + 1 ) , length ( Al . l ) ) )}
for ( k in 1 : length ( Al . l ) ){
for (q in 1 : n){
for (p in 1 : (max( datos [ [ q ] ] ) + 1 ) ){
l i s t a 2 [ [ q ] ] [ , p , k ] =(( l i s t a [ [ q ] ] [ , p ] ∗ r$ f r e q∗
L [ k , , 1 ] ∗Al . l [ k ] ) /deno )}}}
#Suma de matr ices dentro d e l mismo array
r . u . i . l=l i s t ( )
for ( i in 1 : n){
r . u . i . l [ [ i ] ]= matrix ( NA, nrow=length ( Al . l ) ,
ncol= ncol ( l i s t a 2 [ [ i ] ] [ , , 1 ] ) ) }
for ( i in 1 : n){
for ( j in 1 : length ( Al . l ) ){
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r . u . i . l [ [ i ] ] [ j , ]= apply ( l i s t a 2 [ [ i ] ] [ , , j ] , 2 , sum)}}
r . u . i . l
#Proporci ón esperada de r e s p u e s t a s por c a t e g o r ı́ as d e l ı́ tem
p . r=l i s t ( )
for ( i in 1 : n){
p . r [ [ i ] ]= matrix ( NA, nrow=length ( Al . l ) ,
ncol= ncol ( l i s t a 2 [ [ i ] ] [ , , 1 ] ) ) }
for (q in 1 : n){
for (p in 1 : (max( datos [ [ q ] ] ) + 1 ) ){
p . r [ [ q ] ] [ , p]= r . u . i . l [ [ q ] ] [ , p ] /n . j . l }}
##Optimizac i ón paso M
#Se hace por ı́ tem no por e l t e s t
#ejemplo de e s t i m a c i ón par á metros ı́ tem 1
l o g l i k 2<−function ( v ){
a1=v [ 1 ]
b1=v [ 2 ]
d1=v [ 3 ]
d2=v [ 4 ]
d3=v [ 5 ]
eta1= −a1∗ ( x . l−(b1 ) )
eta2= −a1 ∗ ( x . l−(b1+exp( d1 ) ) )
eta3= −a1 ∗ ( x . l−(b1+exp( d1)+exp( d2 ) ) )
eta4= −a1 ∗ ( x . l−(b1+exp( d1)+exp( d2)+exp( d3 ) ) )
p i j= 1−(1/(1+exp( eta1 ) ) )
p i j 1 =((1/(1+exp( eta1 )))−((1/(1+exp( eta2 ) ) ) ) )
p i j 2 =((1/(1+exp( eta2 )))−((1/(1+exp( eta3 ) ) ) ) )
p i j 3 =((1/(1+exp( eta3 )))−((1/(1+exp( eta4 ) ) ) ) )
p i j 4=1/(1+exp( eta4 ) )
p i j 1=i f e l s e ( p i j 1<1e−5,1e−5, p i j 1 )
p i j 1=i f e l s e ( p i j 1 >0 .99 ,0 .99 , p i j 1 )
p i j=i f e l s e ( p i j 1<1e−5,1e−5, p i j 1 )
p i j=i f e l s e ( p i j 1 >0 .99 ,0 .99 , p i j 1 )
p i j 2=i f e l s e ( p i j 1<1e−5,1e−5, p i j 1 )
p i j 2=i f e l s e ( p i j 1 >0 .99 ,0 .99 , p i j 1 )
p i j 3=i f e l s e ( p i j 1<1e−5,1e−5, p i j 1 )
p i j 3=i f e l s e ( p i j 1 >0 .99 ,0 .99 , p i j 1 )
p i j 4=i f e l s e ( p i j 1<1e−5,1e−5, p i j 1 )
p i j 4=i f e l s e ( p i j 1 >0 .99 ,0 .99 , p i j 1 )
return(−sum( r . u . i . l [ [ 1 ] ] [ , 1 ] ∗ log ( p i j )+ r . u . i . l [ [ 1 ] ] [ , 2 ] ∗ log ( p i j 1 )+
r . u . i . l [ [ 1 ] ] [ , 3 ] ∗log ( p i j 2 )+
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r . u . i . l [ [ 1 ] ] [ , 4 ] ∗ log ( p i j 3 )+
r . u . i . l [ [ 1 ] ] [ , 5 ] ∗ log ( p i j 4 ) ) )}
optim(par=c ( 1 , 0 , 0 , 0 , 0 ) , l o g l i k 2 , method = c ( ”BFGS” ) , )$par
# Para l o g r a r e l ordenamiento de forma ascendente
de l o s betas se implementa b1+exp( d1 ) . Este
procedimiento se r e p i t e hasta convergenc ia
de l o s par á metros a un va l o r .
Fin
B. Tratamiento de los datos
Los datos de la presente tesis son producto del proyecto mancomunado del grupo de inves-
tigación en Desarrollo Regional y Ordenamiento Territorial (GIDROT) adscrito a la escuela
de Economı́a de la Universidad Industrial de Santander (UIS) y la Coperativa multiativa
de trabajadores de Santander (Comultrasan). El objetivo central del proyecto era analizar
los factores socio-económicos de las famiempresas del Área Metropolitana de Bucaramanga,
desde el enfoque de activos familiares y de la estructura de oportunidades. La unidad de
análisis de esta investigación fue la familia ya que las cualidades y debilidades de estas eran
transferidas a la empresa familiar.
En lo que respecta al análisis cuantitativo la investigación contó con una encuesta conformada
por 7 módulos: perfil del encuestado, Capital Psicológico, Capital Humano, Capital Social,
Capital F́ısico y Capital Financiero. Se realizaron 384 encuestas de las cuales 307 eran de
socios de la cooperativa y 77 no lo eran. Se implementó un muestreo estratificado por los
cuatro municipios que componen el Área Metropolitana de Bucaramanga con un tamaño de
muestra en cada estrato determinado por una afijación proporcional al tamaño. La aplicación
del modelo propuesto se hará con los datos del modulo del capital financiero1, pues el trazo
latente que subyace puede asumirse asimétrico, por su gran relación con la distribución de
ingresos que, en páıses en v́ıa de desarrollo, suelen presentar grandes asimetŕıas.
B.1. Variables usadas para la conformación del constructo
del capital financiero
El constructo del capital financiero está conformado por 8 ı́tems politómicos ordinales que
miden la capacidad de respuesta financiera de la famiempresa para obtener liquidez y afron-
tar las actividades empresariales y familiares. La encuesta original estaba conformada por
1Para Kaztman et al. (2000) el capital financiero se refiere a recursos tales como los ahorros monetarios,
rentas, acceso a créditos, acciones, bonos, etc. La caracteŕıstica fundamental de este tipo de capital es su
alta liquidez y multifuncionalidad. A su vez, este tipo de recursos están relacionados, en primera medida,
con los ingresos que llegan al hogar por las distintas actividades realizadas por sus miembros, en segunda
medida, con las fuentes de financiamiento, y por último, con los mecanismos formales e informales.
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preguntas tipo testlet con una pregunta introductoria dicotómica que indica la tenencia o
no de una caracteŕıstica general y varias preguntas subordinadas. En total se contaban con
77 preguntas dicótomas que especifican la caracteŕıstica medida en la pregunta inicial del
testlet, a continuación se presenta un ejemplo de la pregunta inicial2.
FN1 ¿Usted o algún integrante de su hogar tiene al menos un servicio o producto financiero
de ahorro o inversión? (Śı o No)
FN1.1 Acciones
FN1.2 Renta Fija como Depósitos a Plazo (CDTs, bonos)
FN1.3 Cuentas de Ahorro (personales, vivienda, educación)
FN1.4 Cuentas Corrientes
FN1.5 Ahorro Programado
Preguntas como la FN1 no pueden ser utilizadas en la TRI por violar el supuesto de in-
dependencia local. Por tal motivo, se optó por recodificar la pregunta teniendo cuenta la
información de las preguntas subordinadas, el propósito de la reedición fue construir un or-
denamiento de los encuestados a partir de las respuestas de las subpreguntas. Para lograr
este objetivo se aplicaron diferentes métodos entre los cuales se encuentran el Análisis de
Componentes Principales (ACP), Análisis de Cluster y el criterio experto. A continuación,
se expondrá la metodoloǵıa usada para la conformación del ı́tem 1.
Conversión de la pregunta FN1 de teslet a pregunta politómica ordinal
La conversión de la pregunta FN1 de teslet a pregunta politómica ordinal se hizo a partir del
ACP usado para verificar la unidimensionalidad del conjunto de subpreguntas y para la con-
formación de los clusters. Para lograr una mejor interpretación de la dirección de las variables
se construyó una variable auxiliar, construida a partir de un Análisis de Correspondencias
Múltiples (ACM) previo al ACP, del que se extrajo la siguiente valoración a cada pregunta:
Acciones (5), Renta Fija (4), Cuentas corriente y ahorro programado (3), Cuenta de ahorro
(2), Ahorro comunal (1). Es aśı que, la variable auxiliar será la suma de las respuesta de
cada individuo luego de la anterior valoración, esto es de gran utilidad al considerar que una
gran cantidad de famiempresarios marcaron positivamente a varias subpreguntas de FN1.
2Para consultar más detalles sobre la encuesta original remı́tase a Rangel Quiñonez y Yáñes Canal (2018)
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ACP para FN1
En la Figura A-1 muestra las variables originales y la variable auxiliar.



















































Figura B-1.: Análisis de Componentes Principales para FN1
La anterior figura muestra que en los dos primeros factores se explica el 41 % de la variabi-
lidad de las subpreguntas de FN1, confirmando la unidimencionalidad del ı́tem. Además, se
observa que la variable auxiliar queda apuntando al primer cuadrante, lo que sugiere que los
ordenamiento serán harán de izquierda a derecha en la dirección de la variable auxiliar. En
la figura B-1 se enseñan los diferentes cluster conformados a partir del ACP.
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(a) Cluster
Figura B-2.: Cluster Análisis a partir de ACM para FN1
B.1.1. Conclusión del agrupamiento
Del anterior análisis se logró realizar el siguiente agrupamiento: Grupo 0, conformado por el
cluster 1 y caracterizado por carecer de las categoŕıas de FN1. Grupo 1, conformado por el
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cluster 2, 3 y 4 y caracterizado por tener cuentas de ahorros, cuentas corrientes y ahorros
programados. El grupo 2, conformado por el cluster 7 y caracterizado por tener cuenta de
ahorro corriente, ahorro programado y comunal. Grupo 3, conformado por los cluster 5 y 6
y caracterizado por tener acciones, cdts y cuentas de ahorros.
Luego de la recodificación de las subpreguntas de FN1 se obtiene una única variable que
será considerado el ı́tem 1, el cual mide El nivel de los servicios o productos financieros de
la famiempresa. La distribución del ı́tem 1 es:
















Figura B-3.: Diagrama de barras respuestas del item 1
La figura B-3 muestra que el nivel de los servicios financieros es asimétrico, ya que son muy
pocos los famiempresarios que tienen niveles altos, categoŕıas 2 y 3, en comparación con la
mayoŕıa que presentan niveles bajos, categoŕıas 0 y 1.
Ítem 2
El ı́tem 2 mide el grado de aseguramiento de la familia y del negocio, las categoŕıas posibles
son: categoŕıa 0, para aquellos que no han tenido seguros; categoŕıa 1, aquellos famiempre-
sarios que tienen o han tenido seguros básico como fúnebre, de vida o seguros del deudor
en caso de tener un crédito; categoŕıa 2 aquellos que además de tener seguros básicos tienen
alguno de los seguros intermedios como seguros contra robos, seguros por terremotos, seguros
de vivienda, automotriz y desempleo; para finalizar la categoŕıa 3 son los famiempresarios
que tienen los seguros básico de vida y de muerte del deudor junto con los seguros de vi-
vienda, incendio y terremoto, asegurando el patrimonio más valioso de los famiempresarios,
el hogar, para detalles en la codificación de los ı́tem 2 al 11 véase el anexo c. La distribución
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de esta variable se presenta la figura B-4.










Figura B-4.: Diagrama de barras respuesta del ı́tem 2
Ítem 3
El ı́tem 3 mide la capacidad de las famiempresas para hacer pagos por medios del sector
financiero, las categoŕıas del ı́tem son 5 y son conformadas por la cantidad de medios de
pagos usados, de tal forma que la categoŕıa 0 la conforman todas las famiempresas que no
usa medios de pagos del sector financiero; la categoŕıa 1 la forma las empresas que cuentan
con 1 medio de pago; la categoŕıa 2 las que cuenta con dos medios de pagos y aśı hasta la
categoŕıa 5 que contiene a las famiempresarios que hacen uso de 5 medios de pagos. Los
medios de pagos contemplados para esta clasificación fueron: tarjeta crédito, tarjeta debido,
pago automático de cuentas, trasferencias de fondos por internet y por teléfono, tarjeta
prepago, factoring u otros. La distribución de las respuestas del ı́tem 3 se presentan en la
figura B-5.










Figura B-5.: Diagrama de barras respuesta del ı́tem 3
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Ítem 4
El ı́tem 4 mide la capacidad de las famiempresas de obtener ingresos extras diferentes de
los beneficios de la actividad empresarial principal. Las categoŕıas de este ı́tem representan
el número de fuentes extras de ingreso que se tienen, a saber las categoŕıas son: categoŕıa
0 para aquellos que no tienen ingresos extras, categoŕıa 1 para aquellos que cuentan con 1
ingreso extras, categoŕıa 2 para aquellos que cuentan con 2 fuentes de ingresos y aśı hasta
la categoŕıa 4 para aquellos que tienen 4 fuentes de ingresos. Las fuentes de ingreso que se
indagaron fueron: ingresos por actividad laboral de los miembro de la famiempresa, ingresos
por cuota alimentaria, ingresos por dinero aportado de familiares residentes o no en el páıs,
ingresos por pensión a la vejes o invalidez, ingresos por negocios diferentes al encuestado,
ingresos por depósitos, por ganancias de acciones, ingresos por venta de maquinaria del
negocio, ingresos por venta de bienes caseros, ingresos por donaciones distinta al gobierno o
de familiares, ingresos por subsidio familiar e ingresos por subsidios del estado.










Figura B-6.: Diagrama de barras respuesta del ı́tem 4
Ítem 5
El ı́tem 5 mide las rentas de la famiempresa por concepto de maquinarias, veh́ıculo de
trasporte y herramientas, implementos de trabajo entre otros. Las categoŕıas representan
el número de fuentes de rentas. En la figura 7 se muestra la distribución de las respuestas
del ı́tem 5. Hay que aclarar que la mayoŕıa de empresas se encontraban en la categoŕıa 0,
lo que indicaba que no hab́ıan obtenido rentas en el último mes por concepto de ventas de
maquinaria o equipos; dos empresas respondieron la categoŕıa 1, es decir que obtuvieron
ingresos por conceptos de dos ventas de algunos de estos equipos, y una empresa afirmó
haber obtenido ingresos por la venta de 3 tipos de maquinaria o herramientas lo que la ubicó
en la categoŕıa 2.























Figura B-7.: Diagrama de barras respuesta del ı́tem 5
Ítem 6
El ı́tem 6 mide la capacidad de la famiempresa para recibir rentas provenientes de la finca
ráız como propiedades urbanas, agŕıcolas o de descanso. Las categoŕıas indican el número de





















Figura B-8.: Diagrama de barras respuesta del ı́tem 6
Ítem 7
El ı́tem 7 mide el grado de endeudamiento de la famiempresas. Las categoŕıas consideradas
son: la categoŕıa 0 la conforman todos lo que no tienen créditos; la categoŕıa 1 son aquellos
famiempresarios con créditos informales como “gota a gota”, créditos con casas prendarias y
fiados, estos tienen altas tasas de interés y por lo general no cuentan con estudios del perfil
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de riesgo del prestatario, por ello son considerados los de peor puntaje en este ı́tem; el código
2 lo conforman aquello que se caracterizan por tener créditos con amigos,proveedores, crédi-
to educacionales, crédito automotriz y créditos con ONG o fundaciones, algunos de estos
créditos no tienen tasas de interés, como el caso de los créditos con amigos o proveedores
y otros tienen tasas de interés promedios, este tipo de créditos se caracterizan por realizar
estudios de riesgo crediticio laxos en comparación con los estudios de riesgo de los bancos;
la categoŕıa 3 la conforman los famiempresarios que tienen créditos con entidades bancarias,
estos créditos tienen tasas de interés historicamente menores a los demás medios de finan-
ciación mencionados y requieren un estudio riesgo financiero riguroso. La distribución de las
respuestas del ı́tem 7 se presentan en la figura B-9.
Figura B-9.: Diagrama de barras respuesta del ı́tem 7
Ítem 8
El ı́tem 8 mide el nivel de beneficios de la famiempresa. Las categoŕıas son: (1) menor o
igual a 600.000, (2) más de 600.000 pero menor o igual a 1.200.000, (3) más de 1.200.000
pero menor o igual a 2.400.000 y (4) mayor o igual a 2.400.001. Hay que aclarar que esta
pregunta contó con 51 valores faltantes, esto debido a la sensibilidad de la pregunta, por
esta razón en el documento “Clasificación de una muestra de microempresarios del Área
Metropolitana de Bucaramanga, a partir de los capitales de salud, educativo, social, f́ısico y
financiero, utilizando el Análisis de Correspondencia Múltiple se procedió a imputar los datos
faltantes a través de un Análisis de Componentes Principales, lo cual permitió clasificar las
no respuestas en las categoŕıas más bajas del nivel de beneficios, más información sobre este
proceso de imputación en Rangel Quiñonez y Yáñes Canal (2018) .
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Figura B-10.: Diagrama de barras respuesta del ı́tem 8
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B.2. Ajuste de la distribución al trazo latente
A partir de los 8 ı́tem ordinales construidos, se procede a verificar la unidimencionalidad del
nuevo constructo por medio de un ACP.
ACP para constructo capital financiero
Para verificar la unidimencionalidad del constructo se realiza un ACP para luego proceder
a la conformación de los puntajes de los famiempresarios.
Figura B-11.: ACP para constructo capital social
Tabla B-1.: Valores propios de los 8 ı́tem del constructo
Valores propios Porcentaje de varianza Porcentaje de varianza acumulada
comp 1 1.75 21.91 21.91
comp 2 1.18 14.78 36.70
comp 3 1.09 13.59 50.29
comp 4 0.96 11.95 62.23
comp 5 0.88 11.03 73.26
comp 6 0.81 10.15 83.42
comp 7 0.73 9.17 92.58
comp 8 0.59 7.42 100.00
En la figura anterior B-11 se evidencia que los 8 ı́tems tienen una sola dirección lo que apo-
yaŕıa la unidimensionalidad del constructo, la tabla B-1 debate esta conclusión, al presentar
los valores propios de las 8 componentes, alĺı se afirma que por lo menos existen tres di-
mensiones, esto no es sorprendente pues el cuestionario original teńıa múltiples propósitos y
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contaban con más de 232 preguntas, por lo tanto uno de los trabajo previos a esta investi-
gación fue la selección y conformación del constructo capital financiero. Sin embargo, estos
datos sirven como ejemplificación del uso del algoritmo aqúı propuesto a temas económicos.
Con las anteriores salvedades, se procede a realizar el cálculo de un puntaje del capitual
finaciero por medio de la suma de respuesta de los ı́tems y por, otro lado, por medio de las
proyecciones de los respondientes en la primera componente del ACP.
(a) Puntaje por suma de respuestas (b) Puntaje por ACP
Figura B-12.: Histogramas de los puntajes del constructo
Como se evidencia en la figura B-12, los puntajes por los dos métodos presentan asimetŕıa
positiva.
Búsqueda de la mejor distribución por medio del paquete Galmss
Figura B-13.: Ajuste de varias funciones de densidad al histograma de los puntajes del constructo
La figura A-13 muestra el puntaje por el método clásico y diferentes ajustes por medio del
paquete Galmss del sofware R. La curva roja sobre el histograma representa la distribución
emṕırica y la curva azul la distribución ajustada de acuerdo a las distribuciones: normal,
gamma, lognormal y asimétrica 1, 2 y 3. Como se observa la distribución asimétrica 1 se
ajusta muy bien al puntaje clásico.
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Figura B-14.: Residuales de normal asimétrica ajustada
La figura B-14 presenta los errores de la regresión con Galmss asumiendo distribución normal
asimétrica al puntaje del constructo, se evidencia que los errores son normales y no tienen
tendencia, lo que confirma la idoneidad del ajuste.
C. Código en Rstan del modelo MJBRG
#Henry S e b a s t i án Rangel Quiñonez
# Modelo gradado asim é t r i c o haciendo uso de Stan
rm( l i s t=l s ( a l l=TRUE) )
datos=read . table ( ” d a t o s o r i g i n a l 2 . csv ” , header=T, sep=” ; ” )
attach ( datos )
names( datos )
in s ta l l . packages ( ’ t i d y r ’ ) # datos en forma long
l ibrary ( t i d y r )
df<− gather ( datos , Item , Valor , 2 : 9 )
attach ( df )
# Cargar r s tan
l ibrary ( r s tan )
r s tan options ( auto write = TRUE)
options (mc . co r e s = p a r a l l e l : : de tectCores ( ) )
# t o t a l parametros
NN = nrow( df ) #3072; núm. r e g i s t r o s
NP = nrow ( datos ) #384; núm. famiempresas
#NC = max( d f [ , 3 ] ) #3; número de c a t e g o r ı́ as
NI = ncol ( datos )−1 #8; núm. ı́ tem
#número de c a t e g o r ı́ as , puntos de c o r t e y orden de l o s
# con i g u a l número de c a t e g o r ı́ as
datos1=datos [ ,−1]
NC=rep (NA, NI )
for ( i in 1 : NI ){
NC[ i ]=(dim( table ( datos1 [ [ i ] ] ) ) −1)}
n cat fami=rep ( c ( 2 , 3 , 4 , 5 ) , c (768 ,1536 ,384 ,384) )
n orden cat=rep ( c ( 1 , 2 , 1 , 2 , 3 , 4 , 1 , 1 ) , c (384 , 384 ,
384 , 384 ,384 , 384 ,384 , 384))
l ibrary ( p ly r )
df$Item <− r eva lue ( df$Item , c ( ”X1”=1))
df$Item <− r eva lue ( df$Item , c ( ”X2”=2))
df$Item <− r eva lue ( df$Item , c ( ”X3”=3))
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df$Item <− r eva lue ( df$Item , c ( ”X4”=4))
df$Item <− r eva lue ( df$Item , c ( ”X5”=5))
df$Item <− r eva lue ( df$Item , c ( ”X6”=6))
df$Item <− r eva lue ( df$Item , c ( ”X7”=7))
df$Item <− r eva lue ( df$Item , c ( ”X8”=8))
i=as . integer ( df [ , 2 ] )
# Datos en o b j e t o l i s t a s para l l e v a r a Stan
dat = l i s t ( famiempresas=df [ , 1 ] , item=i , y= df [ , 3 ] , N=NN,
N fami=NP, N item=NI , N cat=n cat fami ,
N ord cat=n orden cat )
attach ( dat )
s t r ( dat )
# Primera compi lac i ón
f i t a s i m e<− stan ( f i l e = ” asime . stan ” , data = dat ,
i t e r = 20 , cha ins = 1 , control = l i s t ( adapt de l t a =0.99))
# Ahora se ampl ı́ an e l número de i n t e r a c c i o n e s a p a r t i r
# de l a compi lac i ón a n t e r i o r y se guardan l o s r e s u l t a d o s para
# v o l v e r a ser usados
f i t a s i m e 2<− stan ( f i t = f i t a s ime , data =dat ,
i t e r = 4000 , cha ins = 4 , control = l i s t (max t reedepth = 12))
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de respuesta al ı́tem.
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empresarios del Área metropolitana de bucaramanga, a partir de los capitales de salud,
educativo, social, f́ısico y financiero, utilizando el análisis de correspondencia múltiple.
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