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1. INTRODUCTION
w xBector 2 introduced the concept of a strong pseudoconvex function and
used it to establish the nature of quotients, products, rational powers, and
w x w xcompositions of convex-like functions 3 . Later, Bector and Singh in 9
introduced B-vex functions as a generalization of strong pseudo convex
functions and discussed their various properties. Further properties of
w x w xsuch functions were discussed in 35 . Hanson 29 introduced the concept
of invex functions and showed that an appropriately defined optimization
problem containing invex functions satisfies the Karush]Kuhn]Tucker
optimality conditions.
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In the recent past some duality results have been obtained for minmax
programming problems involving several ratios, called minmax fractional
wor generalized fractional programming problems 5]7, 15, 17, 23]25, 30,
x w x37, 38, 40 . Of particular interest are those by Crouzeix 23 , Crouzeix et al.
w x w x w x24, 25 , Jagannathan and Schaible 30 , Chandra et al. 19 , and Bector and
w x w x w xSuneja 6 . Crouzeix 23 and Crouzeix et al. 24, 25 used the quasiconvex
w xduality theory developed by Crouzeix 23 while Jagannathan and Schaible
w x30 obtained the duality results via Farkas' lemma. For such problems,
w xChandra et al. 19 studied duality through the ratio game approach, and
w xBector and Suneja 6 presented Lagrange duality. Other duality results for
w x wthis class of problems have been obtained by Bector et al. 7 , and Xu 37,
x38 . Minmax optimization problems occur frequently in many important
areas like game theory, Chebychev approximation, economics, and finan-
cial planning. Some of the basic results of such problems are found in
w x w xbooks such as those by Danskin 26 and Demyanov and Molozemov 27 .
A variety of applications of minmax fractional programming problems are
w xgiven in 1, 24, 28 .
w xRecently, Bector et al. 10, 11 unified the concept of B-vex functions
and invex functions, naming such functions as B-invex functions. Indepen-
w xdently, Jeyakumar and Mond 31 introduced the idea of V-invex functions
w x wwhich are similar to B-invex functions 10, 11 . Both B-invex functions 10,
x w x11 and V-invex 31 functions unify the duality of vector valued fractional
w xprograms 12]14, 17, 20, 31 . A useful consequence of B-vexity is that
pseudolinear multiobjective and minmax programming problems and cer-
 .tain nonlinear multiobjective fractional and minmax generalized frac-
tional programming problems do not require a separate treatment for
duality, and all results on optimally conditions and duality for them can be
derived by using the general concept of B-vexity.
General theory for optimizing n-set functions was first developed by
w xMorris 34 who, for fractions of a single set, obtained results that are
w xsimilar to the standard mathematical programming problem. Corley 22
developed an optimization theory for programming problems with n-set
functions, established optimality conditions, and obtained Lagrangian dual-
w xity. Zalmai 39 considered several practical applications for a class of
nonlinear programming problems involving a single objective and differen-
tiable n-set functions, and established several sufficient and duality results
under generalized r-convexity conditions.
w xBector et al. 16 established sufficient optimally conditions and proved
duality results for multiobjective programming problems with differen-
w xtiable n-set functions. In 17 Bector et al. considered a class of multiobjec-
tive fractional programming problems in which the objectives are ratios of
appropriately restricted differentiable n-set functions, introduced Wolfe's
w x w xdual 36 along the lines of Bector 4 , and established duality results in
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terms of properly efficient solutions. A relationship with a certain vector-
valued saddle point of a Lagrangian was also established.
In the present paper we consider a minmax programming problem
involving several B-vex n-set functions and for it establish necessary and
w xsufficient optimality theorems and Wolfe type duality 36, 4 results.
 .Furthermore, we consider the n-set generalized minmax fractional pro-
gramming problem and derive the Wolfe type duality results for it as a
special case of the main problem.
2. NOTATION, DEFINITIONS, AND PRELIMINARIES
 .Throughout the paper we assume that X, A, m is a finite atomless
 .measure space with L X, A, m separable. We also assume that S is a1
subset of An s A = A = ??? = A, the n-fold product of the s-algebra A of
subsets of a given set X. Let d be the pseudometric on An defined by
d R , R , . . . , R , S , S , . . . , S .  . .1 2 n 1 2 n
1r2n
2s m R DS , R , S g A ; i s 1, 2, . . . , n , . i i i i
is1
 n .where R DS denotes the symmetric difference for R and S . Thus A , di i i i
is a pseudosymmetric space which will serve as the domain for most of the
 .functions used in the present paper. Thus h g L X, A, m and Z g A1
 .  .with indicator characteristic function I g L X, A, m ; the general inte-Z `
 .:gral H h dm will be denoted by h, I .z Z
w xWe now give the following definitions along the lines of Zalmai 39 .
DEFINITION 2.1. A set function H: A ª R1 is said to be differentiable
 .at S* g A if there exists DH g L X, A, m , called the derivative of HS* 1
at S*, such that
 :H S s H S* q DH , I y I q V S*, S , .  .  .S* S* S* H
 . w  .x  .  .where V S*, S is o d S*, S , i.e., lim V S*, S rd S*, S s 0.H dS*, S .ª 0 H
We now define the differentiation for an n-set function.
n 1  U U U . nDEFINITION 2.2. Let F: A ª R and S , S , . . . , S g A . Then1 2 n
 U U U .F is said to have a partial derivative at S , S , . . . , S with respect1 2 n
to its ith argument S if the set functioni
H S s F SU , SU , . . . , SU , S , SU , . . . , SU , .  .i 1 2 iy1 i iq1 n
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has derivative DF U at SU. In that case we define the ith partial derivativeS ii
 U U U . U U Uof F at S , S , . . . , S to be D F s DF , i s 1, 2, . . . , n.1 2 n i S , . . . , S S1 n i
n 1  U U U . nDEFINITION 2.3. Let F: A ª R and S , S , . . . , S g A . Then F is1 2 n
 U U U .said to be differentiable at S , S , . . . , S if all the partial derivatives1 2 n
DF U , i s 1, 2, . . . , n, exist and satisfySi
n
U U U
U U UF S , S , . . . , S s F S , S , . . . , S q D F , I y I : .  . 1 2 n 1 2 n i S , . . . , S S S1 n i i
is1
U U Uq W S , S , . . . , S , S , S , . . . , S , .  .F 1 2 n 1 2 n
w U U U .  .xwhere W S , S , . . . , S , S , S , . . . , S isF 1 2 n 1 2 n
U U Uo d S , S , . . . , S , S , S , . . . , S 4 .  .1 2 n 1 2 n
 .for all S , S , . . . , S g A.1 2 n
DEFINITION 2.4. Let F: An ª R1 be differentiable. Then F is said to
 . w xbe convex strictly convex 22, 34 if for
R , R , . . . , R , S , S , . . . , S g An .  .1 2 n 1 2 n
n
F R , . . . , R y F S , . . . , S G ) D F , I y I . : .  .  . 1 n 1 n i S , S , . . . , S R S1 2 n i i
is1
DEFINITION 2.5. Differentiable functions F : An ª R1, i s 1, 2, . . . , pi
 . nare said to be additively convex additively strictly convex on A if for
 .  . nR s R , . . . , R , and S s S , . . . , S g A ,1 n 1 n
p
F R , . . . , R y F S , . . . , S .  . i 1 n i 1 n
is1
p n
G ) D F , I y I . .  :  j iS , S , . . . , S R S1 2 n j j
is1 js1
 .Next we introduce the following definition of n-set B-vex strictly B-vex
functions.
DEFINITION 2.6. A differentiable function F: An ª R1 is said to be
 . n nproperly B -vex properly strictly B -vex on A if there exists B : A =i i i
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n 1  4  .  . nA ª R _ 0 , such that for R s R , . . . , R and S s S , . . . , S g A ,q 1 n 1 n
B R , S F R , . . . , R y F S , . . . , S .  .  .i 1 n 1 n
n
G ) D F , I y I . : .  i S , S , . . . , S R S1 2 n i i
is1
DEFINITION 2.7. Differentiable functions F : An ª R1, i s 1, 2, . . . , pi
 .are said to be additively properly B -vex additively properly strictly B -vexi i
n n n 1  4on A if there exist B : A = A ª R _ 0 , i s 1, 2, . . . , p such that fori q
 .  . nR s R , . . . , R , and S s S , . . . , S g A ,1 n 1 n
p
B R , S F R , . . . , R y F S , . . . , S .  .  . i i 1 n i 1 n
is1
p n
G ) D F , I y I . .  :  j iS , S , . . . , S R S1 2 n j j
is1 is1
We say that,
 .  . ni F is concave, or properly B -cave properly strictly B -cave on Ai i
 .if and only if yF is convex, or properly B -vex properly strictly B -vex ,i i
respectively, on An.
 . ii F , i s 1, 2, . . . , p are additively concave additively strictly con-i
.  .cave , or additively properly B -cave additively properly strictly B -cave oni i
n A if and only if yF , i s 1, 2, . . . , p, are additively convex additivelyi
.  .strictly convex , properly B -vex additively properly strictly B -vex , respec-i i
tively, on An.
 .  .Remarks 2.1. i If we set B R, S s 1, Definition 2.6 reduces toi
 .Definition 2.4, the definition of a convex strictly convex function, and
Definition 2.7 reduces to Definition 2.5, the definition of additively convex
 .additively strictly convex functions.
 .ii In the above definitions of strictly convex, additively strictly con-
vex, properly strictly B -vex, and additively properly strictly B -vex func-i i
tions, we take R / S, R, S g An.
In the sequel we shall use
Minimize F S , S , . . . , S .1 2 n
subject to
NP .H S , S , . . . , S F 0, j s 1, 2, . . . , m .j 1 2 n
n nS , S , . . . , S g A g A . .1 2 n
DUALITY FOR MINMAX B-VEX PROGRAMMING 117
 U U U . nDEFINITION 2.8. A point S , S , . . . , S g A is said to be a regular1 2 n
Ã Ã Ã n .  .feasible solution for NP if there exists S , S , . . . , S g A such that1 2 n
n
U U U
U U U UH S , S , . . . , S q D H , I y I - 0, : . .Ãj 1 2 n i jS , S , . . . , S S S1 2 n i i
is1
j s 1, 2, . . . , m.
w x  U U U .THEOREM 2.1 22, 34 . Let S , S , . . . , S be a regular optimal solution1 2 n
 .  U U U . m of NP . Then there exists u* s u , u , . . . , u g R nonnegati¨ e orthant1 2 m q
m.of R such that
m
U
U U U U U U UD F q u D H , I y Ii S , S , . . . , S j i jS , S , . . . , S S s ;1 2 n 1 2 n i i
js1
G 0, ;S g A , i s 1, 2, . . . , ni
uUH SU , SU , . . . , SU s 0 k s 1, 2, . . . , m .  .j j 1 2 n
H SU , SU , . . . , SU F 0 j s 1, 2, . . . , m .  .j 1 2 n
u*s uU , uU , . . . , uU G 0. .1 2 m
3. MAIN PROBLEM AND OPTIMALITY CONDITIONS
We now consider the following generalized minmax programming prob-
 .lem P involving differentiable n-set functions:
q* s min max Q S , S , . . . , S P .  .i 1 2 nn . 1FiFpS , . . . , S gA1 n
subject to
Q S , S , . . . , S O 0, i s 1, 2, . . . , p and j s 1, 2, . . . , m 3.1 .  .i j 1 2 n
S s S , S , . . . , S g An , 3.2 .  .1 2 n
where
 . nA-1 A is the n-fold product of a s-algebra A of subsets of a given
set X,
 .A-2 Each Q for i s 1, 2, . . . , p, and each Q for i s 1, 2, . . . , p andi i j
j s 1, 2, . . . , m, is a real valued differentiable properly B -vex functioni
defined on An.
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 .We now consider the following programming problem EP which is
 .equivalent to P in the sense of Lemmas 3.1 and 3.2 given below,
minimize q EP .
subject to
Q S , S , . . . , S F q , i s 1, 2, . . . , p . 3.3 .i 1 2 n
Q S , S , . . . , S F 0 i s 1, 2, . . . , p; j s 1, 2, . . . , m 3.4 .  .  .i j 1 2 n
n 3.5 .S , S , . . . , S g A . .1 2 n
 . n  .LEMMA 3.1. Let S , S , . . . , S g A be P -feasible. Then there exists a1 2 n
 . nq1  .q such that S , S , . . . , S , q g A is EP -feasible, and if1 2 n
 . nq1  .  . n  .S , S , . . . , S , q g A is EP -feasible then S , S , . . . , S g A is P -1 2 n 1 2 n
feasible.
 U U U . n  .LEMMA 3.2. Let S , S , . . . , S g A be P -optimal. Then there exists1 2 n
 U U U . nq1  .a q such that S , S , . . . , S , q g A is EP -optimal, and if1 2 n
 U U U . nq1  .  U U U . nS , S , . . . , S , q g A is EP -optimal then S , S , . . . , S g A is1 2 n 1 2 n
 .P -optimal.
 .If EP is a convex programming problem, we can easily derive optimal-
w x  .ity conditions and Wolfe type 22, 39 duality. However, as in A-2 , if we
n  .  .take Q to be a properly B -vex function on A , then Q x y q in 3.3 isi i i
not a B -vex function on Anq1. This phenomenon necessitates a separatei
study of minmax fractional programming problems. In the present paper it
is seen that the notion of proper B-vexity and additive B-vexity facilitates
the study of minmax fractional programming with n-set functions in a
w xunified manner and provides a Wolfe type dual 36 .
LEMMA 3.3. Let Q and each Q , j s 1, 2, . . . , m be properly B -¨ex oni i j i
An.
 .i If l G 0, and y G 0, j s 1, 2, . . . , m, then the function l Q qi i j i i
m y Q is properly B -¨ex on An.js1 i j i j i
 . nii Additionally, if Q for which l ) 0 is properly strictly B -¨ex on A ,i i i
andror at least one of Q , j s 1, 2, . . . , m, for which the correspondingi j
y ) 0, is properly strictly B -¨ex on An, then l Q q m y Q is properlyi j i i i js1 i j i j
strictly B -¨ex on An.i
 .  U U U .THEOREM 3.1 Necessary Condition . Let S , S , . . . , S be a regular1 2 n
 . 1  U U U .P -optimal solution. Then there exist q* g R , l* s l , l , . . . , l , and1 2 n
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j  U U U .y* s y , y , . . . , y , j s 1, 2, . . . , m, such that1 j 2 j n j
p p m
U U
U U U U U U Ul D Q q y D Q , I y I  i r iS , S , . . . , S i j r i jS , S , . . . , S S S1 2 n 1 2 n r r ;
is1 is1 js1
G 0 ;S g A , r s 1, 2, . . . , n 3.5 .r
U U U Ul Q S , S , . . . , S y q* s 0 i s 1, 2, . . . , p 3.6 .  .  .i i 1 2 n
yU Q SU , SU , . . . , SU s 0 i s 1, 2, . . . , p; j s 1, 2, . . . , m .  .i j i j 1 2 n
3.7 .
Q SU , SU , . . . , SU F q* i s 1, 2, . . . , p 3.8 .  .  .i 1 2 n
Q SU , SU , . . . , SU F 0 i s 1, 2, . . . , p; j s 1, 2, . . . , m .  .i j 1 2 n
3.9 .
n
Ul s 1 3.10 . i
is1
lU , lU , . . . , lU G 0, yU G 0 i s 1, 2, . . . , p; j s 1, 2, . . . , m . .  .1 2 n i j
3.11 .
 U U U .  .Proof. Since S , S , . . . , S is a regular P -optimal solution, there-1 2 n
 U U U .  .fore, by Lemmas 3.1 and 3.2, S , S , . . . , S is a regular EP -optimal1 2 n
 .  U U U .solution. Using Theorem 2.1 for EP , there exist l , l , . . . , l G 0,1 2 n
U  .  .  .y G 0 i s 1, 2, . . . , p; j s 1, 2, . . . , m , that satisfy 3.5 ] 3.11 .i j
 .THEOREM 3.2 Sufficient Condition . Assume that there exist
 U U U . U  .l , l , . . . , l G 0, y G 0, i s 1, 2, . . . , p; j s 1, 2, . . . , m , and1 2 n i j
 U U U . nq1  .  .  U U U .S , S , . . . , S , q* g A that satisfy 3.5 ] 3.11 . Then S , S , . . . , S1 2 n 1 2 n
 .is P -optimal.
 .  .Proof. Using Assumption A-2 and Definition 2.6, for all EP -feasible
 .S , S , . . . , S , q we have1 2 n
U U U UB S, S* l Q S , . . . , S y l Q S , . . . , S .  .  .i i i 1 n i i 1 n
n
U
U U U UG l D Q , I y I for i s 1, 2, . . . , p 3.12 :  . i r iS , S , . . . , S S S1 2 n r r
rs1
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and
m m
U U U UB S, S* y Q S , . . . , S y y Q S , . . . , S .  .  . i i j i j 1 n i j i j 1 n
js1 js1
n m
U
U U U UG y D Q , I y I for i s 1, 2, . . . , p.  i j r i jS , S , . . . , S S S ;1 2 n r r
rs1 js1
3.13 .
 .  .Adding 3.12 and 3.13 we have
m
U UB S, S* l Q S , . . . , S q y Q S , . . . , S .  .  .i i i 1 n i j i j 1 n /
js1
m
U U U U U Uy l Q S , . . . , S q y Q S , . . . , S .  .i i 1 n i j i j 1 n /
js1
n m
U U
UG D l Q q y Q , I y I r i i i j i j S Sr r ; /
U U Urs1 js1 S , S , . . . , S1 2 n
for i s 1, 2, . . . , p. 3.14 .
 .Summing both sides of 3.14 over i s 1, 2, . . . , p, we obtain
p m
U UB S, S* l Q S , . . . , S q y Q S , . . . , S .  .  . i i i 1 n i j i j 1 n /
is1 js1
m
U U U U U Uy l Q S , . . . , S q y Q S , . . . , S .  .i i 1 n i j i j 1 n /
js1
p pn m
U U
U U U U U U UG l D Q q y D Q , I y I   i r iS , S , . . . , S i j r i jS , S , . . . , S S S1 2 n 1 2 n r r ;
rs1 is1 is1 js1
3.15 .
 .Summing both sides of 3.5 over r s 1, 2, . . . , n we obtain
p pn m
U U
U U U U U U Ul D Q q y D Q , I y I G 0   i r i s , S , . . . , S i j r i jS , S , . . . , S S S1 2 n 1 2 n r r ;
rs1 is1 is1 js1
3.16 .
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 .  .and 3.15 and 3.16 yield
p m
U UB S, S* l Q S , . . . , S q y Q S , . . . , S .  .  . i i i 1 n i j i j 1 n /
is1 js1
m
U U U U U Uy l Q S , . . . , S q y Q S , . . . , S G 0. 3.17 .  .  .i i 1 n i j i j 1 n /
js1
 .  .  .  .  .  .Using 3.3 , 3.4 , 3.11 , 3.6 , and 3.7 , we obtain from 3.17 ,
p
UB S, S* l q y q* G 0 .  . i i
is1
or
p
Uq y q* B S, S* l G 0. 3.18 .  .  . i i
is1
 .  .  .B S, S* ) 0 for i s 1, 2, . . . , p, along with 3.10 and 3.11 yieldsi
p  . U  .  . B S, S* l ) 0, which in view of 3.18 gives q G q* for all EP -is1 i i
 .feasible solutions S , S , . . . , S , q . This implies that1 2 n
SU , SU , . . . , SU , q* g Anq1 .1 2 n
 .  U U U .  .is EP -optimal. Hence, by Lemma 3.2, S , S , . . . , S is P -optimal.1 2 n
 .  .Remarks 3.1. i From 3.14 we observe that Theorem 3.2 can still be
 .  .proved if Assumption A-2 in P is replaced by the following. Each
 . m  .l Q S , . . . , S q  y Q S , . . . , S , l G 0, y G 0, i s 1, 2, . . . , p,i i 1 n js1 i j i j 1 n i i j
is a differentiable properly B -vex function on An.i
 .  .  .ii From 3.12 and 3.13 we obtain that Theorem 3.2 can be proved
 .  .if Assumption A-2 in P is replaced by the following. Q , i s 1, 2, . . . , pi
are additively properly B -vex functions and Q , i s 1, 2, . . . , p are addi-i i j
tively properly B -vex functions, on An.i
 .  .iii Inequality 3.15 yields that Theorem 3.2 can be proved if
 .  .Assumption A-2 in P is replaced by the following. Functions
 . m  .l Q S , . . . , S q  y Q S , . . . , S , l G 0, y G 0, i s 1, 2, . . . , pi i 1 n js1 i j i j 1 n i i j
are additively properly B -vex functions on An.i
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4. DUAL PROBLEM AND DUALITY THEOREMS
Hence after we shall use, for notational convenience, the following
 .  .notations for EP and ED ,
l s l , l , . . . , l G 0, T s T , T , . . . , T g An , . .1 2 p 1 2 n
S s S , S , . . . , S g An .1 2 n
y y ??? ??? y11 12 1m
y y ??? ??? y p=m21 22 2 mY s g R
??? ??? ??? ??? ???
y y ??? ??? yp1 p2 pm
 .is the matrix of Lagrange multipliers for the constraints of EP ,
y i s y , y , . . . , y , i s 1, 2, . . . , m , .i1 i2 im
Q S s Q S , S , . . . , S , i s 1, 2, . . . , p .  .i i 1 2 n
Q S s Q S , S , . . . , S , i s 1, 2, . . . , p; j s 1, 2, . . . , m .  .i j i j 1 2 n
m
iL T , l , y s l Q T , . . . , T q y Q T , . . . , T . .  . . i i i i 1 n i j i j 1 n
js1
 .In view of the above notation, EP becomes
min q EP .
subject to F S F q i s 1, 2, . . . , p .  . 4.1 .i
Q S F 0 i s 1, 2, . . . , p; j s 1, 2, . . . , m .  . 4.2 .i j
nS g A .
Theorems 3.1 and 3.2 provide us the motivation for introducing the
 .following maximization problem as the dual problem ED for the mini-
 .mization problem EP ,
max ¨
ED .subject to
p
i nD L T , l , y , I y I G 0 for all S g A 4.3 . . . r i i S TT , . . . , T ;r r1 n
is1
L T , l , y i G l ¨ i s 1, 2, . . . , p 4.4 .  . .i i i
n
l s 1 4.5 . i
is1
l G 0, Y G 0, l g R p , Y g R p=m , ¨ g R1 y i g Rm , T g An . 4.6 .
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 . n  .THEOREM 4.1 Weak Duality . Let S g A be P -feasible and
 .  .l, ¨ , T , Y be ED -feasible.
 .H-1 For i s 1, 2, . . . , p, let Q and Q be additi¨ ely properly B -¨exi i j i
 .  .functions on all feasible solutions of P and ED .
Then, ¨ F q.
 .  .Proof. Since l, ¨ , T , Y is ED -feasible, therefore, it satisfies
 .  .  .4.7 ] 4.10 . As in Theorem 3.2, using Assumption A-2 , Definition 2.6,
 .  .  .  .and 4.3 , we have for all EP -feasible solutions S, q and ED -feasible
 .solutions l, ¨ , T , Y ,
p
i iB S, T L S, l , y y L T , l , y G 0. 4.7 .  . .  . i i i i i
is1
 .  .  .  .  .Using 3.3 , 3.4 , 4.6 , and 4.4 in 4.7 we obtain
p p
B S, T l q y ¨ G 0, or q y ¨ B S, T l G 0. .  .  .  . i i i i
is1 is1
4.8 .
 .  .  .Now B S, T ) 0 for i s 1, 2, . . . , p. This along with 4.5 and 4.6 yieldsi
p  .  . B S, T l ) 0, which in conjunction with 4.8 gives q G ¨ for allis1 i i
 .  .  .  .EP -feasible solutions S, q and all ED -feasible solutions l, V, T , Y .
This proves the theorem.
 .  .Remarks 4.1. As in Remarks 3.1 i ] iii , we observe that Theorem 4.1
 .holds if we replace H-1 by any one of the following hypotheses.
 .  . ii Each L T , l , y , l G 0, y G 0, i s 1, 2, . . . , p, is a differen-i i i i
 .  .tiable properly B -vex function on all feasible solutions of P and ED .i
 .ii Q , i s 1, 2, . . . , p are additively properly B -vex functions andi i
Q , i s 1, 2, . . . , p are additively properly B -vex functions, on all feasiblei j i
 .  .solutions of P and ED .
 .  i. iiii Functions L T , l , y , l G 0, y G 0, i s 1, 2, . . . , p, are addi-i i i
 .  .tively properly B -vex functions on all feasible solutions of P and ED .i
 .  .  .COROLLARY 4.1. Let S*, q* be EP -feasible and let l*, ¨*, T*, Y *
 .  .  .be ED -feasible with q* s ¨*. Then S* is P -optimal, and l*, ¨*, T*, Y *
 .is ED -optimal.
 .  . nq1  .THEOREM 4.2 Strong Duality . Suppose S*, q* g A is EP -
optimal. Then there exist l* g R p, Y * g R p=m, l* G 0, Y * G 0 such that
 .  .  .  .l*, q*, S*, Y * is ED -optimal, and the objecti¨ e ¨alue of EP at S*, q*
 .  .is equal to the objecti¨ e ¨alue of ED at l*, q*, S*, Y * .
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 . nq1  .Proof. Since S*, q* g A is EP -optimal, therefore, there exist
p p=m  .  .l* g R , Y * g R , l* G 0, Y * G 0, such that 3.5 ] 3.11 hold. Condi-
 .  .  .  .  .tion 3.5 yields that l*, q*, S*, Y * satisfies 4.3 ; 3.6 and 3.7 imply
 .  .  .  .that l*, q*, S*, Y * satisfies 4.4 ; whereas 3.10 and 3.11 imply that
 .  .  .  .l*,q*, S*, Y * satisfies 4.5 and 4.6 , respectively. Hence, l*, q*, S*, Y *
 .  .is ED -feasible. Also, we see that the value of the ED -objective is q*,
 .which is the same as the EP -objective. Hence, using Corollary 4.1,
 .  .l*, q*, S*, Y * is ED -optimal.
 .  . nq1THEOREM 4.3 Strict Converse Theorem . Suppose S*, q* g A is
 .an optimal solution of ED .
 .  .  .H-2 If on all feasible solutions of P and ED , Q , i s 1, 2, . . . , p arei
properly B -¨ex functions and Q , i s 1, 2, . . . , p, are properly B -¨ex func-i i j i
tions, and additionally, at least one of Q , i s 1, 2, . . . , p, is properly strictlyi
B -¨ex, andror at least one of Q , with the corresponding y ) 0, i si i j i j
1, 2, . . . , p, j s 1, 2, . . . , m, is a properly strictly B -¨ex function.i
 .  .Then l*, ¨*, T*, Y * s S*, q* .
Ã Ã Ã .  .Proof. We assume that l, ¨ , T , Y / S*, q* and exhibit a contradic-Ã
 .  . ption. Since S*, q* is EP -optimal, therefore, there exist l* g R , Y * g
p=m  .  .  .  .R , such that l*, q*, S*, Y * is ED -optimal, and 3.5 ] 3.11 hold at
 .l*, q*, S*, Y * .
Ã Ã Ã .  .Since l, ¨ , T , Y is ED -optimal, therefore,Ã
q* s ¨ . 4.9 .Ã
 .  .  .Using the facts l*, q*, S*, Y * satisfies 3.5 ] 3.11 and both
Ã Ã Ã .  .  .l*, q*, S*, Y * , l, ¨ , T , Y are ED -feasible, and using the hypothesis ofÃ
the theorem, Lemma 3.3, Definition 2.6, we have
p
U i iÃ Ã ÃB S*, T L S*, l , y* y L T , l, y ) 0. 4.10 . . Ã .  /i i i i
is1
 .  .  .  .  .Using 3.3 , 3.4 , 4.6 , and 4.4 in 4.7 we obtain
p p
Ã ÃB S*, T l q* y ¨ G 0, or q* y ¨ B S*, T l ) 0. .  . .  .Ã Ã i i i i
is1 is1
4.11 .
Ã .  .  .Now B S*, T ) 0 for i s 1, 2, . . . , p. This along with 4.5 and 4.6 yieldsi
p Ã .  . B S*, T l ) 0, which in conjunction with 4.11 gives q* ) ¨ for allÃis1 i i
 .  .  .  .EP -feasible solutions S, q and all ED -feasible solutions l, ¨ , T , Y .
Ã Ã Ã .  .  .This contradicts 4.9 . Hence, l, ¨ , T , Y / S*, q* .Ã
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Remark 4.2. As in Remark 4.1, we observe that Theorem 4.3 holds if
 .we replace H-2 by any one of the following hypotheses.
 .  .  .  i.i On all feasible solutions of P and ED , each L T , l , y ,i i
l G 0, y i G 0, i s 1, 2, . . . , p, is a differentiable properly B -vex functioni i
 i.and additionally at least one L T , l , y is properly strictly B -vexi i i
function.
 .  .  .ii On all feasible solutions of P and ED , Q , i s 1, 2, . . . , p arei
additively properly B -vex functions and Q , i s 1, 2, . . . , p, are additivelyi i j
properly B -vex functions, and additionally, either Q , i s 1, 2, . . . , p, are1 i
additively strictly properly B -vex functions andror Q , i s 1, 2, . . . , p, arei i j
additively strictly properly B -vex functions.i
 .  i. iiii Functions L T , l , y , l G 0, y G 0, i s 1, 2, . . . , p, are addi-i i i
 .tively strictly properly B -vex function on all feasible solutions of P andi
 .ED .
 .  .  .Below we give D-1 , and D as alternative formulations of ED . Both
 .  .  .D-1 and D can be obtained easily from ED .
p
imax L T , l , y . . i i
is1
subject to
p
i nD L T , l , y , I y I G 0 for all S g A D-1 . . . r i i S TT , . . . , T ;r r1 n
is1
n
l s 1 i
is1
p p=m 1 i m nl G 0, Y G 0, l g R , Y g R , ¨ g R y g R , T g A
1 pL T , l , y L T , l , y . .1 1 p p
min max , . . . ,
n l lTgA 1 p
subject to
p
i n D .D L T , l , y , I y I G 0 for all S g A . . r i i S TT , . . . , T ;r r1 n
is1
n
l s 1 i
is1
p p=m 1 i m nl G 0, Y G 0, l g R , Y g R , ¨ g R y g R , T g A .
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5. APPLICATION
Generalized Fractional Programming. In the present section we consider
 .the following minmax generalized fractional programming problem in-
volving n-set functions as an application of the results proved in the earlier
 .sections and relate it to a special case of VP ,
F S , S , . . . , S .i 1 2 n
q* s min max GFP .
n G S , S , . . . , S . 1FiFp  .s , . . . , S gA i 1 2 n1 n
subject to H S , S , . . . , S F 0, j s 1, 2, . . . , m .j 1 2 n
nS , S , . . . , S g A . .1 2 n
 . nB1 A is the n-fold product of a s-algebra A of subsets of a given
set X.
 .B2 F , G for i s 1, 2, . . . , p and H for j s 1, 2, . . . , m are reali i j
valued differentiable functions defined on An.
 .B3 For i s 1, 2, . . . , p, F is a convex and nonnegative function, Gi i
is a concave and positive function, and whenever a G is both convex andi
concave the corresponding F , i s 1, 2, . . . , p, is not necessarily restrictedi
to be nonnegative.
 .B4 For j s 1, 2, . . . , m, H is a convex function.j
 .  .  . nB5 l F S q y H S G 0 on A for all l G 0, y G 0, i si i i j j i i j
 .  .1, 2, . . . , p and j s 1, 2, . . . , m. l F S q y H S need not be nonnegativei i i j j
n  . non A when G S is both convex and concave on A .i
 . w xFrom GFP we now obtain, along the lines of Bector 2 , Bector et al.
w x w x4 , and Chandra et al. 6 the following transformed generalized fractional
 .programming problem TGFP ,
F S , S , . . . , S .i 1 2 n
q* s min max TGFP .
n G S , S , . . . , S . 1FiFp  .S , . . . , S gA i 1 2 n1 n
subject to
.
H S , S , . . . , S .j 1 2 n F 0, i s 1, 2, . . . , p , and j s 1, 2, . . . , m
G S , S , . . . , S .i 1 2 n
nS , S , . . . , S g A .1 2 n
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Setting
F S , S , . . . , S .i 1 2 n
Q s , i s 1, 2, . . . , p ,i G S , S , . . . , S .i 1 2 n
and
H S , S , . . . , S .j 1 2 n
Q s , i s 1, 2, . . . , p and j s 1, 2, . . . , mi j G S , S , . . . , S .i 1 2 n
 .  .we observe that TGFP is of the same form as P .
 .  .The following lemma relates GFP and TGFP .
 .  . n  .LEMMA 5.1. i S , S , . . . , S g A is GFP -feasible if and only if it is1 2 n
 .TGFP feasible.
 .  U U U . n  .  .ii S , S , . . . , S g A is GFP -optimal if and only if it is TGFP1 2 n
optimal.
 .We now state the following lemmas that we shall use in the GFP
duality.
LEMMA 5.2. Let F, G: An ª R1 be differentiable functions and let Q s
FrG. If
 .i G is conca¨e and strictly positi¨ e, and
 . ii F is con¨ex and nonnegati¨ e F need not be nonnegati¨ e if G be both
.con¨ex and conca¨e ,
n  .  .  .then Q is a properly B-¨ ex function on A with B R, S s G R rG S ) 0
for all R and S in An.
If the function in the numerator is strictly con¨ex, andror the function in
the denominator is strictly conca¨e on An, then Q s FrG is a properly strictly
B-¨ ex function on An.
 .  .LEMMA 5.3. Let Q and Q be as in P . Then the function l Q S qi i j i i
m  . w  . m  ..  .x y Q S s l F S q  y H S rG S is a properly B -¨exjs1 i j i j i i js1 i j j i i
n  .  .  . nfunction on A with B R, S s G R rG S ) 0 for all R and S in A . If ati i i
least one function in the numerator is strictly con¨ex, andror the function in
n  . m  .the denominator is strictly conca¨e on A , then l Q S q  y Q S si i js1 i j i j
w  . m  ..  .x nl F S q  y H S rG S is properly strictly B -¨ex on A withi i js1 i j j i i
 .  .  . nB R, S s G R rG S ) 0 for all R and S in A .i i i
 . m  . w  .LEMMA 5.4. The functions l Q S q  y Q S s l F S qi i js1 i j i j i i
m  ..  .x y H S rG S , i s 1, 2, . . . , p are additi¨ ely properly B -¨ex functionsjs1 i j j i i
n  .  .  .on A with B R, S s G R rG S ) 0, i s 1, 2, . . . , p for all R and S ini i i
An.
For i s 1, 2, . . . , p if at least one function in the numerator is strictly
con¨ex, andror at least one function in the denominator is strictly conca¨e
n  . m  . w  .on A , then the functions l Q S q  y Q S s l F S qi i js1 i j i j i i
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m  ..  .x y H S rG S , i s 1, 2, . . . , p are additi¨ ely properly strictly B -¨exjs1 i j j i i
on An.
 .  .In view of assumptions B1 ] B5 , Lemmas 5.1]5.4, and Remarks
 .  .5.1 i ] iii , we see that the results of Sections 2, 3, and 4 become applica-
 .ble to GFP . Taking
 .  . w  . m  ..  .xi L T , l , y s l F T q  y H T rG T , i si i i i i js 1 i j j i
1, 2, . . . , p,
 . n nii F G 0 and convex on A , G ) 0 and concave on A , and if G isi i i
both convex and concave on An then F need not be nonnegative on An,i
 .  . m  . niii l F T q  y H T G 0 for all i s 1, 2, . . . , p, T g A , andi i js1 i j j
n  . m  .if G is both convex and concave on A then l F T q  y H Ti i i js1 i j j
n  .need not be nonnegative on A , we can easily have, using ED , the
 .  .  .  .  .following GFD-1 , GFD-2 , GFD-3 , and GFD as duals to GFP .
max ¨ GFD-1 .
subject to
p
i nD L T , l , y , I y I G 0 for all S g A . . r i i S TT , . . . , T ;r ri n
is1
m
l F T q y H T .  .i i i j j
js1 G l ¨ , i s 1, 2, . . . , piG T .i
n
l s 1 i
is1
p p=m 1 i m nl G 0, Y G 0, l g R , Y g R , ¨ g R , y g R , T g A .
m
l F T q y H T .  .i i i j jp p
js1imax L T , l , y s GFD-2 . . . i i G T .iis1 is1
subject to
p
i nD L T , l , y , I y I G 0 for all S g A . . r i i S TT , . . . , T ;r r1 n
is1
n
l s 1 i
is1
p p=m 1 i m nl G 0, Y G 0, l g R , Y g R , ¨ g R , y g R , T g A .
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p m
l F T q y H T .  . i i i j j /
is1 js1
max GFD-3 .p
l G T . 0i i
is1
subject to
p
i nD L T , l , y , I y I G 0 for all S g A . . r i i S TT , . . . , T ;r r1 n
is1
n
l s 1 i
is1
p p=m 1 i m nl G 0, Y G 0, l g R , Y g R , ¨ g R , y g R , T g A .
m
l F T q y H T .  .i i i j j
js1
min max
n l G T1FiFp  .TgA i i
subject to GFD .
p
i nD L T , l , y , I y I G 0 for all S g A . . r i i S TT , . . . , T ;r r1 n
is1
n
l s 1 i
is1
p p=m 1 i m nl G 0, Y G 0, l g R , Y g R , ¨ g R , y g R , T g A .
CONCLUSION
In the present paper we present necessary and sufficient optimality
w x  .conditions, and a Wolfe type 36 dual for a minmax primal problem P in
which each of the objective functions and the constraint functions is an
appropriately restricted properly B-vex n-set functions. Weak, strong, and
strictly converse duality theorems are proved. Results for the duality of a
 .certain generalized fractional programming problem GFP are shown to
 .  .follow as a special case. Alternative duals both for P and GFP are also
presented. The results presented in this paper can be easily extended
 .under appropriate restrictions for F, B -vex functions, B-invex functions,
 .  .  .F, B -invex functions, and F, r, B -vex functions, F, r, B -invex
functions, continuous programming, and for variational programming
problems.
BECTOR AND SINGH130
REFERENCES
1. I. Barrodali, Best rational approximation and strict quasiconvexity, SIAM J. Numer. Anal.
 .10 1977 , 8]12.
2. C. R. Bector, ``Mathematical Analysis of Some Nonlinear Programming Problems,'' Ph.D.
Thesis, Indian Institute of Technology, Kanpur, India, 1968.
3. C. R. Bector, On nature of quotients, products, rational powers, and composition of
 .convex-like functions in mathematical programming, Oper. Res. Soc. India Bull. 1968 ,
139]149.
 .4. C. R. Bector, Duality in nonlinear fractional programming, Z. Oper. Res. 17 1973 ,
183]193.
5. C. R. Bector and S. Chandra, Duality for pseudolinear minmax programs, Asia-Pacific J.
 .Oper. Res. 3 1986 , 86]94.
6. C. R. Bector and S. K. Suneja, Duality in nondifferentiable generalized fractional
 .programming, Asia-Pacific J. Oper. Res. 5 1988 , 134]139.
7. C. R. Bector, S. Chandra, and M. K. Bector, Generalized fractional programming duality:
 .A parametric approach, J. Optim Theory Appl. 60 1989 , 243]260.
8. C. R. Bector, S. Chandra, and C. Singh, Duality in multiobjective fractional programming,
in ``Proceedings of the International Workshop on Generalized Concavity, Fractional
Programming, and Economic Applications'' A. Cambini, E. Castagnoli, L. Martein, P.
.Mazzoleni, and S. Schaible, Eds. , pp. 232]241, Springer-Verlag, New York, 1990.
 .9. C. R. Bector and C. Singh, B-vex functions, J. Optim. Theory Appl. 71 1991 , 237]253.
10. C. R. Bector, S. K. Suneja, and C. S. Lalitha, Generalized B-vex functions and general-
ized B-vex programming, in ``Proceedings of Administrative Sciences Association of
 .  .Canada ASAC Conference, 1991'' C. R. Bector, Ed. , Vol. 12, pp. 42]53.
11. C. R. Bector, S. K. Suneja, and C. S. Lalitha, Generalized B-vex functions and general-
 .ized B-vex programming, J. Optim. Theory Appl. 76 1993 , 561]576.
12. C. R. Bector, M. Singh, and A. Gill, Duality for vector B-vex programming, Asia-Pacific J.
 .Oper. Res. 10 1993 , 15]30.
13. C. R. Bector, M. K. Bector, A. Gill, and C. Singh, Duality for vector valued B-invex
programming, in ``Proceedings of Fourth International Workshop, Pecz, Hungary,'' pp.
358]373, Springer-Verlag, Berlin, 1994.
14. C. R. Bector and M. Singh, Nonlinear multiobjective duality involving B-vex n-set
 .functions, J. Math. Anal. Appl. 202 1996 , 701]726.
15. C. R. Bector, ``Duality in nondifferentiable generalized fractional programming involving
 .n-set functions,'' Utilitas Math. 45 1994 , 91]96.
16. C. R. Bector, D. Bahatia, and Shashi Pandey, Efficiency and duality for nonlinear
 .multiobjective programs involving n-set functions, J. Math. Anal. Appl. 182 1993 ,
486]500.
17. C. R. Bector, D. Bhatia and Shashi Pandey, Duality for multiobjective fractional program-
 .ming involving n-set functions, J. Math. Anal. Appl. 186 1994 , 747]768.
 .18. C. R. Bector and C. Singh, B-vex functions, J. Optim, Theory Appl. 71 1991 , 237]253.
19. S. Chandra, B. D. Craven, and B. Mond, Generalized fractional programming duality: A
 .ratio game approach, J. Austral. Math. Soc. Ser. B 28 1986 , 170]180.
20. S. Chandra, B. D. Craven, and B. Mond, Vector-valued Lagrangian and multiobjective
 .fractional programming duality, Numer. Funct. Anal. Optim. 11 1990 , 239]254.
21. V. Chankong and Y. Y. Haines, ``Multiobjective Decision Making: Theory and
Methodology,'' North-Holland, New York, 1983.
 .22. H. W. Corley, Optimization theory for n-set functions, J. Math. Anal. Appl. 127 1987 ,
193]205.
DUALITY FOR MINMAX B-VEX PROGRAMMING 131
23. J. P. Crouzeix, A duality framework in quasi-convex programming, in ``Generalized
 .Concavity in Optimization and Economics'' S. Schaible and W. T. Ziemba, Eds. pp.
207±225, Academic Press, New York, 1981.
24. J. P. Crouzeix, J. A. Ferland, and S. Schaible, Duality in generalized fractional program-
 .ming, Math. Programming 27 1983 , 342]354.
25. J. P. Crouzeix, J. A. Ferland, and S. Schaible, An algorithm for generalized fractional
 .programs, J. Optim. Theory Appl. 47 1985 , 35]49.
26. J. M. Danskin, ``The Theory of Maxmin,'' Springer-Verlag, Germany, 1967.
27. V. F. Demyanov and V. N. Molozemov, ``Introduction to Minmax,'' Wiley, New York,
1974.
28. J. Elzinga, D. Hearn, and W. Randolph, Minmax multifacility location with Euclidean
 .distances, Transportation Sci. 10 1976 , 321]336.
 .29. M. A. Hanson, On sufficiency of Kuhn-Tucker conditions, J. Math. Anal. Appl. 80 1980 ,
545]550.
30. R. Jagannathan and S. Schaible, Duality in generalized fractional programming via
 .Farkas' lemma, J. Optim. Theory Appl. 41 1983 , 417]424.
31. V. Jeyakumar and B. Mond, On generalized convex mathematical programming, J.
 .Austral. Math. Soc. Ser. B. 34 1992 , 43]53.
32. B. Mond and T. Weir, Generalized concavity and duality, in ``Generalized Concavity in
 .Optimization and Economics'' S. Schaible and W. T. Ziemba, Eds. , pp. 263]279,
Academic Press, San Diego, 1981.
33. O. L. Mangasarian, ``Nonlinear Programming,'' McGraw]Hill, New York, 1969.
34. R. J. T. Morris, Optimal Constrained selection of a measurable subset, J. Math. Anal.
 .Appl., 70 1979 , 546]562.
35. N. G. Rueda, Chanchal Singh, and C. R. Bector, Further properties of B-Vex functions,
 .J. Inform. Optim. Sci. 13 1992 , 195]206.
 .36. P. Wolfe, A duality theorem for non-linear programming, Quart. Appl. Math. 19 1961 ,
239]244.
37. Z. K. Xu, Saddle point type optimality criteria for generalized fractional programming, J.
 .Optim. Theory Appl. 57 1988 , 189]196.
38. Z. K. Xu, Duality in generalized nonlinear fractional programming, J. Math. Anal. Appl.
 .169 1992 , 1]9.
39. G. J. Zalmai, Sufficiency criteria and duality for nonlinear programs involving n-set
 .functions, J. Math. Anal. Appl. 149 1990 , 322]338.
40. F. Zhao, On sufficiency of the Kuhn-Tucker conditions in nondifferentiable program-
 .ming, Bull. Austral. Math. Soc. 46 1992 , 385]389.
