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Abstract
Inmodel based testing (MBT) test cases are derived from a specification
of the system that we want to test. In general the specification is more
abstract than the implementation. This may result in 1) test cases that are
not executable, because their actions are too abstract (the implementation
does not understand them); or 2) test cases that are incorrect, because
the specification abstracts from relevant behavior. The standard approach
to remedy this problem is to rewrite the specification by hand to the
required level of detail and regenerate the test cases. This is error-prone
and time consuming. Another approach is to do some translation during
test execution. This solution has no basis in the theory of MBT. We
propose a framework to add the required level of detail automatically to
the abstract specification and/or abstract test cases.
This paper focuses on general atomic action refinement. This means
that an abstract action is replaced by more complex behavior (expressed
as a labeled transition system). With general we mean that we impose as
few restrictions as possible. Atomic means that the actions that are being
refined behave as if they were atomic, i.e., no other actions are allowed to
interfere.
1 Introduction
The work described in this paper takes place in Model Based Testing (MBT):
testing an implementation by generating test cases from a model (or specifica-
∗This research was supported by the dutch research program PROGRESS under project:
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Figure 1: Action refinement approach
tion) of the implementation under test (iut). To be more precise, this research
is in the tradition of conformance testing: assessing correctness of an implemen-
tation by black box testing (i.e., we do not know anything about the internals of
the iut). Conformance testing uses a so-called conformance relation to define a
notion of correctness between specification and implementation, hence the name
conformance testing. In our case we use the ioco implementation relation.
An issue in model based testing that has peaked our interest is that test
cases often do not have the required level of detail. As a result they are not
executable against the implementation under test or they are incorrect because
of abstraction from relevant behavior for testing. This problem arises because
the test cases are generated from the model and in general, the model is more
abstract than the implementation. The usual solution is to add the required
level of detail to the model by hand. This has some obvious drawbacks: it is
time consuming and error-prone. Another approach is to do some translation
during test execution. This solution has no basis in the theory of MBT, and as
a result it is unclear what the correctness of our testing is.
In this paper we use action refinement to automatically obtain test cases
at the required level of detail. Action refinement has been studied extensively;
see Gorrieri and Rensink for an overview [3]. Action refinement adds extra
information to the model by relating an action of the model to more detailed
behavior. Wherever we read the action in the model we replace it with the more
detailed behavior. For example, if the model tells us to input two euros and
the implementation also allows the insertion of two one-euro pieces, with action
refinement we can define that wherever we read two euros we can also read the
more detailed behavior one euro followed by one euro.
Except for our own work [7], action refinement in model based testing has
not been studied at all. This is surprising, because it is a well known problem
in practice and occurs often.
Figure 1 shows our general approach for action refinement in testing. On
the left hand side we see, in increasing level of concreteness, the abstract system
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specification, the refined system specification and the system implementation.
The objects on the right hand side denote test suites, also in increasing level of
concreteness. From top to bottom, left to right we encounter:
Abstract system specification is a (formal) model of the system implemen-
tation. It is called abstract because it does not have the required level of
detail to test the system implementation.
Refined system specification is the refined model of the system implemen-
tation, this time with the required level of abstraction to test the system
implementation.
System implementation is the system that we want to test, also known as
iut (Implementation Under Test); it is a real system in the physical world.
Abstract test suite is the test suite that is derived from the abstract system
specification. As with the abstract system specification, it is too abstract
to test the system implementation.
Refined test suite is a test suite with the required level of abstraction to test
the system implementation. There are two ways to derive such a test suite.
One way is to refine the abstract test suite, another way is to derive test
cases from the refined system specification. We do both and prove both
approaches to be equivalent under certain restrictions.
Executable test suite is a test suite in the physical world that we can execute
against the system implementation. With test execution we mean that we
experiment with the iut by performing the actions specified in the test
case. In formal terms we take the parallel composition of the test case
and the iut. This results in a verdict whether or not the implementation
is correct with respect to the refined (or abstract) system specification.
This notion of correctness is defined in a so-called conformance relation
between the system specification (abstract or refined) and the system im-
plementation. The conformance relation is depicted on the left hand side
of the figure.
This paper is a follow-up to our first contribution to action refinement in
model based testing ([7]), where we presented the theory of atomic linear input-
inputs refinement. In this paper we generalize this theory to general atomic
action refinement. This means that the refinement is atomic, but otherwise we
put as few restrictions as possible on the refinement.
We show how to refine traces, transition systems and test cases. In order
to reason about correctness between an abstract specification and a concrete
implementation we introduce the implementation relation iocor and we show
that it is equivalent with ioco between the refined specification and the same
implementation (for ioco see [4] and [6]). We show under which conditions the
refinement of a complete abstract test suite results in a complete refined test
suite, where complete roughly means that the test suite detects all (and only)
incorrect implementations.
The main contribution of this paper is that it presents two equivalent ways
to obtain refined test suites. As shown in Figure 1 we can generate an abstract
test suite and then refine it, or we can refine the system and then generate a
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test suite. Both ways turn out to be equivalent. Another important point is
that our action refinement approach has few restrictions: we allow for example
loops and arbitrary label sets. This sets it apart from other action refinement
approaches, for example [2]. Another distinguishing point is that our action
refinement approach distinguishes between input and output actions and takes
absence of output actions (quiescence) into account.
Sometimes we use the terms abstract and concrete as synonyms for unrefined
and refined, respectively.
We start with introducing some preliminaries and notations that we will use
throughout the paper in Section 2. In Section 3 we illustrate atomic refinement
with an example and we define atomic trace and transition system refinement.
In Section 4 we present the implementation relation iocor , followed by the
refinement of test cases in Section 5. We conclude with Section 6.
2 Formal preliminaries
This section recalls some aspects of the theory of ioco that are used in this
paper; see [4] and [6] for a more detailed exposition.
Labeled Transition Systems. A labeled transition system (LTS) is defined in
terms of states and labeled transitions between states, where the labels indicate
what happens during the transition. Labels are taken from a countable global
set L. We use a special label τ /∈ L to denote an internal action; we call all
actions in L observable. For arbitrary L ⊆ L, we use Lτ as a shorthand for
L ∪ {τ}. We partition the label set of an LTS in an input and output set, this
is a deviation from the standard definition of labeled transition systems.
Definition 2.1 A labeled transition system is a 5-tuple 〈Q, I, U, T, start〉 where
Q is a non-empty countable set of states; I ⊆ L is the countable set of input
labels; U ⊆ L is the countable set of output labels, which is disjoint from I;
T ⊆ Q × (I ∪ U ∪ {τ}) × Q is the transition relation; start ∈ Q is the initial
state.
We use L as shorthand for the entire label set (L = I ∪ U); furthermore,
we use Qp, Ip etc. to denote the components of an LTS p. We commonly write
q µ−→ q′ for (q, µ, q′) ∈ T . We use a question mark before a label to denote input
actions and an exclamation mark to denote output actions. We denote the class
of all labeled transition systems over I and U by LTS(I, U). We represent a
labeled transition system in the standard way, by a directed, edge-labeled graph
where nodes represent states and edges represent transitions.
A state from which no internal action is possible is called stable. A stable
state from which no output action is possible is called quiescent. We use the
symbol δ (6∈ Lτ ) to represent quiescence: that is, p δ−→ p stands for the absence
of any transition p x−→ p′ with x ∈ Uτ . For an arbitrary L ⊆ L, we use Lδ as a
shorthand for L ∪ {δ}. A quiescent state q is denoted by δ(q).
An LTS is called strongly responsive if it always eventually enters a quies-
cent state; in other words, if it does not have any infinite Uτ -labeled paths.
For technical reasons we restrict the fragment we use of LTS(I, U) to strongly
responsive transition systems.
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A trace is a finite sequence of observable actions. The set of all traces
over L (⊆ L) is denoted by L∗, ranged over by σ, with  denoting the empty
sequence. We will use Σ to denote a set of traces. If σ1, σ2 ∈ L∗, then σ1·σ2
is the concatenation of σ1 and σ2. Concatenation is extended in the standard
way to sets of traces, denoted as Σ1·Σ2 (with Σ1,Σ2 sets of traces). We use
the standard notation with single and double arrows for traces: q λ1···λn−−−−−→ q′
denotes q λ1−−→ · · · λn−−→ q′ (with λi ∈ Lδτ ), q =⇒ q′ denotes q τ ···τ−−−→ q′ (or q =
q′) and q µ1···µn=====⇒ q′ denotes q =⇒ µ1−−→ =⇒ · · · µn−−→ =⇒ q′ (with µi ∈ Lδ). We
write q µ−→ as a shorthand for ∃q′ ∈ Q : q µ−→ q′. We lift this notation in a
straightforward manner to traces and the double arrow notation.
When it does not lead to confusion we will not always distinguish between
a labeled transition system and its initial state. We will identify the process
p = 〈Q, I, U, T, start〉 with its initial state start, and we write, for example,
p
σ=⇒ q1 instead of start σ=⇒ q1. For the initial actions of a state q, we use the
notation init(q) = {µ ∈ Lτ | q µ−→}.
Input-output transition systems. We call a labeled transition system that is
completely specified for input actions an input-output transition system (IOTS).
This means that all states can do all input actions from the label set, if nec-
essary by first doing one or more internal actions. The class of input-output
transition systems with input actions in I and output actions in U is denoted
by IOTS(I, U) (⊆ LTS(I, U)).
Definition 2.2 An input-output transition system p = 〈Q, I, U, T, start〉 is a
labeled transition system for which all inputs are enabled in all states: ∀q ∈
Q, a ∈ I : q a=⇒
Conformance. The testing scenario on which ioco is based wants to establish
a notion of conformance between a specification and an implementation [4].
The specification is an LTS, specifying the required behavior. Since the testing
approach is black box testing, we do not know anything about the internals of
the implementation; however, we assume that it is possible to model it as an
IOTS. This assumption is referred to as the test hypothesis [1].
The ioco implementation relation is formalized as follows:
Let s ∈ LTS(I, U), i ∈ IOTS(I, U), q be a state, Q be a set of states, σ ∈ L∗δ
and let F ⊆ L∗δ .
q after σ =def {q′ | q σ=⇒ q′} (1)
out(q) =def {x ∈ U | q x−→} ∪ {δ | q δ−→} (2)
out(Q) =def
⋃
q∈Q
out(q) (3)
Straces(s) =def {σ ∈ L∗δ | s σ=⇒} (4)
i iocoF s =def ∀σ ∈ F : out(i after σ) ⊆ out(s after σ) (5)
For F = Straces(s) we abbreviate iocoF to ioco.
In other words, given a specification s and an (assumed) model of the imple-
mentation i, the relation i ioco s expresses that i conforms to s. Whether this
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holds is decided on the basis of the suspension traces of s (traces including qui-
escence) denoted by Straces(s). It must be the case that, after any suspension
trace σ of s, i does not show more output behavior than is defined by s.
Test cases. A test case specifies the behavior that we want to test of the iut.
It is modeled as a special labeled transition system with pass and fail predicates
on states to decide about the success of a test. It is a special LTS because it
has the following restrictions:
Definition 2.3 A test case t = 〈Q,S,R, T, start,Pass,Fail〉 over a set of stimuli
S ⊆ L and a set of responses R ⊆ Lδ (S ∩ R = ∅) is an acyclic labeled transition
system 〈Q,S,R, T, start〉, such that:
• t is deterministic and has finite behavior.
• Pass ⊆ Q,Fail ⊆ Q and Pass ∩ Fail = ∅. States in Pass and Fail do not
have outgoing transitions.
• A state in Q that is not in Pass or Fail has either one outgoing transition
with a stimulus label, or has outgoing transitions for all labels in Rδ.
The class of test cases over S and R is denoted as TEST(S,R). A test suite
T is a set of test cases: T ⊆ TEST(S,R). An implementation i ∈ IOTS(I, U)
passes a test case t ∈ TEST(I, Uδ) if there is no suspension trace of i that leads
to a fail state in t. Note that a stimulus of the test case is an input of the imple-
mentation and a response of the test case is an output of the implementation.
For a state q ∈ Pass or Fail we sometimes write pass or fail, respectively.
Definition 2.4 Let s ∈ LTS(I, U) be a specification and T ⊆ TEST(I, Uδ) a
test suite; then for the implementation relation ioco:
T is complete =def ∀i ∈ IOTS(I, U) : i ioco s⇔ i passes T
T is sound =def ∀i ∈ IOTS(I, U) : i ioco s⇒ i passes T
T is exhaustive =def ∀i ∈ IOTS(I, U) : i ioco s⇐ i passes T
3 Atomic action refinement
As stated in the introduction, in this paper we treat the problem that test cases
that are derived from a specification may not have the required level of detail
necessary for testing. As a result the test case may not be executable on the iut
or may be incorrect because of abstraction from behavior relevant for testing.
To illustrate this we start with an example of this problem (we will use this as
our running example).
Example 3.1 In Figure 2, we see the abstract specification (left) and the re-
fined specification (right) of a video game machine. The abstract specification
tells us to insert ¤3 and either press the “play” button to play a video game
or press the “refund” button to get the money back. In order to distinguish
the input action ¤3 from the output action, we use the prefixes i (input) and
o (output) (formally input and output label sets need to be disjoined). We will
use these prefixes when necessary also for other actions. We make use of action
refinement to obtain the refined specification. Action refinement is captured by
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Figure 2: Action refinement example
a mapping from actions to LTS’s enriched with end states; the end states signal
the end of the refined behavior. For example in Figure 3 we show the refinement
transition system for o¤3, i¤3 and game (states with a dot inside denote end
states). The refinement transition system of the i¤3, tells us that the abstract
action i¤3 is refined to i¤2 followed by i¤1 or vice versa. In between the coins
we can press the refund button to get the money back (and we start again until
we reach the end state). Likewise the ¤3 output after pushing the “refund”
button is in terms of ¤1 and ¤2 coins. To keep the figure readable we left out
other possible refinements for ¤3, like three one euro coins. The refinements
for refund and play are analogous to the one shown for game and essentially
correspond to the absence of refinement. 2
There are several types of action refinement [5]. In this paper we treat atomic
action refinement. Atomic means that no actions are allowed to interfere with
the refinement; we treat the entire refined behavior atomically (as if it is one
action). We use Figure 4 to make the concept of atomicity clear. On the left
hand side we see a specification that gives the choice between a followed by
b or b followed by a. In transition system semantics, this behavior may be
the result of a choice between a followed by b or b followed by a (in process
algebraic notation a; b + b; a) or it may be that the actions a and b occur in
parallel (denoted a ‖ b). Suppose now that a is refined to a1 followed by a2.
This results in the refined system on the right. A well known action refinement
question is if b is allowed between a1 and a2; this is the transition with the
“dashed” arrow. In the case of a choice between a; b and b; a an intermediate
b transition is not appropriate in the refined system (a1; a2; b + b; a1; a2). In
case of parallel behavior, the intermediate b action is appropriate ((a1; a2) ‖ b).
Atomic action refinement forbids an intermediate b transition where non-atomic
!o¤1
?i¤1
?refund?refund
?i¤2
?i¤2?i¤1
!game
!o¤2!o¤1
!o¤2 !o¤1
!o¤2
o¤3 refinement LTS i¤3 refinement LTS game refinement LTS
Figure 3: Refinements in video game
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Figure 4: Illustration of (non)-atomic action refinement
action refinement allows the transition.
3.1 Refinement Function
In order to define the concrete behavior for abstract actions we use a so called
refinement function. This function relates abstract actions to labeled transition
systems. We use a Final State LTS for the refinement function: an LTS with
an explicit end state.
Definition 3.2 [Final State Labeled Transition System] A Final State La-
beled Transition System (FLTS) is a six tuple 〈Q, I, U, T, start, final〉 such that
〈Q, I, U, T, start〉 is an LTS. final ∈ Q denotes the end state, with start 6= final.
We denote the class of all FLTS over I and U by FLTS(I, U). We denote the
refinement function as: r : Lτ → FLTS(I, U). When the label sets are trivial
we may leave them out in the refinement function. We use the notation r(λ) to
denote the refinement transition system for abstract action λ. In Figure 3 we
have already shown part of the refinement function for our video game example.
We have the following restrictions on the refinement function. We start with
the formal definition of the restriction followed by an explanation in words.
Definition 3.3
1. Preservation of input initiative. Let a ∈ I, r(a) be the refinement transi-
tion system of a, then
init(r(a)) ⊆ Ir(a) (6)
This means that the refinement transition system of an input action is
only allowed to start with an input action (no output action or τ action).
2. Preservation of output initiative. Let x ∈ U , r(x ) be the refinement
transition system of x, then it should hold that
startr(x)
τ−−→/ ∧∃y ∈ Ur(x) : startr(x) y−→ (7)
This means that the refinement transition system of an output action
should start with at least one output action and is not allowed to start
with an internal action.
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3. Internal actions remain internal actions.
r(τ) = 〈{start, final}, ∅, ∅, {(start, τ, final)}, start, final〉 (8)
The refinement transition system of τ is fixed. This is because we do not
want abstract internal actions to become observable actions in the refined
system.
4. No forgetful refinement.
∀µ ∈ L : startr(µ) ==⇒/ finalr(µ) (9)
No refinement transition system, except r(τ), can perform the empty trace
between the start and final state. This property is called forgetful refine-
ment [8] (forgetting actions by replacing them with the empty trace).
5. No outgoing transitions in the final state. Let µ ∈ Lτ , r(µ) be the refine-
ment transition system of µ, then
init(finalr(µ)) = ∅ (10)
This means that the final state of a refinement transition system has no
outgoing transitions. In this way we can distinguish loops originating in
the abstract system from loops introduced in the refinement.
Throughout this document we assume all used refinement functions to satisfy
these constraints.
3.2 Trace Refinement
To refine traces we use the set of traces that a refinement transition system can
do. We use two special sets of suspension traces, so called XStraces (Special
Straces) and TXStraces (Terminating Special Straces).
Definition 3.4 [Terminating Special Straces] Let s = 〈Q, I, U, T, start, final〉 ∈
FLTS(I, U)
TXStraces(s) = {σ ∈ L∗δ\(δ·L∗δ ∪ L∗δ ·δ) | start σ=⇒ final}
Definition 3.5 [Special Straces] Let s = 〈Q, I, U, T, start, final〉 ∈ FLTS(I, U)
XStraces(s) = {σ ∈ L∗δ\((δ·L∗δ) ∪ {}) | ∃q ∈ Q\{final} : start σ=⇒ q}
Special Straces are non-empty suspension traces of the refinement transition
system that do not start with δ and do not end in the final state. On top of that
Terminating Special Straces are suspension traces of the refinement transition
system, that do not start, nor end with δ and that end in the final state.
We identify two kinds of trace refinements: complete and incomplete re-
finements. Complete refinements end in a final state of a refinement transition
system versus incomplete refinements ending in a non-final state (it can be the
case that a refined trace is in both sets).
The refinement function is not defined for δ and hence there is no refinement
transition system for δ. In order to keep our definitions compact, we want to
treat δ as all other actions. Therefore we explicitly define TXStraces(r(δ)) = {δ}
and XStraces(r(δ)) = ∅.
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Definition 3.6 [Complete atomic trace refinement] Let σ = λ1 · · ·λn, n ≥
0,∀1 ≤ i ≤ n : λi ∈ Lδ, r : Lτ → FLTS.
σ[r ]rc =
{ {} if n = 0
{σ1 · · ·σn | ∀1 ≤ i ≤ n : σi ∈ TXStraces(r(λi))} n > 0
We extend the definition for sets of traces. Let Σ ⊆ L∗δ , Σ[r ]rc =
⋃
σ∈Σ σ[r ]rc .
We see that the complete refinement of a trace means that we concatenate all
possible TXStraces of the individual actions of the trace.
Definition 3.7 [Incomplete atomic trace refinement] Let σ = λ1 · · ·λn, n ≥
0,∀1 ≤ i ≤ n : λi ∈ Lδ, r : Lτ → FLTS.
σ[r ]inc =
 ∅ if n = 0{σ1 · · ·σn | ∀1 ≤ i < n : σi ∈ TXStraces(r(λi)),
σn ∈ XStraces(r(λn))} n > 0
We extend the definition for sets of traces. Let Σ ⊆ L∗δ , Σ[r ]inc =
⋃
σ∈Σ σ[r ]inc .
Incomplete refinement of a trace is the same as complete refinement, except
that the final trace is in XStraces instead of TXStraces.
The general definition of atomic trace refinement takes the union of complete
and incomplete refinements.
Definition 3.8 [Atomic trace refinement] Let σ ∈ L∗δ , r : Lτ → FLTS.
σ[r ] = σ[r ]rc ∪ σ[r ]inc
We extend the definition to sets of traces. Let Σ ⊆ L∗δ , Σ[r ] =
⋃
σ∈Σ σ[r ].
Example 3.9 To illustrate trace refinement look at Figure 2. We see an ab-
stract and a refined system. We want to refine a trace from the abstract system:
(i¤3·refund·o¤3)[r ]. To start with i¤3, we take the set TXStraces(r(i¤3)). In
Figure 3 we show the refinement transition system for i¤3. To keep this exam-
ple concise we only show two elements of the set of TXStraces(r(i¤3)): i¤2·i¤1
and i¤1·refund·o¤1·i¤2·i¤1. The refinement transition system for refund is
straightforward with TXStraces(r(refund)) = {refund}. TXStraces(r(o¤3)) =
{o¤1·o¤2, o¤2·o¤1}. In this way we can construct complete refined traces. We
use the set XStraces(r(o¤3)) = {o¤1, o¤2} to create incomplete refinements 2
Example 3.9 shows why we forbid TXStraces to start and end with δ: a re-
finement transition system does not provide enough information to decide if qui-
escence is appropriate at this place. For example if we allow TXStraces(r(refund))
to end with δ we get an incorrect refinement, as this results in the trace
i¤2·i¤1·refund·δ·o¤1·o¤2 ∈ (i¤3·refund·o¤3)[r ] (δ cannot be followed by the
output action o¤1).
Trace contraction We call the inverse of refinement contraction. Similar to
trace refinement we define complete, incomplete and general trace contraction.
We use the notation Lr to refer to the union of label sets of the refinement
transition systems (for a certain refinement function). Formally, for a refinement
function r : Lτ → FLTS, Lr =
⋃
µ∈L Lr(µ), where Lr(µ) is the label set of
refinement transition system r(µ). We may combine this notation with the τ
and δ subscript notation, like in Lrδ.
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Definition 3.10 [Complete Trace Contraction] Let σ ∈ L∗rδ, r : Lτ → FLTS
σ〈r〉rc =
 {} if σ = {λ1 · · ·λn ∈ L∗δ | ∃n > 0, σ1, . . . , σn ∈ L∗rδ :
σ = σ1 · · ·σn ∧∀1 ≤ i ≤ n : σi ∈ TXStraces(r(λi))} otherwise
We extend the definition for sets of traces. Let Σ ⊆ L∗rδ, Σ〈r〉rc =
⋃
σ∈Σ σ〈r〉rc .
Definition 3.11 [Incomplete Trace Contraction] Let σ ∈ L∗rδ, r : Lτ → FLTS.
σ〈r〉inc =

∅ if σ = 
{λ1 · · ·λn ∈ L∗δ | ∃n > 0, σ1, . . . , σn ∈ L∗rδ :
σ = σ1 · · ·σn ∧∀1 ≤ i < n :
σi ∈ TXStraces(r(λi))∧σn ∈ XStraces(r(λn))} otherwise
We extend the definition for sets of traces. Let Σ ⊆ L∗rδ, Σ〈r〉inc =
⋃
σ∈Σ σ〈r〉inc .
Definition 3.12 [trace contraction] Let σ ∈ L∗rδ
σ〈r〉 = σ〈r〉rc ∪ σ〈r〉inc
We extend the definition for sets of traces. Let Σ ⊆ L∗rδ, Σ〈r〉 =
⋃
σ∈Σ σ〈r〉.
Example 3.13 Trace contraction works similar to trace refinement. We take
the refined trace i¤1·i¤2·refund·o¤2·o¤1 from Example 3.9. We see that i¤1·i¤2
is in TXStraces(r(i¤3)), that refund is in TXStraces(r(refund)) and that o¤2·o¤1
is in TXStraces(r(o¤3)). In our case this is relatively easy as there is no overlap
in label sets. The result is that (i¤1·i¤2·refund·o¤2·o¤1)〈r〉rc = {i¤3·refund·o¤3}.
The incomplete contraction results in the empty set. 2
There is a pleasant relation between trace refinement and trace contraction
which states that trace contraction is the inverse of trace refinement and vice
versa.
Proposition 3.14 Let σ ∈ L∗δ , σ′ ∈ L∗rδ, r : Lτ → FLTS
σ′ ∈ σ[r ]⇔ σ ∈ σ′〈r〉
2
3.3 Transition system refinement
We explicitly construct the refined transition system by Definition 3.15. X is a
special state to mark the start state of the refined system. X is assumed to be
distinct and not in any of the other state sets. Final denotes the set of all final
states of all refinement transition systems: Final =
⋃
λ∈Lτ {finalr(λ)} ∪ {X}.
Definition 3.15 Let s = 〈Q, I, U, T, start〉, r : Lτ → FLTS(I ′, U ′) with I ′ ⊆
L, U ′ ⊆ L. We assume that the states of the refinement transition systems are all
new: ∀µ1, µ2 ∈ Lτ : µ1 6= µ2 ⇒ (Q ∩ (Qr(µ1 )∪Qr(µ2 ))) = ∅∧Qr(µ1 ) ∩ Qr(µ2 ) =
∅. The refined system s[r ] is constructed as follows. s[r ] = 〈Qr , Ir , Ur , Tr , startr 〉:
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µ(q1, q′1)
(q2, q′2)
Transition in
refined specification
start
q′2
µ
Transition in
specification
q1
q2
µ′
r(µ′)
Transition in
Figure 5: Example of transitions in T1
Qr = (Q×
⋃
µ∈Lτ Qr(µ)) ∪ {(start,X)}
Ir =
⋃
µ∈L Ir(µ)
Ur =
⋃
µ∈L Ur(µ)
T1 = {((q1, q′1), µ, (q2, q′2)) | q′1 ∈ Final∧∃µ′ ∈ Lτ : (q1, µ′, q2) ∈ T
∧ (startr(µ′), µ, q′2) ∈ Tr(µ′)}
T2 = {((q1, q′1), µ, (q1, q′2)) | ∃q ∈ Q,µ′ ∈ Lτ : (q, µ′, q1) ∈ T
∧ (q′1, µ, q′2) ∈ Tr(µ′)}
Tr = T1 ∪ T2
startr = (start,X)
The crux of the definition is in T1 and T2. In Figure 5 and Figure 6 we
show how transitions in T1 and T2, respectively are created. We used the same
variable names as in the definition for easy reference. Figure 5 shows transition
(q1, µ′, q2) in the abstract transition system on the left hand side. In the middle
we show transition (start, µ, q′2) of refinement transition system r(µ
′). For final
state q′1 we add transition ((q1, q
′
1), µ, (q2, q
′
2)) on the right hand side to T1. In
a similar fashion we illustrate transition set T2 in Figure 6. In the following
example we show how an entire transition system is refined.
Example 3.16 In Figure 7 we show the abstract specification of the video
game (top left hand side) with the refinement transition systems of the abstract
actions. Note that to improve readability we put the transition systems from
Figure 2 and Figure 3 together in this figure. To keep the figures readable we
will refine the system in two steps. First we will refine the abstract action i¤3,
after that we will add the rest. We will focus on the transitions. We show part
of the result of LTS refinement in Figure 8. In Figure 9 we show the entire
refined transition system.
We start with refining the transition from the start state in the abstract
system: q0 i¤3−−→ q1. This results in the first transitions in the refined sys-
µ
(q1, q′1)
(q1, q′2)
Transition in
refined specification
q′1
q′2
µ
q
q1
µ′
r(µ′)specification
Transition in Transition in
Figure 6: Example of transitions in T2
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Figure 7: LTS refinement example: specification and refinement transition sys-
tems
tem from its start state (q0,X). As X ∈ Final, we can add two transitions
from r(i¤3), according to T1: (q0,X) i¤2−−→ (q1, s2) and (q0,X) i¤1−−→ (q1, s3). We
continue with transitions from (q1, s2). As s2 /∈ Final, T1 does not apply.
According to T2 we can add two transitions: (q1, s2) refund−−−−→ (q1, s1) (because
(s2, refund, s1) ∈ Tr(i¤3)) and (q1, s2) i¤1−−→ (q1, s5). When we add all the transi-
tions for r(i¤3) we obtain a transition system as in Figure 8. Note that transi-
tion (q1, s1) o¤2−−−→ (q1, s0) does not go back to the start state (q0,X), although it
goes back to the start state s0 in the refinement transition system r(i¤3). This
technique is known as root unwinding. Suppose that in q0 we could also do
action play besides i¤3 and suppose that we would cycle back to (q0,X). Then
the refined actions of play are enabled again, whereas we had already chosen for
the refined actions of i¤3. When we also add all the other transitions we get
the system as depicted in Figure 9. 2
(q0,X)
?i¤1?i¤2
?i¤1 ?i¤2
(q1, s3)(q1, s2)
(q1, s1) (q1, s4)
(q1, s5)
?refund?refund
(q1, s0)
!o¤2 !o¤1
Figure 8: LTS refinement example first step
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Figure 9: LTS refinement example second step
Note that LTS refinement also creates some unreachable states and transi-
tions that we did not depict in our figures. This is because we take the Cartesian
product of the state sets. This creates too many states; an example of such a
state is (q0, t1) in the previous example. T1 and T2 may add transitions for these
states. They do not form a problem as they are not reachable and therefore can
be deleted.
A nice relation between trace refinement and LTS refinement is that the
refinement of suspension traces of the abstract system results in suspension
traces of the refined system.
Theorem 3.17
Straces(s)[r ] = Straces(s[r ])
2
The reason this theorem holds is because of our careful definitions of trace
refinement and LTS refinement, together with the constraints on the refinement
function. A problem with trace refinement is what to do with quiescence, be-
cause action refinement may in principle break it. In order to preserve and
reflect quiescence we introduced the preservation of initiative constraint. As a
result refinement transition systems do not start with a τ action (except r(τ)),
as this may break quiescence. For abstract input actions the refinement transi-
tion system is only allowed to start with input actions, likewise the refinement
transition system of output actions should start with at least one output action.
As a result an ‘abstract’ δ action stays δ in the refined situation.
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4 ioco with refinement
In this section we introduce a new variant of the ioco implementation relation:
iocor . It relates the abstract specification with the concrete implementation
and defines a notion of correctness between the two by using the refinement
function. We show that iocor and ioco are equivalent in the sense that they
are equally powerful in discriminating implementations. First we introduce some
definitions to make the definition of iocor better readable.
The following defines the set of output actions that are allowed after a com-
pletely refined trace σ. In other words we want to compute the set of output
actions that are allowed between refinements. We use the abstract specification
to compute this set.
Definition 4.1 Let σ ∈ L∗rδ, s ∈ LTS(I, U), r : Lτ → FLTS. We use the help
set Σ = (σ〈r〉rc ∩ Straces(s))
outrc(s, σ, r) =
⋃
σ′∈Σ{x ∈ out(r(µ) after )\{δ} | µ ∈ out(s after σ′)\{δ}}
∪ (⋃σ′∈Σ out(s after σ′) ∩ {δ})
The definition is straightforward, though rather technical, therefore we ex-
plain it with the following example.
Example 4.2 First we explain the first part of the formula which concerns
the non-quiescent case: {x ∈ out(r(µ) after )\{δ} | µ ∈ out(s after σ′)\{δ}}.
Suppose that we want to compute outrc(s, σ, r) for our video game example with
σ = i¤2·i¤1·play. We first compute Σ = (σ〈r〉rc ∩ Straces(s)) = {i¤3·play}.
Then we compute out(s after i¤3·play)\{δ} = {game}. Next we compute the
final step: out(r(game) after )\{δ} = {game}.
The second part of the formula is to deal with quiescence: out(s after σ′) ∩
{δ}. For our case we have out(s after i¤3·play) = {game} ∩ {δ} = ∅. Hence
outrc(i¤2·i¤1·play, s, r) = {game}. 2
The following definition does the same thing for incompletely refined traces.
A trace σ is split up in sub-traces, such that all sub-traces –except the last one–
are in the set TXStraces of some abstract action. The last subtrace should be in
the set XStraces of some abstract action. This requirement expresses that the
trace ends inside of a refinement. The goal is to end up with the set of outputs
that are allowed within refinements.
Definition 4.3 Let σ ∈ L∗rδ\{}, s ∈ LTS(I, U), r : Lτ → FLTS.
out inc(s, σ, r) = {x ∈ out(r(λn) after σn) | ∃n > 0, σ1, . . . , σn−1 ∈ L∗rδ,
λ1, . . . , λn−1 ∈ Lδ : σ = σ1 · · ·σn ∧λ1 · · ·λn ∈ Straces(s)
∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))∧σn ∈ XStraces(r(λn))}
Like the complete case, this is a straightforward though rather technical
definition. We explain it in the next example.
Example 4.4 Suppose that we want to compute out inc(s, σ, r) for our video
game example with σ = i¤2·refund. In Definition 4.3 we use the definition of
incomplete contraction to refer to the last label of the incomplete contraction
of σ. In our case there is only one solution: i¤2·refund ∈ XStraces(r(i¤3));
in terms of our definition, this means that σn = i¤2·refund and λn = i¤3.
To finish our example we compute: out(r(λn) after σn) = {o¤2}, therefore
out inc(s, σ, r) = {o¤2}. 2
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The definition of iocor takes the union of both sets. This means that we
have the set of possible refined output actions after a refined trace. Our goal is
that this is exactly the same set as the refined specification prescribes.
Definition 4.5 [iocor ] Let s ∈ LTS(I, U), i ∈ IOTS(Ir , Ur ), r : Lτ → FLTS
i iocor s⇔ ∀σ ∈ Straces(s)[r ] : out(i after σ) ⊆ outrc(s, σ, r) ∪ out inc(s, σ, r)
Proposition 4.6 Let s ∈ LTS(I, U), σ ∈ Lrδ, r : Lτ → FLTS
out(s[r ] after σ) = outrc(s, σ, r) ∪ out inc(s, σ, r)
2
When we combine Theorem 3.17 and Proposition 4.6 we get the following
theorem. Theorem 3.17 enables us to move back and forth between the abstract
and refined traces and Proposition 4.6 gives us the required results on the outset
of the refined system.
Theorem 4.7 Let i ∈ IOTS(I, U), s ∈ LTS(I, U), r : Lτ → FLTS.
i iocor s⇔ i ioco s[r ]
2
5 Test case refinement
With test case refinement, we have a similar problem as with trace and LTS
refinement. We want to obtain test cases with the required level of detail in
order to test the iut. As shown in Figure 1 there are two ways to obtain a
refined test suite. One way is to refine the abstract specification and generate
a test suite from the refined specification. Another way is to directly refine
the abstract test suite into a refined test suite. Our results on LTS refinement
enable us to use the former approach. As we can use Tretmans’ test generation
algorithm, we obtain a test suite that is complete with respect to ioco and the
refined specification. In this section we examine if we can also use the latter
approach to obtain a refined test suite that is complete by directly refining an
abstract test suite.
Test case refinement consists of several steps: mini-test creation, the building
of the skeleton of the refined test case, and verdict assignment. We will explain
these steps in this section. We first define some properties that we use in this
section.
We assume that test cases give a fail verdict as soon as a response occurs
that violates the ioco property. We call this property fail fast. The definition
below expresses that when we remove the last action of a trace (to test system s)
leading to a fail state, we should obtain a suspension trace of s. Together with
soundness this is a helpful definition as we know that a test case that performs
the prefix of the trace leading to fail, does not lead to a fail state.
Definition 5.1 [fail fast] Let t ∈ TEST(I, U) be a test case to test system s
and x ∈ Lδ. We call t fail fast for s if the following holds:
t σ−→ q ∧ q /∈ Fail⇒ σ ∈ Straces(s)
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A test suite is conformance trace complete with respect to a transition system
s if for every suspension trace of s there is a test case to perform this trace. A
complete test suite is not necessarily conformance trace complete. For example
traces that always lead to a pass state can be removed from a complete test
suite, resulting in again a complete test suite. This is exactly the reason why
we introduce conformance trace completeness.
Definition 5.2 [Conformance Trace Completeness] Let T ⊆ TEST(I, U), s ∈
LTS(I, U). T is conformance trace complete with respect to s if:
∀σ ∈ Straces(s) : ∃t ∈ T : t σ−→
5.1 Mini test case generation
A mini-test is a special test case for a refinement transition system. It does not
have fail states and only looks at the defined outputs of the refinement transition
system in an observation step. It has a special state final that indicates the final
state of the mini-test.
Definition 5.3 [mini-test] A mini-test 〈Q, I, U, T, start, final,Pass〉 is an acyclic
FLTS 〈Q, I, U, T, start, final〉 with the addition of Pass: a set of pass states.
Definition 5.4 [mini-test generation] Let s = 〈Qs, Is, Us, Ts, starts, finals〉 ∈
FLTS(I, U) be a refinement transition system. Let S be a non-empty set of
states with initially S = {start, ∗}. We use ∗ as a special symbol to forbid
the observation of δ in the start state (as a first observation). A mini-test mt
is obtained from S by a finite number of recursive applications of one of the
following non-deterministic choices.
1. mt := pass. This rule stops the mini-test generation algorithm.
2. mt := X if finals ∈ S. This rule stops the mini-test generation algorithm.
We apply this rule only once. As a result there is only one final state.
3. mt := a; t′ where a ∈ I, S\{∗} after a 6= ∅. t′ is obtained by applying the
algorithm for S′ = S\{∗} after a.
4. mt := Σ{x; tx | x ∈ U, x ∈ out(S)\{∗}}
2Σ{δ; tδ | δ ∈ out(S\{final, ∗})∧∗ /∈ S}
tx and tδ are obtained by applying the algorithm for S′ = (S\{final, ∗}) after
x, S′ = S\{∗} after δ, respectively. We explicitly rule out the case
t := Σ∅ (= stop). This may occur when ∗ ∈ S and out(S) = {δ}, or when
S = {final}. In that case, this rule is not applicable.
We denote the entire set of mini-tests for an FLTS s generated with above
algorithm as MT (s).
We will explain the steps in the algorithm. At any point we can stop testing
and add pass to our mini-test (rule 1), this means that the mini-test ends in
a pass state. Whenever we reach the final state of the refinement transition
system we stop the mini-test generation and end with X (rule 2), X denotes
the final state of the mini-test. The reason that we allow a mini-test to end
with pass is to properly end final states (only one final state can be X, we
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Figure 10: Example mini-test case generation
want all others to end with pass). Another reason is that we want to test
areas of the refinement transition system that will never end in the final state
(of the refinement transition system). We can perform a stimulus a in the
case that S\{∗} after a is not the empty set (rule 3). We update the set
S with S′ = S\{∗} after a. We can perform an observation. δ is treated
as a special case because we do not observe quiescence in the start and final
state (∗ /∈ S), for similar reasons that the XStraces and TXStraces in trace
refinement are not allowed to start and/or end with δ. In the observation
step we add all allowed output actions of the refinement transition system.
For every observation x we continue with the generation of the mini-test with
S′ = (S\{final, ∗}) after x. It is possible to obtain mt := Σ∅, this is an
unwanted situation (the mini-test stops). There are two situations in which
this case can occur. When ∗ ∈ S and out(S) = {δ}, or when S = {final} (in
both cases Σ{x; tx | x ∈ U, x ∈ out(S)\{∗}} = ∅).
Example 5.5 In Figure 10 we illustrate the mini-test generation algorithm
by creating some mini-tests for r(i¤3) (Figure 7 bottom right). We show three
mini-tests for this refinement transition system. We explain mini-test 1 in detail.
We start with S = {s0, ∗}. Suppose we non-deterministically choose a stimulus
(step 3), for example for S after i¤1 = {s2}(6= ∅). We continue with the mini-
test generation with S′ = {s2}. Suppose we again choose a stimulus (step 3),
in this case refund. We continue with S′ = {s2} after refund = {s1}. Suppose
we now choose an observation (step 4). The only defined output is o¤2, which
we add to our mini-test and we continue with S′ = s1 after o¤2 = {s0}. To
obtain mini-test 1, we add two more stimuli: i¤1 followed by i¤2. In the same
way we can generate the other mini-tests. 2
To make the definitions in the rest of this section more transparent we in-
troduce the set of mini-tests for the δ meta label: MT (r(δ)).
Definition 5.6 [δ mini-test]
MT (r(δ)) consists of one mini-test 〈Q, I, U, T, start, final,Pass〉 with: Q = {start,X},
I = ∅, U = {δ}, T = {(start, δ,X)}, final = X,Pass = ∅.
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5.2 Building the skeleton for refined test cases
In this section we build skeletons for refined test cases. We call it skeleton
because they are not yet proper test cases. For example, we still have to assign
verdicts to some final nodes. We use a function to help us building the skeleton
for refined test cases: f : Q → Lδ → MT . This is a function that takes an
abstract state and an abstract label as input and delivers a mini-test for the
abstract label. For the application of f on a state q we use the notation fq
rather than f(q). To put it formally. Let q ∈ Q,λ ∈ Lδ then fq(λ) ∈ MT (r(λ)).
Definition 5.7 Let t = 〈Q, I, U, T, start,Pass,Fail〉 ∈ TEST(I, U) (abstract
test case), f : Q→ Lδ → MT . We assume that the states of the mini-test cases
do not have labels in Lrδ and we assume their state sets to be disjoined. We
define t[f ] = 〈Qf , If , Uf , Tf , (start,X),Passf ,Unknownf 〉 as follows:
Qf = Q1 ∪ {(q, q′) | q ∈ Q1, q′ ∈ Ufδ}, where
Q1 = {(q, q′) | q ∈ Q, q′ ∈
⋃
λ∈Lδ,q1∈QQfq1 (λ)}
If =
⋃
µ∈L Ir(µ)
Uf =
⋃
µ∈L Ur(µ)
Tf = T1 ∪ T2 ∪ T3, where
T1 = {((q1,X), µ, (q′1, q′2)) | q′1 /∈ Fail,∃µ′ ∈ Lδ : (q1, µ′, q′1) ∈ T,
(startfq′1 (µ
′), µ, q
′
2) ∈ Tfq′1 (µ′)}
T2 = {((q1, q2), µ, (q1, q′2)) | q1 /∈ Fail, q2 6= X,
∃q ∈ Q,µ′ ∈ L : (q, µ′, q1) ∈ T, (q2, µ, q′2) ∈ Tfq1 (µ′)}
T3 = {((q1, q2), µ, ((q1, q2), µ)) | ∃µ′ ∈ Urδ, q ∈ Qf :
((q1, q2), µ′, q) ∈ T1 ∪ T2,@q′ ∈ Qf : ((q1, q2), µ, q′) ∈ T1 ∪ T2}
Passf = {(q, q′) | q ∈ Pass, q′ = X} ∪ {(q, q′) | ∃µ ∈ Lδ : q′ ∈ Passr(µ)}
Unknownf = {(q1, q2) | q1 ∈ Q1, q2 ∈ Urδ}
The definition is rather technical and we will explain it in some more de-
tail. The creation of the test skeleton is quite similar to Definition 3.15 (LTS
refinement). The main differences are the transitions in T3 and the Pass and
Unknown states (we may use unknown to refer to states in Unknown, analo-
gous to pass and fail). T3 adds all undefined observations. The mini-tests only
generate observations for defined output actions. T3 adds observations for the
entire output label set Ufδ. Pass states are state tuples where the first state
is a pass state from the abstract test case and the second state is X, or where
the second state is a pass state from the mini-test. Unknown states are all the
observations that we add in T3. The Unknown states are tuples where the first
element is a state tuple like in Q1 and the second element is a label. In this way
we can uniquely identify the Unknown states. We use this information later on
to relabel these states to Pass and Fail states.
The reason that we use Unknown states is that a single test case does not
have enough information to assign failures to the refined test case. We illustrate
this in the following example.
Example 5.8 Figure 11 depicts the way to come from abstract test case and
mini-test to a test skeleton. We take only one transition of the abstract test
case into account to make the example easier to read. In the Figure we see an
abstract test case (left), a mini-test (middle) and a test skeleton (right). We use
the mini-tests from Example 5.5. We assume that fq1(i¤3) has mini-test 1 as its
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Figure 11: Skeleton building example
result (we refer to mini-test 1 asm1). We start with the start state (start,X) and
the abstract transition (start, i¤3, q1), with q1 /∈ Fail. We see that (t0, i¤1, t1) ∈
Tm1 , via T1 we add ((start,X), i¤1, (q1, t1)) to the transition set of the test
skeleton. For the state (q1, t1) we see that q1 /∈ Fail, t2 6= X, (start, i¤3, q1) ∈
T and (t1, !refund, t2) ∈ Tfq1 (i¤3), therefore T2 adds ((q1, t1), !refund, (q1, t2))
to the test skeleton. The ?o¤1, !i¤2 and !i¤1 transitions work in the same
way (T2). This leaves us with the T3 transitions, we illustrate this with the
observation ((q1, t2), ?o¤1, (q1, t3)). T3 tells us that for every missing output
we add a transition. In our case the output set is {o¤1, o¤2, δ} and the o¤2
and δ observations are missing, therefore we add: ((q1, t2), δ, ((q1, t2), δ)) and
((q1, t2), ?o¤2, ((q1, t2), o¤2)). These end states are a combination of state and
label, because we want them to be unique. 2
In order to get all possible combinations of mini-tests in the skeletons we
use all possible functions f .
Definition 5.9 Let t = 〈Q, I, U, T, start,Pass,Fail〉 ∈ TEST(I, U).
t[r ] = {t[f ] | f : Q→ Lδ → MT , such that ∀q ∈ Q,λ ∈ Lδ : fq(λ) ∈ MT (r(λ))}
5.3 Turning test case skeletons into proper test cases
The skeletons of refined test cases as defined above have two problems. First
they have unknown states and no fail states. Second they are not proper test
cases. It can be the case that an observation has two different transitions for
the same output action, so it violates Definition 2.3 (test case). This may be
the case when the refinement transition systems of two different abstract actions
start with the same output action.
In this section we show how to remedy these two problems. To start with the
unknown states, we introduced these states because sometimes we do not know
what verdict to give to an observation. This arises because of the few restrictions
we place on the action refinement function. The result is that a refined trace can
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have more than one abstract trace as its original; in other words trace refinement
is not an injective function and more importantly neither is its inverse. As a
result it may be the case that we can not base our verdict only on the refinement
function. By using the information in the refinement function and the abstract
test suite we resolve unknown states into pass and fail states. It may be the
case that there are states that we cannot resolve, for example because there is
no abstract test case for this (contracted) trace (in the case of an incomplete
test suite). For these states we introduce the inconclusive verdict inconclusive.
Standard test cases do not have the concept of inconclusive states. Therefore
we define extended test cases and use these to add verdicts to the test skeleton.
Analogous to pass and fail we use inconclusive to refer to states in Inconclusive.
Definition 5.10 [Extended test case] An extended test case 〈Q,S,R, T, start,
aapPass,Fail, Inconclusive〉 is a test case 〈Q,S,R, T, start,Pass,Fail〉 with the ad-
dition of Inconclusive: a set of inconclusive states.
Definition 5.11 Let s = 〈Q,S,R, T, start,Pass,Unknown〉 be a test skeleton.
We transform this to a test case 〈Q,S,R, T, start,Pass,Fail, Inconclusive〉 by mov-
ing states q ∈ Unknown to either Pass, Fail or Inconclusive based on properties
of the refinement function r , the abstract test suite AT and the trace σ leading
to q.
• If ∃σ′ ∈ σ〈r〉, t ∈ AT , q′ ∈ Qt\Failt : t σ′−−→ q′ then we move q to Pass.
• If ∀σ′ ∈ σ〈r〉,∃t ∈ AT : t σ′−−→Failt then we move q to Fail.
• In all other cases we move q to Inconclusive. These are the cases when
there is a trace in σ〈r〉 for which we do not have an abstract test case.
In words rule one states that if there is a contraction of σ for which there is
an abstract test case that leads to a non-fail state, then we turn q into a pass
state. Rule 2 states if for all contractions of σ there is an abstract test case
leading to fail (for the abstract trace) then we turn q into a fail state. This
includes the case that σ〈r〉 = ∅. In all other cases we move q to Inconclusive.
An interesting question is if we can do better than this, i.e., if there are
more cases where we can determine that the verdict should be pass or fail. In
the case of pass it is easy to see that this is not the case. If there is a test
case for a contraction that leads to a non fail state, we know (fail fast) that
the contraction is a suspension trace of the abstract system and as a result the
refined trace is a trace of the refined system (Theorem 3.17). In the case of the
fail states it is not clear if we can do better and more research is needed. It is
however clear that if all contractions are no suspension traces of the abstract
system, then the refined trace is also no suspension trace of the refined system.
Example 5.12 In Example 5.8 we built a test skeleton with the traces !i¤1·!refund·?δ
and !i¤1·!refund·?o¤2 leading to unknown states. It depends on the refinement
function and the abstract test suite if these traces should lead to pass, fail or
inconclusive. When we use the refinement function of Figure 7 we see that
(!i¤1·!refund·?δ)〈r〉 = ∅ and (!i¤1·!refund·?o¤2)〈r〉 = ∅, therefore the states
become fail states. The result is depicted in Figure 12. 2
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!i¤1
test skeleton
(start,X)
(q1, t1)
!refund
!i¤2
!i¤1
(q1, t2)
(q1, t3)
(q1, t4)
(q1,X)
?δ ?o¤2
fail
?o¤1
fail
Figure 12: Verdict assignment
The non-determinism in test cases arises because we allow refinement transi-
tion systems to have overlapping label sets. We depict the problem in Figure 13.
We see an abstract test case (left), refinement transition systems for x and y
(middle) and the refined test case (right). The abstract test case consists of one
observation of x and y. The refinement function tells us that x is refined to
itself and that y is refined to x. This results in the non-deterministic test case
on the right.
In principle the non-deterministic observations are not a big problem. Re-
fined test cases with this behavior can still be executed against an implementa-
tion. To remedy the non-deterministic observations in the refined test cases we
can split the test case at every node where this non-deterministic behavior oc-
curs and continue doing so as long as there are non-deterministic observations.
As the test cases are executable against an implementation, we do not solve this
problem in this paper.
From now on we use the term test case refinement to refer to the end result
of the test case refinement steps (mini-test generation, skeleton building and
verdict assignment). This means that for an abstract test case t, t[r ] denotes
the set of concrete extended testcases. We extend test case refinement to test
suites in a straightforward manner. Let T ⊆ TEST(S,R) be an abstract test
suite then T [r ] =
⋃
t∈T t[r ].
?x ?y
x[r ]
?x ?x
y[r ]t
?x ?x
tr
Figure 13: Example of a non deterministic test case
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5.4 Completeness of test case refinement
In this section we show under which circumstances the refinement of a complete
abstract test suite results in a complete refined test suite. The completeness
property consists of two parts: soundness and exhaustiveness. First we show
that refined fail fast test cases are again fail fast.
Proposition 5.13 Let T ⊆ TEST(I, U) be sound, conformance trace com-
plete and fail fast, r : Lτ → FLTS, tr ∈ T [r ], σ ∈ L∗rδ.
tr
σ−→r fail⇒ ∃σ′ ∈ Straces(s[r ]), x ∈ Urδ : σ = σ′·x∧x /∈ out(s[r ] after σ′)
2
With this proposition it is straightforward to prove that a sound and fail
fast test suite is sound again after refinement.
Theorem 5.14 [Soundness of the refined test suite] Let t ∈ TEST(I, U), s ∈
LTS(I, U) and let t be fail fast.
(t is sound w.r.t. ioco and s)⇒ (t[r ] is sound w.r.t. ioco and s[r ]) 2
To prove that an exhaustive abstract test suite is again exhaustive after
refinement we need some extra constraints. Like explained in [7] a complete
test suite can be optimized by removing test cases that are superfluous (for
example because they always lead to pass). Thus it might be the case that
we have a test suite that is not conformance trace complete with respect to its
specification. This means that we may have an abstract trace σ for which we do
not have a test case. Suppose that there is an error in the implementation for
some of the traces in σ[r ]. This means that we cannot construct a refined test
case to perform these refined traces, so we cannot determine the incorrectness.
However when the abstract test suite is conformance trace complete we can
always give the verdict inconclusive or fail.
Proposition 5.15 Let s ∈ LTS(I, U), σ ∈ Straces(s[r ]) and let T be a confor-
mance trace complete, exhaustive and fail fast test suite for s with respect to
ioco.
x /∈ out(s[r ] after σ)⇒ ∃tr ∈ T [r ], q ∈ (Failtr ∪ Inconclusivetr ) : tr σ·x−−→r q
2
When an abstract test suite is conformance trace complete and fail fast we
have enough information get a refined test suite without inconclusive states.
Remember that when a trace σ leads to an inconclusive state, this means
that there is a contraction of σ for which we do not have an abstract test case.
Because the abstract test suite is conformance trace complete we know that the
contraction of σ is not a suspension trace. With the aid of the fail fast property
we can therefore interpret all the inconclusive states as fail states. For the
following theorem and corollory we treat inconclusive states as fail states.
Theorem 5.16 [Exhaustiveness of the refined test suite] Let s ∈ LTS(I, U), T ⊆
TEST(I, U) be conformance trace complete and fail fast test suite.
(T is exhaustive w.r.t. ioco and s)⇒ (T [r ] is exhaustive w.r.t. iocor and s)
2
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Proposition 5.15 and the fact that we can treat inconclusive states as fail
are the main ingredients in the proof of this theorem.
Tretmans’ test case generation algorithm generates a complete, conformance
trace complete and fail fast test suite. Hence refinement of such a test suite gives
us a complete test suite with respect to iocor and the abstract specification.
Corollary 5.17 The refinement of a complete test suite generated with Tret-
mans’ algorithm for test case generation, is complete with respect to iocor and
the abstract specification.
6 Conclusion
In this paper we addressed action refinement in model based testing: the prob-
lem that a model, or a test case, does not have enough information to properly
test the iut. For example because some actions are unknown to the iut, or
because the model, or test case, is incorrect because of wrong abstractions. We
presented action refinement as a way to add information to models and test
cases by replacing abstract actions with more complex behavior. We showed
how to use action refinement to refine traces, transition systems and test cases
for a special case of action refinement: atomic action refinement. We also intro-
duced a new implementation relation iocor that relates an abstract model with
a concrete implementation. As explained, atomic action refinement abstracts
from parallel behavior and assumes that the behavior of a refined action is again
atomic. It is important to realize that atomic and non-atomic action refinement
both have their merits. In our opinion the choice between these two depends
on the application at hand. This paper has the following results:
• The refined traces of the abstract system are equal to the traces of the
refined system. This is important because it means that trace refinement
is compatible with LTS refinement; we do not leave some traces out.
• The refinement of a complete abstract test suite that is conformance trace
complete and fail fast, results in a complete refined test suite. This result is
important because it shows that directly refining a test suite is equivalent
with first refining a system and then generating a test suite.
Further research One of the interesting topics in action refinement is non-
atomic action refinement. This means action refinement that can cope with
parallelism. The literature shows some nice solutions for the refinement of spec-
ifications. Most of them are in the realm of truly concurrent systems (without
distinction between input and output actions). This is unfortunate as our test
theory is based on labeled transition theory with its interleaving semantics.
Therefore it looks interesting to investigate Asynchronous Transition Systems
and Transition Systems with a dependency relation between transitions ([9]),
as these are true concurrency formalisms based on labeled transition systems.
Another interesting approach might be to investigate test generation for true
concurrency systems like event structures. However in both cases there are some
hard nuts to crack to refine test cases in a non-atomic setting.
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A Proofs Section 3.2 (Trace refinement)
Lemma A.1 Let σ ∈ L∗δ , σ′ ∈ L∗rδ, r : Lτ → FLTS
σ′ ∈ σ[r ]rc ⇔ σ ∈ σ′〈r〉rc
2
Proof
Only if: The case for σ =  is straighforward, as [r ]rc = 〈r〉rc = {}.
Let σ = λ1 · · ·λn with n ≥ 1 and ∀1 ≤ i ≤ n : λi ∈ Lδ.
σ′ ∈ (λ1 · · ·λn)[r ]rc
⇒ (∗ Definition 3.6 (complete trace refinement) ∗)
σ′ ∈ {σ1 · · ·σn | ∀1 ≤ i ≤ n : σi ∈ TXStraces(r(λi))}
⇒ (∗ Definition 3.10 (complete trace contraction) ∗)
λ1 · · ·λn ∈ σ′〈r〉rc
⇒ (∗ Premise: σ = λ1 · · ·λn ∗)
σ ∈ σ′〈r〉rc
If: The case for σ =  is straighforward, as [r ]rc = 〈r〉rc = {}.
σ ∈ σ′〈r〉rc
⇒ (∗ Definition 3.10 (complete trace contraction) ∗)
σ ∈ {λ1 · · ·λn ∈ L∗δ | ∃n > 0, σ1, . . . , σn ∈ L∗rδ : σ′ = σ1 · · ·σn
∧∀1 ≤ i ≤ n : σi ∈ TXStraces(r(λi))
⇒ (∗ Definition 3.6 (complete trace refinement) ∗)
σ′ ∈ σ[r ]rc
2
Lemma A.2 Let σ ∈ L∗δ , σ′ ∈ L∗rδ, r : Lτ → FLTS
σ′ ∈ σ[r ]inc ⇔ σ ∈ σ′〈r〉inc
2
Proof
Only if: The case for σ =  is vacuously true because [r ]inc = ∅.
Let σ = λ1 · · ·λn, with n ≥ 0 and ∀1 ≤ i ≤ n : λi ∈ Lδ.
σ′ ∈ (λ1 · · ·λn)[r ]inc
⇒ (∗ Definition 3.7 (incomplete trace refinement) ∗)
σ′ ∈ {σ1 · · ·σn | ∀1 ≤ i < n : σi ∈ TXStraces(r(λi)), σn ∈ XStraces(r(λn))}
⇒ (∗ Definition 3.11 (incomplete trace contraction) ∗)
λ1 · · ·λn ∈ σ′〈r〉inc
⇒ (∗ Premise: σ = λ1 · · ·λn ∗)
σ ∈ σ′〈r〉inc
If: The case for σ =  is vacuously true, because 〈r〉inc = ∅.
σ ∈ σ′〈r〉inc
⇒ (∗ Definition 3.11 (incomplete trace contraction) ∗)
σ ∈ {λ1 · · ·λn ∈ L∗δ | ∃n 0, σ1, . . . , σn : σ′ = σ1 · · ·σn
∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))∧σn ∈ XStraces(r(λn))}
⇒ (∗ Definition 3.7 (incomplete trace refinement) ∗)
σ′ ∈ σ[r ]inc
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2Proposition 3.14 Let σ ∈ L∗δ , σ′ ∈ L∗rδ, r : Lτ → FLTS
σ′ ∈ σ[r ]⇔ σ ∈ σ′〈r〉
2
Proof This proof follows directly from Lemma A.1 and Lemma A.2. 2
The following lemma’s are used in the proofs of the other sections. We have put
them in this appendix, because they are lemma’s about trace refinement.
Lemma A.3 Let σ1, σ2 ∈ L∗δ , r : Lτ → FLTS
{σ′1·σ′2 | σ′1 ∈ σ1[r ]rc , σ′2 ∈ σ2[r ]rc} = (σ1·σ2)[r ]rc
2
Proof
Subset (⊆) We identify the following cases:
• σ1 = .
σ′1 ∈ σ1[r ]rc ∧σ′2 ∈ σ2[r ]rc
⇒ (∗ Premise: σ1 =  and [r ]rc = {} ∗)
σ′1 ∈ σ1[r ]rc ∧σ′2 ∈ σ2[r ]rc ∧σ′1·σ′2 = σ′2 ∧σ1·σ2 = σ2
⇒ (∗ Logical reasoning ∗)
σ′1·σ′2 ∈ (σ1·σ2)[r ]rc
• σ2 = . This case is similar to case 1.
• σ1, σ2 6= .
σ′1 ∈ σ1[r ]rc ∧σ′2 ∈ σ2[r ]rc
⇒ (∗ Definition 3.6 (trace refinement) σ1, σ2 6=  ∗)
∃n ≥ 1, µ1, . . . , µn ∈ Lδ : σ1 = µ1 · · ·µn ∧σ′1 ∈ {ρ1 · · · ρm |
∀1 ≤ i ≤ n : ρi ∈ TXStraces(r(µi))}∧∃m ≥ 1, λ1, . . . , λm ∈ Lδ :
σ2 = λ1 · · ·λm ∧σ′2 ∈ {υ1 · · · υm | ∀1 ≤ j ≤ m : υj ∈ TXStraces(r(λj ))}
⇒ (∗ Set operations ∗)
∃n,m ≥ 1, µ1, . . . , µn, λ1, . . . , λn ∈ Lδ : σ1 = µ1 · · ·µn ∧σ2 = λ1 · · ·λm
∧σ′1·σ′2 ∈ {ρ1 · · · ρn·υ1 · · · υn | ∀1 ≤ i ≤ n : ρi ∈ TXStraces(r(µi)),
∀1 ≤ j ≤ m : υj ∈ TXStraces(r(λj ))}
⇒ (∗ Rewrite of σ1 = µ1 · · ·µn and σ2 = λ1 · · ·λn ∗)
∃k ≥ 1, µ1, . . . , µk ∈ Lδ : σ1·σ2 = µ1 · · ·µk
∧σ′1·σ′2 ∈ {ρ1 · · · ρk | ∀1 ≤ i ≤ k : ρi ∈ TXStraces(r(µi))}
⇒ (∗ Definition 3.6 (complete trace refinement) ∗)
σ′1·σ′2 ∈ (σ1·σ2)[r ]rc
Supset (⊇) We identify the following cases:
• σ1 = 
σ ∈ (σ1·σ2)[r ]rc
⇒ (∗ Premise σ1 =  ∗)
σ ∈ σ2[r ]rc
⇒ (∗ Basic set operations ∗)
σ ∈ {σ′2 | σ′2 ∈ σ2[r ]rc}
⇒ (∗ Definition 3.6 (trace refinement), use premise σ1 =  ∗)
σ ∈ {σ′1·σ′2 | σ′1 ∈ σ1[r ]rc , σ′2 ∈ σ2[r ]rc}
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• σ2 = . This case is similar to case 1.
• σ1, σ2 6= . Assume that σ1 = λ1 · · ·λn for some n > 0 and that
σ2 = µ1 · · ·µm for some m > 0 with ∀m,n > 0 : λi, µi ∈ Lδ.
σ ∈ (σ1·σ2)[r ]rc
⇒ (∗ Definition 3.6 (trace refinement) ∗)
σ ∈ {ρ1 · · · ρm+n | ∀1 ≤ i ≤ n : ρi ∈ TXStraces(r(λi)),
∀n+ 1 ≤ i ≤ m+ n : ρi ∈ TXStraces(r(µi))}
⇒ (∗ Definition 3.6 (trace refinement),
use premise: σ1 = λ1 · · ·λn, σ2 = µ1 · · ·µm ∗)
σ ∈ {σ′1·σ′2 | σ′1 ∈ σ1[r ]rc , σ′2 ∈ σ2[r ]}
2
Lemma A.4 Let σ1 ∈ L∗δ , σ2 ∈ L∗δ\{}
{σ′1·σ′2 | σ′1 ∈ σ1[r ]rc , σ′2 ∈ σ2[r ]inc} = (σ1·σ2)[r ]inc
2
Proof
Subset (⊆) We identify the following cases:
• σ1 = 
σ′1 ∈ σ1[r ]rc ∧σ′2 ∈ σ2[r ]inc
⇒ (∗ Premise: σ1 =  and [r ] = {} ∗)
σ′1 ∈ σ1[r ]rc ∧σ′2 ∈ σ2[r ]inc ∧σ′1·σ′2 = σ′2 ∧σ1·σ2 = σ2
⇒ (∗ Logical reasoning ∗)
σ′1·σ′2 ∈ (σ1·σ2)[r ]inc
⇒ (∗ Definition 3.8 (trace refinement) ∗)
σ′1·σ′2 ∈ (σ1·σ2)[r ]
• σ2 = . Incomplete trace refinement of  yields the empty set.
• σ1, σ2 6= .
σ′1 ∈ σ1[r ]rc ∧σ′2 ∈ σ2[r ]inc
⇒ (∗ Definition 3.7) ∗)
σ′1 ∈ σ1[r ]rc ∧∃n ≥ 1, λ1 · · ·λn ∈ Lδ : σ2 = λ1 · · ·λn
∧σ′2 ∈ {υ1 · · · υn | ∀1 ≤ i < n : υi ∈ TXStraces(r(λi)),
υn ∈ XStraces(r(λn))}
⇒ (∗ Definition 3.6 ∗)
∃m ≥ 1, µ1 · · ·µm ∈ Lδ : σ1 = µ1 · · ·µm ∧σ′1 ∈ {ρ1 · · · ρm |
∀1 ≤ i ≤ m : ρ1 ∈ TXStraces(r(µi))}∧∃n ≥ 1, λ1 · · ·λn ∈ Lδ :
σ2 = λ1 · · ·λn ∧σ′2 ∈ {υ1 · · · υn | ∀1 ≤ i < n :
υi ∈ TXStraces(r(λi)), υn ∈ XStraces(r(λn))}
⇒ (∗ Set operations ∗)
∃n,m ≥ 1, µ1 · · ·µm, λ1 · · ·λn ∈ Lδ : σ1 = µ1 · · ·µm
∧σ2 = λ1 · · ·λn ∧σ′1·σ′2 ∈ {ρ1 · · · ρm·υ1 · · · υn | ∀1 ≤ i ≤ m :
ρi ∈ TXStraces(r(µi)), 1 ≤ j < n : υj ∈ TXStraces(r(λi)),
υn ∈ XStraces(r(λn))}
⇒ (∗ Definition 3.7, logical reasoning ∗)
σ′1·σ′2 ∈ (σ1·σ2)[r ]inc
⇒ (∗ Definition 3.8 (trace refinement) ∗)
σ′1·σ′2 ∈ (σ1·σ2)[r ]
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Supset (⊇) We identify the following cases:
• σ1 = 
σ ∈ (σ1·σ2)[r ]inc
⇒ (∗ Premise: σ1 =  ∗)
σ ∈ σ2[r ]inc
⇒ (∗ Basic set operations ∗)
σ ∈ {σ′2 | σ′2 ∈ σ2[r ]inc}
⇒ (∗ Definition 3.6 (trace refinement), use premise: σ1 =  ∗)
σ ∈ {σ′1·σ′2 | σ′1 ∈ σ1[r ]rc , σ′2 ∈ σ2[r ]inc}
• σ1, σ2 6= . Assume that σ1 = λ1 · · ·λn and that σ2 = µ1 · · ·µm with
m,n > 0.
σ ∈ (σ1·σ2)[r ]inc
⇒ (∗ Definition 3.7 (trace refinement) ∗)
σ ∈ {σ′1 · · ·σ′m+n | ∀1 ≤ i ≤ n : σi ∈ TXStraces(r(λi)),
∀n+ 1 ≤ i ≤ m+ n− 1 : σ′i ∈ TXStraces(r(µi))
∧σm+n ∈ XStraces(r(µm))}
⇒ (∗ Definition 3.6, Definition 3.7 ((in)complete trace refinement),
use premise: σ1 = λ1 · · ·λn, σ2 = µ1 · · ·µm ∗)
σ ∈ {σ′1·σ′2 | σ′1 ∈ σ1[r ]rc , σ′2 ∈ σ2[r ]inc}
2
Lemma A.5 Let σ1, σ2 ∈ L∗δ , r : Lτ → FLTS
σ′1 ∈ σ1[r ]rc ∧σ′2 ∈ σ2[r ]⇒ σ′1·σ′2 ∈ (σ1·σ2)[r ]
2
Proof Definition 3.8 gives two possibilities for σ′2 : σ
′
2 ∈ σ2[r ]rc or σ′2 ∈ σ2[r ]inc .
The first case is proven in Lemma A.3 and the second case in Lemma A.4.
2
Lemma A.6 Let σ ∈ L∗δ , r : Lτ → FLTS
σ ∈ σ[r ]rc〈r〉rc
2
Proof We distinguish the following cases:
• σ = . This case is straightforward. [r ]rc = {} (Definition 3.6 trace
refinement) and {}〈r〉rc = {} (Definition 3.10 trace contraction).
• σ 6= . Let σ = λ1 · · ·λn for some n ≥ 1 and ∀1 ≤ i ≤ n : λi ∈ Lδ.
(λ1 · · ·λn)[r ]rc
= (∗ Definition 3.6 (trace refinement) ∗)
{σ1 · · ·σn | ∀1 ≤ i ≤ n : σi ∈ TXStraces(r(λi))}
⇒ (∗ Definition 3.10 (trace contraction) ∗)
λ1 · · ·λn ∈ (λ1 · · ·λn)[r ]rc〈r〉rc
2
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Lemma A.7 Let σ ∈ L∗rδ, r : Lτ → FLTS
∃σ′ ∈ L∗δ : σ ∈ σ′[r ]rc ⇒ σ ∈ σ〈r〉rc [r ]rc
2
Proof We identify the following cases:
• σ = . This case is straightforward. 〈r〉rc = {} (Definition 3.10 trace
contraction) and {}[r ]rc = {} (Definition 3.6 trace refinement).
• σ 6= . Suppose σ′ = (λ1 · · ·λn) with n ≥ 1 and ∀1 ≤ i ≤ n : λi ∈ Lδ.
σ ∈ σ′[r ]rc
⇒ (∗ Proposition 3.14 ∗)
σ′ ∈ σ〈r〉rc ∧σ ∈ σ′[r ]rc
⇒ (∗ Logical Reasoning ∗)
σ ∈ σ〈r〉rc [r ]rc
2
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B Proofs Section 3.3 (LTS refinement)
Lemma B.1 Let q1, q2 ∈ Q,µ ∈ Lτ , q′1, q′2 ∈ Qr(µ), n ≥ 1
q1
µ−→ q2 ∧ q′1 τ
n−−→
r(µ)q
′
2 implies (q2, q
′
1)
τn−−→r (q2, q′2)
2
Proof Proof by induction on n
Basic step: n = 1.
q1
µ−→ q2 ∧ q′1 τ
1−−→
r(µ)q
′
2
⇒ (∗ Definition 3.15 (LTS refinement T2) ∗)
q1
µ−→ q2 ∧ (q1, q′1) τ
1−−→r (q2, q′2)
Induction step:  = τn for some n ≥ 0 and assume that the lemma holds for
some 1 ≤ i < n.
q1
µ−→ q2 ∧ q′1 τ
i+1−−−→
r(µ)q
′
2
⇒ (∗ Definition −→ ∗)
q1
µ−→ q2 ∧∃q′3 ∈ Qr(µ) : q′1 τ
i−−→
r(µ)q
′
3
τ−→
r(µ)q
′
2
⇒ (∗ Induction ∗)
q1
µ−→ q2 ∧∃q′3 ∈ Qr(µ) : q′1 τ
i−−→
r(µ)q
′
3
τ−→
r(µ)q
′
2
∧ (q2, q′1) τ
i−−→r (q2, q′3)
⇒ (∗ Basic step ∗)
∃q′3 ∈ Qr(µ) : (q2, q′1) τ
i−−→r (q2, q′3)∧ (q2, q′3) τ−→r (q2, q′2))
⇒ (∗ Definition −→ ∗)
(q2, q′1)
τ i+1−−−→r (q2, q′2)
2
Lemma B.2 Let q1, q2 ∈ Q,µ ∈ Lτ , q′1 ∈ Qr(µ), q′2 ∈ Qr(µ)\{finalr(µ)}, σ ∈
L+r(µ)δ
q1
µ−→ q2 ∧ q′1 σ=⇒r(µ)q′2 implies (q2, q′1) σ=⇒r (q2, q′2)
2
Proof
Proof by induction on the length of σ.
Basic step: σ = λ with λ ∈ Lr(µ)δ.
We identify the following cases:
• λ ∈ Lr(µ)
q1
µ−→ q2 ∧ q′1 λ=⇒r(µ)q′2
⇒ (∗ Definition =⇒ ∗)
q1
µ−→ q2 ∧∃q3, q′4 ∈ Qr(µ) : q′1 =⇒r(µ)q′3 λ−→r(µ)q′4 =⇒r(µ)q′2
At this point we assume that the empty traces () consist of at least
one τ step. When this is not the case, the states q′1 and q
′
3 and/or
q′4 and q
′
2 are identical. In the case that both do not consist of at
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least one τ step, we do not need Lemma B.1 (in the proof below),
but otherwise the proof remains the same.
⇒ (∗ Lemma B.1 ∗)
q1
µ−→ q2 ∧∃q3, q′4 ∈ Qr(µ) : q′1 =⇒r(µ)q′3 λ−→r(µ)q′4 =⇒r(µ)q′2
∧ (q1, q′1) =⇒r q2, q′3)∧ (q2, q′4) =⇒r (q2, q′2)
⇒ (∗ Definition 3.15 (LTS refinement T2) ∗)
(q1, q′1)
=⇒r q2, q′3)∧ (q2, q′4) =⇒r (q2, q′2)∧ (q2, q′3) λ−→r (q2, q′4)
⇒ (∗ Definition =⇒ ∗)
(q1, q′1)
λ=⇒
r
(q2, q′2)
• λ = δ
q1
µ−→ q2 ∧ q′1 δ=⇒r(µ)q′2
⇒ (∗ Definition =⇒ ∗)
q1
µ−→ q2 ∧∃q3, q′4 ∈ Qr(µ) : q′1 =⇒r(µ)q′3 δ−→r(µ)q′4 =⇒r(µ)q′2
Like in the previous case, we assume that the empty traces () consist
of at least one τ step.
⇒ (∗ Lemma B.1 ∗)
q1
µ−→ q2 ∧∃q3, q′4 ∈ Qr(µ) : q′1 =⇒r(µ)q′3 δ−→r(µ)q′4 =⇒r(µ)q′2
∧ (q1, q′1) =⇒r q2, q′3)∧ (q2, q′4) =⇒r (q2, q′2)
⇒ (∗ Definition δ ∗)
q1
µ−→ q2 ∧∃q3, q′4 ∈ Qr(µ) : q′1 =⇒r(µ)q′3 δ−→r(µ)q′4 =⇒r(µ)q′2
∧ (q1, q′1) =⇒r q2, q′3)∧ (q2, q′4) =⇒r (q2, q′2)
∧∀µ′ ∈ Ur(µ)τ : q′3 µ
′−−−→/
r(µ) ∧ q′3 = q′4
⇒ (∗ Definition 3.15 (LTS refinement T2) ∗)
(q1, q′1)
=⇒r q2, q′3)∧ (q2, q′4) =⇒r (q2, q′2)
∧∀µ′ ∈ Urτ : (q2, q′3) µ
′−−−→/ r ∧ q′3 = q′4
This last step may need some explanation. q′3 cannot do an output
action or τ action, in other words it can only do an input action. T2
of Definition 3.15 shows that this means that (q2, q′3) can also not do
any output actions (or τ action) of r(µ). Furthermore, because the
refinement transition systems have unique state spaces, and the only
way to add intermediate transitions is via T2, we know that (q2, q3)
cannot do any action of Urτ .
It could be that an output action can be added via T1, when q′3/q
′
4 is a
final state. This can only be the case when the transition q′4
=⇒
r(µ)q
′
2
consistist of zero τ steps; this means that q′3 = q
′
4 = q
′
2. This case is
explicitly ruled out, because the lemma is not applicable when q′2 is
a final state.
⇒ (∗ Definition δ ∗)
(q1, q′1)
=⇒r q2, q′3)∧ (q2, q′4) =⇒r (q2, q′2)∧ (q2, q′3) δ−→r (q2, q′3)∧ q′3 = q′4
⇒ (∗ Logical reasoning ∗)
(q1, q′1)
=⇒
r
q2, q
′
3)∧ (q2, q′4) =⇒r (q2, q′2)∧ (q2, q′3) δ−→r (q2, q′4)
⇒ (∗ Definition =⇒ ∗)
(q1, q′1)
δ=⇒r (q2, q′2)
Induction step: Let σ = σ1·λ1 with σ1 ∈ L+r(µ)δ and λ1 ∈ Lrδ.
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q1
µ−→ q2 ∧ q′1 σ1·λ1====⇒r(µ)q′2
⇒ (∗ Definition =⇒ ∗)
q1
µ−→ q2 ∧∃q′3 ∈ Qr(µ) : q′1 σ1==⇒r(µ)q′3 λ1==⇒r(µ)q′2
⇒ (∗ Induction ∗)
q1
µ−→ q2 ∧∃q′3 ∈ Qr(µ) : q′1 σ1==⇒r(µ)q′3 λ1==⇒r(µ)q′2
∧ (q2, q′1) σ1==⇒r (q2, q′3)
⇒ (∗ Basic step ∗)
(q2, q′1)
σ1==⇒
r
(q2, q′3)∧ (q2, q′3) λ1==⇒r (q2, q′2)
⇒ (∗ Definition =⇒ ∗)
(q2, q′1)
σ1·λ1====⇒r (q2, q′2)
⇒ (∗ Premise: σ = σ1·λ1 ∗)
(q2, q′1)
σ=⇒r (q2, q′2)
2
Lemma B.3 Let q1, q2 ∈ Q,µ ∈ Lτ , q′ ∈ Qr(µ), q′2 ∈ Qr(µ)\{finalr(µ)}, λ ∈
Lr(µ), σ ∈ L∗r(µ)δ
q1
µ−→ q2 ∧ r(µ) λ−→ q′ σ=⇒ q′2 implies ∀q′1 ∈ Final : (q1, q′1) λ·σ===⇒r (q2, q′2)
2
Proof We identify the following cases:
• σ = . We identify the following cases:
– σ = τ0
q1
µ−→ q2 ∧ r(µ) λ−→ q′ τ0−−→ q′2
⇒ (∗ Definition τ0 ∗)
q1
µ−→ q2 ∧ r(µ) λ−→ q′2
⇒ (∗ Definition 3.15 (LTS refinement T1) ∗)
∀q′1 ∈ Final : (q1, q′1) λ−→r (q2, q′2)
⇒ (∗ Definition =⇒ ∗)
∀q′1 ∈ Final : (q1, q′1) λ=⇒r (q2, q′2)
– σ = τn with n ≥ 1
q1
µ−→ q2 ∧ r(µ) λ−→r(µ)q′ τ
n−−→
r(µ)q
′
2
⇒ (∗ Lemma B.1 ∗)
q1
µ−→ q2 ∧ r(µ) λ−→r(µ)q′ τ
n−−→
r(µ)q
′
2
∧ (q2, q′) τn−−→r (q2, q′2)
⇒ (∗ Definition 3.15 (LTS refinement T1) ∗)
(q2, q′) τ
n−−→
r
(q2, q′2)∧∀q′1 ∈ Final : (q1, q′1) λ−→r (q2, q′)
⇒ (∗ Definition =⇒ ∗)
∀q′1 ∈ Final : (q1, q′1) λ=⇒r (q2, q′2)
• σ 6= 
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q1
µ−→ q2 ∧ r(µ) λ−→r(µ)q′ σ=⇒r(µ)q′2
⇒ (∗ Lemma B.2 ∗)
q1
µ−→ q2 ∧ r(µ) λ−→r(µ)q′ σ=⇒r(µ)q′2
∧ (q2, q′) σ=⇒r (q2, q′2)
⇒ (∗ Definition 3.15 (LTS refinement T1) ∗)
(q2, q′)
σ=⇒r (q2, q′2)∧∀q′1 ∈ Final : (q1, q′1) λ−→r (q2, q′)
⇒ (∗ Definition =⇒ ∗)
∀q′1 ∈ Final : (q1, q′1) λ·σ===⇒r (q2, q′2)
2
Lemma B.4 Let q1, q2 ∈ Q,µ ∈ Lτ , q′ ∈ Qr(µ), λ ∈ Lr(µ), σ ∈ L∗r(µ)δ\(L∗r(µ)δ·δ)
q1
µ−→ q2 ∧ r(µ) λ−→ q′ σ=⇒ finalr(µ) implies ∀q′1 ∈ Final : (q1, q′1) λ·σ===⇒r (q2, finalr(µ))
2
Proof We want to apply Lemma B.3, but this lemma is not directly applicable
because we use the final state finalr(µ). Therefore we need to be able to refer to
the state before finalr(µ). We assume that σ ends with µ1 ∈ Lr(µ)τ (note that δ
is not applicable). Let σ = σ1·µ1.
⇒ (∗ Definition =⇒ and premisse ∗)
q1
µ−→ q2 ∧∃q′1 ∈ Qr(µ) : r(µ) λ−→r(µ)q′ σ1==⇒r(µ)q′1 µ1−−→r(µ)finalr(µ)
⇒ (∗ Definition 3.3 point 5 ∗)
q1
µ−→ q2 ∧∃q′1 ∈ Qr(µ) : r(µ) λ−→r(µ)q′ σ1==⇒r(µ)q′1 µ1−−→r(µ)finalr(µ)
∧ q′1 /∈ Final
⇒ (∗ Lemma B.3 ∗)
q1
µ−→ q2 ∧∃q′1 ∈ Qr(µ) : r(µ) λ−→r(µ)q′ σ1==⇒r(µ)q′1 µ1−−→r(µ)finalr(µ)
∧∀q′2 ∈ Final : (q1, q′2) λ·σ1===⇒r (q2, q′1)
⇒ (∗ Definition 3.15 (LTS refinement T2) ∗)
q1
µ−→ q2 ∧∃q′1 ∈ Qr(µ) : r(µ) λ−→r(µ)q′ σ1==⇒r(µ)q′1 µ1−−→r(µ)finalr(µ)
∧∀q′2 ∈ Final : (q1, q′2) λ·σ1===⇒r (q2, q′1)∧ (q2, q′1) µ1−−→r (q2, finalr(µ))
⇒ (∗ Definition =⇒ ∗)
∀q′2 ∈ Final : (q1, q′2) λ·σ1·µ1=====⇒r (q2, finalr(µ))
⇒ (∗ Premisse: σ = σ1·µ1 ∗)
∀q′2 ∈ Final : (q1, q′2) λ·σ===⇒r (q2, finalr(µ))
2
Lemma B.5 Let q, q1 ∈ Q, q′ ∈ Final, µ ∈ Lτ
q µ−→ q1 ∧σ ∈ µ[r ]rc ⇒ (q, q′) σ=⇒r (q1, finalr(µ))
2
Proof From the definition of LTS refinement (Definition 3.15) we see that there
are two ways to add transitions: T1 and T2. As q′ ∈ Final we know that only T1
is applicable in state (q, q′).
We identify the following cases:
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• σ = . Only the refinement of τ is allowed to have  in its TXStraces
(see constraints 1,2,3 in Definition 3.3). Therefore we know µ = τ ,
r(τ) τ−→ finalr(τ) is the only transition in r(τ).
q τ−→ q1 ∧ r(τ) τ−→ finalr(τ)
⇒ (∗ Definition 3.15 (lts refinement) ∗)
(q, q′) τ−→
r
(q1, finalr(τ))
⇒ (∗ Premise: σ =  ∗)
(q, q′) =⇒
r
(q1, finalr(τ))
• σ 6= . In this case we know that (q, q′) does not start with a τ transition,
because of constraints 1, 2 and 3 in Definition 3.3. Because σ ∈ µ[r ]rc we
know that σ does not start nor end with δ. Let σ = λ1 · · ·λn for some
n ≥ 1 and ∀1 ≤ i ≤ n : λi ∈ Lr(µ)δ.
q µ−→ q1 ∧ (λ1 · · ·λn) ∈ µ[r ]rc
⇒ (∗ Definition 3.8 ∗)
q µ−→ q1 ∧ (λ1 · · ·λn) ∈ TXStraces(r(µ))
⇒ (∗ Definition 3.4 (TXStraces) ∗)
q µ−→ q1 ∧ r(µ) λ1···λn=====⇒ finalr(µ) ∧ (λ1 · · ·λn) /∈ (δ·L∗r(µ)δ ∪ Lr(µ)δ·δ)
⇒ (∗ Logical reasoning ∗)
q µ−→ q1 ∧ r(µ) λ1···λn=====⇒ finalµ[r ] ∧λ1, λn 6= δ
⇒ (∗ Contraints 1,2,3 in Definition 3.3 (σ does not start with a τ
action) together with definition =⇒ and −→ ∗)
q µ−→ q1 ∧∃q′1 ∈ Qr(µ) : r(µ) λ1−−→r q′1 λ2···λn=====⇒rfinalr(µ) ∧λ1, λn 6= δ
⇒ (∗ Lemma B.4, note that λ1, λn 6= δ ∗)
∀q′ ∈ Final : (q, q′) λ1···λn=====⇒r (q1, finalr(µ))
⇒ (∗ Premise: σ = λ1 · · ·λn ∗)
∀q′ ∈ Final : (q, q′) σ=⇒r (q1, finalr(µ))
2
Lemma B.6 Let q, q1 ∈ Q, q′ ∈ Final, µ ∈ Lτ
q µ−→ q1 ∧σ ∈ µ[r ]inc ⇒ (q, q′) σ=⇒r
2
Proof We identify the following cases:
• σ = . Because [r ]inc = ∅, the lemma is vacuously true for this case.
• σ 6= . Because σ ∈ [r ]inc we know that σ does not start with δ, further-
more we know that σ does not end in a final state in r(µ). Let σ = λ1 · · ·λn
for some n ≥ 1 and ∀1 ≤ i ≤ n : λi ∈ Lr(µ)δ.
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q µ−→ q1 ∧ (λ1 · · ·λn) ∈ µ[r ]inc
⇒ (∗ Definition 3.8 ∗)
q µ−→ q1 ∧ (λ1 · · ·λn) ∈ XStraces(r(µ))
⇒ (∗ Definition 3.5 (XStraces) ∗)
q µ−→ q1 ∧∃q′ ∈ Qr(µ)\{finalr(µ)} : r(µ) λ1···λn=====⇒ q′
∧ (λ1 · · ·λn) /∈ (δ·L∗r(µ)δ ∪ {})
⇒ (∗ Logical reasoning ∗)
q µ−→ q1 ∧∃q′ ∈ Qr(µ)\{finalr(µ)} : r(µ) λ1···λn=====⇒ q′ ∧λ1 6= δ
⇒ (∗ Constraints 1,2,3 in Definition 3.3 (σ does not start with a τ
action) together with definition =⇒ and −→ ∗)
q µ−→ q1 ∧∃q′ ∈ Qr(µ)\{finalr(µ)}, q′1 ∈ Qr(µ) : r(µ) λ1−−→ q′1 λ2···λn=====⇒ q′
∧λ1 6= δ
⇒ (∗ Lemma B.3 ∗)
∀q′2 ∈ Final : (q1, q′2) λ1···λn=====⇒r (q1, q′)
⇒ (∗ Definition =⇒ ∗)
∀q′2 ∈ Final : (q1, q′2) λ1···λn=====⇒r
⇒ (∗ Premisse: σ = λ1 · · ·λn ∗)
∀q′2 ∈ Final : (q1, q′2) σ=⇒r
2
We introduce a definition for the concept that a trace in a refined system
does not encounter intermediate states where the second state element is in
Final. We call this property final state clean of fsclean for short.
Definition B.7 Let (q0, q′0), (q, q
′) ∈ Qr , σ = (λ1 · · ·λn)  Lrδ for some n ≥ 0
and ∀1 ≤ i ≤ n : λi ∈ Lrτδ we use the notation (qn, q′n) = (q, q′)
fsclean[(q0, q′0)
σ=⇒
r
(q, q′)] =def
∀1 ≤ i ≤ n,∃(qi, q′i) ∈ Qr : ((qi−1, q′i−1) λi−−→r (qi, q′i)∧ i 6= n)⇒ q′i /∈ Final
Lemma B.8 Let (q1, q′1), (q, q
′) ∈ Qr , q′1 /∈ Final
fsclean[(q1, q′1)
=⇒r (q, q′)]⇒ ∃µ ∈ Lτ : q′1 =⇒r(µ)q′ ∧ q1 = q
2
Proof As  = τn for some n ≥ 0 we prove this by induction on n.
Basic step: n = 0.
fsclean[(q1, q′1)
τ0−−→r (q, q′)]
⇒ (∗ Definition τ0 ∗)
fsclean[(q1, q′1)
τ0−−→r (q, q′)]∧ (q1, q′1) = (q, q′)
⇒ (∗ Logical reasoning, using the definition of τ0 ∗)
fsclean[(q1, q′1)
τ0−−→r (q, q′)]∧ q′1 τ
0−−→ q′ ∧ q1 = q
⇒ (∗ Logical reasoning, using Definition 3.15 (lts refinement T2)
with the knowledge that state spaces of refinement transition
systems are unique ∗)
∃µ ∈ Lτ : q′1 τ
0−−→
r(µ)q
′ ∧ q1 = q
Induction step: σ = τ j ·τ and assume that the lemma holds for some 0 ≤ j <
n.
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fsclean[(q1, q′1)
τj ·τ−−−→
r
(q, q′)]
⇒ (∗ Definition −→ ∗)
∃(q2, q′2) ∈ Qr : fsclean[(q1, q′1) τ
j−−→r (q2, q′2) τ−→r (q, q′)]
⇒ (∗ Induction ∗)
∃(q2, q′2) ∈ Qr : fsclean[(q1, q′1) τ
j−−→r (q2, q′2) τ−→r (q, q′)]
∧∃µ ∈ Lτ : q′1 τ
j−−→
r(µ)q
′
2 ∧ q1 = q2
⇒ (∗ Definition 3.15 (LTS refinement T2). ∗)
∃(q2, q′2) ∈ Qr : fsclean[(q1, q′1) τ
n−1−−−−→r (q2, q′2) τ−→r (q, q′)]
∧∃µ ∈ Lτ : q′1 τ
j−−→
r(µ)q
′
2 ∧ q1 = q2 ∧∃µ′ ∈ Lτ : q′2 τ−→r(µ′)q′ ∧ q2 = q
⇒ (∗ Logical reasoning using Definition 3.15 (LTS refinement):
state spaces of refinement transition systems are unique.
Therefore µ = µ′ ∗)
∃µ ∈ Lτ : q′1 τ
j−−→
r(µ)q
′
2
τ−→
r(µ)q
′ ∧ q1 = q
⇒ (∗ Definition −→ ∗)
∃µ ∈ Lτ : q′1 τ
j ·τ−−−→
r(µ)q
′ ∧ q1 = q
2
Lemma B.9 Let (q1, q′1), (q, q
′) ∈ Qr , q′1 /∈ Final, λ ∈ Lrδ
fsclean[(q1, q′1)
λ−→r (q, q′)]⇒ ∃µ ∈ Lτ : q′1 λ−→r(µ)q′ ∧ q1 = q
2
Proof We identify the following cases:
• λ ∈ Lr
⇒ (∗ Definition 3.15 (LTS refinement T2) ∗)
∃µ ∈ Lτ : q′1 λ−→r(µ′)q′ ∧ q1 = q
• λ = δ
⇒ (∗ Definition δ ∗)
fsclean[(q1, q′1)
δ−→r (q, q′)]
∧∀µ ∈ Urτ : (q1, q′1) µ
′−−−→/ r ∧ (q1, q′1) = (q, q′)
⇒ (∗ Logical reasoning using Definition 3.15 (LTS refinement T2)
and Definition 3.3: 1,2,3 ∗)
∃µ ∈ Lτ : (∀µ′ ∈ Ur(µ′) ∪ {τ} : q′1 µ
′−−−→/
r(µ))∧ (q1, q′1) = (q, q′)
⇒ (∗ Definition δ ∗)
∃µ ∈ Lτ : q′1 δ−→r(µ)q′1 ∧ (q1, q′1) = (q, q′)
⇒ (∗ Logical reasoning ∗)
∃µ ∈ Lτ : q′1 δ−→r(µ)q′ ∧ q1 = q
2
The following lemma shows that in a refined transition system, traces that
are fsclean consist entirely of T2 transitions when the second element of the
starting state is not in Final.
Lemma B.10 Let (q1, q′1), (q, q
′) ∈ Qr , q′1 /∈ Final, σ ∈ L∗rδ
fsclean[(q1, q′1)
σ=⇒r (q, q′)]⇒ ∃µ ∈ Lτ : q′1 σ=⇒r(µ)q′ ∧ q1 = q
2
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Proof To understand this proof it is important to realize that the state spaces of
refinement transition system are unique. As a result we can ‘connect’ incoming
and outgoing transitions to such states.
Proof by induction on the length of σ
Basic step: σ = . This step follows from Lemma B.8.
Induction step: σ = σ′·λ and assume that the lemma holds for σ′.
fsclean[(q1, q′1)
σ′·λ===⇒r (q, q′)]
⇒ (∗ Definition =⇒ ∗)
∃(q2, q′2), (q3, q′3) ∈ Qr : fsclean[(q1, q′1) σ
′
==⇒r (q2, q′2) λ−→r (q3, q′3) =⇒r (q, q′)]
⇒ (∗ Induction ∗)
∃(q2, q′2), (q3, q′3) ∈ Qr : fsclean[(q1, q′1) σ
′
==⇒r (q2, q′2) λ−→r (q3, q′3) =⇒r (q, q′)]
∧∃µ ∈ Lτ : q′1 σ
′
==⇒
r(µ)q
′
2 ∧ q1 = q2
⇒ (∗ Lemma B.9 ∗)
∃(q2, q′2), (q3, q′3) ∈ Qr : fsclean[(q1, q′1) σ
′
==⇒
r
(q2, q′2)
λ−→
r
(q3, q′3)
=⇒
r
(q, q′)]
∧∃µ ∈ Lτ : q′1 σ
′
==⇒
r(µ)q
′
2 ∧ q1 = q2
∧∃µ′ ∈ Lτ : q′2 λ−→r(µ′)q′3 ∧ q2 = q3
When  = τ0 we know that (q3, q′3) = (q, q
′) and we are basically done. In
 consists of one or more τ steps we need an extra step.
⇒ (∗ Basic step, using the fact that q′3 /∈ Final because
 = τn for some n > 0 and using Definition B.7. ∗)
∃µ ∈ Lτ : q′1 σ
′
==⇒
r(µ)q
′
2 ∧ q1 = q2 ∧∃µ′ ∈ Lτ : q′2 λ−→r(µ′)q′3
∧ q2 = q3 ∧∃µ′′ ∈ Lτ : q′3 =⇒r(µ′′)q′ ∧ q3 = q
⇒ (∗ Logical reasoning using from Definition 3.15 the fact that
state spaces of refinement transition systems are unique.
Therefore µ = µ′ = µ′′ ∗)
∃µ ∈ Lτ : q′1 σ
′
==⇒
r(µ)q
′
2
λ−→
r(µ)q
′
3
=⇒
r(µ′′)q
′ ∧ q1 = q
⇒ (∗ Definition =⇒ ∗)
∃µ ∈ Lτ : q′1 σ
′·λ===⇒
r(µ)q
′ ∧ q1 = q
2
Lemma B.11 Let s ∈ LTS(I, U), (q1, q′1), (q, q′) ∈ Qr with q′1 ∈ Final
fsclean[(q1, q′1)
=⇒r (q, q′)]∧ (q1, q′1) 6= (q, q′)⇒ q1 τ−→ q ∧ r(τ) =⇒ q′ ∧ q′ = finalr(τ)
2
Proof The definition of  tells us that  = τn for some n ≥ 0. The lemma
forbids the case n = 0, because (q1, q′1) 6= (q, q′).
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∃n ≥ 1 : fsclean[(q1, q′1) τ
n−−→r (q, q′)]
⇒ (∗ Definition −→ ∗)
∃n ≥ 1, (q2, q′2) ∈ Qr : fsclean[(q1, q′1) τ−→r (q2, q′2) τ
n−1−−−−→
r
(q, q′)]
⇒ (∗ Definition 3.15 (LTS refinement T1) ∗)
∃n ≥ 1, (q2, q′2) ∈ Qr : fsclean[(q1, q′1) τ−→r (q2, q′2) τ
n−1−−−−→r (q, q′)]
∧∃λ ∈ Lτ : q1 λ−→ q2 ∧ r(λ) τ−→ q′2
⇒ (∗ The only refinement transition system that is allowed to start
with τ is r(τ): Definition 3.3: constraints 1,2,3. ∗)
∃n ≥ 1, (q2, q′2) ∈ Qr : fsclean[(q1, q′1) τ−→r (q2, q′2) τ
n−1−−−−→r (q, q′)]
∧ q1 τ−→ q2 ∧ r(τ) τ−→ q′2
⇒ (∗ Definition 3.3 constraint 3 ∗)
∃n ≥ 1, (q2, q′2) ∈ Qr : fsclean[(q1, q′1) τ−→r (q2, q′2) τ
n−1−−−−→r (q, q′)]
∧ q1 τ−→ q2 ∧ r(τ) τ−→ q′2 ∧ q′2 = finalr(τ)
⇒ (∗ Logical reasoning using Definition B.7 (fsclean) ∗)
∃(q2, q′2) ∈ Qr : fsclean[(q1, q′1) τ−→r (q2, q′2) τ
n−1−−−−→r (q, q′)]
∧ q1 τ−→ q2 ∧ r(τ) τ−→ q′2 ∧ q′2 = finalr(τ) ∧n = 1∧ (q2, q′2) = (q, q′)
⇒ (∗ Logical reasoning ∗)
q1
τ−→ q ∧ r(τ) τ−→ q′ ∧ q′ = finalr(τ)
2
Lemma B.12 Let s ∈ LTS(I, U), λ ∈ Lr , (q1, q′1), (q, q′) ∈ Qr with q′1 ∈ Final
fsclean[(q1, q′1)
λ=⇒r (q, q′)]⇒ ∃µ ∈ L : q1 µ−→ q ∧ r(µ) λ=⇒ q′
2
Proof
⇒ (∗ Definition =⇒ ∗)
∃(q2, q′2), (q3, q′3) ∈ Qr : fsclean[(q1, q′1) =⇒r (q2, q′2) λ−→r (q3, q′3) =⇒r (q, q′)]
⇒ (∗ Definition 3.15 (LTS refinement T1, Definition 3.3:
constraints 1,2,3, λ 6= τ ∗)
∃(q3, q′3) ∈ Qr : fsclean[(q1, q′1) λ−→r (q3, q′3) =⇒r (q, q′)]
⇒ (∗ Definition 3.15 (LTS refinement T1) ∗)
∃(q3, q′3) ∈ Qr : fsclean[(q1, q′1) λ−→r (q3, q′3) =⇒r (q, q′)]
∧∃µ ∈ L : q1 µ−→ q3 ∧ r(µ) λ−→ q′3
When  = τ0 we know that (q3, q′3) = (q, q
′) and we are basically done. In 
consists of one or more τ steps we need an extra step.
⇒ (∗ Lemma B.10, note that q3 /∈ Final because  = τn for some n > 0
and using Definition B.7 ∗)
∃(q3, q′3) ∈ Qr : fsclean[(q1, q′1) λ−→r (q3, q′3) =⇒r (q, q′)]
∧∃µ ∈ L : q1 µ−→ q3 ∧ r(µ) λ−→ q′3 ∧∃µ′ ∈ Lτ : q′3 =⇒r(µ′)q′ ∧ q3 = q
⇒ (∗ Definition 3.15: state spaces of refinement transition systems
are unique ∗)
∃(q3, q′3) ∈ Qr : fsclean[(q1, q′1) λ−→r (q3, q′3) =⇒r (q, q′)]
∧∃µ ∈ L : q1 µ−→ q3 ∧ r(µ) λ−→ q′3 ∧∃µ′ ∈ Lτ : q′3 =⇒r(µ′)q′
∧ q3 = q ∧µ = µ′
⇒ (∗ Logical reasoning ∗)
∃µ ∈ L : q1 µ−→ q ∧ r(µ) λ=⇒r(µ)q
2
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Lemma B.13 Let s ∈ LTS(I, U), (q1, q′1), (q, q′) ∈ Qr with q′1 ∈ Final
fsclean[(q1, q′1)
δ=⇒r (q, q′)]⇒ q1 δ−→ q ∧ (q1, q′1) = (q, q′)
2
Proof
fsclean[(q1, q′1)
δ=⇒r (q, q′)]
⇒ (∗ Definition =⇒ ∗)
∃(q2, q′2), (q3, q′3) ∈ Qr : fsclean[(q1, q′1) =⇒r (q2, q′2) δ−→r (q3, q′3) =⇒r (q, q′)]
⇒ (∗ Definition 3.15 (LTS refinement T1), Definition 3.3:
constraints 1,2,3, δ 6= τ ∗)
∃(q3, q′3) ∈ Qr : fsclean[(q1, q′1) δ−→r (q3, q′3) =⇒r (q, q′)]
⇒ (∗ Definition δ ∗)
fsclean[(q1, q′1)
δ−→r (q3, q′3) =⇒r (q, q′)]∧ (q1, q′1) = (q3, q′3)
∧∀λ ∈ Urτ : (q1, q′1) λ−−→/ r
⇒ (∗ Definition B.7 (fsclean):
(q′1(= q
′
3) ∈ Final therefore (q3, q′3) = (q, q′) and  = τ0) ∗)
fsclean[(q1, q′1)
δ−→
r
(q, q′)]∧ (q1, q′1) = (q, q′)∧∀λ ∈ Urτ : (q1, q′1) λ−−→/ r
⇒ (∗ Definition 3.15 (LTS refinement T1),
Definition 3.3: constraints 1,2,3 ∗)
(q1, q′1) = (q, q
′)∧∀λ′ ∈ Uτ : q1 λ′−−→/
⇒ (∗ Definition δ ∗)
(q1, q′1) = (q, q
′)∧ q1 δ−→ q1
⇒ (∗ Logical reasoning ∗)
q1
δ−→ q ∧ (q1, q′1) = (q, q′)
2
Lemma B.14 Let s ∈ LTS(I, U), σ ∈ L∗rδ\{, δ}, (q1, q′1), (q, q′) ∈ Qr with
q′1 ∈ Final
fsclean[(q1, q′1)
σ=⇒r (q, q′)]⇒ ∃λ ∈ Lτδ : q1 λ−→ q ∧ r(λ) σ=⇒ q′
2
Proof This follows directly from the way we construct refined transition sys-
tems: Definition 3.15. There are two rules to add transitions in the refined
system: T1 and T2. T1 is only applicable for the first transition when q′1 ∈ Final.
For all other transitions we are sure that the second part of the state tuple
is not in Final because of Definition B.7. Therefore T2 is applicable for those
transitions.
Suppose σ = λ1·σ1 for some λ1 ∈ Lrδ and σ1 ∈ L∗rδ. We identify the
following cases:
• λ1 ∈ L
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fsclean[(q1, q′1)
λ1·σ1====⇒r (q, q′)]
⇒ (∗ Definition =⇒ ∗)
∃(q2, q′2) ∈ Qr : fsclean[(q1, q′1) λ1==⇒r (q2, q′2) σ1==⇒r (q, q′)]
⇒ (∗ Lemma B.12 ∗)
∃(q2, q′2) ∈ Qr : fsclean[(q1, q′1) λ1==⇒r (q2, q′2) σ1==⇒r (q, q′)]
∧∃µ ∈ L : q1 µ−→ q2 ∧ r(µ) λ1==⇒r(µ)q′2
⇒ (∗ Lemma B.10, q2 /∈ Final because of the fsclean property ∗)
∃(q2, q′2) ∈ Qr : fsclean[(q1, q′1) λ1==⇒r (q2, q′2) σ1==⇒r (q, q′)]
∧∃µ ∈ L : q1 µ−→ q2 ∧ r(µ) λ1==⇒r(µ)q′2 ∧ q2 = q ∧∃µ′ ∈ Lτ : q′2 σ1==⇒r(µ′)q′
⇒ (∗ Logical reasoning ∗)
∃(q, q′2) ∈ Qr : fsclean[(q1, q′1) λ1==⇒r (q, q′2) σ1==⇒r (q, q′)]
∧∃µ ∈ L : q1 µ−→ q ∧ r(µ) λ1==⇒r(µ)q′2 ∧∃µ′ ∈ Lτ : q′2 σ1==⇒r(µ′)q′
⇒ (∗ Definition 3.15 (LTS refinement): state sets of refinement
transition systems are unique (so µ = µ′) ∗)
∃(q, q′2) ∈ Qr : fsclean[(q1, q′1) λ1==⇒r (q, q′2) σ1==⇒r (q, q′)]
∧∃µ ∈ L : q1 µ−→ q ∧ r(µ) λ1==⇒r(µ)q′2 σ1==⇒r(µ)q′
⇒ (∗ Definition =⇒ ∗)
∧∃µ ∈ L : q1 µ−→ q ∧ r(µ) λ1·σ1====⇒r(µ)q′
• λ1 = δ. This case coincides with Lemma B.13. The implication is that
σ1 =  and this means that σ = δ. This case is excluded from the lemma.
2
Lemma B.15 Let q, q1 ∈ Q, where Q is the set of states of an arbitrary tran-
sition system.
q
=⇒ q1 ⇒ ∀q′ ∈ Final : (∃q′1 ∈ Final : (q, q′) =⇒r (q1, q′1))
2
Proof As  = τn for some n ≥ 0 we proof the following lemma. Let n ≥ 0.
q τ
n−−→ q1 ⇒ ∀q′ ∈ Final : (∃q′1 ∈ Final : (q, q′) τ
n−−→r (q1, q′1)) (11)
Proof by induction on n.
Basic step: n = 0.
q τ
0−−→ q1
⇒ (∗ Definition −→ ∗)
q τ
0−−→ q1 ∧ q = q1
⇒ (∗ Definition −→ ∗)
q = q1 ∧∀q′ ∈ Final : (q, q′) τ0−−→r (q, q′)
⇒ (∗ Logical reasoning ∗)
∀q′ ∈ Final : (∃q′1 ∈ Final : (q, q′) τ
0−−→r (q1, q′1))
Induction step: Assume that the lemma holds for 0 ≤ j < n. Let σ = τ j ·τ .
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q τ
j ·τ−−−→ q1
⇒ (∗ Definition −→ ∗)
∃q2 ∈ Q : q τj−−→ q2 τ−→ q1
⇒ (∗ Induction ∗)
∃q2 ∈ Q : q τj−−→ q2 τ−→ q1 ∧∀q′ ∈ Final : (∃q′2 ∈ Final : (q, q′) τ
j−−→r (q2, q′2))
⇒ (∗ Definition 3.15 (LTS refinement) T1 ∗)
∃q2 ∈ Q : q τj−−→ q2 τ−→ q1 ∧∀q′ ∈ Final : ∃q′2 ∈ Final : (q, q′) τ
j−−→r (q2, q′2) τ−→r (q1, finalτ )
⇒ (∗ Definition −→ ∗)
∀q′ ∈ Final : (q, q′) τj ·τ−−−→r (q1, finalτ )
⇒ (∗ Logical reasoning ∗)
∀q′ ∈ Final : (∃q′1 ∈ Final : (q, q′) τ
j ·τ−−−→r (q1, q′1)
2
Lemma B.16 Let q, q1 ∈ Q,λ ∈ Lδ, where Q is the set of states of an arbitrary
transition system.
q
λ=⇒ q1 ⇒ ∀q′ ∈ Final, σ ∈ λ[r ]rc : (∃q1 ∈ Final : (q, q′) σ=⇒r (q1, q′1))
2
Proof We identify the following cases:
• λ ∈ L.
q
λ=⇒ q1
⇒ (∗ Definition =⇒ ∗)
∃q2, q3 ∈ Q : q =⇒ q2 λ−→ q3 =⇒ q1
⇒ (∗ Lemma B.15 ∗)
∃q2, q3 ∈ Q : q =⇒ q2 λ−→ q3 =⇒ q1 ∧∀q′, q′3 ∈ Final :
(∃q′2, q′1 ∈ Final : (q, q′) =⇒r (q2, q′2)∧ (q3, q′3) =⇒r (q1, q′1))
⇒ (∗ Lemma B.5 (λ 6= δ) ∗)
∃q2, q3 ∈ Q : q =⇒ q2 λ−→ q3 =⇒ q1 ∧∀q′, q′3 ∈ Final :
(∃q′2, q′1 ∈ Final : (q, q′) =⇒r (q2, q′2)∧ (q3, q′3) =⇒r (q1, q′1))
∧∀q′4 ∈ Final, σ ∈ λ[r ]rc : (q2, q′4) σ=⇒r (q3, finalr(λ))
⇒ (∗ Logical reasoning ∗)
∀q′ ∈ Final, σ ∈ λ[r ]rc :
(∃q′1, q′2 ∈ Final : (q, q′) =⇒r (q2, q′2) σ=⇒r (q3, finalr(λ)) =⇒r (q1, q′1))
⇒ (∗ Definition =⇒ ∗)
∀q′ ∈ Final, σ ∈ λ[r ]rc : (∃q′1 ∈ Final : (q, q′) σ=⇒r (q1, q′1))
• λ = δ.
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q
δ=⇒ q1
⇒ (∗ Definition =⇒ ∗)
∃q2, q3 ∈ Q : q =⇒ q2 δ−→ q3 =⇒ q1
⇒ (∗ Definition δ ∗)
∃q2 ∈ Q : q =⇒ q2 δ−→ q2 =⇒ q1 ∧∀µ ∈ Uτ : q2 µ−−→/
⇒ (∗ Lemma B.15 ∗)
∃q2 ∈ Q : q =⇒ q2 δ−→ q2 =⇒ q1 ∧∀µ ∈ Uτ : q2 µ−−→/
∧∀q′, q′3 ∈ Final :
(∃q′1, q′2 ∈ Final : (q, q′) =⇒r (q2, q′2)∧ (q2, q′3) =⇒r (q1, q′1))
⇒ (∗ Definition 3.3 (Constraints on the refinement function) ∗)
∃q2 ∈ Q : q =⇒ q2 δ−→ q2 =⇒ q1 ∧∀µ ∈ Uτ : (q2 µ−−→/
∧ init(r(µ)) ⊆ Ir(µ))∧∀q′, q′3 ∈ Final :
(∃q′1, q′2 ∈ Final : (q, q′) =⇒r (q2, q′2)∧ (q2, q′3) =⇒r (q1, q′1))
⇒ (∗ Definition 3.15 (LTS refinement T1) ∗)
∀q′, q′3 ∈ Final : (∃q′1, q′2 ∈ Final : (q, q′) =⇒r (q2, q′2)∧ (q2, q′3) =⇒r (q1, q′1))
∀q′4 ∈ Final, µ′ ∈ Urτ : (q2, q′4) µ
′−−−→/ r
⇒ (∗ Definition δ ∗)
∀q′, q′3 ∈ Final : (∃q′1, q′2 ∈ Final : (q, q′) =⇒r (q2, q′2)∧ (q2, q′3) =⇒r (q1, q′1))
∀q′4 ∈ Final, µ′ ∈ Urτ : (q2, q′4) δ−→r (q2, q′4)
⇒ (∗ Logical reasoning ∗)
∀q′ ∈ Final : (∃q′1, q′2 ∈ Final : (q, q′) =⇒r (q2, q′2) δ−→r (q2, q′2) =⇒r (q1, q′1))
⇒ (∗ Definition =⇒ ∗)
∀q′ ∈ Final : (∃q′1 ∈ Final : (q, q′) δ=⇒r (q1, q′1))
⇒ (∗ Definition 3.6 ∗)
∀q′ ∈ Final, σ ∈ δ[r ]rc : (∃q′1 ∈ Final : (q, q′) σ=⇒r (q1, q′1))
2
Lemma B.17 Let q, q1 ∈ Q, σ ∈ L∗δ , where Q is the set of states of an arbitrary
transition system.
q
σ=⇒ q1 ⇒ ∀q′ ∈ Final, σ′ ∈ σ[r ]rc : (∃q′1 ∈ Final : (q, q′) σ
′
==⇒r (q1, q′1))
2
Proof Proof by induction on the length of σ.
Basic step: σ = . This step follows from Lemma B.15 ([r ] = {}).
Induction step: Let σ = σ1·λ with σ1 ∈ L∗δ and λ ∈ Lδ and assume that the
lemma holds for σ1.
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q
σ1·λ===⇒ q1
⇒ (∗ Definition =⇒ ∗)
∃q2 ∈ Q : q σ1==⇒ q2 λ=⇒ q1
⇒ (∗ Induction ∗)
∃q2 ∈ Q : q σ1==⇒ q2 λ=⇒ q1 ∧∀q′ ∈ Final, σ′1 ∈ σ1[r ]rc :
(∃q′2 ∈ Final : (q, q′) σ
′
1==⇒r (q2, q′2))
⇒ (∗ Lemma B.16 ∗)
∃q2 ∈ Q : q σ1==⇒ q2 λ=⇒ q1 ∧∀q′ ∈ Final, σ′1 ∈ σ1[r ]rc :
(∃q′2 ∈ Final : (q, q′) σ
′
1==⇒r (q2, q′2))
∀q′3 ∈ Final, σ′2 ∈ λ[r ]rc : (∃q′1 ∈ Final : (q2, q′3) σ
′
2==⇒r (q1, q′1))
⇒ (∗ Logical reasoning ∗)
∃q2 ∈ Q : q σ1==⇒ q2 λ=⇒ q1 ∧∀q′ ∈ Final, σ′1 ∈ σ1[r ]rc , σ′2 ∈ λ[r ]rc :
(∃q′1q′2 ∈ Final : (q, q′) σ
′
1==⇒r (q2, q′2) σ
′
2==⇒r (q1, q′1))
⇒ (∗ Definition =⇒ ∗)
∀q′ ∈ Final, σ′1 ∈ σ1[r ]rc , σ′2 ∈ λ[r ]rc :
(∃q′1 ∈ Final : (q, q′) σ
′
1·σ′2====⇒
r
(q1, q′1))
⇒ (∗ Lemma A.3 ∗)
∀q′ ∈ Final, σ′ ∈ (σ1·λ)[r ]rc : (∃q′1 ∈ Final : (q, q′) σ
′
==⇒r (q1, q′1))
⇒ (∗ Premise: σ = σ1·λ ∗)
∀q′ ∈ Final, σ′ ∈ σ[r ]rc : (∃q′1 ∈ Final : (q, q′) σ
′
==⇒r (q1, q′1))
2
Lemma B.18 Let q ∈ Q,λ ∈ L, where Q is the set of states of an arbitrary
transition system.
q
λ=⇒ ⇒ ∀q′ ∈ Final, σ ∈ λ[r ]inc : (q, q′) σ=⇒r
2
Proof
q
λ=⇒ q1
⇒ (∗ Definition =⇒ ∗)
∃q1 ∈ Q : q =⇒ q1 λ−→
⇒ (∗ Lemma B.15 ∗)
∃q1 ∈ Q : q =⇒ q1 λ−→ ∧∀q′ ∈ Final : (∃q′1 ∈ Final : (q, q′) =⇒r (q1, q′1)
⇒ (∗ Lemma B.6 ∗)
∃q1 ∈ Q : q =⇒ q1 λ−→ ∧∀q′ ∈ Final : (∃q′1 ∈ Final : (q, q′) =⇒r (q1, q′1)
∧∀q′2 ∈ Final, σ ∈ λ[r ]inc : (q1, q′2) σ=⇒r
⇒ (∗ Logical reasoning ∗)
∀q′ ∈ Final, σ ∈ λ[r ]inc : (∃q′1 ∈ Final : (q, q′) =⇒r (q1, q′1) σ=⇒r )
⇒ (∗ Definition =⇒ ∗)
∀q′ ∈ Final, σ ∈ λ[r ]inc : (q, q′) σ=⇒r
2
Proposition B.19 Let σ ∈ L∗δ
q
σ=⇒ ⇒ ∀q′ ∈ Final, σ′ ∈ σ[r ] : (q, q′) σ
′
==⇒r
2
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Proof For completely refined traces (σ′ ∈ σ[r ]rc) this lemma follows from
Lemma B.17. The remainder of the proof is for σ′ ∈ σ[r ]inc . Suppose σ = σ1·λ
with σ1 ∈ L∗δ and λ ∈ Lδ.
Note that the cases for σ =  and λ = δ are vacuously true, because [r ]inc =
∅ and δ[r ]inc = ∅. The proof obligation remains for λ ∈ L
⇒ (∗ Definition =⇒ ∗)
∃q1 ∈ Q : q σ1==⇒ q1 λ=⇒
⇒ (∗ Lemma B.17 ∗)
∃q1 ∈ Q : q σ1==⇒ q1 λ=⇒
∀q′ ∈ Final, σ′1 ∈ σ1[r ]rc : (∃q′1 ∈ Final : (q, q′) σ
′
1==⇒r (q1, q′1))
⇒ (∗ Lemma B.18 ∗)
∃q1 ∈ Q : q σ1==⇒ q1 λ=⇒
∀q′ ∈ Final, σ′1 ∈ σ1[r ]rc : (∃q′1 ∈ Final : (q, q′) σ
′
1==⇒r (q1, q′1))
∧∀q′3 ∈ Final, σ′2 ∈ λ[r ]inc : (q1, q′3) σ
′
2==⇒r
⇒ (∗ Logical reasoning ∗)
∃q1 ∈ Q : q σ1==⇒ q1 λ=⇒
∀q′ ∈ Final, σ′1 ∈ σ1[r ]rc , σ′2 ∈ λ[r ]inc : (∃q′1 ∈ Final : (q, q′) σ
′
1==⇒r (q1, q′1) σ
′
2==⇒r )
⇒ (∗ Definition =⇒ ∗)
∀q′ ∈ Final, σ′1 ∈ σ1[r ]rc , σ′2 ∈ λ[r ]inc : (q, q′) σ
′
1·σ′2====⇒
r
⇒ (∗ Lemma A.4 ∗)
∀q′ ∈ Final, σ′ ∈ (σ1·λ)[r ] : (q, q′) σ
′
==⇒r
⇒ (∗ Premise: σ = σ1·λ ∗)
∀q′ ∈ Final, σ′ ∈ σ[r ] : (q, q′) σ
′
==⇒r
2
Definition B.20 [Projection] Let λ ∈ Lτδ,Σ ⊆ Lτδ.
λ  Σ =
{
 if λ /∈ Σ
λ otherwise
We extend the definition of projection to traces in the following way. Let
σ = λ1 · · ·λn for some n ≥ 0 with ∀1 ≤ i ≤ n : λi ∈ Lτδ.
(λ1 · · ·λn)  Σ = (λ1  Σ · · ·λn  Σ)
Theorem 3.17 Let s ∈ LTS(I, U), L = I ∪ U, r : Lτ → FLTS(I ′, U ′) with
I ′, U ′ ⊆ L.
Straces(s)[r ] = Straces(s[r ])
2
Proof
Only if: Let σ′ ∈ Straces(s) such that σ ∈ σ′[r ]
⇒ (∗ Definition Straces ∗)
starts
σ′==⇒
⇒ (∗ Proposition B.19 ∗)
∀q′ ∈ Final, σ′′ ∈ σ′[r ] : (starts, q′) σ
′′
==⇒r
⇒ (∗ Premise: σ ∈ σ′[r ] ∗)
∀q′ ∈ Final : (starts, q′) σ=⇒r
⇒ (∗ X ∈ Final ∗)
(starts,X) σ=⇒r
⇒ (∗ (starts,X) = starts[r ] ∗)
s[r ] σ=⇒r
⇒ (∗ Definition Straces ∗)
σ ∈ Straces(s[r ])
44
If: σ ∈ Straces(s[r ]). We first split the trace σ into sub traces, in such a way
that every sub trace ends in a state pair where the second element is a
final state of a refinement transition system. We split σ exactly at the
places where it encounters a state with a final state as the second element
of its state pair (for the record, we do not split on  = τ0). Note that we
can do this, because the trace σ always encounters n states in the refined
system with a final state as the second element in their state pair, with
n ≥ 0.
⇒ (∗ Definition Straces ∗)
∃(q, q′) ∈ Qr : s[r ] σ=⇒r (q, q′)
⇒ (∗ Definition =⇒ and Definition 3.15 ∗)
∃n ≥ 0, σ1, . . . , σn ∈ L∗rδ, q1, . . . , qn−1 ∈ Q, q′1, . . . , q′n−1 ∈ Final :
σ = σ1 · · ·σn ∧ s[r ] σ1==⇒r (q1, q′1) · · · (qn−1, qn−1) σn==⇒r (q, q′)
∧∀1 ≤ i < n− 1 : fsclean[(qi, q′i) σi==⇒r (qi+1, q′i+1)]
∧ fsclean[s[r ] σ1==⇒r (q1, q′1)]∧ fsclean[(qn−1, q′n−1) σn==⇒r (q, q′)]
To make the proof easier to read we rename q to qn and q′ to q′n and we
use (q0, q′0) as the start state of s[r ]. We identify the following cases:
• σ = 
∃n ≥ 0, σ1, . . . , σn ∈ L∗rδ, q1, . . . , qn−1 ∈ Q, q′1, . . . , q′n−1 ∈ Final :
σ = σ1 · · ·σn ∧ (q0, q′0) σ1==⇒r (q1, q′1) · · · (qn−1, q′n−1) σn==⇒r (qn, q′n)
∧∀0 ≤ i < n : fsclean[(qi, q′i) σi+1===⇒r (qi+1, qi+1)]
⇒ (∗ Definition  ∗)
∃n ≥ 0, σ1, . . . , σn ∈ L∗rδ, q1, . . . , qn−1 ∈ Q, q′1, . . . , q′n−1 ∈ Final :
σ = σ1 · · ·σn ∧ (q0, q′0) σ1==⇒r (q1, q′1) · · · (qn−1, q′n−1) σn==⇒r (qn, q′n)
∧∀0 ≤ i < n : fsclean[(qi, q′i) σi+1===⇒r (qi+1, qi+1)]
∀1 ≤ i ≤ n : σi = 
⇒ (∗ Lemma B.11 ∗)
q0
τ−→
⇒ (∗ Definition  and definition =⇒ ∗)
q0
=⇒
⇒ (∗ Definition Straces, premise: q0 is start state of s ∗)
 ∈ Straces(s)
⇒ (∗ Definition 3.6 (complete trace refinement) ∗)
 ∈ Straces(s)[r ]
• σ = δ.
Lemma B.11 tells us that σ does not start with τ actions (else it
violates the fsclean property). This means that σ starts directly with
δ (σ1 = δ).
∃n ≥ 0, σ1, . . . , σn ∈ L∗rδ, q1, . . . , qn−1 ∈ Q, q′1, . . . , q′n−1 ∈ Final :
σ = σ1 · · ·σn ∧ (q0, q′0) σ1==⇒r (q1, q′1) · · · (qn−1, q′n−1) σn==⇒r (qn, q′n)
∧∀0 ≤ i < n : fsclean[(qi, q′i) σi+1===⇒r (qi+1, qi+1)]∧σ1 = δ
⇒ (∗ Lemma B.13 ∗)
q0
δ−→r
⇒ (∗ Definition Straces ∗)
δ ∈ Straces(s)
⇒ (∗ Definition 3.8 ∗)
δ ∈ Straces(s)[r ]
• σ /∈ {, δ}
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∃n ≥ 0, σ1, . . . , σn ∈ L∗rδ, q1, . . . , qn−1 ∈ Q, q′1, . . . , q′n−1 ∈ Final :
σ = σ1 · · ·σn ∧ (q0, q′0) σ1==⇒r (q1, q′1) · · · (qn−1, q′n−1) σn==⇒r (qn, q′n)
∧∀0 ≤ i < n : fsclean[(qi, q′i) σi+1===⇒r (qi+1, qi+1)]
⇒ (∗ Lemma B.14 ∗)
∃n ≥ 0, σ1, . . . σn ∈ L∗rδ, q1, . . . , qn−1 ∈ Q,λ1, . . . , λn ∈ Lδτ :
σ = σ1 · · ·σn ∧ q0 λ1−−→ q1 · · · qn−1 λn−−→ qn
∧∀1 ≤ i ≤ n : r(λi) σi==⇒ q′i
⇒ (∗ Definition −→ ∗)
∃n ≥ 0, σ1, . . . σn ∈ L∗rδ, λ1, . . . , λn ∈ Lδτ : σ = σ1 · · ·σn
∧ q0 λ1···λn−−−−−→ qn ∧∀1 ≤ i ≤ n : r(λi) σi==⇒ q′i
⇒ (∗ Logical reasoning: λi may be τ , q0 is the start state of s,
we use Definition B.20 for trace projection. ∗)
∃n ≥ 0, σ1, . . . , σn ∈ L∗rδ, λ1, . . . , λn ∈ Lδτ : σ = σ1 · · ·σn
∧∀1 ≤ i ≤ n : r(λi) σi==⇒ q′i ∧ s (λ1···λn)Lδ=========⇒
At this point we identify the following cases:
– q′n ∈ Final
⇒ (∗ Definition 3.4 (TXStraces) ∗)
∃n ≥ 0, σ1, . . . , σn ∈ L∗rδ, λ1, . . . , λn ∈ Lδτ : σ = σ1 · · ·σn
∧∀1 ≤ i ≤ n : σi ∈ TXStraces(r(λi))
⇒ (∗ Definition 3.6 (complete trace refinement) ∗)
∃n ≥ 0, λ1, . . . , λn ∈ Lδτ : s (λ1···λn)Lδ=========⇒
∧σ ∈ ((λ1 · · ·λn)  Lδ)[r ]
⇒ (∗ Logical reasoning using Definition B.20 ∗)
∃σ′ ∈ L∗δ : s σ
′
==⇒ ∧σ ∈ σ′[r ]
⇒ (∗ Definition Straces ∗)
∃σ′ ∈ Straces(s) : σ ∈ σ′[r ]
⇒ (∗ Logical reasoning ∗)
σ ∈ Straces(s)[r ]
– q′n /∈ Final
⇒ (∗ Definition 3.5 (XStraces) ∗)
∃n ≥ 0, σ1, . . . , σn ∈ L∗rδ, λ1, . . . , λn ∈ Lδτ : σ = σ1 · · ·σn
∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))∧σn ∈ XStraces(r(λn))
⇒ (∗ Definition 3.7 (incomplete trace refinement) ∗)
∃n ≥ 0, λ1, . . . , λn ∈ Lδτ : s (λ1···λn)Lδ=========⇒
∧σ ∈ ((λ1 · · ·λn)  Lδ)[r ]
⇒ (∗ Logical reasoning using Definition B.20 ∗)
∃σ′ ∈ L∗δ : s σ
′
==⇒ ∧σ ∈ σ′[r ]
⇒ (∗ Definition Straces ∗)
∃σ′ ∈ Straces(s) : σ ∈ σ′[r ]
⇒ (∗ Logical reasoning ∗)
σ ∈ Straces(s)[r ]
2
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C Proofs Section 4 (ioco with refinement)
Proposition 4.6
out(s[r ] after σ) = outrc(s, σ, r) ∪ out inc(s, σ, r)
2
Proof
⊇ We prove that x ∈ outrc(s, σ, r) ∪ out inc(s, σ, r) ⇒ x ∈ out(s[r ] after σ).
We identify the following cases:
• x ∈ outrc(s, σ, r) and x 6= δ. Because x 6= δ we can drop the part
about δ in Definition 4.1:
⋃
σ′∈Σ out(s after σ
′) ∩ {δ}.
⇒ (∗ Definition 4.1 (outrc) ∗)
∃σ′ ∈ σ〈r〉rc , µ ∈ out(s after σ′)\{δ} : σ′ ∈ Straces(s)
∧x ∈ out(r(µ) after )\{δ}
⇒ (∗ Definition Straces ∗)
∃σ′ ∈ σ〈r〉rc , µ ∈ U : x ∈ out(r(µ) after )\{δ}∧σ′·µ ∈ Straces(s)
⇒ (∗ Definition 3.8 (trace refinement) ∗)
∃σ′ ∈ σ〈r〉rc , µ ∈ U : x ∈ µ[r ]∧σ′·µ ∈ Straces(s)
⇒ (∗ Lemma A.1 ∗)
∃σ′ ∈ σ〈r〉rc , µ ∈ U : x ∈ µ[r ]
∧σ′·µ ∈ Straces(s)∧σ ∈ σ′[r ]rc
⇒ (∗ Lemma A.5 ∗)
∃σ′ ∈ σ〈r〉rc , µ ∈ U : σ′·µ ∈ Straces(s)∧σ·x ∈ (σ′·µ)[r ]
⇒ (∗ Set operations ∗)
σ·x ∈ Straces(s)[r ]
⇒ (∗ Theorem 3.17 ∗)
σ·x ∈ Straces(s[r ])
⇒ (∗ Definitions out and after ∗)
x ∈ out(s[r ] after σ)
• x ∈ outrc(s, σ, r) and x = δ
⇒ (∗ Definition 4.1 (outrc) ∗)
∃σ′ ∈ σ〈r〉rc : σ′ ∈ Straces(s)∧ δ ∈ out(s after σ′)
⇒ (∗ Definition Straces ∗)
∃σ′ ∈ σ〈r〉rc : σ′·δ ∈ Straces(s)
⇒ (∗ Lemma A.2 ∗)
∃σ′ ∈ σ〈r〉rc : σ′·δ ∈ Straces(s)∧σ ∈ σ′[r ]rc
⇒ (∗ Definition 3.6 (trace refinement) ∗)
∃σ′ ∈ σ〈r〉rc : σ′·δ ∈ Straces(s)∧σ·δ ∈ (σ′·δ)[r ]rc
⇒ (∗ Set operations ∗)
σ·δ ∈ Straces(s)[r ]
⇒ (∗ Theorem 3.17 ∗)
σ·δ ∈ Straces(s[r ])
⇒ (∗ Definition out and after ∗)
δ ∈ out(s[r ] after σ)
• x ∈ out inc(s, σ, r)
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⇒ (∗ Definition 4.3 (out inc) ∗)
∃σ1 · · ·σn ∈ Lrδ∗ , λ1 · · ·λn ∈ Lδ : σ = σ1 · · ·σn
∧ (λ1 · · ·λn) ∈ Straces(s)∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))
∧σn ∈ XStraces(r(λn))∧x ∈ out(r(λn) after σn)
⇒ (∗ Definition 3.6 (complete trace refinement) ∗)
∃σ1 · · ·σn ∈ L∗rδ, λ1 · · ·λn ∈ Lδ : σ = σ1 · · ·σn
∧ (λ1 · · ·λn) ∈ Straces(s)∧σ1 · · ·σn−1 ∈ (λ1 · · ·λn−1)[r ]rc
∧σn ∈ XStraces(r(λn))∧x ∈ out(r(λn) after σn)
⇒ (∗ Definition 3.4 (TXStraces) and Definition 3.5 (XStraces) ∗)
∃σ1 · · ·σn ∈ L∗rδ, λ1 · · ·λn ∈ Lδ : σ = σ1 · · ·σn
∧ (λ1 · · ·λn) ∈ Straces(s)∧σ1 · · ·σn−1 ∈ (λ1 · · ·λn−1)[r ]rc
∧σn·x ∈ (XStraces(r(λn)) ∪ TXStraces(r(λn)))
⇒ (∗ Definition 3.8 (trace refinement) ∗)
∃σ1 · · ·σn ∈ L∗rδ, λ1 · · ·λn ∈ Lδ : σ = σ1 · · ·σn
∧ (λ1 · · ·λn) ∈ Straces(s)∧σ1 · · ·σn−1 ∈ (λ1 · · ·λn−1)[r ]rc
∧σn·x ∈ λn[r ]
⇒ (∗ Lemma A.5 ∗)
∃σ1 · · ·σn ∈ L∗rδ, λ1 · · ·λn ∈ Lδ : σ = σ1 · · ·σn
∧ (λ1 · · ·λn) ∈ Straces(s)∧ (σ1 · · ·σn·x) ∈ (λ1 · · ·λn)[r ]
⇒ (∗ Logical reasoning ∗)
∃(λ1 · · ·λn) ∈ Straces(s) : σ·x ∈ (λ1 · · ·λn)[r ]
⇒ (∗ Set operations ∗)
σ·x ∈ Straces(s)[r ]
⇒ (∗ Theorem 3.17 ∗)
σ·x ∈ Straces(s[r ])
⇒ (∗ Definition out and after ∗)
x ∈ out(s[r ] after σ)
⊆ We prove that x ∈ out(s[r ] after σ)⇒ x ∈ outrc(s, σ, r) ∪ out inc(s, σ, r).
x ∈ out(s[r ] after σ)
⇒ (∗ Definition out and after ∗)
σ·x ∈ Straces(s[r ])∧x ∈ Urδ
⇒ (∗ Theorem 3.17 ∗)
σ·x ∈ Straces(s)[r ]∧x ∈ Urδ
⇒ (∗ Logical reasoning ∗)
∃σ′ ∈ Straces(s) : σ·x ∈ σ′[r ]∧x ∈ Urδ
To keep the proof concise, we assume that σ′ = λ1 · · ·λn for some n ≥ 0
and ∀1 ≤ i ≤ n : λi ∈ Lδ with λ1 · · ·λn ∈ Straces(s)
⇒ (∗ Definition 3.6 (complete trace refinement)
and Definition 3.7 (incomplete trace refinement) ∗)
∃σ1, . . . , σn ∈ Lrδ : σ = σ1 · · ·σn ∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))
∧ (σn·x ∈ TXStraces(r(λn))∨σn·x ∈ XStraces(r(λn)))
We identify the following cases.
• σ is completely refined.
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⇒ (∗ Definition 3.6 (complete trace refinement) ∗)
∃σ1, . . . , σn ∈ Lrδ : σ = σ1 · · ·σn ∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))
∧ (σn·x ∈ TXStraces(r(λn))∨σn·x ∈ XStraces(r(λn)))∧σn = 
⇒ (∗ Logical reasoning ∗)
∃σ1, . . . , σn−1 ∈ Lrδ : σ = σ1 · · ·σn−1 ∧∀1 ≤ i ≤ n− 1 :
σi ∈ TXStraces(r(λi))∧ (x ∈ TXStraces(r(λn))∨x ∈ XStraces(r(λn)))
We identify the following cases:
– x ∈ Ur
⇒ (∗ Definitions out and after with logical reasoning ∗)
∃σ1, . . . , σn−1 ∈ Lrδ : σ = σ1 · · ·σn−1 ∧∀1 ≤ i ≤ n− 1 :
σi ∈ TXStraces(r(λi))∧ (x ∈ TXStraces(r(λn))
∨x ∈ XStraces(r(λn)))∧x ∈ out(r(λn) after )\{δ}
⇒ (∗ Definition 3.3 1,2,3 (only refinements of an output
action start with outputs) ∗)
∃σ1, . . . , σn−1 ∈ Lrδ : σ = σ1 · · ·σn−1 ∧∀1 ≤ i ≤ n− 1 :
σi ∈ TXStraces(r(λi))∧x ∈ out(r(λn) after )\{δ}∧λn ∈ U
Note that the case λn = δ is ruled out by the premise that x ∈ Ur .
In case λn = δ we get x ∈ TXStraces(r(δ))∨x ∈ XStraces(r(δ)),
or in other words x ∈ {δ}.
⇒ (∗ Definitions out and after, note that λ1 · · ·λn ∈ Straces(s) ∗)
∃σ1, . . . , σn−1 ∈ Lrδ : σ = σ1 · · ·σn−1 ∧∀1 ≤ i ≤ n− 1 :
σi ∈ TXStraces(r(λi))∧x ∈ out(r(λn) after )\{δ}
∧λn ∈ out(s after λ1 · · ·λn−1)\{δ}
⇒ (∗ Definition 3.10 (complete trace contraction) ∗)
x ∈ out(r(λn) after )\{δ}∧λn ∈ out(s after λ1 · · ·λn−1)\{δ}
∧λ1 · · ·λn−1 ∈ σ〈r〉rc
⇒ (∗ Definition 4.1 ∗)
x ∈ outrc(s, σ, r)
– x = δ. Because TXStraces(δ) = {δ} and there is no other way
to obtain δ as the first label of XStraces or TXStraces, we know
that λn = δ.
⇒ (∗ Definition 3.4 (TXStraces), Definition 3.5 (XStraces)
and TXStraces(r(δ)) = {δ} ∗)
∃σ1, . . . , σn−1 ∈ Lrδ : σ = σ1 · · ·σn−1 ∧∀1 ≤ i ≤ n− 1 :
σi ∈ TXStraces(r(λi))∧x ∈ TXStraces(r(λn))∧λn = δ
⇒ (∗ Definitions out and after, note that λ1 · · ·λn ∈ Straces(s) ∗)
∃σ1, . . . , σn−1 ∈ Lrδ : σ = σ1 · · ·σn−1 ∧∀1 ≤ i ≤ n− 1 :
σi ∈ TXStraces(r(λi))∧x ∈ TXStraces(r(λn))∧λn = δ
∧λn ∈ out(s after λ1 · · ·λn−1)
⇒ (∗ Definition 3.10 (complete trace contraction) ∗)
λn = δ ∧λn ∈ out(s after λ1 · · ·λn−1)∧λ1 · · ·λn−1 ∈ σ〈r〉rc
⇒ (∗ Definition 4.1, note that x = δ ∗)
x ∈ outrc(s, σ, r)
• σ is incompletely refined. In this case we know that σn 6=  (using
Definition 3.7 (incomplete trace refinement)).
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⇒ (∗ Premise: σ is incompletely refined and
Definition 3.7 (incomplete trace refinement) ∗)
∃σ1, . . . , σn ∈ Lrδ : σ = σ1 · · ·σn ∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))
∧ (σn·x ∈ TXStraces(r(λn))∨σn·x ∈ XStraces(r(λn)))
∧σn ∈ XStraces(r(λn))
⇒ (∗ Definition 3.5 (XStraces)  is explicitly excluded. ∗)
∃σ1, . . . , σn ∈ Lrδ : σ = σ1 · · ·σn ∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))
∧ (σn·x ∈ TXStraces(r(λn))∨σn·x ∈ XStraces(r(λn)))
∧σn ∈ XStraces(r(λn))∧σn 6= 
⇒ (∗ Logical reasoning ∗)
∃σ1, . . . , σn ∈ Lrδ : σ = σ1 · · ·σn ∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))
∧ (σn·x ∈ TXStraces(r(λn))∨σn·x ∈ XStraces(r(λn)))
∧σn ∈ XStraces(r(λn))∧σ 6= 
⇒ (∗ Definition 3.4 (TXStraces) and Definition 3.5 (XStraces) ∗)
∃σ1, . . . , σn ∈ Lrδ : σ = σ1 · · ·σn ∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))
∧σn ∈ XStraces(r(λn))∧σ 6= ∧ r(λn) σn·x===⇒
⇒ (∗ Defintion out and after, note that x ∈ Urδ ∗)
∃σ1, . . . , σn ∈ Lrδ : σ = σ1 · · ·σn ∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))
∧σn ∈ XStraces(r(λn))∧σ 6= ∧x ∈ out(r(λn) after σn)
⇒ (∗ Premise: λ1 · · ·λn ∈ Straces(s) ∗)
∃σ1, . . . , σn ∈ Lrδ : σ = σ1 · · ·σn ∧∀1 ≤ i < n : σi ∈ TXStraces(r(λi))
∧σn ∈ XStraces(r(λn))∧σ 6= ∧x ∈ out(r(λn) after σn)
∧λ1 · · ·λn ∈ Straces(s)
⇒ (∗ Definition 4.3 ∗)
σ ∈ out inc(s, σ, r)
2
Theorem 4.7 Let s ∈ LTS(I, U), i ∈ IOTS(I ′, U ′) with (I ′ ∪ U ′) ∈ Lr .
i iocor s⇔ i ioco s[r ]
2
Proof We immediately expand the definitions of ioco and iocor :
∀σ ∈ Straces(s)[r ] : out(i after σ) ⊆ outrc(s, σ, r) ∪ out inc(s, σ, r) ⇔ ∀σ′ ∈
Straces(s[r ]) : out(i after σ′) ⊆ out(s[r ] after σ′)
This proof follows from Theorem 3.17 and Proposition 4.6.
2
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D Proofs Section 5 (Test case refinement)
The refinement function has the signature: r : Lτ → FLTS. As the refinement
function is used almost everywhere in this document, we have chosen to omit it
in the proofs of this section.
Lemma D.1 Let λ ∈ Lδ, σ ∈ L∗rδ
r(λ) σ=⇒ implies ∃m ∈ MT (r(λ)) : m σ−→
2
Proof We strengthen the proof obligation in order to make the proof possi-
ble. We denote a mini-test generated from Definition 5.4 with state set S as
TestGenmt(S). S refers to the set of states in the mini-test generation algorithm
(step 3 and 4 in Definition 5.4). Let q ∈ Qr(λ)
r(λ) σ=⇒ q ⇒ ∃m ∈ MT (r(λ)), t ∈ TestGenmt(S after σ) : m σ−→ t (12)
∧ q ∈ (S after σ)
Proof by induction on the length of σ.
Basic step: σ = . Mini tests do not have τ steps, therefore an  transition for
the mini-test is always τ0.
r(λ) =⇒ q
⇒ (∗ Definition after, startr(λ) ∈ S ∗)
r(λ) =⇒ q ∧ q ∈ (S after )
⇒ (∗ Definition 5.4, we start with S = {q0, ∗} ∗)
∃m ∈ MT (r(λ)), t ∈ TestGenmt(S after ) : m τ0−−→ t∧ q ∈ (S after )
Induction step: Let σ = σ1·λ with σ1 ∈ L∗rδ and λ ∈ Lrδ. Assume that the
lemma holds for σ1.
We identify the following cases:
• λ ∈ I
r(λ) σ1·λ===⇒ q
⇒ (∗ Definition =⇒ ∗)
∃q1 ∈ Qr(λ) : r(λ) σ1==⇒ q1 λ=⇒ q
⇒ (∗ Induction ∗)
∃q1 ∈ Qr(λ) : r(λ) σ1==⇒ q1 λ=⇒ q ∧∃m ∈ MT (r(λ)),
t ∈ TestGenmt(S after σ1) : m σ1−−→ t∧ q1 ∈ (S after σ1)
⇒ (∗ Definition 5.4 (mini-test generation rule 3:
q ∈ (q1 after λ)) ∗)
∃m ∈ MT (r(λ)), t ∈ TestGenmt(S after σ1),
t′ ∈ TestGenmt(S after σ1·λ) : m σ1−−→ t λ−→ t′ ∧ q ∈ (S after σ1·λ)
⇒ (∗ Definition −→ , logical reasoning ∗)
∃m ∈ MT (r(λ)), t′ ∈ TestGenmt(S after σ1·λ) : m σ1·λ−−−→ t′
∧ q ∈ (S after σ1·λ)
⇒ (∗ σ = σ1·λ, rename t′ to t ∗)
∃m ∈ MT (r(λ)), t ∈ TestGenmt(S after σ) : m σ−→ t
∧ q ∈ (S after σ)
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• λ ∈ U
r(λ) σ1·λ===⇒ q
⇒ (∗ Definition =⇒ ∗)
∃q1 ∈ Qr(λ) : r(λ) σ1==⇒ q1 λ=⇒ q
⇒ (∗ Induction ∗)
∃q1 ∈ Qr(λ) : r(λ) σ1==⇒ q1 λ=⇒ q ∧∃m ∈ MT (r(λ)),
t ∈ TestGenmt(S after σ1) : m σ1−−→ t∧ q1 ∈ (S after σ1)
⇒ (∗ Definition 5.4 (mini-test generation rule 4:
λ ∈ out(q1), q ∈ (q1 after λ)) ∗)
∃m ∈ MT (r(λ)), t ∈ TestGenmt(S after σ1),
t′ ∈ TestGenmt(S after σ1·λ) : m σ1−−→ t λ−→ t′ ∧ q ∈ (S after σ1·λ)
⇒ (∗ Definition −→ , logical reasoning ∗)
∃m ∈ MT (r(λ)), t′ ∈ TestGenmt(S after σ1·λ) : m σ1·λ−−−→ t′
∧ q ∈ (S after σ1·λ)
⇒ (∗ σ = σ1·λ, rename t′ to t ∗)
∃m ∈ MT (r(λ)), t ∈ TestGenmt(S after σ) : m σ−→ t
∧ q ∈ (S after σ)
• λ = δ. This proof is analogous to the proof of λ ∈ U .
2
Lemma D.2 Let λ ∈ Lδ
∀σ ∈ λ[r ]rc\{},∃m ∈ MT (r(λ)) : m σ−→X
2
Proof We use the stronger proof obligation 12 of Lemma D.1
σ ∈ λ[r ]rc
⇒ (∗ Definition 3.6 (complete trace refinement, note that σ 6= ) ∗)
σ ∈ TXStraces(r(λ))
⇒ (∗ Definition 3.4 (TXStraces) ∗)
r(λ) σ=⇒ final
⇒ (∗ Result 12 of the proof of Lemma D.1 ∗)
∃m ∈ MT (r(λ)), t ∈ TestGenmt(S after σ) : m σ−→ t∧ final ∈ (S after σ)
⇒ (∗ Definition 5.4 rule 2 ∗)
∃m ∈ MT (r(λ)) : m σ−→X
2
Lemma D.3 Let λ ∈ Lδ
∀σ ∈ λ[r ]inc ,∃m ∈ MT (r(λ)) : m σ−→
2
Proof This proof follows directly from Lemma D.1 2
Lemma D.4 Let t ∈ TEST(I, U), q1, q2 ∈ Qt\Fail, λ ∈ Lδ, σ ∈ L∗rδ\{}
q1
λ−→ q2 ∧∃m ∈ MT (r(λ)), q′2 ∈ Qm : m σ−→ q′2 ⇒ ∃tr ∈ t[r ] : (q1,X) σ−→r (q2, q′2)
2
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Proof Proof by induction on the length of σ. Note that σ =  is outside the
scope of this lemma.
Basic step: σ ∈ Lδ. To understand the proof it is important to understand
how the definition of test case refinement works. There are three ways
to add transitions: T1, T2 and T3. They use a function f to add the
transitions of a mini-test case. f takes an abstract state and an abstract
label as argument and returns a mini-test for the refinement transition
system of the abstract label. So for a state q and a label λ, fq(λ) gives a
mini-test for r(λ). As we take all functions f over Q and Lδ into account
we address all mini-test cases.
We identify two cases:
• σ = µ ∈ L
q1
λ−→ q2 ∧∃m ∈ MT (r(λ)), q′2 ∈ Qm : m µ−→ q′2
⇒ (∗ Definition 5.9 (test case refinement).
We use all functions f and mt ∗)
q1
λ−→ q2 ∧∃m ∈ MT (r(λ)), q′2 ∈ Qm : m µ−→ q′2
∧∃(f : Qt → Lδ → MT ) : fq1(λ) = m
⇒ (∗ Definition 5.9 (test case refinement: T1) ∗)
q1
λ−→ q2 ∧∃m ∈ MT (r(λ)), q′2 ∈ Qm : m µ−→ q′2
∧∃(f : Qt → Lδ → MT ), tr ∈ t[f ] : fq1(λ) = m∧ (q1,X) µ−→r (q2, q′2)
⇒ (∗ Definition 5.9 (test case refinement) ∗)
∃tr ∈ t[r ] : (q1,X) µ−→r (q2, q′2)
• σ = δ. We have taken this case apart because δ is a meta-label and
because the mini-test for δ is syntactic sugar. Otherwise this case
works just like the previous one.
Induction step: Let σ = σ1·λ1 with σ1 ∈ L+δ and λ1 ∈ Lδ. Assume that
|σ| = n and that the lemma holds for 0 ≤ j < n.
q1
λ−→ q2 ∧∃m ∈ MT (r(λ)) : m σ1·λ1−−−−→ q′2
⇒ (∗ Definition −→ ∗)
q1
λ−→ q2 ∧∃m ∈ MT (r(λ)), q ∈ Qm : m σ1−−→ q λ1−−→ q′2
⇒ (∗ Definition 5.4 (mini-test generation) ∗)
q1
λ−→ q2 ∧∃m ∈ MT (r(λ)), q ∈ Qm : m σ1−−→ q λ1−−→ q′2 ∧ q 6= X
⇒ (∗ Induction ∗)
q1
λ−→ q2 ∧∃m ∈ MT (r(λ)), q ∈ Qm : m σ1−−→ q λ1−−→ q′2 ∧ q 6= X
∧∃tr ∈ t[r ] : (q1,X) σ1−−→r (q2, q)
⇒ (∗ Definition 5.9 (test case refinement) ∗)
q1
λ−→ q2 ∧∃m ∈ MT (r(λ)), q ∈ Qm : m σ1−−→ q λ1−−→ q′2 ∧ q 6= X
∧∃(f : Qt → Lδ → MT ), tr ∈ t[f ] : fq1(λ) = m∧ (q1,X) σ1−−→r (q2, q)
⇒ (∗ Definition 5.9 (test case refinement) T2 ∗)
∃(f : Qt → Lδ → MT ), tr ∈ t[f ] : (q1,X) σ1−−→r (q2, q) λ1−−→r (q2, q′2)
⇒ (∗ Definition −→ ∗)
∃(f : Qt → Lδ → MT ), tr ∈ t[f ] : (q1,X) σ1·λ1−−−−→r (q2, q′2)
⇒ (∗ Definition 5.9 (test case refinement) ∗)
∃tr ∈ t[r ] : (q1,X) σ1·λ1−−−−→r (q2, q′2)
⇒ (∗ Premise: σ = σ1·λ1 ∗)
∃tr ∈ t[r ] : (q1,X) σ−→r (q2, q′2)
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2Lemma D.5 Let t ∈ TEST(I, U), q /∈ Failt
t σ−→ q ⇒ ∀σ′ ∈ σ[r ]rc ,∃tr ∈ t[r ] : tr σ
′−−→r (q,X)
2
Proof Proof by induction on the length of σ.
Basic step: σ = . Based on the definition of  and the fact that there are no
internal steps in a test case, we know that  = τ0.
⇒ (∗  = τ0 ∗)
startt
τ0−−→ startt
⇒ (∗ Logical reasoning ∗)
(startt,X) τ
0−−→ (startt,X)
⇒ (∗ Definition 5.9 (test case refinement) ∗)
tr
τ0−−→r (startt,X)
Induction step: Let σ = σ1·λ with σ1 ∈ L∗δ , λ ∈ Lδ and assume that the
lemma holds for σ1.
t σ1·λ−−−→ q
⇒ (∗ Definition −→ ∗)
∃q1 ∈ Qt : t σ1−−→ q1 λ−→ q
⇒ (∗ Induction ∗)
∃q1 ∈ Qt : t σ1−−→ q1 λ−→ q ∧∀σ′1 ∈ σ1[r ]∃tr ∈ t[r ] : tr σ
′
1−−→r (q1,X)
⇒ (∗ Lemma D.2 ∗)
∃q1 ∈ Qt : t σ1−−→ q1 λ−→ q ∧∀σ′1 ∈ σ1[r ]∃tr ∈ t[r ] : tr σ
′
1−−→r (q1,X)
∧∀σ′2 ∈ λ[r ]rc\{},∃m ∈ MT (r(λ)) : m σ
′
2−−→X
The case with σ′2 =  cannot happen, because λ ∈ Lδ. Definition 3.3 tells
us that the only refinement transition system that has  as an TXStrace
is r(τ).
⇒ (∗ σ2 6=  ∗)
∃q1 ∈ Qt : t σ1−−→ q1 λ−→ q ∧∀σ′1 ∈ σ1[r ],∃tr ∈ t[r ] : tr σ
′
1−−→r (q1,X)
∧∀σ′2 ∈ λ[r ]rc ,∃m ∈ MT (r(λ)) : m σ
′
2−−→X
⇒ (∗ Lemma D.4 (note that σ2 6= ) ∗)
∃q1 ∈ Qt : t σ1−−→ q1 λ−→ q ∧∀σ′1 ∈ σ1[r ]∃tr ∈ t[r ] : tr σ
′
1−−→r (q1,X)
∧∀σ′2 ∈ λ[r ]rc ,∃t′r ∈ t[r ] : (q1,X) σ
′
2−−→r (q,X)
⇒ (∗ Definition 5.9 ∗)
∃q1 ∈ Qt : t σ1−−→ q1 λ−→ q ∧∀σ′1 ∈ σ1[r ]∃(f1 : Qt → Lδ → MT ),
tr ∈ t[f1] : tr σ
′
1−−→r (q1,X)∧∀σ′2 ∈ λ[r ]rc ,
∃(f2 : Qt → Lδ → MT ), t′r ∈ t[f2] : (q1,X) σ
′
2−−→r (q,X)
The following step is important in understanding the proof. We see that
we can construct refined test cases tr and t′r based on f1 and f2 as shown
above. The functions f1 and f2 take an abstract state and an abstract
label as argument and return a mini-test for the refinement transition
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sytem of the argument label. Because we take all possible functions into
account, we also have the function f that “behaves” like f1 until state q
and like f2 from q.
⇒ (∗ Definition 5.9 (test case refinement) we take all functions
f : Qt → Lδ → MT into account. ∗)
∃q1 ∈ Qt : t σ1−−→ q1 λ−→ q ∧∀σ′1 ∈ σ1[r ]rc , σ′2 ∈ λ[r ]rc ,
∃(f : Qt → Lδ → MT ), tr ∈ t[f ] : tr σ
′
1−−→r (q1,X) σ
′
2−−→r (q,X)
⇒ (∗ Definition −→ ∗)
∀σ′1 ∈ σ1[r ]rc , σ′2 ∈ λ[r ]rc ,∃(f : Qt → Lδ → MT ), tr ∈ t[f ] :
tr
σ′1·σ′2−−−−→r (q,X)
⇒ (∗ Definition 5.9 (test case refinement) ∗)
∀σ′1 ∈ σ1[r ]rc , σ′2 ∈ λ[r ]rc ,∃tr ∈ t[r ] : tr σ
′
1·σ′2−−−−→r (q,X)
⇒ (∗ Lemma A.3 ∗)
∀σ′ ∈ (σ1·λ)[r ]rc∃tr ∈ t[r ] : tr σ
′−−→r (q1,X)
⇒ (∗ Premise: σ = σ1·λ ∗)
∀σ′ ∈ σ[r ]rc∃tr ∈ t[r ] : tr σ
′−−→r (q,X)
2
Lemma D.6 Let t ∈ TEST(I, U), q /∈ Fail
t σ−→ q ⇒ ∀σ′ ∈ σ[r ]inc ,∃tr ∈ t[r ], q′ /∈ Lrδ : tr σ
′−−→r (q, q′)
2
q′ /∈ Lrδ expresses that the state (q, q′) is not a state that is used in the T3
transitions of the definition of test case refinement.
Proof This proof makes use of the results of Lemma D.5. We identify two
cases:
• σ = . Incomplete trace refinement of  yields the empty set, rendering
the lemma vacuously true.
• Assume σ = σ1·λ with σ1 ∈ L∗δ and λ ∈ Lδ.
t σ1·λ−−−→ q
⇒ (∗ Definition −→ ∗)
∃q1 ∈ Q : t σ1−−→ q1 λ−→ q
⇒ (∗ Lemma D.5 ∗)
∃q1 ∈ Q : q1 λ−→ q ∧∀σ′1 ∈ σ1[r ]rc ,∃tr ∈ t[r ] : tr σ1−−→r (q1,X)
⇒ (∗ Lemma D.3 ∗)
∃q1 ∈ Q : q1 λ−→ q ∧∀σ′1 ∈ σ1[r ]rc ,∃tr ∈ t[r ] : tr σ1−−→r (q1,X)
∧∀σ2 ∈ λ[r ]inc ,∃m ∈ MT (λ), q′ ∈ Qm : m σ2−−→ q′
⇒ (∗ Lemma D.4, note that  /∈ λ[r ]inc ∗)
∃q1 ∈ Q : q1 λ−→ q ∧∀σ′1 ∈ σ1[r ]rc ,∃tr ∈ t[r ] : tr σ1−−→r (q1,X)
∧∀σ2 ∈ λ[r ]inc ,∃t′r ∈ t[r ] : (q1,X) σ2−−→r (q, q′)
⇒ (∗ Definition 5.9 (test case refinement) ∗)
∃q1 ∈ Q : q1 λ−→ q ∧∀σ′1 ∈ σ1[r ]rc ,∃(f1 : Qt → Lδ → MT ), tr ∈ t[f1] :
tr
σ1−−→r (q1,X)∧∀σ2 ∈ λ[r ]inc ,∃(f2 : Qt → Lδ → MT ), t′r ∈ t[f1] :
(q1,X) σ2−−→r (q, q′)
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Because we take all possible functions into account we also have the func-
tion f that behaves like f1 until state q and like f2 from q.
⇒ (∗ Definition 5.9 (test case refinement). We take all possible
function f and mt into account ∗)
∃q1 ∈ Q : q1 λ−→ q ∧∀σ′1 ∈ σ1[r ]rc , σ2 ∈ λ[r ]inc ,∃(f : Qt → Lδ → MT ),
tr ∈ t[f ] : tr σ1−−→r (q1,X) σ2−−→r (q, q′)
⇒ (∗ Definition −→ ∗)
∀σ′1 ∈ σ1[r ]rc , σ2 ∈ λ[r ]inc ,∃(f : Qt → Lδ → MT ), tr ∈ t[f ] : tr σ1·σ2−−−−→r (q, q′)
⇒ (∗ Definition 5.9 (test case refinement) ∗)
∀σ′1 ∈ σ1[r ]rc , σ2 ∈ λ[r ]inc ,∃tr ∈ t[r ] :
tr
σ1·σ2−−−−→r (q, q′)
⇒ (∗ Lemma A.4 ∗)
∀σ′ ∈ (σ1·λ)[r ]inc ,∃tr ∈ t[r ] : tr σ
′−−→r (q, q′)
⇒ (∗ Premise: σ = σ1·λ ∗)
∀σ′ ∈ σ[r ]inc ,∃tr ∈ t[r ] : tr σ
′−−→r (q, q′)
2
Lemma D.7 Let t ∈ TEST(I, U), q /∈ Fail
t σ−→ q ⇒ ∀σ′ ∈ σ[r ],∃tr ∈ t[r ], q′ ∈ Qtr : tr σ
′−−→r q′
2
Proof This lemma follows directly from Lemma D.5 and Lemma D.6. 2
Lemma D.8 Let σ ∈ L∗rδ,m ∈ MT (r(λ)), q ∈ Qm\{X}
m σ−→ q ⇒ σ ∈ λ[r ]inc
2
Proof Analogous to the proof of Lemma D.1 we strengthen our proof obligation
to make the proof possible. We introduce the set of states S = {∗, start} from the
mini-test generation algorithm (Definition 5.4). We denote a mini-test generated
from Definition 5.4 with state set S as TestGenmt(S). Let t 6= X.
m σ−→ t⇒ ∃q ∈ Qr(λ)\{finalr(λ)} : r(λ) σ=⇒ q ∧ q ∈ (S after σ) (13)
∧ t ∈ TestGenmt(S after σ)
Proof by induction on the length of σ
Basic step: σ = . This is a special case, as mini-tests do not have τ steps,
therefore  = τ0. We start the algorithm with S = {startr(λ), ∗}. ∗ is a
pseudo state to prevent δ observations in the start state. For τ0 the set
of states S does not change and startr(λ) ∈ S after τ0.
m τ
0−−→ t
⇒ (∗ Definition 5.4 ∗)
r(λ) τ
0−−→ startr(λ) ∧ startr(λ) ∈ (S after τ0)∧ t ∈ TestGenmt(S after τ0)
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Induction step: Let σ = σ′·λ′ with σ′ ∈ L∗rδ and λ′ ∈ Lrδ and assume that
the lemma holds for σ′. We identify the following cases:
• λ′ ∈ I
m σ
′·λ′−−−→ t
⇒ (∗ Definition −→ ∗)
∃t′ ∈ TestGenmt : m σ′−−→ t′ λ′−−→ t
⇒ (∗ Induction ∗)
∃t′ ∈ TestGenmt(S after σ′), q1 ∈ Qr(λ)\{finalr(λ)} : m σ
′−−→ t′
∧ r(λ) σ
′
==⇒ q1 ∧ q1 ∈ (S after σ′)
⇒ (∗ Definition 5.4 (mini-test generation) rule 3 ∗)
∃q1, q ∈ Qr(λ)\{finalr(λ)} : r(λ) σ
′
==⇒ q1 λ
′
==⇒ q ∧ q ∈ (S after σ′·λ′)
∧ t ∈ TestGenmt(S after σ′·λ′)
⇒ (∗ Definition =⇒ ∗)
∃q ∈ Qr(λ)\{finalr(λ)} : r(λ) σ
′·λ′====⇒ q ∧ q ∈ (S after σ′·λ′)
∧ t ∈ TestGenmt(S after σ′·λ′)
⇒ (∗ σ = σ′·λ′ ∗)
∃q ∈ Qr(λ)\{finalr(λ)} : r(λ) σ=⇒ q ∧ q ∈ (S after σ)
∧ t ∈ TestGenmt(S after σ)
• λ′ ∈ U
m σ
′·λ′−−−→ t
⇒ (∗ Definition −→ ∗)
∃t′ ∈ TestGenmt : m σ′−−→ t′ λ′−−→ t
⇒ (∗ Induction ∗)
∃t′ ∈ TestGenmt(S after σ′), q1 ∈ Qr(λ)\{finalr(λ)} : m σ
′−−→ t′
∧ r(λ) σ
′
==⇒ q1 ∧ q1 ∈ (S after σ′)
⇒ (∗ Definition 5.4 (mini-test generation) rule 4 ∗)
∃q1, q ∈ Qr(λ)\{finalr(λ)} : r(λ) σ
′
==⇒ q1 λ
′
==⇒ q ∧ q ∈ (S after σ′·λ′)
∧ t ∈ TestGenmt(S after σ′·λ′)
⇒ (∗ Definition =⇒ ∗)
∃q ∈ Qr(λ)\{finalr(λ)} : r(λ) σ
′·λ′====⇒ q ∧ q ∈ (S after σ′·λ′)
∧ t ∈ TestGenmt(S after σ′·λ′)
⇒ (∗ σ = σ′·λ′ ∗)
∃q ∈ Qr(λ)\{finalr(λ)} : r(λ) σ=⇒ q ∧ q ∈ (S after σ)
∧ t ∈ TestGenmt(S after σ)
• λ = δ, this case is analogous to the previous step. Note that δ is by
definition not allowed if ∗ ∈ S.
From this intermediate result we can conclude, using Definition 3.7 (incom-
plete trace refinement), that σ ∈ λ[r ]inc . 2
Lemma D.9 Let m ∈ MT (r(λ))
m σ−→X⇒ σ ∈ λ[r ]rc
2
Proof Analogous to the proof of Lemma D.8 we obtain for the case q = X that
r(λ) σ=⇒ finalr(λ). Using Definition 3.6 (complete trace refinement) we know
that σ ∈ λ[r ]rc 2
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Lemma D.10 Let (q1,X), (q, q′) ∈ Qr , q1, q /∈ Fail, σ ∈ L∗rδ and the trace σ
does not encounter any intermediate states with X as the second state element.
(q1,X) σ−→r (q, q′)∧ (q1,X) 6= (q, q′)⇒ ∃λ ∈ Lδ : q1 λ−→ q ∧∃m ∈ MT (λ) : m σ−→ q′
2
Proof Proof by induction on the length of σ.
Basic step: The smallest possible step for our induction proof is σ ∈ Lδ. Test
cases do not have τ steps, therefore the only possibility for  is τ0. This
violates the premise: (q1,X) 6= (q, q′). To make clear that σ is a label we
use σ = λ ∈ Lδ. Let (q,X) 6= (q, q′).
(q1,X) λ−→r (q, q′)
⇒ (∗ Definition 5.9 (test case refinement: T1) ∗)
∃λ′ ∈ Lδ : q1 λ−→ q ∧∃(f : Qt → Lδ → MT ) : (start, λ, q′) ∈ Tfq(λ′)
⇒ (∗ Logical reasoning ∗)
∃λ′ ∈ Lδ : q1 λ′−−→ q ∧∃m ∈ MT (λ′) : m λ−→ q′
We do not explicitly treat the case for λ = δ, because this case is equivalent
to the one treated above. The only difference being that the mini-test for
δ is syntactic sugar.
Induction step: Let σ = σ′·λ′ with σ′ ∈ L+rδ and λ′ ∈ Lrδ and assume that
the lemma holds for σ′.
(q1,X) σ
′·λ′−−−→ (q, q′)
⇒ (∗ Definition −→ ∗)
∃(q2, q′2) ∈ Qr : (q1,X) σ
′−−→ (q2, q′2) λ
′−−→ (q, q′)
⇒ (∗ σ′ ∈ L+rδ ∗)
∃(q2, q′2) ∈ Qr : (q1,X) σ
′−−→ (q2, q′2) λ
′−−→ (q, q′)∧ (q1,X) 6= (q2, q′2)
⇒ (∗ Induction ∗)
∃(q2, q′2) ∈ Qr : (q1,X) σ
′−−→ (q2, q′2) λ
′−−→ (q, q′)∧∃µ ∈ Lδ : q1 µ−→ q2
∧∃m ∈ MT (µ) : m σ′−−→ q′2
⇒ (∗ Definition 5.9 (test case refinement) T2, note that q′2 6= X. ∗)
∃(q2, q′2) ∈ Qr : (q1,X) σ
′−−→ (q2, q′2) λ
′−−→ (q, q′)∧∃µ ∈ Lδ : q1 µ−→ q2
∧ q2 = q ∧∃m ∈ MT (µ) : m σ′−−→ q′2 λ
′−−→ q′
In the last step we made implicit use of the fact that we use all functions
f : Qt → Lδ → MT in the definition of test case refinement. We explained
this step before, for example in the proof of Lemma D.5.
⇒ (∗ Logical reasoning ∗)
∃(q2, q′2) ∈ Qr : (q1,X) σ
′−−→ (q2, q′2) λ
′−−→ (q, q′)∧∃µ ∈ Lδ : q1 µ−→ q
∧∃m ∈ MT (µ) : m σ′−−→ q′2 λ
′−−→ q′
⇒ (∗ Definition −→ ∗)
∃µ ∈ Lδ : q1 µ−→ q ∧∃m ∈ MT (µ) : m σ′·λ′−−−→ q′
2
Lemma D.11 Let t ∈ TEST(I, U), tr ∈ t[r ], q, q′ /∈ Failt
(q,X) σ−→
r
(q′,X)⇒ ∃σ′ ∈ L∗δ : σ ∈ σ′[r ]rc ∧ q σ
′−−→ q′
2
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Proof From the definition of test case refinement we see that ∃(f : Qt → Lδ →
MT ) : tr ∈ t[f ]. fq(λ) gives a mini-test for refinement transition system r(λ).
Proof by induction on the number of intermediate state pairs that have X
as their second state. Let n denote the number of such state pairs.
Basic step: n = 0. This proof holds by construction. We distinguish two cases
• σ = . This case holds straight forward as there are no τ steps in
test cases. Therefore  = τ0.
(q,X) τ0−−→r (q′,X)
⇒ (∗ Definition τ0 ∗)
q = q′ ∧ q τ0−−→ q′
⇒ (∗ Definition 3.8 ∗)
 ∈ [r ]∧ q τ0−−→ q′ ∧  = τ0
• |σ| > 0. This case follows from Lemma D.10.
(q,X) σ−→r (q′,X)
⇒ (∗ Lemma D.10 ∗)
∃λ ∈ Lδ : q λ−→ q′ ∧∃m ∈ MT (λ) : m σ−→X
⇒ (∗ Lemma D.9 ∗)
∃λ ∈ Lδ : q λ−→ q′ ∧σ ∈ λ[r ]rc
Induction step: Suppose that σ passes n X-states and assume that the lemma
holds for 0 ≤ j < n. In the proof we split σ into σ1 and σ2 in such a way
that σ1 passes j X states. This means that σ2 does not pass any X states
(together σ1 and σ2 pass j + 1 X states).
(q,X) σ−→r (q′,X)
⇒ (∗ Definition −→ ∗)
∃σ1, σ2 ∈ L∗rδ, (q1,X) ∈ Qtr : σ = σ1·σ2 ∧ (q,X) σ1−−→r (q1,X) σ2−−→r (q′,X)
⇒ (∗ Induction ∗)
∃σ1, σ2 ∈ L∗rδ, (q1,X) ∈ Qtr : σ = σ1·σ2 ∧ (q1,X) σ2−−→r (q′,X)
∧∃σ′1 ∈ L∗δ : σ1 ∈ σ′1[r ]rc ∧ q σ
′
1−−→ q1
⇒ (∗ Basic step (no intermediate X states for σ2) ∗)
∃σ1, σ2 ∈ L∗rδ, (q1,X) ∈ Qtr : σ = σ1·σ2 ∧∃σ′1 ∈ L∗δ : σ1 ∈ σ′1[r ]rc
∧ q σ′1−−→ q1 ∧∃σ′2 ∈ L∗δ : σ2 ∈ σ′2[r ]rc ∧ q1 σ
′
2−−→ q′
⇒ (∗ Definition −→ ∗)
∃σ1, σ2 ∈ L∗rδ : σ = σ1·σ2 ∧∃σ′1, σ′2 ∈ L∗δ : σ1 ∈ σ′1[r ]rc ∧σ2 ∈ σ′2[r ]rc
∧ q σ′1·σ′2−−−−→ q′
⇒ (∗ Lemma A.3 ∗)
∃σ1, σ2 ∈ L∗rδ : σ = σ1·σ2 ∧∃σ′1, σ′2 ∈ L∗δ : (σ1·σ2) ∈ (σ′1·σ′2)[r ]rc
∧ q σ′1·σ′2−−−−→ q′
⇒ (∗ Logical reasoning (σ = σ1·σ2) ∗)
∃σ′1, σ′2 ∈ L∗δ : σ ∈ (σ′1·σ′2)[r ]rc ∧ q σ
′
1·σ′2−−−−→ q′
⇒ (∗ Rewrite σ′1·σ′2 to σ′ ∗)
∃σ′ ∈ L∗δ : σ ∈ σ′[r ]rc ∧ q σ
′−−→ q′
2
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Lemma D.12 Let t ∈ TEST(I, U), tr ∈ t[r ], (q1,X), (q, q′) ∈ Qr , q, q1 /∈ Failt, q′ 6=
X
(q1,X) σ−→r (q, q′)⇒ ∃σ′ ∈ L∗δ : σ ∈ σ′[r ]inc ∧ q1 σ
′−−→ q
2
Proof We identify the following cases:
• The number of intermediate states (q2, q′2) that σ passes with q′2 = X is
zero.
(q1,X) σ−→ (q, q′)
⇒ (∗ Premise: q′ 6= X ∗)
(q1,X) σ−→ (q, q′)∧ (q1,X) 6= (q, q′)
⇒ (∗ Lemma D.10 ∗)
∃λ ∈ Lδ : q1 λ−→ q ∧∃m ∈ MT (r(λ)) : m σ−→ q′
⇒ (∗ Lemma D.8, note that q′ 6= X ∗)
∃λ ∈ Lδ : q1 λ−→ q ∧σ ∈ λ[r ]inc
• The number of intermediate states (q2, q′2) that σ passes with q′2 = X is
greater than zero. This means that we can split σ into two parts σ1 and
σ2 where σ2 does not encounter any intermediate X states (as a result σ1
encounters fewer intermediate states than σ).
∃(q2, q′2) ∈ Qr , σ1, σ2 ∈ L∗rδ : σ = σ1·σ2 ∧ (q1,X) σ1−−→ (q2, q′2) σ2−−→ (q, q′)
⇒ (∗ Lemma D.11 ∗)
∃(q2, q′2) ∈ Qr , σ1, σ2 ∈ L∗rδ : σ = σ1·σ2 ∧ (q1,X) σ1−−→ (q2, q′2) σ2−−→ (q, q′)
∧∃σ′1 ∈ L∗δ : σ1 ∈ σ′1[r ]rc ∧ q1 σ
′
1−−→ q2
⇒ (∗ First case in this proof ∗)
∃(q2, q′2) ∈ Qr , σ1, σ2 ∈ L∗rδ : σ = σ1·σ2 ∧ (q1,X) σ1−−→ (q2, q′2) σ2−−→ (q, q′)
∧∃σ′1 ∈ L∗δ : σ1 ∈ σ′1[r ]rc ∧ q1 σ
′
1−−→ q2 ∧∃λ ∈ Lδ : q2 λ−→ q ∧σ2 ∈ λ[r ]inc
⇒ (∗ Definition −→ ∗)
∃σ1, σ2 ∈ L∗rδ, σ′1 ∈ L∗δ , λ ∈ Lδ : σ = σ1·σ2 ∧ q1 σ
′
1·λ−−−→ q ∧σ1 ∈ σ′1[r ]rc
∧σ2 ∈ λ[r ]inc
⇒ (∗ Lemma A.4 ∗)
∃σ1, σ2 ∈ L∗rδ, σ′1 ∈ L∗δ , λ ∈ Lδ : σ = σ1·σ2 ∧ q1 σ
′
1·λ−−−→ q
∧ (σ1·σ2) ∈ (σ′1·λ)[r ]inc
⇒ (∗ Logical reasoning: σ = σ1·σ2 ∗)
∃σ′1 ∈ L∗δ , λ ∈ Lδ : q1 σ
′
1·λ−−−→ q ∧σ ∈ (σ′1·λ)[r ]inc
⇒ (∗ Rewrite σ′1·λ as σ′ ∗)
∃σ′ ∈ L∗δ : q1 σ
′−−→ q ∧σ ∈ σ′[r ]inc
2
Lemma D.13 Let s ∈ LTS(I, U), T ⊆ TEST(I, U) be fail fast and confor-
mance trace complete with respect to ioco and s, t ∈ T, tr ∈ t[r ], (q, q′) ∈
Qr\(Failr ∪ Inconclusiver ) furthermore q′ /∈ Lrδ (we exclude the T3 states from
Definition 5.9).
tr
σ−→r (q, q′)⇒ ∃σ′ ∈ Straces(s) : t σ
′−−→ q ∧σ ∈ σ′[r ]
2
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Proof We make use of the fact that only completely refined traces have X as
their second state component (in the refined test case). We identify the following
cases:
• q′ = X. Let (q0,X) be the start state of tr .
(q0,X) σ−→r (q,X)
⇒ (∗ Definition 5.9 (test case refinement) T1 and T2 (we exclude T3) ∗)
(q0,X) σ−→r (q,X)∧ q /∈ Failt
⇒ (∗ Lemma D.11 ∗)
∃σ′ ∈ L∗δ : σ ∈ σ′[r ]rc ∧ q0 σ
′−−→tq ∧ q /∈ Failt
⇒ (∗ T is fail fast ∗)
∃σ′ ∈ Straces(s) : σ ∈ σ′[r ]rc ∧ t σ
′−−→ q
• q′ 6= X
(q0,X) σ−→r (q, q′)
⇒ (∗ Lemma D.12 ∗)
∃σ′ ∈ L∗δ : σ ∈ σ′[r ]inc ∧ q0 σ
′−−→ q
⇒ (∗ Premise (q, q′) is not a former unknown state. Definition 5.9 ∗)
∃σ′ ∈ L∗δ : σ ∈ σ′[r ]inc ∧ q0 σ
′−−→tq ∧ q /∈ Fail
⇒ (∗ T is fail fast ∗)
∃σ′ ∈ Straces(s) : σ ∈ σ′[r ]inc ∧ t σ
′−−→ q
2
Lemma D.14 Let s ∈ LTS(I, U), T ⊆ TEST(I, U) be a fail fast, sound and
conformance trace complete test suite with respect to ioco and s.
σ ∈ Straces(s[r ])⇔ ∃tr ∈ T [r ], q /∈ Failr : tr σ−→r q
2
Proof
Only if: Because of the definition of trace refinement (Definition 3.8) and be-
cause Straces(s)[r ] = Straces(s[r ]) (Theorem 3.17), we identify the follow-
ing cases:
• σ ∈ Straces(s)[r ]rc
⇒ (∗ Definition 3.8 (trace refinement) ∗)
∃σ′ ∈ Straces(s) : σ ∈ σ′[r ]rc
⇒ (∗ T is sound and conformance trace complete ∗)
∃σ′ ∈ Straces(s), t ∈ T, q1 ∈ Q\Fail : t σ′−−→ q1 ∧σ ∈ σ′[r ]rc
⇒ (∗ Lemma D.5 ∗)
∃σ′ ∈ Straces(s), t ∈ T, q1 ∈ Q\Fail : t σ′−−→ q1 ∧σ ∈ σ′[r ]rc
∧∀σ′′ ∈ σ′[r ]∃tr ∈ t[r ] : tr σ′′−−→r (q1,X)
⇒ (∗ Logical reasoning ∗)
∃tr ∈ T [r ], q1 ∈ Q\Fail : tr σ−→r (q1,X)
⇒ (∗ Definition 5.9 (test case refinement) ∗)
∃tr ∈ T [r ], q /∈ Failr : tr σ−→r q
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• σ ∈ Straces(s)[r ]inc
⇒ (∗ Definition trace refinement ∗)
∃σ′ ∈ Straces(s) : σ ∈ σ′[r ]inc
⇒ (∗ T is sound and conformance trace complete ∗)
∃σ′ ∈ Straces(s), t ∈ T, q1 /∈ Fail : t σ′−−→ q1 ∧σ ∈ σ′[r ]inc
⇒ (∗ Lemma D.6 ∗)
∃σ′ ∈ Straces(s), t ∈ T, q1 /∈ Fail : t σ′−−→ q1 ∧σ ∈ σ′[r ]inc
∧∀σ′′ ∈ σ′[r ]inc∃tr ∈ t[r ] : tr σ
′′−−→
r
(q1, q′1)∧ q′1 /∈ Lrδ
⇒ (∗ Definition 5.9 (test case refinement: T1, T2, T3) ∗)
∃σ′ ∈ Straces(s), t ∈ T, q1 /∈ Fail : t σ′−−→ q1 ∧σ ∈ σ′[r ]inc
∧∀σ′′ ∈ σ′[r ]inc∃tr ∈ t[r ] : tr σ
′′−−→
r
(q1, q′1)∧ (q1, q′1) /∈ Failtr
⇒ (∗ Logical reasoning ∗)
∃tr ∈ T [r ], q /∈ Failtr : tr σ−→r q
If:
∃tr ∈ T [r ], q /∈ Failr : tr σ−→r q
⇒ (∗ Lemma D.13 ∗)
∃σ′ ∈ Straces(s) : σ ∈ σ′[r ]
⇒ (∗ Logical reasoning ∗)
σ ∈ Straces(s)[r ]
⇒ (∗ Theorem 3.17 ∗)
σ ∈ Straces(s[r ])
2
Lemma D.15 Let T ⊆ TEST(I, U) be a test suite, tr ∈ T [r ].
tr
σ−→rFailr ⇒ ∃σ′ ∈ L∗rδ, x ∈ Urδ : σ = σ′·x
2
Proof This is a proof by construction. In Definition 5.11 (test case refinement)
Unknown states are changed to Pass, Fail and Inconclusive states. A state in
Unknown is added in the skeleton generation fase Definition 5.9. In that case
rule T3 of Definition 5.9 adds transitions to Unknown states. This only happens
via an output action.
2
Lemma D.16 Let σ ∈ Straces(s[r ]), x ∈ Urδ, T ⊆ TEST is a sound test suite.
∀σ′ ∈ (σ·x)〈r〉∃t ∈ T : t σ′−−→ fail⇒ σ·x /∈ Straces(s[r ])
2
Proof Proof by reductio ad absurdum. Suppose that σ·x ∈ Straces(s[r ])
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σ·x ∈ Straces(s[r ])
⇒ (∗ Theorem 3.17 ∗)
σ·x ∈ Straces(s)[r ]
⇒ (∗ Definition 3.8 ∗)
∃σ′ ∈ Straces(s) : σ·x ∈ σ′[r ]
⇒ (∗ Proposition 3.14 ∗)
∃σ′ ∈ Straces(s) : σ′ ∈ (σ·x)〈r〉
⇒ (∗ Premise ∗)
∃σ′ ∈ Straces(s) : σ′ ∈ (σ·x)〈r〉 ∧ ∃t ∈ T : t σ′−−→ fail
⇒ (∗ T is sound ∗)
∃σ′ ∈ Straces(s) : σ′ /∈ Straces(s)
⇒ (∗ Logical reasoning ∗)
Contradiction
2
Proposition 5.13 Let T ∈ TEST(I, U) be sound, conformance trace complete
and fail fast, tr = 〈Qr , Ir , Ur , Tr , q0,Failr ,Passr 〉 ∈ T [r ], r : Lτ → FLTS, σ ∈
L∗rδ.
tr
σ−→
r
fail⇒ ∃σ′ ∈ Straces(s[r ]), x ∈ Urδ : σ = σ′·x∧x /∈ out(s[r ] after σ′)
2
Proof Because of Lemma D.15 we know that a trace leading to fail ends
with an output. To make the proof easier to read we use σ = σ′·x for some
σ′ ∈ L∗rδ, x ∈ Urδ.
tr
σ′·x−−−→r fail
⇒ (∗ Definition −→ ∗)
∃q ∈ Qtr : tr σ
′−−→ q x−→ fail
⇒ (∗ Lemma D.14 ∗)
∃q ∈ Qtr : tr σ
′−−→ q x−→ fail∧σ′ ∈ Straces(s[r ])
⇒ (∗ Definition 5.11 (failure state assignment) ∗)
∃q ∈ Qtr : tr σ
′−−→ q x−→ fail∧σ′ ∈ Straces(s[r ])
∧∀σ1 ∈ (σ′·x)〈r〉,∃t ∈ T : t σ1−−→ fail
⇒ (∗ Lemma D.16 ∗)
σ′ ∈ Straces(s[r ])∧σ′·x /∈ Straces(s[r ])
⇒ (∗ Definition Straces ∗)
∀q ∈ Qs[r ] : (s[r ] σ
′
==⇒r q implies q x==⇒/ r )∧σ′ ∈ Straces(s[r ])
⇒ (∗ Definition out and after ∗)
x /∈ out(s[r ] after σ′)∧σ′ ∈ Straces(s[r ])
2
Theorem 5.14 Let t ∈ TEST(I, U), s ∈ LTS(I, U), r : Lτ → FLTS and let t
be fail fast and conformance trace complete w.r.t. ioco and s.
(t is sound w.r.t. ioco and s)⇒ (t[r ] is sound w.r.t. ioco and s[r ]) 2
Proof We immediately use the expansions of the definitions of soundness and
ioco. We actually prove the inverse implication.
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i
σ=⇒ ∧ tr σ−→r fail
⇒ (∗ Proposition 5.13 ∗)
∃σ′ ∈ Straces(s[r ]), x ∈ Urδ : σ = σ′·x∧ i σ
′·x===⇒ ∧x /∈ out(s[r ] after σ′)
⇒ (∗ Definition out and after ∗)
x ∈ out(i after σ′)∧x /∈ out(s[r ] after σ′)
⇒ (∗ Definition ioco ∗)
i /ioco s[r ]
2
When an abstract test suite T is complete, fail fast and conformance trace
complete, we have a special situation. In this case we can interpret the incon-
clusive states as fail states. The rationale behind this is that, because there is
an (abstract) test case for every suspension trace, we can also construct test
cases for the all the refined traces. When we have a refined test case leading to
inconclusive this means that there simply was no abstract test case to begin
with, therefore the trace is not a suspension trace.
The following lemma’s in the remainder of this section show that the Fail
and Inconclusive sets can indeed be taken together.
Lemma D.17 Let T be complete, fail fast and conformance trace complete
with respect to s and ioco and let tr ∈ T [r ].
tr
σ·x−−→ inconclusive⇒ x /∈ out(s[r ] after σ)
2
Proof
tr
σ·x−−→ inconclusive
⇒ (∗ Definition 5.11 (verdict assignment) ∗)
@σ′ ∈ (σ·x)〈r〉, t ∈ T, q ∈ Qt\Failt : t σ′−−→ q
⇒ (∗ Logical reasoning, use that T is conformance trace complete ∗)
∀σ′ ∈ (σ·x)〈r〉 : (∃t ∈ T, q ∈ Failt : t σ′−−→ q)∨ (σ′ /∈ Straces(s))
⇒ (∗ Logical reasoning ∗)
∀σ′ ∈ (σ·x)〈r〉 : σ′ /∈ Straces(s)
⇒ (∗ Lemma A.7 ∗)
σ·x /∈ Straces(s)[r ]
⇒ (∗ Theorem 3.17 ∗)
σ·x /∈ Straces(s[r ])
2
Lemma D.18 Let s ∈ LTS(I, U), σ ∈ Straces(s[r ]) and let T be a exhaustive
and conformance trace complete test suite for s with respect to ioco.
x /∈ out(s[r ] after σ)⇒ ∃tr ∈ T [r ], q ∈ Qtr : tr σ·x−−→r q
2
Proof There is always an output that is allowed after σ (to be a valid suspension
trace), if no outputs are allowed then quiescence is allowed. Therefore we can
write: ∃y ∈ Urδ : σ·y ∈ Straces(s[r ]).
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σ ∈ Straces(s[r ])
⇒ (∗ Explained above ∗)
∃y ∈ Urδ : σ·y ∈ Straces(s[r ])
⇒ (∗ Theorem 3.17 ∗)
∃y ∈ Urδ : σ·y ∈ Straces(s)[r ])
⇒ (∗ Definition trace refinement ∗)
∃σ′ ∈ Straces(s), y ∈ Urδ : σ·y ∈ σ′[r ]
⇒ (∗ T is exhaustive and conformance trace complete ∗)
∃σ′ ∈ Straces(s), y ∈ Urδ : σ·y ∈ σ′[r ]∧∃t ∈ T, q ∈ Qt\Failt : t σ′−−→ q
⇒ (∗ Lemma D.7 ∗)
∃σ′ ∈ Straces(s), y ∈ Urδ : σ·y ∈ σ′[r ]∧∃t ∈ T, q ∈ Qt\Failt : t σ′−−→ q
∧∀σ1 ∈ σ′[r ]∃tr ∈ t[r ], q′ ∈ Qtr : tr σ1−−→r q′
⇒ (∗ Logical reasoning: σ·y ∈ σ′[r ] ∗)
∃tr ∈ T [r ], q ∈ Qtr : tr σ·y−−→r q
⇒ (∗ Definition 5.9: T3 ∗)
∃tr ∈ T [r ], q′ ∈ Qtr : tr σ·x−−→r q′
2
Proposition 5.15 Let s ∈ LTS(I, U), σ ∈ Straces(s[r ]) and let T be a fail
fast, exhaustive and conformance trace complete test suite for s with respect to
ioco. As T is exhaustive we take the Fail and Inconclusive sets of the refined
test cases together (they are the Fail state set).
x /∈ out(s[r ] after σ)⇒ ∃tr ∈ T [r ], q ∈ (Failtr ∪ Inconclusivetr ) : tr σ·x−−→r q
2
Proof Lemma D.18 shows that there is a refined test case that can execute the
trace σ·x. In the proof we show that the state where the test case ends after
executing σ·x can only be a fail state or an inconclusive state.
Suppose that q ∈ Qtr \(Failtr ∪ Inconclusivetr ). Definition 5.9 shows that q is
a tuple. We use the state pair (q1, q2) to represent q.
∃tr ∈ T [r ] : tr σ·x−−→r (q1, q2)
⇒ (∗ Lemma D.13 ∗)
∃σ′ ∈ Straces(s) : t σ′−−→ q1 ∧ (σ·x) ∈ σ′[r ]
⇒ (∗ Definition trace refinement ∗)
(σ·x) ∈ Straces(s)[r ]
⇒ (∗ Theorem 3.17 ∗)
(σ·x) ∈ Straces(s[r ])
⇒ (∗ Premise: σ·x /∈ Straces(s[r ]) ∗)
(σ·x) ∈ Straces(s[r ])∧ (σ·x) /∈ Straces(s[r ])
⇒ (∗ Logical reasoning ∗)
contradiction
This means that according to Definition 5.9 q ∈ Failtr or q ∈ Inconclusivetr .
2
Theorem 5.16 Let s ∈ LTS(I, U), T ⊆ TEST(I, U) be a fail fast and confor-
mance trace complete test suite with respect to ioco and s
(T is exhaustive w.r.t. ioco and s)⇒ (T [r ] is exhaustive w.r.t. ioco and s[r ])
2
Proof We immediately expand the definitions of exhaustiveness and ioco. We
actually proof the inverse implication.
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i /ioco s[r ]
⇒ (∗ Definition ioco ∗)
∃σ ∈ Lrδ, x ∈ Lrδ : x ∈ out(i after σ)∧x /∈ out(s[r ] after σ)
⇒ (∗ Proposition 5.15 ∗)
∃σ ∈ Lrδ, x ∈ Lrδ : x ∈ out(i after σ)
∧∃tr ∈ T [r ] : tr σ·x−−→ fail∨ tr σ·x−−→ inconclusive
⇒ (∗ Definition out and after ∗)
∃σ ∈ Lrδ, x ∈ Lrδ : i σ·x===⇒
∧∃tr ∈ T [r ] : tr σ·x−−→ fail∨ tr σ·x−−→ inconclusive
⇒ (∗ We take the union of Fail and Inconclusive as fail states ∗)
i /passes T [r ]
From this we can conclude that T [r ] is exhaustive w.r.t. ioco and s[r ]. 2
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