This paper investigates ground-aerial uplink non-orthogonal multiple access (NOMA) cellular networks. A rotary-wing unmanned aerial vehicle (UAV) user and multiple ground users (GUEs) are served by ground base stations (GBSs) by utilizing uplink NOMA protocol. The UAV is dispatched to upload specific information bits to each target GBSs. Specifically, our goal is to minimize the UAV mission completion time by jointly optimizing the UAV trajectory and UAV-GBS association order while taking into account the UAV's interference to non-associated GBSs. The formulated problem is a mixed integer non-convex problem and involves infinite variables. To tackle this problem, we efficiently check the feasibility of the formulated problem by utilizing graph theory and topology theory. Next, we prove that the optimal UAV trajectory need to satisfy the fly-hover-fly structure. With this insight, we first design an efficient solution with predefined hovering locations by leveraging graph theory techniques. Furthermore, we propose an iterative UAV trajectory design by applying successive convex approximation (SCA) technique, which is guaranteed to coverage to a locally optimal solution. We demonstrate that the two proposed designs exhibit polynomial time complexity. Finally, numerical results show that: 1) the SCA based design outperforms the fly-hover-fly based design; 2) the UAV mission completion time is significantly minimized with proposed NOMA schemes compared with the orthogonal multiple access (OMA) scheme; 3) the increase of GUEs' QoS requirements will increase the UAV mission completion time.
one hand, UAVs equipped with communication devices can be deployed as aerial base stations (BSs) [6] [7] [8] [9] [10] [11] [12] . Compared with terrestrial BSs, the mobility of UAVs in three dimension (3D) space can be exploited to enhance the system performance such as coverage area, communication throughput, etc. One the other hand, one promising application in UAV communications is to integrate UAVs as aerial users into cellular networks [13] [14] [15] [16] [17] . Cellular-connected UAVs are served by ground base stations (GBSs) in existing cellular networks, which improves the performance of UAV-ground communications.
Non-orthogonal multiple access (NOMA) has been regarded as a promising technology in fifth generation (5G) communications [18, 19] . In power domain NOMA communications, multiple users are served in the same time/frequency resource and multiplexed in power levels. Successive interference cancellation (SIC) technique is invoked at receivers for extra interference cancelation and signal decoding. Compared with orthogonal multiple access (OMA), NOMA can greatly improve the spectrum efficiency when users' channel conditions yield a large difference [20] .
Due to the superior spectrum efficiency feature and the ability of supporting massive connectivity, NOMA technique in conventional terrestrial communication systems has been extensively investigated in many aspects such as power allocation designs [21, 22] , user fairness and grouping schemes [23, 24] , physical layer security [25] , etc, which motive us to exploit the potential benefits of applying NOMA technology into UAV communications. A. Prior Works 1) Studies on UAV Communications: The existing literatures on UAV communications mainly focus on enhancing system performance by exploiting the new introduced degree of freedom-UAV mobilty. The optimal deployment or trajectory design of UAVs were investigated with various problems. Mozaffari et al. [6] studied the aerial BSs optimal deployment problem in coexistence with D2D communications, where the user outage probability in terms of the UAV altitude and the density of D2D users was analyzed. A spiral-based algorithm was proposed by Lyu et al. [7] for multiple UAVs deployment with the aim of ground users are covered with the minimum number of UAVs. To further exploit the mobility of UAVs, Wu et al. [8] investigated the trajectory design in a Multi-UAV BSs network. In order to maximize the average rate of users, the trajectory of different UAVs, user scheduling and UAVs transmit power are optimized. Furthermore, Zeng et al. [9] studied a UAV-enabled multicasting system, where the mission completion time was minimized by UAV trajectory design, subject to a common file was successfully received by ground nodes. Cai et al. [10] investigated the UAV secure communications, where two UAVs are applied for information transmission and jamming, respectively. A novel path discretization method was proposed in [11] to deal with energy consumption minimization problem with a rotary-wing UAV. Swarm of UAVs acting as a virtual antenna array was proposed in [12] for distributing data to ground users and a two step algorithm was designed to minimize the total service time.
In contrast to rich works in UAV-assisted cellular communication, cellular-connected UAV communication has received attention of researchers very recently. Berghet al. [14] presented some measurement and simulation results when the UAV was connected with existing LTE networks. It demonstrated that aerial interferences severely degraded the system performance.
Azari et al. [15] studied the relationship between aerial interferences with various system configurations where aerial users and ground users coexist. Zhang et al. [16] minimized the mission completion time via trajectory optimization with the cellular-connected UAV always maintains its connection with GBSs. Challita et al. [17] investigated multi-UAVs path planning by applying reinforcement learning method to minimize UAVs' interferences to ground networks.
2) Studies on Conventional NOMA Systems: With the advantages of superior spectrum efficiency and user fairness, NOMA has been widely studied in conventional communication systems. Yang et al. [21] proposed a power allocation scheme while considering different users' quality of service (QoS) requirement in both downlink and uplink NOMA scenarios.
A dynamic user clustering and power allocation design in NOMA systems was proposed by Ali et al. [22] to maximize the system sum-throughput. Ding et al. [23] investigated the impact of different user grouping on system sum rate in fixed power allocation NOMA and cognitive-radioinspired NOMA communication. User fairness was considered by Choi [24] while deciding power allocation among users in the downlink NOMA scenario. To further investigate the application of NOMA technique, Liu et al. [25] investigated the secrecy performance of NOMA communication in large-scale networks, where artificial noise was invoked to enhance physical layer security.
The power allocation and secondary user scheduling were investigated by Xu et al. [26] , where a video transmission model was established in cognitive NOMA wireless networks. Liu et al. [27] invoked simultaneous wireless information and power transfer (SWIPT) technique in cooperative NOMA, where the stronger users can perform energy harvesting and act as relays to enhance the performance of weaker users. In order to improve the performance of cell-edge users, Ali et al. [28] considered coordinated multi-point (CoMP) transmission in multi-cell NOMA networks.
3) Studies on UAV-NOMA Systems: Some potential research directions of UAV NOMA com-munications are presented in [29] . The UAV deployed as an aerial BS to provide connectivity to GUEs with NOMA was investigated by Sohail et al. [30] , where the power allocation and the UAV attitude are optimized to achieve maximum sum-rate. More particularly, Nasir et al. [31] proposed an efficient algorithm to solve max-min rate problem by optimizing the UAV attitude, antenna beamwidth and resource allocation. To investigate multiple antennas technique in UAV NOMA communications, Hou et al. [32] invoked the stochastic geometry approach to analyze the system performance under LOS and NLoS scenarios in the UAV MIMO-NOMA system.
Cui et al. [33] studied the mobile UAV NOMA system, where ground users were served by the UAV through downlink NOMA and the UAV trajectory was optimized to maximize the minimum achievable rate of GUEs. To tackle the interferences caused by UAV users, a novel aerial-ground interference mitigation framework called uplink cooperative NOMA was designed by Mei et al. [34] with the structure of backhaul links among GBSs.
B. Motivation and Contributions
While the aforementioned research contributions have laid a solid foundation on UAV-aided communications and NOMA technique, the investigations on ground-aerial NOMA communications are still quite open. To the best of our knowledge, there has been no existing works investigating mobile UAV users with uplink NOMA transmission. Notice that the trajectory design for UAV users in the uplink NOMA system is quite different from existing UAV BSs trajectory designs [9-11, 16, 33] : 1) though the interference of UAVs can be removed with SIC technique at the associated GBS, the non-associated GBSs/GUEs still suffer from UAVs' interference; 2) the locations of UAVs determine not only the achievable rate with the associated GBS but also the interference to other non-associated GBSs/GUEs, which motivates our main study in this work.
In this article, we consider the ground-aerial uplink NOMA cellular networks which consists of a rotary-wing UAV and multiple GUEs/GBSs. Specifically, the UAV shares the same spectrum with GUEs through NOMA for its rate demanding uplink communication. The UAV flies from the predefined initial location to final location while delivering required information bits to target GBSs. Meanwhile, the QoS requirements of GUEs need to be satisfied during the flight time.
The main contributions of this paper are as follows:
• We propose a novel cellular-connected UAV uplink NOMA framework, where the UAV and GUEs are served by GBSs with uplink NOMA protocol. By utilizing this framework, we formulate the UAV mission completion time minimization problem by jointly optimizing the UAV trajectory and UAV-GBS association order.
• We design an efficient method to check the feasibility of the formulated problem. By leveraging graph theory and topology theory, a graph is properly constructed with the concept of pathwise connected. We mathematically prove that the feasibility of formulated problem can be checked by examining the connectivity of the constructed graph.
• We propose a fly-hover-fly based design to obtain an efficient solution with the aid of floyd algorithm and travel salesman problem (TSP). The obtained result is proven to be asymptotically optimal as the required uploading information bits increase.
• We propose an efficient iterative UAV trajectory design for giving UAV-GBS association order, where successive convex approximation (SCA) technique is invoked to find a locally optimal solution.
• Numerical results demonstrate that: 1) the proposed SCA based trajectory design converges fast; 2) the proposed NOMA transmission scheme achieves a significant reduction in terms of UAV mission completion time compared with the OMA scheme; 3) higher QoS requirements of GUEs leads to a longer UAV mission completion time.
C. Organization and Notations
The rest of the paper is organized as follows. Section II presents the system model for ground-aerial uplink NOMA cellular networks. In Section III, the UAV mission completion time minimization problem is formulated and an efficient method is proposed to check the feasibility of formulated problem. In Section IV, some useful properties of optimal solution are revealed and a fly-hover-fly based solution is developed with predefined hovering locations. In Section V, an efficient iterative UAV trajectory design is proposed to find a locally optimal solution. Section VI presents the numerical results to validate the effectiveness of our proposed designs.
Finally, Section VII concludes the paper.
Notations: Scalars are denoted by lower-case letters, vectors are denoted by bold-face lowercase letters. R M ×1 denotes the space of M-dimensional real-valued vector. For a vector a, a T denotes its transpose and a denotes its Euclidean norm. q (t) denotes the derivative with respect to t. ∪ and ∩ are the union and intersection operation, respectively.
II. SYSTEM MODEL
As shown in Fig. 1 , the ground-aerial uplink NOMA cellular networks are considered, where a rotary-wing UAV has a mission of travelling from an initial location q I to a final location q F .
The UAV is dispatched to upload specific information bits to M GBSs. It can be a practical to satisfy the following constraints,
The channels between the UAV and each GBSs are considered to be LOS model as did in [8] and [16] . In the LOS model, the channel power gains between the UAV and GBSs are determined by the distance between the UAV and GBSs. Thus, the instant channel power gain between the UAV and mth GBS is expressed as
where ρ 0 is the channel power gain at the reference distance of 1 meter.
For the GUE-GBS links, rayleigh fading channel is considered. The pathloss between GUE j and GBS m for a carrier frequency of f GHz is given by [35] L U E j,m = 32.4 + 20 lg (f ) + 30 lg
The channel power gain between GUE j and GBS m is h U E j,m
During the UAV mission completion time T , a binary variable a m (t) ∈ {0, 1} is defined to represent the UAV-GBS association state at time instant t. When the UAV is associated with GBS m for data transmission at instant time t, a m (t) = 1; otherwise, a m (t) = 0. We assume that the UAV need to maintain connectivity during T and associate with at most one GBS at each time instant, we have 
where p U E j is the transmit power of GUE j, p U AV is the UAV transmit power and σ 2 is the noise power.
at GBS m at time t can be expressed as
Different from the UAV, (8) implies two different scenarios for GUEs. First, when the UAV is associated with GBS m, a m (t) = 1, the paired GUE's signal is decoded without the UAV's interference owing to SIC. Second, when the GUE is served by the non-associated GBS, a m (t) = 0, the communication rate of the GUE will be degraded due to the UAV's interference.
Furthermore, when the UAV is associated with GBS m at time instant t for data transmission, the following constraint should be meet to successfully perform SIC at the GBS [21, 22] ,
Substituting (4) in (9), constraint (9) can be further expressed as The instant achievable rate of the UAV at GBS m is
The total uploaded information bits that the UAV transmits to GBS m with a bandwidth W during the mission completion time T is expressed as
Define U m as the required information bits of GBS m that the UAV need to delivery, we have following constraints:
Similarly, the achievable rate of GUE m at time instant t is
Define θ m as the QoS requirement of GUE m. During the mission completion time T , the instant achievable rate constraint of each GUEs can be expressed as
As described before, the instant achievable rate of GUEs depends on the UAV-GBS association state. We just need to concentrate on the interfering scenario, constraint (15) can be transformed into the following constraint,
Constraint (16) can be further expressed as
where D QoS
Similar with the definition of the uplink NOMA zone, (17) means when the UAV is not associated with GBS m, the horizontal distance between the UAV and GBS m should not be smaller than D QoS m in order to guarantee the QoS requirement of GUE m. We define another disk region centered at b m with radius D QoS m as the QoS protected zone for GUE m and the UAV cannot stay in when it is not associated with GBS m.
Based on the concept of uplink NOMA zones and QoS protected zones, the feasible regions when the UAV is associated with GBS m can be expressed as
E m is a non-convex set in general and some properties of E m in topology theory will be introduced in Section III.
III. PROBLEM FORMULATION AND FEASIBILITY CHECK

A. Problem Formulation
The purpose of this paper is to minimize the UAV mission complete time T by jointly optimizing the trajectory of UAV Q = {q (t) , 0 t T } and the UAV-GBS association vectors The optimization problem is formulated as
Constraints (19f) and (19g) represent the UAV is required stay in the specific feasible regions when it is associated with different GBSs. There are two main reasons that make Problem (P1)
is challenging to solve. First, (P1) is a mixed integer non-convex problem due to the non-convex constraints (19e) and integer constraints (19i). Constraints (19f) and (19g) further make Q and A coupled together. Second, the UAV trajectory Q and the UAV-GBS association vectors A are continuous functions of t, which make (P1) involve infinite number of optimization variables.
B. Check the feasibility of (P1)
Due to the existence of uplink NOMA zones and QoS protected zones, Problem (P1) may not be always feasible. For instance, when GUEs' QoS requirements are sufficiently high, the UAV can not be deployed owing to the introduced interference. Therefore, before solving Problem (P1), the feasibility of (P1) should be checked first. Recall the feasible regions of each GBSs defined in (18), it is easy to prove that E m is a topological space. Then, a definition called pathwise connected to describe the property of topological space is introduced.
Definition 1. [36]
A topological space E is said to be pathwise connected if for any two points
x and y in E there exists a continuous function f from the unit interval [0, 1] to E such that f (0) = x and f (1) = y (This function is called a path from x to y).
Compared with the mathematic definition, it is much easier to determine whether E m is pathwise connected in geometric view. In this paper, we focus on the scenario that all E m are pathwise connected. The solution to E m that are not pathwise connected leaves as our future works. The infinite number of optimization variables make it difficult to check the feasibility of (P1). For any given UAV trajectory and association vectors
Constraints (19f)-(19i) are satisfied if and only if there exist K critical time instances t 1 , t 2 , · · · , t K ∈ (0, T ), which denote the associated GBSs changes, i.e., φ (t k − ε) = φ (t k ) with any arbitrarily small ε. In other words, the GBS-UAV association order can be expressed as Φ =
The UAV trajectory can be partitioned into K + 1 portions and the UAV-GBS association remains unchanged during each portions. Denote t 0 = 0 and t K+1 = T , for the kth portion, we have
Specifically, denote q k,k+1 = q (t k ) as the handover location from GBS φ k to φ k+1 . Then, we have the following proposition.
is feasible if and only if there exists an UAV-GBS association order
that satisfies the following conditions:
With the definition of pathwise connected, 
is given by
The edge set E 0 is defined as
With graph V 0 , the pathwise connectedness of M m=1 E m is equivalent to the the connectivity of
E m , V 0 is composed of finite vertices and there exist many efficient algorithms to check graph connectivity, such as depth first search or breadth-first search [37] .
As a result, the feasibility of Problem (P1) can be checked in a more tractable manner. In the following, we propose two efficient method to solve (P1) supposed that it has been verified to be feasible.
IV. FLY-HOVER-FLY BASED SOLUTION TO PROBLEM (P1)
In this section, some useful insights on properties of the optimal solution to Problem (P1) are firstly revealed. With these insights, a fly-hover-fly based solution by utilizing graph theory techniques is proposed based on a properly designed graph. The properties and complexity analysis of the proposed algorithm are also provided.
A. Properties of the Optimal Solution to (P1)
Compared with fixed-wing UAVs, one of features of rotary-wing UAVs is the ability to hover in the air. Therefore, fly-hover-fly communication policy is an appealing solution in UAV trajectory design due to its simple structure. Base on the fly-hover-fly policy, we have the following theorem.
Theorem 1. Without lose of optimality to (P1), the optimal UAV trajectory can be assumed to be the following fly-hover-fly structure: Except hovering at specific locations, the UAV travels at the maximum speed V max .
Proof. See Appendix B.
It is worth noting that the proposed fly-hover-fly structure has a special case: when the hovering time is zero and the UAV always travels at V max . Based on Theorem 1, the total UAV mission completion time of (P1) can be expressed as
where D f ly,m is the total travelling distance when the UAV is associated with GBS m, U tr,m is the UAV uploaded information bits to GBS m during travelling through D f ly,m . R hover,m is the communication rate when the UAV is associated with GBS m and hovers at the corresponding hovering location. D f ly = M m=1 D f ly,m is the total travelling distance through the mission. The monotonicity of T (D f ly ) is described with following proposition.
Proposition 2. For any given U m and R hover,m , the mission completion time T (D f ly ) is a monotonically increasing function with respect to D f ly .
Proof. We prove the Proposition 2 by showing for any
always holds. For any given ∆D > 0,
where U ∆Dm represents the achieved throughput during ∆Dm Vmax . ∆D m is the travelling distance when the UAV is associated with GBS m through ∆D, ∆D = M m=1 ∆D m . Since R hover,m is the highest communication rate when the UAV is associated with GBS m along its trajectory, we
The proof is completed.
Proposition 2 implies with given hovering locations, T (D f ly ) achieves its minimum value when D tr is minimized. It means the optimal solution for Problem (P1) is to find the UAV-GBS association order which achieves shortest travelling distance from q I to q F visiting all optimal hovering locations. However, the optimal hovering locations are in general different with different 
(P2) is non-convex due to the non-convex constraint (26c). In order to solve the above problem, we first reveal a useful property of the optimal hovering location for problem (P2) in the following proposition.
Proposition 3. The optimal hovering location q m for Problem (P2) has the following properties:
(1) If q m = b m satisfies constraint (26c), the optimal hovering location is q m = b m ;
(2) Otherwise, the optimal hovering location should satisfy the following condition:
Proof. See Appendix C.
By leveraging the above properties, Problem (P2) can be solved as following: First, check 2) Shortest Path Construction from q I to q F while Visiting All q m with Graph Theory:
Different from the existing literatures [9, 11] , the feasible regions M m=1 E m is non-convex and the TSP cannot be applied straightly. First, we have the following theorem to describe the structure of desired shortest path.
Theorem 2. For the shortest path from q I to q F while visiting all q m , the path between any two neighbor points must be the shortest path between them.
Proof. Theorem 2 can be shown by construction. Specifically, for any path with a given visiting order, if the path between any two neighbor points is not their shortest path. We can always construct a new path with the existing visiting order by replace the previous path with the shortest path between two neighbor points and achieve shorter total path length. The proof is completed.
Based on G 0 , we construct another undirected weighted graph denoted as G 1 = (V 1 , E 1 ) by replacing E m with q m , where the vertices set V 1 is given by
The edge set E 1 is given by
The weight of each edge is denoted as d (q i , q j ), which represents the shortest path length between two vertices. We first focus on the method to calculate the shortest path length between two hovering locations. The shortest path length between q I (q F ) and {q m } can be treated as a special case. As graph G 1 is constructed based on graph G 0 , the existence of edge (q i , q j ) means
Based on the concept of pathwise connected, we can always construct a feasible path f ij from q i to q j with a handover position q ij ∈ E i ∩ E j . However, f ij is a continuous function and involves infinite number of variables, the shortest path length of f ij is difficult to calculate.
To tackle this challenge, we invoke path discretization method to approximate the shortest path length between q i and q j .
With path discretization method, the continuous path f ij is discretized into 2N s line segments
is the handover point.
In order to achieve good approximation, we have following constraints:
where δ is chosen sufficiently small. Moreover, N s should be chosen large enough such that N s δ is larger than the upper bound of shortest path length. The corresponding association vector is also discretized into 2NM variables, denoted as {a mn , m ∈ M BS } 2Ns n=1 . a mn ∈ {0, 1} represents the UAV-GBS association state during nth line segment (q [n] , q [n + 1]). Since d (q i , q j ) is the shortest path length between q i and q j when the UAV handover from GBS i to GBS j via q ij .
We have {a in = 1, n = 1, · · · , N s } and {a jn = 1, n = N s + 1, · · · , 2N s }. Then, the minimum path length problem between q i and q j can be expressed as
Problem (P3.1) is non-convex due to the non-convex constraints (30f). Note that the left hand side (LHS) of (30f) is a convex function with respect to q [n], the first-order Taylor expansion can be applied to have the lower bound of q [n] − b m 2 at the given local point q l [n],
Then, (30f) can be replaced with their low bounds at given points with (31) . (P3.1) can be written as
Problem (P3.2) is a convex problem which can be efficiently solved by using standard convex optimization software toolbox such as CVX [38] . Due to the lower bound in (31), the feasible region of (P3.2) is a subset of (P3.1). The optimal value of (P3.2) serves an upper bound to that of (P3.2). By updating the local points with the obtained results after each iteration, the optimal value of (P3.2) will converge to a locally optimal solution in a non-increasing manner. Thus, we have the approximate shortest path length d (q i , q j ) and the corresponding path. Regarding to shortest path length between q I (q F ) and {q m }, we can just remove the handover point and make {a mn = 1, n = 1, · · · , 2N s } and solve (P3. Next, we propose an approach to construct the shortest path from q I to q F while visiting all q m based on graph G 1 by leveraging Floyd algorithm [37] and standard TSP. The shortest path construction problem can be regarded as a modified TSP problem. In the standard TSP [9] , the salesman needs to start and end with the same city and visit other cities only once. The purpose is to find the minimum traveling distance while visiting all the cities. Though the standard TSP is a NP-hard problem, there are many efficient algorithm to solve the standard TSP with time complexity O (M 2 ) [39, 40] . However, in our case, the salesman (UAV) is required to start and end with two different cities (vertices) and visit different cities (vertices) at least once. In order to solve our problem, we try to convert the modified TSP into a standard case, which can be efficiently solved.
Recall from Theorem 2, we first apply Floyd algorithm with time complexity O (M 3 ) to G 1 to find the shortest path between any two different vertices and update G 1 with the new edge weight. We obtain a new graph denoted as G f , whose each edge weight represents the shortest path between any two different vertices, and a path index matrix P , which contains the shortest path route between two different vertices. Based on G f , a dummy point is added, whose distance to q I and q F is zero, and to other vertices is infinite large. Denote the graph with the dummy point as G d . Our shortest path construction problem can be solved by treating G d as a standard TSP starting and ending with the dummy point. With the desired path after solving the standard TSP, we can reconstruct the origin path between two points with the path route in P and remove the two edges connected with the dummy point. As a result, the shortest path {q 
Recall that δ is chosen sufficiently small such that the location of the UAV can be assumed remain unchanged during each line segments. Denote η m = β 0 Sm+Im , the uploaded information bits to GBS m in nth line segment can be approximately calculated as
Therefore, the hovering time at q m is 
It can be verified that (P4.2) achieves its optimal result when the constraint (39c) is satisfied with equality. Otherwise, if any of constraint in (39c) is satisfied with strictly inequality, we can always increase π mn to strictly equality and reduce the mission completion time. Thus, (P4.2)
is equivalent to (P4.1). Problem (P4.2) is still non-convex due to non-convex constraints (36g), (39b) and (39c). Fortunately, the three constraints can be tackled with SCA technique. In the former subsection, we have introduced how to deal with non-convex constraints like (36g) with its lower bound at given points as (31) .
To tackle the non-convex constraint (39b), the LHS can be expressed as
For the right hand side (RHS) of (40), the first term is jointly convex with respect to t n and π mn . Similarly, by applying the first-order Taylor expansion, the lower bound of RHS at given points t l n , π l mn is expressed as (t n + π mn ) 2 2 λ lb mn = t l n + π l mn 2 2 + t l n + π l mn t n − t l n + t l n + π l mn π mn − π l mn . (41)
Moreover, to deal with the non-convex constraint (39c), the RHS is not concave with respect to q [n], but it is a convex function with respect to q [n] − b m 2 . Denote the lower bound is R lb mn and we have
With (31), (41) and (42), the non-convex constraints of Problem (P4.2) are replaced by their corresponding lower bounds with given points and (P4.2) is further expressed as following:
π mn R lb mn , ∀m ∈ M BS , n = 1, · · · , N, (45c)
(1 − a mn )D QoS m , ∀m ∈ M BS , n = 1, · · · , N,
It is easy to verify (P4.3) is a convex problem which can be efficiently solved by using standard convex optimization software toolbox such as CVX [38] . It is worth noting that the optimal value of (P4.3) in general serves an upper bound for that of (P4.1) due to invoking the lower bounds in (31), (41) and (42). It makes any feasible solution to (P4.3) is also feasible for (P4.1), but the reverse not necessarily hold. It suggests that the feasible set of (P4.3) is a subset of (P4.1).
After each iteration, the local points are updated with the obtained results and the optimal result of (P4.3) will converge to a locally optimal solution in a non-increasing manner. The proposed SCA based trajectory design is summarized in Algorithm 2.
Algorithm 2 indicates that Problem (P4.1) can be efficiently solved through iteration with given UAV-GBS association order and an initial feasible UAV trajectory. Therefore, one straightforward solution to Problem (P4) is exhaustively finding all feasible UAV-GBS association order, and choosing the minimum result after solving (P4.1). However, this method is hard to implement.
On one hand, finding all possible UAV-GBS association order requires a prohibitive complexity, Remark 2. We choose the fly-hover-fly based solution as initial points for the SCA based trajectory design to solve Problem (P4). It suggests that the obtained result of the SCA based trajectory design will be no larger than the fly-hover-fly based design. Meanwhile, the asymptotically optimal feature of the fly-hover-fly based design ensures the high-quality performance and fast coverage speed of the SCA based trajectory design, which are validated in numerical results.
Algorithm 2 SCA based trajectory design
Input: Feasible UAV-GBS association vectors {a mn } and the UAV trajectory {q [n]}, {t n } to (P4.1). 1: Initialization: l = 0, q l [n] = q [n], t l n = t n . 2: repeat 3: Calculate π l mn with (38). 4: Obtain the optimal solution q o [n], t o n by solving (P4.3). 5: l = l + 1, q l [n] = q o [n], t l n = t o n . 6: until the fractional decrease of the objective value is below a threshold ε > 0.
Output: The UAV trajectory and the mission completion time In addition, when U increases, the SCA based scheme converges more quickly and achieves less performance gains compared with the fly-hover-fly based scheme. It implies the asymptotically optimal feature of the fly-hover-fly based scheme.
In Fig. 3 and Fig. 4 Fig. 4(a) , when U = 20 Mbits and θ = 0.9 bit/s/Hz, the UAV needs to travel a longer distance from q I to q F in both schemes. In Fig.   3 (b) and Fig. 4(b) , it is observed that the UAV trajectory obtained by the SCA based scheme are similar with the fly-hover-fly scheme. This is expected due to the UAV has a large amount of information bits to upload, the UAV needs to fly towards to the hovering locations {q m } to achieve better channel condition and minimize the mission completion time. It also indicates the optimality of the fly-hover-fly based design when U increases. In Fig. 5 , the instant UAV flying speed of the SCA based scheme with different U is presented.
It is observed that the UAV flying speed is consistent with Theorem 1. When U is 60 Mbits, the UAV always flies at V max which is a special case of the proposed fly-hover-fly structure. This is because unless hovering at q m , the UAV can always use the hovering time to fly towards q m which achieves higher communication rate and less mission completion time. When U is 120
Mbits, it is expected that the UAV flies as the general proposed fly-hover-fly structure since U is large and the UAV needs to hover at each q m to achieve less mission completion time.
In Fig. 6 , the results of mission completion time versus required information bits U with different schemes are presented. Besides the proposed schemes, two benchmark schemes are considered:
• NOMA fly-hover-fly, only hovering communicate: In this scheme, the UAV only communicate when hovering, the path is designed to find the shortest distance to visit all q m from q I to q F without considering uplink NOMA zones and protected zones. This problem can be sloved as a TSP problem with predefined start and end points.
• OMA SCA based trajectory design: In this scheme the UAV and GUEs are assigned in two different bandwidth W 2 and the trajectory was designed without considering uplink NOMA zones and protected zones as done in [11] .
It is firstly observed that the performance of the SCA based scheme always outperforms the fly-hover-fly scheme especially for small amount of U, which is consistent with Remark 2.
However, when U increases, the UAV mission completion time achieved by the fly-hover-fly based scheme and the SCA based scheme are almost the same. This is expected owing to the asymptotically optimal feature of the fly-hover-fly scheme for large U. Moreover, the UAV mission completion time achieved by the fly-hover-fly scheme remains unchanged for small U. This is because the UAV mission completion time in the fly-hover-fly based design is only determined by the travelling time and the hovering time is zero for small U. Regarding the two benchmark schemes, "NOMA fly-hover-fly, only hovering communicate" outperforms the flyhover-fly based scheme for small amount of U when θ = 0.9. This is expected due to the strictly suboptimal feature of the fly-hover-fly based scheme when U is not large. However, when U increases, the performance gets worse due to the travelling time is not used for data transmission. 20 Furthermore, it is observed that there is a significant mission completion time reduction achieved by the NOMA scheme compared with the "OMA-SCA based trajectory design" for large U. This is due to the limited bandwidth can be used by OMA scheme. It also implies the benefit provided by NOMA in rate demanding UAV payload communication.
Finally, as shown in Fig. 7 First, we prove the "if" part by showing that a feasible solution to Problem (P1) can be constructed with the UAV-GBS association order Φ = [φ 1 , φ 2 , · · · , φ K ] which satisfies (22a)-(22d). First, with the association order, the UAV-GBS association vectors can be constructed which satisfies (19i) and (19i). The UAV path can be divided into K portions with K + 1 waypoints {q k } K k=0 , where q 0 = q I , q K = q F and q k ∈ E k ∩ E k+1 . For the kth portions (k = 1, 2, · · · , K), q k−1 and q k are the starting and ending waypoints, respectively. Then, we have q k−1 , q k ∈ E φ k . Since E φ k is pathwise connected, a feasible path can be always constructed in E φ k with q k−1 and q k . By Allocating arbitrary feasible speed to the above constructed path, the constructed UAV trajectory and association vectors satisfy (19b)-(19d) and (19f)-(19i). The condition (22d) ensures the constraint (19e) to be satisfied. As a result, the proof of the "if" part is completed.
Next, we prove the "only if" part by showing that with any feasible solution {q (t) , a m (t) , 0 t T, m ∈ M BS } to Problem (P1), we can always construct a UAV-GBS association order Φ = [φ 1 , φ 2 , · · · , φ K ] that satisfies condition (22a)-(22d). First, with the UAV-GBS association vectors which satisfy constraints (19h) and (19i), a UAV-GBS association order Φ = [φ 1 , φ 2 , · · · , φ K ] can be constructed. Constraint (19e) makes the UAV associates with each GBSs at least once during the trajectory, thus condition (22d) is satisfied. With the association order Φ = [φ 1 , φ 2 , · · · , φ K ], the trajectory is divided into K portions with K +1 waypoints. Define {q k } , k = 1, 2, · · · , K −1 as the end locations of the kth portion trajectory and q 0 = q I , q K = q F . For the kth portion trajectory, we have q k−1 , q k ∈ E φ k . Condition (22a) and (22b) are satisfied when k = 1 and k = K. Furthermore, for each {q k } , k = 1, 2, · · · , K − 1, we have q k ∈ E φ k and q k ∈ E φ k+1 , thus condition (22c) is satisfied. The proof of the "only if" part is completed.
Above all, the proof of Proposition 1 is completed.
APPENDIX B: PROOF OF THEOREM 1
We prove Theorem 1 by showing that for any feasible trajectory to Problem (P1) denoted by T , q (t) , 0 t T , U m that does not satisfy the proposed fly-hover-fly structure, we can always construct a new feasible trajectory to Problem (P1) which satisfies fly-hover-fly structure and achieves lower mission completion time. Particularly, denote q max,m = max q(t) R ( q (t)) as the location along the UAV trajectory which achieves the highest communication rate when the UAV is associated with GBS m. Then, we can construct a new trajectory based on q (t) , 0 t T by making the UAV travel at V max . Assumed that it takes t 0 time less to transform the original The proof of Proposition 3 is completed.
