ABSTRACT
As an aftematlve to orthogonal schemes, random shared access technology has proven successful in many wireless networks.
Through numerical simulations, we compare the performance of orthogonal and random shared access for underwater networking.
Over the past few decades, numerous networking protocols have been developed for use in wired and wireless networks. Due to significant differences in the characteristics of electromagnetic and acoustic channeh, these networking protocols require modifications to perform well in underwater networks. As sound waves are much slower than electromagnetic waves, the latency in communication is typlcally much higher. Due to the multipath propagation and ambient noise, the effective data rates are lower and packet loss is much greater. In this paper, we simulate variants of some popular protocols for underwater use, focusing on the Physical and Datalink layers of the OS1 protocol stack. The aim is to select an appropriate Physical Layer and Datalink layer model for a small underwaCr network to be implemented.
I. INTRODUCTION
As the underwater acoustic channel is significantly different from wired and wireless electromagnetic channels, it is expected that network protocols may perform very differently in underwater acoustic networks. In this paper, we present results from simulation of mainly the Datalink and Physical layers of an underwater network. Since the primary function of the Datalink layer in this simulation is Medium Access Control (MAC), we use the term MAC layer to mean the same. Other aspects of Datalink layer such as error correction were not simulated. A discrete-event simulation software was used to implement the models.
The models of the Physical and MAC layers were adapted from the popular network protocols [I] . A simple underwater channel model was used to test nework performance. The primary performance criterion used is network throughput.
The aim is to compare the relative performance of various networking schemes for use in underwater networks.
A. Software Tool
The simulation was developed using the discrete event simulation package Omnet++ [Z]. The physical layer and the MAC protocols had to be kept as light as possible due to bandwidth and data rates constraints in underwater systems. Hence the protocols were developed from ground up rather than modifying existing heavier protocols meant for radio networks. The Omnet*+ package was used purely a discrete event simulation tool.
Accuracy of the tests have been verified through analysis of timing logs of packets send and received at each layer, graphical representation of protocol behaviour as well as numerical accounting of packets send, received and lost due to various means like Bit Errors (BER) and collisions.
B. The Protocol Stack
The simulation models three layers of the OS1 stackNetwork, Datalink and Physical. The acoustic channel is also modelled (see section C).
There are three variants of MAC protocols that are implemented in the Datalink Layer. These are described in the following sections E, F, G. The Physical layer uses two variants -orthogonal and non-orthogonal, as described in section D.
C. The Channel Model
A simple channel model was used to test the performance of the protocols. The channel propagates all packets to all nodes except the sender and accounts for the propagation delay and path loss. The path loss modet used is the spherical spreading model:
More complicated models (e.g. [3]) could be implemented, but the above was deemed sufficient as a first order approximation for the scope of tfie simulation.
We have assumed additive white Gaussian noise (AWGN). Although warm shallow water channels tend to exhibit impulsive noise [4], the AWGN assumption may be considered reasonable for general underwater channels. Nevertheless the comparative results should provide a good estimate as to the protocols' relative performance.
D. The Physical Layer
The Physical Layer was assumed to be a half duplex system as is usually the case in many commercial acoustic modems [5]. BER and collisions were simulated. A simplified state diagram for the physical layer is shown in Figure 1 . The physical layer has a buffer to store incoming packets. Rx refers to reception of packets from other nodes and TX refers to transmission. Collisions that occur during transmissions do not interrupt the transmission, but the incoming packets will be lost due to the half duplex model. All collided packets are considered lost. The SNR is computed from equation (2) where NO represents the ambient noise power spectral density. The EblNo ratio is computed from equation (3) and the associated BER is computed based on a QPSK modulation scheme in an AWGN channel. The packet loss probability is then computed from equation (4). A packet may be lost due to BER, receive collision or transmit collision.
Received Power
The Physical layer has two variants -orthogonal and non-orthogonal-Orthogonal channel model employs unique orthogonal channels for each recipient. In the nonorthogonal case, all nodes share the same channel. In case of orthogonal channels, the total available bandwidth is divided among the individual receive channels (one channel per node). Thus the orthogonal model could be considered like a deterministic FDMA system where the bandwidth is pre-allocated to each node.
E. ALOHA based half duplex profocol (tUAC0)
The model described in this section is the first of the three variants of the MAC protocols in the Datalink Layer. This protocol is a reference model that is kept as close as possible to the simple ALOHA model. When the Datalink layer gets a packet from the network layer, it simply forwards to the Physical layer. There are no retries and the recipient does not send any Acknowledgements (ACK). The only complex behaviour thus comes from the Physical layer which is half duplex and does not transmit while a reception is in progress.
Note that unlike the theoretical ALOHA model that is commonly used to derive throughput statistics analytically, this protocol does not transmit entirely randomly, since the half duplex Physical layer does not transmit while reception is in progress. Since the Datalink layer behaviour in this model is trivial, the state transitions are similar to the Physical [ayer as shown in Figure 1. 
F. ALOHA based half duplex protocol with acknowledgements and retries (MACI)
This is the second MAC protocols under study in the Datalink Layer. The state diagram is shown in Figure 2 .
This protocol adds retries and acknowledgements (ACK) to the protocol. Sender waits for a maximum Round Trip Time (RTf) for an ACK. If no ACK is received, it resends after a random wait using an appropriate random back& delay. After a maximum number of retries, it drops the packet and transmits the next queued packet. Receiver sends an ACK to the sender if the received packet is error free. This is similar to the protocol described as ALOHA in This protocol also employs power control. The CTS will send a recommendation of the minimum power to be used.
Thus there were six protocol model combinations under study.
The scenarios for various simulations were as described in the following sections. Each scenario was repeated for the six protocol variants.
The following equations were used for offered load and throughput computations. Average Sent and Average Received refer to the total number of packets for the network (and not for each node). 
H. Node locations and transmission model
The simulated nodes were randomly distributed over an area of roughly 50m radius. A small network of four nodes (numbered 1 to 4 in Figure 4 ), was used for most of the simulations except when we investigated the effect of increasing number of nodes on performance. The average separation between nodes was changed during the study of effects of node separation on performance. Each node generated random traffic (Poisson arrivals with a specified mean). Each packet was transmitted to a randomly (uniform distribution) selected recipient node.
SIMULATION SCENARIOS
All packet lengths are in given in bits.
A. Simulationl: Throughput v/s Offered load for various packet sizes
In this scenario, we studied the throughput for all the six protocol variants, The results are shown in Figure 5 to Figure IO . Both, packet rate and packet length, were varied. Each curve is plotted for constant packet length and varying packet rate. The bit rate was assumed to be 2400 bps; this is quite typical of some of the shallow water acoustic modems being considered for the network. The offered load is vaned according to equation (5). The measured throughput is plotted against the measured offered load.
The main observation that we infer from these results is that orthogonal schemes could have much poorer performance compared to the non-orthogonaf shared access schemes. The expected performance gain for orthogonal scheme through reduced collisions from orthogonal nodes is firstly countered by the reduced effective bandwidth and data rate per node.
Another reason behind the orthogonal scheme's poor performance is as follows. In the case of non-orthogonal scheme, since the Physical channel is half duplex and does not transmit during any reception, it prevents a node from transmitling while a transmission is in progress between two other nodes. Thus it effectively becomes a Virtual Camer Sense (VCS) even for the MAC0 and MAC7 nonorthogonal protocols which do not explicitly sense the carrier like MAC2. In the scenario here, the propagation delay is of the order of 0.03 seconds (-50 m range with 1500 m/s sound speed) whereas the packet durations are of the order of 1 second. This makes the above effect possible. This VCS-like behaviour enhances the performance of the non-orthogonal scheme by reducing collision probability. In the orthogonal scheme, a node wishing to transmit to another has no way of sensing that another node could be transmitting to the same node at that time since the receive channels are orthogonal. And thus do not benefit from this pseudo VCS behaviour.
The three MAC protocols were used together with both orthogonal and non-orthogonal Physical layer models. In this simulation, we studied the effect of packet sizes for a fixed Offered toad (100%) for the non-orthogonal schemes. Figure 11 and Figure 12 show the results for bit rates 2400 bps and 9600 bps.
Note that "0rtho:O" and "Ortho:?" refers to nonorthogonal and orthogonal schemes respectively in all the following figures. f o r the 2400 bps case, we can see that the throughput of MACZ is lower than that of MAC1 at low packet size, but eventually exceeds it at larger packet sizes. For an appropriate packet size (more than 10,000 bits for 2400 bps) MAC2 has the best throughput of the three protocols. It is remarkable that MAC2 .can demonstrate the same or better performance as MACO in spite of the overheads involved in acknowledgement and semi-guaranteed delivery through the retry mechanism (MACO has no acknowledgements and retn'es). The transmission slot reservation mechanism through the VCS makes this possible by reducing collisions during the data transmission. The throughput of all three protocols saturates after a certain packet size.
The behaviour at 9600 bps is similar except that the packet sizes at which MAC2 exceeds MAC1 is higher by a dataBiis similar factor as rhe bit rate. The packet size at which throughput saturates is also higher by a similar factor. The maximum throughput does not change with bit rate (note that MAC2 throughput continues to grow to about 0.6 beyond what is displayed in Figure 12 ). This prompts us to look at MACZ non-orthogonal as the better performing scheme among the six compared protocols.
C. Simulafion3: For fixed offered load, study throughput variation with respect to number of nodes
In this simulation, we examined the behaviour of the all protocols as the number of nodes was vaned for a fixed offered load of 100%. Figure 13 shows the results. The bit rate is fixed to 2400 bps and packet size is set to 4000 bits. where collisions affect the large data packets.
As is generally known about shared access protocols, throughput drops with increasing number of nodes. This is very clear for the ALOHA-like MAC1 . But for up to 25 nodes as in Figure 4 , the MAC2 nonorthogonal throughput is still better than MAC2 orthogonal model as seen in Figure 13 . D. Simulation#: For fixed offered load, study the throughput with respect to the node separation
We examined the behaviour of the non-orthogonal protocols as the node separation (propagation delay) is varied for a fixed offered load of 100%. Figure 14 shows the results. The bit rate was set to 2400 bps and packet size was fixed at 4000 bits. We used the first six nodes from Figure 4 for this experiment. The distance factor is the factor by which the node coordinates are multiplied by, as compared to the locations in Figure 4 . For example a distance factor of 5 means that the nodes' average separation is in the order of 250 meters as compared to the 50 meters in Figure 4 .
The throughput of MACO and MACP generally seems to get poorer as the propagation delay increase. MAC1 seems to have better performance as delay increases. The above observations could perhaps be due to the following. MACO petformance drop is mainly due to increased BER due to increased path loss. MAC2 relies on VCS for performance and as propagation delays increase, the carrier sensing is not timely and it also suffers from increased BER. MAC1 performance is expected to drop as BER increases with distance due to reduced receive power. However, the MAC1 performance seems to somewhat increase with distance and needs further investigation. 
1V. CONCLUSIONS
Our results point to the conctusion that non-orthogonal shared access schemes are good candidates for a small underwater network. A network with a fully shared channel also has the advantage that it is easily scatable and is easily adaptable to become a mobile ad-hoc network. nodes, under the conditions used here. MACP is also similar to the protocol used in [5] and this choice seems to be inline with the best schemes used so far for underwater networks.
The final choice of a protoool for implementation in a real system is also affected by key requirements such as scalability, mobility, ad-hoc networking, system complexity, power requirements and transmission latency. As we discussed at the beginning of this section, scalability, mobility and adhoc networking is easier with a nonorthogonal scheme. System complexity is also generally lower for a non-orthogonal shared channel scheme. MAC2 can employ power control and thus can conserve power effectively. By maximizing the throughput using an appropriate packet size, we can minimize the latency of the protocol. Thus MAC2 satisfies the primary requirements set out for this simulation study.
We intend to study the impact of power control further in the next phases of the study. The finding that orthogonal schemes perform worse than non-orthogonal schemes probably requires further investigation for CDMA based orthogonal schemes (the scheme here is similar to a deterministic FDMA). We also intend to use more accurate channel models developed at the Acoustic Research Laboratory in the next phase. These models include multipath effects as well as impulsive noise due to snapping shrimp that are characteristic of the shallow water acoustic channels, where a practical implementation of the acoustic network is to be undertaken.
