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An optimization-based approach to fault diagnosis for nonlinear stochastic dynamic models is devel-
oped. An optimal diagnosis problem is formulated according to a receding-horizon strategy. This
approach leads to a functional optimization problem (also called ‘inﬁnite optimization problem’),
whose admissible solutions belong to a function space. As in such a context, the tools from mathe-
matical programing are either inapplicable or inefﬁcient, a methodology of approximate solution is
proposed that exploits diagnosis strategies made up of combinations of a certain number of simple
basis functions, easy to implement and dependent on some parameters to be optimized.The optimiza-
tion of the parameters is performed in two phases. In the ﬁrst, ‘a-priori’ knowledge of the statistics
of the stochastic variables is used to initialize (off-line) the parameter values. In the second phase,
the optimization continues on-line. Both off-line and on-line phases rely upon stochastic approxi-
mation algorithms. The overall procedure turns out to be effective in high-dimensional settings such
as those characterized by a large dimension of the state space and a large diagnosis window. This
favorable behavior results from certain properties of the proposed methodology of approximate opti-
mization, such as polynomial bounds on the rate of growth of the number of parameterized basis
functions, which guarantees the desired accuracy of approximate optimization. The effectiveness of
the approach is conﬁrmed by simulations in the context of a complex instance of the fault-diagnosis
problem. The advantages over classical approaches to fault diagnosis are discussed and pointed out
by numerical results.
Keywords: Model-based fault diagnosis; Functional optimization; Polynomially complex approxi-
mators; High-dimensional admissible solutions; Nonlinear programing; Stochastic approximation;
Optimal estimation
1. Introduction
Model-basedfaultdiagnosisexploitsmathematicalmodelsoffailurestoidentifydiscrepancies
betweenthenominalmodelofagivenenvironmentandthemodelsreferringtotheoccurrence
ofafault[1].Thekindofenvironmentdependsontheapplicationathand;forexample,itmay
be a transportation or a freeway system, a power plant, a communication network, a queuing
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network in manufacturing systems, a reservoir network, etc., all conveniently described by
means of nonlinear dynamic models.
The diagnosis of faults is usually accomplished by evaluating the residuals, i.e., variables
over-sensitive to faults [2]. Most of the available model-based fault-diagnosis techniques use
linear models of the environment. On the other hand, the majority of papers facing nonlinear
settingsrelyonlinearizationapproaches.Suchapproachesdonotoftenﬁtrealisticconditions,
which may involve complex nonlinearities and unmodeled dynamics.Among the few papers
that address nonlinearity without requiring a linearization procedure, we cite refs. [3,4]. Other
approaches have been proposed, but they deal with particular nonlinearities, thus reducing the
number of potential applications [5]. Only in recent times, the problem of residual generation
has been rigorously investigated, for example, in ref. [6] for afﬁne nonlinear systems, by
extending the results presented in ref. [7] for linear systems.
Inthisarticle,weconsiderclassesoffaultsthatcanbedescribedaschangesincertainparam-
eters, called fault parameters, which play the role of unknown variables to be estimated [8,9].
In such a context, our work aims at attaining three objectives: (i) developing a model-based
approachtofaultdiagnosisthatreliesonoptimalreceding-horizonestimationandisformalized
as the solution of an optimization problem; (ii) proposing an effective and computationally
feasible procedure for the approximate solution of such a problem; (iii) considering quite
a general class of models, wider than the classes of models dealt with by previous approaches
(see, e.g., [6]) and including nonlinear dynamics and multiplicative faults. In doing so, we
give up fully exploiting the peculiar features of a speciﬁc problem, but gain generality and
avoid making restrictive assumptions that might not be veriﬁed in applications.
Regarding the objective (i), we shall formulate a functional (or inﬁnite) optimization prob-
lem,i.e.,anoptimizationproblemforwhichtheadmissiblesolutions(representing,inthecase
of interest here, the admissible fault-diagnosis strategies) belong to an inﬁnite-dimensional
space of functions. More speciﬁcally, we shall search for optimal diagnosis strategies that
are functions of the information available to the diagnoser and of past diagnosis actions. This
is motivated by the objective of designing a diagnoser capable of taking into account the
dynamic evolution of the environment and the presence of stochastic variables (e.g., incom-
ing data packets in telecommunication networks, vehicles queuing on the ramps of freeway
systems, etc.). A ﬁrst key issue arises: the optimization has to be performed not with respect
to a ﬁnite-dimensional vector of numbers, but with respect to a function (or various func-
tions). The inﬁnite dimensions of function spaces prevent one from applying traditional tools
used in mathematical programing, and makes the use of techniques from functional analysis
mandatory.
Owing to the generality of the assumptions, the optimal fault-diagnosis problem cannot
be solved analytically; therefore, it is necessary to develop a procedure of approximate opti-
mization. Thus, we come to objective (ii). We apply a procedure of approximate solution that
is based on nonlinear approximators in the form of linear combinations of basis functions in
whichacertainnumberof‘free’parametershavetobeoptimized(thisrelatesourapproximate
optimization approach to sparse approximation techniques [10]). When the linear combina-
tions of parameterized basis functions beneﬁt by certain approximation capabilities, such
nonlinear approximators are called approximating networks (the term ‘network’is adopted, as
its structure somehow recalls the one of widespread neural networks).This method of approx-
imate optimization has been developed in a series of papers appeared in the last decade and
has been efﬁciently used for the approximate solution of a variety of functional optimization
problems (see [11–15] and the references therein). It has been so successful as to be formu-
lated in ref. [14] as a general methodology of approximate optimization, whose theoretical
properties have been investigated in refs: [14,16,17]. Approximate optimization by approxi-
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a ﬁnite-dimensional nonlinear programming problem in which the ‘free’ parameters of the
approximating networks have to be optimized. Under suitable hypotheses, by using a suf-
ﬁciently large number of parameterized basis functions, one can approximate the optimal
fault-diagnosis functions arbitrarily well. As, for the kind of basis functions considered, the
number of free parameters can be shown to depend linearly on the number of basis func-
tions, such an integer will be used to estimate the structural complexity of the approximating
networks.
Here, we come to the second key issue dealt with in our work. The complexity of approxi-
mating networks might become unacceptably high when the fault-diagnosis strategies depend
on a large number of variables. This is often the case with fault-diagnosis problems for which
the diagnosis strategies are chosen on the basis of possibly very large sets of past information
and past diagnosis actions, which become the arguments of the functions for which opti-
mization has to be performed. Such a situation may occur, for example, when the dynamic
environment is represented by a large-scale trafﬁc network, a communication network with
many routers and links, etc. [14,18,19].
Classical approaches to approximate optimization may incur the curse of dimensionality
[20]:thenumberofbasisfunctionsnecessarytoguaranteeacertainaccuracyε ofapproximate
optimization increases very fast, for example, exponentially, with the number of variables d
(see, e.g., [21]). Instead, we shall show that, if the optimal fault-diagnosis strategies belong to
classes of d-variable functions characterized by suitable regularity properties, the number of
free parameters in approximating networks increases moderately with d. In particular, under
suitable hypotheses, one can obtain upper bounds on the structural complexity (number of
basis functions), which grow only polynomially.This corresponds to classes of parameterized
diagnosis functions having polynomial complexity.
Regarding the choice of a speciﬁc type of approximating network, in this article, we shall
choose sigmoidal feedforward neural networks. This choice is justiﬁed by both the excellent
approximatingpropertiesofsuchnetworks(see,[22–25])andtheavailabilityofeffectiveopti-
mization algorithms. Moreover, it can be proved that sigmoidal feedforward neural networks
are polynomially complex for a large variety of admissible diagnosis functions. Regarding the
algorithms used to optimize the network parameters (once the functional optimal diagnosis
problemhasbeenapproximatedbyanonlinearprogramingone),weapplystochasticapproxi-
mation techniques. The parameter optimization is performed in two steps: ﬁrst by algorithms
running off-line (using ‘a-priori’information) and then by algorithms operating on-line (using
sequentially collected data).
To show the effectiveness of our approach, a thorough numerical analysis regarding a com-
plex fault-diagnosis problem will be presented and discussed. We anticipate that admissible
solutions to such a diagnosis problem depend on up to 32 variables! Clearly, such a value
rules out classical numerical methods and even recent approaches for approximate functional
optimization, as the curse of dimensionality limits their application to problems involving
admissible solutions dependent on a small number of variables [21,26,27]. Instead, our results
show that the use of suitable approximating networks may allow an approximate optimization
byanumberof‘free’parametersthatdependatmostpolynomiallyonthenumberofvariables.
To sum up, the main steps of the proposed fault-diagnosis methodology, corresponding to
the organization of the article, are in what follows.
• Formulationoftheoptimalfault-diagnosisproblem:Weshallstateafunctional(or‘inﬁnite’)
optimization problem (section 2).
• Reductiontononlinearprogramingbysearchingfordiagnosisstrategieshavingthestructure
ofapproximatingnetworks:As,owingtothegeneralityofthehypothesesmade,theoptimal
diagnosis problem cannot be solved analytically, we shall search for diagnosis functions244 A. Alessandri and M. Sanguineti
with the structure of combinations of simple basis functions containing ‘free’ parameters
to be optimized (section 3).
• Bounds on the complexity of approximating networks implementing the diagnosis strate-
gies: We shall show that, if the optimal diagnosis strategies exhibit certain regularity
properties, the choice of suitable basis functions permits us to reach any desired accu-
racy of approximate optimization by networks with a polynomially bounded complexity
(with respect to the number of variables of the diagnosis strategies) (section 4).
• Optimization of the parameters in the approximating networks implementing the diagnosis
strategies: Stochastic approximation techniques will be used to solve the ﬁnite-dimensional
nonlinear programing problem to which the original functional optimization problem has
been reduced (development of off-line and on-line parameter optimization procedures)
(section 5).
• Simulation results (section 6).
• Proof of a technical proposition (AppendixA).
2. Statement of the optimal diagnosis problem
Let us consider the following discrete-time model of a dynamic system in which a decision
maker (DM) performs its actions:
  :

   
   
xt+1 = φ(xt,ut) + ξt,
yt = θ(xt) + ηt,
vt+1 =  (vt,yt,rt),
ut = ω(vt,yt,rt),
t = 0,1,..., (1)
where xt ∈ Rn is the state vector, ξt ∈ Rn is the state disturbance vector, ut ∈ Rm is the vector
ofdecisionvariables,yt ∈ Rp isthevectorgeneratedbyaninformationprovider,ηt ∈ Rp isthe
informationdisturbancevector,vt ∈ Rl isthestatevectoroftheDM,andrt ∈ Rq isareference
vector at the DM’s disposal.The vector functions φ,θ, , and ω are assumed to be sufﬁciently
smooth† in their respective domains. They model, respectively, the evolution of the system,
the algebraic law generating the state variables that are accessible to the DM, the evolution of
the DM’s state, and the generation of the decision variables.We assume that rt,t = 0,1,...,
is perfectly known. The system may be, for example, a transportation or a freeway network,
a power plant, a communication network, a queuing network in manufacturing systems, a
reservoir network, etc. For example, in a packet-switching telecommunication network, the
stateisrepresentedbythelengthofthequeuesofdatapacketsinthenodes,thestatedisturbance
is given by the data packets entering the network, and the DM is the router.
The faulty dynamic system and the DM are modeled as follows:
ˆ   :

   
   
xt+1 = f(xt,ut,αt) + ξt,
yt = h(xt,αt) + ηt,
vt+1 =  (vt,yt,rt),
ut = ω(vt,yt,rt),
t = 0,1,..., (2)
†Theterm‘sufﬁcientlysmooth’meansthatthemappingshavetobecontinuoustogetherwiththeirpartialderivatives
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wherethestructuresofthesmoothfunctionsf andhwillbespeciﬁedlateronaccordingtothe
various fault models. Here αt ∈ Rs is the fault vector variable to be estimated, able to describe
the maximum number of faults that might occur simultaneously. In healthy conditions, αt
takes on the value αH. The initial environment state x0 and the disturbances ξt and ηt are
supposed to be random vectors with known distributions and mean values equal to ¯ x0,0 ,a n d
0, respectively.
The model (2) allows one to describe various classes of faults in the environment, the
informationprovider,andtheDM.Forexample,anadditivesensorfault onthekthinformation
provider is modeled by
yj,t = θj(xt) + ηj,t,j = 1,...,p, j  = k,
yk,t = θk(xt) + αt + ηk,t,
where yj,t and ηj,t stand for the jth components of yt and ηt, respectively. If no fault occurs,
αt = αH
  =0 models the healthy behavior of the information provider.
In a similar way, a multiplicative fault on the kth information provider is described by
yj,t = θj(xt) + ηj,t,j = 1,...,p, j  = k
yk,t = αtθk(xt) + ηk,t,
where the absence of faults is represented by αt = αH
  =1.
An additive DM fault on the kth decision variable corresponds to
uj,t = ωj(vt,yt,rt), j = 1,...,m, j  = k,
uk,t = ωk(vt,yt,rt) + αt
where αt = αH
  =0 means ‘no DM fault’and uj,t stands for the jth component of ut.
A multiplicative DM fault on the kth decision variable is described by
uj,t = ωj(vt,yt,rt), j = 1,...,m, j  = k,
uk,t = αtωk(vt,yt,rt),
where the fault occurs when a αt  = αH
  =1.
An environment fault is modeled by
xt+l = φ(xt,ut) + χk(xt,ut,α t) + ξt,
where the structure of the function χk : Rn × Rm × Rs  → Rn is assumed to be known and
depends on a vector αt ∈ R of parameters describing the fault. We assume χk(xt,ut,0) = 0
for all xt and ut, that is, αt = αH
  =0 means absence of environment faults.
It is worth noting that the methodology we are going to describe can be easily extended
to more general classes of faults (including multiple faults) than the ones described earlier.
Moreover, as compared with previous approaches to fault diagnosis, it will turn out to be
applicable to quite a general class of models, including nonlinear dynamics and multiplicative
faults, without particularly restrictive assumptions on the system considered.
Atagivenstaget andforagivendiagnosiswindowoflengthN,weconsidertheproblemof
recovering xt−N,xt−N+1,...,xt,αt−N,αt−N+1,...,αt, on the basis of the last N + 1 infor-
mations, yt−N,...,yt, and the last N decisions, ut−N,...,ut−1. In the following, for the sake
of brevity, let us denote by ˆ xt1,t2 and ˆ αt1,t2 the estimates, made at time t1 by using information
available up to time t2 of xt1,t2 and αt1,t2 respectively. To elaborate an optimization-based pro-
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model   and the faulty model ˆ  , we deﬁne the cost
Jt = χx( ˆ xt−N,t − ˆ xt−N,t−1 ) +
t  
τ=t−N
χα( ˆ ατ,t − αH ) +
t  
τ=t−N
ϕ[ yτ − h(ˆ xτ,t, ˆ ατ,t) ],
(3)
where t = N,N + 1,...and N ≥ 1 is the length of the diagnosis window. Here,  ·  denotes
the Euclidean norm in Rd,d≥ 1, and χx,χ α, and ϕ are sufﬁciently smooth, increasing func-
tions such that χx(0) = χα(0) = ϕ(0) = 0. The functions χx,χ α, and ϕ have to be regarded
as penalty functions [28].
Let us deﬁne the information vector IN
t
  =col(yt−N,...,yt,ut−N,...,ut−1), where
dim(IN
t ) = (N + 1)dim(y) + Ndim(u), and consider the minimization of the cost Jt with
respect to functions of the form ˆ xτ,t = aτ,t(ˆ xt−N,t−1,IN
t ),τ = t − N,...,t, and ˆ ατ,t =
bτ,t(ˆ xt−N,t−1,IN
t ),τ = t − N,...,t, which we call state-diagnosis functions and fault-
diagnosisfunctions,respectively.Onthewhole,werefertothemasdiagnosisfunctions(DFs).
According to such an approach, fault diagnosis at time instant t is based on the information
yt−N,...,yt, the decisions ut−N,...,ut−1, and the ‘a priori’estimate ˆ xt−N,t−1. For example,
inapacket-switchingcommunicationnetworkwhereonerouter(theDM)performsitsactions,
the past decisions are the past routing actions, the information is represented by the lengths
of the packet queues in a subset of the nodes (those providing information to the router), and
the stochastic inputs are the data packets entering the network.
Thenwecanstateanoptimalfault-diagnosis(OFD)Problemconsistingintheminimization
of the expected value E[Jt] of Jt, where the expectation concerns all the stochastic variables
of the model. For the sake of brevity, we denote such a problem by Problem OFD .We use the
notationOFD  tokeepthesimplernotationOFDforamoreusefulformulationoftheproblem,
which is going to be stated in the second part of this section and will be used in the remaining
of the article. In this sense, Problem OFD  is only a temporary formulation.
Problem OFD  For t = N,N + 1,..., ﬁnd the diagnosis functions ˆ xo
τ,t = ao
τ,t(ˆ xt−N,t−1,
IN
t ), ˆ ατ,t = bo
τ,t(ˆ xt−N,t−1,IN
t ),τ = t − N,...,tsuch that
 
minE[Jt]
subject to ˆ xτ+1,t = f(ˆ xτ,t,uτ, ˆ ατ,t), τ = t − N,...,t− 1.
(4)
ProblemOFD  entailsthesolutionofanonlinear(andnonquadratic)functionaloptimization
problem. The functional (or inﬁnite) nature of Problem OFD  lies in the fact that optimization
has to be performed with respect to functions, namely, ao
τ,t(·) and bo
τ,t(·),τ = t − N,...,t,
and not simply with respect to vectors of numbers. In other words, one has to optimize with
respecttoelementsbelongingtoinﬁnite-dimensionalspaces.Notethattheinﬁnitedimensions
of function spaces prevent one from solving Problem OFD  by means of traditional tools used
in mathematical programing.
Let us now turn our attention to the number of variables in functions representing the
admissible solutions to Problem OFD . At each time instant t, the diagnosis functions ˆ xτ,t(·)
and ˆ ατ,t(·), for τ = t − N,...,t, are computed on the basis of the vectors ˆ xt−N,t−1 and
IN
t , whose dimensions are typically large (e.g., think of a telecommunication network with
many nodes). Thus, in general, one has to solve a functional optimization problem whose
admissible solutions are functions dependent on a large number of variables. Clearly, the
general assumptions under which Problem OFD  has been stated prevent one from solving it
in an analytical way. In section 3, we shall develop a procedure of approximate solution based
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Note that, at each time instant, N + 1 fault parameter vector estimates and N + 1 state
vector estimates are computed (of the latter, only the estimate ˆ xt−N+1,t is retained for the
successive estimates). When the measures yt+1 and the inputs ut become available, one can
use ˆ xt−N+1,t and the new information vector IN
t+1 = col(yt−N+1,...,yt+1,ut−N+1,...,ut) to
generate ˆ xτ,t+1 and ˆ ατ,t. The same procedure is used at the successive stages.A picture of the
receding-horizon estimation setting is shown in ﬁgure 1.
By applying the same analysis as reported in ref. [28], it is possible to gain a deeper insight
into the functions ao
τ,t and bo
τ,t. This shall enable us to derive simpliﬁed structures of the
estimation functions which, as will be seen in the following, are best suited to developing a
procedure of approximate optimization.
Let X0, ,U, , and H be the sets from which the vectors x0,αt,ut,ξt, and ηt take their
values, respectively. We also denote by Xt,Y t, and IN
t , the sets from which the vectors xt,yt,
and IN
t take their values, respectively. Clearly, we have
Xt
  =
 
X0, for t = 0
f(X t−1, ,U)+  , for t = 1,2,...,
(5)
Yt
  =h(Xt, )+ H, for t = 0,1,..., (6)
IN
t
  =Yt−N ×···×Yt × U−1. (7)
Now we make the following assumptions.
A1: X0, ,U, , and H are compact sets.
A2: For any IN
t ∈ IN
t , the cost (3) has a unique global minimum.
A3: The optimal state- and fault-diagnosis functions are continuous in their domains and
time-invariant. This allows us to drop the subscript ‘t’and so to write simply αo
τ and bo
τ
for τ = 0,...,N, instead of αo
τ,t and bo
τ,t for τ = t − N,...,t, respectively. We denote
them by ao
τ,τ = t − N,...,t, and bo
τ,τ = t − N,...,t.
A4: The Jacobian matrices of ∂Jt/∂ ˆ ατ,τ = t − N,...,t, and ∂Jt/∂ˆ xt−N,t are P-matrices on
thelargestrectangularcompactsubsetcontainedintherespectivedomains.(Recallthata
matrix is a P-matrix (N-matrix) if all its principal minors are strictly positive (negative).)
To simplify the notation, for every τ = t − N,...,t, we let ˆ xτ,t = ˆ xτ and, ˆ xτ,t−1 = ¯ xτ,
where ¯ xτ is the ‘prediction’ of the state value at instant τ. Finally, for the sake of nota-
tional simplicity, we let uτ
t
  =col(ut,...,uτ) and yτ
t
  =col(yt,...,yτ), τ ≥ t. The following
proposition is proved inAppendixA.
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PROPOSITION 1 If assumptionsA1,A2,A3, andA4 are veriﬁed, then, for t = N,N + 1,...,
there exist rectangular compact sets Dx
t and Dα
τ ,τ = t − N,...,t, and diagnosis functions
solving Problem OFD , which can be expressed as follows:
ˆ xo
t−N = ao
N(ˆ xt−N,IN
t ), col(ˆ xt−N,IN
t ) ∈ Dx
t , (8)
ˆ α
o
τ = bo
τ−(t−N)(ˆ xo
τ,ut−1
τ ,yt
τ), col(ˆ xo
τ,ut−1
τ ,yt
τ) ∈ Dα
τ ,τ = t − N,...,t− 1, (9)
ˆ α
o
t = bo
N(ˆ xo
t ,yt), col(ˆ xo
t ,yt) ∈ Dα
t . (10)
Moreover, the estimates ˆ xτ,τ = t − N + 1,...,t, can be obtained as
ˆ xτ+1 = f(ˆ xτ,uτ, ˆ ατ), τ = t − N,...,t− 1. (11)
Proposition 1 enables us to search for simpler diagnosis functions than the ones considered
in Problem OFD . Thus, we can state Problem OFD, where the expectation concerns all the
stochastic variables of the model.
Problem OFD For t = N,N + 1,...,ﬁnd the diagnosis functions ˆ xo
t−N = ao
0(ˆ xt−N,IN
t ),
ˆ ατ = bo
τ−(t−N)(ˆ xτ,ut−1
τ ,yt
τ),τ = t − N,...,t− 1, ˆ αt = bo
N(ˆ xt,yt) such that
 
minE[Jt]
subject to ˆ xτ+1 = f(ˆ xτ,uτ, ˆ ατ), τ = t − N,...,t− 1.
(12)
It is important to note that, even though the structures of the receding-horizon diagnosis
functions established in Problem OFD are simpler than the ones in Problem OFD , the nature
of the two problems is the same. Actually, Problem OFD is also a functional optimization
problem. For example, for each t = N,N + 1,...and for each scalar fault, one has to ﬁnd
n + N + 1 optimal scalar diagnosis functions (i.e., the n components of the state-diagnosis
functions ˆ xo
t−N and the N + 1 fault-diagnosis functions).
3. Reduction of the optimal fault-diagnosis problem to
a nonlinear programing problem
Let us turn our attention to the number of variables of admissible solutions to Problem OFD.
As dim(xt) = n,dim(ut) = m,dim(yt) = p, and dim(IN
t ) = N(m+ p)+ p, the ﬁrst n DFs,
i.e., the components of ˆ xo
t−N, depend on n + N(m+ p)+ p arguments, whereas the DFs
αo
τ,τ = t − N,...,t− 1, depend on n + (t − τ)m+ (t − τ + 1)p variables, and the DF αo
t
depends on n + p variables. Thus, typically the number of variables in the optimal DFs is
very large, often even for small values of the length of the diagnosis window. In the numerical
example given in section 6, N = 4,dim(xt) = n = 4,dim(ut) = m = 2,dim(yt) = p = 4,
and dim(IN
t ) = N(m+ p)+ p = 28; hence, for each single fault, the solution of the func-
tional Problem OFD would require optimization with respect to six functions of 32, 32, 26,
20, 14, and 8 variables, respectively. Unfortunately, the computational feasibility of classical
numerical approaches to approximating functional optimization is limited to much smaller
values of the number of variables in admissible solutions (see, e.g., [21,26,27]). On the other
hand, Problem OFD is far from verifying the assumptions enabling one to obtain its solution
in an analytical way.
The earlier discussion justiﬁes the search for a methodology of approximate solution
of Problem OFD, which is efﬁcient even in the presence of so large values of the number
of arguments in the DFs. Our approach consists in reducing Problem OFD to a sequence ofOptimization of approximating networks 249
nonlinear programing approximating problems, obtained by constraining the DFs to take on
the form of suitably parameterized functions with a given structure. Such functions corre-
spond to a class of nonlinear approximators with powerful capabilities. In the last decade, the
method of approximate optimization based on the earlier-described idea has been efﬁciently
used in a large variety of contexts (see, e.g., [11–15] and the references cited therein). It has
been so successful as to be formulated in ref. [14] as a general methodology of approximate
optimization, whose theoretical properties have been investigated in refs. [l4,16,17].
In the following, we make use of this notation: for each i = 1,...,N+ 1,γ i(zi) :
Rni  → Rmi denotes the ith vector DF, consisting of mi scalar DFs γi,j(zi),j = 1,...,m i.
For example, for i = 1w eh a v eγ1(·) = ao
0(·),n1 = n + N(m+ p)+ p,m1 = n, and z1 =
col(¯ xt−N,IN
t ).
To solve Problem OFD approximately, we consider DFs in the form ˜ γ
(νi)
i (zi,w
(νi)
i ),i =
1,...,N+ 1, where ˜ γ
(νi)
i (·,·) has a ﬁxed structure, νi ∈ Z+, and w
(νi)
i is a vector of ‘free’
parameters to be determined. Our choice of the functions ˜ γ
(νi)
i (zi,w
(ν)
i ) consists in using, for
eachcomponent ˜ γ
(νi)
i,j (zi,w
(νi)
i ),j = 1,...,m i,alinearcombinationofνi ﬁxed-structurebasis
functions ϕ1(zi, ˜ wi,1),...,ϕ νi(zi, ˜ wi,νi) dependent on vectors ˜ wi,k of ‘free’parameters.As the
vectors ˜ wi,k allow a great ﬂexibility of the basis functions ϕk(zi, ˜ wi,k), for any k = l,...,ν i,
we use only one ﬁxed-structure function ϕ(·,·). Thus, we have
˜ γ
(νi)
i,j (zi,w
(νi)
i ) =
νi  
k=1
ci,j,kϕ(zi, ˜ wi,k), (13)
where ci,j,k ∈ R, ˜ wi,k ∈ Rs, and w
(νi)
i
  =col(ci,j,k,wi,k,k= 1,...,ν i;j = 1,...,m i). Thus,
w
(νi)
i ∈ RN(νi), where N(νi) = νi(mi + s) is the total number of free parameters to be
optimized. As the dimension N(νi) of w
(νi)
i is linear with νi, we consider the integer
νi as a ‘measure’ of the complexity of the ith parameterized DF. We term the functions
ϕ(zi, ˜ wi,k),k = 1,...,ν i,a sparameterized basis functions.When the basis functions contain
no free parameters, equation (13) is replaced by
˜ γ
(νi)
i,j (zi,w
(νi)
i ) =
νi  
k=1
ci,j,kϕk(zi), (14)
where ci,j,k ∈ R,w
(νi)
i
  =col(ci,j,k : k = 1,...,ν i;j = 1,...,m i), and ϕ1,...,ϕ νi are called
ﬁxedbasisfunctions.Notethatinequation(14),wehaveN(νi) = νimi,forthefreeparameters
to be optimized, are only the coefﬁcients of the ﬁxed basis functions.
As the functions (13) have the same structure as feedforward neural networks with only
one hidden layer and linear output activation units, they have been called one-hidden-layer
(OHL)networksinref.[14].Theyhavebeentermedlinear ornonlinear OHLnetworksifthey
takeonthestructure(14)or(13),respectively.Thereasonforconsideringparameterizedbasis
functionsinsteadofﬁxedoneswillbecomeclearinsection4.Here,weanticipatethatnonlinear
OHL networks might allow the same accuracy as linear ones in approximate optimization, but
would require a much smaller number of parameters.
Widely used methods construct the parameterized multivariable basis functions ϕ(z, ˜ wi,k,t)
by composition of a given one-dimensional ‘mother’ function with a simple function, such
as the dot product or the squared Euclidean norm. For a discussion of such methods, see
refs. [l4,29].As an example, sigmoidal perceptron networks correspond to
ϕ(zi, ˜ wi,k) = σ(dT
i,kzi + bi,k), (15)
where ˜ wi,k = col(di,k,b i,k) and superscript ‘T’ denotes transposition; σ(·) is a sigmoidal
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σ(z)= 1,limz→−∞ σ(z)= 0. As another example, radial-basis-functions (RBF) networks
are given by
ϕ(zi, ˜ wi,k) = e− zi−ki,k 2/ξ2
i,k, (16)
where ˜ wi,k = col(κi,k,ξi,k).
In the following, we shall use the linear combinations (15) of sigmoidal functions. The
parameterizeddiagnosisfunctionsobtainedbyimposingsuchastructurewillbecalled neural
diagnosis functions (NDFs). Our choice is motivated by the powerful approximation capabil-
ities of such networks [22] (which in section 4 will be discussed and applied to the context
of OFD) and by the fact that we have noticed some practical advantages of implementing the
diagnosis functions by OHL networks made up of cascades of linear combinations of sig-
moidal functions, as in equation (15).Among such advantages, we mention the simplicity and
effectivenessofthelearningalgorithms,theneedforasmalloverallnumberofbasisfunctions
(hence a small number of parameters to be optimized), and fast rates of convergence of the
algorithms optimizing the parameters.
To sum up, we constrain the DFs to take on the structure of nonlinear OHL networks, i.e.,
ˆ xt−N =˜ a
(ν1)
0 (˜ xt−N,IN
t ,w
(ν1)
t−N), (17)
ˆ α1−N = ˆ b
(ν2)
0 (ˆ xt−N,u
t−1
t−N,yt
t−N,w
(ν2)
t−N), (18)
. . .
ˆ αt−1 = ˜ b
(νN+1)
N−1 (ˆ xt−1,ut−1,yt
t−1,w
(νN+1)
t−1 ), (19)
ˆ αt = ˜ b
(νN+2)
N (ˆ xt,yt,w
(νN+2)
t ), (20)
where w
(ν1)
t−N,w
(ν2)
t−N,···,w
(νN+2)
t are the vectors of the parameters to be optimized. The chain
of OHL networks used at t = N for fault diagnosis is depicted in ﬁgure 2, where the vectors
ui have been omitted for the sake of simplicity.
Ifwenowsubstituteequations(11)and(17)–(20)intoequation(3),ateacht,thecostJt tobe
minimized becomes a function of the parameter vectors wν
t
  =col(w
(ν1)
t−N,w
(ν2)
t−N,...,w
(νN+2)
t ).
We denote such a function by Jt(¯ xt−N,yt
t−N, u
t−1
t−N,wt). Hence, if we let v
  =dim(ν1) +···+
dim(νN+2), at each stage t and for any choice of v, the functional optimization Problem
OFD has been reduced to the following unconstrained nonlinear programing problem (the
expectationconcernsallthestochasticvariablesofthemodel).Toavoidburdeningthenotation,
we have removed the index v from the cost function and the parameter vectors.
Problem OFDν For any t = N,N + 1,...,ﬁnd the vector wo
t such that
minE[Jt(¯ xt−N,yt
t−N,u
t−1
t−N,wt)].
For each ν, Problem OFDν is a nonlinear programing problem that can be solved by a
suitable descent algorithm.
4. Approximating properties of the parameterized diagnosis functions
The ability of the NDFs (17)–(20) to approximate the optimal estimation functions (8)–(10)
is clearly a crucial point of the method used in the article. In this section, we show that
choosing sigmoidal basis functions as parameterized DFs results in important properties of
the approximate optimization procedure, which is given in detail in refs. [14,19].Optimization of approximating networks 251
Figure 2. Chain of OHL networks for fault diagnosis (the decision variables have been omitted).
A ﬁrst requirement for the NDFs is the capability of approximating arbitrarily well the
optimal DFs that solve Problem OFD. If we are interested in a uniform approximation of
such functions and make the hypothesis that Problem OFD has a continuous solution, then
this requirement can be guaranteed by choosing OHL networks that are dense in the space
of continuous functions deﬁned on compact sets. For the NDFs, this possibility is stated in
Proposition 2. We denote the sets by Ai, i = 1,...,N+ 1, from which the argument vector
zi of the ith DFs takes its values.
PROPOSITION 2 Let the assumptions A1–A4 be veriﬁed and denote the ith optimal DF by
γ ◦
i (zi), i = 1,...,N+ 1.Then, for every ε>0, there exist integers νi and parameter vectors
wi (i.e., NDFs ˜ γ
(νi)
i (zi,wi)) such that for every i = 1,...,N+ 1, we have
 ˜ γ
(νi)
i (zi,wi) − γ ◦
i (zi)  <ε ∀zi ∈ Ai.
ThedensitypropertystatedinProposition2isasortofnecessaryconditionthattheprocedure
of approximate optimization described in this article should satisfy. However, such a property
in itself is not particularly useful from an operational point of view, as it does not provide
any information about the rate at which the approximation error decreases as the number of
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An efﬁcient procedure for approximate diagnosis should guarantee a sufﬁciently fast
decrease in such an error so that any arbitrary accuracy may be obtained by using OHL
networks with a moderate structural complexity, i.e., with a small number of basis functions.
This is of major importance as, in general, the DFs depend on a large number of variables, as
the dimensions of the argument vectors and of the diagnosis window might be large.Although
oneexpectstheerrorinapproximatingγ ◦
i (zi)by ˜ γ
(νi)
i (zi,wi),foraﬁxedstructuralcomplexity
νi, to grow with the dimension ni of zi (i.e., with the number of variables of the DF γ ◦
i (zi)),
we want to avoid too fast a growth, which would require an unacceptably large number νi of
basis functions for large values of ni.
Concerning this key point, the choice of nonlinear OHL networks is crucial and might
represent a substantial difference with respect to linear OHL networks used by traditional
approachestoapproximateoptimization.Indeed,suchclassicalapproachesmayincurthecurse
of dimensionality (for a discussion of this problem, see [14]), where the term ‘dimensionality’
is referred to the dimensions ni of the argument vector of the functions γ ◦
i (zi): to guarantee an
approximation accuracy ε, the number of ﬁxed basis functions in the linear combinations (14)
maybeoforderO((1/νi)1/ni).Inthiscase,approximatingfunctionsofastructuralcomplexity
of order O(1/εni) may be required. Such an exponential dependence on the number ni of
variables makes implementation unfeasible for large values of ni.
The use of suitably parameterized basis functions (13) instead of ﬁxed ones (14) may
allow one to obtain the desired accuracy of an approximate solution by using a number of
basis functions that grows at most as a power of ni. In particular, OHL networks allowing the
approximatesolutionofProblemOFDbyanumberofparameterizedbasisfunctionsthatgrows
with order O(n
p
i /ν
q
i ), for some p,q ∈ R+, have been deﬁned in ref. [19] as ‘polynomially
complex approximating networks’, because at most O((n
p
i /ε)1/q) basis functions are required
for an optimization accuracy ε. For recent investigations of these classes of approximators,
the reader is referred to refs. [14,16,17,19,22–25,30].
Nowweapplysomeresultfromref.[22]toboundthecomplexityoftheNDFsusedtosolve
Problem OFD approximately. To this end, let us introduce NDFs that differ slightly from the
ones deﬁned to state Proposition 2. The new NDFs are the parallel of ni single-output OHL
networks:eachOHLnetworkgeneratesoneoftheni componentsofthefunction ˜ γ
(νi)
i (zi,wi).
For every l such that 1 ≤ l ≤ mi, we denote by ˜ γ
(νl,i)
l,i (zi,wl,i) the input-output mapping of the
lthofsuchOHLnetworks,whereµl,i isthenumberofbasisfunctionsandwl,i istheparameter
vector.Then, ˜ γ
(νi)
i (zi,wi)istheinput–outputmappingoftheparallelofthemi OHLnetworks
˜ γ
(νl,i)
l,i (zi,wl,i), where wi
  =col(wl,i,l= 1,...,m i) and νi
  =col(νl,i,l= 1,...,m i).
In order to characterize the ability of each NDF ˜ γ
(νl,i)
l,i (zi,wl,i) approximate the optimal
DF γ ◦
l,i(zi), following ref. [18] we introduce, for l = 1,...,m i, and i = 1,...,N+ 2, the
integrated square errors
 
Ai |γ ◦
l,i −˜ γ
(νl,i)
l,i |2π(dzi), where Ai denotes the domain of γ ◦
i and π
is a probability measure. We assume such a domain to contain the origin. Now, imagine to
formally ‘extend’ each γ ◦
l,i from the domain Ai to the whole space Rni, where ni
  =dim(zi),
in such a way that one can consider the Fourier transform of such extended functions. For any
c>0 and any positive integer n, let us deﬁne the class of functions
Gn
c
  =
 
γ : Rn  → R such that
 
Rn
|ω||  (ω)|dω ≤ c
 
,
where  (ω) is the Fourier transform of γ. Now we introduce the following assumption.
A5: There exist numbers cl,i > 0 and extensions γ ◦∗
l,i : Rni  → R of the optimal decision
functions γ ◦
l,i: Ai  → R,l= 1,...,m i, such that γ ◦∗
l,i ∈ Gni
cl,i.
Then, applying ref. [22, Theorem 1], Proposition 3 can be easily obtained.Optimization of approximating networks 253
PROPOSITION 3 Let assumptions A1, A2, A3, and A5 be veriﬁed and denote the ith optimal
DF by γ ◦(zi),i = 1,...,N+ 2. Then, there exist positive integers ¯ νl,i,l= 1,...,m i, such
that, for every probability measure π and every νl,i ≥¯ νl,i, there exist parameter vectors wl,i
(i.e., NDFs ˜ γ
(νl,i)
l,i (zi,wl,i)) and positive scalars c 
l,i such that, for every l = 1,...,m i and
i = 1,...,N+ 2, we have
 
Ai
|˜ γ
(νi)
l,i (zi,w) − γ ◦
l,i(zi)|2π(dzi) ≤
c 
l,i
νl,i
, (21)
where c 
l,1 = (2rcl,1)2 and r is the radius of the smallest closed sphere (centered in the origin)
containing Ai.
In a sense, Proposition 3 speciﬁes the content of Proposition 2 quantitatively. More speciﬁ-
cally, with reference to the lth component γ ◦
l,i(zi) of any DF γ ◦
i (zi),i fcl,i grow polynomially
withni,thentheNDFshowsapolynomiallyboundedcomplexitywithrespecttotheintegrated
square error (21). For example, if cl,i,l= 1,...,m i do not depend on ni, then the number
of parameters required to achieve an integrated square error of order O(1/νl,i) is O(vl,ini),
which grows linearly with ni (i.e., the dimension of the input vector of the ith NDF).
ThepossibilityofextendingthepropertyexpressedbyProposition3tootherclassesofnon-
linear OHL networks has been investigated in refs. [14,16,25,30]. Regarding the assumption
A5, various classes of functions verifying it and exhibiting a polynomial growth of cl,i with
ni have been presented in ref. [22]; for such functions, the polynomial complexity property
is satisﬁed.
5. Optimization of parameters in approximating networks
For each ν, Problem OFDν can be solved by a suitable descent algorithm. We
focus our attention on methods of the gradient type, requiring the computation of
∇wE[Jt(¯ xt−N,yt
t−N,u
t−1
t−N,wt)]. We shall see that the choice of sigmoidal basis functions
for the OHL networks implementing the parameterized DFs allows one to develop efﬁcient
algorithms for the optimization of the parameters.
Owing to the very general assumptions under which Problem OFD has been stated, it is
practically impossible to compute the gradients ∇wE[Jt(¯ xt−N,yt
t−N,u
t−1
t−N,wt)] analytically.
Indeed, at each iteration step, we should calculate a multiple integral of a very complex
function and its gradient. Stochastic approximation [31] enables us to overcome such com-
putational difﬁculties. When applied to our context, this technique consists in using only the
gradients∇wJt(¯ xt−N,yt
t−N,u
t−1
t−N,wt)obtainedforcertainrealizationsoftherandomvariables
¯ xt−N,yt
t−N, and u
t−1
t−N, instead of ∇wE[Jt(¯ xt−N,yt
t−N,u
t−1
t−N,wt)]; thus, it allows us to avoid
the computation of integrals in a large number of dimensions, as required by the expectation
operators. Indeed, such a computation would introduce the risk of incurring another case of
thecurseofdimensionality,i.e.,themainproblemwearetryingtocopewith!Onthecontrary,
as will be seen in the following, the quantity ∇wJt(¯ xt−N,yt
t−N,u
t−1
t−N,wt) can be computed
quite easily.
In the optimization of the parameters in the NDFs, we distinguish between two phases:
(1) optimization at stage N;
(2) optimization at stages t = N + 1,N+ 2,....
In rather qualitative terms, in the ﬁrst phase the ‘a priori’ knowledge of the fault models
is exploited to initialize (off-line) the neural estimation functions. In the second phase, the254 A. Alessandri and M. Sanguineti
optimization process continues on-line and collects data sequentially to reduce the degree of
uncertainty. Using the terminology introduced in ref. [28], we refer to such phases as off-line
initialization (OFI) and on-line adaptation (ONA), respectively (ﬁgure 3).
The OFI phase of parameter optimization is performed for the ﬁrst diagnosis window, and
leads to the following algorithm. Note that ¯ x0 plays the role of a ‘prediction’ of the value of
the initial state.
Off-line initialization (OFI) procedure: For a given ‘a priori’ estimate ¯ x0 of x0, update the
parameter vector by the algorithm
wN(k + 1) = wN(k) − β(k)∇wJN[¯ x0,yN
0 (k),u
N−1
0 (k),wN(k)],k = 0,1,..., (22)
where the sequences {yN
0 (k),u
N−1
0 (k),k = 0,1,...} are generated randomly according to the
known probability distributions of x0,ξτ,τ = 0,1,...,N− 1, and ητ,τ = 0,1,...,N, and
{β(k)} is a suitably decreasing sequence of positive stepsizes.
The algorithm (22) is one of the simplest and most widely used stochastic approximation
algorithms(see,e.g.,[31]).Theearlier-describeduseofstochasticapproximationdatesbackto
thepapers[11,12].Conditionsguaranteeingitsconvergence(withprobability1)canbefound,
forexample,inref.[31].Someofsuchconditionsarerelatedtotheshapeofthecostsurfaceof
thefunctiontobeminimized,butareverydifﬁculttoassessduetothehighcomplexityofsuch
a surface, especially when nonlinear OHL networks are used. Other conditions are related to
the decreasing behavior of the sequence {β(k)}. In the instance of the optimal fault-diagnosis
problem presented in section 6, we take the stepsize β(k) = c1/(c2 + k),c1,c 2 > 0, which
satisﬁes such conditions.
When the on-line estimation process begins, i.e., when the diagnosis window is moved to
stages N + 1,N+ 2,..., the structure of the updating algorithm (22) suggests the implemen-
tation of an adaptation procedure for the parameter values. Such a tuning differs from the
initialization one in the fact that the vectors ¯ xt−N,yt
t−N, and u
t−1
t−N are not generated randomly
any more; instead, they are generated by the stochastic environment at each time stage.
On-line adaptation (ONA) procedure:F o rt = N,N + 1,..., update the parameter vector by
one step of the descent algorithm
wt+1 = wt − β∇wJt(¯ xt−N,yt
t−N,u
t−1
t−N,wt). (23)
Figure 3. The OFI and ONA optimization procedures.Optimization of approximating networks 255
Clearly, the stepsize β does not have to decrease any more with the number of iterations,
as the sequence {β(k)} had to do. For a detailed discussion of the on-line use of gradient
algorithms in identiﬁcation problems, we refer the reader to ref. [32].
In general, the computation of the gradients ∇wJN[¯ x0,yN
0 (k),u
N−1
0 (k),wN(k)] (needed
for the OFI procedure) and ∇wJt(¯ xt−N,yt
t−N,u
t−1
t−N,wt) (for the ONA procedure) is
nontrivial. However, for OHL networks with the structure of feedforward neural net-
works, one can obtain (see also [28]) recursive formulas based on the so-called
back-propagation procedure [33]. Here, we address only the computation of the com-
ponents of ∇wJN[¯ x0,yN
0 (k),u
N−1
0 (k), wN(k)]; the computation of the components of
∇wJt(¯ xt−N,yt
t−N,u
t−1
t−N,wt) is completely similar.
Let us introduce the notation for the general feedforward network with L hidden layers
and ns basis functions in the sth hidden layer; in the neural-network parlance, such basis
functions are called ‘neural units’. The choice of OHL networks corresponds to L = 2. If
we let gi(·) = σ(·) for i = 2,...,L− 1( σ is a general sigmoidal function, e.g., gi(v) =
tanh(v)), and gL(v) = v, then the input/output mapping of the qth neural unit of the sth layer
isgivenbyyq(s) = gs[zq(s)],s = 1,...,L,q= 1,...,n s,andzq(s) =
 ns−1
p=1 θp,q(s)yp(s −
1) + θ0,q(s), where yq(s) is the output variable of the neural unit, and θp,q(s) and θ0,q(s) are
the parameters to be optimized (the so-called ‘weights’and ‘biases’, respectively).
Regarding the approximate NDFs, we use L(1) layers and n(1)
s units, s = 1,...,L (1), for
the network ˜ a0 and L(i) layers and n(i)
s units, s = 1,...,L (i) for the networks ˜ bi−2, i =
2,...,N+ 2.
A simple but lengthy algebra (see [28] for details) shows that the computation of the com-
ponents of ∇wJN[¯ xN
0 yN
0 (k),u
N−1
0 (k),wN(k)] requires one to calculate the partial derivatives
(∂JN/∂y(i)
q (L(i))), i = 2,...,N+ 1 and q = 1,...,n (i)
s , for each network implementing
the NDF at each of the N stages. Let us deﬁne (∂JN/∂yi(Li))T   =col[∂JN/∂y(i)
q (L(i)),q =
1,...,n (i)
s ],wherey(1)(L(1))
  = ˆ x0,y(i)(L(i))
  = ˆ αi−1,y(i)
x (0)
  = ˆ xi−1 (wehavedeﬁnedy(i)
x (0)as
a subvector of y(i)(0) corresponding to the vector ˆ xi). Then the following recursive equations
can be derived:
∂JN
∂y(1)(L(1))
=
∂
∂ˆ x0
χx( ˆ x0 − ¯ x0 ) +
∂
∂ˆ x0
ϕ( y0 − h(ˆ x0, ˆ α0) ) +
∂JN
∂y
(2)
x (0)
+ λT
1
∂
∂ˆ x0
f(ˆ x0,u0, ˆ α0),
∂JN
∂y(i)(L(i))
=
∂
∂ ˆ αi
χα( ˆ αi − αH ) +
∂
∂ ˆ αi
ϕ( yi − h(ˆ xi, ˆ αi) )
+ λT
i
∂
∂ ˆ αi
f(ˆ xi,ui, ˆ αi), i = 2,...,N,
∂JN
∂y(N)(L(N))
=
∂
∂ ˆ αN
χα( ˆ αN − αH ) +
∂
∂ ˆ αN
ϕ( yN − h(ˆ xN, ˆ αN) ),
where the vectors λT
i
  =∂JN/∂ˆ xi can be computed as follows:
λT
i =
∂
∂ˆ xi
ϕ( yi − h(ˆ xi, ˆ αi) ) +
∂JN
∂y
(i)
x (0)
+ λT
i+1
∂
∂ˆ xi
f(ˆ xi,ui, ˆ αi), i = 1,...,N− 1,
λT
N =
∂
∂ˆ xN
ϕ( yN − h(ˆ xN, ˆ αN) ) +
∂JN
∂y
(N)
x (0)
.
The partial derivatives ∂JN/∂y(i)
x (0),i = 1,...,N+ 1, can be efﬁciently computed by the
so-called ‘back-propagation’procedure [33].256 A. Alessandri and M. Sanguineti
6. Case study and numerical results
Simulation tests were carried out by using the model of a small unmanned underwater vehi-
cle with actuator and sensor faults. More speciﬁcally, the types of faults concerned some
measurementdevices(compassandgyro)andtheactuationmechanisms(thrusterandrudder).
The horizontal motion of an underwater vehicle can be represented by a set of equations
describing the movement in the surge and sway directions, the torque balance along the z axis
(perpendicular to the plane), and the kinematic relationship between yaw and yaw rate, i.e.,
mu˙ u = mvvr − kuu − ku|u|u|u|+Fu, (24)
mv ˙ v =− muur − kvv − kv|v|v|v|, (25)
Iz˙ r =− (mv − mu)uv − krr − kr|r|r|r|+Mz, (26)
˙ ψ = r, (27)
where mu,m v, and Iz are the masses along the longitudinal and transverse axes and the inertia
around the vertical axis of the vehicle, respectively (comprehensive of hydrodynamic added
inertial terms). Moreover, u and ν are the vehicle surge and sway speeds, respectively, with
respect to the water in the vehicle ﬁxed reference frame, ψ is the vehicle heading, and r is
the angular speed along the z axis, as shown in ﬁgure 4; Fu and Mz are the surge force and
the yaw torque, respectively, provided by the actuators. In this example, the parameter values
are mu = 350.0Kg, ku = 32.0Kg/s, ku|u| = 210.0Kg/m, mν = 450.0Kg, kv = 70.0Kg/s,
kv|v| = 450.0Kg/m,Iz = 52.0Kgm 2,kr = 10.0Kgm 2/(rads),andkr|r| = 70.0Kgm 2/rad2.
The control of the vehicle is carried out by selecting the advance thrust Fu in open loop and
by using a regulator in closed loop for the automatic steering (i.e., for Mz).
Equations (24)–(27) are discretized according to Euler’s approximation with a sample
time equal to 0.1s. The state and measurement vectors are given by xt = col(ut,v t,r t,ψ t)
and yt = col(ut,v t,r t,ψ t). Hence, dim(xt) = 4 and dim(yt) = 4; moreover, dim(ut) = 2.
The measurements are affected by additive Gaussian disturbances. The standard deviation of
thedisturbancesis1cm/sforthelinearspeedsinthesurgeandswaydirections,2deg/sforthe
angular speed, and 2deg for the heading. The system disturbances are additive and Gaussian
distributed with standard deviation 1cm/s for the surge and sway dynamics and 1deg/s for
the rotation dynamics.
The fault parameter α1 describes the actuator fault on the thruster (see equation (24)), α2 is
the actuator fault on the rudder (see equation (26)), α3 on the gyro (i.e., angular speed), and
α4 on the compass (i.e., heading).All the fault parameters α1,α 2,α 3, and α4 are chosen to be
additive, and the healthy values are equal to 0. The cost function for the kth fault is
Jk
t = ˆ xt−N,t − ¯ xt−N 2
Pk +
t  
τ=t−N
qk(ˆ αk
τ,t)2 +
t  
τ=t−N
 yτ − hk(ˆ xτ,t, ˆ αk
τ,t) 2
Rk,
k = 1,2,3,4, (28)
where hk and ˆ αk
i,t are the measurement mapping and the estimate of the scalar fault param-
eter in the ith stage of the sliding window at time t, respectively. Moreover, we choose
N = 4, P1 = I, q1 = 106, R1 = diag(106,10−5,10−5,10−5), P2 = 105I, q2 = 10, R2 =
diag(10−3,10−3,106,10−3), P3 = 105I, q3= 10, R3= diag(1,10−5,108,10−5), P4 = 105I,
q4 = 10, and R4 = diag(1,1,1,106) (I stands for the identity matrix).
Asdim(xt) = 4,dim(ut) = 2,anddim(yt) = 4,itfollowsthatdim(IN
t ) = 5 × 4 + 4 × 2 =
28 and dim(xt) + dim(IN
t ) = 32. Hence, the solution of the functional optimization ProblemOptimization of approximating networks 257
Figure 4. An underwater vehicle.
OFD would require one to ﬁnd, for each fault, six diagnosis functions of 32, 32, 26, 20, 14,
and 8 variables, respectively. Such a large number of variables makes classical tools for
approximateoptimizationinapplicableowingtothecurseofdimensionality(see,e.g.,[14,21]).
We solved Problem OFD approximately by using, for each of the four faults, one bank of
OHLnetworkswiththestructureoffeedforwardneuralnetworks;eachbankwasimplemented
by six networks, each composed of one hidden layer with ﬁve activation functions. In the OFI
stage, the training parameters were c1 = 10−5 and c2 = 103, and the learning steps were 104.
The ONA phase was performed with β = 10−7.
The estimation of the fault parameters α1,α 2,α 3, and α4 was carried out via approximate
functional optimization by OHL networks leading to the neural diagnosis functions (NDFs).
The results were compared with the classical extended Kalman ﬁlter (EKF) approach to
parameter estimation [34]. In the EKF algorithm, the unknown parameters were taken into
accountthroughstateaugmentation,i.e.,byaddingtothedynamicsthestateequations ˙ αi = 0,
i = 1,...,4 (note that this is not required to obtain the NDFs). The EKFs were initialized
according to the characteristics of the disturbances, i.e., according to the standard deviations
used in the simulation. The dispersions of the disturbances in the state-augmented equation
were taken equal to zero.
The actuator faults concern the thrusters and the rudder: when a thruster fault occurs, the
effective actuation surge force is zero. Likewise, a rudder fault makes the torque Mz have no
effect (in the plots of Fu, the effective applied force is shown by a dash-dotted line). For the
gyro and the compass, we considered bias faults. All the faults occur at time equal to 20s,
when the vehicle is in steady state.
Simulation results are presented in ﬁgures 5–8 and tables 1–3.The upper parts of ﬁgures 5–
8, denoted by (a), depict the control inputs (Fu and Mz ) and the measurements (u,v,r, and
ψ). The lower parts of ﬁgures 5–8, denoted by (b), show the estimates of α1,α 2,α 3, and α4
obtained by the NDFs (left-half of (a)) and the EKF (right-half of (b)).
Figure 5 is related to the healthy case (i.e., no fault). It can be seen that the approach
based on the approximate optimization by OHL networks yields better results than the
EKF, as the latter shows, for some parameters, a drift from the corresponding value rep-
resenting the absence of faults (i.e., α1 = α2 = α3 = α4 = 0). Figure 6 depicts the results in
the case of a thruster fault, corresponding to the parameter α1. Both the estimate obtained
by the NDFs and the one obtained by the EKF are quite sensitive to the fault. Figure 7
shows the behaviors of the NDF and EKF estimates when a gyro bias, corresponding
to the parameter α3, occurs. Note that the estimate of α3 based on the EKF does not
exhibit remarkable changes, whereas the estimate of the same parameter based on the NDF258 A. Alessandri and M. Sanguineti
Figure 5. Caseof‘nomaneuvering’and‘nofault’:(a)controlinputsandmeasurements;(b)estimatesofα1,α 2,α 3,
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Figure 6. Case of ‘no maneuvering’ and ‘thruster fault’: (a) control inputs and measurements; (b) estimates of
α1,α 2,α 3, and α4 obtained by the NDFs (left) and the EKF (right).260 A. Alessandri and M. Sanguineti
Figure 7. Case of ‘no maneuvering’ and ‘gyro fault’ (+15deg/s bias): (a) control inputs and measurements;
(b) estimates of α1,α 2,α 3 and α4 obtained by the NDFs (left) and the EKF (right).Optimization of approximating networks 261
Figure 8. Caseof‘nomaneuvering’andsimultaneous‘thrusterandgyrofaults’(+15deg/sbias):(a)controlinputs
and measurements; (b) estimates of α1,α 2,α 3 and α4 obtained by the NDFs (left) and the EKF (right).262 A. Alessandri and M. Sanguineti
Table 1. Results of the CUSUM tests on α1 in the
case of ‘thruster fault’.
False alarm (%) Miss detection (%)
λ NDF EKF NDF EKF
0.1 19.82 19.91 0.33 0.46
0.2 19.55 19.80 1.24 1.68
0.3 19.03 19.67 2.77 3.56
0.4 18.63 19.46 4.72 6.22
0.5 17.84 19.18 7.14 9.13
0.6 17.04 18.92 9.36 11.87
0.7 16.43 18.49 11.79 14.94
0.8 15.46 18.14 14.86 18.54
0.9 14.69 17.72 17.70 21.87
1.0 13.76 17.25 20.04 24.74
shows a step variation. The estimate of α1 by the NDF is better than the one provided
by the EKF. The results in ﬁgure 8 concern a double fault: a thruster fault (correspond-
ing to α1) and a gyro fault (corresponding to α3) occurred simultaneously at time equal
to 20s. It can be seen that both the NDF and EKF estimates of α1 are sensitive to the
thruster fault, but the EKF estimate is almost insensitive to the gyro fault, which, instead,
is detected by the corresponding NDF. Moreover, the EKF estimate of α4 provides a mislead-
ing variation from the healthy case, as α4 corresponds to a compass fault, which does not
occur.
To analyze the numerical results in more detail, we applied the recursive cumulative sum
(CUSUM) detection method described in ref. [35] to evaluate the performances of fault diag-
nosers. For the estimate ˆ αi(t) of each αi(t),i = 1,...,4, with the healthy value αH,i and the
variance σ2
α,i, the CUSUM test consists in the following recursive evaluation at time instant
t = N,N + 1,...,basedonagiventhresholdλ(werecallthatN isthelengthofthediagnosis
window):
1. compute
St
r,i =
1
(N − r + 1)σ2
α,i
t  
τ=t−N+r
(ˆ αi(τ) − αH,i)2, for r = 0,1,...,N;
Table 2. Results of the CUSUM tests on α3 in the
case of ‘gyro fault’.
False alarm (%) Miss detection (%)
λ NDF EKF NDF EKF
0.1 19.83 19.84 0.29 0.43
0.2 19.53 19.56 0.99 1.49
0.3 19.03 19.06 2.18 3.20
0.4 18.22 18.31 3.41 5.19
0.5 17.68 17.71 5.22 7.68
0.6 16.68 16.72 7.02 10.11
0.7 16.05 16.07 9.25 13.25
0.8 15.06 15.23 11.45 15.88
0.9 14.28 14.38 13.98 18.87
1.0 13.29 13.37 16.04 22.12Optimization of approximating networks 263
Table 3. Results of the CUSUM tests on α1 and α3 in the case of simultaneous ‘thruster and gyro faults’.
α1 α3
False alarm (%) Miss detection (%) False alarm (%) Miss detection (%)
λ NDF EKF NDF EKF NDF EKF NDF EKF
0.1 19.81 19.89 0.33 0.88 19.82 19.84 0.13 0.40
0.2 19.52 19.71 1.27 3.13 19.45 19.60 0.55 1.53
0.3 18.99 19.44 2.58 6.20 18.86 19.12 1.23 3.22
0.4 18.26 19.09 4.42 9.66 18.29 18.73 2.16 5.36
0.5 17.56 18.68 6.60 13.04 17.58 18.15 3.22 7.69
0.6 16.68 18.26 8.91 16.80 16.76 17.43 4.57 10.54
0.7 15.77 17.71 11.41 19.94 15.70 16.65 5.96 13.31
0.8 14.89 17.25 13.61 22.85 15.05 16.01 7.48 16.27
0.9 14.03 16.65 16.47 26.02 14.26 15.39 8.78 19.30
1.0 13.23 16.02 18.90 28.97 13.38 14.69 10.60 22.18
2. make the decision
H0: ‘no fault’if max
r∈{0,1,...,N}
St
r,i ≤ λ;
H1: ‘fault’if max
r∈{0,1,...,N}
St
r,i >λ .
If H1 is decided, the estimate of the time at which the fault i occurred is t − N +¯ ri, where
¯ ri = argmaxr∈{0,1,...,N} St
r,i.
Tables 1–3 present, for the NDF and EKF estimates, the results of the CUSUM change-
detection tests that were obtained on a set of 1000 trials. The miss detections were evaluated
before the time of occurrence of the fault (20s) and the false alarms after such a time. As
expected, a small value of the threshold λ provided a large false-alarm rate and a low miss-
detection rate. On the contrary, if we increased the value of λ, the percentage of false alarms
decreased, whereas a larger number of miss detections were diagnosed. As can be seen from
tables 1–3, the tests conﬁrmed the better performances of the NDFs as compared with those
of the EKFs in general and particularly in terms of miss-detection rate.
Finally, it is crucial to compare the computational burdens of the EKF and our approach.
The mean numbers of ﬂoating-point operations required by the EKF and the neural diagnoser
were equal to 3.1 × 103 and 1.4 × 103, respectively. The heavy computational demand of the
EKF has to be ascribed to the need for on-line matrix inversions.
It is worth noting that the estimates based on the NDFs are sensitive to the occurrences of
the faults, although the off-line network training (i.e., the OFI procedure) has been carried out
usinghealthytrainingdata.Thisisafurtherdemonstrationbothoftheexcellentapproximating
properties of OHL networks corresponding to sigmoidal feedforward neural networks and of
their generalization capabilities.
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AppendixA
Proof of Proposition 1 Here, we give a direct proof of Proposition 1, which can also be
obtained by applying ref. [28, Proposition 1] to the model (2) and the cost (3). We ﬁrst report
aninversefunctiontheoremandsomefacts,whichwillbeexploitedseveraltimesintheproof.
THEOREM (Gale–Nikaido–Inada) [36, pp. 4 and 20]. Let F:    → Rn be a C1 mapping;
where   is a rectangular region in Rn. Then F(x)is invertible for every x ∈   if either of the
following conditions is satisﬁed:
– The Jacobian matrix J(x) of F is a P-matrix for every x ∈  .
– The Jacobian matrix J(x) of F is an N-matrix for every x ∈  .
(Recall that a matrix is a P-matrix (N-matrix) if all its principal minors are strictly positive
(negative).)Athoroughdiscussionoftheearlier-reportedtheorem,itsapplications,andrelated
results can be found in ref. [36].
Suppose to be given a vectorial algebraic nonlinear equation G(x,y) = 0 and to look for
a function y = g(x) such that G[x,g(x)]=0,∀x ∈ D, where D is a rectangular subset of
the domain to which x belongs.As is well known, an answer to this problem is given locally
by the classical implicit function theorem (see, e.g., [37, Theorem 9.18]). By inspection of
the proof of such a theorem, under conditions on the Jacobian matrix of G with respect to y
corresponding to those on J(x)in the earlier-stated inverse function theorem, it can be shown
that (i) the function g(x) exists globally in D, and (ii) the function g(x) retains the same
smoothness properties as the function G(x,y).
Let us now prove Proposition 1 by exploiting the facts reported earlier. As has been done,
starting from the second part of section 2 to simplify the notation, for every τ = t − N,...,t
welet ˆ xτ,t = ˆ xτ and ˆ xτ,t−1 = ¯ xτ.Thus, ¯ xτ denotesthe‘prediction’ofthestatevalueatinstantτ.
In addition, recall that, by the assumptionA3, the optimal state- and fault-diagnosis functions
are time-invariant; so we drop the subscript ‘t’and write simply α◦
τ and b◦
τ for τ = 0,...,N,
instead of α◦
τ,t and b◦
τ,t for τ = t − N,...,t, respectively.
Considering the cost function (3), a ﬁrst group of necessary conditions for the estimates to
be optimal is given by
∂
∂ ˆ αt
χα( ˆ αt − αH||) +
∂
∂ ˆ αt
ϕ(||yt − h(ˆ xt, ˆ αt)||) = 0. (A1)
We denote by X◦
t−N,...,X◦
t and  ◦
t−N,...,  ◦
t−1 the sets to which the optimal estimates
ˆ x◦
t−N,...,ˆ x◦
t and ˆ α
◦
t−N,...,ˆ α
◦
t−1 belong, as IN
t varies in IN
t . Moreover, we denote by ¯ Xt−N
the set to which ¯ xt−N belongs. Let us consider the ﬁrst member of equation (A1) as a function266 A. Alessandri and M. Sanguineti
of ˆ xt,yt and ˆ αt, whose Jacobian matrix with respect to ˆ αt by the assumptionA4 is a P-matrix
on the largest rectangular compact set Dα
t ⊆ X◦
t × Yt. Then, by the implicit function theorem
andthetime-invariance(seeassumptionA3),thereexistsafunctionb◦
t = b◦
N : Dα
t  → Rs such
that
ˆ α
◦
t = b◦
N(ˆ x◦
t ,yt). (A2)
Note that the set Dα
t (as well as the other rectangular regions deﬁned in the following) is com-
pact,asitiscontainedinaCartesianproductofcompactsets.Thisresultsfromtheassumptions
Al andA3 in section 2, which ensure the compactness of X◦
t−N,...,X◦
t ,  ◦
t−N,...,  ◦
t .
By using the constraint ˆ xt = f(ˆ xt−1,ut−1, ˆ αt−1) and equation (A2), we can now eliminate
ˆ xt and ˆ αt from the cost (3) and write the necessary condition ∂Jt/∂ ˆ αt−1 = 0a s
∂
∂ ˆ αt−1
χα( ˆ αt−1 − αH ) +
∂
∂ ˆ αt−1
ϕ[ yt−1 − h(ˆ xt−1, ˆ αt−1) ]
+
∂
∂ ˆ αt−1
ϕ{ yt − h(f(ˆ xt−1,ut−1, ˆ αt−1),b◦
N[f(ˆ xt−1,ut−1, ˆ αt−1),yt]) } = 0. (A3)
Now, consider the ﬁrst term of equation (A3) as a function of ˆ xt−1,ut−1,yt−1 and yt, whose
Jacobian matrix with respect to ˆ αt−1 by the assumptionA4 is a P-matrix on the largest rectan-
gular compact set Dα
t−1 ⊆ X◦
t−1 × U × Yt−1 × Yt. Then by the implicit function theorem and
the time-invariance (see assumption A3), there exists a function b◦
t−1 = b◦
N−1: Dα
t−1  → Rs
such that
ˆ α
◦
t−1 = b◦
N−1(ˆ x◦
t−1,ut−1,yt−1,yt). (A4)
Analogously, we can use the constraints ˆ xi+1 = f(ˆ xi,ui, ˆ αi) for i = t − 1,t− 2 and the
functionsb◦
N andb◦
N−1 toeliminate ˆ xt, ˆ xt−1, ˆ αt,and ˆ αt−1 fromthecost(3).Thenthenecessary
condition ∂Jt/∂ ˆ αt−2 = 0 can be written in the form
f α
t−2(ˆ xt−2,ut−2,ut−1,yt−2,yt−1,yt, ˆ αt−2) = 0, (A5)
where the function f α
t−2 can be easily deﬁned. Under the assumptionsA3 andA4 in section 2,
by equation (A5) and the implicit function theorem, we conclude that there exists a function
ˆ α
◦
t−2 = b◦
N−2(ˆ x◦
t−2,ut−2,ut−1,yt−2,yt−1,yt) deﬁned on a suitable rectangular compact set
Dα
t−2. By repeating the same procedure backward, we can deduce that there exist functions
ˆ α
◦
τ = b◦
τ−(t−N)(ˆ x◦
τ,ut−1
τ ,yt
τ), τ = t − N,t − N + 1,...,t− 1, (A6)
where col (ˆ x
◦
τ,ut−1
τ ,yt
τ) ∈ Dα
τ and Dα
τ ,τ = t − N, t − N + 1,...,t− 1, are suitable rectan-
gular compact sets.
Finally, under the constraints ˆ xτ+1 = f(ˆ xτ,uτ, ˆ ατ),τ = t − N,...,t− 1, the functions
(A6) enable us both to eliminate, from the cost (3), all the estimates except ˆ xt−N and the
‘apriori’estimate ¯ xt−N and,afterdeﬁninganappropriatefunctionf x
t−N,towritethenecessary
condition ∂Jt/∂ˆ xt−N = 0 in the form
f x
t−N(¯ xt−N, ˆ xt−N,u
t−1
t−N,yt
t−N) = 0
Then, under the assumptionsA3 andA4, by applying the implicit function theorem again, we
conclude that there exist a function a◦
t−N = a◦
0 such that
ˆ x
◦
t−N = a◦
0(¯ xt−N,u
t−1
t−N,yt
t−N) = a◦
0(¯ xt−N,IN
t ),
where col (¯ xt−N,IN
t ) ∈ Dx
t and Dx
t is the largest rectangular compact subset of Xt−N × IN
t .
