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Abstract
In this article, we study the homomorphisms between scalar gen-
eralized Verma modules. We conjecture that any homomorphism be-
tween is composition of elementary homomorphisms. The purpose of
this article is to show the conjecture is affirmative for many parabolic
subalgebras under the assumption that the infinitesimal characters are
regular. 1
§ 0. Introduction
We study the homomorphisms between generalized Verma modules, which
are induced from one dimensional representations (such generalized Verma
modules are called scalar, cf. [4]).
Classification of the homomorphisms between scalar generalized Verma
modules is equivalent to that of equivariant differential operators between the
spaces of sections of homogeneous line bundles on generalized flag manifolds.
(cf. [22],[12], [17], [9], and [16].)
In [35], Verma constructed homomorphisms between Verma modules as-
sociated with root reflections. Bernstein, I. M. Gelfand, and S. I. Gelfand
proved that all the nontrivial homomorphisms between Verma modules are
compositions of homomorphisms constructed by Verma. ([2])
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Later, Lepowsky studied the generalized Verma modules. In particular,
Lepowsky ([?]) constructed a class of nontrivial homomorphisms between
scalar generalized Verma modules associated to the parabolic subalgebras
which are the complexifications of the minimal parabolic subalgebras of real
reductive Lie algebras.
In [30], elementary homomorphisms between scalar generalized Verma
modules are introduced. They can be regarded as a generalization of homo-
morphisms introduced by Verma and Lepowsky.
We propose a conjecture on the classification of the homomorphisms be-
tween scalar generalized Verma modules, which can be regarded as a gener-
alization of the above-mentioned result of Bernstein-Gelfand-Gelfand.
Conjecture A All the nontrivial homomorphisms between scalar gen-
eralized Verma modules are compositions of elementary homomorphisms.
Soergel’s result ([33] Theorem 11) implies that Conjecture A is reduced
to the integral infinitesimal character case.
The purpose of this article is to show the conjecture is affirmative for many
parabolic subalgebras under the assumption that the infinitesimal characters
are regular. In order to explain our results, we introduce some notations.
Let g be a complex reductive Lie algebra and we fix a Cartan subalgebra
h of g. We denote by ∆ (resp. W ) the root system (resp. the Weyl group)
with respect to (g, h). We fix a basis Π of ∆. For Θ ( Π, we put aΘ =
{H ∈ h | ∀α ∈ Θ α(H) = 0} and ΣΘ = {α|aΘ | α ∈ ∆} − {0}. We denote
by pΘ the standard parabolic subalgebra corresponding to Θ and by lΘ its
Levi subalgebra containing h. We consider the Weyl group for parabolic sub
algebra W (Θ) = {w ∈| wΘ = Θ}.
We call Θ normal if any two parabolic subalgebras with the Levi part lΘ
are conjugate under an inner automorphism of g. If Θ is normal, we call pΘ
normal. For example, a complexified minimal parabolic subalgebras of real
simple Lie algebras except su(p, q) (p − 1 > q > 0), so∗(4n + 2), e6(−14)
are normal. Roughly speaking, if Θ is normal, the reflection σγ on aΘ with
respect to γ ∈ ΣΘ can be regarded as an involution of the Weyl group for
(g, h). A normal subset Θ of Π is called strictly normal, if σγ is a Duflo
involution of some Weyl group (see Definition 4.2.1) . If Θ is strictly normal,
there exists an elementary homomorphism with repect to σγ for each γ ∈ ΣΘ.
Let pΘ be a complexified minimal parabolic subalgebra of a real simple
Lie algebra and assume pΘ is normal but is not strictly normal. Then, pΘ is a
complexified minimal parabolic subalgebra of so(2n+1−q, q) (n > q > 1),
or sp(n, n) (n > 1).
One of the main result of this article is the following theorem.
Theorem B (Theorem 5.1.3) If Θ is strictly normal, then each nontriv-
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ial homomorphism between scalar generalized Verma modules induced from
pΘ with regular integral infinitesimal character is composition of elementary
homomorphisms.
We also have the following result.
Theorem C (cf. Theorem 5.1.3, Corollary 6.8.7, Proposition 6.5.2)
If Θ is normal and g is an exceptional Lie algebra, then each nontrivial
homomorphism between scalar generalized Verma modules induced from pΘ
with a regular integral infinitesimal character is composition of elementary
homomorphisms.
For gl(n,C), we have the following result. (In fact, we have a more general
result.)
Theorem D (Corollary 7.3.6) If pΘ is a complexified minimal parabolic
subalgebra of su(p, q), then each nontrivial homomorphism between scalar
generalized Verma modules induced from pΘ with a regular integral infinites-
imal character is composition of elementary homomorphisms.
Finally, we have the following result.
Corollary E (Theorem 5.1.3, Corollary 6.3.7) Let pΘ be a complex-
ified minimal parabolic subalgebra of a real simple Lie algebra other than
so∗(4n+ 2), e6(−14), so(2n+ 1− q, q) (n > q > 2), and sp(n, n) (n > 1).
Then, each nontrivial homomorphism between scalar generalized Verma mod-
ules induced from pΘ with regular integral infinitesimal character is compo-
sition of elementary homomorphisms.
For so∗(4n + 2) and e6(−14), we show a weaker statement holds. (cf. 8.3,
8.4)
This article consists of nine sections.
We fix notations and introduce some fundamental material in §1.
In §2, we explain how to reduce the problem to the integral infinitesimal
character case. We also show that we can associate an element of W (Θ) to a
homomorphism between generalized Verma modules with regular infinitesi-
mal characters. Finally we formulate the translation principle for generalized
Verma modules, which is essentially obtained in [37], [38].
In §3, we introduce the notion of normal parabolic subalgebras and de-
scribe the classification. We prove that the Bruhat ordering on W (Θ) coin-
cides with the restriction of that of W to W (Θ) for each normal Θ.
In §4, we introduce the notion of an elementary homomorphism and de-
scribe related notions and results.
In §5, we introduce the notion of strictly normal parabolic subalgebras
and describe the classification. We also prove Theorem B.
In §6, we consider normal but not strictly normal case. We prove that our
conjecture is affirmative for a complexified minimal parabolic subalgebras
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of so(2n − 1, 2), and normal but strictly normal parabolic subalgebras of
exceptional algebras in regular integral infinitesimal character case.
In §7, We consider gl(n,C). We introduce the notion of almost normal
parabolic subalgebras. We prove that our conjecture is affirmative for an al-
most normal parabolic subalgebras of gl(n,C) in regular integral infinitesimal
character case.
In §8, we consider complexified minimal parabolic subalgebras of so∗(4n+
2) and e6(−14).
In §9, we treat two examples.
§ 1. Notations and Preliminaries
1.1 General notations
In this article, we use the following notations and conventions.
As usual we denote the complex number field, the real number field, the
ring of (rational) integers, and the set of non-negative integers by C, R, Z,
and N respectively. 1
2
N means the set
{
n
2
∣∣n ∈ N}, and 1
2
+ N means the set{
1
2
+ n
∣∣n ∈ N}. We denote by ∅ the empty set. For any (non-commutative)
C-algebra R, “ideal” means “2-sided ideal”, “R-module” means “left R-
module”, and sometimes we denote by 0 (resp. 1) the trivial R-module {0}
(resp. C). Often, we identify a (small) category and the set of its objects.
Hereafter “dim” means the dimension as a complex vector space, and “⊗”
(resp. Hom) means the tensor product over C (resp. the space of C-linear
mappings), unless we specify. For a complex vector space V , we denote by
V ∗ the dual vector space. For a, b ∈ C, “a 6 b” means that a, b ∈ R and
a 6 b. We denote by A− B the set theoretical difference. cardA means the
cardinality of a set A.
1.2 Notations for reductive Lie algebras
Let g be a complex reductive Lie algebra, U(g) the universal enveloping
algebra of g, and h a Cartan subalgebra of g. We denote by ∆ the root
system with respect to (g, h). We fix some positive root system ∆+ and
let Π be the set of simple roots. Let W be the Weyl group of the pair
(g, h) and let 〈 , 〉 be a non-degenerate invariant bilinear form on g. For
w ∈ W , we denote by ℓ(w) the length of w as usual. We also denote the
inner product on h∗ which is induced from the above form by the same
symbols 〈 , 〉. For α ∈ ∆, we denote by sα the reflection in W with respect
to α. We denote by w0 the longest element of W . For α ∈ ∆, we define
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the coroot α∨ by α∨ = 2α〈α,α〉 , as usual. We denote by ∆
∨ the dual root
system {α∨ | α ∈ ∆}. We call λ ∈ h∗ is dominant (resp. anti-dominant),
if 〈λ, α∨〉 is not a negative (resp. positive) integer, for each α ∈ ∆+. We
call λ ∈ h∗ regular, if 〈λ, α〉 6= 0, for each α ∈ ∆. We denote by P the
integral weight lattice, namely P = {λ ∈ h∗ | 〈λ, α∨〉 ∈ Z for all α ∈ ∆}.
If λ ∈ h∗ is contained in P, we call λ an integral weight. We define ρ ∈ P
by ρ = 1
2
∑
α∈∆+ α. Put gα = {X ∈ g | ∀H ∈ h [H,X ] = α(H)X},
u =
∑
α∈∆+ gα, b = h + u. Then b is a Borel subalgebra of g. We denote
by Q the root lattice, namely Z-linear span of ∆. We also denote by Q+ the
linear combination of Π with non-negative integral coefficients. For λ ∈ h∗,
we denote by Wλ the integral Weyl group. Namely,
Wλ = {w ∈ W | wλ− λ ∈ Q}.
We denote by ∆λ the set of integral roots.
∆λ = {α ∈ ∆ | 〈λ, α
∨〉 ∈ Z}.
It is well-known that Wλ is the Weyl group for ∆λ. We put ∆
+
λ = ∆
+ ∩∆λ.
This is a positive system of ∆λ. We denote by Πλ the set of simple roots
for ∆+λ and denote by Sλ (resp. S) the set of reflection corresponding to the
elements in Πλ (resp. Π). So, (Wλ, Sλ) and (W,S) are Coxeter systems. We
denote by Qλ the integral root lattice, namely Qλ = Z∆
+
λ and put Q
+
λ = NΠλ.
Next, we fix notations for a parabolic subalgebra (which contains b).
Hereafter, through this article we fix an arbitrary subset Θ of Π. Let 〈Θ〉
be the set of the elements of ∆ which are written by linear combinations
of elements of Θ over Z. Put aΘ = {H ∈ h | ∀α ∈ Θ α(H) = 0}, lΘ =
h +
∑
α∈〈Θ〉 gα, nΘ =
∑
α∈∆+−〈Θ〉 gα, pΘ = lΘ + nΘ. Then pΘ is a parabolic
subalgebra of g which contains b. Conversely, for an arbitrary parabolic
subalgebra p ⊇ b, there exists some Θ ⊆ Π such that p = pΘ. We denote
by WΘ the Weyl group for (lΘ, h). WΘ is identified with a subgroup of W
generated by {sα | α ∈ Θ}. We denote by wΘ the longest element of WΘ.
Using the invariant non-degenerate bilinear form 〈 , 〉, we regard aΘ
∗ as a
subspace of h∗.
Put ρΘ =
1
2
(ρ− wΘρ) and ρ
Θ = 1
2
(ρ+ wΘρ). Then, ρ
Θ ∈ aΘ
∗.
For Θ ( Π, we define ”the restricted root system” as follows.
ΣΘ = {α|aΘ | α ∈ ∆} − {0}.
Σ+Θ = {α|aΘ | α ∈ ∆
+} − {0}.
Unfortunately, in general, ΣΘ does not satisfy the axioms of the root systems.
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Define
P++Θ = {λ ∈ h
∗ | ∀α ∈ Θ 〈λ, α∨〉 ∈ {1, 2, ...}}
◦P++Θ = {λ ∈ h
∗ | ∀α ∈ Θ 〈λ, α∨〉 = 1}
We easily have
◦P++Θ = {ρΘ + µ | µ ∈ a
∗
Θ}.
For µ ∈ h∗ such that µ + ρ ∈ P++Θ , we denote by σΘ(µ) the irreducible
finite-dimensional lΘ-representation whose highest weight is µ. Let EΘ(µ) be
the representation space of σΘ(µ). We define a left action of nΘ on EΘ(µ)
by X · v = 0 for all X ∈ nΘ and v ∈ EΘ(µ). So, we regard EΘ(µ) as a
U(pΘ)-module.
For µ ∈ P++Θ , we define a generalized Verma module ([26]) as follows.
MΘ(µ) = U(g)⊗U(pΘ) EΘ(µ− ρ).
For all λ ∈ h∗, we write M(λ) = M∅(λ). M(λ) is called a Verma module.
For µ ∈ P++Θ , MΘ(µ) is a quotient module of M(µ). Let L(µ) be the unique
highest weight U(g)-module with the highest weight µ−ρ. Namely, L(µ) is a
unique irreducible quotient of M(µ). For µ ∈ P++Θ , the canonical projection
of M(µ) to L(µ) is factored by MΘ(µ).
dimEΘ(µ − ρ) = 1 if and only if µ ∈
◦P++Θ . If µ ∈
◦P++Θ , we call MΘ(µ)
a scalar generalized Verma module.
1.3 Translation functors
We denote by Z(g) the center of U(g). It is well-known that Z(g) acts
on M(λ) by the Harish-Chandra homomorphism χλ : Z(g) → C for all λ.
χλ = χµ if and only if there exists some w ∈ W such that λ = wµ. We
denote by Zλ the kernel of χλ in Z(g). Let M be a U(g)-module and λ ∈ h
∗.
We say that M has an infinitesimal character λ iff Z(g) acts on M by χλ.
We say that M has a generalized infinitesimal character λ iff for any v ∈M
there is some positive integer n such that Zλ
nv = 0. We say M is locally
Z(g)-finite, iff for any v ∈ M we have dimZ(g)v < ∞. We denote by
MZf (cf [1]) the category of Z(g)-finite U(g)-modules. We also denote by
M[λ] the category of U(g)-modules with generalized infinitesimal character
λ. Then, from the Chinese remainder theorem, we have a direct sum of
abelian categories MZf =
⊕
λ∈h∗M[λ]. We denote by Pλ the projection
functor from MZf to M[λ]. For µ ∈ P, we denote by Vµ the irreducible
finite-dimensional U(g)-module with an extreme weight µ. Let µ, λ ∈ h∗
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satisfy µ − λ ∈ P. Let M be an object of M[λ]. Then, from a result of
Kostant we have that M ⊗ Vµ−λ is an object of MZf . So, we can define a
translation functor T µλ from M[λ] to M[µ] as follows.
T µλ (M) = Pµ(M ⊗ Vµ−λ).
T µλ is an exact functor.
1.4 Submodules of scalar generalized Verma modules
For a finitely generated U(g)-module V , we denote by Dim(V ) the Gelfand-
Kirillov dimension of V (cf. [36]).
The following proposition is more or less known.
Proposition 1.4.1. Let Θ ⊆ Π. Then we have :
(1) Let λ ∈ P++Θ . Then, for each nonzero submodule X of MΘ(λ), we have
Dim(X) = Dim(MΘ(λ)) = dim nΘ.
(2) Let λ ∈ ◦P++Θ . Then, for each nonzero submodule X of MΘ(λ), we have
Dim(MΘ(λ)/X) < Dim(MΘ(λ)) = dim nΘ.
(3) Let λ ∈ ◦P++Θ . Then MΘ(λ) has a unique irreducible submodule.
Proof. SinceMΘ(λ) is free of finite rank as a U(n¯Θ)-module, we have Dim(MΘ(λ)) =
dim n¯Θ = dim nΘ. A nonzero submodule X ofMΘ(λ) is torsion free as U(n¯Θ)-
module, so dim n¯Θ 6 Dim(X) 6 Dim(MΘ(λ)) = dim n¯Θ. So, we have (1).
Next, let λ ∈ ◦P++Θ . Then, the multiplicity (the Bernstein degree) (cf. [36])
ofMΘ(λ) is one. So, the number of the irreducible irreducible constituents of
MΘ(λ) which have the Gelfand -Kirillov dimension dim nΘ is one. So, from
(1), we have (2) and (3). ✷
§ 2. Formulation of the problem
We retain the notation of §1. In particular, Θ is a proper subset of Π.
2.1 Basic results of Lepowsky
The following result is one of the fundamental results on the existence prob-
lem of homomorphisms between scalar generalized Verma modules.
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Theorem 2.1.1. ([25])
Let µ, ν ∈ ◦P++Θ .
(1) dimHomU(g)(MΘ(µ),MΘ(ν)) 6 1.
(2) Any non-zero homomorphism of MΘ(µ) to MΘ(ν) is injective.
Hence, the classification problem of homomorphisms between generalized
Verma modules is reduce to the following problem.
Problem 1 Let µ, ν ∈ ◦P++Θ . When is MΘ(µ) ⊆ MΘ(ν) ?
2.2 Reduction to the integral infinitesimal character
setting
Since the both ν ∈ Wµ and ν−µ ∈ Q+ are necessary conditions forMΘ(µ) ⊆
MΘ(ν), we can reformulate our problem as follows.
Problem 2 Let λ ∈ ◦P++Θ be dominant. Let x, y ∈ Wλ be such that
xλ, yλ ∈ ◦P++Θ . When is MΘ(xλ) ⊆MΘ(yλ) ?
We fix λ ∈ ◦P++Θ . Then, we can construct a suralgebra g
′ of h such that
the corresponding Coxeter system is (Wλ,Φλ). Since Θ ( Πλ holds, we can
construct the corresponding parabolic subalgebra p′Θ of g
′. For µ ∈ P++Θ ,
we denote by M ′Θ(µ) the corresponding generalized Verma module of g
′. We
consider the category O in the sense of [2] corresponding to our particular
choice of positive root system. More precisely, we denote by O (respectively
O′) “the category O” for g (respectively g′). We denote by Oλ (respectively,
O′λ) the full subcategory of O (respectively O
′) consisting of the objects
with a generalized infinitesimal character λ. Soergel’s celebrated theorem
([33] Theorem 11) says that there is a Category equivalence between Oλ and
O′λ. Under the equivalence a Verma module M(xλ) (x ∈ Wλ) corresponds
to M ′(xλ). From Lepowsky’s generalized BGG resolutions of the general-
ized Verma modules and their rigidity, we easily see MΘ(xλ) corresponds
to M ′Θ(xλ) under Soegel’s category equivalence. So, we have the following
lemma as a corollary of Soergel’s theorem.
Lemma 2.2.1. Let λ ∈ h∗ be dominant. Let x, y ∈ Wλ be such that xλ, yλ ∈
◦P++Θ . Then, the following two conditions are equivalent.
(1) MΘ(xλ) ⊆ MΘ(yλ).
(2) M ′Θ(xλ) ⊆ M
′
Θ(yλ).
This lemma tells us that we may reduce Problem 2 to the case that λ is
integral.
We discuss another application of Soergel’s theorem. We denote by g∨
the reductive Lie algebra corresponding to the coroot system ∆∨. We re-
gard a Cartan subalgebra h as a Cartan subalgebra of g∨. We attach ∨ to
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the notion with respect to g∨ corresponding to that of g. Then we have
canonical isomorphism (W,S) ∼= (W∨, S∨) of the Coxeter systems. So, we
identify them. For Θ ( Π, we put Θ∨ = {α∨ | α ∈ Θ} ( Π∨. We put
◦P∨++Θ∨ = {λ ∈ h
∗ | 〈λ, α〉 = 1 (α ∈ Θ)}. For λ ∈ ◦P∨++Θ∨ , we consider a
scalar generalized Verma module M∨Θ∨(λ) of g
∨. The following result is an
immediate consequence of Soergel’s theorem.
Theorem 2.2.2. Let λ ∈ P and µ ∈ P∨ be dominant regular. Let x, y ∈
W = W∨. We assume that xλ, yλ ∈ ◦P++Θ and xµ, yµ ∈
◦P∨++Θ∨ . Then,
MΘ(xλ) ⊆MΘ(yλ) if and only if M
∨
Θ∨(xµ) ⊆M
∨
Θ∨(yµ).
Hence, we may reduce Problem 1 for simple Lie algebras of the type Cn
to that for simple Lie algebras of the type Bn.
2.3 Comparison of τ-invariants
We put
W (Θ) = {w ∈ W | wΘ = Θ}.
Then, we easily have the following lemma.
Lemma 2.3.1. We have
(a) W (Θ) = {w ∈ W | wα∨ ∈ Θ∨ for all α ∈ Θ.}.
(b) W (Θ) = {w ∈ W | wρΘ = ρΘ, wΘ ⊆ ∆
+}.
(c) wΘw = wwΘ for all w ∈ W (Θ).
(d) W (Θ) preserves a∗Θ.
(e) W (Θ) ⊆WρΘ.
In this section, we prove the following proposition.
Proposition 2.3.2. Let λ ∈ ◦P++Θ be regular. Let x ∈ Wλ be such that
xλ ∈ ◦P++Θ . Moreover, we assume that MΘ(xλ) ⊆ MΘ(λ). Then, we have
x ∈ W (Θ).
First, we prove the following lemma.
Lemma 2.3.3. Let λ ∈ ◦P++Θ be regular and let w ∈ Wλ be such that wλ is
dominant. Then, we have wΘ ( Πλ.
Proof. Assume that there is some α ∈ Θ such that wα 6∈ Πλ. Then wα
∨ 6∈
Π∨λ . Here, we remark that Π
∨
λ is a basis of the positive coroot system (∆
+)∨.
So, there exists some β, γ ∈ ∆+ such that wα∨ = β∨ + γ∨. Since wλ
is dominant and regular, we have 〈wλ, β∨〉 > 1 and 〈wλ, γ∨〉 > 1. 2 6
〈wλ, β∨ + γ∨〉 = 〈wλ,wα∨〉 = 〈λ, α∨〉. On the other hand, λ ∈ ◦P++Θ implies
〈λ, α∨〉 = 1. This is a contradiction. ✷
Proof of Proposition 2.3.2
9
From Lemma 2.2.1, we may reduce the proposition to the case that λ
is integral. Put Θ1 = wΘ and Θ2 = wx
−1Θ. From Lemma 2.3.1, we have
Θ1 ⊆ Π and Θ2 ⊆ Π. Since w0wΘiΘi = −w0Θi holds for i = 1, 2, we have
w0wΘiΘi ⊆ Π. We put I1 = AnnU(g)(MΘ(λ)) and I2 = AnnU(g)(MΘ(xλ)).
From [7] 4.10 Corollar, we have I1 = AnnU(g)(M−w0Θ1(w0wΘ1wλ)) and
I2 = AnnU(g)(M−w0Θ2(w0wΘ2wλ)). Since 〈w0wΘiwλ, α
∨〉 < 0 for all α ∈
∆+ − w0wΘi〈Θi〉, Mw0wΘiΘi(w0wΘiwλ) is irreducible. Hence, I1 and I2 are
primitive ideals of the same Gelfand-Kirillov dimension. The τ -invariant of
I1 (respectively I2) is −w0Θ1 (respectively −w0Θ2). On the other hand,
MΘ(xλ) ⊆ MΘ(λ) implies I1 ⊆ I2. Hence, we have I1 = I2. Comparing the
τ -invariants, we have −w0Θ1 = −w0Θ2. Hence, wΘ = Θ1 = Θ2 = wx
−1Θ.
This implies x ∈ W (Θ). Q.E.D.
2.4 Translation principle for scalar generalized Verma
modules
Next, we consider the images of scalar generalized Verma modules under
certain translation functors.
For each γ ∈ ΣΘ, we put∆
γ = {α ∈ ∆+ | α|aΘ = γ}. We prove:
Lemma 2.4.1. Let γ ∈ ΣΘ and let β ∈ ∆
γ. If 〈ρΘ, β
∨〉 < 0 (resp. 〈ρΘ, β∨〉 >
0), then there exists some β ′ ∈ ∆γ such that 〈ρΘ, β ′
∨〉 = 〈ρΘ, β∨〉 + 1 (resp.
〈ρΘ, β
′∨〉 = 〈ρΘ, β∨〉 − 1).
Proof. We assume that β ∈ ∆γ . If 〈ρΘ, β
∨〉 < 0. So, there exists some δ ∈ Θ
such that 〈δ, β∨〉 < 0. this implies that β∨ + δ∨ ∈ ∆∨. Hence there is some
β ′ ∈ ∆ such that β∨ + δ∨ = β ′∨. This β ′ satisfies the desirable conditions.
The remaining statement is proved in a similar way. ✷
Lemma 2.4.2. Let Θ ( Π and let µ ∈ a∗Θ be such that ρΘ + µ is regular
integral. Let γ ∈ ΣΘ be such that 〈µ, γ〉 > 0. Then for each β ∈ ∆
γ we have
〈ρΘ + µ, β〉 > 0.
Proof. Put Mγ = {β ∈ ∆
γ | 〈ρΘ + µ, β
∨〉 < 0}. Since ρΘ + µ is regular, we
have only to show Mγ = ∅. Assuming that Mγ 6= ∅, we deduce a contra-
diction. We chooseβ0 ∈ Mγ such that 〈ρΘ + µ, β
∨
0 〉 is maximal among the
elements of Mγ . Since 〈µ, β0〉 = 〈µ, γ〉 > 0, we may apply Lemma 2.4.1. So,
there exists some β ′ ∈ ∆γ such that 〈ρΘ + µ, β ′
∨〉 = 〈ρΘ + µ, β∨0 〉 + 1. Since
ρΘ+µ is integral, 〈ρΘ+µ, β
∨
0 〉 6 −1. If 〈ρΘ+µ, β
∨
0 〉 < −1, then β
′ ∈Mγ . It
contradicts the choice of β0. If 〈ρΘ+µ, β
∨
0 〉 = −1, we have 〈ρΘ+µ, β
′∨〉 = 0.
it contradicts our assumption ρΘ + µ is regular. ✷
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Lemma 2.4.3. Let Θ ( Π and let µ ∈ a∗Θ be such that ρΘ + µ is regular
integral. Then ρΘ + µ is dominant if and only if 〈µ, γ〉 > 0 for all γ ∈ Σ
+
Θ.
Proof. First, we assume that ρΘ+µ is dominant. We fix an arbitrary γ ∈ Σ
+
Θ.
From Lemma 2.4.1, there exists some β ∈ ∆γ such that 〈ρΘ, β〉 > 0. Then,
we have 〈µ, γ〉 = 〈µ, β〉 > 〈ρΘ + µ, β〉 > 0.
Next, we assume that 〈µ, γ〉 > 0 for all γ ∈ Σ+Θ. From 2.4.2, we see that
〈ρΘ + µ, β〉 > 0 for all β ∈ ∆
+ − ZΘ. On the other hand, 〈ρΘ + µ, α∨〉 = 1
for all α ∈ Θ. So, ρΘ + µ is dominant. , ✷
We put Σ+Θ(ν) = {γ ∈ ΣΘ | 〈ν, γ〉 > 0} for ν ∈ a
∗
Θ such that 〈ν, γ〉 6= 0
for all γ ∈ ΣΘ.
The following result is immediately deduced from Lemma 2.4.2.
Lemma 2.4.4. Let Θ ( Π and let µ, ν ∈ a∗Θ and w ∈ W be such that ρΘ+µ
is regular integral and w(ρΘ+µ) = ρΘ+ ν. Then, we have w = e if and only
if Σ+Θ(µ) = Σ
+
Θ(ν).
We also put
K(Θ) = {w ∈ W | wΘ ⊆ Π}.
For λ ∈ h∗ which is regular integral, we put ∆+(λ) = {α ∈ ∆ | 〈α, λ〉 > 0}
We consider the following condition (T) on µ, ν ∈ a∗Θ.
Condition (T) ρΘ + µ and ρΘ + ν is integral and There exists some
λ ∈ a∗Θ which satisfies the following (T1)-(T3).
(T1) ρΘ + λ is regular integral.
(T2) We have 〈µ, γ〉 > 0 and 〈ν, γ〉 > 0 for each γ ∈ Σ+Θ(λ).
(T3) µ− ν is dominant with respect to ∆+(ρΘ + λ).
We fix µ, ν ∈ a∗Θ satisfying (T). The irreducible finite-dimensional U(g)-
module V = Vν−µ with a extreme weight ν − µ has a filtration 0 = V (0) ⊆
V (1) ⊆ · · · ⊆ V (k − 1) ⊆ V (k) = V of U(pΘ)-submodules such that
V (i)/V (i − 1) (1 6 i 6 k) is an irreducible U(lΘ)-modules with the high-
est weight µi. Then, there is some 1 6 i0 6 k such that µi0 = µ − ν and
µi 6= µ−ν for all 1 6 i 6 k such that i 6= i0. We also see that V (i0)/V (i0−1)
is a one-dimensional.
Let z ∈ W be such that z(ρΘ + λ) is dominant. We put Θ
′ = zΘ,
ν ′ = zνand µ′ = zµ. Then, from Lemma 2.3.3, we have Θ′ ⊆ Π. Hence
µ′ ∈ a∗Θ′ and z(ρΘ + µ) = ρΘ′ + µ
′. We also put µ′i = zµi. Twisting by
z, V |≪Θ′ decompose into the direct product of irreducible lΘ′-modules with
highest weights µ′1, ..., µ
′
k.
The following result is more or less easy consequence of the argument of
the proof of [37] Proposition 8.5.
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Lemma 2.4.5. ([38] Lemma 4.8, [3] p21 Claim, also see [29] Lemma 1.2.2)
We retain the above settings. Assume y ∈ W . Then, y(ρΘ′+ν
′) = µ′i+ρΘ′+µ
′
if and only if y(ρΘ + ν
′) = ρΘ + ν ′ and i = i0.
When we regard V = Vν−µ as a U(pΘ)-module, we write it by V |pΘ. Since
MΘ(ρΘ + µ)⊗ V ∼= U(g)⊗U(pΘ) (EΘ(µ− ρ
Θ)⊗ V |pΘ) holds, we easily see the
following from Lemma 2.4.5.
Proposition 2.4.6. Let µ, ν ∈ a∗Θ be such that they satisfy the condition (T)
above.
Then, we have
T ρΘ+νρΘ+µ (MΘ(ρΘ + µ)) =MΘ(ρΘ + ν).
Finally, we have the following result.
Proposition 2.4.7. Let λ ∈ a∗Θ be such that ρΘ + λ is regular integral and
let w ∈ W (Θ). We assume that MΘ(ρΘ + wλ) ⊆ MΘ(ρΘ + λ). Let ν ∈ a
∗
Θ
be such that ρΘ + ν is integral and 〈ν, γ〉 > 0 for each γ ∈ Σ
+
Θ(λ). Then,we
have MΘ(ρΘ + wν) ⊆MΘ(ρΘ + ν).
Proof. Since 2ρΘ is integral, so is 2λ. Hence for all k ∈ N, ρΘ + (2k + 1)λ is
regular integral. It is easy to see µ = (2k+1)λ and ν satisfy the condition (T).
From the translation principle, we have MΘ(ρΘ+wµ) ⊆MΘ(ρΘ+µ). Hence,
applying proposition 2.4.7 and the exactness of the translation functor, we
have the desired conclusion. ✷
§ 3. Some results on Bruhat orderings
3.1 Quasi subsystems
Let (Wi, Si) (i = 1, 2) be finite coxeter systems. We denote by ℓi(w) the
length of a reduced expression of w ∈ Wi with respect to Si. We also denote
by 6i the Bruhat ordering for (Wi, Si).
Definition 3.1.1. We say that (W2, S2) is a quasi subsystem of (W1, S1), if
the following (Q1) and (Q2) hold.
(Q1) W2 is a subgroup of W1.
(Q2) For any reduced expression w = s1 · · · sk of w ∈ W2 in (W2, S2), we
have ℓ1(w) = ℓ1(s1) + · · ·+ ℓ1(sk).
The following lemma is easy.
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Lemma 3.1.2. Assume that (W2, S2) is a quasi subsystem of (W1, S1). Then,
x 62 y implies x 61 y for all x, y ∈ W2.
We have the following lemma.
Lemma 3.1.3. Assume that (W2, S2) is a quasi subsystem of (W1, S1). More-
over, we assume the following condition (C).
(C) For any x, y ∈ W2 and s ∈ S2 such that x 61 y, ℓ1(sy) < ℓ1(y), and
ℓ1(x) < ℓ1(sx), we have sx 61 y.
Then, x 61 y implies x 62 y for all x, y ∈ W2.
Proof. Let x, y ∈ W2 be such that x 61 y. We show x 62 y by a double
induction with respect to ℓ2(y) and ℓ2(y)− ℓ2(x).
Obviously we may assume ℓ2(y) > 0. So, we choose some s ∈ S2 such
that ℓ2(sy) < ℓ2(y).
First, we assume that ℓ2(sx) < ℓ2(x). We fix reduced expressions of s,
sx, and sy in (W1, S1) as follows.
s = s1 · · · sk (s1, ..., sk ∈ S1),
sx = t1 · · · th (t1, ..., th ∈ S1),
sy = r1 · · · rn (r1, ..., rn ∈ S1)
From (Q2), we easily see that sm · · · skt1 · · · th and sm · · · skr1 · · · rn are re-
duced expressions for all 1 6 m 6 k. Applying [10] Theorem 1.1, we
have sm · · · skt1 · · · th 61 sm · · · skr1 · · · rn by the induction on m. So, we
have sx 61 sy. Since ℓ2(sy) < ℓ2(y), the induction hypothesis implies that
sx 62 sy. Again, applying [10] Theorem 1.1, we have x 62 y.
Next, we assume that ℓ2(sx) > ℓ2(x). From (Q2), we have ℓ1(sx) > ℓ1(x).
So, we have sx 61 y from (C). Since ℓ2(y)− ℓ2(sx) < ℓ2(y)− ℓ2(x), we have
sx 62 y from the induction hypothesis. Since x 62 sx, we have x 62 y. 
3.2 Θ-useful roots
In this subsection, we use the notation in §1.
Following Knapp [20], Howlet [15], and Lusztig [24], we consider useful
roots for our purpose.
Hereafter, we fix a subset Θ of Π. For α ∈ ∆, we put
∆(α) = {β ∈ ∆ | ∃c ∈ R β|aΘ = cα|aΘ},
∆+(α) = ∆(α) ∩∆+,
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Uα = CΘ+ Cα ⊆ h
∗.
Then (Uα,∆(α), 〈 , 〉) is a subroot system of (h
∗,∆, 〈 , 〉). The set of simple
roots for ∆+(α) is denoted by Π(α). α|aΘ = 0 if and only if Θ = Π(α).
For α ∈ ∆+, we denote by WΘ(α) the Weyl group of (h
∗,∆(α)). Clearly,
WΘ ⊆ WΘ(α) ⊆ W . We denote by w
α the longest element of WΘ(α). We
put as follows.
σα = w
αwΘ.
α|aΘ = 0 if and only if σα = 1. If α ∈ ∆ is orthogonal to all the elements in
Θ, then we can easily see α is Θ-reduced and sα = σα.
Definition 3.2.1. (1) We call α ∈ ∆ Θ-useful if the order of σα is two.
We denote by u∆Θ the set of the useful Θ-roots. We also put
u∆+Θ =
u∆Θ ∩∆
+.
(2) If α|aΘ 6= 0, then Π(α) is written as S∪{α˜}. If α ∈ ∆ satisfies α|aΘ 6= 0
and α = α˜, then we call α Θ-reduced. We put
ru∆+Θ = {α ∈
u∆+Θ | α is Θ-reduced.}
We easily see:
Lemma 3.2.2. Let α ∈ ∆+ be Θ-reduced. We denote by ∆(α)0 be the
irreducible component of ∆(α) containing α. We put Π(α)0 = Π(α)∩∆(α)0.
(1) If ∆(α)0 is not of the type ADE, then we have α ∈
ur∆+Θ.
(2) If ∆(α)0 is of the type D2n (n > 2), E7, or E8, then we have α ∈
ur∆+Θ.
(3) If ∆(α)0 is of the type A2n (n > 1), then we have α 6∈
ur∆+Θ.
(4) We assume that ∆(α)0 is of the type A2n+1 (n > 0). We number the
elements of Π(α)0 as follows.
Π(α)0 = {β1, ...., β2n+1}.
We choose the above numbering so that 〈βi, β
∨
i+1〉 = −1 for 1 6 i 6 2n.
Then α ∈ ur∆+Θ if and only if α = βn.
(5) We assume that ∆(α)0 is of the type D2n+1 (n > 2). We number the
elements of Π(α)0 as follows.
Π(α)0 = {β1, ...., β2n+1}.
We choose the above numbering so that 〈βi, β
∨
i+1〉 = −1 for 1 6 i 6
2n − 1 and 〈β2n−1, β∨2n+1〉 = −1 . Then α ∈
ur∆+Θ if and only if α 6∈
{β2n, β2n+1}.
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(6) We assume that ∆(α)0 is of the type E6. We number the elements of
Π(α)0 as follows.
Π(α)0 = {β1, ...., β6}.
We choose the above numbering so that 〈βi, β
∨
i+1〉 = −1 for 1 6 i 6 4
and 〈β3, β
∨
6 〉 = −1 . Then α ∈
ur∆+Θ if and only if α ∈ {β3, β6}.
For α ∈ ru∆Θ, we put
Vα = {λ ∈ a
∗
Θ | 〈λ, α〉 = 0},
αˆ = α|aΘ ∈ a
∗
Θ.
We easily see:
Lemma 3.2.3. Let α ∈ ru∆+Θ. Then, we have
(1) σα preserves a
∗
Θ.
(2) σα ∈ W (Θ). In particular, σαρΘ = ρΘ.
(3) σααˆ = −αˆ.
(4) σα|a∗
Θ
is the reflection with respect to Vα.
We denote by W (Θ)′ the subgroup of W generated by {σα | α ∈ ru∆+Θ}.
We put uΣΘ = {α|aΘ ∈ a
∗
Θ | α ∈
u∆Θ}.
uΣΘ is a (not necessarily reduced)
root system. We also put ruΣ+Θ = {α|aΘ ∈ a
∗
Θ | α ∈
ru∆+Θ} and
ruΣΘ =
ruΣ+Θ ∪−
ruΣ+Θ.
ruΣΘ is a reduced root system and
ruΣ+Θ is a positive system.
We denote by uΠΘ the simple system for
ruΣ+Θ.
uΠΘ is also a basis of
uΣΘ.
For α ∈ ru∆+Θ, σα depends only on α|aΘ. So, sometimes we write σα|aΘ for
σα. We put S(Θ) = {σγ | γ ∈
uΠΘ}
Theorem 3.2.4. (Howlet [15] Theorem 6, Lusztig [24] §5)
(1) W (Θ)′ ⊆W (Θ).
(2) For α ∈ u∆+Θ, σα(a
∗
Θ) = a
∗
Θ. Moreover, σα|a∗Θ is the reflection with
respect to α|aΘ and σαρΘ = ρΘ.
(3) We define ι : W (Θ)′ → GL(a∗Θ) by ι(x) = x|a∗Θ. Then ι is an
injective group homomorphism.
(4) ι(W (Θ)′) is the reflection group for the root system ruΣΘ. Hence
(W (Θ)′, S(Θ)) is a Coxeter system.
We denote by 6Θ the Bruhat ordering for (W (Θ)
′, S(Θ)).
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3.3 Normal parabolic subalgebras
Definition 3.3.1. We call Θ ( Π normal, if Π−Θ ⊆ u∆+Θ. We call a stan-
dard parabolic subalgebra pΘ normal, if Θ is normal. A parabolic subalgebra
is called normal, if it is conjugate to a normal standard parabolic subalgebra
by an inner automorphism.
We describe the list of the normal parabolic subalgebras of classical Lie
algebras.
(1) Let g = gl(n,C) (the case of g = sl(n,C) is similar) and let k be a
positive integer dividing n. We consider the following parabolic subalgebras.
p(An−1,k) : a parabolic subalgebra of g whose Levi part is isomorphic to
n/k︷ ︸︸ ︷
gl(k,C)⊕ · · · ⊕ gl(k,C) .
(2) Let g be a complex simple Lie algebra of the type Xn. Here, X
means one of B, C, and D. Let k and ℓ be positive integers such that k
divides n− ℓ. If X = D, then we assume that ℓ 6= 1.
We consider the following parabolic subalgebras.
p(Xn,k,ℓ) : a parabolic subalgebra of g whose Levi part is isomorphic to
(n−ℓ)/k︷ ︸︸ ︷
gl(k,C)⊕ · · · ⊕ gl(k,C)⊕Xℓ.
Here, Xℓ means that the complex simple Lie algebra of the type Xℓ.
Namely Bℓ = so(2ℓ + 1,C), Cn = sp(ℓ,C), and Dn = so(2ℓ,C). X0 means
the zero Lie algebra.
From lemma 3.2.2, we easily see:
Proposition 3.3.2. (1) p(An−1,k) is normal. Conversely any normal parabolic
subalgebra of is conjugate to p(An,k) for some k.
(2) p(Xn,k,ℓ) is normal X = D, ℓ = 0, and k is an odd number greater
than 1. Any normal parabolic subalgebra is conjugate to one of such
p(Xn,k,ℓ)s by an inner automorphism.
For exceptional simple Lie algebras, we have the following results. We
describe Θ ( Π by a marked Dynkin diagram. We write ” •©” the vertices
corresponding to elements in Θ. If Θ is the empty set, it is obviously normal.
So, we consider ∅ 6= Θ ( Π.
Proposition 3.3.3. (1) Assume that g is of type G2. Then any subset of
Π is normal.
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(2) Assume that g is of type F4. If cardΘ = 3, Θ ( Π is normal. The list
of the other nonempty normal subsets of Π is as follows.
F4,12
©−©⇐ •©− •©
F4,14
©− •© ⇐ •©−©
F4,34
•©− •© ⇐©−©
(3) Assume that g is of type E6. Then the list of the nonempty normal
subsets of Π is as follows.
E6,3
•©− •©−©− •©− •©
|
•©
E6,6
•©− •©− •©− •©− •©
|
©
E6,15
©− •©− •©− •©−©
|
•©
(4) Assume that g is of type E7. If cardΘ = 6, Θ ( Π is normal. The list
of the other nonempty normal subsets of Π is as follows.
E7,27
©− •©− •©− •©−© − •©
|
•©
E7,67
©−©− •©− •©− •© − •©
|
•©
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E7,127
©− •©− •©− •©−© −©
|
•©
E7,2467
©−©−©− •©−© − •©
|
•©
(5) Assume that g is of type E8. If cardΘ = 7, Θ ( Π is normal. The list
of the other nonempty normal subsets of Π is as follows.
E8,12
•©− •©− •©− •©− •© −©−©
|
•©
E8,18
©− •©− •©− •©− •© − •©−©
|
•©
E8,38
©− •©− •©− •©−© − •©− •©
|
•©
E8,1238
©− •©− •©− •©−© −©−©
|
•©
We give some characterization of normality.
Proposition 3.3.4. For Θ ( Π. the following conditions are equivalent.
(1) Θ ( Π is normal.
(2) K(Θ) =W (Θ)′.
(3) K(Θ) =W (Θ).
(4) uΣΘ = ΣΘ
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Proof. First, we assume (1) . Then, using Proposition 3.3.2 and 3.3.3, we
obtain (2) and (4) via case-by-case analysis. (2) obviously implies (3). Next,
we assume (3). For α ∈ Π − Θ, we easily see σ2α(Π) ⊆ ∆
+. Hence σα is
an involution. This means that α ∈ u∆+Θ. So, we have (1). (4) is clearly
stronger than (1). ✷
Corollary 3.3.5. If Θ ( Π is normal, then W (Θ)′ = W (Θ).
Since ∆+ ∩ (−w∆+) = {α ∈ ∆+ | α|aΘ ∈ Σ
+
Θ ∩ (−wΣ
+
Θ)} for each w ∈
W (Θ), we easily see the following lemma.
Lemma 3.3.6. We assume that Θ ( Π is normal. Then for each w ∈ W (Θ),
we have
∆+ ∩ (−w∆+) =
⋃
γ∈ruΣ+
Θ
∩(−wruΣ+
Θ
)
{α ∈ ∆+ | ∃c > 0 α|aΘ = cγ}.
Hence, we have the following result.
Proposition 3.3.7. If Θ ( Π is normal, then (W (Θ)′, S(Θ)) is a quasi
subsystem of (W,S).
As a corollary of Proposition 3.3.4, we easily have:
Corollary 3.3.8. Θ ( Π is normal if and only if any two parabolic subal-
gebras with the Levi part lΘ are conjugate under an inner automorphism of
g.
3.4 Comparison of Bruhat orderings
In this subsection, we use the notation in §1.
Definition 3.4.1. We call Θ ( Π seminormal, if there exists some Ψ such
that Θ ⊆ Ψ ⊆ Π and uΠΘ = {α|aΘ | α ∈ Ψ−Θ}.
So, S(Θ) = {σα | α ∈ Θ−Ψ}.
Θ ( Π is seminormal if and only if there is a α ∈ Π ∩ ru∆+ such that
α|aΘ = γ for each γ ∈
uΠΘ.
We immediately see the following result from Proposition 3.3.7.
Corollary 3.4.2. If Θ ( Π is seminormal, then (W (Θ)′, S(Θ)) is a quasi
subsystem of (W,S).
We fix a connected complex reductive Lie group G whose Lie algebra is
g. For Θ ( Π, we denote by PΘ (resp. H) the parabolic subgroup (resp. the
Cartan subgroup) of G corresponding to pΘ (resp. h). We denote by NG(H)
the normalizer of H in G. Since the Weyl group W is identified with the
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quotient group NG(H)/H , for each w ∈ W we can fix a representative in
NG(H). We denote the representative by the same letter ”w”.
For x ∈ W , we put Ux = PΘx/PΘ. Namely, Ux is a PΘ-orbit in G/PΘ
through x/PΘ ∈ G/PΘ. We denote by Ux the closure of Ux in G/PΘ. If
w ∈ W (Θ), then ℓ(wsα) > ℓ(w) for all α ∈ Θ. Hence, we have
Lemma 3.4.3. (1) For w ∈ W (Θ), we have dimUw = ℓ(w).
(2) For x, y ∈ W (Θ), x 6 y if and only if Ux ⊆ U y.
Next we show,
Lemma 3.4.4. Assume that Θ ( Π is seminormal. We choose Θ ⊆ Ψ ⊆ Π
as in 3.4.1. Fix x ∈ W (Θ)′. Let α ∈ Ψ − Θ be such that ℓ(σαx) < ℓ(x).
Then we have Ux = PΘ∪{α}Ux = PΘ∪{α}Uσαx.
Proof. We may choose a reduced expression x = σα1 · · ·σαk such that α1 = α.
We consider a contraction map as follows.
F : PΘ∪{α1} ×PΘ PΘ∪{α2} ×PΘ · · · ×PΘ PΘ∪{αk}/PΘ → G/PΘ.
We easily see :
(a) Image(F ) is an irreducible Zariski closed set in G/PΘ.
(b) dimUx = ℓ(x) = dimPΘ∪{α1} ×PΘ · · · ×PΘ PΘ∪{αk}/PΘ.
(c) Ux ⊆ Image(F ).
Hence, we have Ux = Image(F ). So, we have the lemma immediately. ✷
The following result is the main result of this section.
Theorem 3.4.5. Let Θ ( Π be seminormal. For x, y ∈ W (Θ)′, x 6 y if and
only if x 6Θ y.
Proof. We choose Θ ⊆ Ψ ⊆ Π as in 3.4.1. From Lemma 3,1.2, Lemma 3.1.3,
and Corollary 3.4.2, we have only to show the condition (C) in the statement
of Lemma 3.1.3 holds for (W (Θ)′, S(Θ)). So we choose x, y ∈ W (Θ)′ and
α ∈ Ψ−Θ such that x 6 y, ℓ(σαy) < ℓ(y), and ℓ(σαx) > ℓ(x). From x 6 y,
we have Ux ⊆ U y by Lemma 3.4.3 (2). Hence PΘ∪{α}Ux ⊆ PΘ∪{α}U y. From
Lemma3.4.4, we have U y = PΘ∪{α}Uy and Uσαx = PΘ∪{α}Ux. So, we have
Uσαx ⊆ U y. this means that σαx 6 y. Hence, the condition (C) holds for Θ.
Q.E.D.
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§ 4. Elementary homomorphisms
4.1 Elementary homomorphisms
We fix a subset Θ of Π and α ∈ ru∆+Θ. We define
g(α) = h+
∑
β∈∆(α)
gβ, pΘ(α) = g(α) ∩ pΘ.
Then, g(α) is a reductive Lie subalgebra of g whose root system is ∆(α) and
pΘ(α) is a maximal parabolic subalgebra of g(α).
We denote by ωα ∈ a
∗
Θ ⊆ h
∗ the fundamental weight for α with respect
to the basis Π(α) = Θ∪{α}. Namely ωα satisfies that 〈ωα, β〉 = 0 for β ∈ Θ,
〈β, α∨〉 = 1, and ωα|h∩c(g(α)) = 0. Here, c(g(α)) is the center of g(α). We
see that there is some positive real number a such that ωα = aα|aΘ , since
α|h∩c(g(α)) = 0. Hence, we have Vα = {λ ∈ a∗Θ | 〈λ, ωα〉 = 0}.
Put ρ(α) = 1
2
∑
β∈∆+(α) β, For ν ∈ a
∗
Θ, we denote by Cν the one-dimensional
U(pΘ(α))-module corresponding to ν. For ν ∈ a
∗
Θ we define a generalized
Verma module for g(α) as follows.
M
g(α)
Θ (ρΘ + ν) = U(g(α))⊗U(pΘ(α)) Cν−ρ(α).
Then, we have:
Theorem 4.1.1. ([30]) Let ν be an arbitrary element in Vα, let c be either
1 or 1
2
. Assume that M
g(α)
Θ (ρΘ − cωα) ⊆ M
g(α)
Θ (ρΘ + cωα). Then, we have
MΘ(ρΘ + ν − (c + n)ωα) ⊆MΘ(ρΘ + ν + (c+ n)ωα) for all n ∈ N.
We call the above homomorphism ofMΘ(ρΘ+ν−(c+n)ωα) intoMΘ(ρΘ+
ν + (c + n)ωα) an elementary homomorphism. In [30], homomorphisms be-
tween scalar generalized Verma modules associated with a maximal parabolic
subalgebra are classified. So, elementary homomorphisms are understood.
The following conjecture is propsed in [30] as a working hypothesis.
Conjecture 4.1.2. An arbitrary nontrivial homomorphism between scalar
generalized Verma modules is a composition of elementary homomorphisms.
The conjecture in the case of the Verma modules is nothing but the result
of Bernstein-Gelfand-Gelfand ([2]). I do not know a counterexample for the
above working hypothesis and we obtain partial affirmative results in this
article. A weaker version is :
Conjecture 4.1.3. Let Θ ⊆ Π be normal and let µ, ν ∈ a∗Θ be such that
ρΘ + µ and ρΘ + ν are regular integral. If MΘ(ρΘ + ν) ⊆ MΘ(ρΘ + µ), then
it is a composition of elementary homomorphisms.
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Later, we show that the conjecture is affirmative for strictly normal case
(see §5) and exceptional Lie algebras (see §5 and §6).
For example, I do not know whether an homomorphism of the form
MΘ(ρΘ + σαµ) ⊆ MΘ(ρΘ + µ) (µ ∈ a
∗
Θ) is always elementary. We have
a weak result.
Proposition 4.1.4. We fix µ ∈ a∗Θ such that MΘ(ρΘ + σαµ) ⊆MΘ(ρΘ + µ)
and ρΘ + µ is regular and integral. If {β ∈ ΣΘ − Rα|aΘ | 〈µ, β〉 > 0} =
{β ∈ ΣΘ − Rα|aΘ | 〈σαµ, β〉 > 0}, then MΘ(ρΘ + σαµ) ⊆ MΘ(ρΘ + µ) is an
elementary homomorphism.
Proof. Put ν0 = µ − 〈µ, α
∨〉ωα. Then ν0 ∈ Vα. Since MΘ(ρΘ + σαµ) ⊆
MΘ(ρΘ + µ), we have µ − σαµ = 2〈µ, α
∨〉ωα ∈ Q+. Hence, 2〈µ, α∨〉ωα
is integral. So, we can write 〈µ, α∨〉 = c + n0. Here, c is either 1 or 12
and n0 is a positive integer. Put κ = 2(µ + σαµ) Since 2ρΘ and ρΘ + µ
are integral, so is κ. Moreover, we have κ ∈ Vα and 〈κ, β〉 > 0 for all
β ∈ ΣΘ − Rα|aΘ such that 〈µ, β〉 > 0. From the translation principle, we
have MΘ(ρΘ + (ν0 +mκ)− (c+ n0)ωα) ⊆ MΘ(ρΘ + (ν0 +mκ) + (c+ n0)ωα)
for all m ∈ N. Hence {a ∈ C |MΘ(ρΘ + (ν0 + aκ)− (c+ n0)ωα) ⊆MΘ(ρΘ +
(ν0 + aκ) + (c + n0)ωα)} is Zariski dense in C. So, we can prove MΘ(ρΘ +
(ν0 + aκ)− (c + n0)ωα) ⊆ MΘ(ρΘ + (ν0 + aκ) + (c + n0)ωα) for all a ∈ C in
the same way as [24] Lemma 5.4. If a ∈ C is generic, then the integral toot
system for (ρΘ+(ν0+aκ)− (c+n0)ωα is ∆(α). Hence, Lemma 2.2.1 implies
that M
g(α)
Θ (ρΘ− (c+n0)ωα) ⊆M
g(α)
Θ (ρΘ+(c+n0)ωα). Applying [30] Lemma
2.2.6, we have M
g(α)
Θ (ρΘ − cωα) ⊆ M
g(α)
Θ (ρΘ + cωα). ✷
4.2 Θ-excellent roots
We retain the notations in 4.1.
Definition 4.2.1. (1) We call α ∈ ru∆ = Θ+ Θ-excellent if σα is a Duflo
involution ([11] cf. [19]) in W (α).
(2) We put e∆+Θ = {α ∈
ru∆+Θ | α is Θ-excellent}.
(3) We put eΣ+Θ = {α|aΘ ∈ a
∗
Θ | α ∈
e∆+Θ} and
eΣΘ =
eΣ+Θ ∪ (−
eΣ+Θ).
(4) We denote by eW (Θ) the subgroup of W (Θ)′ generated by {σα | α ∈
e∆+Θ}.
(5) For α ∈ ru∆+Θ, we put cα = 1 (resp. cα =
1
2
) if ρΘ is integral (resp. not
integral) with respect to ∆(α). Then, ρΘ + (cα + n)ωα is integral with
respect to ∆(α) for all n ∈ Z.
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We have
Proposition 4.2.2. Let α ∈ e∆+Θ and let µ ∈ a
∗
Θ be such that ρΘ + µ
is integral and 〈µ, α〉 > 0. Then, we have an elementary homomorphism
MΘ(ρΘ + σαµ) ⊆ MΘ(ρΘ + µ).
Proof. Put ν0 = µ − 〈µ, α
∨〉ωα. Then ν0 ∈ Vα. Since ρΘ + µ is integral, we
have 〈ρΘ + µ, α
∨〉 ∈ Z. From he definition of cα, we have 〈ρΘ, α∨〉 ∈ cα + Z.
Hence, we can write µ = ν0+ (cα+ n)ωα for some n ∈ N. So, from α ∈ e∆
+
Θ,
Theorem 4.1.1, Proposition 2.4.7, and [29] Proposition 2.1.2, we have the
proposition. ✷
For a simple Lie algebra of the type A, every involution is a Duflo invo-
lution ([?]). hence, we have:
Corollary 4.2.3. If g is a simple Lie algebra of the type A, we have ru∆+Θ =
e∆+Θ for all Θ ( Π.
§ 5. Strictly normal case
5.1 Strictly normal subset of Π
Definition 5.1.1. We call Θ ( Π strictly normal, if Θ is normal and e∆+Θ =
ru∆+Θ. A standard parabolic subalgebra pΘ is called strictly normal when Θ
is strictly normal.
Before stating the main result, we prove the following lemma.
Lemma 5.1.2. Let Θ ( Π be normal and let µ ∈ a∗Θ be such that ρΘ + µ is
integral. Then, µ is integral with respect to ruΣΘ.
Proof. Since ρΘ+ µ is integral, we have w(ρΘ+ µ)− ρΘ−mu = wµ−µ ∈ Q
for all w ∈ W (Θ)′. Since Q∩ a∗Θ is contained in the root lattice for
ruΣΘ, we
have the result. ✷
The following result is the main result.
Theorem 5.1.3. We assume that Θ ( Π is strictly normal. Let µ ∈ a∗Θ be
such that ρΘ + µ is dominant integral and regular. Let x, y ∈ W (Θ)
′. Then,
we have
(1) MΘ(ρΘ + xµ) ⊆MΘ(ρΘ + yµ) if and only if y 6Θ x.
(2) If y 6Θ x, then MΘ(ρΘ + xµ) ⊆ MΘ(ρΘ + yµ) is a composition of
elementary homomorphisms.
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Proof. First, we assume thatMΘ(ρΘ+xµ) ⊆MΘ(ρΘ+yµ). Hence, L(ρΘ+xµ)
is an irreducible constituent of M(ρΘ+yµ). From [2], we haveM(ρΘ+xµ) ⊆
M(ρΘ + yµ), namely y 6 x. Hence from Theorem 3.4.5, we have y 6Θ x.
Next, we assume that y 6Θ x. Since µ is regular domimant integral
with respect to ruΣΘ, there exist α1, ..., α∈ru∆+Θ such that σα1 · · ·σαky = x,
〈yµ, αk〉 > 0, and 〈σαr+1 · · ·σαkyµ, αr〉 > 0 for 1 6 r 6 k − 1. So, from
Proposition 4.2.2, we can construct embedding MΘ(ρΘ+xµ) ⊆MΘ(ρΘ+yµ)
as a composition of elementary homomorphisms.
Q.E.D.
5.2 Classification of the strictly normal parabolic sub-
algebras
From [30], we can determine Θ-excellent roots and we can obtain the following
result.
Proposition 5.2.1. The following is the list of the strictly normal standard
parabolic subalgebras of a classical Lie algebra.
(a) p(An−1,k) (k|n),
(b) p(Bn,2k,m) (k 6 m),
(c) p(Bn,2k+1,m) (k > m),
(d) p(Cn,2k,m) (k 6 m),
(e) p(Cn,2k+1,m) (k > m),
(f) p(Dn,2k−1,m) (k 6 m, 2 6 m),
(g) p(Dn,2k,m) (k > m,2 6 m ),
(h) p(Dn,1,0).
Next, we state the classification of strictly normal parabolic subalgebras
for exceptional Lie algebras. It is obtained by more or less straightforward
calculation from [30]. .
Proposition 5.2.2. Let g be an exceptional Lie algebra. We assume Θ ( Π
is normal and card(Π−Θ) > 2. Moreover, we assume that Θ is not strictly
normal. Then Θ is F4,14, E7,27, or E8,18.
Remark If card(Π−Θ) = 1, then pΘ is a maximal parabolic subalgebra.
In this case, the homomorphisms between scalar generalized Verma modules
are classified in [30]. So, we neglect them.
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§ 6. Normal but not strictly normal case
6.1 General results
We assume that g is simple and Θ ( Π is normal but not strictly normal.
We also assume pΘ is not a maximal parabolic subalgebra, namely card(Π−
Θ) > 2. Then, we easily see from the classification that ruΣΘ is of the type
Bn. Here, n = dim aΘ. Moreover, we assume Θ is not of the type F4,14.
Then, eΣΘ is the set of the long roots in
ruΣΘ. So,
eΣΘ is a root system
of the type Dn. We put
ruΠΘ = {γ1, γ2, ..., γn} such that 〈γi, γ
∨
i+1〉 = −1
for 1 6 i < n and 〈γ2, γ
∨
1 〉 = −2. Namely, γ1 is a unique short simple
root. Put γ′ = σγ1γ2. Then, {γ
′, γ2, ..., γn} is a basis of eΣ+Θ. We put
eS(Θ) = {σγ′}∪ {σγi | 2 6 i 6 n} and we denote by 6
′
Θ the Bruhat ordering
for a Coxeter system (eW (Θ), eS(Θ)). We remark that the index of eW (Θ)
in W (Θ)′ is two and W (Θ)′ = eW (Θ) ∪ eW (Θ)σγ1 .
The argument of the proof of Theorem 5.1.5 is partially applicable in this
setting and we have the following weaker result.
Proposition 6.1.1. We retain the above setting. Let µ ∈ a∗Θ be such that
ρΘ + µ is dominant integral and regular.
(1) Let x, y ∈ eW (Θ) be such that y 6′Θ x. Then, we have MΘ(ρΘ+ xµ) ⊆
MΘ(ρΘ + yµ) and MΘ(ρΘ + xσγ1µ) ⊆ MΘ(ρΘ + yσγ1µ). Moreover,
MΘ(ρΘ+ xµ) ⊆MΘ(ρΘ+ yµ) and MΘ(ρΘ+ xσγ1µ) ⊆MΘ(ρΘ+ yσγ1µ)
are compositions of elementary homomorphisms.
(2) Let z, w ∈ W (Θ)′. If MΘ(ρΘ + zµ) ⊆MΘ(ρΘ + wµ), then w 6Θ z.
We also have the following result.
Proposition 6.1.2. Let µ ∈ a∗Θ be such that ρΘ+µ is dominant integral and
regular. Let x, y ∈ eW (Θ). Then, we have MΘ(ρΘ + yσγ1µ) * MΘ(ρΘ + xµ)
and MΘ(ρΘ + xµ) *MΘ(ρΘ + yσγ1µ).
Proof. Let w1 ∈
eW (Θ) be the longest element for (eW (Θ), eS(Θ)). From
proposition 4.4.1, we have MΘ(ρΘ + w1µ) ⊆ MΘ(ρΘ + xµ) and MΘ(ρΘ +
w1σγ1µ) ⊆ MΘ(ρΘ + yσγ1µ).
We assume that n is even. Then, w1 is the longest element for (W (Θ)
′, S(Θ)).
So, MΘ(ρΘ + w1µ) is irreducible from [37] Proposition 8.5. Since γ1 6∈
eΣΘ, we have MΘ(ρΘ + w1µ) * MΘ(ρΘ + w1σγ1µ) from Proposition 4.1.4
and w1σγ1 = σγ1w1. We assume that MΘ(ρΘ + w1µ) ⊆ MΘ(ρΘ + yσγ1µ).
The Bernstein degree of a scalar generalized Verma module is one, it con-
tains only one irreducible constituent of the maximal Gelfand-Kirillov di-
mension. So, from Proposition 1.4.1 MΘ(ρΘ + w1σγ1µ) ⊆ MΘ(ρΘ + yσγ1µ)
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implies that MΘ(ρΘ + w1µ) ⊆ MΘ(ρΘ + w1σγ1µ). So, we have a contradic-
tion. Hence, MΘ(ρΘ + w1µ) * MΘ(ρΘ + yσγ1µ). Since MΘ(ρΘ + w1µ) ⊆
MΘ(ρΘ + xµ), we have MΘ(ρΘ + xµ) * MΘ(ρΘ + yσγ1µ). Next, we assume
that MΘ(ρΘ + yσγ1µ) ⊆ MΘ(ρΘ + xµ). MΘ(ρΘ + w1µ) is the unique ir-
reducible constituent of MΘ(ρΘ + xµ) of the maximal Gelfand-Kirillov di-
mension from Proposition 1.4.1 and MΘ(ρΘ + w1µ) * MΘ(ρΘ + yσγ1µ).
So, we have MΘ(ρΘ + w1µ) ⊆ MΘ(ρΘ + xµ)/MΘ(ρΘ + yσγ1µ). On the
other hand, Dim(MΘ(ρΘ + xµ)/MΘ(ρΘ + yσγ1µ)) < Dim(MΘ(ρΘ + w1µ))
from Proposition 1.4.1. So, we have a contradiction. This means that
MΘ(ρΘ + yσγ1µ) *MΘ(ρΘ + xµ).
If we n is odd,then w1σγ1 is the longest element for (W (Θ)
′, S(Θ)). The
proof of the proposition in this case is more or less similar to that for the
case that n is even. So, we omit proving the proposition in this case. ✷
6.2 B2 case
Next, we consider the case of n = 2. We fix µ ∈ a∗Θ such that ρΘ+µ is regular
dominant integral. In this case, eW (Θ) = {e, σγ2 , σγ′, σγ2σγ′}
∼= Z/2Z×Z/2Z.
Since σγ2 6Θ σγ′ and σγ2 

′
Θ σγ′ hold, Proposition 6.1.1 and Proposition 6.1.2
are insufficient to determine whether MΘ(ρΘ + σγ′µ) ⊆ MΘ(ρΘ + σγ2µ) or
not. However, as a corollary of Proposition 6.1.1 and Proposition 6.1.2, we
easily have the following result.
Corollary 6.2.1. Let x, y ∈ W (Θ)′ such that x 6= y and (x, y) 6= (σγ′ , σγ2).
Then, we have
(1) MΘ(ρΘ+xµ) ⊆MΘ(ρΘ+yµ) if and only if (x, y) appears in the following
list.
(σγ2 , e), (σγ′, e), (σγ2σγ′ , e), (σγ2σγ′ , σγ′), (σγ2σγ′ , σγ2), (σγ2σγ1 , σγ1),
(σγ′σγ1 , σγ1), (σγ2σγ′σγ1 , σγ1), (σγ2σγ′σγ1 , σγ′σγ1), (σγ2σγ′σγ1 , σγ2σγ1).
(2) If MΘ(ρΘ+xµ) ⊆MΘ(ρΘ+yµ), then it is a composition of elementary
homomorphisms.
6.3 Bn,1,n−2
We fix notation as follows. Let n > 3. Let g be a simple Lie algebra of the
type Bn. We can choose an orthonormal basis e1, ..., en of h
∗ such that
∆ = {±ei ± ej | 1 6 i < j 6 n} ∪ {±ei | 1 6 i 6 n}.
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We choose a positive system as follows.
∆+ = {ei ± ej | 1 6 i < j 6 n} ∪ {ei | 1 6 i 6 n}.
If we put αi = ei − ei+1 (1 6 i < n) and αn = en, then Π = {α1, ..., αn}.
We put Θ = Π− {α1, α2}.
©−©− •©− •©− · · · − •© ⇒ •©
Then, we have a∗Θ = {se1 + te2 | s, t ∈ C} and ρΘ =
∑m
i=3
2m−2i+1
2
ei. We put
γ1 = α2|aΘ = e2, γ2 = α1|aΘ = e1 − e2, and γ
′ = σγ1γ2 = e1 + e2. Then, these
notations are compatible with those in 6.2 and 6.3.
we put ν0 =
3
2
e1 +
1
2
e2 Then, ρΘ + ν0 is integral and 〈ν0, γ〉 > 0 for all
γ ∈ Σ+Θ. We put µ1 =
1
2
e1 +
1
2
e2, µ2 =
1
2
e1 −
1
2
e2, µ3 = −
1
2
e1 +
1
2
e2, and
µ4 = −
1
2
e1 −
1
2
e2.
First, we have the following results by a straightforward computation.
(Note: ρΘ + σγ2ν0 =
1
2
e1 +
3
2
e2 +
∑m
i=3
2m−2i+1
2
ei, ρΘ + σγ2σγ1ν0 = −
1
2
e1 +
3
2
e2 +
∑m
i=3
2m−2i+1
2
ei = ρΘ + σγ2ν0 − e1.)
Lemma 6.3.1.
{ρΘ + σγ2ν0 ± ei | 1 6 k 6 n} ∩ P
++
Θ ∩W (˙ρΘ + σγ2ν0) = {ρΘ + σγ2σγ1ν0}.
Let V be a natural representation of g. Namely, V is an irreducible
representation of V with a highest weight e1. The, the set of the weights of
V is {±ei | 1 6 k 6 n} ∪ {0}. We also easily have the following result.
Lemma 6.3.2. There exists a sequence of pΘ-submodules of V
{0} = V0 ( V1 ( V2 ( · · · ( V2n+1 = V
which satisfies the following conditions (a)-(e).
(a) Vi/Vi−1 is a one-dimensional pΘ-module such that nΘ acts on it trivially
for each 1 6 i 6 2n+ 1.
(b) We denote by λi the highest weight of Vi/Vi−1 as an lΘ-module. Then
λi = ei for 1 6 i 6 n, λn+1 = 0, and λi = −e2n+2−i for n + 2 6 i 6
2n+ 1.
Lemma 6.3.3. (1) MΘ(ρΘ + µ3) is irreducible.
(2) MΘ(ρΘ + µ4) is irreducible.
Proof. (1) can be proved by Janzten’s irreducibility condition ([18] Satz 3).
(2) follows from [37] Proposition 8.5. ✷
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Lemma 6.3.4.
MΘ(ρΘ + σγ′σγ1ν0) *MΘ(ρΘ + σγ2ν0).
Proof. We assume that MΘ(ρΘ + σγ′σγ1ν0) ⊆ MΘ(ρΘ + σγ2ν0) and deduce a
contradiction.
From Lemma 2.4.6 and the exactness of a translation functor, we have
MΘ(ρΘ + µ2) ⊆MΘ(ρΘ + µ1).
From Proposition 4.2.2, we have MΘ(ρΘ + µ3) ⊆ MΘ(ρΘ + µ2). So, we have
MΘ(ρΘ + µ3) ⊆ MΘ(ρΘ + µ1). From Proposition 4.2.2, we have MΘ(ρΘ +
µ4) ⊆MΘ(ρΘ+µ1). Hence MΘ(ρΘ+µ1) has at least two distinct irreducible
submodules. It contradicts Proposition 1.4.1 (3). ✷
Lemma 6.3.5.
MΘ(ρΘ + σγ′ν0) *MΘ(ρΘ + σγ2ν0).
Proof. Assuming MΘ(ρΘ + σγ′ν0) ⊆ MΘ(ρΘ + σγ2ν0), we deduce a contra-
diction. Put X = PρΘ+ν0(MΘ(ρΘ + σγ′ν0) ⊗ V ) and Y = PρΘ+ν0(MΘ(ρΘ +
σγ2ν0)⊗ V ). Hence, we have X ⊆ Y .
We remark that σγ2σγ1ν0 − σγ2ν0 = −e1. So, from Lemma 6.3.1 and
Lemma 6.3.2, we see that there is a submodule Y1 ( Y such that Y1 ∼=
MΘ(ρΘ + σγ2ν0) and Y/Y1
∼= MΘ(ρΘ + σγ2σγ1ν0). On the other hand,
σγ′σγ1ν0 − σγ′ν0 = e1. and it is the highest weight of the natural repre-
sentation V . So, there is an embedding
ι :MΘ(ρΘ + σγ′σγ1ν0) ⊆ X ⊆ Y.
Considering composition with the canonical projection
q : Y → Y/Y1 ∼= MΘ(ρΘ + σγ2σγ1ν0),
we obtain a homomorphism
q ◦ ι :MΘ(ρΘ + σγ′σγ1ν0)→MΘ(ρΘ + σγ2σγ1ν0).
We assume that q ◦ ι = 0. Then, we have MΘ(ρΘ + σγ′σγ1ν0) ⊆ Y1. How-
ever, Lemma 6.3.4 implies that it is a zero map. So, we have q ◦ ι 6= 0.
From Theorem 2.1.1 (2), we have MΘ(ρΘ + σγ′σγ1ν0) ⊆ MΘ(ρΘ + σγ2σγ1ν0).
From Proposition 2.4.6 and the exactness of the translation functors, we have
MΘ(ρΘ+ µ2) ⊆MΘ(ρΘ + µ3). However, in our proof of Lemma 6.3.4, we see
MΘ(ρΘ + µ3) ⊆MΘ(ρΘ + µ2). So, we obtained a contradiction. ✷
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Proposition 6.3.6. Let µ ∈ a∗Θ be such that ρΘ+µ is dominant integral and
regular.
MΘ(ρΘ + σγ′µ) *MΘ(ρΘ + σγ2µ).
Proof. We assume thatMΘ(ρΘ+σγ′µ) ⊆MΘ(ρΘ+σγ2µ). From the translation
principle, we have MΘ(ρΘ + σγ′ρ
Θ) ⊆ MΘ(ρΘ + σγ2ρ
Θ). Since ρΘ − ν0 is
dominant integral, we have MΘ(ρΘ + σγ′ν0) ⊆MΘ(ρΘ + σγ2ν0) from Lemma
2.4.7. It contradicts Lemma 6.3.5. ✷
Corollary 6.3.7. Let λ, µ ∈ a∗Θ be such that ρΘ+µ and ρΘ+λ is integral and
regular and MΘ(ρΘ + µ) ⊆ MΘ(ρΘ + λ). Then, MΘ(ρΘ + µ) ⊆ MΘ(ρΘ + λ)
is a composition of some elementary homomorphisms.
6.4 E7,27 and E8,18
We fix notation as follows.
First, we consider E7,27. Let g be a simple Lie algebra of the type E7.
We fix an orthonormal basis e1, ..., e8 in R8. We identify h∗ with {v ∈
R8 | 〈v, e1 − e2〉 = 0} so that
∆ = {±(e1 + e2)} ∪ {±ei ± ej | 3 6 i < j 6 8}
∪
{
±
1
2
(
e1 + e2 +
8∑
i=3
εiei
)∣∣∣∣∣ εi = ±1 is for 3 6 i 6 8 and ∏8i=3 εi = 1.
}
We choose a positive system as follows.
∆+ = {(e1 + e2)} ∪ {ei ± ej | 3 6 i < j 6 8}
∪
{
1
2
(
e1 + e2 +
8∑
i=3
εiei
)∣∣∣∣∣ εi = ±1 for 3 6 i 6 8 and ∏8i=3 εi = 1.
}
Put αi = ei+2 − ei+3 for 1 6 i 6 5, α6 = e7 + e8, and α7 =
1
2
(e1 + e2 −
e3 − e4 − e5 − e6 − e7 − e8). Then, Π = {α1, ..., α7} is the set of simple roots
in ∆+.
1 − 2 − 3 − 4 − 6 − 7
|
5
We consider the standard parabolic subalgebra of the type E7,27. Namely, we
put Θ = Π− {α2, α7}. Then, we have a
∗
Θ = {se1 + se2 + te3 + te4 | s, t ∈ C}
and ρΘ =
1
2
e3 −
1
2
e4 + 3e5 + 2e6 + e7. We put γ1 = α2|aΘ =
1
2
e3 +
1
2
e4,
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γ2 = α7|aΘ =
1
2
e1 +
1
2
e2 −
1
2
e3 −
1
2
e4, and γ
′ = σγ1γ2 =
1
2
e1 +
1
2
e2 +
1
2
e3 +
1
2
e4.
Then, these notations are compatible with those in 6.2 and 6.3. we put
ν0 =
3
2
e1+
3
2
e2−
1
2
e3−
1
2
e4 Then, ρΘ+ ν0 =
3
2
e1+
3
2
e2− e4+3e5+2e6+ e7 is
integral and ρ− (ρΘ+ν0) = 7e1+7e2+5e3+3e4+3e5+2e6+ e7 is dominant
integral. We put µ1 =
1
2
e1 +
1
2
e2 +
1
2
e3 +
1
2
e4, µ2 =
1
2
e1 +
1
2
e2 −
1
2
e3 −
1
2
e4,
µ3 = −
1
2
e1 −
1
2
e2 +
1
2
e3 +
1
2
e4, µ4 = −
1
2
e1 −
1
2
e2 −
1
2
e3 −
1
2
e4.
Next, we consider the case of E8,18. Let g be a simple Lie algebra of the
type E7. We fix an orthonormal basis e1, ..., e8 in h
∗ such that
∆ = {±ei ± ej | 1 6 i < j 6 8}
∪
{
±
1
2
(
8∑
i=1
εiei
)∣∣∣∣∣ εi = ±1for 1 6 i 6 8 and ∏8i=1 εi = −1.
}
We choose a positive system as follows.
∆+ = {ei ± ej | 1 6 i < j 6 8}
∪
{
1
2
(
e1 +
8∑
i=2
εiei
)∣∣∣∣∣ εi = ±1 is for 2 6 i 6 8 and ∏8i=2 εi = −1.
}
Put αi = ei+1 − ei+2 for 1 6 i 6 6, α7 = e7 + e8, and α8 =
1
2
(e1 − e2 −
e3 − e4 − e5 − e6 − e7 − e8). Then, Π = {α1, ..., α8} is the set of simple roots
in ∆+.
1 − 2 − 3 − 4 − 5 − 7 − 8
|
6
We consider the standard parabolic subalgebra of the type E8,18. Namely,
we put Θ = Π − {α1, α8}. Then, we have a
∗
Θ = {se1 + te2 | s, t ∈ C} and
ρΘ = 5e3 + 4e4 + 3e5 + 2e6 + e7. We put γ1 = α8|aΘ = e1 − e2, γ2 =
α1|aΘ = e2, and γ
′ = σγ1γ2 = e1. Then, these notations are compatible with
those in 6.2 and 6.3. we put ν0 = 2e1 + e2. It is dominant with respect to
Σ+Θ. Then, ρΘ + ν0 = 2e1 + e2 + 5e3 + 4e4 + 3e5 + 2e6 + e7 is integral and
ρ− (ρΘ + ν0) = 21e1 + 5e2 is dominant integral. We put µ1 = e1, µ2 = −e2,
µ3 = e2, µ4 = −e1.
Hereafter, we assume that g is of either the type E7 or E8. We treat these
case at the same time.
First, we have the following results by a straightforward computation.
Lemma 6.4.1.
{ρΘ + σγ2ν0 + β | β ∈ ∆ ∪ {0}} ∩ P
++
Θ ∩W (˙ρΘ + σγ2ν0)
= {ρΘ + σγ2ν0, ρΘ + σγ2σγ1ν0}.
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We also have the following result.
Lemma 6.4.2. We regard g as an adjoint representation.
(1) There exists a sequence of pΘ-submodules of g
{0} = V0 ( V1 ( V2 ( · · · ( Vk = g
and a sequence of roots β1, ..., βk ∈ ∆ which satisfies the following con-
ditions (a)-(e).
(a) Vi/Vi−1 is an irreducible pΘ-module such that nΘ acts on it trivially
for each 1 6 i 6 k.
(b) As a lΘ-module, Vi/Vi−1 has a highest weight βi for each 1 6 i 6 k.
(c) β1 is the highest root e1 + e2.
(d) βk is the lowest root −e1 − e2.
(e) There exist some 1 < h1 < h2 < k such that βh1 = βh2 = 0 and
βi 6= 0 for all i 6= h1.h2.
(2) V1, Vh1/Vh1−1, Vh2/Vh2−1, Vk/Vk−1 are all one-dimensional.
Proof. The existence of V1, ..., Vk satisfying (a)-(d) is proved by a standard
argument. ForH ∈ h, [lΘ∩n, H ] = 0 if and only ifH ∈ aΘ. Since dim aΘ = 2,
V1, ..., Vk satisfies (e) also. From ±(e1 + e2), 0 ∈ a
∗
Θ, we easily have (2). ✷
Lemma 6.4.3. (1) MΘ(ρΘ + µ3) is irreducible.
(2) MΘ(ρΘ + µ4) is irreducible.
Proof. (1) can be proved by Janzten’s irreducibility condition ([18] Satz 3).
(2) follows from [37] Proposition 8.5. ✷
Lemma 6.4.4.
MΘ(ρΘ + σγ′σγ1ν0) *MΘ(ρΘ + σγ2ν0).
Proof. We assume that MΘ(ρΘ + σγ′σγ1ν0) ⊆ MΘ(ρΘ + σγ2ν0) and deduce a
contradiction.
From Lemma 2.4.6 and the exactness of a translation functor, we have
MΘ(ρΘ + µ2) ⊆MΘ(ρΘ + µ1).
From Proposition 4.2.2, we have MΘ(ρΘ + µ3) ⊆ MΘ(ρΘ + µ2). So, we have
MΘ(ρΘ + µ3) ⊆ MΘ(ρΘ + µ1). From Proposition 4.2.2, we have MΘ(ρΘ +
µ4) ⊆MΘ(ρΘ+µ1). Hence MΘ(ρΘ+µ1) has at least two distinct irreducible
submodules. It contradicts Proposition 1.4.1 (3). ✷
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Lemma 6.4.5.
MΘ(ρΘ + σγ′ν0) *MΘ(ρΘ + σγ2ν0).
Proof. Assuming MΘ(ρΘ + σγ′ν0) ⊆ MΘ(ρΘ + σγ2ν0), we deduce a contra-
diction. Put X = PρΘ+ν0(MΘ(ρΘ + σγ′ν0) ⊗ g) and Y = PρΘ+ν0(MΘ(ρΘ +
σγ2ν0)⊗ g). Hence, we have X ⊆ Y .
We remark that σγ2σγ1ν0 − σγ2ν0 = −e1 − e2. So, from Lemma 6.4.1 and
Lemma 6.4.2, we see that there is a sequence of submodules Y1 ( Y2 ( Y
such that Y1 ∼= Y2/Y1 ∼= MΘ(ρΘ + σγ2ν0) and Y/Y2
∼= MΘ(ρΘ + σγ2σγ1ν0).
On the other hand, σγ′σγ1ν0 − σγ′ν0 = e1 + e2. and it is the highest weight
of the adjoint representation g. So, there is an embedding
ι :MΘ(ρΘ + σγ′σγ1ν0) ⊆ X ⊆ Y.
Considering composition with the canonical projection
q : Y → Y/Y2 ∼= MΘ(ρΘ + σγ2σγ1ν0),
we obtain a homomorphism
q ◦ ι :MΘ(ρΘ + σγ′σγ1ν0)→MΘ(ρΘ + σγ2σγ1ν0).
We assume that q ◦ ι = 0. Then, we have MΘ(ρΘ + σγ′σγ1ν0) ⊆ Y2. Again
we consider the composition MΘ(ρΘ + σγ′σγ1ν0) ⊆ Y2 → Y2/Y1
∼= MΘ(ρΘ +
σγ2ν0). However, Lemma 6.4.4 implies that it is a zero map. So, we have
MΘ(ρΘ + σγ′σγ1ν0) ⊆ Y1
∼= MΘ(ρΘ + σγ2ν0). It contradicts Lemma 6.3.4, So,
we have q ◦ ι 6= 0. From Theorem 2.1.1 (2), we have MΘ(ρΘ + σγ′σγ1ν0) ⊆
MΘ(ρΘ+σγ2σγ1ν0). From Proposition 2.4.6 and the exactness of the transla-
tion functors, we have MΘ(ρΘ + µ2) ⊆ MΘ(ρΘ + µ3). However, in our proof
of Lemma 6.4.4, we see MΘ(ρΘ + µ3) ⊆ MΘ(ρΘ + µ2). So, we obtained a
contradiction. ✷
Proposition 6.4.6. Let µ ∈ a∗Θ be such that ρΘ+µ is dominant integral and
regular.
MΘ(ρΘ + σγ′µ) *MΘ(ρΘ + σγ2µ).
Proof. We assume thatMΘ(ρΘ+σγ′µ) ⊆MΘ(ρΘ+σγ2µ). From the translation
principle, we have MΘ(ρΘ + σγ′ρ
Θ) ⊆ MΘ(ρΘ + σγ2ρ
Θ). Since ρΘ − ν0 is
dominant integral, we have MΘ(ρΘ + σγ′ν0) ⊆MΘ(ρΘ + σγ2ν0) from Lemma
2.4.7. It contradicts Lemma 6.4.5. ✷
Corollary 6.4.7. Let λ, µ ∈ a∗Θ be such that ρΘ+µ and ρΘ+λ is integral and
regular and MΘ(ρΘ + µ) ⊆ MΘ(ρΘ + λ). Then, MΘ(ρΘ + µ) ⊆ MΘ(ρΘ + λ)
is a composition of some elementary homomorphisms.
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6.5 F4,14
We consider the root system ∆ for a simple Lie algebra g of the type F4.
(For example, see [21] p691.) We can choose an orthonormal basis e1, ..., e4
of h∗ such that
∆ = {±ei ± ej | 1 6 i < j 6 4} ∪ {±ei | 1 6 i 6 4} ∪
{
1
2
(±e1 ± e2 ± e3 ± e4)
}
.
We choose a positive system as follows.
∆+ = {ei ± ej | 1 6 i < j 6 4} ∪ {ei | 1 6 i 6 4} ∪
{
1
2
(e1 ± e2 ± e3 ± e4)
}
.
Put α1 =
1
2
(e1− e2− e3− e4), α2 = e4, α3 = e3− e4, and α4 = e2− e3. Then,
Π = {α1, ..., α4}.
1 − 2 ⇐ 3 − 4
We consider the standard parabolic subalgebra of the type F4,14. Namely,
we put Θ = Π − {α1, α4}. Then, we have a
∗
Θ = {se1 + te2 | s, t ∈ C} and
ρΘ =
3
2
e3 −
1
2
e4. We put γ1 = α1|aΘ =
1
2
e1 −
1
2
e2, γ2 = α4|aΘ = e2. In this
setting, urΣΘ is of the type B2. On
eΣΘ = ∅ and
eW (Θ) = {e}. We put
µ1 =
1
2
e1 +
1
2
e2, µ2 =
1
2
e1 −
1
2
e2, µ3 = −
1
2
e1 +
1
2
e2, µ4 = −
1
2
e1 −
1
2
e2. From
Janzten’s irreducibility criterion, we can show the following result.
Lemma 6.5.1. MΘ(ρΘ + µi) is irreducible for each 1 6 i 6 4.
Finally, we prove the following result.
Proposition 6.5.2. Let λ, ν ∈ a∗Θ be such that ρΘ+λ and ρΘ+ν are regular
integral and λ 6= ν. Then MΘ(ρΘ + ν) * MΘ(ρΘ + λ).
Proof. We assume that MΘ(ρΘ + ν) ⊆MΘ(ρΘ+ λ). From Proposition 2.3.2,
there exists some x ∈ W (Θ) such that ν = xλ. We easy to see there is
unique 1 6 i 6 4 (resp. 1 6 i 6 4) such that λ and µi (resp. xλ and µj)
satisfy the condition (T) in 2.4. From proposition 2.4.7, we have MΘ(ρΘ +
µj) ⊆ MΘ(ρΘ + µi). From Lemma 6.5.1, we have i = j. Then, we may
apply Proposition 4.1.4 and MΘ(ρΘ + ν) ⊆ MΘ(ρΘ + λ)is an elementary
homomorphism. However, it contradicts eΣΘ = ∅. ✷
§ 7. Type A case
7.1 Some notations
In this section, we assume that g = gl(n,C). Let h be the Cartan subalgebra
of g consisting of the diagonal matrices and let b be the Borel subalgebra of
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g consisting of the upper triangular matrices. We choose ∆+ corresponding
to b. Then we can choose an orthonormal basis e1, ..., en of h
∗ such that
∆+ = {ei − ej | 1 6 i < j 6 n, i 6= j}.
If we put αi = ei − ei+1 (1 6 i < n) , then Π = {α1, ..., αn−1}. We
identify the Weyl groupW with the n-th symmetric group Sn via σei = eσ(i)
(1 6 i 6 n).
7.2 Almost normal parabolic subalgebras
We fix Θ ( Π. Put Θ0 = {β ∈ Θ | wβ = β (w ∈ W (Θ))} and put
Θ1 = Θ − Θ0. We put ΦΘ0 = ∆ ∩ a
∗
Θ0
and Φ+Θ0 = ∆
+ ∩ a∗Θ0. Then, ΦΘ0 is
a sub root system of ∆ and Φ+Θ0 is a positive system of ΦΘ0 . We denote by
Π[Θ0] the basis of Φ
+
Θ0
. We easy to see that Θ1 ⊆ Π[Θ0]. We call Θ almost
normal (resp. almost seminormal) if Θ1 is normal (resp. seminormal) as a
subset of Π[Θ0].
Let 1 6 s1 < s2 < · · · < sk−1 < n be such that Π −Θ = {αs1, ..., αsk−1}.
We put s0 = 0 and sk = n. We also put ni = si − si−1 for 1 6 i 6 k. Then,
we easily see
lΘ ∼= gl(n1,C)⊕ · · · ⊕ gl(nk,C). (∗)
For a positive integer q, we put mq = card{i | 1 6 i 6 k, ni = q}. We
enumerate {q | mq 6= 0} = {q1, ..., qu} so that q = 1 < · · · < qu. Since an
element of W (Θ) induces a permutation of the direct summand of (∗), we
have W (Θ) ∼= Smq1 × · · ·×Smqu . From Proposition 3.3.2 (1), we easily see :
Proposition 7.2.1. Θ is almost normal if and only if there is some positive
integer p such that mq 6 1 for all q 6= p. In this case, we have W (Θ) ∼= Smp.
Let 1 6 s′1 < s
′
2 < · · · < s
′
m−1 < n be such that Π−Θ0 = {αs′1, ..., αs′m−1}.
We define β1, ...., βm−1 ∈ ∆+ as follows.
βi =
{
αs′i if s
′
i + 1 = s
′
i+1 or s
′
i = n− 1∑s′i+1
j=s′i
αj otherwise
Then, we have Π[Θ0] = {β1, ..., βm−1}. ΦΘ0 is clearly a root system of the type
Am−1. We put S[Θ0] = {sβ1, ..., sβm−1} and denote by W [Θ0] the subgroup of
W generated by S[Θ0]. W [Θ0] is the Weyl group for the root system ΦΘ0 . We
denote by 6[Θ0] the Bruhat ordering for the Coxeter system (W [Θ0], S[Θ0]).
Since g = gl(n,C), we easily see W (Θ) ⊆ W [Θ0]. From Theorem 3.4.5, we
have:
Lemma 7.2.2. We assume that Θ is almost seminormal. Then, for x, y ∈
W (Θ), x 6[Θ0] y if and only if x 6Θ y.
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7.3 Comparison of Bruhat orderings
First, we recall a famous description of the Bruhat ordering of a type A Weyl
group. For a positive integer n, We put [n] = {1, ..., n}. Let S be a nonempty
subset of [n] and let RS be the set of the functions of S to R. We denote by
S(S) the group consisting of the bijection of S to S. Then, S(S) acts on RS
as follows.
τf(s) = f(τ−1(s)) (f ∈ RS, τ ∈ S(S)).
We enumerate the elements of S as follows.
S = {ℓ1, ...ℓh} ℓ1 < · · · < ℓh.
We put Sr = {ℓ1, ..., ℓr} for 1 6 r 6 h. S(S) is regarded as a Coxeter group
with the set of generators consisting of the transposition of ℓi and ℓi+1 for
1 6 i < r. We denote by 6S the Bruhat ordering of S(S).
For f ∈ RS, we choose τ ∈ S(S) such that τf satisfies τf(s) > τf(t) for
all s, t ∈ S such that s 6 t. Since τf depends only on f , we write f ∗ for τf .
Let f1, f2 ∈ RS. We write f1  f2 if f ∗1 (s) 6 f
∗
2 (s) for all s ∈ S. We write
f1 E f2 if f1|Sr  f2|Sr for all 1 6 r 6 h.
The following lemma is easy.
Lemma 7.3.1. Let S be a nonempty subset of [n] and let f1, f2 ∈ R[n] be
such that f1|[n]−S = f2|[n]−S. Then, f1 E f2 if and only if f1|S E f2|S.
The following characterization of the Bruhat ordering is well-known (for
example, see [13]).
Proposition 7.3.2. We fix a strictly decreasing function f0 ∈ RS. For
x, y ∈ S(S), we have x 6S y if and only if yf0 E xf0
We prove the following result.
Proposition 7.3.3. Let w ∈ W be such that w−1β ∈ ∆+ for all β ∈ Φ+Θ0.
For any x, y ∈ W [Θ0], xw 6 yw if and only if x 6[Θ0] y.
Proof. We put Sc = {i ∈ [n] | αi ∈ Θ0 or αi−1 ∈ Θ0} and S = [n] − Sc.
If we identify ei with i for 1 6 i 6 n, we have an identification of W
with Sn. Then, W [Θ0] is identified with S(S). We fix a strictly monotone
decreasing function f0 ∈ R[n] and x, y ∈ W [T0]. Hence xw 6 yw if and only if
ywf0 E xwf0. Since x, y ∈ S(S), ywf0|Sc = xwf0|Sc. So, we have that,from
7.3.1, xw 6 yw if and only if ywf0|S E xwf0|S. Since wf0|S is also strictly
monotone decreasing, using Proposition 7.3.2, we have the proposition. ✷
From Lemma 7.2.2 and Proposition 7.3.3, we immediately have:
35
Corollary 7.3.4. Let Θ ( Π be almost seminormal and let w ∈ W be such
that w−1β ∈ ∆+ for all β ∈ Φ+Θ0. Then, for x, y ∈ W (Θ), xw 6 yw if and
only if x 6Θ y.
Remark The corresponding statement to Proposition 7.3.4 is not neces-
sarily correct for a general reductive Lie algebra g. A counterexample is as
follows.
•©−©−©
|
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For the type A Weyl group, each involution is a Duflo involution. So,
Θ-useful root is always Θ-excellent. So, we obtain he following result from
Corollary 7.3.4 in a similar way to the proof of Theorem 5.1.3.
Theorem 7.3.5. Let Θ ( Π be almost normal.
(1) Let µ ∈ a∗Θ be such that ρΘ + µ is regular integral and 〈µ, γ〉 > 0
for all ruΣ+Θ. Then, for x, y ∈ W (Θ) we have x 6Θ y if and only if
MΘ(ρΘ + yµ) ⊆MΘ(ρΘ + xµ).
(2) Any nonzero homomorphism between scaler generalized Verma modules
for Θ with a regular integral infinitesimal character is a composition of
elementary homomorphisms.
We consider some special cases.
Corollary 7.3.6. Let p+q = n and let Θ ⊆ be such that pΘ is a complexified
minimal parabolic subalgebra of a real form u(p, q) of gl(n.C). Then, nonzero
homomorphism between scaler generalized Verma modules for Θ with a regu-
lar integral infinitesimal character is a composition of elementary homomor-
phisms.
Let n be a positive integer such that 2 6 n 6 5. Then, we easily see that
any parabolic subalgebra of gl(n,C) is almost normal.
Corollary 7.3.7. Let 2 6 n 6 5 and let g = gl(n.C). Then, nonzero homo-
morphism between scaler generalized Verma modules with a regular integral
infinitesimal character is a composition of elementary homomorphisms.
7.4 An example in gl(6,C)
Let g = gl(6,C).
Then we can choose an orthonormal basis e1, ..., e6 of h
∗ as in 7.1. So,
Π = {α1, ..., α5}, where αi = e1 − ei+1. We write (abcdfg) for ae1 + be2 +
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ce3+de4+fe5+ ge6. We put ρ¯ = (654321) = 6e1+5e2+4e3+3e4+2e5+ e6.
Put Θ = {α1, α5}.
•©−©−©−©− •©
Then lΘ ∼= gl(2,C)⊕ gl(1,C)⊕ gl(1,C)⊕ gl(2,C) and Θ is not almost semi-
normal. For this Θ, two Bruhat orderings 6 and 6Θ are not compatible.
A counterexample is given as follows. Let x ∈ W and y ∈ W be such that
xρ¯ = (653421) and yρ¯ = (214365). Then x, y ∈ W (Θ), x 6 y, and x 
Θ y.
The following result means that this example does not produce a counterex-
ample to Conjecture 4.1.2.
Proposition 7.4.1. MΘ(yρ¯) * MΘ(xρ¯).
Proof. We assume thatMΘ(yρ¯) ⊆MΘ(xρ¯). Namely,MΘ((214365)) ⊆MΘ((653421)).
Let V be a natural representation of g and V ∗ its contragradient. Then the
set of weights of ∧2V ∗ is {−ei − ej | 1 6 i < j 6 6}. We consider a
translation functor T
(543421)
(653421) (M) = P(543421)(M ⊗ ∧
2V ∗). We easily see that
W · (543421) ∩ {(653421) − ei − ej | 1 6 i < j 6 6} = {(543421)} and
W · (214354)∩ {(214365)− ei− ej | 1 6 i < j 6 6} = {(214354)}. Hence, we
have T
(543421)
(653421) (MΘ(653421)) = MΘ((543421)) and T
(543421)
(653421) (MΘ(214365)) =
MΘ((214354)). The exactness of the translation functors implies :
MΘ((214354)) ⊆MΘ((543421)).
Applying T
(434321)
(543421) , we have
MΘ((214343)) ⊆MΘ((433421))
in a similar way. Next we apply T
(434332)
(434321) and T
(434343)
(434332) successively, we finally
have:
MΘ((434343)) ⊆MΘ((433443))
. However, it is impossible since (433443)− (434343) = e3 + e4 is not a sum
of negative roots. ✷
§ 8. Class one setting
8.1 Background
Let g be a complex simple Lie algebra. Let g0 be a real form of g. We
choose h as a complexification of a maximally split Cartan subalgebra of g0.
We choose b and Θ ⊆ Π such that pΘ is the complexification of a minimal
parabolic subalgebra of g0. If aΘ is Iwasawa’s a (namely real split torus with
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respect to g0), we can easily see that Θ is normal from the classification. In
this case, W (Θ) coincides with the little Weyl group of the restricted root
system. However, if g0 is not quasi-split and aΘ is not a real split torus, then
Θ is not normal. If g0 = su(p, q), we have Corollary 7.3.6. So, we consider
the remaining two cases so∗(4n+ 2) and e6(−14).
8.2 General setting
At first, we consider rather general situation. Let g be a complex simple Lie
algebra and let τ be an outer automorphism preserving h and b. Such an
automorphism comes from a symmetry of the Dynkin diagram corresponding
to Π. We assume the order of τ is two. We also denote by τ the induced
automorphism of ∆, W , and h∗. We put τh = {X ∈ h | τ(X) = X}, τW =
{w ∈ W | τ(w) = w}, τ∆ = {α|τh | α ∈ ∆}, and
τ∆+ = {α|τh | α ∈ ∆
+}.
For α ∈ ∆, we denote by ξα the longest element of a parabolic subgroup
W{α,τ(α)}. Namely, we have
ξα =


sα if α = τ(α),
sαsτ(α) if 〈α, τ(α)〉 = 0,
sαsτ(α)sα if 〈α, τ(α)
∨〉 = −1.
Put τS = {xiα | α ∈ Π} and
τΠ = {α|τh | α ∈ Π}. The following result is
known.
Proposition 8.2.1. ([34], [32])
(1) For α ∈ ∆, ξα|τh is the reflection with respect to α|τh.
(2) (τW, τS) is a Coxeter system.
(3) τW can be regarded as a reflection group for a root system τ∆.
We denote by 6τ the Bruhat ordering for (
τW, τS). As before, we denote
by 6 for the Bruhat ordering for W . We quote:
Theorem 8.2.2. ([32]) Let x, y ∈ τW . Then x 6 y if and only if x 6τ y.
We fix Θ ⊆ π such that τ(Θ) = Θ. We denote by τΘ = {α|τh | α ∈ Θ}.
We put τaΘ = aΘ ∩
τh and τW (τΘ) = {w ∈ τW | wτΘ = τΘ}. We put
τΣ+Θ = {β|τaΘ | β ∈
τ∆+} − {0}.
Applying Theorem 3.4.5 and Theorem 8.2.2, we obtain the following result
in a similar way to Theorem 5.1.3.
Corollary 8.2.3. We assume that the following conditions (a)-(c).
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(a) τΘ is a normal subset of τΠ.
(b) As a subgroup of W , W (Θ) coincides with τW (τΘ).
(c) W (Θ) = eW (Θ). (In particular, W (Θ) =W (Θ)′ holds.)
We fix some µ ∈ τa∗Θ such that ρΘ + µ is regular integral and 〈ν, γ〉 > 0 for
all γ ∈ τΣ+Θ. Then, for all x, y ∈ W (Θ), x 6Θ y if and only if x 6Θ y.
8.3 so∗(4m+ 2)
Let g be a complex simple Lie algebra of the type D2m+1 (n > 2). Then we
can choose an orthonormal basis e1, ..., e2m+1 of h
∗ such that
∆ = {±ei ± ej | 1 6 i < j 6 2m+ 1}.
We choose a positive system as follows.
∆+ = {ei ± ej | 1 6 i < j 6 2m+ 1}.
If we put αi = ei − ei+1 (1 6 i 6 2m) and α2m+1 = e2m + e2m+1, then
Π = {α1, ..., α2m+1}.
Let Θ ⊆ Π be such that pΘ is a complexified minimal parabolic subalgebra
of so∗(4m+ 2). Namely, Θ = {α2i−1 | 1 6 i 6 m}.
•©−©− •©− · · · − •©− ©− •©−©
|
©
We choose τ so that it induces an automorphism of ∆ described as follows.
τ(ei) =
{
ei (1 6 i 6 2m)
−ei (i = 2m+ 1).
We identify τh∗ with {
∑2m
i=1 aiei | a1, ..., a2m ∈ C} ⊆ h
∗. Hence, we have
τΘ ⊆ τΠ is of the type B2m,2,0 (cf. 3.3). In particular, the condition (a) in
Corollary 8.2.3 holds in this case. We easily see that τa∗Θ = {
∑m
i=1 ai(e2i−1+
e2i) | ai ∈ C (1 6 i 6 m)}. We also see that τW (τΘ) is a Weyl group of the
type Bm generated by {se2i−1−e2i+1se2i−e2i+2 | 1 6 i 6 m− 1} ∪ {se2m−1+e2m}.
On the other hand, we see that ru∆+Θ =
e∆+Θ = {e2i − e2i+1 | 1 6 i 6
m− 1} ∪ {e2i−1 + e2i | 1 6 i 6 m}. We also see :
σe2i−e2i+1 = se2i−1−e2i+1se2i−e2i+2 (1 6 i 6 m− 1),
σe2i−1+e2i = se2i−1+e2i (1 6 i 6 m).
So, we have (b) and (c) in Corollary 8.2.3. Hence, we can apply Corollary
8.2.3 in this case. Moreover, W (Θ) can be identified with the little Weyl
group for the restricted root system of the real form g0 = so
∗(4m+ 2).
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8.4 e6,(−14)
We consider the root system ∆ for a simple Lie algebra g of the type E6.
Put κ = 1
2
√
3
. We can choose an orthonormal basis e1, ..., e6 of h
∗ such that
∆ = {ei − ej | 1 6 i, j 6 6, i 6= j}
∪
{
±
6∑
i=1
(
κ+ εi
1
2
)
ei
∣∣∣∣∣ εi = ±1 for 1 6 i 6 6, card{i | ε = 1, 1 6 i 6 6} = 3
}
∪
{
±2κ
6∑
i=1
ei
}
.
We choose a positive system as follows.
∆+ = {ei − ej | 1 6 i < j 6 6}
∪
{
6∑
i=1
(
κ+ εi
1
2
)
ei
∣∣∣∣∣ εi = ±1 for 1 6 i 6 6, card{i | ε = 1, 1 6 i 6 6} = 3
}
∪
{
2κ
6∑
i=1
ei
}
.
Put αi = ei− ei+1 (1 6 i 6 5) and α6 =
∑3
i=1
(
κ− 1
2
)
ei+
∑6
i=4
(
κ+ 1
2
)
ei.
Then, Π = {α1, ..., α6}. We put β = 2κ
∑6
i=1 ei.
1 − 2 − 3 − 4 − 5
|
6
Let Θ ⊆ Π be such that pΘ is a complexified minimal parabolic subalgebra
of e6,(−14). Namely, Θ = {α2, α3, α4}.
©− •©− •©− •©−©
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We choose τ so that it induces an automorphism of ∆ described as follows.
τ
(
6∑
i=1
aiei
)
=
6∑
i=1
(
1
3
(
6∑
j=1
aj
)
− a7−i
)
ei.
Then, we have τ(αi) = α6−i for 1 6 i 6 5 and τ(α6) = α6. We identify τh∗
with {
∑3
i=1((a4 + ai)ei + (a4 − ai)e7−i) | a1, ..., a4 ∈ C} ⊆ h
∗. In fact, τh is
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the complexification of ” Iwasawa’s a” (i.e. the real split part of the center
of a Levi part of a minimal parabolic sualgebra) for a real form e6(2) of g.
Hence, τ∆ is restricted root system for e6(2) and it is of the type F4. We see
that τΘ ⊆ τΠ is of the type F4,14 (cf. 3.3). In particular, the condition (a) in
Corollary 8.2.3 holds in this case.
We easily see that τa∗Θ = {a(e1 − e6) + bβ) | a, b ∈ C}. We also see that
τW (τΘ) is a Weyl group of the type B2. On the other hand, we see that
ru∆+Θ =
e∆+Θ = {e1 − e6, β, α6, se=1−e6α6} and
ruΣΘ is a root system of the
type B2. Hence W (Θ)
′ = eW (Θ) is the Weyl group of the type B2. So,
we have (c) in Corollary 8.2.3. From [15], we see W (Θ) = W (Θ)′. We11
immediately see τ(γ) = γ for γ ∈ ru∆+Θ. So, we easily have σγ ∈
τW . Hence
W (Θ) ⊆ τW . Since τΘ = Θ, we have W (Θ) ⊆ τW (τΘ). The both W (Θ)
and τW (τΘ) are of order eight. Hence W (Θ) coincides with τW (τΘ). So,
we have (b) in Corollary 8.2.3. Hence, we can apply Corollary 8.2.3 in this
case. Moreover, W (Θ) can be identified with the little Weyl group for the
restricted root system of the real form g0 = e6,(−14).
§ 9. Other examples
9.1 A typical example of W (Θ)′ ( W (Θ)
Let g be a complex simple Lie algebra of the type D2m (n > 2). Then we
can choose an orthonormal basis e1, ..., e2m of h
∗ such that
∆ = {±ei ± ej | 1 6 i < j 6 2m}.
We choose a positive system as follows.
∆+ = {ei ± ej | 1 6 i < j 6 2m}.
If we put αi = ei − ei+1 (1 6 i < 2m) and α2m = e2m−1 + e2m, then
Π = {α1, ..., α2m}.
In 9.1, we put Θ = {α1, ..., α2m−2}.
•©− •©− · · ·− •©− •©−©
|
©
Then, we have a∗Θ = {s(e1 + · · · + e2m−1) + te2m | s, t ∈ C} and ρΘ =∑2m−1
i=1 (m− i)ei.
In this case, ru∆+Θ = ∅, W (Θ)
′ = {e}, and W (Θ) = {e, wΘw0} (cf. [15]).
We have wΘw0(ρΘ + µ) = ρΘ − µ for all µ ∈ a
∗
Θ. We put µ1 =
1
2
(e1 + · · ·+
e2m−1) + 12e2m and µ2 = −
1
2
(e1 + · · ·+ e2m−1) + 12e2m.
From Jantzen’s irreducibility criterion, we have the following lemma.
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Lemma 9.1.1. MΘ(ρΘ + εµi) is irreducible for each 1 6 i 6 2 and each
ε ∈ {1,−1}.
Finally, we have the following result.
Proposition 9.1.2. Let ν ∈ a∗Θ be such that ρΘ+ν is regular integral. Then
we have MΘ(ρΘ − ν) *MΘ(ρΘ + ν).
Proof. We assume thatMΘ(ρΘ−ν) ⊆MΘ(ρΘ+ν). We easy to see that there
exists some i ∈ {1, 2} and ε ∈ {1,−1} such that 〈εµi, γ〉 > 0 for each γ ∈
Σ+Θ(ν). Applying Proposition 2.4.7, we have MΘ(ρΘ − εµi) ⊆MΘ(ρΘ + εµi).
However, it contradicts Lemma 9.1.1. ✷
9.2 Subregular cases for Bn
Let g be a simple Lie algebra of type Bn. We choose an orthonormal basis
e1, ..., en of h
∗ as in 6.3. We also use the notation of the root system in 6.3.
We fix 1 6 i 6 n− 1 and put Θ = {αk}.
k−1︷ ︸︸ ︷
©− · · · −©− •©−©− · · · −© ⇒ ©
If 2 6 i 6 n − 2, then we put γ = ek−1 − ek+2. If k = n − 1, we put
γ = en−2.
Then, we have e∆Θ = {±ei±ej | 1 6 i < j 6 n, i 6= k, i 6= k+1, j 6= k, j 6=
k+1}∪{±ei | 1 6 i 6 n, i 6= k, i 6= k+1} and
ru∆Θ =
e∆Θ∪{±(ei+ ei+1)}.
eW (Θ) is a Weyl group of the type Bn−2. We put
eS =
{
{sαi | 1 6 i 6 k − 2} ∪ {sαi | k + 2 6 i 6 n} ∪ {sγ} if k 6= 1
{sαi | 3 6 i 6 n} if k = 1
and denote by 6e the Bruhat ordering for the Coxeter system (
eW (Θ), eS).
We can prove the following result in a similar way as Theorem 7.3.5.
Proposition 9.2.1. Let µ ∈ a∗Θ be such that ρΘ + µ is regular integral and
〈µ, β〉 > 0 for all β ∈ eΣ+Θ. Then, for x, y ∈
eW (Θ), MΘ(ρΘ + xµ) ⊆
MΘ(ρΘ + yµ) if and only if y 6e x.
We remark that W (Θ) is the direct product of eW (Θ) and {e, sek+ek+1}.
We have the following result.
Proposition 9.2.2. Let µ ∈ a∗Θ be such that ρΘ + µ is regular integral and
〈µ, β〉 > 0 for all β ∈ ruΣ+Θ. Then for x, y ∈
eW (Θ), we have MΘ(ρΘ+xµ) *
MΘ(ρΘ + ysek+ek+1µ) and MΘ(ρΘ + ysek+ek+1µ) *MΘ(ρΘ + xµ).
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Sketch of a proof We denote by w1 the longest element of
eW (Θ). Let
V1 (resp. V2) be the unique irreducible submodule of MΘ(ρΘ + w1sek+ek+1µ)
(resp. MΘ(ρΘ + w1µ)). From Proposition 1.4.1, V1 (resp. V2) is a unique
irreducible constituent of MΘ(ρΘ+w1sek+ek+1µ) (resp. MΘ(ρΘ+w1µ)) of the
maximal Gelfand-Kirillov dimension. Applying translation functors succes-
sively, we obtain MΘ(−ek+1) from MΘ(ρΘ + w1sek+ek+1µ). If we apply the
same translation functors, we also obtainMΘ(ek) fromMΘ(ρΘ+w1µ). We can
show thatMΘ(−ek+1) andMΘ(ek) are irreducible from Jantzen’s irreducibil-
ity criterion. So, applying the same translation functors as above, we obtain
MΘ(−ek+1) (resp. MΘ(ek)) from V1 (resp. V2). This means that V1 6∼= V2.
From 9.2.1, we have V1 ⊆ MΘ(ρΘ + ysek+ek+1µ) and V2 ⊆ MΘ(ρΘ + xµ) for
any x, y ∈ eW (Θ). So, from V1 6∼= V2 and Proposition 1.4.1 (3), we have the
proposition. ✷
Corollary 9.2.3. Let µ, ν ∈ a∗Θ be such that ρΘ + µ and ρΘ + ν are reg-
ular integral. We assume that MΘ(ρΘ + µ) * MΘ(ρΘ + ν). Then, it is a
composition of elementary homomorphisms.
Together with Corollary 6.3.7, we have:
Corollary 9.2.4. We assume that g is a complex simple Lie algebra of the
type B3. Then, any homomorphism between scalar generalized Verma mod-
ules with a regular integral infinitesimal characteris a composition of elemen-
tary homomorphisms.
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