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Abstract
The rise of mixed reality systems such as Microsoft HoloLens has prompted an in-
crease in interest in the fields of 2D and 3D holography. Already applied in fields
including telecommunications, imaging, projection, lithography, beam shaping and
optical tweezing, Computer Generated Holography (CGH) offers an exciting ap-
proach to a wide range of light shaping problems.
The numerical processing required to generate a hologram is high and requires
significant domain expertise. This has historically slowed the adoption of holographic
techniques in emerging fields.
In this paper we present HoloGen, an open-source Cuda C and C++ framework
for computer generated holography. HoloGen unites, for the first time, a wide array
of existing hologram generation algorithms with state of the art performance while
attempting to remain intuitive and easy to use. This is enabled by a C# and Windows
Presentation Framework (WPF) graphical user interface (GUI). A novel reflection
based parameter hierarchy is used to ensure ease of modification. Extensive use
of C++ templates based on the Standard Template Library (STL), compile time
flexibility is preserved while maintaining runtime performance.
The current release of HoloGen unites implementations of well known gener-
ation algorithms including Gerchberg-Saxton (GS), Liu-Taghizadeh (LT), Direct
Search (DS), Simulated Annealing (SA) and One-Step Phase-Retrieval (OSPR) with
less known specialist variants including Weighted GS and Adaptive OSPR.
Benchmarking results are presented for several key algorithms. The software is
freely available under an MIT license.
∗Corresponding author
Email address: pjc209@cam.ac.uk (Peter J. Christopher)
URL: www.peterjchristopher.me.uk (Peter J. Christopher)
Preprint submitted to Computer Physics Communications August 28, 2020
ar
X
iv
:2
00
8.
12
21
4v
1 
 [e
es
s.I
V]
  2
4 A
ug
 20
20
Keywords: Computer Generated Holography, Optics, Iterative Fourier Transform
Algorithm, Gerchberg-Saxton, Liu-Taghizadeh, Direct Search, Simulated
Annealing, Holographic Search, One-Step Phase-Retrieval
PROGRAM SUMMARY
Program Title: HoloGen v2.2.1.17177
Licensing provisions: MIT
Programming language: Cuda, C/C++, C#
Program obtainable from: https://gitlab.com/CMMPEOpenAccess/HoloGen
Maintainers: Peter J. Christopher, the Centre of Molecular Materials, Photonics and Elec-
tronics, University of Cambridge
No. of lines in distributed program: 76,295
Distribution format: ClickOnce installer, GitLab repository
Computer: Variable, Nvidia graphics card required
Operating System: Windows 10 or later
External packages: Cuda, ManagedCuda, MathNet, Newtonsoft.Json, NUnit, AForge, Ac-
cord, ClosedXML, CefSharp, PdfiumViewer, Xceed, NHotkey, SharpDX, MaterialSkin,
Xamarin.forms, HelixToolkit, Dragablz, LiveCharts, MahApps
Nature of problem: Hologram generation for two-dimensional Fourier and Fresnel holo-
grams displayed on amplitude or phase modulating spatial light modulators with binary
or multi-level control
Solution method: Algorithmic variants including Gerchberg-Saxton, Liu-Taghizadeh, Di-
rect Search, Simulated Annealing and One-Step Phase-Retrieval. Includes real-time re-
porting, batch processing and complex field manipulation
Restrictions: Graphical user interface only exposes access to two-dimensional hologram
generation
Unusual features: Includes a novel reflection based parameter hierarchy for ease of modifi-
cation
1. Introduction
Hologram generation on computers has been anticipated since the middle of the
1960’s [1, 2, 3, 4, 5]. It took until the 1980’s, however, that computers began to
offer the required performance and computer generated holography (CGH) began to
see practical use [6, 7, 8]. CGH is widely used today in fields including fibre and
wavelength multiplexing, image correction, image recognition, optical tweezing and
video projection [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24].
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The ability to generate and use holograms has, however, long remained the do-
main of optics experts. In this work we present a new open-source package known as
HoloGen. To the authors knowledge, there is no open source package capable of gen-
erating holograms using the wide array of modern algorithms, modulation schemes
and interfaces available.
We start by introducing the reader to the mechanisms behind optical holography,
referring them to companion materials where necessary. We then continue to cover
the common classes of algorithms used and to discuss the limitations and constraints
of each. HoloGen is then presented with particular focus on its architecture, algo-
rithm implementation, templatisation and reflection parameter hierarchy. Finally,
we demonstrate HoloGen in a real-world system and draw conclusions.
2. Background
A pixellated Spatial Light Modulator (SLM) with 100% fill factor pixels illumi-
nated by planar waves as shown in Figure 1 (left) produces a hologram in the far-field
given by a two-dimensional Discrete Fourier Transform (DFT) [25],
Fu,v = F{fx,y} = 1√
NxNy
Nx−1∑
x=0
Ny−1∑
y=0
fxye
−2pii
(
ux
Nx
+ vy
Ny
)
(1)
fx,y = F−1{Fu,v} = 1√
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Nx−1∑
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v=0
Fuve
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+ vy
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)
, (2)
where x and y represent the source coordinates and u and v represent the spa-
tial frequencies. The Fast Fourier Transform (FFT) algorithm allows generation
performance of O(NxNy logNxNy) where Nx and Ny are the x and y respective reso-
lutions [26, 27]. Practically this means that in order to find a given far-field hologram,
we must find a discrete aperture function where f(x, y) where F (u, v) = F{f(x, y)}.
Mid-field or Fresnel holograms are similar to their far-field or Fraunhofer coun-
terparts save that they add an additional phase term to the component transform.
Real-world SLMs are capable only of modulation in a limited number of states,
typically either phase or amplitude in either a binary or multi-level manner, Figure 1.
The choice between amplitude and phase modulating devices is often decided by the
application and the number of modulation levels by the liquid crystal and backplane
used [28].
The number of modulation levels is dependent on the technologies. Faster switch-
ing ferroelectric devices are typically binary where as nematic devices often allow for
greater control at the expense of switching speed.
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Figure 1: Coordinate systems used in describing a hologram (left) and common spatial light mod-
ulator modulation schemes including binary amplitude (centre top), binary phase (centre bottom),
multi-level amplitude (right top) and multi-level phase (right-bottom)
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Error metrics also vary by application. The phase of the far-field light is often
unimportant in holographic projection whereas amplitude is relatively unimportant
in applications such as optical tweezing. For human eye applications, variance is the
primary concern whereas mean square error is more important in lithography.
Many application are only concerned with a portion of the replay field. By ad-
justing error metrics to only accommodate these regions, additional freedom outside
them allows for improved convergence and algorithm behaviour.
3. Algorithms
A number of algorithms have seen widespread use in holography. As a far-field
hologram can be considered as a two-dimensional FFT, the inverse FFT (IFFT) of
the target image gives the ideal SLM aperture function as a field of complex values.
Real world SLMs are capable of modulating light in only phase or amplitude, so
hologram generation becomes a task of adapting the idealised aperture function to
meet real-world constraints [29, 30]. The process of adapting the aperture function
to the real-world modulation constraints is known as quantisation.
Traditional Fourier transforms have a complexity of O(N4) for a square field
of dimension N . An FFT of as square field has complexity O(N2 logN) [31, 32].
CGH algorithms exacerbate this, often being O(N2) themselves. For example, run-
ning simulated annealing on every pixel of a field with no further optimisations is
O(N4 logN). Moving from a ’hd’ 1080× 1920 to ’4k’ 2160× 3840 display results in
a computational load 21 times higher while only containing 4 times the number of
elements.
The achievable quality of a hologram generation process is dependent on the three
freedoms : amplitude, phase and scale. In typical applications, only part of the replay
field is controlled, giving amplitude freedom in the other areas. Phase freedom is
often available in projection systems as the eye is phase insensitive and scale freedom
is available when fidelity is more important than efficiency. Exact solutions to the
problem are almost always impossible and compromises much be made on these three
constraints in order to produce high quality holograms [33].
3.1. Error Metrics
Perhaps the most common error metric used is Mean Squared Error (MSE). The
MSE EMSE(T,R) is given as a relation of generated replay field R to target image
T .
EMSE(T,R) =
1
NxNy
x=Nx−1∑
x=0
y=Ny−1∑
y=0
[|T (x, y)| − |R(x, y)|]2 (3)
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When human eye perception is the primary goal, the Structural Similarity In-
dex (SSIM) often provides a more useful metric [34, 35, 36]
ESSIM(R,Rn) =
(2µTµR + c1) (2σTR + c2)
(µ2T + µ
2
R + c1) (σ
2
T + σ
2
R + c2)
(4)
where µR and µT are the replay and target means; σR and σT are the replay
and target variances; σTR is the covariance of the two images and c1 and c2 are
functions of pixel dynamic range, L, where c1 = (k1L)
2 and c2 = (k2L)
2. k1 and k2
are respectively usually taken as 0.01 and 0.03.
HoloGen incorporate variants of MSE and SSIM for both the phase sensitive and
phase insensitive case.
3.2. Iterative Fourier Transform Algorithms
Perhaps the most common algorithm is the Gerchberg-Saxton (GS) algorithm
shown in Figure 2 (left). Originally developed in 1972, GS was originally used for
phase-retrieval problems before being applied to holography [37, 38, 39, 40]. GS
is part of the family of Iterative Fourier Transform Algorithms (IFTAs) and per-
forms best for multi-level phase SLMs where convergence can occur in only a few
iterations. [41, 42]. A number of variants on GS exist which focus on target modifi-
cations, phase randomisation and weighting to improve convergence.[43, 44, 45, 46].
Perhaps the most common of these is Liu-Taghizadeh (LT), Figure 2 (right) where
only a portion of the replay field is intially targetted, reducing the targetted degrees
of freedom at any one point [47, 16, 48].
Start
EndFourier Transform
R = F {H ′}
Apply Target Intensity
R′u,v = |Tu,v|∠Ru,v
Inverse Fourier Transform
H = F−1 {R′}
Apply SLM Modulation Constraints
H ′x,y = Quantize (Hx,y)
R
R′H
H ′
Start
EndFourier Transform
R = F {H ′}
Apply Target Intensity
R′u,v = |Tu,v|∠Ru,v
Inverse Fourier Transform
H = F−1 {R′}
Apply SLM Modulation Constraints
only in the Region of Interest
H ′x,y =
{
Hx,y + β∆Hx,y, x, y ∈W,
Hx,y, otherwise.
Expand Region
of Interest W
R
R′
H
H ′
Figure 2: Selection of iterative Fourier transform algorithms including Gerchberg-Saxton (left) and
Liu-Taghizadeh (right).
3.3. Holographic Search Algorithms
Many SLMs only offer piecewise modulation. In these cases approaches that rely
on smooth movements such as the family of IFTA algorithms in Section 3.2 often
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fail to converge to a good solution. Instead Holographic Search Algorithms (HSAs)
are used. HSAs operate by taking an initial guess at a solution and then iteratively
trialling modifications to the guess. While local minima are still an issue, this reduces
the impact.
Start EndUpdate Fourier Transform
∆Ru,v =
1
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)]
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Figure 3: Selection of holographic search algorithms including Direct Search (left) and Simulated
Annealing (right).
Perhaps most common is Direct Search (DS) as shown in Figure 3 (left) [49,
50, 51]. DS operates strictly greedily, using a given error function Error(T,R) to
determine whether a given change has improved or worsened the error [52, 53, 54,
55, 56].
Simulated Annealing (SA), Figure 3 (right), operates similarly with the addition
of a temperature based probabilistic function that sometimes allows the acceptance
of a worse solution [57, 58, 59, 60, 61]. This improve final image quality at the
expense of longer runtimes [62, 33].
3.4. Time-Averaged Algorithms
For low-latency or real-time display applications, a third family of techniques
exists. Most well known of these is One-Step Phase-Retrieval (OSPR), Figure 3
(left). The time averaging effects of the human eye allow for high frame-rate SLMs
to show a sequence of sub-frames in quick succession [35, 63, 64]. The MSE of the
rolling time-average of the images follows a reciprocal relationship with the number
of sub-frames N .
MSEospr =
1√
N
x=N∑
n=1
MSEn (5)
The most common variant on OSPR is adaptive OSPR which uses a feedback
loop to compensate for cumulative error [34].
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StartEndOutput Sub-frame H ′
Randomise Target Phase
R′u,v = |Tu,v|∠Rand[0, 2pi]
Inverse Fourier Transform
H = F−1 {R′}
Apply SLM Modulation Constraints
H ′x,y = Quantize (Hx,y)
R′H
H ′
StartEndOutput Sub-frame H ′
Randomise Target Phase
R′u,v = |Tu,v|∠Rand[0, 2pi]
Inverse Fourier Transform
H = F−1 {R′}
Apply SLM Modulation Constraints
H ′x,y = Quantize (Hx,y)
Update Light Field and Target
F ← F + F {H ′} , T ← T + nT−FN−n
R′H
H ′
Figure 4: Selection of time-averaging algorithms including One-Step Phase-Retrieval (left) and
Adaptive One-Step Phase-Retrieval (right).
3.5. Algorithm Choice
The choice between the three categories of algorithms is a non-trivial decision
requiring detailed knowledge of the application and SLM used. The primary con-
siderations include the modulation capabilities of the SLM, the form of the target
images and whether the target is phase insensitive. A simplistic choice method is
shown in Figure 5
Use a Gerchberg-Saxton 
algorithm or variant
Start
Do you have a 
choice of SLM?
Is image quality or 
generation speed more 
important?
no
quality
Can you use a multi-
level phase SLM?
yes
yes
Use a Simulated Annealing 
algorithm or variant
Use a One-Step Phase-Retrieval 
algorithm or variant
speed
no
Is image quality or 
generation speed more 
important?
speed
quality
Is your SLM a multi-
level phase device?
Use a Gerchberg-Saxton 
algorithm or variant
yes
Is your SLM binary?
no
yes
Try a Gerchberg-Saxton or 
Simulated Annealing algorithm
no
Figure 5: Basic decision process for algorithm choice when designing a holographic system.
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4. Implementation and Structure
HoloGen application, Figure 6. is built on a MVVMA architecture. This is a stan-
dard Model-View-ViewModel (MVVM) framework common in C# Windows Presen-
tation Framework (WPF) applications with an additional algorithms level written in
a more traditional procedural/functional style on top of an Nvidia Cuda architecture
interfaced in C++. While the application has targeted traditional structure for ease
of extension, a number of structural and implementation features deserve mention.
Additional detail is packaged with the source code.
Figure 6: Screenshot of the HoloGen application showing the target image (red) overlaid by the
generated binary amplitude hologram (grey)
4.1. Graphical User Interface
The Graphical User Interface (GUI) is based on the Windows Presentation Frame-
work (WPF). WPF in turn, uses the Extensible Application Markup Language
(XAML) to define the user interface components. Like the majority of modern GUI
packages, WPF encourages binding where elements in the View layer are bound to
properties and collections in the ViewModel layer. This approach allows for two
way data flow and removes much of the filler code found in older primarily event
driven architectures such as WinForms. This approach also allows for easy runtime
injection and extension, meaning that GUI portions are only loaded when required.
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4.2. Reflection Parameter Hierarchy
HoloGen uses a custom reflection based parameter and command system. This
is in contrast to the XML parameter sheet systems in widespread use. Instead of the
parameter types and interactions being defined in parameter sheets which are parsed
at runtime, the parameter system is coded into the C# directly. This significantly
reduces the runtime overhead as well as improves the error checking available at
compile time. The downside is an increased architecture exposure of the parameter
hierarchy.
4.3. Interop
For fast and easy transfer of large images to the C++subsystem, a three level
architecture is used. The use of managed C++ increase the structural complexity but
allows the C# application layer to be ignorant of the Dynamic Link Library (DLL)
interface. The use of the native C++ layer allows the use of Nvidia Thrust tools as
class members.
4.4. Fast Fourier Transforms
The majority processing factor in any holographic system is the two-dimensional
Fourier transform. Our tests found that the FFT calculation or update step took
over 98% of the runtime for all algorithms on our system input and output operations
were excluded. As a result, any implementation is heavily dependent on the FFT
library used.
HoloGen currently uses cuFFT, Nvidia’s implementation for their Graphical Pro-
cessing Units (GPUs), due to its high reliability and performance [65]. A graph of
the performance of cuFFT against resolution is shown in Figure 7 along with the
idealised O(N2log(N)2) trend line.
4.5. Floating Points
The IEEE standards define 32-bit and 64-bit floating point numbers, represented
in C++ by single and double values [66]. Less widely used is the 16-bit floating
point [67]. 16-bit numbers are ideal for GPU based computation and in particular
holography. Real-world image formats are typically 8-bit per colour meaning that a
16-bit floating point, when scaled correctly, can more than accommodate the neces-
sary information while significantly improving performance. The scaling element is
the key for 16-bit operations were care must be taken to normalise all FFT operations
to reduce unexpected errors and overflows.
HoloGen is capable of being compiled in 16-, 32- and 64- bit versions with the
application performance being approximately proportional to the reciprocal of the
10
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Figure 7: Performance of cuFFT for differing square image resolutions. Error bars show the 2σ
confidence interval measured from 100 independent runs of 1000 pairs of FFTs and IFFTs
number of data bits. HoloGen also automatically scales every image in order to
increase accuracy at low bit levels.
4.6. Templatisation
The standard version of HoloGen tracks properties such as the illumination fields
that are not necessary in some applications. By making significant use of the C++
template syntax, this can be tuned at compile time. This allows compile time flexi-
bility in the required algorithm portions while still offering runtime performance.
This is combined with the Nvidia Runtime Compilation (NVRTC) which allows
users the ability to modify algorithms at runtime. This is not currently exposed in the
GUI for HoloGen but is available in the Application Programming Interface (API).
4.7. Example
The code listing in Figure 8 demonstrates a number of these principles in ac-
tion. The struct shown, quantiseDiscretePhase , exposes the () operator.
The Thrust library is used to call this as shown in Figure 9 where Thrust handles
the memory management of calling the quantiseDiscretePhase operator on its
arguments. Properties such as FloatType and IntType allow for changing the
numerical representation at runtime while use of the if constexpr syntax from
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1 template<boo l F u l l C i r c l e , typename FloatType , typename IntType>
2 s t r u c t q u a n t i s eD i s c r e t ePha s e {
3 p r i v a t e :
4 c on s t e xp r f l o a t p i =3.14159265359; c on s t e xp r f l o a t p i 2 =6.28318530718;
5 i n l i n e c on s t e xp r con s t F loatType ConstrainSLM ( cons t F loatType& d i f fA r g , c on s t e xp r F loatType i l l umArg ,
6 c on s t e xp r F loatType i l l umAbs ) {
7 i f c o n s t e xp r ( ! F u l l C i r c l e ) {
8 wh i l e ( ( d i f fA r g− maxSLMArg)> p i 2 ) d i f f A r g−= p i 2 ;
9 wh i l e ( ( d i f fA r g− minSLMArg)<− p i 2 ) d i f f A r g+= p i 2 ;
10 i f ( d i f f A r g > maxSLMArg )
11 r e t u r n t h r u s t : : po l a r<FloatType>(i l l umAbs ,
12 i l l umArg+( d i f fA r g< wrapMaxSLMArg? maxSLMArg : minSLMArg ) ) ;
13 i f ( d i f f A r g< minSLMArg )
14 r e t u r n t h r u s t : : po l a r<FloatType>(i l l umAbs ,
15 i l l umArg+( d i f f A r g > wrapMinSLMArg? minSLMArg : maxSLMArg ) ) ;
16 }
17 r e t u r n d i f f A r g ;
18 }
19 con s t F loatType minSLMArg ; con s t F loatType maxSLMArg ;
20 con s t IntType l e v e l s ; c on s t F loatType spac ;
21 con s t F loatType wrapMinSLMArg ; con s t F loatType wrapMaxSLMArg ;
22 p u b l i c :
23 qu an t i s eD i s c r e t ePh a s e ( con s t F loatType minSLMArg , con s t F loatType maxSLMArg , con s t IntType l e v e l s ) :
24 minSLMArg (minSLMArg ) , maxSLMArg (maxSLMArg ) , l e v e l s ( l e v e l s ) , s pa c ( ( maxSLMArg− minSLMArg )/ ( l e v e l s −1)) ,
25 wrapMinSLMArg (maxSLMArg+fmod ( (maxSLMArg−minSLMArg ) , p i 2 ) / 2 . 0 ) ,
26 wrapMaxSLMArg (minSLMArg−fmod ( (maxSLMArg−minSLMArg ) , p i 2 ) / 2 . 0 ) {};
27 d e v i c e c on s t e xp r con s t t h r u s t : : complex<FloatType> op e r a t o r ( ) ( con s t t h r u s t : : complex<FloatType>& inpu t ) {
28 con s t auto inputArg=G l ob a l s : : Arg ( i n pu t . r e a l ( ) , i n pu t . imag ( ) ) ;
29 con s t auto d i f f A r g=ConstrainSLM ( fmod ( inputArg , p i 2 ) , 0 , 1 ) ;
30 con s t auto d i s cA rg= minSLMArg+ spac∗ r ound f ( ( d i f fA r g− minSLMArg )/ spac ) ;
31 r e t u r n t h r u s t : : po l a r<FloatType>(1 , d i s cA rg ) ;
32 }
33 } ;
Figure 8: HoloGen quantisation operator for nearest-neighbour quantisation for a discrete phase
level SLM.
1 t h r u s t : : t r an s f o rm ( De r i v e dPo l i c y , i n pu t . beg i n ( ) , i n pu t . end ( ) ,
2 t h r u s t : : m a k e z i p i t e r a t o r ( t h r u s t : : make tup l e ( I l l um i n a t i o nPha s e s−>beg in ( ) , I l l um i n a t i o nMagn i t ud e s−>beg in ( ) ) ) ,
3 i n pu t . beg i n ( ) , q u an t i s eD i s c r e t ePha s e<F u l l C i r c l e , F loatType , IntType>(MinSLMValue , MaxSLMValue , L e v e l s ) ) ;
Figure 9: Calling a operator using Thrust.
C++17 allows for unwanted execution pathways to by ignored. Modern C++ allows
for significant flexibility between runtime ( const ) and compile time ( constexpr )
constness. By changing the DerivedPolicy , it is possible to compile the application
for CPU or for GPU operation.
5. Validation
HoloGen was developed with a research group with significant ongoing research
in holographic algorithms and applications and has been incorporated in a number
of experimental systems [68].
Figure 10 shows a binary-phase OSPR image generated using HoloGen for a
512×512 pixel image showing the generated hologram (left), target image (top right)
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and result (bottom right). The poor reproduction quality is due to the limitations
of the optical setup used.
Figure 10: Binary phase hologram generated with HoloGen including target image (top right),
single binary subframe (left) and measured result (bottom right). Captured using a Canon 5D
Mark III with a 24-105mm lens.
6. Conclusion
In this paper we have introduced a novel open-source software package for gen-
erating two-dimensional holograms suitable for fibre and wavelength multiplexing,
image correction, image recognition, optical tweezing and video projection. A brief
introduction to computer generated holography was presented and the implemented
algorithms introduced. The structure and features of HoloGen were also discussed
before an example of HoloGen in practice was presented.
Acknowledgements
PJC and VB acknowledge funding from the Engineering and Physical Sciences Re-
search Council (EP/L016567/1 and EP/L015455/1). GSDG acknowledges funding
from Cancer Research UK (C47594/A21102, C55962/A24669); and a pump-priming
award from the CRUK Cambridge Centre Early Detection Programme (A20976)
13
References
[1] G. L. ROGERS, The Black and White Hologram, Nature 166 (4233) (1950)
1027–1027. doi:10.1038/1661027a0.
[2] L. B. Lesem, P. M. Hirsch, J. A. Jordan Jr, Digital Holograms and Kinoforms,
Phase Shaping Objects, IBM Publication 320 (1968) 2248.
[3] J. P. Waters, Holographic image synthesis utilizing theoretical methods, Applied
physics letters 9 (11) (1966) 405–407.
[4] D. Brown, Decentering Distortion of Lenses, Photometric Engineering 32 (3)
(1966) 444–462.
[5] A. W. Lohmann, D. Paris, Binary fraunhofer holograms, generated by computer,
Applied Optics 6 (10) (1967) 1739–1748.
[6] T. Stone, N. George, Hybrid diffractive-refractive lenses and achromats., Ap-
plied optics 27 (14) (1988) 2960–2971. doi:10.1364/AO.27.002960.
[7] A. P. Wood, Design of infrared hybrid refractive-diffractive lenses., Applied
optics 31 (13) (1992) 2253–8. doi:10.1364/AO.31.002253.
[8] A. J. MacGovern, J. C. Wyant, Computer Generated Holograms for Testing Op-
tical Elements, Applied Optics 10 (3) (1971) 619. doi:10.1364/AO.10.000619.
[9] W. A. Crossland, I. G. Manolis, M. M. Redmond, K. L. Tan, T. D. Wilkinson,
M. J. Holmes, T. R. Parker, H. H. Chu, J. Croucher, V. A. Handerek, Others,
Holographic optical switching: the, Journal of Lightwave Technology 18 (12)
(2000) 1845.
[10] B. Z. Dong, G. Q. Zhang, G. Z. Yang, B. Y. Gu, S. H. Zheng, D. H. Li, Y. S.
Chen, X. M. Cui, M. L. Chen, H. D. Liu, Design and fabrication of a diffractive
phase element for wavelength demultiplexing and spatial focusing simultane-
ously., Applied optics 35 (35) (1996) 6859–64. doi:46547[pii].
URL http://www.ncbi.nlm.nih.gov/pubmed/21151283
[11] T. D. Wilkinson, N. J. New, S. Group, T. Street, Head Tracker Based on a
Compact Optical Correlator, in: Aerospace/Defense Sensing, Simulation, and
Controls, Vol. 4361, International Society for Optics and Photonics, 2001, pp.
108–114. doi:10.1117/12.437985.
14
[12] A. Jesacher, S. Fu¨rhapter, S. Bernet, M. Ritsch-Marte, Diffractive optical
tweezers in the Fresnel regime., Optics Express 12 (10) (2004) 2243–2250.
doi:10.1364/OPEX.12.002243.
URL http://www.ncbi.nlm.nih.gov/pubmed/19475060
[13] R. A. Muller, A. Buffington, Real-time correction of atmospherically degraded
telescope images through image sharpening, Journal of the Optical Society of
America 64 (9) (1974) 1200. doi:10.1364/JOSA.64.001200.
URL https://www.osapublishing.org/abstract.cfm?URI=josa-64-9-1200
[14] V. P. Lukin, Monostatic and bistatic schemes and an optimal algorithm for tilt
correction in ground-based adaptive telescopes., Applied optics 37 (21) (1998)
4634–44. doi:10.1364/AO.37.004634.
URL http://www.ncbi.nlm.nih.gov/pubmed/18285919
[15] V. P. Lukin, B. V. Fortes, Partial correction for turbulent distortions in tele-
scopes, Applied optics 37 (21) (1998) 4561–4568.
[16] A. Georgiou, J. Christmas, N. Collings, J. Moore, W. A. Crossland, Aspects of
hologram calculation for video frames, Journal of Optics A: Pure and Applied
Optics 10 (3) (2008) 35302. doi:10.1088/1464-4258/10/3/035302.
[17] A. J. Cable, E. Buckley, P. Mash, N. A. Lawrence, T. D. Wilkinson, W. A.
Crossland, 53 . 1 : Real-time Binary Hologram Generation for High-quality
Video Projection Applications, in: SID International Symposium Digest of
Technical Papers, Vol. 35, Wiley Online Library, 2004, pp. 1431–1433. doi:
10.1889/1.1825772.
[18] A. J. Cable, E. Buckley, Holographic apparatus and method (2004).
[19] D. Gil Leyva, B. Robertson, C. J. Henderson, T. D. Wilkinson, D. C. O’Brien,
G. Faulkner, Free-space optical interconnect using an FLC SLM for active
beam steering and wave front correction, in: Photonics Europe, International
Society for Optics and Photonics, 2004, p. 62. doi:10.1117/12.545893.
URL http://proceedings.spiedigitallibrary.org/proceeding.aspx?
doi=10.1117/12.545893
[20] E. Cuche, F. Bevilacqua, C. Depeursinge, Digital holography for quantitative
phase-contrast imaging, OPTICS LETTERS 24 (5) (1999) 291–293. doi:{10.
1364/OL.24.000291}.
15
[21] I. Yamaguchi, J. Kato, S. Ohta, Surface shape measurement by phase-shifting
digital holography, OPTICAL REVIEW 8 (2) (2001) 85–89. doi:{10.1007/
s10043-001-0085-6}.
[22] F. Charriere, J. Kuhn, T. Colomb, F. Montfort, E. Cuche, Y. Emery, K. Weible,
P. Marquet, C. Depeursinge, Characterization of microlenses by digital holo-
graphic microscopy, APPLIED OPTICS 45 (5) (2006) 829–835. doi:{10.1364/
AO.45.000829}.
[23] I. Yamaguchi, T. Ida, M. Yokota, K. Yamashita, Surface shape measurement by
phase-shifting digital holography with a wavelength shift, APPLIED OPTICS
45 (29) (2006) 7610–7616. doi:{10.1364/AO.45.007610}.
[24] F. Yaras, H. Kang, L. Onural, State of the Art in Holographic Displays: A
Survey, JOURNAL OF DISPLAY TECHNOLOGY 6 (10) (2010) 443–454. doi:
{10.1109/JDT.2010.2045734}.
[25] J. W. Goodman, Introduction to Fourier Optics, Third Edition, Roberts and
Company Publishers, 2004. doi:10.1117/1.601121.
[26] M. Frigo, S. G. Johnson, The design and implementation of fftw3, Proceedings
of the IEEE 93 (2) (2005) 216–231.
[27] J. Carpenter, Graphics processing unitaccelerated holography by simulated
annealing, Optical Engineering 49 (9) (2010) 095801. doi:10.1117/1.3484950.
URL http://opticalengineering.spiedigitallibrary.org/article.
aspx?doi=10.1117/1.3484950
[28] Y. Huang, E. Liao, R. Chen, S.-T. Wu, Liquid-Crystal-on-Silicon for Aug-
mented Reality Displays, Applied Sciences 8 (12) (2018) 1–17. doi:10.3390/
app8122366.
[29] T. Bendory, R. Beinert, Y. C. Eldar, Fourier phase retrieval: Uniqueness and
algorithms, arXiv preprint arXiv:1705.09590.
[30] K. Jaganathan, Y. C. Eldar, B. Hassibi, Phase retrieval: An overview of recent
developments, arXiv preprint arXiv:1510.07713.
[31] J. W. Cooley, J. W. Tukey, An Algorithm for the Machine Calculation of
Complex Fourier Series, Mathematics of Computation 19 (90) (1965) 297.
doi:10.2307/2003354.
URL http://www.jstor.org/stable/2003354?origin=crossref
16
[32] G. Bergland, A guided tour of the fast Fourier transform, IEEE Spectrum 6 (7)
(1969) 41–52. doi:10.1109/MSPEC.1969.5213896.
URL http://ieeexplore.ieee.org/xpls/abs{_}all.jsp?arnumber=
5213896
[33] F. Wyrowski, Diffractive optical elements: iterative calculation of quantized,
blazed phase structures, Journal of the Optical Society of America A 7 (6)
(1990) 961. doi:10.1364/JOSAA.7.000961.
[34] E. Buckley, Real-time error diffusion for signal-to-noise ratio improvement in a
holographic projection system, IEEE/OSA Journal of Display Technology 7 (2)
(2011) 70–76. doi:10.1109/JDT.2010.2094180.
[35] E. Buckley, 70.2: Invited Paper: Holographic Laser Projection Technology, in:
SID Symposium Digest of Technical Papers, Vol. 39, Wiley Online Library, 2008,
p. 1074. doi:10.1889/1.3069321.
[36] Z. Wang, a. C. Bovik, H. R. Sheikh, E. P. Simmoncelli, Image quality assess-
ment: form error visibility to structural similarity, Image Processing, IEEE
Transactions on 13 (4) (2004) 600–612. doi:10.1109/TIP.2003.819861.
[37] R. W. Gerchberg, W. O. Saxton, A practical algorithm for the determination of
phase from image and diffraction plane pictures, Optik 35 (2) (1972) 237–246.
doi:10.1070/QE2009v039n06ABEH013642.
URL http://ci.nii.ac.jp/naid/10010556614/
[38] P. M. Hirsch, J. A. Jordan Jr, L. B. Lesem, Method of making an object depen-
dent diffuser (1971).
[39] V. Kettunen, Review of iterative Fourier-transform algorithms for
beam shaping applications, Optical Engineering 43 (11) (2004) 2549.
doi:10.1117/1.1804543.
URL http://opticalengineering.spiedigitallibrary.org/article.
aspx?doi=10.1117/1.1804543
[40] V. A. Soifer, V. Kotlar, L. Doskolovich, Iteractive Methods For Diffractive Op-
tical Elements Computation, CRC Press, 1997.
URL https://books.google.com.hk/books?id=4Kmcthgc0xIC
[41] J. Fienup, Iterative method applied to image reconstruction and to computer-
generated holograms, in: Applications of Digital Image Processing III, Vol. 207,
International Society for Optics and Photonics, 1979, pp. 2–14.
17
[42] J. R. Fienup, Phase retrieval algorithms: a comparison, Applied Optics 21 (15)
(1982) 2758. arXiv:1403.3316, doi:10.1364/AO.21.002758.
URL https://www.osapublishing.org/abstract.cfm?URI=ao-21-15-2758
[43] J. R. Fienup, Reconstruction of an object from the modulus of its Fourier trans-
form, Optics Letters 3 (1) (1978) 27. arXiv:78, doi:10.1364/OL.3.000027.
URL https://www.osapublishing.org/abstract.cfm?URI=ol-3-1-27
[44] H. H. Bauschke, P. L. Combettes, D. R. Luke, Phase retrieval, error reduction
algorithm, and Fienup variants: A view from convex optimization, Journal of
the Optical Society of America A: Optics and Image Science, and Vision 19 (7)
(2002) 1334–1345. doi:10.1364/JOSAA.19.001334.
URL https://www.scopus.com/inward/record.uri?eid=2-s2.
0-0038266150{&}doi=10.1364{%}2FJOSAA.19.001334{&}partnerID=
40{&}md5=046e36bca1df002e34bcfbc9d97c50ea
[45] A. Jesacher, A. Schwaighofer, S. Fu¨rhapter, C. Maurer, S. Bernet, M. Ritsch-
Marte, Wavefront correction of spatial light modulators using an optical vortex
image, Optics Express 15 (9) (2007) 5801–5808. doi:10.1364/OE.15.005801.
URL https://www.scopus.com/inward/record.uri?eid=2-s2.
0-34247869068{&}doi=10.1364{%}2FOE.15.005801{&}partnerID=
40{&}md5=d23f847cd7f6f7ddf1658e42013ea400
[46] J. Bengtsson, Kinoform design with an optimal-rotation-angle method, Applied
Optics 33 (29) (1994) 6879–6884. doi:10.1364/AO.33.006879.
URL https://www.scopus.com/inward/record.uri?eid=2-s2.
0-0028532521{&}doi=10.1364{%}2FAO.33.006879{&}partnerID=40{&}md5=
739d69fdf10adc0c18d7bf438e58854a
[47] J. S. Liu, A. J. Caley, M. R. Taghizadeh, Symmetrical iterative Fourier-
transform algorithm using both phase and amplitude freedoms, Optics Com-
munications 267 (2) (2006) 347–355. doi:10.1016/j.optcom.2006.06.060.
[48] J. S. Liu, M. R. Taghizadeh, Iterative algorithm for the design of diffractive
phase elements for laser beam shaping., Optics letters 27 (16) (2002) 1463–1465.
doi:10.1364/OL.27.001463.
[49] B. K. Jennison, J. P. Allebach, D. W. Sweeney, Direct binary search computer-
generated holograms: an accelerated design technique and measurement of wave-
front quality, in: OE/LASE’89, International Society for Optics and Photonics,
1989, pp. 2–9.
18
[50] K. Brian, K. Jennison, P. Jan, Iterative approaches to computer -generated
holography, Optical Engineering V (6) (2015) 629–637. doi:10.1117/12.
944152.
[51] M. A. Seldowitz, J. P. Allebach, D. W. Sweeney, Synthesis of digital holograms
by direct binary search, Applied Optics 26 (14) (1987) 2788. doi:10.1364/AO.
26.002788.
URL https://www.osapublishing.org/abstract.cfm?URI=ao-26-14-2788
[52] B. B. Chhetri, S. Yang, T. Shimomura, Stochastic Approach in the Efficient
Design of the Direct-Binary-Search Algorithm for Hologram Synthesis, Applied
Optics 39 (32) (2000) 5956. doi:10.1364/AO.39.005956.
URL http://www.opticsinfobase.org/abstract.cfm?URI=ao-39-32-5956
[53] V. Boutenko, R. Chevallier, Second order direct binary search algorithm for the
synthesis of computer-generated holograms, Optics Communications 125 (1-3)
(1996) 43–47. doi:10.1016/0030-4018(95)00731-8.
URL http://www.sciencedirect.com/science/article/pii/
0030401895007318
[54] T. Lenart, V. Owall, M. Gustafsson, M. Sebesta, P. Egelberg, Accelerating signal
processing algorithms in digital holography using an FPGA platform, in: Field-
Programmable Technology (FPT), 2003. Proceedings. 2003 IEEE International
Conference on, IEEE, 2003, pp. 387–390. doi:10.1109/FPT.2003.1275783.
URL http://ieeexplore.ieee.org/xpl/login.jsp?tp=
{&}arnumber=1275783{&}url=http{%}3A{%}2F{%}2Fieeexplore.ieee.
org{%}2Fxpls{%}2Fabs{_}all.jsp{%}3Farnumber{%}3D1275783
[55] A. P. Bondareva, P. A. Cheremkhin, N. N. Evtikhiev, V. V. Krasnov, V. G.
Rodin, S. N. Starikov, Increasing quality of computer-generated kinoforms
using direct search with random trajectory method, in: Proc. SPIE, Vol. 9216,
2014, p. 92161J. doi:10.1117/12.2061934.
URL http://proceedings.spiedigitallibrary.org/proceeding.aspx?
doi=10.1117/12.2061934
[56] T. Leportier, M. C. Park, Y. S. Kim, T. Kim, Converting optical scanning
holograms of real objects to binary Fourier holograms using an iterative direct
binary search algorithm, Optics Express 23 (3) (2015) 3403. doi:10.1364/OE.
23.003403.
URL https://www.osapublishing.org/abstract.cfm?URI=oe-23-3-3403
19
[57] S. Kirkpatrick, C. D. Gelatt, M. P. Vecchi, et al., Optimization by simulated
annealing, science 220 (4598) (1983) 671–680.
[58] S. V. Semenovskaya, K. A. Khachaturyan, A. G. Khachaturyan, Statistical me-
chanics approach to the structure determination of a crystal, Acta Crystal-
lographica Section A: Foundations of Crystallography 41 (3) (1985) 268–273.
doi:10.1107/S0108767385000563.
[59] V. Cˇerny´, Thermodynamical Approach to the Traveling Salesman Problem : An
Efficient Simulation Algorithm, Journal of Optimization Theroy and Applica-
tions 45 (1) (1985) 41–51. doi:10.1007/BF00940812.
[60] A. Das, B. Chakrabarti, Quantum Annealing and Related Optimization Meth-
ods (Lecture Notes in Physics), Vol. 679, Springer Science & Business Media,
2005. doi:10.1007/11526216.
[61] E. Weinberger, Correlated and Unocrrelated Fitness Landscapes and How to
Tell the Difference, Biological Cybernetics 63 (5) (1990) 325–336.
[62] H. Akahori, Spectrum leveling by an iterative algorithm with a dummy area
for synthesizing the kinoform., Applied optics 25 (5) (1986) 802–811. doi:
10.1364/AO.25.000802.
[63] A. J. Cable, Real-time high-quality two and three-dimentional holographic
video projection using the one-step phase retreival (OSPR) approach, {PhD}
{thesis}, Cambridge University, Department of Engineering (2007). doi:
10.1093/carcin/bgr315.
[64] I. Naydenova, Advanced holography metrology and imaging, IntechOpen, 2011.
doi:10.5772/1027.
[65] P. Steinbach, M. Werner, gearshifft–the fft benchmark suite for heterogeneous
platforms, in: International Supercomputing Conference, Springer, 2017, pp.
199–216.
[66] I. of Electrical, E. Engineers, Lasers and laser-related equipment - Determination
of laser-induced damage threshold of optical surfaces, Standard, Institute of
Electrical and Electronics Engineers (1985).
[67] I. of Electrical, E. Engineers, IEEE Standard for Binary Floating-Point Arith-
metic, Standard, Institute of Electrical and Electronics Engineers (2008).
20
[68] P. J. Christopher, J. Lake, D. Dong, H. Joyce, T. Wilkinson, Improving holo-
graphic search algorithms using sorted pixel selection 36 (9) (2019) 1456–1462.
doi:https://doi.org/10.1364/JOSAA.36.001456.
21
