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Resumen
Se describe y evalúa la aplicación de la técnica análisis supervisado de sentimientos en comunicación política a través de 
un clasificador en tiempo real de opiniones políticas en tweets en español utilizando técnicas de aprendizaje automático 
(machine learning), tanto en un ordenador local como usando computación distribuida comercial para problemas de datos 
masivos (big data). Describimos las técnicas y métodos emergentes asociados y analizamos las oportunidades que para la 
comunicación política representan estas innovaciones.
Palabras clave
Análisis supervisado de sentimientos; Opinión política; Twitter; Aprendizaje automático; Big data; Datos masivos; Tweets 
políticos.
Abstract
This article describes and evaluates the application of the supervised sentiment analysis in political communication through 
a real-time classifier of political opinions in Spanish tweets using machine learning techniques, both on a local computer 
and using distributed computing for big data problems. We describe the associated emerging methods and techniques and 
analyze the opportunities that these innovations represent for political communication.
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1. Introducción
En la última década ha surgido un interés creciente por el 
estudio de las opiniones políticas utilizando datos a gran 
escala producidos por medios sociales en nuestro entorno 
socioeconómico (Cobb, 2015; O’Connor et al., 2010; Bollen; 
Mao; Pepe, 2011). Sin embargo, la mayoría de estos traba-
jos se han fundamentado en la clasificación manual y/o en 
el análisis automatizado de contenido utilizando dicciona-
rios que principalmente etiquetan palabras (por ejemplo, 
dando un valor a priori negativo o positivo a cada palabra) 
(Leetaru, 2012; Feldman, 2013). Otras aproximaciones 
realizadas desde el aprendizaje automático supervisado o 
supervised machine learning (Vinodhini; Chandrasekaran, 
2012) o directamente derivados de la inteligencia artificial, 
son escasas en la investigación en las ciencias de la comuni-
cación (Van-Zoonen; Van-der-Meer, 2016). 
Existen contadas aplicaciones comerciales en comunicación 
como las utilizadas por los equipos de campaña político-co-
municativa presidenciales del presidente Obama mediante 
la solución de big data de Oracle (Mariño-Angoso, 2015; 
Sorrells, 2012). 
En áreas de conocimiento de las ciencias sociales, en sen-
tido extenso, y en particular en las instituciones públicas y 
centros de investigación sociológica y política, así como en 
empresas y consultoras privadas de comunicación política, 
opinión pública, estudios políticos y marketing electoral, es-
tas técnicas han empezado a despertar un interés notable. 
Además, son nuevos los esfuerzos tecnológicos dedicados a 
enlazar y relacionar el análisis automatizado de sentimien-
tos basado en machine learning con tecnologías streaming 
o de transmisión en vivo, capaces de ofrecer a su vez una 
cantidad importante de datos que pueden ser analizados y 
evaluados de forma automatizada, ofreciendo informes y 
conclusiones que asesoren la construcción de discursos y 
la planificación mediática de partidos políticos, medios de 
comunicación y comunicaciones corporativas. 
Se analiza el potencial de estos métodos y técnicas, ex-
plicando la evolución y aplicación de un clasificador en 
tiempo real de opiniones políticas en español con técni-
cas de aprendizaje automático, implementadas tanto en 
un ordenador en servicio local como usando computación 
distribuida comercial de mayor capacidad e inmediatez de 
análisis. 
Se expone de forma específica cómo se puede implementar 
y evaluar la técnica de análisis supervisado de sentimientos 
en el campo de la comunicación política. Esta metodología 
y técnica representa un instrumento único para el contraste 
predictivo de los resultados electorales futuros en cualquier 
país o región, y en particular en nuestro entorno de habla 
hispana (permitiendo corregir, por ejemplo, el sesgo de las 
encuestas o anticipar las tendencias más significativas con 
indicadores adelantados). 
La metodología que se presenta en este artículo ha sido 
implementada como prototipo bajo el nombre de Autocop, 
disponible de forma gratuita en software libre y desarrolla-
do desde el Observatorio de Contenidos Audiovisuales (OCA) 
de la Universidad de Salamanca, como prueba de concepto 
para transferencia del conocimiento (Plan TCUE 2015-2017 
Fase 2). 
http://ocausal.imbv.net/proyecto-autocop-es
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El prototipo permite la realización 
de análisis longitudinales para de-
tectar cambios en los indicadores 
tendenciales asociados a los parti-
dos políticos y sus candidatos, así 
como comparar estos cambios con 
los acontecimientos cotidianos. 
Esto se da como resultado de los 
avances científico-técnicos en el 
campo de las ciencias sociales en 
convergencia con las ciencias de la 
computación, la inteligencia artifi-
cial y los datos masivos que recien-
temente se están implementando 
en España e Hispanoamérica (Arci-
la-Calderón; Barbosa; Cabezuelo, 
2016).
El análisis supervisado de sen-
timientos se ha llevado a cabo 
recientemente en otros idiomas 
diferentes al inglés, como el eslo-
veno (Bučar; Pov; Žnidaršič, 2016), 
sin embargo salvo por los trabajos 
de García-Cumbreras et al. (2016) 
y Hurtado, Pla y Buscaldi (2015), 
existe una escasa investigación y 
por lo tanto aplicación académica y empresarial centrada 
en la elaboración de modelos supervisados de aprendizaje 
automático para clasificar textos políticos en lengua espa-
ñola. En este sentido, la utilización de estos modelos pre-
dictivos (usando algoritmos de clasificación como el Naive 
Bayes) y la aplicación del clasificador que se explica en este 
texto permite a cualquier investigador, empresa o consulto-
ra independiente en el campo de la comunicación política 
que implemente esta técnica, conectarse al flujo de datos 
de Twitter en tiempo real (utilizando el API Streaming) para 
predecir y visualizar el sentimiento de cada tweet y de con-
juntos agregados de mensajes. 
En este artículo se explican los enfoques tradicionales de 
análisis de sentimientos que vienen aplicándose en comuni-
cación política (análisis manual y automático con dicciona-
rios), para luego explicar en qué consiste el análisis super-
visado de sentimientos políticos tanto a pequeña escala (en 
local) como para problemas de datos masivos y mayor pro-
cesamiento computacional. Finalmente, se discuten cuáles 
son los posibles usos y aplicaciones de la técnica explicada, 
así como sus implicaciones teóricas.
2. Análisis de sentimientos en la comunicación 
política
El análisis de sentimientos (sentiment analysis, SA) es una 
de las principales técnicas de estudio de datos textuales 
a gran escala (big data) empleadas en la investigación en 
ciencias sociales y en comunicación política. Su objetivo es 
reconocer y evaluar el valor emocional existente detrás de 
los textos analizados, a través de su estructura, clasificándo-
los en positivos, negativos o neutros. En la actualidad, esta 
metodología se aplica principalmente en la interpretación 
de los textos difundidos en medios sociales como Twitter. 
Se analiza el vocabulario del texto mediante el uso de un 
ordenador que a través de la implementación de un dic-
cionario de lexicons procese, reconozca y evalúe las cargas 
emocionales contenidas en el mensaje. En este sentido, es 
comprensible que el análisis de sentimientos sea empleado 
en la monitorización de las redes sociales en tiempo real, 
sirviéndose de las nuevas herramientas computacionales 
que simplifican y agilizan los procesos de automatización 
con el propósito de configurar escenarios teóricos y coetá-
neos de la opinión pública respecto a determinados temas. 
Con frecuencia el análisis de sentimientos es confundido 
con la minería de opinión (opinion mining), pero ésta se 
dedica a la detección de la polaridad, y la identificación de 
emociones es habitualmente explotada con el mismo obje-
tivo (Cambria et al., 2013). Ambas técnicas son diferentes 
pero complementarias.
La tarea de identificar el sentimiento predominante en un 
texto escrito es una labor compleja incluso para un ser hu-
mano formado. Por este motivo, el análisis de sentimientos 
automatizado requiere un desarrollo y perfeccionamiento 
deliberado continuo que ha sido planteado desde dos en-
foques: 
- aproximaciones semánticas (Turney, 2002); 
- técnicas de aprendizaje computacional (Pang; Lee; Vaith-
yanathan, 2002). 
Los enfoques semánticos se caracterizan por el uso de dic-
cionarios de sentimientos (lexicons) con orientación de 
polaridad u opinión. Estos sistemas pre-procesan el texto 
y lo dividen en palabras, comprobando posteriormente la 
aparición de los términos del lexicon para asignar el senti-
miento de polaridad del texto mediante la suma de los va-
lores de polaridad ponderada de los términos (“guerra”= -2; 
“amor”= +3). Estos sistemas incluyen un tratamiento más o 
Figura 1. Proyecto Autocop
http://ocausal.imbv.net/proyecto-autocop-es
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menos avanzado de términos modificadores (muy, poco o 
demasiado) que incrementan o reducen la polaridad de los 
términos a los que acompañan, así como la inclusión de tér-
minos inversores o negadores (no o tampoco), que invierten 
la polaridad de los términos a los que afectan. Este método 
fue el empleado por Turney (2002), uno de los pioneros en 
el uso aplicado del análisis de sentimiento automatizado, en 
este caso orientado al análisis de reseñas sobre servicios y 
productos. 
Como se explicará en detalle en el siguiente apartado, las 
aproximaciones de análisis basadas en aprendizaje automá-
tico (machine learning) consisten en entrenar un clasifica-
dor usando un algoritmo de aprendizaje supervisado a par-
tir de una colección de textos anotados en combinación con 
otro tipo de características semánticas que intentan mode-
lar la estructura sintáctica de las frases, la intensificación, la 
negación, la subjetividad o la ironía, entre otras variables. 
Una de las primeras aproximaciones a este enfoque fue el 
presentado por el trabajo de Pang, Lee y Vaithyanathan 
(2002), donde se utilizaba el aprendizaje supervisado para 
el análisis de sentimientos polarizado aplicado a reseñas de 
películas, clasificándolas en positivas o negativas. 
Si bien ambas aproximaciones relativas al análisis de sen-
timientos perduran en la actualidad, partir del trabajo de 
estos autores gran parte de la investigación que implementa 
estas metodologías y técnicas se orienta al análisis e inter-
pretación de microblogs de uso masivo como Twitter. En 
este sentido, Bermingham y Smeaton (2010) realizaron un 
estudio sobre cómo los textos breves son más compactos y 
explícitos en cuanto a la proyección del sentimiento, conclu-
yendo, a partir del análisis de más de 60 millones de tweets, 
que, en términos de análisis big data, es más fácil clasificar 
los sentimientos de los textos breves difundidos en los mi-
croblogs que en otras estructuras léxicas. Otros investigado-
res como Bakliwal et al. (2012) han centrado su investiga-
ción en elaborar una función para identificar y clasificar los 
sentimientos presentes en los mensajes de Twitter, partien-
do de un corpus previo de tweets precodificados. 
A medida que evolucionan los métodos de análisis cientí-
fico asociados a la minería de datos y se perfeccionan las 
técnicas de análisis de sentimiento automatizado enfocadas 
a las redes sociales y microblogs, el interés por su aplica-
ción en las ciencias de la comunicación y en particular en 
las ciencias políticas viene incrementándose en la última 
década de manera exponencial. Su potencial reside en su 
capacidad para calibrar y construir indicadores avanzados 
de opinión pública, en tiempo real. Es por este motivo que 
muchas de las investigaciones más actuales que implemen-
tan estos métodos se centran en la observación de los sen-
timientos presentes en plataformas como Twitter acerca de 
determinados temas-objetos de actualidad o hashtags, que 
servirían para realizar predicciones de carácter político, casi 
siempre relacionadas con procesos electorales y/o eventos 
político-comunicativos. En este sentido, la propia adminis-
tración de Obama se valió del análisis de sentimientos auto-
matizado para sondear la opinión pública sobre sus políticas 
y mensajes de campaña antes de las elecciones presiden-
ciales de 2012. En esta línea, Tumasjan et al. (2010), en el 
marco de las elecciones federales alemanas de 2009, tra-
taron de comprobar si Twitter era usado por sus usuarios 
como foro para el debate y discusión política, y si el flujo 
de información que ofrecían sus mensajes podía ser usado 
como representación válida de los sentimientos políticos de 
la sociedad germana. En el estudio se analizaron 104.003 
tweets con contenido relacionado con los políticos y/o 
los partidos políticos de las seis partes representadas en 
el Parlamento alemán, sirviéndose de LIWC, un software 
de análisis de texto. Sus resultados concluyeron que Twi-
tter sí es utilizado para la deliberación política y refleja 
plausiblemente la opinión pública, constituyéndose como 
un indicador válido de los sentimientos políticos (Tumasjan 
et al., 2010). 
Otros autores como Choy et al. (2011) han utilizado el aná-
lisis de sentimientos basado en diccionarios para predecir 
el porcentaje de votos de los candidatos en las elecciones 
de Singapur en el año 2011. En su investigación recopila-
ron 16.616 tweets de la API de Twitter durante la campaña 
de agosto de 2011 y crearon un corpus personalizado co-
rrigiendo el sesgo que provoca el uso de corpus estandari-
zados en estos análisis. Sus resultados predijeron quiénes 
serían los dos candidatos más votados, aunque erraron al 
predecir el vencedor final de las elecciones, por un pequeño 
margen de votos. 
Bermingham y Smeaton (2011) también trataron de utilizar 
Twitter para predecir los resultados electorales de Irlanda 
de 2011 mediante el uso de un clasificador de sentimientos 
supervisado. Con su modelo consiguieron una precisión en 
la clasificación efectiva de éstos del 65%. 
Otro modelo y metodología más reciente de identificación 
de sentimientos políticos a través de Twitter es el análisis en 
tiempo real. Mientras que el análisis de sentimientos tradi-
cional tarda días o semanas en completarse, estos nuevos 
sistemas analizan los sentimientos políticos presentes en el 
tráfico de Twitter, entregando resultados de forma prácti-
camente continua e inmediata. Uno de los trabajos pione-
ros en el uso de este tipo de análisis sería el de Wang et al. 
(2012), quienes desarrollaron un modelo de análisis de sen-
timientos en tiempo real en las elecciones presidenciales 
estadounidenses de 2012. Su modelo interpreta resultados 
al instante de cómo determinados eventos pueden afectar 
Las aproximaciones de análisis basadas 
en aprendizaje automático (machine 
learning) consisten en entrenar un cla-
sificador usando un algoritmo de apren-
dizaje supervisado a partir de una colec-
ción de textos anotados
El análisis de sentimientos se emplea en 
la monitorización de las redes sociales 
en tiempo real, sirviéndose de medios 
informáticos que simplifican y agilizan 
los procesos
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a la opinión pública. Para el estudio se recopilaron más de 
36 millones de tweets en streaming de los que se extrajo el 
sentimiento político usando la solución Amazon Mechanical 
Turk. Su sistema consiguió un 59% de precisión en la clasifi-
cación efectiva de tweets. 
En relación con el análisis de sentimientos basado en téc-
nicas de aprendizaje automático, es relevante señalar que 
en la actualidad existen únicamente ejemplos primigenios 
de aplicación a la comunicación política en redes sociales 
en nuestro contexto cultural y científico. Uno de los escasos 
modelos probados es el de Bakliwal et al. (2013), quienes 
proponen un sistema de análisis de sentimientos con orien-
tación política fundamentado en el aprendizaje automático 
supervisado. A partir de un experimento que realizaron so-
bre 2.624 tweets recopilados en los días previos a las elec-
ciones irlandesas de 2011, los autores pusieron a prueba un 
sistema clasificador de 3 tipos de sentimientos: negativo, 
positivo y neutro, siendo éste además capaz de identificar 
y etiquetar correctamente los sarcasmos. El experimento 
reportó un 61,6% de precisión, un resultado ligeramente su-
perior a los estudios que presentan enfoques no supervisa-
dos o basados tan sólo en diccionarios de sentimientos para 
extraer conclusiones de sentimientos globales. 
En la última década el interés por el análisis de sentimientos 
computerizado ha seguido una senda constante e in cres-
cendo, sobre todo en el campo de la comunicación política, 
siendo cada vez más numerosas las investigaciones que se 
valen de esta metodología-técnica. Existe sin embargo toda-
vía una reveladora carencia de investigaciones y aplicacio-
nes metodológicas de análisis en tiempo real y, más aún, de 
análisis de sentimientos en streaming basados además en 
aprendizaje automático supervisado. Estos sistemas pueden 
aportar grandes ventajas comparativas a la investigación so-
cial, comunicacional y política, permitiendo a los equipos de 
análisis político-comunicativo anticiparse en la detección e 
interpretación temprana de la eficacia de sus estrategias co-
municativas y políticas prácticamente en tiempo real.
3. Análisis supervisado de tweets políticos
A diferencia del análisis de sentimientos manual con codi-
ficadores humanos o del análisis automático asistido por 
ordenador con el uso de diccionarios, el análisis supervisa-
do de sentimientos utiliza procedimientos del aprendizaje 
automático supervisado (supervised machine learning) para 
generar modelos basados en datos previamente etiqueta-
dos y así poder predecir con un significativo grado de fia-
bilidad el sentimiento de los mensajes. Este procedimiento 
hace uso de algoritmos de clasificación y su implementa-
ción en comunicación política permite el análisis de textos 
políticos de forma rápida evitando el sesgo producido por 
codificadores o por diccionarios con categorías a priori in-
capaces de detectar los temas-temáticas, el contexto o las 
ironías-sarcasmos. 
En el análisis supervisado de sentimientos se puede trans-
formar el modelo de clasificación durante el proceso predic-
tivo si dicho modelo es además alimentado y enriquecido 
con más textos etiquetados que mejoren su ajuste, lo que 
resulta de máxima utilidad en el estudio de la comunicación 
política por la volatilidad y rápida transformación inheren-
te de los actores (gobernantes, partidos políticos, políticos, 
ciudadanos, etc.) y temas (elecciones, escándalos, etc.). 
Adicionalmente, esta técnica puede ser implementada en 
tiempo real gracias a las capacidades y posibilidades de co-
nexión con datos a analizar de medios sociales asociados al 
debate socio-político como Twitter. Aunque inicialmente 
estas investigaciones emergentes han sido poco precisas e 
influyentes en sus conclusiones predictivas mediante el aná-
lisis de Twitter (Madlberger; Almansour, 2014), esta técnica 
ha sido utilizada recientemente para la predicción de even-
tos en diferentes campos (Kranjc et al., 2015; Preethi; Uma; 
Kumar, 2015) como las finanzas (Smailović et al., 2013), el 
estudio de redes sociales (Sluban et al., 2015) y los resulta-
dos electorales (Smailović et al., 2015), con resultados pre-
dictivos más que prometedores.
El análisis supervisado de sentimientos políticos puede 
además ser ejecutado utilizando recursos libremente dis-
ponibles como Python (versiones 2.7 y 3.4) y la interfaz de 
programa de aplicación (API) de Twitter (REST y Streaming): 
- el API REST permite descargar y filtrar el histórico de men-
sajes de los últimos 7 días, con lo cual se pueden reco-
lectar mensajes políticos para poderlos clasificar manual-
mente y que alimenten el modelo; 
- con el API Streaming se puede realizar la conexión al flujo 
constante de Twitter en tiempo real (limitado al 1% de to-
dos los mensajes producidos en ese momento). Todos los 
mensajes de Twitter se obtienen se forma semi-estructu-
rada en formato JSON, lo que permite ejecutar filtros so-
bre las consultas, por ejemplo, de fechas, idiomas, lugares 
geográficos o etiquetas incluidas en el texto a analizar del 
mensaje.
Seguidamente, se pueden utilizar las bibliotecas Natural 
Language Tool Kit (NLTK) y SciKit-Learn en Python para desa-
rrollar un clasificador que entrene un modelo de aprendiza-
je supervisado con diferentes algoritmos (p. e. Original Nai-
ve Bayes, Naive Bayes para modelos multimodales, Naive 
Bayes para modelos multivariados de Bernoulli, regresión 
logística, Linear Support Vector Classification y clasificado-
res lineales con entrenamiento de gradiente estocástico 
dependiente –SGD-). El clasificador se puede entrenar fá-
cilmente usando ejemplos de tweets políticos positivos y 
negativos en español u otros idiomas (también se podrían 
incluir “neutros” o “imparciales”), lo cual genera a su vez un 
modelo que es el que finalmente permite predecir el sen-
timiento de los nuevos tweets. Si dividimos nuestros datos 
etiquetados (los tweets codificados manualmente) en dos 
corpus, uno de entrenamiento (training) con el 70% de los 
mensajes y otro de testeo (testing) con el 30% restante, 
Este procedimiento hace uso de algorit-
mos de clasificación, y su implementa-
ción en comunicación política permite 
el análisis de textos políticos de forma 
rápida evitando el sesgo producido por 
codificadores o por diccionarios con ca-
tegorías a priori
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podemos evaluar la capacidad predictiva final del modelo 
implementado. En otras palabras, se evalúa la fiabilidad con 
que el modelo acierta en su predicción, la cual suele estar 
en torno al 70% con algoritmos como el Naive Bayes. 
Asimismo, podemos incluir en el modelo predictivo un in-
tervalo de confianza en la predicción que indique en escala 
0 a 1 con qué seguridad un tweet predicho como “positivo” 
es efectivamente “positivo”, controlando así el error tipo I o 
la cantidad de falsos positivos con respecto al modelo que 
hemos desarrollado.
Por ejemplo, el clasificador se puede utilizar conectándo-
lo al flujo de datos de Twitter en tiempo real (utilizando el 
Streaming del API disponible) y filtrando tweets escritos en 
español sobre partidos políticos españoles (#PP, #Podemos, 
#PSOE, #Ciudadanos) para predecir el sentimiento de cada 
tweet generado en tiempo real y visualizar automáticamen-
te los resultados (usando por ejemplo la biblioteca Matplot 
para Python), incluyendo las predicciones de sentimientos 
políticos con altos intervalos de confianza (>0,80). Con este 
clasificador automático, los investigadores y/o las empresas 
consultoras dedicadas al estudio de la opinión pública, dis-
ponen de una metodología-tecnología más que relevante 
para probar la predicción de resultados electorales futuros 
en países de habla hispana mediante el análisis de estos 
flujos de información y big data. Estos análisis permiten a 
investigadores, académicos y consultoras políticas realizar 
análisis longitudinales durante largos períodos de tiempo 
con el objeto de detectar y predecir en tiempo real el senti-
miento político en Twitter en relación con sus clientes polí-
ticos o corporativos, y así comparar con los acontecimientos 
cotidianos. Estos análisis en tiempo real permiten además 
detectar las crisis comunicativas de sus clientes en la fase 
primigenia de la “ola comunicativa de crisis” permitiendo 
reaccionar a estos con mayor proactividad para atempe-
rar la misma y corregir convenientemente antes de que se 
transformen en “crisis comunicativas catastróficas”.
4. Análisis distribuido para grandes cantidades 
de datos políticos
El análisis supervisado de sentimientos se puede realizar 
directamente en un ordenador personal, como se ha ex-
plicado en el apartado anterior. El cómputo local tiene sin 
embargo serias limitaciones si los volúmenes de datos y 
variables a analizar son del orden y dimensión big data, lo 
que requiere de almacenamiento escalable y computación 
distribuida. En este sentido, la ejecución de análisis de da-
tos en streaming en plataformas distribuidas ha sido un reto 
en el complejo y cambiante panorama de los datos masivos 
(Turck; Hao, 2016). La incorporación de herramientas como 
Apache Kafka ha permitido que el actual software abier-
to más extendido para la computación distribuida Apache 
Spark cubra esta brecha con Spark Streaming (Spark Kafka 
Integration, 2016), que puede leer código en Scala o tam-
bién en Python (con el módulo PySpark). Por lo anterior, una 
versión distribuida del clasificador permite realizar el aná-
lisis de sentimientos con Apache Spark Streaming en má-
quinas virtuales utilizando modelos entrenados con Spark 
Machine Learning. Este procedimiento es escalable usando 
servicios comerciales como los de Amazon Web Services 
(AWS), y sus servicios de almacenamiento (Amazon S3) y 
de cómputo distribuido (Amazon Elastic Computing Cloud, 
EC2), creando un conjunto flexible de instancias conectadas 
en la nube para calcular el análisis (lectura y escritura de 
datos directamente de o hacia S3), que permiten diseños 
viables y escalables de problemas de computación distribui-
da (figura 2). 
5. Discusión y aplicaciones
La confrontación y el debate generado en España en los 
últimos años y en particular con la aparición en escena de 
dos partidos políticos de dimensión estatal (Ciudadanos y 
Podemos) cuya presencia en redes sociales es principal y 
asociada a un perfil electoral joven hiperconectado y social, 
Figura 2. Análisis supervisado de sentimientos políticos en Twitter usando computación distribuida en Spark
Análisis supervisado de sentimientos políticos en español: clasificación en tiempo real de tweets basada en aprendizaje automático
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ha abierto nuevos escenarios de diálogo y debate político. 
La batalla dialéctica de estos nuevos partidos ha tenido y 
tiene lugar, al menos en una parte significativa, en las redes 
sociales, en particular en la plaza mayor de debate que es 
Twitter. En este contexto, la investigación en comunicación 
política y, en especial, de la opinión pública en tiempo real 
es un factor clave para planificar intervenciones políticas y 
sociales, y reaccionar oportunamente con proactividad a sus 
efectos. El análisis supervisado de sentimientos resulta un 
instrumento esencial para modelar los mensajes positivos 
y negativos en Twitter a lo largo de su cadena de valor co-
municativa. Este instrumento de análisis permite predecir el 
sentimiento en las discusiones en tiempo real sobre temas 
directamente relacionados con los intereses de los partidos 
políticos y su agenda comunicativa. En este sentido, la técni-
ca que describimos en este artículo presenta las siguientes 
innovaciones en el campo de estudio de la comunicación 
política: un clasificador de sentimientos y opiniones basado 
en aprendizaje automático:
- orientado a contenidos políticos transmitidos por redes 
sociales;
- orientado a contenidos en español;
- orientado a predecir el comportamiento electoral en Es-
paña y otros países de habla hispana;
- que puede ser escalable para afrontar problemas de di-
mensión big data.
Los métodos y servicios computacionales implementados 
en el clasificador descrito pueden ayudar a los investigado-
res, a las consultoras y las empresas privadas en el campo 
de la opinión pública, el marketing y los estudios políticos y 
gubernamentales a estudiar grandes cantidades de tweets 
políticos en español ejecutando análisis de sentimientos 
en tiempo real sin las limitaciones de los enfoques basados 
en diccionarios. Todos estos métodos e instrumentos re-
quieren de conocimientos y habilidades de programación 
básica, si bien utilizando scripts ya desarrollados se pueden 
implementar fácilmente. Esto permite que no se necesiten 
conocimientos matemáticos para ejecutar los modelos de 
aprendizaje automático más sencillos. Sin embargo, una 
comprensión teórica de los algoritmos es condición sine qua 
non para que se pueda realizar una interpretación de cali-
dad de la técnica y sus resultados, lo que sugiere que estos 
estudios deben ser llevados a cabo por equipos inter-disci-
plinares o entrenados específicamente en estas metodolo-
gías y técnicas analíticas. 
Por otro lado, en el caso de los servicios comerciales (p. e. 
AWS), los investigadores o empresas que usen esta técni-
ca deberán considerar los costes financieros adicionales 
que el alquiler de estos servicios de computación distri-
buida representa en todo proyecto. El análisis supervisado 
de sentimientos está diseñado para que cualquier investi-
gador entrenado pueda implementarlo sin dificultad, aun-
que trabajar con equipos interdisciplinares como hemos 
indicado (informáticos, estadísticos, expertos en lingüística 
computacional, expertos en comunicación social y política, 
etc.) puede mejorar la calidad de los resultados e interpre-
taciones y reducir los costes de los recursos necesarios. El 
procedimiento descrito para monitorizar los tweets políti-
cos en streaming puede ayudar a mejorar las predicciones 
electorales, a probar los enfoques teóricos tradicionales y 
emergentes en la investigación de la opinión pública que 
requieren de datos longitudinales en series temporales. 
Esta técnica también puede contribuir al contraste de hi-
pótesis en estudios experimentales que necesitan entradas 
en tiempo real para crear o adaptar estímulos, y validar sus 
modelos teóricos.
Específicamente, en el campo de la comunicación política, 
los principales interesados en usar el análisis supervisado 
de sentimientos son:
- Investigadores: los académicos pueden utilizar la técnica 
para llevar a cabo estudios descriptivos y correlacionales. 
- Empresas de estudios de opinión pública: pueden utilizar 
el clasificador para monitorizar estados de opinión sobre 
temas políticos. Además, pueden utilizarlo para la cons-
trucción de indicadores avanzados de predicción de inten-
ción de voto, notoriedad, y popularidad y aceptación de 
candidatos.
- Consultoras políticas: para complementar la monitoriza-
ción y estudio que hacen a hechos políticos en el país y 
planificar las estrategias de comunicación y persuasión 
política (marketing político), especialmente en ocasiones 
donde el análisis e interpretación de sentimientos deriva-
dos de intervenciones políticas requiere análisis y conclu-
siones proactivos en tiempo real.
- Partidos políticos: pueden utilizar la técnica para la pla-
nificación de sus acciones en función de los sentimientos 
sobre determinados temas públicos y candidatos electo-
rales.
Las aplicaciones prácticas que nos ofrece el análisis supervi-
sado de las opiniones políticas en tiempo real con técnicas 
de aprendizaje automático o de evaluación tendencial vía el 
análisis de datos masivos ya vienen siendo utilizadas desde 
la campaña de 2012 en las elecciones presidenciales en EUA 
del finalmente presidente reelecto Obama, a través de una 
solución big data de Oracle (con un coste medio de 3 a 4 
millones de dólares EUA) y la implicación de equipos inter-
disciplinares de análisis y redacción de informes de campa-
ña. El objetivo de estos equipos es simplificar el acceso a 
los datos, descubrir, interpretar y predecir de forma rápida 
la eficacia de los mensajes, la inversión final en los distintos 
soportes comunicativos, y a su vez custodiar y gobernar de 
forma segura todos los datos analizados (Mariño-Angoso, 
2015). El director de la campaña electoral presidencial de-
mócrata de 2012 en EUA, Jim Messina, contó en su equipo 
de campaña con más de 100 personas directamente espe-
cializadas en el análisis de datos (multiplicando por 5 los re-
cursos y personas asignados a estas tareas en la campaña de 
2008). La implementación de soluciones de base de datos 
HPVertica MPP (massive parallel processing) y modelos pre-
dictivos con R y Stata contribuyeron al éxito final. El visio-
nario e innovador director de campaña afirmó que querían 
Una versión distribuida del clasificador 
permite realizar el análisis de sentimien-
tos con Apache Spark Streaming en má-
quinas virtuales
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“medir todo lo que pasaba para verificar que todas las 
decisiones se estaban tomando de forma fundada e in-
teligente” (Lampitt, 2013; Sorrells, 2012). 
La figura 3 ilustra la solución big data de Oracle utilizada por 
el equipo de Obama
En conclusión, los retos y oportunidades que las soluciones 
big data y en particular que el análisis supervisado de sen-
timientos políticos con las metodologías y técnicas descri-
tas nos lleva a afirmar que vivimos tiempos de data-analy-
sis-revolution (DAR) en el análisis, interpretación y gestión 
de la comunicación política y corporativa. Las debilidades 
y amenazas, pero más relevantes fortalezas y oportunida-
des que estas metodologías y técnicas ofrecen a los inves-
tigadores en comunicación anticipan una revolución en el 
análisis científico de los procesos comunicativos asociados 
a partidos políticos y corporaciones empresariales. La tabla 
1 presenta de forma sintética un análisis DAFO focalizado 
en el análisis supervisado de sentimientos con técnicas de 
aprendizaje automático e inteligencia artificial aplicado a la 
comunicación política.
La modelación de las opiniones políticas en Twitter a través 
del análisis supervisado de sentimientos es una metodología 
complementaria y necesaria para la contrastación y predic-
ción de los resultados electorales en español, en España y paí-
ses Latinoamericanos. En un contexto donde la calidad de las 
encuestas está siendo constantemente re-evaluada por los 
expertos y por la misma opinión pública, por su falta de pre-
cisión, el análisis supervisado de sentimientos se nos presen-
ta como ese “escáner en 3D en tiempo real” adelantado que 
pueda complementar los análisis tradicionales de muestras 
representativas para predecir resultados e intención de voto. 
Además, la predicción de sentimientos políticos en tiempo 
real a lo largo de un período prolongado de tiempo en Twi-
tter permitirá realizar análisis longitudinales para detectar 
Figura 3. Solución big data de Oracle de la campaña presidencial de Obama 2012.
Fuente: Elaborado a partir de Mariño-Angoso (2015) y Sorrells (2012).
Debilidades Amenazas
Perfeccionamiento de los modelos teóricos. 
Mejora del reconocimiento de los mensajes por encima del 70%. 
Interpretación correcta mediante Lexicons de aprendizaje continuo.
No presencia de todo el electorado-individuos en el ágora pública a 
analizar. 
No existencia de grupos interdisciplinares formados para una correcta 
implementación de la metodología. 
Existencia de grupos organizados alineados con los stakeholders que 
puedan perturbar la bondad estadística de la muestra a recoger en los 
contenidos digitales.
Fortalezas Oportunidades
Proactividad y construcción de indicadores avanzados en tiempo real. 
Ventajas comparativas en operatividad, diseño muestral y coste. 
Robustez de la metodología, y calidad de la información y análisis 
facilitado. 
Tiempo de análisis reducido y prácticamente en tiempo real. 
Acceso a una muestra altamente representativa, e incluso de toda la 
población. 
Diseño experimental en local o en sistemas big data en la nube en 
función del volumen de datos y temporalidad requerida.
Implementación en el análisis y diseño de la planificación de la comunica-
ción política y corporativa de gobiernos, partidos y empresas. 
Análisis adelantado de sentimientos políticos, o marca-notoriedad de 
campañas con el objeto de corregir proactivamente los dislates comuni-
cativos. 
Mejora de la metodología y calidad final mediante la asociación con 
procesos tecnológicos de inteligencia artificial.
Tabla 1. Matriz DAFO del análisis supervisado de sentimientos en comunicación política
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cambios en los temas como “personajes-candidatos” y en las 
variables analizadas a través del tiempo para un tema-temá-
tica o partido político. De esta manera se podría contrastar la 
relación de estos cambios con eventos puntuales, lo que a su 
vez permitiría llevar a cabo políticas de intervención basadas 
en la investigación y en el análisis de datos con una mayor 
proactividad y reactividad temporal. 
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