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PlatoneIntroduzione
Nel 1953 Frank Gray, ricercatore dei laboratori Bell Labs, sviluppò un codice
per dispositivi elettronici atti a scorrere informazioni organizzate in sequenze, con
lo scopo di sempliﬁcare le operazioni eliminando ogni possibile errore. Questo
codice fu denominato “Codice Gray” ovvero un codice binario a lunghezza ﬁssa.
In questa tesi si è voluto spiegare che cosa sono i numeri binari, come hanno
rivoluzionato il mondo dei calcolatori e come ad oggi siano alla base di ogni
operazione di un qualsiasi calcolatore.
Il Codice Gray utilizza numeri binari di dimensione ﬁssata n, cioè numeri
formati da n cifre binarie denominate bit. Scopo del codice è ordinare tali numeri
in modo tale che si possa passare da ciascuno al successivo modiﬁcando un solo
bit. Una parte di questa tesi è stata dedicata ai graﬁ, in particolar modo al grafo
ipercubo e alle sue proprietà, dato che trovare un “Codice Gray” può essere visto
come la ricerca di un circuito hamiltoniano in un ipercubo. Si è inﬁne giunti
alla descrizione e alla spiegazione di come viene costruito il codice mediante un
semplice algoritmo ricorsivo, passando per le trasformazioni da binario a Gray
e viceversa e concludendo con alcune delle sue applicazioni, come il dispositivo
rotante e le torri di Hanoi.
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Numeri Binari
1.1 Introduzione
Giornalmente si è abituati ad utilizzare numeri espressi con la notazione posi-
zionale in base decimale. Base decimale perché si usano dieci cifre diﬀerenti (da 0
a 9), mentre la parola posizionale si riferisce al fatto che cifre uguali in posizioni
diverse hanno signiﬁcato diverso. Ma questo non è l’unico modo di rappresentare
i numeri.
1.2 Rappresentazione Numeri Binari
Il sistema numerico binario è un sistema numerico posizionale in base 2. Que-
sto sistema usa due soli simboli, generalmente indicati con 0 e 1. I numeri espressi
nel sistema numerico binario si chiamano numeri binari. Questi si utilizzano in
informatica per la rappresentazione interna dei numeri o dei valori booleani. Un
numero binario è una sequenza di cifre binarie, chiamate bit. Nella Tabella 1.1 si
confrontano i numeri binari con i numeri decimali.
La formula per convertire un numero da binario a decimale (dove si indica
con d la cifra di posizione n all’interno del numero, partendo da 0) è
dn2
n::: + d02
0 = N10
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Decimale Binario
0 0
1 1
2 10
3 11
4 100
5 101
6 110
7 111
8 1000
9 1001
10 1010
11 1011
12 1100
13 1101
14 1110
15 1111
Tab. 1.1: Numeri Binari a confronto con Numeri Decimali1.3 Storia 3
Si prenda un numero binario, ad esempio 10012, e si provi a trasformarlo in un
numero decimale: 10012 = 1  23 + 0  22 + 0  21 + 1  20 = 910, si arriva a dire
che 10012 corrisponde a 910 nella notazione numerica a noi più comune. Invece,
la conversione di un numero decimale in binario si eﬀettua tramite l’algoritmo
della divisione, dividendo successivamente per 2 (base del sistema binario) il nu-
mero decimale da convertire e considerando i resti al contrario. Si consideri, per
esempio, il numero decimale 4410 e si osservi la seguente tabella:
Numero decimale Numero binario
44 diviso 2 = 22 con resto 0 0
22 diviso 2 = 11 con resto 0 00
11 diviso 2 =5 con resto 1 100
5 diviso 2 = 2 con resto 1 1100
2 diviso 2 = 1 con resto 0 01100
1 diviso 2 = 0 con resto 1 101100
Tab. 1.2: Conversione da numero decimale a numero binario
Si trova quindi che 4410 equivale al numero binario 1011002.
I numeri binari possono anche rappresentare numeri interi relativi oltre al
segno e ai numeri razionali. Solitamente si usa lo standard IEEE 754. Non è
scopo di questa tesi approfondire tale standard.
1.3 Storia
Il primo a proporre l’uso del sistema numerico binario fu Juan Caramuel
(1606 - 1682) con la pubblicazione del volume “Mathesis biceps. Vetus, et noua”
nel 1669. Se ne trova traccia anche nelle opere di Nepero (1550 - 1617) e suc-
cessivamente il matematico Gottfried Wilhelm Leibniz (1646 - 1716) ne studiò
per primo l’aritmetica. Vi fu poi un periodo di stasi in cui gli studi furono in-
terrotti. Venne riscoperto nel 1847 grazie al matematico George Boole (1815 -
1864) che aprì l’orizzonte alle grandi scuole di logica matematica del XX secolo e
soprattutto alla nascita del calcolatore elettronico.4 1. Numeri Binari
1.4 Numeri Binari e Calcolatori
La domanda che sorge spontanea è: perché i calcolatori usano i numeri binari?
In realtà, i primi calcolatori, realizzati nei primi anni ‘40, usavano il sistema di
numerazione decimale. Fu nel 1946 che un ﬁsico matematico ungherese, Johann
Von Neumann, suggerì l’uso del sistema binario. Da allora, questo sistema di
numerazione si è legato ai calcolatori, tanto che oggi è impiegato da qualsiasi
macchina per calcolare. Le ragioni di questa scelta sono principalmente due. In
primo luogo il sistema binario impiega due soli simboli (0 ed 1) e ciò rende assai
più agevole rappresentare i numeri nel calcolatore. Ogni numero, ogni lettera,
ogni simbolo graﬁco, ecc. può quindi essere rappresentato da una sequenza di
0 ed 1. Nei calcolatori si trovano una serie di minuscoli circuiti, in ciascuno dei
quali può passare o non passare corrente: al primo di questi stati del circuito si
fa corrispondere la cifra 1, al secondo, la cifra 0. Se, invece del sistema binario, si
usasse quello decimale, occorrerebbe distinguere fra dieci valori diversi d’intensità
della corrente per rappresentare le cifre da 0 a 9, cosa assai complicata. In
secondo luogo si preferisce il sistema binario perché i calcoli in quest’ultimo sono
più semplici. Si basti pensare, per esempio, alla moltiplicazione che si riduce al
calcolo dei quattro prodotti fondamentali:
0  0 = 0;0  1 = 0;1  0 = 0;1  1 = 1
Risulta quindi ovvio il fatto che dalla più semplice calcolatrice tascabile ﬁno al
più potente supercalcolatore si impieghi il sistema di numerazione binario.Capitolo 2
Graﬁ e Grafo Ipercubo
2.1 Introduzione
In questa sezione si introduce il concetto di grafo, per poi prendere in consi-
derazione, in modo particolare, l’ipercubo, un grafo con particolari proprietà. Si
darà inoltre una deﬁnizione di Circuito Hamiltoniano.
2.2 Graﬁ
I graﬁ sono una struttura matematica molto usata nelle applicazioni e si pre-
stano a rappresentare problemi apparentemente molto diversi tra di loro con un
linguaggio semplice ed uniﬁcato. Con la dicitura G = (V;E) si indica il generico
grafo, con V l’insieme dei nodi e con E l’insieme dei lati. Si riportano di seguito
le deﬁnizioni principali:
Deﬁnizione 1. Un grafo orientato G = (V;E) è un insieme di nodi e di lati che
li collegano; si indica con V = f1;2;:::;pg l’insieme dei nodi (o vertici) e con E =
f:::;(i;j);:::g l’insieme dei lati (o spigoli), essendo la coppia ordinata (i;j) il lato
dal nodo i al nodo j.
Deﬁnizione 2. Un grafo non orientato (simmetrico) G = (V;E) è un insieme di
nodi e di lati che li collegano; si indica con V = f1;2;:::;pg l’insieme dei nodi e
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con E = f:::;(i;j);:::g l’insieme dei lati, essendo la coppia non ordinata (i;j) il
lato tra i nodi i e j (a volte anche indicato con [i;j]).
La terminologia seguente si riferisce ad un grafo non orientato.
Due nodi si dicono adiacenti se sono connessi da un lato, mentre si dicono
lati incidenti quei lati che hanno un nodo in comune. Si chiama intorno di un
nodo j l’insieme di tutti i nodi adiacenti al nodo j. Si deﬁniscono lati multipli
quei lati diﬀerenti che collegano due stessi nodi, mentre si dicono loops quei lati
che hanno i due estremi coincidenti. Con grafo semplice si intende un grafo che
non contiene né lati multipli né loops. Un nodo non connesso si dice nodo isolato
o nodo singolo. Nel grafo esiste anche l’ordine che è costituito dal numero di nodi:
p = jV (G)j
Si mostra qui di seguito la deﬁnizione di cammino, circuito e grado di un
vertice:
Deﬁnizione 3. Un cammino è una successione di lati e1;e2;e3;:::;ek tale che
ciascun lato ei ha un nodo estremo in comune con ei 1 e l’altro in comune con ei+1.
Inoltre i nodi non devono essere ripetuti.
Deﬁnizione 4. Si dice circuito un cammino chiuso, cioè una successione tale che
il nodo estremo di ek che non è in comune con ek 1 coincide con il nodo estremo
di e1 che non è in comune con e2.
Deﬁnizione 5. Si deﬁnisce come grado di un vertice v, e si indica con gr(v), il
numero di lati ad esso incidenti.
Si deﬁnisce, invece, dimensione di un grafo, il numero di lati che esso possiede.
Un grafo completo Kn è un grafo semplice con n vertici per il quale non è più
possibile aggiungere un lato senza ricrearne uno già presente. Si dice bipartito un
grafo il cui insieme di vertici V si può bipartire in due sottoinsiemi non vuoti V1
e V2, con V1 \ V2 = ; e V1 [ V2 = V , tali che ogni lato ha un estremo in V1 e
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2.2.1 Cammino Hamiltoniano
Un cammino in un grafo (orientato o non orientato) si dice hamiltoniano se
tocca tutti i vertici del grafo una ed una sola volta. Si ha un circuito hamiltoniano
quando in un cammino hamiltoniano esiste un lato che collega l’ultimo vertice
con il primo, realizzando così un circuito che visita tutti i vertici per poi ritornare
al punto di partenza. Un grafo che contenga almeno un circuito hamiltoniano si
chiama grafo hamiltoniano. Esistono due teoremi che forniscono una condizione
suﬃciente (ma non necessaria) aﬃnché un grafo con n vertici sia hamiltoniano:
Teorema 1 (di Dirac). Sia G un grafo su p  3 vertici. Se il grado gr(v) di ogni
vertice è maggiore o uguale a
p
2, allora G è hamiltoniano.
Teorema 2 (di Ore). Sia G un grafo su p  3 vertici. Se per ogni coppia x e y
di vertici non adiacenti, vale gr(x) + gr(y)  p, allora G è hamiltoniano.
2.3 Grafo Ipercubo
L’ipercubo (o n-cubo) Qn si deﬁnisce come prodotto cartesiano di due graﬁ:
Q1 = K2
Qn = K2  Qn 1
Di conseguenza l’ipercubo Qn si può vedere come un grafo con l’insieme di nodi Vn
corrispondenti ai vettori binari di lunghezza n, dove due nodi sono adiacenti se i
corrispondenti vettori diﬀeriscono esattamente di una coordinata. La Figura 2.1
mostra l’ipercubo per n  3 con gli appropriati vettori booleani come etichette
dei nodi. Un grafo G = (V;E) ha p = jV j nodi e q = jEj lati, e si dice avere
ordine p e dimensione q. Di conseguenza, l’ordine di Qn è 2n e la sua dimensione
è n2n 1. Quest’ultima formula si ricava dalla proprietà del grafo Qn di avere 2n
vertici tutti di grado n. Poiché ad ogni lato corrispondono due nodi, il numero
di lati risulta essere n2n
2 .
Si può pensare che tale grafo sia la struttura di un poliedro ipercubo in Rn,
il quale diﬀerisce da un grafo a causa degli assi cartesiani, che hanno lo scopo8 2. Graﬁ e Grafo Ipercubo
Fig. 2.1: Grafo ipercubo per n = 1;2;3
di identiﬁcare la posizione di lati e nodi in uno spazio Rn. Si noti appunto la
diﬀerenza tra la Figura 2.1 e la Figura 2.2 e, in particolare la diﬀerenza tra un
ipercubo Q3 e un cubo (poliedro).
Fig. 2.2: Cubo in un sistema di riferimento cartesiano2.3 Grafo Ipercubo 9
2.3.1 Proprietà di Base
Si può iniziare a parlare di alcune invarianti dell’ipercubo collegate alla distan-
za tra due nodi. Tale distanza è data dal numero di coordinate in cui i vettori
booleani diﬀeriscono. Si deﬁnisce il diametro d(G) di un grafo G come la massima
distanza tra una coppia di nodi; banalmente d(Qn) = n. Nessun grafo con 2n
vertici, tutti di grado n, ha diametro inferiore ad n. Per questo motivo i graﬁ
ipercubo si utilizzano nella progettazione di reti di computer, quando si vuole
creare una rete con un elevato numero di macchine non troppo “distanti” tra loro.
La distanza totale di un grafo G con l’insieme di nodi V = fv1;v2;:::;vpg è
td(G) =
X
1i<jp
d(vi;vj)
Si può suddividere Qn in due (n - 1)-cubi disgiunti sui nodi Qn 1 e Q0
n 1. Sia vi
un nodo in Qn 1, e sia v0
i il suo vicino in Q0
n 1. Si denoti la distanza totale da vi
a tutti gli altri nodi di Qn come
tdi(Qn) =
X
j
d(vi;vj)
La distanza totale da vi a tutti gli altri nodi in Qn 1 è di conseguenza tdi(Qn 1)
e la distanza da vi a ogni nodo v0
j in Q0
n 1 è d(v0
i;v0
j)+1, poiché i vettori booleani
corrispondenti a vi e v0
j devono diﬀerire di esattamente d(v0
i;v0
j) + 1 coordinate.
Quindi la distanza totale da vi a tutti i 2n 1 nodi di Q0
n 1 è
X
j
[d(v
0
i;v
0
j) + 1] = tdi(Qn 1) + 2
n 1
Questo implica che
tdi(Qn) = 2tdi(Qn 1) + 2
n 1
da cui segue per induzione che tdi(Qn) = n2n 1. Allora
X
i
tdi(Qn) = 2
ntdi(Qn) = 2td(Qn)
Di conseguenza, sempliﬁcando
td(Qn) = n2
2n 210 2. Graﬁ e Grafo Ipercubo
Una relazione invariante è la distanza media d(G) che si deﬁnisce nel modo
seguente:
d(G) =
td(G)
 p
2

Si è mostrato che un lato ha sempre due nodi, quindi
 p
2

corrisponde al numero
di lati formabili da p nodi. Dalla td(Qn) = n22n 2 e p = 2n, la distanza media
dell’ipercubo si ottiene da
d(Qn) =
n2n 1
2n   1
che si avvicina rapidamente a n
2 al crescere di n.
La connettività sui nodi (G) è il numero minimo di nodi la cui rimozione
produce un grafo disconnesso o banale; la connettività sui lati (G) si deﬁnisce
in modo simile. Si osserva che per un cubo, (Qn) = (Qn) = n. Questo segue
dal fatto che per ogni grafo G con un grado minimo , si ha     , quindi
(Qn)  (Qn)  n. Si nota anche che l’eliminazione di n   1 nodi o lati di Qn,
lascia il grafo connesso. Quindi (Qn) e (Qn) sono entrambi n.
Qn è bipartito ed è hamiltoniano, per n  2. Per n = 2 la dimostrazione è
banale. Per n = 3, come si vede dalla Figura 2.3, si evidenziano tre lati della faccia
inferiore, si prosegue lungo il lato adiacente della faccia laterale, si evidenziano
quindi i tre lati della faccia superiore corrispettivi a quelli della faccia inferiore e
inﬁne si percorre il lato della faccia laterale in modo tale da formare un circuito
hamiltoniano.
Fig. 2.3: Circuito hamiltoniano per n = 32.3 Grafo Ipercubo 11
Per n = 4, si vede che il procedimento è analogo, Figura 2.4, e per lo stesso
ragionamento, per tutti gli n  2.
Fig. 2.4: Circuito hamiltoniano per n = 4
Una colorazione di un grafo è un’assegnazione di colori ai nodi tale per cui
due nodi adiacenti non abbiano lo stesso colore. Il numero cromatico (G) è il
numero minimo di colori in qualsiasi colorazione di G. Il fatto che (Qn) = 2
segue dal teorema di Konig.
Teorema 3 (di Konig). Un grafo è bicolorabile se e solo se non ha cicli dispari.
Si possono quindi colorare i nodi pari con il rosso e quelli dispari con il blu,
come in Figura 2.5 dove si ha un cubo che rispetta il teorema di Konig.
Fig. 2.5: Cubo con nodi colorati secondo il teorema di Konig12 2. Graﬁ e Grafo Ipercubo
2.4 Risultati Salienti
Si mostra qui di seguito, per concludere, una raccolta di risultati circa l’iper-
cubo:
 Per n pari c’è una decomposizione hamiltoniana dell’n-cubo. Una decompo-
sizione hamiltoniana è una partizione dei lati del cubo tale che ogni insieme
partito è un circuito hamiltoniano.
 L’n-cubo è pancyclic, cioè possiede cicli di tutte le possibili lunghezze pari.
L’n-cubo è hamiltoniamente connesso, cioè possiede percorsi hamiltoniani
tra ogni coppia di vertici di parità opposta.Capitolo 3
Codice Gray
3.1 Introduzione
In questo capitolo si vuole mostrare come Frank Gray costruì il Codice Gray,
spiegarne il funzionamento e il motivo per cui lo fece, descrivendo i problemi del
codice binario standard che furono la causa principale della costruzione di tale
codice. Inoltre si parlerà di alcune sue applicazioni. Essendo la tesi incentrata
sul Codice Gray, sembra rispettoso dedicare una piccola sezione al suo creatore.
3.2 Frank Gray
Frank Gray nacque il 13 Settembre 1887 ad Alpine in Indiana e morì il 23
Maggio 1969, era un ﬁsico e un ricercatore del Bell Labs, laboratorio di ricerca e
sviluppo che fece molte scoperte soprattutto nel campo della televisione. Frank
Gray è ricordato per il Codice Gray, il quale apparì la prima volta nel brevetto
del 1953 “Pulse Code Communications”. Gray ha condotto ricerche pionieristi-
che sullo sviluppo della televisione, ha proposto una prima forma di “ﬂying spot
scanner” per i primi sistemi televisivi e ha contribuito a sviluppare un sistema
bidirezionale TV meccanicamente scansionato. In seguito fornì il codice binario
utilizzato da Sears nel suo tubo di PCM. Gray fu un personaggio di rilievo del
XX secolo che ha posto le basi dell’elettronica e dell’informatica.
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3.3 Costruzione del Codice Gray
L’obiettivo del Codice Gray è di convertire un valore intero, rappresentato da
una tensione, in una serie di impulsi che rappresentano lo stesso numero in forma
digitale. Gray addottò la tecnica di utilizzare una tensione convertita per sposta-
re verticalmente un fascio di elettroni, il quale viene spazzato poi orizzontalmente
sullo schermo di un tubo a raggi catodici. Lo schermo ha una maschera incisa
che permette il passaggio del fascio solo in determinati punti, inoltre una corrente
viene generata solo quando il fascio passa attraverso la maschera. Il passaggio del
fascio è quindi ottenuto da una serie di on/oﬀ, che sono le condizioni corrispon-
denti al modello di fori della maschera in cui esso passa. Lo schema originale era
quello di utilizzare una maschera che rappresentasse una codiﬁca binaria stan-
dard. Tuttavia questo metodo ha un problema, se il fascio è vicino al conﬁne tra
due valori, si può creare una lieve distorsione del fascio che può dare un output
che non corrisponde a nessuno dei due valori adiacenti, ma a una combinazione di
essi. Gray allora propose di usare una maschera corrispondente ad un codice in
cui parole di codice adiacenti diﬀeriscono solo di un bit. In questo caso, un leggero
spostamento del fascio comporta solo una piccola modiﬁca alla codiﬁca. Oggi, in
cui ormai i tubi catodici sono sempre più rari, si può vedere il problema che portò
alla costruzione del Codice Gray in questo modo: diversi dispositivi elettronici di
acquisizione di posizione, tra cui gli encoder (lineari o rotativi come, per esempio,
i regolatori di volume digitali negli impianti Hi-Fi), codiﬁcano il valore digitale
della posizione chiudendo o aprendo una serie di contatti elettrici o barriere ot-
tiche. Il problema è che a causa delle tolleranze meccaniche è improbabile che
due o più bit di una cifra possano commutare esattamente nello stesso istante.
Viene a crearsi una conﬁgurazione ﬁsica intermedia in cui è codiﬁcato un valore
indesiderato, che può generare errore nella successiva elaborazione. Negli encoder
che utilizzano il Codice Gray, il passaggio da un valore al successivo o precedente
comporta la commutazione di un unico circuito, eliminando ogni possibile errore
dovuto a codiﬁche binarie intermedie. (Vedi Figura 3.1, si illustrerà in seguito il
suo funzionamento)3.3 Costruzione del Codice Gray 15
Fig. 3.1: Matrice di commutazione in un encoder rotativo Gray a tre bit
Un Codice Gray a n-bit si costruisce attraverso un algoritmo ricorsivo, abba-
stanza semplice. Si parte dal primo bit, si pone in colonna uno 0 sopra ed un
1 sotto. Al passo successivo, si aggiunge una riga sotto l’1 e, come se ci fosse
uno specchio, si riportano le cifre invertendo l’ordine. Si termina inserendo uno 0
davanti alla sequenza costruita se questa è sopra la riga, altrimenti si aggiunge un
1. Si è arrivati ad un codice con 2 bit. Iterando i passi precedenti, si costruiscono
codici a n-bit.
Si deﬁnisce ora in forma più generale: il Codice Gray su n elementi Gn, si
dice ricorsivo, essendo G0 la sequenza del singolo elemento contenente la stringa
vuota, ed essendo Gn la lista ottenuta facendo precedere ogni elemento di Gn 1
con uno 0 e ogni elemento di Gn 1 con un 1 (si sa che se G è una lista allora G è
il suo riﬂesso). Questa deﬁnizione è illustrata nella Figura 3.2.
Fig. 3.2: Deﬁnizione di Gn16 3. Codice Gray
Il Codice Gray, oltre ad avere la proprietà che codici di parole adiacenti nella
sequenza diﬀeriscono solo di una posizione di bit, ha anche la proprietà di essere
ciclico, infatti si sa che la seconda metà del codice è la stessa della prima, ma
invertita, ne consegue che la prima e ultima parola di codice della sequenza diﬀe-
riscono solo di un bit. Per capire meglio il procedimento del Codice Gray si guardi
la Figura 3.3, che illustra la costruzione del codice per n = 1;n = 2 e n = 3.
Fig. 3.3: Metodo per i primi steps del Codice Gray riﬂesso
Si possono vedere nella Tabella 3.1 le diﬀerenze tra il sistema numerico binario
classico e il Codice Gray.
3.3.1 Da Binario a Gray
Il procedimento di conversione da un numero in base due in Codice Gray è un
procedimento semplice: si eﬀettua confrontando il bit binario Bi con il bit imme-
diatamente a sinistra Bi+1. Se Bi e Bi+1 risultano uguali allora il corrispondente
bit del Codice Gray Gi sarà uguale a zero. In caso contrario Gi sarà uguale ad
uno. In altre parole si eﬀettua l’operazione booleana XOR. Lo XOR è una di-
sgiunzione esclusiva, un connettivo logico che restituisce VERO se, e solo se, uno
solo degli operandi è VERO. Pertanto, quando gli ingressi sono entrambi VERO
o entrambi FALSO, l’uscita è FALSO.
Si prenda, per esempio, il numero binario B = 110010, il numero non cambia
se si aggiunge uno zero alla sua sinistra: B = 0110010
B6 = 0;B5 = 1;B4 = 1;B3 = 0;B2 = 0;B1 = 1;B0 = 03.3 Costruzione del Codice Gray 17
Binario Codice Gray
0000 0000
0001 0001
0010 0011
0011 0010
0100 0110
0101 0111
0110 0101
0111 0100
1000 1100
1001 1101
1010 1111
1011 1110
1100 1010
1101 1011
1110 1001
1111 1000
Tab. 3.1: Sistema di numerazione binaria classica a confronto con Codice Gray18 3. Codice Gray
Per quanto detto:
G5 = B6 XOR B5 = 0 XOR 1 = 1
G4 = B5 XOR B4 = 1 XOR 1 = 0
G3 = B4 XOR B3 = 1 XOR 0 = 1
G2 = B3 XOR B2 = 0 XOR 0 = 0
G1 = B2 XOR B1 = 0 XOR 1 = 1
G0 = B1 XOR B0 = 1 XOR 0 = 1
Quindi il Codice Gray corrispondente è G = 101011.
Si inserisce qui di seguito l’algoritmo corrispondente:
Algoritmo di conversione da binario a Gray
unsigned int binaryToGray( unsigned int num)
{
return (num >> 1) ^ num;
}
L’algoritmo funziona inserendo un numero binario senza segno, infatti il comando
unsigned indica che la variabile inserita non ha alcun bit che speciﬁca il segno.
L’operatore >> indica lo spostamento a destra, mentre l’operatore ^ indica l’o-
perazione di XOR. L’algoritmo darà, quindi, come risultato, la conversione da
binario a Gray del numero in base due inserito inizialmente.
3.3.2 Da Gray a Binario
Simile al procedimento da binario a Gray, si ha che il primo bit rimane uguale
e viene quindi riportato, poi si esegue lo XOR tra il bit ottenuto (quello del
codice binario) e il bit successivo (da sinistra verso destra) del Codice Gray,
come mostrato nella Figura 3.4, dove il simbolo “+”, in questa immagine, indica
l’operazione di XOR.
Si inserisce qui di seguito l’algoritmo corrispondente:3.3 Costruzione del Codice Gray 19
Fig. 3.4: Da Gray a binario
Algoritmo di conversione da Gray a binario
unsigned int grayToBinary( unsigned int num)
{
unsigned int mask;
for (mask = num >> 1; mask != 0; mask = mask >> 1)
{
num = num ^ mask;
}
return num;
}
Il comando iniziale è uguale a quello dell’algoritmo precedente. Nell’algoritmo di
conversione da Gray a binario, si produce una nuova variabile dello stesso tipo di
quella inserita precedentemente, che viene usata dentro al for, dove si inizializza
la nuova variabile mask uguale allo spostamento a destra, ﬁnché diversa da zero
(!=0), con l’ultima parte del for a indicare l’implementazione. Nell’istruzione
che si esegue all’interno del ciclo viene operato lo XOR tra il numero inserito,
che si aggiornerà ad ogni passaggio, e il numero inizializzato in precedenza. L’o-
perazione si ripete ﬁno a quando mask=0, terminerà quindi il ciclo e l’algoritmo
restituirà il numero binario convertito.
3.3.3 Distanza di Hamming
La distanza di Hamming tra due stringhe di lunghezza uguale è il numero
di posizioni nelle quali i simboli corrispondenti sono diversi. Misura, quindi,20 3. Codice Gray
il numero di sostituzioni necessarie per convertire una stringa nell’altra, o, il
numero minimo di errori che possono aver portato alla trasformazione di una
stringa nell’altra. Si dà qui di seguito una deﬁnizione generale:
Deﬁnizione 6. Si deﬁnisce distanza di Hamming tra due vettori binari x;y 2
f0;1gn la quantità
dH(x;y) =
n X
i=1
jxi   yij
ossia il numero di elementi in cui i due vettori diﬀeriscono.
Riprendendo l’argomento del secondo capitolo, il Codice Gray ha sempre
distanza di Hamming 1 tra una stringa di bit e la successiva (o la precedente).
3.3.4 Grafo Ipercubo in relazione con Codice Gray
Il problema di trovare un Codice Gray corrisponde a reperire un circuito
hamiltoniano in Qn. In Figura 3.5 si mostra un ipercubo di dimensione 3, mentre
nella Figura 3.6 si noti un ipercubo di dimensione 4. Si osserva che il Codice
Gray binario riﬂesso deﬁnisce in realtà un circuito hamiltoniano nell’ipercubo n-
dimensionale in quanto la prima e ultima stringa di bit diﬀeriscono solo per un
singolo bit.
Fig. 3.5: Ipercubo di dimensione 33.4 Uso del Codice Gray 21
Fig. 3.6: Ipercubo di dimensione 4 con numeri binari nei vertici con distanza di
Hamming 1
3.4 Uso del Codice Gray
Si consideri, come esempio, un’ipotetico dispositivo rotante come in Figura
3.7; si potrebbe altrimenti immaginare il tamburo di una fotocopiatrice o un
dispositivo di memorizzazione magnetica, esempi comunque concreti. Del dispo-
sitivo rotante è fondamentale conoscere la posizione ﬁsica eﬀettiva. Per aiutare
in questa determinazione il dispositivo contiene un numero di tracce, ciascuna
delle quali è suddivisa in settori. Inoltre, vi è un insieme ﬁsso di sensori, uno
per traccia. Ogni coppia di memoria (traccia, settore) è o 0 o 1. Nella ﬁgura ci
sono 4 tracce e 16 settori, in generale, se ci sono n tracce si hanno 2n settori. Si
interpreti una coppia (traccia, settore) bianca come 0 e una nera come 1. Poichè
ogni settore interseca n tracce, corrisponde a numeri binari nell’intervallo 0, 1,
..., 2n   1, un numero che dovrebbe essere unico per identiﬁcare chiaramente il
settore. Importante è quindi capire in che ordine devono quei numeri binari essere
organizzati intorno ai settori. Si osservi che la Figura 3.7 (a) è una composizione
nella quale l’elencazione dei numeri è fatta in ordine lessicograﬁco, mentre nella
Figura 3.7 (b) elenca con il criterio del Codice Gray. Nella Figura 3.7 (c), invece,
viene illustrata la posizione dei quattro sensori ﬁssati. Sul disco (a), i sensori
leggono 0001, mentre sul secondo disco leggono 0011. Se la rotazione si ferma
in modo tale che i sensori si trovino sul bordo tra due settori, allora i sensori
avranno diﬃcoltà a distinguere tra 0 e 1 su una traccia che ha diversi simboli. Se22 3. Codice Gray
i simboli sono gli stessi al di là del bordo, si assume che il sensore restituisca il
valore corretto, ma se sono diversi allora il sensore restituisce qualunque valore.
Nell’ordine lessicograﬁco il limite tra 0000 e 1111 non ha un buon comportamento
poichè i sensori potrebbero restituire qualsiasi stringa di bit. Di conseguenza non
si ha assolutamente idea di dove il dispositivo sia posizionato.
Fig. 3.7: Rilevamento della posizione su un dispositivo rotante con due
etichettature diﬀerenti
In pratica servirebbe un elenco di tutte le 16 stringhe di bit di lunghezza 4
in modo tale che le stringhe successive, tra cui la prima e l’ultima, diﬀeriscano
esattamente di un bit. Così i sensori restituiscono solo uno dei due valori, e
questi sono esattamente quelli dei due settori che condividono quel bordo. Questa
elencazione è appunto quella illustrata nella Figura 3.7 (b), che usa il Codice Gray.
3.5 Torre di Hanoi
C’è un interessante collegamento tra il problema delle Torri di Hanoi e il
Codice Gray. La Torre di Hanoi è un rompicapo matematico composto da tre
paletti e un certo numero di dischi di grandezza decrescente, che si possono inﬁlare
in uno qualsiasi dei paletti. Il rompicapo ha inizio con tutti i dischi incolonnati su
un paletto in ordine decrescente, in modo da formare un cono. Lo scopo è quello
di portare tutti i dischi sull’ultimo paletto, potendo spostare un disco solo alla
volta e potendo solamente posizionare un disco su un altro più grande o su un
paletto senza dischi, mai su uno più piccolo. Le Torri di Hanoi sono un esempio di3.6 Conclusione 23
programmazione ricorsiva. Sia Sn(a;b;c) una soluzione al problema dove n dischi
sono inizialmente su un piolo a, devono arrivare al piolo c e hanno il piolo b come
piolo intermedio. Se n = 1 è suﬃciente spostare il disco da a a c. Altrimenti, una
soluzione si ottiene eseguendo per prima Sn 1(a;c;b), successivamente spostando
il disco più grande n da a a c e inﬁne facendo Sn 1(b;a;c). Si supponga che
i dischi siano numerati 1;2;:::;n dove 1 è il disco più piccolo e n è il disco più
grande. Sia Tn (“sequenza di transizione”) la sequenza dei dischi mossi nel risolvere
il problema con n dischi. Si prenda come riferimento la Figura 3.8, dove T3 =
1;2;1;3;1;2;1 (i numeri corrispondono al numero di disco mosso).
Fig. 3.8: Torri di Hanoi per n = 3
Si vede che la soluzione ricorsiva è, in generale, Tn+1 = (Tn;n + 1;Tn). Si
assume che le stringhe di bit del Codice Gray siano indicate con gngn 1:::g1.
Risulta quindi che il k-esimo numero di Tn è l’indice del bit che cambia nella k-
esima stringa di bit di Gn, e che questo è uguale alla posizione dello 0 più a destra
nella k-esima stringa di bit quando si conta in binario in ordine lessicograﬁco. Si
noti il confronto di questi risultati nella Tabella 3.2.
3.6 Conclusione
Il Codice Gray ha molte possibili applicazioni, ci si è ristretti a descriverne
un utilizzo ﬁsico, il dispositivo rotante, un utilizzo in un rompicapo matematico,
le Torri di Hanoi, e la relazione con l’ipercubo. Si elencano qui di seguito altre
possibili applicazioni: gli Anelli Cinesi, un rompicapo meccanico caratterizzato
da un doppio anello di corda che deve essere liberata da una sequenza di anelli
su pilastri interconnessi e le Mappe di Karnaugh, un metodo di rappresentazione
esatta di sintesi di reti combinatorie a uno o più livelli. Una ulteriore applicazione24 3. Codice Gray
Binario Codice Gray Torri di Hanoi
000 000 1
001 001 2
010 011 1
011 010 3
100 110 1
101 111 2
110 101 1
Tab. 3.2: Per n = 3 Codice Gray e Torri di Hanoi
è lo Spin-out, un rompicapo costituito da un lungo rettangolo piatto di plastica
all’interno di una copertura grigia. Il pezzo potrebbe uscire se non fosse per sette
quadranti dalla forma strana. Se tutti i quadranti sono girati orizzontalmente
potrà scorrere, ma un quadrante può essere attivato solo se quello alla sua destra
è verticale e tutti gli altri più a destra sono orizzontali.
Nella tesi si è limitati al caso del Codice Gray che ordina numeri binari, ma
il tutto potrebbe essere visto anche in un ambito più generale, ad esempio, di
combinazioni, di permutazioni e di alberi binari. Il Codice Gray ha un’inﬁnità di
possibili applicazioni, tutto questo grazie alla sua proprietà più importante: ossia
quella che permette di passare da un numero intero al successivo modiﬁcando
solo un bit.Bibliograﬁa
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