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COMPACT OBJECTS IN CATEGORIES OF S-ACTS
JOSEF DVORˇA´K AND JAN ZˇEMLICˇKA
Abstract. In this paper, the categorial property of compactness of an object, i. e. commuting
of the corresponding Hom functor with coproducts, is studied in categories of S-acts and cor-
responding structural properties of compact S-acts are shown. In order to establish a general
context and to unify approach to both of the most important categories of S-acts, the notion of
a category with unique decomposition of objects is defined and studied.
1. Introduction
While great impact of theory of categories on ring and module theory is well known, the
analogical concept in the context of theory of monoids and acts of monoids on sets is significantly
less studied, however it seems to be promising and fruitful (as it is demonstrated in the monograph
[11]).
Recall that an object c of an abelian category closed under coproducts and products is said to be
compact if the corresponding covariant functor Hom(c,−) commutes with arbitrary direct sums i.e.
there is a canonical isomorphism in the category of abelian groups Hom(c,
∐
D) ∼=
∐
Hom(c,D)
for every system of objects D, where
∐
denotes a coproduct. In, particular a (right R-)module is
small if it is compact in the category of all modules. As it is shown in [3] and in [13, 1o], small
modules can be described in a natural way by the language of systems of submodules:
The aim of the present paper is translating the notion of compactness in abelian categories
to a more general context. The constitutive examples of such a generalization is provided by
analogy between (abelian) categories of modules over rings and (non-abelian) categories of acts
over monoids.
Lemma 1. [3, 13] The following conditions are equivalent for a module M :
(1) M is small,
(2) if M =
⋃
i<ωMn for an increasing chain of submodules Mn ⊆ Mn+1 ⊆ M , then there
exists n such that M =Mn,
(3) if M =
∑
i<ωMn for a system of submodules Mn ⊆ M , n < ω, then there exists k such
that M =
∑
i<kMn.
Note that the condition (2) implies immediately that every finitely generated module is small
and (3) shows that there are no countably infinitely generated small modules. On the other hand,
there are natural constructions of infinitely generated small modules:
Example 2. (1) A union of strictly increasing chain of the length κ, for an arbitrary cardinal κ of
uncountable cofinality, consisting of small (in particular finitely generated) submodules is small.
(2) Every ω1-generated uniserial module is small.
A ring over which the class of all small right modules coincides with the class of all finitely
generated ones is called right steady. Note that the class of all right steady rings is closed under
factorization [4, Lemma 1.9], finite products [16, Theorem 2.5], and Morita equivalence [7, Lemma
1.7]. However ring theoretical characterization of steadiness is an open problem, it is known that
the class of right steady rings contains various natural classes of rings including right noetherian
[13, 70], right perfect [4, Corollary 1.6], right semiartinian of finite socle length [17, Theorem 1.5]
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countable commutative [13, 110], and abelian regular rings with countably generated ideals [18,
Corollary 7].
In section 2., as a useful common generalization of both of the most important categories
of S-acts, the notion of a UD-category is introduced. Section 3 treats decompositions in UD-
categories and then their necessary basic properties are shown, while in Section 4. a general
composition theory of projective objects in a UD-category is built. Finally, in Section 5., general
properties of compact objects in a UD-category are shown and the application to categories of
S-acts and the corresponding structural theorems follows. Furthermore, the more general property
of autocompactness is studied, too.
2. Axiomatic description of categories of acts
Before we start to study common categorial properties of classes of acts over monoids, let us
recall needed terminology and notation.
Let C be a category. Denote by MorC(θ, A) the class of all morphisms A → B in C for every
pair of objects A,B of C; in case C is clear from the context, the subscript will be omitted. A
monomorphism (epimorphism) in C is a left (right)-cancellable morphism, i.e. a morphism µ such
that µα = µβ (αµ = βµ) implies α = β. A morphism is a bimorphism, if it is both mono- and
epimorphism. A category is balanced, if bimorphisms are isomorphisms (the reversed inclusion
holds in general). An object θ is called initial provided |Mor(θ, A)| = 1 for each object A. The
category is (co)product complete if the class of objects is closed under all (co)products.
Let S = (S, ·, 1) be a monoid and A a nonempty set. If there is a mapping µ : S × A → A
satisfying the following two conditions: µ (1, a) = a and µ (s2, µ (s1, a)) = µ (s2 · s1, a) then A is
said to be a left S-act and it is denoted SA. For simplicity, µ (s, a) is often written as s · a or
sa. A mapping f : SA → SB is a homomorphism of S-acts, or an S-homomorphism provided
f (sa) = sf (a) holds for any s ∈ S, a ∈ A. In compliance with [11, Example I.6.5.] we denote by
S − Act the category of all left S-acts with homomorphisms of S-acts and S − Act the category
S − Act enriched by an initial object S∅. If the monoid S contains (necessarily unique) zero
element 0, then the category of all left S-acts with homomorphisms of S-acts compatible with zero
as morphisms will be denoted by S − Act0. Observe that {0} is the initial object of the category
S −Act0.
Recall that both of the categories S − Act and S − Act0 are complete and cocomplete [11,
Remarks II.2.11, Remark II.2.22]. In particular, the coproduct of a system of objects (Ai, i ∈ I) is
(i)
∐
i∈I Ai =
⋃˙
Ai in S-Act by [11, Proposition II.1.8] and
(ii)
∐
i∈I Ai = {(ai) ∈
∏
i∈I Ai| ∃j : ai = 0∀i 6= j} in S-Act0 by [11, Remark II.1.16].
Let C be a coproduct complete category with an initial object θ. An object A ∈ C is called
indecomposable if it is not isomorphic to the initial object nor to any coproduct of two non-initial
objects. Note that cyclic acts present natural examples of indecomposable objects in both the
categories S − Act and S − Act0. Nevertheless, the class of indecomposable acts can be much
larger, e. g. the rational numbers form a non-cyclic indecomposable (Z, ·)-act.
As we have declared, the main motivation of the present paper is to describe and explain
compactness properties of categories of acts over monoids in the general categorial language. In
particular, we focus on the categories S − Act and S − Act0. The key feature of both of these
categories is the existence of unique decomposition of every object into indecomposable objects
which is proved in [11, Theorem I.5.10] for the case of the category S −Act.
First of all we list several natural categorial properties which ensure easy handling of the
category, the uniqueness of a decomposition and provide existence condition, as well. Recall that
a pair (S, ν) is said to be a subobject of an object A if S is an object and ν : S → A is a
monomorphism.
We say that C is a UD-category (uniquely decomposable) if the following conditions hold:
(UD1) C is a coproduct complete balanced subcategory of the category of all sets, C contains an
initial object θ, for every object A the unique morphism θ → A is a monomorphism and
|Mor(A, θ)| ≤ 1,
2
(UD2) for every morphism f ∈Mor(A,B) there exists the subobject (f(A), ι) in C, where ι is the
inclusion of f(A) into B
(UD3) for every morphism f ∈ Mor(A,B) and every subobject (S, ν) of B such that f(A) ⊆ ν(S)
there exists a morphism g ∈ Mor(A,S) such that f = νg,
(UD4) for every system (Ai, νi)i∈I of subobjects of an object A both the sets
⋂
i νi(Ai) and⋃
i νi(Ai) with respective inclusions form subobjects of A,
(UD5) if (A, (ν0, ν1)) is a coproduct of a pair of objects (A0, A1), then ν0 and ν1 are monomor-
phisms and ν0(A0) ∩ ν1(A1) is isomorphic to θ,
(UD6) for every object A and every x ∈ A there exists an indecomposable subobject (B, ν) of A
such that x ∈ B ⊆ A.
Let us note that both categories of acts treated in this paper satisfy the previous axiomatics:
Example 3. (1) Let S = (S, ·, 1) be a monoid. We show that all conditions (UD1)–(UD6) are
satisfied by S −Act, hence it is a UD-category.
We have already mentioned that S−Act is a coproduct complete subcategory of the category of
sets. Furthermore, the empty act ∅ with the empty mapping represents an initial object and empty
map is a monomorphism since there is no morphism of a nonempty act to ∅. Since monomorphisms
are exactly injective morphisms, epimorphisms are surjective morphisms and isomorphisms are
bijections, S − Act is (epi,mono)-structured hence reflective category (cf. [1, Section 14]), which
proves (UD1). The conditions (UD2), (UD3), (UD4) and (UD5) follow immediately from the
definition of an act and (UD6) holds true since cyclic acts are indecomposable.
(2) Let S0 = (S0, ·, 1) be a monoid with a zero element 0. Then S0−Act0 is also coproduct com-
plete subcategory of the category of sets and the zero objects {0} with the zero (mono)morphism
forms an initial object of the category S0−Act0. Since there is exactly one (zero) morphism from
arbitrary object to the zero object, (UD1) holds true. A similar argumentation as in (1) shows
that S0 −Act0 satisfies also the conditions (UD2)–(UD6), i.e. it is a UD-category.
3. Decomposition and coproduct
We will suppose in the sequel that C denotes a UD-category. First, we prove a key observation
that the description of coproducts in both categories of acts [11, Proposition II.1.8, Remark II.1.16]
can be easily generalized to any UD-category C.
IfM is a family of objects in a categoryA, the corresponding coproduct is designated (
∐
M, (νM |
M ∈ M)) and the product (
∏
M, (πM | M ∈ M)), recall that νM and πM are said to be the
structural morphisms of the coproduct and the product, respectively.
Proposition 4. Let A = (Ai)i∈I be a set of objects in C and (
∐
Ai, (νi)i) be the coproduct of A
with corresponding colimit structural morphisms. Then
∐
Ai =
⋃
i νi(Ai).
Proof. Let us denote by ι the inclusion monomorphism ensured by (UD2). Since (
⋃
i νi(Ai), ι)
is a subobject by (UD4), there exists a morphism µj ∈ Mor(Aj ,
⋃
i νi(Ai)) by (UD3) such that
ιµj = νj for each j . Using the universal property of the colimit, we obtain a morphism ϕ such
that ϕνj = µj for every j, i.e. the left square of the diagram
Ai
νi−−−−→
∐
Ai
∐
Ai∥∥∥
yϕ
xι
Ai
µi
−−−−→
⋃
νi (A)
⋃
νi (A)
commutes in C and we show that the right square commutes as well.
Since ιϕνj = ιµj = νj for every j, we get again by the colimit universal property that ιϕ =
id∐Ai , hence the inclusion ι is onto
∐
Ai, which finishes the proof. 
Let A be an object, Aj ⊂ A a subobject and ιj the inclusion of Aj into A for each j ∈ J . We
say that (Aj , j ∈ J) is a decomposition of A if (Aj , ιj) is a subobject for each j ∈ J and (A, ιj)j∈J
is the coproduct of the family (Aj , j ∈ J).
The following assertion describes a natural decomposition of a coproduct in C.
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Lemma 5. Let A = (Aj , j ∈ J) be a system of objects in C and (
∐
Aj , (νj)j) the coproduct of A.
Then (νj(Aj), j ∈ J) is a decomposition of
∐
Aj .
Proof. Put A =
∐
Aj and for every j denote by ιj the inclusions νj(Aj) →֒ A and by ν˜j ∈
Mor(Aj , νj(Aj)) the morphism satisfying νj = ιj ν˜j which exists by (UD3). Since maps ν˜j are
for all j surjective, they are epimorphism in C by (UD1). We need to prove that (A, (ιj)j) is a
coproduct of (ν(Aj), j ∈ J).
Suppose that B is an arbitrary object and ρj ∈ Mor(νj(Aj), B) is a morphism for each j ∈ J .
Fix ϕ ∈Mor(A,B) satisfying the property ρj ν˜j = ϕνj for each j ∈ J , which exists by the universal
property of the coproduct (A, (νj)j). It remains to show that ϕ is the unique morphism such that
ρj = ϕιj for all j.
Since ρj ν˜j = ϕνj = ϕιj ν˜j and ν˜j is an epimorphism, we get the desired equality ρj = ϕιj for
each j. Finally, if we have any morphism ϕ˜ such that ρj = ϕ˜ιj for each j, then ρj ν˜j = ϕ˜ιj ν˜j = ϕ˜νj
for each j, hence ϕ˜ = ϕ by the universal property of the coproduct (A, (νj)j). 
It is well-known that θ
∐
A ∼= A for every object A and there is a canonical isomorphism∐
i∈I (
∐
Ai) ∼=
∐(⋃
i∈I Ai
)
for every system of sets of objects Ai, i ∈ I in any coproduct complete
category with an initial object θ.
As a straightforward consequence of the previous lemma we obtain an important property of
decompositions in UD-category.
Lemma 6. Let A ∈ C be an object and (Ai, i ∈ I) a system of disjoint sets of subobjects of A.
The following conditions are equivalent:
(1) for each i ∈ I, the set Ai is a decomposition of an object Bi and the family (Bi, i ∈ I) is
a decomposition of A
(2)
⋃
i∈I Ai is a decomposition of A.
The following elementary observation will appear useful for further dealing with decompositions
of objects in a general UD-category.
Lemma 7. An initial object θ of a balanced category has no proper subobjects, i.e. ν is an iso-
morphism for any subobject (S, ν) of θ.
Proof. Let ϑS denote the unique morphisms of θ into S. Then idθ = νϑS by uniqueness of the
endomorphism of θ thus ν is an epimorphism. Since ν is a monomorphism by the definition, it is
an isomorphism 
Since the morphism of an initial object to an arbitrary object is a monomorphism by (UD1) and
since a UD-category is balanced, every object A of C contains as a subobject with the inclusion a
uniquely defined isomorphic image of the initial object, denote it by θA.
Lemma 8. Let A ∈ C, S ⊆ A and ι the inclusion of S into A. If (S, ι) is a subobject of A, then
θS = θA and θA ( S whenever θA 6= S.
Proof. Denote by ϑO the unique morphisms of θ into an object O. Since ιϑS = ϑA, we get that
θS = θA and so θA ⊆ S. 
Lemma 9. Let A ∈ C and Aj ⊂ A be a subobject with the inclusion into A for every j ∈ J . Then
(Aj , j ∈ J) is a decomposition of A if and only if A =
⋃
j Aj and Ai ∩
⋃
j 6=iAj = θA for each
i ∈ J .
Proof. Let (Aj , j ∈ J) be a decomposition of A. Then A =
⋃
j Aj by Proposition 4. Since
{Ai,
⋃
j 6=iAj} is a decomposition of A by Lemma 6, (UD3) and (UD4), we get that Ai∩
⋃
j 6=iAj
∼= θ
by (UD5). Thus Ai ∩
⋃
j 6=i Aj = θA by Lemma 8.
In order to prove the reverse implication let us suppose that A =
⋃
j Aj , and Ai∩
⋃
j 6=iAj = θA
for each i ∈ J and (
∐
j Aj , (νj)j) is a coproduct of (Aj , j ∈ J). Then there exists a morphism
ϕ ∈ Mor(
∐
j Aj , A) such that ϕνj are inclusions by the universal property of the coproduct. Hence
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ϕ is onto because A =
⋃
j Aj . Let ϕ(a) = ϕ(b) for elements a and b. Then there are indeces
j0, j1 ∈ J and elements a˜ ∈ Aj0 , b˜ ∈ Aj1 for which a = νj0 (a˜), b = νj1(b˜) by Proposition 4, hence
a˜ = ϕ(νj0 (a˜)) = ϕ(νj1(b˜)) = b˜,
which proves that ϕ is an injective map. Since ϕ is bijective morphism in a balanced subcategory
of the category of sets, hence monomorphism and epimorphism at the same time, it is an isomor-
phism. As (A, (ϕνj)j) is a coproduct of (Aj , j ∈ J) and all ϕνj are inclusions, (Aj , j ∈ J) is a
decomposition of A. 
Note that the argument of the reverse implication depends strongly on the fact that C is a
subcategory of the category of sets by (UD1).
We say that an object A in a category with an initial object is indecomposable if for every pair
of objects A1, A2 such that A is isomorphic to A1
∐
A2 it holds that A1 or A2 is isomorphic to
an initial object.
Note that the definition of an indecomposable object in a UD-category reflects the definition
of such an object in categories of acts. The natural description of an indecomposable object is
formulated in the next assertion:
Proposition 10. Let A be an object in C. Then the following conditions are equivalent:
(1) A is indecomposable,
(2) for every decomposition (A0, A1) of A either A0 = θA or A1 = θA,
(3) for every decomposition (Aj , j ∈ J) of A there exists i ∈ J such that Aj = θAj for each
j 6= i.
Proof. (1)⇒(2) If (A0, A1) is a decomposition of A, then A ∼= A0
∐
A1, hence either A0 ∼= θ and
so A0 = θA0 = θA or A0
∼= θ and so A1 = θA1 = θA by Lemma 8.
(2)⇒(1) Let A ∼= A0
∐
A1 and ν0, ν1 be structural morphisms of the coproduct. Then the
pair (ν0(A0), ν1(A1)) forms a decomposition of A by Lemma 5, hence either ν0(A0) or ν1(A1) is
isomorphic to θ. Suppose w.l.o.g. that ν0(A0) ∼= θ and denote by ι0 the inclusion of ν0(A0) into
A, which is a morphism by (UD2), and denote by µ0 ∈ Mor(A0, ν0(A0)) a morphism satisfying
ν0 = ι0µ0 which exists by (UD3). Since ν0 is monomorphism by (UD5), µ0 is monomorphism as
well. Furthermore µ0 is epimorphism as ν0(A0) is isomorphic to the initial object. Hence µ0 is
isomorphism, since C is a balanced category, which implies that A0 ∼= ν0(A0) ∼= θ.
(2)⇔(3) The direct implication follows from Lemma 6 and the fact that any coproduct of initial
objects is isomorphic to initial object. The reverse implication is clear. 
Lemma 11. Let (Ai, i ∈ I) be a family of subsets of an object A of the category C such that for
every i ∈ I, Ai is an indecomposable object and together with the inclusion into A forms a subobject
of A. If
⋂
i∈I Ai 6= θ, then A
′ =
⋃
i∈I Ai with inclusion forms an indecomposable subobject of A.
Proof. We repeat the argument of the proof of [11, Lemma I.5.9]. Since A′ is a subobject of A
by (UD4) and θA = θA′ , we may suppose w.l.o.g. that A = A
′ =
⋃
i∈I Ai. Assume that (B0, B1)
is a decomposition of A such that Bi 6= θA for both i = 0, 1. Since θA ⊆ C for each subobject
C with inclusion of the object A and (B0 ∪ B1) ∩
⋂
i∈I Ai =
⋂
i∈I Ai 6= θA, there exists j such
that θA ( Bj ∩
⋂
i∈I Ai ⊆ Ai, say j = 0. Furthermore, as
⋃
i∈I Ai = A, there exists i ∈ I with
B1 ∩Ai 6= θA, hence θA ( B1 ∩Ai. Hence (B0 ∩Ai, B1 ∩Ai) forms a nontrivial decomposition of
an indecomposable object Ai by Lemma 9, a contradiction. 
Now we can formulate a version of [11, Theorem I.5.10] valid in a general UD-category:
Theorem 12. Every nonititial object A in C a has a unique decomposition into indecomposable
objects.
Proof. For a ∈ A \ θA consider the set
Ia = {U | (U,⊆) is an indecomposable subobject of A and a ∈ U}
and put Aa =
⋃
Ia. Then Aa is indecomposable object by Lemma 11.
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Furthermore, if a 6= b then either Aa = Ab, or Aa ∩ Ab = θA. Indeed, let Aa ∩ Ab 6= θA, take
z ∈ Aa ∩ Ab \ θA, which exists by Lemma 7 and (UD4) and consider the indecomposable object
Az . Since z ∈ Aa, we have Aa ∈ Iz, hence Aa is a subobject of Az , similarly for b and viceversa,
therefore Az = Aa = Ab.
Note that for every a ∈ A there exists indecomposable subobject of A which contains a by
(UD6), hence a ∈ Aa. Moreover, as A is not isomorphic θ, we get that A =
⋃
a∈A\θA
Aa, and we
have proved that the representative set of subobjects of the form Ax is the desired decomposition.
It remains to show uniqueness of the decomposition. Let (Ai|i ∈ I) and (Bj |i ∈ J) be two
decompositions into indecomposable objects. By applying Lemma 9 and (UD4) we get (Ai∩Bj |j)
is a decomposition of the indecomposable object Ai for each i ∈ I, hence there exists j such
that Ai = Bj . A symmetric argument proves that there exists a bijection β : I → J for which
Ai = Bβ(i) which finishes the proof. 
4. Projective objects
Recall that C is a UD-category. We say that an object P ∈ C is projective, if for any pair of
objects A,B ∈ C and a pair of morphisms π : A → B, α : P → B, where π is an epimorphism,
there exists a morphism α : P → A in C such that α = πα, i.e. any diagram
Pyα
A
pi
−−−−→ B
in C with π an epimorphism, can be completed into a commutative diagram
P P
α
y
yα
A
pi
−−−−→ B.
Lemma 13. The coproduct of a family (Pi, i ∈ I) of projective objects of C is projective.
Proof. Let the projective situation ∐
Piyα
A
pi
−−−−→ B
be given.
For each i ∈ I consider the structural monomorphism νi : Pi →
∐
Pi, which gives
Pi Piyϕi
yανi
A
pi
−−−−→ B,
where ϕi : Pi → A is obtained from the projectivity of Pi; the family (ϕi, i ∈ I) induces the unique
morphism ϕ :
∐
Pi → A with ϕνi = ϕi. By Proposition 4, each x ∈
∐
Pi can be written as νi (y)
for some (not necessarily unique) i ∈ I and y ∈ Pi, hence πϕ(x) = πϕνi(y) = ανi(y) = α(x). 
Lemma 14. In C, if P =
∐
I Pi is projective then each Pi is projective.
Proof. By induction it is enough to prove for any pair of objects P0, P1 that P0 is projective if
P0
∐
P1 is projective.
Let the projective situation
P0yα
A
pi
−−−−→ B
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be given.
Denote by α˜ : P0
∐
P1 → B
∐
P1 the coproduct of morphisms α : P0 → B and 1P1 : P1 → P1,
similarly denote by π˜ : A
∐
P1 → B
∐
P1 the coproduct of morphisms π : A → B and 1P1 :
P1 → P1, which are uniquely determined by the universal properties of the coproducts P0
∐
P1
and A
∐
P1. It is easy to compute applying the universal property of of the coproduct B
∐
P1
that π˜ is epimorphism since both π and 1P1 are epimorphisms.
Hence we obtain another projective situation:
P0
∐
P1yα˜
A
∐
P1
p˜i
−−−−→ B
∐
P1
By the assumption there exists a morphism ϕ such that π˜ϕ = α˜.
Let λX : X → P0
∐
P1, for X ∈ {P0, P1}, µX : X → A
∐
P1 (for X ∈ {A,P1}) and νX : X →
B
∐
P1 (for X ∈ {B,P1}) be structural coproduct morphisms (all mono by UD5).
Let us show that ϕλP0 (P0) ⊆ µA(A). Denote by S := ϕλP0 (P0)∩µP1 (P1) and by ι the inclusion
S → A
∐
P1. Note that (S, ι) is a subobject of A
∐
P1 by (UD2) and (UD4), Then by (UD3) there
exist monomorphisms σi : S → Pi, i = 0, 1 making the following diagram commute:
P0
λP0−−−−→ P0
∐
P1 P0
∐
P1xσ0
yϕ
yα˜
S
ι
−−−−→ A
∐
P1
p˜i
−−−−→ B
∐
P1yσ1
xµP1
xνP1
P1 P1 P1.
Hence we get: π˜ι (S) = α˜λP0σ0 (S) = νBασ0 (S) ⊆ νB (B), where the last equality holds by
the definition of coproduct morphism α˜, i.e. because α˜λP0 = νBα. On the other hand, we also
get π˜ι (S) = νP1σ1 (S) ⊆ ν1 (P1). By Lemmas 5 and 9 we obtain π˜ι (S) ⊆ θB
∐
P1 , which by
Lemma 7 turns into π˜ι (S) = θB
∐
P1 . In conclusion, since π˜ι (S) = νP1σ1 (S) and νP1 , σ1 are both
monomorphisms, S itself is a subobject of the zero object, i.e. S ∼= θ. As θµP1 (P1) is a unique zero
subobject of µP1 (P1), θµP1 (P1) = θA
∐
P1 , henceforth the desired ϕλP0(P0) ⊆ µA(A).
In consequence, by (UD3) there exists a morphism τ : P0 → A such that µAτ = ϕλP0 ; therefore
π˜ϕλP0 = π˜µAτ = νBπτ and on the other hand π˜ϕλP0 = α˜λP0 = νBα. Since by (UD5) the
morphism νB is mono, we have α = πτ . 
Now we are ready to prove an important property of UD-categories:
Theorem 15. An object of a UD-category is projective if and only if it is isomorphic to a coproduct
of indecomposable projective objects.
Proof. If an object is projective, it possesses a decomposition by Theorem 12, which consists of
projective objects by Lemma 14. The reverse implication follows immediately from Lemma 13. 
Let A and B be objects of C. Recall that B is a retract of A if there are morphisms f ∈Mor(A,B)
and g ∈Mor(B,A) such that fg = 1B. The morphism f is called a retraction and f a coretraction.
Note that each retraction is an epimorphism and each coretraction is a monomorphism. An object
G of a category is said to be generator if for any object A ∈ C there exists an index set I and an
epimorphism π :
∐
i∈I Gi → A where Gi ≃ G.
Lemma 16. If C contains a generator G, then every indecomposable projective object is a retract
of G.
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Proof. We generalize arguments of [11, Propositions III.17.4 and III.17.7].
Let P be an indecomposable projective object. Since G is a generator, there are coproduct∐
iGi of objects Gi
∼= G with structural morphisms νi ∈ Mor(Gi,
∐
iGi) and an epimorphism π ∈
Mor(
∐
iGi, P ). Moreover, there exists a (mono)morphism γ ∈ Mor(P,
∐
iGi) for which πγ = 1P
due to projectivity of P . As (P ∩ νi(Gi), i) forms a decomposition of indecomposable P ∼= γ(P )
by Lemmas 9 and 7, there is i such that γ(P ) ⊆ νi(Gi). Then by (UD3) there exists a morphism
ϕ ∈ Mor(P,Gi) such that νiϕ = γ. Thus πνiϕ = πγ = 1P which shows that πνi is the desired
retraction. 
5. Compact objects
Now we are ready to translate the concept of compactness to the context of a UD-category C.
Let C be an object of the UD-category C, A = (Ai, i ∈ I) be a family of objects of C and denote
by νi : Ai →
∐
I Ai the corresponding coproduct structural morphisms. Let us define a natural
morphism in the category Set of all sets
ΨCA :
∐
i
MorR(C,Ai)→ MorR(C,
∐
i
Ai)
to be the unique morphism such that the following square, with µi : Mor (C,Ai)→
∐
I Mor (C,Ai)
being the coproduct structural inclusion, is commutative for all i ∈ I:
Mor (C,Ai)
µi
−−−−→
∐
I Mor (C,Ai)
Mor(νi,Ai)
y ΨCA
y
Mor (C,
∐
I Ai) Mor (C,
∐
I Ai)
Since Mor presents a forgetful functor of the category C into the category Set and coprod-
ucts of objects in Set are isomorphic to disjoint unions of the corresponding objects, we have∐
I Mor (C,Ai) =
⋃˙
Mor (C,Ai) and we can describe Ψ
C
A explicitly as Ψ
C
A(α) = νiα for the index
i satisfying α ∈Mor(C,Ai).
Lemma 17. Let C be an object, I be an index set of at least two elements, A = {Ai | i ∈ I} a
family of objects in the category C, and α, β ∈
∐
I Mor (C,Ai).
(1) If α 6= β and ΨCA(α) = Ψ
C
A(β), then there exist i 6= j such that α ∈ Mor (C,Ai), β ∈
Mor (C,Aj) and νiα(C) = νjβ(C) = θ∐Ai .
(2) If i, j ∈ I such that α(C) = θAi and β(C) = θAj for some α ∈ Mor (C,Ai) and β ∈
Mor (C,Aj), then Ψ
C
A(α) = Ψ
C
A(β).
(3) ΨCA is injective (i.e. it is a monomorphism in the category Set) if and only if Mor (C, θ) = ∅.
Proof. Let us denote A =
∐
I Ai.
(1) If there exists i for which α, β ∈ Mor (C,Ai), then νiα = νiβ, hence α = β by (UD5).
It means the hypothesis α 6= β that implies there exists i 6= j such that α ∈ Mor (C,Ai), β ∈
Mor (C,Aj) and
νiα(C) = Ψ
C
A(α)(C) = Ψ
C
A(β)(C) = νjβ(C) ⊆ νi(Ai) ∩ νj(Aj).
Since νi(Ai) ∩ νj(Aj) = θA by Lemmas 5 and 9, we get νiα(C) = νjβ(C) = θA by Lemma 7.
(2) Since θ ∼= θAi ∼= θAj ∼= θA is the initial object of the category C, we obtain that νi(θAi) =
θA = νj(θAj ), hence
ΨCA(α)(C) = νiα(C) = νjβ(C) = Ψ
C
A(β)(C) = θA
again by Lemmas 5, 7 and 9. It implies that both morphisms ΨCA(α),Ψ
C
A(β) can be viewed as
elements of Mor(C, θ). As |Mor(C, θ)| ≤ 1 by (UD1), we get the equality ΨCA(α) = Ψ
C
A(β).
(3) If Mor (C, θ) 6= ∅, there exists αi ∈ Mor(C,Ai) such that αi(C) = θAi for all i ∈ I. Thus
ΨCA(αi) = Ψ
C
A(αj) for all i, j ∈ I by (2) which implies that Ψ
C
A is not injective.
On the other hand, if ΨCA is not injective, then there exists i and α ∈ Mor (C,Ai) such that
νiα(C) = θA by (1). As θA ∼= θ, there exists a morphism in Mor (C, θ) by (UD3). 
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Since there is no morphism of a nonempty act C into the empty act ∅, all mappings ΨCA are
injective in the category S − Act by Lemma 17(3), similarly to the case of abelian categories (cf
[9, Lemma 1.3]). Applying the same assertion, we can see that it is not the case of the category
S0 −Act0.
Example 18. If S0 = (S0, ·, 1) is a monoid with a zero element (for example (Z, ·, 1)) and C is an
act and A = {Ai | i ∈ I} is a family of acts contained in the category S0−Act0 such that |A| ≥ 2,
then the mapping ΨCA is not injective by Lemma 17(3).
In particular, if we put C = Ai = {0} for every i ∈ I, then |
∐
I Mor (C,Ai) | = |I| and
|Mor (C,
∐
I Ai) | = 1, so the mapping Ψ
C
A glues all morphisms of the arbitrary large set
∐
I Mor (C,Ai).
Using the notation of the mapping ΨCA we are ready to define compact objects in UD-categories.
Let D be a class of objects of the category C and denote by D
∐
= {
∐
iDi | Di ∈ D} the class
of all coproducts of all families of objects of D.
We say that an object C is D-compact (or compact with respect to D), if the morphism ΨCA is
surjective for every subsystem A of objects of the class D and C is compact if it is OC-compact
for the class OC of all objects of the category C. Finally, an object C is called autocompact, if it
is {C}
∐
-compact. Observe that every compact object is D-compact for an arbitrary class D, in
particular, it is autocompact.
Theorem 19. The following conditions are equivalent for an object C ∈ C and a class of objects
D:
(1) C is D-compact,
(2) for every pair of objects A1 ∈ D and , A2 ∈ D
∐
and every morphism ϕ : C → A1
∐
A2
there exists i ∈ {1, 2} such that ϕ(C) ⊆ νi(Ai) where νi is the coproduct structural
monomorphism,
(3) any morphism f : C →
∐
i∈I Ai into a coproduct of objects Ai ∈ D factorizes through one
of the structural monomorphisms νi : Ai →
∐
i∈I Ai (i.e. there exists i such that such that
f(C) ⊆ νi(Ai)).
Proof. (1)⇒(3) LetA = {Ai | i ∈ I} be a family of objects of the classD and f ∈ Mor
(
C,
∐
i∈I Ai
)
.
Since C is D-compact, the mapping ΨCA is surjective by the definition, hence there exists i and
α ∈ Mor (C,Ai) such that f = νiα.
(3)⇒(2) It is obvious.
(2)⇒(1) Suppose again that A = {Ai | i ∈ I} is a family of objects of D, fix A =
∐
i∈I Ai with
νi structural morphisms, and f ∈ Mor (C,A). By Lemma 5 (νi(Ai), i ∈ I) forms a decomposition
of the coproduct A, hence νi(Ai) ∩
⋃
j∈I\{i} νj(Aj) = θA for each i by Lemmas 7 and 9. Note
that B =
∐
j∈I\{i} Aj ∈ D
∐
and
⋃
j∈I\{i} Aj is a morphic image of the structural morphism of
the coproduct A ∼= B, hence either f(C) ⊆ νi(Ai) or f(C) ⊆
⋃
j∈I\{i} νj(Aj) for each i by the
hypothesis and Proposition 4.
If there exists i for which f(C) ⊆ νi(Ai), then f is an element of the image of ΨCA by (UD3)
and we are done.
Assuming f(C) ⊆
⋃
j∈I\{i} νj(Aj) for every i we get that
νi(Ai) ∩ f(C) ⊆ νi(Ai) ∩
⋃
j∈I\{i}
νj(Aj) ⊆ θA
for each i by Lemma 9, hence f(C) = θA by Lemma 7. Since θA ∼= θAi is the initial object, there
exists g ∈ Mor(C,Ai) such that g(c) = θAi and Ψ
C
A(g) = f for arbitrary i ∈ I, hence Ψ
C
A is
surjective. 
Let us reformulate the Theorem 19 for the particular (but important) case of compactness:
Corollary 20. The following conditions are equivalent for an object C of C:
(1) C is compact,
(2) for every pair of objects A1 and A2 and every morphism ϕ : C → A1
∐
A2 there exists
i ∈ {1, 2} such that ϕ(C) ⊆ νi(Ai) where νi is the coproduct structural monomorphism,
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(3) any morphism f : C →
∐
i∈I Ai for any family of objects A = {Ai | i ∈ I} into a coproduct
factorizes through one of the structural monomorphisms νi : Ai →
∐
i∈I Ai.
In order to obtain useful characterization of compact objects in a general UD category we say
that an object B is said to be an morphic image of an object A if there is a surjective morphism
A→ B (recall that UD-category is a subcategory of the category Set, hence a concrete category).
Namely, we observe that compact objects in the category C are precisely objects whose every
morphic image is indecomposable:
Proposition 21. An object C of the category C is compact if and only if every morphic image of
C is indecomposable,
Proof. (⇒) Let π : C → C be a surjective morphism and (A1, A2) a nontrivial decomposition of
C. Then π is not an element of the image of ΨC{A1,A2} by Lemma 9, hence C is not compact.
(⇐) If C is not compact, then there exists a pair of objects A1 and A2 and a morphism
ϕ ∈ Mor (C,A1
∐
A2) such that ϕ(C) * νi(Ai) by Corollary 20. Hence (ϕ(C) ∩ A1, ϕ(C) ∩ A2) is
a nontrivial decomposition of ϕ(C) by Lemmas 5 and 9. 
As an easy consequence of the last claim is that every compact object in C is indecomposable.
In a similar fashion the compactness (smallness) property originally studied in the area of
(left R-)modules has been defined, the notion of self-smallness as a generalization of the property
of being finitely generated can be transferred as the notion of an autocompact object to UD-
categories and specially to those of S-acts. (see e.g. [2], [6]). The following useful characterization
of autocompactness presents another consequence of Theorem 19:
Corollary 22. The following conditions are equivalent for an object C ∈ C:
(1) C is autocompact,
(2) for every morphism f ∈ Mor
(
C,
∐
i∈I Ci
)
where Ci ∼= C for each i ∈ I there exists i such
that such that f(C) ⊆ νi(Ci) where νi is the coproduct structural monomorphism.
Using the same arguments as in direct implication of Proposition 21 we get a necessary condition
of autocompact objects:
Lemma 23. Autocompact objects in the category C are indecomposable.
Proof. Assume the autocompact object C decomposes into C = C1 ∪ C2. Consider the identity
morphism ι : C → C1 ∪ C2 ∼= C1
∐
C2. Then either C = ι(C) ⊆ C1 or C = ι(C) ⊆ C2 by
Corollary 22 and Lemma 9, hence C is indecomposable. 
Proposition 24. For an autocompact object C ∈ C and an endomorphism f ∈ Mor (C,C), the
object D = f (C) is autocompact, too.
Proof. Suppose D is not autocompact. Then by Corollary 22 there is a morphism g : D →
∐
i∈I Di
such that Di ∼= D and g(D) * νi(Di), hence g(D) ∩ Di 6= θDi for each i. Since g(D) ∩ Di is a
subobject of Ci ∼= C with the corresponding inclusion morphism νi, there exists a coproduct of
morphisms ν =
∐
i∈I νi ∈ Mor
(∐
i∈I Di,
∐
i∈I Ci
)
such that the composition
C
f
։ D
g
→
∐
i∈I
Di
ν
→
∐
i∈I
Ci
contradicts the autocompactness of C. 
6. Categories of S-acts
Let S = (S, ·, 1) be a monoid (or a monoid with zero) through the whole section. Recall that
for S both categories S−Act0 and S−Act of S-acts are UD-categories by Example 3. We will use
basic properties of these categories of acts summarized in axiomatics (UD1)–(UD6) freely in the
sequel. For standard terminology concerning the theory of acts we refer to the monograph [11].
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6.1. Compact acts. The following consequence of Corollary 20 shows that reverse implication
of [11, Lemma I.5.36] holds true.
Lemma 25. Compact objects in the category S −Act are precisely indecomposable objects.
Proof. Since every epimorphic image of an indecomposable act in the category S − Act is again
indecomposable by [11, Lemma I.5.36], we obtain the claim immediately from Corollary 20. 
Recall that a left S-act A is called cyclic if there exists a ∈ A for which Sa = {sa | s ∈ S} = A,
and A is called locally cyclic if for any pair a, b ∈ A there exists c ∈ A such that a, b ∈ Sc.
Since cyclic acts are locally cyclic and that locally cyclic acts are indecomposable, we obtain an
immediate consequence of Lemma 25:
Corollary 26. Every locally cyclic left act is compact in the category S −Act.
Furthermore, we prove a sufficient condition of compactness for both considered categories acts.
Proposition 27. Every cyclic left act is compact in both categories S −Act and S −Act0.
Proof. We only need to prove the second claim, since the class of locally cyclic S-acts contains
the class of cyclic ones. Now, since a factor of a cyclic act is cyclic, hence indecomposable, the
Proposition 21 gives us the result in the category S − Act0. 
The corresponding variant of Lemma 25 as the criterion of compactness in the category S−Act0
will need to deal with all factors of an act, namely, a compact object in category S − Act0 are
precisely objects whose every morphic image is indecomposable by Proposition 21.
The following example shows that in case of the category S −Act0 the implication in Proposi-
tion 27 cannot be inverted in general:
Example 28. Let Z = (Z, ·, 1) be a monoid with zero.
(1) Consider the (left) Z-act A = 2Z ∪ 3Z. Then A is an indecomposable act which is not
compact in the category S − Act0. Indeed, if we consider the morphism f6 : A → Z6 given by
f6(a) = a mod 6, then the image f6(A) = {0, 2, 4} ∪ {0, 3} decomposes, hence it is not compact
by Proposition 21.
(2) Every abelian group is compact in the category Z − Act since every Z-subact contains 0.
More generally, for a monoid S with zero, any A ∈ S−Act0 is also an object of S−Act, it becomes
indecomposable, hence compact by Lemma 25.
In compliance with [11, Definition 4.20] recall that for a subactB of an actA the Rees congruence
ρB on A is defined by setting a1ρa2 if a1 = a2 or a1, a2 ∈ B. The corresponding factor act A/B
is called Rees factor of A by B then.
Lemma 29. Let A be an act of the category S−Act0 with two subacts A1 and A2. If A = A1∪A2
and Ai \ (A1 ∩ A2) 6= ∅ for both i = 1, 2, then A is not compact in S −Act0.
Proof. Consider the projection π of A onto the Rees factor A/ (A1 ∩A2), which is decomposable
into π(A1)
∐
π(A2). Now use Corollary 20. 
A subact B of a left S-act A (in S−Act or S−Act0) is called superfluous if B∪C 6= A for any
proper subact of A (see [12, Definition 2.1]). An act is called hollow if each of its proper subacts
is superfluous (see [12, Definition 3.1]). Note that the situation of Lemma 29 is precisely that of
non-hollow acts.
Proposition 30. An S-act A is compact in the category S −Act0 if and only if it is hollow.
Proof. Suppose A is hollow and it is not compact, i.e. there is a decomposable factor π(A) =
A1
∐
A2 by Proposition 21. Then π
−1(A1)∪π
−1(A2) = A, but neither of π
−1(Ai) equals A, since
the decomposition is proper, a contradiction.
On the other hand, if A is not hollow, use the construction of Lemma 29. 
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6.2. Steady monoids. We say that a monoid (resp. monoid with zero element) S is left steady
(resp. left 0-steady) provided every compact left act in the category S − Act (resp. S − Act0) is
necessarily cyclic (cf. [4, 7]).
Example 31. (1) If S is a group then indecomposable S-acts are cyclic. Hence compact S-acts
are precisely cyclic ones by [11, Theorem I.5.10] (cf. Theorem 12). Thus groups are (left) steady
monoids.
(2) The Pru¨fer group Zp∞ is a compact act over the monoid (N,+, 0). Clearly,it is not a cyclic
monoid, as it is not a cyclic group. Hence (N,+, 0) is not steady.
Proposition 32. Let C be either S −Act or S −Act0. Then a projective left act is compact in C
if and only if it is cyclic.
Proof. The reverse implication is a consequence of Proposition 27.
For the direct implication note that, since both S − Act and S − Act0 are UD-categories, by
Theorem 15 any projective act has a decomposition into indecomposable projective subacts. As it
is compact, it is indecomposable by Corollary 21. Now the result follows from Lemma 16 since S
generates both the categories S −Act and S −Act0. 
A monoid S is called left perfect (left 0-perfect) if every A ∈ S − Act ( A ∈ S − Act0) has a
projective cover, i.e. there exists (up to isomorphism unique) projective S-act P and an epimor-
phism f : P → A such that for any proper subact P ′ ⊂ P the restriction f |P ′ : P ′ → A is not an
epimorphism (cf. [8, 10])..
Proposition 33. Let S be a monoid with zero. If S is left 0-perfect, then compact objects of
S −Act0 are precisely cyclic acts. Hence S is left 0-steady.
Proof. By Proposition 27 it is enough to prove that a compact object of S − Act0 is necessarily
cyclic. Let A be a compact S-act and π ∈ Mor(P,A) be a projective cover of A. Assume that P is
not irreducible with a nontrivial decomposition (P0, P1). Then neither π(P0) nor π(P1) is not equal
to A and B = π(P0) ∩ π(P1) is a subact of A. Then (π(P0)/B, π(P1)/B) forms a decomposition
of Rees factor A/B. Note that it is non-trivial, otherwise π(P0) ⊆ π(P1) or π(P1) ⊆ π(P0) which
contradicts to the fact that π(P0) 6= A 6= π(P1). Since every factor of A is indecomposable by
Lemma 25, we obtain a contradiction. 
6.3. Autocompact acts. Let us formulate the direct consequence of Lemma 23 and Proposi-
tion 24:
Lemma 34. Let C be an a autocompact object in either S−Act0 or S−Act and ϕ be an endomor-
phism of C. Then ϕ(C) is autocompact and indecomposable, in particular, C is indecomposable.
Theorem 35. The following conditions are equivalent for an act C ∈ S −Act:
(1) C is autocompact,
(2) C is compact,
(3) C is indecomposable.
Proof. The implication (2)⇒(1) is clear, the implication (1)⇒(3) follows from Lemma 34 and the
equivalence (2)⇔(3) is proved in Lemma 25. 
Question. What about the situation in S −Act0?
Example 36. Consider again the monoid Z = (Z, ·, 1) and the Z-act A = 2Z ∪ 3Z from Ex-
ample 31(1). Then A is auto-compact, since for any morphism A → A1
∐
A2 with Ai ∼= A, the
component in which the image lies is determined by the image of the element 6.
The previous example shows that within the category S − Act0 the class of autocompact acts
is in general strictly larger than the class of compact acts; whereas the following example will
show that the class of autocompact acts is in general strictly smaller than that of indecomposable
objects, even for left perfect monoids.
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Example 37. Consider the monoid S =
({
0, 1, s, s2
}
, ·, 1
)
with the following multiplication table:
· 0 1 s s2
0 0 0 0 0
1 0 1 s s2
s 0 s s2 0
s2 0 s2 0 0
.
Then consider the S-act A = {x, y, z, t, θ} with the action of S given as follows:

0 · a = θ for any a ∈ A
1 · a = a for any a ∈ A
s · x = s · y = z
s · z = t
s · t = θ
.
A is indecomposable, while the Rees factor A/ 〈z〉 decomposes into two isomorphic components
(so A is not compact), each of which can be mapped onto 〈t〉 ≤ A, hence A is not autocompact.
One can furthermore prove that S is left perfect using [8, Thm 1.1].
Lemma 38. A non-hollow S-act A is a factor of a coproduct of a (suitable) pair of its proper
subacts.
Proof. Suppose A = B1∪B2 with Bi proper subacts ofA. Then consider the following commutative
diagram
B1
∐
B2
pi
−−−−→ A
νi
x
∥∥∥
Bi
µi
−−−−→ A
with νi, µi being the corresponding colimit injection and inclusion into A, respectively. The
universal property of colimit induces a morphism π : B1
∐
B2 → A that is the desired epimor-
phism. 
For S-acts A1, A2 ∈ S − Act0 denote by πi : A1
∐
A2 → Ai, i = 1, 2 the canonical projections
and note that any canonical projections are correctly defined morphisms in the category S−Act0.
Lemma 39. Let C,C1, C2 ∈ S − Act0 and C ∼= C1 ∼= C2. Then C is autocompact if and only if
for every morphism f : C → C1
∐
C2 there exists i such that πif(C) = θ.
Proof. The direct implication follows immediately from Corollary 22.
If C is not autocompact, then by Corollary 22 there exists morphism f : C →
∐
i∈I Ci where
Ci ∼= C and there exist i 6= j such that such that f(C) * νi(Ci) and f(C) * νj(Cj). Thus it is
enough to compose f with the canonical projection to Ci
∐
Cj . 
For a pair B1, B2 of subacts of a left S-act A with inclusions ιiBi → A denote by ρB1B2 :
B1
∐
B2 → A the unique morphism satisfying ρB1B2νi = ιi for i = 1, 2 (cf the proof of Lemma 38).
A characterization of non-autocompact S-acts in the category S − Act0 can by provided by nar-
rowing the class of non-hollow (i. e. non-compact) acts by
Proposition 40. The following conditions are equivalent for A,A1, A2 ∈ S − Act0 such that
A ∼= A1 ∼= A2:
(1) A is not autocompact in S −Act0,
(2) there exists a pair B1, B2 of proper subacts of A satisfying A = B1 ∪B2 and there exists a
morphism f : B1
∐
B2 → A1
∐
A2 such that πif 6= θ for i = 1, 2 and kerρB1B2 ⊆ ker f .
Proof. Sufficiency follows from the Homomorphism Theorem [11, Theorem 4.21] which ensures
the existence of a morphism f ′ : A → A1
∐
A2, which turns to be the witnessing morphism to
non-autocompactness thanks to the property πif 6= θ for both i = 1, 2.
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B1
∐
B2
f
−−−−→ A1
∐
A2
ρB1B2
y
xf ′
A A
Necessity: Let g : A → A1
∐
A2 be the morphism witnessing non-autocompactness, hence
πig 6= θ for both i = 1, 2. Let νi : Ai → A1
∐
A2 denote the colimit injection and set Bi =
g−1 (g (A) ∩ νi (Ai)); then obviously A = B1 ∪B2. Set now f = gρB1B2 .

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