Abstract We cope with a free boundary fluid-structure interaction model. In the model, the viscous incompressible fluid interacts with elastic body via the common boundary.
Introduction and Main Results
We consider a free boundary fluid-structure system which models the motion of an elastic body moving and interacting with an incompressible viscous fluid (see [3, 4, 11, 12, 13] ). This parabolic-hyperbolic system couples the Navier-Stokes equation u t − ∆u + (u · ∇)u + ∇p = 0 in Ω f (t) (1.1)
with a wave equation with variable coefficients w tt − div G(x)∇w + βw = 0 in Ω e × (0, T ), (1.3) where β > 0 is a constant. Without lose of generality, we set β = 1 from here on. The Navier-Stokes equation is posed in the Eulerian framework and in a dynamic domain Ω f (t), with Ω f (0) = Ω f , while the wave equation is posed in the domain Ω e . The geometry is such that ∂Ω e = Γ c is the common boundary of the domains, and ∂Ω f = ∂Γ c ∪ Γ f . Both domains Ω f and Ω e are assumed to be bounded and smooth (see [3, 11, 12, 13] for more details). In (1.3), G(x) = (g ij (x)) 3×3 are symmetric, positive definite matrices for all x ∈ R 3 , which are related to the elastic material. For convenience, the entry g ij (x) is assumed to be smooth for 1 ≤ i, j ≤ 3. The interaction is captured by natural velocity and stress matching conditions on the free moving interface between the fluid and the elastic body.
In the case of G(x) = I, the unite matrix in R 3 , the existence of short time solutions was first established in [3] and improved in [9] and [12] where there are no dissipative mechanisms on the interface. Then the global-in-time existence for the fluid-structure system with damping is established in [10] and [11] under the assumption of G(x) = I for small initial data. For other topics on this system, see the short review in the introduction in [11] .
Here we consider the fluid-structure system (1.1)-(1.3) with the variabe coefficient elasticity structure described as the matrix G(x) = g ij (x)
3×3
to obtain the global-in-time existence for small data. The tool we employ is the geometrical approach which was introduced in [18] for the controllability of the wave equation with variable coefficients and extended in [8, 15, 17] , and many others, see [19] . The main advantages of this tool are to provide great simplification (the Bochner technique) for the energy multipliers and to yield the checkable geometrical assumptions for the variably coefficient problems by the curvature theory, also see Remark 1.1 later.
Let η(x, t) : Ω → Ω(t) be the position function with Ω(t) being the different states of the system with respect to different time. With the help of position function, the incompressible Navier-Stokes equations can be rewritten as:
where v(x, t) and q(x, t) denote the Lagrangian velocity and the pressure of the fluid over the initial domain Ω f , respectively. This means that v(x, t) = η t (x, t) = u(η(x, t), t) and q(x, t) = p(η(x, t), t) in Ω f . The matrix a(x, t) is defined as the inverse of the matrix ∇ x η(x, t), that is a(x, t) = (∇ x η(x, t)) −1 . The wave equation for the displacement function w(x, t) = η(x, t)−x is formulated in Lagrangian framework as
over the initial domain Ω e . We seek a solution (v, w, q, a, η) to the system (1.4)-(1.5), where the matrix a = (a ij )(i, j = 1, 2, 3) and η | Ω f are determined in the following way:
where the symbol " : " stands for the usual multiplication between matrices. Taking advantage of the notation a, we rewrite (1.4) as
On the interface Γ c between Ω f and Ω e , we assume transmission boundary condition 9) where the constant γ > 0 and w
and the matching of stress 10) where ν = (ν 1 , ν 2 , ν 3 ) is the unit outward normal with respect to Ω e . On the outside fluid boundary Γ f , we impose the non-slip condition
We supplement the system (1.4) and (1.5) with the initial conditions v(x, 0) = v 0 (x) and (w(x, 0), w t (x, 0)) = (w 0 (x), w 1 (x)) in Ω f and Ω e , respectively. We use the two classical spaces
Based on the initial data v 0 , the initial pressure q 0 is determined by solving the problem
(Ω e ), and w 1 ∈ H 2 (Ω e ) be given. It is said that the compatibility conditions hold if v 0 , w 0 , and w 1 satisfy
14)
on Γ c as well; and
on Γ f . Note that w tt (0), w ttt (0), v t (0) and v tt (0) can be represented by the initial data of the system with help of the structure of both Navier-Stokes and wave equations(see [10] for detail). Next, we consider the hypothesis on the variable coefficients. We introduce
as a Riemannian metric on Ω e and consider the couple (Ω e , g) as a Riemmannian manifold. We denote by g = ·, · g and D the inner product and the covariant differential of the metric g, respectively, where
where ·, · is the Euclidean metric of R 3 . Note that D is different from the Euclidean differential ∇ unless G(x) = I. A vector field H is said to be an escape vector field on Ω e with respect to the metric g ( [19] ), if it satisfies
We need the following assumption.
(H) There is an escape vector field H in Ω e with respect to the metric g such that
where γ 0 is a positive constant.
given is an escape vector field. If G is not the unite matrix, H = x−x 0 is no longer an escape vector field in generality. The global existence of an escape vector filed depends on the sectional curvature of the metric g. There does not exist such an escape vector field on Ω e if Ω e contains a closed geodesic of the metric g. For details, see [19 
We assume that short time solutions to problem (1.1), (1.2) and (1.3) with the boundary damping (1.9)-(1.10) exist if the initial data satisfy the compatibility conditions. This can be proved as in [10] and [11] .
Our main result is the following.
(Ω e ), and w 1 ∈ H 2 (Ω e ) are given small such that the compatibility conditions hold. Then, there exists a unique global smooth solution (v, w, q, a, η) which satisfies
Remark 1.2 Given initial data small the total energy of the system decays exponentially.
The proof of Theorem 1.1 will be given in Section 4.
Preliminaries
We list some estimates in the literature which are needed in the proof of Theorem 1.1. Constant C may be different from line to line.
where C > 0 is large enough, the following statements hold:
(viii) for every ǫ ∈ (0, 
In particular, the form a jl a kl ξ ij ξ ik satisfies the ellipticity estimates
3)
From [9] , we recall pointwise a-priori estimates for variable coefficient Stokes system.
Assume that v and q are solutions of the system
where a ji ∈ L ∞ (Ω f ) satisfies lemma 2.1 with ǫ = 1 C sufficiently small. Then we have
for t ∈ (0, T ). Moreover, we obtain
where T 1 CM and C is sufficiently large.
From now on, for simplicity, we omit specifying the domains Ω f and Ω e in the norms involving the velocity v and the displacement w. But we still emphasize the boundary domains Γ c and Γ f . Now we turn to the wave equations. Let w be a solution to the wave system (1.5) satisfying the boundary condition (1.9) on Γ c . We write (1.9) as
As in [10] , we have the following estimates 
A-priori estimates
We derive a priori estimates for the global existence of solutions to the dissipative fluidstructure system when the initial data are sufficiently small. Suppose that
where ǫ > 0 is given small. We need several auxiliary estimates involving different levels of energy.
First level estimates
E(t) is the first level energy of the fluid-structure system. As in [10] , we have
The following inequality holds for t ∈ [0, T ]
where
is a dissipative term.
To start with the application of the multiplier method, we need the two multiplier identities in [19, Theorems 2.1 and 2.2]. They are
whereû is a scalar function satisfying the wave equationû tt = div [G(x)∇û] + f andĤ is a vector field while p is also a scalar function, where
We use w as a multiplier as in [10] to obtain
where G(x)∇w, ∇w = tr([G(x)∇w] T : ∇w).
With help of geometric multipliers, we have the following estimate which plays the central role in deriving the total energy of the solution to decay. Lemma 3.3 Let the assumption (H) hold. For any γ > 0, there is a constant C = C γ > 0 such that
In particular, E(t) CE(0).
Proof For simplicity, we further assume that the escape vector field H satisfies
First, we calculate in the components of w. In the view of (1.5), we take H(w i ) as a multiplier and make use of identity (3.4) by settingû = w i ,Ĥ = H and f = −w i to have
Next, we integrate the above identities by parts over Ω e × (0, t) for i = 1, 2, 3, and sum them to obtain
From (3.10), we have
where ǫ 1 > 0 is a sufficiently small constant to be determined.
By a similar computation as in (3.10), we have
Moreover, we take p = 3 2 and f = −w i in identity (3.5) to get
(3.14)
Integrating the above identities by parts leads to the following
Ωe w, w t dx | G∇w, ∇w dxdτ + 3
Using the assumption H, ν γ 0 in (3.16) and letting ǫ 1 , ǫ 2 be sufficiently small such that
we obtain
Now, we multiply (3.6) by 3 − 2ǫ 3 , where ǫ 3 ∈ (0, 1) is given small, to get
Add (3.18) to (3.17), and we have
Thus we have
To complete the proof of (3.7), the lower order terms in (3.20) have to be absorbed. This will be done by a compactness-uniqueness argument in the following lemma.
Proof of Lemma 3.4 We prove the estimate by contradiction. Suppose that there exists a solution sequence (v k , w k ) such that
for k = 1, 2, 3, · · · , where E(w k , t) are obtained by replacing w in E(t) with w k . Taking w = w k in (3.20), we deduce that the sequence {w k } is bounded in H 1 (Ω e × (0, t)). Thus there isw ∈ H 1 (Ω e × (0, t)) such that
Thenw is a weak solution to (1.3) in Ω e × (0, t) and
Moreover, it follows from (3.22) that
As a consequence of [19, Theorem 2.15 and Lemma 2.5], we obtaiñ
which contradicts (3.23). Using (1.9) and Lemma 3.4 in (3.20), we obtain
Multiply (3.24) with ǫ 4 > 0 small enough, add it to (3.2), and then (3.7) follows. ✷ Remark 3.1 If the solution of this system can exist for all time and a can stay as close as possible to identity so that it's uniformly elliptic, then the above lemma implies that the first level energy E(t) decays exponentially.
Second level estimates
Now we introduce the second level energy of the fluid-structure system
and the corresponding dissipation
To begin with obtaining the similar estimates as we have get in above subsection, we differentiate the whole system in time.
and
Moreover, the boundary conditions are changed into the form:
where i, j, k, l, α, β = 1, 2, 3. and
Lemma 3.5 The following energy inequality holds for t ∈ [0, T ]
31)
Proof. Take L 2 inner product with v i t and ω i tt to (3.25) and (3.27), respectively. Using the boundary conditions (3.28)-(3.30), we get that
Add (3.33) and (3.34) together and integrate in time from 0 to t. Thanks to the ellipticity of a(x, t), we get
(3.35) Taking advantage of (3.26), we can rewrite (3.35) as
We submit (3.36) into (3.35) and we obtain (3.31). ✷ Next, we continue carrying out the multiplier method as before. First, as what we do in Lemma 3.2, we use ω t as a multiplier and we can get an analogy.
Lemma 3.6 We have for all
We go on applying the multiplier method to derive an analogy to Lemma 3.3. This time, we regard H(w i t ) and div Hw i t as multipliers. Through a similar procedure, by Lemma 3.5, Lemma 3.6 and boundary condition (3.28), we obtain the estimates in Lemma 3.7.
Lemma 3.7 For all t ∈ [0, T ], it holds under the assumptions of Theorem 1.1 that
(3.38)
Third level estimates
We introduce the third level energy
As in Subsection 3.2, we differentiate the full system (1.4), (1.5) and (1.9)-(1.11) in time twice to have
Moreover, the boundary conditions to (3.39)-(3.41) are changed into
Now we begin to derive the energy estimates for the third level energy.
Lemma 3.8 The third level energy inequality
Proof. First, we multiply (3.39) with v i tt and integrate over Ω f . Sum for i = 1, 2, 3, and after integrating by parts we obtain
Then multiply (3.41) by ω i ttt and integrate over Ω e to have 1 2 
Superlinear estimates
Our aim of this subsection is to deal with the perturbation terms generated in the second and third level energy estimates. They are We focus on the global existence of solutions and the energy decay estimates. Let X (t) = E(t) + E 1 (t) + E 2 (t) +ǫ 1 ( ∇v
L 2 ), whereǫ 1 > 0 be given sufficiently small to be determined later.
We make some preparations for the proof of Theorem 1.1. We have
Similarly, we obtain
In addition, it follows from Lemmas 3.1 and 3.3 that 
