This paper studies the mixing time of certain adaptive Markov Chain Monte Carlo algorithms. Under some regularity conditions, we show that the convergence rate of Importance Resampling MCMC (IRMCMC) algorithm, measured in terms of the total variation distance is O(n −1 ), and by means of an example, we establish that in general, this algorithm does not converge at a faster rate. We also study the Equi-Energy sampler and establish that its mixing time is of order O(n −1/2 ).
Introduction
Markov Chain Monte Carlo (MCMC) methods have been widely applied in many areas for more than 40 years [16] . In particular, they are successful when the target distribution π is available only up to a normalizing constant.
To sample from such a distribution, various MCMC algorithms have been developed. A typical MCMC algorithm is designed using a transition kernel P that has π as stationary distribution. See for example Meyn and Tweedie [20] , Robert and Casella [21] , Roberts and Rosenthal [22] , and the references therein.
Constructing a transition kernel to sample efficiently from a given distribution, although conceptually easy, is rather difficult in practice. The difficulty is that generic algorithms such as the Metropolis-Hastings algorithm requires a careful choice and tuning of the proposal kernel. The development of adaptive MCMC (AMCMC) methods stems partly from these difficulties. Instead of having a fixed Markov kernel P , at each round n an AMCMC algorithm selects a kernel P θn from a family of Markov kernels {P θ } θ∈Θ , where the value (parameter) θ n is computed based on possibly all the samples generated up to time n, so that the transition kernel is automatically self-adapted. This approach is very appealing in practice, as it frees the users from parameter tuning, and provides a better exploration-exploitation balance in the performance. As a consequence, AMCMC algorithms often yield smaller asymptotic errors in Monte Carlo estimations. The theoretical and methodological studies of AMCMC have drawn attentions of many researchers lately. See for example the survey by Atchadé et al. [4] and the references therein.
In this paper, we investigate the convergence rates of two AMCMC algorithms: the Importance Resampling MCMC (IRMCMC) algorithm introduced by Atchadé [5] , and the Equi-Energy (EE) sampler by Kou et al. [17] . The IRMCMC algorithm is also referred to interacting annealing algorithm [8] . For the EE sampler, we actually focus on a simplified version, which is sometimes referred to as interacting tempering algorithm [11] .
Throughout the paper we denote by {X n } n∈N the random process generated by either of these algorithms. A common feature is that in either case, the dynamics of {X n } n∈N is driven by a sequence of random measures θ n computed from an auxiliary chain {Y n } n∈N . Most of the theoretical results available so far focused on the convergence of marginal distributions L Xn ⇒ π, and on the law of large numbers:
f (X i ) = π(f ) almost surely.
See for example Andrieu et al. [2, 3] , Atchadé [5, 6] and Fort et al. [10] (there is a mistake in the proof of [6] , pointed out in [10] ). Central limit theorems for such AMCMC algorithms have only been considered recently by Fort et al. [11] and Bercu et al. [7, 8] . In short, introducing the auxiliary chain makes the stochastic process no longer Markov, which raises considerable technical difficulties. We point out that there are other classes of AMCMC algorithms, for which the parameters take values in finite dimensional spaces (e.g. the adaptive Metropolis algorithm introduced by Haario et al. [13] ). The analysis of such algorithms is out of the scope of this paper.
In this paper, we study the convergence rate (or mixing time) of the IRM-CMC and EE algorithms. That is, we provide upper bounds on the distances between L Xn (the distribution of X n ) and the target distribution. This type of rate differs and complements rate of convergence obtained in central limit theorems. Mixing time results provide information on the burn-in time of the algorithm, whereas central limit theorems (such as those mentioned above) deal with the rate of convergence and fluctuations of Monte Carlo averages. Beside Andrieu and Atchadé [1] who considered AMCMC with a finite-dimensional parameter, and to the best of our knowledge, the mixing time of AMCMC has not been investigated so far.
We show that the IRMCMC algorithm has convergence rate of order O(n −1 ). In particular, we also provide a simple example, for which the convergence rate has lower bound 1/n. That is, one should not expect a rate superior to O(n −1 ) in general. We also show that for m-tuple IRMCMC (to be defined in section 2.4), the convergence rate is also within O(n −1 ). For the EE sampler, under some regularity conditions, we show that the rate of convergence is O(n −1/2 ) in terms of a slightly weaker norm than the total variation distance. Our results are qualitative, in that the constants in the rates are not explicit. But they clarify what is known about these algorithms, and suggest in particular that longer burn-in should be selected for the EE sampler.
The rest of the paper is organized as follows. The remaining of the introduction gives a general description of the algorithms considered in the paper and introduces some notation. Section 2 is devoted to IRMCMC algorithm. The convergence rate is established in Section 2.1, and for multiple IRM-CMC in Section 2.4. Section 3 is devoted to EE sampler. The convergence rate is established in Section 3.1. A remark on the connection to parallel tempering is provided in Section 3.2.
A class of AMCMC algorithms
We describe the general framework of AMCMC considered in this paper. Let X denote a general state space. An AMCMC algorithm is a stochastic process {(X n , Y n )} n≥0 in X × X , designed such that the main chain X n converges to the target distribution π in a certain sense to be described precisely later. Let P denotes the set of all probability measures on X , and {K θ , θ ∈ P} a set of transition kernels on X . Let P be a transition kernel on X with invariant probability measure π. Starting from P and {K θ , θ ∈ P}, we consider the family of transition kernel P θ given by
The dynamics of the AMCMC algorithms considered in this paper can be unified as follows: given F n = σ(X 0 , . . . , X n , Y 0 , . . . , Y n ), X n+1 and Y n+1 are conditionally independent, and for all bounded measurable functions h : X → R,
, denotes the empirical measure associated to the auxiliary chain {Y n } n≥0 . Each algorithm is determined by the choice of the kernels K θ . For the IRMCMC,
where w(z) = dπ/dπ Y (z) (see Section 1.2 for our convention on π and dπ), while for the EE, the following choice is made
In both cases, π Y is an auxiliary distribution chosen such that it is relatively close to π, and easy to sample from (at least easier than π). We assume that the evolution of the auxiliary train is independent of the main chain in the sense that for bounded measurable function h : X → R,
The description of the dynamics of the joint process {(X n , Y n )} n≥0 is completed by specifying the dynamics of Y n+1 | F n , which is either a Markov chain with target distribution π Y , or the main chain of another adaptive MCMC with target distribution π Y , not necessarily Markov. The rationale of these algorithms can be viewed as follows. For θ = θ ⋆ = π Y , the Markov chain with transition kernel P θ⋆ have nice mixing properties, due to the choice of π Y . Unfortunately, however, it is not possible to implement directly the kernel P θ⋆ . The idea here therefore is (i) to run an auxiliary chain {Y n } n≥0 with limiting distribution π Y , so that the empirical measure θ n converges to θ ⋆ , and (ii) to sample X n+1 from
which approximates P θ⋆ (X n , ·) as n → ∞.
Notation
We assume that the state space X is a Polish space equipped with a metric d, and B is the associated Borel σ-algebra. In addition, (X , B) is a measure space with a reference σ-finite measure, which we denote for short by dx. Let π and π Y be probability measures on (X , B). We assume that π and π Y are both absolutely continuous with respect to dx and with a little abuse of notation, we also use π and π Y to denote the density respectively. That is, we write π(dx) = π(x)dx and similarly for π Y . For a transition kernel Q, a measure ν and a function h, we shall write νQ(·) def = ν(dz)Q(z, ·), and
We denote π Y,n the empirical measure associated to the auxiliary chain {Y n } n∈N defined by
At times, we also use the notation θ n (·) to denote π Y,n (·). For functions f : X → R, we write
We let C denote general constants that do not depend on n, but may change from line to line.
Importance Resampling MCMC
We consider the importance-resampling Markov Chain Monte Carlo method described in Atchadé [5] .
Algorithm 1 (IRMCMC). Fix ǫ ∈ (0, 1). Pick arbitrary X 0 = x 0 and Y 0 = y 0 . Let P be an arbitrary Markov kernel with stationary distribution π. At each round n, X n and Y n are conditionally independent given F n−1 , and
where θ n is the (randomly) weighted empirical distribution defined by
with w(y) ∝ π(y)/π Y (y) =: w(y), and θ 0 = δ y 0 . We assume
Remark 1. The assumption on the boundedness of w is not too restrict. Indeed, very often in practice, we have π, the un-normalized density function of π as a bounded function, and set the auxiliary chain with stationary distribution π Y ∝ π Y obtained by π Y = π T with T ∈ (0, 1). In this case, w = π/ π Y is bounded and thus so is w.
Equivalently, for any bounded function f : X → R,
where for all probability measures θ on X , P θ (x, ·) is defined by
For the time being, we make no particular assumption on the dynamics of the auxiliary chain {Y n } n≥0 .
Convergence rate of IRMCMC
The following equivalent representation of Algorithm 1 is useful. Let the auxiliary chain be as above. Furthermore, let {Z n } n≥0 be a sequence of independent and identically distributed random variables with P(Z 1 = 1) = 1 − P(Z 1 = 0) = ǫ. Furthermore, we assume that {Z n } n≥0 and {Y n } n≥0 are independent and for each n ≥ 1, Z n and F n−1 are independent. Then, at round n, we can introduce Z n , and write the conditional distribution of X n given Z n , F n−1 as
Observe that at each time
. . , τ n * . Therefore, we first focus on
We first obtain a bound on the total variation distance η n − π TV . Recall that, given two probability distributions µ and ν, the total variation distance µ − ν TV is defined by:
For convenience, write
Recall that throughout we assume |w| ∞ < ∞.
Remark 2. A special case of η n − π TV , when w ≡ 1 (equal weights), is the so-called cesaro mixing time of {Y n } n≥0 . See for example Levin et al. [18, Chapter 6.6] .
The proof of Lemma 1 is postponed to next subsection. We have no explicit requirement on π Y , except that w = π/π Y is bounded. However, the convergence of
Indeed, these rates yield an upper bound on the convergence rate of L Xn ⇒ π, as shown in the following theorem. We set B 0 = B −1 = 1.
Furthermore, for any bounded measurable function f ,
The proof of Theorem 1 is postponed to next subsection.
Remark 3. The control of the total variation distance depends on the initial position of the auxiliary chain, as in general, B n depends on the initial position Y 0 = y 0 . We omit this dependence throughout this paper. At the same time, it is obvious that the initial position X 0 = x 0 is irrelevant.
Remark 4. In Theorem 1, we do not assume any ergodicity assumption on the kernel P . In the case P is say, geometrically ergodic, one can improve (8) quantitatively by bounding the term η k P n−k − π TV more effectively.
For example, if P is uniformly ergodic with rate ρ, then (8) would become
A similar improvement can be formulated for (9) . However, these improvements do not change the rate but only the constant in the corollary below. Beside, such improvements will not be easily available if P is subgeometrically ergodic.
Now, as a corollary we obtain an upper bound on the convergence rate of IRMCMC algorithm, under the following assumption.
A1 There exist a finite constant C such that for all measurable function f : X → R, with |f | ∞ ≤ 1,
Remark 5. For example, if {Y n } n∈N is a Markov chain with transition kernel P Y and stationary distribution π Y , then the first part of (10) holds if P is geometrically ergodic [22] . The second part of (10) essentially assumes that the sample variances of {f (Y n )} n∈N is bounded, which also holds for geometrically ergodic Markov chains under appropriate moment condition on f (e.g. π(|f | 2+ǫ ) < ∞ with ǫ > 0). Occasionally this condition can fail, as the sample variance might become infinity in the limit. See for example Häggström [14] and Häggström and Rosenthal [15] .
Corollary 1. Consider the importance resampling MCMC (Algorithm 1). If Assumption (A1) holds, then there exists a finite constant C such that
Furthermore for any bounded measurable function f ,
Proofs of Lemma 1 and Theorem 1
Proof of Lemma 1. Fix n ≥ 1 and write π Y ≡ π Y,n . Rewrite η n (f ) as,
where in the second term above we used the fact that π Y (w) = 1. Since
By Cauchy-Schwarz inequality,
The first term is bounded by |w| ∞ sup |f |≤1 [E( π Y,n (f )) 2 ] 1/2 . For the second term, observe that
and
and the above calculation holds for all f : |f | ≤ 1. Combining (11), (12), (13) and (14) yields the desired result.
Proof of Theorem 1. We recall that τ n * is the last time k before n that the main chain is sampled from θ k−1 . Now, we can write
Observe that the conditional distribution of X n given that τ n * = k ≥ 1, is
By the fact that πP = π, we have
. . , n and P(τ n * = 0) = (1 − ǫ) n . Thus, (15) becomes (8) .
To establish (9), we show that the partial sum n k=1 (f (X k ) − π(f )) admits a well behaved martingale approximation. For a probability measure θ on X , define
Clearly, π θ is a probability measure on (X , B), and in fact we have for all A ∈ B,
This means that the kernel P θ is invariant by π θ . It is also easy to check by induction that for any bounded measurable function f , and n ≥ 1,
It then follows that
As a result of (17), the function
is well-defined with |g θ | ∞ ≤ 2ǫ −1 |f | ∞ , and satisfies Poisson's equation
In particular, we have f (
, almost surely. Using this, we write:
Using (18), the definition of g θ , and (16), it is easy to check that for any probability measures θ, θ ′ and x ∈ X ,
this implies that the term
is a telescoping sum and we have
The term
is also a telescoping sum and we have n k=1
From the definition of π θ , notice that we can write
where
where in the last equality, we use the fact that sup |f |∞≤1 E θ 2 k (f −π(f )) ≤ B k which is (13) and is proved as part of Lemma 1.
Finally we also notice that
n k=1 D k is a martingale with respect to {F n }, whence
Using all the above, we obtain (9).
An example on the lower bound
We provide an example where O(n −1 ) is also the lower bound of the rate for both η n − π TV and L Xn − π TV . This shows that the rate in our upper bound in Corollary 1 is optimal.
Example 1. Consider the simple case when X = {±1}, and π = π Y . In this case, the weight function is uniform (w ≡ 1). Suppose the auxiliary chain {Y n } n≥0 has transition matrix
The corresponding Markov chain has stationary distribution π Y = (a + b) −1 (b, a) and eigenvalues λ 1 = 1, λ 2 = 1 − a − b. Suppose a + b = 1 and the chain starts at
It then follows from the definition that η n − π TV ≥ C/n. Furthermore, in (2) set P (x, ·) = π(·). That is, P is the best kernel we can put into the algorithm, in the sense that it takes one step to arrive at the stationary distribution (although this is too ideal to be practical). Now,
It then follows that L Xn − π TV ≥ C/n.
Multiple IRMCMC
We discuss importance-resampling MCMC algorithm in forms of multiple chains and establish a similar convergence rate as in Section 2.1.
Algorithm 2 (Multiple IRMCMC). We construct iteratively m discretetime stochastic processes X (ℓ) ≡ {X (ℓ)
n } n≥0 , ℓ = 0, . . . , m as follows. Fix ǫ ∈ (0, 1). Let X (0) be a Markov chain with target distribution π 0 starting at x 0 . Then iteratively, for each ℓ = 1, . . . , m with X (ℓ−1) constructed, design X (ℓ) starting from x ℓ , so that X (ℓ) and X (ℓ−1) interact as the main chain and the auxiliary chain respectively in Algorithm 1. Namely, let P ℓ be a Markov kernel with stationary distribution π ℓ , and sample X (ℓ)
n , ·) with
with w ℓ (x) = π ℓ (x)/π ℓ−1 (x), x ∈ X . Note that the ℓ-th chain X (ℓ) at time n, depends on {X
..,n−1,ℓ=1,...m−1 . We assume that max ℓ=1,...,m |w ℓ | ∞ < ∞.
In view of Theorem 1, it suffices to control
where this time π X (ℓ) ,n (f )
n , which is the purpose of the following assumption. 
and for any bounded measurable function f ,
Proof. Simply observe that (20) and (21) imply that B (ℓ)
n ≤ C/n, as n → ∞. By Theorem 1, this implies in turn that (20) and (21) hold with ℓ replaced by ℓ + 1. Given (A2), the result follows by induction.
Equi-Energy Sampler
In this section, we consider the simplified EE sampler as follows. Recall that the auxiliary chain {Y n } n≥0 evolves independently from the main chain {X n } n≥0 .
Algorithm 3 (Equi-Energy sampler). Fix ǫ ∈ (0, 1). Start X 0 = x 0 and Y 0 = y 0 . At each round n, generate
where θ n = π Y,n is the empirical measure associated to {Y n } n≥0 and K θ is defined by
In other words, for all non-negative functions h : X → R and n ∈ N,
where for any probability measure θ on X , P θ is defined as
Recall that we write π(dx) ≡ π(x)dx and similarly for π Y with a little abuse of language, and w(x) = π(x)/π Y (x). We assume |w| ∞ < ∞.
The kernel K θ⋆ is the Independent Metropolis kernel with target π and proposal θ ⋆ = π Y . It is well known that under the assumption |w| ∞ < ∞ (recall Remark 1), the kernel K θ⋆ is uniformly ergodic [19] , and this property is inherited by P θ⋆ . That is, there exists ρ ∈ (0, 1), such that
Convergence rate of EE sampler
We make the following assumptions.
A3 There exist a finite universal constant C such that for any measurable function f : X → R, with |f | ∞ ≤ 1,
A4 The function w : X → R is continuous (with respect to the metric on X ), and
A5 The kernel P is such that if f : X → R is continuous, then P f is also continuous. Remark 7. Assumption (A4) is not restrictive. For example, consider X = R and π Y = π T with some T ∈ (0, 1). For the sake of simplicity, we focus on x ∈ R + and define
Suppose the density π(x) decays asymptotically as x −α for α > 1 as x → ∞. Then, π Y (x) ∼ x −T α and w(x) ∼ x (T −1)α . Here and below, we write a(
Therefore, (25) holds, if T > (1 + 2α)/(3α). 
Proof. Fix n ≥ 2 and 1 ≤ q ≤ n. Fix f : X → R with |f | ∞ = 1. Then write
For the first term we can use (24) to get:
for some finite constant C that does not depend on f . For the second term, we write:
where in the last line we write
with C 0 and ρ chosen as in (24). As a consequence of (24), |ζ n,j | ∞ ≤ 1. It is also continuous by the continuity of f and Assumption (A5).
To simplify the notation, for any function g : X → R, define
Thus, we can write
Always based on g : X → R, we introduce the class of functions
and the empirical process
Therefore, the expectation term in (27) becomes
We prove in Lemma 2 below that for any continuous function g : X → R such that |g| ∞ ≤ 1,
for some constant C that does not depend on n nor g. We conclude that
Thus for any 1 ≤ q ≤ n,
by choosing q = n − ⌊ − log n 2 log ρ ⌋.
We rely on the following technical result on the auxiliary chain {Y n } n≥0 .
Lemma 2. Suppose that Assumptions (A3) and (A4) hold, and let g : X →
R be continuous such that |g| ∞ ≤ 1. Then
for a constant C that does not depend on n.
Proof. Throughout the proof n ≥ 1 is fixed. Assumption (A3) suggests the following metric on F g :
, which has the following properties. For x 1 , x 2 ∈ X , it is easy to check that
This implies that the diameter of F g is bounded by δ(F g ) = 4 √ 2. It also implies that with respect to d, the empirical process {G n (h), h ∈ F g } is separable. Indeed, for x ∈ X arbitrary and h = H g (x, ·), using the Polish assumption, we can find a sequence x m ∈ X (x m belongs to a countable subset of X ) such that x m → x, as m → ∞. Setting h m = H g (x m , ·), it follows from (31) and the continuity of u and E that h m → h in (F, d), and (30) easily show that
For any h 1 , h 2 ∈ F g , Assumption (A3) implies that for any x > 0
Then we apply van der Vaart and Wellner [23, Corollary 2.2.8] to conclude that for h 0 ∈ F g , there exists a constant C independent of g, such that
is the packing number of F g with respect to d. Assumption (A3) shows that E x |G n (h 0 )| < ∞. To control the entropy number, we further bound the right hand of (31). Without loss of generality, assume x 1 , x 2 ∈ X and w(x 1 ) < w(x 2 ). If
, and the last inequality follows from (A4). Together with (31), we conclude from this bound that
Since |g| ∞ ≤ 1 and w(x) ∈ [0, |w| ∞ ], this implies that the ǫ-packing number of (F g , d) is at most of order ǫ −2 , so that
This proves the lemma.
Connection with Parallel Tempering
Our results suggest that the EE sampler mixes relatively slowly. A plausible reason for this slow mixing is the dependence on the entire sample path {Y k } 0≤k≤n . The EE sampler is closely related to the Parallel Tempering (PT) algorithm of [12] , which suggests that it might be possible to exploit this connection by deriving versions of the EE sampler with better mixing properties. Like the EE sampler, a 2-chain PT generates a stochastic process {(X n , Y n )} n≥0 where with probability 1−ǫ, X n is generated from P (X n−1 , ·) and with probability ǫ, one proposes to swap the two chains. Thus PT is closely related to a EE-type algorithm where the empirical measure π Y,n would be replaced by a Dirac measure δ Yn . However, we show that in general, this new algorithm does not maintain the correct stationary distribution. We hope that the discussion in this section would be helpful in conceptualizing new adaptive algorithms in the future. The modified EE sampler is as follows. Let {Y n } n≥0 be the auxiliary chain with transition kernel P Y and stationary distribution π Y . Let {X n } n≥0 be a chain satisfying the following assumption: for all continuous and bounded function f , E[f (X n+1 ) | X 0 , . . . , X n , Y 0 , . . . , Y n ] = P δ Yn f (X n ), n ∈ N, where P θ is as in (23) , and denote the stationary distribution of P by π X .
Remark 8. The difference from the EE sampler is that we replace π Y,n by δ Yn . If, when X n+1 is moving to Y n , we also make Y n+1 move to X n , then we are allowing swaps between the two chains. Such swaps are in the spirit of parallel tempering algorithms (see e.g. Geyer [12] ).
A nice property of this algorithm is that {(X n , Y n )} n≥0 is a Markov chain. Indeed, it has transition kernel P X,Y (x, y, dz, dw) = P δy (x, dz)P Y (y, dw) .
This Markov chain may not have the desired stationary distribution. Let π X,Y denote the stationary distribution and let π X,Y = π Y . By construction, the latter identity is always true. However, the former does not always hold. Since P θ = (1 − ǫ)P + ǫK θ and P (x, dz)P Y (y, dw) has stationary distribution π X (dz)π Y (dw), instead of (33) it suffices to focus on the transition kernel P X,Y (x, y, dz, dw) = K δ Y (x, dz)P Y (y, dw) .
Consider the simple case when both chains take values from {±1}. Let the auxiliary chain has the following transition matrix and stationary distribution:
Recall that in this case, 
