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BOUNDARY REGULARITY FOR FULLY NONLINEAR
INTEGRO-DIFFERENTIAL EQUATIONS
XAVIER ROS-OTON AND JOAQUIM SERRA
Abstract. We study fine boundary regularity properties of solutions to fully
nonlinear elliptic integro-differential equations of order 2s, with s ∈ (0, 1).
We consider the class of nonlocal operators L∗ ⊂ L0, which consists of infini-
tesimal generators of stable Le´vy processes belonging to the class L0 of Caffarelli-
Silvestre. For fully nonlinear operators I elliptic with respect to L∗, we prove that
solutions to Iu = f in Ω, u = 0 in Rn \ Ω, satisfy u/ds ∈ Cs+γ(Ω), where d is the
distance to ∂Ω and f ∈ Cγ .
We expect the class L∗ to be the largest scale invariant subclass of L0 for which
this result is true. In this direction, we show that the class L0 is too large for all
solutions to behave like ds.
The constants in all the estimates in this paper remain bounded as the order
of the equation approaches 2. Thus, in the limit s ↑ 1 we recover the celebrated
boundary regularity result due to Krylov for fully nonlinear elliptic equations.
1. Introduction and results
This paper is concerned with boundary regularity for fully nonlinear elliptic
integro-differential equations.
Since the foundational paper of Caffarelli and Silvestre [15], ellipticity for a non-
linear integro-differential operator is defined relatively to a given set L of linear
translation invariant elliptic operators. This set L is called the ellipticity class.
The reference ellipticity class from [15] is the class L0 = L0(s), containing all
operators L of the form
Lu(x) =
∫
Rn
(
u(x+ y) + u(x− y)
2
− u(x)
)
K(y) dy (1.1)
with even kernels K(y) bounded between two positive multiples of (1 − s)|y|−n−2s,
which is the kernel of the fractional Laplacian (−∆)s.
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In the three papers [15, 16, 17], Caffarelli and Silvestre studied the interior regu-
larity for solutions u to {
Iu = f in Ω
u = g in Rn \ Ω,
(1.2)
where I is a translation invariant fully nonlinear integro-differential operator of or-
der 2s (see the definition later on in this Introduction). They proved existence of
viscosity solutions, established C1+α interior regularity of solutions [15], C2s+α reg-
ularity in case of convex equations [17], and developed a perturbative theory for non
translation invariant equations [16]. Thus, the interior regularity for these equations
is well understood.
However, very little is known about the boundary regularity for fully nonlinear
nonlocal problems.
When I is the fractional Laplacian −(−∆)s, the boundary regularity of solutions
u to (1.2) is now quite well understood. The first result in this direction was ob-
tained by Bogdan, who established the boundary Harnack principle for s-harmonic
functions [6] —i.e., for solutions to (−∆)su = 0. More recently, we proved in [45]
that if f ∈ L∞, g ≡ 0, and Ω is C1,1 then u ∈ Cs(Rn) and u/ds ∈ Cα(Ω) for some
small α > 0, where d is the distance to the boundary ∂Ω. Moreover, the limit of
u(x)/ds(x) as x→ ∂Ω is typically nonzero (in fact it is positive if f < 0), and thus
the Cs regularity of u is optimal. After this, Grubb [22] showed that when f ∈ Cγ
with γ > 0 (resp. f ∈ L∞), g ≡ 0, and Ω is smooth, then u/ds ∈ Cγ+s−ǫ(Ω) (resp.
u/ds ∈ Cs−ǫ(Ω)) for all ǫ > 0. In particular, f ∈ C∞ leads to u/ds ∈ C∞(Ω). Thus,
the correct notion of boundary regularity for equations of order 2s is the Ho¨lder
regularity of the quotient u/ds. In a new work [23], Grubb removes the ǫ in the
previous estimates, obtaining that u/ds is Cs+γ whenever f ∈ Cγ and neither γ + s
nor γ + 2s are integers.
Here, we obtain boundary regularity for fully nonlinear integro-differential prob-
lems of the form (1.2) which are elliptic with respect to the class L∗ ⊂ L0 defined
as follows. L∗ consists of all linear operators of the form
Lu(x) = (1− s)
∫
Rn
(
u(x+ y) + u(x− y)
2
− u(x)
)
µ(y/|y|)
|y|n+2s
dy, (1.3)
with
µ ∈ L∞(Sn−1) satisfying µ(θ) = µ(−θ) and λ ≤ µ ≤ Λ, (1.4)
where 0 < λ ≤ Λ are called ellipticity constants. The class L∗ consists of all
infinitesimal generators of stable Le´vy processes belonging to L0. Our main result
essentially establishes that when f ∈ Cγ , g ≡ 0, and Ω is C2,γ , viscosity solutions u
satisfy
u/ds ∈ Cs+γ(Ω). (1.5)
In case of flat boundary we assume µ ∈ Cγ(Sn−1). In general C2,γ domains Ω, we
need to assume µ ∈ C1,γ(Sn−1).
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We expect the class L∗ to be the largest scale invariant subclass of L0 for which
this result is true.
For general elliptic equations with respect to L0, no fine boundary regularity
results like (1.5) hold. In fact, the class L0 is too large for all solutions to be
comparable to ds near the boundary. Indeed, we show in Section 2 that there are
powers 0 < β1 < s < β2 for which the functions (xn)
β1
+ and (xn)
β2
+ satisfy
M+L0(xn)
β1
+ = 0 and M
−
L0
(xn)
β2
+ = 0 in {xn > 0},
where M+L0 and M
−
L0
are the extremal operators for the class L0; see their definition
in Section 2. Hence, since (−∆)s(xn)
s
+ = 0 in {xn > 0}, we have at least three
functions which solve fully nonlinear elliptic equations with respect to L0 but which
are not even comparable near the boundary {xn = 0}. As we show in Section 2, the
same happens for the subclasses L1 and L2 of L0, which have more regular kernels
and were considered in [15, 16, 17].
The constants in our estimates remain bounded as s ↑ 1. Thus, in the limit we
recover the celebrated boundary regularity estimate of Krylov for second order fully
nonlinear elliptic equations [31].
1.1. The class L∗. The class L∗ consists of all infinitesimal generators of stable
Le´vy processes belonging to L0. This type of Le´vy processes are well studied in
probability, as explained next. In that context, the function µ ∈ L∞(Sn−1) is called
the spectral measure.
Stable processes are for several reasons a natural extension of Gaussian pro-
cesses. For instance, the Generalized Central Limit Theorem states that the dis-
tribution of a sum of independent identically distributed random variables with
heavy tails converges to a stable distribution; see [46], [33], or [3] for a precise
statement of this result. Thus, stable processes are often used to model sums
of many random independent perturbations with heavy-tailed distributions —i.e.,
when large outcomes are not unlikely. In particular, they arise frequently in finan-
cial mathematics, internet traffic statistics, or signal processing; see for instance
[43, 34, 35, 37, 38, 39, 1, 29, 42, 25] and the books [36, 46].
Linear equations Lu = f with L in the class L∗ have already been studied,
specially by Sztonyk and Bogdan; see for instance [52, 7, 44, 8, 9, 53]. When the
spectral measure µ in (1.3) belongs to C∞(Sn−1), the regularity up to the boundary
of u/ds in C∞ domains follows from the recent results of Grubb [22] for linear
pseudo-differential operators.
Notice that all second order linear uniformly elliptic operators are recovered as
limits of operators in L∗ = L∗(s) as s → 1. In particular, all second order fully
nonlinear equations F (D2u) = f(x) are recovered as limits of the fully nonlinear
integro-differential equations that we consider. Furthermore, when s < 1 the class
of translation invariant linear operators L∗(s) is much richer than the one of second
order uniformly elliptic operators. Indeed, while any operator in the latter class is
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determined by a positive definite n× n matrix, a function µ : Sn−1 → R+ is needed
to determine an operator in L∗(s).
A key feature of the class L∗ for boundary regularity issues is that
L(xn)
s
+ = 0 in {xn > 0} for all L ∈ L∗.
This is essential first to construct barriers which are comparable to ds, and later to
prove finer boundary regularity.
1.2. Equations with “bounded measurable coefficients”. The first result of
in this paper, and on which all the other results rely, is Proposition 1.1 below.
Here, and throughout the article, we use the definition of viscosity solutions and
inequalities of [15]. Moreover, for r > 0 we denote
B+r = Br ∩ {xn > 0} and B
−
r = Br ∩ {xn < 0},
and the constants λ and Λ in (1.4) are called ellipticity constants.
The extremal operators associated to the class L∗ are denoted by M
+
L∗
and M−L∗ ,
M+L∗u = sup
L∈L∗
Lu and M−L∗u = infL∈L∗
Lu.
Note that, since L∗ ⊂ L0, then M
−
L0
≤M−L∗ ≤M
+
L∗
≤M+L0.
Proposition 1.1. Let s0 ∈ (0, 1) and s ∈ [s0, 1). Assume that u ∈ C(B1)∩L
∞(Rn)
is a viscosity solution of 

M+L∗u ≥ −C0 in B
+
1
M−L∗u ≤ C0 in B
+
1
u = 0 in B−1 ,
(1.6)
for some nonnegative constant C0. Then, u/x
s
n is C
α¯(B+1/2) for some α¯ > 0, with
the estimate
‖u/xsn‖Cα¯(B+
1/2
) ≤ C
(
C0 + ‖u‖L∞(Rn)
)
. (1.7)
The constants α¯ and C depend only on n, s0, and the ellipticity constants.
It is important to remark that the constants in our estimate remain bounded as
s→ 1. This means that from Proposition 1.1 we can recover the classical boundary
Harnack inequality of Krylov [31].
The estimate of Proposition 1.1 is only a first step towards our results. It is
obtained via a nonlocal version of the method of Caffarelli [28] for second order
equations with bounded measurable coefficients; see also Section 9.2 in [11]. This
method has been adapted to nonlocal equations by the authors in [45] 1, where we
proved estimate (1.7) for the fractional Laplacian (−∆)s in C1,1 domains.
As explained before, our main result is the Cs+γ regularity of u/ds in C2,γ do-
mains for solutions u to fully nonlinear integro-differential equations (see the next
1In [45], we incorrectly attributed the method to Krylov. Instead, we were using a method due
to Caffarelli, who gave an alternative proof of Krylov’s boundary regularity theorem.
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subsection). Thus, for solutions to the nonlinear equations we push the small Ho¨lder
exponent α¯ > 0 in (1.7) up to the sharp exponent s + γ in (1.5). To achieve this,
new ideas are needed, and the procedure that we develop differs substantially from
that in second order equations. We use a new compactness method and the “bound-
ary” Liouville-type Theorem 1.4, stated later on in the Introduction. This Liouville
theorem relies on Proposition 1.1.
1.3. Main result. Before stating our main result, let us recall the definition and
motivations of fully nonlinear integro-differential operators.
As defined in [15], a fully nonlinear operator I is said to be elliptic with respect
to a subclass L ⊆ L0 when
M−L (u− v)(x) ≤ Iu(x)− Iv(x) ≤M
+
L (u− v)(x)
for all test functions u, v which are C2 in a neighborhood of x and having finite
integral against ωs(x) = (1− s)(1 + |x|
−n−2s). Moreover, if
I (u(x0 + ·)) (x) = (Iu)(x0 + x),
then we say that I is translation invariant.
Fully nonlinear elliptic integro-differential equations naturally arise in stochastic
control and games. In typical examples, a single player or two players control some
parameters (e.g. the volatilities of the assets in a portfolio) affecting the joint dis-
tribution of the random increments of n variables X(t) ∈ Rn. The game ends when
X(t) exits for the first time a certain domain Ω (as when having automated orders
to sell assets when their prices cross certain limits).
The value or expected payoff of these games u(x) depends on the starting point
X(0) = x (initial prices of all assets in the portfolio). A remarkable fact is that the
value u(x) solves an equation of the type Iu = 0, where
Iu(x) = sup
a
(
Lau+ ca
)
or Iu(x) = inf
b
sup
a
(
Labu+ cab
)
. (1.8)
The first equation, known as the Bellman equation, arises in control problems (a
single player), while the second one, known as the Isaacs equations, arises in zero-sum
games (two players). The linear operators La and Lab are infinitesimal generators
of Le´vy processes, standing for all the possible choices of the distribution of time
increments of X(t). The constants ca and cab are costs associated to the choice of the
operators La and Lab. More involved equations with zeroth order terms and right
hand sides have also meanings in this context as interest rates or running costs. See
[12, 40, 41, 21, 15], and references therein for more information on these equations.
When all La and Lab belong to L∗, then (1.8) are fully nonlinear translation
invariant operators elliptic with respect to L∗, as defined above.
The interior regularity for fully nonlinear integro-differential elliptic equations
was mainly established by Caffarelli and Silvestre in the well-known paper [15].
More precisely, for some small α > 0, they obtain C1+α interior regularity for fully
nonlinear elliptic equations with respect to the class L1 made of kernels in L0 which
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are C1 away from the origin. For s > 1
2
, the same result in the class L0 has been
recently proved by Kriventsov [30]. These estimates are uniform as the order of
the equations approaches two, so they can be viewed as a natural extension of the
interior regularity for fully nonlinear equations of second order. There were previous
interior estimates by Bass and Levin [5] and by Silvestre [49] which are not uniform
as the order of the equation approaches 2. An interesting aspect of [49] is that
its proof is short and uses only elementary analysis tools, taking advantage of the
nonlocal character of the equations. This is why the same ideas have been used in
other different contexts [19, 50].
For convex equations elliptic with respect to L2 (i.e., with kernels in L0 which
are C2 away from the origin), Caffarelli and Silvestre obtained C2s+α interior regu-
larity [17]. This is the nonlocal extension of the Evans-Krylov theorem. The same
result in the class L0 has been recently proved by the second author [48]. Other
important references concerning interior regularity for nonlocal equations in nondi-
vergence form are [27, 26, 20, 2, 24].
Our main result reads as follows.
Theorem 1.2. Let s0 ∈ (0, 1) and s ∈ [s0, 1). Let α¯ be the exponent given by
Proposition 1.1.
Assume that I is a fully nonlinear and translation invariant operator of the form
(1.8)-(1.3)-(1.4). Assume in addition that the spectral measures satisfy
‖µab‖Cγ(Sn−1) ≤ Λ.
Let f ∈ Cγ
(
B+1
)
, and u ∈ L∞(Rn) ∩ C
(
B1
)
be any viscosity solution of{
Iu = f in B+1
u = 0 in B−1 .
(1.9)
Assume that γ ∈ (0, 1− s+ α¯), and that s+ γ is not an integer.
Then, u/(xn)
s belongs to Cs+γ
(
B+1/2
)
with the estimate∥∥u/(xn)s∥∥Cs+γ(B+
1/2
)
≤ C
(
‖u‖L∞(Rn) + ‖f‖Cγ(B+
1
)
)
,
where the constant C depends only on n, s0, γ, λ, and Λ.
Notice that taking γ = 1−s+α in the previous result (with α > 0 small), we find
that u/(xn)
s is C1,α up to the boundary. Thus, it gives an estimate of order 1+s+α
on the boundary, and not only 2s+ α (which is the regularity in the interior of the
domain for convex equations [17, 48]).
As said above, before our results almost nothing was known about the boundary
regularity of solutions to fully nonlinear integro-differential equations. It was only
known that solutions u to these equations are Cα up to the boundary for some small
α > 0 (a result for u but not for the quotient u/ds).
Theorem 1.2 gives a sharp boundary regularity estimate for fully nonlinear equa-
tions elliptic with respect to L∗, recovering in the limit s ↑ 1 the celebrated boundary
regularity estimate of order 2 + α of Krylov.
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Note also that our result is not only an a priori estimate for classical solutions
but also applies to viscosity solutions. For local equations of second order, the
boundary regularity for viscosity solutions to fully nonlinear equations has been
recently obtained by Silvestre and Sirakov [51]. The methods that we introduce
here to prove Theorem 1.2 can be used to give a new proof of the results for second
order fully nonlinear equations.
Apart from their intrinsic interest, we believe that the results and proofs in this
paper will be useful in order to make progress in the study of other important models
with nonlocal diffusion where the boundary behavior of solutions plays a crucial role.
For instance, the precise understanding of the boundary behavior of solutions given
by Theorem 1.2 (and Theorems 1.3 and 1.4 stated later on in the introduction)
opens the door to a detailed study of regularity properties for natural free boundary
models such as:
• The obstacle problem with diffusion operator in L ∈ L∗:
min{−Lu, u− ϕ} = 0 in Rn.
• The (variational) “one-phase” problem, concerning local minimizers of
1
2
∫∫ (
u(x)− u(x+ y)
)2µ(y/|y|)
|y|n+2s
dx dy +
∫
χ{u>0}(x) dx.
Currently, these models have only been studied for the fractional Laplacian L =
(−∆)s; see [14, 13] and references therein.
1.4. Estimates in C2,γ domains. We will also establish the following boundary
regularity estimate in C2,γ domains.
In this result, we consider operators
I(u, x) = inf
b
sup
a
(
Labu+ cab(x)
)
, (1.10)
with Lab of the form (1.3)-(1.4) and satisfying
‖µab‖C1,γ(Sn−1) ≤ Λ. (1.11)
Moreover, we assume also that
‖cab‖Cγ(Ω) ≤ C0. (1.12)
Under these assumptions, we have the following.
Theorem 1.3. Let s0 ∈ (0, 1) and s ∈ [s0, 1). Let α¯ be the exponent given by
Proposition 1.1, and let γ ∈ (0, 1− s+ α¯). Assume in addition that s+ γ is not an
integer, and that γ ≤ s.
Let Ω be any C2,γ domain, and let I be a fully nonlinear operator of the form
(1.10) with (1.3)-(1.4)-(1.11)-(1.12). Let d(x) be a C2,γ(Ω) function that coincides
with dist (x,Rn \ Ω) in a neighborhood of ∂Ω.
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Let u ∈ C
(
Ω
)
be any viscosity solution of{
I(u, x) = f in Ω
u = 0 in Rn \ Ω,
with ‖f‖Cγ(Ω) ≤ C0.
Then, u/ds belongs to Cs+γ
(
Ω
)
with the estimate∥∥u/ds∥∥
Cs+γ(Ω)
≤ CC0,
where the constant C depends only on Ω, s0, γ, λ and Λ.
In case of local equations of second order, the Krylov estimate in C2,γ domains
is usually proved by flattening the boundary; see [28, 51]. However, we will not do
this here, and thus we do not deduce Theorem 1.3 from Theorem 1.2.
Notice that as a consequence of Theorem 1.3, one can immediately obtain esti-
mates for solutions to {
Iu = f in Ω
u = g in Rn \ Ω,
with g ∈ C2s+γ(Rn) and f ∈ Cγ(Ω). Indeed, one only needs to consider u˜ = u − g
in Rn, and apply Theorem 1.3 to u˜ to find that (u− g)/ds ∈ Cs+γ(Ω).
1.5. Ingredients of the proof. Let us explain now the main ideas in the proofs
of Theorems 1.2 and 1.3.
Our proof of these results differs substantially from boundary regularity methods
in second order equations. Indeed, recall that for second order equations one first
shows that D2u is bounded on the boundary, and then the estimate for equations
with bounded measurable coefficients implies immediately a C2,α estimate on the
boundary for solutions to fully nonlinear equations; see [28, 11].
This is much more delicate for nonlocal equations, and it is not easy at all to
prove Theorem 1.2 using Proposition 1.1. A main reason for this is not only the
nonlocal character of the estimates, but also that tangential and normal derivatives
of the solution behave differently on the boundary; recall that the solution is Cs and
not Lipschitz up to the boundary.
In our proof, the main step towards Theorem 1.2 is an iterative result of the form
u/(xn)
s ∈ Cβ(B+3/4) =⇒ u/(xn)
s ∈ Cα+β(B+1/2), (1.13)
where α ∈ (0, α¯) is small, and β ∈ [0, 1] satisfies α + β ≤ γ + s.
Essentially, this is equivalent to an estimate on the boundary, which reads as
follows. If u satisfies the hypotheses of Theorem 1.2, and u/(xn)
s ∈ Cβ(B+3/4), then
for all z ∈ {xn = 0} ∩B1/2 there exist bz ∈ R and pz ∈ R
n for which∣∣u(x)− bz(xn)s+ − (pz · x)(xn)s+∣∣ ≤ C|x− z|α+β+s for all x ∈ B1. (1.14)
In case that α + β < 1, then the term (pz · x)(xn)
s
+ does not appear.
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The estimate on the boundary (1.14) relies heavily on two ingredients, as explained
next.
The first ingredient is a Liouville-type theorem for solutions in a half space.
Essentially, we want a Liouville theorem that states that any solution to{
Iu = 0 in {xn > 0}
u = 0 in {xn < 0},
satisfying the growth control at infinity
‖u‖L∞(BR) ≤ CR
s+α+β for all R ≥ 1
must be of the form
u(x) = (xn)
s
+(p · x+ b).
However, for functions having such growth at infinity (recall that s + α + β could
be 2s+ γ), the operator Iu is not defined.
The correct form of such Liouville theorem is the following.
Theorem 1.4. Let α¯ > 0 be the exponent given by Proposition 1.1. Assume that
u ∈ C(Rn) satisfies in the viscosity sense{
M+L∗ {u(·+ h)− u} ≥ 0 and M
−
L∗
{u(·+ h)− u} ≤ 0 in {xn > 0},
u = 0 in {xn < 0},
for all h ∈ Rn such that hn ≥ 0.
Assume that for some β ∈ (0, 1) and α ∈ (0, α¯), u satisfies
[u/(xn)
s
+]Cβ(BR) ≤ CR
α for all R ≥ 1. (1.15)
Then,
u(x) = (xn)
s
+(p · x+ b)
for some p ∈ Rn and b ∈ R.
To prove Theorem 1.4, we apply Proposition 1.1 to incremental quotients of u in
the first (n − 1)-variables. After this, rescaling the obtained estimates and using
(1.15), we find that such incremental quotients are zero, and thus that u is a 1D
solution. Then, we use that for 1D functions all operators L ∈ L∗ coincide up
to a multiplicative constant with the fractional Laplacian (−∆)s; see Lemma 2.1.
Therefore, we only need to prove a Liouville theorem for solutions to (−∆)sw = 0 in
R+, w = 0 in R−, satisfying a growth control at infinity. This is done in Lemmas 5.2
and 5.3.
The second ingredient towards (1.14) is a compactness argument. With u as in
Theorem 1.2, and with u/(xn)
s ∈ Cβ(B+3/4), we suppose by contradiction that (1.14)
does not hold, and we blow up the fully nonlinear equation at a boundary point
(after subtracting appropriate terms to the solution). We then show that the blow
up sequence converges to an entire solution in {xn > 0}. Finally, the contradiction is
reached by applying the Liouville-type theorem stated above to the entire solution in
{xn > 0}. For this, we need to develop a boundary version of a method introduced
10 XAVIER ROS-OTON AND JOAQUIM SERRA
by the second author in [47, 48]. The method was conceived there to prove interior
regularity for integro-differential equations with rough kernels.
These are the main ideas used to prove Theorem 1.2.
The proof of Theorem 1.3 follows the same ideas as the one of Theorem 1.2.
However, since we will not flatten the boundary of Ω (since the equation would
change too much), then it requires one additional ingredient.
Indeed, we need to show that L(ds) is Cγ(Ω) for any linear operator L of the
form (1.3)-(1.4)-(1.11). This is given by Proposition 9.1. Notice that in case of flat
boundary one has that L(xn)
s
+ = 0 for any such operator, so that there is nothing
to prove. To show this in general C2,γ domains, we need to flatten the boundary.
After flattening the boundary, any operator L of the form (1.3)-(1.4)-(1.11) be-
comes
L˜(u, x) = PV
∫
Rn
(
u(x)− u(x+ z)
)
K(x, z)dz,
where
K(x, z) =
a1(x, z/|z|)
|z|n+2s
+
a2(x, z/|z|)
|z|n+2s−1
χB1(z) + J(x, z),
where a1 is even in the second variable, a2 is odd in the second variable, and J has
a singularity of order n+2s− 1− γ near the origin. Moreover, a1, a2, and J are C
γ
in the x-variable.
To prove that L˜((xn)
s
+, x) is a C
γ function we have to take advantage of an
important cancelation coming from the fact that a2 is odd in the second variable.
The paper is organized as follows. In Section 2 we give some important results
on L∗ and L0. In Section 3 we construct some sub and supersolutions that will be
used later. In Section 4 we prove Proposition 1.1. In Sections 5 and 6 we show the
Liouville Theorem 1.4. Then, in Section 7 we prove Theorem 1.2, and in Section 8
we prove Theorem 1.3. Finally, in Section 9 we prove Proposition 9.1.
2. Properties of L∗ and L0
This section has two main purposes: to show that the class L∗ ⊂ L0 is the appro-
priate one to obtain fine boundary regularity results, and to give some important
results on L∗ and L0.
2.1. The class L∗. For s ∈ (0, 1), we define the ellipticity class L∗ = L∗(s) as the
set of all linear operators L of the form (1.3)-(1.4).
Throughout the paper, the extremal operators (as defined in [15]) for the class L∗
are denoted by M+ and M−, that is,
M+u(x) =M+L∗u(x) = sup
L∈L∗
Lu(x) and M−u(x) = M−L∗u(x) = infL∈L∗
Lu(x).
(2.1)
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The following useful formula writes an operator L ∈ L∗ as a weighted integral of
one dimensional fractional Laplacians in all directions.
Lu = (1− s)
∫
Sn−1
dθ
1
2
∫ ∞
−∞
dr
(
u(x+ rθ) + u(x− rθ)
2
− u(x)
)
µ(θ)
|r|n+2s
rn−1
= −
1 − s
2c1,s
∫
Sn−1
dθ µ(θ) (−∂θθ)
su(x),
(2.2)
where
−(−∂θθ)
su(x) = c1,s
∫ ∞
−∞
(
u(x+ θr) + u(x− θr)
2
− u(x)
)
dr
|r|1+2s
is the one-dimensional fractional Laplacian in the direction θ, whose Fourier symbol
is −|θ · ξ|2s.
The following is an immediate consequence of the formula (2.2).
Lemma 2.1. Let u be a function depending only on variable xn, i.e. u(x) = w(xn),
where w : R→ R. Then,
Lu(x) = −
1 − s
2c1,s
(∫
Sn−1
|θn|
2sµ(θ) dθ
)
(−∆)sRw(xn),
where (−∆)sR denotes the fractional Laplacian in dimension one.
Proof. Using (2.2) we find
Lu(x) =
1− s
2c1,s
∫
Sn−1
−(−∆)sR
(
w(xn + θn · )
)
µ(θ) dθ
=
1− s
2c1,s
∫
Sn−1
−|θn|
2s(−∆)sR
(
w(xn + · )
)
µ(θ) dθ,
as wanted. 
Another consequence of (2.2) is that M+ and M− admit the following “closed
formulae”:
M+u(x) =
1− s
2c1,s
∫
Sn−1
{
Λ
(
−(−∂θθ)
sw(x)
)+
− λ
(
−(−∂θθ)
sw(x)
)−}
dθ
and
M−u(x) =
1− s
2c1,s
∫
Sn−1
{
λ
(
−(−∂θθ)
sw(x)
)+
− Λ
(
−(−∂θθ)
sw(x)
)−}
dθ.
In all the paper, given ν ∈ Sn−1 and β ∈ (0, 2s) we denote by ϕβ : R → R and
ϕβν : R
n → R the functions
ϕβ(x) := (x+)
β and ϕβν (x) := (x · ν)
β
+. (2.3)
A very important property of L∗ is the following.
Lemma 2.2. For any unit vector ν ∈ Sn−1, the function ϕsν satisfies M
+ϕsν =
M−ϕsν = 0 in {x · ν > 0} and ϕ
s
ν = 0 in {x · ν < 0}.
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Proof. We use Lemma 2.1 and the well-known fact that the function ϕs(x) = (x+)
s
satisfies (−∆)sRϕ
s = 0 in {x > 0}; see for instance [45, Proposition 3.1]. 
Next we give a useful property of M+ and M−.
Lemma 2.3. Let β ∈ (0, 2s), and let M+ and M− be defined by (2.1). For any
unit vector ν ∈ Sn−1, the function ϕβν satisfies M
+ϕβν (x) = c(s, β)(x · ν)
β−2s and
M−ϕβν (x) = c(s, β)(x · ν)
β−2s in {x · ν > 0}, and ϕβν = 0 in {x · ν < 0}. Here, c and
c are constants depending only on s, β, n, and ellipticity constants.
Moreover, c and c satisfy c ≥ c, and they are continuous as functions of the
variables (s, β) in {0 < s ≤ 1, 0 < β < 2s}. In addition, we have
c(s, β) > c(s, β) > 0 for all β ∈ (s, 2s). (2.4)
and
lim
βր2s
c(s, β) =
{
+∞ for all s ∈ (0, 1)
C > 0 for s = 1.
(2.5)
Proof. Given L ∈ L∗, by Lemma 2.1 we have
Lϕβν (x) = −
1− s
2c1,s
(∫
Sn−1
|θn|
2sµ(θ) dθ
)
(−∆)sRϕ
β(x · ν).
Hence, using the scaling properties of the fractional Laplacian and of the function
ϕβ we obtain that, for x · ν > 0,
M+ϕβν (x) = C (x · ν)
β−2s max
{
−Λ(−∆)sRϕ
β(1),−λ(−∆)sRϕ
β(1)
}
and
M−ϕβν (x) = C (x · ν)
β−2s min
{
−Λ(−∆)sRϕ
β(1),−λ(−∆)sRϕ
β(1)
}
,
where C = (1− s)/(2c1,s) > 0.
Therefore, to prove that the two functions c and c are continuous in the variables
(s, β) in {0 < s ≤ 1, 0 < β < 2s}, and that (2.4)-(2.5) holds, it is enough to prove
the same for
(s, β) 7−→ −(−∆)sRϕ
β(1).
We first prove continuity in β. If β and β ′ belong to (0, 2s), then as β ′ → β, we
have ϕβ
′
→ ϕβ in C2([1/2, 3/2]) and∫
R
∣∣ϕβ′ − ϕβ∣∣(x) (1 + |x|)−1−2s dx→ 0.
As a consequence, (−∆)sRϕ
β′(1) → (−∆)sRϕ
β(1). It is easy to see that if s and s′
belong to (0, 1], and β < 2s, then (−∆)s
′
Rϕ
β(1)→ (−∆)sRϕ
β(1) as s′ → s.
Moreover, note that whenever β > s, the function ϕβ is touched by below by the
function ϕs − C at some point x0 > 0 for some constant C > 0. Hence, we have
(−∆)sRϕ
β(x0) > (−∆)
s
Rϕ
s(x0) = 0. This yields (2.4).
Finally, (2.5) follows from an easy computation using the definition of (−∆)sR,
and thus the proof is finished. 
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2.2. The class L0. As defined in [15], for s ∈ (0, 1) the ellipticity class L0 = L0(s)
consists of all operators L of the form
Lu(x) = (1− s)
∫
Rn
(
u(x+ y) + u(x− y)
2
− u(x)
)
b(y)
|y|n+2s
dy.
where
b ∈ L∞(Rn) satisfies b(y) = b(−y) and λ ≤ b ≤ Λ.
It is clear that
L∗ ( L0.
The extremal operators for the class L0 are denoted here by M
+
L0
and M−L0 . Since
L∗ ⊂ L0, we have
M−L0 ≤M
− ≤M+ ≤ M+L0.
Hence, all elliptic equations with respect to L∗ are elliptic with respect to L0 and all
the definitions and results in [15] apply to the elliptic equations considered in this
paper.
As in [15, 16] we consider the weighted L1 spaces L1(Rn, ωs), where
ωs(x) = (1− s)(1 + |x|)
−n−2s. (2.6)
The utility of this weighted space is that, if L ∈ L0(s), then Lu(x) can be evaluated
classically and is continuous in Bǫ/2 provided u ∈ C
2(Bǫ) ∩ L
1(Rn, ωs). One can
then consider viscosity solutions to elliptic equations with respect to L0(s) which
are not bounded but belong to L1(Rn, ωs). The weighted norm appears in stability
results; see [16].
As said in the Introduction, the definitions we follow of viscosity solutions and
viscosity inequalities are the ones in [15].
Next we state the interior Harnack inequality and the Cα estimate from [15].
Theorem 2.4 ([15]). Let s0 ∈ (0, 1) and s ∈ [s0, 1]. Let u ≥ 0 in R
n satisfy in the
viscosity sense M−L0u ≤ C0 and M
+
L0
u ≥ −C0 in BR. Then,
u(x) ≤ C
(
u(0) + C0R
2s
)
for every x ∈ BR/2,
for some constant C depending only on n, s0, and ellipticity constants.
Theorem 2.5 ([15]). Let s0 ∈ (0, 1) and s ∈ [s0, 1]. Let u ∈ C(B1) ∩ L
1(Rn, ωs)
satisfy in the viscosity sense M−L0u ≤ C0 and M
+
L0
u ≥ −C0 in B1. Then, u ∈
Cα
(
B1/2
)
with the estimate
‖u‖Cα(B1/2) ≤ C
(
C0 + ‖u‖L∞(B1) + ‖u‖L1(Rn, ωs)
)
,
where α and C depend only on n, s, and ellipticity constants.
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2.3. No fine boundary regularity for L0. The aim of this subsection is to show
that the class L0 is too large for all solutions to behave comparably near the bound-
ary. Moreover, we give necessary conditions on a subclass L ⊂ L0 to have compara-
bility of all solutions near the boundary. These necessary conditions lead us to the
class L∗.
In the next result we show that, for any scale invariant class L ⊆ L0 that contains
the fractional Laplacian (−∆)s, and any unit vector ν, there exist powers 0 ≤ β1 ≤
s ≤ β2 such that M
+
L ϕ
β1
ν = 0 and M
−
L ϕ
β2
ν = 0 in {x · ν > 0}. Before stating this
result, we give the following
Definition 2.6. We say that a class of operators L is scale invariant of order 2s if
for each operator L in L, and for all R > 0, the rescaled operator LR, defined by
(LRu)(R · ) = R
−2sL
(
u(R · )
)
,
also belongs to L.
The proposition reads as follows.
Proposition 2.7. Assume that L ⊂ L0(s) is scale invariant of order 2s. Then,
(a) For every ν ∈ Sn−1 and β ∈ (0, 2s) the function ϕβν defined in (2.3) satisfies
M+L ϕ
β
ν (x) = C(β, ν)(x · ν)
β−2s in {x · ν > 0},
M−L ϕ
β
ν (x) = C(β, ν)(x · ν)
β−2s in {x · ν > 0}.
(2.7)
Here, C and C are constants depending only on s, β, ν, n, and ellipticity
constants.
(b) The functions C and C are continuous in β and, for each unit vector ν, there
are β1 ≤ β2 in (0, 2s) such that
C(β1, ν) = 0 and C(β2, ν) = 0. (2.8)
Moreover, for all β ∈ (0, 2s),
C(β, ν)− C(β1, ν) has the same sign as β − β1 (2.9)
and
C(β, ν)− C(β2, ν) has the same sign as β − β2. (2.10)
(c) If in addition the fractional Laplacian −(−∆)s belongs to L, then we have
β1 ≤ s ≤ β2.
Proof. The scale invariance of L is equivalent to a scaling property of the extremal
operators M+L and M
−
L . Namely, for all R > 0, we have
M±L
(
u(R · )
)
= R2s(M±L u)(R · ).
(a) By this scaling property it is immediate to prove that given β ∈ (0, 2s) and
ν ∈ Sn−1, the function ϕβν satisfies (2.7), where
C(β, ν) := M+L ϕ
β
ν (ν) and C(β, ν) := M
−
L ϕ
β
ν (ν).
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Of course, C and C depend also on s and the ellipticity constants, but these are
fixed constants in this proof.
(b) Note that, as β ′ → β ∈ [0, 2s), we have ϕβ
′
ν → ϕ
β
ν in C
2(B1/2(ν)) and in
L1(Rn, ωs). As a consequence, C and C are continuous in β in the interval [0, 2s).
Since ϕβν → χ{x·ν>0} as β → 0, we have that
C(ν, 0) ≤ C(ν, 0) < 0.
On the other hand, it is easy to see that
M−L0ϕ
β
ν (ν) −→ +∞ as β ր 2s.
Hence, using that M−L0 ≤M
−
L , we obtain
0 < C(ν, β) ≤ C(ν, β) for β close to 2s.
Therefore, by continuity, there are β1 and β2 in (0, 2s) such that
C(β1, ν) = 0 and C(β2, ν) = 0.
To prove (2.9), we observe that if β > β1 the function ϕ
β
ν is be touched by below
by ϕβ1ν − C at some x0 ∈ {x · ν > 0} for some C > 0. It follows that
M+L ϕ
β
ν (x0)−M
+
L ϕ
β1
ν (x0) ≥ M
−
L0
(
ϕβν − ϕ
β1
ν
)
(x0) > 0.
Since the sign of M+L ϕ
β
ν is constant in {x · ν > 0} it follows that C(ν, β) > 0 when
β > β1. Similarly one proves that C(ν, β) < 0 when β < β1, and hence (2.10).
(c) It is an immediate consequence of the results in parts (a) and (b) and the
fact that −(−∆)sϕsν = 0 in {x · ν > 0}. 
Clearly, to hope for some good description of the boundary behavior of solutions
to all elliptic equations with respect to a scale invariant class L, it must be β1 = β2
for every direction ν. Typical classes L contain the fractional Laplacian −(−∆)s.
Thus, for them, we must have β1 = β2 = s for all ν ∈ S
n−1. If this happens, then
Lϕsν = 0 in {x · ν > 0} for all L ∈ L, and for all ν ∈ S
n−1, (2.11)
since M−L ≤ L ≤M
+
L for all L ∈ L.
As a consequence, we find the following.
Corollary 2.8. Let β1, β2 be given by (2.8) in Proposition 2.7. Then, for the classes
L0, L1, and L2 we have β1 < s < β2.
Proof. Let us show that for L = L0 the condition (2.11) is not satisfied. Indeed, we
may easily cook up L ∈ L0 so that Lϕ
s
en(x
′, 1) 6= 0 for x′ ∈ Rn−1. Namely, if we take
b(y) =
(
λ+ (Λ− λ)χB1/2(y)
)
,
then at points x = (x′, 1) we have
0 > Lϕsen(x) = (1− s)
∫
Rn
(
u(x+ y) + u(x− y)
2
− u(x)
)
b(y)
|y|n+2s
dy,
16 XAVIER ROS-OTON AND JOAQUIM SERRA
since ϕsen is concave in B1/2(x
′, 1) and (−∆)sϕsen = 0 in {xn > 0}.
By taking an smoothed version of b(y), we obtain that both L1 and L2 fail to
satisfy (2.11). 
By the results in Subsection 2.1, we have that the class L∗ satisfies the necessary
condition (2.11). Although we do not have a rigorous mathematical proof, we believe
that L∗ is actually the largest scale invariant subclass of L0 satisfying (2.11).
3. Barriers
In this section we construct supersolutions and subsolutions that are needed in
our analysis. From now on, all the results are for the class L∗ (and not for L0).
First we give two preliminary lemmas.
Lemma 3.1. Let s0 ∈ (0, 1) and s ∈ [s0, 1). Let
ϕ(1)(x) =
(
dist(x,B1)
)s
and ϕ(2)(x) =
(
dist(x,Rn \B1)
)s
.
Then,
0 ≤M−ϕ(1)(x) ≤M+ϕ(1)(x) ≤ C
{
1 + (1− s)
∣∣log(|x| − 1)∣∣} in B2 \B1. (3.1)
and
0 ≥M+ϕ(2)(x) ≥ M−ϕ(2)(x) ≥ −C
{
1 + (1− s)
∣∣log(1− |x|)∣∣} in B1 \B1/2. (3.2)
The constant C depends only on s0, n, and ellipticity constants.
Note that the above bounds are much better than
∣∣|x|−1∣∣−s, which would be the
expected bound given by homogeneity. This is since ϕ(1) and ϕ(2) are in some sense
close to the 1D solution (x+)
s.
Proof of Lemma 3.1. Let L ∈ L∗. For points x ∈ R
n we use the notation x = (x′, xn)
with x′ ∈ Rn−1. To prove (3.1) let us estimate Lϕ(1)(xρ) where xρ = (0, 1 + ρ) for
ρ ∈ (0, 1) and for a generic L ∈ L∗. To do it, we subtract the function ψ(x) =
(xn − 1)
s
+, which satisfies Lψ(xρ) = 0. Note that(
ϕ(1) − ψ
)
(xρ) = 0 for all ρ > 0
and that, for |y| < 1,∣∣dist (xρ + y, B1)− (1 + ρ+ yn)+∣∣ ≤ C|y′|2.
This is because the level sets of the two previous functions are tangent on {y′ = 0}.
Thus,
0 ≤
(
ϕ
(1)
1 − ψ
)
(xρ + y) ≤


Cρs−1|y′|2 for y = (y′, yn) ∈ Bρ/2
C|y′|2s for y = (y′, yn) ∈ B1 \Bρ/2
C|y|s for y ∈ Rn \B1.
The bound in Bρ/2 follows from the inequality a
s − bs ≤ (a− b)bs−1 for a > b > 0.
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Therefore, we have
0 ≤ Lϕ(1)(xρ) = L
(
ϕ(1) − ψ
)
(xρ)
= (1− s)
∫ (
ϕ
(1)
1 − ψ
)
(xρ + y) +
(
ϕ
(1)
1 − ψ
)
(xρ − y)
2
µ(y/|y|)
|y|n+2s
dy
≤ C(1− s)Λ
(∫
Bρ/2
ρs−1|y′|2dy
|y|n+2s
+
∫
B1\Bρ/2
|y′|2sdy
|y|n+2s
+
∫
Rn\B1
|y|sdy
|y|n+2s
)
≤ C
(
1 + (1− s)| log ρ|
)
.
This establishes (3.1). The proof of (3.2) is similar. 
In the next result, instead, the bounds are those given by the homogeneity. In
addition, the constant in the bounds has the right sign to construct (together with
the previous lemma) appropriate barriers.
Lemma 3.2. Let s0 ∈ (0, 1) and s ∈ [s0, 1). Let
ϕ(3)(x) =
(
dist(x,B1)
)3s/2
and ϕ(4)(x) =
(
dist(x,Rn \B1)
)3s/2
.
Then,
M−ϕ(3)(x) ≥ c(|x| − 1)−s/2 for all x ∈ B2 \B1. (3.3)
and
M−ϕ(4)(x) ≥ c(1− |x|)−s/2 − C for all x ∈ B1 \B1/2. (3.4)
The constants c > 0 and C depend only on n, s0, and ellipticity constants.
Proof. Let L ∈ L∗. For points x ∈ R
n we use the notation x = (x′, xn) with
x′ ∈ Rn−1. To prove (3.4) let us estimate Lϕ(4)(xρ) where xρ = (0, 1+ρ) for ρ ∈ (0, 1)
and for a generic L ∈ L∗. To do it we subtract the function ψ(x) = (1 − xn)
3s/2
+ ,
which by Lemma 2.3 satisfies Lψ(xρ) = cρ
−s/2 for some c > 0. We note that(
ϕ(4) − ψ
)
(xρ) = 0
and, similarly as in the proof of Lemma 3.1,
0 ≥
(
ϕ(4) − ψ
)
(xρ + y) ≥


−Cρ3s/2−1|y′|2 for y = (y′, yn) ∈ Bρ/2
−C|y′|3s for y = (y′, yn) ∈ B1 \Bρ/2
−C|y|3s/2 for y ∈ Rn \B1.
Hence,
Lϕ(4)(xρ)− cρ
−s/2 = L
(
ϕ(4) − ψ
)
(xρ)
≥ −C(1− s)Λ
(∫
Bρ/2
ρ3s/2−1|y′|2dy
|y|n+2s
+
∫
B1\Bρ/2
|y′|3sdy
|y|n+2s
+
∫
Rn\B1
|y|s/2dy
|y|n+2s
)
≥ −C.
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This establishes (3.4). To prove (3.3), we now define ψ(x) = (xn − 1)
3s/2
+ , and we
use Lemma 2.3 and the fact that ϕ(3) − ψ is nonnegative in all of Rn and vanishes
on the positive xn axis. 
We can now construct the sub and supersolutions that will be used in the next
section.
Lemma 3.3. Let s0 ∈ (0, 1) and s ∈ [s0, 1). There are positive constants ǫ and
C, and a radial, bounded, continuous function ϕ1 which is C
1,1 in B1+ǫ \ B1 and
satisfies 

M+ϕ1(x) ≤ −1 in B1+ǫ \B1
ϕ1(x) = 0 in B1
ϕ1(x) ≤ C
(
|x| − 1
)s
in Rn \B1
ϕ1(x) ≥ 1 in R
n \B1+ǫ
The constants ǫ, c and C depend only on n, s0, and ellipticity constants.
Proof. Let
ψ =
{
2ϕ(1) − ϕ(3) in B2
1 in Rn \B2.
By Lemmas 3.1 and 3.2, for |x| > 1 it is
M+ψ ≤ C
{
1 + (1− s)
∣∣log(|x| − 1)∣∣}− c(|x| − 1)−s/2 + C.
Hence, we may take ǫ > 0 small enough so that M+ψ ≤ −1 in B1+ǫ \B1. We then
set ϕ1 = Cψ with C ≥ 1 large enough so that ϕ1 ≥ 1 outside B1+ǫ. 
Lemma 3.4. Let s0 ∈ (0, 1) and s ∈ [s0, 1). There is c > 0, and a radial, bounded,
continuous function ϕ2 that satisfies

M−ϕ2(x) ≥ c in B1 \B1/2
ϕ2(x) = 0 in R
n \B1
ϕ2(x) ≥ c
(
1− |x|
)s
in B1
ϕ2(x) ≤ 1 in B1/2.
The constants ǫ, c and C depend only on n, s0, and ellipticity constants.
Proof. We first construct a subsolution ψ in the annulus B1 \ B1−ǫ, for some small
ǫ > 0. Then, using it, we will construct the desired subsolution in B1 \B1/2. Let
ψ = ϕ(2) + ϕ(4).
By Lemmas 3.1 and 3.2, for 1/2 < |x| < 1 it is
M−ψ ≥ −C
{
1 + (1− s)
∣∣log(1− |x|)∣∣}+ c(1− |x|)−s/2 − C.
Hence, we can take ǫ > 0 small enough so that M−ψ ≥ 1 in B1 \B1−ǫ.
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Let us now construct a subsolution in B1 \ B1/2 from ψ, which is a subsolution
only in B1 \B1−ǫ. We consider
Ψ(x) = max
0≤k≤N
Ckψ(2k/Nx),
where N is a large integer and C > 1. Notice that, for C large enough, the set
{x ∈ B1 : Ψ(x) = ψ(x)} is an annulus contained in B1 \B1−ǫ.
Consider, for k ≥ 0,
Ak =
{
x ∈ B1 : Ψ(x) = C
kψ(2k/Nx)
}
.
Since A0 ⊂ B1 \B1−ǫ, then Ψ satisfies M
−Ψ ≥ 1 in A0.
Observe that Ak = 2
−k/NA0, since C
−1Ψ(21/nx) = Ψ(x) in the annulus {1/2 <
|x| < 2−1/n}. Hence, for x ∈ Ak we have 2
k/Nx ∈ A0 ⊂ B1 \B1−ǫ and
M−Ψ(x) > M−
(
Ckψ(2k/N · )
)
(x) = Ck22sk/NM−ψ(2k/Nx) > 1.
We then set ϕ2 = cΨ with c > 0 small enough so that ϕ2(x) ≤ 1 in B1/2. 
Remark 3.5. Notice that the subsolution ϕ2 constructed above is C
1,1 by below in
B1\B1/2, in the sense that it can be touched by below by paraboloids. This is impor-
tant when considering non translation invariant equations for which a comparison
principle for viscosity solutions is not available.
4. The Caffarelli-Krylov method
The goal of this section is to prove Proposition 1.1. Its proof combines the interior
Ho¨lder regularity results of Caffarelli and Silvestre [15] and the next key Lemma.
Lemma 4.1. Let s0 ∈ (0, 1), s ∈ [s0, 1), and u ∈ C
(
B+1
)
be a viscosity solution of
(1.6). Then, there exist α ∈ (0, 1) and C depending only on n, s0, and ellipticity
constants, such that
sup
B+r
u/xsn − inf
B+r
u/xsn ≤ Cr
α
(
C0 + ‖u‖L∞(Rn)
)
(4.1)
for all r ≤ 3/4.
To prove Lemma 4.1 we need two preliminary lemmas.
We start with the first, which is a nonlocal version of Lemma 4.31 in [28].
Throughout this section we denote
D∗r := B9r/10 ∩ {xn > 1/10}.
Lemma 4.2. Let s0 ∈ (0, 1) and s ∈ [s0, 1). Assume that u satisfies u ≥ 0 in all of
Rn and
M−u ≤ C0 in B
+
r ,
for some C0 > 0. Then,
inf
D∗r
u/xsn ≤ C
(
inf
B+
r/2
u/xsn + C0r
s
)
(4.2)
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for all r ≤ 1, where C is a constant depending only on s0, ellipticity constants, and
dimension.
Proof. Step 1. Assume C0 = 0. Let us call
m = inf
D∗r
u/xsn ≥ 0.
We have
u ≥ mxsn ≥ m(r/10)
s in D∗r . (4.3)
Let us scale and translate the subsolution ϕ2 in Lemma 3.4 as follows to use it as
lower barrier:
ψr(x) := (r/10)
s ϕ2
(10(x−x0)
2r
)
. (4.4)
We then have, for some c > 0,

M−ψr ≥ 0 in B2r/10(x0) \Br/10(x0)
ψr = 0 in R
n \B2r/10(x0)
ψr ≥ c
(
2r
10
− |x|
)s
in B2/10(x0)
ψr ≤ (r/10)
s in Br/10(x0).
It is immediate to verify that B+r/2 is covered by balls of radius 2r/10 such that
the concentric ball of radius r/10 is contained in D∗r , that is,
B+r/2 ⊂
⋃{
B2r/10(x0) : Br/10(x0) ⊂ D
∗
r
}
.
Now, if we choose some ball Br/10(x0) ⊂ D
∗
r and define ψr by (4.4), then by (4.3) we
have u ≥ mψr in Br/10(x0). On the other hand u ≥ mψr outside B2r/10(x0), since
ψr vanishes there and u ≥ 0 in all of R
n by assumption. Finally, M+ψr ≤ 0, and
since C0 = 0, M
−u ≥ 0 in the annulus B2r/10(x0) \Br/10(x0).
Therefore, it follows from the comparison principle that u ≥ mψr in B2r/10(x0).
Since these balls of radius 2r/10 cover B+r/2 and ψr ≥ c
(
2r
10
− |x|
)s
in B2/10(x0), we
obtain
u ≥ cmxsn in B
+
r/2,
which yields (4.2).
Step 2. If C0 > 0 we argue as follows. First, let
φ(x) = min
{
1, 2(xn)
s
+ − (xn)
3s/2
+
}
.
By Lemma 2.3, we have that M+φ ≤ −c in {0 < xn < ǫ} for some ǫ > 0 and some
c > 0. By scaling φ and reducing c, we may assume ǫ = 1.
We then consider
u˜(x) = u(x) +
C0
c
r2sφ(x/r).
The function u˜ satisfies in {0 < xn < r}
M−u˜−M−u ≤M+
(
C0
c
r2sφ(x/r)
)
≤ −C0
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and hence
M−u˜ ≤ 0.
Using that u(x) ≤ u˜(x) ≤ u(x) + CC0r
s(xn)
s
+ and applying Step 1 to u˜, we obtain
(4.2). 
The second lemma towards Proposition 4.1 is a nonlocal version of Lemma 4.35
in [28]. It is an immediate consequence of the Harnack inequality of Caffarelli and
Silvestre [15].
Lemma 4.3. Let s0 ∈ (0, 1), s ∈ [s0, 1), r ≤ 1 , and u satisfy u ≥ 0 in all of R
n
and
M+u ≥ −C0 and M
−u ≤ C0 in B
+
r .
Then,
sup
D∗r
u/xsn ≤ C
(
inf
D∗r
u/xsn + C0r
s
)
,
for some constant C depending only on n, s0, and ellipticity constants.
Proof. The lemma is a consequence of Theorem 2.4. Indeed, covering the set D∗r
with balls contained in B+r and with radii comparable to r —using the same (scaled)
covering for all r—, Theorem 2.4 yields
sup
D∗r
u ≤ C
(
inf
D∗r
u+ C0r
2s
)
.
Then, the lemma follows by noting that xsn is comparable to r
s in D∗r . 
Next we prove Lemma 4.1.
Proof of Lemma 4.1. First, dividing u by a constant, we may assume that C0 +
‖u‖L∞(Rn) ≤ 1.
We will prove that there exist constants C1 > 0 and α ∈ (0, s), depending only
on n, s0, and ellipticity constants, and monotone sequences (mk)k≥1 and (mk)k≥1
satisfying the following. For all k ≥ 1,
mk −mk = 4
−αk , −1 ≤ mk ≤ mk+1 < mk+1 ≤ mk ≤ 1 , (4.5)
and
mk ≤ C
−1
1 u/x
s
n ≤ mk in B
+
rk
, where rk = 4
−k . (4.6)
Note that since u = 0 in B−1 then we have that (4.6) is equivalent to the following
inequality in Brk instead of B
+
rk
mk(xn)
s
+ ≤ C
−1
1 u ≤ mk(xn)
s
+ in Brk , where rk = 4
−k . (4.7)
Clearly, if such sequences exist, then (4.1) holds for all r ≤ 1/4 with C = 4αC1.
Moreover, for 1/4 < r ≤ 3/4 the result follows from (4.8) below. Hence, we only
need to construct {mk} and {mk}.
Next we construct these sequences by induction.
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Using the supersolution ϕ1 in Lemma 3.3 we find that
−
C1
2
(xn)
s
+ ≤ u ≤
C1
2
(xn)
s
+ in B
+
3/4 (4.8)
whenever C1 is large enough. Thus, we may take m1 = −1/2 and m1 = 1/2.
Assume now that we have sequences up to mk and mk. We want to prove that
there exist mk+1 and mk+1 which fulfill the requirements. Let
uk = C
−1
1 u−mk(xn)
s
+ .
We will consider the positive part u+k of uk in order to have a nonnegative function
in all of Rn to which we can apply Lemmas 4.2 and 4.3. Let uk = u
+
k −u
−
k . Observe
that, by induction hypothesis,
u+k = uk and u
−
k = 0 in Brk .
Moreover, C−11 u ≥ mj(xn)
s
+ in Brj for each j ≤ k. Therefore, we have
uk ≥ (mj−mk)(xn)
s
+ ≥ (mj−mj+mk−mk)(xn)
s
+ = (−4
−αj+4−αk)(xn)
s
+ in Brj .
But clearly 0 ≤ (xn)
s
+ ≤ r
s
j in Brj , and therefore using rj = 4
−j
uk ≥ −r
s
j (r
α
j − r
α
k ) in Brj for each j ≤ k .
Thus, since for every x ∈ B1 \Brk there is j < k such that
|x| < rj = 4
−j ≤ 4|x|,
we find
uk(x) ≥ −r
α+s
k
∣∣∣∣4xrk
∣∣∣∣
s(∣∣∣∣4xrk
∣∣∣∣
α
− 1
)
outside Brk . (4.9)
Now let L ∈ L∗. Using (4.9) and that u
−
k ≡ 0 in Brk , then for all x ∈ Brk/2 we
have
0 ≤ Lu−k (x) = (1− s)
∫
x+y/∈Brk
u−k (x+ y)
µ(y/|y|)
|y|n+2s
dy
≤ (1− s)
∫
|y|≥rk/2
rα+sk
∣∣∣∣8yrk
∣∣∣∣
s(∣∣∣∣8yrk
∣∣∣∣
α
− 1
)
Λ
|y|n+2s
dy
= (1− s)Λrα−sk
∫
|z|≥1/2
|8z|s(|8z|α − 1)
|z|n+2s
dz
≤ ε0r
α−s
k ,
where ε0 = ε0(α) ↓ 0 as α ↓ 0 since |8z|
α → 1. Since this can be done for all L ∈ L∗,
u−k vanishes in Brk and satisfies pointwise
0 ≤M−u−k ≤M
+u−m ≤ ε0r
α−s
k in B
+
rk/2
.
Therefore, recalling that
u+k = C
−1
1 u−mk(xn)
s
+ + u
−
k ,
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and using that M+(xn)
s
+ = M
−(xn)
s
+ = 0 in {xn > 0}, we obtain
M−u+k ≤ C
−1
1 M
−u+M+(u−k )
≤ C−11 + ε0r
α−s
k in B
+
rk/2
.
Also clearly
M+u+k ≥M
+uk ≥ −C
−1
1 in B
+
rk/2
.
Now we can apply Lemmas 4.2 and 4.3 with u in its statements replaced by u+k .
Recalling that
u+k = uk = C
−1
1 u−mkx
s
n in B
+
rk
,
we obtain
sup
D∗
rk/2
(C−11 u/x
s
n −mk) ≤ C
(
inf
D∗
rk/2
(C−11 u/x
s
n −mk) + C
−1
1 r
s
k + ε0r
α
k
)
≤ C
(
inf
B+
rk/4
(C−11 u/x
s
n −mk) + C
−1
1 r
s
k + ε0r
α
k
)
.
(4.10)
On the other hand, we can repeat the same reasoning “upside down”, that is,
considering the functions uk = mk(xn)
s
+ − u instead of uk. In this way we obtain,
instead of (4.10), the following
sup
D∗
rk/2
(mk − C
−1
1 u/x
s
n) ≤ C
(
inf
B+
rk/4
(mk − C−11 u/x
s
n) + C
−1
1 r
s
k + ε0r
α
k
)
. (4.11)
Adding (4.10) and (4.11) we obtain
mk −mk ≤ C
(
inf
B+
rk/4
(C−11 u/x
s
n −mk) + inf
B+
rk/4
(mk − C
−1
1 u/x
s
n) + C
−1
1 r
s
k + ε0r
α
k
)
= C
(
inf
B+rk+1
C−11 u/x
s
n − sup
B+rk+1
C−11 u/x
s
n +mk −mk + C
−1
1 r
s
k + ε0r
α
k
)
.
Thus, using that mk −mk = 4
−αk, α < s, and rk = 4
−k ≤ 1, we obtain
sup
B+rk+1
C−11 u/x
s
n − inf
B+rk+1
C−11 u/x
s
n ≤
(
C−1
C
+ C−11 + ε0
)
4−αk .
Now we choose α small and C1 large enough so that
C − 1
C
+ C−11 + ε0(α) ≤ 4
−α.
This is possible since ε0(α) ↓ 0 as α ↓ 0 and the constant C depends only on n, s0,
and ellipticity constants. Then, we find
sup
B+rk+1
C−11 u/x
s
n − inf
B+rk+1
C−11 u/x
s
n ≤ 4
−α(k+1),
and thus we are able to choose mk+1 and mk+1 satisfying (4.5) and (4.6). 
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To end this section, we give the
Proof of Proposition 1.1. Let x ∈ B+1/2 and let x0 be its nearest point on {xn = 0}.
Let
d = dist (x, x0) = xn = dist (x,B
−
1 ).
By Theorem 2.5 (rescaled), we have
‖u‖Cα(Bd/2(x)) ≤ Cd
−α
(
‖u‖L∞(Rn) + C0
)
.
Hence, since ‖(xn)
−s‖Cα(Bd/2(x)) ≤ Cd
−s, then for r ≤ d/2
oscBr(x)u/x
s
n ≤ Cr
αd−s−α
(
‖u‖L∞(Rn) + C0
)
. (4.12)
On the other hand, by Lemma 4.1, for all r ≥ d/2 we have
oscBr(x)∩B+3/4
u/xsn ≤ Cr
α
(
‖u‖L∞(Rn) + C0
)
. (4.13)
In both previous estimates α ∈ (0, 1) depends only on n, s0, and ellipticity constants.
Let us call
M =
(
‖u‖L∞(Rn) + C0
)
.
Then, given θ > 1 we have the following alternatives
(i) If r ≤ dθ/2 then, by (4.12),
oscBr(x)u/x
s
n ≤ Cr
αd−s−αM ≤ Crα−(s+α)/θM.
(ii) If dθ/2 < r ≤ d/2 then, by (4.13),
oscBr(x)u/x
s
n ≤ oscBd/2(x)u/x
s
n ≤ Cd
αM ≤ Crα/θM.
(iii) If d/2 < r, then by (4.13)
oscBr(x)∩B+3/4
u/xsn ≤ Cr
αM.
Choosing θ > s+α
α
(so that the exponent in (i) is positive), we obtain
oscBr(x)∩B+3/4
u/xsn ≤ Cr
α′M whenever x ∈ B+1/2 and r > 0, (4.14)
for some α′ ∈ (0, α). This means that ‖u/xsn‖Cα′ (B+
1/2
) ≤ CM , as desired. 
5. Liouville theorems in Rn+
The goal of this section is to prove Theorem 1.4.
First, as a consequence of Proposition 1.1 we show the following Liouville-type
result involving the extremal operators. Note that the growth condition CRβ in this
lemma holds for β < s+α¯ (with α¯ small), in contrast with the Liouville Theorem 1.4.
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Proposition 5.1. Let s0 ∈ (0, 1) and s ∈ [s0, 1). Let α¯ > 0 be the exponent given
by Proposition 1.1. Assume that u ∈ C(Rn) is a viscosity solution of
M+u ≥ 0 and M−u ≤ 0 in {xn > 0},
u = 0 in {xn < 0}.
Assume that, for some positive β < s+ α¯, u satisfies the growth control at infinity
‖u‖L∞(BR) ≤ CR
β for all R ≥ 1. (5.1)
Then,
u(x) = K(xn)
s
+
for some constant K ∈ R.
Proof. Given ρ ≥ 1, let vρ(x) = ρ
−βu(ρx). Note that for all ρ ≥ 1 the function vρ
satisfies the same growth control (5.1) as u. Indeed,
‖vρ‖L∞(BR) = ρ
−β‖u‖L∞(BρR) ≤ ρ
−βC(ρR)β = CRβ.
In particular ‖vρ‖L∞(B1) ≤ C and ‖vρ‖L1(Rn,ωs) ≤ C, with C independent of ρ. Hence,
the function v˜ρ = vρχB1 satisfies M
+v˜ρ ≥ −C and M
−v˜ρ ≤ C in B1/2 ∩ {xn > 0},
and v˜ρ = 0 in {xn < 0}. Also, ‖v˜ρ‖L∞(B1/2) ≤ C. Therefore, by Proposition 1.1 we
obtain that ∥∥vρ/xsn∥∥Cα(B+
1/4
)
=
∥∥v˜ρ/xsn∥∥Cα(B+
1/4
)
≤ C.
Scaling this estimate back to u we obtain[
u/xsn
]
Cα(B+
ρ/4
)
= ρ−α
[
u(ρx)/(ρxn)
s
]
Cα(B+
1/4
)
= ρβ−s−α
[
vρ/(xn)
s
]
Cα(B+
1/4
)
≤ Cρβ−s−α.
Using that β < s+ α and letting ρ→∞ we obtain[
u/xsn
]
Cα(Rn∩{xn>0})
= 0,
which means u = K
(
xn)
s
+. 
The previous Proposition will be applied to tangential derivatives of a solution
to u in the situation of Theorem 1.4. It will give that u is in fact a function of xn
alone. To proceed, we will need the following crucial lemmas. These are Liouville-
type results for the fractional Laplacian in dimension 1, and they will be proved in
the next section.
In the first one, the growth of the solution u still allows to compute (−∆)su.
Lemma 5.2. Let u ∈ C(R) be a function satisfying (−∆)su = 0 in R+, u ≡ 0 in
R−, and |u(x)| ≤ C(1 + |x|
β) for some β < 2s. Then, u(x) = K(x+)
s.
The second one is for functions that grow too much at infinity, so that one cannot
compute (−∆)su —as in Theorem 1.4.
Lemma 5.3. Let φ : R −→ R be defined by
φa,b(x) = a(x+)
s + b(x+)
1+s.
Then,
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(a) For any a and b, the function φa,b satisfies
(−∆)s {φa,b(·+ h)− φa,b} = 0 in (0,∞).
(b) Let u ∈ C(R) be any function such that u ≡ 0 in R− and satisfying
(−∆)s {u(·+ h)− u} = 0 in R+
for any h > 0. Assume in addition that, for some γ ∈ (0, 1) and β ∈ (0, 2s),
[u/(x+)
s]Cγ([0,R]) ≤ CR
β for all R ≥ 1.
Then,
u(x) = φa,b(x)
for some a and b.
We will also need the following observation.
Lemma 5.4. Assume that u is a function in Rn depending only of one variable,
i.e., u(x) = ζ(xn). Then, we have
M+u(x) = −c1(−∆)
s
Rζ(xn)
and
M−u(x) = −c2(−∆)
s
Rζ(xn)
in the viscosity sense, where c1 and c2 are positive constants.
Proof. It follows immediately from Lemma 2.1. 
Furthermore, we will use also the following.
Lemma 5.5. Let a ∈ Rn and b ∈ R, and define
φ(x) = (xn)
s
+(a · x+ b).
Then, for all h ∈ Rn with hn ≥ 0, we have
M+ {φ(·+ h)− φ} =M− {φ(·+ h)− φ} = 0 in {xn > 0}.
Proof. It follows immediately from Lemmas 5.4 and 5.3 (a). 
We can now give the:
Proof of Theorem 1.4. Take first h ∈ Sn−1 such that hn = 0, and define
v(x) = u(x+ h)− u(x).
Then, v satisfies {
M+v ≥ 0 and M−v ≤ 0 in {xn > 0},
v = 0 in {xn < 0}.
Moreover, by (1.15) it also satisfies the growth control
‖v/(xn)
s
+‖L∞(BR) ≤ CR
α for all R ≥ 1,
and hence
‖v‖L∞(BR) ≤ CR
α+s for all R ≥ 1.
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Thus, it follows from Proposition 5.1 that
v(x) = K(xn)
s
+.
Therefore, we have
u(x+ h)− u(x) = K(xn)
s
+
whenever hn = 0, and this implies that
u(x) = (xn)
s
+(a · x+ b) + ψ(xn)
for some 1D function ψ : R −→ R.
Now, by Lemmas 5.5 and 5.4, we have that for all h ∈ Rn+ and all x ∈ R
n
+
M+ {u(·+ h)− u} (x) = −c1 (−∆)
s {ψ(·+ hn)− ψ} (xn),
and the same with M−. Thus, for any h > 0 this 1D function ψ satisfies{
(−∆)s {ψ(·+ h)− ψ} = 0 in (0,+∞),
ψ = 0 in (−∞, 0).
Moreover, notice that, by the assumptions of the Theorem, the function ψ satisfies
[ψ/(x+)
s]Cβ([0,R]) ≤ CR
α for all R ≥ 1.
Hence, by Lemma 5.3, we find that ψ(xn) = K1(xn)
1+s
+ +K2(xn)
s
+, and
u(x) = (xn)
s
+(a˜ · x+ b˜),
as desired. 
6. Liouville theorems in dimension 1
The aim of this section is to prove Lemmas 5.3 and 5.2.
To prove them, we need the following result. It classifies all homogeneous solutions
(with no growth condition) that vanish in a half line of the extension problem of
Caffarelli and Silvestre [18] in dimension 1 + 1.
Lemma 6.1. Let s ∈ (0, 1). Let (x, y) denote a point in R2, and r > 0, θ ∈ (−π, π)
be polar coordinates defined by the relations x = r cos θ, y = r sin θ. Assume that
ν > −s, and qν = r
s+νΘν(θ) is even with respect y (or equivalently with respect to
θ) and solves 

div (|y|1−2s∇qν) = 0 in {y 6= 0}
limy→0 |y|
1−2s∂yqν = 0 on {y = 0} ∩ {x > 0}
qν = 0 on {y = 0} ∩ {x < 0}.
(6.1)
Then,
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(a) ν belongs to N ∪ {0,−1} and
Θν(θ) = K | sin θ|
s P sν
(
cos θ
)
,
where P µν is the associated Legendre function of first kind. Equivalently,
Θν(θ) = C
∣∣∣∣cos
(
θ
2
)∣∣∣∣
2s
2F1
(
−ν, ν + 1; 1− s;
1− cos θ
2
)
,
where 2F1 is the hypergeometric function.
(b) The functions
{
Θν
}
ν∈N∪{0}
are a complete orthogonal system in the subspace
of even functions of the weighted space L2
(
(−π, π), | sin θ|1−2s
)
.
Proof. We differ the proof to the Appendix. 
Using the previous computation, we can now show Lemma 5.2.
Proof of Lemma 5.2. Let
Ps(x, y) =
p1,s
y
1(
1 + (x/y)2
) 1+2s
2
be the Poisson kernel for the extension problem of Caffarelli and Silvestre; see [18,
10].
Given the growth control |u(x)| ≤ C|x|β at infinity with β < 2s, and |u(x)| ≤
C|x|δ−1 near the origin with δ > 0, the convolution
v( · , y) = u ∗ Ps( · , y)
is well defined and is a solution of the extension problem{
div(y1−2s∇v) = 0 in {y > 0}
v(x, 0) = u(x) for x ∈ R.
Since (−∆)su = 0 in {x > 0} and u = 0 in {x < 0}, the function v satisfies
lim
yց0
y1−2s∂yv(x, y) = 0 for x > 0 and v(x, 0) = 0 for x < 0.
Hence, v solves (6.1).
Let Θν , ν ∈ N ∪ {0}, be as in Lemma 6.1. Recall that r
s+νΘν(θ) also solve (6.1).
By standard separation of variables, in every ball B+R(0) of R
2 the function v can be
written as a series
v(x, y) = v(r cos θ, r sin θ) =
∞∑
ν=0
aνr
s+νΘν(θ). (6.2)
To obtain this expansion we use that, by Lemma 6.1 (b), the functions
{
Θν
}
ν∈N∪{0,−1}
are a complete orthogonal system in the subspace of even functions in the weighted
space L2
(
(−π, π), | sin θ|1−2s
)
, and hence are complete in L2
(
(0, π), (sin θ)1−2s
)
.
Moreover, by uniqueness, the coefficients aν are independent of R and hence the
series (6.2) provides a representation formula for v(x, y) in the whole {y > 0}.
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Now, we claim that the growth control ‖u‖L∞(−R,R) ≤ CR
β with β ∈ (0, 2s) is
transferred to v (perhaps with a bigger constant C), that is,
‖v‖L∞(B+R )
≤ CRβ.
To see this, consider the rescaled function uR(x) = R
−βu(Rx), which satisfy the
same growth control of u. Then,
vR = R
−βv(R · ) = uR ∗ Ps.
Since the growth control for uR is independent of R we find a bound for ‖vR‖L∞(B+
1
)
that is independent of R, and this means that v is controlled by CRβ in B+R , as
claimed.
Next, since we may assume that
∫ π
0
|Θν(θ)|
2| sin θ|a dθ = 1 for all ν ≥ 0, Parseval’s
identity yields ∫
∂+BR
∣∣v(x, y)∣∣2ya dσ = ∞∑
ν=0
|aν |
2R2s+2ν+1+a, (6.3)
where ∂+BR = ∂BR ∩ {y > 0}. But by the growth control, we have∫
∂+BR
∣∣v(x, y)∣∣2ya dσ ≤ CR2β ∫
∂+BR
ya dσ = CR2β+1+a. (6.4)
Finally, since 2β < 4s < 2s + 2, this implies aν = 0 for all ν ≥ 1, and hence
u(x) = K(x+)
s, as desired. 
To establish Lemma 5.3, we will need the following extension of Lemma 5.2.
Lemma 6.2. Let u satisfy (−∆)su = 0 in R+ and u = 0 in R−. Assume that, for
some δ > 0 and β ∈ (0, 2s), u satisfies the growth conditions
• |u(x)| ≤ C|x|δ−1 for all x ∈ (0, 1).
• |u(x)| ≤ C|x|β for all x ≥ 1.
Then u(x) = a(x+)
s + b(x+)
s−1.
Proof. It is a slight modification of the proof of Lemma 5.2.
Indeed, we may consider the extension v(x, y) of u(x), which solves (6.1).
Now, we consider v˜(x, y) =
∫ x
−∞
v(x, y)dx, which also satisfies (6.1), and satisfies
the growth condition
‖v‖L∞(B+R )
≤ CRβ+1,
with β + 1 < 1 + 2s.
Finally, writing v˜ as in (6.2), and using (6.3)-(6.4) and that 2(β + 1) < 2 + 4s,
we find that aν = 0 for all ν ≥ 2. This yields v˜(x, 0) = (x+)
s(ax + b), and hence
u(x) = a(x+)
s + b(x+)
s−1. 
We finally give the:
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Proof of Lemma 5.3. (a) It follows easily by using the extension of Caffarelli-Silvestre
[18].
(b) First, notice that u ∈ Cδ([0, 1]), with δ = min{γ, s}. Hence, for each h > 0,
the function v(x) = u(x + h) − u(x) satisfies v ≡ 0 in (−∞,−h), |v| ≤ C|h|δ in
[−h, 0], and (−∆)sv = 0 in (0,∞), and |v(x)| ≤ C|h|γ(1 + |x|β+s) in (0,∞).
Thus, by standard interior regularity (see for example [45]), we have that [v]C0,1([h,2h]) ≤
C|h|δ−1. In particular,
|u′(x+ h)− u′(x)| = |v′(x)| ≤ C|h|δ−1 for all x ∈ [h, 2h], h ∈ (0, 1).
And this implies (summing a geometric series) that
|u′(x)| ≤ C|x|δ−1 for x ∈ (0, 1).
On the other hand, since |v(x)| ≤ C|h|γ|x|β+s for x > 1, then
|v′(R)| ≤ [v]C0,1([R,2R]) ≤
C
R
‖v‖L∞([R/2,3R]) ≤ C|h|
γRβ+s−1 for R ≥ 1.
Therefore, it follows that for all x > 1
|u′(x)| ≤ |u′(1)− u′(2)|+ · · ·+ |u′(x− 1)− u′(x)|
≤ C
(
1β+s−1 + 2β+s−1 + · · ·+ xβ+s−1
)
≤ C|x|β+s.
Thus, the function u′ satisfies
• (−∆)s(u′) = 0 in (0,∞)
• |u′(x)| ≤ C|x|δ−1 for x ∈ (0, 1)
• |u′(x)| ≤ C|x|s+β+γ−1 for x > 1
and then it follows from Lemma 6.1 that
u′(x) = a(x+)
s + b(x+)
s−1.
Hence, since u(0) = 0, we find
u(x) = a(x+)
s+1 + b(x+)
s,
as desired. 
7. Boundary regularity: flat boundary
In this section we prove Theorem 1.2. The main step towards this result will be
Proposition 7.1 below.
Notice that throughout this Section the operator I will not be translation invariant
but of the form (7.17), with Lab translation invariant. Hence, I(u, x) belongs to a
restricted class of non translation invariant operators. Within this class we can
truncate solutions. Thanks to this, we may assume for example that in u/(xn)
s is
Cβ in all of Rn+ and not only in B
+
3/4 (recall that we want to show (1.13)).
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In the following, given β ∈ [0, 1] and A ⊂ Rn we denote by
[u]β,A := sup
x,y∈A,x 6=y
|u(x)− u(y)|
|x− y|β
.
That is, for β = 0 this gives the oscillation and for β ∈ (0, 1) this gives the Cβ
seminorm. We also denote
‖u‖β,A := ‖u‖L∞(A) + [u]β;A.
This notation is appropriate in order to treat at the same time the case β = 0 and
β ∈ (0, 1).
Proposition 7.1. Let s0 ∈ (0, 1), and let α¯ > 0 be the constant given by Proposition
1.1.
Let s ∈ (s0, 1), α ∈ (0, α¯), γ ∈ [0, 1), and β ∈ [0, 1] such that α + β ≤ γ + s.
Assume in addition that α + β 6= 1.
Let u be any solution of I(u, x) = 0 in B+1 and u = 0 in R
n
−, where I is any fully
nonlinear operator elliptic with respect to L∗(s) of the form
I(u, x) = inf
b∈B
sup
a∈A
(
Labu(x) + cab(x)
)
with ‖cab‖γ;B+
1
≤ 1 (7.1)
for all a ∈ A and b ∈ B.
If β > 0 assume in addition that the following estimate holds for some β ′ ∈
(β, β + α) and for all u and I as above:
[u/(xn)
s]β′;B+
1/4
≤ C
(
‖u/(xn)
s‖0;B+
1
+ sup
R≥1
R−α[u/(xn)
s]β;B+R
)
, (7.2)
where C depends only on n, s0, ellipticity constants, α, β, and β
′.
Then, for all r > 0
r−α[u/(xn)
s − Pr(·)]β;B+r ≤ C
(
‖u/(xn)
s‖0;B+
1
+ sup
R≥1
R−α[u/(xn)
s]β;B+R
)
,
for some constant C that depends only on n, s0, ellipticity constants, α, β, and β
′,
where Pr(x) is defined as the polynomial of degree at most ⌊α + β⌋ (zero or one)
which best fits the function u/(xn)
s in B+r . That is,
Pr := argminP∈P
∫
B+r
(
u(x)/(xn)
s − P (x)
)2
dx,
where P is the space of polynomials with real coefficients and degree at most ⌊α+β⌋.
We will need the following preliminary results.
Lemma 7.2. Let s0 ∈ (0, 1), sm ∈ [s0, 1] be a converging sequence with sm → s,
and M+sm and M
−
sm denote the extremal Pucci type operators for the class L∗(sm) of
order 2sm. Then, M
+
sm → M
+
s and M
−
sm → M
−
s weakly with respect to the weight
ωs0(y) = (1 + |y|)
−n−2s0.
Proof. It follows straightforward from the definition of weak convergence of nonlocal
elliptic operators in [16]. 
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The second one reads as follows.
Lemma 7.3. Let s0 ∈ (0, 1) and s ∈ (s0, 1). There exists δ > 0 such that the
following statement holds.
If M+w ≥ −C0 and M
−w ≤ C0 in B
+
1 , w = 0 in B
−
1 , and ‖w‖L1(Rn, ωs) ≤ C0,
then
‖w‖Cδ(B+
3/4
) ≤ CC0,
where C and δ depend only on n, s0, and ellipticity constants.
Proof. First, using the barrier given by Lemma 3.3, we find that |w(x)| ≤ CC0(xn)
s
+
in B+7/8. Then, the result follows by using the interior estimates in [15]; see also [16,
Section 3]. 
We next give the
Proof of Proposition 7.1. The proof is by contradiction. If the conclusion of the
proposition is false, then there are sequences uk, Ik, sk, and γk satisfying
• Ik(uk, x) = 0 in B
+
1 and uk = 0 in B
−
1 ;
• Ik(uk, x) = infb∈Bk supa∈Ak
(
Labuk(x) + cab(x)
)
with ‖cab‖γk;B+1 ≤ 1 for all
a ∈ Ak and b ∈ Bk;
• {Lab : a ∈ Ak, b ∈ Bk} ⊂ L(sk) with sk ∈ [s0, 1];
• ‖u/(xn)
s‖0;B+
1
+ supR≥1R
−α[u/(xn)
s]β;B+R
≤ 1;
• γk ≥ min{0, α+ β − sk}
for which
sup
k
sup
r>0
r−α [uk/(xn)
sk − Pk,r]β;B+r = +∞, (7.3)
where
Pk,r := argminP∈P
∫
B+r
(
uk(x)/(xn)
sk − P
)
dx
(recall that P denotes the real polynomials of degree at most ⌊α + β⌋).
To prove that this is impossible, let us start defining
θ(r) := sup
k
sup
r′>r
(r′)−α
[
uk/(xn)
sk − Pk,r
]
β;B+
r′
,
The function θ is monotone nonincreasing and we have θ(r) < +∞ for r > 0 since
we are assuming that
sup
R≥1
R−α[u/(xn)
s]β;B+R
≤ 1 (7.4)
In addition, by (7.3) we have θ(r) ր +∞ as r ց 0. For every positive integer m,
by definition of θ(1/m) there are r′m ≥ 1/m and km for which
(r′m)
−α
[
uk/(xn)
s − Pkm,r′m
]
β;Br′m
≥
1
2
θ(1/m) ≥
1
2
θ(r′m). (7.5)
Here we have used that θ is non-increasing. Note that we will have r′m ց 0 since
θ(1/m)ր +∞ and (7.4) holds.
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From now on in this proof we will use the notations
um = ukm, Pm = Pkm,r′m, sm = skm , and γm = γkm.
Let us consider the blow up sequence
vm(x) =
um(r
′
mx)/(r
′
mxn)
s − Pm(r
′
mx)
(r′m)
α+βθ(r′m)
. (7.6)
For all m ≥ 1 we have ∫
B+
1
vm(x)P (x) dx = 0 for all P ∈ P, (7.7)
since this is the optimality condition in the least squares minimization.
Note also that (9.15) implies the following inequality for all m ≥ 1:
[vm]β;B+
1
≥ 1/2, (7.8)
Let us show now that
[vm]β;B+R
≤ CRα (7.9)
for all R ≥ 1.
We will do the proof of (7.9) in the most difficult case α + β > 1, the case
α + β ∈ (0, 1) is very similar. To prove (7.9) we need to estimate the difference in
the coefficients of Pkm,Rr′m − Pkm,r′m. Let us denote
Pk,r(x) = pk,r · x+ bk,r where pk,r ∈ R
n and bk,r ∈ R.
Note that since we are doing the case α+β > 1 we will have ⌊α+β⌋ = 1 and hence
P contains all affine functions. Let R = 2k and let us show that∣∣pkm,Rr′m − pm∣∣ = ∣∣pkm,2kr′m − pkm,r′m∣∣ ≤ Cθ(r′m)(Rr′m)α+β−1. (7.10)
Indeed, we use by definition of θ(2r) and θ(r) we have
|pk,2r − pk,r|r
1−β
rαθ(r)
≤
[
(pk,2r − pk,r) · x
]
β;B+r
rαθ(r)
=
[
Pk,2r − Pk,r
]
β;B+r
rαθ(r)
≤
2αθ(2r)
θ(r)
[
uk/(xn)
sk − Pk,2r
]
β;B+
2r
(2r)αθ(2r)
+
[
uk/(xn)
sk − Pk,r
]
β;B+r
rαθ(r)
≤ 2α + 1 ≤ 3,
where we have used the definition of θ and its monotonicity.
Thus,
∣∣pkm,2kr′m − pkm,r′m∣∣ ≤ 3
k−1∑
j=0
θ(2jr′m)(2
jr′m)
α+β−1 ≤ Cθ(r′m)(2
kr′m)
α+β−1.
Note that it is here where we use that α + β − 1 > 0.
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Therefore, we can estimate as follows
[vm]β;B+R
=
1
θ(r′m)(r
′
m)
α
[
um/(xn)
sm − Pm
]
β;B+
Rr′m
=
Rα
θ(r′m)(Rr
′
m)
α
([
ukm/(xn)
sm − Pkm,Rr′m
]
β;B+
Rr′m
+
[
Pkm,Rr′m − Pm
]
β;B+
Rr′m
)
≤ Rα
θ(Rr′m)
θ(r′m)
+ 2|pkm,Rr′m − pm|(Rr
′
m)
1−β
≤ Rα + CRα,
where we have used (7.10). This proves (7.9) in the case α + β > 1. As said
above, the proof of (7.9) in the case α + β ∈ (0, 1) its easier since in this case[
Pkm,Rr′m − Pm
]
β;B+
Rr′m
= 0 and we do not need to estimate the difference of the
coefficients.
When R = 1, (7.9) implies that ‖vm − b‖L∞(B1) ≤ C, for some b ∈ R. Thus, (7.7)
implies that
‖vm‖L∞(B+
1
) ≤ C. (7.11)
Then, using (7.9) and (7.11) we easily obtain that
‖vm‖L∞(B+R )
≤ CRα+β. (7.12)
Note that in the case β = 0 the difference between (7.9) and (7.12) is that we pass
from a oscillation bound to an L∞ bound.
Next we prove the following
Claim. Let wm(x) = vm(x)(xn)
s
+. Then, up to subsequences we have sm → s ∈ [s0, 1]
and wm → w in C
β
loc
(
Rn
)
, where w ∈ Cβ
′
(
Rn
)
. Moreover, the limiting function w
satisfies the assumptions of the Liouville-type Theorem 1.4.
In the case β > 0, it follows from (7.9) and (7.2) (rescaled) that
[vm]β′;BR ≤ CR
α+β−β′ .
Thus, recalling that β ′ > 0 and using (7.12), by Arzela`-Ascoli Theorem vm con-
verges (up to a subsequence) in Cβloc
(
{xn ≥ 0}
)
to some v ∈ Cβ
′
(
{xn ≥ 0}
)
. The
convergence of wm to w = v(xn)
s
+ is then immediate.
In the case β = 0, the functions wm satisfyM
+wm ≤ C(K) andM
−wm ≥ −C(K)
in every half-ball B+K , and satisfy ‖wm‖L∞(BR) ≤ CR
sm+α for every R ≥ 1. Hence,
we have ‖wm‖Cδ(BK) ≤ C(K) by Lemma 7.3. Thus, the functions wm converge to
some w uniformly in compact sets.
Moreover, by passing to the limit (7.9) we find that the assumption (1.15) of
Theorem 1.4 is satisfied by w.
Now, each uk satisfies
Ik(uk, x) := inf
b∈Bk
sup
a∈Ak
(
Labuk(x) + cab(x)
)
= 0 in B+1 .
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Thus, for every h¯ ∈ B+1/2 we have
inf
b∈Bkm
sup
a∈Akm
(
Labum(x¯+ h¯) + cab(x¯+ h¯)
)
= 0 for x¯ ∈ B+1/2
in the viscosity sense.
Using that [cab]Cγm ≤ 1 (for all a ∈ Akm and b ∈ Bkm), it follows that
inf
b∈Bkm
sup
a∈Akm
(
Labum(x¯+ h¯) + cab(0)
)
≥ −|x¯+ h¯|γm for x¯ ∈ B+1/2
and
inf
b∈Bkm
sup
a∈Akm
(
Labum(x¯) + cab(0)
)
≤ |x¯|γm for x¯ ∈ B+1/2
in the viscosity sense.
Therefore, using Lemma 5.8 in [15] we obtain that
M+sm
(
um(·+ h¯)− um
)
≥ −|x¯|γm − |x¯+ h¯|γm in B+1/2 (7.13)
in the viscosity sense.
Next, by Lemma 5.5, for every affine or constant function P ∈ P, the function
ϕ(x) = P (xn)
s
+ satisfies
M+
(
φ(·+ h¯)− φ
)
=M−
(
φ(·+ h¯)− φ
)
= 0 in Rn+
pointwise an in the classical sense for every h¯ with h¯n ≥ 0. Using this property, the
value of the operator does not change when adding to test functions multiples of
φ(·+ h¯)− φ. Hence, recalling that
wm(x) = vm(x)(xn)
sm
+ =
vm(x)(r
′
mxn)
sm
+
(r′m)
sm
=
um(r
′
mx)− Pm(r
′
mxn)
sm
+
(r′m)
α+β+smθ(r′m)
and the definition of vm from (7.6), we can translate (7.13) from um to wm. Indeed,
setting h¯ = r′mh and x¯ = r
′
mx, we obtain
−(r′m)
γm3Kγm ≤
θ(r′m)(r
′
m)
α+β+sm
(r′m)
2sm
M+
(
wm(·+ h)− wm
)
in B+K .
whenever hn ≥ 0, |h| < K, and r
′
m <
1
2K
.
Therefore
− 3Kγm
(r′m)
sm+γm
θ(r′m)(r
′
m)
α+β
≤ M+
(
wm(·+ h)− wm
)
in B+K (7.14)
in the viscosity sense for all h ∈ BK whenever r
′
m <
1
2K
.
Since wm → w locally uniformly in {xn ≥ 0} (up to subsequences), then we have(
wm(·+ h)− wm
)
→
(
w(·+ h)− w
)
locally uniformly in Rn. (7.15)
Let us check that, for some ǫ > 0 small enough, we have that for every h ∈ Rn
with hn ≥ 0 (
wm(·+ h)− wm
)
→
(
w(·+ h)− w
)
in L1
(
Rn, ωs−ǫ
)
. (7.16)
Recall that in all the paper we denote ωs(y) = (1− s)(1 + |y|)
−n−2s.
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To show (7.16), observe that
wm(x+h)−wm(x) =
(
vm(x+h)−vm(x)
)
(xn+hn)
sm
+ +vm(x)
(
(xn+hn)
sm
+ − (xn)
sm
+
)
and hence, using (7.9) and (7.12),∣∣wm(x+ h)− wm(x)∣∣ ≤
≤


C|h|β(1 + |x|)α(xn + hn)
sm + C(1 + |x|)α+βhn(xn)
sm−1 if xn > 0,
C(1 + |x|)α+β(hn)
sm if − hn < xn < 0,
0 if xn < −hn.
Therefore, we have∣∣wm(x+ h)−wm(x)∣∣ ≤ g(x)
:= C
(
1 + (|x|α(xn)
sm + |x|α(xn)
sm−1)χ(0,+∞)(xn) + |x|
α+βχ(−C,0)(xn)
)
where C (and g) depend on h. Since sm → s we will have sm ≥ s − ǫ for m large
enough, and using that β ≤ 1 and α¯ < s0 we readily show that g ∈ L
1
(
Rn, ωs−ǫ
)
.
Therefore, (7.16) follows from (7.15) using the dominated convergence theorem.
Finally, using (7.16) and (7.15) it follows from Lemma 7.2 and Lemma 5 in [16]
we can pass to the limit in (7.14) in every ball B+K to obtain that
0 ≤M+
{
w(·+ h)− w
}
in B+K .
Thus, since this can be done for any K > 0, we have
0 ≤M+
{
w(·+ h)− w
}
in Rn+.
Analogously, we will have that
0 ≥ M−
{
w(·+ h)− w
}
in Rn+,
and this finishes the proof the Claim.
We have thus proved that w satisfies all the assumptions of Theorem 1.4 and hence
we conclude that v = w/(xn)
s is an affine function. On the other hand, passing (7.7)
to the limit we obtain that v is orthogonal to every affine function and hence it must
be v ≡ 0. But then passing (7.8) to the limit we obtain that v cannot be constantly
zero in B1; a contradiction. 
To prove Theorem 1.2 we will need the following Lemma, that matches Proposition
7.1.
Lemma 7.4. Let α ∈ (0, 1] and β ∈ [0, 1] with α + β 6= 1 and let and v satisfy, for
all r > 0
sup
r>0
r−α [v − Pr]β;B+r ≤ C0,
where Pr some polynomial of degree at most ⌊α + β⌋ (zero or one) depending on r.
In the case α + β > 1, assume in addition that P1(x) = p1 · x + b1, with |p1| ≤ C0.
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Then, the limit P = limrց0 Pr exist and for all r > 0 we have
‖v − P‖L∞(B+r ) ≤ CC0r
β+α, and |p| ≤ CC0,
where P (x) = p · x+ b, and p = 0 if α + β < 1. The constant C depends only on α
and β.
Proof. We will do the most difficult case α + β > 1.
Let Pr(x) = pr · x+ br. We have, for all r > 0,
[v − pr · x]β;B+r ≤ C0r
α.
Thus,
|pr − pr/2|(r/2)
1−β ≤
[
(pr − pr/2) · x
]
β;B+
r/2
≤ [v − pr · x]β;B+
r/2
+ [v − pr · x]Cβ ;B+
r/2
≤ C0r
α + C0(r/2)
α
and hence
|pr − pr/2| ≤ CC0r
α+β−1.
It follows (developing the expressions as telescopic sums and summing the geo-
metric series) that p = limrց0 pr exists and
|pr − p| ≤ CC0r
α+β−1.
In particular
|p| ≤ |p1|+ |p1 − p| ≤ C0 + CC0.
Then we obtain that
oscB+r [v − p · x] ≤ oscB+r [v − pr · x] + oscB+r [(pr − p) · x]
≤ [v − pr · x]β;B+r r
β + |pr − p|r
≤ CC0r
β+α
and the lemma now follows. 
We give now a second step towards Theorem 1.2. This result follows from the
interior estimates.
Lemma 7.5. Let s0 ∈ (0, 1), and let α¯ > 0 be the constant given by Proposition 1.1.
Let s ∈ (s0, 1), α ∈ (0, α¯), γ ∈ (0, 1), and β ∈ [0, 1) such that α + β ≤ γ + s.
Assume in addition that α + β 6= 1.
Let en = (0, . . . , 0, 1) and w be a solution of I(w, x) = 0 in B1(en), where I is any
fully nonlinear operator elliptic with respect to L∗(s) of the form
I(w, x) = inf
b∈B
sup
a∈A
(
Labw(x) + cab(x)
)
,
with Lab given by (1.3)-(1.4),
‖cab‖γ;B1(en) ≤ 1 and ‖µab‖Cγ(Sn−1) ≤ Λ.
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Assume that
‖w‖L∞(Rn) <∞, ‖w‖L∞(Br(0)) ≤ C0r
α+β+s, and ‖w‖β;Br(2ren) ≤ C0r
α+s
for all r > 0.
Then,
[w]Cα+β(Br/2(2ren)) ≤ C0r
s,
for all r ∈ (0, 1), for some constant C that depends only on n, s0, ellipticity con-
stants, α, β.
Proof. We differ the proof to the Appendix. 
We next show the following result. It follows from Proposition 7.1 and Lemma
7.4 by truncating the solution u. We will also use the interior estimates from the
previous Lemma 7.5.
Proposition 7.6. Let s0 ∈ (0, 1), and let α¯ > 0 be the constant given by Proposition
1.1.
Let s ∈ (s0, 1), α ∈ (0, α¯), γ ∈ (0, 1), and β ∈ [0, 1] such that α + β ≤ γ + s.
Assume in addition that α + β 6= 1.
Let u be any solution of I(u, x) = 0 in B+1 and u = 0 in R
n
−, where I is any fully
nonlinear operator elliptic with respect to L∗(s) of the form
I(u, x) = inf
b∈B
sup
a∈A
(
Labu(x) + cab(x)
)
(7.17)
where ‖µab‖Cγ(Sn−1) ≤ 1 and ‖cab‖γ;B+
1
≤ 1 for all a ∈ A and b ∈ B.
If β > 0 assume in addition that the following estimate holds for some β ′ ∈
(β, β + α) and for all u and I as above:
[u/(xn)
s]β′;B+
1/4
≤ C
(
‖u/(xn)
s‖0;B+
1
+ sup
R≥1
R−α[u/(xn)
s]β;B+R
)
, (7.18)
where C depends only on n, s0, ellipticity constants, α, β, and β
′.
Then (7) hold also for β ′ = β + α and moreover we have the following local
estimate
‖u/(xn)
s‖Cβ+α(B+
1/4
) ≤ C
(
‖u/(xn)
s‖β;B+
3/4
+ ‖u‖L∞(Rn)
)
,
for some constant C that depends only on n, s0, ellipticity constants, α, β.
Proof. To prove the proposition we assume that either
‖u/(xn)
s‖0;B+
1
+ sup
R≥1
R−α[u/(xn)
s]β;B+R
≤ 1
or
‖u/(xn)
s‖β;B+
3/4
+ ‖u‖L∞(Rn) ≤ 1
and we will show that
‖u/(xn)
s‖Cβ+α(B+
1/4
) ≤ C.
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Let us consider u¯ = uη, where η ∈ C∞c (B3/4) satisfies η ≡ 1 in B5/8. Then,
using that the kernels of the operators are Cγ outside the origin, we find that
Labu¯ = Labu+ c¯ab(x) in B
+
1/2, where c¯ab satisfy
‖c¯ab‖γ;B+
1/2
≤ C0.
Hence, we have that
I¯(u¯, x) = inf
b∈B
sup
a∈A
(
Labu¯(x)− c¯ab(x) + cab(x)
)
= 0 in B+1/2.
Moreover, we have
‖u¯/(xn)
s‖β;{xn≥0} ≤ C0.
Hence, by Proposition 7.1 and Lemma 7.4, we find the following. For each z ∈
B1/4 ∩ {xn = 0} there exist p(z) ∈ R
n and b(z) ∈ R such that
‖u/(xn)
s − p(z) · x− b(z)‖L∞(B+r ) ≤ CC0r
β+α, for all r < 1/4, (7.19)
and
‖u/(xn)
s − p(z) · x− b(z)‖β;B+r ≤ CC0r
α, for all r < 1/4, (7.20)
with
|p(z)| ≤ CC0, |b(z)| ≤ CC0.
We have used that u¯ = u in B1/2.
Let us see next that (7.19)-(7.20) imply
‖u/(xn)
s‖Cα+β(B+
1/4
) ≤ CC0.
For it, we define
Qz(x) := (p(z) · x+ b(z))(xn)
s
+χB2(x),
and observe that (7.19) and (7.20) give
‖u−Qz‖L∞(BR(0)) ≤ CR
s+α+β
and
‖u−Qz‖β;BR(x0) ≤ CR
s+α
for every ball BR(x0) such that 2R = dist(x0, {xn = 0}) and B2R(x0) ⊂ B
+
1/4, where
z is the projection of x0 on {xn = 0}.
Using the previous two inequalities, Lemma 7.5 yields
‖u−Qz‖Cβ+α(BR(x0)) ≤ CR
s (7.21)
in every such ball BR(x0).
Finally, using ‖(xn)
−s‖L∞(BR(x0)) ≤ CR
−s and ‖(xn)
−s‖Cα+β(BR(x0)) ≤ CR
−s−α−β,
we find
‖u/(xn)
s‖Cα+β(BR(x0)) ≤ C.
Since this can be done for all balls BR(x0) with 2R = dist(x0, {xn = 0}) and
B2R(x0) ⊂ B
+
1/4, we have ‖u/(xn)
s‖Cα+β(B+
1/4
) ≤ C, and thus the proposition is
proved. 
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Finally, we give the
Proof of Theorem 1.2. We will show the result by applying inductively Proposi-
tion 7.6.
First, using the supersolution in Lemma 3.3, we find that
‖u/(xn)
s‖L∞(B+
3/4
) ≤ CC0.
Hence, using Proposition 7.6 with β = 0, we find that
‖u/(xn)
s‖Cα(B+
1/4
) ≤ CC0.
We also have that the estimate holds for with β ′ replace by α whenever I and u
satisfy the assumptions of Proposition (7.6).
Since this is for any solution u, then by a standard covering argument, we will
have the estimate
‖u/(xn)
s‖Cα(B+
3/4
) ≤ CC0.
Using this and Proposition 7.6 with β = α− ǫ, for some ǫ > 0, and with β ′ = α, we
find that
‖u/(xn)
s‖C2·α−ǫ(B+
1/4
) ≤ CC0,
and that the estimate holds with β ′ replaced by 2α− ǫ Iterating this procedure, we
find that u/(xn)
s ∈ Ck(α−ǫ)(B1/4) whenever k · α ≤ s+ γ.
More precisely, after a finite number of steps we find that, for any solution u, we
have the estimate
‖u/(xn)
s‖Cs+γ(B+
1/4
) ≤ CC0.
Thus, the Theorem is proved. 
8. Boundary regularity: curved boundary
In this section we prove Theorem 1.3. For it, we will follow the same steps as in
the previous Section.
The main ingredient towards Theorem 1.3 will be Proposition 7.1 below. Before
stating it, we need the following.
Definition 8.1. We say that Γ is a global C2,γ surface given by a graph of C2,γ
norm smaller than one, splitting Rn into Ω+ and Ω−, if the following happens.
• The surface Γ ⊂ Rn is the graph of a global C2,γ and bounded function,
whose C2,γ norm is smaller than one.
• The two disjoint domains Ω+ and Ω− partition Rn, i.e., Rn = Ω+ ∪ Ω−.
• We have Γ = ∂Ω+ = ∂Ω−, and 0 ∈ Γ.
• The origin 0 belongs to Γ and the normal vector to Γ at 0 is ν(0) = en.
Moreover, we let d(x) be any C2,γ(Ω+) function that coincides with dist(x,Ω−) in a
neighborhood of Γ ∩ B4 and d ≡ 0 outside B5.
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Proposition 8.2. Let s0 ∈ (0, 1), and let α¯ > 0 be the constant given by Proposition
1.1.
Let s ∈ (s0, 1), α ∈ (0, α¯), γ ∈ (0, s], and β ∈ [0, 1) such that α + β ≤ γ + s.
Assume in addition that α + β 6= 1.
Assume that Γ is a global C2,γ surface given by a graph of C2,γ norm smaller than
one, splitting Rn into Ω+ and Ω−; see Definition 8.1.
Let u ∈ Cc(B2) be any solution of I(u, x) = 0 in B1 ∩ Ω
+ and u = 0 in all of Ω−,
where I is any fully nonlinear operator elliptic with respect to L∗(s) of the form
I(u, x) = inf
b∈B
sup
a∈A
(
Labu(x) + cab(x)
)
,
where ‖µab‖Cγ(Sn−1) ≤ Λ and ‖cab‖γ;B1∩Ω+ ≤ 1 for all a ∈ A and b ∈ B.
If β > 0 assume in addition that the following estimate holds for some β ′ ∈
(β, β + α) and for all Gamma, u, and I as above:
[u/(xn)
s]β′;B1/4∩Ω+ ≤ C
(
‖u/(xn)
s‖0;B1∩Ω+ + sup
R≥1
R−α[u/(xn)
s]β;BR∩Ω+
)
, (8.1)
where C depends only on n, s0, ellipticity constants, α, β, and β
′.
Then,
r−α[u/ds − Pr(·)]β;Br∩Ω+ ≤ C
(
‖u/(xn)
s‖0;B1∩Ω+ + sup
R≥1
R−α[u/(xn)
s]β;BR∩Ω+
)
,
for some constant C that depends only on n, s0, ellipticity constants, α, β, and β
′
where Pr(x) is defined as the polynomial of degree at most ⌊α + β⌋ which best fits
the function u/(xn)
s in Br ∩ Ω
+. That is,
Pr := argminP∈P
∫
Br∩Ω+
(
u(x)/ds − P (x)
)2
dx,
where P is the space of polynomials with real coefficients and degree at most ⌊α+β⌋.
An important ingredient of this proof is the following.
Lemma 8.3. Let s0 ∈ (0, 1) and s ∈ (s0, 1), and γ ∈ (0, s]. Let Γ and d be as in
Definition 8.1. Let L be any operator of the form (1.3) with ‖µab‖C1,γ(Sn−1) ≤ 1.
Then, for any function η ∈ C2,γ(Rn), we have
‖L(dsη)‖Cγ(B1∩Ω+) ≤ C‖η‖C2,γ ,
where C is a constant that depends only on n and s0.
Proof. It follows easily from Proposition 9.2. 
Remark 8.4. The hypothesis γ ≤ s of Proposition 8.2 and of Theorem 1.3 is only
needed to show Lemma 8.3. In particular, if one can show this result for all γ ∈ (0, 1),
then the hypothesis γ ≤ s in Theorem 1.3 can be removed.
Let us now proceed with the proof of Proposition 8.2.
We will skip some details of this proof, since it is very similar to the one of
Proposition 7.1.
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Proof of Proposition 8.2. We argue by contradiction. If the conclusion of the propo-
sition is false, then there are sequences uk, Ik, Γk, γk and sk satisfying
• Γk is a global C
2,γk surface given by a graph of C2,γk norm smaller than one,
splitting Rn into Ω+k and Ω
−
k ; see Definition 8.1.
• Ik(uk, x) = 0 in B1 ∩ Ω
+
k and uk = 0 in Ω
−
k ;
• Ik(uk, x) = infb∈Bk supa∈Ak
(
Labuk(x) + cab(x)
)
• {Lab : a ∈ Ak, b ∈ Bk} ⊂ L(sk) with sk ∈ [s0, 1];
• ‖µab‖Cγ(Sn−1) ≤ Λ and ‖cab‖γ;B1∩Ω+ ≤ 1, for all a ∈ Ak and b ∈ Bk;
• ‖u/(xn)
s‖0;B1∩Ω+k
+ supR≥1R
−α[u/(xn)
s]β;BR∩Ω+k
≤ 1
• γk + sk ≥ α + β;
for which
sup
k
sup
r>0
r−α [uk/d
sk
k − Pk,r]β;Br∩Ω+k
= +∞, (8.2)
where
Pk,r := argminP∈P
∫
Br∩Ω
+
k
(
uk(x)/d
sk
k − P
)
dx.
To prove that this is impossible we proceed as in the Proof of Propostion 7.1. We
define
θ(r) := sup
k
sup
r′>r
(r′)−α
[
uk/d
sk
k − Pk,r
]
β;Br′∩Ω
+
k
,
The function θ is monotone nonincreasing, and θ(r) < +∞ for r > 0 since
sup
R≥1
R−α[u/(xn)
s]β;BR∩Ω+k
≤ 1 (8.3)
In addition, by (8.2) we have θ(r)ր +∞ as r ց 0 and there are sequences r′m ց 0
and km for which
(r′m)
−α
[
uk/d
sk
k − Pkm,r′m
]
β;Br′m
∩Ω+km
≥
1
2
θ(r′m). (8.4)
From now on in this proof we will use the notations
um = ukm, Pm = Pkm,r′m, sm = skm , and γm = γkm,
and
Γ¯m =
1
r′m
Γkm, Ω¯
+
m =
1
r′m
Ω+km , d¯m(x) = dist(x,R
n \ Ω¯+m) =
dkm(r
′
m · )
r′m
.
Notice that Γ¯m is a rescaled version of Γkm (so that, dkm does not coincide with d¯m).
Since rm → 0, then Γ¯m will converge to {xn = 0} as m → ∞. Also, Ω¯
+
m will
converge to Rn+ as m→∞.
We consider the blow up sequence
vm(x) =
um(r
′
mx)/[d
sm
km
(r′mx)]− Pm(r
′
mx)
(r′m)
α+βθ(r′m)
=
um(r
′
mx)/[(r
′
m)
sm d¯smm (x)]− Pm(r
′
mx)
(r′m)
α+βθ(r′m)
.
(8.5)
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As in the proof of Proposition 7.1, for all m ≥ 1 we have∫
B1∩Ω¯
+
m
vm(x)P (x) dx = 0 for all P ∈ P, (8.6)
[vm]β;B1∩Ω¯+m ≥ 1/2. (8.7)
and
[vm]β;BR∩Ω¯+m ≤ CR
α (8.8)
for all R ≥ 1.
Furthermore, we also have
‖vm‖L∞(BR∩Ω¯+m) ≤ CR
α+β. (8.9)
Next we prove the following
Claim. Let wm(x) = vm(x)d¯
s
m. Then, up to subsequences we have sm → s ∈ [s0, 1]
and wm → w in C
β
loc
(
Rn
)
, where w ∈ Cβ
′
(
Rn
)
. Moreover, the limiting function w
satisfies the assumptions of the Liouville-type Theorem 1.4.
First recall that, by definition of Γ¯m and d¯m, we have that d¯
s
m converges locally
uniformly to (xn)
s
+.
In the case β > 0, it follows from (8.8) and (8.1) (rescaled) that
[vm]β′;BR∩Ω¯+m ≤ CR
α+β−β′.
Thus, recaling β ′ > β and (8.9), by Arzela`-Ascoli Theorem vm converges (up to a
subsequence) in Cβloc(R
n
+) to some v ∈ C
β′({xn ≥ 0}). The convergence of wm to
w = v(xn)
s
+ is then immediate.
In the case β = 0, the functions wm satisfyM
+wm ≤ C(K) andM
−wm ≥ −C(K)
in BK ∩ Ω¯
+
m for any K > 0, and satisfy wm = 0 in Ω¯
−
m and ‖wm‖L∞(BR) ≤ CR
sm+α
for every R ≥ 1. Hence, we will have ‖wm‖Cδ(BK) ≤ C(K) for some δ > 0. Thus,
the functions wm converge to some w uniformly in compact sets.
Passing to the limit (8.8) we find that the assumption (i) of Theorem 1.4 is satisfied
by w.
Let Lγm∗ (sm) be the class consisting of all the operators in L∗ whose spectral
measures have C1,γm(Sn−1) norm smaller or equal than Λ, and let M+
Lγm∗ (sm)
and
M−
Lγm∗ (sm)
denote the extremal Pucci operators for this class. Note that MLγm∗ (sm) ≤
M+.
Let us prove that, similarly as in Proposition 7.1, there is a function δ(r) with
limrց0 δ(r) = 0 such that, for all h ∈ BK and r
′
m <
1
2K
we have
− C(K)δ(r′m) ≤M
+
Lγm∗ (sm)
(
wm(·+ h)− wm
)
in Ω¯+m ∩ (Ω¯
+
m − h) ∩ BK (8.10)
To prove (8.10) we use that, by definition of θ,
[uk/d
sk
k − Pk,r]β,Br∩Ωk ≤ θ(r)r
α for all k and r > 0.
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Thus, using that Pk,r is the best fitting polynomial in P for uk in Br we obtain that
‖uk/d
sk
k − Pk,r‖L∞(Br∩Ωk) ≤ Cr
α+βθ(r),
where C depends only on the dimension. Hence, for all r > 0 and k we have
‖Pk,2r−Pk,r‖L∞(Br∩Ωk) ≤ ‖Pk,2r−uk‖L∞(B2r∩Ωk)+‖uk−Pk,r‖L∞(Br∩Ωk) ≤ Cθ(r)r
α+β
(8.11)
Let us now denote
Pk,r(x) = pk,r · x+ bk,r,
where pk,r ∈ R
n is non-zero only if α + β > 1 and where bk,r ∈ R . Using (8.3) and
observing that bk,r =
∫
Br∩Ω
+
k
uk dr we obtain
|bk,r| ≤ 1 for all k and r > 0. (8.12)
On the other hand, when α + β > 1 using (8.11) we obtain
|pk,2r − pkr | ≤ Cθ(r)r
α+β−1.
Therefore, for r = 2−i we have
|pk,r − pk,1|
θ(r)
≤ C
i∑
j=0
θ(2−j)
θ(r)
(1/2)j(α+β−1). (8.13)
But using again (8.3) we obtain that |pk,1| ≤ C and thus from (8.13) and (8.12) we
have that for r ∈ [2−i, 2−i+1]
|pk,r|+ |bk,r|
θ(r)
≤ C
i∑
j=0
θ(2−j)
θ(r)
(1/2)j(α+β−1) =: ψ(r) (8.14)
Note that ψ(r) ≤ C for all r ≤ 1 and that moreover ψ(r) → 0 as r ց 0 since
θ(2−j)
θ(r)
→ 0 for every fixed j.
Hence, using Lemma 8.3 and the assumption that Γk is a global C
2,γk surface
given by a graph of C2,γk norm smaller than one, we obtain[
L
(
dsmkmPm
θ(r′m)
)]
Cγm (B1∩Ω
+
km
)
≤ Cψ(r′m) for all L ∈ L
γm
∗ (sm), (8.15)
which rescaling is
(r′m)
−γm
[
(r′m)
−2smL
(
dsmkm(r
′
m · )Pm(r
′
m · )
θ(r′m)
)]
Cγm((r′m)−1(B1∩Ω+km ))
≤ Cψ(r′m).
Equivalently, since Ω¯m =
1
r′m
Ω+km and d¯
sm
m = (r
′
m)
−smdsmkm(r
′
m · ), we obtain[
L
(
d¯smm Pm(r
′
m · )
θ(r′m)(r
′
m)
α+β
)]
Cγm (B
1/r′m
∩Ω¯+m)
≤
Cψ(r′m)(r
′
m)
sm+γm
(r′m)
α+β
for all L ∈ Lγm∗ (sm).
(8.16)
BOUNDARY REGULARITY FOR INTEGRO-DIFFERENTIAL EQUATIONS 45
Now, recall that γm + sm ≥ α + β (for all m) and that
wm(x) = vm(x)d¯
sm
m (x) =
um(r
′
mx)
(r′m)
α+β+smθ(r′m)
−
Pm(r
′
mx) · d¯
sm
m (x)
(r′m)
α+βθ(r′m)
.
Therefore, using (8.16) and the same argument as in the proof of Proposition 7.1,
we find
M+
Lγm∗ (sm)
(
wm(·+ h)− wm
)
≥ −
3Kγm
θ(r′m)
− CKγmψ(r′m) in Ω¯
+
m ∩ (Ω¯
+
m − h) ∩BK
for all h ∈ BK . Since θ(r
′
m)→∞ and ψ(r
′
m)→ 0 as r
′
m → 0, (8.10) follows.
On the other hand, since wm → w locally uniformly in R
n (up to subsequences),
then we have(
wm(·+ h)− wm
)
→
(
w(·+ h)− w
)
locally uniformly in Rn. (8.17)
Also, similarly as in Proposition 7.1, we have that for every h ∈ Rn with hn ≥ 0(
wm(·+ h)− wm
)
→
(
w(·+ h)− w
)
in L1
(
Rn, ωs−ǫ
)
(8.18)
for some ǫ > 0.
Thus, using (8.18) and (8.17) we can pass to the limit in (8.10) to obtain that,
for every K ≥ 1 and for every h ∈ B+K ,
0 ≤M+
Lγ∗(s)
{
w(·+ h)− w
}
in B+K .
This yields
0 ≤M+
Lγ∗(s)
{
w(·+ h)− w
}
in Rn+
whenever hn ≥ 0.
Analogously, we will have that
0 ≥M−
Lγ∗(s)
{
w(·+ h)− w
}
in Rn+.
Since M+
Lγ∗(s)
≤M+ and M−
Lγ∗(s)
≥ M−, this finishes the proof the Claim.
Hence, w satisfies all the assumptions of Theorem 1.4, and thus v = w/(xn)
s is
an affine function. On the other hand, passing (8.6) to the limit we obtain that
v is orthogonal to every affine function and hence it must be v ≡ 0. But then
passing (8.7) to the limit we obtain that v cannot be constantly zero in B1; a
contradiction. 
Proof of Theorem 1.3. Using Proposition 8.2 instead of Proposition 7.1, the proof
follows exactly the same steps as the one of Theorem 1.2. 
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9. Flattening the boundary: proof of Proposition 9.1
The aim of this section is to prove Propositions 9.1 and 9.2.
Throughout this section, d(x) is any C2,γ(Ω) function that coincides with dist(x,Rn\
Ω) in a neighborhood of ∂Ω.
Proposition 9.1. Let s0 ∈ (0, 1) and s ∈ (s0, 1), and γ ∈ (0, s]. Let Ω be any C
2,γ
bounded domain, and L be any operator of the form (1.3), with µ ∈ C1,γ(Sn−1).
Then, the function ds satisfies
‖L(ds)‖Cγ(Ω) ≤ C,
where C is a constant that depends only on n, s0, Ω, and ‖µ‖C1,γ(Sn−1).
In fact, we will need also the following:
Proposition 9.2. Let s0 ∈ (0, 1) and s ∈ (s0, 1), and γ ∈ (0, s]. Let Ω be any C
2,γ
bounded domain, and L be any operator of the form (1.3), with µ ∈ C1,γ(Sn−1).
Then, for any function η ∈ C2,γ(Rn), we have
‖L(dsη)‖Cγ(Ω) ≤ C‖η‖C2,γ ,
where C is a constant that depends only on n, s0, Ω, and ‖µ‖C1,γ(Sn−1).
Remark 9.3. The dependence on Ω of the constant C in Propositions 9.1 and 9.2
is through the C2,γ norm of the diffeomorphism that flattens the boundary ∂Ω. In
particular, this constant C is uniform among all domains with a uniform bound on
this C2,γ norm.
To prove these two propositions, we will need to flatten the boundary of Ω. In the
following result we show how these operators change when we flatten the boundary.
Proposition 9.4. Let L¯ be any operator of the form (1.3), with µ ∈ C1,γ(Sn−1).
Let Ω be any bounded C2,γ domain, and let u¯ be any function satisfying
L¯u¯ = f¯ in Ω, u¯ = 0 in Rn \ Ω.
Let φ : Rn → Rn be a C2,γ diffeomorphism that flattens the boundary ∂Ω and such
that (φn)
s
+ = d
s. In particular, φ(B+1 ) = Ω ∩ {d < 1}.
Then, the function u = u¯ ◦ φ satisfies the equation
L(u, x) = f(x) in B+1 , u = 0 in B
−
1 ,
where f = f¯ ◦ φ and
L(u, x) := L¯(u ◦ φ−1)(φ(x)).
Moreover, L(u, x) can be written as
L(u, x) =
∫
Rn
(
u(x)− u(x+ z)
)
K(x, z)
dz
|z|n+2s
,
and
K(x, z) = a1
(
x,
z
|z|
)
+ |z| a2
(
x,
z
|z|
)
+ |z|1+γJ(x, z) for |z| ≤ 2.
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The functions a1 and a2 belong to C
1,γ(Sn−1) and Cγ(Sn−1) respectively, and J is
Cγ with respect to x.
Furthermore,
a1(x,−θ) = a1(x, θ) for all θ ∈ S
n−1,
and
a2(x,−θ) = −a2(x, θ) for all θ ∈ S
n−1.
The Cγ norms of a1, a2, and J , depend only on n, s, the ‖φ‖C2,γ , and ‖µ‖C1,γ(Sn−1).
Proof. By definition,
L(u, x) =
∫
B2
{
u(x)− u(φ−1(φ(x) + y))
}µ(y/|y|)
|y|n+2s
dy.
Thus, making the change of variables
y = φ(x+ z)− φ(x),
i.e., z = φ−1(φ(x) + y))− x, we will have
y = A(x)z + ztB(x)z + |z|2+γψ(x, z),
where
A(x) = Dφ(x), B(x) = D2φ(x),
and ψ(x, y) is bounded and Cγ in the x-variable.
We have used that φ is C2,γ. Moreover, notice also that A(x) is C1+γ and B(x)
is Cγ .
Writing now z = rθ, with r = |z| and θ ∈ Sn−1, one finds
y = rA(x)θ + r2θtB(x)θ + r2+γψ(x, r, θ).
Therefore, this yields
|y| = r|A(x)θ|+ r2
[
A(x)θ
|A(x)θ|
· (θtB(x)θ)
]
+ r2+γψ1(x, r, θ)
and also
1
|y|
=
1
r|A(x)θ|
{
1−
r
|A(x)θ|2
[
(A(x)θ) · (θtB(x)θ)
]
+ r1+γψ2(x, r, θ)
}
.
Thus,
y
|y|
=
A(x)θ
|A(x)θ|
+ r
{
θtB(x)θ
|A(x)θ|
−
A(x)θ
|A(x)θ|3
[
(A(x)θ) · (θtB(x)θ)
]}
+ r1+γψ3(x, r, θ).
(9.1)
Moreover, the functions ψ1, ψ2, and ψ3 are bounded and C
γ in the x-variable.
Now, using that µ ∈ C1,γ(Sn−1) and (9.1), one finds
µ(y/|y|) = a1(x, θ) + r a2(x, θ) + r
1+γψ4(x, r, θ),
where
a1(x, θ) = a
(
A(x)θ
|A(x)θ|
)
,
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and
a2(x, θ) = ∇Sn−1a
(
A(x)θ
|A(x)θ|
)
·
{
θtB(x)θ
|A(x)θ|
−
A(x)θ
|A(x)θ|3
[
(A(x)θ) · (θtB(x)θ)
]}
.
Moreover, the function ψ4 is bounded and it is C
γ in the x-variable.
Finally notice that, since µ(y/|y|) = µ(−y/|y|), it immediately follows from the
expressions of a1 and a2 that a1(x, θ) = a1(x,−θ) and that a2(x,−θ) = −a2(x, θ).

We will also need the following Lemmas.
Lemma 9.5. Let s0 ∈ (0, 1), s ∈ (s0, 1), and γ ∈ (0, s]. Let a1(x, θ) be a function
in L∞(Rn × Sn−1) which is Cγ in x and which satisfies
a1(x,−θ) = a1(x, θ) for all θ ∈ S
n−1.
Define
I1(x) :=
∫
B2
((xn)
s
+η(x)− (xn + yn)
s
+η(x+ y))
a1(x, y/|y|)
|y|n+2s
dy.
Then, we have I1 ∈ C
γ(B+1 ), and
‖I1‖Cγ(B+
1
) ≤
C
1− s
,
where C depends only on n, s0, the C
2,γ norm of η, and the Cγ norm of a1.
Proof. Case 1: Assume η ≡ 1.
Then, since a1 is even, we have∫
Rn
((xn)
s
+ − (xn + yn)
s
+)
a1(x, y/|y|)
|y|n+2s
dy = c(x)(−∆)s(x+)
s = 0. (9.2)
Therefore,
I1(x) =
∫
Rn\B2
((xn)
s
+ − (xn + yn)
s
+)
a1(x, y/|y|)
|y|n+2s
dy.
Now, using that (xn)
s
+ is C
γ , we have∣∣(x(1)n )s+ − (x(1)n + yn)s+ − (x(2)n )s+ + (x(2)n + yn)s+∣∣ ≤ C|x1 − x2|γ|y|s−γ
for any x1 and x2 in B
+
1 . Thus, using also that a1 is C
γ with respect to x, we find
|I1(x1)− I1(x2)| ≤
∫
Rn\B2
C|x1 − x2|
γ|y|s−γ
C
|y|n+2s
dy +
∫
Rn\B2
C|y|s
C|x1 − x2|
γ
|y|n+2s
dy
≤C|x1 − x2|
γ.
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Case 2: Assume that η is a linear function, η(x) = b · x+ c. Then,
I1(x) =PV
∫
B2
(xn + yn)
s
+(b · y)
a1(x, y/|y|)
|y|n+2s
dy
+ (b · x+ c)
∫
Rn\B2
((xn)
s
+ − (xn + yn)
s
+)
a1(x, y/|y|)
|y|n+2s
dy,
where we have used (9.2).
The second term is Cγ, as we already proved that in Case 1. Hence, it remains
to see that the first term is Cγ also.
Since a1 is C
γ in x, it suffices to prove that
∣∣∣∣PV
∫
B2
[
(xn + yn)
s
+ − (xn + h+ yn)
s
+
]
(b · y)
a1(x, y/|y|)
|y|n+2s
dy
∣∣∣∣ ≤ C1− s |h|.
To prove this, we show next that the function
I1,2(x) := PV
∫
B2
(xn + yn)
s−1
+ (b · y)
a1(x, y/|y|)
|y|n+2s
dy
satisfies
|I1,2(x)| ≤
C
1− s
.
Here, we denoted (t)s−1+ = (|t|
s−2t)+.
To bound I1,2(x), we first notice that
PV
∫
Rn
(xn + yn)
s−1
+ (b · y)
a1(x, y/|y|)
|y|n+2s
dy = 0.
Indeed, this follows from
PV
∫
Rn
(xn + yn)
s−1
+ (b · y)
a1(x, y/|y|)
|y|n+2s
dy
= PV
∫
Sn−1
|θn|
2s|b · θ|a1(x, θ)dθ
∫ +∞
−∞
(xn + r)
s−1
+
r dr
|r|1+2s
= c(x)(xn)
−s PV
∫ +∞
−∞
(1 + r)s−1+
r dr
|r|1+2s
,
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and
PV
∫ +∞
−∞
(1 + r)s−1+
r dr
|r|1+2s
= PV
∫ +∞
0
ts−1
t− 1
|t− 1|1+2s
dr
= lim
ǫ→0
{
−
∫ 1−ǫ
0
ts−1
dt
(1− t)2s
+
∫ ∞
1+ǫ
ts−1
dt
(t− 1)2s
}
= lim
ǫ→0
{
−
∫ 1−ǫ
0
ts−1
dt
(1− t)2s
+
∫ 1
1+ǫ
0
z1−s
z2s−2dz
(1− z)2s
}
= lim
ǫ→0
∫ 1
1+ǫ
1−ǫ
ts−1
dt
(1− t)2s
= 0,
(9.3)
Thus,
I1,2(x) = −
∫
Rn\B2
(xn + yn)
s−1
+ (b · y)
a1(x, y/|y|)
|y|n+2s
dy,
and using that x ∈ B1,
|I1,2(x)| ≤
∫
Rn\B2
|yn|
s−1
+ |y|
C
|y|n+2s
dy =
C
1− s
,
as desired.
Case 3: Let us do now the general case η ∈ C2,γ . We have
I1(x) =PV
∫
B2
(xn + yn)
s
+
[
η(x)− η(x+ y)
]a1(x, y/|y|)
|y|n+2s
dy
+ η(x)
∫
Rn\B2
((xn)
s
+ − (xn + yn)
s
+)
a1(x, y/|y|)
|y|n+2s
dy,
where we have used (9.2).
The second term is Cγ, as we already proved that in Case 1. Hence, it remains
to see that the first term is Cγ also.
Let us denote I1,3(x) this first term, i.e.,
I1,3(x) = PV
∫
B2
ξ(x, y)
a1(x, y/|y|)
|y|n+2s
dy,
with
ξ(x, y) = (xn + yn)
s
+
[
η(x)− η(x+ y)
]
.
Using that a1 is C
γ with respect to x, and that
|ξ(x, y) + ξ(x,−y)| ≤ (xn + yn)
s
+|2η(x)− η(x+ y)− η(x− y)|+
+ |(xn + yn)
s
+ − (xn − yn)
s
+| · |η(x)− η(x− y)|
≤C|y|1+s.
(9.4)
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we find
|I1,3(x)− I1,3(x+ hei)| ≤
∣∣∣∣PV
∫
B2
[
ξ(x, y)− ξ(x+ hei, y)
]a1(x, y/|y|)
|y|n+2s
dy
∣∣∣∣+
+
∫
B2
C|y|1+s
C|h|γ
|y|n+2s
dy.
We now claim that, for any i = 1, ..., n,∣∣∣∣PV
∫
B2
[
ξ(x, y)− ξ(x+ hei, y)
]a1(x, y/|y|)
|y|n+2s
dy
∣∣∣∣ ≤ C1− s |h|γ. (9.5)
Indeed, since η is C2,γ, then
‖2η(·)− η(·+ y)− η(· − y)‖Cγ ≤ C|y|
2,
and hence a similar computation as in (9.4) yields
|ξ(x, y) + ξ(x,−y)− ξ(x+ hei, y)− ξ(x+ hei,−y)| ≤ C|y|
1+s|h|γ,
and therefore (9.5) follows.
Hence, we have showed that
|I1,3(x)− I1,3(x+ hei)| ≤
C
1− s
|h|γ,
and thus the lemma is proved. 
Lemma 9.6. Let s0 ∈ (0, 1), s ∈ (s0, 1), and γ ∈ (0, s]. Let a2(x, θ) be a function
in L∞(Rn × Sn−1) which is Cγ in x and which satisfies
a2(x,−θ) = −a2(x, θ) for all θ ∈ S
n−1.
Let η ∈ C2,γc (R
n), and define
I2(x) :=
∫
B2
((xn)
s
+η(x)− (xn + yn)
s
+η(x+ y))
a2(x, y/|y|)
|y|n+2s−1
dy.
Then, we have I2 ∈ C
γ(B+1 ), and
‖I2‖Cγ(B+
1
) ≤
C
1− s
,
where C depends only on n, s0, the C
2,γ norm of η, and the Cγ norm of a2.
Proof. Case 1: Assume η ≡ 1.
Since the function (xn)
s
+ does not depend on the first n − 1 variables, and a2 is
Cγ with respect to x, then it is clear that
|I2(x)− I2(x+ hei)| ≤
∫
B2
|y|s
C|h|γ
|y|n+2s−1
dy ≤
C
1− s
|h|γ
for i = 1, 2, ..., n− 1.
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Moreover, we also have
I2(x)− I2(x+ hen) =∫
B2
((xn + h)
s
+ − (xn + h+ yn)
s
+)
a2(x, y/|y|)− a2(x+ hen, y/|y|)
|y|n+2s−1
dy
+
∫
B2
{
(xn)
s
+ − (xn + yn)
s
+ − (xn + h)
s
+ + (xn + h+ yn)
s
+
} a2(x, y/|y|)
|y|n+2s−1
dy.
As before, the first term is bounded by∣∣∣∣
∫
B2
((xn + h)
s
+ − (xn + h+ yn)
s
+)
a2(x, y/|y|)− a2(x+ hen, y/|y|)
|y|n+2s−1
dy
∣∣∣∣ ≤ C1− s |h|γ.
Thus, it only remains to see that the second term is also bounded by C|h|γ.
We will show that, in fact, we have∣∣∣∣
∫
B2
{
(xn)
s
+ − (xn + yn)
s
+ − (xn + h)
s
+ + (xn + h+ yn)
s
+
} a2(x, y/|y|)
|y|n+2s−1
dy
∣∣∣∣ ≤ C1− s |h|.
(9.6)
Indeed, it is clear that (9.6) is equivalent to∣∣∣∣
∫
B2
{
(xn)
s−1
+ − (xn + yn)
s−1
+
} a2(x, y/|y|)
|y|n+2s−1
dy
∣∣∣∣ ≤ C1− s, (9.7)
where we denoted (abusing a little bit the notation) (xn)
s−1
+ = (|xn|
s−2xn)+.
Let us define
I˜2(x) :=
∫
B2
{
(xn)
s−1
+ − (xn + yn)
s−1
+
} a2(x, y/|y|)
|y|n+2s−1
dy.
Notice that, since a2 is odd, then
I˜2 = −PV
∫
B2
(xn + yn)
s−1
+
a2(x, y/|y|)
|y|n+2s−1
dy.
We now claim that
Iˆ2(x) := PV
∫
Rn
(xn + yn)
s−1
+
a2(x, y/|y|)
|y|n+2s−1
dy = 0.
Indeed, we have
Iˆ2(x) = PV
∫ +∞
−∞
∫
Sn−1
(xn + rθn)
s−1
+ a2(x, θ)
r
|r|1+2s
dθ dr
= PV
∫ +∞
−∞
∫
Sn−1
(xn + r)
s−1
+ |θn|
2s−1θna2(x, θ)
r
|r|1+2s
dθ dr
= c(x)PV
∫ +∞
−∞
(xn + r)
s−1
+
r
|r|1+2s
dr
= c(x)(xn)
−sPV
∫ +∞
−∞
(1 + r)s−1+
r
|r|1+2s
dr,
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and hence the claim follows from (9.3).
Therefore, we have
I˜2(x) =
∫
Rn\B2
(xn + yn)
s−1
+
a2(x, y/|y|)
|y|n+2s−1
dy,
and then, using that x ∈ B1,
|I˜2(x)| =C
∫
Rn\B2
(xn + yn)
s−1
+
dy
|y|n+2s−1
≤ C
∫
Rn
+
\B+
2
(yn)
s−1
+
dy
|y|n+2s−1
≤
C
1− s
.
Hence, (9.7) is proved, and the lemma follows.
Case 2: Assume now that η is any C2,γ function.
Then, using the result in Case 1, it suffices to show that the function
I2,2(x) :=
∫
B2
(xn + yn)
s
+
[
η(x)− η(x+ y)
]a2(x, y/|y|)
|y|n+2s−1
dy
is Cγ .
For i = 1, ..., n− 1 we have
|I2,2(x)− I2,2(x+ hei)| ≤
≤
∫
B2
(xn + yn)
s
+
∣∣η(x+ h)− η(x+ h+ y)∣∣ |a2(x, y/|y|)− a2(x+ h, y/|y|)|
|y|n+2s−1
dy
+
∣∣∣∣
∫
B2
(xn + yn)
s
+
[
η(x)− η(x+ y)− η(x+ h) + η(x+ h + y)
]a2(x, y/|y|)
|y|n+2s−1
dy
∣∣∣∣ .
Since a2 is C
γ , then∫
B2
(xn + yn)
s
+
∣∣η(x+ h)− η(x+ h+ y)∣∣ |a2(x, y/|y|)− a2(x+ h, y/|y|)|
|y|n+2s−1
dy ≤
≤
∫
B2
C|y|
C|h|γ
|y|n+2s−1
dy ≤
C
1− s
|h|γ.
On the other hand, we have that∣∣∣∣
∫
B2
(xn + yn)
s
+
[
η(x)− η(x+ y)− η(x+ h) + η(x+ h + y)
]a2(x, y/|y|)
|y|n+2s−1
dy
∣∣∣∣ ≤
≤
C
1− s
|h|.
Indeed, this is equivalent to∣∣∣∣
∫
B2
(xn + yn)
s
+
[
∂xiη(x)− ∂xiη(x+ y)
]a2(x, y/|y|)
|y|n+2s−1
dy
∣∣∣∣ ≤ C1− s,
and this follows immediately from the fact that η is C2,γ .
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For i = n, the reasoning is very similar, and we only have to bound the additional
term∫
B2
|(xn + yn + h)
s
+ − (xn + yn)
s
+| · |η(x)− η(x+ y)|
|a2(x, y/|y|)|
|y|n+2s−1
dy ≤
≤
∫
B2
|h|s|y|
dy
|y|n+2s−1
≤
C
1− s
|h|s.
Thus, the lemma is proved. 
Lemma 9.7. Let s0 ∈ (0, 1), s ∈ (s0, 1), and γ ∈ (0, s]. Let J(x, y) be a function in
L∞(Rn × Rn) which is Cγ in x. Let η ∈ C2,γc (R
n), and define
I3(x) :=
∫
B2
((xn)
s
+η(x)− (xn + yn)
s
+η(x+ y))
J(x, y)
|y|n+2s−1−γ
dy.
Then, we have I3 ∈ C
γ(B+1 ), and
‖I3‖Cγ(B+
1
) ≤
C
1− s
,
where C depends only on n, s0, the C
2,γ norm of η, and the Cγ norm of J .
Proof. Case 1: Assume first η ≡ 1.
Using (9.2) and that J is Cγ with respect to x, we have
|I3(x1)− I3(x2)| ≤
∫
B2
C|x1 − x2|
γ|y|s−γ
C
|y|n+2s−1−γ
dy +
∫
B2
C|y|s
C|x1 − x2|
γ
|y|n+2s−1−γ
dy
≤
C
1− s
|x1 − x2|
γ + C|x1 − x2|
γ,
and the result follows.
Case 2: Assume now that η is any C2,γ function.
Then, one only needs to use that g(x) := (xn)
s
+η(x) is a C
s function. Indeed, one
then have
|g(x1)− g(x1 + y)− g(x2) + g(x2 + y)| ≤ C|x1 − x2|
s
and
|g(x1)− g(x1 + y)− g(x2) + g(x2 + y)| ≤ C|y|
s,
and interpolating these two inequalities,
|g(x1)− g(x1 + y)− g(x2) + g(x2 + y)| ≤ C|x1 − x2|
γ|y|s−γ.
Using this, the proof is the same as in Case 1. 
Using the previous lemmas, we can now give the
Proof of Propositions 9.1 and 9.2. It follows immediately from Proposition 9.4 and
Lemmas 9.5, 9.6, 9.7. 
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Remark 9.8. In case that both the domain Ω and the spectral measure µ are C∞,
the result in Proposition 9.1 is well known, and can be proved by Fourier transform
methods; see [22]. In this case, one has that L(ds) is C∞(Ω).
Appendix I: Proof of Lemma 6.1
In this appendix we give the
Proof of Lemma 6.1. Let us show first the statement (a). Denote
a = 1− 2s.
We first note that the Caffarelli-Silvestre extension equation ∆u + a
y
∂yu = 0 is
written in polar coordinates x = r cos θ, y = r sin θ, r > 0, θ ∈ (0, π) as
urr +
1
r
ur +
1
r2
uθθ +
a
r sin θ
(
sin θ ur + cos θ
uθ
r
)
= 0.
Note the homogeneity of the equation in the variable r. If we seek for (bounded at
0) solutions of the form u = rs+νΘν(θ), then it must be ν > −s and
Θ′′ν + a cotg θΘ
′
ν + (s+ ν)(s+ ν + a)Θν = 0.
If we want u to satisfy the boundary conditions
u(x, 0) = 0 for x < 0 and |y|a∂yu(x, y)→ 0 as y → 0,
then Θν must satisfy{
Θν(θ) = Θν(0) + o
(
(sin θ)2s
)
→ 0 as θ ց 0
Θν(π) = 0.
(9.8)
We have used that, for x > 0
lim
yց0
ya∂yu(x, y) = 0 ⇒ u(x, y) = u(x, 0) + o(y
2s),
since a = 1− 2s.
To solve this ODE, consider
Θν(θ) = (sin θ)
sh(cos θ).
After some computations and the change of variable z = cos θ one obtains the
following ODE for h(z):
(1− z2)h′′(z)− 2zh′(z) +
(
ν + ν2 −
s2
1− z2
)
h(z) = 0.
This is the so called “associated Legendre differential equation”. All solutions to
this second order ODE solutions are given by
h(z) = C1P
s
ν (z) + C2Q
s
ν(z),
where P sν and Q
s
ν are the “associated Legendre functions” of first and second kind,
respectively.
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Translating (9.8) to the function h, using that sin θ ∼ (1− cos θ)1/2 as θ ց 0 and
sin θ ∼ (1 + cos θ)1/2 as θ ր π, we obtain{
(1− z)s/2h(z) = c+ o
(
(1− z)s
)
as z ր 1
limzց−1(1 + z)
s/2h(z) = 0.
(9.9)
Let us prove that P sν fulfill all these requirements only for ν = 0, 1, 2, 3, . . . , while
Qsν have to be discarded. To have a good description of the singularities of P
s
ν (z) at
z = ±1 we use its expression as an hypergeometric function
P sν (z) =
1
Γ(1− s)
(1 + z)s/2
(1− z)s/2
2F1
(
−ν, ν + 1; 1− s;
1− z
2
)
.
Using this and the definition of 2F1 as a power series we obtain
P sν (z) =
1
Γ(1− s)
2s/2
(1− z)s/2
{
1−
ν(ν + 1)
1− s
1− z
2
+ o
(
(1− z)2
)}
as z ր 1.
Hence, (1− z)s/2P sν (z) = c+O
(
1− z
)
= c+ o
(
(1− z)s
)
as desired.
For the analysis as z ց −1 we need to use Euler’s transformation
2F1(a, b; c; x) = (1− x)
c−b−a
2F1(c− a, c− b; c; x),
obtaining
P sν (z) =
1
Γ(1− s)
(1 + z)s/2
2s/2
(
1 + z
2
)−s {
2F1(1− s− ν,−s− ν; 1− s; 1) + o(1)
}
as z ց −1. It follows that the zero boundary condition is satisfied if and only if
2F1(1− s− ν,−s− ν; 1− s; 1) =
Γ(1− s)Γ(s)
Γ(−ν)Γ(1 + ν)
= 0.
This implies ν = 0, 1, 2, 3, . . . , so that Γ(−ν) =∞.
With a similar analysis one easily finds that the functions Qsν(x) do not satisfy
(9.9) for any ν ≥ −s.
The statement (b) of the Lemma could be proved for example by using singular
Sturm-Liouville theory after observing that the ODE
Θ′′ν + a cotg θΘ
′
ν − λΘν = 0
can be written as (
| sin θ|aΘ′ν
)′
= λ| sin θ|aΘν .
However, it is not necessary to do it because we have already computed the eigen-
functions to this ODE, and they are given by
Θk(θ) = (sin θ)
sP sk (cos θ),
where P sν are the associated Legendre functions of first kind. The functions {P
s
k (x)}k≥0
have been well studied, and they are known to be a complete orthogonal system in
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L2
(
(0, 1), dx
)
; see [32, 54]. Therefore, it immediately follows (after a change of vari-
ables) that {Θk(θ)}k≥0 are a complete orthogonal system in L
2
(
(0, π), (sin θ)adθ
)
.
Thus, the Lemma is proved. 
Appendix II: Interior regularity
We give here the proof of the interior estimate in Lemma 7.5.
For it, we will need the following.
Lemma 9.9. Let α¯ > 0 be the exponent given by Proposition 1.1. Assume that
u ∈ C(Rn) satisfies in the viscosity sense
M+ {u(·+ h)− u} ≥ 0 and M− {u(·+ h)− u} ≤ 0 in Rn
for all h ∈ Rn.
Assume that for some β ∈ (0, 1) and α ∈ (0, α¯), u satisfies
[u]Cβ(BR) ≤ CR
α for all R ≥ 1. (9.10)
Then,
u(x) = p · x+ b
for some p ∈ Rn and b ∈ R.
Proof. Given ρ ≥ 1, let v(x) = u(ρx+ρh)−u(ρx)
ρα|ρh|β
. By assumption we have
M+v ≥ 0 and M−v ≤ 0 in B1
and
‖v‖L∞(BR) ≤ CR
α
for all R ≥ 1.
Hence it follows form the interior estimate in [15] (recall thatM−L0 ≤M
− ≤M+ ≤
M+L0) that
‖v‖Cα¯(B1) ≤ C.
We use now the following well-known result: if all incremental quotients of order β
of u are uniformly Cα, then u is Cβ+α (unless β + α is an integer); see for instance
[4, Proposition 2.1] or [11, Lemma 5.6]. This yields
[u]Cα¯+β(Bρ) ≤ Cρ
α−α¯.
Letting ρ→∞ we conclude that [u]Cα¯+β(Rn) = 0, and the Lemma follows. 
We next show the following.
Proposition 9.10. Let s0 ∈ (0, 1), and let α¯ ∈ (0, s0) be the constant given by
Proposition 1.1.
Let s ∈ (s0, 1), α ∈ (0, α¯), γ ∈ (0, 1), and β ∈ (0, 1) such that α + β ≤ γ + 2s.
Assume in addition that α + β 6= 1.
58 XAVIER ROS-OTON AND JOAQUIM SERRA
Let w ∈ Cβ(Rn) be a solution of I(w, x) = 0 in B1 where I is any fully nonlinear
operator elliptic with respect to L∗(s) of the form
I(w, x) = inf
b∈B
sup
a∈A
(
Labw(x) + cab(x)
)
.
Suppose that Lab are given by (1.3)-(1.4) and that
| inf cab(x)| <∞, [cab]γ;B1 ≤ 1. (9.11)
Then,
‖w‖Cβ+α(B1/2) ≤ C‖w‖Cβ(Rn), (9.12)
for some constant C that depends only on n, s0, ellipticity constants, α, and β.
Proof. It suffices to prove the estimate
sup
r>0
r−α[w − Pr]Cβ ;Br ≤ C‖w‖β;Rn, (9.13)
where
Pr := argminP∈P
∫
Br
(
wk − P
)2
dx,
P begin the linear space of polynomials of degree at most ⌊α + β⌋ with real coeffi-
cients. Using (9.13), (9.12) follows easily.
The proof of (9.13) is by contradiction. If it didn’t hold there would be sequences
wk, Ik, sk, and γk satisfying
• ‖wk‖β;Rn ≤ 1:
• Ik(wk, x) = 0 in B1;
• Ik(wk, x) = infb∈Bk supa∈Ak
(
Labuk(x) + cab(x)
)
;
• {Lab : a ∈ Ak, b ∈ Bk} ⊂ L(sk) with sk ∈ [s0, 1];
• | inf cab(x)| <∞, [cab]γ;B1 ≤ 1 for all a ∈ Ak and b ∈ Bk;
• γk + 2sk ≥ α+ β.
for which
sup
k
sup
r>0
r−α [wk − Pk,r]β;Br = +∞, (9.14)
where
Pk,r := argminP∈P
∫
Br
(
wk(x)− P
)
dx.
To prove that this is impossible we proceed similarly as in the Proof of Propos-
tion 7.1. We define
θ(r) := sup
k
sup
r′>r
(r′)−α
[
wk − Pk,r
]
β;Br′
.
The function θ is monotone nonincreasing, and θ(r) < +∞ for r > 0 since ‖wk‖β;Rn ≤
1. In addition, by (9.14) we have θ(r) ր +∞ as r ց 0 and there are sequences
r′m ց 0 and km for which
(r′m)
−α
[
wk − Pkm,r′m
]
β;Br′m
≥
1
2
θ(r′m). (9.15)
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From now on in this proof we will use the notations
um = ukm, Pm = Pkm,r′m, sm = skm , γm = γkm.
We consider the blow up sequence
vm(x) =
wm(r
′
mx)− Pm(r
′
mx)
(r′m)
α+βθ(r′m)
. (9.16)
As in the proof of Proposition 7.1, for all m ≥ 1 we have∫
B1
vm(x)P (x) dx = 0 for all P ∈ P, (9.17)
[vm]β;B1 ≥ 1/2. (9.18)
and
[vm]β;BR ≤ CR
α (9.19)
for all R ≥ 1.
Furthermore, we also have
‖vm‖L∞(BR) ≤ CR
α+β. (9.20)
We next show that, replacing vm by appropriate rescalings, we may assume that
instead of (9.18), the following holds
oscB1vm ≥ 1/8. (9.21)
Indeed, if (9.18) holds then there are xm ∈ B1 and hm ∈ B1−|xm| with |hm| > 0 such
that ∣∣vm(xm + hm) + vm(xm − hm)− 2vm(xm)∣∣
|hm|β
≥ 1/4.
and we can always consider, instead of vm, the function
v˜m(x) :=
vm(xm + |hm|x)− P˜m(x)
|hm|β
,
where P˜m ∈ P is chosen so that (9.17) is satisfied with vm replaced by v˜m.
Note that P˜m is the polynomial that approximates better (in the L
2 sense) vm(xm+
· ) in B|hm|(xm) and since vm ∈ C
β with the control (9.19) we have∣∣vm(xm + |hm|x)− P˜m(x)∣∣ ≤ C|hm|β|x|β.
Therefore, we readily show that v˜m also satisfies (9.19) and (9.20) (with vm replaced
by v˜m).
In summary, the new sequence v˜m satisfies the same properties as vm and, in
addition, (9.21), as desired.
Next we prove the following
Claim. Up to subsequences we have sm → s ∈ [s0, 1] and vm → v locally uniformly in
Rn, where w ∈ C(Rn). Moreover, the limiting function v satisfies the assumptions
of the Liouville-type Lemma 9.9.
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Since β > 0, it follows from (9.19), (9.20) and the Arzela`-Ascoli theorem that a
subsequence of vm converges locally uniformly in R
n to some v ∈ C(Rn).
Passing to the limit (9.19) we find that the assumption (9.10) of Theorem 9.9 is
satisfied by v.
Similarly as in Proposition 7.1, using that [cab]γk;B1 ≤ 1 we show that
0 = inf
b∈Bk
sup
a∈Ak
(
Labuk(x¯) + cab(x¯)
)
≥ inf
b∈Bk
sup
a∈Ak
(
Labuk(x¯) + cab(0)
)
+ |x¯|γk
and
0 = inf
b∈Bk
sup
a∈Ak
(
Labuk(x¯+ h¯) + cab(x¯+ h¯)
)
≤ inf
b∈Bk
sup
a∈Ak
(
Labuk(x¯+ h¯) + cab(0)
)
+ |x¯+ h¯|γk
and thus
−|x¯|γm − |x¯+ h¯|γm ≤M+L∗(sm)
(
vm(·+ h)− vm
)
in B1/2.
Therefore, rescaling we obtain
−
3Kγm(r′m)
2sm+γm
θ(r′m)(r
′
m)
α+β
≤M+L∗(sm)
(
vm(·+ h)− vm
)
in BK (9.22)
whenever |h| < K and r′m <
1
2K
.
On the other hand, since vm → v locally uniformly in R
n (up to subsequences),
then we have(
vm(·+ h)− vm
)
→
(
v(·+ h)− v
)
locally uniformly in Rn. (9.23)
Also, similarly as in Proposition 7.1, (9.19) and the dominated convergence theorem
imply that (
vm(·+ h)− vm
)
→
(
v(·+ h)− v
)
in L1
(
Rn, ωs0
)
, (9.24)
since |vm(·+ h)− vm| ≤ C(1 + |x|)
α ≤ C(1 + |x|)s0 ∈ L1(Rn, ωs0).
Thus, using (9.24) and (9.23) we can pass to the limit in (9.22) (for each K ≥ 1)
to obtain
0 ≤M+L∗(s)
{
v(·+ h)− v
}
in Rn.
Analogously, we will have that
0 ≥M−L∗(s)
{
v(·+ h)− v
}
in Rn+.
Hence, w satisfies all the assumptions of Lemma 9.9, and thus v is an affine func-
tion. On the other hand, passing (9.17) to the limit we obtain that v is orthogonal
to every affine function and hence it must be v ≡ 0. But then passing (9.21) to the
(uniform) limit we obtain a contradiction. 
Finally, we give the:
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Proof of Lemma 7.5. The result follows by rescaling from Proposition 9.10. Indeed,
let
w¯(x) = r−α−β−sw(rx).
We have
‖w¯‖L∞(Rn) <∞ and ‖w¯‖L∞(BR) ≤ C0R
α+β+s
for all R ≥ 1.
Since the spectral measures µab satisfy ‖µab‖Cγ(Sn−1) ≤ Λ, we have[
µab(y/|y|)
|y|n+2s
]
Cγ(B2R\BR)
≤
CΛ
Rn+2s+γ
.
Hence, if η ∈ C∞c (B1(en)) is such that η ≡ 1 on B5/6, it follows that
I˜(w¯η, x¯) = inf
b∈B
sup
a∈A
(
Labw(x¯) + c˜ab(x¯)
)
= 0 in B4/6,
where
c˜ab(x¯) = r
2sr−α−β−scab(rx¯) + Lab(1− η)w¯.
It then easily follows that
[c˜ab]Cγ(B4/6(en)) ≤ Cr
γ+s−α−β + CC0 ≤ C(1 + C0).
Therefore, Proposition 9.10 yields
‖w¯η‖Cα+β(B1/2(en)) ≤ C‖w¯η‖Cβ(B1(en)).
Rescaling back to w, we find
‖w‖Cα+β(Br/2(ren)) ≤ Cr
−α‖w‖β;Br(ren) ≤ Cr
−αrα+s = Crs,
and thus the Lemma is proved. 
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