Integration prospects of Central and East European countries from the purchasing power parity perspective by Boršič, Darja et al.
Integration prospects of Central and East European countries from the 
purchasing power parity perspective 
 
 
Darja Boršič 
Faculty of Economics and Business, University of Maribor, Slovenia, EU 
 
Jani Bekő 
Faculty of Economics and Business, University of Maribor, Slovenia, EU 
 
Ahmad Zubaidi Baharumshah 
Faculty of Economics&Management, University Putra Malaysia 
 
 
Abstract 
 
After presenting the macroeconomic conditions in the group of 13 Central and East European 
countries and consequently their integration progress thus far, we proceed with testing of the 
purchasing power parity theory. By covering the period from January 1992 to December 
2006, the standard unit root tests, SURADF methodology and time series cointegration 
analysis are employed on USD and European exchange rate series. The standard unit root 
tests applied fail to prove stationarity of the real exchange rate series. Although cointegration 
was found among nominal exchange rates and selected consumer price indices, the theory of 
purchasing power parity could not be confirmed for any of the advanced transition countries. 
Because the results from SURADF estimations support the theory in some countries of our 
sample clearly more research is required on factors that explain the behaviour of prices and 
exchange rates in the observed economies. 
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1. Introduction 
 
The purchasing power parity (PPP) hypothesis asserts that the change in exchange rates 
between two currencies is determined by the relative prices of the two countries. The most 
common approach to test for the validity of PPP investigates unit roots in real exchange rates 
(RERs) since the hypothesis postulates that a nominal exchange rate corrected for an inflation 
differential reverts to a constant mean. If the unit root hypothesis can be rejected in favour of 
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level stationary, the deviations from PPP are temporary and the parity condition is said to 
hold. Besides unit root test, the next common approach in testing the validity of purchasing 
parity theory is to investigate a long term relationship among nominal exchange rates and 
price time series by applying various cointegration tests. Finding long term relationship 
among observed data proves the validity of purchasing power parity theory. Both approaches 
can be conducted in time series or panel data context. 
 
While there is a great deal of empirical work on PPP theory for developed market economies, 
similar studies for transition countries are rather rare. Varamini and Lisachuk (1998) analyze 
the case of Ukraine for the period 1992–1996 and gain evidence in favour of PPP, despite 
some short-run deviations. Christev and Noorbakhsh (2000) deal with six Central European 
Countries (Bulgaria, the Czech Republic, Hungary, Poland, Romania, and Slovakia) in the 
period from 1991 to 1998. They find moderate evidence of long-run equilibrium of prices and 
exchange rates, but conditions for the law of one price are violated. Pufnik (2002) and Payne 
et al. (2005) examine the Croatian economy, finding no support for PPP theory. Barlow 
(2004) also tests the theory for the Czech Republic, Poland and Romania using Johansen 
cointegration tests, but the conclusions for the time period 1994–2000 are mixed regarding 
different combinations of the exchange rates of selected countries. Sideris (2006) operates 
with quarterly data (mainly for the period 1992-2004) of the 17 European economies in 
transition and finds support for long-run equilibria, but, again, the coefficients of the 
estimated cointegrating vectors conflict with the assumptions suggested by PPP. Further, 
Solakoglu (2006) has demonstrated that PPP holds for 21 transition countries when panel unit 
root tests are carried out on 12 years of unbalanced annual data. 
 
There are different views on how the process of economic transformation since the beginning 
of the nineties (price liberalization, foreign trade opening) and its effects on reforming 
countries’ price mechanisms are compatible with rigorous assumptions of the theory of PPP 
(see Brada 1998). Considering these differences, there is an obvious need for further 
empirical evaluation to supply unequivocal evidence on macroeconomic forces that govern 
the exchange rate behaviour in Central and East European economies. Because the majority of 
transition countries have undergone several phases of economic restructuring, these most 
likely also triggered shifts in their equilibrium real exchange rates. This suggests that, when 
comparing developed market economies with those still under economic reforms, the degree 
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of a country’s similarity, especially in terms of trade pattern, level of development and the 
structure of relative prices, could importantly affect the assessment of PPP.  
 
Following the introduction, the paper consists of three additional sections. In Section 2, the 
macroeconomic conditions in the group of 13 Central and East European countries are 
presented. Section 3 proceeds with describing the general model of PPP and presenting the 
methodological approaches used in this study. In Section 4 dataset is described and in Section 
5 results and comments are included.  Concluding remarks are given in the final section. 
 
2. Macroeconomic conditions in observed economies 
 
This study focuses on a group of transition countries in Central and Eastern Europe. Although 
they had all experienced similar economic characteristics in the previous system, they have 
undertaken relatively different transition paths resulting in different levels of integration and 
development. More specifically, the study examines ten EU members, two EU candidate 
countries and Russia. Among EU members there are advanced transition countries, such as 
Slovenia, Hungary, Czech Republic, Slovakia, Poland, Estonia, Latvia, Lithuania, and 
countries where transition still plays an important part of the economies, such as Romania and 
Bulgaria. Since the first eight countries entered the EU in May 2004, while the later two in 
January 2007, they are all members of European single market with some temporary 
restrictions regarding the mobility of labour force. Despite minor obstacles in the single 
market activities, these countries have adopted aquis communitaire before entering the EU. 
Consequently, these countries are highly integrated into the European market.  
 
At the beggining of transition all these countries were less developed than old EU members. 
Despite slow convergence in the process of transition and nevertheless in the proces of 
obtaining EU membership, even today most of their macroeconomic performance is below 
the average of the old advanced EU members. Similar holds for the two candidate countries, 
where some major transition reforms are still on their way.  
 
The newly become EU members (2004 and 2007 entries) have no opt out option in adopting 
the single European currency. Every country that adopts the euro and become the member of 
EMU has to fulfill the strict Maastrich criteria regarding inflation, government budget, long 
term interest rates and stability of exchange rates. Since none of these requirements were met 
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at the time of the entry to EU, these countries are supposed to fulfill the criteria as soon as 
possible and eventualy adopt the euro. 
 
Among our observed countries only Slovenia has adopted euro thus far (January 2007) and 
Slovakia was recently given the green light for the adoption in January 2009
1
. The main 
overview of the observed countries and information about EU and EMU membership is stated 
in Table 1, where ERMII stands for exchange rate mechanism. Namely, every country that is 
about to fully enter EMU and adopt the single European currency, has to set central parity of 
the exchange rate and in two years the actual exchange rate should not exceed +/- 15%.  
 
Table 1: An overview of selected countries 
 
Surface area 
(km2) 
Population EU entry Currency 
Euro 
ERM II Euro adoption 
Slovenia 20,270 2,010,377 May 2004 euro (tolar, SIT) 28. Jun. 2004 Jan. 2007 
Hungary 93,030 10,064,000 May 2004 forint (HUF) - - 
Czech Rep.  78,870 10,287,189 May 2004 Czech koruna (CZK) - - 
Bulgaria  110,990 7,679,290 Jan. 2008 lev (BGN) - - 
Croatia 87,661 4,437,460 Candidate kuna (HRK) - - 
Estonia  45,230 1,345,409 May 2004 kroon (EEK) 28 Jun. 2004 - 
Latvia 64,590 2,281,305 May 2004 lats (LVL) 2 May 2005 - 
Lithuania 65,300 3,384,879 May 2004 litas (LTL) 28 Jun. 2004 - 
Macedonia 25,713 2,022,547 Candidate denar (MKD) - - 
Poland 312,690 38,125,479 May 2004 zloty (PLN) - - 
Romania 237,500 21,565,119 Jan. 2007 leu (RON) - (2014) 
Slovakia 49,030 5,398,637 May 2004 Slovak koruna (SKK) 28 Nov. 2005 Jan. 2009 
Russia  17,075,400 143,954,500 - ruble (RUB) - - 
Source: European Commission 2008, Republic of Croatia 2008, Statistical Office of 
Macedonia, Russian Federal State Statistics Service. 
 
Table 2 presents developments in GDP, inflation and price levels in comparison to all 27 
members of EU in the last dekade. Taking into account the purchasing power parity standards, 
the highest level of GDP per capita was recorded in Slovenia and Czech Republic, reaching 
above 80% of EU27 average in 2007, followed by Estonia, Slovakia and Hungary. While the 
                                                   
1
 Among the new 2004 members of EU, also Malta and Cyprus adopted euro in January 2007 but they are not 
included in our analysis due to different economic history. 
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lowest level was achieved in Bulgaria and Macedonia with below 40% of EU27 average in 
2007. The Table 2  presents clear convergence of GDP levels across the observed countries. 
 
Table 2: An overview of GDP and price levels 
 
GDP p.c. (EU27=100) Inflation rate Price level (EU27=100) 
1997 2002 2007 1997 2002 2007 1997 2002 2007 
Slovenia 76.9 81.2 89.2 8.3 7.5 3.8 72.4 74.4 76.9 
Hungary 51.6 61.6 63.4 18.5 5.2 7.9 46.4 57.4 65.7 
Czech Rep.  73.1 70.6 81.5 8.0 1.4 3.0 44.4 57.1 62.6 
Bulgaria  26.5 31.1 38.1 .. 5.8 7.6 34.0 40.8 46.0 
Croatia 44.4 45.8 55.9 4.01999 1.7 3.22006 .. 64.82003 69.5 
Estonia  41.9 50.0 72.1 9.3 3.6 6.7 50.8 60.8 71.3 
Latvia 34.7 41.3 58.0 8.1 2.0 10.1 47.8 57.0 65.0 
Lithuania 38.2 44.1 60.3 10.3 0.3 5.8 43.2 54.2 59.7 
Macedonia 26.7 25.1 29.4 2.6 1.8 2.3 .. 43.92003 43.0 
Poland 46.9 48.4 53.6 15.0 1.9 2.6 51.8 61.2 63.4 
Romania .. 29.4 40.7 154.8 22.5 4.9 34.7 43.0 64.7 
Slovakia 51.4 54.2 68.5 6.0 3.5 1.9 41.6 44.8 63.0 
Source: Eurostat, Republic of Croatia 2008, National Bank of Macedonia 
 
As for inflation rates, the performance of the economies in question is clearly better in 2007 
than ten years ago, with an exception of Latvia. While the 2002 data reveals some volatility in 
inflation rates. In 2002, the inflation rate was the lowest in Slovakia and Macedonia, and the 
highest in Latvia and Hungary.  
 
The right panel of Table 2 shows comparative price levels in comparison to EU27 average. 
We can observe clear convergence in price levels in all observed countries, except for 
Macedonia, where the price level fell slightly in 2007 in comparison to 2003, reaching 43% of 
EU27 average. This is also the lowest price level in 2007, followed by Bulgaria with 46%. All 
other countries' price levels in 2007 are close or above to 60%. The highest being in Slovenia 
(76.9%) and Estonia (71.3%), followed by Croatia (69.5%) and Hungary (65.7%).  
 
Dealing with price levels in observed countries it is interesting to note some more information 
about Slovenia in detail. Institute for Economic Diagnosis and Prognosis at the Faculty of 
Maribor is constantly analysing Slovenian price levels and purchasing power of wages in 
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comparison to selected countries. Table 3 presents of a few recent comparisons. It is obvious 
that the Slovenian price level is lower than in developed European countries (Switzerland, 
Germany, Italy and Austria), while it is higher than in similar or less developed countries 
(Hungary, Slovakia and Croatia). In the levels of prices of services the difference in even 
more pronounced. While  the wage parity is lower than 50% in comparison to all more 
developed countries, purchasing power of average Slovenian wage ranges from 40% in 
comparison to Switzerland to 59% in comparison to Italy. Wage parity in comparison to 
similar or less developed countries ranges from 126% in comparison to Croatia, 177% in 
comparison to Slovakia and 187% in comparison to Hungary. Taking into account the price 
levels we come to slightly lower figures for purchasing power of wages with 115%, 147% and 
176% in comparison to Croatia, Slovakia and Hungary, respectively. 
 
Table 3: Price level and purchasing power of wages in Slovenia 
 
National price 
level 
Price level of 
services 
Wage parity 
(W/W*) 
Purchasing power 
of average wage 
Year of 
comparison 
Switzerland 72 62 29 40 2008 
Germany 82 70 42 51 2006 
Italy 85 75 50 59 2006 
Austria 80 70 42 52 2005 
Hungary 106 122 187 176 2005 
Slovakia 121 151 177 147 2007 
Croatia 110 124 126 115 2007 
Source: Bekő et al. 2008. 
 
3. The Model of PPP and methodology 
 
The general model of testing for relative PPP can be specified in the following form (Froot 
and Rogoff 1995): 
 
et = 0 + 1pt + 2pt* + t                                                                                                       (1) 
 
where et stands for nominal exchange rates, defined as the price of foreign currency in the 
units of domestic currency; pt denotes domestic price index and pt* foreign price index; while 
t stands for the error term showing deviations from PPP. All the variables are given in 
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logarithmic form. The strict version of PPP contains two types of restrictions imposed on the 
parameters. Under 0=0, the symmetry restriction applies such that 1 and 2 are equal in 
absolute terms, whereas the limitation of 1 and 2 being equal to 1 and -1, respectively, is 
called the proportionality restriction. 
 
3.1 Unit root tests 
 
The empirical analysis starts off with the strict version of Equation 1, that is, with testing the 
properties of real exchange rates. In the context of relative PPP, the movements in nominal 
exchange rates are expected to compensate for price level shifts. Thus, real exchange rates 
should be constant over the long-run and their time series should be stationary (Parikh and 
Wakerly 2000). The real exchange rates are a function of nominal exchange rates and relative 
price indices in two observed economies. They are calculated from the nominal exchange 
rates using the consumer price indices: 
REt = Et (Pt*/ Pt)                                                              (2) 
where REt stands for the real exchange rate, Et is the price of a foreign currency in units of the 
domestic currency, and Pt* and Pt represent the foreign price index and the domestic price 
index, respectively. Taking the logarithms of Equation 2, the real exchange rates are defined 
as:  
ret = et + pt* – pt                                                                           (3) 
For checking the stationarity of real exchange rates, the augmented Dickey-Fuller (1979) test 
was used, taking into account the following equation: 
t
m
i
ititt YYtY  

 
1
121          (4) 
where β1, β2, δ and χi are parameters of the test, t is a linear time trend, Yt is the tested time 
series, Yt-i=Yt-i-Yt-i-1 and m is selected so that the residuals (εt) are white noise. We test the 
null hypothesis H0: =0, which implies that there is a unit root present and the time series is 
non-stationary. 
 
In order to check the robustness of results obtained by the ADF approach, we also tested the 
relevant series using the Kwiatkowski, Phillips, Schmidt and Shin (1992) test (KPSS), where 
stationarity is the null hypothesis. The KPSS statistic is based on the residuals from the OLS 
regression of yt on the exogenous variables xt: 
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Equation 6 defines the LM statistic: 
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where T is the number of observations, f0 is an estimator of the residual spectrum at frequency 
zero and S(t) is a cumulative residual function: 
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
 .  
Critical values are according to the authors of the test (Kwiatkowski, Phillips, Schmidt and 
Shin 1992). As has been proposed by Barlow (2004), we conducted the KPSS test by 
assuming no trend in the selected time series. Data dependent bandwidth for the Bartlett 
kernel-based estimators of f0 was defined by Newey-West (1994) selection method. 
 
3.2 Cointegration Analysis 
 
When the proportionality and symmetry restrictions in Equation 1 are omitted, it becomes the 
weak version of relative PPP. The only requirement that remains is the signs of the 
coefficients. This implies that we are looking for any linear relationship among the observed 
variables that has stationary properties. Taking into account the unstable characteristics of 
non-stationary time series, the existence of a stationary relationship among them is more 
important than deviations of coefficients from the strict theory of PPP (Liu 1992). If a 
cointegration among nominal exchange rates, domestic consumer prices and foreign 
consumer prices is found and it is presented by the cointegrating vector of (1, 1, 2) 
(Equation 1), then the validity of the theory of PPP is proven. 
 
Since we are looking for a stationary linear combination of three level variables, the Johansen 
cointegration test is appropriate to use. This method is based on a VAR and can be briefly 
described as follows (Johansen 1991): 
Yt = A1Yt-1 + …. + AmYt-m + BXt + ηt,                                                                                   (8)         
where A1, …, Am and B are matrices and the parameters of the model, t ranges from 1 to T, Y t 
is a vector of k integrated variables, Xt is a vector of deterministic variables, and ηt is a vector 
of innovations. VAR in Equation 8 can also be written as: 
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Matrix  contains information about long-run variation of the time series. According to the 
Granger representation theorem (Engle and Granger 1987; Johansen 1991), matrix  can be 
divided into k x r matrices ρ and α with rank of r (r≤k-1), so that =ρα' if  also has reduced 
rank r<k. Matrix α contains r linear cointegrating vectors, while matrix ρ presents adjustment 
coefficients of the error correction model.    
 
The number of cointegrating vectors is assessed by two statistics. The trace statistic (LRtr) 
tests H0: the number of cointegrating vectors is less than or equal to r, against the H1: the 
number of cointegrating vectors is k, where k is the number of endogenous variables for r=0, 
1, ..., k-1. The trace statistic is specified as:  

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where λi is the maximum eigenvalue of Ai in Equation 10. The maximum eigenvalue statistic 
(LRmax) checks H0: the number of cointegrating vectors is equal to r, and H1: the number of 
cointegrating vectors is equal to r + 1. LRmax can be calculated as follows:   
)|1()|()1log()1|( 1max krLRkrLRTrrLR trtrr                                              (12) 
where the abbreviations are the same as in Equation 11 and the text above. 
 
3.3 Panel Unit Root Test: SURADF 
 
The seemingly unrelated regressions augmented Dickey-Fuller (SURADF) is used to test for 
the unit root. Briefly, the test is based on the system of the ADF equation which can be 
represented as: 
tjt
jj
tt uyyy ,1,111,111,1      
tjt
jj
tt uyyy ,2,211,222,2      
. 
. 
. 
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where )1(  jj  and j is the autoregressive coefficient for series j. This system is 
estimated by SUR procedure and the null and the alternative hypotheses are tested 
individually as  
;0: 1
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with the test statistics computed from SUR estimates of system (13) while the critical values 
are generated by Monte Carlo simulations. The procedure poses several advantages. First, by 
exploiting the information from the error covariances and allowing for an autoregressive 
process, it produces more efficient estimators than the single equation methods. Second, the 
testing procedure allows for heterogeneity lag structure across the panel members. Third, the 
SURADF panel integration test allows us to identify which members of the panel contain a 
unit root. Put differently, the advantage of the test is that it is based on an individual rather 
than a joint null hypothesis as in earlier versions of the panel unit root tests (Breuer et al., 
2001, 2002). In our view this is very important in the present context as the transition 
economies under investigation have varying degrees of integration with global capital 
markets.  
 
As this test has non-standard distributions, the critical values of the SURADF test must be 
obtained through Monte Carlo simulations. In the simulations, the intercepts, the coefficients 
on the lagged values for each series were set to equal zero. In what follows, we obtain the 
lagged differences and the covariances matrix from the SUR estimation on the actual 
exchange rate data. The SURADF test statistic for each of the 13 series was computed as the 
t-statistic calculated individually for the coefficient on the lagged level. To obtain the critical 
values, the experiments were replicated 10,000 times and the critical values (CVs) of 1%, 5% 
and 10% are tailored to each of the 13 panel members. 
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4. Data 
 
In order to provide detailed estimates, the first part of this study is based on separate testing of 
PPP in the Czech Republic, Hungary and Slovenia with reference to their main trading 
partners from the EU, i.e. Austria, Germany, France and Italy. From 1992 to 2006, these four 
countries accounted for 54 percent of Slovenia’s exports and 58 percent of Slovenia’s imports. 
In the same period their share of Czech exports amounted to 50 percent, and 53 percent of 
Hungarian exports. They also comprised 50 percent of Czech imports and 46 percent of 
Hungarian imports on average. Throughout the first part of the study we utilized monthly 
series for Hungary and Slovenia from January 1992 to December 2006, and for the Czech 
Republic from January 1993 to December 2006. To the best of our knowledge there are no 
studies on PPP for transition countries that would operate with monthly data over the whole 
period considered in the present paper. Primary data included monthly averages of nominal 
exchange rates and consumer price indices gathered from the central banks of individual 
countries and from the European Central Bank. Each of the exchange rates has been defined 
as the koruna (CZK), forint (HUF) or tolar (SIT) cost of a unit of foreign currency. Because 
Western European currencies ceased to exist since the introduction of the euro in January 
2002, the series were prolonged using the fixed exchange rate of former national currencies 
and the euro. Consumer price indices used in this study for Hungary and Slovenia refer to 
January 1992, while for the Czech Republic they refer to January 1993.  
 
In order to improve the power of unit root tests, we expanded the number of observed coutries 
and test for the PPP relationship in 13 European transition countries (Bulgaria, Croatia, Czech 
Republic, Estonia, Hungary Latvia, Lithuania, Poland, Romania, Macedonia, Russia, Slovakia 
and Slovenia) using a powerful panel data method advocated by Breuer et al. (2002) to test 
for unit root in the RERs (SURADF). Thus, in the second part of this study, we use monthly 
data that covers the period from January 1994 to December 2005 for 13 CEEC countries. The 
main source of data (nominal exchange rates and consumer price index) is extracted from the 
Vienna Institute for International Studies. Since this database does not cover all the countries 
under investigation, we added data from other sources like International Financial Statistics 
(IMF), Eurostat and Statistic Lithuania. We take the US dollar and the euro, alternatively, as 
reference currency to construct the RERs. 
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5. Results 
 
This chapter presents results of the above described methodological approaches that were 
used in this study: testing for unit roots in real exchange rates, cointegration among nominal 
exchange rates and consumer price series for three countries (Czech Republic, Hungary and 
Slovenia) and searching for unit roots in a panel setting of SURADF tests for the 13 Central 
and Eastern European countries. 
 
5.1 Unit roots 
 
Following Barlow (2004), Equation 4 was estimated assuming β2=0. The orders of 
augmentation were set up to m=12 for all ADF tests by using critical values according to 
MacKinnon (1991). Since Ng and Perron (2001) prefer to adjust the standard information 
criteria in the unit root tests with a penalty factor that is sample dependent, our estimates are 
obtained on the basis of time lags which correspond to the minimum value of the Modified 
Akaike Information Criterion (MAIC). 
 
Table 4: Results of the ADF Test for Real Exchange Rates of the Czech koruna, the 
Hungarian forint and the Slovenian tolar  
Variable Level First difference Second difference 
LRATSCZK -0.911310 -4.31795 -20.44150 
LRDEMCZK -0.881410 -4.21085 -20.91890 
LRFRFCZK -0.907110 -4.04905 -19.83830 
LRITLCZK -1.57876 -4.46815 -17.37450 
LRATSHUF -1.73031 -10.38710 -19.01590 
LRDEMHUF -1.57461 -10.66260 -19.43360 
LRFRFHUF -1.616910 -10.40680 -18.90220 
LRITLHUF -1.753412 -8.83260 -16.55630 
LRATSSIT -1.35798 -3.54787 -30.21130 
LRDEMSIT -1.40929 -3.727611 -29.57160 
LRFRFSIT -0.76686 -3.176712 -24.92070 
LRITLSIT -1.31414 -12.99310 -19.76610 
Notes: L stands for logarithm, R for real; the next three letters (ATS, DEM, FRF, ITL) represent the currencies 
of Austria, Germany, France and Italy, respectively; and the last three letters (CZK, HUF, SIT) denote the 
currencies of the Czech Republic, Hungary and Slovenia, respectively. Critical values: -3.4674 (1%), -2.8777 
(5%) and -2.5759 (10%). The subscripts indicate the value of m in Equation 4. 
Source: Bekő and Boršič 2007. 
 
Results of the augmented Dickey-Fuller (ADF) test are shown in Table 4. The figures indicate 
that the series of the real exchange rates of the koruna, the forint and the tolar are integrated of 
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order one, which means we cannot reject the hypothesis of the presence of the unit root in 
levels. Thus, the ADF test confirms the graphical results of non-stationarity in the observed 
time series. 
 
The KPSS unit test results, listed in Table 5, are consistent with those detected by the ADF 
test. Namely, for the variables in levels, stationarity is rejected for all twelve real exchange 
rates. Although the established stationarity of the real exchange rates is only a necessary 
condition for PPP to hold (Taylor and Taylor 2004), both of our unit root tests fail to prove 
such properties in real levels of the koruna, the forint and the tolar. 
 
Table 5: Results of the KPSS Test for Real Exchange Rates of the Czech koruna, the 
Hungarian forint and the Slovenian tolar  
Variable Level First difference Second difference 
LRATSCZK 1.586210 0.09029 0.051412 
LRDEMCZK 1.594710 0.08535 0.042512 
LRFRFCZK 1.593610 0.117410 0.051912 
LRITLCZK 1.532710 0.13819 0.109212 
LRATSHUF 1.349110 0.11113 0.085812 
LRDEMHUF 1.417210 0.11523 0.083312 
LRFRFHUF 1.373310 0.15264 0.096212 
LRITLHUF 0.962610 0.30663 0.027312 
LRATSSIT 1.425510 0.57127 0.26815 
LRDEMSIT 1.460310 0.402312 0.12440 
LRFRFSIT 1.488510 0.55555 0.29878 
LRITLSIT 1.562810 0.06622 0.190112 
Notes: L stands for logarithm, R for real; the next three letters (ATS, DEM, FRF, ITL) represent the currencies 
of Austria, Germany, France and Italy, respectively; and the last three letters (CZK, HUF, SIT) denote the 
currencies of the Czech Republic, Hungary and Slovenia, respectively. Asymptotic critical values: 0.7390 (1%), 
0.4630 (5%) and 0.3470 (10%). The subscripts indicate the value of data dependent bandwidth parameter for the 
Bartlett kernel-based estimators of f0 according to the Newey-West method. 
Source: Bekő and Boršič 2007. 
 
5.2 Cointegration Results 
 
For purposes of cointegration analysis, the study applies critical values improved by 
Osterwald-Lenum (1992). To undertake the Johansen cointegration test, an appropriate lag 
structure had to be found in order to remove serial correlation in the residuals. Estimation on 
the basis of VAR’s Akaike Information Criterion (AIC) and Final Prediction Error (FPE) 
gave the same lag specification for all twelve cases under consideration. Figures for time lags 
are quoted next to the coefficients’ estimations in Table 6. 
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Table 6 lists the results of the Johansen test
2
 by applying the basic model for PPP testing, i.e. 
Equation 1. In all cases the estimated cointegrating equations, normalized with respect to the 
variable of nominal exchange rates, are stated leaving out the intercepts. 
 
It can be seen that for the Czech Republic evidence on cointegration among the nominal 
exchange rates and consumer prices was found, although is was less clear-cut in comparison 
to Germany and France. In all pairs of countries the estimated coefficients appear to be 
statistically significantly different from zero. According to Equation 1, the signs of the 
coefficients of domestic prices should be positive, while signs of the coefficients of foreign 
prices should be negative. Thus, the signs of all cointegrating coefficients invalidate the PPP 
theory for the Czech data. 
 
By reviewing the results for Hungarian time series, two conclusions can be drawn. First, 
according to the reported standard errors, only the estimated coefficients for domestic prices 
(α1) tend to be statistically significantly different from zero. Second, the Johansen 
cointegration test shows that in comparison to Austria, Germany, France and Italy, there is 
proof of cointegration, but none of the signs of cointegrating coefficients for domestic prices 
(α1) is in favour of PPP validity. 
 
Looking at Slovenia, values of LRtr and LRmax show that there is cointegration among the 
nominal exchange rates and consumer price indices for four country combinations. In all 
cases the coefficients of domestic prices (α1) are proven to be statistically significantly 
different from zero, while for the coefficient of French consumer prices the standard error is 
too high to conclude the same. The signs of estimated cointegrating coefficients are again 
wrong to confirm PPP.  
 
 
 
                                                   
2
 Prior to cointegration analysis, it is necessary to establish the compatible orders of integration of the employed variables. 
For this reason, ADF and KPSS tests were conducted for individual nominal exchange rates, domestic consumer prices and 
foreign consumer prices following the procedure described in the previous section. MacDonald (1993) claims that also in the 
case of different orders of integration, it is possible that the volatility of variables still implies a stationary linear combination 
among them. This is clearly impossible in the case of three variables being integrated of three different orders (Granger 
1986). Since the price and exchange rate series, examined by the ADF and KPSS tests simultaneously in our sample, consist 
of I(1) and I(2) variables, we can implement the multivariate cointegration methodology.  
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Table 3: Results of the Johansen Cointegration Test 
Number of CE  Statistic1,2 Czech Republic Hungary Slovenia 
Austria 
 Time lag: 1 
CE1: α1=-3.6665 (0.6515);    
α2=10.4550 (1.8678)  
Time lag: 9 
CE1: α1=-1.8935 (0.1312);      
α2=-1.0855 (0.8891) 
Time lag: 3 
CE1: α1=-0.6635 (0.1269);    
α2=2.9271 (0.7879)  
CE2: α1=-0.3912 (0.0231);    
α2=0.0000 
 
H0: 
r=0 
r≤1 
r≤2 
LRtr 
**43.1568 
13.4857 
0.0239 
**42.6893 
13.9017 
0.2714 
**107.4730 
**35.1178 
0.6238 
 
H0: 
r=0 
r=1 
r=2 
LRmax 
**29.6711 
13.4618 
0.0239 
**28.7876 
13.6303 
0.2714 
**72.3552 
**34.4940 
0.6238 
Germany 
 Time lag: 7 
CE1: α1=-1.1897 (0.1674);      
α2=5.2234 (0.5536)       
Time lag: 9 
CE1: α1=-0.9337 (0.0930);      
α2=-0.9048 (0.6882)  
CE2: α1=-1.6680 (0.1811);      
α2=0.0000      
Time lag: 12 
CE1: α1=-0.7059 (0.1076);    
α2=1.8639 (0.8947)  
 
H0: 
r=0 
r≤1 
r≤2 
LRtr 
*31.9759 
14.3924 
0.7718 
**43.4449 
*16.6131 
0.0163 
**35.8549 
7.7591 
1.0015 
 
H0: 
r=0 
r=1 
r=2 
LRmax 
17.5835 
13.6206 
0.7718 
**26.8318 
*16.5968 
0.0163 
**28.0958 
6.7576 
1.0015 
France 
 Time lag: 7 
CE1: α1=-3.4377 (0.6872);      
α2=8.1153 (2.1488)  
Time lag: 9 
CE1: α1=-1.4186 (0.0670);      
α2=-0.9060 (0.6030)  
CE2: α1=-1.3002 (0.0663);      
α2=0.0000 
Time lag: 7 
CE1: α1=-0.8381 (0.1470);    
α2=0.1741 (1.2718)  
CE2: α1=-0.8269 (0.0587);    
α2=0.0000   
 
H0: 
r=0 
r≤1 
r≤2 
LRtr 
*32.3646 
14.3663 
1.1535 
**51.9743 
14.4561 
0.0383 
**45.0847 
*19.8478 
2.5577 
 
H0: 
r=0 
r=1 
r=2 
LRmax 
17.9983 
13.2128 
1.1535 
**37.5182 
*14.4178 
0.0383 
*25.2369 
*17.2901 
2.5577 
Italy 
 Time lag: 9 
CE1: α1=-3.5610 (1.6972);     
α2=15.0265 (2.9238) 
Time lag: 9 
CE1: α1=-1.8774 (0.3239);      
α2=-2.3817 (1.5291)  
CE2: α1=-1.7367 (0.1121);      
α2=0.0000   
Time lag: 7 
CE1: α1=-1.6661 (0.2338);    
α2=2.8194 (0.9450)  
CE2: α1=-1.3773 (0.0913);    
α2=0.0000 
 
H0: 
r=0 
r≤1 
r≤2 
LRtr 
*33.7818 
12.7280 
0.2629 
**43.8746 
*16.7005 
0.0907 
**59.5046 
*16.4370 
1.8804 
 
H0: 
r=0 
r=1 
r=2 
LRmax 
*21.0538 
12.4650 
0.2629 
**27.1741 
*16.6100 
0.0907 
**43.0676 
*14.5566 
1.8804 
Notes: CE is abbreviation for cointegrating equation; ** (*) denotes rejection of the null hypothesis at the 1% 
(5%) significance level, respectively; figures in parentheses are standard errors. 
1
Critical values for LRtr at the 
5% level are 29.68 (r=0), 15.41 (r≤1), and 3.76 (r≤2); and at the 1% level are 35.65 (r=0), 20.04 (r≤1), and 6.65 
(r≤2). 
2
Critical values for LRmax at the 5% level are 20.97 (r=0), 14.07 (r=1), and 3.76 (r=2); and at the 1% level 
are 25.52 (r=0), 18.63 (r=1), and 6.65 (r=2). 
Source: Bekő and Boršič 2007. 
 
The presented results do not support the theory of PPP in any of the three observed 
economies. Such an outcome is in line with the rather weak empirical evidence on PPP 
reported for transition countries in the introductory part of this paper. The invalidity of PPP 
found in our study is also consistent with the real appreciation of the national currencies of the 
Czech Republic, Hungary and Slovenia stated by, inter alia, Bole (1999) and Égert et al. 
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(2006). One part of real exchange rate appreciation can be attributed to the faster growth of 
domestic tradable prices compared to tradable prices of developed European economies, 
although this sort of real appreciation was substantially mitigated in Hungary as well as in 
Slovenia by monetary policy interventions on foreign exchange markets in order to preserve 
external competitiveness (Bole 1999; Kovács et al. 2002). In the Czech Republic, on the other 
hand, the contribution of relative prices of tradables to real exchange rate appreciation was 
preponderant (Kovács et al. 2002) and the domestic monetary authorities were, until 1997, 
obliged to sustain the exchange rate peg. The Czech example, therefore, corroborates the 
findings of Barlow (2004) that implementation of a more rigid exchange rate policy in 
conditions of still volatile inflation and price inertia is to blame for violating PPP. 
 
In Hungary and Slovenia, a far more important source of real exchange rate appreciation 
comes from the faster growth of nontradable to tradable prices in comparison to the relative 
prices of developed market economies. As documented in Kovács (2004), changes in relative 
labor productivity explain a considerable portion of nontradable/tradable relative price 
behaviour in Hungary and Slovenia in the period 1992–2001. However, a number of 
empirical studies (see e.g. Égert 2002; Mihaljek and Klau 2004; Pellényi 2007) clearly revise 
and report low estimates of the impact of the Balassa-Samuelson effect on overall real 
exchange rate movements in countries of Central and Eastern Europe. Besides this 
productivity backed real appreciation, there are obviously additional potent factors causing 
trend appreciation of the real exchange rates. According to Bole (2003), for instance, relative 
nontradable/tradable mark-ups account for real appreciation in the case of Slovenia as well. In 
addition, studies by Kutan and Dibooglu (1998) and Kovács (2004) imply that the variety of 
real shocks encountered by transition economies and expansive macroeconomic policies 
(growth of government consumption) can significantly strengthen real exchange rate 
appreciation, the former via improving efficiency and boosting productivity, while the latter 
by increasing inflation differentials with respect to levels in developed market economies. 
The list of potential reasons for appreciation pressures can be further extended by regulated 
prices of non-market services. Their growth frequently surpasses the rates of consumer price 
inflation in the Czech Republic, Hungary and Slovenia (Égert et al. 2006) primarily due to 
their initial low price levels. The need for new investments in these sectors to restructure and 
to assure the sufficient quality of supply required by EU standards is expected to sustain price 
increases. 
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4.3 SURADF tests 
 
A major pitfall in conventional panel unit root tests is that a rejection of the joint unit root 
hypothesis can be driven by a few stationary series and the whole panel may erroneously be 
concluded as stationary (Taylor and Sarno, 1998). In other words, with a sufficiently large T, 
it could be rejected if one of the N real exchange rates was stationary. One way of resolving 
the ambiguity is to rely on the SURADF test, a test shown by Breuer et al. (2001, 2002) 
performed well with panels mixed order of integration. The computed statistics along with 1, 
5 and 10% critical values for each of the 13 panel members are as tabulated in Table 7 . The 
results show that when RERs are based on US dollar, 7 out of the 13 transition countries are 
stationary and hence consistent with PPP hypothesis at the 5% significance level or better 
(Table 4). Specifically, PPP holds in Bulgaria, Croatia, Latvia, Lithuania, Macedonia, Russia 
and Slovenia. 
 
Table 7: Summary of SURADF Estimations and the Critical Values (USD rates) 
Country Test Statistics Critical Values Test Statistics Critical Values 
SURADF 
(Constant) 
0.01 0.05 0.10 SURADF 
(Constant and 
trend) 
0.01 0.05 0.10 
Bulgaria  -3.873 (6)** -4.040 -3.395 -3.048 -3.856(6)** -4.061 -3.426 -3.077 
Croatia -4.722 (4)*** -4.486 -3.855 -3.513 -4.724 (4)*** -4.386 -3.810 -3.476 
Czech Rep.  -1.823 (12) -4.531 -3.812 -3.392 -1.748 (12) -4.605 -3.844 -3.458 
Estonia  -3.152 (6) -4.723 -4.017 -3.680 -3.117 (6) -4.667 -4.030 -3.675 
Hungary -1.594 (11) -4.763 -4.192 -3.851 -1.756 (11) -4.818 -4.171 -3.837 
Latvia -4.272 (5)** -4.421 -3.737 -3.377 -4.148 (5)** -4.386 -3.728 -3.407 
Lithuania -3.764 (7)** -3.991 -3.298 -2.984 -4.404 (7)*** -4.013 -3.376 -3.019 
Macedonia -3.688 (6)** -4.208 -3.594 -3.265 -3.731 (6)** -4.305 -3.627 -3.274 
Poland -2.047 (11) -4.571 -3.964 -3.625 -2.173 (11) -4.561 -3.906 -3.578 
Romania -1.728 (11) -4.164 -3.544 -3.198 -1.630 (11) -4.191 -3.532 -3.175 
Russia  -5.848 (2)*** -3.942 -3.358 -3.030 -5.909 (2)*** -4.023 -3.342 -2.996 
Slovakia -2.649 (11) -3.030 -4.078 -3.725 -2.618 (11) -4.627 -4.042 -3.699 
Slovenia -4.696 (3)** -5.028 -4.431 -4.090 -4.964 (3)** -5.099 -4.422 -4.082 
Notes: The column of SURADF refers to the estimated Augmented Dickey-Fuller statistics obtained through the SUR 
estimation of the ADF regression. The estimated critical values are tailored by the simulation experiments based on 157 
observations for each series and 10000 replications, following the work by Breuer et al. (2002). The error series were 
generated in such a manner to be normally distributed with the variance-covariance matrix given from the SUR estimation of 
the 13 countries panel structures. Each of the simulated RER-US was then generated from the error series using the SUR 
estimated coefficients on the lagged differences. (***), (**) and (*) denotes statistically significance at the 0.01, 0.05 and 0.10 
level. Figures in parentheses indicate the lag length. The estimations and the calculation of the SURADF were carried out in 
RATS 5.02 using the algorithm kindly provided by Myles Wallace. 
Source: Baharumshah and Boršič 2008. 
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It is often argued that the empirical results are sensitive to the choice of base country. 
Nominal exchange rates measured against deutschmark tend to provide more support than 
those measured against the US dollar, because of the long swings in the US real exchange 
rates; see for example Narayan (2005). To demonstrate the robustness of our empirical 
results, we consider two both the euro and the US dollar.  We explore the hypothesis using the 
euro as the base currency to the same set of data, given its importance in the region.  
 
Table 8: Summary of SURADF Estimations and the Critical Values (Euro rates) 
Country Test Statistics Critical Values Test Statistics Critical Values 
SURADF (Constant) 0.01 0.05 0.10 SURADF 
(Constant and 
trend) 
0.01 0.05 0.10 
Bulgaria  -3.597 (7)** -3.918 -3.248 -2.886 -3.588 (7)** -3.880 -3.169 -2.859 
Croatia -5.641 (4)*** -4.162 -3.479 -3.116 -5.752 (4)*** -4.138 -3.474 -3.140 
Czech  -0.825 (8) -4.125 -3.441 -3.091 -1.608 (8) -4.187 -3.440 -3.071 
Estonia  -2.601 (7) -4.012 -3.362 -3.053 -2.887 (7) -4.012 -3.408 -3.060 
Hungary -2.202 (11) -4.224 -3.584 -3.245 -2.323 (11) -4.225 -3.562 -3.219 
Latvia -4.307 (9)** 
 
-4.353 -3.560 -3.208 -4.370 (9)*** -4.247 -3.580 -3.240 
Lithuania -5.130 (6)*** -4.287 -3.609 -3.246  -5.090 (6)*** -4.317 -3.609 -3.244 
Macedonia -3.094 (11) -4.357 -3.598 -3.364 -2.993 (11) -4.224 -3.660 -3.336 
Poland -2.673 (10) -4.259 -3.614 -3.245 -2.649 (10) -4.283 -3.605 -3.235 
Romania -3.068 (6) -4.101 -3.488 -3.238 -3.000 (6) -3.977 -3.326 -3.005 
Russia -4.803 (3)*** -4.080 -3.456 -3.125 -4.799 (3)*** -4.070 -3.467 -3.136 
Slovakia -3.234 (7) -4.193 -3.610 -3.273 -3.186 (7) -4.144 -3.537 -3.274 
Slovenia -4.178 (3)*** -4.014 -3.413 -3.090 -4.132 (3)*** -4.081 -3.425 -3.089 
Notes: The column of SURADF refers to the estimated Augmented Dickey-Fuller statistics obtained through the SUR 
estimation of the ADF regression. The estimated critical values are tailored by the simulation experiments based on 149 
observations for each series and 10000 replications, following the work by Breuer et al. (2002). The error series were 
generated in such a manner to be normally distributed with the variance-covariance matrix given from the SUR estimation of 
the 13 countries panel structures. Each of the simulated RER-EURO was then generated from the error series using the SUR 
estimated coefficients on the lagged differences. (***), (**) and (*) denotes statistically significance at the 0.01, 0.05 and 0.10 
level. Figures in parentheses indicate the lag length. The estimations and the calculation of the SURADF were carried out in 
RATS 5.02 using the algorithm kindly provided by Myles Wallace. 
Source: Baharumshah and Boršič 2008. 
 
According to the results on the euro-based real exchange rates display in Table 8, with the 
sole exception of Macedonia, the unit root null is rejected in all the currencies of the other six 
transition countries. The evidence supports long-run PPP between EU and Bulgaria, Croatia, 
Latvia, Lithuania, Russia and Slovenia. 
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It is worth noting that the empirical evidence presented in Tables 7 and 8 ppears to be 
insensitive to incorporating a time trend in the model. The reason for including a time trend in 
the analysis is to accept the existence of systematic factors with a systematic influence of the 
real exchange rate due to the Balassa-Samuelson effect and a demand-sided bias in favour of 
nontradable goods (Kalyoncu and Kalyoncu, 2008). 
 
4. Conclusion 
 
Testing for the stationarity of real exchange rates of the Czech koruna, the Hungarian forint 
and the Slovenian tolar showed no evidence in favour of PPP. After examining the 
stationarity of real exchange rates, the proportionality and symmetry restrictions were 
omitted. The Johansen cointegration technique was applied to find a long-run linear 
relationship among chosen nominal exchange rates and individual time series of consumer 
prices. Although cointegration was proven, the signs/statistical insignificance of coefficients 
of the estimated cointegrating vectors contradict the assumptions of the weak version of PPP. 
Regarding the low national price levels in all three countries in question (see e.g. Pellényi 
2007) compared to levels in old EU member states, even after years of reforms, such a result 
is not unexpected. Another reason for failing to substantiate PPP could be the relatively short 
period of observation for such a long relationship to be detected among the observed 
variables.
3
 Since the early nineties these countries had already pursued a strategy of more or 
less successful gradual disinflation. Managing low variations of nominal exchange rates 
during periods of excessive inflation could also imply deviations from PPP. However, the 
empirical work completed so far reveals that the underlying cause of real exchange rate 
appreciation in Hungary and Slovenia stems from differences in relative productivity gains 
and from steady price increases due to inadequate competition in the nontradable sector.      
 
Since the results reported in the first part of this paper call into question the validity of PPP, 
even though the established links between nominal exchange rates and relative prices cannot 
be ignored, it is appropriate to expand the analysis. Enlarging the sample of transition 
countries and re-examining the PPP theory with a panel unit root test involves the estimation 
of the ADF regression in a SUR framework. Thus, the second part of this study empirically 
                                                   
3
 Rogoff (1996) stresses that it takes three to five years for one half of the exchange rate deviation from the PPP 
level to be completed. 
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examines the validity of the PPP hypothesis for 13 CEEC over the period 1994: M1 to 2005: 
M12 using the SURADF unit root test. We find that the long-run PPP relationship holds for 
Bulgaria, Croatia, Latvia, Lithuania, Russia and Slovenia. In the case of Macedonia, the PPP 
proposition holds only for the US dollar based rates.  
 
Following the context of the results, the use of panel cointegration tests would represent a 
second reasonable extension. Both empirical approaches are intended to upgrade research on 
the concept of PPP in reforming economies.    
 
 
Acknowledgement: The authors are grateful to Breuer, McNown and Wallace for providing 
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tests. 
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