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RÉSUrv1É 
En 2011 , Michel R.igo et Laurent Wa:x:weiler ont publié un article au sujet des 
ensembles reconnaissables de polynômes à coefficients dans un corps fini . Ils ont 
prouvé que les ensembles P-r·econnaissables, c'est-à-dire reconnaissables dans une 
base P , où P est un polynôme non constant, correspondent aux ensembles définis-
sables dans la structure de groupe abélien sur les polynômes, enrichie d 'un ordre 
sur le degré et de quelques fonctions. On démontre dans ce mémoire une propriété 
semblable des séries formelles à coefficients dans un corps fini . Nous démontrons 
que les ensembles reconnaissables correspondent aux ensembles définissables dans 
la structure de groupe abélien sur les séries formelles, enrichie de l'ensemble des 
polynômes comme sous-ensemble des séries formelles, d'un ordre sur le degré des 
polynômes, de la. mult iplication par X et de quelques fonctions et relations. 
MOTS-CLÉS : Ensemble reconnaissable, logique de premier ordre, série formelle, 
automate de Büchi, w-langa.ge. 
INTRODUCTION 
Le théorème de Büchi stipule que tout ensemble d 'entiers est le-reconnaissable si 
et seulement s'il existe une formule définissant cet ensemble dans la logique de 
premier ordre de la structure 
où Vk est la fonction définie par Vk(O) = 1, et Vlc(n) donne la plus grande puissance 
de k divisant n si n 2:: 1. Une formule définit un ensemble E si les éléments de E 
sont exactement ceux qui satisfont la formule. Par ensemble k-reconnaissable , on 
entend que cet ensemble est reconnaissable par automate fini si ses éléments sont 
écrit en base k. Ce théorème est tiré de (Büchi, 1960a) et établit un lien clair entre 
la logique de premier ordre sur les entiers naturels et la théorie des automates. 
Pour un aperçu sur le sujet, on peut consulter (Bruyère et al. , 1994). 
Par exemple, l'ensemble des nombres impairs est définissable dans (N, +, 112 ) c(lr 
la formule (V2(x) = 1) 1\ •(x = 0) est satisfaite si et seulement si x est impair. Par 
ailleurs, on sait que l'ensemble des nombres impairs est 2-reconnaissa.ble, c'est-
à-dire qu'il existe un automate fini qui reconnait les nombres impairs écrits en 
binaire. 
En s'inspirant du théorème de Büchî, M. Rigo et L. \Vaxv.reiler ont démontré dans 
(Rigo et Waxweiler, 2011) que tout ensemble de polynômes à coefficients dans un 
corps fini est P-reconnaissable si et seulement si cet ensemble est définissable dans 
la logique de premier ordre de la structure 
(lF[X], +, -<, (-C 1 CE lF[X]), Vp ). 
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L'ensemble lB"( Xl désigne l'ensemble des polynômes à coefficient dans un corps fini. 
Le prédicat -< est une relation binaire qui compare le degré de deux polynômes. 
La fonction Vp : JF[X] -+ pN est définie par Vp(O) = 1, et Vp(A) est la plus 
grande puissance de P qui divise A si A est non-nul. La fonction représentée par 
-C est la multiplication habituelle par un polynôme C fixé. Un sous-ensemble de 
JB..,[X] est dit P-Teconnai.ssable s'il existe un automate fini le reconnaissant lorsque 
ses éléments sont écrits en base P, où P est un polynôme non constant . Pour 
lier les polynômes à la théorie des automates, chaque polynôme est codé par un 
mot formé des coefficients de ce polynôme. · La première lettre est le coefficient 
de la plus grande puissance de P avec coefficient non-nul, la dernière lettre est le 
coefficient de pO. 
Inspiré de ce résultat , ce mémoire a pour but de prouver un résultat similaire dans 
les séries formelles à coefficients dans un corps fini. Nous voulons démontrer que 
. les ensembles reconnaissables conespondent aux ensembles définissables dans la 
logique de premier ordre de la structure 
où JFP est le corps fini à p éléments, où p est un nombre premier, et lFp[X] est l'en-
semble des séries formelles à coefficients dans lFP (voir section 1.3). Pour simplifier 
l'étude de ce sujet et l'écriture de ce mémoire, nous travaillons uniquement dans 
la base X des séries formelles, contrairement à (Rigo et Waxweiler, 2011) , où les 
polynômes sont écrits dans une base P quelconque. De façon semblable à (Rigo 
et \V<:L-x:weiler, 2011), pour faire le lien entre les séries formelles et la théorie des 
automates, on code chaque série formelle par un mot infini formé des coefficients 
de cette série, commençant par le coefficient de X 0 . 
Le chapitre I établit les notions préliminaires à la compréhension de ce mémoire. 
Nous établissons les concepts fondamentaux de la théorie des langages et des auto-
---~-~----
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mates. Nous définissons aussi la structure sur les séries formelles déjà mentionnées. 
Dans le chapitre II, nous établissons les concepts d'w-langage et d 'w-automate, qui 
découlent des notions vue au chapitre I. Les w-automates sont nécessaires à la re-
connaissabilité des séries formelles. Nous utilisons ces notions pour démontrer la 
reconnaissabilité des prédicats de la structure sur les séries formelles ci-dessus. 
Dans le chapitre III, nous étudions d'abord le théorème 14 de (Rigo et vVa,"Cwei-
ler, 2011) qui établit le lien entre reconnaissable et définissable dans la structure 
des polynômes, pour ensuite s'en inspirer pour prouver le théorème 3.5 , qui est 
le résultat principal de ce mémoire. Nous finissons le chapitre en décrivant les 
différentes approches qui ont été considérées pour prouver le théorème 3.5. 
[Cette page a été laissée intentionnellement blanche] 
CHAPITRE I 
NOTIONS PRÉLIMINAIRES 
Ce chapitre vise à établir les notions de base pour la compréhension de ce mémoire. 
Nous définissons d'abord les concepts de langages rationnels, de langages recon-
naissables et d 'automates finis . Nous définissons ensuite les notions de logique que 
nous utilisons. Ces notions aideront le lecteur à mieux assimiler les concepts du 
chapitre II. Nous définissons aussi la structure logique sur les séries formelles que 
nous utilisons dans le chapitre III . 
1.1 Langages rationnels et langages reconnaissables 
Cette section couvre les notions pertinentes de la théorie des langages et des 
automates pour ce mémoire. Les définitions, théorèmes et autres résultats sont 
t irés de (Autebert, 1994). Nous travaillons avec des mots infinis. Nous commençons 
par étudier les langages de mots finis pour ensuite étendre les notions aux langages 
de mots infinis. 
Définition 1.1. Soit E un ensemble. On définit E* l'ensemble de toutes les conca-
ténations finies possibles d'éléments de E. On appelle * l'étoile de Kleene. On elit 
que E* est le monoïde libre sur E. On appelle lettres les éléments de E ct mots 
les éléments de E*. Le nombre de lettres dans un mot w est appelé la long-ueur· de 
w qui est notée lwl. 
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Exemple 1.2. Soit E = {a}. Alors E* ~{an 1 n 2:: 0}. Pour tout n 2:: 0, lan l = n. 
Définition 1.3. Soit A1 un monoïde. Nous notons Rat(I'vf) l'ensemble des S01tS-
ense'rnbles rationnels de Nf. Nous définissons Rat(1H) comme la plus petite famille 
n de sous-ensembles de }vf telle que 
(i) 0 ER, {m} ER, pour tout mE JV!, 
(ii) X 1 Y ER ent raîne X U Y, XY ER, 
(iii) xE n entraîne x+ = Un::::l xn En. 
Il est intéressant de notèr que si les conditions (i) et (ii) sont remplies, alors la. 
conditions (iii) est équivalente à 
(iii') X E R implique que X* E R. 
Définition 1.4. Un automate fini est un quintuplet 
A= (Q,L, , D , F, ~) 
où Q est un ensemble fini d'états, '2:, est un ensemble fini de lettres appelé l'alphabet 
de A , D est un sous-ensemble de Q appelé l'ensemble des états initiaux, Fest un 
sous-ensemble de Q appelé l'ensemble des états acceptants, et ~ est une relation 
définie sur Q x '2:, x q appelée la relation de transition de A. On dit que A est 
détenninù;te si IDI = 1, et si pour tout q E Q et pour tout xE '2:,, on a 
l{q': (q,x,q' ) E ~}I.S 1. 
Soit w = a0a1a2 ... an un mot sur l'alphabet 'E. Un chemin étiqueté par w dans 
1111 automate A est une suite d'états q0q1q2 . .. qn+l telle que 
- q0 E D , 
- (qk , ak, qk+l) E ~,pour tout k = 0, 1, . . . , n . 
Le mot w est accepté par A s'il existe un chemin étiqueté par w dans A finissant 
dans un état de F. 
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Définition 1.5. Soit L un langage sur l'alphabet E. On dit que L est reconnais-
sable s'il existe un automate fini qui accepte exactement les mots de L. On note 
R ec(E*) l'ensemble des langages reconnaissables sur l'alphabet E. 
Théorème 1.6. Un langage reconnaissable peut toujours être re..connu par un 
automate fini déterministe. 
La preuve se trouve notamment dans (Autebert , 1994) , p. 45. Cette proposition 
dit en fait que pour tout automate fini , il existe au moins un automate fini déter-
ministe qui reconnaît le même langage . 
Théorème 1.7 (Théorème de Kleene) . Soit E un alphabet fini . Alors Rec(E*) = 
Rat (E*) . 
Ce résultat nous assure que tout langage reconnaissable est rationnel , et vice-versa.. 
Une preuve de ce théorème se retrouve dans (Autebert , 1994) , p.53. 
La prochaine proposition IÙ',st peut-être pas aussi puissante que le théorème 1.6, 
mais la forme d'automate qu~elle propose peut être pratique lorsqu'on veut mon-
trer les propriétés de fermeture des langages reconnaissables. 
Proposition 1.8 ((Bruyère, 1985), prop 1.18). Étant donné un automate fini, il 
existe une procédure effective pour construire un automate fini équivalent compor-
tant un unique état initial auquel n'aboutit aucune transition, et un unique état 
final dttquel aucune transition n'est isstte. 
Démonstration. Soit A un automate fini qui reconnaît le langage L , possédant un 
ensemble D = { q0 , q1, .. . , qn} cF états initiaux. Soit d un nouvel éta.t. Pour chaque 
flèche allant d'un état initial à un état q, on crée une flèche de même étiquette 
allant de d à q. L'état d sera notre unique état initial, et l'état est une source, 
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aucune transition n'y aboutit. Le comportement du nouvel automate n'est pas 
différent de l'ancien, les deux automates reconnaissent L. 
On procède de manière similaire pour les états finaux. On pose un nouvel état f. 
Pour chaque flèche allant d'un état q à un état final, on crée une flèche de même 
étiquette allant de q à f. L'état f sera notre unique état final et est un puits, 
aucune transition n'en est issue. Le comportement de l'automate n 'a toujours pas 
changé, l'automate que nous avons construit reconnaît L. 
Il est important de remarquer que même si A était un automate déterministe, 
l'automate que nous avons construit peut être non-déterministe. D 
Le prochain théorème est un résultat classique de la théorie des automates. Le 
lemme d'itération (ou P11mping Lemma) est souvent utilisé pour démontrer qu'un 
langage n 'est pas reconnaissable. La démonstration est semblable à celle retrouvée 
dans (Autebert , 1994). 
T_héorème 1.9. (Lemme d'itération) Soit L 11.ri langage reconnaissable. Alors il 
existe nn entier N;:::: 1 tel q1te pour tout mot w EL avec lwl 2: iV, on peut écrire 
w = x y z tel que 
1. IYI 2: 1, 
2. ia:yi ::; N, 
3. Vi 2: 0, :ryiz EL. 
Démonstration. Considérons L un langage sur l'alphabet .E reconnu par un auto-
mate fini A ayant N états. Supposons que A est déterministe. Considérons w E L 
un mot de longueur p 2: N. Soit q0 l'état initial de A et soit 
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~A z ~-- ~  
F igure 1.1 Automate fini reconnaissant xyz 
le chemin parcouru par w dans l'automate A. Comme w E L , Gp-1 est un état 
acceptant. 
Ce chemin parcourt au moins N + 1 états dans A. Or, A possède N états, cela 
signifie que w parcourt au moins deux fois un même état dans A. Soit q' cet état. 
Disons que l'état q' est parcouru une première fois à la se lettre de w, et une 
seconde fois à la te lettre de w . On peut supposer que s et t sont inférieurs à N . 
Posons x,y,z E B* tels que lxi = s, IYI = t - set tel que w = 1:yz. On peut 
remarquer que IYI ~ 1, car c'est l 'étiquette d 'un chemin allant de q' à q' , visitant 
l'état q' plus d'une fo is. On remarque aussi que l1:yl ~ N puisque lxyl = t ~ N . 
Il reste à vérifier que ~c yiz E L pour tout ·i ~ O. En d'autres mots, nous devons 
vérifier que 1:yiz est l'étiquette d 'un chemin acceptant dans A . 
On sait que :r est l'étiquette d 'un chemin allant de q0 à q' , que y est l'étiquette d'un 
chemin allant de q' à q' , et que z est l'étiquette d'un chemin allant de q' à qp_1 . 
La figure 1.1 illustre le comportement de cet automate. On remarque que yi est 
l'étiquette d'un chemin allant de q' à q' peu importe la valeur dei . Par exemple, y0 
est le mot vide, qui est évidemment l'étiquett e d 'un chemin de longueur 0 allant 
de q' à q' . Ainsi, comme yi est toujours l'étiquette d 'un chemin allant de q' à q' , 
on a que xyi z est touj ours l'étiquette d 'un chemin allant de q0 à qp_1 , c'est-à-dire 
l'étiquette d'un chemin acceptant . 0 
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1.2 La logique de premier ordre 
Dans cette section , nous établissons quelques concepts de logique mathématique 
qui sont pertinents pour la. compréhension de ce mémoire. Le but prilicipal de 
cette section est de définir ce qu'on entend par ensemble définissable. Toutes les 
définitions sont tirées de (Cori et Lascar, 2003). 
Définition 1.10. Un langage de premier ordre est un ensemble L constitué d 'une 
première partie commune à tous les langages, à savoir : 
- d'un ensemble infini dénombrable de variables, 
- des parenthèses (,) et des connecteurs logiques • , 1\ , V, -+, +-+ , 
- du quantificateur universel V , et du quantificateur existentiel :3 , 
et d'une seconde partie, propre à chaque langage, à savoir : 
- de symboles de constante, 
- de symboles de fonction à n places (ou n-aires) , 
- de symboles de relation à n places (ou n-a.ires). 
Remarque 1.11. Lorsque nous définissons un langage, nous énumérons unique-
ment les symboles de constante , de fonction et de relation. Il est redondant de 
spécifier l'inclusion de l'ensemble de variables, des connecteurs et des quantifica-
teurs puisque ces éléments sont communs à tous les langages. De plus, dans le 
cadre de ce mémoire , tous les langages de premier ordre sont égalitaires, c'est-à-
dire que tous les langages définis contiennent un symbole d'égalité = que nous 
omettons. 
Définition 1.12. Soit L un langage de premier ordre. L'ensemble des ternies de 
L , noté T(L), est construit comme suit : 
- T( L) contient les variables et les symboles de constante de L, 
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- si tL ... , tn sont dans T (L), et si fest un symbole de fonctionn-aire dans 
L, alors .f(tL· .. ,tn) est dans T (L). 
D éfinition 1.13. Une fonmde atornique de L s'obtient par un symbole de rc..'-
lation · n-aire R et de n termes du langages, t 1, . . . , tn, en formant l'expression 
R(tL .. . , tn)· On construit l'ensemble F (L) des fàrnwles du lar~gage de premier 
ordre L comme suit : 
- F (L) contient toutes les formules atomiques de L, 
- si 1\J et N sont dans F (L), alors l'ensemble contient aussi 
-.lv!, (J'v! 1\ N), (1vf v N) , (A'!=} N), (1\1 <* N), 
et pour toute variable Vn dans le langage L, l'ensemble F (L) contient 
Rien d'autre n'est une formule. 
Définition 1.14. On appelle L-.stroct'Ure toute structure D constituée d'un en-
semble non-vide D , appelé ensemble de base, muni des composantes suivantes : 
- pour chaque symbole de constante c de L, D est muni d'un élément appelé 
l'interprétation du symbole c dans V, 
- pour chaque symbole de fonctionn-aire f dans L , D est muni d 'une appli-
cation de Dn vers D appelée l'interprétation du symbole f dans D, 
- pour chaque symbole de relation n-aire R dans L, D est muni d'une relation 
n-aire appelée l'interprétation du symbole R dans D. 
R emarque 1.15. Dans le cadre de ce mémoire, nous parlons de str11.ct'Ure logiqne 
de pr·emier ordre plutôt que de L-structüre, puisqu'il n'y aura pas d'ambiguïté 
sur le langage utilisé sur une structure donnée. 
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D é f i n i t i o n  1 . 1 6 .  S o i t  u n  l a n g a g e  d e  p r e m i e r  o r d r e  L  e t  u n e  L - s t r u c t u r e  V  o ù  
D  e s t  l ' e n s e m b l e  d e  b a s e .  S o i t  k  E  N ,  k  ~ 1 ,  o n  d i t  q u ' u n e  p a r t i e  A  d e  D k  e s t  
d é f i n i s s a b l e  d a n s  V  s i  e t  s e u l e m e n t  s ' i l  e x i s t e  u n e  f o r m u l e  t p ( x 1 ;  . . .  ,  : c k )  d e  L  q u i  
e s t  v r a i e  e x a c t e m e n t  p o u r  l e s  é l é m e n t s  d e  A  O n  d i t  a l o r s  q u e  t p  d é f i n i t  S .  
E x e m p l e  1 . 1 7 .  S o i t  L  =  {  + }  u n  l a n g a g e  d e  p r e m i e r  o r d r e ,  o ù +  e s t  u n  s y m b o l e  
d e  f o n c t i o n  b i n a i r e .  S o i t  ( N ,  + )  l a  L - s t r u c t u r e  o ù  N  e s t  l ' e n s e m b l e  d e  b a s e  e t  + e s t  
i n t e r p r é t é  p a r  l ' o p é r a t i o n  h a b i t u e l l e  d ' a d d i t i o n .  N o u s  p o u v o n s  d é f i n i r  d a n s  ( N ,  + )  
l ' e n s e m b l e  d e s  n o m b r e s  n a t u r e l s  p a i r s  p a r  l a  f o r m u l e  
( : : l v o ) (  =  (  + (  v o ,  v o ) ,  v t ) ) .  
L e s  v a l e u r s  q u e  p e u t  p r e n d r e  l a  v a r i a b l e  v
1  
p o u r  s a t i s f a i r e  l a  f o r m u l e  d a n s  l e s  
n o m b r e s  n a t u r e l s  s o n t  e x a c t e m e n t  l e s  n o m b r e s  p a i r s .  O n  d i t  a l o r s  q u e  l a  f o r m u l e  
d é f i n i t  l e s  n o m b r e s  p a i r s  d a n s  ( N ,  + ) .  U n e  n o t a t i o n  p l u s  h a b i t u e l l e  p o u r  l a  m ê m e  
f o r m u l e  s e r a i t  
( 3 v o ) ( v o  +  V o  = v i ) .  
C ' e s t  u n e  a b r é v i a t i o n  d e  l a  f o r m u l e  d e  p r e m i e r  o r d r e ,  e t  n o u s  u t i l i s o n s  p l u t ô t  c e t t e  
n o t a t i o n  d a n s  l e  c a d r e  d e  c c  m é m o i r e .  
1 . 3  U n e  s t r u c t u r e  s u r  l e s  s é r i e s  f o r m e l l e s  
D a n s  c e t t e  s e c t i o n ,  n o u s  d é f i n i s s o n s  u n e  s t r u c t u r e  l o g i q u e  d e  p r e m i e r  o r d r e  s u r  l e s  
s é r i e s  f o r m e l l e s  à  c o e f f i c i e n t s  d a n s  u n  c o r p s  f i n i .  
D é f i n i t i o n  1 . 1 8 .  S o i t  . I F P  l e  c o r p s  f i n i  a y a n t  p  é l é m e n t s ,  o ù  p  e s t  p r e m i e r .  O n  
d é f i n i t  l F v [ X ]  c o m m e  l ' e n s e m b l e  d e s  p o l y n ô m e s  à  c o e f f i c i e n t s  d a n s  . ! F v ,  c ' e s t - à - d i r e  
I F v [ X J  =  { t a  a , X '  1  a ,  E  I F v ,  a , . #  0 }  u  { 0 } .  
1 
1 
1 
1. 
1 
1 
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On définit lFp[X] comme l'ensemble des séries formelles à coefficients dans lFp, 
c'est-à-dire 
On remarque qu'un polynôme est en fait une série formelle dont les coefficients 
sont presque tous nuls. 
L'opération binaire + additionne les coefficients de deux séries formelles. Soit 
P = 'L_. akXk et soit Q = 'L_.bkX\ alors P + Q = 'L_. (r.tk + bk)Xk . Le symbole 
0 désigne Pélément neutre de cette opération, une série formelle dont tous les 
coefficients sont nuls. On peut remarquer que chaque série formelle possède un 
inverse par l'opération +. 
Définition 1.19. Soit P = 'L_.~=O akXk un polynôme, alors le degTé de Pest défini 
par 
deg(P) =max {k 1 ak =f. 0} . 
Définition 1.20. La relation binaire -< est définie sur les polynômes et est valide 
si le degré du premier est plus petit que le degré du second. C'est-à-dire, 
P-< Q ~ deg(P) < deg(Q). 
On écrit P ::5 Q pour désigner que P -< Q ou que P et Q sont de même degré. 
Définition 1.21. L'opération 1.maire ·X est la. multiplication d'une série formelle 
par X . On peut remarquer que l'opération ne fait qu'augmenter de 1 la puissance 
de X de chaque coefficient. Si P = 'L_.k2:0 avYk, alors 
P · X= L:akXk+1. 
k2:0 
Définition 1.22. L'opération unaire Àx prend une série formelle ct donne la 
plus grande puissance de X qui appa.rait avec un coefficient non-nul si une telle 
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puissance existe, et donne 0 sinon. On remarque que .Àx(P) f- 0 si et seulement 
si Pest un polynôme non-nul. Autrement, il n'y a pas de puissance de X dans P 
qui satisfait la contrairite. Ainsi , 
0, si P = 0 
>-x(P) = 0, si P n 'est pas un polynôme 
xn' si p est un polynôme non-nul de degré n . 
Définition 1.23. La relation Xx(-,· , k) , où k E lFP, est une relation binaire. Soit 
P et Q deux séries formelles. Alors on écrit Xx ( P, Q, k) si et seulement si P est 
une puissance de X , et k est le coefficient de P dans la décomposition de Q. En 
d'autres mots, Xx(P, Q,k) est vrai si et seulement s' il existe un entier naturel m 
tel que P = xm, et tel que q = Lk"2o akxk avec am= k. 
Définition 1.24. Soit p un nombre premier fixé. On fixe le langage de premier 
ordre 
L = {Pol,+, 0, -<,·X, Àx, {Xx(· , ·, k}kElFv} 
où Pol est un symbole de relation unaire, + un symbole de fonction binaire, 
0 un symbole de COI1Stante, ·X et .Àx sont des symboles de fonction unaire, -< 
et chaque Xx(·,·, k) sont des symboles de relation binaire. Nous définissons la 
structure logique de premier ordre 
où IFp [X] est l'ensemble de base, IFp[X] est l'interprétation du symbole de relation 
unaire Pol, et l'interprétation des autres symboles est l'interprétation naturelle 
ou donnée par les définitions précédentes. · 
Rappelons qu'un ensemble E de (lFp[X])d est définissable dans cette structure s'il 
existe une formule i.p dans la logique de premier ordre de cette structure telle que 
tp(y) est valide si et seulement si u E E . 
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À  l ' a i d e  d e  l a  s t r u c t u r e  d é f i n i e  c i - d e s s u s ,  n o u s  p o u v o n s  d é f i n i r  d e s  r e l a t i o n s  q u i  s o n t  
p r a t i q u e s  d a n s  l e  d e r n i e r  c h a p i t r e  d e  c e  m é m o i r e .  O n  d é f i n i t  d ' a b o r d  l a  r e l a t i o n  
u n a i r e  p 'u i s s a n c e  d e  X  q u i  e s t  v a l i d e  s i  u n e  s é r i e  f o r m e l l e  d o n n é e  e s t  u n e  p u i s s a n c e  
d e  X ,  e t  o n  d é f i n i t  l a  r e l a t i o n  b i n a i r e  p r é f i x e  q u i  e s t  v a l i d e  s i  l e s  c o e f f i c i e n t s  d ' u n  
p o l y n ô m e  d o n n é  c o r r e s p o n d e n t  e x a c t e m e n t  a u x  p r e m i e r s  c o e f f i c i e n t s  d ' u n e  s é r i e  
f o r m e l l e  d o n n é e .  
D é f i n i t i o n  1 . 2 5 .  S o i t  Q  u n e  s é r i e  f o r m e l l e .  A l o r s  o n  é c r i t  P x (  Q )  s i  e t  s e u l e m e n t  
s i  Q  e s t  u n e  p u i s s a n c e  d e  X .  C ' e s t - à - d i r e ,  Q  =  x m  p o u r  u n  c e r t a i n  e n t i e r  n a t u r e l  
m .  
O n  p e u t  d é f i n i r  c e t t e  r e l a t i o n  p a r  l a  f o r m u l e  
P x ( Q )  + - - - - - - - +  ()~.x(Q) =  Q  1 \  Q  = / =  0 ) .  
L a  s é r i e  Q  n e  p e u t  p a s  ê t r e  n u l l e  p u i s q u e  0  n ' e s t  p a s  u n e  p u i s s a n c e  d e  X .  D a n s  
c e  c a s ,  À x ( Q )  =  Q  s i  e t  s e u l e m e n t  s i  l a  p l u s  g r a n d e  p u i s s a n c e  d e  X  d a n s  l a  
d é c o m p o s i t i o n  d e  Q  e s t  Q  e l l e - m ê m e ,  c e  q u i  s i g n i f i e  q u e  Q  e s t  u n e  p u i s s a n c e  d e  
X .  
D é f i n i t i o n  1 . 2 6 .  S o i e n t  P e t  Q  d e s  s é r i e s  f o r m e l l e s .  A l o r s  o n  é c r i t  P r e ( P ,  Q )  s i  
e t  s e u l e m e n t  s i  P  e s t  u n  ' p o l y n ô m e s  d e  d e g r é  n ,  e t  s i  l e s  n  +  1  p r e m i e r s  c o e f f i c i e n t s  
d a n s  Q  s o n t  c e u x  d e  P .  C ' e s t - à - d i r e ,  P r e ( P ,  Q )  s i  e t  s e u l e m e n t  s i  P  =  l:~=O a k X k  
p o u r  u n  c e r t a i n  e n t i e r  n a t u r e l  n  e t  
Q  =  L a k x k .  
k ? _ O  
O n  p e u t  d é f i n i r  c e t t e  r e l a t i o n  p a r  l a  f o r m u l e  
P r e ( P ,  Q )  + - - - - - - - +  V z  ( ( P x ( z )  1 \  ( z  : : : 5  À x ( P ) ) - - +  1 \  ( X x ( z ,  P ,  k )  B  X x ( z ,  Q ,  k ) ) )  .  
k E I F p  
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Cette formule vérifie que pour chaque puissance de X de degré plus petit ou égal 
au degré de P, les coefficients dans Pet Q sont les mêmes. 
Les ensembles { Q E JFP[X] 1 Px(Q)} et { (P, Q) E (JFp[X])2 1 Pre(P, Q)} sont des 
exemples d'ensembles définissables dans la structure 
selon la définition 1.24. 
CHAPITRE II 
LES w-AUTOMATES 
Ce chapitre vise à introduire les w-automates, des automates qui prennent en en-
trée des mots de longueur infinie, ou w-mots. Il existe divers types d 'w-automates. 
Nous utilisons seulement les automates de Büchi, les automates de Muller et les 
automates de Büchi déterministes. 
2.1 Les automates sur les mots infinis 
Dans le premier chapitre de ce mémoire, nous avons défini les automates finis . Ces 
automates prennent en entrée des mots finis. Dans cette section, nous définissons 
des automates sur des mots infinis, ou w-mdomat;es. Les définitions, théorèmes et 
autres résultats sont tirés de (Thomas, 1990) , sauf avis contraire. 
Définition 2.1. Soit E un ensemble fini de lettres. On note Ew l'ensemble des 
suites infinies de lettres de E. On appelle les éléments de Ew des mots infinis 
ou w-mots. On appelle w-langage tout sous-ensemble de Ew. On note aussi E00 
l'ensemble des mots finis et infinis sur l'alphabet E, c 'est-à-dire E00 = E* U Ew. 
Définition 2.2. La classe des langages w-rationnels de E00 est la plus petite classe 
n de parties de E00 vérifiant 
1. 0 ER, {a} ER, Va E E, 
2. n est fermé par union finie, 
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3. VX E P(~*) n R, VY E P(~00 ) n R, XY ER, 
4. VX E P(~*) nR,X* ER et .X.00 ER. 
On note Rat("'f.,w) l'ensemble des langages w-rationnels de ~co inclus dans "'f.,w. 
Définition 2.3. Un automate de Büchi est un quintuplet 
A= (Q, ~, D , F , !;:.) 
où Q est un ensemble fini d'états, ~ est un ensemble fini de lettres appelé l'alphabet 
de A, D est un sous-ensemble de Q appelé l'ensemble des états initiaux, Fest un 
sous-ensemble de Q appelé l'ensemble des états acceptants, et /;:. est une relation 
définie sur Q x ~ x Q appelée la relat·ion de transition ·de A. 
Soit w = a0a1 a2 . .. un mot infini sur l'alphabet ~- Un chemin étiqueté par w dans 
l'automate de Büchi A est une suite d'états q0q1q2 . . . telle que 
- qo E D , 
- (qn ,an ,Qn+l) E tl, pour tout n 2: O. 
Le mot infini w est accepté par A s'il existe un chemin étiqueté par w dans A 
dans lequel apparaît une infinité de fois un état Qj E F. 
On peut remarquer que l'unique différence entre la définition d'automate de Büchi 
et la définition d'automate fini est la condition d'acception. 
Définition 2.4. Soit L un w-langage sur l'alphabet L On dit que L est w-
reconnaissable s'il existe un automate de Büchi qui accepte exactement les w-mots 
deL. 
Théorème 2.5. Une partie de ~w est w--reconnaissable si et se1ûernent si elle est 
w-mtionnelle. 
Pour une preuve de ce théorème, on peut se reporter au théorème 1.1 dans (Tho-
mas, 1990). 
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Définition 2.6. Un automate de M~ulle 't est un quintuplet 
A = (Q, 'E, D,F , tl) 
où Q est un ensemble fini d'états , 'E est un ensemble fini de lettres appelé l'alphabet 
de A , D est un sous-ensemble de Q appelé Pensemble des états initiau.x, F est un 
sous-ensemble de P ( Q), et tl est une relation définie sur Q x 'E x Q appelée la 
relation de tmnsition de A. 
Un mot infini w est accepté par l'automate de Muller A s'il existe un chemin de 
w dans A dans lequel apparaissent une infinité de fois exactement les états d'un 
sous-ensemble d 'états E E F. 
L'unique différence entre un automate de Muller et un automate de Büchi est la 
condition d 'acceptation. Un automate de Büchi recom1ait un w-mot si et seulement 
si un de ses chemins contient une infinité d'états acceptants. Un automate de 
Muller reconnaît un w-mot si et seulement si l'ensemble d 'états parcourus une 
infinité de fois par un de ses chemins se retrouve dans F . 
Malgré cette différence, les w-langages acceptés par les automates de Büchi coïn-
cident exactement avec les w-langages acceptés par les automates de Muller. 
Théorème 2. 7. {Théorème de JV!cNaughton) Un w-langage est reconnu par a?t-
tomate de Büchi si et se'ulernent si il est reconnu par automate de Muller. 
Cela signifie qu'un langage est w-reconnaissable s'il est reconnu par un automate 
de Büchi, ou un automate de Muller. Il s'agit notamment du théorème 4.4 dans 
(Thomas, 1990) , où l'on peut trouver une preuve complète. 
Définition 2.8. Un automate de Büchi déterministe est un quintuplet 
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où Q est un ensemble fini d'états, E est un ensemble fini de lettres appelé l'alphabet 
de A, Qd E Q est l' état initial, F Ç Q est Pensemble des états acceptants, et 
6 : Q x E ~ Q est la fonction de transition de A. 
Soit ?D = a0a1a2 . . . un mot infini sur l'alphabet E. Le chemin étiqueté par w clans 
l'automate A de west la suite d'états q0q1q2 . .. telle que 
- llo= Qd, 
- 6(qn, an) = Qn+b pour tout n 2:: O. 
Le mot infini w est accepté par A si son chemin .dans A contient une infinité de 
fois un état qf E F. 
Contrairement à un automate de Büchi quelconque, un automate de Büchi déter-
ministe doit avoir un unique état initial et sa relation de transition doit être une 
fonction. Cela signifie que chaque w-mot n'a qu'tm seul chemin dans un automate 
de Büchi déterministe, alors qu'il peut avoir plusieurs chemins pour un même 
w-mot dans un automate de Büchi non-déterministe. 
Contrairement aux automates finis, les automates de Büchi déterministes ne re-
connaissent pas les mêmes langages que les automates de Büchi. Ils reconnaissent 
strictement moins de langages. Il s'agit ici d 'une propriété bien connue des auto-
mates de Büchi. L'automate utilisé dans la démonstration est d'ailleurs un exemple 
classique d'automate de Büchi qui ne peut pas être rendu déterministe . 
Théorème 2.9 . Les automates de Büchi déterministes ne sont pas suffisants pour 
reconnaitre tov,s les langages w-reconnaissables. 
Dérnonstmtion. Considérons l'w-langage L = {0, 1 }*OW sur l'alphabet {0 , 1 }. Il 
s'agit de l'ensemble des w-mots qui ont une queue de zéros. On remarque que 
l'automate de Büchi de la figure 2.1 reconnaît ce langage. 
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Figure 2.1 Automate de Büchi reconnaissant {0 , 1}*0w. 
Supposons qu'un automate de Büchi déterministe A = (Q, {0, 1} , qd , F, J) recon-
naît L. L'automate A reconnaît ow , car ow E L. Cela signifie que ow parcourt 
un état dans q~ E F une infinité de fois. Notamment, q0 est visité après la kô 
lettre. L'automate A reconnaît également Ok0 10W E L. Selon le même raisonne-
ment , l'état q~ est visité une infinité de fois. Cela signifie que l'état q~ est visité 
après le préfixe oko 10k1 ) pour un entier kl· 
On construit ainsi récursivement le mot infini w = okol0k1 10k2 • • •. Le chemin 
étiqueté par w dans A parcourt une infinité d 'états de F. L'automate A reconnaît 
alors w, mais w 1: L. Ce qui contredit la supposition que A reconnaît L. Il ne 
peut donc pas y avoir cFautornate de Büchi déterministe qui reconnaît le langage 
w-reconnaissable L. 0 
Théorème 2.10 ((Büchi, 1960b) lemme 10). Un langage Lest w-reconnaissable 
si et seulement s'il est de la forme 
n 
L = u xi}iw 
i=l 
où Xi et Yi sont des langages rat-ionnels pouT tout i entr-e 1 et n . 
Ce théorème nous permet de caractériser l'écriture rationnelle d 'un langage w-
reconnaissable. 
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2.2 Propriétés de fermeture des automates de Büchi 
Dans cette section, nous démontrons les diverses propriétés de fermeture des au-
tomates de Büchi. Tout au long de la section, nous considérons les automates de 
Büchi 
A= (QA,I: , DA,FA , ilA) et B = (QB,I:,DB,FB,LlB), 
où I: est leur alphabet, qA et QB sont leur ensemble d'états respectif, DA et D8 
sont leurs ensembles d'états initiaux, FA et F8 sont leur ensemble d'états finaux 
et LlA et 6.B sont leur relation de transition. 
Les langages L(A) et L(B) sont les w-langages reconnus par les automates A et 
B. 
Proposition 2.11. Les langages w-reconnaissables sont fennés par 'Union. 
Dérnonstmtion. Considérons les langages w-reconnaissables L(A) et L(B), nous 
cherchons à montrer qu'il existe un automate de Büchi qui reconnaît le langage 
L(A) u L(B). 
On peut supposer que QA n q 8 = 0, en ré-étiquetant les états de Bau besoin. 
Ainsi, l'automate A'= (qA U Q8 ,E,DA U D8 ,FA U FB , LlA U 6. 8 ) reconnaît 
L(A) U L(B). En effet, un w-mot de L(A) sera reconnu par cet automate puisque 
les transitions de A sont inchangée. De même, les w-mots de L(B) sont aussi 
reconnus. Inversement, un w-mot reconnu par cet automate de Büchi est clans 
L(A) ou L(B). D 
Proposition 2.12. Les langages w- ·reconnaissables sont fermés pa·r intersection . 
Dérnonstmtion. Considérons les langages w-reconnaissables L(A) et L(B), nous 
cherchons à xnontrer qu'il existe un automate de Büchi qui reconnaît le langage 
L(A) n L(B). 
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Un automate de Büchi qui reconnait L(A) n L(B) est A'= (Q',~,D',F',~'), où 
Q' = QA x QB x {1,2}, D'= DA x DB x {1}, F' = {(qA ,qs , 2): qs E r3} 
et ~' = ~11 U ~1 2 U ~21 U ~2 2 où les relations de transitions D-. 3· sont définis 1 ) ' ) "' 
comme suit : 
Si nous sommes dans un état ( qA , qs , 1) , alors en lisant x, nous allons dans un état 
(q~, q's, 2) si qA E FA. , et nous allons dans un état (q~, q's , 1) sinon. Si nous sommes 
dans un état (qA,qs ,2), alors en lisant x , nous allons dans un état (q~,q3 , 1) si 
qs E Fs , et nous allons dans un état ( q~ , q's , 2) sinon. De plus, les transitions 
doivent respecter les conditions (qA,x , q~ ) E ~A et (qB , x ,q's) E Dos. 
Considérons à présent un w-mot w sur l'alphabet ~. Par construction de l'auto-
mate A', un chemin c' = (qA,o, qB,o , io)(qA,r, qB,1 , 'ir) · · · est parcouru par w dans 
A' si et seulement si cA = qA,oqA,l · · · est un chemin parcouru par w dans A et 
cE = qB,oqs,1 · · · est un chemin parcouru par w dans B. De plus, les chemin cA 
et cs sont acceptants si et seulement si c! est la concaténation infinie de segments 
finis d'états « 1 » et d 'états « 2 » alternativement . En effet, on passe d 'un état 
« 1 » à un état « 2 » seulement lorsque l'on vient de passer par un état acceptant 
de A, et nous passons d'un état « 2 » à un état « 1 » que lorsque l'on vient de 
passer par un état acceptant de B. Ainsi, si l'on passe d'un état « 1 » à un état 
« 2 » et vice-versa une infinité de fois, alors w parcourt un chemin acceptant dans 
A et B. Cette dernière condition est vraie si et seulement si w passe une infinité 
de fois par les états de F' , étant ainsi accepté par A'. 
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Nous avons donc construit un automate de Büchi qui reconnaît L(A) n L(B). D 
Proposition 2.13. Les langages w-reconnaissables .sont fermés par' projection. 
Démonstration. Considérons le la11ga.ge w-reconnaissable L( C) , où 
avec un entier d;::: 2. Les lettres des w-mots de L(C) sont donc des d-uplets. Nous 
cherchons à montrer qu'il existe un automate de Büchi qui reconnaît 1rk(L(C)) , 
où 1fk est la projection des d-uplets qui omet la ke composante. Désignons la 
projection de (x1 , .. . ,:rd) qui omet lake composante par (x1 , . .. ,ik , ... ,xd)· 
Un automate de Büchi qui reconnaît 7rk(L(C)) est C' = (Q', Ed-1, D', F', tl' ), où 
Q' = Qe, D' = De, F' = Fe et 
L'automate de Büchi C' ainsi construit reconnaît exactement les w-mots de L(C) 
auxquelles nous avons enlevé la ke composante. L'ensemble 7rk(L(C)) est donc 
w- reconnaissable. D 
Proposition 2.14. Les langages w-reconnaissables sont fer·més par concaténation 
à gauche de langages rationnels. 
Démonstration. Considérons le langage w-reconnaissable L(A). Considérons aussi 
un automate fini C = (Qe , E , De, Fe, tle) qui reconnaît le langage L(C). Nous 
cherchons un automate de Büchi qui reconnaît L(C) · L(A). 
Supposons QA n Qe = 0, nous pouvons ré-étiqueter les états de C au besoin. 
Construisons alors l'automate de Büchi A' = ( QA UQe, E, D', FA, tl'), où D' = De 
si Den Fe = 0, et D' =DA U De sinon. Les transitions sont définies comme suit : 
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Les nouvelles transitions dans D.' nous font passer par les états initiaux de A 
lorsque nous lisons potentiellement la lettre finale d 'un mot accepté parC. Ainsi , 
l'automate A' reconnaît un w-mot w si et seulement si sa première partie (finie) 
est un mot de L(C) et sa seconde partie (infinie) est un w-mot de L(A). D 
Proposition 2.15. L iu-itération d'1m langage rationnel qui ne contient pas le 
rnot vide est un langage w -reconnaissable. 
Démonstration. Considérons un automate fini C = (Qe, E, De , Fe , D.e) qui recon-
naît le langage L(C) qui ne contient pas le mot vide. Nous cherchons un automate 
de Büchi qui reconnaît L( C)w . 
Sans perte de généralité, par la proposition 1.8, nous pouvons considérer que C 
n'a qu'un seul état init ial qd qui est une source et un seul état final qf qui est un 
puits. Il n'y a pas de transition qui entre dans qd et il n 'y a pas de transition qui 
sort de qf. En particulier, comme le mot vide n 'est pas accepté, qd-/: q1. 
Nous construisons alors l'automate de Büchi A' 
D.' = { (q,x, qd): (q ,x,qJ) E D.c } . 
Nous avons pris l automate C, et à chaque état où il y a une transition vers l'état 
final, nous ajoutons une transition vers l'état initial. Ainsi, un w-mot w parcourt 
un chemin dans A' qui passe une infinité de fois par q1 si et seulement si w est la 
concaténation infinie de mots reconnus par C. Donc, w E L(C)w. D 
Proposition 2.16. Les langages w-reconnaissables sont ferm és par le complé-
ment. 
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Il s 'agit du théorème 2.1 dans (Thomas, 1990) . Une preuve complète s'y retrouve. 
Elle est significativement plus longue que les preuves précédentes et elle nécessite 
la définition de concepts qui ne sont pas réutilisés dans ce mémoire. 
2.3 Lemme d 'itération pour les w-langages 
Dans cette section, nous énonçons et démontrons un résultat sur les w-langa.ges 
qui est semblable au lemme d'itération (théorème 1.9) dans les langages de mots 
finis. Nous décidons de lui donner le nom de lemme d 'itémtion o·rnéga (ou w-
Purnping Lemma.) Il ne s'agit pas d'un nouveau résultat, l'énoncé (sans preuve) 
se retrouve notamment sous une forme similaire dans (Al ur et al., 2009) , §3. lemme 
1. La. démonstration rédigée dans ce mémoire est inspirée de la. démonstration du 
théorème 1. 9. 
Théorème 2.17. {Lemme d'itération oméga) Soit L un w-langage r-econnaissable. 
Alors il existe N > 0 un entier tel que pour tout w = u111h u2w2 . .. v.iwi· .. dans L : 
avec I'Uli 1 2: N po1tr tout i 2: 1, on peut écrire wi = J.:iyi zi tel que 
1. IYil 2: 1, 
2. IJ.:iYil :::; N et 
8. 'v'(ji)iEN E NN, 'tl l XIY{1 zl···uixiyfi zi ··· E L. 
Démons tration. Considérons L un w-langage reconnu par un automate de Büchi 
à n états. Posons N = 2n et prenons w E L tel que w = ·ui'w1u2w2···1LïWi··· , avec 
lwil 2: N pour tout i 2: 1. Comme w E L, il existe un état final de l'automate qui 
est parcouru une infinité de fois , notons F cet état. 
Comme lwil 2: N , le chemin dans l' automate parcouru par wi passe par au moins 
2n +"1 états. Il y a donc un état de l'automate qui est visité 3 fois par ce chemin. 
Soit la. séquence des états parcourus qoq1 ... qlwil- 1· Nous pouvons noter dans cette 
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séquence les occurrences de l'état parcouru 3 fois par q, q' ct q". Ainsi, le pa.rcours 
du chemin peut s'écrire qoql ... q .. .q' ... q" .. . qlw;l-1· 
Notons Yi le mot effectuant le parcours de q à q', et notons Yi le mot effectuant le 
parcours de q' à q". Remarquons que chacun est un sous-mot dewi· 
Si Yi passe par l'état F alors on pose Yi =Yi· Sinon, on pose Yi = Yi · Nous avons 
ainsi décomposé chaque wi en X{YiZi, où Xi et zi découlent du ehoix de Yi· 
Remarquons que IYi l 2: 1 puisque le mot Yi code une boucle non-vide autour d'un 
état. De plus, on remarque que lxiYil ::::; N. En effet , le dernier état possiblement 
visité par Yi est q'' il s'agit de l'état qui a été visité 3 fois , et il s'agit de la troisième 
visite de cet état. Il est certain que cette visite a eu lieu avant N lectures des lettres 
dewi. 
Maintenant , nous devons vérifier que nous pouvons itérer chaque Yi et rester dans 
L. En d'autres mots , on veut w' E L pour tout w' = 'Ul'W~u2w~ ... 'Ui'W~ .. . où w~ = 
:r:iyfi z i pour tout i 2: 1, pour tout J·i E N. 
Remarquons d'abord que puisque chaque Yi commence et finit sa lecture dans 
un même état, il est clair que nous pouvons l'itérer ou le retirer de w et garder 
l'étiquette d'un chemin dans l'automate. C'est-à-dire que si west l'étiquette d 'un 
chemin dans l'automate, alors v/ est aussi l'étiquette d'un chemin dans l'automate. 
Il nous reste à vérifier que ce chemin est acceptant. 
On peut remarquer que si un lVi passe par l'état final F, alors w~ pa..sse éga.lement 
par l'état F. Et ce, même si w~ = xizi grâce au choix judicieux de Yi · Nous avons 
donc w = u1w1 .. . ·uiwi ... et w' = u1w~ .. :uiw~ ... tels que si wi visite F, alors w~ visite 
F. Ainsi, si w visite une infinité de fois F, alors il en sera de même pour w'. Donc 
w' EL. 0 
------------------------------
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On peut observer un cas particulier où u1 est le mot vide et .ù = 1 pour tout i > 1 
et ainsi obtenir facilement le résultat plus simple suivant . 
Corollaire 2.18. Soit L un w-langage reconnaissable. Alors il existe N > 0 un 
entier tel que pouT tout w = w0w dans L , où w0 est un mot de longueur' lwol 2 N 
et 'W est 'Un w-mot, on peut écriTe w0 = :r:y z -tel que 
1. IYI2 1, 
2. j:r:yj ~ N et 
3. xynz'ÜJ EL, Vn EN. 
Le lemme d 'itération oméga nous permet dans plusieurs cas, de démontrer qu'un 
w-langage n 'est pas w-reconnais..sable. 
Proposition 2.19. Soit 1F'p[X] l'ensemble des séries formelles avec coefficients 
dans le corps fini 1F'p, et soit Px Z:ensemble des puissances de X. Soit a la fonction 
de mv,ltiplication à gatLche par une ptâssance de X , c'est-à-dire 
a: Px x 1F'p[X] ------* IFp[X] 
( z' v) f-----t zv . 
Alors le graphe de la fonction a n'est pas w-reconnaissable. 
Démonstr-ation. Nous voulons démontrer que l'ensemble L = { ( z, v, a ( z , v)) 1 z E 
Px , v E IFp[X]} Ç Px x 1Fp[X] x IFp[X] n 'est pas w-reconnaissable. On utilise le 
lemme cl 'itération oméga. 
Par contradiction, supposons que L est w-reconnaissable. Par le lemme d'itéra-
tion oméga, il existe alors un nombre entier N tel que pour tout w-mot w E L 
décomposé de telle sorte que w = 'tt}'W1 · · ·uiwi · · ·, avec lwil 2 N pour chaque i, 
on peut écrire wi = XiYiZi tel que 
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2. l:c -'u·l < N t.H -
La fonction a prend en entrée une série formelle et une puissance de X et les 
multiplie. Dans notre langage, la fonction prend en entrée un w-mot v et un w-
mot z, où z a la lettre 1 à une seule position et la lettre 0 partout ailleurs. La 
fonction décrûe v. Plus précisément , la sortie est ·u auquel on a concaténé à gauche 
autant de 0 qu'il y a clans z avant la lettre 1. Par exemple, si la série formelle est 
2 + 2X + 2X2 + · · · et la puissance de X est X 3 , alors on a 
z = 000100 . . . 
v= 222222 . . . 
z . v = 000222 ... 
et ainsi l'w-mot dans L est le triplet 
(000100 .. . , 222222 ° •• , 000222 . . 0 ). 
Prenons à présent un w-rnot quelconque dans L , notons-le (z, v,zv) . Disons que 
z représente XN et que v = a0a1a2 · · · représente une série sans coefficient nul 
(pour simplifier.) Le triplet que nous étudions est alors de la forme suivante : 
w=(O · ··OlO··· ,a0a1a2·· · , O···Oaoa1a2· · ·) . 
...___... "'-v-" 
N fois N fois 
Rappelons que nous pouvons décomposer w sous la forme ·u.1 w1 · · · U(Wi · · · tant 
que chaque wi est de longueur au moins N. Encore une fois , pour simplifier, nous 
ne regardons que w1 , et nous posons ln11 = 0 et lw11 = N. Ceci est suffisant 
pour notre preuve. Alors w = w 1û), où w 1 (~, ao · · · aN- 1> ~) et 1il = 
N fois N fois 
Selon le lemme d 'itération oméga, on peut trouver une décomposition de w1 
:r1 Y1 z1 tel que 
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1. hill ~ 1, 
2. lx1Y1I SN 
3. x 1y{1 z1w EL, pour tout J1 EN. 
Étant donné la manière dont nous avons représenté w, il est clair que nous aurons 
la décomposit ion w1 = :r1y1z1 suivante : 
X 1 = (0 · · · 0, ao · · · as-1, 0 · · · 0) 
Y1 = (0 ·· ·O,as ·· ·ar-1,0· · ·0) 
z 1 = (O···O , ar · · · aN,O ···O). 
On voit en part iculier que lx1l = s , IY1I = r - s et lz1l = N - r. Regardons le ca..s 
où j 1 = O. Nous avons ainsi w~ = x1 z1 . Donc, w' = wi û} est le triplet : 
( U 10 · · · , aoa.1 ···as-laT· · · , U aoa1 · · · a.s- la.sas+l · · · ). 
N -r+s fois N - r+s fois 
Ici , on voit facilement que le triplet ne fait pas partie deL. Si nous posons z' comme 
étant le premier terme du triplet, et v' comme étant le second terme, alors selon la 
définition de la fonction étudiée, nous devrions avoir le triplet ( z' , v' , a(z' , v' )) . Or, 
nous avons le triplet (z' , v', a(z' , v)) qui n'est évidemment pas dans le graphe de 
a en général. On remarque que nous allons rencontrer ce problème, peu importe 
la longueur non-nulle choisie pour y1 . 
Ainsi, pour le mot infini posé w E L, il existe une suite d'exposants (ji)iEN E NN 
telle que w' = ·u1 w~ · · · uiw~ · · · 1:. L , où w~ = xiyf' zi. La sui te que nous avons 
trouvée est (0, 1, 1, ... ). Cela contredit la troisième propriété du lemme d'itération 
oméga et ainsi le graphe de la fonction a n'est pas w-reconnaissable. 
Proposition 2.20. Le graphe de la fonction de .Frobenius 
FrobP : IFp[X] ~ IFP[X] 
Q f-t QP 
n'est pas reconnaissable par automate de Biichi. 
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la composantes de gauche et au moins un terme nul dans la composante de 
droite. Cela vient du fait que l'image par FTobP n'admet jamais de1Lx termes 
non-nuls consécutifs. 
Or, FrobP laisse constant le nombre de termes non-nuls. Donc :ry0 zw tf. L. 
Si IYI = 1 Dans ce cas, y est un couple de lettres. 
Si y = (ai, 0), alors :r:I/J z·w tf. L pour les mêmes raisons que dans le cas 
précédent. C'est-à-dire que le retrait de y ne garde pas constant le nombre 
de termes non-nuls. 
Si y= (ai ,aj) , où ai=/::. 0 et aj =/::. 0, alors on a xy2z17; tf. L. En effet, notons 
xy2 zû; = ('v , v'). On obtient le sous-mot aia.j dans v', or il est impossible 
dans l'image de FrobP d'avoir deux lettres consécutives non-nulles. Donc 
xy2 zif.; tf. L. 
Donc L n'est pas w-rationnel. D 
2.4 Reconnaissabilité des prédicats 
Cette section contient les automates de Büchi reconnaissant chaque prédicat de 
la structure 
Les prédicats de cette structure ont été définis au chapitre I. Cette section montre 
que chaque ensemble défini par une fonnule atomique est w-reconnaissable. 
Les w-a.utomates lisent des w-mots, c'est-à-dire des suites infinies de lettres. Or, 
nous parlons de reconnaissabilité de sous-ensembles de lFp[X]. Pour qu'un w-
automate puisse lire une série formelle, nous codons une série a0 +auY +a2X 2 +· · · 
par l'w-mot aoa1a2··· E lF~. 
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Pour qu'un w-automate puisse lire un d-uplet dans (IFp[X])d, nous codons un 
d-uplet ( P1, P2, . . . , Pd) par le mot infini ( a1,0, a2,o , . . . , ad,o) ( a1,1, a2,1, ... , ad,1) · · · 
dans ((IFp)d)w , où Pi= ""':, ai ,jXj pour chaque i . 
Exemple 2.21. Soit (P, Q) E (IFp[X])2 tel que P = a0 + a1X + a2X2 + · · · et 
Q = b0 + b1X + b2 X 2 + · · · . Alors on représente le couple ( P, Q) dans un w-langa.ge 
sur (IFp)2 par 
Proposition 2.22. Le graphe de la fonction + : (IFp[X]) 2 --7 IFp[X] est w-
reconnaissable. 
Démonstration. Il suffi t de construire un automate de Büchi recormaissant 
{(A, B, C) E (IFp[X]) 3 1 A+ B = C}. 
L'addition sur les séries formelles se fait terme à terme, c'est-à-dire que si A = 
""':, anxn et B = L bnxn, alors 
A+ B = L)an + bn)Xn. 
n2:0 
Prenons l'automate A = ( { q0 } , IF~, { qo} , { q0 }, 5) , où 
6 = { (qo, (a, b, a+ b), qo) 1 a, bE IFp}· 
Puisque les coefficients proviennent d 'un corps fini , nous savons que 5 est fini. Les 
seuls triplets (A, B, C) qui sont acceptés sont ceux où chaque lettre est de la forme 
(a, b, a+ b) . Ainsi (A, B , C) est reconnu par A si et seulement si A+ B = C. D 
Proposition 2.23. Le graphe de lafonct;ion ·X: IFp[X] --7 IFp[X] estw-reconnaissable. 
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(a, b, a+ b) 
~Gr 
Figure 2.2 Automate de Büchi pour l'addition 
Démonstr-ation. Nous cherchons à construire un automate de Büchi reconnaissant 
l'ensemble {(P, Q) E (lFp[X])2 1 P ·X = Q}. Posons P = a0 + a1X + a2X 2 + · · · 
et Q = bo + b1 X + b2 X 2 + · · · . 
On peut remarquer que Q = P · X si et seulement si b0 = 0 et bn = an-l pour 
tout n 2': 1. Un au tomate de Büchi reconnaissant exactement les paires de séries 
formelles ayant cette propriété est le suivant : 
A = (Q,(JF'p?,{d},F,6), 
où 
- Q = {0, I, 00 0 'p - 1' d}' 
- F = {0, T, 00 • , p - 1}, 
- o = {(d, (x, O) ,x) 1 xE lFP} u {(x, (y, x), y) 1 x, y E lFP} . 
Chaque état non-initial de A est associé à un élément de lFP. Si un chemin passe 
par un état x, c'est que la dernière lettre lue dans P est x. Ainsi, chaque état 
garde en mémoire la dernière lettre lue dans P, et donc la prochaine lettre à lire 
dans Q pour que (P, Q) soit accepté. Nous sommes aussi assurés que la première 
lettre de Q sera 0, d'où chaque transition sortant de l'état initial doit être de la 
forme (d, (x, 0), x). 
Par la construction de cet automate, chaque paire (P, Q) sera acceptée si et seule-
ment si elle remplit les conditions pour être dans le graphe de ·X. 0 
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(x,O) (y,O) 
(x,x) (y' y) 
Figure 2.3 Automate de Büchi pour ·X 
Proposition 2.24. L 'ensemble des polynômes est w-reconnaissable. 
Démonstration. Nous cherchons à construire un automate de Büchi reconnaissant 
l'ensemble {P E lFp[X] 1 P E lFp(X]} . Posons P = a0 + a1X + a2 X 2 + · · ·. 
On peut remarquer que P sera un polynôme si et seulement si il existe un entier 
N tel que an = 0 pour tout n > N . Essentiellement, N est le degré de P dans ce 
cas. Il suffit alors de construire un automate de Büchi qui reconnaît exactement 
les w-rnots avec une queue de O. 
Cet automate est 
OÙ 
- Q = {qo , qi} , 
- .6. = {(qo , x, qo) l1: E IFp} U {(qo , 0, q1 ), (qi, 0, qi)}. 
Un chemin dans cet automate visitera une infinité de fois q1 si et seulement si son 
étiquette possède une queue de 0, ce qui est équivalent à être un polynôme. D 
Proposition 2.25. La relation -< est w-reconnœi.s.sable. 
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{0, . . . ,p- 1} 0 
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Figure 2.4 Automate de Büchi pour lFp[X] 
Démonstr-at;ion. Nous allons construire un automate de Büchi reconnaissant l'en-
semble {(P, Q) E (lFp[X]) 2 1 P-< Q}. Rappelons que P -< Q si et seulement si P 
et Q sont des polynômes, ct si le degré de Pest plus petit que le degré de Q. 
Considérons un couple de séries (P, Q). Pour être dans cet ensemble, P et Q 
doivent avoir un nombre fini de coefficients non-nuls, donc les w-mots qui les 
encodent doivent chacun avoir une queue de O. De plus, le dernier coefficient non-
nul de P doit apparaître plus tôt que le dernier coefficient non-nul de Q. Nous 
proposons l'automate A= ( Q, JF~, { q0 }, { q2}, 5), où 
Q {qo , q1, q2} , 
() { ( qo , (x, y) , qo) 1 x, y E lF P} U 
{(qo, (0, 11') , ql), (qL (0, y'), qi) 1 y' E lFP \ {O}}U 
{ (qi, ( 0) 0), q2) , ( q2 ' ( 0' 0) ) q2)}. 
Soit w un w-mot qui code le couple de séries formelles (P, Q). Le chemin étiqueté 
par w est acceptaùt dans A que s'il visite l'état q2 une infinité de fois. Comme 
tou tes les transitions vers q2 sont étiquetée ( 0, 0), cela signifie que w encode un 
couple de polynômes. De plus, ce chemin doit d 'abord visiter l'état q1 , qui indique 
que le dernier coefficient non-nul de Pest apparu plus tôt que le dernier coefficient 
non-nul de Q jusqu'à présent. Ainsi , w est accepté par A que s'il code un couple 
de polynômes (P, Q) où le degré de Pest plus petit que le degré de Q. D 
Proposition 2 .26. Le graphe de la fonction Àx: lFp[X] --t lFp[X] estw-reconnaissable. 
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A ({) ?,, A (o,o) A -~~&
F igure 2 .5 Automate de Büchi pour -< 
Démonstration. Nous allons construire un automate de Büchi reconnaissant l'en-
semble {(P, Q) E (1Fp [X]) 2 1 >.x(P) = Q}. Rappelons que la fonction Àx est 
définie par : 
0, si P = 0 
Àx(P) = 0, si P n 'est pas un polynôme 
xn, si p est un polynôme non-nul de degré n. 
Nous proposons l'automate A= (Q , JF~ , {q0}, P , J) , où 
Q {qo ,ql ,q2 , q3} , 
P {qo , Ql ,q2} , 
o { ( qo , (0 , 0), qo) , ( q2 , (0, 0) , qz) , ( ql , ( 0, 0 ), q3) , ( q3 , (0 , 0) , q3) }u 
{(qo , (a , 0), qi) , (qi , (a , 0) , qi) , (q3 , (a , 0), qt) 1 a E JFP \ {0} }u 
{(qo , (a , 1) , qz) , (ql, (a , 1), qz) , (q3 , (a, 1) , q2) 1 a E JFP \ {0} }. 
Considérons l'entrée d 'un w-mot (P, Q) dans notre automate A. Si P = 000 . .. , 
a lors (P, Q) est accepté si et seulement si Q = 000 .. . aussi, (P, Q) visite dans ce 
ca.s l'état q0 une infinité de fois. 
Si P n'est pas un polynôme, c'est-à-dire que P contient une infinité de coefficients 
r.L non-nuls, alors l'automat e accepte (P, Q) si et seulement si Q = 000 .. . , dans ce 
cas (P, q) visite l'état q1 une infinité de fois. 
Si Pest un polynôme non nul de degré n , c'est-à-dire que P = a1a2 · · · anOOO ... 
où an est non-nul , alors (P, Q) est accepté si et seulement si Q ne contient que des 
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(0,0) 
(a, 1) 
( a,O) 
(a,1) 
(0,0) 
Figure 2.6 Automate de Büchi pour Àx 
0, mais que sa ne lettre est 1. Si l'automate li t (an , 1), alors on passe à l'état q2 
et (P, Q) sera accepté que si Pet Q ne contiennent pas d'autre lettre non-nulle. 
Dans ce cas, on passe une infinité de fois par l 'état q2. Réciproquement, si P est 
un polynôme mais que Q ne contient aucun 1, alors le seul état visité une infinité 
de fois sera q3 , et ce n'est pas un état acceptant . D 
Proposition 2.27. Pour tout k E lFP, la -relation Xx(· , ·, k) est w-reconnaissable. 
Dérnonstm,tion. Il suffit de construire un automate de Büchi qui reconnaît l'en-
semble { (P, Q) E (lFp[X]) 2 1 Xx(P, Q, k)}, pour chaque k E lFP . Rappelons que 
Xx(P, Q, k) est valide si et seulement si P est une puissance de X avec coefficient 
k dans Q. Pour un k donné, nous proposons l automate Ak = ( Q, IF; , { q0} , {qi} , b), 
où 
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Figure 2.7 Automate de Büchi pour Xx(- , ·, k) 
- Q={qo, ql}, 
- 8 ={(qi , (O ,a),qi) 1 a E JFP et qi E Q} U {(qo , (1 , k) , ql)}. 
Considérons (P, Q) une entrée dans l'automate Ak· Comme toutes les transitions 
sont étiquetées par (0, a), sauf une transit ion qui a l'étiquette (1 , k) , il est clair 
que P doit nécessairement être une puissance de X pour que (P, Q) soit accepté 
par l'automate. La transition étiquetée (1 , k) nous indique que l'automate a lu 
l'unique coefficient non-nul dans P, et a en même temps lu le coefficient k clans 
Q. Ceci signifie clairement que la série formelle Q a le coefficient k elevant la 
puissance P. D 
[Cette page a été laissée intentionnellement blanche] 
CHAPITRE III 
RECONN AISSABILITÉ ET DÉFINISSABILITÉ 
C'est dans ce chapitre que nous abordons le résultat principal de ce mémoire. 
Le théorème est analogue au Théorème 14 dans (Rigo et vVaxweiler, 2011). Nous 
commençons par regarder de plus près ce théorème, et de là nous pouvons arriver 
plus facilement à notre propre théorème. 
Nous démontrons l'équivalence entre être w-rationnel et être définissable dans la 
structure 
Rappelons que la relation binaire -<est définie sur ~"'p[X] et ordonne les polynômes 
par leur degré. L'opération unaire .X.x prend un élément et renvoie la plus grande 
puissance de X qui apparaît avec un coefficient non-nul s'il s'agit d'un polynôme 
non-nul, et renvoie 0 sinon. Et finalement, la relat ion Xx(u, v , k) est valide si et 
seulement si u est une puissance de X , et k est le coefficient de v, dans v. 
3.1 Reconnaissabilité' et définissabilité dans les polynômes 
Cette section sert non seulement à récapituler et comprendre les résultats im-
portants de (Rigo et vVaxweiler, 2011) , mais aussi à les adapter à nos besoins. 
L'énoncé qui nous intéresse est le suivant. 
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Théorème 3.1. Soit P E lF[X] un polynôme non constant et un entier d ;?: 2. 
Alo,rs 'Un sous-ensemble T Ç (lF[XJ)d est P -reconnaissable si et setdement s'il est 
P-définissable. 
Par ensembles P-reconnaissables, on entend les ensembles de polynômes écrits 
en base P reconnaissables par automate fini . Par ensembles P -définissables, on 
entend les ensembles de polynômes définissables dans 
(lF[X], +, -< , {·C 1 CE JF[X]} , Vp ), 
où -< est une relation qui compare le degré de deux polynômes, et où Vp(A) 
donne la plus grande puissance de P qui divise A si A est un polynôme non-nul, 
et Vp(O) = 1. 
On note que les automates clans (Rigo et Waxweiler, 2011) lisent les polynômes à 
partir du coefficient du terme de plus haut degré. C'est-à-dire, pour un polynôme 
A = anXn + ·· ·+aiX + a0 , la représentation en base X, par exemple, sera 
an · ·· a1a0 et ce sera le mot lu par l'automate. Ivlalheureusement, puisque nous 
travaillons avec les séries formelles, il nous est impossible de représenter les séries 
à partir du coefficient du terme de plus haut degré (car une série formelle n'a 
pas de tel terme.) Nous devons alors vérifier que le théorème ci-dessus est encore 
valide en utilisant les représentations commençant par le coefficient du terme de 
plus petit degré. C'est-à-dire que pour un polynôme A = anXn + · · · +aiX + a0 , 
sa représentation en base X, notée Tepx(A), sera a0a1 ···an. De plus, ajoutons 
que la structure dans laquelle nous travaillerons sera 
Il est d 'ailleurs intéressant de noter que l'ensemble des puissances de X , que nous 
notons Px, est définissable clans ce langage. En effet : 
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u E Px t---t >-x(1t) = 11. 
La formule suivante suit la même idée que celle trouvée dans (Rigo et \Va:>...'weiler, 
2011), qui découle d 'une d'une construction trouvée dans le théorème 2.2 de (Vil-
lemaire, 1992). Étant donné un langage reconnu par un automate, nous voulons 
coder une formule décrivant le comportement de l'automate en utilisant notre 
représentation. 
On suppose qu'une partie T Ç (lFp[X])d est ? -reconnaissab le, et nous posons 
A= (Q, (lFp)d, q0 , F, 6) l'automate le reconnaissant, avec un nombre d 'états l . Les 
états de A sont codés par les l-uplets (1 , 0, ... , 0) , ... , (0 , . . . , 0, 1) clans (1Fv)1. Pour 
tout q E Q on note% la j -ième composante dans le codage de q. Pour représenter 
un m-uplet non-nul (R1, .. . , R-m) E (lFp[X])m, m ~ 1, on écrit 
pour repx(R1 , . .. , R-m) , où (R1(k), ... , Rm(k)) est non-nul et k dépend des R. 
Exemple 3.2. Soient R1 =X+ 2X 2 , R2 = 2 + 2X2 et R3 = 4X4 des polynômes 
de lF5 [X] . Alors le triplet (R.1:R2 ,R3 ) est représenté par 
repx(R1 , Rz, R3 ) = (0 , 2, 0)(1 , 0, 0)(2 , 2, 0)(0 , 0, 0)(0, 0, 4). 
Chaque lettre de repx(Rl> R2 , R3 ) est un triplet car on représente ici un triplet 
de polynômes. Les éléments des triplets sont les coefficients de R 1 , R2 et R3 . Par 
exemple, la troisième lettre de repx(R1 , R2 , R3) est (2, 2, 0) car les coefficients de 
X 2 dans R1 , R2 et R3 sont respectivement 2, 2 et O. 
L'idée de la formule est d 'introduire un l-uplet (B1 , ... , B1) de polynômes qui 
code le comportement de l'automate A quand A lit le mot repx(A1, ... , Ad) · Un 
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d - u p l e t  ( A
1
,  . . .  ,  A d )  d e  p o l y n ô m e s  e s t  d a n s  T  s i  e t  s e u l e m e n t  s ' i l  e x i s t e  u n  l - u p l e t  
( B
1
,  . . .  ,  B
1
)  d e  p o l y n ô m e s  e t  u n  e n t i e r  k  t e l  q u e  
1 .  k : : ;  m a x { d e g ( A
1
) ,  . . .  ,  d e g ( A d ) }  <  k  +  1 ,  
2 .  ( B
1
( 0 ) ,  . . .  ,  B z ( O ) )  e s t  l e  c o d e  p o u r  l ' é t a t  q o ,  
3 .  p o u r  t o u t  j  E  {  0 ,  . . .  ,  k } ,  s i  ( B
1  
( j ) ,  . . .  ,  B z  ( j ) )  e s t  l e  c o d e  p o u r  u n  é t a t  q ,  a l o r s  
( B
1
( j  +  1 ) ,  . . .  ,  B z ( j  +  1 ) )  e s t  l e  c o d e  p o u r  l ' é t a t  q '  =  8 ( q ,  ( i h ( j ) ,  . . .  ,  A d ( j ) ) ) ,  
e t  
4 .  ( B
1
( k ) ,  . . .  , B
1
( k ) )  e s t  l e  c o d e  p o u r  u n  é t a t  f i n a l .  
A v e c  c e t t e  i n f o r m a t i o n ,  o n  p e u t  v o i r  q u e  l a  f o r m u l e  s u i v a n t e  d é c r i t  l e s  p o i n t s  
( 1 ) - ( 4 )  e t  q u ' e l l e  e s t  s a t i s f < 1 i t e  s i  e t  s e u l e m e n t  s i  ( A
1
,  . . .  ,  . A d )  E T :  
( : : J y ) ( : : J B 1 )  ·  ·  ·  ( : 3 B t )  
[  
d  d  l  
P x ( Y )  1 \  Y r  (y~ À x ( A i ) )  1 \ 6  ( ) . x ( A )  - < y ·  X )  1 \  6  ( X x ( 1 ,  B i ,  q o ( i ) ) ) l \  
1 \  
( ( c l ,  . . .  , c d ) , q , q ' )  
E  lF~ x  Q
2
;  
8 ( q ,  ( c i ,  . . .  ,  c d ) ) =  q '  
( V z ) ( P x ( z )  1 \  ( z  ~y) = ?  
(  
d  l  l  
6  X x ( z ,  A,~) 1 \  ~ X x ( z ,  B j ,  % )  = ?  ~ X x ( z  · X ,  B j ,  q ( j ) )  
1 \  V  A  X x ( Y ,  B i ,  q ( j ) ) ) ) ] ·  
q E F  j = l  
A v e c  c e t t e  d e r n i è r e  f o r m u l e ,  i l  e s t  p o s s i b l e  d e  d é f i n i r  d e s  l a n g a g e s  r a t i o n n e l s  d a n s  
n o t r e  l o g i q u e  d e  p r e m i e r  o r d r e ,  e t  d o n c  d e  v é r i f i e r  s i  u n  m o t  e s t  d a n s  u n  l a n g a g e  
d o n n é .  É t a n t  d o n n é  l a  t a i l l e  d e  c e t t e  f o r m u l e ,  n o u s  l a  r e m p l a ç o n s  p a r  l a  n o t a t i o n  
< p A ·  
E x e m p l e  3 . 3 .  P o u r  i l l u s t r e r  c o m m e n t  f o n c t i o n n e  c e t t e  f o r m u l e ,  c o n s i d é r o n s  l e  
t r i p l e t  ( R L  R
2
,  R
3
)  d e  l ' e x e m p l e  ~1.2 . C o n s i d é r o n s  à  p r é s e n t  u n  l a n g a g e  T  r e c o n n u  
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(0,0 ,0) 
(0,0,4) 
Figure 3.1 Automate de l'exemple 3.3 
par un automate à 4 états. Ces 4 états sont q0 , q1 , q2 et q3 et sont respectivement 
codés par les quadruplets (1, 0, 0, 0), (0, 1, 0, 0) , (0, 0, 1, 0) et (0, 0, 0, 1). Supposons 
que q0 est l'état initial, que q3 est le seul état final et que les seules transitions 
possibles sont celles qui vont d 'un état qi à Qi+l , ou bien de q3 à q3 . Un tel automate 
est représenté à la figure 3.1. Le triplet (R1 ,R2 , R3 ) fait partie du langage T si 
et seulement si il existe un quadruplet de polynômes (El> E2, E 3 , E4 ) tel que les 
quatre conditions énumérées ci-haut sont respectées. 
Premièrement m<-Lx{R1 , R2 , R3} = 4, donc pour respecter l'inégalité du point 1, 
on pose k = 4. Deuxièmement, (E1 (0) , E2 (0) , E 3 (0) ,E 4 (0)) doit être le code pour 
l'état initial. Dans cet exemple, l'état initial est codé par (1 , 0, 0, 0), donc E 1 doit 
avoir le terme constant 1 et E 2 , E 3 et E4 doivent avoir un terme constant nul. 
Troisièmement, ( E 1 (j + 1) , E2 (.j + 1) , E3 (.j + 1), E4 (.i + 1)) doit coder un état acces-
sible par (E1(j), E2(j) , E3(j) , E4(j) ) en lisant la lettre de Tepx(R1 , R2 , R3 ). Par 
exemple, (E1 (1), E2(1) , E3 (1), E 4 (1)) doit être (0, 1, 0, 0) suivant les transitions de 
notre automate, et on doit avoir la transition ( q0 , (0, 2, 0), q1) , car (0, 2, 0) est la 
première lettre du mot lu. Finalement, comme nous avons déjà posé k = 4, on 
doit avoir (E1(4), E 2(4),E3(4), E 4 (4)) = (0 , 0,0, 1) puisqu'il s agit de not re unique 
état final. 
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La suite d 'états visités est codée par 
(1 , 0, 0,0)(0, 1, 0,0) (0, 0, 1,0)(0,0,0, 1)(0,0,0, 1) 
et les quatre polynômes qui décrivent le comportement de l'automate sont B1 = 1, 
l12 = X , B3 = · X 2 , B4 = X 3 + X 4 , et ces polynômes respectent les quatre 
conditions nécessaires pour coder le comportement de l'automate. 
Notation 3 .4 . Nous écrivons <t?A(w) si w est dans le langage reconnu par A. 
3.2 Reconnaissabilité et définissabilité dans les séries formelles 
Dans cette section, nous abordons finalement la preuve de notre théorème princi-
pal. 
Théorème 3 .5. Soit L un langage de (JF~)w . Alors L est w-reconnaissable s'i et 
seulement s'il est définissable dans la stmctu1·e 
Démonstrat·ion. Montrons d'a.bord qu'un langage qui est w-reconnaissable est dé-
finissable. Soit A = (Q , YJ1~ , qd , F, S) un automate de Muller , où YJ;~ est l'alphabet 
de l'automate, Q est l'ensemble de ses états, qd est l'état init ial , F Ç P ( Q) est 
l'ensemble des sous-ensembles acceptants de l'automate et 8 est la fo nction de 
transition. Rappelons qu'un w-mot sera accepté par A si et seulement si l'en-
semble des états visités une infinité de fois appartient à F . Rappelons aussi que 
la classe des automates de Büchi et celle des automates de Muller sont équiva-
lentes , ce qui nous permet d'utiliser les automates de Muller pour cette partie de 
la preuve. 
On cherche alors à définir l'ensemble L(A) Ç (lFp[X])d, l'w-langage accepté par 
l 'automate de Muller A. Pour cela, nous allons définir la formule suivante pour 
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un automate A déterministe : 
où l'automate Aq est simplement l'automate A dans lequel nous avons remplacé 
l'ensemble des états d'acceptation par {q}. Rappelons que les formules i.pA et P re 
ont été définies respectivement à la notation 3.4 et à la définition 1.26 
Ainsi , pour un automate de Muller (déterministe) A et un de ses états q, on définit 
q~(A,q) ( u,, 1J) par « u, est un préfixe de v, et le chemin étiqueté par 'n dans I'' automate 
A termine à l'état q. » 
Soit w une série formelle , nous 'définissons w E L(A) par 
v 
SEF 
A 
q, q' E Q 
qES 
q' ~ s 
[Vy3u(Px(Y) 1\ ('nE lFp[X]) 1\ (ut :IJ) A rP(A,q)(u,w))A 
3y'~v(Px(Y') 1\ (v E !Fp[X]) 1\ ('v t y') A rP(A,q')(v, w))] 
La formule dit que , pour un S E F , ct pour tout couple d 'états (q , q') tel que 
q E S et q' rf. S, les conditions suivantes sont vérifiées : 
1) pour toute puissance de X , il existe un préfixe de w de degré plus grand qui 
finit son chemin à l'état q, 
2) il existe une puissance de X telle qu'aucun préfixe de w de degré plus grand 
ne finit son chemin à l'état q'. 
La condition (1) assure que w visite l'état q une infinité de fois, puisque nous 
pouvons trouver des préfixes de w arbitrairement grands qui finissent leur chemin 
dans l'automate A à l'état q. 
La condition (2) assure que w visite l 'état q' seulement un nombre fini de fois , 
puisqu' il existe une puissance de X telle que tout préfixe de w de degré plus grand 
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ne finira pas à l'état q'. Plus simplement, cela signifie que w cessera de visiter l'état 
q' après cette puissance de X. 
Comme nous vérifions la condition (1) pour tout état se trouvant dans S, et la 
condition (2) pour tous les autres états, et ce pour un S pris dans l'ensemble 
des sous-ensembles acceptants F , nous définissons exactement l'acceptation d 'un 
automate de Muller. 
Il nous reste alors à montrer que tout ensemble définissable dans la logique de 
premier ordre de la structure 
est w-roconnaissablo. 
Nous avons déjà vérifié au chapitre II que chaque ensemble défini par une formule 
atomique était w-reconnaissable. Autrement dit, il existe des automates de Büchi 
qui reconnaissent les ensembles suivants : 
- {w E lFp[X] 1 w E lFp[X]}, 
- { (11, v, w) E (1Fp[X])3 l ·u +v= w} , 
- { ( 11 , v) E (1Fp[X]) 2 1 u-< v}, 
- {(v., v) E (1Fp[X]) 2 1 tl. · X= v}, 
- {(u,v) E (1Fp[X])2 1 .-\x(1t) =v}, 
- {(u,v) E (lFp[X]) 2 1 Xx(u,v,k)} pour tout k E lFp . 
Nous pouvons alors procéder par récurrence sur la complexité d'une formule 
<p(A11 ... , Ad) contenant d variables libres. Nous pouvons supposer que ç(A1 , .. . , Ad) 
ne contient que les connecteurs logiques /\ , V et •, et le quantificateur existentiel 
3. 
Si ç(A11 ... , Ad) est une formule atomique, alors nous savons qu'il existe un au-
tomate de Büchi recormaissant l'ensemble qu'elle définit. 
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S i  c p ( A b · · · , A d )  e s t  u n e  f o r m u l e  d e  l a  f o r m e  • ' l f ; ( A I .  . . .  , A d ) ,  a l o r s  l ' a u t o m a t e  
q u i  r e c o n n a î t  l ' e n s e m b l e  d é f i n i  p a r  c p ( A
1
,  . . .  ,  A d )  e s t  l ' a u t o m a t e  q u i  r e c o n n a î t  l e  
c o m p l é m e n t  d u  l a n g a g e  d é f i n i  p a r  · 1 . / J .  C o m m e  l e s  l a J 1g a . g e s  w - r e c o n n a . i s s a b l e s  s o n t  
f e r m é s  p a r  l e  c o m p l é m e n t ,  n o u s  s a v o n s  q u e  c e t  a u t o m a t e  e x i s t e .  
S i  c p ( A
1
,  . . .  ,  A d )  e s t  u n e  f o r m u l e d e  l a  f o r m e  ' l j ;
1  
( A
1
,  . . .  ,  A d )  ! \ ·V ;
2
( A
1
,  . . .  ,  A d ) ,  a l o r s  
l ' a u t o m a t e  r e c o n n a i s s a n t  l ' e n s e m b l e  d é f i n i  p a r  c p ( A
1
,  . . .  ,  A d )  e s t  c e l u i  q u i  r e c o n -
n a î t  l ' i n t e r s e c t i o n  d e s  l a n g a g e s  d é f i n i s  p a r  1j ;
1  
e t  ' l j ;
2
.  E n c o r e  u n e  f o i s ,  l ' e x i s t e n c e  d e  
c e t  a u t o m a t e  p r o v i e n t  d u  f a i t  q u e  l e s  l a n g a g e s  w - r e c o n n a i s s a b l e s  s o n t  f e r m é s  p a r  
l ' i n t e r s e c t i o n .  
S i  < p ( A
1
,  . . .  ,  A d )  e s t  u n e  f o r m u l e  d e  l a  f o r m e  ' 1 . / J
1
( A
1
,  . . .  ,  A d )  V  ' l j ;
2
( A b  . . .  ,  A d ) ,  
a l o r s  l ' a u t o m a t e  r e c o n n a i s s a n t  l ' e n s e m b l e  d é f i n i  p a r  r p ( A
1
,  . . .  , A d )  e s t  c e l u i  q u i  
r e c o n n a î t  l ' u n i o n  d e s  l a n g a g e s  d é f i n i s  p a r  - l j ;
1  
e t  - l j ;
2
.  O n  s a i t  q u e  c e t  a u t o m a t e  
e x i s t e  c a r  l e s  l a n g a g e s  w - r e c o n n a i s s a b l c s  s o n t  f e r m é s  p a r  l ' u n i o n .  
F i n a l e m e n t ,  s i  < p ( A
1
,  . . .  , A d )  e s t  u n e  f o r m u l e  d e  l a  f o r m e  ( 3 A o ) ' l f ; ( A
0
,  A
1
,  . . .  , A d ) ,  
a l o r s  l ' a u t o m a t e  q u i  r e c o n n a î t  l ' e n s e m b l e  d é f i n i  p a r  c p ( A
1
,  . . .  ,  A d )  e s t  l ' a u t o m a t e  
q u i  r e c o n n a î t  l e  p r o j e c t i o n  s u r  ( A
1
,  . . .  ,  A d )  d e  l ' e n s e m b l e  d é f i n i  p a r  l a  f o r m u l e  
1 j ; ( A
0
,  A
1
,  . . .  ,  A d ) ·  E n c o r e  u n e  f o i s ,  u n  t e l  a u t o m a t e  e x i s t e  g r â c e  à  l a  f e r m e t u r e  
d e s  l a n g a g e s  w - r e c o n n a i s s a b l e s  p a r  l a  p r o j e c t i o n .  
D  
L a  d é m o n s t r a t i o n  d u  t h é o r è m e  3 . 5  a s s u r e  q u e  l e  t h é o r è m e  s u i v a n t  d e  H o d g s o n  
s ' a p p l i q u e ,  e t  o n  o b t i e n t  q u e  l a  s t r u c t u r e  
(IF'p [X~, I F ' p [ X J ,  + ,  0 ,  - < , · X ,  Àx ,  { X x ( · , · ,  k )  h EFp )  
e s t  d é c i d a b l e ,  c ' e s t - à - d i r e  q u ' i l  e x i s t e  u n e  p r o c é d u r e  p o u r  d é t e r m i n e r  e f f e c t i v e m e n t  
s i  u n  é n o n c é  q u e l c o n q u e  d e  l a  l o g i q u e  d e  p r e m i e r  o r d r e  d e  l a  s t r u c t u r e  e s t  v r a i  o u  
n o n  d a n s  c e t t e  s t r u c t u r e .  
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Théorème 3.6 ((Hod.gson, 198~~) , théorème 1.3) . Soit 1) une str·uctur·e Telation-
nelle à laq'uelle no'us associons le langage de premieT oni:re Lv. S'il existe une 
procédure effective permettant d'associer à toute formule 4>(1:1 , .. . , Xn) de Lv un 
w-automate acceptant l'ensemble défini par cette formule, alors la théorie Th(D) 
e8t décidable. 
3.3 Autres approches 
Cette section a pour but de mettre en évidence certains problèmes que nous avons 
rencontrés . Cette section montre qu'il y a des résultats négatifs qui expliquent 
pourquoi certaines approches n'ont pas été utilisées. 
3.3.1 L Un Apr)roche par la relation = . X·Yw 1.=1 z t 
Rappelons le théorème 2.10. Un langage Lest w-rationnel si et seulement s'il peut 
être écrit sous la forme 
n 
L = u xi~w, 
i=l 
où tout Xi et tout Yi est un langage rationnel. 
Au départ , nous voulions définir dans notre structure un langage L écrit sous 
cette forme. Malheureusement, nous n'avons pa..c; réussi à trouver une méthode 
qui permet de définir w E xyw) OÙ x et y sont des langages rationnels. Nous 
savons déjà que v. EX est définissable par la formule !fAx, où Ax est l'automate 
reconnaissant X , puisque le langage X est rationnel. A partir de A y , r automate 
reconnaissant le langage rationnel Y , nous avons vu que nous pouvons construire 
un automate reconnaissant Y* , disons B. Alors, pour définir yw, il suffit d 'utiliser 
la propriété que w E yw si et seulement si w possède une infinité de préfixes dans 
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Y*. Cela peut être défini pas la formule suivante : 
w E yw f----t (\iz) (:::Jv)[Px (z) 1\ 'PB(v) 1\ (z ::S Àx(v)) 1\ Pre( v, w)]. 
Cette formule dit que w E yw si et seulement si pour tout z une puissance de X , 
il existe un préfixe v de w qui est de degré égal ou plus grand que le degré de z , et 
qui est reconnu par l'automate B. Ainsi v sera un mot de Y* . En d 'autres mots, 
w E yw si et seulement si w possède une infinité de préfixes dans Y*. 
Cependant , même si nous avons une formule définissant un langage rationnel X et 
un w-langage yw , nous n 'avons pas réussi à définir l 'w-langage xyw _ On peut voir 
que w E xyw si ct seulement si il existe 'LL EX et v E yw tels que w = u+-\x (u) ·v. 
Or nous ne pouvons pas multiplier une série par une puissance de X quelconque 
dans notre structure : le graphe de la multiplication définie sur Px x IF'p[X] n'est 
pas w-reconnaissable, comme l'indique la proposition 2.19 . 
Cependant, lors d'une correspondance avec Luc Bélair, Françoise Point aurait 
récemment réussi à définir la concaténation à gauche par un langage rationnel 
dans une structure semblable à la nôtre . Dans sa lettre, elle définit u E xyw en 
contournant le problème soulevé par la proposition 2.19 . 
3.3.2 Approche par les automates de Büchi déterministes 
Nous nous sommes aussi demandé si le résultat ne pouvait pas être au moins 
partiellement vrai pour les automates de Büchi déterministes. Après tout, un w-
langage est reconnaissable par automate de Büchi déterministe si et seulement 
si il est la limite d'un langage reconnaissable par automate fini ce qui permet le 
théorème suivant. 
Théorème 3. 7. Si 'Un w-langage de (lFp)w est reconnaissable par automate de 
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B ü c h i  d é t e r m i n i s t e ,  a l o r s  i l  e s t  d é f i n i s s a b l e  d a n s  l a  s t r u c t u r e  
(lFp[X~, + ,  0 ,  - < , · X ,  À  x ,  { X x ( · , · ,  k )  } k E J F p ) .  
D é m o n s t r · a t i o n .  S o i t  L  u n  w - l a . n g a g e  r e c o n n u  p a r  u n  a u t o m a t e  d e  B ü c h i  d é t e r m i -
n i s t e  A =  ( l J , l F v , d , F , J ) .  A i n s i ,  o n  a L =  L w ( A ) .  S o i t  w  E L ,  e t  I n f ( w )  l ' e n s e m b l e  
d e s  é t a t s  v i s i t é s  u n e  i n f i n i t é  d e  f o i s  p a r  u n  c h e m i n  a c c e p t a n t  d e  w  d a n s  A .  C o m m e  
w e s t  a c c e p t é ,  n o u s  a v o n s  I n f ( w )  n F  = J .  0 ,  p a r  l a  d é f i n i t i o n  d ' a c c e p t a t i o n  d e s  a u -
t o m a t e s  d e  B ü c h i .  
C o n s i d é r o n s  l ' a u t o m a t e  f i n i  A ' =  (  Q ,  l F P ,  d ,  F ,  J ) .  L e s  a u t o m a t e s  A  c t  A '  o n t  e x a c -
t e m e n t  l e s  m ê m e s  é t a t s ,  é t a t s  i n i t i a u x ,  é t a t s  a c c e p t a n t s  e t  l e s  m ê m e s  t r a n s i t i o n s .  
L a  s e u l e  d i f f é r e n c e  e n t r e  l e s  d e u x  e s t  l a  m é t h o d e  d ' a c c e p t a t i o n  :  l ' u n  e s t  u n  a u -
t o m a t e  d e  B ü c h i  e t  l ' a u t r e  e s t  s i m p l e m e n t  u n  a u t o m a t e  f i n i .  O n  p e u t  f a c i l e m e n t  
r e m a r q u e r  q u ' u n  m o t  u  p a r c o u r r a  l e  m ê m e  c h e m i n  d a n s  A '  q u e  d a n s  A .  A i n s i ,  
o n  p e u t  r e m a r q u e r  q u e  w  E  L w ( A )  s i  e t  s e u l e m e n t  s i  w  p o s s è d e  u n e  i n f i n i t é  d e  
p r é f i x e s  ·a i  E  L ( A ' ) .  
C o m m e  l ' a u t o m a t e  f i n i  A '  e s t  d é t e r m i n i s t e ,  o n  p e u t  d é f i n i r  l e  l a n g a g e  q u ' i l  r e c o n -
n a î t  p a r  u n e  f o r m u l e  V J A ' ·  L a  f o r m u l e  s u i v a n t e  d é f i n i t  a l o r s  w  E  L w ( A )  :  
( ' v z ) ( 3 u ) ( P x ( z )  1 \  l F p [ X ] ( n )  1 \  z  : : S u  1 \  P r e ( n ,  w )  1 \  V J A '  ( n ) ) .  
P o u r  t o u t  z  q u i  e s t  u n e  p u i s s a n c e  d e  X ,  i l  e x i s t e  u n  p o l y n ô m e  ·u  t e l  q u e  · a  e s t  
d e  d e g r é  p l u s  g r a n d  q u e  l e  d e g r é  d e  z ,  t e l  q u e  ·u  e s t  u n  p r é f i x e  d e  w  e t  t e l  q u e  
u  e s t  a c c e p t é  p a r  l ' a u t o m a t e  f i n i  A '  c o n s t r u i t  à  p a r t i r  d e  l ' a u t o m a t e  d e  B ü c h i  
d é t e r m i n i s t e  A .  C e l a  s i g n i f i e  q u e  w  e s t  u n  m o t  a . c c : e p t é  p a r  1  ' a u t o m a t e  d e  B ü c : h i  
d é t e r m i n i s t e  A .  0  
C e p e n d a n t ,  b i e n  q u e  t o u t  l a n g a g e  r e c o n n u  p a r  a u t o m a t e  d e  B ü c h i  d é t e r m i n i s t e  
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Figure 3.2 Automate de Büchi pour JB"2[XJ 
peut être défini dans notre structure, nous ne pouvons reconnaître toute formule 
définissable. 
En effet, bien que nous puissions définir l'ensemble des polynômes dans notre 
structure, aucun automate de Büchi déterministe ne peut les reconnaître . Prenons 
l'automate de Büchi reconnaissant F2 [X ]. Cet automate reconnait l'ensemble des 
polynômes à coefficient dans IF2 , or il s'agit justement de l'automate de la figure 
2.1. Cet automate n 'est pas équivalent à un automate de Büchi déterministe, tel 
que vu dans la preuve du théorème 2.9. 
De plus, la classe des automates de Büchi déterministes n'est pas fermée par la 
projection, ce qui cause un problème lorsque l'on veut construire un automate 
reconnaissant un ensemble défini par une formule contenant un quantificateur 
existentiel. 
CONCLUSION 
Inspiré par (Rigo et vVaxweiler, 2011), ce mémoire avait pour but de trouver 
une structure logique de premier ordre sur les séries formelles dans laquelle toute 
formule définit un ensemble reconnaissable, et dans laquelle pour tout ensemble 
reconnaissable, il existe une formule le définissant. 
La section 3.3 a décrit les différents problèmes que nous avons rencontrés pour 
démontrer le théorème 3.5. Terminer ce mémoire par cette section permet de 
considérer en partie quels problèmes il serait intéressant de résoudre. Notamment, 
nous n'avons pas réussi à définir directement la concaténation à gauche dans notre 
structure. Or , comme la concaténation à gauche est w-reconnaissable, on sait qu'il 
doit être possible d'écrire une formule dans notre structure logique qui définit la 
concaténation. La missive de Françoise Point mentionnée précédemment semble 
le confirmer. 
Nous avons aussi démontré que tout ensemble reconnaissable par automate de Bü-
chi déterministe était définissable , et qu'il existe au moins un ensemble définissable 
qui ne peut être reconnu par automate de Büchi déterministe. Il n 'y a donc pas 
d 'équivalence entre reconnaissable (par Büchi déterministe) et définissable dans la 
structure donnée, mais il serait intéressant de trouver une structure pour laquelle 
l'équivalence tient. Cette structure devra être strictement moins expressive, tout 
comme les automates de Büchi déterministes par rapport aux non-déterministes. 
Le sujet des w-automates et de leurs liens avec la logique est beaucoup plus vaste 
que ce qui est couvert ici. Pour couvrir la matière plus profondément, je recom-
mande les ouvrages cités dans les références. 
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