Quasiperiodicity is a generalization of periodicity that was introduced in the early 1990s. Since then, dozens of algorithms for computing various types of quasiperiodicity were proposed. Our work is a step towards answering the question: "Which algorithm for computing quasiperiods to choose in practice?". The central notions of quasiperiodicity are covers and seeds. We implement algorithms for computing covers and seeds in the original and in new simplified versions and compare their efficiency on various types of data. We also discuss other known types of quasiperiodicity, distinguish partial covers as currently the most promising for large real-world data, and check their effectiveness using real-world data.
Introduction
Quasiperiodicity was introduced by Apostolico and Ehrenfeucht [8] as an extension of standard periodicity. The most basic type of a quasiperiod is a cover. We say that a string C is a cover of a string S if every position of S lies within an occurrence of C. A generalization of notion of cover is the notion of seed. A seed is a cover of a superstring of S. In other words, we allow the seed to cover positions of S with overhanging occurrences. For example, the shortest cover of string aabaaabaabaa is aabaa and the shortest seeds of this string are aaba and abaa.
An O(n)-time algorithm that computes the shortest cover of a string of length n was given by Apostolico et al. [9] . An O(n)-time on-line algorithm for the same problem was proposed by Breslauer [13] . Moore and Smyth [50, 51] proposed a linear-time algorithm computing all the covers of a string; its simpler implementation can be inferred from a recent work of Crochemore et al. [24] . Finally, Li and Smyth [49] developed a linear-time algorithm for computing the length of the longest cover of every prefix of a string. The output of their algorithm can be used to compute all the covers of any prefix of the string.
Seeds were introduced and first studied by Iliopoulos et al. [38] who proposed an O(n log n)-time algorithm computing a representation of all the seeds in a string of length n. A different algorithm with the same time complexity computing the shortest seed of a string was proposed by Christou et al. [20] ; they also showed how to fill in a gap in the algorithm of Iliopoulos et al. [38] . Finally, a linear-time algorithm for computing all the seeds was presented by Kociumaka et al. [46] ; it was simplified in a very recent technical report [45] .
Due to applications in molecular biology, both covers and seeds have been extended into the case of covering a string with multiple quasiperiods [42] . This way, the notions of k-covers [21, 37] , λ-covers [32] , and λ-seeds [30] were introduced. In applications such as molecular biology and computer-assisted music analysis, finding exact repetitions is not always sufficient; the same problem occurs for quasiperiodic repetitions. This led to the introduction of the notions of approximate covers and seeds [3, 4, 5, 34, 17, 53] , enhanced covers, partial covers and seeds [27, 33, 48, 47] , and approximate λ-covers [31] .
Other results in this area include computation of covers and seeds in the parallel [12, 14, 41 ] and streaming models [29] . Another line of research is finding maximal quasiperiodic substrings of a string, for which an O(n log 2 n)-time algorithm [8] and O(n log n)-time algorithms [16, 40] were proposed. Intermediate variants of quasiperiodicity between covers and seeds called left and right seeds were also considered [18, 20, 27] , as well as recovering a string from the set of covers of its prefixes [25] . Combinatorial properties of covers were presented in [2, 19, 39] . Covers were also considered in indeterminate [1, 6, 24, 36] and weighted strings [10, 11, 35] . A survey by Apostolico and Breslauer [7] describes in detail the algorithms [8, 13, 14, 41] , whereas a survey by Iliopoulos and Mouchard [39] describes the algorithms [8, 9, 38] . Early results on quasiperiodicity were also surveyed by Smyth [54] .
Our contributions.
• We provide implementations of known efficient algorithms for computing quasiperiods (covers, seeds) and approximate quasiperiods (partial covers) and compare their efficiency using extensive computer experiments.
• We show how to use a data structure called Joinable Segment Trees to obtain an alternative O(n log n)-time version of the linear-time algorithm for computing seeds that turns out to perform superior on practical data. The same data structure is used for efficient computation of partial covers.
• We perform a detailed review of the literature on quasiperiodicity and approximate quasiperiodicity, identify approaches which are currently most promising for computations on large practical data, and additionally point out a flaw in one of the known algorithms (computation of λ-covers).
Structure of the paper. In Section 3 we discuss in detail known linear-time algorithms for computing covers [9, 13, 50, 51, 24] and a folklore O(n log n)-time algorithm and compare their efficiency on the most basic problem of computing the shortest cover. For this, we use random data as well as semi-random data that is guaranteed to have non-trivial covers. In Section 4 we make the same type of comparison of algorithms for computing seeds: the O(n log n)-time algorithm [38] , the simplified version [45] of the O(n)-time algorithm [46] and a simpler O(n log n)-time version of [45] . Here the algorithms are much more involved, so their descriptions are necessarily rather sketchy. Finally, in Section 5 we discuss approximate variants of string quasiperiodicity, distinguish partial covers as currently the most promising on large real-world data, and test the O(n log n)-time algorithm for partial covers [48] both on artificial data and data from Pizza&Chili corpus 1 . For the O(n log n)-time implementations of the algorithms from [45, 48] , we use a compact segment tree data structure which is especially well suited in practice that we describe in Appendix C. The C++ programs that were used for comparisons are available at https://github.com/heurezjusz/ Quasiperiods. Our experiments were conducted on Intel R Core TM i7-7700HQ processor with 16GB RAM.
Preliminaries
The letters of a string T are numbered 1 through |T |. By T [i] we denote the i-th letter of T and by T [i, j] we denote T [i] . . . T [j] which we call a substring of T . For strings T and X, we denote
We say that an integer p is a period of a string T if T [i] = T [i + p] for all i = 1, . . . , |T | − p. By per(T ) we denote the smallest period of T . The string T is called periodic if 2 per(T ) ≤ |T |. We say that a string B is a border of T if B is both a prefix and a suffix of T . The border array B of T stores, as B[i], the length of the longest proper border of T [1, i] . It can be computed in linear time using the Knuth-Morris-Pratt (KMP) algorithm [44] .
For a set of integers A = {a 1 , . . . , a k }, a 1 < a 2 < · · · < a k , by maxgap(A) we denote the maximum distance between consecutive elements of A: maxgap(A) = max{a i − a i−1 : i = 2, . . . , k}. If |A| ≤ 1, we assume that maxgap(A) = ∞.
A string S is a seed of T if |S| ≤ |T | and S is a cover of some string containing T as a substring.
Computing covers
In this section we compare algorithms for computing covers. They are all relatively simple comparing to the algorithms for computing seeds, so we can afford to explain them with more details. We start by two algorithms which only compute the shortest cover of a string, a folklore one and the algorithm of Apostolico et al. [9] , proceed to the algorithm of Breslauer [13] which computes the shortest cover of every prefix of the string and finish by the algorithm by Moore and Smyth [50, 51] which computes all covers of a string. We decided not to consider the algorithm of Li and Smyth [49] that computes the longest cover array of a string since it is much more involved. Yet another linear-time algorithm for computing the shortest cover can be inferred as a special case of the linear-time algorithm for computing so-called enhanced covers [27] ; see Section 5. We also did not consider this algorithm in the following comparison.
The first two algorithms are based on a relation between covers and borders.
Observation 3.1. Let T be a string.
(a) A cover of T is a border of T .
(b) If T has a cover C and a border B such that |C| ≤ |B|, then C is also a cover of B.
(c) The shortest cover of T is not periodic.
A string is called superprimitive if it is equal to its shortest cover, and quasiperiodic otherwise.
Computing shortest cover
We describe two algorithms that compute only the shortest cover of a string, a folklore O(n log n)-time algorithm and the O(n)-time algorithm of Apostolico et al. [9] . Let b 1 < · · · < b k be the sequence of lengths of all borders of T . By Observation 3.1(a), these are all candidates for a cover of T . Both algorithms are based on a folklore fact that the sequence b 1 , . . . , b k can be partitioned into at most log n subsequences, each of which is an arithmetic sequence. Moreover, if any of these arithmetic sequences has at least 3 elements and difference p, then all the borders in this subsequence excluding possibly the first one are periodic with period p.
The algorithms use the fact that testing if a string S is a cover of a string T can be done in linear time by computing the set Occ T (S) using, say, the KMP algorithm and then applying the operation maxgap. The border array can also be used to compute all the borders of a string in linear time.
In the first algorithm we notice that if b i ≤ 2b i−1 , then the border of length b i is periodic. Hence, it cannot be the shortest cover by Observation 3.1(c). The number of the remaining indices i, for which b i > 2b i−1 , does not exceed log 2 n. Hence, we can check each of them as a candidate for the cover length. Let us call this algorithm Folk.
The algorithm of Apostolico et al. [9] , further denoted as AFI, is recursive. It starts by computing the longest border B of T . If |B| ≤ 2 3 n, it recursively finds the shortest cover of this border and checks whether it is a cover of T . If it is, the shortest cover of the border is returned as an answer, and otherwise the result is the whole T . Correctness of this step follows by Observation 3.1(b). Otherwise, B is periodic and instead of B it takes the longest shorter border B of T that is not periodic with the same period. We have |B | = p + n mod p, where p = n − |B|, so |B | ≤ 2 3 n. The recurrence on the time complexity,
Computing shortest cover on-line
The algorithm of Breslauer [13] , further denoted as Bres, is arguably the most popular algorithm for computing covers. It computes the shortest cover of every prefix of the string in an on-line manner. 
Computing all covers
The algorithm of Moore and Smyth [50, 51] computes all the covers of a string T . We describe its slightly simplified version that can be inferred from the work of Crochemore et al. [24] . The algorithm creates a list L of all positions {1, . . . , n} with an additional element n + 1. It performs n steps. In step i it removes from L all positions j which are not starting positions of occurrences of T [1, i]. Hence, after step i the list L represents Occ T (T [1, i] ). The algorithm stores the maxgap of L. If after the ith phase the maxgap of remaining elements is smaller than or equal to i, then T [1, i] is a cover of T . The maxgap of L can only increase, since the elements 1 and n + 1 are never removed. When an element is removed from L, the maxgap is maximized with the difference of its next and previous elements in L. Elements can be removed efficiently with the aid of an additional array that stores the position of each element from {1, . . . , n + 1} in L.
We only need to specify how to identify the elements of the list that are not occurrences of T [1, i] . The original algorithm [51] used a data structure called a border tree. A border tree is a rooted tree that contains a node for each position i ∈ {0, . . . , n} in T . The parent of i is the node B[i]. We chose a different, more direct solution [24] that uses the prefix array Pref which holds, as Pref[j], the length of the longest prefix of T such that T [1, ] = T [j, j + − 1]. The prefix array can be computed in O(n) time by a simple left-to-right scan [26] . Then position j should be removed from the list L at step number Pref[j] + 1.
We denote the resulting algorithm as MS.
Experimental evaluation
As it was mentioned in the beginning of this section, the algorithms serve different purposes. We compare their efficiency on the fundamental task of computing the shortest cover. Hence, this comparison is necessarily limited as it does not convey their different capabilities. For a string S, an equality relation states that a given pair of substrings, S[i, i + ] and S[j, j + ], match. Such relation is specified by a triple (i, j, ). In [28] a linear-time algorithm is presented that, given a collection of equality relations, constructs a string of a specified length over the largest possible alphabet that satisfies these relations. We used a simpler, O(n log n)-time version of this algorithm that was also described in [28] to generate quasiperiodic strings with a given set of occurrences of a cover.
General conclusions. Graphs that present the running time of the algorithms can be found in Appendix A.1. The best running times on the tests was achieved by the algorithms Folk and AFI, both achieving similar times. Performance of on-line algorithm Bres depended on string properties. The MS algorithm, capable of computing all covers of a string, was the slowest.
Two versions of MS algorithm. Because the algorithm computes a lot of auxiliary values, we compared its straightforward implementation with a second version that uses static arrays instead of dynamic std::vector. It is visible that static arrays take noticeable time for initialization, but it pays off in tests with longer strings.
Periodicity of the string. For this and the following paragraphs, see the graphs in Appendix A.2. The algorithm Bres slows down for small periods. One can notice that the slowdown seems to be linear in border length. The cause might be that in case of finding a cover of some prefix T [1, i] shorter than i, which happens quite often for short periods, the algorithm performs more write operations. The smaller the period is, the sooner the algorithm finds the cover which repeats with every period. This might create the effect visible on the plot.
The running times of algorithms Folk and AFI clearly depend on the period. An interesting split point is when the period reaches n 2 . The cause is probably that the AFI algorithm performs linear-time checks on prefixes of the input string, while the O(n log n)-time algorithm checks cover candidates on the whole string. The difference shows up when the input string has a short border.
Also there is a noticeable slowdown of the MS algorithm for short periods (i.e. 2, 3). The reason is that for such strings the Pref array achieves the largest values, and computation time of Pref depends on its maximum value.
Alphabet size. The running time does not seem to depend on the alphabet size. For small alphabets, all approaches have slightly worse execution times, but the reason is that strings consisting of less different letters are more likely to have some kind of regularity, which, as the experiments have shown, increases the execution times.
Shortest cover length.
There is no clear dependency on the cover length. Fluctuations of performance suggest that the running time probably depends on other properties of the string (like periodicity) caused by the existence of a cover.
Computing seeds
We consider three algorithms for computing seeds in a string of length n: an O(n log n)-time algorithm by Iliopoulos et al. [38] , an O(n)-time algorithm of Kociumaka et al. [45] and its simpler O(n log n)-time version.
Each of the three algorithms computes a linear representation of all seeds of the input string T . The representation is a set of packages. A single package is specified with three integers i, j 1 , j 2 and represents strings
. For example, for T = aabcab, the package (2, 4, 5) represents two strings: abc and abca. Kociumaka et al. [45] prove that all seeds of T can be represented as a linear number of such packages.
Consider an edge of the suffix tree of T , connecting two nodes u (parent) and v (child), denoted as e uv . Let us denote by |w| the depth of node w, which also is the length of the substring represented by this node. Note that all substrings represented by the edge e uv (excluding u and including v) can be represented by a single package (i suf , i suf + |u| + 1, i suf + |v|), where i suf is the starting position of the suffix of T represented by any leaf in the subtree of the node v.
The algorithm of Iliopoulos et al. [38] also uses packages on the reversed string T . An efficient way to convert between reversed and usual package representations is not known.
The main difference in the algorithms lies in how the maxgap values are computed for sets that represent substrings of the string T with the same occurrences.
4.1 O(n log n)-time algorithm of Iliopoulos et al. [38] Let us call this algorithm IMP. The algorithm uses Crochemore's partitioning; see [22] (see also [23, Section 9 .1]). The partitioning performs n steps; on the i-th step it maintains Occ T (S) as a sorted list for all i-length substrings S of T . The total time complexity of partitioning is O(n log n).
Iliopoulos et al. show that every substring of T of length greater than or equal to per(T ) is a seed of T . Their algorithm computes per(T ) and reports O(per(T )) packages with seeds longer than or equal to it. Then it performs per(T ) steps of Crochemore's partitioning to find all shorter seeds.
Iliopoulos et al. use the notion of a candidate set. A candidate set consists of substrings W i0 , W i1 , . . . , W i l of T such that |W ij | = i j = i 0 + j and Occ T (W ij ) = Occ T (W i0 ) = {pos 1 , pos 2 , . . . , pos k } for all j = 0, . . . , l. Note that a candidate set can be represented as a single package (pos 1 , pos 1 +i 0 −1, pos 1 +i l −1). The authors show how to determine the set of seeds from a candidate set in O(1) time, using pos 1 , pos k , i 0 , i l , maxgap(Occ T (W i0 )) and a number of auxiliary arrays that are precomputed in O(n) time using the KMP algorithm. Due to the auxiliary arrays the algorithm needs to be run twice -once on reversed T , what implies using reversed packages on the output.
The candidate sets can be found by Crochemore's partitioning. Let us assume that a single Occ T (S) list was created on step i 0 and was partitioned into smaller lists in step i l . It represents a candidate set of substrings W i0 , W i1 , . . . , W i l . Note that in Crochemore's partitioning, after elements from some list have been removed, the list does not have to be empty. In this case the remaining elements represent Occ T (W ) for some string W . This is the second way the Occ T lists are created in Crochemore's partitioning.
The candidate set can be computed from Occ T (W i l ) list just before it will be partitioned into smaller lists. The positions pos 1 and pos k can be found trivially, because the list is sorted. We can extend the list by the moment of its creation to find i 0 . The problem occurs when we want to extend the list by its maxgap, which will be updated in O(1) time when some element is removed. The problem is easy when one can assume that the smallest and the largest element are never removed from the list, as it was the case in the algorithm of Moore and Smyth [50, 51] that was described in Section 3.3. Unfortunately, it does not have to be the case during the partitioning.
For this issue, Christou et al. [20] proved that, in case of seeds computation, one can skip removing extreme elements from the list without losing correctness. Thus maxgap can be easily maintained, simply by not updating the maxgap value when an extreme element is removed. The original method for computing quasiseeds in O(n) time is described in Section 4.3. Here we describe a simpler method working in O(n log n) time that we used in the first implementation, called KKRRW-s.
Let us denote as e uv an edge of the suffix tree of T connecting the nodes u (parent) and v (child). All substrings of T represented by this edge have the same Occ T -they occur at the beginning of all suffixes of T represented by leaves in the subtree of v. The package containing all quasiseeds of T represented by e uv is (i suf , i suf + max(|u| + 1, maxgap(Occ T (v))), i suf + |v|), where i suf represents a starting position of any suffix of T in the subtree of v. Obviously if maxgap(Occ T (v)) > |v|, the edge e uv does not contain any quasiseeds.
To find all quasiseeds of T , one needs to compute maxgap(Occ T (v)) for every node v. In our implementation we used Joinable Segment Trees. Implementation details are described in Appendix C. A similar data structure was introduced in [43].
O(n)-time algorithm of Kociumaka et al. [45]
We denote this algorithm as KKRRW. The difference between the algorithms KKRRW-s and KKRRW lies in maxgap computation.
Kociumaka et al. prove a Gap Lemma which states that:
If a string T has at least 2 3 n − k + 1 substrings of length k, then T has no seed of length such that 2k − 2 ≤ ≤ n 6 . Note that "at least 2 3 n − k + 1 substrings of length k" can be described also as "at least 2 3 n substrings of length k including all prefixes of T of length smaller than k"; the latter is further denoted as β k (T ). One can easily conclude that β i (T ) ≤ β i+1 (T ) for all i.
The algorithm computes the maximum x such that β 4x−3 (T ) < 2 3 n (it can be done in O(n) time using the suffix tree of T ). Then it computes all seeds of T divided into three groups according to the Gap Lemma: long seeds, of length > n 6 , in O(n) time; medium seeds, of length x < < 2k − 2 = 2(4x − 3) − 2 < 8x, in O(n) time; and short seeds, of length < x, recursively on a string of length 2 3 n.
Long seeds. These are the seeds of length > n 6 . In the Gap Lemma the upper limit on does not depend on k. We can use this fact to count all long seeds in O(n) time. Left and right candidates are computed in the same way as in the O(n log n)-time version of the algorithm. In the computation of quasiseeds, we compute max(maxgap(Occ T (v)), n 6 + 1) for every node v of the suffix tree of T and then deduce the packages describing quasiseeds for every edge e uv basing on the values in v. The intersection of these three package representations can be computed in O(n) time.
Thanks to the fact that we want to compute only quasiseeds of length greater than n 6 , the algorithm computing maxgap(Occ T (v)) values for every node v is much simpler. We can split the list of positions 1, . . . , n into 6 blocks of equal lengths and for each block remember the first and the last occurrence of v in T . Values maxgap(Occ T (v)) that are greater than n 6 can be computed correctly from the 12 values remembered in the 6 blocks. We can create and update such a block structure in O(1) time, thus the total work necessary to compute long seeds is O(n).
Medium seeds. These are the seeds of length x < < 2k − 2 = 2(4x − 3) − 2 < 8x. In this case, a fact that a string S is a seed of T if and only if it is a seed of every substring of T of length 2|S| − 1 is used. Kociumaka et al. show that it is sufficient to compute seeds of substrings of T of length 16x with step 8x, that is T [1, 16x], T [8x + 1, 24x], T [16x + 1, 32x] and so on. The total length of the selected substrings is 2n. Note that we are looking for seeds of length at least x, so we can use similar method as in the computation of long seeds, but with 16 blocks. Intersection of solutions found of all such substrings can be computed in O(n) time, thus the total work necessary to compute the medium seeds is O(n). Short seeds. Finally, these are the seeds of length < x. Using the fact that was mentioned in the previous paragraph, we will find recursively seeds of all substrings of T of length 2x − 1 and compute an intersection of the results.
The algorithm first marks all positions covered by first occurrences of all substrings of T of length 2x−1 (the starting positions of these occurrences can be read from the suffix tree of T ). Then it recursively computes the seeds of strings created by maximal intervals of the marked positions. Note that every marked position p either is the middle letter of the first occurrence of a string T [p − 2x + 1, p + 2x − 1] of length 4x − 3 or is contained in the prefix T [1, 2x] . Because β 4x−3 < 2 3 n, the total number of marked positions is at most 2 3 n.
Total work of the algorithm is limited by c · n + c · 2 3 n + c · 2 2 3 2 n + . . . = c · 3n = O(n), where c is a constant.
Experimental Evaluation
We used Ukkonen's construction [55] of the suffix tree. The children of a node were indexed in a hash map by the letters of the alphabet.
The experimental evaluation (see Section B.1) shows that the O(n log n)-time KKRRW-s algorithm worked faster on experimental data than its original O(n) version KKRRW. Performance of the IMP algorithm depended on the type of the string. Low performance of the KKRRW algorithm is probably a result of a large constant. 2 On random data, the KKRRW-s algorithm had the best performance. The other two algorithms achieved similar times. On the other hand, on periodic strings the IMP algorithm becomes slightly better. The reason behind this is probably that the performance of the IMP algorithm strongly depends on the period and the shortest period of a random string is not likely to be smaller than n.
We checked dependencies of algorithm's performance on multiple properties of a string. The most interesting results are listed below.
String period. The plot clearly shows a linear dependency of the IMP algorithm on period length. For periods longer than n 2 it starts to behave like for random strings. The dependency of KKRRW algorithm is really interesting -it shows for which periods it starts to make recursive calls. We can see that the plot suddenly drops for a period about 2 3 n, which is the border for the first recursive call. The rule for subsequent recursive calls is more complicated, thus it is harder to predict the positions of smaller peaks.
Alphabet size. (See Section B.2.) We expected that the running times of all algorithms would not depend on the alphabet size. The outcome shows that the IMP and KKRRW algorithms performs slower for a smaller alphabet. For IMP the reason is the Crochemore's partitioning mechanism. For a smaller alphabet, when a list is split into shorter lists, it produces on average a smaller number of lists that are longer, which results in more splits overall. KKRRW slows down for a similar reason as for algorithms computing the shortest cover -strings consisting of a smaller number of letters are more likely to have some regularity, which slows down this solution.
Experiments do not show any dependency of shortest seed length on algorithms' performance. The huge fluctuations on the plot are a result of other string properties, which differed between tests.
Approximate and Generalized Quasiperiodicity

Comparison of Known Approaches
While quasiperiodicity was introduced as a generalization of periodicity [8] , the notions of covers and seeds can still be too restrictive in discovering repeating patterns in strings. To address this issue, approximate and generalized notions of quasiperiodicity were introduced.
If one allows just a portion of positions of the string to be covered, the notion of a partial cover is obtained. More precisely, we seek for all substrings of the string that cover at least a given number α of positions. E.g., aba is a partial cover of abababbaba which covers 8 positions of the string. Partial covers can be computed fast, in O(n log n) time [48] . If a string has a partial cover that covers α positions, then a maximum set of non-overlapping occurrences of this partial cover covers at least α/2 positions. Hence, finding a substring with a maximum number of non-overlapping occurrences [15] gives a good approximation of a partial cover. Another notion, of an enhanced cover, requires the partial cover to be a border of the string. Enhanced covers can be computed in O(n) time [27] , but at the same time they are more restrictive. A generalization of partial covers are partial seeds, in which letters covered by overhanging occurrences are also counted. They can also be computed in O(n log n) time [47] . The gain in comparison with partial covers takes place only near the ends of a string.
One can also consider the case that a given string S does not have an exact cover, but it is at a small distance from a string T that has an exact cover. This way, we obtain the notion of an approximate cover, as the shortest cover of a string T that has the minimum Hamming distance from a given string S. E.g., aba is an approximate cover of abababbaba because it is an exact cover of ababaababa that is at Hamming distance 1 from the string. Unfortunately, the problem of computing an approximate cover of a string is NP-hard [4] . Several relaxations of this problem were considered. If one knows the set of positions where the approximate cover occurs in the string T , then it can be computed in linear time [4, 5] . Unfortunately, this does not help if we know just the string S. Assuming that the approximate cover has at least one exact occurrence in the given string S, it can be computed in polynomial time. Unfortunately, the fastest known algorithm works in Ω(n 3 ) time [3] , which is unrealistic for big real-world data. An NP-hard version of approximate covers was also studied in [53] .
Yet another definition allows to cover the string with a family of strings that are all similar to one string that is considered an approximate cover. For the similarity measure, usually the Hamming distance is considered and a parameter k that is the maximum allowed distance is specified. In [34] an O(n 3 k)-time solution to the approximate cover problem with an additional assumption that the approximate cover is a substring of the given string is shown. Furthermore, [33] extended this definition in a natural way to approximate enhanced covers and proposed an equally fast algorithm for solving this problem (if, in addition, the approximate enhanced cover needs to be a border of the given string, it is shown that the problem can be solved in O(n 2 ) time). In the variant that allows overhanging occurrences, we obtain a notion of approximate seeds that was considered in [17] . If the approximate seed has an exact occurrence in the string, this work proposed an O(n 3 )-time algorithm for variants of the Hamming distance and an O(n 4 )-time algorithm for different variants of the edit distance. However, in the general case it is also shown that this problem is NP-complete.
A different line of research is obtained if one is looking for, instead of one cover, a family of λ strings, all of the same length k, whose occurrences cover the given string S. Depending on which of the parameters is specified, we obtain the problem of λ-covers or k-covers; the other parameter is to be minimized. E.g., abababbaba has a cover (ab, ba) with λ = k = 2. The k-covers problem is NP-complete [21, 37] . In [32] the authors claim that the λ-covers problem can be solved in O(n 2 ) time for a constant λ and a constant-sized alphabet. The analogously defined λ-seeds problem was considered in [30] , where an O(n 2 )-time algorithm is proposed, and a problem of approximate λ-covers was considered in [31] , where an O(n 4 )-time algorithm is proposed; in both cases λ and the size of the alphabet were assumed to be constant. In [32] it is stated that the algorithm actually computes all the sets of λ strings of equal length that cover the given string, under additional constraints that 1 < k < n/λ and that no proper subset of the λ strings covers the string S. However, the example below shows that the number of λ-covers under such definition can still be Ω(n λ ), so they cannot be computed in O(n 2 ) time. Example 5.1. Let the alphabet be {a, b 1 , . . . , b λ−1 }, for a constant λ, and consider the string
Then for every non-negative integers i 1 , j 1 , . . . , i λ−1 , j λ−1 such that
) forms a λ-cover of S consisting of strings of length i 1 + j 1 + 1.
The number of such λ-covers is Ω(m λ ) = Ω(|S| λ ). Indeed, for every m 2 ≤ i 1 + j 1 < m, there are at least m 2 options for each of the parameters i 1 , . . . , i λ−1 .
In conclusion, we have decided to implement and test the algorithm for partial covers, as a good example of a known algorithm for computing approximate quasiperiodicity with fast running time.
Partial Covers
In this problem we are to find all shortest substrings of a string T whose occurrences cover at least α positions of T .
The paper [48] provides the definition of a Cover Suffix Tree (CST) of T , which is a suffix tree of T where implicit nodes representing primitively rooted squares of T are converted to explicit ones. String U is primitive, if for any string V and integer k, V k = U implies V = U . A primitively rooted square is a string U 2 , where U is primitive. By known combinatorial results on squares in strings, this way only a linear number of nodes will be added.
The paper shows how to construct a CST of T in O(n log n) time with its nodes annotated by two values: cv(v) and ∆(v); cv(v) is the number of positions of T covered by occurrences of the string represented by node v and ∆(v) is the number of maximal fragments of T that are fully covered by occurrences of v. More formally, ∆(v) = 1 + |{i ∈ Occ T (v) : j − i > |v|, j is a successor of i in Occ T (v)}|.
Consider an edge e uv of CST, connecting two explicit nodes u (parent) and v (child). All implicit nodes on e uv have the same value ∆, which equals ∆(v). This means that for an implicit node w, ∆(w) = ∆(v) and cv(w) = cv(v) − (|v| − |w|)∆(v). Because cv values of all nodes on edge e uv form an arithmetic sequence, it is easy to determine whether on e uv there is a node w such that cv(w) ≥ α and find all such nodes with minimal depth.
This problem can be extended to All Partial Covers problem in which for each α ∈ {1, . . . , n} we are to find any shortest substring of T whose occurrences cover at least α positions of T . Consider an edge e uv containing k implicit nodes. We can represent it as a segment on N 2 plane connecting points (3, 4) , (4, 5) , (5, 8) ]. The paper [48] solves this problem in O(n log n) time using mergeable AVL trees. An equally efficient solution of this problem with JSTs that we used in our implementation is described in Appendix C.4.
Experimental Evaluation
The experiments on Pizza&Chili corpus have shown that in most cases the string which covers the maximum number of positions of the text is a letter which occurs most of the times. The original algorithm computes the shortest partial cover for a given α, so such a letter overwrote all other partial covers. We slightly changed the algorithm to report all partial covers (not only the shortest one) covering at least α positions, but the results were similar to ones achieved for random strings. The only shortest partial covers longer than one letter were detected in XML source: "journal" covering 7.5% of the text and "></article><articlemdate="200" covering 7.6% of the text. However, both of them are border-free and this corresponds to a non-overlapping partial cover.
Conclusions
The main purpose of this work was a practical and, to some extent, theoretical comparison of algorithms for computing various types of quasiperiods in strings. From our study we conclude that the area of approximate quasiperiodicity seems to require further study in order to develop approaches that are applicable in practice. We hope that this work will also be beneficial as a reference material on the state of the art in this area.
C Joinable Segment Trees
A segment tree (see, e.g., [52] ), also called a static range tree, is a data structure used for maintaining operations on sequences of a fixed length N in O(log N ) time. As a toy example, it allows to change a given element of the sequence and report the sum of a fragment of a sequence.
To create a segment tree, we choose the smallest power of 2, denoted as B (the base), which is greater than or equal to N . Then we build a full binary tree with B leaves. Consecutive leaves represent consecutive elements of the sequence. Last B − N leaves remain unused. A node of the tree which is not a leaf, v, accumulates information about a sequence fragment represented by leaves in its subtree. We will call it the fragment of v. In the example that was mentioned above, v stores the sum of elements of its fragment. The values stored in nodes should be easy to update after changing the value in a leaf. In the toy example, we could replace the value in every node on the path from the changed leaf to the root (in this order) using the sum of values stored in the children of this node.
The figure below shows an example segment tree for N = 6. 
C.1 Definition
By a joinable segment tree (JST) we mean a segment tree with memory optimization, that is, we will not store nodes which were not initialized with any value, and add them dynamically when they are necessary. Below there is an example of a JST with N = 6 in which only the values in the leaves 1, 2 and 6 were initialized. If we have two JSTs, T A and T B , containing disjoint sets of initialized leaves, we can join them into a JST T containing leaves from both T A and T B using the method shown below: 
C.2 Complexity
The total time complexity of creating and joining N JSTs, i-th of which containing only the i-th leaf initialized, is O(N log N ) and does not depend on the order of joins. Indeed, let us denote the length of the fragment of node v by F (v). In a full binary tree, the subtree of v would contain exactly 2F (v) − 2 edges. If during a join operation node v was updated, it means that at least one edge was added in its subtree. This means that during all join operations node v will be updated at most 2F (v) − 2 times. In total all nodes with equal F (v) value will be updated 
C.3 Maxgap problem
In this section we will describe how to compute maxgap(Occ T (v)) for every node v of the suffix tree of T .
For every node v of the suffix tree (from the leaves to the root) we compute a JST representing Occ T (v). Leaf i in such JST is initialized if and only if i ∈ Occ T (v). In every node v of the JST we store the minimum and the maximum element of Occ T (s) contained in the subtree of v and maxgap of all the elements from the subtree of v. The function update will look as following: To compute maxgap(Occ T (v)) we need to join all JSTs of the children of v.
C.4 Extended Disjoint Set Union
Here we describe how to extend the Union operation in Disjoint Set Union with computing the change list, that is needed for computation of partial covers. The Find operation is performed by a classical Find and Union structure. Extension for Union operation is performed on Joinable Segment Trees.
At the beginning we create n sets with labels 1, 2, . . . , n. The i-th set is a JST with the i-th leaf initialized with value i. A node of JST stores the minimum and the maximum value in its subtree. While joining trees A and B we will mark values from tree A with color c A , and values from tree B with color c B . Then, in the update operation we compare the maximum value of the left child (l max ) with the minimum value of the right child (r min ). If the colors of l max and r min are different, we add the (l max , r min ) pair to the resulting change list.
As we need colors only for the update operation, we do not need to mark values that are never used by it. So, if some node of the tree A is relinked as a child of the tree A ∪ B, and we do not call update on it, both of its values are marked with c A . An analogous rule holds for marking values in nodes of the tree B with c B . Hence, update copies colors along with the values.
All changes of the successor will be added to the change list, because every two consecutive elements i, j from A ∪ B will be compared in an update operation on the lowest common ancestor of the leaves i and j.
