A complicated family of trees with omega + 1 levels by Shelah, Saharon
ar
X
iv
:1
40
4.
24
14
v2
  [
ma
th.
LO
]  
1 F
eb
 20
16
A COMPLICATED FAMILY OF TREES WITH ω + 1 LEVELS
SAHARON SHELAH
Abstract. Our aim is to prove that if T is a complete first order theory,
which is not superstable (no knowledge on this notion is required), included in
a theory T1 then for any λ > |T1| there are 2λ models of T1 such that for any
two of them, the τ(T )-reducts of one is not elementarily embeddable into the
τ(T )-reduct of the other, thus completing the investigation of [Sh:a, Ch.VIII].
Note the difference with the case of unstable T : there λ ≥ |T1|+ ℵ0 suffices.
By [Sh:E59] it suffices for every such λ to find a complicated enough family
of trees with ω+1 levels of cardinality λ. If λ is regular this is done already in
[Sh:c, Ch.VIII]. The proof here (in sections 1,2) go by dividing to cases, each
with its own combinatorics. In particular we have to use guessing clubs which
was discovered for this aim.
In §3 we consider strongly ℵǫ-saturated models of stable T (so if you do not
know stability better just ignore this). We also deal with separable reduced
Abelian p-groups. We then deal with various improvements of the earlier
combinatorial results.
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Printed version of this exists since the early nineties. This was supposed to be Ch.VI to
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§ 0. Introduction
In [Sh:a, Ch.VIII,§2] for unsuperstable (complete first order) theory T , it was
proved that λ > |T |+ℵ1 ⇒ I˙(λ, T ) = 2λ, in fact for every T1 extending T, λ > µ =:
|T1|+ ℵ0 ⇒ I˙(λ, T1, T ) = 2λ, and we have gone to considerable troubles to prove it
for all cases, in ZFC (recall that I˙(λ, T ) = I˙(λ, T, T ) where I˙(λ, T1, T ) is the number
of τ(T )-reducts of models of T1 of cardinality λ up to isomorphism, where T ⊆ T1,
and now both are first order). I˙E˙(λ, T1, T ) is the maximal number of such models
no one elementarily embedded into another; see Definition [Sh:E59, 1.4=L1.4new].
Now [Sh:a, Ch.VIII,§2] gets results of the form I˙E˙(λ, T1, T ) = 2λ under some
constraints on λ > |T1| but have not tried to exhaust. In [Sh:136] this was put in
a more general framework (see [Sh:136] or [Sh:E59, §2]) with several applications
and more cases for λ > |T1|; the cases left open were:
(α) λ strong limit of cofinality ℵ0
and
(β) λ not strong limit, ¬(∃χ)[µ ≤ χ = χℵ0 < λ ≤ 2χ] (for example λ < 2ℵ0).
Looking through [Sh:a, Ch.VIII] you may get the impression that the general case
(λ > |T1|) is obviously true, just needs a proof (as this holds in so many cases
with diverse proofs). Now in addition to the accepted wisdom (at least among
mathematicians) that such arguments are not proofs, there was until recently (i.e.
before this was done in 1988) a reasonable argument for the other side: For most of
the cases which were left open in [Sh:a, Ch.VIII], their negations have been proved
consistent (by [Sh:100], [Sh:262]). However here we prove this in all the cases.
Here we replace the properties from [Sh:E59, §2] by stronger ones (variants of
“super unembeddable”), prove they imply the ones from [Sh:E59, §2], look at their
interrelations and mainly prove the existence of such families of trees for the various
cardinalities. In 1.9–1.16 we have the parallel of old theorems; in §2 new ones.
Lastly in 2.20 we draw the conclusions.
For this we prove in ZFC theorems of the form “there is a club-guessing sequence”
(continued, see [Sh:e, Ch.III], [Sh:572] and current summary in [Sh:E12]). Our main
theorem is 2.20: for λ > µ,Kωtr has the (λ, λ, µ,ℵ0)-super bigness property (defined
in 1.1, 1.4 below). As a consequence we here shall get that for λ > µ,Kωtr has the
full strong (λ, λ, µ,ℵ0)-bigness property (see definition in [Sh:E59, 2.5(3)=L2.3(3)],
by 3.1(2)).
Lastly in 2.20 we sum up what we get for Kωrtr for every λ > µ. The proof of 2.20
is split into cases (each being an earlier claim) using several combinatorial ideas (in
some we get stronger combinatorial results than in others).
We conclude deriving some further results dealing with some specific cases in §3.
In §3 we begin by deducing the results on I˙E˙(λ, T1, T ) being 2λ when λ >
|T1|, T ⊆ T1 are first order complete theories, T unsuperstable (in 3.1(1)).Then we
get similar results for the number of strongly ℵε-saturated models: the case which
require work is T stable not superstable λ = λ(T ) + ℵ1, T = T1 this require some
knowledge of stability theory but is not used elsewhere; naturally this require Ffℵ0 -
constructions. We then deal with the number of reduced separable abelian p˙-groups
on λ no one embeddable in another (not necessarily purely). We prove it assuming
λ > 2ℵ0 (in 3.25) for this we need to improve the main conclusion of §2 (in 3.23).
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In §1 we, in a sense, redo results from [Sh:c, §2,VIII] and [Sh:136] restated in
terms of super unembeddability in particular in 1.11.
The results in §2 were presented in a mini course in Rutgers, fall 88; it contains
“guessing clubs in ZFC”, which because of the delay in publication was also rep-
resented and continued in [Sh:g, Ch.III], see more [Sh:572]; printed version exists
since the early nineties.
The results on the number of strongly ℵε-saturated model 3.2 improve Theo-
rem [Sh:225, 2.1] and [Sh:225a, 2.1] (see explanations below in 3.3), they assume
knowledge of [Sh:a] or [Sh:c] but the reader can skip it as this theorem is not used
later and move to 3.23; some definitions are recalled in 3.3 below. We refer to
[Sh:E62] for various combination facts, see history there (this will help if the book
on non-structure will materialize).
We thank Haim Horowitz and Thilo Weinert for help in the proofs.
Convention 0.1. 1) Kωtr (defined in [Sh:E59, 1.9(4)=L1.7(4)]) is restricted (in this
section) to the cases each Suc(η) is well ordered, so I ∈ Kωtr is the class of trees
with ω + 1 levels expanded by a well ordering on each SucI(η).
2) Also Mµ,κ(J) from [Sh:E59, 2.4(b)=L2.2(b)].
3) Strong finitary, see Definition [Sh:E59, 2.5(5)=L2.3(5)] or here 1.5(A).
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§ 1. Properties saying trees are complicated
Definition 1.1. We say I ∈ Kωtr is (µ, κ)-super-unembeddable into J ∈ K
ω
tr if :
for every regular large enough χ∗ (for which {I, J, µ, κ} ⊆ H (χ∗)), for simplicity a
well ordering <∗χ∗ of H (χ
∗) and x ∈ H (χ∗) we have:
(∗) there are η,Mn, Nn (for n < ω) such that:
(i) Mn ≺ Nn ≺Mn+1 ≺ (H (χ∗),∈, <∗χ∗)
(ii) Mn ∩ µ =M0 ∩ µ and κ ⊆M0
(iii) I, J, µ, κ and x belong to M0
(iv) η ∈ P Iω
(v) for each n for some k, η↾k ∈Mn, η↾(k + 1) ∈ Nn\Mn
(vi) for each ν ∈ P Jω , for every large enough n
{ν↾ℓ : ℓ < ω} ∩Nn ⊆Mn.
Notation 1.2. We may write µ instead (µ, µ) and may omit it if µ = ℵ0.
Remark 1.3.
(1) The x can be omitted (and we get equivalent definition using a bigger
χ∗) but in using the definition, with x it is more natural: we construct
something from a sequence of I’s, we would like to show that there are no
objects such that ... and x will be such undesirable object in a proof by
contradiction
(2) We can also omit <∗κ at the price of increasing χ
∗.
Definition 1.4.
(1) Kωtr has the (χ, λ, µ, κ)-super-bigness property if : there are Iα ∈ (K
ω
tr)λ for
α < χ such that for α 6= β, Iα is (µ, κ)-super unembeddable into Iβ
(2) Kωtr has the full (χ, λ, µ, κ)-super-bigness property if :
there are Iα ∈ (Kωtr)λ for α < χ such that for α < χ, Iα is (µ, κ)-super
unembeddable into
∑
β<χ,β 6=α
Iβ
(3) We may omit κ if κ = ℵ0.
∗ ∗ ∗
The next definition gives many variants of Definition 1.1; but the reader may un-
derstand the rest of the section without it; just ignore 1.5, 1.6, 1.7, 1.8(1); and from
1.8 on, ignore the superscript to “super” (we are getting stronger results).
Definition 1.5. We say I ∈ Kωtr is (µ, κ)-super
ℓ-unembeddable into J ∈ Kωtr if one
of the following holds:
(A) ℓ = 1 and for every regular large enough cardinal χ∗ and x ∈ H (χ∗) where
{I, J, µ, κ} ∈ H (χ∗) and f : I → Mµ,κ(J), which is strongly finitary on
P Iω [i.e. for η ∈ P
I
ω , f(η) is strongly finitary in Mµ,κ(J); i.e. for some
n < ω and a strongly finitary term σ (in τµ,κ, which means that it has
finitely many subterms)], and g a function from I (really P Iω) to finite sets
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of ordinals there is η ∈ P Iω such that, letting f(η) = σ(ν0, . . . , νn−1), for
infinitely many k < ω there are M,N such that:
(i) M ≺ N ≺ (H (χ∗),∈, <∗χ∗),
(ii) M ∩ µ = N ∩ µ, κ ⊆M ,
(iii) {I, J, µ, κ, x} ∈M ,
(iv) η↾k ∈M
(v) η↾(k + 1) ∈ N \M ,
(vi) for each m < n:
(a) νm ∈M or
(b) for some km, νm↾km ∈M, νm(km) /∈ N or
(c) ℓg(νm) = ω, νm /∈ N, (∀ℓ < ω[νm↾ℓ ∈M ]
(vii) if α = νm(km) (so clause (vi)(b) holds for νm, km) or α ∈ g(η) then:
Min[(χ∗ \ α) ∩M ] = Min[(χ∗ \ α) ∩N ]
(B) ℓ = 2 and for every regular large enough χ∗ satisfying {I, J, µ, κ} ∈ H (χ∗)
and x ∈ H (χ∗) there is η ∈ P Iω such that:
(∗) for any finite w ⊆ χ∗, n < ω and ν0, ..., νn−1 ∈ J , for infinitely many
k < ω there are M,N such that:
(i) M ≺ N ≺ (H (χ∗),∈, <∗χ∗)
(ii) M ∩ µ = N ∩ µ, κ ⊆M ,
(iii) I, J, µ, κ, x ∈M ,
(iv) η↾k ∈M
(v) η↾(k + 1) ∈ N\M
(vi) for each m < n one of the following occurs:
(a) νm ∈M
(b) for some km < ω, νm↾km ∈M, νm↾(km + 1) /∈ N
(c) ℓg(νm) = ω, νm /∈ N, (∀ℓ < ω)[νm↾ℓ ∈M ]
(vii) for each α, if α = νm(km) (where m < n, νm satisfies (b) of (vi)) or
α ∈ w then1:
Min(M ∩ χ∗ \ α) = Min(N ∩ χ∗ \ α).
(C) ℓ = 3, and for every regular large enough χ∗ and x ∈ H (χ∗) such that
{I, J, µ, κ} ∈ H (χ∗), there is η ∈ P Iω such that for any n < ω, ν0, . . . , νn−1 ∈
J , there are
〈Mi, Ni : i < ω〉, 〈< k
i, ki0, . . . , k
i
n(i)−1 >: i < ω〉
such that: Mi, Ni, k
i, ki0, ..., k
i
n(i)−1 satisfy (i) — (vii) of 1.5(B) omitting
“or α ∈ w” in clause (vii) ki ≥ i, with ki, ki0, ..., k
i
n(i)−1 here standing for
k, k0, ..., kn−1 there and
Mi ≺ Ni ≺Mi+1,Mi ∩ µ = Ni ∩ µ, κ ⊆M0
(we can assume kiℓ ≤ k
i+1
ℓ )
1e.g. both can be undefined
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(D) ℓ = 4 and for every regular large enough χ∗ (for which {I, J, µ, κ} ⊆ H (χ∗))
and x ∈ H (χ∗) we have
(∗) there are η, D˙ and Mn for n < ω such that:
(i) Mn ≺Mn+1 ≺ (H (χ∗),∈, <∗χ∗)
(ii) Mn ∩ µ =M0 ∩ µ and κ ⊆M0
(iii) I, J, µ, κ and x belongs to M0
(iv) η ∈ I, in fact η ∈ P Iω
(v) D˙ is a filter on ω containing the filter of all co-finite sets (usually
it is equal to it)
(vi) {n < ω: for some k, η↾k ∈Mn, η↾(k+1) ∈ (Mn+1\Mn)} belongs
to D˙
(vii) for every ν ∈ P Jω we have
{n: for some k < ω, ν↾k ∈Mn, ν↾(k + 1) ∈Mn+1 \Mn}
is ∅ mod D˙
(D−) ℓ = 4−, and the condition of (D) holds just weakening (ii) to:
(ii)′ {n :Mn ∩ µ =Mn+1 ∩ µ} ∈ D˙ and κ ⊆M0
(D+) ℓ = 4+, and the condition of 1.1 holds (so (µ, κ)-super4
+
-unembeddable
means (µ, κ)-super-unembeddable)
(E) ℓ = 5, and for every regular large enough χ∗ (for which {I, J, µ, κ} ⊆
H (χ∗)) and x ∈ H (χ∗) we have
(∗) there are η, D˙,Mn (for n < ω) such that:
(i) Mn ≺Mn+1 ≺ (H (χ∗),∈, <∗χ∗)
(ii) µ ⊆Mn ∈Mn+1 (so κ ⊆M0)
(iii) I, J, µ, κ and x belong to M0
(iv) η ∈ I, in fact, η ∈ P Iω
(v) D˙ is a filter on ω containing the filter of all co-finite sets (usually
it is equal to it)
(vi) {n < ω: for some k, η↾k ∈Mn, η↾(k+1) ∈ (Mn+1\Mn)} belongs
to D˙
(vii) for every ν ∈ P Jω we have {n: for some k < ω, ν↾k ∈Mn, ν↾(k+
1) ∈Mn+1 \Mn} is ≡ ∅ mod D˙.
(F ) ℓ = 6 and for every regular large enough χ∗ for which {I, J, µ, κ} ∈ H (χ∗),
and x ∈ H (χ∗) there are 〈Mn : n < ω〉, η such that:
(∗) (i) Mn ≺Mn+1 ≺ (H (χ∗),∈, <∗χ∗),
(ii) Mn ∩ µ =M0 ∩ µ and κ ⊆M0
(iii) {I, J, µ, κ, x} ⊆M0
(iv) η ∈ P Iω
(v) η↾n ∈Mn,
(vi) η↾(n+ 1) /∈Mn
(vii) for every ν ∈ P Jω , for some n, {ν↾ℓ : ℓ < ω} ∩ (
⋃
m<ω
Mm) ⊆Mn
(F+) ℓ = 6+ and (i) - (v) of (F) and
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(vii)+ for every ν ∈ P Jω we have [
∧
ℓ
ν↾ℓ ∈
⋃
n<ω
Mn]⇒ ν ∈
⋃
n<ω
Mn
(F−) ℓ = 6− and the conditions in (F) hold but replace clause (v) by
(v)− (∀n)(∃m)[η ↾ n ∈Mm] but (∀m)(∃n)[η ↾ n /∈Mm]
(F±) ℓ = 6±, and the condition in (F) when we make both changes
(G−) ℓ = 7− and for every regular large enough χ∗ for which {I, J, µ, κ} ∈ H (χ∗)
and x ∈ H (χ∗) we have
(∗) there are Mn(n < ω), η such that:
(i) Mn ≺Mn+1 ≺ (H (χ∗),∈, <∗χ∗)
(ii) Mn ∈Mn+1, µ ⊆M0
(iii) {I, J, µ, κ, x} ∈M0
(iv) η ∈ P Iω
(v) for every k < ω, η↾k ∈
⋃
n<ω
Mn
(vi) for every n for some k, η↾k /∈Mn
(vii) for every ν ∈ P Jω , for some n
{ν↾ℓ : ℓ < ω} ∩ (
⋃
m<ω
Mm) ⊆Mn
(G) ℓ = 7 and (i) - (iv),(vii) of (G−) and
(v)+ η ↾ n ∈Mn,
(vi)+ η↾(n+ 1) /∈Mn
(G+) ℓ = 7+ and (i) — (iv),(v)+,(vi)+ of (G−) and
(vii)+ for every ν ∈ P Jω
{ν↾ℓ : ℓ < ω} ⊆
⋃
m<ω
Mm ⇒ ν ∈
⋃
m<ω
Mm
(G±) ℓ = 7± and (i)-(iv) of (G)− and (vii)+ of (G+) and
(vi)+ for every n, for some k we have η↾k ∈Mn, η↾(k + 1) ∈Mn+1 \Mn .
Definition 1.6. The parallel of 1.4 with superℓ instead super.
Fact 1.7.
(1) If I ∈ Kωtr is (µ, κ)-super
m-unembeddable into J ∈ Kωtr then I is (µ, κ)-
superℓ-unembeddable into J when 1 ≤ ℓ ≤ m ≤ 7, (ℓ,m) 6= (5, 6), ℓ,m ∈
{1, 2, 3, 4, 5, 6, 7} and when (ℓ,m) ∈ {(3, 4−), (4−, 4), (4, 4+), (4+, 6), (6, 6+), (4+, 7−),
(7−, 7), (7, 7+), (7−, 7±), (7±, 7+), (6+, 7+), (6, 7), (6−, 6±), (6±, 6+)}
(2) ifKωtr has the (χ, λ, µ, κ)-super
m-bigness property then Kωtr has the (χ, λ, µ, κ)-
superℓ-bigness property for (ℓ,m) as above
(3) If Kωtr has the full (χ, λ, µ, κ)-super
m-bigness property then Kωtr has the full
(χ, λ, µ, κ)-superℓ-bigness property for (ℓ,m) as above
(4) All those properties has obvious monotonicity properties: we can decrease
µ, κ and χ and increase λ (if we add to I a well ordered set in level 1,
nothing happens)
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(5) The notions
“(µ, κ)-super4
+
-unembeddable” and
“(µ, κ)-super-unembeddable” are the same; also
“[full](χ, λ, µ, κ)-super4
+
-bigness” and
“[full](χ, λ, µ, κ)-super bigness” are the same.
Proof. Left to the reader. 
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Implication Diagram
1
❄
2
❄
3
❄
4−
❄
4
❄
4+
❄
6
6+
❅
❅❘
7
 
 ✠
7+
❅
❅❘
 
 ✠
 
 
 ✠
7−
❄
5
❅❅❘
We shall now observe two things:
First (1.8(1)) the “full” version (see Def. 1.4,1.6) is much stronger (increasing
the χ) hence we shall later concentrate on it.
Second (1.8(2)), the super version (from here) implies the “strong” version from
III §2, hence for example implies the results on unsuperstable theories.
Claim 1.8. 1) If Kωtr has full (χ, λ, µ, κ)-super
ℓ-bigness property, then Kωtr has the
(2Min{λ,χ}, λ, µ, κ)-superℓ-bigness property.
2) If Kωtr has the [full](χ, λ, µ
<κ, 2<κ)-superℓ-bigness property, (χ ≥ λ) then Kωtr
has the [full] strong (χ, λ, µ, κ)-bigness property for ϕtr for functions f which are
strongly finitary on Pω (see Definition 1.5(A) or [Sh:E59, 2.5(5)=L2.3(5)]).
Proof. 1) Easy (and similar in essence to [Sh:E59, 2.19(1)=L2.8(1)]. Suppose
〈Iα : α < χ〉 witnesses the full (χ, λ, µ, κ)-superℓ-bigness property, and (by 1.7(4))
without loss of generality χ ≤ λ. Without loss of generality the Iα’s have a com-
mon root <>, and except this are pairwise disjoint. We can find 〈Aα : α < 2χ〉
such that:
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Aα ⊆ χ, |Aα| ≤ λ and [α 6= β ⇒ Aα * Aβ ]
(use just A ⊆ λ such that [2α ∈ A⇔ 2α+ 1 /∈ A]).
Now let
I∗α :=
∑
i∈Aα
Ii, defined naturally: the universe is the union of the universes,
each Ii a submodel of I
∗
α and the lexicographic order is such that
[i < j&η ∈ Ii \ {<>}& ν ∈ Ij \ {<>} ⇒ η <ℓx ν].
[Note: χ > 2λ never occurs].
2) It suffices, of course, to prove for the case ℓ = 1, and clearly it suffices to show
the following. 1.8
Subclaim 1.9. If I ∈ Kωtr is (µ
<κ, 2<κ)-super1-unembeddable into J ∈ Kωtr then I
is strongly ϕtr-unembeddable for (µ, κ) into J , for functions f which are strongly
finitary on P Iω (see [Sh:E59, 2.5=L2.3(5)]).
Proof. Without loss of generality I, J are subsets of ω≥θ for some cardinal θ (see 0.1
and [Sh:E59, 1.9(2)=L1.7(2)]), and let <∗ be a well ordering of Mµ,κ[J ] (respecting
being a subterm, i.e. if a is a subterm of b then a ≤∗ b). Suppose f is a function
from I into Mµ,κ(J), so
(∗)1 for η ∈ I, we have f(η) = ση(νη,0, ..., νη,i, ...)i<αη for some αη < κ, νη,i ∈ J .
Recalling f is strongly finitary on Pω we have
(∗)2 η ∈ P Iω ⇒ αη < ω& [ση has finitely many subterms].
Let χ be regular large enough, x = 〈µ, κ, I, J, f〉 and define for η ∈ P Iω ,
(∗)3 g(η) = {α: the α-th element by <∗ is a subterm of f(η)}
which is finite (so we use “the strongly finitary” so that g(η) is finite, this is the
only use). We shall now use Definition 1.5(A).
So let η, k,M,N be as in (A) of Definition 1.5 (so we use just one k), hence
ση(νη,0, . . . , νη,i, . . .)i<αη is well defined. So by reordering νη,ℓ(ℓ < αη) we can
have: there are n0 < n1 < n2 = αη such that:
(∗)4 (a) for ℓ < n0, νη,ℓ ∈M ,
(b) for ℓ ∈ [n0, n1) for a (unique) kℓ, νη,ℓ↾kℓ ∈M, νη,ℓ(kℓ) /∈ N and
γℓ := min{γ : γ an ordinal from M, νη,ℓ(kℓ) ≤ γ}
= min{γ : γ an ordinal from N, νη,ℓ(kℓ) ≤ γ}
(c) for ℓ ∈ [n1, n2), νη,ℓ /∈ N but {ν↾m : m < ω} ⊆M .
Clearly k was chosen together with η,M,N and the sequence 〈νη↾(k+1),i : i <
αη↾(k+1)〉 evidently belong to N (as f ∈ N and η↾(k + 1) belongs to N).
Now
(∗)5 for each ℓ ∈ [n1, n2) for some kℓ < ω (necessarily not defined in clause (b)
above as there ℓ ∈ [n0, n1)) we have: νη,ℓ↾kℓ /∈ A1 := B0 ∪B1 ∪B2 where
A COMPLICATED FAMILY OF TREES 11
• B0 = {νη↾(k+1),i↾m : k < ω,m ≤ ℓg(νη↾(k+1),i, i < αη↾(k+1)}
• B1 = {νη,j↾m : j < n0,m ≤ ℓg(νη,j)}
• B2 = {(νη,ℓ↾kj)⌢ 〈γj〉 : j ∈ [n0, n1)}.
[Recall γj is from (∗)3(b).]
[Why (∗)5?
Case 1: κ > ℵ0
So for each ℓ ∈ [n1, n2) if no such kℓ exists, then {νη,ℓ↾m : m < ω} is a subset of
the set A1 appearing in the right side above, which belongs to N .
[Why? The first set B0 in the union belongs to N as η↾(k + 1) ∈ N by the choice
of η, k,M,N . The second set B1 as j < η0 ; νη,j ∈ M by (∗)4(a), i.e. the choice
of η0 and the third set B2 by the choice of γj in (∗)4(b).]
Now A1 has cardinality < κ (as αη↾(k+1) < κ ∧ ℵ0 < κ); hence A1 ⊆ N and (as
2<κ+1 ⊆M because 2<κ in 1.9 plays the role of κ in Definition 1.6 recalling we are
assuming κ > ℵ0) not only is included in it, but every ω-sequence from it belongs
to N , hence νη,ℓ ∈ N , contradicting ℓ ∈ [n1, n2).
Case 2: κ = ℵ0
So αη↾(k+1) < ω and let ℓ ∈ [n1, n2); toward contradiction assume the conclusion
in (∗)5 fails for ℓ. So one of the following possibly occurs. First, if (∃∞m)νη,ℓ↾m ∈
B0, then for some i < αη↾(k+1) for infinitely manym < ω, νη,ℓ↾m = νη↾(k+1),i↾m. As
ℓg(νη,ℓ) = ω (remembering ℓ ∈ [n1, n2)) this implies νη,ℓ = νη↾(k+1),i, but νη↾(k+1),i
belongs to N whereas νη,ℓ does not belong to N (remembering ℓ ∈ [n1, n2)), con-
tradiction. Second, if (∃∞m)(νη,ℓ↾m ∈ B1), similarly some j < n0, νη,ℓ = νη,j but
j < n0 ⊆ ℓ, contradiction to (∗)a. Third, if (∃∞n)(νη,ℓ↾m ∈ B2) but B2 is finite,
contradiction. So (∗)5 holds indeed.]
Note:
(∗)6 ση↾(k+1) belongs to M .
[Why? It belongs to N (as f, η↾(k + 1) ∈ N) and it belongs to a set of cardinality
µ<κ from M (the set of τµ,κ-terms) and M ∩ µ<κ = N ∩ µ<κ by clause (ii) of
Definition 1.5(A) as in subclaim 1.9 the cardinal µ<κ play the role of µ in 1.5(A)].
Now recalling the definition of ϕtr (in [Sh:E59, 2.9=L2.4A]) and of unembeddable
(in [Sh:E59, 2.5(1)=L2.3(1)]) clearly it is enough to show:
(∗)7 there is ρ such that:
(A) ρ ∈ P Ik+1, ρ(k) 6= η(k), ρ↾k = η↾k, ρ ∈ M and σρ = ση↾(k+1) (so
αρ = αη↾(k+1))
(B) the sequence 〈νρ,i : i < αρ〉 is similar (i.e. realizes the same quantifier
type in (J<∗)) to 〈νη↾(k+1),i : i < αη↾(k+1)〉 over the set
A2 = {νη,ℓ : ℓ < n0} ∪{(νη,ℓ↾kℓ)ˆ〈γℓ〉 : ℓ ∈ [n0, n1)}
∪{νη,ℓ↾kℓ : ℓ ∈ [n1, n2)}
(C) A3,ρ = A3,η↾(k+1) and A4,ρ,η = A4,η↾(k+1),η
where for ρ ∈ I
• A3,̺ = {(σ1, σ2) : σ1, σ2 subterms of σρ
and σ1(. . . , ν̺,i, . . .) <
∗ σ2(. . . , νη,̺,i, . . .}
and
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• A4,ℓ,η = {(ι, σ1, σ3) : ι ∈ {0, 1}, σ1 subterm of σρ, σ3 a subterm of
ση, ι = 0⇒ and σ1(. . . , νη↾(k+1),i, . . .) <
∗ σ3(. . . , νη,i, . . .),
ι = 1⇒ they are equivalent}
(∗)8 the sets A3,ρ, A4,ρ,η belongs to M .
[Why? Like the proof of (∗)6, remembering (∗)6.]
Now the set A2 is a finite subset of M by (∗)3(a), the choice of kℓ in (∗)3(b) and
the choice of kℓ in (∗)5. Also the “similarly type in J” of 〈νη↾(k+1),i : i < αη↾(k+1)〉
overA2 belongs toM (in whatever reasonable way we represent it), as the set of such
similarly types over A is of cardinality ≤ 2κ and it belongs to M . Hence there is a
first order formula ψ(x) (in the vocabulary of (H (χ),∈, <∗χ)), with parameters from
M saying x ∈ I is an immediate successor of η↾k, σx = ση↾(k+1), and 〈νx,i : i < αx〉
is similar to 〈νη↾(k+1),i : i < αη↾(k+1)〉 over A2 in J and an expression of (C) from
(∗)7 (using the choice of g and (vii) of 1.5 clause (A)). So there is a solution to ψ in
M (as M ≺ N ≺ (H (χ),∈, <∗χ)), now η↾(k + 1) cannot be the first in {x : ψ(x)},
but the first is in M , hence there is an x ∈M such that ψ(x)& x <ℓx η↾(k+1). So
we have finished. 1.9
Remark 1.10. If we weaken the conclusion “I is strongly ϕtr-unembeddable...” to “I
is ϕtr-unembeddable” (see Definition [Sh:E59, 2.5(1)=L2.3(1)]) then we can weaken
the demand on f to “f(η) is finitary for η ∈ P Iω”.
Claim 1.11. 1) If λ is regular > µ then Kωtr has the full (λ, λ, µ, µ)-super
7± -bigness
property.
2) If λ is singular > χ = χκ and 2χ ≥ λ then Kωtr has the full (λ, λ, χ,ℵ0)-super
6-
bigness property (even the full (2χ, λ, χ, κ)-super6 bigness property) getting Mn’s
such that (∀θ)[κθ = κ ⇒ θ(Mn) ⊆ Mn]; so if κℵ0 = κ we actually have the full
(λ, λ, χ, κ)-super6
+
-bigness property (and even the full (2χ, λ, χ, κ)-super6
+
bigness
property).
3) If λ is strong limit singular of cofinality > κ ≥ ℵ0, κ ≤ µ < λ then Kωtr has the
full (λ, λ, µ, κ)-super6-bigness property and even the full (2λ, λ, µ, κ)-super6-bigness
property.
4) We can in (3) weaken “λ strong limit” to (∀θ < λ)[θκ < λ].
Remark 1.12. On part (1) see also 2.13.
Proof. 1) Previous version is the proof of [Sh:a, Ch.VIII 2.2]), latter versions is
3.23(1) case 1, (and see in [Sh:511]) but we give it fully.
Let S = {δ < λ : cf(δ) = ω}, let 〈Sζ : ζ < λ〉 be a sequence of pairwise disjoint
stationary subsets of S. For each ζ we can find C¯ = 〈Cδ : δ ∈ Sζ〉 such that:
(a) Cδ is a club of δ
(b) otp(Cδ) = ω.
For δ ∈ Sζ let ηδ ∈ ωλ be defined by:
ηδ(n) is the (2n)-th member of Cδ.
For ζ < λ let Iζ =
ω>λ ∪ {ηδ : δ ∈ Sζ}, and we shall show that 〈Iζ : ζ < λ〉
exemplify the conclusion (for super7
±
).
So let ζ(∗) < λ, I := Iζ(∗) and J =:
∑
ζ 6=ζ(∗)
Iζ .
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Let χ∗ be regular large enough, <∗χ∗ a well ordering of H (χ
∗) and x ∈ H (χ∗).
We choose by induction on α < λ,M∗α such that:
(α) M∗α ≺ (H (χ),∈, <
∗
χ) increasing and continuous with α
(β) ‖M∗α‖ < λ
(γ) M∗α ∩ λ an ordinal
(δ) 〈M∗β : β ≤ α〉 belongs to M
∗
α+1
(ε) µ ⊆M∗0
(ζ) λ, µ, I, J, x, 〈〈ηδ : δ ∈ Sζ〉 : ζ < λ〉, 〈Iζ : ζ < λ〉 and ζ(∗) belong to M∗0 .
Let E = {δ < λ : M∗δ ∩ λ = δ}, it is a club of λ (by clauses (γ), (δ)), so for some
δ(∗) ∈ Sζ(∗) we have δ(∗) ∈ acc(E). Let 〈mℓ : ℓ < ω〉 be a strictly increasing
sequence of natural numbers such that letting kℓ be minimal such that ηδ(∗)(kℓ) ≥
λ ∩M∗ηδ(∗)(mℓ), we have kℓ < mℓ+1 (or just ηδ(∗)(kℓ) ∈ M
+
ηδ(∗)(mℓ+1)
which follows
as α ⊆M∗α)
Let Mn =M
∗
ηδ(∗)(mn)
and η = ηδ(∗).
Let us check the conditions in (∗) of Def.1.5(G±) (see (G)− and (vii)+ from
1.5(G)) hold for those Mn, η.
Clause (i): is obvious, as ηδ(∗)(n) is strictly increasing, andM
∗
α is ≺-increasing with
α.
Clause (ii): Now µ+ 1 ⊆Mn as Mn ∩ λ is an ordinal ( by clause (γ)) and µ ∈Mn
(by clause (ζ) (and µ < λ by assumption). Also Mn ∈Mn+1 by clauses (γ) + (δ).
Clause (iii): by clause (ζ) above.
Clause (iv): η ∈ P Iω as I = Iζ(∗), δ(∗) ∈ Sζ(∗), η = ηδ(∗) and our definitions.
Clause (vi)+: By our choice of kℓ.
Clauses (vii)+:
Note: if ν ∈ P Jω , α < λ and {ν↾ℓ : ℓ < ω} ⊆ M
∗
α then for some ξ < λ and
δ ∈ Sξ we have ξ 6= ζ(∗), ν = 〈ξ〉ˆηδ, so cf(δ) = ℵ0 and δ = sup(δ ∩ M∗α) but
〈Sξ : ξ < λ〉 are pairwise disjoint so for every α, δ < λ we have at most one such ν,
so {ν ∈ P Jω :
∧
ℓ<ω
ν↾ℓ ∈M∗α} has cardinality ≤ ‖M
∗
α‖ hence is a subset of M
∗
α+1 (as
M∗α, J ∈M
∗
α+1). Moreover δ ∈ Sξ.
Clause (vii)+: To prove it we assume ν ∈ P Jω ; we should prove that {ν↾ℓ : ℓ < ω} ⊆⋃
m<ω
Mm ⇒ ν ∈
⋃
n<ω
Mn, but this union is equal to M
∗
δ(∗). So using α = δ(∗) above
we have (ξ, δ) as there and one of the following occurs, and it suffice to check the
implication in each of them.
Case 1: ξ < δ(∗)& δ < δ(∗)
Clearly as Rang(ν) ⊆ ((ξ + 1) ∪ δ) and so ν ∈ M∗((ξ+1)∪δ)+1 hence ν ∈ M
∗
δ(∗) =⋃
n<ω
Mn.
Case 2: ξ ≥ δ(∗)
So even ν ↾ 1 /∈Mδ(∗) hence
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(∃k < ω)(ν(k) /∈
⋃
n<ω
Mn& ν ↾ k ∈
⋃
n<ω
Mn)
Case 3: ξ < δ(∗) ≤ δ
So as δ(∗) ∈ Sζ(∗)& δ /∈ Sζ(∗) clearly δ(∗) < δ, so for some k we have (∀ℓ <
k)ηδ(ℓ) < δ(∗) and ηδ(k) ≥ δ(∗). So ηδ ↾ k ∈ M∗δ(∗), and ηδ(k) ≥ δ(∗), hence as
M∗
δ(∗)∩λ = δ(∗) because δ(∗) ∈ E we have ηδ↾(k+1) /∈M
∗
δ(∗), but M
∗
δ(∗) = ∪{Mn :
n < ω}, so we are done.
As this holds for any ν ∈ P Jω we are done.
2) See an earlier version [Sh:136, 2.7,pg.116,§3], it is easier than the proof of part
(3).
We are assuming χ = χκ, now there are subsets Ai of χ for i < 2
χ (i < λ is
enough) such that (see [Sh:E62, 3.12=L4.EK], i.e. by Engelking-Karlowic [EK65]):
(∗) if w ⊆ χ has cardinality ≤ κ and i ∈ χ \ w then Ai *
⋃
j∈w
Aj .
Let Sζ ⊆ {δ < χ+ : cf(δ) = ℵ0} be stationary pairwise disjoint for ζ < χ. For
i < 2χ let Si =
⋃
ζ∈Ai
Sζ and
Ii =
ω>λ ∪ {η ∈ ω(χ+) : η strictly increasing with limit sup
n<ω
η(n) ∈ Si}.
We shall show that 〈Ii : i < 2χ〉 is as required, so for ζ < 2χ let I = Iζ , let
Jζ =
∑
i<2χ,i6=ζ
Ii and χ
∗ large enough, x ∈ H (χ∗).
By [Sh:E62, 1.16(2)=La48(2)] there is 〈Nη : η ∈ T 〉, such that:
(a) 〈〉 ∈ T ⊆ ω>(χ+)
(b) ν ⊳ η ∈ T ⇒ ν ∈ T
(c) (∀η ∈ T )(∃χ
+
α < χ+)[ηˆ〈α〉 ∈ T ],
(d) Nη ≺ (H (χ∗),∈, <∗χ), ‖Nη‖ = κ, κ ⊆ Nη
(e) Nη ∩Nν = Nη∩ν
(f) η ∈ Nη when η ∩ ν is the maximal ρ such that ρ E η ∧ ρ ⊳ ν
(g) (∀θ)[κ = κθ ⇒ θ(Nη) ⊆ Nη]
(h) {I, J, µ, κ, x, ζ, 〈Ii : i < 2χ〉} ⊆ N<>
(i) Nη ∩ χ = N<> ∩ χ.
For each η ∈ lim(T ) := {η ∈ ω(χ+): if n < ω then η↾n ∈ T }, clearly Nη :=⋃
ℓ<ω
Nη↾ℓ has cardinality κ so there is ǫ = ǫη ∈ Aζ \
⋃
{Aξ : ξ ∈ Nη ∩ 2χ and ξ 6= ζ}.
For each ǫ < λ, let
Yǫ := {η ∈ lim(T ) : ǫ ∈ Aζ \
⋃
{Aξ : ξ ∈ Nη and ξ 6= ζ}}
Clearly Yε is a closed subset of lim(T ), and those λ closed sets 〈Yǫ : ǫ < λ〉 cover
lim(T ) as η ∈ lim(T ) ⇒ εη well defined by a previous sentence, so by [Sh:E62,
1.16(1)=La48(1)], without loss of generality ǫη = ǫ
∗ for every η ∈ lim(T ).
Now the set
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C = {δ < χ+ : ν ∈ ω>δ ⇒ sup(Nν ∩ χ
+) < δ}
is a club of χ+ and we can find ρ ∈ lim(T ), strictly increasing with limit δ ∈ C∩Sǫ
∗
.
Now letMn = Nρ↾n and choose by induction on n an ordinal αn ∈ (Mn+1\Mn)∩χ+
and let η = 〈αn : n < ω〉, and we can prove as in the proof of part (1) of 1.11 that
it is as required.
3)-4) Choose an increasing continuous sequence 〈λi : i < cf(λ)〉 of cardinals, such
that:
(a) λ =
∑
i<cf(λ)
λi
(b) i non-limit ⇒ λi = µ
+
i &µ
κ
i = µi,
(c) λ0 > µ
κ + cf(λ).
Choose further for any
δ ∈ S =: {i : i < cf(λ) and cf(i) = ℵ0}
a sequence 〈λδ,n : n < ω〉 such that:
λδ,n ∈ {λj+1 : j < δ} and λδ,n < λδ,n+1 and λδ =
∑
n<ω
λδ,n.
Let for δ ∈ S, s0δ be the family of N¯ = 〈Nη : η ∈ T 〉 satisfying:
(A) T is a subset of
⋃
n<ω
∏
ℓ<n
λδ,ℓ, closed under initial segments, 〈〉 ∈ T , [η ∈
T & ℓg(η) = n⇒ (∃λδ,nα)(ηˆ〈α〉 ∈ T )]
(B) for some countable vocabulary τ = τN¯ where <∗ belongs to τ , each Nη is a
τ -model of cardinality κ, κ+ 1 ⊆ Nη, {λδ,n : n < ω} ⊆ Nη <
Nη
∗ = 〈↾Nη〉, Nη
has universe a bounded subset of λδ, Nη↾k ≺ Nη and Nη ∩ Nν ≺ Nη and
2∧
ℓ
η(ℓ) ∈ Nη.
For T as in clause (A), recall
lim(T ) = {η : η an ω-sequence such that every proper initial
segment of η is in T }.
For a given N¯ ∈ m0δ, and η ∈ lim(T ) we use freely Nη as
⋃
ℓ<ω
Nη↾ℓ, (clearly still Nη
is a τ -model of cardinality κ with universe ⊆ λδ, κ+ 1 ⊆ Nη and Nη↾ℓ ≺ Nη).
Let η ∩ ν be the largest common initial segment of η and ν.
Let s1δ,µ be the family of N¯ = 〈Nη : η ∈ T 〉 satisfying (in addition to being in
s
0
δ):
(C) (i) if η, ν ∈ lim(T ) then3 Nη ∩Nν = Nη∩ν
(ii) if η, ν ∈ T and Rang(η) ⊆ Nν then η E ν
(iii) Nη ∩ µ = N<> ∩ µ.
2if η ∈ T ⇒ Nη ≺ C and C has Skolem functions then Nη ∩ Nν ≺ Nη follows, we can add
κθ = κ⇒ [Nη ]≤θ ⊆ Nη
3this simplifies the clause before last in (B) above
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1.11
Before finishing the proof of 1.11 we prove the following claims:
Subfact 1.13. (Recall λ be strong limit singular, cf(λ) > κ.) Suppose M∗ is a
model with countable vocabulary and universe λ and <M
∗
∗ =< ↾λ. Then for some
club C of cf(λ), for every δ ∈ S ∩ C we have:
(∗)δ1 for some 〈Nη : η ∈ T 〉 ∈ s
0
δ we have:
for every η ∈ T , Nη ≺M
∗.
Proof. Define a function f from ω>λ to {A : A ⊆ λ, |A| = κ < cf(λ)} by: f(η) is
the (universe of the) Skolem Hull of (Rang(η))∪{i : i ≤ κ}∪{〈λi : i < cf(λ)〉, 〈λδ,n :
δ ∈ S, n < ω〉} in (H (χ∗),∈, <χ∗). Now apply [Sh:E62, 1.22=L1.17]. 1.13
Subfact 1.14. In 1.13 we can strengthen (∗)δ1 to:
(∗)δ2 for some 〈Nη : η ∈ T 〉 ∈ s
1
δ,µ we have:
for every η ∈ T , Nη ≺M
∗.
Proof. Let 〈Nη : η ∈ T 〉 be a member of m0δ satisfying η ∈ T implies Nη ≺M
∗.
We now will apply [Sh:E62, 1.18=La54] with |Nη| here standing for An there.
So there is T ′ ≤ T such that 〈Nη : η ∈ T ′〉 is a ∆-system; i.e.
(i) T ′ ⊆ T satisfies (A)
(ii) there is a function h with domain T ′×ω×ω such that for all incomparable
η, ν ∈ T ′ we have:
Nη ∩Nν = h(η ∩ ν, ℓg(η), ℓg(ν)).
Let
h+(η) :=
⋃
n,m>ℓg(η)
h(η, n,m)
so h+(η) is a subset of λδ of cardinality κ; as [η ⊳ ν ⇒ Nη ≺ Nν ] clearly:
(∗) if η 6= ν ∈ lim(T ′) then h+(η ∩ ν) = Nη ∩Nν .
As M∗ has definable Skolem functions, if η, ν ∈ lim(T ′) then
Mη∩ν := Nν↾h
+(η ∩ ν) = Nη↾h
+(η ∩ ν)
is an elementary submodel of Nη, Nν (remember: <
Nη=< ↾Nη is a well ordering).
So it is easy to check 〈Mη : η ∈ T ′〉 is almost as required. The missing point is
Mη∩µ =M<>∩µ for every η ∈ T ′. As 〈Nηˆ〈α〉 : ηˆ〈α〉 ∈ T
′〉 are pairwise disjoint
and λδ,ℓg(η) > µ for some αη < λδ,ℓg(η) we have ηˆ〈α〉 ∈ T
′ ⇒ Nηˆ〈α〉∩µ = Nη∩M .
So by throwing away enough members of T ′ (i.e. we choose {ν ∈ T ′ : ℓg(ν) = n}
by induction on n) we can manage. 1.14
Subfact 1.15. We can find 〈ηδ,α, 〈M δ,αn : n < ω〉 : δ ∈ S, α < 2
λδ 〉 such that:
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(i) M δ,αn is a model of power κ, countable vocabulary ⊆ H (ℵ0) including the
predicate <∗, universe including κ+ 1 and being included in λδ
(ii) M δ,αn ≺M
δ,α
n+1 and M
δ,α
n is a proper initial segment of M
δ,α
n+1
(iii) M δ,αn ∩ µ =M
δ,α
0 ∩ µ
(iv) ηδ,n ∈
∏
n
λδ,n and η
δ,α↾(n+ 1) belongs to M δ,αn+1 but not to M
δ,α
n
(v)
⋃
ℓ<n
λδ,kδ,α(n) < η
δ,α(n) < λδ,kδ,α(n) [hence λδ =
⋃
n
ηδ,α(n)] where n < ω ⇒
k(n) < k(n+ 1)
(vi) if α < β < 2λδ and δ ∈ S then for some m < ω we have
(
⋃
n<ω
M δ,βn ) ∩ (
⋃
n<ω
M δ,αn ) ⊆M
δ,β
m
hence
(vii) for α < 2λδ , δ ∈ S we have sup(M δ,αn ∩ λδ,n) = sup(M
δ,α
n+1 ∩ λδ,n)
(viii) if M∗ is a model with countable vocabulary ⊆ H (ℵ0) and universe λ with
<M
∗
∗ =< ↾λ then for some
4 δ ∈ S and α < 2λδ we have
∧
nM
δ,α
n ≺M
∗
(ix) if δ ∈ S, α 6= β are < 2λδ then {ηδ,α↾n : n < ω} * ∪{M δ,βn : n < ω}.
Proof. Straightforward from 1.14 (and diagonalizing). 
Proof of 1.11(3): Should be clear now (and see the proof of 2.1(1) below).
Proof of 1.11(4): Similar (and not used for 2.20).
For our main conclusion 2.20 we shall not actually use 1.16 (as other cases cover
it).
Claim 1.16. Suppose λ is singular, µ < λ and for arbitrarily large θ < λ at least
one of the conditions (∗)1θ, (∗)
2
θ below holds. Then K
ω
tr has the full (λ, λ, µ, µ)-
super7-bigness property
(∗)1θ θ singular, pp(θ) > θ
+ (see Definition [Sh:E62, 3.15=Lprf.2])
(∗)2θ there is a set a of regular cardinals < θ unbounded below θ, |a| < θ, such
that σ < θ ⇒ maxpcf(a \ σ) > θ+.
Proof. First, by [Sh:E62, 3.22=Lpcf.8] we have (∗)1θ ⇒ (∗)
2
θ, second, by [Sh:E62,
3.20=Lpcf.6a] without loss of generality cf(θ) = ℵ0; third, by [Sh:E62, 3.22=Lpcf.8]
without loss of generality a has order type ω and J is the ideal of bounded subsets
of a, lastly by [Sh:E62, 3.10=Lpcf.1] (and easy manipulation) (∗)2θ ⇒ (∗)
3
θ+
where
(∗)3σ σ regular, there is a stationary S ⊆ {δ < σ : cf(δ) = ℵ0} and ηδ, an
increasing ω-sequence converging to δ, for δ ∈ S, such that for every α < σ,
for some h : S ∩ α → ω we have: {ηδ↾ℓ : h(δ) < ℓ < ω} : δ ∈ S ∩ α} are
pairwise disjoint.
4really for a club of δ ∈ S for “many” α < 2λδ this holds
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So assume 〈θi : i < cf(λ)〉 is strictly increasing,
µ < θi <
∑
j<cfλ
θj = λ,
each θi regular and for each i, 〈ηiδ : δ ∈ Si〉 is as required in (∗)
3
θ
+
i
. Let 〈Si,α : α < θi〉
be a partition of Si to (pairwise disjoint) stationary sets. For
⋃
j<i
θj ≤ α < θi, let
Iα =
ω>λ ∪ {ηiδ : δ ∈ Si,α}. The rest is as in the proof of 3.23, Case 1 below (or
1.11(1)) above. 1.16
Remark 1.17. In 1.16 we can use (∗)3σ, σ regular arbitrarily large < λ.
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§ 2. Further cases of super unembeddability
Claim 2.1. 1) Suppose λ ≥ µ++χ+2 and [cf(µ) < µ⇒ λ > µ+] then Kωtr has the
full (χℵ0 , λ, µ, µ)-super-bigness property.
2) In addition Kωtr has the full (χ
ℵ0 , λ, µ, µ)-super5-bigness property (with D =
Dcbeω = {A ⊆ ω: every large enough even number belongs to A}).
3) In part (2), we can add in Definition 1.5, Case E the requirement:
⊛ if ν ∈ P Iω ∪ P
J
ω and {ν↾k : k < ω} ⊆Mn then ν ∈Mn.
Towards this we develop “guessing of clubs” in ZFC, in fact for this it was intro-
duced.
Claim 2.2. Suppose κ, λ are regular cardinals, κ+ < λ, and
S ⊆ {δ < λ : cf(δ) = κ}
is a stationary subset of λ.
Then we can find 〈Cδ : δ ∈ S〉 such that:
(a) Cδ is a club of δ of order type κ (if κ = ℵ0, Cδ is just an unbounded subsetd
of δ and otp(Cδ) = ω)
(b) for every club C of λ, the set {δ ∈ S : Cδ ⊆ C} is stationary.
Proof. Suppose that such 〈Cδ : δ ∈ S〉 does not exist. Let 〈C
∗
δ : δ ∈ S〉 satisfy (a).
We choose Eζ by induction on ζ < κ
+ such that:
(i) Eζ is a club of λ, 0 /∈ Eζ
(ii) ξ < ζ ⇒ Eζ ⊆ Eξ
(iii) for no δ ∈ S does Cζδ ⊆ Eζ+1 ∧ δ = sup(Eζ+1 ∩ δ) where
Cζδ =: {sup(α ∩ Eζ) : α ∈ C
∗
δ , α > min(Eζ)}.
For ζ = 0, ζ limit: we have no problem. For ζ = ξ + 1, first define Cξδ for δ ∈ S;
letting E′ζ be the set of accumulation points of Eξ, so clearly δ ∈ E
′
ζ ⇒ δ =
sup(Cξδ ) ∧ ω = otp(C
ξ
δ ). If 〈C
ξ
δ : δ ∈ E
′
ζ ∩ S〉 is as required we finish (it does not
matter what we do for δ ∈ S \E′ζ). But we are assuming it cannot be, so for some
club E′′ζ of λ, the set Aζ = {δ ∈ E
′
ζ ∩S : C
ξ
δ ⊆ E
′′
ζ } is not stationary, so it is disjoint
to some club Eζ and without loss of generality Eζ is a subset of E
′′
ζ ∩ E
′
ζ .
In the end E+ =
⋂
ζ<κ+
Eζ is a club of λ, choose δ(∗) ∈ S which is an accumulation
point of E+; so δ(∗) ∈ E′ζ ∩ S for every ζ < κ
+. Now for each α ∈ Cδ(∗), which is
> min(E+), the sequence
〈sup(α ∩ Eζ) : ζ < κ
+〉
is a non-increasing sequence of ordinals ≤ α, hence is eventually constant. As κ+
is regular > κ = |Cδ(∗)|, for some ζ(∗) < κ
+, for every ζ ∈ [ζ(∗), κ+) and α ∈ C∗δ
we have
sup(α ∩Eζ) = sup(α ∩ Eζ(∗)).
Hence C
ζ(∗)
δ(∗) = C
ζ(∗)+1
δ(∗) , and we get a contradiction to the choice of Eζ(∗)+1. 2.2
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Remark 2.3. If κ > ℵ0, the proof is simpler, just C
ζ
δ = C
∗
δ ∩Eζ is O.K.
Claim 2.4. Suppose that in 2.2 we have also κ < θ = cf(θ) < λ; then we can add
(c) for some club C of λ, if δ ∈ S ∩ C,α ∈ Cδ and α > sup(α ∩ Cδ) then
cf(α) ≥ θ.
Proof. Let S+ =: {δ < λ : cf(δ) < θ} (so S ⊆ S+). For each δ ∈ S+ choose a club
C∗δ of δ of order type cf(δ). Assume that the conclusion fails.
We define by induction on ζ < θ,Eζ such that:
(i) Eζ is a club of λ, 0 /∈ Eζ
(ii) ξ < ζ implies Eζ ⊆ Eξ
(iii) for no δ ∈ S do we have Cζδ ∩ Eζ ⊆ Eζ+1, δ = sup(C
ζ
δ ∩Eζ) where:
Cζ,0δ = {sup(α ∩Eζ) : α ∈ Cδ, α > min(Cζ)}
Cζ,n+1δ = C
ζ,n
δ ∪ {sup(α ∩Eζ) : for some β ∈ C
ζ,n
δ we have cf(β) < θ and
α ∈ C∗β , α > min(Eζ) and α > sup[C
ζ,n
δ ∩ β]}
Cζδ =
⋃
n<ω
Cζ,nδ .
For ζ = 0, ζ limit: we have no problems. For ζ = ξ + 1, we first define Cξ,0δ and
then Cξ,nδ (by induction on n) and lastly C
ξ
δ . We can show by induction on n that
Cξ,nδ ⊆ Eζ and C
ξ,n
δ is closed of cardinality < θ. We can check that C
ξ
δ is closed of
cardinality < θ; and: if δ is an accumulation point of Eξ then C
ξ
δ is a club of δ.
Also for each α ∈ Cξδ :
[α > sup(Cξδ ∩ α)&α ∈ C
ξ
δ ⇒ cf(α) ≥ θ ∨ α > sup(Eξ ∩ α)].
If “for every club E of λ for some δ ∈ S ∩ acc(Eξ), C
ξ
δ ⊆ E” then we can shrink
the club E; i.e. deduce Cξδ is included in the set of accumulation points of E ∩ Eξ
hence 〈Cξδ : δ ∈ S ∩ acc(Eξ)〉 satisfies “for every club E of λ for some δ ∈ S ∩ Eξ,
we have Cξδ ⊆ E and (∀α)[α ∈ C
δ
ξ &α > sup(Cδξ ∩α)⇒ cf(α) ≥ θ]” so the desired
conclusion holds.
Hence we can assume that for some club E1ζ of λ, for no δ ∈ S ∩ E
1
ζ ∩ acc(Eξ)
does Cξδ ⊆ E
1
ζ ; let Eζ be the set of accumulation points of E
1
ζ ∩ Eξ. In the end,
choose δ(∗) ∈ S a accumulation point of
⋂
ζ<θ
Eζ . Again as in the proof of 2.2, for
some ζ(0) < θ, we have
[ζ(0) ≤ ζ < θ ⇒ Cζ,0
δ(∗) = C
ζ(∗),0
δ(∗) ].
Similarly we can prove by induction on n that for some ζ(n) < θ:
[ζ(n) ≤ ζ < θ ⇒ Cζ,n
δ(∗) = C
ζ(∗),n
δ(∗) ].
Let ζ(∗) =
⋃
n<ω
ζ(n), and we get contradiction as in the proof of 2.2. 2.4
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Recall
Definition 2.5. 1) We say C¯ is a square or a partial square sequence of λ: (omitting
λ means some λ) when : C¯ has the form 〈Cα : α ∈ S〉 and satisfies:
(a) S ⊆ λ
(b) Cα is a closed subset of α
(c) Cα ⊆ S
(d) if β ∈ Cα, α ∈ S then Cβ = Cα ∩ β.
2) We say E is standard when in addition:
(e) if α ∈ S is a limit ordinal then α = sup(Cα).
Conclusion 2.6. If λ > κ are regular, and there are no S+ ⊆ λ and no (partial)
square 〈Cδ : δ ∈ S+〉 (see [Sh:309, 3.8]) such that {δ ∈ S+ : cf(δ) = κ} is stationary
then for every regular λ1 ≥ λ there is a stationary S ⊆ {δ < λ
+
1 : cf(δ) = κ} which
does not reflect in any δ < λ+1 of cofinality λ, (really one S(⊆ λ
+
1 ) works for all
such λ, κ < λ < λ1).
Proof. The case κ = ℵ0 is trivial so assume κ > ℵ0. By [Sh:309, 3.8(2)=L6.4,3.9=L6.4B],
particularly clauses (c),(d) there, we can find S+ ⊆ λ+1 and a square C¯ = 〈Cδ : δ ∈
S+〉 such that δ ∈ S+ ⇒ otp(Cδ) ≤ κ, and
S = {δ ∈ S+ : otp(Cδ) = κ} = {δ ∈ S
+ : cf(δ) = κ} is stationary.
If S reflect in some δ, cf(δ) = λ, let 〈αζ : ζ < λ〉 be strictly increasing continuously
with limit δ such that [ζ limit ⇒ αζ limit.]
Let S+λ = {ζ < λ : αζ ∈ S
+} and for ζ ∈ S+λ , C
λ
ζ = {ǫ < ζ : αǫ ∈ Cαζ}; now
〈Cλζ : ζ ∈ S
+
λ 〉 show that for λ satisfying the assumption, the conclusion holds; note
possibly for some ζ ∈ S+λ we have C
λ
ζ = ∅ but then cf(ζ) = ℵ0. To correct this let
S′λ = {ζ ∈ Sλ : ζ = sup(C
λ
ζ )} ∪ {ζ + 1 : ζ ∈ Sλ and ζ > sup(C
λ
ζ )} and redefine C
λ
ζ
accordingly. 2.6
Claim 2.7. Suppose λ = θ+, θ regular uncountable, S0 = {δ < λ : cf(δ) = θ}.
Then we can find 〈Cδ : δ ∈ S0〉 such that:
(a) Cδ a club of δ of order type θ
(b) for any club E of λ, the set
{δ ∈ S0 : δ = sup{α : α ∈ Cδ, α > sup(α ∩Cδ) and α ∈ E}}
is stationary.
Moreover
(c) for any club E of λ
{δ ∈ S0 : {ζ < θ : the (ζ + 1)-th member of Cδ is in E} 6= ∅ mod J
bd
θ }
is a stationary subset of λ.
Remark 2.8. In clause (c) above obviously for a club of ζ < θ, the ζ-th member of
Cδ is in E.
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Proof. Like the proof of 2.2, again we continue ω times, and assume the failure of
the statement here. 2.7
Now we give a small improvement of 2.2.
Fact 2.9. Suppose λ > κ where λ and κ are regular cardinals, and ǫ(∗) is a limit
ordinal < λ of cofinality κ. Then for any stationary
S∗ ⊆ {δ < λ
+ : cf(δ) = κ, δ divisible by λ× κ}
we can find 〈Cδ : δ ∈ S∗〉 such that:
(a) Cδ is a closed unbounded subset of δ
(b) otp(Cδ) = ǫ(∗)
(c) for every club E of λ+, {δ ∈ S∗ : Cδ ⊆ E} is stationary.
Before we prove we phrase
Fact 2.10. In 2.9:
1) E.g.
S∗ := {δ < λ
+ : cf(δ) = κ and δ is divisible by λ× κ}
is as required.
2) We can add:
(d) α ∈ Cδ &α > sup(Cδ ∩ α)⇒ cf(α) = λ.
3) For any sequence ǫ¯ = 〈ǫζ(∗) : ζ < λ〉, where ǫζ(∗) < λ is a limit ordinal let
κζ = cf(εζ(∗)), we can find 〈(S∗ζ , S
+
ζ , C¯
ζ) : ζ < λ〉 such that:
(i) {α : α < λ+, cf(α) < λ} =
⋃
ζ<λ
S+ζ
(ii) S∗ζ ⊆ S
+
ζ ⊆ {α : α < λ
+, cf(α) < λ}
(iii) S∗ζ ⊆ {δ < λ
+ : cf(δ) = κζ}
(iv) δ ∈ S∗ζ ⇒ otp(C
ζ
δ ) = ǫκζ (∗)
(v) C¯ζ = 〈Cζα : α ∈ S
+
ζ 〉 satisfies (a), (c) of 2.9 (and (b) - for ǫκζ (∗))
(vi) C¯ζ is a partial square.
Proof. Proof of 2.9:
We know here essentially by [Sh:309, 3.8(2)=L6.4(2)] and by [Sh:351, §4] that
there are 〈Sζ : ζ < λ〉 and C¯
ζ = 〈Cζδ : δ ∈ Sζ〉 for ζ < λ such that:
(∗)1 (α) C¯ζ is a square sequence of λ
(β) if α > sup(Cζα) then cf(α) ∈ {1, λ}
(γ) λ =
⋃
ζ<λ
Sζ
(δ) |Cζδ | < λ
(ε) if α < λ+, then for some ξ we have:
• α ∈ Sζ ⇔ ζ ≥ ξ and
• 〈Cζα : ζ ∈ [ξ, λ]〉 is ⊆-increasing
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• if cf(ζ) = ℵ1∧ζ > ξ then Cζα is the closure in α of ∪{C
ε
α : ε ∈ [ξ, ζ)}
• ∪ {Cζα : ζ ∈ [ξ, λ)} is equal to λ.
Obviously
(∗)2 for every ǫ, ξ < λ and club E of λ+ for some club E1 of λ+, for each δ ∈ E1
of cofinality < λ, for some ζ < λ above ξ we have: δ = sup(C ∩ Cζδ ) and
otp(E ∩ Cζδ ) is divisible by ǫ.
So easily
(∗)3 (a) for every stationary S ⊆ Sλ
+
<λ and ξ, ε < λ and for some
ζ(∗) < λ, ζ(∗) > ξ and S ∩ Sζ(∗) is stationary, moreover:
(b) above, if E is a club of λ+, then set1ζ(∗),ε(E, S) is not empty
where set1ζ(∗),ε(E, S) is the set of δ such that:
• δ ∈ S ∩ Sζ(∗) ∩ E
• δ = sup(C
ζ(∗)
δ ∩ E)
• otp(C
ζ(∗)
δ ∩ E) is divisible by ǫ · ω (ordinal multiplication)
• if α ∈ C
ζ(∗)
δ ∧ α > sup(C
ζ(∗)
α ) then cf(α) ∈ {1, λ}
• if α ∈ C
ζ(∗)
δ and E ∧ (α > sup(α ∩ E) > sup(C
ζ(∗)
δ ∩ E)
then5 cf(α) = λ
(c) moreover, above set1ζ(∗),ε(E, δ) is a stationary subset of λ
+.
[Why? If not, then for every ζ ∈ [ξ, λ) there is a club E1ζ of λ
+ such that
set1ζ,ε(E
2
ζ , S) is not stationary hence there is a club E
ζ
ζ of λ
+ disjoint to it. Let
E = ∩{E1ζ ∩ E
2
ζ : ζ ∈ [ξ, λ)} it is a club of λ
+, hence there is δ∗ ∈ S such that
δ∗ = otp(E ∩ δ∗). Now for some club E′ of λ, for every ζ ∈ E′ of cofinality ℵ1 we
get a contradiction to (∗)2.]
For regular κ < λ and stationary S ⊆ {α < λ+ : cf(α) = κ} by induction on
ζ < λ we can choose ξ(ζ, S) such that:
(∗)4,S,ζ (a) ξ(ζ) is an ordinal > ξ(ζ1) for every ζ1 < ζ but < λ hence ∈ [ζ, λ)
(b) if E is a club of λ+ then set1ξ(ζ),κ,ζ(E, S) from (∗)3(b) is a stationary
subset of λ+
(∗)5 for every regular κ < λ, stationary S ⊆ {δ < λ+ : cf(δ = κ} and ζ < λ
there are a club E∗ of λ
+ and ordinals δ∗, δ(∗), δ2(∗) of cofinality κ divisible
by ζ such that: if E is a club of λ+ then the following is a stationary subset
of λ+:
set2ζ,δ∗(E,E∗, S) := {δ : δ ∈ S ∩ Sξ(ζ), δ = sup(C
ξ(ζ)
δ ∩ E∗ ∩E),
otp(C
ξ(ζ)
δ ) = δ1(∗), otp(C
ξ(ζ)
δ ∩ E∗) = δ2(∗) and
C
ξ(ζ)
δ ∩ (E∗ ∩ E) = C
ξ(ζ)
δ ∩ E∗}.
5used only for (d) from 2.10(2)
24 SAHARON SHELAH
[Why? Let 〈δi : i < λ〉 list the ordinals < λ of cofinality κ divisible by ζ, each
appearing stationarily often. We choose by induction on i < λ, a club Ei of
λ, decreasing with i such that Ei+1 exemplifying (E, δi) are not as required on
(E∗, δ∗), moreover Ei+1 is disjoint to set
2
ζ,δ∗
(Ei+1, Ei, S).]
Now we can prove Fact 2.9: apply (∗)4,S,ζ for κ, S being the κ, S∗ from 2.9 and
ζ being ε(∗)× ω and get ξ := ξ(ζ, S) as there, and let (E∗, δ∗) be as in (∗)5.
Clearly δ∗ has a closed unbounded subset C∗ of order type ε(∗), as cf(δ∗) = κ =
cf(ε(∗)) and ε(∗) · ω divides δ∗).
Now for each δ ∈ S∗ we choose Cδ as follows:
• if δ = sup(Cξδ ∩ E∗) and δ∗ = otp(C
ξ
δ ) then Cδ = {β ∈ C
ξ
δ ∩ E∗, otp(β ∩
Cξδ ∩E∗) ∈ C∗} and if otherwise let Cδ be any clsoed unbounded subset of
δ, possible by the assumption on S∗ in 2.9.
Considering Claim 2.9(1) is obvious.
Considering Claim 2.9(2) stated below use the last clause in (∗)3(b).
We are left with 2.10.
3) Toward this we choose ξ(ζ), E∗ζ , δ1(ζ), δ2(ζ) by induction on ζ such that:
⊞ (a) E∗ζ is a club of λ
+
(b) if α ∈ E∗ζ and α > sup(α ∩ E
∗
ζ ) then cf(α) ∈ {1, λ}
(c) if ζ(1) < ζ then E∗ζ ⊆ E
∗
ζ(1)
(d) (ζ, E∗ζ , ξ(ζ), εζ(∗), δ1(ζ), δ2(ζ)) are as (ζ, E∗, ξ, ε, δ1(∗), δ2(∗)) in (∗)5.
Then we can find a club E∗ of λ
+ which is ⊆ ∩{E∗ζ : ζ < λ} and satisfies ⊞(b). We
shall define 〈(S∗ζ , S
+
ζ , C¯ζ¯) : ζ < λ〉 as required in 2.10(3) except that:
• C¯ζ is now 〈Cζ,α : α ∈ S
+
ζ 〉
• we replace λ = {α : α < λ+} by E∗ so renaming we get the promised result
filter.
For each ζ let C∗ζ be a club of δ2(∗) of order type εζ(∗) such that α ∈ C
∗
ζ ∧ α >
sup(α ∩ C∗ζ ), 1 = cf(α).
We let
• S+ζ = Sξ(ζ) ∩ E∗
• if α ∈ S+ζ and otp(C
ξ(ζ)
α ∩ E∗ > δ2(ζ) then C∗ζ,α = {β ∈ C
ξ(ζ)
α ∩ E∗ :
otp(β ∩ C
ξ(ζ)
α ∩ E∗) > δ
• if α ∈ S+ζ and otp(C
ξ(ζ)
α ∩ E∗) is < δ2(ζ) and /∈ C∗ζ then Cζ,α = {β ∈
C
ξ(ζ)
α ∩ E∗ : otp(β ∩ C
ξ(ζ)
α ∩ E∗) is > sup(C∗ζ ∩ otp(C
ξ(ζ)
α ∩ E∗)}
• if α ∈ S+ζ and otp(C
ξ(ζ)
α ∩E∗) ∈ C∗ζ ∪{δ2(ζ)} then Cζ,α = {β ∈ C
ξ(ζ)
α ∩E∗ :
otp(C
ξ(ζ)
β ∩ E∗) ∈ C
∗
ζ }
• S∗ζ = {α ∈ S
+
ζ : otp(Cζ,α) = εζ(∗)}.
Now check. 2.9
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Remark 2.11. We may start with a square 〈C1δ : δ ∈ S
1〉, S1 ⊆ µ such that: Cδ is
a club of δ,
S2 =: {δ ∈ S1 : {α : α ∈ C1δ ∩ S
1 and cf(α) = κ}
is a stationary subset of δ}
is a stationary subset of µ, µ = cf(µ) > ǫ(∗), cf(ǫ(∗)) = κ and find S ⊆ {δ ∈ S1 :
cf(δ) = κ} stationary in µ, C¯ = 〈Cδ : δ ∈ S〉, Cδ a club of δ of order type ǫ(∗), such
that for every club E of µ for some δ ∈ S,Cδ ⊆ E. See also [Sh:E59, §2], [Sh:413,
§3].
Claim 2.12. Suppose λ is regular, 〈Cα : α ∈ S〉 is a partial square (S ⊆ λ
stationary), κ = cf(κ) < λ, ε(∗) < λ and
S1 ⊆ {δ ∈ S : cf(δ) = κ, and otp(Cδ) < δ} is stationary.
Then we can find S2 and E such that:
(i) S2 ⊆ S1, S2 stationary
(ii) for some ǫ(∗) for all δ ∈ S2, otp(Cδ) = ǫ(∗)
(iii) 〈Cδ ∩ E : δ ∈ S ∩E, δ = supCδ ∩ E〉 satisfies (a) + (c) of 2.9
(iv) letting
C′δ =
{
Cδ ∩ E if Cδ ∩ S2 = ∅
Cδ ∩ E \ [min(S2 ∩ Cδ) + 1] if Cδ ∩ S2 6= ∅
we have 〈C′δ : δ ∈ S ∩ E〉 is a partial square.
Proof. Straightforward if you read 2.2–2.11. 2.12
We now go back to bigness properties, first an easy improvement of 1.11, and then
to the promises from the beginning of this section.
Claim 2.13. If λ = cf(λ) > µ + ℵ1 then Kωtr has the full (λ, λ, µ, µ)-super
7+ -
bigness property.
Proof. For each stationary S ⊆ {δ < λ : cf(δ) = ℵ0} let 〈CSδ : δ ∈ S〉 be as in 2.2
with κ = ℵ0. Now repeat the proof of 1.11(1) only now, for δ ∈ Sζ the sequence ηδ
list the set C
Sζ
δ in increasing order. See also the proof of case 1 in 3.23. 2.13
Remark 2.14. Note: to define square on a club of λ or on the set of all limit ordinals,
usually makes minor difference (only for non-Mahlo λ, limit of inaccessible, we can
get otp(Cδ) < δ more easily in the first case).
Proof. Proof of 2.1:
We can find λ1 a successor of regular cardinal satisfying µ < λ1 ≤ λ and χ+ < λ1
(just let λ1 = µ
+ + χ++ if µ is regular and let λ1 = µ
++ + χ++ if µ is singular).
Also without loss of generality cf(χ) = ℵ0.
[Why? As letting χ1 = min{χ0 : χ0 ≥ ℵ0 and χ
ℵ0
0 = χ
ℵ0}, we have χ1 ≤ χ, χ
ℵ0
1 =
χℵ0 , cf(χ1) = ℵ0 and: (∀α < χ1)[|α|ℵ0 < χ1] or χ1 = ℵ0 (instead changing χ we
can use below in clause (a) the ordinal χ× ω).]
By Fact 2.9 there are a stationary set S ⊆ {δ < λ1 : cf(δ) = ℵ0} and a sequence
〈Cδ : δ ∈ S〉 such that:
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(∗)1 (a) Cδ is a club of δ of order type χ
(b) for every club E of λ1 for some δ ∈ S,Cδ ⊆ E.
For any ρ ∈ ωχ we define
(∗)2 Iρ = ω>λ ∪ {ρ[δ] : δ ∈ S}
where ρ[δ] ∈ ω(λ1) is defined by ρ[δ](n) = the ρ(n)-th member of Cδ.
Easily there is Υ are Υ, χ¯ such that
(∗)3 (a) Υ ⊆ ωχ have cardinality χℵ0 ,
(b) each ρ ∈ Υ is increasing with limit χ
(c) for ρ1 6= ρ2 from Υ,Rang(ρ1) ∩Rang(ρ2) is finite
(d) χ¯ = 〈χn : n < ω〉 is a strictly increasing sequence
(e) χ =
⋃
n<ω
χn
(f) ρ ∈ Υ⇒ ρ(n) ∈ (χ(n), χ(n+ 1)).
We shall show that {Iρ : ρ ∈ Υ} exemplifies the desired conclusion: the full
(χℵ0 , λ, µ, µ)-super-bigness property.
Suppose ρ ∈ Υ, J =
∑
{Iν : ν ∈ Υ \ {ρ}}, for example let Υ = {ρi : i < |Υ|} and
J = {〈〉} ∪ {〈ζ〉(⊗
λ
)ν : ζ < |Υ|, ρζ 6= ρ and ν ∈ Iρi}, where
⊞ for ρ a sequence of ordinals and ζ < λ let 〈ζ〉
λ
→ ⊗ρ or ζ ⊗
λ
ρ be the
sequence ρ′ of length ℓg(ρ), ρ′(0) = λ× ζ + ρ(0), ρ′(1 + γ) = ρ(1 + γ).
Let χ∗ be regular large enough and <∗ a well ordering of H (χ∗).
We choose by induction on α < λ1,M
∗
α such that:
(∗)4 (a) M∗α ≺ (H (χ
∗),∈, <∗χ∗
(b) M∗α is increasing continuous
(c) ‖M∗α‖ < λ1
(d) M∗α ∩ λ1 is an ordinal
(e) 〈M∗β : β ≤ α〉 ∈M
∗
α+1
(f) µ+ 1 is a subset of M∗0
(g) µ, Iρ, x, J =
∑
ν∈Υ\{ρ}
Iν belong to M
∗
0 .
Let
(∗)5 E =: {δ < λ1 :M∗δ ∩ λ1 = δ},
clearly E is a club of λ1. So, by the choice of 〈Cδ : δ ∈ S〉, for some δ(∗) ∈ S we
have Cδ(∗) ⊆ E.
We shall show that η := ρ[δ(∗)],Mn := M
∗
η(n), Nn := M
∗
η(n)+1 are as required in
Definition 1.1.
Note:
(∗)6 η(n) + 1 ≤ χ(n+ 1) < η(n+ 1)
hence
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(∗)7 (a) Mn ∈ Nn
(b) Nn ∈Mn+1
(c) η↾n ∈Mn
(d) η↾(n+ 1) /∈ Nn.
[E.g. why (c)? It suffices to prove ℓ < n ⇒ η(ℓ) ∈ Mn because η(ℓ) < η(n) =
λ1 ∩Mη(n) ⊆M
∗
η(n) =Mn recalling cδ(∗) ⊆ E and the definition of E.]
Of course,
(∗)8 (µ ⊆)Mn ≺ Nn ≺Mn+1 ≺ (H (χ∗),∈, <∗χ∗).
So clearly clauses (i)-(v) of (∗) of 1.1 holds and we are left with proving clause (vi).
Let ν ∈ P Jω , and choose an ordinal α = max{α1, α2, α3} < δ(∗) where:
(∗)9 (a) if ν ∈M∗δ(∗) then α1 < δ(∗) is such that ν ∈M
∗
αn
(b) if for somem < ℓg(ν), ν↾m ∈Mδ(∗), ν↾(m+1) /∈Mδ(∗), then α2 < δ(∗)
is large enough such that ν↾m ∈M∗α2
(c) if ν = 〈i〉⊗
λ
ρ
[δ(∗)]
i (so ρi 6= ρ), let α3 ∈ Cδ(∗) be such that (Rang(ρ))∩
(Rang(ρi)) ⊆ otp(α3 ∩ Cδ(∗)) (exists by the choice of Υ).
It is easy to check that every n < ω such that ρ[δ(∗)](n) > α is as required in
Definition 1.1(vi), but every large enough n < ω is like that by the choice of Υ.
Changing names we finish.
So we have proved 2.1(1). For 2.1(2) let M ′2n =Mn,M
′
2n+1 = Nn.
As for 2.1(3), (using again M ′n) make the following changes. First in 2.9 we can
guarantee
[sup(Cδ ∩ α) < α ∈ Cδ ⇒ cf(α) > ℵ0],
(apply 2.9 to ω1 × ǫ(∗) getting C′δ, and let
Cδ = {ζ ∈ Cδ : otp(Cδ ∩ ζ) divisible by ω1}.
Second choosing Υ guarantee:
η ∈ Υ⇒ Rang(η) consists of successor ordinals only).
Then the requirement holds — check. 
Claim 2.15. Suppose λ is singular, λ > µ, λ > θ > cf(θ) = ℵ0, θ ≥ µ + cf(λ), aǫ
for ǫ < cf(λ) is a set of regular uncountable cardinals, ω = otp(aǫ), θ = sup(aǫ),
they are pairwise almost disjoint (i.e. for ǫ < ζ < cf(λ), aǫ ∩ aζ is finite) and
maxpcfJbd
aǫ
(aǫ) = θ
+, see Definition [Sh:E62, 3.15=Lprf.2].
Then Kωtr has the full (λ, λ, µ, µ)-super-bigness property.
Remark 2.16. We shall repeat this proof with some changes in 3.23 case 3.
Proof. Let 〈µǫ : ǫ < cf(λ)〉 be a strictly increasing sequence of regular cardinals,∑
ǫ<cf(λ)
µǫ = λ, µ + θ
+ < µǫ. Let λǫ = µ
+3
ǫ , by 2.10(3) (and its proof) there are
〈Cǫδ : δ ∈ Sǫ〉 for ǫ < cf(λ) and 〈Sǫ,ζ : ζ < λǫ〉 for ǫ < cf(λ) such that:
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(∗)1 (i) 〈Sǫ,ζ : ζ < λǫ〉 are pairwise disjoint subsets of Sǫ, Sǫ ⊆ λǫ
(ii) Sǫ,ζ ⊆ {δ < λǫ : cf(δ) = ℵ0} are stationary subsets of λǫ
(iii) if δ ∈ Sǫ then Cǫδ is a club of δ and C
ǫ
δ has order type θ
(recall that cf(θ) = ℵ0 by the claim’s assumptions and
δ ∈ Sε,ζ , cf(δ) = ℵ0)
(iv) for every club E of λǫ and ζ < λǫ, the set {δ ∈ Sǫ,ζ : Cǫδ ⊆ E}
is stationary
(v) 〈Cǫδ : δ ∈ Sǫ〉 is a square (partial of course).
For simplicity, Sǫ is disjoint to
⋃
ξ<ǫ
λξ.
For each ǫ < cf(λ) we can find 〈ρǫ,i : i < θ+〉 such that:
(∗)2 (i) ρǫ,i ∈ Πaǫ is (strictly) increasing
(ii) i < j < θ+ ⇒ ρǫ,i <Jbd
aǫ
ρǫ,j ; (i.e. for every large enough
κ ∈ aǫ, ρǫ,i(κ) < ρǫ,j(κ) < κ),
(iii) for every ρ ∈ Πaǫ for some i < θ+ we have ρ <Jbd
aǫ
ρǫ,i
(iv) ρǫ,i(n) is a limit ordinal of uncountable cofinality
(v) ρε,i(κ) > sup(aε ∩ κ) hence θ = ∪{ρε,i(κ) : κ ∈ aε}.
Let Υǫ := {ρǫ,i : i < θ+}.
For ǫ < cf(λ), and ζ such that
⋃
ξ<ǫ
λξ ≤ ζ < λǫ let Iζ = ω>λ ∪ {ρ[δ] : ρ ∈ Υǫ, δ ∈
Sǫ,ζ} where ρ
[δ] is an ω-sequence of ordinals: ρ[δ](n) = the ρ(n)-th element of Cǫδ
(now ρ[δ] depend on Cǫδ and ρ so on δ, ǫ, ρ, but ǫ can be reconstructed from δ, as
Sǫ ⊆ [
⋃
ξ<ǫ
λξ, λǫ)).
We shall show that 〈Iζ : ζ < λ〉 exemplify the desired conclusion, this suffices.
So let ǫ(∗) < cf(λ),
⋃
ξ<ǫ(∗)
λξ ≤ ζ(∗) < λǫ(∗), χ
∗ regular large enough and x ∈
H (χ∗), and let J =
∑
ξ<λ,ξ 6=ζ(∗)
Iξ. We can choose by induction on α < λǫ(∗) a
model M∗α such that:
(∗)3 (a) M∗α ≺ (H (χ
∗),∈, <∗χ∗)
(b) M∗α increasing continuous in α
(c) 〈M∗β : β ≤ α〉 ∈M
∗
α+1
(d) ‖M∗α‖ < λǫ(∗)
(e) M∗α ∩ λǫ(∗) is an ordinal > µ
+2
ǫ > µ+ cf(λ) +
∑
ζ<ǫ(∗)
λζ
(f) the objects Iε(∗), J and 〈< ρǫ,j : j < θ
+ >: ǫ < cf(λ)〉, ǫ(∗), 〈λǫ : ǫ <
cf(λ)〉, 〈< Sǫ,ζ : ζ < λǫ >: ǫ < cf(λ)〉 and
〈< Cǫδ : δ ∈ Sǫ >: ǫ < cf(λ)〉 belong to M
∗
α.
Let E = {δ < λǫ(∗) : M
∗
δ ∩ λǫ(∗) = δ}; clearly E is a club of λǫ(∗). So for some
δ(∗) ∈ E ∩ Sǫ(∗),ζ(∗), we have C
ǫ(∗)
δ(∗) ⊆ E.
We can find N ≺M∗
δ(∗) such that
(∗)4 (α) ‖N‖ = θ, θ + 1 ⊆ N hence µ+ 1 ⊆ N, {µ, κ} ⊆ N , and C
ǫ(∗)
δ(∗) ⊆ N ;
A COMPLICATED FAMILY OF TREES 29
(β) if δ ∈M∗
δ(∗), cf(δ) = ℵ0, δ = sup(N ∩ δ) then δ ∈ N ;
(γ) the following objects belong to N
• 〈< ρǫ,j : j < θ+ >: ǫ < cf(λ)〉,
• Iζ(∗), J, x,
• ǫ(∗), 〈λǫ : ǫ < cf(λ)〉,
• 〈< Sǫ,ζ : ζ < λǫ >: ǫ < cf(λ)〉,
• 〈< Cǫδ : δ ∈ Sǫ >: ǫ < cf(λ)〉
(δ) 〈M∗α : α < γ〉 ∈ N for γ ∈ C
ǫ(∗)
δ(∗).
Let
⊞1 (a) W = {(ǫ, ζ, δ) : ǫ < cf(λ), ζ 6= ζ(∗),
⋃
j<ǫ
λj ≤ ζ < λǫ, δ ∈ Sǫ,ζ
and ζ ∈ N, δ = sup(N ∩ δ) /∈ N but Cǫδ ⊆ N}
(b) W1 = {(ε, ζ, δ) ∈W : ε > ε(∗)}.
It is enough to show that for some ρ ∈ Υǫ(∗) we have:
⊞2,ρ ηρ := ρ
[δ(∗)],Mρn := N ∩M
∗
ρ[δ(∗)](n)
, Nρn := N ∩M
∗
ρ[δ(∗)](n)+1
(for n < ω) satisfy the requirement (∗) of Definition 1.1.
Now, for every ρ ∈ Υǫ(∗) the conditions (from (∗) of 1.1):
• (i), (iii), (iv) are trivial
• (v) holds by the definition, in fact for every n, ηδ↾η ∈ M ℓn, ηδ↾(n + 1) ∈
Nρn\M
ρ
n
• of ρ[δ(∗)],Mρn, N
ρ
n and the choice of δ(∗)
• (ii) holds as µ+ 1 ⊆M∗0 because µ ≤ θ ⊆ N .
The main point is condition (vi) and we shall show that for some ρ ∈ Υǫ(∗) it holds
⊞3 let Λ = {ρ ∈ Υε(∗), clause (vi) of Definition 1.1 fails for ηρ = ρ
[δ(∗)],Mρn, N
ρ
n(n <
ω)}
⊞4 if ρ ∈ Λ = Υε(∗), then let Λρ be the set of ν ∈ P
J
ω such that: {ν↾ℓ : ℓ <
ω} ⊆ N but for no α < δ(∗) do we have {ν↾ℓ : ℓ < ω} ⊆ N ∩M∗α and for
infinitely many n for some k we have ν↾k ∈Mρn, ν(k) ∈ N
ρ
n \M
ρ
n
⊞5 if ρ ∈ Λ and ν ∈ Λρ then we choose (ν, ̺, ε, ζ, δ) = (νρ, ̺ρ, ερ, ζρ, δρ) such
that (but if ρ is clear from the context we may omit the subscript ρ).
Now ν = 〈ζ〉⊗
λ
̺[δ] (if we use the first version in the proof of 2.13, or 〈ζ〉 ⌢ ̺ if
we use another one there) and ̺ ∈ Υǫ, δ ∈ Sǫ,ζ ,
⋃
ξ<ǫ
λξ < ζ < λǫ, ζ 6= ζ(∗); hence
without loss of generality (ν, ̺, ǫ, ζ, δ) = (νρ, ̺ρ, ǫρ, ζρ, δρ).
⊞6 if ρ ∈ Λ then ǫ0 < ǫ(∗) is impossible.
In this case λǫ ⊆M∗0 (see condition (∗)3(e) on the M
∗
α’s, hence N ∩{ν↾ℓ : ℓ < ω} ⊆
M∗0 , contradiction.
Next
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⊞7 if ρ ∈ Λ then ερ, ǫ = ǫ(∗) is impossible.
Why? As ν ∈ J necessarily ζ 6= ζ(∗). As δ ∈ Sǫ,ζ , clearly Sǫ,ζ ∩ Sǫ(∗),ζ(∗) = ∅ so
necessarily δ 6= δ(∗). If δ > δ(∗), as 〈ν(n) : 1 ≤ n < ω〉 is strictly increasing with
limit δ, for some n, λǫ(∗) > ν(n) > δ(∗) hence ν↾(n+1) /∈M
∗
δ(∗) hence ν↾(n+1) /∈ N ,
contradiction. If δ < δ(∗) then for some α < δ(∗), {ν↾ℓ : ℓ < ω} ⊆ N ∩ M∗α,
(remember that θ ⊆ N by (∗)4(a) and {ν↾ℓ : ℓ < ω} ⊆ N by the assumption on ν);
again impossible so ⊞7 holds.
⊞8 if ν ∈ Λ then (εν , ζν , δν) ∈W1.
Why? By ⊞6,⊞7 we have ǫ > ǫ(∗). Now (remembering C¯ǫ is a partial square),
for 1 ≤ n < m < ω,Cǫ
ν(n) = C
ǫ
ν(m) ∩ ν(n), and as ν(n) ∈ N by (∗)4(γ) necessarily
Cǫ
ν(n) ∈ N , so as θ ⊆ N ∧ |C
ε
ν(n)| ≤ |C
ε(∗)
δ | = θ clearly C
ǫ
ν(n) ⊆ N .
Now Cǫδ =
⋃
1<n<ω
Cǫ
ν(n) hence C
ǫ
δ ⊆ N , so δ = sup(δ ∩N); but δ /∈ N .
[Why? As otherwise for some α < δ(∗), δ ∈M∗α, hence C
ǫ
δ ⊆M
∗
α; now from ν↾1 ∈ N
it follows that ζ ∈ N but ε < cf(λ) ⊆ θ ⊆ N so also ε ∈ N and Υε ∈ N . Hence
Λ = {〈γ, η, η[γ]〉 : γ ∈ Sǫ,ζ and η ∈ Υǫ} ∈ N but we are assuming δ ∈ N (and
δ ∈ Sε,ζ) hence Λδ = {η[δ] : η ∈ Υε} belongs to N . However, N ⊆ Mδ(∗), so
Λδ ∈ Mδ(∗), but |Λδ| < |Υε| = θ
+ hence Λδ ⊆ Mδ(∗), so noting νρ = 〈ζ〉
λ
→ ⊗̺
[ρ]
ρ
and ̺ρ ∈ Υε we have ν ∈ Mδ(∗). Hence for some α ∈ N ∩ C
ε
δ(∗) we have ν ∈ M
∗
α,
hence {ν(n) : n < ω} ⊆ M∗α hence {ν(n) : n < ω} ∩N ⊆ N ∩Mα hence is ⊆ Nn
for n large enough, contradiction. So really δ /∈ N ].
By clause (∗)4(β) in the choice of N necessarily δ /∈ Mδ(∗) and recalling W is
defined in ⊞1 above clearly (ǫ, ζ, δ) ∈ W .
Clearly (ǫ, ζ, δ) ∈W1 as we have shown ǫ > ǫ(∗) by ⊞6+⊞7, so ⊞8 holds indeed.
Note that
⊞9 |W1| ≤ |W | ≤ θ because
ǫ′ has ≤ cf(λ) ≤ θ possibilities, ζ′ ∈ N so we have ≤ ‖N‖ = θ possibilities and
there are ≤ θ possibilities for δ′ as: ‖N‖ = θ, and a well ordering of cardinality ≤ θ
has ≤ θ Dedekind cuts and δ = sup(δ ∩N) > sup(δ ∩Mα) for α < δ (see (∗)4(β) in
choice of N) so ⊞5 holds indeed.
Remember we are trying to show only that for some ρ ∈ Υǫ(∗) we have ηρ =:
ρ[δ(∗)],Mρn , N
ρ
n (n < ω) are as required, we shall prove more,
⊕1 if (ε, ζ, δ) ∈ W1 then Ω(ε,ζ,δ) has cardinality ≤ θ where Ω(ε,ζ,δ) := {νρ : ρ ∈
Λ and (ερ, ζρ, δρ) = y}
as |W1| ≤ θ < θ+ = |Υǫ(∗)|, this will be enough.
So let y = (ǫ, ζ, δ) ∈ W1 we know that ǫ > ǫ(∗) hence aǫ ∩ aǫ(∗) is finite. Let for
α ∈ Cǫδ :
γ[α] = min{γ ∈ C
ǫ(∗)
δ(∗) : α belongs to M
∗
γ (equivalently: C
ǫ
α ∈ N ∩M
∗
γ )}.
Now 〈γ[α] : α ∈ Cǫδ〉 is a non-decreasing sequence of ordinals which are non-
accumulation members of C
ǫ(∗)
δ(∗), (with limit δ(∗)). [Why? If α ∈ C
ǫ
δ then C
ǫ
α ⊆
N ∩M∗γ[α] hence β ∈ C
ǫ
α ⇒ C
ǫ
β = C
ǫ
α ∩ β ⊆ C
ǫ
α ⊆ N ∩M
∗
γ[α] ⇒ γ[β] ≤ γ[α] so
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β < α & α ∈ Cǫδ & β ∈ C
ǫ
δ ⇒ γ[β] ≤ γ[α]. Being non-accumulation points is trivial
by the definition.]
For κ ∈ aǫ(∗) let:
βǫ(∗)(κ) = sup{γ[α] : α ∈ Cǫδ and otp(α ∩ C
ǫ
δ) ≤ sup(aǫ ∩ κ) and
otp(γ[α] ∩C
ǫ(∗)
δ(∗)) < κ}
γǫ(∗)(κ) = otp(C
ǫ(∗)
δ(∗) ∩ β
ǫ(∗)(κ)).
Note: the supremum is taken over a set of ≤ sup(aǫ ∩ κ) ordinals but aǫ ∩ κ is
a countable set of cardinals < κ, κ regular uncountable so sup(aǫ ∩ κ) < κ hence
clearly γǫ(∗)(κ) < κ.
So 〈γǫ(∗)(κ) : κ ∈ aǫ(∗)〉 belongs to Πaǫ(∗) hence for some j(y) < θ
+, we have:
⊕1.1 ρǫ(∗),j(y)(κ) > γ
ǫ(∗)(κ) for every large enough κ ∈ aǫ(∗).
For κ ∈ aǫ let:
βǫ(κ) = sup{α : α ∈ Cǫδ and for some κ1 ∈ aǫ(∗),
otp(γ[α] ∩C
ǫ(∗)
δ(∗ ) ≤ κ1
(∀β < α)[otp(γ[β] ∩C
ǫ(∗)
δ(∗)) < κ1],
and otp(α ∩ Cǫδ) < κ}
γǫ(κ) = otp(Cǫγ ∩ β
ǫ(κ))
again, the supremum is taken over a set of < κ ordinals and clearly γǫ(κ) < κ.
So 〈γǫ(κ) : κ ∈ aǫ〉 belongs to Πaǫ hence for some i(y) < θ+, we have: ρǫ,i(y)(κ) >
γǫ(κ) for every large enough κ ∈ aǫ.
Now recall Υǫ = {ρǫ,i : i < θ+} and similarly for ǫ(∗), so clearly if i(y) < i <
θ+& i(y) < j < θ+ then ρ
[δ]
ǫ,j cannot “hurt” ρ
[δ(∗)]
ǫ(∗),i, that is, νρε(∗),i ∈ {ρ
[δ]
ǫ,j : i(y) <
j < θ+} so |Ωy| ≤ |i(y)| so ⊕1 holds.
Now we shall show that each ν = ρ
[δ]
ǫ,j (for j ≤ i(ǫ)) can hurt at most θ (in fact
≤ 2ℵ0) many ρ ∈ Υǫ(∗); that is
⊕2 if ν ∈ Ωy then Λy,ν = {ρ ∈ Λ : (ερ, ζρ, δρ) = y and νρ ∈ ν} has cardinality
≤ θ
Now Rang(ρ[δ(∗)]) has infinite intersection with
B := {α < δ(∗) : for some ℓ, ν↾ℓ ∈M∗α+1 \Mα}
so let for κ ∈ aǫ(∗):
β∗κ = sup{otp(C
ǫ(∗)
δ(∗) ∩ α) : α ∈ B, otp(C
ǫ(∗)
δ(∗) ∩ α) < κ}.
So for some i(∗) < θ+, β∗κ < ρǫ(∗),i(∗)(κ) for every κ ∈ aǫ(∗) large enough; so for
every i, if i(∗) < i < θ+, then ρǫ(∗),i is not hurt, that is, ρε(∗),i(∗) /∈ Λy,ν so ⊕2
holds.
We can conclude
⊕3 if y = (ε, ζ, δ) ∈ W then Λy = {ρ ∈ Λ : (ερ, ζρ, δρ) = y} has cardinality ≤ θ.
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[Why? By ⊕1 +⊕2.]
⊕4 Λ has cardinality ≤ θ.
[Why? As |W1| ≤ θ and Λ = ∪{Λy : y ∈ W1} and each Λy has cardinality ≤ θ}. So
necessarily λ * Υε(∗) and so for any ρ ∈ Υε(∗)\Λ. Definition 1.1 is exemplified by
ηρ = ρ
[δ(∗)], µρn, N
ρ
n (for n < ω), so we finish. 2.15
∗ ∗ ∗
Lemma 2.17. Suppose λ is strong limit, λ = κ+ω > µ. Then Kωtr has the full
(λ, λ, µ,ℵ0)-super6-bigness property.
Remark 2.18. We use variants of this proof in case 6 of the proof of 3.23.
Proof. Let χ > 2λ be large enough.
Without loss of generality κ > µ and κµ = κ. Let 〈Cδ : δ < λ〉 be such that Cδ is
a club of δ of order type cf(δ). If (κ+n)κ
++
= κ+n we can define a function cdn from
{M ∈ H (χ) : M a model, ‖M‖ ≤ κ++, |τ(M)| ≤ κ++ and τ(M) ∈ H<κ+3(κ
+n)}
to κ+n such that:
cdn(M1) = cdn(M2) iff M1 ∼=M2&M1 ∩ κ
+n =M2 ∩ κ
+n.
As λ is strong limit, 2κ
++
< λ = κ+ω hence cdn is well defined for every n large
enough, say n ≥ n0 > 3. Without loss of generality cdn is definable in (H (χ),∈
, <∗χ). We call cdn(M) the n-code of M or a code of M .
Also for every n > 0 there are fn, gn (definable in (H (χ),∈, <
∗
χ)), two place
functions from κ+n to κ+n such that for α < κ+n if α ≥ κ+(n−1) then:
{f(α, i) : i < κ+(n−1)} = α and i < κ+(n−1) ⇒ g(α, f(α, i)) = i.
Let for n ≥ 3
Sn = {A : A ⊆ κ
+n, |A| = κ++, κ++ ⊆ A and letting δℓ(A) = sup(A ∩ κ
+ℓ)
(for ℓ = 3, ..., n), we have : δℓ(A) > κ
+(ℓ−1) of course,
cf(δℓ(A)) = ℵ0 and
∧
ℓ
Cδℓ(A) ⊆ Aand A is the closure of
{i : i < κ++} ∪
n⋃
ℓ=3
Cδℓ(A) under the functions fℓ, gℓ(ℓ = 3, ..., n)}.
Note that if A ∈ Sn, then n can be reconstructed from A.
We can prove by induction on n ≥ 3 that for every x ∈ H (χ) there is a sequence
〈Mm : m < ω〉, such that Mm ≺ (H (χ),∈, <χ), ‖Mm‖ = κ++, κ++ + 1 ⊆ M0, x ∈
M0,Mm ≺Mm+1,Mm ∈Mm+1 (hence cd(Mm) ∈Mm+1) and⋃
m<ω
Mm ∩ κ
+n ∈ Sn.
Hence for n ≥ n0 we know that ♦Sn holds (see [Sh:E62, 4.5(2)=Ld14]), in fact
⊞1 for n ≥ n0 there is N¯n such that
(a) N¯n = 〈NA : A ∈ Sn〉,
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(b) NA a model with universe A,
(c) for every modelN with universe κ+n and vocabulary of cardinality≤ µ
included in H (µ∗) and satisfying < is a member of τ(N), <N∗ =< ↾N
the set Sn[N ] is {A ∈ Sn : NA = N↾A} is a stationary subset of
[κ+n]≤κ
++
and where Sn[N ] = NA =
⋃
ℓ<ω
N ℓA, where for each ℓ, some
code αℓA of N
ℓ
A, belongs to NA and N
ℓ
A ≺ NA.
By [Sh:E62, 1.18=La54] there are 〈NηA : η ∈ TA〉 for A ∈ Sn such that:
⊞2 (a) TA ⊆ ω>(κ++),TA closed under initial segments, 〈〉 ∈ TA, η ∈ TA ⇒
(∃κ
++
α)[ηˆ〈α〉 ∈ TA]
(b) if η ∈ TA then N
η
A ≺ NA, η ∈ N
η
A
(c) NηA countable
(d) NηA ∩ κ = N
<>
A ∩ κ
(e) NηA ∩N
ν
A = N
η∩ν
A
(f) [η 6= ν ∈ TA ⇒ N
η
A 6= N
ν
A] and [¬(η E ν)⇒ η /∈ N
ν
A]
(g) {αℓA : ℓ < ω} ∪
n⋃
ℓ=3
Cδℓ(A) ⊆ N
<>
A
(h) η ⊳ ν ⇒ NηA ∩ κ
++ is an initial segment of NνA ∩ κ
++.
We let NηA =
⋃
ℓ<ω
Nη↾ℓA when η ∈ lim(TA). Without loss of generality
⊞3 if NA, NB are isomorphic then TA = TB and the (unique) isomorphisms
from NA onto NB carry N
η
A to N
η
B for each η ∈ TA.
For ν ∈ lim(TA), let η
ν
A ∈
ω(NνA) just list exactly the members of N
ν
A and satisfies
αℓA = η
ν
A(3ℓ) (for ℓ < ω)
6 Really, to fit better the fitness property let 〈F1(ηνA(ℓ)) :
ℓ < ω) is the list mentioned above and F1(η
ν
A(ℓ)) = α
ℓ
A when F, F1, F2 ∈ τA are as
below.
Let
〈Sn<γ3,γ4,...,γn> : n < ω and ℓ ∈ {3, . . . , n} ⇒ γℓ < κ
+3〉
be a sequence of stationary subsets of {δ < κ++ : cf(δ) = ℵ0}, any two has a
bounded intersection (exist, see [Sh:E62, 4.1=Ld4] (which prove more))7. We can
easily find pairwise disjoint 〈Sn,ζ : ζ < κ+n〉 (for n ≥ n0) such that Sn = ∪{Sn,ζ :
ζ < κ+n}, and each 〈NA : A ∈ Sn,ζ〉 is a diamond sequence.
[Why? E.g. let P∗ ∈ H (µ+) serve as a unary predicate and for every ζ < κ+n
let S ′n,ζ = {A ∈ Sn : P ∈ τ(NA) and P
NA
∗ = {ζ}} and for A ∈ S
′
n,ζ let N
′
A =
NA↾(τ(NA))\{P∗}; renaming the vocabularies and adding Sn\∪ {S ′n,ζ : ζ < λ} to
S ′n,ζ , we can finish.]
For ζ ∈ [κ+(n−1), κ>n), n > n0, let (why otp(NA∩κ+ℓ) < κ+3? because ‖NA‖ =
κ++ as A ∈ Sn, see its definition):
6actually it suffices if it lists ∪{Cδℓ(A) : 3 ≤ ℓ < n}∪{α
ℓ
A : ℓ < ω}∪{ν(ℓ) : ℓ < ω}; this change
is needed for 2.19.
7We can assume ∪{Sn<γℓ:ℓ=3,...,n>
: γℓ < κ
+2} for n < ω are pairwise disjoint.
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Iζ =
ω>λ ∪ {ηνA : A ∈ Sn,ζ and ν ∈ Y
n
A,〈otp(NA∩κ+ℓ):3≤ℓ≤n〉
}.
where
Y nA,γ3,...,γn = {ν : ν ∈ limTA), increasing with limit in S
n
<γ3,...,γn>
}.
We shall prove that the sequence 〈Iζ : κ
+n0 ≤ ζ < λ〉 is as required.
For this suppose x ∈ H (χ), χ regular large enough, ζ ∈ [κ+n0 , λ),
Jζ =
∑
{Iξ : ξ 6= ζ and ξ ∈ [κ
+n0 , λ)};
let n be such that κ+(n−1) ≤ ζ < κ+n. Let M ≺ (H (χ),∈, <∗χ) have cardinality
κ+n and be such that κ+n+1 ⊆M, {x, Iζ , Jζ , µ} ∈M and 〈Cδ : δ < λ〉, 〈cdn, fn, gn :
n < ω〉 belong to M .
Let h be a one to one function from |M | onto κ+n, and let N+ be the model
with universe κ+n and all relations and functions on κ+n definable (with no param-
eters) in (M,h). In particular we may use F, F1, F2 such that x = 〈y, z〉 ∈ M ⇒
FN
+
(h(y), h(z)) = h(x), FN
+
1 (h(x)) = h(y), F
N+
2 (h(x)) = h(z). So for some A ∈
Sn,ζ we have NA ≺ N+. We shall show that for some ν ∈ Y nA,〈otp(NA∩κ+ℓ):3≤ℓ≤n〉
we have: ηνA, N
ν
A, are as required.
Let MA,M
ν
A for (ν ∈ lim(TA)) be the Skolem Hull of NA, N
ν
A respectively in
(M,h). Note: |MA| ∩ κ+n = |NA|, |M
η
A| ∩ κ
+n = |NηA|. For ν ∈ lim(TA), let Zν be
the set of triples (ξ, B, ρ) such that for some m = m(ξ) > n0 : ξ 6= ζ, B ∈ Sm,ξ, ξ ∈
[κ+(m−1), κ+m), ρ ∈ lim(TB) and < ξ > ˆη
ρ
B /∈M
ν
A but {(< ξ > ˆη
ρ
B)↾ℓ : ℓ < ω} ⊆
MνA.
We now make some important observations:
(∗)1 if (ξ, B, ρ) ∈ Zν , ξ ∈ [κ+(n−1), κ+n) (i.e. m(ξ) = n) then otp(NB ∩ κ+ℓ) ≤
otp(NA ∩ κ+ℓ) for ℓ ∈ [3, n]; and for at least one ℓ the inequality is strict
and B ⊆ A.
[Why? As Cδℓ(B) ⊆ Rang(η
ρ
B) we have
n⋃
ℓ=3
Cδℓ(B) ⊆ N
ν
A ⊆ A, hence (see the
definition of Sn, using the 〈fℓ, gℓ : ℓ = 3, . . . , n − 1〉 we get B ⊆ A so the equality
≤ follows; but necessarily B 6= A (as 〈ξ〉ˆηρB ∈ Jζ and Sn,ξ ∩ Sn,ζ = ∅) and if
¬(∃ℓ)(δℓ(B) < δℓ(A)) then we have: κ
++ ⊆ B, and for ℓ ≤ n(≥ 3)
sup(B ∩ κ+ℓ) = sup(A ∩ κ+ℓ) = sup(A ∩B ∩ κ+ℓ);
now use the choice of fn, gn. You can show, using B ⊆ A, by induction on ℓ ≤ n
that B ∩ κ+ℓ = A ∩ κ+ℓ; for ℓ = n we get a contradiction]
(∗)2 if (ξ, B, ρ) ∈ Zν then {δℓ(B) : 3 ≤ ℓ ≤ m(ξ)} is included in the closure
of |MνA| in the order topology, which is a countable set of ordinals; also
B ⊆MA
[similar argument; for B ⊆MA use ηℓB(3ℓ) = α
ℓ
B ]
(∗)3 So if Y ⊆ lim(TA) is closed with countable density, and no isolated points,
then for some ν ∈ Y (really for a co-countable set of ν’s):
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⊗ (ξ, B, ρ) ∈ Zν ⇒ (∃k)[{αℓB : ℓ < ω} ⊆M
ν↾k
A ].
[Why? The point is that {(ξ, B) : (∃ν ∈ Y )(∃ρ)[(ξ, B, ρ) ∈ Zν ]} is countable (as for
each (ξ, B, ρ) ∈ Zν the ordinals δℓ(B), 3 ≤ ℓ ≤ n(ξ), are all accumulation points of⋃
ν∈Y
MνA, which is countable and 〈δℓ(B) : 3 ≤ ℓ ≤ m(ξ)〉 determine B hence ξ, and
for each such (ξ, B) the set of ν ∈ Y for which ⊗ fails is at most a singleton, using
clause (e) above and the last clause in the definition of Zν .]
Lastly
(∗)4 C∗ = {δ < κ++: for every B, if {αℓB : ℓ < ω} ⊆ M
ν
A for some ν ∈
ω>δ, and m < ω and B ∈ Sm,ξ and C
′ is the <∗χ-first club disjoint to
Sm〈otp(A∩κ+ℓ):3≤ℓ≤n〉 ∩ S
m
〈otp(B∩κ+ℓ):3≤ℓ≤m〉 then δ ∈ C
′} is a club of κ++.
[Why? Note that κµ = κ hence (κ+)ℵ0 = κ+, so the number of possible B’s for
each ν ∈ ω>(κ++) is ≤ ‖MνA‖
ℵ0 ≤ κ+, and use diagonal intersection].
(∗)5 if ν ∈ lim(TA), ν increasing with limit δ ∈ C∗ ∩ Sn〈otp(A∩κ+ℓ):3≤ℓ≤n〉 then
(ξ, B, ρ) ∈ Zν ⇒ ¬∃k[{α
ℓ
B : ℓ < ω} ⊆M
ν↾k
A ].
[Why? Easy by the choice of C∗.]
Together we finish: by (∗)4, we can find δ as in (∗)5 and hence we can find a
perfect set Y ⊆ TA of sequences with limit δ; now (∗)3, (∗)5 give contradictory
conclusions (alternatively see the proof of 2.19). 2.18
Claim 2.19. In fact in 2.18 we can get (under the assumptions of 2.18) that Kωtr
has the full (λ, λ, µ, µ)-super6
+
-bigness property (and moreover in clause (ii) there
we get “µ+ 1 ⊆Mn” and [Mn]ℵ0 ⊆Mn which implies (vi)+ there).
Proof. For this we have to make several changes in the proof of 2.18. What more
do we prove? we get µ+ 1 ⊆M0 and [Mn]ℵ0 ⊆Mn hence more than clause (vi) in
the proof above. Without loss of generality κµ = κ, µℵ0 = µ.
Considering models N with universe κ+n we demand that Por, <or belong to
τ(N) where we let Por, <or be fixed one and two place predicates and we demand
that <Nor is a well ordering of the subset P
N
or of κ
+n. Parallel restriction apply to
NA for A ∈ Sn). Latter having M and h, we demand PN
+
or = {h(α) : α ∈ M an
ordinal}, <N+or = {(h(α), h(β)) : α < β are ordinals from M}. For any A ∈ Sn, we
choose a two place function gA such that:
⊕ for every α ∈ PNAor , for some regular
8 θ ≤ κ++
(i) (∀β < γ < θ)[gA(α, β) <or gA(α, γ)]
(ii) (∀β)(∃γ)[β <or α→ γ < θ& β ≤or gA(α, γ)]
(iii) (∀β)[θ ≤ β ⇒ gA(α, β) = α].
Of course we demand that if NA ∼= NB, A,B ∈ Sn then the (unique) isomorphic
map gA to gB.
When we choose M , we demand
[a ⊆M & ‖M‖|a| = ‖M‖ ⇒ a ∈M ].
8or θ = 1 or θ = 0, cases which still fit.
36 SAHARON SHELAH
When we choose 〈NηA : η ∈ TA〉 we replace condition (c) in ⊞2 by
(c)′′ NηA has cardinality µ and include µ+ 1 and
[a ⊆ NηA& ‖N
η
A‖
|a| = ‖NηA‖ ⇒ a ⊆ N
η
A]
(the partition theorem on trees still holds) and add, i.e. we now use [Sh:E62,
1.16=La48]
(i) if η ⊳ ν are from TA, <
NA
or is a well ordering of P
NA
or (⊆ A) then for any
x ∈ PNAor ∩N
η
A:
(α) if κ++ > cf({y : y ∈ PNAor , y <
NA
or x}, <
NA
or ) then
NηA ∩ {y : y ∈ P
NA
or , y <
NA
or x}
is an unbounded subset of
({y : y ∈ PNAor , y ∈ N
ν
A, y <
NA
or x}, <
NA
or )
(β) if κ++ = cf({y : y ∈ PNAor , y <
NA
or x}, <
NA
or ) then for any y ∈ P
NA
or , y <
NA
or
x, for some α < κ++ we have: η ⊳ ρ ∈ TA& ρ(ℓg(η)) > α& y∗ ∈ NA ∩
PNAor & y
∗ <NAor x&(∀z)[z ∈ N
η
A& z <
NA
or x→ z <
NA
or y
∗].⇒ y <NAoor y
∗
.
Note that as <NAor well order P
NA
or , this is possible — see [Sh:E62, 1.16=La48] and
apply it to (MA, g).
But now we cannot demand “ηνA list the members of N
ν
A”; so we just require
⊞ (a) αℓA = η
ν
A(3ℓ),
(b) 〈ηνA(3ℓ+ 1) : ℓ < ω〉 list
n⋃
ℓ=3
Cδℓ(A) and
(c) 〈ηνA(3ℓ+ 2) : ℓ < ω〉 is 〈ν(ℓ) : ℓ < ω〉.
This, of course, “kills” (∗)3 in the proof of 2.18. Now if (ξ, B, ρ) ∈ Zν , for ℓ =
3, . . . ,m(ξ) define βℓ = sup[κ
+ℓ ∩ rang(ρ)], and define γ[βℓ] = min(MνA ∩ λ \ β), so
for some k(∗) < ω we have
∧
ℓ∈[3,m(ξ)]
γ[βℓ] ∈ M
ν↾k(∗)
A . So by condition (i) above for
each ℓ ∈ [3,m(ξ)], either ⊛1ℓ holds or ⊛
2
ℓ holds where:
⊛1ℓ cf(γ[βℓ]) < κ
++, sup[γ[βℓ] ∩M
ν↾k(∗)
A ] = sup[γ[βℓ] ∩M
η′
A ] whenever ν↾k(∗) ⊳
η′ ∈ TA ∪ lim(TA)
⊛2ℓ κ
++ = cf(γ[βℓ]) and there is hγ[βℓ] : κ
++ → γ(β) increasing continuous
with limit γ[βℓ] such that
• ν↾k(β) ⊳ η′ ∈ lim(TA)⇒ sup(N
η′
A ∩ γ[βℓ])
• sup(Mη
′
A ∩ Rang(hγ[βℓ])) = h(sup[M
η′
A ∩ κ
++]).
As µ ≤ κ, we can finish easily: we can find a club
C′ = {δ ∈ C∗ : if ν ∈ ω>δ, ℓ ∈ [3, ω) and γ ∈ NνA then δ is closed under hγ}.
of κ++ and choose δ ∈ C′. 2.19
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Theorem 2.20. 1) If λ > µ then Kωtr has the full (λ, λ, µ,ℵ0)-super-bigness prop-
erty and also the (2λ, λ, µ,ℵ0)-super bigness property.
2) Similarly replacing ℵ0 by µ.
Proof. The first phase implies the second by 1.8(1) hence we concentrate on the
first phrase. This will follow by combining the previous Lemmas. We shall use all
the time 1.7(1) to get “our super”, the one from Definition 1.1, i.e. super4
+
. If
λ is regular, use 1.11(1) so assume λ singular; if (∃µ1)[µ ≤ µ1 = µ
ℵ0
1 < λ ≤ 2
µ1 ]
use 1.11(2), for part (2) note “(even the full ...”) and if (∃θ)[θ < λ ≤ θℵ0 ] let χ be
minimal such that λ ≤ χℵ0 ; so < λ hence µ + χ < λ, but λ is a limit cardinal so
µ+ + χ++ ≤ λ and use 2.1. So assume the last two cases fail, hence λ is singular
strong limit. If cf(λ) > ℵ0 use 1.11(3), if cf(λ) = ℵ0, λ = ℵδ, δ divisible by ω2,
choose θ, µ < θ < λ, cf(θ) = ℵ0 and apply 2.15, (〈aǫ : ǫ < cf(λ)〉 exists by [Sh:E62,
3.22=Lpcf.8]). The remaining case is λ = ℵδ = ℵα+ω strong limit and use 2.18 for
part (1), use 2.19 for part (2). 2.20
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§ 3. Applications and generalizations
Conclusion 3.1(1) (though not 3.1(2),(3)) tell us that unstable and unsuperstable
has many models, and the proof use only a version of the definition from [Sh:E59].
Theorem 3.2 tell us more in this direction but the proof of 3.2 in case λ = λ(T ), T1 =
T stable require knowledge of stability theory (and is not used later), this case
appear as end-segment of the proof of 3.2, i.e. starting with the third paragraph of
the proof of 3.2 and with 3.22). We restart in 3.23 resuming our investigations of
bigness properties and then deal with abelian separable p˙-group.
§ 3(A). The Many pairwise Unembeddable Models.
Conclusion 3.1. 1) If T ⊆ T1 are complete first order theories and λ > |T1| then
I˙E˙(λ, T1, T ) = 2
λ whenever T is unsuperstable.
2) If λ > µ then Kωtr has the full strong (λ, λ, µ,ℵ0)-bigness property and (2
λ, λ, µ,ℵ0)-
bigness property (see Definition [Sh:E59, 2.5(3)=L2.3(3)]).
3) If Φ, 〈ϕn(x, y¯) : n < ω〉 are as in [Sh:E59, 1.11=L1.8(2)], and λ > |τ(Φ)|
then we can find Iα ∈ Kωtr of cardinality λ for α < 2
λ such that letting Mα =
EMτ(T )(Iα,Φα), for any α 6= β, there is no function from Mα into Mβ preserving
the ±ϕn.
Proof. 1) Let Φ be a template proper for Kωtr as in [Sh:E59, 1.11=L1.8(2)]; i.e.
|τ(Φ)| = |T1| + ℵ0, τT1 ⊆ τ(Φ), every EM(I,Φ) is a model of T1 and for some
first order formulas ϕn(x, y¯n) of Lω,ω(τT ) for s ∈ P In , t ∈ P
I
ω , I ∈ K
ω
tr we have
EM(I,Φ)  ϕ(at, a¯s) iff I |= s ⊳ t. By 3.1(2) (prove below) and the definition, the
conclusion follows reading the definition of I˙E˙ (see [Sh:E59, 1.4=L1.4new]) and the
bigness property.
2) By 2.20 and 1.8(2).
3) Included in the proof above. 3.1
Theorem 3.2. Suppose T is (first order, complete) unsuperstable theory and λ ≥
λ(T ) + ℵ1 (see below 3.3(1)).
1) T has 2λ pairwise non-isomorphic strongly ℵǫ-saturated models of cardinality λ,
see 3.3(2),(3).
2) If in addition T is stable or λ > λ(T ) + ℵ0, then T has 2λ,ℵǫ-saturated models
of power λ no one elementarily embeddable into another.
3) We can in part (2) weaken the assumption to λ > |T | + ℵ0 but then have to
weaken the conclusion to “strongly ℵ0-homogeneous (see 3.3(3) below) models of
cardinality λ (omitting the “ℵǫ-saturated”; interesting when λ = |T |+ℵ1, T stable).
4) If T ⊆ T1, T1 first order, we can demand above that the models are in PCτ(T )(T1, T ),
that is are reducts of models of T1, provided that: in 3.2(1)+(2) we demand λ >
λ(T ) + |T1|+ ℵ0, in 3.2(3) we demand λ > |T1|+ ℵ0.
Remark 3.3. 1) λ(T ) can be defined as the minimal cardinality of an ℵε-saturated
model of T , see (2) below.
2) M is ℵǫ-saturated if for every N,M ≺ N, a¯ ∈ M, b¯ ∈ N there is b¯′ ∈ M
realizing {∅(x¯, b¯, a¯) : ∅(x¯, y¯, z¯) first order formula and in N the formula ∅(x¯, y¯, a¯) is
an equivalence relation with finitely many equivalent classes}.
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3) M is strongly ℵε-saturated if in addition it is strongly ℵ0-homogeneous which
means that for any a¯, b¯ ∈ ω>M realizing the same type, there is an automorphism
of M mapping a¯ to b¯.
4) The restrictions in 3.2 are reasonable as, e.g. by [Sh:100]: it is consistent with
ZFC that for T the theory of dense linear orders (which is an unstable one) there
is T1 ⊇ T (first order complete theory) of cardinality ℵ1 such that for any models
M1,M2 in PC(T1, T ) of cardinality ℵ1,M1 can be embeded into M2.
5) Recall Ceq is extending C by giving names to equivalence classes, see [Sh:c]. Let
us say that M eq ≺ Ceq is strongly+,ℵε-saturated if for any finite A,B ⊆ M eq and
(M eq,M eq)-elementary mapping f from acl(A,M eq) onto acl(B,M eq) there is an
automorphism f+ of M eq extending f .
6) Can we get in 3.2, models which are strongly+ ℵε-saturated?
Let λ′(T ) be the first λ ≥ λ(T ) such that for anyM eq, A,B as above, the number
of f as above is ≤ λ.
Now we can in 3.2 demand the models to be strongly+ ℵε-saturated if λ ≥
λ′(T ) + ℵ1 (or λ > λ′(T ) + ℵ0, as natural). The proof is essentially the same.
7) In fact the proof indicated in (6) is simpler and gives in some respect more
information. We can easily prove:
(∗)1 if A ⊆ Ceq, |A| ≤ λ then there is an (F,P)-construction A (see context
3.4, Definition 3.6),such that:
(i) A0[A ] = A,
(ii) lg(A ) is divisible by λ and cf(lg(A ) ≥ κ
(iii) if D ∈ P and i < lg(A ), B1 ⊆ Ai[A ], B2 ⊆ D and f is an element
mapping from acl(B2,C
eq) onto acl(B1,C
eq), |B1| < κ, |B2| < κ then
lg(A ) = otp{β < lgA : there is an elementary mapping f ′ from D
onto Dβ [A ] extending f , Bβ [A ] = B1}
(∗)2 if A 1n ,A
2 are as in (∗)1, and A0[A ] = ∅ = A0[A 2] then A[A 1], A[A 2]
are isomorphic Fκ-saturated models (for κ = ℵ0 strongly+,ℵǫ-saturated
models and the parallel condition for the case κ > ℵ0.
This replace 3.7-3.14, (but use some of those proofs). After that we can
continue as in 3.16.
8) For the case T1 = T, κ = cf(κ) ≤ κr(T ) we can replace in the proof ℵǫ-saturated
by Faκ-saturated, etc.
Proof. Let τ = τT .
First assume T is unstable; by [Sh:225, Proof of 2.1], there is a template Φ, proper
for linear orders, |τΦ| = λ(T ) such that every model M of the form EMτ (I,Φ) is
an ℵǫ-saturated model of T and M |= ϕ[a¯s, a¯t] iff s <I t for s, t ∈ I.
[Why? Either see [Sh:225, Proof of 2.1] or apply [Sh:E59, 1.26=L1.24new] as follows.
As T is unstable there are ϕ(x¯, y¯), a¯ℓ (ℓ < ω) and M such that M is a model of
T, a¯ℓ ∈ M,n = lg(x¯) = lg(y¯) = lg(a¯ℓ) and M  ϕ(a¯ℓ, a¯k)if(ℓ<k). We can also find a
vocabulary τ1, τ ⊆ τ1, |τ1| = λ(T ) and ψ ∈ L|T |+,ω(τ1) such that a model of T is ℵǫ-
saturated iff it can be expanded to a model of ψ. For every λ we can find a strongly
|T |+-saturated model Mλ of T and a¯λα ∈ Mλ such that Mλ |= ϕ(a
λ
α, a
λ
β)
if(α < β),
hence there is an expansion M+λ of Mλ to a model of ψ. Lastly check that [Sh:E59,
1.26=L1.24new] gives the desired conclusion.]
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Now part (1) (of 3.2) holds by [Sh:E59, 3.19=L3.9] (with MI being EM(I,Φ),
it is as required in [Sh:E59, 3.19=L3.9A] by [Sh:E59, 3.8=L3.4]). Also part (2) (of
3.2) holds by 3.16 (interpreting I ∈ Kωtr as a linear order as in [Sh:E59, 2.4=L2.2])
noting that we have λ > λ(τ) + ℵ0 = |τΦ| as we are assuming T is unstable. The
proof of part (3) is similar replacing τΦ by τ
′ of cardinality λ+ℵ1, |T1|+ℵ1. Lastly
for part (4) without loss of generality every model EMτ (I,Φ) is a reduct of a model
of T1, so we are done by 3.1(3).
So without loss of generality T is stable. As T is unsuperstable, by [Sh:225,
Proof of 2.1], (or a proof similar to the first paragraph) there is a template Φ proper
for Kωtr, |τΦ| = λ(T ) as in [Sh:E59, 1.11(2)=L1.8(2)] such that every EMτ (I,Φ) is
strongly ℵǫ-saturated. If λ > λ(T ), note that 3.2(1) follows by 3.1(3) and 3.2(3) by
decreasing τΦ.
In all those proofs we can restrict ourselves to models of T which are reducts of
models of T1, i.e. demand that for any suitable I, the model EM(I,Φ) is a model of
T1 so part (4) follows. We are left with part (2) the case T is stable and the proof
is restricted to elementary classes: the proof needs some knowledge of forking but
is not used later so a reader can skip it. We also use the notation of [Sh:c].
Let ϕn(x¯, y¯n) (for n < ω), a¯η(η ∈ ω≥λ) witness unsuperstability, i.e. be as in
[Sh:a, Ch.III,§3], so there is 〈a¯η : η ∈ ω>λ〉 which is a non-forking tree (that is
η ∈ ω>λ ⇒ tp(a¯η,∪{a¯ν : ¬(η E ν), ν ∈ ω>λ}) does not fork over ∪{a¯η↾ℓ : ℓ <
lg(η)}), and for η ∈ ωλ, tp(a¯η,∪{a¯ν : ν ∈ ω>λ}) does not fork over
⋃
ℓ<ω
a¯η↾ℓ and
tp(a¯η,
⋃
ℓ<k
a¯η↾ℓ) forks over
⋃
ℓ<k
a¯η↾ℓ for k < ω. Let I ⊆
ω≥λ be closed under initial
segments, |I| = λ and we shall construct a model MI . We work in Ceq, so without
loss of generality a¯η = 〈aη〉 so the aη’s are pairwise distinct.
By induction on α we choose (A¯α, f¯α) ∈ Kα where
⊞ (A¯, f¯) ∈ Kα iff A¯ = 〈Ai : i ≤ α〉 and f¯ = 〈f ic,d : c, d ∈ Ai, tp(c, ∅) = tp(d, ∅)
and i ≤ α〉 satisfies:
(A) A¯ = 〈Ai : i ≤ α〉 is increasing continuous: |Ai| = λ,Ai ⊆ C
(B) f ic,d is an elementary mapping, f
i
c,d(c) = d, f
i
d,c = (f
i
c,d)
−1, and for
c, d ∈ Aj the sequence 〈f
i
c,d : j ≤ i ≤ α〉 is increasing continuous, and:
if c, d ∈ Ai, but
∧
j<i
[{c, d} * Aj ] then Dom(f ic,d) = {c}
(C) for each i: either
(i) Ai+1 = Ai ∪ {ai}, tp(ai, Ai) does not fork over some finite subset
Bi of Ai
or
(ii) for some c(i), d(i) ∈ Ai, (such that tp(c(i), ∅) = tp(d(i), ∅))
we have:
Ai+1 = Ai ∪ f
i+1
c(i),d(i)(Ai)
and
(∃j < i)[Rang(f ic(i),d(i)) = Aj ] ∨ [Dom(f
i
c(i),d(i)) = {c(i)}].
(D) for every c, d ∈ Ai+1 such that tp(c, ∅) = tp(d, ∅):
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(i) if {c, d} is not a subset of Ai, then Dom(f
i+1
c,d ) = {c}
(ii) if c, d ∈ Ai, case (i) of (C) holds or case (ii) of (C) holds but
〈c, d〉 /∈ {〈c(i), d(i)〉, 〈d(i), c(i)〉}, then f i+1c,d = f
i
c,d
(iii) if c = c(i), d = d(i) and case (ii) of (C) holds, then tp(f i+1
c(i),d(i)(Ai), Ai)
does not fork over Rang(f i
c(i),d(i)) and Dom(f
i+1
c(i),d(i)) = Ai and recall
f i+1d,c = (f
i+1
c,d )
−1
(E) A0 = ∪{a¯η : η ∈ I}.
Note that we can prove by induction on α that for any such construction (A¯, f¯) ∈
K≤λ,α:
(∗) If Dom(f ic,d) 6= {c}, then
(i) (∃δ ≤ i)[Dom(f ic,d) = Aδ = Rang(f
i
c,d)] so δ is a limit ordinal or
(ii) (∃ǫ < ζ ≤ i)[Dom(f ic,d) = Aζ &Rang(f
i
c,d) = Aǫ ∪ (Aζ+1 \Aζ)] or
(iii) (∃ǫ < ζ ≤ i)[Rang(f ic,d) = Aζ &Dom(f
i
c,d) = Aǫ ∪ (Aζ+1 \Aζ)].
We can clearly find α < λ+ and (A¯, f¯) ∈ Kα, i.e. Ai(i≤α), f
i
c,d (for i < α) satisfying
(A) - (E) such that:
(∗∗) (i) for every finite B ⊆ Aα and b ∈ C,
• if λ ≥ λ(T ) then stp(b, B) is realized by some a ∈ A, moreover for
λ ordinals i < α clause (i) of (C) holds, B = Bi ⊆ Ai and ai realizes
stp(b, B),
• if |T | ≤ λ < λ(T ) if a¯ list B and |= ϕ[b, a¯] then for λ ordinals
i < α, |= ϕ[ai, a¯] and Bi = B
(ii) for every c, d ∈ Aα,Dom(fαc,d) = Aα = Rang(f
α
c,d).
This is easy by reasonable bookkeeping and (C) above. Hence Aα is the universe of
a strongly ℵǫ-saturated model if λ ≥ λ(T ), and strongly ℵ0-homogeneous (in both
cases of model cardinality λ), if λ < λ(T ) (remember we work in Ceq). We call it
MI (and should have written αI < λ
+, AIi , etc).
This is close to [Sh:c, Sh.IV,5.13,pg.213 + §3]. Well, we have the models but
we still need to show the non-embeddability. The proof is now broken to some
Definitions, Claims and Facts occupying the rest of this subsection. In 3.4 we can
restrict ourselves to Pos. 1. So till we finish the proof of 3.2 we adapt the context
3.4, and for notational simplicity only assume λ ≥ λ(T ), (otherwise Claim 3.14 has
to be revised). 3.2
Context 3.4. Pos. 1: T is a stable theory, F = Ffℵ0 , κ = ℵ0,P = PI = {DI} where
DI = {aη : η ∈ I} for some I, 〈aη : η ∈ I〉 as above, λ ≥ |DI |+ λ(T )
Pos. 2: T is a stable theory, F = Ffκ see [Sh:c, IV, 3.14] and κ = κr(T ),P a family
of sets (⊆ C) and λ = λ<κ + λ(T )+ ≥
∑
D∈P
|D|, and we shall use Pos 2
|B| ≤ λ⇒ λ ≥ |{tp(d¯, B) : lg(d¯) < κ and Rang(d¯) ∪B is F- atomic over B}|
(recall we say A′ is F-atomic over A if for every finite d¯ ⊆ A′ we have tp(d¯, A) ∈
F(B) for some B ⊆ A of cardinality < κ).
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Now we define the relevant constructions and prove that the demands parallel
to non-forking calculus hold.
We can work in Pos 2 because
Observation 3.5. If Pos 1, then Pos 2.
Definition 3.6. 1) We say A = 〈(Aα, Dα, Bα) : α < α∗〉 is an (F,P)− construc-
tion (omitting (F,P) when clear from the context) when :
(a) Aα is increasing continuous (and we stipulate Aα∗ =
⋃
α
(Aα ∪Dα))
(b) Aα+1 = Aα ∪Dα
(c) Bα ⊆ Aα ∩Dα and |Bα| < κ
(d) for every finite d¯ ⊆ Dα (or just d¯ ⊆ Dα \Bα) we have tp(d¯, Aα) ∈ F(Bα)
(e) for each α either Dα has cardinality < κ or for some D
′
α ∈ P, Dα
∼= D′α
which means that there is an elementary mapping hα from D
′ onto Dα.
2) For a construction A as above we let α∗ = lg(A ), Aα[A ] = Aα for α ≤ α∗, Dα =
Dα[A ], Bα = Bα[A ] and A[A ] = Aα∗ .
3) We can replace α∗ by any well ordering. We may replace Dα[A ] by (or add to
it) D′α[A ] and hα[A ] from clause (e) if |Dα| ≥ κ.
4) For α < lg(A ) we let wα[A ] = {β < α : Bα[A ] ∩ Aβ+1[A ] \ Aβ [A ] 6= ∅} so
wα[A ] has cardinality < κ by clause (c) of part (1) so w0 = ∅.
5) We call A standard when β ∈ wα[A ]⇒ wβ [A ] ⊆ wα[A ] &Bβ [A ] ⊆ Bα[A¯].
6) We say w ⊆ lg(A ) is A -closed iff β ∈ w ⇒ wβ [A ] ⊆ w.
7) For β ≤ lg(A ) let A ↾ β be defined naturally.
8) For b ∈ A[A ] let α(b) = α(b,A ) be the β such that b ∈ Aβ+1[A ] \ Aβ [A ] but
for b ∈ A0[A ] we stipulate α(b) = −1.
9) For b ∈ A[A ] let wb[A ] = wα(b) (where we stipulate w−1 = ∅, and for a
sequence b¯ = 〈bi : i < ℓg(b¯)〉 we let wb¯[A ] =
⋃
{wbi : i < ℓg(b¯)} and Bb¯[A ] =
∪{bℓ ∪Bα(bℓ)[A ] : ℓ < lg(b¯)}.
10) We may omit A when clear from the context.
Fact 3.7. For any (F,P)-construction A there is a standard (F,P)-construction
A ′ such that:
(a) lg(A ′) = lg(A )
(b) Aα[A
′] = Aα[A ]
(c) Dα[A
′] = Dα[A ] (and D
′
α[A
′] = D′α[A ], hα[A
′] = hα[A ])
(d) Bα[A
′] ⊇ Bα[A ]
(e) wα[A
′] ⊇ wα[A ].
Proof. Straight, choose Bα[A
′], wα[A
′] by introduction on α recalling that κ is
regular by 3.4. 3.7
Claim 3.8. 1) Assume
(a) A is a standard (F,P)-construction
(b) π is a one-to-one function from α = lg(A ) onto the ordinal α′
(c) if β ∈ wα[A ] then π(β) < π(α).
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Then there is a standard (F,P)-construction A ′ such that:
(i) lg(A ′) = α′
(ii) Dα[A ] = Dπ(α)[A
′]
(iii) wπ(α)[A
′] = {π(β) : β ∈ wα[A ]} and Bπ(α)[A
′] = Bα[A ]
(iv) A0[A
′] = A0[A ]
(v) Aπ(α)[A
′] = A0[A
′] ∪
⋃
{Dβ[A ′] : β < π(α)}.
2) Assume A is a standard (F,P)-construction and w1 ⊆ u1 ⊆ lg(A ) and w2 ⊆
u2 ⊆ lg(A ), and u1, u2 are A -closed and u = u1 ∩ u2, w = w1 ∩ w2 then for any
finite
d¯ ⊆
⋃
β∈w2
Dβ ∪
⋃
γ∈u2
Bγ
the type
tp(d¯,
⋃
β∈w1
Dβ ∪
⋃
γ∈u1
Bγ)
belongs to
F[
⋃
β∈w
Dβ ∪
⋃
γ∈u
Bγ ].
3) Assume
(a) A is a standard (F,P)-construction
(b) B ⊆ A[A ], |B| < κ.
Then there is a (F,P)-construction A ′ satisfying:
(α) A ′ = 〈A′α, D
′
α, B
′
α : α < 1 + lg(A
′)〉
(β) A′0 = A0[A ]
(γ) A′1 = A
′
0 ∪B
(δ) D0 = B
(ε) A′1+α = A
′
1 ∪Aα[A ]
(ζ) D′1+α = Dα
(η) B′1+α ⊇ Bα.
4) In part (3), if for some A -closed u ⊆ lg(A ) we have ∪{Bα : α ∈ u} ⊆ B ⊆
∪{Dα : α ∈ u} then we can let B′1+α = Bα ∪B.
Proof. As in the proof of [Sh:c, Ch.IV 3.3,3.2,pg.176], (of course, we can strenghten
3.8(1),(3)); [e.g. for part (4) show by induction on α ≤ lg(A ) then d¯ ⊆ B ⇒
tp(d¯, Aα[A ]) ∈ F(B ∩ Aα[A ]); for part (3), just find B′ ⊇ B which is as in part
(4); part (2) can be proved by induction on lg(A )]. 3.8
Definition 3.9. 1) We say (A¸, f¯) is a automorphic (F,P)-construction when :
(a) A is a standard (F,P)-construction
(b) A0[A ] = ∅
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(c) lg(A ) < λ+
(d) f¯ = 〈fi,g : i ≤ lg(A¸), g ∈ GAi[A ]〉 where GA is the set of elementary mapping
from a subset of A into a subset of A with domain of cardinality < κ
(e) fi,g is an elementary mapping with domain and range ⊆ Ai[A ]
(f) fi,g is increasing continuous with i, fi,g−1 = (fi,g)
−1
(g) if g ∈ GAi[A ] \
⋃
j<i
GAj [A ] then fi,g = g
(h) for each i ≤ lg(A ) and g ∈ GAi[A ], for some A -closed set w
Dom(fi,g) =
⋃
{Dβ : β ∈ w}.
2) The cardinality of (A , f¯) written card(A , f¯) is the one of A , i.e. | lg(A )| +
|A[A ]|.
3) For β ≤ lg(A ) let (A , f¯) ↾ β be defined naturally.
Fact 3.10. Assume that (A , f¯) is an automorphic (F,P)-construction. Let α =
lg(A ), and B ⊆ D,B ⊆ A[A ], |B| < κ, and either |D| < κ,D′ = D and g∗ = idD
or |D′| ≥ κ,D′ ∈ P and g∗ is an elementary mapping from D onto D′.
Then we can find an automorphic (F,P)-construction (A ′, f¯ ′) such that:
(a) lg(A ′) = lg(A ) + 1 = α+ 1
(b) card(A ′, f¯ ′) ≤ card(A , f¯) + |D′|+ 1
(c) BA
′
α = B,
(d) DA
′
α = D
(e) A¯ ′ ↾ α = A
(f) fα+1,g[A
′] = fα,g[A ] for g ∈ GAα [A
′].
Proof. Straight (by the existence of non-forking extensions). 3.10
Definition 3.11. For automorphic (F,P)-constructions (A 1, f¯1), (A 2, f¯2) let
(A 1, f¯1) ≤ (A 2, f¯2) means: A¯ 1 E A¯ 2 and f¯1 = 〈f2i,g : i ≤ lg(A
1), g ∈ GAi[A 1]〉.
Claim 3.12. If (A , f¯) is an automorphic (F,P)-construction, i ≤ lg(A ), g∗ ∈
GAi [A ] then for some automorphic (F,P)-construction (A
′, f¯ ′) we have:
(a) (A , f¯) ≤ (A ′, f¯ ′)
(b) card(A ′, f¯ ′) ≤ card(A , f¯) + ℵ0
(c) Dom(fj,g′)[A
′]) = Ai[A ] where j = lg(A
′).
Proof. Let A 0 = A ↾i, then by 3.8 we can find a standard (F,P)-construction
A 1 and j1 ≤ lg(A 1) such that A0[A 1] = A0[A 0], A[A 1] = A[A 0], and Aj1 [A
1]
is Dom(fi,g∗ [A ]). We can find an elementary mapping h such that: Dom(h) =
A[A 0], h extends fi,g∗ , and for every β ∈ [j1, lg(A
1)], we have
d¯ ⊆ h(Dβ [A
1])⇒ tp(d¯, A[A ] ∪ h(Aβ [A
1])) ∈ F(h(Bβ)).
Now we define the automorphic (F,P)-construction A ′ : lg(A )′ = lg(A ) +
(lg(A 1)−j1), and A
′ ↾ lg(A ) = A , Dlg(A )+ζ [A
′] = h(Dj1+ζ [A
1]), Blg(A )+ζ [A
′] =
h(Bj1+ζ [A
j ]). Define f¯ ′ = 〈f ′α,g : α ≤ lg(A
′), g ∈ GAα[A ′]〉 as follows: for
α ≤ lg(A ′), g ∈ GAα[A ′]〉 we let:
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(α) if α ≤ lg(A ), then f ′α,g = fα,g
(β) if α ≥ lg(A ) and g /∈ GAlg(A ) then f
′
α,g = g
(γ) if g ∈ GAlg(A ) , and g 6= g∗, g
−1
∗ then f
′
α,g = flg(A ),g
(δ) if g = g∗ and α < lg(A
′) then let f ′α,g be flg(A ),g
(ǫ) if g = g∗ and α = lg(A
′) then let f ′α,g be h.
Now check. 3.12
Claim 3.13. δ < λ+ is a limit ordinal and if 〈(A ζ , f¯ ζ) : ζ < δ〉 is increasing
(sequence of automorphic (F,P)-constructions), then it has a lub(A δ, f¯ δ) i.e.
ζ < δ ⇒ (A ζ , f¯ ζ) ≤ (A δ, f¯ δ)
lg(A δ) =
⋃
ζ<δ
lg(A ζ)
card(A δ) ≤ |δ|+ sup
ζ<δ
card(A ζ).
Proof. Straight. 3.13
Claim 3.14. For every θ = cf(θ) ∈ [κ, λ] there is an automorphic (F,P)-construction
A of cardinality λ such that cf(lg(A )) = θ and
⊗1 for g ∈ GA[A ], flg(A ),g[A ] is an automorphism of A[A ]
⊗2 if B ⊆ A[A ], |B| < κ,B ⊆ B′ and |B′| < κ or B′ is isomorphic to some
B′′ ∈ P then
lg(A ) = otp{α : there is an elementary mapping h from B′ onto Dα
which is the identity on B, and Bα = B}.
Proof. By bookkeeping and the assumptions (in 3.4) on λ. 3.14
Claim 3.15. Suppose:
(a) A is an (F,P)-construction,
(b) χ∗ large enough and N1 ≺ N2 ≺ (H (χ),∈)
(c) A ∈ N1 and the monster model C belongs to N1 and N1 ∩ κ is an ordinal
(possibly κ itself, if κ = ℵ0 this is necessarily the case)
(d) b¯ ∈ ω>(A[A ]) and wb¯[A ] ∩N2 ⊆ N1 (on wb¯ see Definition3.6(9))
(e) if α ∈ wb¯ ∩N1 then tp(b¯↾Dα[A ], N2 ∩A[A ]) does not fork over N1 ∩A[A ]
where for b¯ = 〈bℓ : ℓ < n〉 we let b¯↾Dα = 〈bℓ : ℓ < n, bℓ ∈ Dα〉.
Then tp(b¯, A[A ] ∩N2) does not fork over A[A ] ∩N1.
Proof. By 3.8. 3.15
Now to complete the proof of 3.2 we turn back to the modelMI we have constructed
before 3.4.
Fact 3.16. For the context 3.4(1), (so I ∈ Kωtr, I ⊆
ω≥λ closed under initial
segments of cardinality ≤ λ, letting κ = ℵ0,P = {DI} (see 3.4(1)) for some
A = A I we have
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(A) A is a standard (F,PI)-construction A1[A ] = DI and A0[A ] = ∅
(B) A[A I ] is strongly ℵǫ-saturated of cardinality λ
(C) A[A I ] is equal to the model MI constructed during the beginning of the
proof of 3.1.
Remark 3.17. We do not actually use clause (C), as we can just let MI be the
model with universe A[A I ].
Proof. Straight, for clause (C) recall Definition 3.9, Claim 3.12 (or just use the
model constructed in 3.14). 3.4
Fact 3.18. If χ is regular large enough, A I ∈ H (χ),A I ∈ N1 ≺ N2 ≺ (H (χ),∈
, <∗χ), Nℓ ∩ κr(T ) ∈ κr(T ) + 1, b¯ ∈ MI , and wb¯[A
I ] ∩ N2 ⊆ N1 and α ∈ wb¯[A ] ⇒
tp(b¯↾Dα[A
I ], N2 ∩MJI ) does not fork over N1∩MI . Then tp(b¯, N2∩MI) does not
fork over N1 ∩MI .
Proof. By 3.15. 3.18
For the rest for simplicity assume κ = ℵ0.
Fact 3.19. If χ is regular, I ∈ Kωtr,A
I ∈ H (χ),A I ∈ N1 ≺ N2 ≺ (H (χ),∈, <∗χ
), Nℓ ∩ κr(T ) ∈ κr(T ) + 1 and η ∈ P Iω , n < ω, η↾n ∈ N1, η(n) ∈ N2 \N1 and C ∈ N1
then tp(a¯η, N2 ∩MI) fork over N1 ∩MI .
Proof. Let A = A± be as in 3.16 and let AIi = Ai[A
I ], for i ≤ αI = lg(A I), and
recall AI1 = {aη : η ∈ I}. For c¯ ⊆ Nℓ ∩MI , clearly tp(c¯, A
I
1) does not fork over⋃
{Bγ ∩ AI1 : γ ∈ wc¯} ∪ (c¯ ∩ A
I
1) ⊆ Nℓ ∩ A
I
1, hence tp(A
I
1, Nℓ ∩MI) does not fork
over Nℓ ∩ AI1 recalling aη ∈ A
I
1 we have hence tp(aη, Nℓ ∩MI) does not fork over
Nℓ ∩AI0.
But tp(a¯η, {a¯ν : ν ∈ I,¬(η↾n ⊳ ν)}) does not fork over {a¯ν : ν E η↾n}, (why?
as 〈a¯η : η ∈ I〉 is a non-forking tree). Now the set {a¯ν : ν E η↾n} is ⊆ N1 hence
tp(a¯η, {a¯ν : aν ∈ N1 and ¬(η↾n ⊳ ν)}) does not fork over {a¯ν : ν E η↾n} so by
transitivity and previous sentence, tp(a¯η,MI ∩N1) does not fork over {aη↾m : m ≤
n}.
On the other hand tp(a¯η,MI ∩N2) forks over it (otherwise tp(aη, {a¯η↾ℓ : ℓ ≤ n+
1}) does not fork over {aη↾ℓ : ℓ ≤ n}, contradiction), so the conclusion follows. 
Fact 3.20. If I is super unembeddable into J then MI is not isomorphic to MJ .
Proof. Straightforward by the definition and Facts 3.18, 3.19, but we give some
details. Without loss of generality T is countable so κr(T ) = ℵ1, (justified in the
proof of 3.21 below).
Let f be an isomorphism from MI onto MJ and χ be regular large enough.
We can find 〈Mn, Nn : n < ω〉 an increasing sequence of elementary submodels of
(H (χ),∈, <∗χ) and η as in Definition 1.1 such that A
I ,A J , f belongs to N0.
By Fact 3.18, tp(f(a¯η),MJ ∩Nn) does not fork over MJ ∩Mn for every n large
enough. By Fact 3.19, tp(a¯η,MI ∩Nn) forks over MI ∩Mn. As f maps MI ∩Nn
onto MJ ∩Nn and MI ∩Mn onto MJ ∩Mn and a¯η to f(a¯η) we finish. 3.20
Fact 3.21. If I is super unembeddable into J then MI is not elementarily embed-
dable into MJ .
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Proof. Let τ0 be a countable sub-vocabulary of τ(T ) such that for η ∈ P Iω , n < ω
we have tp(aη, {aη↾ℓ : ℓ < n}) forks over {aη↾ℓ : ℓ < n} even in the τ0-reduct of MI .
Suppose f is an elementary embedding of MI into MJ (or just of their τ0-reduct)
and we shall get a contradiction. Modulo the proof of 3.20, it suffice to prove:
(∗)1 if tp(a¯, A) does not fork over B ⊆ A in C then tpL(τ0)(a¯, A) does not fork
over B in C↾A.
[Why? By character by ranks, [Sh:c, Ch.III].]
(∗)2 if A I , A J , f ∈ N ≺ (H (χ),∈, <∗χ) then tpL(τ0)(N ∩MJ ,Rang(f)) does
not fork over N ∩ Rang(f) in MJ↾τ0.
Why (∗)2 holds? As T is stable and τ0 is countable for every c¯ ∈ MJ there is a
countable B∗c¯ ⊆ Rang(f) such that tpL(τ0)(c¯,Rang(f)) does not fork over B
∗
c¯ in
MJ↾τ0. As τ0 is countable, T stable, clearly c¯ ∈ N ∩MJ ⇒ B∗c¯ ⊆ N ∩ Rang(f).
So for c¯ ∈ N ∩MJ the type tpL(τ0)(c¯,Rang(f)) does not fork over N ∩Rang(f), as
required. 3.21
Proof. Continuation of the Proof of 3.2:
Let 〈Iα : α < 2
λ〉 exemplify that Kωtr has the (2
λ, λ, µ,ℵ0)-bigness property and
let Mα =MIα . Now apply 3.21. 3.2
Remark 3.22. In 3.20. 3.21 weaker versions of unembeddable suffice.
§ 3(B). On Generalizations and Abelian p-groups.
Having finished our digression to stability theory, we look at a strengthening of
2.20, which will be used in 3.25.
Theorem 3.23. If λ > µ+ℵ1 and µ ≥ κ then Kωtr has the full (λ, λ, µ, κ)-super
+-
bigness property which means that in the Definition 1.4 we replace super by super+
which means that in Definition 1.1 we replace (∗) there by:
(∗)+ like (∗) of Definition 1.1 adding
(v)+ for each n, n↾n ∈Mn and η↾(n+ 1) ∈ Nn \Mn
(vii) if ν ∈ P Jω is in the closure of Mn ∩ I, (i.e. {ν↾ℓ : ℓ < ω} ⊆ Mn) then
ν /∈ Nn \Mn
(viii) there is M ≺ (H (χ),∈, <∗χ) such that:
⋃
n<ω
Mn ⊆ M and η /∈ M , but
for each n we have:
ν ∈ P Jω &
∧
ℓ<ω
ν↾ℓ ∈Mn ⇒ ν ∈M.
Remark 3.24. Compare with 1.16 here + 1.11(2) here.
Proof. The proof is done by cases, so to enlighten the reader we first list them.
If λ is regular > ℵ1: by case 1
If λ is singular and (∃χ < λ)[χ < λ ≤ χℵ0 ]: by case 2;
If neither case 1 nor case 2 but (∃χ)[µ ≤ χℵ0 < λ ≤ 2χ]: by case 4;
So we are left with λ strong limit singular.
If λ = ℵα+ω: by case 6;
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If cf(λ) > 2ℵ0 : by case 5;
In the remaining case let θ = µ+ω, so necessarily θ < λ, hence for some increasing
sequence 〈λn : n < ω〉 of regular cardinals with limit θ < λ, cf(Πλn/finite) =
θ+, λn > µ (exist see [Sh:E62, 3.22=Lpcf.8]), now for ǫ < 2
ℵ0 , aǫ be an infinite
subset of {λn : n < ω} such that ǫ 6= ζ ⇒ |aǫ ∩ aζ | < ℵ0.
So case 3 apply.
Case 1: λ regular > ℵ1. (In fact also the requirements from Def. 1.5(G+) of
“super7
+
” hold.)
Use the proof of 1.11(1) with minor changes:
Choosing C¯, by 2.4 we can add the demands:
(c) for any ζ < λ, for every club E of λ we have {δ ∈ Sζ : Cδ ⊆ E} is stationary
(d) α ∈ Cδ ⇒ cf(α) > ℵ0.
Choosing δ(∗) ∈ E we demand also Cδ ⊆ E, and let mℓ = 2ℓ.
So the condition for super7
+
(Def 1.5(G+) (hence from Def.1.1) holds. Clause
(v)+ holds by the choice of ηδ,mℓ,Mℓ, Nℓ. Clause (vii) holds by clause (d), i.e.
cf(ηδ(m)) > ℵ0, ηδ(m) ∈ E.
Lastly clause (viii) is exemplified by M∗
δ(∗).
Case 2: There is χ, χ < λ ≤ χℵ0 and λ is singular.
Just Claim 2.1 applies; i.e. the proof of 2.1 but by 2.10(2) we can choose there
Cδ such that
(∗) α ∈ Cδ &α > sup(Cδ ∩ α)⇒ cf(α) > ℵ0.
The proof gives also (v)+, (vii), (viii) and even
(vii)++ if η ∈ P Jω , {η↾ℓ : ℓ < ω} ⊆Mn then η ∈Mn.
[Why? By (∗) above or see Case 3’s proof; note that if η = 〈i〉⊗
λ
ν (or η = 〈i〉⌢ ν)
and ν ∈ Iρi then necessarily i ∈Mn hence Iρi ∈Mn.]
(ii)+ µ ⊆Mn.
Case 3: λ singular, and for some θ, λ > θ ≥ µ + ℵ1, cf(θ) = ℵ0 and there is a
sequence 〈aǫ : ǫ < cf(λ) rangle as in 2.15.
The proof of 2.15 gives (v)+ trivially. Again (as in the proof of 2.1)
[η ∈ P Jω &
∧
ℓ
η↾ℓ ∈M∗α ⇒ η ∈M
∗
α+1]
hence
[cf(α) > ℵ0& η ∈ P
J
ω &
∧
ℓ
η↾ℓ ∈M∗α ⇒ η ∈M
∗
α].
hence clause (vii) holds.
Lastly, it follows that M∗δ(∗) satisfies the requirement in clause (viii).
Case 4: There is χ, µ ≤ χ < λ ≤ 2χ and: λ is singular or at least (χℵ0)+ < λ.
Like the proof of 1.11(2).
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Case 5: λ is strong limit singular cf(λ) > 2ℵ0 .
By the proof of 1.11(3) using models Nη of cardinality 2
ℵ0 , (i.e. choose κ = 2ℵ0);
and demand [Nη]
ℵ0 ⊆ Nη and using [Sh:E62, 1.16=La45]. Alternatively in its proof
notice that by thinning T ′ a bit more we can get: let sequence ∈ N〈〉 be a one to
one function from λ onto ωλ, then:
(∗) if k < lg(η)& η ∈ T &α ∈ Nη &
∧
ℓ<ω
(sequence(α))(ℓ) ∈ Nη↾k then α ∈
Nη↾k.
So we can demand this in the definition of m1δ,µ. The point is: without loss of
generality k + 1 = lg(η) and for each ν ∈ T of length k,
|{η : ν ⊳ η ∈ T & ℓg(η) = k + 1 and (∗) fails for η, k}| ≤ κℵ0 .
For (viii),
⋃
n<ω
Mn is as required by clause (ix) of Subfact 1.15. Note that (v)
+ is
satisfied by the proof of 1.11.
Case 6: λ strong limit, λ = ℵα+ω.
The proof of 2.18 or even better 2.19 gives this, too (for (viii)+ the suitable
“initial segment” of MA can serve as M).
Case 7: λ =
∑
i<cf(µ)
µi > µ increasing, cf(µi) = ℵ0, p(µi) > µ
+
i see [Sh:E62,
3.22=Lpcf.8].
By the proof of 1.16. 3.23
We now turn to separable reduced p˙-groups continuing [Sh:E59, 2.11=L2.5].
Claim 3.25. 1) We can define for every I ∈ Kωtr and prime p˙, a separable reduced
abelian p˙-group G˙aI such that:
(∗)0 G˙aI has cardinality |I|+ 2
ℵ0
(∗)1 if I, J ∈ Kωtr, I is (2
ℵ0 , 2ℵ0)-super+-unembeddable into J (see 3.23) then G˙aI
is not embeddable into G˙aJ (i.e. there is no mono-morphism from G˙
a
I into
G˙aJ ; we do not require purity).
2) For λ > 2ℵ0 and prime p˙ there is a family of 2λ separable reduced abelian p˙-
groups, each of power λ, no one embeddable into another.
Proof. Part (2) follows from part (1) and 3.23.
1) Stage A: On the definition of “super+ unembeddable” see 3.23. We choose a
family {fα : α < α∗} with α∗ ≤ 2ℵ0 such that:
⊡ (a) fα ∈ ωω
(b) fα is (strictly) increasing, fα(0) = 0
(c) if h1 is a function from
ω>ω to ω, then for some α, for infinitely many
n, fα(n) > h1(fα↾n)
(d) α 6= β ⇒ fα 6= fβ
(e) 〈fα(n+ 1)− fα(n) : n < ω〉 goes to infinity (for convenience).
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Obviously, there is such a sequence with α∗ = 2ℵ0 .
For any I ∈ Kωtr let G˙
a
I be the abelian group generated by
{xη,ρ : η ∈ P
I
n , ρ ∈
n+1ω and n < ω} ∪ {ynη,α : η ∈ P
I
ω , α < α
∗ and n < ω}
freely except the equations:
p˙ρ(n)xη,ρ = 0 for η ∈ P In , ρ ∈
n+1ω, n < ω
(p˙fα(n+1)−fα(n)yn+1η,α ) = y
n
η,α − xη↾n,fα↾(n+1) for η ∈ P
I
ω , α < α
∗, n < ω
so actually
ynη,α =
∑
{p˙fα(ℓ)−fα(n)xη↾ℓ,fα↾(ℓ+1) : ℓ ∈ Dom(fα), ℓ ≥ n}
Recall G˙aI is a separable reduced abelian p˙-group (see [Fuc73]) and:
⊙ in G˙aI , ‖ − ‖p˙ is a norm where ‖x‖p˙ = inf{2
−n : x is divisible by p˙n in G˙aI
(∗)0 for any n < ω, η ∈ P In , and ρ ∈
n+1ω, there is a projection h = hIη,ρ of
G˙aI (i.e. an endomorphism of this group which is the identity on its range)
defined as follows:
(α) if m < ω, ν ∈ P Im, ̺ ∈
m+1ω then
(ν, ̺) 6= (η, ρ)⇒ h(xν,̺) = 0
and
(ν, ̺) = (η, ρ)⇒ h(xν,̺) = xν,̺
(β) if ν ∈ P Iω , α < α
∗,m < ω then:
(ν↾n, fα↾(n+ 1)) 6= (η, ρ)⇒ h(y
m
ν,α) = 0,
(γ) m > n&(ν↾n, fα↾(n+ 1)) = (m, ρ)⇒ h(ymν,α) = 0,
(δ) m ≤ n&(ν↾n, fα↾(n+1)) = (η, ρ)⇒ h(ymν,α) = p˙
fα(n)−fα(m)xη,ρ.
Also note:
(∗)1 if I ∈ Kωtr for every z ∈ G˙
a
I and m there is z
′ ∈ G˙aI such that
(a) z − z′ is divisible by p˙m in G˙aI
(b) z′ ∈
∑
{Zxη,ρ: for some n < ω we have: η inP In and ρ ∈
n+1ω}.
Stage B: For proving the claim toward contradiction we assume:
⊞ I ∈ Kωtr is super
+-unembeddable into J ∈ Kωtr, (i.e. as in 3.23) but g is an
embedding of G˙aI into G˙
a
J .
Let χ be large enough and let η ∈ P Iω , 〈Mn, Nn : n < ω〉 and M be as guaranteed
in 3.23, and g, I, J, G˙aI , G˙
a
J and the functions (η, ρ) 7→ xη,ρ, (η, α, n) 7→ y
n
η,α and so
(η, ρ) 7→ hIη,ρ, (η, ρ) 7→ h
J
η,ρ belong to M0 and {α : α < α
∗} ⊆M0.
Remember η↾(n+ 1) ∈ Nn \Mn (by (v)+ there). For ℓ < ω, ρ ∈ ℓ+2ω let
kρ := n(p˙
ℓg(xη↾(ℓ+1),ρ), G˙
a
J ∩Mℓ)
where for y ∈ G˙aJ and G˙ ⊆ G˙
a
J we let:
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n(y, G˙) = sup{k : for some z ∈ G˙, y − z is divisible in G˙aJ by p˙
k}.
Stage C:
Now
⊗ kρ < ω when ρ ∈ ℓ+2ω, ℓ < ω.
Why? Otherwise, we can let
(∗)2 G˙aJ  g(xη↾(ℓ+1),ρ) =
∑
(ν,ρ)∈u1
aν,ρxν,ρ +
∑
(η,β)∈u2
bη,βy
m(η,β)
η,β with
(a) u1 ⊆ {(ν, ρ) : ν ∈ P Jk and ρ ∈
k+1ω for some k < ω},
(b) u2 ⊆ {(ν, β) : ν ∈ P Jω and β < α
∗},
(c) aν,ρ, bν,β ∈ Z
(d) m(ν, β) < ω
(e) G˙J |= “aν , xν,ρ 6= 0, and bν,βyℓν,β 6= 0 (in G˙
a
J)
(f) u1, u2 are finite.
By the way G˙aJ was defined we can replace y
m(ν,β)
ν,β by p˙
fβ(m(ν,β)+1)−fβ(m(ν,β))y
m(ν,β)+1
ν,β +
xν↾(m(ν,β)+1),β and repeat this, hence using clause (e) of ⊡, without loss of gener-
ality for some m0 < m1 < ω large enough:
(∗)3 (a) (η1, β1) ∈ u2&(η2, β2) ∈ u2& η1 6= η2 ⇒ η1↾m0 6= η2↾m0
(b) (η, β1) ∈ u2&(η, β2) ∈ u2& β1 6= β2 ⇒ fβ1↾m0 6= fβ2↾m0
(c) if (η, β) ∈ u2 then
(α) m(η, β) > m0
(β) if m0 ≤ m < m(η, β) then (η↾m, fβ↾(m+ 1)) ∈ u1 and
p˙fβ(m(η,β))−fβ(m)aη↾m,fβ↾(m+1) = bη,β
(γ) |aη↾m0,fβ↾(m0+1)| < m1
(δ) bη,βy
m(η,β)
η,β is divisible by p˙
m1 in G˙aJ .
(d) if (ν, ρ) ∈ u1 then aν,ρxν,ρ is not divisible by p˙m1 in G˙aJ .
So, using (∗)0 + (∗)1 + (∗)2 in G˙aJ and our assumption toward contradiction that
kρ = ω, necessarily u1 ∈ Mℓ, hence (ν, ρ) ∈ u1 ⇒ aν,ρxν,ρ ∈ Mℓ. Repeating this
increasing m1 (hence the m(η, β)’s) we get also (ν, β ∈ u2 ⇒
∧
i<ω
ν↾i ∈ Mℓ, hence
by clause (vii) of 3.23 we have (ν, β) ∈ u2 ⇒ ν ∈Mℓ ⇒ y
m
ν,β ∈Mℓ ⇒ bν,βy
m
ν,β ∈Mℓ.
Together by (∗)2 in ⊗ we have g(xη↾(ℓ+1),ρ) ∈Mℓ, but g ∈M0 is one to one, hence
η↾(ℓ + 1) ∈Mn, contradiction. So really kρ < ω, i.e. ⊗ holds.
Stage D:
By the choice of 〈fα : α < α∗〉 for some α < α∗, for infinitely many ℓ < ω we
have: fα(ℓ + 1) > kfα↾(ℓ+1).
Now in G˙aI for each m < ω, y
0
η,α −
∑
n<m
p˙fα(n)xη↾n,fα↾(n+1) is divisible by p˙
fα(m)
hence for each m < ω:
(∗)4 g(y
0
η,α)−
∑
n<m
p˙fα(n)g(xη↾n,fα↾(m+1)) is divisible by p˙
fα(m) in G˙aJ .
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Now g(y0η,α) has, for some n(0), the form∑
{bη,αy
n(0)
η,α : η ∈ Υ0, α ∈ u0}+
∑
{aη,ρxη,ρ : (η, ρ) ∈ Υ1}
where:
u0 a finite subset of α
∗
Υ0 a finite subset of P
J
ω
Υ1 a finite subset of
⋃
n<ω
(P Jn ×
n+1ω)
bη,α, aη,ρ ∈ Z.
Let
Υ′1 = {η : for some ρ ∈
ω>ω we have (η, ρ) ∈ Υ1}.
We can find n(1) < ω such that:
(α) n(1) > n(0)
(β) Υ′1 ∩ (
⋃
n<ω
Mn) ⊆Mn(1)
(γ) η ∈ Υ0&n ≥ n(1)⇒ {η↾ℓ : ℓ < ω} ∩Nn ⊆Mn.
(For (γ) use clause (vi) of (∗) of 3.23, i.e. of 1.1.)
So by the choice of α we can find ℓ such that:
n(1) < ℓ < ω
fα(ℓ+ 1) > kfα↾(ℓ+1).
Now by (∗)4
n(g(y0η,α), G˙
a
J ∩Nℓ) ≥ fα(ℓ + 1)
as exemplified by
∑
i≤ℓ
p˙fα(i)g(xη↾i,fα↾(i+1)).
Now if
n(g(y0η,α), G˙
a
J ∩Mℓ) is ≥ fα(ℓ+ 1)
then we get (use again (∗)4)
n(
∑
i≤ℓ
p˙fα(i)g(xη↾i,fα↾(i+1)), G˙
a
J ∩Mℓ) is ≥ fα(ℓ+ 1)
but for i < ℓ
g(xη↾i,fα↾(i+1)) ∈Mi (as η↾i, g ∈Mn(ℓ))
so we get
n(p˙fα(ℓ)g(xη↾ℓ,fα↾(ℓ+1)), G˙
a
J ∩Mℓ) is ≥ fα(ℓ + 1) > kfα↾(ℓ+1).
But this contradicts the definition of kfα↾(ℓ+1).
So
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n(g(y0η,α), G˙
a
J ∩Nℓ) < fα(ℓ + 1) ≤ n(g(y
0
η,α), G˙
a
J ∩Mℓ).
But this contradicts ℓ > n(1). 3.25
Remark 3.26. Really the proof of 3.25 is a kind of weak black box: we attach to
every η ∈ P
Iζ
ω , a first order theory Tη such that:
if I = Iζ , J =
∑
ξ 6=ζ
Iξ, χ
∗ regular large enough, x ∈ H (χ∗), then we can find
η, 〈Mη, Nn : n < ω〉 as in 1.1, 3.23 and Tη is the first order theory of
(
⋃
n
Mn,Mm, Nm, η↾m)m<ω. We need of course κ ≥ 2ℵ0 .
Remark 3.27. 1) We could have used in the proof only ((∗) of Def.1.1 and) (vii) of
3.23; but as we have used also (v)+ from 3.23 we can add:
(∗) α∗ = b = min{|F | : F is a set of functions from ω to ω such that for every
g ∈ ωω for some f ∈ F we have (∃∞n)[g(n) < f(n)]}.
Hence we can improve 3.25 in two ways:
(α) we can omit (viii) in 3.23 and add |G˙aI | = |I|+ b
or
(β) we can weaken the “super+” assumption and omit (v)+, (viii) from 3.23.
Of course (assuming less, getting less)
Conclusion 3.28. If λ > ℵ0 then there are 2
λ separable reduced abelian p˙-groups
of cardinality λ no one purely embeddable into another.
Proof. By 2.20 there is 〈Iα : α < 2
λ〉 such that α 6= β implies Iα is (ℵ0,ℵ0)-super
unembeddable into Iβ . But α 6= β implies Iα is strongly ϕtr-unembeddable into
Iα. Now G˙Iα is defined in [Sh:E59, 2.12(3)=2.5A(3)]. By [Sh:E59, 2.13=L2.5B]
we have G˙Iα is a separable reduced abelian p˙-group. We leave “G˙Iα not purely
embeddable into G˙Iβ” to the reader. 3.28
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