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Al~a'aet--First, second and third order explicit nonlinear one-step methods arc proposed for singular and 
stiff initial value problems (ivp's). The algorithms are based on the representation f the solution by a 
finite continued fraction. Numerical examples are provided to illustrate the algorithms. 
1. INTRODUCTION 
We will consider the initial value problem (ivp) 
y" =f(x,  y), y(a) = Yo (1) 
y , f~R m and x~[a,b] ,a ,b¢R.  
The conventional one-step scheme is given by 
Yn+ t = Y~ + h~p(x~, y~, h ), (2) 
where dp(x,y,h) is the incremental function. Since the usual formulation in equation (2) is 
exclusively based on the local representation f the theoretical solution to problem (1) by 
polynomials in h, the resultant algorithms generally perform poorly when the ivp is stiff or when 
its solution possesses singularities. 
If R~(f)  and En(f)  denote the n th degree of approximation o f f  by rational functions and by 
polynomials respectively, then clearly 
Rn(f)<~En(f). 
To illustrate this statement let us consider the approximation of f (x )= lx l  on [-1,  1] by 
polynomials and by rational functions. From a theorem of Jackson [1] it follows that 
In contrast o this, Newman [2] has proved that 
Rn(f) ~< 0(e-~),  n~>5. 
The question therefore arises whether we can represent the increment function ~b (x, y, h) by rational 
functions. 
Historically Lambert and Shaw [3, 4] were the first writers to use rational interpolants. Luke et 
al. [5] developed multistep formulas based on the general interpolating rational function 
Pm(x)/Qm (x). Fatunla [6] proposes an approach by approximating the theoretical solution to the 
ivp by 
A 
Fk(x )  = k , 
1 + ~ a,x" 
r=l 
where A and the coefficients a, are real constants. Unfortunately the resultant algorithms of his 
method have some drawbacks as pointed out by van Niekerk [7], namely, it cannot be used if the 
1035 
1036 F .D .  VAN NIEKERK 
initial value y(a)=Y0 is zero or the unknown function y vanishes on [a, b]. Van Niekerk [7] 
suggested a first order approximation to the theoretical solution y(x) of problem (1) by 
b. 
- - 7  
y. = a. + 1 + c.x. 
where a., b. and c. are real constants. The resulting algorithm gives a nonlinear one-step method 
which can be applied to a larger class of ivp's than the method of Fatunla [6]. Van Niekerk [7] tried 
to generalize his method to a higher order without particular success because the algorithms suffer 
the same drawbacks as those of Fatunla [6]. 
In this paper we will propose a generalized higher order one-step method which can be applied 
to an ivp without any restrictions on the initial value Y0 or the unknown function y. 
2. ONE-STEP SCHEMES 
Larkin [8] and Graves-Morris and Hopkins [9] have given some techniques for rational 
interpolation by using a special rational interpolation function. This interpolation function is 
expressed in the form of a finite continued fraction. These techniques uggested the idea of an 
approach using continued fractions in approximating the theoretical solution of an ivp. 
In this paper the theoretical solution to the ivp is approximated by 
Tk(X ) = ao + alx 
1 +a2x 
1 +a3x 
1+. .  
akx 
1 +ak+lX 
Tk(X ) is a finite continued fraction and k denotes the order of the fraction. 
Firstly, let us consider the approximation of y(x) by 
b, x, 
T j (x )=y.=a.+- -  
1 + c.x.' 
where y. denotes the approximate value of y(nh) and x. = nh. 
Expanding y(x.+j) by Taylor's theorem the following expression is obtained: 
y (x .+, )= ~ h"Y(")(x") 
m~N m! 
(3) 
where 
hmy~ m) 
2 m-----~' (4) 
men 
ye.) = d"y 
dx m • 
However, from equation (3) y.+~ is given by 
Y.+ , = a.+ l + b.+ ,(n + l)h {,.~N (-1)m c:+ ,(n + l)"h" }. (5) 
Since y.+z..~y(x.+ l). it follows from expressions (4) and (5) by comparing the coefficients of h m 
that 
a. + i = Y. (6) 
y" 
b. + ] = - -  (7) 
n+l  
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-Y:: 
Cl+’ = 2(n + 1)y:’ 
By substituting these values in equation (3) we obtain the following first order one-step method: 
2h 002 
Y.+l=Y"+2y:,_hy:. (9) 
Secondly, let 
~2w=Y"=%+b"4 
1 + C,X” 
1 + d,x, 
= a,+b,(l +d,x,)x,{l +(c,+d,)x,)-‘. (10) 
By expanding expression (10) and by comparing the coefficients of h” in this expression and in 
expression (4) we find that 
(n + lM+, = 
3CY::)2 - 2y:y; 
~Y;Y:: 
(11) 
and a,+l, b,+, and G+~ are given by equations (6)-Q), respectively. It must be emphasised that 
this is one of the main features of the algorithms, namely, that if we increase the order of the 
fraction it is only necessary to calculate the new constant-all the constants previously obtained 
stays exactly the same. The resulting second order one-step method is given by: 
Y”fl =Y”+ 
h(6y;y; + 3(y:)2h - 2y;y:h) 
2(3y; - y;h) ’ 
Finally we consider the third order approximaton namely 
T,(x) = a, + b,x, 
1 f c,x, 
1 +d,x, . 
1 + e,x, 
The coefficients Q,, b,, c, and d,, are given by equations (6)-(S) and (11) while 
(n + l)e, = 
- 307,“)3 Y:: Y: YLY? 
2~:(3002 - ~Y:Y;) 
+,+3y:+ 
2~” 2(3(~:)~ - 2y:y;) 
the third order one-step method is then given by: 
Y 
hY:A 
“+l=Yn+B, 
where 
A l+hy:: WP yi’y:h = 
Yil - 2y;(3(~;)~ - 2y:Y;) + 2(3(~,“)~ - 2y;y;) 
and 
B=A _$_ h(3y$y; - 46~;)~) 
n 12(3(~,“)’ - 2y;y;)’ 
We will apply these three algorithms to the following cases: 
(i) The solution of the ivp possesses a singularity. 
(ii) A stiff ivp. 
(iii) A stiff system of nonlinear equations. 
(12) 
(13) 
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Table 1. y '=  I +y2, y(0) = 0, h =0.01 
Error Error Error 
x y (nh)  k = 1 k = 2 k = 3 
0.1 0.10033 3.4E-6 6.0 E-8 2.2 E-II 
0.5 0.54630 2.2 E-5 3.1 E-7 1.4 E-10 
1.0 1.55741 1.1 E-4 1.0 E-6 7.6 E-10 
1.25 3.00957 4.2 E-4 3.2 E-6 2.8 E-9 
1.55 48.07848 1.2 E-1 7.5 E-4 8.0 E-7 
Table 2. y '  = 1 +y2, y(0) = 1, h = 0.05 
Error 
Error Error Fatunla 
x y(nh) k=l  k=3 k=7 
0.10 1.22305 2.1 E-4 3.5 E-8 - -  
0.20 1.50850 5.5 E-4 9.1 E-8 - -  
0.30 1.89577 1.2 E-3 1.9 E-7 - -  
0.40 2.46496 2.4 E-3 3.9 E-7 1.7 E-4 
0.50 3.40822 5.2 E-3 8.8 E-7 3.1 E-5 
0.60 5.33186 1.5 E-2 2.5 E-6 2.9 E-4 
0.70 11.68137 8.0 E-2 1.3 E-5 1.8 E-3 
0.75 28.23825 4.9 E-1 8.3 E-5 7.9 E-3 
3. 
3.1. A solution near a singularity 
Let us consider the nonlinear ivp 
The theoretical solution is given by 
NUMERICAL  RESULTS 
y '= 1 +y2,y (0)  = 0. 
y (x) = tan x. 
(14) 
The numerical results obtained by using algorithms (9), (12) and (13) are shown in Table I. 
To compare our results with those of Fatunla [6] we consider an ivp with a nonzero initial value 
namely 
y '= 1 + y2 ,y (0)  = 1. 
The theoretical solution is given by 
y (x) = tan(x + ~/4). 
Table 2 gives the errors for our first and third order one-step methods in comparison to the seventh 
order multi-step method of Fatunla [6]. The same meshsize h = 0.05 was used. 
The errors in all the Tables are the absolute errors. 
3.2. A stiff equation 
Let us consider the TEST problem suggested by Frank and Ueberhuber [10], namely 
y '  = 20'  - g (x) )  + g'  (x), (15) 
with 
x ~ [0, 1], g(0) = 3, g(x)  = sin(0.1x) + 2 
and 2 the stiffness ratio. 
The analytic solution is given by: 
y(x )  = g(x )  + (y(0) - g(0))  e ~x 
Tables 3 and 4 show the numerical results for the first order approximation with 2 = -10  and 
- 103, respectively. 
Table 3 .2  = -10 ,  h = 0.01 Table 4. ). = -103, h = 0.001 
Error Error 
x y (nh)  k = I x y (nh)  k = 1 
0.1 2.37788 3.2 E-4 0.01 2.001045 3.2 E-5 
0.2 2.15533 2.5 E-4 0.02 2.002000 1.3 E-8 
0.3 2.07978 1.5 E-4 0.03 2.003000 1.5 E-l 1 
0.4 2.05830 9.3 E-5 0.04 2.004000 3.4 E-13 
0,5 2.05672 5.8 E-5 0.I0 2.010000 3.3 E-13 
0.6 2,06244 1.0 E-5 0.30 2.029996 3.3 E- 13 
0.7 2.07085 1.6 E-6 0,50 2.049979 3.3 E-13 
0,8 2.08025 7.8 E-8 0.70 2.069943 3.3 E-I 3 
0.9 2.09000 2.6 E-7 0.90 2.089879 3.4 E- 13 
1.0 2.09988 1.8 E-7 1.00 2.099833 3.4 E- 13 
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Table 5 
Asymptotic Asymptotic 
solution x x, solution y Yn Ix - x,I lY - Ynl 
(a) 2.718282 2.716940 I 1 1.3 E-3 1.4 E-17 
(b) 2.718282 2.717466 I I 0.8 E-3 2.4 E-7 
(a) x '  = xy,  ~y" = _y3 .4 .  y,  x(0)  = 1, y (0)  = 0.4, t = I, ¢ = 10 -3, AT  = 10 -3, k = 2, 
CPU = 0.33 s. 
(b) By Gear: t = I, ~ = 10 -3 , AT= 10 -6 , TOL= 10 -~, CPU=0.95s. 
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3.3. A stiff system 
We will now consider the nonlinear stiff problem 
dx 
dt  =xy  
dv  
e ~tt = _y3 + y, (16) 
with x(0)= x0 and y(0)=Y0 prescribed. O'Malley [ll] showed that for Y0 > 0 the asymptotic 
solution converges to (x0e', l) for all t > 0 and E-~0. Similarly one could obtain a solution 
converging to (x0 e -t, - 1) for all t > 0 i fy 0 < 0. We have solved problem (16) by using the second 
order algorithm (12) and have compared our results with the asymptotic solutions and with the 
solutions obtained by using a Gear method [12]. The results are shown in Table 5. CPU denotes 
the computation time. 
4. CONCLUSIONS 
The numerical results in Tables 1 and 2 dearly demonstrate the power of rational approxi- 
mations in dealing with a function which has singular points. Since the theory of ordinary nonlinear 
differential equations offers no clue as to the singularities of the solutions of such equations, the 
detection of singularities must be accomplished heuristically. If one extends the path of integration 
in Example 3.1 through the singularity at x = ~t/2, it seems that the rational approximation follows 
the analytical solution without serious effects. For example, the theoretical solution at x = 1.58 is 
-108.64920 and the numerical solution for the second order approximation is given by 
-108.64538. From Tables 3-5 it follows that the rational approximations are also extremely 
effective for the numerical computation of stiff equations. 
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