Abstract-The main objectives of crane automation are increasing the efficiency and safety of the transshipment processes. Therefore, advanced control strategies are applied for load sway reduction and trajectory tracking. The paper presents a nonlinear control strategy combined with a model-based optimal trajectory generation for the radial load movement of a boom crane. The results are validated by measurement results from a LIEBHERR harbor mobile crane.
I. INTRODUCTION
The paper addresses the problem of trajectory tracking and disturbance rejection for the transportation of crane loads. Advanced control systems are developed to meet the demands for fast, efficient, and safe transshipment of cargo in harbors, for example the CYCOPTRONIC system (Sawodny et al. [1] , [2] , [3] , Arnold et al. [4] , Neupert et al. [5] , [6] ) provided by the company 'Liebherr Werk Nenzing' as antisway control for harbor mobile cranes (see Fig. 1 ). These boom cranes are characterized by a load capacity of up to 140t, a maximum outreach of 48m and a rope length of up to 80m.
Because of the dominant nonlinearities of the dynamic system, the accurate tracking of the crane load on the desired reference trajectory during luffing motion is a challenge for the control system. The nonlinear model of the crane dynamics for the radial movement excluding the influence of the centrifugal forces is derived and discussed in Neupert et al. [7] . Further on, the design of the flatness based controller is presented in detail. Another challenge is the generation of these reference trajectories that have to take into account the system dynamics as well as input and state constraints.
The theoretical foundation for the design of control structures for nonlinear systems and their analysis was introduced in numerous publications. Isidori et al. [8] , [9] for example consider asymptotic output tracking of a certain class of nonlinear systems, where the reference or disturbance signals are generated by an exosystem. To calculate the feedforward trajectory partial differential equations are solved. Fliess et al. [10] discuss the differential flatness of nonlinear systems. They formulate the major property of differential flatness and propose the defect of a nonlinear system as a nonnegative integer, which measures the distance from flatness. Other contributions are focused on the feedforward control for nonlinear systems. For example Hagenmeyer et al. [11] present a flatness based design of linear and nonlinear feedforward controls. Additionally the problems of realizability of a feedforward control and the instability in case of nonminimum-phase systems are discussed.
But there are also examples and applications of the nonlinear control theory. Thinking of cranes, Fliess et al. [12] for example study a two-dimensional overhead crane. The system is characterized as a differential flat system by deriving a linearizing output. Other publications from Piazzi et al. [13] and Yanai et al. [14] are also focussed on the inversion based control of overhead cranes. This is why cranes are a typical example of an underactuated mechanical system with oscillatory behavior. Kiss et al. [15] show differential flatness for a class of cranes including overhead and rotary cranes.
Most of these contributions do not consider the actuator dynamics and kinematics. In case of a boom crane, which is driven by hydraulic actuators, the dynamics and kinematics of the hydraulic actuators are not negligible. Especially for the boom actuator (hydraulic cylinder) the kinematics have to be taken into account. The resulting nonlinear model for the luffing motion is derived in section 2 utilizing the method of NEWTON-EULER. Based on the nonlinear model, the flatness based control approach is presented in section 3. It is shown, that a flat output can be found and a linearizing and stabilizing control law can be obtained.
The application of flatness based control methods requires sufficiently smooth reference trajectories that have to be feasible with respect to the input and state constraints of the system. For the tracking problem under consideration, the update of the reference trajectories requires the current state of the system thus forming an additional feedback loop.
An usual approach for on-line trajectory generation is the parameterization of the output and output derivatives profiles by stage-wise low-order polynomials. The coefficients of the polynomials are determined by the boundary values and bound constraints of the variables, see e. g. [16] . This can be interpreted as an approximate solution of a suitable optimal control problem. Because of the necessary increasing degree of the polynomials, this approach is limited to lower order derivatives of the output.
Recently developed nonlinear trajectory generation methods formulate the trajectory generation problem as a constrained optimal control problem for the nonlinear system. The control and a part of the state variables are parameterized in terms of the output and its time derivatives, see e. g. [17] , [18] . This allows for reduction of problem size and efficient numerical solution, especially for differentially flat systems. Feedback control is applied for stabilizing the system around the generated reference trajectory.
In this paper, a different approach is used. The flatness based controller linearizes and stabilizes the system. An optimal control problem is formulated and solved online to generate feasible reference trajectories for the linearized system including the state feedback. The reference trajectories take into account the current state of the system, therefore this outer feedback loop can be considered as a model predictive control (MPC) loop, see [19] . The formulation and the numerical solution of the optimal control problem is discussed in section 4.
The optimal trajectory generation and flatness based control for the luffing motion is applied to the LIEBHERR harbor mobile crane (LHM). The obtained measurement results are presented in section 5. In section 6 concluding remarks are given.
II. NONLINEAR MODEL OF THE CRANE
The performance of the crane's control is mainly measured by fast damping of load sway and exact tracking of the reference trajectory. To achieve these control objectives the dominant nonlinearities have to be considered in the dynamic model of the luffing motion.
The first part of this model is derived by utilizing the method of NEWTON-EULER. Making the simplifications
• the mass and elasticity of the rope is neglected, • the load is considered as a point mass, • coriolis and centripetal terms are neglected result in the following differential equation which characterizes the radial load sway.
As shown in Fig. 2 , ϕ Sr is the radial rope angle,φ Sr the radial angular acceleration, l S the rope length, r A the distance from the vertical axis to the end of the boom,r A the radial acceleration of the end of the boom, m L the mass of the load and g the gravitational constant. The second part of the nonlinear model is obtained by taking the kinematics and dynamics of the actuator into account. This actuator is a hydraulic cylinder attached between tower and boom. Its dynamics can be approximated with a first order system. Considering the actuators dynamics, the differential equation for the motion of the piston rod is obtained as follows
wherez zyl andż zyl are the cylinder acceleration and velocity respectively, T W the time constant, A zyl the cross-sectional area of the cylinder, u l the input voltage of the servo valve and K V W the proportional constant of flow rate to u l . In order to combine equation (1) and (2) they have to be in the same coordinates. Therefore a transformation of equation (2) from cylinder variables (z zyl ) to outreach variables (r A ) with the kinematical equation
and its derivativeṡ is necessary. The dependency from the geometric constants d a , d b , α 1 , α 2 and the luffing angle ϕ A is substituted by K W z1 and K W z3 . The geometric constants, the luffing angle and l A , which is the length of the boom, are shown in Fig. 3 .
As result of the transformation, equation (2) can be given in outreach coordinates.
In order to obtain a nonlinear model in the input affine forṁ
equations (1) and (5) are used. With the states defined as x = r Aṙa ϕ SrφSr T and the output y = r LA follow the vector fields
and the function
III. NONLINEAR CONTROL APPROACH
The following considerations are made assuming that the right side of the differential equation for the load sway (1) can be linearized.φ
In order to find a linearizing output for the simplified nonlinear system the relative degree has to be ascertained.
A. Relative Degree of the System
The relative degree concerning the output of the system is defined by the following conditions
The operator L f represents the Lie derivative along the vector field f and L g along the vector field g, respectively.
A relative degree of r = 2 is obtained with the real output
Because the order of the simplified nonlinear model is 4, y is not a linearizing output. But with a new output
a relative degree of r = 4 is obtained. Assuming that only small radial rope angles occur, the difference between the real output y and the flat output y * can be neglected. This simplification, leading to eqn. (12) , is done instead of using other approaches, like the one presented by Fliess et al. [12] , in order to keep the order of the system as small as possible. Fliess et al., for example, show that with the output
T a linearizing control can be formulated. For the application case presented here, a 6 th order system would result. Due to increasing computational costs for the trajectory generation, as discussed in section IV B, this approach can not be used here.
B. Feedback Linearization Based on Input/Output Linearization
Because the simplified system representation is differentially flat an exact linearization can be done. Therefore a new input is defined as v = .... y * and the linearizing control signal u l,lin is calculated by
In order to stabilize the resulting linearized system a feedback of the error between the reference trajectory and the derivatives of the output y * is derived.
The feedback gains k i are obtained by the pole placement technique. Figure 4 shows the resulting control structure of the linearized and stabilized system. The effect caused by the usage of the fictitious output instead of the real one is discussed by Neupert et al. [7] . There it is shown that the resulting internal dynamics near the steady state is at least marginal stable. Therefore the fictitious output can be applied for controller design. 
IV. TRAJECTORY GENERATION

A. Formulation of the Optimal Control Problem
The trajectory generation problem is formulated as a constrained, open-loop optimal control problem for the linearized system including the state feedback. Because of the relevant calculating time for solution of the optimal control problem the model predictive trajectory generation operates with a non-negligible sample time. Likewise the numerical solution procedure itself introduces a discretization of the time axis, see below. But for the sake of simplicity, the openloop optimal control problem is stated in continuous time in the following.
The model equations are given bẏ
The state variables x lin are the states of the integrator chain forming the linearized system as well as the state variables of the integrator chain for the output reference trajectory. Additional state variables are introduced to generate a smooth input v. The initial state x lin,0 is derived from the state of these integrators and the current system output and system output derivative measurements. The outputs y lin of the linear system (15) are the variables corresponding to the flat output y * (eqn. (12)) and its first and second derivative that approximate the load position, velocity, and acceleration.
The objective functional
is a standard form evaluating quadratically both the deviations of the predicted outputs y lin from their reference predictions w(t) and the rate of change of the input variables u lin . The optimization horizon t f −t 0 and the symmetric and positive semi-definite weighting matrix Q and the weighting coefficient r > 0 are essential tuning parameters of the model predictive trajectory generator.
The optimization horizon t f −t 0 should cover the essential dynamics of the process. These are defined by the period of the load sway (up to 18 s for the crane under consideration). Practical experience shows that a horizon of 10 s is sufficient.
Reference predictions w(t) are generated from the crane operator's hand lever signals (velocity targets) for the load position, velocity and acceleration. The prediction takes into account velocity reductions if the load approaches the radial boundaries.
The model predictive trajectory generation algorithm incorporates restrictions on the process variables as constraints of the open-loop optimal control problem.
Input rate constraints are applied to avoid high-frequency excitations of the system.
Therefore, the change ratesu lin are to be considered as the control variables in the optimal control problem formulation. The reference trajectory generation forms an outer control loop, see Fig. 4 . Therefore stability results from model predictive control are applicable. Conditions for guaranteed stability of the closed loop system under nominal conditions usually require stabilizing constraints of the state variables at the end of the optimization horizon together with a suitable evaluation of the final state [20] . For a 'zero-state terminal constraint' we would have to introduce fixed final values -depending on the stationary states associated with the reference inputs -for the non-integrating state variables.
Constraints of type (19) are likely to cause infeasible optimal control problems under non-nominal conditions as plantmodel mismatch or noisy measurements especially for short optimization horizons. Therefore, equality constraint (19) is approximated by a quadratic penalty term with symmetric,
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positive definite weighting matrixQ which extends the original objective functional.
B. Numerical Solution of the Optimal Control Problem
The continuous-time constrained linear-quadratic optimal control problem (15)- (20) is discretized on the grid (17), (18) are discretized accordingly.
In this way the continuous-time optimal control problem is approximated by a quadratic programming problem (QP) in the control and state variables [x k lin , u k lin ] of the discretized problem which can be solved by a standard interior point algorithm [21] , [22] . Within this algorithm, the structure of the discrete-time model equations (21) is utilized in a RICCATI-like approach to obtain a solution of the NEWTON step equation with O K(m 3 + n 3 ) operations, i. e. the computational effort grows linearly with the prediction horizon K and cubically with the number of control (m) and state (n) variables. For further details see [23] , [24] , [25] , [26] .
Non-uniform sample intervals ∆T k = t k+1 − t k within the prediction horizon of the MPC, see Fig. 5 , help to limit the dimension of the optimization problem. In this schema, the initial sample steps are determined by the trajectory generation loop and the length of the sample intervals increases linearly within the prediction horizon. 
V. MEASUREMENT RESULTS
In this section, measurements of the boom crane LIEB-HERR LHM 322 are presented. The rope length l S is 57 m and the load mass is 3.5 t for all experiments. The flatness based nonlinear controller and the optimal trajectory generation is implemented on a rapid prototyping system dSPACE DS1103. The sample time of the model-based trajectory generation is 100ms. Fig. 6 shows the load velocity given by the crane operator's hand lever and the optimized reference trajectory generated by the model-based trajectory generator. The upper bound for the load velocity depends on the radial load position. The acceleration constraint is |r LA | ≤0.45 m /s 2 . linear-quadratic optimal control problems is between 54ms and 66ms, see Fig. 10 .
VI. CONCLUSION
In this paper a nonlinear model for a rotary boom crane is developed utilizing the method of NEWTON-EULER. Dominant nonlinearities such as the kinematics of the hydraulic actuator (hydraulic cylinder) are considered. A nonlinear, flatness based controller is developed using a flat output that coincides with the load position for small rope angles. A model-based optimal trajectory generator provides feasible and sufficiently smooth reference trajectories. The optimal control problem to be solved online takes into account the linearized system including the state feedback as well as input and state constraints. The control system is implemented at the LIEBHERR harbor mobile crane to obtain measurement results. These results validate the exact tracking of the reference trajectory with reduced load sway.
