This paper proposes a new framework for estimating instrumental variable (IV) quantile models. Our proposal can be cast as a mixed integer linear program (MILP), which allows us to capitalize on recent progress in mixed integer optimization. The computational advantage of the proposed method makes it an attractive alternative to existing estimators in the presence of multiple endogenous regressors. This is a situation that arises naturally when one endogenous variable is interacted with several other variables in a regression equation. In our simulations, the proposed method using MILP with a random starting point can reliably estimate regressions for a sample size of 1000 with 20 endogenous variables in 90 seconds; for high-dimensional problems, our formulation can deliver decent estimates within minutes for problems with 550 endogenous regressors. We also establish asymptotic theory and provide an inference procedure. In our simulations, the asymptotic theory provides an excellent approximation even if we terminate MILP before a certified global solution is found. This suggests that MILP in our setting can quickly approach the global solution. In addition, we show that MILP can also be used for related problems, including censored regression, censored IV quantile regression and high-dimensional IV quantile regression. As an empirical illustration, we examine the heterogeneous treatment effect of Job Training Partnership Act (JTPA) using a regression with 13 interaction terms of the treatment variable. * I would like to thank Stéphane Bonhomme and Chris Hansen for their insights and intriguing discussions. Of course, these conversations would probably not have happened (so soon) if Larry Schmidt had not invited me to spend a week at University of Chicago. I would also like to thank Kaspar Wüthrich for pointing out one important reference and sharing his related unpublished work. †
Introduction
The linear instrumental variables (IV) quantile model formulated by Chernozhukov and Hansen (2005 , 2006 , 2008 has found wide applications in economics. The basic moment condition can be written as follows
where τ ∈ (0, 1) is the quantile of interest, Y i ∈ R, X i ∈ R p and Z i ∈ R L are i.i.d observed variables and β * ∈ R p is the unknown model parameter. Assume that p and L are fixed with L ≥ p. The typical setup is that only one (or few) component of X i is endogenous and other components of X i are contained in Z i . In the policy evaluation setting, the variable denoting the status of treatment is usually considered endogenous. If this variable only enters the regression equation as one endogenous regressor, then we can apply the existing methods (e.g., the popular method by Chernozhukov and Hansen (2006) ) for estimating the treatment effect. When multiple endogenous regressors enter the regression equation, it imposes enormous (or even prohibitive) computational challenges to common estimation strategies, which typically involve solving nonconvex and nonsmooth optimization problems; see Section 1.1 for more details.
However, multiple endogenous regressors arise naturally in many empirical studies even if there is only one endogenous variable. For example, empirical researchers often include the interaction between the treatment variable and other variables to study the heterogeneity of the treatment effects, leading to multiple endogenous variables in the regression equation. Consider the randomized training experiment conducted under the Job Training Partnership Act (JTPA). JTPA training services are randomly offered to people, who can then choose whether to participate in the program. One key policy question is whether this program has an effect on earnings. Of course, the baseline question is whether the program has a positive effect overall. In addition, one might ask questions such as whether the effect of the program differs by participants' race, education, etc. These questions can be answered in the regression setting by learning the coefficients for interactions between the treatment status and other variables denoting race, education, etc.
The goal of this paper is to provide an alternative estimation and inference strategy for IV quantile models with multiple (or even many) endogenous regressors. The proposed estimator can be cast as a mixed integer linear program (MILP) and thus exploit recent advancement in this area. Although MILP is also a nonconvex problem, it is one of the most well-studied and well-understood nonconvex problems; see Jünger et al. (2009) . As pointed out by Bertsimas et al. (2016) , the speed of finding global solutions for mixed integer optimization improved approximately 450 billion times between 1994 and 2015. Our proposal can handle models with multiple (or even many) endogenous variables. For example, we deliver good estimates for coefficients of 20 endogenous variables within 90 seconds. The high-dimensional version can handle regression equations with 500 endogenous variables within minutes.
We also provide inference methods for the proposed estimator. The limiting distribution of the estimation error is shown to be the solution of a random linear program (LP). The randomness of this LP is due to a Gaussian vector, which can be easily simulated. Other components of the LP can be estimated in a straight-forward manner. Since extremely fast algorithms exist for LP's, the limiting distribution of the estimation error can be easily simulated. For instance, 600 repetitions take less than 1 second on a normal laptop.
The constructions in our paper are not unique to low-dimensional IV quantile regressions. We outline how MILP can be used for related problems, including high-dimensional IV quantile regressions, censored regressions and censored IV quantile regressions.
Related work
This paper is inspired by the fascinating literature of applying mixed integer programming to statistical learning. Recent progress has drastically improved the speed of mixed integer optimizations, which are now considered a feasible tool for some high-dimensional problems. Most of the advancement concerns high-dimensional linear models; see Bertsimas and Mazumder (2014) ; Liu et al. (2016) ; Bertsimas et al. (2016) ; Mazumder and Radchenko (2017) . The main argument for considering these nonconvex algorithms is that they, compared to convex regularized methods, enjoy more desirable statistical properties.
Our work contributes to the fast growing literature of IV quantile regression. The IV quantile regression extends the advantage of quantile regression (Koenker and Bassett (1978) ) to the settings with endogenous regressors. The conceptual framework and identification of the IV quantile models has been studied by Abadie et al. (2002) , Chernozhukov and Hansen (2005) and Imbens and Newey (2009) ; see Wüthrich (2014) , Melly and Wüthrich (2017) and Chernozhukov et al. (2017) for more discussions. The GMM estimation approach applies the classical GMM method for the moment condition in (1). The computational burden of minimizing a nonconvex and nonsmooth objective function can be challenging and even prohibiting for larger dimensional models. The quasi-Bayesian approach of Chernozhukov and Hong (2003) has been suggested. In an interesting paper, Chen and Lee (2017) proposed formulating the original GMM problem as a mixed integer quadratic program (MIQP).
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Smoothing the GMM objective function has also been considered by Kaplan and Sun (2017) . The so-called inverse quantile regression by Hansen (2006, 2008) takes a different route and reduces the dimension of the space over which the optimization is needed. Lee (2007) considers a control function approach but deviates from the model (1).
We will use E n to denote the sample average n −1 n i=1 . The q -norm of a vector will be denoted by · q for q ≥ 1; · ∞ denotes the maximum absolute value of a vector, i.e., the ∞ -norm. The indicator function is denoted by 1{}. For any positive integer r, we use 1 r to denote the r-dimensional vector of ones. The rest of the paper is organized as follows. Section 2 introduces the proposed IV quantile estimator and discusses its computational formulation and asymptotic properties. Section 3 provides examples of other problems that can be estimated using MILP. Monte Carlo simulations are presented in Section 4. Section 5 considers the JTPA example. The proofs of theoretical results are in the appendix.
IV quantile regression via mixed integer linear programming
In this section, we consider the IV quantile model in (1). Our proposal is a method of moment approach:β
where B ⊆ R p is a convex set. In practice, we can choose B = R p or a bounded subset of R p . The above estimator is based on the fact that EZ i (1{y i − X i β ≤ 0} − τ ) = 0 for β = β * . Of course we can replace Z i with transformations of Z i . The idea of the estimator is to find a value β to minimize the "magnitude" of the empirical version
The estimator (2) differs from the generalized method of moments (GMM) in that we use the ∞ -norm, instead of the 2 -norm. The choice of ∞ -norm over 2 -norm is due to computational reasons. As we shall see, the formulation with ∞ -norm in (2) can be cast as an MILP. If we use 2 -norm instead, then the optimization problem would become a mixed integer quadratic program (MIQP), which is the formulation in Chen and Lee (2017) . After our first draft was written, Kaspar Wüthrich kindly brought this paper to our attention. See Section 2.1 for more discussions.
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In their Appendix C3, an MILP formulation is provided, but it requires much more binary variables. Their formulation needs n + n(n−1)/2 binary variables, while our formulation requires n binary variables, However, as pointed out in Hemmecke et al. (2010) ; Burer and Saxena (2012) ; Mazumder and Radchenko (2017) , it is quite well known in the integer programming community that current algorithms for MILP problems are a much more mature technology than MIQP. For this reason, we use the formulations in (2). We shall also provide theoretical results that allow us to directly conduct inference based on the estimator (2); see Algorithm 1.
Formulation as a mixed integer linear program
We now show that the estimator (2) can be cast as an MILP. The key is to introduce n binary variables and use constraints to force them to represent 1{Y i − X i β ≤ 0}.
Let ξ i ∈ {0, 1}. Suppose that M > 0 is an arbitrary number such that max 1≤i≤n |Y i − X iβ | ≤ M . Notice that this is not a statistical tuning parameter since we can choose any large enough M > 0. The key insight is to realize that imposing the constraint
To see this, consider the following two cases (ignoring the case of
Similarly, in Case (2), ξ i = 0 is the only choice of ξ i in {0, 1} to satisfy the constraint. Hence, we need to consider variables ξ i ∈ {0, 1} and β ∈ R
we introduce an auxiliary variable t ≥ 0 with the constraint −t ≤ E n Z i,j (ξ i − τ ) ≤ t for j ∈ {1, ..., L}, where Z i,j is the jth component of Z i . By minimizing t, we equivalently achieve minimizing E n Z i (ξ i − τ ) ∞ . To summarize, the final MILP formulation reads
In the case of Y i − X i β = 0, we have the indeterminancy since both ξ i = 0 and
However, for most of the design matrices, {i : Y i − X i β = 0} is empty. If we encounter a lot of zeros for Y i − X i β in the solution, we can simply incorporate a small wedge to solve the determinancy:
where D > 0 is a very small number, such as machine precision tolerance. In our where n denotes the sample size.
experience, this is not necessary and does not make a difference in the solution.
Asymptotic properties and inference
We now derive the rate of convergence ofβ and characterize its asymptotic distribution. We start with the following simple high-level condition for identification.
Assumption 1 guarantees the identification of β * and can be verified using primitive conditions similar to Assumption 2 in Chernozhukov and Hansen (2006) . In this paper, we do not consider the case with weak identification.
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We also assume that the empirical process for
is globally Glivenko-Cantelli and locally Donsker.
is a Gaussian process with continuous paths.
Assumption 2 is not difficult to verify. For example, if all the variables are bouned, then straight-forward arguments using Lemmas 2.6.15 and 2.6.18 in van der Vaart and Wellner (1996) 
Theorem 1. Let Assumptions 1 and 2 hold. Thenβ − β * = O P (n −1/2 ).
Theorem 1 says that the estimator (2) is consistent at the parametric rate n −1/2
. To derive the asymptotic distribution of √ n(β − β * ), we introduce the following condition.
Assumption 3. Let R(β) = ∂G(β)/∂β. Suppose that in a neighborhood of β * , rankΓ(β) = p and G(β) is differential with bounded derivatives.
Assumption 3 imposes further regularity conditions on the identification of β * and smoothness of G(·). The asymptotic distribution is characterized as the solution of an optimization problem.
Theorem 2. Let Assumptions 1, 2 and 3 hold. Then
When L = p, we have that ζ = Γ −1 * ψ and thus the limiting distribution of
is Gaussian. When L > p, the limiting distribution is not Gaussian. This is different from the typical GMM framework, under which the ∞ -norm is replaced by the 2 -norm and thus the minimizer ζ is guaranteed to be the Gaussian vector ζ = (Γ * Γ * ) −1 Γ * ψ even if L > p. Since Theorem 1 establishes the parametric rate of convergence, one can also use a onestep correction toβ and obtain an estimator that is asymptotically equivalent to the GMM estimator.
With additional regularity conditions, it is not difficult to show that
Therefore, we have the same asymptotic distribution as the usual quantile regression estimator; see Koenker (2005) . We can use Theorem 2 for inference. Since Ω can be consistently estimated, we can simply simulate the limiting distribution if we can consistently estimate Γ * . The estimation of Γ * can be done using a kernel smoothing method; for example Section 4.4 of Chernozhukov and Hansen (2008) . We can choose a kernel K(·) and a bandwidth a n = o(1). (In our empirical application, we use the Gaussian kernel with Silverman's rule-of-thumb choice of the bandwidth.) Then the kernel estimator would beΓ = E n a −1 n K(ε i /a n )Z i X i . LetΓ andΩ be any consistent estimators for Γ * and Ω, respectively. Then we can simply simulate arg min
Notice that this is a linear program (see Algorithm 1) and thus can be done very fast. In our experiments, we can implement 600 such linear programs within less than 1 second. Algorithm 1 outlines how to construct a confidence interval for β j .
Algorithm 1 Confidence intervals based onβ in (2)
The goal is to construct a (1 − α) confidence interval for (β * ) j , where j ∈ {1, ..., p} and α ∈ (0, 1). Implement the following:
1. Computeβ as in (2).
2. ComputeΓ andΩ.
Other problems
In this section, we consider high-dimensional IV quantile regression, censored regression and censored IV quantile regression. We provide MILP formulation for estimation.
High-dimensional IV quantile regression
When p n and β is a sparse vector, the model (1) becomes a high-dimensional IV quantile model. Therefore, successful estimation relies on proper regularization on β. Similar to the regularization in Dantzig selector for linear models (Candès and Tao (2007) ), we proposê
where λ n −1 log p is tuning parameter. Similar to the formulation in Section 2, we can cast the above problem as an MILP. To account for the 1 -norm in the objective function, we decompose each entry of β into the positive and negative part: we write β j = β 
Censored regressions
The censored regression proposed by Powell (1986) readŝ
where ρ τ (x) = x(τ − 1{x ≤ 0}) is the "check" function for a given τ ∈ (0, 1) and
is the observed data. Notice that this is a nonconvex and nonsmooth optimization problem.
Computationally it might not be very attractive, especially when the dimensionality is large. The literature has seen alternative estimators that explicitly model the probability of being censored; see e.g., Buchinsky and Hahn (1998); Chernozhukov and Hong (2002) . Recently, there is work in high-dimensional statistics (e.g., Müller and Van de Geer (2016) ) studying the statistical properties of
where λ n −1 log p is a tuning parameter. However, discussions regarding the computational burden for the above estimator are not common. Here, we case the problem (5) as a MILP. Since problem (4) is a special case of problem (5) with λ = 0, our framework can be used for the computation of both (4) and (5).
We introduce variables ζ 
Notice that max{X i θ, 0} = r 
Censored IV quantile regressions
Consider the following moment condition:
. Chernozhukov et al. (2015) proposed an estimator strategy that uses a control variable. Here, we consider a direct approach based on the above moment condition:β
Now we rewrite (6) as an MILP. Similar to Section 3.2, we shall introduce binary variables for the max function. Then we use additional binary variables for the indicator function.
We start by introducing r
where M > 0 is a large enough number. As explained in Section 3.2, these constraints will force ξ i to behave like 1{X i β < C i } and ensure that one of r + i and r − i is exactly zero, thus r
Again, this constraint would would make q i behave like 1{Y i − C i − r + i ≤ 0}. Therefore, we only need to introduce an extra variable t ≥ 0 to serve as E n Z i (ξ i − τ ) ∞ . The final formulation reads arg min
4 Monte Carlo simulations
Low-dimensional IV quantile regression
We consider the following setting: Y i = X i θ + (X i γ)U i , where all the entries in X i ∈ R p and U i are independent random variables with a uniform distribution on (0, 1). We set Z i = X i so we can compare the estimator (2) with the usual quantile regression estimator. We randomly generate the model parameters: entries in θ ∈ R p are independent random variables from N (0, 9) and entries in γ ∈ R p are from the uniform distribution on (3, 4). In this setting, it is not difficult to show that
We use Gurobi 8.0 for mixed integer programming and implement it in Matlab version R2015a. We use a random starting point. We first generate the starting point β start for β as i.i. d N (0, 1) . Then the starting points for ξ i and t are 1{Y i − X i β start ≤ 0} and E n Z i (1{Y i − X i β start ≤ 0} − τ ) ∞ , respectively. We terminate the optimization algorithm after 90 seconds although a strict guarantee for global solutions would typically take a few hours. Due to the good heuristic algorithms, the iterations in the optimization deliver every good estimators within a short period of time (even 60 seconds).
We consider two cases: p = 10 and p = 20. Notice that a grid search on a 10 dimensional space is not straight-forward to implement. In Table 1 , we set τ = 0.7 and report the RMSE (root mean squared errors) for estimating each of the p entries in β(τ ). The results are based on 500 repetitions with each repetition having n = 1000 i.i.d observations. As we can see from the results, the IV quantile estimator in (2) performs very similarly to the usual quantile estimator (β QR ) when Z i = X i . This confirms our theoretical results; see discussions after Theorem 2. We also investigate the inference accuracy of Algorithm 1. The data generating process is as follows: Y i = X i θ + (X i γ)U i , where X i and U i are generated as above. We consider two sets of instruments:
, where L = 2p and Φ −1 (·) denotes the quantile function of N (0, 1). Dividing by √ 3 ensures that all entries of Z i have the same second moment.
• Let Z i = (log(X i,1 ), ..., log(X i,p )) ∈ R L with L = p. Here, Z i does not contain the regressor X i .
Estimating Γ * usually requires a choice of tuning parameter and has a rate of convergence slower than the parametric rate n −1/2 . Since the goal here is to study the quality of the asymptotic approximation (Theorem 2) for the estimator in (2), we would like to eliminate the influence of a potentially poorly chosen tuning parameter by using an infeasible estimator for Γ * that converges at the rate n −1/2 . To do so, we notice that Γ * = EZ i X i /(X i γ) and useΓ = E n Z i X i /(X i γ). For the estimation of Ω, we simply useΩ
In Tables 2 and 3 , we report the coverage probability of 95% and 90% confidence intervals (CI's). For each generated sample, we use B = 600 simulations to compute the critical value in Algorithm 1. Then we repeat this experiment 500 times to evaluate the coverage probability of these confidence intervals. The sample size is set to be n = 1000. The results provide quite favorable evidence for the proposed estimator. The empirical coverage probability is close to the nominal level of confidence intervals. Hence, the Gaussian approximation in Theorem 2 performs quite well even if we terminate the optimization algorithm after merely 90 seconds. Since the limiting distribution only approximates the global solution of the mixed integer linear program in (2), this means that even with early termination, we can obtain a solution very close to the global one. Table 2 : Coverage probability of CI's:
The following table shows the coverage with p = 3. Table 3 : Coverage probability of CI's:
The following table shows the coverage with p = 3. 
95% Conf
Interval 90% Conf Interval β 1 β 2 β 3 β 1 β 2 β 3 0.942 0.962 0.964 0.914 0.912 0.918 The following table shows the coverage with p = 10. β 1 β 2 β 3 β 4 β 5 β 6 β 7 β 8 β 9 β
High-dimensional IV quantile regression
We consider the experiment in Belloni and Chernozhukov (2011) :
We compare the performance of (3) with the Lasso quantile regression in Belloni and Chernozhukov (2011) . Here, EX i X i = Σ X with (Σ X ) i,j = ρ |i−j| and ρ = 0.5. We set ε i = N (0, 1) − Φ −1 (τ ). (Thus P (ε i ≤ 0) = τ .) We use the oracle tuning parameter: λ = E n Z i (1{ε i ≤ 0} − τ ) ∞ . The tuning parameter for Lasso quantile is from Belloni and Chernozhukov (2011) with c = 2. We set n = 200 and p = 550.
We use Gurobi for mixed integer programming and implement it in Matlab. We do not use a good starting point for the optimization. (We use β = 0 as starting point but it is almost always infeasible, i.e., not satisfying the constraint. In these cases, Gurobi has to search for a starting point using a heuristic algorithm.) We stop the algorithm after 10 minutes.
In Table 4 , we report the estimation errors in 1 and 2 norms based on 250 Monte Carlo samples. The results are quite encouraging. Both estimators seem qualitatively similar. Compared to the 1 -penalized quantile regression, the Dantzig-type IV quantile estimator (3) performs better in the 2 -norm and worse in the 1 -norm. The difference seems reasonable since even for linear models, Lasso and Dantzig selector would have similar but different performance. In Section 1, we mentioned the problem of investigating the effect of JTPA. We now provide more details. The participation satus will be denoted by D i ∈ {0, 1}, where D i = 1 means that individual i participates in the program. The random offers, denoted by S i ∈ {0, 1}, will be used as instruments, where S i = 1 means that individual i has an offer to participate. Following Chernozhukov and Hansen (2008) , we also consider other 13 exogeneous variables denoted by {W i,j } 13 j=1 .
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The outcomoe variable Y i is earnings. We consider the following model:
where τ ∈ (0, 1). Under our notation (1), we have
where p = L = 27. We rescale Z i such that E n Z 2 i,j = 1 for j ∈ {1, ..., L}. We are interested in α(τ ), which denotes the overall effect of JTPA, as well as θ j (τ ), which measures the heterogeneity of the effect. Following Chernozhukov and Hansen (2008) , we consider τ ∈ {0.15, 0.25, 0.5, 0.75, 0.85}. Using our proposal in Section 2, we report the 95% confidence intervals in Figure 1 . In the left plot, we can see that the baseline effect α(τ ) is positive for higher quantiles, whereas the effect for τ ∈ {0.15, 0.25} is not statistically significant. The right plot indicates an obvious pattern of heterogeneous treatment effect. We see that there is an additional negative effect on the right tail for those who worked for less than 13 weeks in the past year. This suggests that among high-income individuals, the training effect for those that have been unemployed for almost one year is smaller than for those that have been working. For low-income individuals, the effect does not seem to depend on employment status. The two figures plot the 95% confidence bands for α(τ ) (left plot) and θ 5 (τ ) (right plot), where W i,5 represents the indicator of whether the person has worked for less than 13 weeks in the past year. (The yellow and blue lines denote the upper and lower bounds of the confidence intervals, while the red line denotes the estimate.) The estimates and confidence bands are computed using the method proposed in Section 2.
In Figure 2 , we also report the quantile regression estimates. The trend for the baseline effect α(τ ) roughly matches the IV quantile results. However, the trend for the heterogeneous effect with respect to the unemployment status θ 5 (τ ) is different; the quantile regression finds no evidence of the treatment effects depending on unemployment status. Lastly, we also consider the two-stage least square estimates. Of course, we shall drop the quantile τ from α(τ ) and θ 5 (τ ). The estimate for α is 1.6189 × 10 4 with a standard error of 3.296 × 10 3 ; the estimate for θ 5 is −2.0993 × 10 3 with a standard error of 1.8759 × 10 3 . Notice that both quantile regression estimates and two-stage least squared estimates here should not be directly comparable to results reported in Abadie et al. (2002) and Chernozhukov and Hansen (2008) . Since we include interaction terms in (7), the estimates for α(τ ) would be not represent the "average" effect if there is heterogeneity in the treatment effect. The two figures plot the 95% confidence bands for α(τ ) (left plot) and θ 5 (τ ) (right plot), where W i,5 represents the indicator of whether the person has worked for less than 13 weeks in the past year. (The yellow and blue lines denote the upper and lower bounds of the confidence intervals, while the red line denotes the estimate.) The estimates and confidence bands are computed using the quantile regressions.
Conclusion
In this paper, we propose using MILP for estimation and inference of IV quantile regressions. We demonstrate the performance of the proposed method in problems with multiple or many endogenous regressors. Based on our Monte Carlo experiments, the computational advantage of our work makes it an attractive alternative to existing estimators for IV quantile regressions, especially when one endogenous variable is interacted with several other regressors. Inference theory and procedure are also provided. Moreover, we propose MILP formulations for related problems, including censored regression, censored IV quantile regression and high-dimensional IV quantile regression. Using the JTPA data, we illustrate how our proposal can be applied to study the heterogeneity of treatment effect.
A Proofs of Theorems 1 and 2
Proof of Theorem 1. Fix an arbitrary η > 0. By definition, G n (β) ∞ ≤ G n (β * ) ∞ . Since G(β * ) = 0 and sup β∈B G n (β) − G(β) ∞ = o P (1) (Assumption 2), it follows that G n (β) ∞ = o P (1). Using sup β∈B G n (β)−G(β) ∞ = o P (1) again, we have that G(β) ∞ ≤ G n (β) ∞ + G n (β) − G(β) ∞ = o P (1). By Assumption 1, we have that β − β 2 ≤ η with probability approaching one; otherwise, we would have that G(β) ∞ > C η with nonvanishing probability, contradicting G(β) ∞ = o P (1). Since η > 0 is arbitrary, we havê β = β * + o P (1). Define the estimatorβ c as the solution of (2), except that B is replaced by {β :
β − β * 2 ≤ min{c, c 1 }}. Sinceβ = β * + o P (1), we have that P β =β c → 1. Notice that sup β−β * 2 ≤c G n (β) − G(β) ∞ = O P (n −1/2 ) by Assumption 2. Now by essentially the same argument as above with o P (1) replaced by O P (n −1/2 ), we can show that G(β c ) ∞ = O P (n −1/2 ). By Assumption 1, this means thatβ c = β * + O P (n −1/2 ). The desired result follows by P β =β c → 1.
Proof of Theorem 2. Letv = √ n(β − β * ) and H n (·) = √ n[G n (·) − G(·)]. We define
Notice that
where W n (v) = √ nG(β * + n −1/2 v). By Assumption 2, H n (·) converges weakly to a Gaussian process Ψ(·) with continuous paths in a fixed neighborhood of β * . Thus, H n (β * + vn −1/2 ) converges weakly to Ψ(β * ) on v ∈ B η . By the continuous mapping theorem, F n (v) ∞ converges weakly to Γ * v + Ψ(0) ∞ on v ∈ B η . Hence,v η converges weakly tov η := arg min v∈Bη Γ * v + Ψ(0) ∞ by Theorem 3.2.2 in van der Vaart and Wellner (1996) . By Portmanteau's theorem (Theorem 1.3.4 in van der Vaart and Wellner (1996) ), lim inf n→∞ P (v η ∈ G) ≥ P (v η ∈ G). Notice that P (v ∈ G) ≥ P (v η ∈ G) − P (v =v η ) ≥ P (v η ∈ G) − η. Similarly, P (v ∈ G) ≤ P (v η ∈ G) + η. Therefore, 2η + lim inf n→∞ P (v ∈ G) ≥ P (v ∈ G). Since this holds for any η > 0, we have that lim inf n→∞ P (v ∈ G) ≥ P (v ∈ G). Since the open set G is arbitrary, Portmanteau's theorem (Theorem 1.3.4 in van der Vaart and Wellner (1996) ) implies thatv converges weakly tov. The proof is complete once we realize that Ψ(0) is a Gaussian vector with mean zero and variance EZ i Z i (1{Y i − X i β * ≤ 0} − τ )
