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Abstract: This paper considers the optimal time-weighted H2 model reduction problem for discrete Markovian jump linear
systems (MJLSs). The purpose is to nd a mean square stable MJLS of lower order such that the time-weightedH2 norm of the
corresponding error system is minimized for a given mean square stable discrete MJLS. A new notation named time-weighted
H2 norm of discrete MJLS is dened for the model reduction purpose for the rst time. Then a computational formula of the
time-weightedH2 norm is given. Based on this formula, a gradient ow method is proposed to solve the optimal time-weighted
H2 model reduction problem. Finally, a numerical example is used to illustrate the effectiveness of the proposed approach.
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1 Introduction
Mathematical modelling of physical systems often results
in high-ordermodels and it is desirable to replace these high-
order models with reduced ones with respect to some given
criteria. This has motivated the study of the model reduc-
tion problem with various approaches [2], [10], [13]–[15]
For the model reduction problems of MJLS, the efforts are
mainly concentrated on three kinds of reduction problems,
namely, classical balanced truncation model reduction, H∞
model reduction, and H2 model reduction. A suboptimal
balanced truncation algorithm is developed in [8] for dis-
crete MJLSs. An H∞ model reduction approach for MJLS
is proposed both in continuous and discrete time case [21].
Lee and Huang [9] give an effective computational algorith-
m involving LMIs to solve the H∞ structured model reduc-
tion problem for discrete MJLS. The H∞ model reduction
problems with the transition probabilities are partially un-
known, uncertain and piecewise stationary are investigated
in [18, 20, 23]. The study on H∞ model reduction prob-
lem is also extended to the singular Markovian jump system-
s [11, 19]. It is proposed in [16] that an optimal H2 model
reduction method for continuous MJLS, in which the prob-
lem of time-weightedH2 model reduction is introduced and
solved via a gradient ow method. However, to the authors’
best knowledge, there is no result on H2 model reduction
of discrete time MJLS nor the formulation of time-weighted
H2 model reduction problem even for the deterministic case
(with no jump) in the literature to date.
The square of theH2 norm of a linear discrete system can
be regarded as the total energy of pulse response of the sys-
tem in the time domain. This concept is concerned with the
overall error on the innite time horizon in theH2 model re-
duction problem, hence the steady state of the error output
in the model reduction problem is not emphasized in many
cases. Based on this consideration, the time-weighted H2
This work is partially supported by NSFC, under Grant 61203101, by
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norm will be dened with a time-weighting factor k embed-
ded into usual H2 norm. Similar performance indices have
been considered on optimal or suboptimal regulator design
[3, 7], guaranteed cost control problems [12, 17], optimal
output tracking [1]. Since the time-weighted H2 norm lays
a penalty on the steady state as time increases, hence the ap-
proximation error is expected to converge more rapidly in
the time-weighedH2 model reduction problem.
In this paper, the optimal time-weightedH2 model reduc-
tion problem of discrete MJLS will be investigated. First,
the time-weighted H2 norm of discrete MJLS is dened,
and then a computational method of this new performance
index is constructed. Secondly, we propose a gradient ow
method for the solution of the time-weighted H2 model re-
duction problem. Finally, a numerical example is given to
demonstrate the effectiveness of the proposed approach.
Notation. Throughout this paper, for a real symmetric ma-
trixX, the notationX ≥ 0 (respectively,X > 0) means that
X is positive semi-denite (respectively, positive denite).
The superscript “T ” represents the transpose, and P{·} de-
notes the probability. The notation tr(·) represents the trace
of a square matrix, I is the identity matrix with appropriate
dimension. We denote E(·) as the expectation.
2 Problem Formulation
Considering the following discrete Markovian jump linear
system (MJLS)
(Σ) :
{
x(k + 1)
z(k)
=
=
A(θ(k))x(k) +B(θ(k))u(k),
C(θ(k))x(k),
(1)
where x(k) ∈ Rn represents the state variable of the system,
u(k) ∈ Rp is the control input vector and z(k) ∈ Rm is the
output. The parameter θ(k) stands for the state of a Markov
chain taking values in a nite set S = {1, 2, . . . , N} with
transition probability matrix given by Π = [pi,j ], where
pi,j = P{θ(k + 1) = j|θ(k) = i} ≥ 0, i, j = 1, . . . , N,
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and
∑N
j=1 pi,j = 1, i = 1, . . . , N. The Markov chain
{θ(k), k = 0, 1, 2, . . .} is assumed to have an initial dis-
tribution μ = (μ1, . . . , μN ) . For convenience, we denote
A(θ(k)) = Ai, B(θ(k)) = Bi, C(θ(k)) = Ci when
θ(k) = i ∈ S.
In the following, we denote X = (X1, . . . , XN) for an
N -tuple of matrices with the same dimensions, and denote
Hm,n = {X = (X1, . . . , XN) | Xi ∈ R
m×n, i ∈ S},
Hn = Hn,n,
Hn+ = {X = (X1, . . . , XN) | X ∈ H
n, Xi ≥ 0, i ∈ S}.
For A = (A, . . . , AN ) ∈ Hn, X = (X1, . . . , XN ) ∈ Hn,
we dene
Li(A,X) = Xi −
N∑
j=1
pi,jA
T
i XjAi, (2)
Ri(A,X) = Xi −
N∑
j=1
pj,iAjXjA
T
j . (3)
Lemma 1 [5] The following assertions are equivalent:
(1) System (Σ) is mean-square stable (MSS).
(2) System (Σ) is exponentially mean-square stable
(EMSS).
(3) There exists X = (X1, . . . , XN ) ∈ Hn, Xi > 0 for all
i ∈ S such that Li(A,X) > 0, i ∈ S.
(4) For any given X = (X1, . . . , XN ) ∈ Hn, Xi > 0,
there exists a unique R = (R1, . . . , RN ) ∈ Hn with
Ri > 0, such that Li(A,R) = Xi, i ∈ S.
(5) For any given X = (X1, . . . , XN ) ∈ Hn, Xi > 0,
there exists a unique T = (T1, . . . , TN) ∈ Hn with
Ti > 0, such thatRi(A, T ) = Xi, i ∈ S.
In Proposition 1, if we set X = (X1, . . . , XN) ∈ Hn+,
the uniqueness stated in (4) and (5) also hold for R =
(R1, . . . , RN ) ∈ H
n
+, and T = (T1, . . . , TN ) ∈ Hn+ .
From Proposition 1, we can easily obtain the following
result.
Lemma 2 System (Σ) is MSS if and only if one of the fol-
lowing statements holds.
(1) For any given R0 = (R0,1, . . . , R0,N ) ∈ Hn+, there
exist unique Rl = (Rl,1, . . . , Rl,N ) ∈ Hn+, l = 1, 2,
such that
Li(A,Rl) = Rl−1,i, l = 1, 2. (4)
(2) For any given T0 = (T0,1, . . . , T0,N) ∈ Hn+, there exist
unique Tl = (Tl,1, . . . , Tl,N) ∈ Hn+, l = 1, 2, such that
Ri(A, Tl) = Tl−1,i, l = 1, 2. (5)
Denition 1 [5] The H2-norm of system (Σ) is given by
J0 (Σ) =
(
p∑
s=1
‖zs‖
2
2
)1/2
,
where ‖zs‖22 =
∞∑
k=0
E
[
zTs (k)zs(k)
]
and zs represents the
output {zs(k) | k = 0, 1, 2, . . .} when
(1) the input is given by u(0) = es, u(k) = 0 when k >
0, where es is the p-dimensional unit vector formed by
having 1 at the sth position and zero elsewhere;
(2) x(0) = 0 and θ(0) = i with probability μi > 0 for
i ∈ S.
Denition 2 For discrete MSS system (Σ), the time-
weightedH2-norm is dened as
J1 (Σ) =
(
p∑
s=1
∞∑
k=0
E
[
kzTs (k)zs(k)
])1/2
, (6)
where the input and initial conditions satisfy the same as-
sumptions in Denition 1.
This paper is concernedwith the model reduction problem
for MJLS with a time-weighted H2 error measure. That is,
for a given n¯th-order MSS Markovian jump linear system,
(
Σ¯
)
:
{
x¯(k + 1)
z¯(k)
=
=
A¯(θ(k))x¯(k) + B¯(θ(k))u(k),
C¯(θ(k))x¯(k),
x¯(k) ∈ Rn¯, u(k) ∈ Rp, z¯(k) ∈ Rm, our purpose is to nd
an nˆth-order MSS Markovian jump system
(Σˆ) :
{
xˆ(k + 1)
zˆ(k)
=
=
Aˆ(θ(k))xˆ(k) + Bˆ(θ(k))u(k),
Cˆ(θ(k))xˆ(k),
where xˆ(k) ∈ Rnˆ, u(k) ∈ Rp, zˆ(k) ∈ Rm, nˆ < n¯, and
θ(k) is the same Markov chain as in
(
Σ¯
)
, such that the time-
weighted H2 norm of the corresponding error system (Σ)
as in (1) is minimized, where x(k) ∈ Rn, n = nˆ + n¯ ,
z(k) = z¯(k)− zˆ(k), and
Ai =
[
A¯i 0
0 Aˆi
]
, Bi =
[
B¯i
Bˆi
]
, Ci =
[
C¯i −Cˆi
]
.
For convenience, we denote
Σˆi =
[
Aˆi Bˆi
Cˆi 0
]
∈ R(nˆ+m)×(nˆ+p), i = 1, . . . , N,
Σˆ =
[
Σˆ1 · · · ΣˆN
]
∈ Hnˆ+m,nˆ+p. (7)
Then, the time-weighted H2 model reduction problem of
discrete MJLS can be described as the following optimal
problem:
min J21 (Σ) , (8)
subject to
Σˆ ∈ Ω
Δ
=
{
Σˆ ∈ Hnˆ+m,nˆ+p | (Σˆ) is MSS
}
. (9)
3 Computation of Time-weighted H2 Norm
In this section, the time-weighted H2 norm of the error
system will be computed. By using the properties of the trace
we can easily obtain the following two results.
Lemma 3 For any given A = (A1, . . . , AN ) ∈ Hn, R =
(R1, . . . , RN ) ∈ H
n, T = (T1, . . . , TN) ∈ Hn, we have
N∑
i=1
tr [TiLi(A,R)] =
N∑
i=1
tr [Ri(A, T )Ri] .
Lemma 4 If there exist Rl ∈ Hn+, Tl ∈ Hn+, l = 0, 1, 2,
satisfying (4), (5), then
N∑
i=1
tr [Rl,iT2−l,i] =
N∑
i=1
tr [Rl+1,iT1−l,i] , l = 0, 1.
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Lemma 5 [5] DenoteXi(k) = E
[
x(k)x(k)T 1{θ(k)=i}
]
,
i ∈ S, for any k = 0, 1, 2, . . . , where 1{·} stands for the
Dirac measure, then the following equality holds:
Xi(k + 1) = Xi(k)−Ri (A,X(k)) .
Lemma 6 Consider MSS MJLS (Σ) with u(k) = 0, k =
1, 2, . . . ., if Rl ∈ Hn+, l = 1, 2, is the solution of (4), then
we have
∞∑
k=1
E
[
kxT (k)R0,θ(k)x(k)
]
= E
[
xT (1)R1,θ(1)x(1)
]
+ E
[
xT (2)R2,θ(2)x(2)
]
.
Proof. DenoteX(k) =
[
X1(k) · · · XN (k)
]
∈ Hn, then it
is easy to show from (4), Lemma 3 and Lemma 5 that
E
[
xT (k)Rd,θ(k)x(k)
]
= tr
N∑
i=1
E
[
x(k)xT (k)1{θ(k)=i}
]
Rd,i
= tr
N∑
i=1
Xi(k)Li (A,Rd+1)
= tr
N∑
i=1
Ri (A,X(k))Rd+1,i
= tr
N∑
i=1
[Xi(k)−Xi(k + 1)]Rd+1,i
= tr
N∑
i=1
{
E
[
x(k)x(k)TRd+1,θ(k)1{θ(k)=i}
]
−E
[
x(k + 1)x(k + 1)TRd+1,θ(k+1) 1{θ(k+1)=i}
]}
= E
[
x(k)TRd+1,θ(k)x(k)
]
−E [x(k + 1)TRd+1,θ(k+1)x(k + 1)], d = 0, 1,
hence
∞∑
k=1
E
[
kxT (k)R0,θ(k)x(k)
]
=
∞∑
k=1
E
[
kxT (k)R1,θ(k)x(k)
− kxT (k + 1)R1,θ(k+1)x(k + 1)
]
=
∞∑
k=1
E
[
kxT (k)R1,θ(k)x(k)
− (k + 1)xT (k + 1)R1,θ(k+1)x(k + 1)
]
+
∞∑
k=1
E [xT (k + 1)R1,θ(k+1)x(k + 1)], (10)
and
∞∑
k=1
E
[
xT (k + 1)R1,θ(k+1)x(k + 1)
]
=
∞∑
k=2
E
[
xT (k)R1,θ(k)x(k)
]
=
∞∑
k=2
E
[
xT (k)R2,θ(k)x(k)
− xT (k + 1)R2,θ(k+1)x(k + 1)
]
. (11)
From Lemma 1, system (Σ) is MSS and at the same time it
is EMSS. Therefore
lim
k→∞
E
[
xT (k)R2,θ(k)x(k)
]
= 0,
lim
k→∞
E
[
kxT (k)R1,θ(k)x(k)
]
= 0,
which together with (10)–(11) imply
∞∑
k=1
E
[
kxT (k)R1,θ(k)x(k)
−(k + 1) xT (k + 1)R1,θ(k+1)x(k + 1)
]
= E [xT (1)R1,θ(1)x(1)]. (12)
and
∞∑
k=1
E
[
xT (k + 1)R1,θ(k+1)x(k + 1)
]
= E [xT (2)R2,θ(2)x(2)]. (13)
Combining (10)–(13) can complete the proof. 
Theorem 1 Consider MSS system (Σ), set A =
(A1, . . . , AN ), and
P0,i =
N∑
j=1
pj,iμjBjB
T
j , Q0,i = C
T
i Ci, i ∈ S. (14)
Suppose Pl = (Pl,1, . . . , Pl,N ) ∈ Hn+, Ql =
(Ql,1, . . . , Ql,N) ∈ H
n
+, l = 1, 2, are the unique so-
lutions of the following equations:
Li(A,Q1) = Q0,i, Li(A,Q2) = Q1,i, (15)
Ri(A,P1) = P0,i, Ri(A,P2) = P1,i, (16)
then the square of the time-weightedH2 norm of (Σ) can be
computed as
J21 (Σ) = tr
⎡
⎣ N∑
i=1
μiB
T
i
⎛
⎝ N∑
j=1
pi,jQ2,j
⎞
⎠Bi
⎤
⎦
= tr
(
N∑
i=1
CiP2,iC
T
i
)
. (17)
Proof. Suppose zs(k) is the output corresponding to the in-
put and initial conditions as in Denition 2. By using Lemma
6 we have
∞∑
k=0
E
[
kzTs (k)zs(k)
]
=
∞∑
k=1
E
[
kxT (k)Q0,θ(k)x(k)
]
= E
[
xT (1)Q1,θ(1)x(1)
]
+ E
[
xT (2)Q2,θ(2)x(2)
]
.(18)
It is not difcult to show that
E
[
xT (2)Q2,θ(2)x(2)
]
=
N∑
i=1
N∑
i1=1
N∑
i2=1
μipi,i1pi1,i2e
T
s B
T
i A
T
i1Q2,i2Ai1Bies
8970
=N∑
i=1
[
μie
T
s B
T
i
(
N∑
i1=1
pi,i1A
T
i1
(
N∑
i2=1
pi1,i2Q2,i2
)
· Ai1 )Bies]
=
N∑
i=1
[
μie
T
s B
T
i
(
N∑
i1=1
pi,i1 (Q2,i1 −Q1,i1)
)
Bies
]
.
(19)
Similarly, it can be derived that
E
[
xT (1)Q1,θ(1)x(1)
]
=
N∑
i=1
[
μie
T
s B
T
i
(
N∑
i1=1
pi,i1Q1,i1
)
Bies
]
. (20)
According to (18)–(20) we have that
J21 (Σ) =
p∑
s=1
∞∑
k=0
E
[
kzTs (k)zs(k)
]
=
N∑
i=1
tr
⎡
⎣μiBTi
⎛
⎝ N∑
j=1
pi,jQ2,j
⎞
⎠Bi
⎤
⎦ , (21)
which implies
J21 (Σ) =
N∑
i=1
tr
⎡
⎣
⎛
⎝ N∑
j=1
pj,iμjBjB
T
j
⎞
⎠Q2,i
⎤
⎦ = N∑
i=1
tr (P0,iQ2,i) .
It can be obtained from Lemma 4 and (15)–(16) that
N∑
i=1
tr (P0,iQ2,i) =
N∑
i=1
tr (P1,iQ1,i) =
N∑
i=1
tr (P2,iQ0,i) ,
(22)
Combining (21)–(22) and (14) yields (17).
This completes the proof. 
From (21)–(22), we can get equivalent expressions in the
following theorem.
Theorem 2 Consider MSS system (Σ), its time-weightedH2
norm is given by
J21 (Σ) =
N∑
i=1
tr (Pl,iQ2−l,i) , (23)
where l ∈ {0, 1, 2} and Pl = (Pl,1, . . . , Pl,N ) ∈ Hn+, Ql =
(Ql,1, . . . , Ql,N ) ∈ H
n
+, l = 0, 1, 2, are dened as that in
Theorem 1.
4 Time-weightedH2 Model Reduction
To solve the optimization problem (8), the gradient ow
method will be adopted in this paper. This method has been
successfully applied to solve many control problems [6, 16].
First, the partial derivatives of J21 will be given.
Theorem 3 The partial derivatives of J21 with respect to Aˆd,
Bˆd, Cˆd are given by
∂J21
∂Aˆd
= 2
[
0nˆ×n¯ Inˆ
] N∑
i=1
pd,i (Q1,iAdP2,d
+ Q2,iAdP1,d)
[
0n¯×nˆ
Inˆ
]
, (24)
∂J21
∂Bˆd
= 2μd
[
0nˆ×n¯ Inˆ
] N∑
i=1
(pd,iQ2,i)Bd, (25)
∂J21
∂Cˆd
= 2CdP2,d
[
0n¯×nˆ
−Inˆ
]
, (26)
where d = 1, . . . , N, and Pl =
[
Pl,1 · · · Pl,N
]
, Ql =[
Ql,1 · · · Ql,N
]
, l = 1, 2, are the solutions of (15)–(16).
Proof. The proof of (25)–(26) is very easy and we only give
the proof of (24) here. Denote au,vd , b
u,v
d be the uth row, vth
column element of Aˆd respectively, and set
Eu,v =
[
0n¯×n¯ 0n¯×nˆ
0nˆ×n¯ θuθ
T
v
]
with θi be the ith standard basis of Rnˆ, respectively.
Set ∂Ql
∂au,v
d
=
[
∂Ql,1
∂au,v
d
, . . . ,
∂Ql,N
∂au,v
d
]
and take partial deriva-
tive with respect to au,vd on both sides of (14)–(15) for
d = 1, 2, . . . , N, yields
∂Q0,i
∂a
u,v
d
= 0, (27)
Li(A,
∂Ql
∂a
u,v
d
) =
∂Ql−1,i
∂a
u,v
d
, if i = d, (28)
Ld(A,
∂Ql
∂a
u,v
d
) =
∂Ql−1,d
∂a
u,v
d
+
N∑
j=1
pd,j
[
ETu,vQl,jAd
+ ATd Ql,jEu,v
]
. (29)
It follows from Lemma 4 and (15), (27)–(29) that
N∑
i=1
tr
(
P0,i
∂Q2,i
∂a
u,v
d
)
= 2tr
N∑
j=1
ETu,vpd,j (Q1,jAdP2,d +Q2,jAdP1,d) . (30)
Combining (23) and (30) yields (24).
This completes the proof. 
Similarly we can get the following result based on the
computational formula ofH2 norm of discrete MJLS [4, 5].
Theorem 4 The partial derivatives of J20 with respect to Aˆd,
Bˆd, Cˆd for d = 1, . . . , N, are given by
∂J20
∂Aˆd
= 2
[
0nˆ×n¯ Inˆ
] N∑
i=1
pd,iQ1,iAdP1,d
[
0n¯×nˆ
Inˆ
]
,
∂J20
∂Bˆd
= 2μd
[
0nˆ×n¯ Inˆ
] N∑
i=1
(pd,iQ1,i)Bd,
∂J20
∂Cˆd
= 2CdP1,d
[
0n¯×nˆ
−Inˆ
]
,
where P1 =
[
P1,1 · · · P1,N
]
, Ql =
[
Q1,1 · · · Q1,N
]
,
are the solutions of (15)–(16).
When we apply the gradient ow method to the optimal
time-weightedH2 model reduction problem (8), we have to
take two issues into account in the process of seeking an op-
timum. One is how to ensure the error system is MSS. The
other is how to keep the parameters of the reduced-order
model within a bounded domain. In order to solve the op-
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timal time-weightedH2 model reduction problem under the
above conditions, an alternative optimization problem will
be considered with an auxiliary objective function:
min J¯21 (Σ), (31)
where J¯21 (Σ)
Δ
= J21 (Σ) + J˜
2(Σˆ), and
J˜2(Σˆ)
Δ
= ε1
∥∥∥Σˆ∥∥∥2
F
+ ε2
N∑
i=1
tr
(
X−2i
)
≡ ε1
N∑
i=1
tr
(
AˆiAˆ
T
i + BˆiBˆ
T
i + Cˆ
T
i Cˆi
)
+ε2
N∑
i=1
tr
(
X−2i
)
, (32)
and ε1 > 0, ε2 > 0 are sufciently small scalars, X =
(X1, . . . , XN ) ∈ H
nˆ with Xi > 0 for i ∈ S, is the solution
of
Li(A,X) = Zi, (33)
for some given constant matrices Zi > 0 for each i ∈ S.
When both ε1 and ε2 tend to zero, the added term J˜2(Σˆ)
will converge to zero if the matrices Aˆi, Bˆi, Cˆi, i ∈ S are
bounded and Xi, i ∈ S are nonsingular. At the same time,
the term J˜2(Σˆ) is a penalty function which ensure the two
technical requirements are satised. If J˜2 is bounded, then
the parameters of (Σˆ) are bounded and at the same time,Xi,
i ∈ S, are nonsingular. In the model reduction computa-
tion, we treat Σˆ(t) as time-varying parameters. When the
initial reduced-order model Σˆ(0) is MSS, the unique solu-
tionXi(0), i ∈ S of (33) is nonsingular. Hence we can keep
the boundness of
N∑
i=1
tr
(
X2i (t)
)−1 for all values of t such
that the reduced-order model Σˆ(t) keeps its MSS property.
Nowwe can translate the model reduction problemwith con-
straints into (31) which is unconstrained.
It is worth pointing out that a similar penalty term has
shown to be effective when applying to optimization prob-
lems [6, 16, 22].
The partial derivatives of J¯21 (Σ) with respect to Aˆd, Bˆd,
Cˆd, d = 1, . . . , N, can be computed in the same way as in
[16] and is omitted here.
From above, the gradient ow of J¯21 can be written in the
form of the following ordinary differential equation
·
Σˆ (t) = −
1
2
gradJ¯21 (Σˆ), (34)
where
·
Σˆ (t) =
[ ·
Σˆ1 (t) · · ·
·
ΣˆN (t)
]
, and for d = 1, . . . , N,
·
Σˆd (t) =
[
d
dt Aˆd(t)
d
dtBˆd(t)
d
dt Cˆd(t) 0
]
= −
1
2
⎡
⎣ ∂J¯21∂Aˆd ∂J¯2r∂Bˆd
∂J¯2
1
∂Cˆd
0
⎤
⎦ .
In unweighted case the gradient ow of J¯20 can be formed
in a similar way. There are some properties concerning ordi-
nary differential equation in the form of (34) which is sim-
ilar to that in [6, 16, 22]. These properties show that if we
choose an initial reduced-order model which is MSS, then
we can denitely get a reduced-order model with minimum
time-weightedH2 error using above gradient ow method.
5 Numerical Example
In this section, we present a numerical example to illus-
trate above results.
Example 1 Consider discrete MJLS (Σ¯) with two modes
having the following parameters
A¯1 =
⎡
⎢⎢⎣
0.3 0 0 1
0 0.2 0 0
0.5 −0.1 −0.5 0.2
0.1 0 0 −0.3
⎤
⎥⎥⎦ , B¯1 =
⎡
⎢⎢⎣
−0.1
−0.5
0
0.2
⎤
⎥⎥⎦ ,
C¯1 =
[
0.5 0 −0.1 0.2
]
,
A¯2 =
⎡
⎢⎢⎣
−0.5 0 0 1
0 0.1 0 −0.2
1 0.5 −0.3 0
−0.2 0.8 0 0.4
⎤
⎥⎥⎦ , B¯2 =
⎡
⎢⎢⎣
−0.1
0.3
0.5
0
⎤
⎥⎥⎦ ,
C¯2 =
[
0 0.3 0 0.2
]
.
For the Markov chain, we have the transition probability ma-
trix given by
Π =
[
0.8 0.2
0.1 0.9
]
,
and the initial distribution is μ1 = 0.2, μ2 = 0.8.
It is easy to verify by Proposition 1 that this jump system
is MSS. By using the presented method, we obtain two op-
timal second-order reduced models for time-weighted case
(Σˆ1) and unweighted case (Σˆ0), respectively. The parame-
ters of the reduced-order model (Σˆ0) can be obtained as
Aˆ
(0)
1 =
[
0.5306 −0.0519
−0.1310 0.2472
]
, Bˆ
(0)
1 =
[
0.0000
−0.3334
]
,
Cˆ
(0)
1 =
[
0.7939 −0.0369
]
,
Aˆ
(0)
2 =
[
0.0235 0.6472
−0.4938 0.5589
]
, Bˆ
(0)
2 =
[
−0.0771
0.2542
]
,
Cˆ
(0)
2 =
[
0.0006 0.3485
]
.
The parameters of the reduced-order model (Σˆ1) are com-
puted as
Aˆ
(1)
1 =
[
0.5311 −0.0154
−0.1861 0.2374
]
, Bˆ
(1)
1 =
[
0.0297
−0.3281
]
,
Cˆ
(1)
1 =
[
0.7988 −0.0273
]
,
Aˆ
(1)
2 =
[
−0.0138 0.6680
−0.4927 0.5543
]
, Bˆ
(1)
2 =
[
−0.0685
0.2601
]
,
Cˆ
(1)
2 =
[
0.0162 0.3364
]
.
Both above reduced-order models are MSS, and their op-
timal time-weighted H2 norm are computed as J0(Σ0) =
0.0448, J1(Σ1) = 0.0718, respectively. Randomly
creates a sample path of a Markov chain from k =
0 to k = 15 as the ordered sequence {θ0(k)} =
{2, 2, 2, 2, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 2}. Figure 1 shows the
pulse responses of the original system, the reduced-order
models both with H2 performance and time-weighted H2
performance corresponding to this path. Figure 2 shows the
approximate errors of the pulse response. It can be seen from
Figure 1 that both reduced-order models are good approx-
imations of the original system. When we use the time-
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Fig. 2. Approximate errors of the pulse response.
weighted H2 performance, the approximate error falls to
zero more quickly than unweighted case which can be ob-
served from Figure 2.
6 Conclusion
In this paper, time-weightedH2 model reduction problem
of discrete Markovian jump linear systems has been consid-
ered. The time-weighted H2 norm of discrete MJLSs for
model reduction purpose is dened for the rst time. The
computational formula of the time-weightedH2 norm of dis-
crete MJLS is given in terms of the solutions of two sets
of discrete Markovian jump Lyapunov equations. The opti-
mal time-weighted H2 model reduction problem of discrete
MJLS is introduced and the gradient ow method is adopted
to solve the optimal reduction problem. The gradient ow
is formed by a set of ordinary differential equations to seek
an optimal reduced-order model. A numerical example has
shown the effectiveness of the proposed reduction approach
and the superiority of the time-weighted model reduction in
terms of convergence rate over the unweighted case.
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