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Abstract
The histogram is widely used as a simple, exploratory display of data, but it is usually
not clear how to choose the number and size of bins for this purpose. We construct a confi-
dence set of distribution functions that optimally address the two main tasks of the histogram:
estimating probabilities and detecting features such as increases and (anti)modes in the dis-
tribution. We define the essential histogram as the histogram in the confidence set with the
fewest bins. Thus the essential histogram is the simplest visualization of the data that opti-
mally achieves the main tasks of the histogram. We provide a fast algorithm for computing
the essential histogram, and we illustrate our methodology with examples. An R-package is
available on CRAN.
Keywords. Histogram; Significant features; Optimal estimation; Multiscale testing; Mode detec-
tion.
1 Introduction
The histogram, introduced by Karl Pearson in 1895, is one of the most basic but still one of
the most widely used tools to visualize data. However, the construction of the histogram is not
uniquely defined, leaving the user considerable freedom to choose the locations and number of
breakpoints, see Freedman et al. (2007). This arbitrariness allows for radically different visual
representations of the data, and it appears that no satisfactory rule for the construction is known,
as evidenced by the large number of rules proposed in the literature. In the case of equal bin
widths, popular examples of rules for the number of bins are those given by Sturges (1926), which
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is still the default rule in R, Scott (1979), Freedman and Diaconis (1981), Taylor (1987), and
Birge´ and Rozenholc (2006). Most of these rules are derived by viewing the histogram as an
estimator of a density and choosing the number of bins to minimize an asymptotic estimate of
risk. This leads to questions about the performance for small samples as well as about smoothness
assumptions that are not verifiable. Instead of making all bins equally wide, it is also common to
give equal area to all blocks. Denby and Mallows (2009) point out that the first approach typically
leads to oversmoothing in regions of high density and is poor at identifying sharp peaks, whereas
the second oversmooths in regions of low density and does not identify small outlying groups of
data. They advocate for a compromise of these two approaches that is motivated by regarding the
histogram as an exploratory tool to identify structure in the data such as gaps and spikes, rather
than as an estimator of a density, and they argue that relying on asymptotic risk minimization may
lead to inappropriate recommendations for choosing the number of bins. This is in line with recent
findings for the regressogram (Tukey, 1961), the regression ‘counterpart’ for the histogram (Frick
et al., 2014; Li et al., 2016). Here the bin choice corresponds to finding locations of constant
segments, which is a different target than conventional risk minimization, e.g. of the Lp norm,
p ≥ 1.
This paper proposes a rule for constructing a histogram that is motivated by the two main goals
of the histogram, see Freedman et al. (2007):
1. The histogram provides estimates of probabilities via relative areas.
2. The histogram provides a display of the ‘density‘ of the data that is simple but informative,
i.e. it aims to have few bins, but still shows the important features of the data, such as modes.
The idea of the paper is to construct a confidence set of cumulative distribution functions
(cdfs) such that each cdf in the confidence set satisfies 1. in an (asymptotically) optimal way.
To meet 2., we select the simplest cdf in the confidence set, i.e. the one with the fewest bins,
as our histogram cdf. The resulting histogram is the simplest histogram that shows important
features of the data, such as increases, modes, or troughs. We call this histogram the essential
histogram. Our approach is motivated by the fact that simplicity is a key aspect of the histogram:
not only is it implicit in its goal to serve as an exploratory tool, but also in its definition as a
piecewise constant function, which should capture the major features of data (and the underlying
distribution) well. We show that in a large sample setting, each cdf in the confidence set estimates
probabilities of intervals with a standardized simultaneous estimation error that is at most twice of
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Figure 1: Illustration of the essential histogram. Left: the empirical distribution of 900 obser-
vations from the Gaussian mixture 0.5N (−3, 1) + 0.5N (3, 1); Right: the reconstruction by the
essential histogram (EH) with significance level α = 0.1 and the true density are shown; in the
lower part, intervals indicating regions which are inferred to contain a point of increase (decrease)
are plotted in pink (blue).
what is achievable and which is typically much smaller than those obtained from histograms that
are constructed via traditional rules. Likewise, we show that the cdfs are asymptotically optimal
for detecting important features, such as increases or modes of the distribution. Therefore, we
attain the above two goals of the histogram asymptotically, but we stress that one of the main
benefits of our construction is that it provides finite sample guaranteed confidence statements
about features of the data: large increases (or decreases) of any histogram in the confidence set
(and hence of the essential histogram) indicate significant increases (or decreases) in the true
density (cf. Theorem 3). We illustrate this by an example in Figure 1. The finite sample guarantee
implies that the true density has an increase on the two pink intervals, and has a decrease on the
two blue ones, respectively, with simultaneous confidence at least 90%. This implies that the
true density has two modes and one trough, as the plotted intervals are disjoint (cf. Du¨mbgen
and Walther, 2008). These intervals are a selection of a much larger set of intervals of increase
and decrease at all scales, which the method offers (see Sections 3 and 5). Thus, we can state
with 90% guaranteed finite sample confidence that these modes or troughs are really there in the
underlying population. We think that these confidence statements are quite valuable enhancements
to the essential histogram as an exploratory tool. We also mention that any other histogram can
be accompanied with our method to obtain such statements for it in order to justify (or question)
modes it suggests (see Section 6.2).
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The construction of the confidence set is based on the multiscale likelihood ratio test intro-
duced by Rivera and Walther (2013), and we show here that this test results in the optimal de-
tection of certain features in the data. Frick et al. (2014) use such a multiscale likelihood ratio
test for inference on change-points in a regression setting and they employ the idea of selecting
the function in the confidence set that has the fewest jumps. In the context of the histogram, it
turns out that this approach includes jumps only at locations where the evidence in data requires
the placement of jumps in order to show significant features and to provide good probability esti-
mates. Hence the methodology will not put any breakpoints in regions where the density is close
to flat. This built-in parsimony is what one would expect from an automatic method for construct-
ing a histogram, see also the comments about open research problems in Denby and Mallows
(2009). The taut string method of Davies and Kovac (2004) can be interpreted as producing a
histogram (although not satisfying requirement 1. from above) that has the smallest number of
modes subject to the constraint that it lies in a confidence ball given by the Kolmogorov metric.
It is known that the Kolmogorov metric will not result in good probability estimates for intervals
unless they have large probability content (Du¨mbgen and Wellner, 2014). This procedure does not
aim at parsimony of bins and will typically produce many more bins than the essential histogram
(although often providing visually appealing solutions, and estimating the number of modes very
well, see Section 6), while the essential histogram automatically results in parsimony of bins and
as a consequence also of modes as explained above.
The rest of the paper is organized as follows. In Section 2, we propose a multiscale confidence
set of distribution functions. In Section 3, we present an accelerated dynamic programming algo-
rithm for computing the essential histogram using a slight relaxation of the multiscale constraints.
The optimality of every distribution function in the confidence set as well as of the essential his-
togram is examined from the probability estimation perspective in Section 4, and from the feature
detection perspective in Section 5. The performance of the essential histogram is demonstrated by
simulations in Section 6, where we also illustrate how the proposed confidence set can be used as
an evaluation tool for any histogram estimator. A brief conclusion is given in Section 7. Some
further optimality results and all the proofs are in Sections S1 and S2 in the online supplement.
The proposed method is implemented in CRAN R-package “essHist” (Li and Sieling, 2018).
4
1.1 Notation
For any cdf F and any interval I we define
(1) f¯(I) :=
F (I)
|I| .
f¯(I) provides a measure of the ‘average density’ over I without requiring any smoothness as-
sumptions on F . If F does have a density, then f¯(I) equals the average of the density over I .
For a partition I1, I2, . . . of the real line into intervals we define the corresponding histogram of
F as the density h given by h(x) := f¯(Ii), where Ii is the interval containing x. We say that H
is a histogram cdf iff it is the cdf of a histogram, or equivalently, iff H is a piecewise linear and
continuous cdf. The histogram can be recovered from its cdf H as the left-hand derivative of H .
Let conv(I) denote the convex hull of a set I .
2 A confidence set for the distribution function
It is well known that the empirical cdf Fn of n i.i.d. univariate observations X1, . . . , Xn is in
a certain sense an optimal estimator of the underlying cdf F , which from now on is assumed
to be continuous, see Dvoretzky et al. (1956). While it is straightforward to convert Fn into a
histogram cdf, see (Shorack and Wellner, 1986, p.86), the resulting histogram with n break points
at the observations will generally not be useful for the visualization of the data as it is much too
rough. The premise of this paper is that it is typically possible to remove a large fraction of
these breakpoints and still have an estimator that is just as good as Fn for estimating probabilities
F (I) of arbitrary intervals I . This is clearly plausible for local stretches where F has a density
that is flat, but it will be seen that also for more general F it is typically possible to reduce the
number of breakpoints considerably without incurring a significant error in estimating F (I) or
loss of power for detecting important features of the distribution. This motivates our proposal
for constructing a histogram by choosing the histogram cdf with the fewest breakpoints that is
still optimal for the latter tasks. As the resulting histogram cdf will typically be parsimonious,
this construction achieves the goal of providing a simple visualization of the data that optimally
addresses the inferential and exploratory tasks of the histogram.
The first step in this construction consists of deriving a confidence set of distribution functions
that have the same performance as Fn for estimating probabilities F (I). The idea is to apply
5
certain likelihood ratio tests on a judiciously chosen set of intervals and then to invert this family
of tests, i.e. to define a (1−α)-confidence region for F as those cdfs that pass the totality of these
tests:
(2) Cn(α) :=
{
cdf H :
√
2logLRn
(
H(I), Fn(I)
)
≤ `(Fn(I)) + κn(α) for all I ∈ J
}
.
Here
logLRn
(
H(I), Fn(I)
)
:= nFn(I) log
(Fn(I)
H(I)
)
+ n(1− Fn(I)) log
(1− Fn(I)
1−H(I)
)
is the log-likelihood ratio statistic for testing F (I) = H(I),
(3) `(Fn(I)) :=
√
2 log
e
Fn(I)(1− Fn(I))
is the scale penalty, and κn(α) is the (1− α)-quantile of the distribution of
(4) Tn := sup
I∈J
(√
2logLRn
(
F (I), Fn(I)
)
− `(Fn(I))
)
with J being a collection of intervals:
(5)
J =
`max⋃
`=2
J (`), where `max =
⌊
log2
n
log n
⌋
and
J (`) =
{
(X(j), X(k)] : j, k ∈ {1 + id`, i = 0, 1, . . .} and m` < k − j ≤ 2m`
}
,
where m` = n2−`, d` =
⌈ m`
6
√
`
⌉
.
This collection1 of intervals was introduced in Walther (2010) to approximate the collection of
all intervals on the line in a computationally efficient manner: Rivera and Walther (2013) show
that the above multiscale likelihood ratio statistic can be computed in O(n log n) steps while at
the same time the collection is still rich enough to guarantee optimal detection in certain scanning
problems. Here we show in Section 4 that every H ∈ Cn(α) has the same asymptotic estimation
error for probabilities F (I) as Fn. Moreover, the results in Section 5 show that every H ∈ Cn(α)
is optimal for the detection of certain features which are relevant for the exploratory purpose of
1Here we employ half-open instead of closed intervals which leads to obvious changes to the formulas used in
Rivera and Walther (2013)
6
the histogram. In particular, these optimality properties hold for the parsimonious histogram cdf
that we compute in Section 3 in the second step of our construction of the essential histogram.
3 Computing the essential histogram
3.1 Computationally feasible relaxation
In the second step of our construction we would like to find a histogram in Cn(α) in (2) with
the least number of bins. This computation requires the solution of a nonconvex combinatorial
optimization problem and is practically infeasible for most real world applications. However, it is
possible to compute the exact solution of a slight relaxation (still nonconvex) of the original opti-
mization problem in almost linear run time, see Sections 3.2 and S3. This optimization problem is
(6) min Nbin(H) subject to H ∈ C˜n(α)
where C˜n(α) is the superset of the histogram cdfs in Cn(α) that results if one evaluates the likeli-
hood ratio tests only on those intervals where the candidate density is constant:
(7) C˜n(α) :=
{
histogram cdf H :
√
2logLRn
(
H(I), Fn(I)
)
≤ `(Fn(I)) + κn(α)
for every I ∈ J where the left-hand derivative H ′ is constant
}
,
and Nbin(H) the number of bins of the density of H . In general, solutions to (6) are not unique.
In that case we will pick Hˆ with density hˆ =
∑K
k=0
Fn(Ik)
|Ik| 1Ik , which maximizes the following
negative entropy (up to a factor of n)
(8)
K∑
k=0
nFn(Ik) log
(
Fn(Ik)
|Ik|
)
.
Note that (8) is the log-likelihood if we assume the data are distributed according to Hˆ , hence we
select the histogram cdf that explains data best in terms of likelihood among all solutions of (6).
We refer to this solution as the essential histogram.
Since C˜n(α) is a superset of the histogram cdfs in Cn(α), the minimization problem (6) over
histogram cdfs H ∈ C˜n(α) will result in a solution that may have fewer bins than the mini-
mizer over Cn(α), which is a beneficial side effect. In turn, C˜n(α) involves fewer goodness of
7
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Figure 2: Quantiles κn(α) of Tn in (4) for various sample sizes (computed by 105 repetitions;
x-axis is in log scale).
fit constraints, which may result in some loss in efficiency in inference. The theoretical results
and the simulations in the following sections show that this loss is not significant. Furthermore, it
will be seen that the essential histogram still allows to derive guaranteed finite sample confidence
statements about certain features of the distribution.
3.2 Numerical computation
Computation of quantiles κn(α). In order to determine the threshold κn(α) for Tn in (4), Cn(α)
in (2), and C˜n(α) in (7), note that Tn is distribution free, i.e. independent of the underlying (un-
known) F , so we can compute its quantile κn(α) in a universal manner. This can be done via
Monte-Carlo simulations. Empirically, we find that κn(α) converges rapidly, see Figure 2, and
Section S3 for details. Thus, in our R-package “essHist”, the value κn(α) with n = 10, 000 is
used by default for every sample size n ≥ 10, 000.
Computation of the essential histogram. ByX(1), . . . , X(n) we denote the order statistics of ob-
servations X1, . . . , Xn. We treat each X(i) as a node in a graph, and set the edge length between
nodes X(i) and X(j) as the minimal number of blocks of a step function on (X(i), X(j)], which
satisfies the multiscale constraint in (6). Then the computation of the essential histogram amounts
to finding the shortest path between X(1) and X(n), which can be exactly computed by dynamic
programming algorithms, see e.g. (Dijkstra, 1959), which has complexity O(n3). To improve
computational speed, we exploit an accelerated dynamic program for the computation of the es-
sential histogram, by incorporating pruning ideas, see e.g. (Killick et al., 2012; Frick et al., 2014;
Maidstone et al., 2017; Hocking et al., 2017). To this end, the constraint that the estimator itself
should be a histogram has been integrated into the dynamic programming algorithm. This acceler-
ated dynamic program turns out to be significantly faster than the standard dynamic program, and
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most of the time has nearly linear computation complexity in terms of number of samples, with
the worst case computation complexity being quadratic up to a log factor (which happens very
rarely). This is confirmed by its empirical time complexity, which is almost linear (cf. Figure 7 in
Section 6). Moreover, the memory complexity is always linear, i.e. O(n). For brevity, we defer
the technical details to Section S3 in the online supplement.
4 Optimal estimation of probabilities
First we investigate how well H ∈ Cn(α) perform with regard to the first goal of the histogram,
namely estimating probabilities F (I) for intervals I . To this end, for probabilities of size p ∈
(0, 1), we introduce the simultaneous standardized estimation error of H as
(9) dp(F,H) := sup
intervals I:F (I)=p
|H(I)− p|√
p(1− p) .
Note that dp(F,H) = d1−p(F,H). Thus, it suffices to consider p ∈ (0, 1/2] for dp(F,H).
Our first result establishes a benchmark for this task by deriving the performance of the em-
pirical cdf Fn. The result shows that the simultaneous estimation error of Fn is very close to√
2 log(e/pn)/n:
Theorem 1. For Bn →∞ arbitrarily slowly as n→∞
IPF
(√
n dp(F, Fn) ≤
√
2 log
e
p
+Bn for all p ∈
[ log2 n
n
,
1
2
])
→ 1
uniformly in F . If log
2 n
n ≤ pn → 0, then, uniformly in F ,
IPF
(√
n dpn(F, Fn) ≥
√
2 log
e
pn
−Bn
)
→ 1.
In fact, no estimator can improve on the
√
2 log(e/pn)/n bound, as as explained in the proof of
Theorem 1. Thus Fn provides an optimal estimator for the collection (F (I))I . The next theorem
shows that the cdfs H ∈ Cn(α) nearly match this performance: Part (i) of Theorem 2 shows that
if Hn is a fixed sequence of cdfs such that dpn(F,Hn) is slightly larger than this bound, then with
high probability Hn 6∈ Cn(α). However, since we will optimize over Cn(α) in order to find the
simplest H ∈ Cn(α), we need to bound the worst-case estimation error over all H ∈ Cn(α). Part
(ii) of Theorem 2 shows that this worst-case error is at most twice the optimal bound. One readily
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checks that Theorem 2 continues to hold for C˜n(α) in place of Cn(α) if the definition of dp(F,H)
is changed to only consider intervals I where the density of H is constant.
Theorem 2. Let Bn →∞ and n = n(pn) := Bn
(
log epn
)−1/2
. Then
(i) for pn ∈
(
log2 n
n ,
1
2
)
it holds that
sup
H:dpn (F,H)>(1+n)
√
2 log epn
n
IPF
(
H ∈ Cn(α)
)
→ 0 uniformly in F ;
(ii) it holds uniformly in F that
IPF
(
dpn(F,H) > (2 + n)
√
2 log epn
n
for some H ∈ Cn(α), pn ∈
( log2 n
n
,
1
2
))
→ 0.
The loss of a factor 2 is not consequential when compared to other popular histogram rules:
Proposition 1 gives the performance of a histogram that uses kn equally sized bins. If one chooses
kn ∼ n1/3 bins as recommended by the common rules in the literature, then
√
ndpn(F,Hn) blows
up at the rate n1/3 for some rather typical continuous F and pn = 14kn , while the benchmark given
by Fn, as well as the worst-case error over H ∈ Cn(α), grow very slowly at a rate of
√
log n. A
similar result obtains if one uses bins with equal probabilty content rather than equal length.
Proposition 1. Let Hn denote the cdf of a histogram that partitions [0, 1] into kn equally sized
bins. Then there exists a continuous F such that for pn = 14kn and odd kn
√
n dpn(F,Hn) ≥
1
2
√
npn
If one is willing to make higher order smoothness assumptions on F , then it can be shown that
the performance of these common histogram rules gets much closer to the benchmark. One key
advantage of our proposed histogram is that it essentially attains the benchmark in every case by
automatically adapting to the local smoothness. At the same time, someH in Cn(α) will typically
have many fewer than the n bins produced by Fn: If the underlying density is locally close to flat,
then the multiscale likelihood ratio test will not exclude a candidate H that has no jumps in that
local region. Thus the H ∈ Cn(α) with the fewest bins provide a histogram that gives a simple
visualization of the data while still guaranteeing essentially optimal estimation of (F (I))I .
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The optimality results for estimating F (I) provided by Theorems 2 and S1 carry over to esti-
mating the average density f¯(I) = F (I)/|I| by simply dividing the inequalities by |I|. We note
that the construction of Cn(α) via log likelihood ratio statistic logLRn(H(I), Fn(I)) rather than,
say, the standardized binomial statistic
√
n |H(I)−Fn(I)|√
H(I)(1−H(I)) is crucial for these optimality results,
see the discussion in Section S1 in the Appendix. That section also shows thatCn(α) is an optimal
confidence region for F when dp(F,H) is interpreted as a distance between F and H .
5 Optimal detection of features
Besides providing estimates of probabilities, the second important purpose of the histogram is
to show important features of the distribution, such as increases and decreases of the density and
(anti)modes. An important aspect of the essential histogram is the fact that the significance level of
the confidence set C˜n(α) automatically carries over to certain features of the essential histogram,
thus making it possible to give finite sample confidence statements about features of f¯ . This is a
noteworthy advantage of the essential histogram that is not shared by many other histogram rules.
Such confidence statements about features of f¯ can be derived from the following simultaneous
confidence statement about f¯ :
Theorem 3. Let cn(I) := `(Fn(I)) + κn(α) with `(Fn(I)) in (3), and
rn(I) :=
2cn(I)
|I|
(√
Fn(I)(1− Fn(I))
n
+
cn(I)
2n
)
.
Then with confidence at least 1− α
(10)
∣∣∣f¯(I)− h¯(I)∣∣∣ ≤ rn(I)
simultaneously for all I ∈ J and all H ∈ C˜n(α) whose density h is constant on I .
This simultaneous confidence statement can be used, for example, to establish finite sample
lower confidence bounds on the number of modes and troughs of f¯ : It follows from (10) that
with confidence at least 1 − α, f¯(I) − f¯(J) must have the same sign as h¯(I) − h¯(J) whenever∣∣h¯(I) − h¯(J)∣∣ ≥ rn(I) + rn(J). Therefore, if one can find intervals I1 < J1 < I2 < J2 <
. . . < Im < Jm (where the inequalities are understood elementwise2) such that (−1)k+1(h¯(Ik)−
2This condition can be relaxed in that not all intervals need to be disjoint. For example, the conclusion continues to
hold when Jk = Ik+1.
11
h¯(Jk)) > rn(Ik)+rn(Jk) for k = 1, . . . ,m, then one can conclude with confidence at least 1−α
that (−1)k+1(f¯(Ik)− f¯(Jk)) > 0, hence f¯ has at least bm2 c+ 1 modes and bm2 c troughs. If F has
a density f , then f¯(I)− f¯(J) > 0 implies f(x) > f(y) for some x ∈ I, y ∈ J , so this confidence
bound then applies to the density f as well. See Figure 1 for an illustration.
We will now show that the essential histogram is even optimal in reproducing such increases
and decreases, in the sense that it will show an increase if the size of the increase in the underlying
distribution is just above the threshold below which detection is not possible in a large sample
setting. Since we are considering general cdfs F and we do not want to make any smoothness
assumptions, we will quantify the size of an increase via f¯ defined in (1). We consider a set In(c)
of cdfs which have an increase in f¯ whose size is parametrized by c > 0:
In(c) :=
{
F : there exist disjoint intervals I1 < I2 s.t.
log2 n
n
< F (Ii) ≤ pn(11)
for i = 1, 2, and f¯(I2)− f¯(I1) > c
2∑
i=1
√
F (Ii)(1− F (Ii))
n
√
2 log eF (Ii)
|Ii|
}
,
where pn ∈
(
2 log
2 n
n ,
1
2
)
is an arbitrary given sequence, which for simplicity we omit from the
notation In(c) = In(c, pn). Part (i) of Theorem 4 shows that it is not possible to reliably detect
detect an increase in f¯ if F ∈ In(1 − n) with n ↓ 0 slowly enough, as no test to this effect can
have nontrivial asymptotic power. In contrast, part (ii) of Theorem 4 establishes that with asymp-
totic probability one the essential histogram will show the increase if F ∈ In(1 + n). This result
clearly also applies to the simultaneous reproduction of a finite number of increases/decreases and
hence to the reproduction of (anti)modes. Hence the essential histogram has the desirable property
that it will show increases, decreases and (anti)modes of f¯ as soon as the evidence in the data is
strong enough to make their detection possible in principle. Conversely, one needs to keep in mind
that the presence of a feature such as an increase in the essential histogram does not automatically
imply that the feature is present in f¯ : Such an inferential confidence statement requires that the
essential histogram shows an increase that exceeds a certain size, as detailed in Theorem 3 and the
subsequent exposition. Part (iii) of Theorem 4 shows that this condition is met if F ∈ In(3 + n).
Therefore, not only has the essential histogram the advantage that it can provide confidence state-
ments about certain features of f¯ , but Theorem 4(iii) shows that when used as such an inferential
tool, then the essential histogram is even rate optimal, losing only a factor of 3 on the optimal
bound. This mirrors the result on the estimation of probabilities in Theorem 2, where a similar
12
loss was found not to be consequential.
Theorem 4. (i) Let X1, . . . , Xn
i.i.d.∼ F . Let φn(X) be any test with level α ∈ (0, 1) under
H0 : f¯ is non-increasing, in the sense that f¯(I1) ≥ f¯(I2) for all disjoint intervals I1 < I2.
If n ∈ (0, 1) with n
√
log e/pn →∞, then
inf
F∈In(1−n)
IEFφn(X) = α+ o(1).
(ii) If n > 0 with n
√
log e/pn →∞, then
inf
F∈In(1+n)
IPF
(
every H ∈ C˜n(α) whose density H ′ is constant on I1 and I2
has a point of increase of H ′ in conv(I1 ∪ I2)
)
→ 1.
(iii) If n > 0 with n
√
log e/pn →∞, then
inf
F∈In(3+n)
IPF
(
for every H ∈ C˜n(α) whose density H ′ is constant on I1 and I2
the confidence statement (10) allows to conclude f¯(I2) > f¯(I1)
)
→ 1.
Furthermore, in the case where the underlying distribution itself is a histogram (i.e. has a
piecewise constant density), we have an explicit control on the number of modes:
Theorem 5. Assume that cdf F has a piecewise constant density f =
∑K
k=0 ck1(τk,τk+1], with
−∞ < τ0 < · · · < τK+1 < ∞. Then (i) for the essential histogram h (with cdf H) in (6) it
controls overestimating the number of bins
sup
F
IPF
(
Nbin(H) > Nbin(F )
)
≤ α.
Furthermore, we define
(12) γ ≡ γ(f) := λf min{θf ,∆f},
with θf := mink ck, λf := mink(τk − τk−1), and ∆f := mink |ck − ck−1|, and assume that
significance level αn & n−ν for some ν > 0, and γn ≡ γ(fn) ≥ c
√
log n/n for some small
enough c := c(ν) and a sequence of piecewise constant densities {fn}n≥1 with cdfs {Fn}n≥1.
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Then, for some generic C, (ii) it controls underestimating the number of bins, for n ≥ n0,
IPFn
(
Nbin(Hn) < Nbin(Fn)
)
≤ CKn exp
(−Cnγ2n) ;
and (iii) it controls the number of modes and troughs, for n ≥ n0,
IPFn
(
hn and fn have the same number of modes and troughs
)
≥ 1−αn−CKn exp
(−Cnγ2n) .
Remarks: In Theorem 5, constants c, C and n0 are known explicitly, see Proposition S1 in
the supplement. As a consequence, a sufficient condition for the consistent estimation of number
of modes and troughs, and number of bins is
γn &
bn +
√
logKn +
√
log n√
n
,
for some bn → ∞, which can be arbitrarily slow. Further, we stress that γ in (12) quantifies the
underlying difficulty in estimating the numbers of modes and troughs, and the number of bins.
6 Simulation study
Now we examine finite sample performance of the essential histogram (EH) in (6) on some simu-
lation examples, which are designed to reflect a range of difficulties in density estimation and data
exploration. For comparison, we include two classical histograms, one with equal widths of bins
(Hw) (Pearson, 1895) and the other one with equal areas of blocks (Ha) (Scott, 1992), and also a
more recent multiscale density estimator (DK) by Davies and Kovac (2004). The number of bins
for the classical histograms is determined according to the default rule in R (i.e. Sturges (1926)’s
rule, denoted by Hw (default) in simulation), and the asymptotically optimal rule with the number
of bins kn = bCn1/3c with constant C given in Scott (1992), denoted by Hw/a (Scott). The DK
has a similar flavor as EH, defined as a solution to a variational problem under a certain multiscale
constraint, but it computes only an approximate solution using taut strings together with some
heuristically mentioned adjustments (e.g. local squeezing), and hence statistical error guarantees
or confidence statements as for EH appear to be difficult. The DK is computed by the function
pmden with default parameters in the R-package “ftnonpar” on CRAN, Ha and Hw in R with
the built-in function hist, and the proposed EH by function essHistogram in our R-package
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“essHist”, cf. Section 3. In all experiments, the threshold κn(α) in (6) is estimated by 5000 Monte-
Carlo simulations, which needs to be done only once for a fixed sample size n. We only report
visual results here, and defer the detailed comparison in terms of mean integrated squared error
(MISE), skewness, and the number of modes, etc., to Section S4 of the online supplement.
6.1 Comparison study
Uniform density. Observations are sampled from the uniform distribution U(0, 1). The compar-
ison between EH with various choices of significance levels, DK, and Hw and Ha with different
selection rules for the number of bins is given in Figure 3 and Table S1. The EH with small sig-
nificance levels (α ≤ 0.5) performs best as it recovers the true density almost perfectly, while EH
with large α (e.g. α = 0.9), similar to DK, tends to include false bins. By sharp contrast, Hw/a
overall perform worst, and report many false bins and also multiple false modes, which become
even worse as the sample size increases (cf. Table S1).
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Figure 3: Uniform density: histograms by EH, DK, and Hw/a; sample size n = 500.
Monotone density. To further examine false positives in mode detection, we consider monotone
densities. For instance, Figure 4 and Table S2 give the comparison results on the exponential
distribution Exp(1) (i.e. mean is 1). The EH is better than all the other methods from both density
estimation and feature detection perspectives, while requiring the least number of bins, which
would ease the interpretation of the data. The DK performs comparably well, but sometimes
distorts the shape of the true density (e.g. the sharp spike reported by DK in Figure 4 appears to be
artificial). Similar to the previous example, the classical histograms Hw/a are less competitive, and
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tend to include more false modes as the sample size increases. In addition, we point out that the
comparison results on other monotone densities (not shown) are similar to the example reported
here.
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Figure 4: Exponential density: histograms by EH, DK, and Hw/a; sample size n = 500.
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Figure 5: Histogram density: histograms by EH, DK, and Hw/a; sample size n = 800.
Histogram density. In the third example, we make the same comparison but with a underlying
distribution 14U(0, 2)+ 18U(0.75, 1.25)+ 18U(2.975, 3.025)+ 12U(4, 6). It consists of three regions
of different nature: an ordinary one mode region, a sharp spike region, and a flat region, cf. Fig-
ure 5, to imitate various types of features in real data. The piecewise constancy of the density
makes the comparison of different estimated histograms even clearer.
The simulation results are given in Figure 5, Tables S3 and S4. The EH with a wide range of
significance levels performs substantially better than all the others. It recovers all three regions of
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the true density fairly well, and greatly outperforms other methods with respect to the detection
of correct number of bins, which reflects the theoretical finding in Theorem 5. For a fixed sample
size, the EH tends to introduce slightly more false bins (according to its theoretical performance,
Theorem 5 (i)), and slightly more false modes (Theorem 5 (iii)), for larger significance levels
α. By contrast, DK often noticeably over-estimates the height of the spike, and introduces many
distinct modes in the one mode and the flat regions (cf. Figure 5). Its ability in identifying the true
number of modes first improves, but later deteriorates as the sample size increases. The classical
histograms again perform worst and seriously flatten the central spike.
Claw density. The next example is the claw density from Marron and Wand (1992). The compar-
ison between different methods is given in Figures 6 and 7, and Tables S5, S6 and S7.
The EH performs well in both mode detection and density estimation for large sample sizes or
high significance levels. For a fixed sample size, it recovers more details of the density from the
data as the significance level increases, at the expense of statistical confidence (again in accordance
with Theorem 5). This reveals the ability of EH as a potential exploratory tool for the analysis of
data at hand, and we suggest to view the nominal level α as a screening parameter. Small α
provides reliable confidence statements in Theorems 3 and 5; a large α typically leads to a better
recovery e.g., in terms of mode detection. For a fixed significance level, the performance of EH
improves as the sample size increases, which supports the theoretical finding in Theorem 4. Note
also that EH needs the least number of bins to detect the correct number of modes, see Table S6.
We found empirically that solutions in a range of α between 0.5 and 0.9 always look very similar
(cf. Figure 6) revealing a certain stability if estimation is the primary goal. We stress, moreover,
that the EH recovers the shape of the truth in such a reliable way that the skewness of estimated
histograms almost coincide with that of the truth, see Table S7.
The DK is among the best with respect to mode detection, while it slowly starts to include
false modes as sample size increases. However, it performs not so well in estimating the height of
each mode, and the number of bins within each peak varies to a large extent, see Figure 6. The
latter phenomenon potentially leads to misunderstandings of the underlying truth (e.g., one might
wrongly infer that the peaks are of completely different shape). In addition, DK gives the largest
number of bins among all methods, which further complicates the interpretation of the data.
For classical histograms, the Scott (1992) selection rule is better than the Sturges (1926)’s rule
(default in R) in terms of both mode detection and skewness preservation, but it tends to report
more (both true and false) modes as the sample size increases. The Hw gives better estimation at
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tail region (low density), while Ha is more preferable in the central region (high density).
Regarding computation time, EH is slower than DK, and Hw/a, while being still affordable:
e.g., it just takes around 1 second for 3000 samples, see Figure 7. Seemingly, the computation
time is of the same order for all methods, i.e., linearly increasing in n.
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Figure 6: Claw density: histograms by EH, DK, and Hw/a; sample size n = 1500.
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Figure 7: Claw density: average computation time (on a laptop with one 3.3 GHz processor with
two cores; 8GB memory) over 500 repetitions. EH with different α’s cost similar time, so do
various Hw/a.
Harp density. We call the Gaussian mixture density, 0.2N (0, 0.5) + 0.2N (5, 1) + 0.2N (15, 2) +
0.2N (30, 4) + 0.2N (60, 8), the harp density due to the similarity in shape (cf. Figure 8). It
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encodes the difficulty to have modes at several scales, increasingly more difficult to detect from
left to right. The comparison is shown in Figure 8, and Tables S8, S9, S10 and S11.
The EH with various significance levels is overall the best in recovering the correct shape of the
true density, which can be seen visually in Figure 8, and also quantitatively w.r.t. skewness in Ta-
ble S11. Concerning mode detection, EH with larger significance levels usually performs better, at
the expense of lower confidence about the inference; For large sample sizes (n ≥ 1500), EH with
different significance levels will eventually identify the correct number of modes, see Table S8.
Note further that EH outperforms all other methods in terms of estimation error w.r.t. Kolmogorov
metric, and is only slightly worse than DK in terms of MISE, see Tables S9 and S10. The DK
is again the best in mode detection, but it has a tendency to bias the exact shapes and locations
of modes (see e.g. the local maxima near 30 in Figure 8); It also significantly underestimates the
skewness of the truth (cf. Table S11). The classical histograms are generally less competitive; Vi-
sually, Hw performs better in the region [40, 60], while Ha is better in [0, 40], see again Figure 8;
Moreover, Ha is preferred w.r.t. mode detection and estimation error, but Hw is favored w.r.t. skew-
ness preservation. This dilemma in deciding between Ha and Hw reflects the underlying difficulty
of the problem.
Heavy tails. Lastly, we compare different methods on the standard Cauchy density f(x) =
1/
(
pi(1 + x2)
)
, a typical density with heavy tails. The results are given in Figure 9, Tables S12
and S13. Overall, the multiscale type methods, EH and DK, outperform the classical histograms;
Both present a nearly perfect performance in mode detection. For density estimation, EH recovers
the truth rather well with only a few bins, while DK tends to include many unnecessary slim bins,
and sometimes overestimates the peak of the truth. Further, EH is the most robust against outliers,
as indicated by the little changes of number of bins (see Table S13). For classical histograms, Ha
detects the major features, but may largely overestimate the true peak; By contrast, Hw completely
distorts the shape of the truth, although still identifies the correct number of modes with moder-
ate frequency. The number of recovered bins by Hw/a is often less than the number provided by
selection rules, since many bins between tails and center are empty and thus merged.
6.2 Multiscale constraint as an evaluation tool
The multiscale constraint C˜n(α) in (6) can be beneficial to any histogram estimator. Given a
histogram estimator µˆ, we can always check, for every interval I in J , where µˆ is constant,
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Figure 8: Harp density: histograms by EH, DK, and Hw/a; sample size n = 800.
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Figure 9: Cauchy density: histograms by EH, DK, and Hw/a; sample size n = 300.
whether the corresponding local constraint
√
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(
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)
−
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Fn(I)(1− Fn(I)) ≤ κn(α) with constant c := µˆ
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Figure 10: Harp density: evaluation on Hw/a and DK via the multiscale constraint C˜n(α); sample
size n = 1000. In each panel, the intervals where violations occur are plotted at the bottom;
a gray scale bar in the middle summarizes such violations: its darkness scales with the number
of violation intervals covering a given location. Each short vertical line on the horizontal line
marks a removable change-point, with its intensity proportional to the number of merged segments
containing this change-point.
is fulfilled. See Theorems 3 and 4 for statistical justification. The set of all intervals where the
local constraints are violated provides crucial information for the performance of µˆ. We illustrate
this in Figure 10. The set of all violation intervals, plotted in the lower part of each panel, nicely
depicts the deviation from the true density, which clearly shows where an estimator gives faithful
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estimation, and where it fails. In this example, the set of violation intervals for DK is empty,
since it is defined under a similar multiscale constraint, and also has lots of changes, which greatly
reduces the number of local constraints.
The multiscale constraint, as we have seen, can be used as an evaluation tool to examine
whether and where a given histogram estimator misses significant features (i.e. to detect false
negatives). On the other hand, it can also be applied to find superfluous jumps of any histogram
estimator (i.e. to detect false positives). To this end, we consider, for each change-point of a
histogram estimator, whether merging its two nearby segments still satisfies C˜n(α). If it is the
case, the change-point is said to be removable. In Figure 10, each vertical short line, plotted on
the horizontal line, corresponds to a removable change-point. Note that it by no means indicates
that all the removable change-points are removable at the same time. One can, however, claim
that any sub-collection of removable change-points, such that every two are not end points of a
common segment, are simultaneously removable with probability at least 1 − α. For instance,
it suggests many jumps by DK are unnecessary. Sometimes, for a removable change-point, it is
possible to merge more than two nearby segments, which potentially strengthens the confidence
on its removability. Thus, we also encode this information as the intensity of vertical short lines,
which scales with the number of possible ways of merging, see Figure 10.
The evaluation in terms of violation intervals and removable change-points is also imple-
mented in our R-package, together with the visualization (as in Figure 10).
7 Conclusion
The EH shows great potential in meeting the two main goals of the histogram, namely, probability
estimation and feature detection. For instance, it is as competitive as the state-of-art methods
that are tailored to mode detection, such as DK, in terms of identifying the number of modes
for large sample sizes. Attractively, the EH gives a histogram that is as simple as possible, as
it minimizes the number of bins, which greatly eases its interpretation. Further, the EH method
with various choice of significance levels can serve as a useful data exploration tool, providing a
cascade of finite sample inferences with user-specified confidence levels for a given dataset. We
are not aware of any histogram which meets this goal, or which can provide a similar guarantee on
modes, troughs or number of bins. Based on extensive simulation study, we recommend α = 0.5
as the default choice of significance level if estimation if of primary intent, and α = 0.1 (or even
22
smaller) if confidence statements have to be made on about the existence of modes and troughs.
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Supplementary material for the essential histogram
Housen Li, Axel Munk, Hannes Sieling, and Guenther Walther
S1 Optimality of the confidence region Cn(α)
Theorems 2(i) and S1 show that Cn(α) in (2) is an optimal confidence region for F with respect
to the distance dp in (9) for arbitrary p: Theorem 2(i) shows that with probability converging to
one, Cn(α) will exclude H with dp(F,H) ≥ (1 + n)
√
2 log(e/p)/n, where n ↓ 0 sufficiently
slowly. In the case of small p, Theorem S1 shows that if 1 + n is replaced by 1− n, then no test
can distinguish F and H with nontrivial power. In the case of larger p, i.e. when p stays bounded
away from zero, the condition of Theorem 2(i) becomes dp(F,H) ≥ Bn/
√
n with Bn → ∞.
On the other hand, a contiguity argument as in the proof of Theorem 4.1(c) in Du¨mbgen and
Walther (2008) shows that for any test to have asymptotic power 1 against a sequence Hn requires
dp(F,H
n) = Bn/
√
n with Bn →∞.
Theorem S1. Let φn(X) be any test with level α ∈ (0, 1) under H0 : X1, . . . , Xn i.i.d. F . If
log2 n
n ≤ pn → 0 and n ∈ (0, 1) such that n
√
log e/pn →∞, then
inf
H: dpn (F,H)≥(1−n)
√
2 log epn
n
IEHφn(X) = α+ o(1)
Remarks: 1. The price for simultaneously considering all H ∈ Cn(α) in part (ii) of Theo-
rem 2, as opposed to a fixed sequence H = Hn in (i), is a doubling of the distance dpn(F,H): For
a fixed sequence of intervals I = In, the standardized distance between F (I) and Fn(I) becomes
negligible compared to the radius
√
2 log e/Fn(I) of the confidence ball around Fn(I). But if one
needs to consider all intervals simultaneously, then for the worst-case interval I the standardized
distance between Fn(I) and F (I) is also about
√
2 log e/Fn(I).
2. The proof of Theorem 2 shows that (i) holds even for smaller intervals, namely for pn ∈
[2 log(n)/n, 1/2), provided that also F (I) > H(I). If F (I) < H(I), then (15) requires a differ-
ent bound. For example, if pn = k log(n)/n, k ≥ 2, then (15) requires
(13) dpn(F,H) > (1 + n)
(√
2 +
1√
k
)√ log epn
n
and it is not clear whether this result can be improved. Note that Theorem S1 does not provide a
lower bound for scales of order log(n)/n.
3. The construction of Cn(α) via the log likelihood ratio statistic logLRn(H(I), Fn(I)) rather
than, say, the standardized binomial statistic
√
n |H(I)−Fn(I)|√
H(I)(1−H(I)) is crucial for these optimality
results: While the tail of
√
n |F (I)−Fn(I)|√
F (I)(1−F (I)) is close to subgaussian, it does vary with F (I) and
becomes increasingly heavy as F (I) decreases to 0, see Ch. 11.1 in Shorack and Wellner (1986).
1
It is thus not clear how to construct a penalty that is effective in combining the evidence on the
various scales pn. For example, if F (I) = k log(n)/n for some fixed k > 0, then the penalty√
2 log . . . in the definition of Cn(α) would not be sufficiently large for the standardized binomial
statistic and therefore the optimality result (16) would not hold, at least in the case F (I) > H(I).
S2 Proofs
Recall that `(Fn(I)) is defined in (3). We will make use of the following
Lemma S1. H ∈ Cn(α) implies for all I ∈ J :
(a)
√
n |H(I)−Fn(I)|max(H(I),Fn(I)) ≤ cn(I)
(b)
√
n |H(I)−Fn(I)|√
M
≤ cn(I) if max(Fn(I), H(I)) ≤ 12
(c)
√
n |H(I)−Fn(I)|√
m
≤ cn(I) + c
2
n(I)
2
√
mn
where cn(I) := `(Fn(I)) + κn(α), M := max
(
Fn(I)(1 − Fn(I)), H(I)(1 − H(I))
)
, and
m := min
(
Fn(I)(1− Fn(I)), H(I)(1−H(I))
)
.
Likewise, (a)–(c) hold for all H ∈ C˜n(α) and I ∈ J where H ′ is constant.
Proof. We note that Taylor’s theorem implies for H ∈ Cn(α)
c2n(I)
2n
≥ logLRn(H(I), Fn(I))
n
=
(H(I)− Fn(I)))2
2ξ(1− ξ) for some ξ between H(I) and Fn(I)
≥

(H(I)−Fn(I))2
2 max(H(I),Fn(I))
(H(I)−Fn(I))2
2M if max(H(I), Fn(I)) ≤ 12
(14)
since ξ(1− ξ) is increasing for ξ ∈ (0, 1/2], proving (a) and (b). (c) follows by applying (K.5) in
Du¨mbgen and Wellner (2014) to (14).
Proof of Theorem 1. Recall that F is continuous. Since the law of dp(F, Fn) does not depend
on F , we may assume X1, . . . , Xn i.i.d. F = U [0, 1]. The statement of the theorem is closely
related to the modulus of continuity of the uniform empirical process, see Ch. 14.2 in Shorack
and Wellner (1986). Unfortunately, the available results appear not strong enough to cover the
case where Bn → ∞ slowly. Therefore we employ the Hungarian construction together with
elementary calculations and recent results about Brownian motion.
By Shorack and Wellner (1986) Ch. 12.3, there exists a sequence Wn of Brownian motions on
the same probability space such that
lim sup
n
√
n
log n
sup
I⊂[0,1]
∣∣∣√n(Fn(I)− |I|)−Bn(I)∣∣∣ ≤M <∞ a.s.,
2
where Bn(t) = Wn(t)− tWn(1), a standard Brownian bridge. Writing
Rn := sup
I⊂[0,1]: |I|∈[ log2 n
n
, 1
2
)
∣∣∣√n(Fn(I)− |I|)−Wn(I)√|I|(1− |I|)
∣∣∣
≤ sup
I⊂[0,1]
√
2n
log2 n
∣∣∣√n(Fn(I)− |I|)−Bn(I)∣∣∣+ |Wn(1)|
we obtain Rn = Op(1) and∣∣∣√n dp(F, Fn)− sup
I:|I|=p
|Wn(I)|√
p(1− p)
∣∣∣ ≤ Rn for all p ∈ [ log2 n
n
,
1
2
)
The first statement of the theorem now follows from theorem 2.1 (see also section 6.1) in
Du¨mbgen and Spokoiny (2001) together with (1− p)−1/2 ≤ 1 + 2p and the fact that p√2 log e/p
stays bounded in p.
For the second claim we note that
sup
I:|I|=pn
|Wn(I)|√
pn(1− pn)
≥ max
i=1,...,mn
Ni
where the Ni :=
(
Wn(ipn)−Wn((i− 1)pn)
)
p
−1/2
n are i.i.d. N(0,1) and mn := b1/pnc. WLOG
we may assume that Bn is such that λn :=
√
2 log e/pn −Bn/2→∞. Mill’s ratio gives
IP
(
max
i=1,...,mn
Ni ≤ λn
)
≤
(
1− 1
4λn
exp(−λ2n/2)
)mn
≤ exp
{−mn pne exp[Bn(√2 log e/pn −Bn/4)/2]
4λn
}
≤ exp
{
−
exp
(
Bn
√
2 log e/pn/4
)
5e
√
2 log e/pn
}
= o(1)
Theorem 7.1(b) in Du¨mbgen (2003) suggests that the second statement of the theorem holds
for any collection of estimators (Hn(I))I , so it is not possible to improve on the performance of
Fn. We will not engage in the lengthy technical work required to establish that claim.
Proof of Theorem 2. To avoid lengthy technical work we will prove the theorem using J = {
all intervals in R} in the definition of Cn(α). The technical work in Rivera and Walther (2013)
shows that the approximating set of intervals used in Section 2 is fine enough so that the optimality
results continue to hold with that approximating set.
To prove part (i) we will show that for arbitrary pn ∈ [2 log(n)/n, 1/2), H = Hn and I = In
3
with F (I) = pn and
(15)
√
n
|H(I)− pn|√
pn(1− pn)
> (1 + n)
(√
2 +
√
log e/pn
npn(1− pn) 1(F (I) < H(I))
)√
log
e
pn
we have
(16) IPF (H ∈ Cn(α)) → 0 uniformly in F .
(i) follows since for pn ∈ (log2(n)/n, 1/2) we have
(1 + n)
√
log e/pn
npn(1− pn) ≤ (1 + n)(log n)
−1/2 = o(n)
since n  (log e/pn)−1/2 ≥ (log n)−1/2.
On the other hand, if pn = k log(n)/n for some k ≥ 2, then√
log e/pn
npn(1− pn) = k
−1/2 + o
(
(log n)−1/2
)
yielding (13) in the case where F (I) < H(I).
To prove (16) set cn := (1 + n)
√
2 log e/pn. Then the inequality (15) reads
(17)
√
n
|H(I)− pn|√
pn(1− pn)
> cn +
c2n
2(1 + n)
√
npn(1− pn)
1(F (I) < H(I))
We have bn := min(Bn,
√
log n)→∞ by the assumption of the theorem, and we define the event
An := {
√
n|Fn(I) − F (I)| ≤
√
bnF (I)(1− F (I))}. We will show that on the event An, (17)
implies
(18)
√
n
|H(I)− Fn(I)|√
Fn(I)(1− Fn(I))
≥ c˜n + c˜
2
n
2
√
nFn(I)(1− Fn(I))
1(Fn(I) < H(I)) ev.,
uniformly in H and I , where c˜n := `(Fn(I)) +
√
bn/4. Hence Lemma S1 (b,c) gives
IPF (H ∈ Cn(α)) ≤ IPF
( |H(I)− Fn(I)|√
Fn(I)(1− Fn(I))
≤ c˜n + c˜
2
n
2
√
nFn(I)(1− Fn(I))
1(Fn(I) < H(I))
)
once
√
bn/4 > κn(α)
≤ IPF (Acn) ev.
≤ 1
bn
by Chebychev’s inequality, and the above conclusions are uniform in F,H and I . (16) follows
since κn(α) = O(1) by Proposition 1 in Rivera and Walther (2013).
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It remains to prove (18). On An we have
(19)
∣∣∣∣Fn(I)F (I) − 1
∣∣∣∣ ≤
√
bn(1− F (I))
nF (I)
≤
√
bn
log n
since F (I) ≥ 2 log(n)/n, and the same bound applies to (1− Fn(I))/(1− F (I)) since F (I) ≤
1/2. Hence ∣∣∣√Fn(I)(1− Fn(I))
pn(1− pn) − 1
∣∣∣ ≤ √ bn
log n
.
So on An:
√
n
|H(I)− Fn(I)|√
Fn(I)(1− Fn(I))
≥ √n |H(I)− F (I)| −
√
F (I)(1− F (I))bn/n√
pn(1− pn)(1 +
√
bn/ log n)
≥ √n |H(I)− F (I)|√
pn(1− pn)
(
1−
√
bn
log n
)
−
√
bn
≥
(
cn +
c2n 1(F (I) < H(I))
2(1 + n)
√
npn(1− pn)
)(
1−
√
bn
log n
)
−
√
bn
(20)
by (17). Next
√
2 log
e
pn
≥
√
2 log
e
Fn(I)(1− Fn(I)) + 2 log
Fn(I)
2F (I)
ev.
≥
√
2 log
e
Fn(I)(1− Fn(I))
(
1− 4
log eFn(I)(1−Fn(I))
)
ev.
= `(Fn(I))
(
1− 8
`(Fn(I))2
)
ev.
by (19), while a similar upper bound for
√
2 log e/pn implies n`(Fn(I)) ≥ 23bn. Hence
cn ≥ (1 + n)`(Fn(I))
(
1− 8
`(Fn(I))2
)
ev.
≥ c˜n + bn/4 ev.
and
c2n
1 + n
≥ (1 + n) `(Fn(I))2
(
1− 16
`(Fn(I))2
)
ev.
≥ `(Fn(I))2 + 2
3
bn`(Fn(I))− 16(1 + n) ev.
≥ c˜2n ev.
Finally, (19) yields (npn(1− pn))−1/2 ≥ (nFn(I)(1−Fn(I)))−1/2(1−
√
bn/ log n) eventually.
5
Thus (20) gives
√
n
|H(I)− Fn(I)|√
Fn(I)(1− Fn(I))
≥
{
c˜n +
bn
4
+
c˜2n 1(F (I) < H(I))
2
√
nFn(I)(1− Fn(I))
}(
1−
√
bn
log n
)
−
√
bn ev.
≥ c˜n + c˜
2
n 1(Fn(I) < H(I))
2
√
nFn(I)(1− Fn(I))
ev.
since(
c˜n +
c˜2n√
nFn(I)(1− Fn(I))
)√
bn
log n
≤
(√
2 log n+
√
bn +
6 log n+ bn√
log n
)√ bn
log n
= (
√
2 + 6 + o(1))
√
bn
and because An and (17) imply that Fn(I) < H(I) iff F (I) < H(I). (18) is proved.
To prove (ii) we will consider the event
Bn :=
{√
n
|Fn(I)− F (I)|√
F (I)(1− F (I)) ≤
√
2 log e/F (I) +
√
bn for all I with
log2 n
n
≤ F (I) ≤ 1
2
}
in lieu ofAn. Then IPF (Bn)→ 1 uniformly in F by Theorem 1. Now we proceed analogously as
in the proof of (i): Suppose there existH, pn ∈ (log2(n)/n, 1/2) and I with F (I) = pn satisfying
(21)
√
n
|H(I)− pn|√
pn(1− pn)
> 2cn
where cn := (1 + n)
√
2 log e/pn as in part (i). We will show that on the event Bn, (21) implies
(22)
√
n
|H(I)− Fn(I)|√
Fn(I)(1− Fn(I))
> c˜n +
c˜2n
2
√
nFn(I)(1− Fn(I))
1(Fn(I) < H(I)) ev.
uniformly in H and I , where c˜n is as in part (i). Hence
IPF
(
(21) holds for some H ∈ Cn(α), pn ∈
( log2 n
n
,
1
2
)
and I with F (I) = pn
)
≤ IPF
(√
n
|H(I)− Fn(I)|√
Fn(I)(1− Fn(I))
> c˜n +
c˜2n
2
√
nFn(I)(1− Fn(I))
1(Fn(I) < H(I))
for some H ∈ Cn(α), pn ∈
( log2 n
n
,
1
2
))
+ IPF (Bcn) ev.
= IPF (Bcn) once
√
bn/4 > κn(α) by Lemma S1(b,c)
= o(1) uniformly in F
proving (ii).
6
It remains to prove that on Bn, (21) implies (22): On Bn we have
∣∣∣Fn(I)
F (I)
− 1
∣∣∣ ≤
√
2 log eF (I) +
√
bn
log n
≤ 2√
log n
ev.
since F (I) ≥ log2(n)/n, and the same bound holds for (1− Fn(I))/(1− F (I)), hence
∣∣∣√Fn(I)(1− Fn(I))
pn(1− pn) − 1
∣∣∣ ≤ 2√
log n
Thus on Bn
√
n
|H(I)− Fn(I)|√
Fn(I)(1− Fn(I))
≥ √n
|H(I)− F (I)| −
(√
2 log epn +
√
bn
)√
pn(1−pn)
n√
pn(1− pn)(1 + 2/
√
log n)
≥ √n |H(I)− pn|√
pn(1− pn)
(
1− 2√
log n
)
−
(√
2 log
e
pn
+
√
bn
)
≥ cn + 1
2
Bn by (21)
(23)
since
√
log e/pn ≤
√
log n. As in the proof of (i) one finds cn ≥ c˜n + bn/4 eventually.
Moreover, on Bn we have Fn(I) ≥ F (I)(1− 2/
√
log n) ≥ 12 log2(n)/n, hence
c˜2n√
nFn(I)(1− Fn(I))
≤ 6 log n+ bn1
2 log n
≤ 13 ev.
and so (23) is not smaller than
c˜n +
c˜2n
2
√
nFn(I)(1− Fn(I))
1(Fn(I) < H(I)) ev.
completing the proof of (ii).
Proof of Proposition 1. Let F have density f(x) = 321
(
x ∈ [0, 12)
)
+ 121
(
x ∈ [12 , 1]
)
. If kn is
odd, then the (kn + 1)/2th bin is
[
1
2 − 12kn , 12 + 12kn
)
. Denote the height of the histogram (i.e. the
slope of Hn) on that bin by h. Set
I :=

[
1
2 − 16kn , 12
)
if h ≤ 34 ,[
1
2 ,
1
2 +
1
2kn
)
if h > 34 .
Then pn := F (I) = 14kn and |F (I)−Hn(I)| ≥ 18kn = 12pn, hence
√
n dpn(F,Hn) ≥
√
n
|F (I)−Hn(I)|√
F (I)(1− F (I)) ≥
1
2
√
npn.
7
Proof of Theorem 3. By construction of Cn(α) we have IP(F ∈ Cn(α)) ≥ 1 − α. Hence
Lemma S1 (c) gives
IP
(∣∣∣f¯(I)− |I|−1Fn(I)∣∣∣ ≤ 1
2
rn(I) for all I ∈ J
)
≥ 1− α.
Furthermore, Lemma S1 (c) yields
∣∣∣h¯(I)− |I|−1Fn(I)∣∣∣ ≤ 12rn(I) for all I ∈ J and every H ∈
C˜n(α) whose density h is constant on I .
Proof of Theorem 4. (i) Let n ∈ (0, 1) and pn ∈
(
2 log
2 n
n ,
1
2
)
be arbitrary sequences with n
√
log e/pn →
∞. In particular, pn → 0. We proceed as in the proof of Theorem S1 and will construct
mn := b 12pn c2 densities fnjk ∈ In(1− n) such that
(24) lim
n→∞ IE
∣∣∣ 1
mn
√
mn∑
j,k=1
Lnjk − 1
∣∣∣ = 0,
where Lnjk :=
∏n
i=1 fnjk(Xi) with Xi i.i.d. U(0, 1). Unfortunately, the truncation argument
used in the proof of Theorem S1 will not go through as the covariances of the Lnjk are not small
enough. Instead, we follow an idea in the proof of Theorem 3.1(a) in Du¨mbgen and Spokoiny
(2001) and write fnjk(x) = gnj(x)hnk(x), where for j, k = 1, . . . ,
√
mn:
gnj(x) = 1[0,1](x)− cn1Inj (x) + an1[0, 1
2
)\Inj (x),
hnk(x) = 1[0,1](x) + cn1Jnk(x)− an1[ 1
2
,1)\Jnk(x),
and cn := (1 − n)
√
1−pn
npn
√
2 log 2epn , an := cnpn/(
1
2 − pn), Inj := [(j − 1)pn, jpn), Jnk :=
[12 + (k − 1)pn, 12 + kpn). One readily checks that fnjk, gnj and hnk are densities. For each pair
(j, k):
f¯njk(Jnk)− f¯njk(Inj) = 2cn = 2(1− n)
√
pn(1− pn)
n
√
2 log 2epn
pn
≥ (1− n)
[√Fnjk(Jnk)(1− Fnjk(Jnk))
n
√
2 log eFnjk(Jnk)
|Jnk|
+
√
Fnjk(Inj)(1− Fnjk(Inj))
n
√
2 log eFnjk(Inj)
|Inj |
]
,
since Fnjk(Jnk) = (1 + cn)pn, Fnjk(Inj) = (1 − cn)pn ≥ pn/2, and the function g(t) =√
t(1− t) is concave for t ∈ (0, 1). Thus fnjik ∈ In(1 − n). (While Fnjk(Jnk) is larger than
pn, one can easily bound it by (say) 2pn, and changing the definition of In(c) to this end will not
affect the conclusions of the theorem.) Moreover, pn ≥ 2 log2 n/n implies npn ≥ 2(log e/pn)2,
8
hence ∆∞ := supx∈[0,1] |gnj(x) − 1| = cn ≤
√
2 log(2e/pn)/(npn) ≤ (log e/pn)−1/2 ≤
(12 logmn)
−1/2, while ∆22 :=
∫ 1
0 (gnj−1)2 = pnc2n+(12−pn)a2n ≤ 2(1+2pn)(1−n)2 log(2e/pn)/n ≤
2(1− n/2) log(2e/pn)/n since pn ≤ n/4. Therefore we obtain as in the proof of Theorem S1:
(25) lim
n→∞ IE
∣∣∣ 1√
mn
√
mn∑
j=1
Lgnj − 1
∣∣∣ = 0,
where Lgnj :=
∏n
i=1 gnj(Xi), and the same result holds for Lhnk . Conditional on N := #{i :
Xi <
1
2},
∑
j Lgnj and
∑
k Lhnk are independent and the {Xi : Xi < 12} are i.i.d. U(0, 12), hence
(25) gives
IE
(∣∣∣ 1√
mn
√
mn∑
j=1
Lgnj − 1
∣∣∣∣∣N) 1(N ∈ (n
4
,
3n
4
)) → 0 a.s.
and likewise for the average of the Lhnk . Thus
IE
∣∣∣ 1
mn
√
mn∑
j,k=1
(Lgnj − 1)(Lhnk − 1)
∣∣∣
≤ IE
[
IE
(∣∣∣ 1√
mn
√
mn∑
j=1
Lgnj − 1
∣∣∣∣∣N)IE(∣∣∣ 1√
mn
√
mn∑
k=1
Lhnk − 1
∣∣∣∣∣N) 1(N ∈ (n
4
,
3n
4
))]
+ 22IP
(
N 6∈ (n
4
,
3n
4
))
→ 0
(26)
by bounded convergence since IE
(∣∣Lgnj − 1∣∣|N) ≤ IE(Lgnj |N)+ 1 = 2. Hence
IE
∣∣∣ 1
mn
√
mn∑
j,k=1
Lnjk − 1
∣∣∣ = IE∣∣∣ 1
mn
√
mn∑
j,k=1
[
(Lgnj − 1)(Lhnk − 1) + (Lgnj − 1) + (Lhnk − 1)
]∣∣∣
converges to zero by (25) and (26), proving (24).
(ii) and (iii) For k ∈ {0, 1} let F ∈ In(1 + 2k + n), so there exist I1 < I2 for which (11)
holds with c = 1 + 2k + n and F (Ii) ≥ log
2 n
n , i = 1, 2. It is readily checked that these lower
bounds on F (Ii) imply on the eventAn :=
{√
n |Fn(Ii)−F (Ii)|√
F (Ii)(1−F (Ii))
≤ n2
√
2 log eF (Ii) for i = 1, 2
}
:
(27) (1 +
n
6
)
√
F (Ii)(1− F (Ii))
n
√
2 log eF (Ii)
|Ii| ≥
1
2
rn(Ii) ev., i = 1, 2
where rn(I) is defined in Theorem 3.
Let H ∈ C˜n(α) with h being constant on I1 and I2, and suppose
(28) h¯(I1)− h¯(I2) ≥ −k
(
rn(I1) + rn(I2)
)
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holds. Then on An:
H(I1)− Fn(I1)
|I1| +
Fn(I2)−H(I2)
|I2|
≥ h¯(I1)− h¯(I2) + f¯(I2)− f¯(I1)− n
2
2∑
i=1
√
F (Ii)(1− F (Ii))
n
√
2 log eF (Ii)
|Ii|
> −k(rn(I1) + rn(I2)) + (1 + 2k + n
2
)
2∑
i=1
√
F (Ii)(1− F (Ii))
n
√
2 log eF (Ii)
|Ii| by (28, 11)
≥ 1
2
(rn(I1) + rn(I2)) ev. by (27)
which gives the contradiction h 6∈ C˜n(α) by Lemma 1(c). Therefore (28) can only hold on Acn.
(As in the proof of Theorem 2 we assumed J = { all real intervals } and refer to Rivera and
Walther (2013) for the technical work that can be used to show that the conclusion also obtains
with the approximating set used in Section 2.)
If hwere nonincreasing on conv(I1∪I2), then (28) holds with k = 0 and so forF ∈ In(1+n):
IPF
(
there exists H ∈ C˜n(α) whose density is constant on I1
and I2 and nonincreasing on conv(I1 ∪ I2)
)
≤ IPF (Acn) ≤
8(
n
√
2 log epn
)2 → 0 uniformly in F
by Chebychev’s inequality, proving (ii). (iii) follows analogously since (10) together with f¯(I2) ≤
f¯(I1) implies that (28) holds with k = 1.
Proof of Theorem 5. It follows immediately from Proposition S1 below and the fact that κn(α) ≤√
2 log(C/α) for some constant C, see Rivera and Walther (2013).
Proposition S1. Under the same notation as Theorem 5, it holds that
(i) it controls overestimating the number of bins uniformly over all F ’s
IPF
(
Nbin(H) > Nbin(F )
)
≤ α;
(ii) it controls underestimating the number of bins, for n ≥ 16 log n/(λθ),
IPF
(
Nbin(H) < Nbin(F )
)
≤ 4K
(
2 exp
(
− 1
128
nλ2θ2
)
+ exp
(
− 1
72
nλ2
(
∆
2
− 12δn
λ
√
n
)2
+
))
,
with δn :=
√
2 log 256e
λ2θ2
+ κn(α);
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(iii) it controls the number of modes and troughs, for n ≥ 32 log n/(λθ),
IPF
(
h and f have the same number of modes and troughs
)
≥ 1− α− 12K
2 exp(− 1
512
nλ2θ2
)
+ exp
− 1
288
nλ2
(
∆
2
− 24δ˜n
λ
√
n
)2
+
 ,
with δ˜n :=
√
2 log 1024e
λ2θ2
+ κn(α).
Remarks: Note that the assertions in Proposition S1 also hold for sequences of f = fn with
θ = θn, λ = λn, ∆ = ∆n, K = Kn, and α = αn.
Proof of Proposition S1. For part (i), by the definition of the essential histogram in (6), we have
IPF
(
Nbin(H) ≤ Nbin(F )
)
≥ IPF
(
F ∈ C˜n(α)
)
≥ 1− α.
For parts (ii) and (iii), we use arguments similar to (Frick et al., 2014, Theorem 7.10), but with
notable differences due to the use of the reduced system J . We will frequently use the following
inequality, which comes as an application of the Hoeffding’s inequality,
(29) IPF
(
|F (I)− Fn(I)| ≥ x
)
≤ 2 exp(−2nx2).
The detail is as follows: For part (ii), let mk be the mid-point of Ik, I−k := Ik ∩ (−∞,mk], and
I+k := Ik ∩ (mk,∞). For a fixed k, we have
IPF
(
h is constant on (mk−1,mk]
)
= IPF
(
h ≡ c ≥ ck−1 + ck
2
on (mk−1,mk] for some constant c
)
+ IPF
(
h ≡ c < ck−1 + ck
2
on (mk−1,mk] for some constant c
)
≤ IPF
(∣∣h¯(I)− f¯(I)∣∣ ≥ ∆
2
, h is constant on I ≡ I+k−1
)
+ IPF
(∣∣h¯(I)− f¯(I)∣∣ ≥ ∆
2
, h is constant on I ≡ I−k
)
.
By symmetry we only need to consider the first term in the r.h.s of the above equation, where
I = I+k−1. By the construction of J in (5), it holds that for any I with Fn(I) ≥ 6 log n/n there is
an interval J ⊆ I and J ∈ J such that Fn(J) ≥ 13Fn(I). Conditioned on |Fn(I)− F (I)| ≤ 116λθ
and |Fn(J)− F (J)| ≤ 116λθ, we have for n ≥ 16 log n/(λθ)
F (J) ≥ Fn(J)− 1
16
λθ ≥ 1
3
Fn(I)− 1
16
λθ ≥ 1
3
F (I)− 1
12
λθ ≥ 1
6
F (I),
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which implies |J | ≥ 16 |I| ≥ 112λ. Thus, for n ≥ 16 log n/(λθ)
IPF
(∣∣h¯(I)− f¯(I)∣∣ ≥ ∆
2
, h is constant on I ≡ I+k−1
)
≤ IPF
(
|Fn(I)− F (I)| ≥ 1
16
λθ
)
+ IPF
(
|Fn(J)− F (J)| ≥ 1
16
λθ
)
+ IPF
(∣∣h¯(J)− f¯(J)∣∣ ≥ ∆
2
, h is constant on J, |J | ≥ 1
12
λ, |Fn(J)− F (J)| ≤ 1
16
λθ
)
≤ 2 exp
(
− 1
128
nλ2θ2
)
+ 2 exp
(
− 1
128
nλ2θ2
)
+ IPF
(∣∣h¯(J)− f¯(J)∣∣ ≥ ∆
2
, h is constant on J, |J | ≥ 1
12
λ, |Fn(J)− F (J)| ≤ 1
16
λθ
)
[by (29)]
≤ 4 exp
(
− 1
128
nλ2θ2
)
+ IPF
(∣∣h¯(J)− f¯(J)∣∣ ≥ ∆
2
− 12δn
λ
√
n
)
[by Lemma S1 (a)]
≤ 4 exp
(
− 1
128
nλ2θ2
)
+ 2 exp
(
− 1
72
nλ2
(
∆
2
− 12δn
λ
√
n
)2
+
)
[by (29)].
The same bound holds for IPF
(∣∣h¯(I)− f¯(I)∣∣ ≥ ∆2 , h is constant on I ≡ I−k ) due to symmetry.
Therefore, we have for n ≥ 16 log n/(λθ)
IPF
(
Nbin(H) < Nbin(F )
)
≤ IPF
(
h is constant on (mk−1,mk] for some k
)
≤ 4K
(
2 exp
(
− 1
128
nλ2θ2
)
+ exp
(
− 1
72
nλ2
(
∆
2
− 12δn
λ
√
n
)2
+
))
.
For (iii), we further divide I+k (or I
−
k ) into two subintervals I
+
k,1, I
+
k,2 (or I
−
k,1, I
−
k,2) of equal lengths.
For any fixed k, it holds that
IPF
(
h has exactly one jump, but has a different trend from f on (mk−1,mk]
)
≤ IPF
(∣∣h¯(I)− f¯(I)∣∣ ≥ ∆
2
, and h is constant on I ≡ I+k,1
)
+ IPF
(∣∣h¯(I)− f¯(I)∣∣ ≥ ∆
2
, and h is constant on I ≡ I+k,2
)
+ IPF
(∣∣h¯(I)− f¯(I)∣∣ ≥ ∆
2
, and h is constant on I ≡ I−k,1
)
+ IPF
(∣∣h¯(I)− f¯(I)∣∣ ≥ ∆
2
, and h is constant on I ≡ I−k,2
)
.
Each term above can be bounded in a similar way as in (ii), which leads to
IPF
(
h has exactly one jump, but has a different trend from f on (mk−1,mk]
)
≤ 16 exp
(
− 1
512
nλ2θ2
)
+ 8 exp
− 1
288
nλ2
(
∆
2
− 24δ˜n
λ
√
n
)2
+
 for n ≥ 32 log n
λθ
.
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It follows from (i) and (ii) that for for n ≥ 16 log n/(λθ)
IPF
(
h has exactly one jump in each (mk−1,mk]
)
≥ 1− α
− 4K
(
2 exp
(
− 1
128
nλ2θ2
)
+ exp
(
− 1
72
nλ2
(
∆
2
− 12δn
λ
√
n
)2
+
))
.
Thus, for n ≥ 32 log n/(λθ)
IPF
(
h and f have the same number of modes and troughs
)
≥ IPF
(
h has exactly one jump, and has the same trend as f , on each (mk−1,mk]
)
≥ 1− α− 12K
2 exp(− 1
512
nλ2θ2
)
+ exp
− 1
288
nλ2
(
∆
2
− 24δ˜n
λ
√
n
)2
+
 .
Proof of Theorem S1. Using the probability integral transformation we may assume F = U [0, 1].
For j = 1, . . . ,mn := b1/pnc define the densities fnj(x) := (1+cn)1Inj (x)+(1−an)1[0,1]\Inj (x),
where Inj := [(j − 1)pn, jpn), cn :=
√
1−pn
npn
(1 − n)
√
2 log(e/pn) and an := cnpn/(1 − pn).
Then dpn(F, Fnj) = |Fnj(Inj)−F (Inj)|(pn(1−pn))−1/2 = (1−n)
√
2 log(e/pn)/n. The claim
of the theorem will follow as in the proof of Theorem 4.1(b) in Du¨mbgen and Walther (2008) once
we show that
(30) lim
n→∞ IEF
∣∣∣ 1
mn
mn∑
j=1
Lnj − 1
∣∣∣ = 0,
where Lnj :=
∏n
i=1 fnj(Xi). Since the sets {fnj 6= 1} are not disjoint, Lemma 7.4 of Du¨mbgen
and Walther (2008) is not applicable to prove (30) and we have to account for the covariances of
the Lnj . For i 6= j we obtain
∫ 1
0 fni(x)fnj(x)dx = 1 − ( pncn1−pn )2, hence IEFLniLnj =
(
1 −
( pncn1−pn )
2
)n
< 1. Using IEFLnj = 1 and Ho¨lder’s inequality gives for any  > 0
IEF
∣∣∣ 1
mn
mn∑
j=1
Lnj − 1
∣∣∣
≤
√√√√VarF( 1
mn
mn∑
j=1
Lnj1(Lnj ≤ mn)
)
+
2
mn
mn∑
j=1
IEFLnj1(Lnj > mn)
≤
√
1
mn
IEF
(
L2n11(Ln1 ≤ mn)
)
+
1
m2n
∑
i<j
Cov
(
Lni1(Lni ≤ mn), Lnj1(Lnj ≤ mn)
)
+ 2IEFLn11(Ln1 > mn)
≤
√
1
mn
IEF (mnLn1) + IEFLn1Ln2 −
(
IEFLn11(Ln1 ≤ mn)
)2
+ 2IEFLn11(Ln1 > mn)
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≤
√
+ 1−
(
1− IEFLn11(Ln1 > mn)
)2
+ 2IEFLn11(Ln1 > mn)
Thus (30) follows by showing
(31) lim
n→∞ IEFLn11(Ln1 > mn) = 0
To this end, observe that pn ≥ log2 n/n implies npn ≥ (log e/pn)2, hence ∆∞ := supx∈[0,1] |fnj(x)−
1| = cn ≤
√
2 log(e/pn)/(npn) ≤
√
2(log e/pn)
−1/2 ≤ √2(logmn)−1/2. Further, ∆22 :=∫ 1
0 (fnj − 1)2 = pnc2n + (1− pn)a2n = 2(1− n)2 log(e/pn)/n, hence
√
logmn
(
1− n∆
2
2
2 logmn
)
≥
√
logmn
(
1− (1− n) log e/pn
logb1/pnc
)
≥
√
logmn
(
1− (1− n)(1− 3
log pn
)
)
=
√
logmnn(1 + o(1)) + o(1) → ∞
by the assumption on n. It is shown in the proof of Lemma 7.4 in Du¨mbgen and Walther (2008)
that (31) follows from these properties of ∆∞ and ∆22.
S3 Computation details
In this section we consider the computation of the (relaxed) essential histogram defined in (6). As
argued in Section 3.2, it can be computed by an accelerated dynamic programming algorithm. The
idea of designing such an algorithm follows from Frick et al. (2014), but the constraint that the
solution should be a histogram introduces an additional difficulty.
For simplicity we always assume that the data is increasingly ordered, i.e., Xi = X(i), for
i = 1, . . . , n. Otherwise, the data can be sorted in O(n log n) computation time. For each I in
J (defined in (5)), the corresponding local constraint in C˜n(α) in (7) leads to simply an interval,
namely,
(32) [lI , uI ] =
{
µ |
√
2logLRn
(
µ |I| , Fn(I)
)
− `(Fn(I)) ≤ κn(α)
}
.
Here lI and uI are roots of a smooth nonlinear equation, which can be computed in O(1) time
by standard algorithms, such as quasi-Newton methods (see e.g. Nocedal and Wright, 2006). For
ease of exposition, we introduce the notation, for every I ∈ J and µ ∈ R
Tn,I(µ) := sup
J⊂I, J∈J
(√
2logLRn
(
µ |J | , Fn(J)
)
− `(Fn(I))
)
.
We consider the multiscale constraint and entropy minimization (which is needed in case of mul-
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tiple solutions) simultaneously, and thus define, for j < i
c(j,i] :=
−(i− j) log
i−j
n(X(i)−X(j)) if Tn,(X(j),X(i)](
i−j
n(X(i)−X(j))) ≤ κn(α)
∞ otherwise
Let K[i] be the number of blocks of the essential histogram hˆi being applied to restricted data
X(1), . . . , X(i), and L[i] be the index of the leftmost sample in the last block of hˆi. Then it holds
K[0] := −1,
K[i] := min
{
K[j] + 1 | c(j,i] <∞, j = 0, . . . , i− 1
}
;(33)
L[0] := 1,
L[i] := arg min
j=0,...,i−1
{
c(j,i] | K[j] + 1 = K[i]
}
.(34)
The above relation is often referred to as Bellman equation (Bellman, 2010), which is the crucial
part of a dynamic programing algorithm. Note that the histogram is completely determined by
the segmentation (i.e. break points). Thus, the essential histogram can be easily determined from
vector L := {L[1], . . . , L[n]} in O(K[n]) (less than O(n)) computation time. Now we are ready
to present the whole algorithm for computing the essential histogram in Algorithm 1.
Algorithm 1: Pruned dynamic algorithm for the essential histogram
Data: X(1), . . . , X(n)
Result: the essential histogram
1 k := 1, u :=∞, l := −∞, A0 := {0}, B := {1, . . . , n}, and K,L vectors of length n;
2 while i ∈ B and B 6= ∅ do
3 u := min
{
u,min{uI | I ∈ J ,max I = i}
}
with uI defined in (32);
4 l := max
{
v,max{lI | I ∈ J ,max I = i}
}
with lI defined in (32);
5 Compute K[i] and L[i] by (33) and (34) over Ak−1;
6 if l > u then
7 Ak := {i : K[i] = k}, and B := B \ Ak;
8 u :=∞, l := −∞, and k := k + 1;
9 end
10 end
11 Compute the histogram from L;
Unlike standard dynamic programs, Algorithm 1 incorporates two important pruning steps:
one is in line 5, where the search space is Ak−1 instead of {0, . . . , i − 1}; the other is in line 6,
which prohibits further search towards right if no constant signal is admitted to the multiscale
constraint, that is, no further right beyond X(rk) with
(35) rk :=
{
i | Tn,(X(j),X(i)](µ) ≤ κ(α) for some i ∈ Ak−1 and µ ∈ R
}
.
Further pruning is possible, for instance, by introducing a similar stopping rule as rk in (35) on
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the reverse order of the data {X(n), . . . , X(1)} (see Pein et al., 2016). We refer to our R-package
“essHist” (Li and Sieling, 2018) for further technical details.
The computation complexity of Algorithm 1 is bounded from above by
O
(
log n
K[n]∑
k=1
#Ak−1(rk −minAk−1)
)
≤ O
(
n log n max
k=1,...,K[n]
(rk −minAk−1)
)
In particular, ifK[n] = 1, it implies that the computation complexity isO(n log n). In most cases,
maxk=1,...,K[n](rk − minAk−1) stays bounded, which thus leads to a nearly linear computation
complexity O(n log n). However, in very rare cases, maxk=1,...,K[n](rk − minAk−1) can be of
order n, which gives the worst case complexity O(n2 log n). Clearly, the memory complexity of
Algorithm 1 is linear, i.e. O(n).
Furthermore, we point out that Algorithm 1 applies to the multiscale constraint with arbitrary
system of intervals besides J .
−1 0 1 2 3 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Distribution
−1 0 1 2 3 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
Density
0.0 0.2 0.4 0.6 0.8 1.0
−
1
0
1
2
3
4
Quantile function
n = 100
n = 1,000
n = 10,000
n = 50,000
n = 100,000
Figure S1: The cdf (left), density (middle), and quantile function (right) of Tn in (4) for different
sample sizes. For each sample size, the cdf, density, and quantile function are estimated over
100,000 random repetitions.
Finally, we consider the computation of the threshold κn(α), the (1−α)-quantile of Tn in (4).
Recall that Tn is distribution free, and that κn(α) can be estimated via Monte-Carlo simulations.
Such simulations are needed only once for a given sample size (which are automatically recorded
for later usage in our R-package “essHist”), while the computation time could be much longer
than the pruned dynamic program in Algorithm 1 for large sample sizes, say n ≥ 10, 000. By
simulation, we observe that the distribution of Tn seems to converge to a limit, and that such a
convergence is fairly good when n ≥ 10, 000, see Figure S1 and also Figure 2. This is theoretically
underpinned by the tightness of Tn, see (Rivera and Walther, 2013, Proposition 1). For the sake of
computational speed, we use the values of κn(α) with n = 10, 000 as default values for sample
sizes n ≥ 10, 000 in our R-package “essHist”. Through extensive simulation studies, we find
that the performance of the essential histogram is hardly affected by such a default rule, while the
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computation gets a significant speedup.
S4 Additional simulation results
This section collects all quantitative comparison results for EH, DK, and Hw/a, being a companion
of Section 6.1.
While density estimation is not the primary purpose of the EH, we now consider estimation
errors measured by L2-loss, and Kolmogorov loss. The former gives the mean integrated squared
error (MISE), namely,
IE
[∫ ∣∣∣f(x)− fˆ(x)∣∣∣2 dx]1/2 for true density f and its estimator fˆ ;
The latter leads to
IE sup
x
∣∣∣∣∫ x−∞(f(t)− fˆ(t))dt
∣∣∣∣ for true density f and its estimator fˆ .
In practice, the expectations are approximated by averages over independent repetitions.
From data exploration and shape recovery perspective, we introduce evaluation measures via
numbers of modes/troughs, and skewness. For a histogram density h =
∑K
k=0 ck1Ik with ck 6=
ck+1, we define the number of modes (i.e. maxima) as #
{
k : ck > max{ck−1, ck+1}
}
and the
number of troughs (i.e. minima) as #{k : ck < min{ck−1, ck+1}}. The number of extrema is then
defined as the total number of modes and troughs. Note that the number of modes and troughs also
capture the number of increases and decreases. From a slightly different viewpoint, the difference
between the skewness of the estimator and that of the truth reflects how well the shape of the truth
is recovered by the estimator.
Table S1 is for the uniform density example; Table S2 for the monotone density example;
Tables S3 and S4 for the histogram density example; Tables S5, S6 and S7 for the claw density
example; Tables S8, S9, S10 and S11 for the harp density example; and Tables S12 and S13 for the
heavy tail example, in Section 6.1. Within each table, the best value along each column (i.e. among
different methods) is marked in bold.
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Table S1: Average number of modes (i.e. false positives) detected by EH, DK, and Hw/a for the
uniform density (shown in Figure 3) over 500 repetitions.
Methods
Number of observations
n = 100 n = 300 n = 500 n = 700 n = 900
EH
α = 0.1 0.000 0.002 0.000 0.000 0.000
α = 0.2 0.004 0.006 0.004 0.006 0.008
α = 0.3 0.006 0.010 0.016 0.012 0.016
α = 0.5 0.030 0.046 0.054 0.048 0.072
α = 0.7 0.108 0.148 0.162 0.188 0.178
α = 0.9 0.424 0.442 0.518 0.548 0.560
DK 0.332 0.052 0.244 0.062 0.038
Hw
R-default 5.126 5.220 5.194 5.148 5.262
Scott (1992)’s rule 1.938 3.344 3.914 4.798 5.300
Ha Scott (1992)’s rule 2.060 3.378 4.062 4.732 5.326
Table S2: Average number of modes (i.e. false positives) detected by EH, DK, and Hw/a for the
exponential density (shown in Figure 4) over 500 repetitions.
Methods
Number of observations
n = 100 n = 300 n = 500 n = 700 n = 900
EH
α = 0.1 0.000 0.000 0.00 0.000 0.000
α = 0.2 0.006 0.000 0.00 0.000 0.004
α = 0.3 0.006 0.002 0.00 0.000 0.006
α = 0.5 0.014 0.014 0.01 0.010 0.014
α = 0.7 0.038 0.046 0.04 0.026 0.038
α = 0.9 0.124 0.088 0.11 0.090 0.110
DK 0.094 0.000 0.04 0.008 0.018
Hw
R-default 1.372 1.346 1.19 1.358 1.242
Scott (1992)’s rule 0.990 2.252 3.17 3.730 4.486
Ha Scott (1992)’s rule 2.066 4.586 6.34 7.686 8.782
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Table S3: Frequency of detecting the correct number of extrema by EH, DK, and Hw/a on the
histogram density (shown in Figure 5) over 500 repetitions.
Methods
Number of observations
n = 500 n = 600 n = 700 n = 800 n = 900 n = 1000
EH
α = 0.1 89.4% 95.6% 98.0% 99.2% 98.8% 98.4%
α = 0.2 92.8% 95.2% 97.6% 97.6% 96.4% 96.6%
α = 0.3 91.2% 94.4% 95.2% 95.0% 94.8% 93.2%
α = 0.5 88.2% 89.4% 90.4% 88.6 % 89.0% 88.6%
α = 0.7 78.0% 83.0% 80.8% 79.8% 81.0% 78.6%
α = 0.9 63.4% 64.6% 64.8% 68.6% 67.2% 60.8%
DK 45.6% 50.2% 51.8% 50.4% 48.2% 46.2%
Hw
R-default 33.8% 33.6% 36.6% 31.6% 29.0% 34.0%
Scott (1992)’s rule 37.4% 30.8% 28.6% 32.2% 29.8% 28.0%
Ha Scott (1992)’s rule 38.0% 36.0% 42.2% 44.2% 44.8% 43.6%
Table S4: Average number of false bins (i.e., max{Nbin(Fˆ )−Nbin(F ), 0}) by EH, DK, and Hw/a
on the histogram density (shown in Figure 5) over 500 repetitions.
Methods
Number of observations
n = 500 n = 600 n = 700 n = 800 n = 900 n = 1000
EH
α = 0.1 0.01 0.02 0.03 0.02 0.02 0.04
α = 0.2 0.04 0.06 0.07 0.06 0.08 0.08
α = 0.3 0.07 0.11 0.10 0.11 0.13 0.14
α = 0.5 0.20 0.23 0.23 0.23 0.29 0.28
α = 0.7 0.45 0.40 0.47 0.45 0.49 0.53
α = 0.9 0.90 0.88 0.90 0.85 0.99 1.10
DK 8.09 7.23 6.89 7.58 7.75 8.73
Hw
R-default 2.72 2.81 2.79 2.83 2.80 2.82
Scott (1992)’s rule 0.62 0.90 0.83 0.23 0.23 0.62
Ha Scott (1992)’s rule 0.70 1.00 1.13 2.00 2.00 2.15
19
Table S5: Average number of modes detected by EH, DK, and Hw/a for the claw density (shown
in Figure 6) over 500 repetitions. The true density has 5 modes.
Methods
Number of observations
n = 1000 n = 1200 n = 1500 n = 2000 n = 2500 n = 3000
EH
α = 0.1 1.58 1.85 2.46 3.24 4.21 4.74
α = 0.2 1.92 2.35 2.99 3.74 4.6 4.9
α = 0.3 2.19 2.68 3.34 4.13 4.79 4.96
α = 0.5 2.65 3.19 3.91 4.6 4.95 4.99
α = 0.7 3.16 3.72 4.38 4.82 4.99 5.00
α = 0.9 3.84 4.39 4.75 4.96 5.00 5.00
DK 4.99 5.00 5.00 5.01 5.01 5.01
Hw
R-default 1.23 1.24 1.19 1.11 1.11 1.08
Scott (1992)’s rule 4.39 4.86 5.58 6.23 6.71 6.84
Ha Scott (1992)’s rule 5.07 5.08 5.15 5.24 5.29 5.50
Table S6: Average number of bins, with standard deviation given in the parenthesis, by EH, DK,
and Hw/a for the claw density (shown in Figure 6) over 500 repetitions.
Methods
Number of observations
n = 1000 n = 1200 n = 1500 n = 2000 n = 2500 n = 3000
EH
α = 0.1 7.1 (1.1) 8.4 (1.1) 9.8 (1.1) 11.2 (0.9) 12.4 (0.8) 13.3 (0.8)
α = 0.2 8.1 (1.2) 9.3 (1.1) 10.6 (1.0) 11.9 (0.8) 13.1 (0.8) 13.9 (0.8)
α = 0.3 8.7 (1.2) 9.9 (1.1) 11.2 (1.0) 12.4 (0.8) 13.5 (0.8) 14.2 (0.7)
α = 0.5 9.8 (1.2) 10.8 (1.1) 12.0 (0.9) 13.1 (0.8) 14.1 (0.8) 14.7 (0.7)
α = 0.7 10.7 (1.1) 11.7 (1.0) 12.7 (0.9) 13.7 (0.8) 14.5 (0.8) 15.1 (0.7)
α = 0.9 11.9 (1.0) 12.8 (1.0) 13.6 (0.9) 14.6 (0.9) 15.3 (0.9) 15.8 (0.9)
DK 48.6 (4.9) 52.5 (5.6) 57.8 (5.9) 67.7 (5.9) 73.5 (6.6) 79.1 (6.6)
Hw
R-default 12.5 (0.8) 12.8 (0.8) 13.1 (0.8) 13.5 (0.9) 13.8 (0.8) 14.0 (0.8)
Scott (1992)’s rule 19.3 (1.2) 20.8 (1.2) 22.9 (1.3) 25.6 (1.3) 28.1 (1.4) 30.1 (1.4)
Ha Scott (1992)’s rule 20.5 (1.7) 22.1 (1.7) 24.3 (1.8) 27.4 (2.0) 30.1 (2.1) 32.4 (2.3)
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Table S7: Average skewness of the histograms by EH, DK, and Hw/a for the claw density (shown
in Figure 6) over 500 repetitions. The skewness of the truth is 0.
Methods
Number of observations
n = 1000 n = 1200 n = 1500 n = 2000 n = 2500 n = 3000
EH
α = 0.1 0.010 0.002 0.010 0.007 0.006 0.009
α = 0.2 0.012 0.007 0.009 0.006 0.007 0.010
α = 0.3 0.016 0.005 0.007 0.005 0.010 0.010
α = 0.5 0.018 0.002 0.006 0.006 0.010 0.009
α = 0.7 0.017 0.002 0.008 0.007 0.009 0.010
α = 0.9 0.019 0.005 0.007 0.005 0.007 0.010
DK 0.057 0.043 0.039 0.038 0.036 0.035
Hw
R-default 0.076 0.056 0.060 0.053 0.051 0.050
Scott (1992)’s rule 0.063 0.049 0.049 0.039 0.041 0.040
Ha Scott (1992)’s rule 0.032 0.001 0.004 0.008 0.009 0.014
Table S8: Frequency of detecting the correct number of extremas by EH, DK, and Hw/a on the
harp density (shown in Figure 8) over 500 repetitions.
Methods
Number of observations
n = 500 n = 600 n = 800 n = 1000 n = 1200 n = 1500
EH
α = 0.1 2.8% 14.6% 64.4% 93.4% 98.8% 100%
α = 0.2 11.0% 35.6% 80.0% 96.6% 99.4% 100%
α = 0.3 22.4% 49.6% 88.6% 97.4% 99.8% 100%
α = 0.5 43.2% 69.6% 95.2% 97.8% 99.8% 100%
α = 0.7 62.6% 82.6% 97.4% 99.4% 99.8% 100%
α = 0.9 79.2% 93.0% 98.4% 99.6% 99.8% 100%
DK 98.6% 99.8% 99.6% 99.8% 99.8% 100%
Hw
R-default 0.0% 0.6% 0.0% 0.0% 2.0% 1.4%
Scott (1992)’s rule 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
Ha Scott (1992)’s rule 0.0% 1.0% 24.2% 81.0% 98.8% 100%
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Table S9: MISE of EH, DK, and Hw/a on the harp density (shown in Figure 8) over 500 repetitions.
Methods
Number of observations
n = 500 n = 600 n = 800 n = 1000 n = 1200 n = 1500
EH
α = 0.1 0.007 0.006 0.005 0.005 0.005 0.004
α = 0.2 0.007 0.006 0.005 0.005 0.005 0.004
α = 0.3 0.006 0.006 0.005 0.005 0.004 0.004
α = 0.5 0.006 0.005 0.005 0.005 0.004 0.004
α = 0.7 0.006 0.005 0.005 0.005 0.004 0.004
α = 0.9 0.006 0.005 0.005 0.004 0.004 0.004
DK 0.004 0.004 0.003 0.002 0.002 0.002
Hw
R-default 0.025 0.025 0.025 0.025 0.024 0.024
Scott (1992)’s rule 0.019 0.019 0.018 0.017 0.018 0.019
Ha Scott (1992)’s rule 0.014 0.014 0.012 0.010 0.009 0.009
Table S10: Average error w.r.t. Kolmogorov metric of EH, DK, and Hw/a on the harp density
(shown in Figure 8) over 500 repetitions.
Methods
Number of observations
n = 500 n = 600 n = 800 n = 1000 n = 1200 n = 1500
EH
α = 0.1 0.06 0.05 0.04 0.03 0.03 0.03
α = 0.2 0.06 0.05 0.04 0.03 0.03 0.03
α = 0.3 0.05 0.05 0.04 0.03 0.03 0.03
α = 0.5 0.05 0.04 0.04 0.03 0.03 0.03
α = 0.7 0.05 0.04 0.04 0.03 0.03 0.03
α = 0.9 0.05 0.04 0.04 0.03 0.03 0.03
DK 0.06 0.05 0.05 0.05 0.04 0.04
Hw
R-default 0.19 0.18 0.18 0.18 0.15 0.16
Scott (1992)’s rule 0.10 0.09 0.09 0.08 0.08 0.08
Ha Scott (1992)’s rule 0.06 0.06 0.06 0.05 0.05 0.04
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Table S11: Average skewness of the histograms by EH, DK, and Hw/a for the claw density (shown
in Figure 8) over 500 repetitions. The skewness of the truth is 0.9.
Methods
Number of observations
n = 500 n = 600 n = 800 n = 1000 n = 1200 n = 1500
EH
α = 0.1 0.97 0.94 0.92 0.91 0.91 0.91
α = 0.2 0.96 0.93 0.91 0.91 0.91 0.91
α = 0.3 0.94 0.92 0.91 0.91 0.91 0.91
α = 0.5 0.93 0.91 0.91 0.91 0.91 0.90
α = 0.7 0.92 0.91 0.91 0.91 0.90 0.90
α = 0.9 0.91 0.90 0.91 0.90 0.90 0.90
DK 0.58 0.60 0.65 0.69 0.72 0.75
Hw
R-default 1.06 1.08 1.10 1.12 1.09 1.10
Scott (1992)’s rule 0.82 0.83 0.85 0.86 0.87 0.90
Ha Scott (1992)’s rule 0.97 0.98 0.94 0.93 0.96 0.98
Table S12: Frequency of detecting the correct number of extremas by EH, DK, and Hw/a on the
standard Cauchy density (shown in Figure 9) over 500 repetitions.
Methods
Number of observations
n = 100 n = 200 n = 300 n = 400 n = 500
EH
α = 0.1 100% 100% 100% 100% 100%
α = 0.2 100% 100% 100% 100% 100%
α = 0.3 100% 100% 100% 100% 100%
α = 0.5 100% 100% 100% 99.8% 100%
α = 0.7 100% 100% 99.8% 99.8% 100%
α = 0.9 99.6% 99.6% 99.0% 99.4% 99.4%
DK 100% 100% 100% 100% 100%
Hw
R-default 76.6% 72.8% 76.0% 74.0% 74.0%
Scott (1992)’s rule 35.6% 25.6% 21.0% 15.2% 15.4%
Ha Scott (1992)’s rule 5.4% 0.0% 0.0% 0.0% 0.0%
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Table S13: Average number of bins, with standard deviation given in the parenthesis, by EH and
DK for the standard Cauchy density (shown in Figure 9) over 500 repetitions.
Methods
Number of observations
n = 100 n = 200 n = 300 n = 400 n = 500
EH
α = 0.1 4.3 (0.58) 5.3 (0.53) 6.1 (0.59) 6.9 (0.47) 7.3 (0.51)
α = 0.2 4.5 (0.56) 5.6 (0.61) 6.4 (0.57) 7.2 (0.52) 7.7 (0.59)
α = 0.3 4.7 (0.53) 5.8 (0.61) 6.6 (0.56) 7.4 (0.58) 7.9 (0.63)
α = 0.5 4.9 (0.54) 6.1 (0.63) 6.9 (0.51) 7.8 (0.68) 8.4 (0.66)
α = 0.7 5.2 (0.54) 6.5 (0.66) 7.2 (0.58) 8.3 (0.71) 8.8 (0.68)
α = 0.9 5.6 (0.66) 7.1 (0.74) 7.7 (0.70) 9.0 (0.79) 9.4 (0.80)
DK 14.7 (2.59) 22.8 (3.27) 28.2 (3.60) 33.3 (3.85) 37.5 (4.14)
Hw
R-default 4.4 (1.26) 4.6 (1.47) 4.7 (1.50) 4.7 (1.48) 4.7 (1.48)
Scott (1992)’s rule 6.0 (2.13) 7.7 (2.91) 8.9 (3.60) 10.0 (4.06) 10.8 (4.30)
Ha Scott (1992)’s rule 14.2 (1.79) 24.7 (3.44) 34.6 (4.75) 44.1 (6.22) 53.0 (7.35)
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