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Abstract
We study Gaussian quadrature formulae for a matrix weight. We firstly show how to gen-
erate Gaussian quadrature formulae such that the sum of the rank of the quadrature matrix
coefficients is a given nonnegative integer l: the nodes are the eigenvalues of certain pertur-
bation of the truncated N-Jacobi matrix of size l or, equivalently, the zeros of certain matrix
combination of two consecutive orthonormal polynomials, and the quadrature coefficients are
the coefficients in the partial fraction decomposition of the ratio between the inverse of this or-
thonormal matrix polynomial and the associated polynomial of the second kind. We secondly
prove that any Gaussian quadrature formula for a matrix weight must be of this form.
© 2002 Elsevier Science Inc. All rights reserved.
Keywords: Matrix of measures; Orthogonal matrix polynomials; Gaussian quadrature formulas
1. Introduction
Fixed a nonnegative integer l, the aim of this paper is to determine those quadra-
ture matrix formulae for a matrix weight with quadrature matrix coefficients Gk , k =
1, . . . , m, satisfying
∑m
k=1 rank(Gk) = l and having the highest degree of precision.
We start by giving some basic definitions and results: we call W a matrix weight
supported on the real line if W is a N ×N matrix of complex Borel measures on
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R satisfying that for any Borel set A ⊂ R the matrix W(A) is positive semidefinite
and the matrix integral
∫
tn dW(t) exists for any nonnegative integer n. Assuming
that for any matrix polynomial P with nonsingular leading coefficient the matrix∫
P(t) dW(t)P ∗(t) is nonsingular, a sequence (Pn)n of orthonormal matrix polyno-
mials can be associated with the matrix weight W satisfying that Pn has degree n,
nonsingular leading coefficient n and
∫
Pn(t) dW(t)P ∗m(t) = δn,mIdN , n,m ∈ N.
The sequence (Pn)n satisfies a matrix three-term recurrence relation
tPn(t) = An+1Pn+1(t)+ BnPn(t)+ A∗nPn−1(t), n  0, (1.1)
where the matrices An are nonsingular and Bn are hermitian (we take P−1(t) = θ
and P0(t) = IdN ). This three-term recurrence relation characterizes the orthonor-
mality of a sequence of matrix polynomials with respect to a matrix weight (see,
for instance, [1] or [6]). We associate with the sequence of matrix polynomials
(Pn)n the so-called N-Jacobi matrix, that is, the (4N − 1)-banded infinite hermitian
matrix
J =

B0 A1 θ θ . . .
A∗1 B1 A2 θ . . .
θ A∗2 B2 A3 . . .
...
...
.
.
.
.
.
.
.
.
.
 . (1.2)
We also associate the sequence (Qn)n of matrix polynomials of the second kind
defined by
Qn(t) =
∫
Pn(t)− Pn(x)
t − x dW(t), n  0, (1.3)
which also satisfy the three-term recurrence relation (1.1) with initial conditions
Q0(t) = θ and Q1(t) = A−11 .
A quadrature formula with degree of precision r for a matrix weight W consists
of numbers (real or complex) xk , k = 1, . . . , m, called the nodes, and matrices Gk ,
k = 1, . . . , m, called the quadrature coefficients, so that∫
P(t) dW(t) =
m∑
k=1
P(xk)Gk
for any matrix polynomial P ∈ PrN×N , where PrN×N denotes the space of complex
matrix polynomials of degree less than or equal to r (let us notice that this is equiva-
lent to say∫
P(t) dW(t)Q∗(t) =
m∑
k=1
P(xk)GkQ
∗(xk)
for any matrix polynomials P,Q satisfying degr(P )+ degr(Q)  r). If P(z) is a
matrix polynomial we denote by P ∗(z) the matrix polynomial obtained from P(z) by
replacing each of its matrix coefficients by its hermitian conjugate, so that [P(z)]∗ =
P ∗(z¯).
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It is proved in [5] that for a fixed nonnegative integer l, the degree of precision r
for a quadrature formula for which
∑m
k=1 rank(Gk) = l satisfies the inequality
([r/2] + 1)N 
m∑
k=1
rank (Gk) .
Hence, if we write
∑m
k=1 rank(Gk) = (n− 1)N + h, 0  h  N − 1, that inequal-
ity gives an upper bound for the degree of precision equal to 2n− 3. It is easy to
prove (see Section 2) that, for h = 0, any quadrature formula of the highest degree
of precision 2n− 3 does not hold for any matrix polynomial P of degree 2n− 2,
but when 0 < h  N − 1 a quadrature formula of the highest degree of precision
2n− 3 could still hold for matrix polynomials in a certain subspace X ⊆ P2n−2N×N
such that P2n−3N×N ⊆ X and P2n−3N×N has codimension at most hN in X. When this co-
dimension is the highest possible, such quadrature formulae will be called, as usual,
Gaussian quadrature formulae. Hence when
∑m
k=1 rank(Gk) = (n− 1)N , the quadr-
ature formula is Gaussian if it has the highest degree of precision 2n− 3 (that is
always the case when N = 1, i.e., for scalar measures). The aim of this paper is to
study Gaussian quadrature formula whose quadrature coefficients Gk , k = 1, . . . , m,
satisfy
m∑
k=1
rank(Gk) = (n− 1)N + h, 0 < h  N − 1. (1.4)
Gaussian quadrature formulas with
∑m
k=1 rank(Gk) = (n− 1)N (so with the highest
degree of precision 2n− 3) have been found by several authors (see [2,3,6,9]): all
these formulas have nodes at the zeros of Pn−1 (the (n− 1)th orthonormal
matrix polynomial with respect to W) but the authors have used different approaches
to find them. A closed expression for the quadrature coefficients in these formulas
is only given in [3], where quadrature formulas with degree of precision 2n− 4 are
also found having nodes at the zeros of Pn−1 − APn−2, where A is any matrix satis-
fying An−1A = A∗A∗n−1 (An−1 is the matrix coefficient in the three term recurrence
relation for (Pn)n, see (1.1)); conversely, it has been proved in [5] that any quadrature
formula with
∑m
k=1 rank(Gk) = (n− 1)N and degree of precision 2n− 4 has that
form, having degree 2n− 3 (the highest possible) only when A = θ .
As the main result, in Section 3, we show how to generate Gaussian quadrature
formulas satisfying (1.4). From now on and for a given integer h, 0  h  N − 1,
we split up an N ×N matrix into blocks as follows:
A =
([A]1,1 [A]1,2
[A]2,1 [A]2,2
)
,
where
[A]1,1 ∈ Ch×h, [A]1,2 ∈ Ch×(N−h),
[A]2,1 ∈ C(N−h)×h, [A]2,2 ∈ C(N−h)×(N−h).
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For a given matrix A satisfying [AnA]1,1 = [A∗A∗n]1,1, we define the polynomial
Ph,A(t) =
([An]1,1 [An]1,2
θ θ
)
Pn(t)
+
(− [AnA]1,1 [Bn−1]1,2
θ Id(N−h)
)
Pn−1(t). (1.5)
Firstly we prove that the zeros of Ph,A are real. To do that we show that they are the
eigenvalues of the following perturbation of the truncated N-Jacobi matrix associated
with (Pn)n (see (1.2)) of size (n− 1)N + h:
J(n−1)N+h,A
=

B0 A1 . . . θ θ
A∗1 B1 . . . θ θ
...
...
.
.
.
...
...
θ θ . . . Bn−2
([An−1]1,1[
An−1
]
2,1
)
θ θ . . .
([A∗n−1]1,1 [A∗n−1]1,2) [Bn−1 + AnA]1,1

.
(1.6)
More precisely, we will prove:
Theorem 1.1. Let A be an N ×N matrix satisfying [AnA]1,1 = [A∗A∗n]1,1. Then
the zeros of the matrix polynomial Ph,A defined by (1.5) are the same as those of
the polynomial det(tId(n−1)N+h − J(n−1)N+h,A) and with the same multiplicity. This
multiplicity is equal to N − rank(Ph,A(a)).
For A = θ , Theorem 1.1 is an extension of the result which establishes that the
zeros of Pn−1 are the eigenvalues of the truncated N-Jacobi matrix of size (n− 1)N
(see Lemma 2.1 of [6]); here, for a truncation of the N-Jacobi matrix of any size
we find a polynomial, a matrix combination of two consecutive Pn, whose zeros are
precisely the eigenvalues of this truncation of the N-Jacobi matrix.
The zeros of Ph,A are then the nodes for the following Gaussian quadrature for-
mula:
Theorem 1.2. Let n ∈ N be a nonnegative integer and let A be an N ×N matrix
satisfying [AnA]1,1 = [A∗A∗n]1,1. We write xk (k = 1, . . . , m) for the different zeros
of the matrix polynomial Ph,A(t) defined by (1.5) and h,Ak for the matrices
h,Ak =
lk
(det(Ph,A(t)))(lk)(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk)Qh,A(xk), (1.7)
where lk is the multiplicity of xk,
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Qh,A(t) =
([An]1,1 [An]1,2
θ θ
)
Qn(t)
+
(−[AnA]1,1 [Bn−1]1,2
θ Id(N−h)
)
Qn−1(t), (1.8)
and (Qn)n are the matrix polynomials of the second kind defined by (1.3). Then:
1. There is a subspace X ⊂ CN×N of dimension hN such that for any matrix poly-
nomial P(t) = R(t)+ Ct2n−2 with degr(R)  2n− 3 and C ∈ X, the follow-
ing formula holds:∫
P(t) dW(t) =
m∑
k=1
P(xk)
h,A
k . (1.9)
Moreover, we have that
X = {C ∈ CN×N : the (N − h) last columns of C−1n−1 vanish}.
2. The matrices h,Ak are positive semidefinite of rank lk, k = 1, . . . , m. Therefore,∑m
k=1 rank(
h,A
k ) = (n− 1)N + h.
We complete Section 3 by giving some examples of these Gaussian quadrature
formulas.
In Section 4 we prove the converse of Theorem 1.2, that is, any Gaussian quadra-
ture formula for a matrix weight has the form given in that theorem:
Theorem 1.3. For n ∈ N, 0 < h  N − 1, let xk ∈ C andGk ∈ CN×N, k = 1, . . . ,
m, the nodes and the quadrature coefficients of a Gaussian quadrature formula for
a matrix weight W, that is,
∑m
k=1 rank(Gk) = (n− 1)N + h and there is a sub-
space X ⊂ CN×N of dimension hN such that for any matrix polynomial P(t) =
R(t)+ Ct2n−2 with degr(R)  2n− 3 and C ∈ X, the following formula holds:∫
P(t) dW(t) =
m∑
k=1
P(xk)Gk.
Then there exists a sequence (Pn)n of orthonormal matrix polynomials for W such
that:
1. n  m  (n− 1)N + h.
2. x1, . . . , xm ∈ C are the different zeros of the matrix polynomial
Ph,A(t) =
([An]1,1 [An]1,2
θ θ
)
Pn(t)
+
(−[AnA]1,1 [Bn−1]1,2
θ Id(N−h)
)
Pn−1(t)
each one with multiplicity rank(Gk), where A is the matrix
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A =
m∑
k=1
Pn(xk)G
∗
kP
∗
n−1(xk).
3. Gk, k = 1, . . . , m, are given by
Gk = lk
(det(Ph,A(t)))(lk)(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk)Qh,A(xk),
where lk = rank(Gk) = multiplicity of xk, and
Qh,A(t) =
([An]1,1 [An]1,2
θ θ
)
Qn(t)
+
(−[AnA]1,1 [Bn−1]1,2
θ Id(N−h)
)
Qn−1(t).
4. The quadrature weights Gk are hermitian and the nodes xk are real, k = 1, . . . ,
m, if and only if [AnA]1,1 = [A∗A∗n]1,1.
2. Quadrature formulae of the highest degree of precision
Let us consider a quadrature formula for a matrix weight W, with nodes at xk ∈ C,
k = 1, . . . , m, quadrature coefficients Gk , k = 1, . . . , m, satisfying (1.4) and with
the highest degree of precision which, according to the introduction, is, in this case,
equal to 2n− 3. In this section we study whether such a quadrature formula still hold
for some matrix polynomials of degree 2n− 2.
To do that, we write
X =
{
P : degr(P )  2n− 2,
∫
P(t) dW(t) =
m∑
k=1
P(xk)Gk
}
≡P2n−3N×N ⊕X (2.1)
and
Y =
{
P : degr(P )  n− 1,∫
P(t) dW(t)Q∗(t) =
m∑
k=1
P(xk)GkQ
∗(xk) for all Q ∈ Pn−1N×N
}
≡Pn−2N×N ⊕ Y, (2.2)
where P ∈ PrN×N ⊕ Z if P(t) = R(t)+ Atr+1 with A ∈ Z ⊆ CN×N and
degr(R)  r.
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From the definition of the spaces X and Y, it follows straightforwardly that
X = Y .
The following lemma establishes a bound for the dimension of the set of polyno-
mials of degree 2n− 2 for which the quadrature formula still hold.
Lemma 2.1. With the previous hypothesis, dimX  hN .
Proof. Taking into account thatX = Y , it will be enough to prove that dimY  hN .
Let us consider the linear space
CN×N × · · · × CN×N︸ ︷︷ ︸
m
,
and the equivalence relation defined by
(A1, . . . , Am) ∼ (B1, . . . , Bm)⇔ (Ak − Bk)Gk = θ, k = 1, . . . , m.
We now consider the linear mapping defined by
T : Y −→ CN×N × · · · × CN×N/ ∼
P −→ (P(x1), . . . , P (xm)),
where Y is the linear subspace of matrix polynomials defined in (2.2) and CN×N ×
· · · × CN×N/ ∼ is the quotient linear space defined by the equivalence relation ∼
on CN×N × · · · × CN×N .
Then T is injective. Indeed, let P ∈ Y, P /= θ . We have to prove that there ex-
ists k, 1  k  m, such that P(xk)Gk /= θ . Taking into account that the sequence
(Pk)kn−1 of orthonormal matrix polynomials with respect to W forms a basis of the
linear space Pn−1N×N , we can write P =
∑n−1
k=0 CkPk . Since P /= θ then, Ck /= θ for
at least one k, hence∫
P(t) dW(t)P ∗(t) =
n−1∑
k=1
CkC
∗
k /= θ.
By applying the quadrature formula
θ /=
∫
P(t) dW(t)P ∗(t) =
m∑
k=1
P(xk)GkP
∗(xk).
We can deduce that there exists k, 1  k  m, such that P(xk)Gk /= θ . This proves
that T is injective.
We then have
dim(Y)  dim
(
CN×N × · · · × CN×N/ ∼ )
=N
m∑
k=1
rank(Gk) = (n− 1)N2 + hN.
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On the other hand, Y ≡ Pn−2N×N ⊕ Y , then
dim(Y) = (n− 1)N2 + dim(Y ),
from where it follows that dim(Y )  hN . 
We complete this section with a technical lemma which gives the structure of the
linear space X ∈ CN×N which appears in (2.1).
Lemma 2.2. Let X ⊆ CN×N be a left ideal, that is a subspace satisfying that
if A ∈ X and B ∈ CN×N, then BA ∈ X. (2.3)
Then there exist m ∈ N and a matrix M0 ∈ X such that dim(X) = mN and
rank(M0) = m. Moreover, for any M ∈ X with rank(M) = m, we have that
X = {CM : C ∈ CN×N}.
Proof. Let H = {u ∈ CN : u is a row vector for some matrix A ∈ X}. We put m =
dim(H) and consider a matrix C ∈ CN×N with rank(C) = N −m and satisfying
uC = θ if and only if u ∈ H . We also write C for the linear mapping defined by C,
C : CN×N −→ CN×N
A −→ AC.
Taking into account the definition of the linear space H, the choice of the matrix
C, and the property (2.3) of X (let us remark that this property implies that for any
u ∈ H , the matrices
u
θ
...
θ
 ,

θ
u
...
θ
 , . . . ,

θ
θ
...
u

are in X) we get that Ker(C) = X, and hence
dim(X) = dim(Ker(C)) = N(N − rank(C)) = Nm.
We now choose a basis u1, . . . , um of H. Then, it is easy to see that the matrix
M0 =

u1
...
um
θ
...
θ

is in X, and clearly rank(M0) = m.
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Finally if we take M ∈ X with rank(M) = m, then by the property (2.3) we have
that {
CM : C ∈ CN×N} ⊆ X,
but dim{CM : C ∈ CN×N } = N rank(M) = mN ; since also dim(X) = mN , we
conclude that{
CM : C ∈ CN×N
}
= X. 
3. Gaussian quadrature formulae
In this section, we study the zeros of the matrix polynomial Ph,A defined by (1.5),
and how to use them to generate Gaussian quadrature formulae.
By using the three-term recurrence relation (1.1) in (1.5) we can write
Ph,A(t) =
(
tIdh − [Bn−1 + AnA]1,1 θ
θ Id(N−h)
)
Pn−1(t)
−
([A∗n−1]1,1 [A∗n−1]1,2
θ θ
)
Pn−2(t). (3.1)
We will use both expressions of Ph,A(t) alike.
We start by proving Theorem 1.1.
Proof of Theorem 1.1. Let a be an eigenvalue of the matrix J(n−1)N+h,A defined
by (1.6) and let v be an eigenvector (v /= θ) of this matrix corresponding to the
eigenvalue a. We write v as a block column
v =

v0
v1
...
vn−1
 , (3.2)
where vi ∈ CN, i = 0, . . . , n− 2, vn−1 ∈ Ch and we write
vi =

v1i
v2i
...
vNi
 , vn−1 =

v1n−1
v2n−1
...
vhn−1
 .
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The equation J(n−1)N+h,Av = av can be written as follows:
B0v0 + A1v1 = av0,
A∗1v0 + B1v1 + A2v2 = av1,
...
A∗n−2vn−3 + Bn−2vn−2 +
([An−1]1,1
[An−1]2,1
)
vn−1 = avn−2,([A∗n−1]1,1 [A∗n−1]1,2) vn−2 + [Bn−1 + AnA]1,1vn−1 = avn−1.
(3.3)
Using the three-term recurrence relation for Pn, and that Ak is nonsingular, the first
(n− 1) equations read
v1 = P1(a)v0,
v2 = P2(a)v0,
...
vn−2 = Pn−2(a)v0,(
Idh
θ
)
vn−1 = Pn−1(a)v0.
(3.4)
This shows that v0 /= θ (otherwise v = θ). From the last equation in (3.4) we obtain
that the N − h last entries of the vector Pn−1(a)v0 vanish, and then(
aIdh θ
θ θ
)
Pn−1(a)v0 =
(
aIdh θ
θ Id(N−h)
)
Pn−1(a)v0. (3.5)
By writing the last equation in (3.3) as([A∗n−1]1,1 [A∗n−1]1,2
θ θ
)
vn−2 +
([Bn−1 + AnA]1,1 θ
θ θ
)(
Idh
θ
)
vn−1
=
(
aIdh θ
θ θ
)(
Idh
θ
)
vn−1,
and using (3.4) and (3.5) we obtain that[(
aIdh − [Bn−1 + AnA]1,1 θ
θ Id(N−h)
)
Pn−1(a)
−
([A∗n−1]1,1 [A∗n−1]1,2
θ θ
)
Pn−2(a)
]
v0 = θ.
Hence, (3.1) shows that Ph,A(a) is singular, i.e., a is a zero of Ph,A(t). If we put
R(a, Ph,A(t)) =
{
v ∈ CN : Ph,A(a)v = θ
}
,
then v0 ∈ R(a, Ph,A(t)).
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Conversely, it is easy to see that if Ph,A(a)v0 = θ and we write vk = Pk(a)v0, k =
1, . . . , n− 2, and vn−1 = (Ih θ)Pn−1(a)v0, then v defined by (3.2) is an eigenvector
for J(n−1)N+h,A corresponding to a.
The rest can be proved as in Lemma 2.1 of [6]. 
According to Theorem 1.1 if a is a zero of Ph,A then its multiplicity is equal to
N − rank(Ph,A(a)), that is, the dimension of{
v ∈ CN : Ph,A(a)v = θ
}
.
If we put p for the multiplicity of a, Lemma 2.2 of [3] gives that(
Adj(Ph,A(t))
)(l)
(a) = θ for l = 0, . . . , p − 2.
This means that a is a zero of multiplicity at least p − 1 of each entry of Adj(Ph,A(t)).
Hence a is a zero of multiplicity at least p − 1 of each entry of P(t)Adj(Ph,A(t))
for any matrix polynomial P. On the other hand, from the structure of Ph,A(t) we
deduce that the degree of each entry of the h first columns of Adj(Ph,A(t)) is at most
(n− 1)N + h− n, and each entry of its (N − h) last columns have degree at most
(n− 1)N + h− n+ 1. Hence, if we multiply Adj(Ph,A(t)) to the left by a matrix
polynomialP(t) of degree less than or equal to n− 1, the entries of P(t)Adj(Ph,A(t))
have degree at most (n− 1)N + h− 1 (the entries of the h first columns) or
(n− 1)N + h (the entries of the N − h last columns). Since det(Ph,A(t)) has degree
(n− 1)N + h we can obtain the following decomposition:
P(t)P−1h,A(t) =
1
det(Ph,A(t))
P (t)Adj(Ph,A(t))
=
m∑
k=1
C
h,A
k
1
t − xk +K, (3.6)
where K is a constant matrix whose h first columns vanish.
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. (1) We consider the matrix polynomial
P˜h,A(t) = Ph,A(t)+
(
θ θ
θ tId(N−h)
)
Pn−1(t). (3.7)
The three-term recurrence relation for (Pn)n and (1.5) shows that the leading coeffi-
cient of P˜h,A(t) is just n−1 (where n−1 is the leading coefficient of Pn−1), which
is nonsingular. Hence, given a matrix polynomial P of degree less than or equal to
2n− 2 we can write
P(t) = C(t)P˜h,A(t)+ R(t) (3.8)
with degr(C(t))  n− 2, degr(R) n− 1. According to (3.6) we can write
R(t)(Ph,A(t))
−1 =
m∑
k=1
C
h,A
k
t − xk +K, (3.9)
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where K is a constant matrix and the matrices Ch,Ak are given by
C
h,A
k = R(xk)
lk
(det(Ph,A(t)))(lk)(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk). (3.10)
From lemma 2.2 of [3] we have that Ph,A(xk)(Adj(Ph,A(t)))(lk−1)(xk) = θ, which
using (1.5) gives([An]1,1 [An]1,2
θ θ
)
Pn(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk)
= −
(−[AnA]1,1 [Bn−1]1,2
θ Id(N−h)
)
Pn−1(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk).
This shows that the last N − h rows of Pn−1(xk)(Adj(Ph,A(t)))(lk−1)(xk) vanish.
Hence
R(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk)
= P(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk)
−C(xk)P˜h,A(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk)
= P(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk)
−C(xk)
(
θ θ
θ tId(N−h)
)
Pn−1(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk)
= P(xk)
(
Adj(Ph,A(t))
)(lk−1)(xk). (3.11)
Taking again into account that Ph,A(xk)(Adj(Ph,A(t)))(lk−1)(xk) = θ, we see that
P(t) =C(t)P˜h,A(t)+
m∑
k=0
C
h,A
k
t − xk Ph,A(t)+KPh,A(t)
=C(t)P˜h,A(t)+
m∑
k=0
C
h,A
k
Ph,A(t)− Ph,A(xk)
t − xk +KPh,A(t).
From the definition of the polynomial Qh,A(t) it follows that∫
P(t) dW(t) =
∫
C(t)P˜h,A(t) dW(t)+
m∑
k=0
C
h,A
k Qh,A(xk)
+
∫
KPh,A(t) dW(t).
Write B for the leading coefficient of P and assume that B ∈ X, that is, the last
N − h columns of B−1n−1 vanish. According to (3.8) and taking into account that
the leading coefficient of P˜h,A is n−1, we have
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B = Cn−1,
where C is the leading coefficient of C(t), that is, C = B−1n−1, and so, we have that
the last N − h columns of C vanish. This implies that
degr
[
C(t)
(
θ θ
θ tId(N−h)
)]
 n− 2
(let us remember that degr(C(t))  n− 2).
Hence, taking into account (1.5) and (3.7) we get that
∫
C(t)P˜h,A(t) dW(t) = θ ,
and by orthogonality, for n  1,
∫
KPh,A(t) dW(t) = θ . Thus we get∫
P(t) dW(t) =
m∑
k=0
C
h,A
k Qh,A(xk).
Then, part (1) of Theorem 1.2 follows from the definition of the matrices h,Ak (see
(1.7)), (3.10) and (3.11).
Before to give the proof of Theorem 1.2(2) we need some formulae and prelimi-
nary results.
Lemma 3.1. If t ∈ R, then:
(1) Qh,A(t)P ∗n−1(t)− Ph,A(t)Q∗n−1(t) =
(
Idh θ
θ θ
)
. (3.12)
(2) P ∗n−2(t)
([An−1]1,1 θ[
An−1
]
2,1 θ
)
Pn−1(t)
−P ∗n−1(t)
([A∗n−1]1,1 [A∗n−1]1,2
θ θ
)
Pn−2(t)
= P ∗n−1(t)Ph,A(t)− P ∗h,A(t)Pn−1(t). (3.13)
(3) A∗n−1Pn−2(t)Q∗h,A(t)+ Ph,A(t)Q∗n−2(t)An−1
= A∗n−1Qn−2(t)P ∗h,A(t)+Qh,A(t)P ∗n−2(t)An−1. (3.14)
(4) Qh,A(t)P ∗h,A(t) = Ph,A(t)Q∗h,A(t). (3.15)
(5) For any zero xk, k = 0, . . . , m, of Ph,A, and any given v ∈ L(xk, Ph,A(t)) =
{v ∈ CN : v∗Ph,A(xk) = θ}, we have that
v∗Qh,A(xk)P ∗n−2(xk)An−1 = v∗
(
xkIdh − [Bn−1 + AnA]1,1 θ
θ Id(N−h)
)
.
(3.16)
(6) For any zero xk, k = 0, . . . , m, of Ph,A, the matrix Q∗h,A(xk) defines an iso-
morphism from L(xk, Ph,A(t)) into R(xk, Ph,A(t)). Its inverse mapping is the
isomorphism defined by the matrix
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θ θ
θ Id(N−h)
)
A∗n−1Pn−2(xk)+ Pn−1(xk).
Proof. (1)–(4) are straightforwardly deduced from the Liouville–Ostrogradski for-
mula (see [3] for instance) by taking into account that for all n ∈ N, Pn(t)Q∗n(t) =
Qn(t)P
∗
n (t), and that [Bn−1 + AnA]1,1 is hermitian.
(5) Fix v ∈ L(xk, Ph,A(t)). By multiplying in (3.14) to the left by v∗, taking into
account that for all n ∈ N Pn(t)Q∗n(t) = Qn(t)P ∗n (t), we get
v∗Qh,A(xk)P ∗n−2(xk)An−1
= v∗A∗n−1
(
Pn−2(xk)Q∗h,A(xk)−Qn−2(xk)P ∗h,A(xk)
)
= v∗A∗n−1
(
Pn−2(xk)Q∗n−1(xk)−Qn−2(xk)P ∗n−1(xk)
)
×
(
xkIdh − [Bn−1 + AnA]1,1 θ
θ Id(N−h)
)
= v∗A∗n−1(A∗n−1)−1
(
xkIdh − [Bn−1 + AnA]1,1 θ
θ Id(N−h)
)
,
where in the last equality we have used the Liouville–Ostrogradski formula.
(6) Let xk be a zero of Ph,A(t). Let us consider the linear mapping defined by
Qh,A(xk),
Q∗h,A(xk) : L(xk, Ph,A(t)) −→ R(xk, Ph,A(t)).
Firstly, since for all v ∈ L(xk, Ph,A(t)), v∗Ph,A(xk) = P ∗h,A(xk)v = θ , we de-
duce, taking into account (3.15), that
Ph,AQ
∗
h,A(xk)v = Qh,A(xk)P ∗h,A(xk)v = θ,
and thus, the mapping is well defined.
Secondly, given v ∈ L(xk, Ph,A(t)), by multiplying in (3.12) to the left by v∗ we
obtain
v∗Qh,A(xk)P ∗n−1(xk) = v∗
(
Idh θ
θ θ
)
. (3.17)
By multiplying in (3.16) to the right by the matrix(
θ θ
θ Id(N−h)
)
,
we get
v∗Qh,A(xk)P ∗n−2(xk)An−1
(
θ θ
θ Id(N−h)
)
= v∗
(
θ θ
θ Id(N−h)
)
. (3.18)
Adding (3.17) and (3.18) we conclude that the mapping is injective, but
dim(R(xk, Ph,A(t))) = dim(L(xk, Ph,A(t))), so, the mapping is an isomorphism.
Eqs. (3.17) and (3.18) show that its inverse mapping is just defined by the matrix
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θ θ
θ Id(N−h)
)
A∗n−1Pn−2(xk)+ Pn−1(xk). 
We are now ready to prove part (2) of Theorem 1.2.
We proceed in several steps:
Step 1. The matrices h,Ak , k = 1, . . . , m, are hermitian.
Indeed, by (3.15), the matrix (Ph,A(t))−1Qh,A(t) is hermitian when t ∈ R is not
a zero of Ph,A. Step 1 follows immediately from the decomposition
m∑
k=0
h,Ak
t − xk = (Ph,A(t))
−1Qh,A(t).
Step 2. rank(h,Ak ) = lk , k = 1, . . . , m.
By using Lemma 2.2 of [3] it is easy to check that rank(Adj(Ph,A(t)))(lk−1)(xk)
= lk . Since the left eigenvectors of (Adj(Ph,A(t)))(lk−1)(xk) associated with 0
are left eigenvectors of h,Ak associated with 0, (see (1.7)), it will be enough to
prove that the left eigenvectors of h,Ak associated with 0 are left eigenvectors of
(Adj(Ph,A(t)))(lk−1)(xk) associated with 0.
Suppose on the contrary that there exists v ∈ CN such that v∗h,Ak = θ , and
v∗(Adj(Ph,A(t)))(lk−1)(xk) /= θ. Write u∗ = v∗(Adj(Ph,A(t)))(lk−1)(xk) /= θ. By
multiplying in (3.12) to the left by u∗ and taking into account that
(Adj(Ph,A(t)))(lk−1)(xk)Ph,A(xk) = θ , we get that
θ = u∗
(
Idh θ
θ θ
)
. (3.19)
On the other hand, u∗Ph,A(xk) = θ and u∗Qh,A(xk) = θ . By the definition of Ph,A(t)
and Qh,A(t) and taking into account (3.19), we obtain
u∗Pn−1(xk) = θ and u∗Qn−1(xk) = θ.
By multiplying to the left in the Liouville–Ostrogradski formula
Qn−1(xk)P ∗n−2(xk)An−1 − Pn−1(xk)Q∗n−2(xk)An−1 = IdN,
it follows that u∗ = θ , which contradicts our assumption. Hence, Step 2 is proved.
We take vectors v1, . . . , vlk satisfying the following properties:
• vi is a left eigenvector of the matrix h,Ak associated with an eigenvalue αi /= 0,
i = 1, . . . , lk .
• v∗i vj = δij , i, j = 1, . . . , lk .
Step 3. The matrices h,Ak , k = 1, . . . , m, are positive semidefinite.
For i = 1, . . . , lk ,(
v∗i (Adj(Ph,A(t)))(lk−1)(xk)
)∗ ∈ L(xk, Ph,A(t)),
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by the isomorphism given in Lemma 3.1(6), there exists u ∈ R(xk, Ph,A(t)) such
that
u∗
[
P ∗n−2(xk)An−1
(
θ θ
θ Id(N−h)
)
+ P ∗n−1(xk)
]
= v∗i
(
Adj(Ph,A(t))
)(lk−1)(xk). (3.20)
Since Qh,A(xk) is the inverse mapping of
P ∗n−2(xk)An−1
(
θ θ
θ Id(N−h)
)
+ P ∗n−1(xk),
we have from (3.20) that
v∗i
(
Adj(Ph,A(t))
)(lk−1)(xk)Qh,A(xk) = u∗.
Then, by the definition of the matrix h,Ak (see (1.7)) we deduce that
αiv
∗
i = v∗i h,Ak =
u∗
(det(Ph,A(t)))(lk)(xk)
,
consequently
u∗ = αi
(
det(Ph,A(t))
)(lk)(xk)v∗i . (3.21)
We write βi = αi(det(Ph,A(t)))(lk)(xk).
From Lemma 2.2 of [3] we have that(
det(Ph,A(t))
)(lk)(xk)IdN
= (Adj(Ph,A(t)))(lk)(xk)Ph,A(xk)+ (Adj(Ph,A(t)))(lk−1)(xk)P ′h,A(xk),
and from what has already been proved, we obtain(
det(Ph,A(t))
)(lk)(xk)
= v∗i
(
Adj(Ph,A(t))
)(lk−1)(xk)P ′h,A(xk)vi
= βiv∗i
[
P ∗n−2(xk)An−1
(
θ θ
θ Id(N−h)
)
+ P ∗n−1(xk)
]
P ′h,A(xk)vi .
(3.22)
From the structure of Ph,A we see that(
Idh θ
θ θ
)
Ph,A(t) = Ph,A(t)−
(
θ θ
θ Id(N−h)
)
Pn−1(t)
and then as vi ∈ R(xk, Ph,A(t)) we have
βiv
∗
i P
∗
n−1(xk)
(
Idh θ
θ θ
)
= βiv∗i P ∗n−1(xk). (3.23)
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By (3.23) and substituting the expression of P ′h,A(xk) (see (3.1)) in (3.22) we obtain(
det(Ph,A(t))
)(lk)(xk)
= βiv∗i
[
P ∗n−2(xk)An−1
(
θ θ
θ Id(N−h)
)
P ′n−1(xk)+ P ∗n−1(xk)Pn−1(xk)
+P ∗n−1(xk)
(
xkIdh − [Bn−1 + AnA]1,1 θ
θ Id(N−h)
)
P ′n−1(xk)
−P ∗n−1(xk)
([A∗n−1]1,1 [A∗n−1]1,2
θ θ
)
P ′n−2(xk)
]
vi .
By (3.23), the last term in this equation is equal to
βiv
∗
i P
∗
n−1(xk)A∗n−1P ′n−2(xk)vi .
Then, by the Christoffel–Darboux formula (see Section 2 of [3]) and taking into
account (3.23), we see that(
det(Ph,A(t))
)(lk)(xk)
= βiv∗i
[
P ∗n−2(xk)An−1
(
θ θ
θ Id(N−h)
)
P ′n−1(xk)
+P ∗n−1(xk)
(
xkIdh − [Bn−1 + AnA]1,1 θ
θ Id(N−h)
)
P ′n−1(xk)
+
n−1∑
j=0
P ∗j (xk)Pj (xk)− P ∗n−2(xk)An−1P ′n−1(xk)
]
vi
= βiv∗i
n−1∑
j=0
P ∗j (xk)Pj (xk)vi + βiv∗i
[
P ∗n−2(xk)An−1
(−Idh θ
θ θ
)
+P ∗n−1(xk)
(
xkIdh − [Bn−1 + AnA]1,1 θ
θ Id(N−h)
)]
P ′n−1(xk)vi
= βiv∗i
n−1∑
j=0
P ∗j (xk)Pj (xk)vi .
Notice that the last equality is a consequence of the expression of Ph,A given in (3.1)
and that vi ∈ R(xk, Ph,A(t)).
Using (3.21) we finally find that
αi = αiv∗i vi =
u∗vi(
det(Ph,A(t))
)(lk)(xk)
= βiv
∗
i vi
βiv
∗
i
∑n−1
j=0 P ∗j (xk)Pj (xk)vi
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= 1
v∗i
∑n−1
j=0 P ∗j (xk)Pj (xk)vi
> 0,
and the theorem is proved. 
To complete this section we give some examples.
Examples
In both examples we consider N = 2, n = 2, h = 1 and A = θ .
Example 1. Consider the orthonormal matrix polynomials with respect to the weight
matrix function
dW(t) = 1
2
√
5
√
16t2 + 9t4 − 17t2√
16 + 9t2 χ[−5/2,5/2](t)
×
 3|t |+
√
16+9t2
2
√
2
2
√
2 sign(t)
2
√
2 sign(t) −6|t |+2
√
16+9t2√
2
 dt,
where
sign(t) =

1 if t > 0,
−1 if t < 0,
0 if t = 0.
The recurrence coefficients are then given by (see [4, p. 331])
An =
(
1 0
0 14
)
, Bn =
(
0 1
1 0
)
, n  0.
In this case the matrix polynomial P1,θ defined by (1.5) is
P1,θ (t) =
(−1 + t2 −t
4 4t
)
.
The polynomial P1,θ has three different zeros x1 = 0, x2 = −
√
2, x3 =
√
2, each
one with multiplicity equal to 1.
The matrix polynomial Q1,θ given by (1.8) is
Q1,θ (t) =
(
t 0
0 4
)
,
which gives the following quadrature coefficients:
1,θ1 =
(
0 0
0 12
)
, 1,θ2 =
( 1
2 −
√
2
4
−
√
2
4
1
4
)
, 1,θ3 =
( 1
2
√
2
4√
2
4
1
4
)
.
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Since
1 =
(
1 0
0 4
)
,
Theorem 1.2 gives the following Gaussian quadrature formula: for any matrix poly-
nomial P(t) = Ct2 +Dt + E, with D,E ∈ C2×2, and
C ∈ X =
{
F
(
1 0
0 0
)
: F ∈ C2×2
}
,
it holds∫
P(t) dW(t) =
3∑
k=1
P(xk)
1,θ
k = C
(
2 0
0 1
)
+D
(
0 1
1 0
)
+ E.
By computing the three first moments of the weight matrix W we have that for any
P(t) = Ct2 +Dt + E, with C,D,E ∈ C2×2,∫
P(t) dW(t) = C
(
2 0
0 54
)
+D
(
0 1
1 0
)
+ E,
which shows that the Gaussian quadrature formula holds only when C ∈ X.
Example 2. Consider the orthonormal matrix polynomials with respect to the weight
matrix function
dW(t) = 1
2
√
4
t2 − 2t − 1
×
[(
1 − t −1
−1 1 − t
)
χ[1−√5,0](t)+
(
t − 1 −1
−1 t − 1
)
χ[2,1+√5](t)
]
dt.
The recurrence coefficients are then given by (see [4, p. 332])
An =
(
1 0
0 −1
)
, Bn =
(
1 1
1 1
)
, n  0.
In this case the matrix polynomial P1,θ defined by (1.5) is
P1,θ (t) =
(
(−2 + t)t 1 − t
1 1 − t
)
.
The polynomial P1,θ has three different zeros x1 = 1, x2 = 1 −
√
2, x3 = 1 +
√
2,
each one with multiplicity equal to 1.
The matrix polynomial Q1,θ given by (1.2) is
Q1,θ (t) =
(
t − 1 0
0 −1
)
,
which gives the following quadrature coefficients:
1,θ1 =
1
2
(
0 0
0 1
)
, 1,θ2 =
−1
4
(−2 √2√
2 1
)
, 1,θ3 =
−1
4
( −2 −√2
−√2 1
)
.
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Since
1 =
(
1 0
0 −1
)
,
Theorem 1.2 gives the following Gaussian quadrature formula: for any matrix poly-
nomial P(t) = Ct2 +Dt + E, with D,E ∈ C2×2, and
C ∈ X =
{
F
(
1 0
0 0
)
: F ∈ C2×2
}
,
it holds∫
P(t) dW(t) =
3∑
k=1
P(xk)
1,θ
k = C
(
3 2
2 2
)
+D
(
1 1
1 1
)
+ E.
By computing the three first moments of the weight matrix W we have that for any
P(t) = Ct2 +Dt + E, with C,D,E ∈ C2×2,∫
P(t) dW(t) = C
(
3 2
2 1
)
+D
(
1 1
1 1
)
+ E,
which shows that the Gaussian quadrature formula holds only when C ∈ X.
4. Proof of Theorem 1.3
This section will be devoted to prove Theorem 1.3.
Proof of Theorem 1.3. (1) Since 1  rank (Gk)  N , we have that
m 
m∑
k=1
rank(Gk) = (n− 1)N + h  mN
therefore (n− 1)N + h  mN and n  m+ (1 − h/N)  m.
To prove (2) we assume that the linear space X has the special form
X = {C ∈ CN×N : the (N − h) last columns of C vanish}. (4.1)
The general case will be considered later.
Let us choose a sequence of orthonormal matrix polynomials (Pn)n associated
with the matrix weight W with lower triangular leading coefficients (which is always
possible: see [7, p. 267]).
The key in the proof of Theorem 1.3 will be the following lemma which we prove
at the end of this section and which establishes the existence of a certain interpolation
matrix polynomial at the nodes of the quadrature formula:
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Lemma 4.1. Assuming (4.1) and under the same hypothesis as in Theorem 1.3,
there exists a finite set  of complex numbers and for each y ∈ C\, there exists a
matrix polynomial Qy(t) =∑ni=0 Diti, Di ∈ CN×N, such that:
(a) for y ∈ C\, det([Pn−1(y)]2,2) /= 0;
(b) the (N − h) last columns of the leading coefficient Dn of Qy vanish, that is
Dn = Dn
(
Idh θ
θ θ
)
; (4.2)
(c) the polynomial Qy satisfies the interpolation conditions{
Qy(xk)G
∗
k = θ, k = 1, . . . , m,
Qy(y) = IdN . (4.3)
(2) To prove that the zeros of Ph,A are the nodes of the quadrature formula each
one with multiplicity rank(Gi), i = 1, . . . , m, we prove the following three steps:
First step: the zeros of the matrix polynomial Ph,A are the same and with the same
multiplicity as those of any matrix polynomial
P(t) = Ph,A(t)+
(
θ E
θ θ
)
Pn−1(t), (4.4)
where E ∈ Ch×(N−h).
Second step: the zeros of the interpolating polynomial Qy are the nodes of the
quadrature formula, each one with multiplicity rank(Gi), i = 1, . . . , m.
Third step: there exist two matrices  ∈ CN×N , E ∈ Ch×(N−h),  nonsingular
such that
Ph,A(t) = Qy(t)−
(
θ E
θ θ
)
Pn−1(t).
Since  is nonsingular, the zeros of the matrix polynomial Qy are the same and
with the same multiplicity as those of the matrix polynomialQy . By putting P(t) =
Qy(t) in (4.4), it is now enough to apply steps one, two and three to prove part (2)
of Theorem 1.3.
Proof of the first step. Indeed, according to the structure of Ph,A(t) (see (1.5)), given
any v0 ∈ R(xk, Ph,A(t)), it holds that
Pn−1(xk)v0 =
(
Idh θ
θ θ
)
Pn−1(xk)v0.
Thus, for all v0 ∈ R(xk, Ph,A(t)), we have
P(xk)v0 = Ph,A(xk)v0 = θ.
Consequently xk is a zero of P(t) and v0 ∈ R(xk, P (t)).
The converse follows from the expression (1.5) for Ph,A: if xk is a zero of P(t)
and v0 ∈ R(xk, P (t)), then
Pn−1(xk)v0 =
(
Idh θ
θ θ
)
Pn−1(xk)v0.
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From the proof of Theorem 1.1, we know that the multiplicity of any zero xk ,
k = 1, . . . , m, of Ph,A(t) coincides with dim(R(xk, Ph,A(t)).
To complete the proof of the first step it is enough to take into account that
dim(R(xk, Ph,A(t))) = dim(R(xk, P (t))) and that
degr(det(Ph,A(t))) = degr(det(P (t))) = (n− 1)N + h.
Proof of the second step. For y ∈ C\, we consider the interpolation matrix poly-
nomial Q(t) =∑ni=0 Diti that satisfies (4.3) and (4.2) (to simplify the notation
we write here Q instead of Qy). We expand Q(t) =∑ni=0 CiPi(t), where Ci =∫
Q(x) dW(x)P ∗i (x).
By using the quadrature formula and the interpolation conditions (4.3) we have
that Ci = θ , i = 0, . . . , n− 3. So, we get the expansion
Q(t) = CnPn(t)+ Cn−1Pn−1(t).
It must be Cnn = Dn, and then, taking into account that (n)−1 = −1n−1An and
that i , i ∈ N, are lower triangular, we obtain
Cn =
([
Dn
−1
n−1
]
1,1 θ[
Dn
−1
n−1
]
2,1 θ
)
An.
Since Q(xk)G∗k = θ we get from Lemma 2.2 of [6] that the multiplicity of xk (as a
zero of det(Q)) is greater than or equal to rank(Gk), but then
degr(detQ(t)) 
m∑
k=1
mult(xk) 
m∑
k=1
rank (Gk)) = (n− 1)N + h. (4.5)
On the other hand, the degree of the determinant of any matrix polynomial R(t) =
[r(t)ij ]Ni,j=1 of degree n with leading coefficient Rn of rank h is always less than
or equal to (n− 1)N + h. Indeed, there exists a nonsingular matrix F such that
the (N − h) last columns of FRn vanish. Then, the matrix polynomial FR(t) =
[s(t)ij ]Ni,j=1 satisfies that degr(det(R(t))) = degr(det(FR(t))). We check the deter-
minant of FR(t) by the formula given in [8, p.8], that is
det(FR(t)) =
∑
σ
sgn σ
N∏
i=1
s(t)iσ (i),
where the sum runs over all permutations σ of the symmetric group S(n). For a fixed
perturbation, the product s(t)1σ(1), s(t)2σ(2), . . . , s(t)Nσ(N) has at most h elements
of degree at most n, and the other (N − h) have degree less than or equal to (n− 1).
Hence, the degree of det(FR(t)) is less than or equal to nh+ (n− 1)(N − h) =
(n− 1)N + h.
Since Q(t) has degree n and the rank of its leading coefficient Dn is less than or
equal to h (because their (N − h) last columns vanish), we have that
degr(detQ(t))  (n− 1)N + h.
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From this and (4.5) we deduce that degr(detQ(t)) = (n− 1)N + h and that the
matrix Dn has rank equal to h, which is equal to rank(Dn−1n−1). (Without loss of
generality we can assume that det([Dn−1n−1]1,1) /= 0.)
Proof of the third step. We now consider the matrix polynomial
Q(t)+
(
θ θ
θ tId(N−h)
)
Pn−1(t).
If we apply the three-term recurrence relation (1.1), we get
Q(t)+
(
θ θ
θ tId(N−h)
)
Pn−1(t)
=
[([
Dn
−1
n−1
]
1,1 θ[
Dn
−1
n−1
]
2,1 θ
)
+
(
θ θ
θ Id(N−h)
)]
AnPn(t)+ Cn−1Pn−1(t)
+
(
θ θ
θ Id(N−h)
)
Bn−1Pn−1(t)+
(
θ θ
θ Id(N−h)
)
A∗n−1Pn−2(t).
Let
D =
([
Dn
−1
n−1
]
1,1 θ[
Dn
−1
n−1
]
2,1 θ
)
+
(
θ θ
θ Id(N−h)
)
, (4.6)
which is nonsingular. From (4.6), we have
D−1
[
Q(t)+
(
θ θ
θ tId(N−h)
)
Pn−1(t)
]
= AnPn(t)+D−1
[
Cn−1 +
(
θ θ
θ Id(N−h)
)
Bn−1
]
Pn−1(t)
+D−1
(
θ θ
θ Id(N−h)
)
A∗n−1Pn−2(t).
Using again the three-term recurrence formula (1.1) and using that
D−1
(
θ θ
θ Id(N−h)
)
=
(
θ θ
θ Id(N−h)
)
,
we obtain
D−1Q(t) =
(
Idh θ
θ θ
)
AnPn(t)+D−1Cn−1Pn−1(t). (4.7)
And the polynomial D−1Q(t) satisfies (see (4.3)){
D−1Q(xk)G∗k = θ, k = 1, . . . , m,
D−1Q(y) = D−1. (4.8)
To find a more suitable expression of D−1Cn−1, we use the quadrature formula and
the interpolation conditions (4.8). By orthonormality and using the quadrature for-
mula,
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Idh θ
θ θ
)
=
(
Idh θ
θ θ
)∫
Pn−1(x) dW(x)P ∗n−1(x)
=
(
Idh θ
θ θ
) m∑
k=1
Pn−1(xk)GkP ∗n−1(xk).
Then (
Idh θ
θ θ
)
(D−1Cn−1)∗
=
(
Idh θ
θ θ
) m∑
k=1
Pn−1(xk)GkP ∗n−1(xk)(D−1Cn−1)∗.
Applying (4.7) and the interpolation conditions (4.8), we find(
Idh θ
θ θ
)
(D−1Cn−1)∗
= −
(
Idh θ
θ θ
) m∑
k=1
Pn−1(xk)GkP ∗n (xk)A∗n
(
Idh θ
θ θ
)
.
So, if we write A =∑mk=1 Pn(xk)G∗kP ∗n−1(xk), it holds that
D−1Cn−1
(
Idh θ
θ θ
)
=
(− [AnA]1,1 θ
θ θ
)
.
By putting t = y in (4.7) and taking into account that D−1Q(y) = D−1, we get that(
θ θ
θ Id(N−h)
)
D−1 =
(
θ θ
θ
[
D−1Cn−1
]
2,2
)
Pn−1(y).
Therefore, and taking into account (4.6), we have that
−[Dn−1n−1]2,1([Dn−1n−1]1,1)−1 = [D−1Cn−1]2,2[Pn−1(y)]2,1,
Id(N−h) =
[
D−1Cn−1
]
2,2
[
Pn−1(y)
]
2,2.
Since y ∈ C\, it follows from Lemma 4.1 that det([Pn−1(y)]2,2) /= 0. We can then
conclude that[
D−1Cn−1
]
2,2 =
( [
Pn−1(y)
]
2,2
)−1
.
Hence(
Idh θ
θ
[
Pn−1(y)
]
2,2
)
D−1Q(t)
=
(
Idh θ
θ θ
)
AnPn(t)+
(− [AnA]1,1 [D−1Cn−1]1,2
θ Id(N−h)
)
Pn−1(t)
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= Ph,A(t)+
(
θ
[−Bn−1 +D−1Cn−1]1,2
θ θ
)
Pn−1(t).
The third step follows by putting
E = [− Bn−1 +D−1Cn−1]1,2 ∈ Ch×(N−h),
 =
(
Idh θ
θ
[
Pn−1(y)
]
2,2
)
D−1 ∈ CN×N,
which is nonsingular.
The proof of parts (3) and (4) of Theorem 1.3 works as that of Theorem 1.2 of
[5].
To complete the proof of Theorem 1.3 we have to prove it in the case when the
space X is not of the form given by (4.1). To do that we proceed as follows.
Since X is a left ideal then, by Lemma 2.2, there exists a matrix M, rank(M) = h
(since dimX = hN) such that
X = {CM : C ∈ CN×N}.
Since rank(M) = h, there exists a nonsingular matrix S such that the last N − h
columns of MS vanish.
Let us consider the weight W˜ = S−1W [S−1]∗. We now give a quadrature formula
for W˜ which also satisfies the hypothesis of Theorem 1.3:
• The nodes of this quadrature formula are the same xk , k = 1, . . . , m.
• The quadrature coefficients are now S−1Gk[S−1]∗.
The corresponding subspace for this quadrature formula is
X˜ = {C : CS−1 ∈ X}.
Taking into account that X = {CM : C ∈ CN×N } we get
X˜ = {DMS : D ∈ CN×N},
but since the last N − h columns of MS vanish, the last N − h columns of DMS also
vanish, that is
X˜ = {D : the last N − h columns of D vanish}.
Hence, we can now apply Theorem 1.3 to W˜ . So, if we take a sequence (P˜n)n of
orthonormal matrix polynomials associated with the matrix weight W˜ , with lower
triangular leading coefficient, the nodes of the quadrature formula x1, . . . , xm ∈ C
are the different zeros of the matrix polynomial
P˜h,A˜(t) =
([A˜n]1,1 [A˜n]1,2
θ θ
)
P˜n(t)+
(−[A˜nA˜]1,1 [B˜n−1]1,2
θ Id(N−h)
)
P˜n−1(t)
each one with multiplicity rank(S−1Gk[S−1]∗) = rank(Gk), where A˜ is the matrix
A˜ =
m∑
k=1
P˜n(xk)(S
−1Gk[S−1]∗)∗P˜ ∗n−1(xk).
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We consider now the sequence of polynomials Pn = P˜nS−1, n ∈ N, which is or-
thonormal with respect to W. With this choice parts (2)–(4) of Theorem 1.3 can be
easily checked by taking into account that the corresponding matrix polynomials of
the second kind are then Qn = Q˜nS∗. 
We finally prove Lemma 4.1.
Proof of Lemma 4.1. For each k = 1, . . . , m, we write lk = rank(Gk) and vk,j ,
j = 1, . . . , lk , for a system of linearly independent rows of the matrix Gk . The
polynomial Q satisfies the interpolation conditions (4.3) and (4.2) if and only if
the coefficients Di , i = 0, . . . , n, satisfy,
D0
(
vt1,1| · · · |vt1,l1
)+D1(vt1,1| · · · |vt1,l1)x1 + · · · +Dn(vt1,1| · · · |vt1,l1)xn1 = θ,
D0
(
vt2,1| · · · |vt2,l2
)+D1(vt2,1| · · · |vt2,l2)x2 + · · · +Dn(vt2,1| · · · |vt2,l2)xn2 = θ,
...
D0
(
vtm,1| · · · |vtm,lm
)+D1(vtm,1| · · · |vtm,lm)xm + · · · +Dn(vtm,1| · · · |vtm,lm)xnm = θ,
D0 +D1y + · · · +Dnyn = IdN,
Dn
(
θ θ
θ Id(N−h)
)
= θ.
The matrix interpolation polynomial exists if and only if the matrix Ct given by
Ct =

v1,1 v1,1x1 . . . v1,1x
n
1
v1,2 v1,2x1 . . . v1,2x
n
1
...
...
...
...
v1,l1 v1,l1x1 . . . v1,l1x
n
1
...
...
...
...
vm,1 vm,1xm . . . vm,1xnm
...
...
...
...
vm,lm vm,lmxm . . . vm,lmx
n
m
IdN tIdN . . . t
nIdN
θ θ . . .
(
θ Id(N−h)
)

is nonsingular up to a finite set of complex numbers.
First of all, let us notice that since
(l1 + l2 + · · · + lm) =
m∑
k=1
rank(Gk) = (n− 1)N + h
the size of Ct is (n+ 1)N × (n+ 1)N .
Since we assume the leading coefficient n of Pn being a lower triangular matrix,
and n is nonsingular we have that det[n]2,2 /= 0. If we write
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Pn−1(t) =
([Pn−1(t)]1,1 [Pn−1(t)]1,2
[Pn−1(t)]2,1 [Pn−1(t)]2,2
)
,
then we have that
det
([Pn−1(t)]2,2) = det[n−1]2,2t (n−1)(N−h)
+ (terms with degree less than or equal to n− 2),
i.e., det([Pn−1(t)]2,2) is a scalar polynomial of degree (n− 1)(N − h). So, if t is not
a zero of this polynomial, we have that det([Pn−1(t)]2,2) /= 0.
We now consider the matrix Bt ∈ C(N−h)×h being a solution of the linear system
[Pn−1(t)]2,2Bt = −[Pn−1(t)]2,1,
which always exists, except for the roots of det([Pn−1(t)]2,2) which are, anyway,
finitely many. Hence, Bt satisfies(
θ Idh×(N−h)
)
Pn−1(t)
(
Idh
Bt
)
= θ.
We finally consider the matrices
At =

G1 x1G1 . . . x
n
1G1
...
...
.
.
.
...
Gm xmGm . . . x
n
mGm
IdN tIdN . . . t
nIdN
θ θ . . .
(
θ Id(N−h)
)

and
Bt =

P0(x1) . . . P0(xm) θ θ
...
.
.
.
...
...
...
Pn−2(x1) . . . Pn−2(xm) θ θ
Rn−2(t, x1) . . . Rn−2(t, xm) −IdN θ
K1 . . . Km −
(
Idh B
∗
t
θ θ
) (
θ
Id(N−h)
)

,
At ∈ C((m+1)N+N−h)×(n+1)N , Bt ∈ C(n+1)N×((m+1)N+N−h), where
Ki =
(
Idh B
∗
t
θ θ
)
Rn−1(t, xi), i = 1, . . . , m,
Ri(t, x) =
i∑
j=0
P ∗j (t)Pj (x).
To prove the lemma it is enough to prove that det(BtAt ) /= 0 except for at
most a finite set of complex number. Indeed if det(BtAt ) /= 0, then At will have
maximum rank. By part (1) of Theorem 1.3, m  (n− 1)N + h  mN , then
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(n+ 1)N  ((m+ 1)N +N − h) and rank(At ) = (n+ 1)N . Finally, the matrix
Ct is obtained from the matrix At by removing the rows of the matrices G’s which
are linear combinations of the vectors v’s (by the same argument given in Lemma 2.1
in [5]). Therefore, we can conclude that rank(A∗t ) = rank(Ct ). Since rank(A∗t ) =
(n+ 1)N and the size of Ct is (n+ 1)N × (n+ 1)N , we deduce that det(Ct ) /= 0.
It remains to prove that the matrix BtAt is nonsingular, but this can be proved
proceeding as in Lemma 2.1 in [5], that is, using the quadrature formulae to show
that the matrix BtAt is a N ×N block upper triangular matrix, whose diagonal
blocks are nonsingular.
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