Abstract. We discuss a class of upper semi-continuous set-valued functions called irreducible functions, and we develop multiple tools for distinguishing topologically between two inverse limits with irreducible functions. First, we discuss properties of subcontinua of their inverse limits, and we use those properties to show that for certain irreducible functions, given two whose graphs contain different (finite) numbers of maximal nowhere dense arcs, then they have topologically distinct inverse limits. Additionally, we discuss endpoints of inverse limits with irreducible functions, and finally, we apply these tools to obtain a complete classification of the inverse limits of functions from four specific families of irreducible functions.
Introduction
Inverse limits with upper semi-continuous set-valued functions were first introduced by Mahavier in [7] , and they were further developed by Ingram and Mahavier in [2] . One particular area of study with such inverse limits has been indecomposability (see [1, 5, 6, 9, 10] ). All of the set-valued functions considered in this paper have indecomposable continua as their inverse limits. More specifically, all of the functions considered are irreducible functions, as defined in [5] . An irreducible function is defined by its inverse which is the union of continuous single-valued maps (with certain properties).
These functions are a generalization of n-pass open mappings.
In [5] , a sufficient condition was presented for the inverse limits of two irreducible functions to be homeomorphic. This condition is not necessary, however, which might lead one to ask when two irreducible functions might have topologically distinct inverse limits. A partial answer to this question was presented in [3] where chainability was characterized for inverse limits with irreducible functions on the unit interval.
In this paper, we develop additional tools which may be applied to determine when two inverse limits are not homeomorphic, and we use these tool to establish a partial classification of inverse limits with irreducible functions on [0, 1] . Specifically, in Section 2, we look at a specific subclass of irreducible functions, and we show that for a function F in this subclass, every proper subcontinuum of the inverse limit of F is homeomorphic to a subcontinuum of the set {x ∈ X n : x i ∈ F i (x i+1 ) for 1 ≤ i < n} for some n ∈ N. This result is stated in Theorem 2.4.
Then in Section 3, we apply this result to irreducible functions on [0, 1] . We show that if the graphs of two irreducible functions have different (finite) numbers of maximal nowhere dense arcs, and the one with more satisfies the hypotheses of Theorem 2.4, then the two inverse limits are not homeomorphic.
Next, in Section 4, we consider endpoints of inverse limits. A characterization was given in [4] for endpoints of inverse limits with set-valued functions whose inverse was the union of mappings.
In particular, any irreducible function has its inverse equal to a union of mappings, and we show how this characterization can be used to determine precisely which points of the inverse limit are endpoints for certain irreducible functions.
Finally, in Section 5, we define four specific families of irreducible functions on the unit interval.
We implement all of the results from the previous sections in order to give a complete classification of the inverse limits of the functions from these four families.
Background Definitions and Theorems
A set X is a continuum if it is a non-empty, compact, connected subset of a metric space. A subset of a continuum X which is itself a continuum is called a subcontinuum of X. Given a continuum X and a point p ∈ X, we say that p is an endpoint of X if any two subcontinua of X which both contain p are nested. Given a continuum X and two closed subsets A, B ⊆ X, we say that X is irreducible between A and B if no proper subcontinuum of X intersects both A and B.
If X is a continuum, we denote by 2 X the set of all non-empty compact subsets of X. The graph of a function F : X → 2 Y is the set Γ(F ) = {(x, y) ∈ X × Y : y ∈ F (x)}.
A function F : X → 2 Y is called upper semi-continuous if its graph is a closed subset of X × Y .
(This is not the standard definition, but it was shown in [2] that this is equivalent to the standard definition when X and Y are compact Hausdorff spaces.) Suppose X = (X i ) i∈N is a sequence of continua, and F = (F i ) i∈N is a sequence of upper semicontinuous functions such that for each i ∈ N, F i : X i+1 → 2 X i . Then the pair {X, F} is called an inverse sequence, and the inverse limit of that inverse sequence, denoted lim ← − F, is the set
X i : x i ∈ F i (x i+1 ) for all i ∈ N}.
(In this paper, sequences-both finite and infinite-will be written in bold, and their terms will be written in italics.) The continua, X i , are called the factor spaces of the inverse sequence; and the upper semi-continuous functions, F i , are called the bonding functions of the inverse sequence.
Given any continuum X and an upper semi-continuous function F : X → 2 X , there is a naturally induced inverse sequence {X, F} where for each i ∈ N, X i = X and F i = F . In this paper, most of the inverse limits discussed will be induced by a single upper semi-continuous function.
Given an inverse sequence {X, F}, we define for each n ∈ N the set
If X is a sequence of continua and j, k ∈ N, j < k, the projection maps
are defined by π j (x) = x j , and π [j,k] (x) = (x j , . . . , x k ). If {X, F} is an inverse sequence, then we will typically consider these maps to have lim ← − F as their domain rather than writing
This paper is concerned with irreducible functions. Examples of irreducible functions can be found in Section 5 in Figures 1, 2, 3 , and 4 as well as in [3, 5, 6] . We define this term here. Definition 1.1. Let X be an irreducible continuum, and Λ ⊆ [0, 1] be a closed set containing 0 and 1 in which the isolated points are dense. A collection, {f λ } λ∈Λ , of maps from X to itself is called irreducible with respect to a, b ∈ X if X is irreducible between a and b, and the following hold:
(1) a ∈ f λ (X) if and only if λ = 0, and b ∈ f λ (X) if and only if λ = 1.
∈ {a, b}, and Γ(f λ ) ∩ Γ(f µ ) = ∅ if and only if λ and µ are adjacent in Λ (i.e (λ, µ) ∩ Λ = ∅).
(5) If (λ i ) i∈N is a sequence of points in Λ and
A function F : X → 2 X is called irreducible with respect to a, b ∈ X, if there exists a collection of maps {f λ } λ∈Λ which is irreducible with respect to a, b ∈ X such that for all x ∈ X,
When no ambiguity will arise, reference to the points of irreducibility may be dropped, and we will simply say that F : X → 2 X is an irreducible function. Definition 1.2. Given a continuum X which is irreducible between a and b, we define I(X, a, b)
to be the set of all pairs (F, {f λ } λ∈Λ ) such that {f λ } λ∈Λ is a collection of maps from X to itself, irreducible with respect to a, b ∈ X, and F : X → 2 X is the corresponding irreducible function.
If (F, {f λ } λ∈Λ ) ∈ I(X, a, b) for some continuum X and some a, b ∈ X, then we say that (F, {f λ } λ∈Λ ) is an irreducible pair.
A continuum is called decomposable if it is the union of two of its proper subcontinua. A nondegenerate continuum which is not decomposable is called indecomposable.
The inverse limit of an inverse sequence {X, F} is said to have the full projection property if for every proper subcontinuum K of the inverse limit, π n (K) = X n for at most finitely many n ∈ N.
The following theorem was proven in [5, Theorem 3.10] .
Theorem 1.3. Let F : X → 2 X be irreducible with respect to a, b ∈ X. Then lim ← − F has the full projection property and is an indecomposable continuum.
Remark 1.4. In the proof of this theorem, it was shown that for all n ∈ N, Γ n is irreducible between the sets {x ∈ Γ n : x n = a} and {x ∈ Γ n : x n = b}.
In Sections 3 and 4, these sets will be referred to numerous times, so we establish the following notation.
. Then for each n ∈ N, we define the following sets A n = {x ∈ Γ n : x n = 0}, and
Additionally, for each n ∈ N and each λ ∈ Λ, we define a function f
Proper Subcontinua of the Inverse Limit
In this section, we consider proper subcontinua of the inverse limits of irreducible functions.
First, we discuss a method for defining proper subcontinua of inverse limits, then we move toward the main result of this section which is stated in Theorem 2.4. It says that if F : X → 2 X is irreducible with respect to a, b ∈ X, and F (a), F (b) ∈ {{a}, {b}, {a, b}, X}, then every proper subcontinuum of lim ← − F is homeomorphic to a subcontinuum of Γ n for some n ∈ N.
This fact will be instrumental for the results concerning distinguishing between inverse limits in Section 3.
The following theorem was proven by Marsh in [8, Corollary 2.3].
Theorem 2.1 (Marsh) . Let {X, F} be an inverse sequence. Suppose there exists an n ∈ N such that for every i ≥ n, there exists a continuous single-valued map f i :
Given the structure of irreducible functions, the following corollary (originally stated in [3, Corollary 2.6]) follows immediately.
Corollary 2.2. Suppose F : X → 2 X is an irreducible function. Then for each n ∈ N, Γ n is homeomorphic to a subcontinuum of lim ← − F.
This provides a method for defining specific subcontinua of an inverse limit. We now move towards the primary result of this section where we show that not only is every Γ n homeomorphic to a subcontinuum of the inverse limit, but with one added restriction, every proper subcontinuum of the inverse limit is homeomorphic to a subcontinuum of Γ n for some n ∈ N.
The following notation will be utilized for the remainder of the section.
Notation. Suppose F : X → 2 X is an upper semi-continuous function and K is a closed subset of
(1) If for some n ∈ N, either a / ∈ K n or b / ∈ K n , then there exist λ, µ ∈ Λ such that
(2) If for some n ∈ N, K n contains neither a nor b, then there exists λ ∈ Λ n such that
Proof. First, note that for any n ∈ N,
More specifically,
By Definition 1.1, if λ, µ, and ω, are consecutive elements of Λ with λ < µ < ω, then Γ(f µ ) intersects both Γ(f λ ) and Γ(f ω ), but Γ(f λ ) and Γ(f ω ) are disjoint. Thus, either f λ (a) = f µ (a), and
, or vice versa. In either case, if for some n ∈ N, either a / ∈ K n or b / ∈ K n , then one of Γ(f λ | Kn ) and Γ(f ω | Kn ) is disjoint from the other and from Γ(f µ | Kn ). This establishes (1).
If for some n ∈ N, K n contains neither a nor b, then for any λ, µ ∈ Λ, λ = µ, the graphs of f λ | Kn and f µ | Kn would be disjoint. Thus, there must exists a single element λ ∈ Λ such that
Finally, to establish (3), note that if
Case 1: Suppose 0 is a limit point of Λ. If K n+1 did not equal f 0 (K n ), that would imply that
for infinitely many λ ∈ Λ. From (1), we know that this cannot happen, so
Case 2: Suppose 0 is not a limit point of Λ. Then, by Definition 1.1, f
0 (a) = {b}. Moreover, if λ 0 is the smallest element of Λ larger than 0, then either f 0 (a) = a and f 0 (b) =
then every proper subcontinuum of lim ← − F is homeomorphic to a subcontinuum of Γ n for some n ∈ N.
Proof. Let K be a proper subcontinuum of lim ← − F. By Theorem 1.3, lim ← − F has the full projection property, so there exists N ∈ N such that for all n ≥ N , K n is a proper subcontinuum of X. Hence,
Case 1: Suppose that for all n ≥ N , K n ∩ {a, b} = ∅. Then by Lemma 2.3 Part (3), there exists a sequence (α n ) ∞ n=N , where for each n ≥ N , α n ∈ {0, 1}, and
Case 2: Suppose there exists n 0 ≥ N such that for all n ≥ n 0 , K n contains neither a nor b. Then by Lemma 2.3 Part (2), for each n ≥ n 0 , there exists λ n ∈ Λ such that
is not a subset of {a, b}. Thus, by assumption, f
Hence, we have, in fact, that
Then, for all n ≥ n 0 + 1, we have that
Similarly, if there exists n 0 ≥ N such that K n 0 contains neither a nor b, but K n 0 +1 contains b, then for all n ≥ n 0 + 1, K n is degenerate, and K is homeomorphic to
Another way to state Theorem 2.4 is in terms of composants of the inverse limit. The composant of a point x in a continuum X is the union of all proper subcontinua of X which contain x.
Then, for x ∈ lim ← − F, the composant of x in lim ← − F is the set of all y ∈ lim ← − F such that there exists a natural number N and a sequence
, and
Some Classification Results
In the remaining sections, we will consider only irreducible functions on [0, 1]. Thus, since there will be no ambiguity regarding the continua on which the irreducible functions are defined, or regarding the points of irreducibility, we will simply write I to represent I([0, 1], 0, 1).
In this section, we use the results of Section 2 to work towards the classification of the inverse limits of certain irreducible functions on [0, 1]. This process was begun in [5] , where the following definition and theorem were used to establish sufficient conditions for two irreducible functions to have homeomorphic inverse limits.
We say that the pairs (F, {f λ } λ∈Λ ) and (G, {g λ } λ∈Λ ) are consistent if the following hold:
(1) F (0) = G(0) and F (1) = G(1), and (2) for each λ, µ ∈ Λ, 1] are irreducible functions, we will say that F and G are consistent if there exist collections {f λ } λ∈Λ and {g λ } λ∈Λ such that (F, {f λ } λ∈Λ ) and (G, {g λ } λ∈Λ ) are consistent. is an arc. In follows from Corollary 3.3 that for any (F, {f λ } λ∈Λ ) ∈ I, such that Λ is finite, lim ← − F is a Knaster continuum.
We will now establish sufficient conditions for two inverse limits with irreducible functions to not be homeomorphic. We begin with the following theorem, which follows easily from Corollary 3.3
and Corollary 2.2. Recall that if (F, {f λ } λ∈Λ ) ∈ I, then for each n ∈ N and λ ∈ Λ, the function f
Note that for each n ∈ N,
and that for each λ ∈ Λ, Γ(f
Another definition which will be utilized in this section is the following. Definition 3.6. Given a continuum X, a set A ⊆ X is called a C-set in X if every subcontinuum of X which intersects both A and X \ A contains A.
The following lemma will be useful in the proof of Lemma 3.8 below. It is a specific case of [3, Lemma 3.4] .
Proof. Suppose that λ 0 is a limit point of [λ 0 , 1] ∩ Λ. Fix n ∈ N, and let
Let K be a subcontinuum of X which intersects both Γ(f
Therefore, λ 0 is a limit point of Ω K , so there is a sequence,
Recall that, given (F, {f λ } λ∈Λ ) ∈ I, for each n ∈ N, A n = {x ∈ Γ n : x n = 0}, and
From Definition 1.1, for any two λ, µ ∈ Λ, if the graphs of f λ and f µ intersect, they do so at either 0 or 1. Hence, if for some n ∈ N, the graphs of f (n) λ and f (n) µ intersect, they do so over the set A n or over B n . This makes these two sets crucial to the structure of Γ n+1 . We elaborate on this in the following two results.
Proof. Let n ≥ 2, and suppose that A n is a C-set in Γ(f ) is a C-set in Γ n . It follows that A n is a C-set in Γ n . If 0 is not a limit point of Λ, then suppose that K is a subcontinuum of Γ n intersecting A n and its complement. If K is a subset of Γ(f ). In particular then, K contains A n . Therefore, A n is a C-set in
Before we may prove the main result of this section, Theorem 3.11, we must prove one more lemma.
Lemma 3.10. Let (F, {f λ } λ∈Λ ) ∈ I. Let n ∈ N, and let λ 0 ∈ Λ. Suppose that {K i } ∞ i=1 is a collection of subcontinua of Γ n+1 , each of which intersects both Γ(f
then there is an infinite subset A ⊆ N such that for all i, j ∈ A, K i intersects K j .
Proof. First, if λ 0 is a limit from the right, and for infinitely many i ∈ N, there is λ i > λ 0 such that
Thus it suffices to show that if µ ∈ Λ is adjacent to λ 0 in Λ, and
for infinitely many i ∈ N, then the result holds.
To do this, we will demonstrate that for each n ∈ N, A n and B n are each either C-sets in Γ n or a finite union of C-sets in Γ n . Since these are the sets over which the graphs of f (n) λ 0 and f (n) µ intersect, the result will follow. This will be shown in five cases.
Before beginning these cases, note that Γ 1 = [0, 1], A 1 = {0}, and B 1 = {1}. Hence, since singleton sets are always C-sets, we have that A 1 and B 1 are C-sets in Γ 1 . For the following cases, we will suppose that n ≥ 2.
Case 1: Suppose that both F (0) and F (1) are finite (i.e. either {0} {1}, or {0, 1}). Then for all n ≥ 2, A n and B n are both finite sets. Since singleton sets are C-sets, it follows that for each n ≥ 2, A n and B n are each a finite union of C-sets in Γ n .
Case 2: Suppose that F (0) = {0} and F (1) = [0, 1]. Then for all n ≥ 2, A n is a singleton set, so it is a C-set. Also, since F (1) = [0, 1], it must be the case that 1 is a limit point of Λ. Thus, by Lemma 3.8, it follows that for all n ≥ 2, B n = Γ(f implies that for all n ≥ 2, B n is a C-set in Γ n . Then, note that for all n ≥ 2, Γ(f We will show that for each n ≥ 2, B n is a finite union of C-sets in Γ n using induction. As has already been established, B 1 = {1} is a C-set in Γ 1 . Now suppose that for some n ∈ N,
Thus, for each i = 1, . . . , k, define B i to be Γ(f Proof. To prove that lim ← − F and lim ← − G are not homeomorphic, we will construct a proper subcontinuum of lim ← − F and demonstrate that it is not homeomorphic to any proper subcontinuum of
Fix a point λ 0 ∈ Λ , and let (λ i ) i∈N be a monotonic sequence in Λ \ Λ such that λ i and λ i+1 are adjacent for all i ∈ N, and λ i → λ 0 as i → ∞. (The fact that card Λ < ∞ guarantees that this is possible.)
has the following properties:
subcontinuum homeomorphic to L. We will show that lim ← − G does not contain a subcontinuum homeomorphic to L by showing that Γ n (G) does not for any n ∈ N and then appealing to Theorem 2.4.
First, Γ 1 (G) = [0, 1], so it does not contain a subcontinuum homeomorphic to L. Proceeding by induction, suppose that for some n ∈ N, Γ n (G) does not contain a subcontinuum homeomorphic to L.
Suppose that Γ n+1 (G) does contain a subcontinuum homeomorphic to L. Then Γ n+1 (G) contains
, of continua and a continuum K 0 that satisfy all the properties above which are satisfied by (
We will show that this leads to a contradiction.
Case 1: Suppose that there exists
ω 0 ) is homeomorphic to Γ n (G), Γ n (G) contains a subcontinuum K which is homeomorphic to K 0 and hence to Γ(F ). If n = 1, then this is already a contradiction. If n ≥ 2, then since Ω contains more limit points than Λ, K will necessarily be a proper subcontinuum of Γ n (G). Thus, from Remark 1.4, K is disjoint either from {x ∈ Γ n (G) : x n = 0} or from {x ∈ Γ n (G) :
Suppose that for all but finitely many i ∈ N, K i is disjoint from Γ(g (n) ω 0 ). Then, by Property (5) without loss of generality, we may suppose that this holds for all i ∈ N.
As was previously noted, for either α = 0 or α = 1, K 0 is disjoint from the set {x ∈ Γ(g (n)
ω 0 ), we may say more generally that K 0 is disjoint from the set {x ∈ Γ n+1 : x n = α}. Therefore, since K i → K 0 as i → ∞, we have that there exists N ∈ N such that for i ≥ N , K i is disjoint from the set {x ∈ Γ n+1 : x n = α}.
ω 0 ) for all i ∈ N, we have that ω 0 is not in Σ. However, since K i → K 0 as i → ∞, it follows that ω 0 is a limit point of Σ. Therefore, Σ must be infinite. However, ∞ i=N K i is disjoint from {x ∈ Γ n+1 : x n = α}, and it follows from the definition of an irreducible collection of functions (Definition 1.1) that a connected subset of Γ n+1 which is disjoint from {x ∈ Γ n+1 : x n = α} can intersect the graphs of at most two members of {g ω 0 ) for all but finitely many i ∈ N. So there exists n 0 ∈ N such that for i ≥ n 0 ,
ω 0 ), and by Property 5, either
ω 0 ) is homeomorphic to Γ n (G), so this contradicts the assumption that Γ n (G) does not contain a subcontinuum homeomorphic to L.
Case 2: Suppose that K 0 is not contained in the graph of any member of {g (n) ω } ω∈Ω . Just as before, K 0 , cannot contain any of these graphs, so by Lemma 3.7, K 0 must be contained in
ω 2 ) for some ω 1 , ω 2 ∈ Ω. Moreover, by assumption, K 0 intersects both Γ(g
It follows from Definition 1.1 that the only way that the sequence(
ω 1 ). By Lemma 3.10, the sequence (K i ) ∞ i=0 cannot satisfy this requirement while also satisfying Property (3) above. Thus, once again, we have a contradiction.
Hence, Γ n+1 does not contain a subcontinuum homeomorphic to L, so by induction, for all n ∈ N, Γ n (G) fails to contain a subcontinuum homeomorphic to L. Hence, by Theorem 2.4, lim ← − G also fails to contain a subcontinuum homeomorphic to L, so lim ← − G and lim ← − F are not homeomorphic.
We conclude this section with one final theorem. This theorem is nearly identical to Theorem 3.11, and its proof too is almost exactly the same as the proof of Theorem 3.11. 
Endpoints
One final tool we will discuss for distinguishing between inverse limits is endpoints. Recall that a point p is an endpoint of a continuum X if, for any two subcontinua H and K of X, both of α : X i → X i+1 } α∈A i of continuous functions such that
Then for every p ∈ lim ← − F, the following are equivalent.
(1) p is an endpoint of lim ← − F.
(2) π [1,n] (p) is an endpoint of Γ n for infinitely many n ∈ N.
(3) π [1,n] (p) is an endpoint of Γ n for all n ∈ N.
Not every inverse limit of an irreducible function has endpoints, and for those that do, the set of endpoints is not necessarily simple to determine. However, there are two restrictions we will place on the irreducible functions we consider which will ensure that the endpoints of the inverse limit are precisely the points of the inverse limit consisting only of zeros and ones. For each n ∈ N, if E n is the set of endpoints of Γ n , then E n ⊆ Γ n ∩ {0, 1} n .
Proof. Clearly, this holds for Γ 1 = [0, 1], so, proceeding by induction, suppose that for some n ∈ N,
We will show that Γ n+1 \ {0,
Sub-case (i): Suppose there are two elements λ, µ ∈ Λ such that
µ ) is a continuum containing x, so x is not an endpoint of Γ n+1 . Sub-case (ii): Suppose there is a unique λ 0 ∈ Λ such that x n+1 = f λ 0 (x n ). We will show that λ 0 = 0, 1. Suppose that λ 0 = 0. Then, since x n+1 = 0, it follows from Property (2) that 0 is not a limit point of Λ. Hence, there is a unique smallest element, λ 1 , of Λ\{0}. Then either f 0 (0) = 0 and f 0 (1) = f λ 1 (1) or f 0 (1) = 0 and f 0 (0) = f λ 1 (0). However, since x n ∈ {0, 1}, this would mean that either x n+1 = 0 or x n+1 = f 0 (x n ) = f λ 1 (x n ). The former contradicts the assumption of Case 1, and the latter contradicts the assumption of Sub-case (ii), so λ 0 cannot equal 0. Similarly, λ 0 cannot equal 1. Thus, λ 0 ∈ Λ \ {0, 1}, and we may define two subcontinua of Γ n+1 as follows:
Each of H and K contains x, and neither is contained in the other. Therefore, x is not an endpoint of Γ n+1 .
Case 2: Suppose that (x 1 , . . . , x n ) / ∈ {0, 1} n . Then by the induction hypothesis, (x 1 , . . . , x n ) is not an endpoint of Γ n , so there are two continua L and M such that (x 1 , . . . , x n ) ∈ L ∩ M , and neither L nor M is contained in the other. Choose λ ∈ Λ such that x n+1 = f λ (x n ), and define two subcontinua of Γ n+1 .
Each of L and M contains x, and neither is contained in the other. Therefore, x is not an endpoint of Γ n+1 . For each n ∈ N, if E n is the set of endpoints of Γ n , then E n ⊇ Γ n ∩ {0, 1} n .
Proof. This clearly holds for Γ 1 = [0, 1], so, proceeding by induction, suppose that for some n ∈ N,
First note that since Γ(F ) does not contain any simple closed curves, and F (0) and F (1) are each either degenerate or equal to [0, 1], it follows from [3, Theorem 4.5] that Γ n+1 is chainable and thus is hereditarily unicoherent. In particular, given a subcontinuum L of Γ n+1 and λ ∈ Λ, we
λ ) is a continuum. Also note that, as it was shown in Corollary 3.9, if any subcontinuum L ⊆ Γ n+1 intersects both
). Now, let x ∈ Γ n+1 ∩ {0, 1} n+1 , and let H and K be subcontinua of Γ n+1 , each containing x.
For simplicity, we will suppose that x n+1 = 0. (The proof is not different for x n+1 = 1.) Since
) is homeomorphic to Γ n , and since (x 1 , . . . , x n ) is an endpoint of Γ n , it follows that H and K are nested.
λ ) for some λ = 0, so, as was previously noted, this implies that
λ ) = ∅}, and
Let λ 1 = max Λ H , and let λ 2 = max Λ K . If λ 1 < λ 2 , then by Lemma 3.7,
Finally, suppose that λ 1 = λ 2 . Then by Lemma 3.7, for all λ ∈ Λ ∩ [0, λ 1 ), H and K each contain Γ(f (n) λ ). Hence, to show that H and K are nested, it suffices to show that H ∩ Γ(f (n) λ 1 ) and
so H and K must both contain it. Hence H = K.
it follows that there is a point p ∈ A n ∩ {0, 1} n which, by the induction hypothesis, is a subset of
By Lemma 3.7, H and K each contain Γ(f (n) µ ), and since p ∈ A n , we have that f
Therefore, both H and K contain the point (p 1 , . . . , p n , f λ 1 (p n )) which is an endpoint of Γ(f (n) λ 1 ).
As was noted previously, H
) are both continua, so since they contain a common endpoint, they must be nested. Therefore, H and K must be nested, and hence, x is an endpoint of Γ n+1 .
The following theorem follows immediately from Lemma 4.2, Lemma 4.3, and Theorem 4.1. If E is the set of endpoints of lim ← − F, then E = lim ← − F ∩ {0, 1} N .
Classification of the Inverse Limits of Four Families of Irreducible Functions
In this final section, we define four specific families of irreducible pairs. We show that (topologically speaking) the sets of inverse limits which come from these respective families are mutually exclusive. Moreover, within each family, we give a full classification of the inverse limits which arise. The proofs in this section use the results from Section 3 as well as the results concerning endpoints from Section 4.
We now define the four families of indexing sets for irreducible collections of maps, and we use these to define four families of irreducible pairs whose inverse limits will be classified in this section.
Definition 5.1.
(1) K is the set of all finite subsets of [0, 1] which include both 0 and 1. (b) either 0 or 1 is isolated in Λ while the other is a limit point of Λ, and (c) every other limit point of Λ is a two-sided limit. A representative of each of these families is pictured in Figures 1, 2, 3 , and 4.
The inverse limits which arise from the family F K have already been classified in [5] . This is a generalization of Watkins's classification of the inverse limits of certain piecewise linear open mappings in [11] . We give this classification here. 
In the proofs of Theorems 5.5 and 5.6 we will need the following definition and remark.
Definition 5.3. Let F : X → 2 X and G : X → 2 X be upper semi-continuous functions. We say that F and G are conjugate if there exists a homeomorphism ψ :
It was shown in [2, Theorem 14] , that if F and G are conjugate, then their inverse limits are homeomorphic.
Remark 5.4. For any (F, {f λ } λ∈Λ ) from any of the families defined in Definition 5.1, each limit point of Λ other than 0 and 1 is a two-sided limit point, so Γ(F ) contains no simple closed curves.
Hence Theorem 4.4 applies to (F, {f λ } λ∈Λ ). In either case, lim ← − G has exactly two endpoints, so lim ← − F is not homeomorphic to lim ← − G. This establishes (1).
Next, to see that (2) holds, suppose that (F, {f λ } λ∈Λ ), (G, {g ω } ω∈Ω ) ∈ F L,1 . Theorem 3.11
gives us that if Λ and Ω have different numbers of limit points then lim ← − F and lim ← − G are not homeomorphic.
Suppose then that Λ and Ω have the same number of limit points.
Case 1: Suppose that F (0) = F (1) = G(0) = G(1). We will show that F and G are consistent as defined in Definition 3.1.
Since Λ and Ω have the same number of limit points, there is an order preserving homeomorphism from Ω onto Λ. This means that the collection {g ω } ω∈Ω could also be indexed by Λ. Since every limit point of Λ is a two-sided limit point, if λ 1 and λ 2 are consecutive limit points of Λ, then the elements of Λ between λ 1 and λ 2 form a bi-infinite sequence. In other words, if Λ were to be used to index {g ω } ω∈Ω , there would be no choice as to which functions would be designated g λ 1 and g λ 2 ,
but for the functions situated between these two, there would be infinitely many ways that they could be indexed by the elements of (λ 1 , λ 2 ) ∩ Λ.
Hence there is an indexing of {g ω } ω∈Ω by Λ such that for each λ, µ ∈ Λ,
It then follows from the assumption that
Case 2: Suppose that F (0) = F (1) = G(0) = G(1). We will show that G is conjugate to an irreducible function which is consistent with F .
Since neither 0 nor 1 is a limit point of Λ, and every limit point is a two-sided limit, there is an order reversing homeomorphism ϕ : Λ → Ω such that for each λ, µ ∈ Λ,
Hence, if we define G = ψ • G • ψ −1 , and we define for each λ ∈ Λ, A similar argument holds for (F,
Theorem 5.6. Let
(2) Suppose (F, {f λ } λ∈Λ ), (G, {g ω } ω∈Ω ) ∈ F M,i for some i = 1, 2. Then lim ← − F is homeomorphic to lim ← − G if and only if Λ and Ω have the same number of limit points.
Proof. First, to see that (1) holds, let (F, {f λ } λ∈Λ ) be in F M,1 , and let (G, {g ω } ω∈Ω ) be in F M,2 .
By Theorem 4.4, the set of endpoints of each of these inverse limits is the intersection of that inverse limit with the set {0, 1} N . We will show that lim ← − F has countably many endpoints while lim ← − G has uncountably many. We may define an injection h from N N into lim ← − G ∩ {0, 1} N by setting h(n 1 , n 2 , n 3 , . . .) equal to the sequence which begins with a β, followed by n 1 many αs which are followed by a β which is followed by n 2 many αs which are followed by a β and so on. It follows that lim ← − G has at least as many endpoints as the cardinality of the set N N which is uncountable.
Next, a similar argument to the one used for Part (2) card Ω \ {0, 1} < card Λ \ {0, 1} , so by Theorem 3.12, lim ← − F is not homeomorphic to lim ← − G.
Final Thoughts
The four families from Section 5 are certainly not the only ones for which such classification results are possible. One thing that made these results more accessible, though, is the restrictions placed on the functions allowing for the sets of endpoints to be easily determined.
Also, Sections 3 and 5 only dealt with irreducible functions on [0, 1], but Theorem 2.4 (concerning subcontinua of the inverse limit) and Theorem 4.1 (concerning endpoints of the inverse limit) apply more generally to irreducible functions on any irreducible continuum. Hence, it is possible that results similar to those of Sections 3 and 5 could be attained for other continua. It is unknown to the author, however, whether such results could be done for an arbitrary irreducible continuum, or if it would need to be done on a case-by-case basis.
