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Abstract
We introduce qustochastic matrices as the bistochastic matrices arising from quaternionic unitary matrices
by replacing each entry with the square of its norm. This is the quaternionic analogue of the unistochastic
matrices studied by physicists. We also introduce quaternionic Hadamard matrices and quaternionic mutually
unbiased bases (MUB). In particular we show that the number of MUB in an n-dimensional quaternionic
Hilbert space is at most 2n + 1. The bound is attained forn = 2. We also determine all quaternionic Hadamard
matrices of size n  4.
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1. Introduction
Let Bn be the set of n by n bistochastic (also known as doubly stochastic) matrices, i.e., real
matrices all of whose entries are nonnegative and row and column sums are identically 1. The set
Bn is also known as the Birkhoff polytope; it is exactly the convex hull of the n by n permutation
matrices. We shall use the standard notation O(n), U(n) and Sp(n) for the classical compact Lie
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groups: the real orthogonal, complex unitary and the quaternionic unitary (symplectic) group
respectively. Let φr : O(n) →An, φc : U(n) →An and φh : Sp(n) →An be the maps given
by φ(Z)i,j = |Zi,j |2 where An is the affine space spanned by Bn. The images of the first two
maps are called the orthostochastic and unistochastic matrices respectively. We introduce the
term qustochastic for matrices belonging to the image of φh. We warn the reader that the term
“orthostochastic” has been used in the past by mathematicians, e.g. in [1], to designate the class
of bistochastic matrices to which we refer now as “unistochastic”.
We will use the notation On, Un and Qn for the n by n orthostochastic, unistochastic and
qustochastic matrices, respectively. Clearly we have On ⊆ Un ⊆ Qn ⊆ Bn. If n = 2 all of these
are equal. It is known that On ⊂ Un ⊂ Bn for n  3. It is easy to see that U3 = Q3 and we will
show that Un ⊂ Qn ⊂ Bn for n > 3.
To dephase a complex matrix means to multiply it on the left and right by unitary diagonal
matrices so that the uppermost row and the leftmost column become both real and nonnegative.
We say that two matrices are equivalent if one can be obtained from the other by multipli-
cation on the left and right by unitary monomial matrices. Similar definitions apply to the
real and quaternion cases using real orthogonal and symplectic monomial matrices respec-
tively. Note that in the quaternion case these operations allow the conjugation of all entries
by a fixed unit norm quaternion. A class of equivalent matrices under the above relation may
contain more than one dephased form. For example the dephased form may change under a
permutation of rows and columns. If a is a quaternion then we write it in coordinates with
respect to the standard basis as a = a1 + a2i + a3j + a4k. We use the notation apu for the pure
part of a.
In Section 2 we determine the singular points of the map φr for n  4 and the critical points of
φc and φh for n  3. These critical points are important if one wants to determine the boundaries
of Un and On in An. Indeed, if Z ∈ U(n) and φc(Z) ∈ Un, the boundary of Un, then Z is
necessarily a critical point of φc.
The van der Waerden matrix Jn ∈ Bn, all of whose entries are equal to 1/n, is the barycenter
of Bn. We have that Jn ∈ Un for all n but Jn ∈ On if and only if there exists a real Hadamard
matrix of order n. As J3 /∈ O3 it is an interesting question to find the distance from J3 to O3 (see
Proposition 3.2). We also consider criteria for certain bistochastic matrices to be orthostochastic.
It is easy to construct a system n of n(n − 1) polynomial equations that must be satisfied by
an n by n orthostochastic matrix. We determine that for n  16 this system is not sufficient to
characterize the set of orthostochastic matrices. This is done in Section 3.
The matricesA = √nZ whereZ ∈ U(n) andφc(Z) = Jn are the complex Hadamard matrices.
They satisfyA∗A = nIn and |Aij | = 1 for all i, j . In section 4 we define similarly the quaternionic
Hadamard matrices. Thus, up to the scale factor
√
n, the set of complex Hadamard matrices of
order n can be identified with the fibre of φc above the point Jn.
While the real Hadamard matrices have been studied for more than 100 years, and the complex
ones for several decades, the quaternionic ones have been totally neglected. Every quaternionic
Hadamard matrix is equivalent to a complex one if n  3, but not so for n  4. In the case n = 4
we have constructed two families of quaternionic Hadamard matrices: a generic one depending on
three real parameters and a special one having only two parameters. Any quaternionic Hadamard
matrix of order 4 is equivalent to a matrix belonging to one of these two families.
In section 5 we extend the concept of mutually unbiased bases (MUB) from the case of an
n-dimensional complex Hilbert space to the quaternionic case. It is well known that in the complex
case the number of MUB of Cn does not exceed n + 1 and that this bound is attained when n is
a power of a prime number. In the quaternionic case this bound is no longer valid and we obtain
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the new bound 2n + 1 i.e., for the quaternionic Hilbert space Hn. This new bound is attained for
n = 2, i.e., for 2 by 2 quaternionic matrices. The case n = 3 is much harder.
In order to construct MUB (A0, A1, . . . , Ak) consisting of 3 by 3 symplectic matrices, we may
assume without any loss of generality that A0 = I3, and A1 = F3 is the complex Fourier matrix.
We have classified all possible members A2 in such MUB by constructing a generic 3-parameter
family and five 2-parameter families. Up to conjugation by a fixed complex number, √3A2 is
equivalent to a matrix in one of these families. Using this we were able to verify that a set of
complex MUB consisting of four bases (there is only one such set up to equivalence) is maximal
i.e. cannot be extended to quaternionic MUB of larger size. We also find a 3-parameter set of four
quaternionic MUB and show that they are all maximal.
The more complicated calculations and proofs were verified with Maple [9]. Throughout the
paper we occasionally remind the reader that a calculation was carried out on the computer. The
second author is grateful to K. Zyczkowski for giving him a reprint of [11].
2. Critical points
We will examine the critical points of the maps φc and φh (and singular points of φr ) in small
dimensions n. The definition of singular points will be given later. For the tangent space TBAn
ofAn at B ∈An we use the basis of matrices Bi,j where
B
i,j
k,l =
⎧⎨⎩
1 if (k, l) = (i, j) or (n, n),
−1 if (k, l) = (i, n) or (n, j),
0 else.
and 1  i, j  n − 1.
To describe the various tangent spaces, let us introduce the following matrices Ai,j and Ci,j
by specifying their entries:
A
i,j
k,l =
⎧⎨⎩
1 if (k, l) = (i, j),
−1 if (k, l) = (j, i),
0 else,
C
i,j
k,l =
{
1 if (k, l) = (i, j)or(j, i),
0 else,
1  i < j  n, 1  i  j  n.
A basis of the tangent space TXO(n) at X ∈ O(n) is given by
Ai,jX, i < j.
A basis of the tangent space TZU(n) at Z ∈ U(n) is given by
Ai,jZ, i < j ; iCi,jZ, i  j.
Similarly a basis for the tangent space TWSp(n) at W ∈ Sp(n) is given by
Ai,jW, i < j ; iCi,jW, jCi,jW, kCi,jW, i  j.
Now φr is obtained by restricting the codomain of the composition fr ◦ i where fr : Mn(R) →
Mn(R) squares each entry and i : O(n) → Mn(R) is the inclusion map. So we can find the
differential (dfr)X of f at X and then restrict to the tangent spaces to get the differential (dφr)X :
TXO(n) → Tφr (X)An.
With a suitable ordering of the basis vectors, the differential (dfr)X is represented by the n2
by n2 diagonal matrix 2 · diag(x1,1, x1,2, . . . , xn,n). In fact we have
(dfr)X(Y ) = X ◦ Y, (2.1)
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where X ◦ Y denotes the Hadamard product of matrices X and Y . Explicitly, we have that
X ◦ (Ai,jX) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0
...
...
...
xi,1xj,1 xi,2xj,2 · · · xi,nxj,n
...
...
...
−xj,1xi,1 −xj,2xi,2 · · · −xj,nxi,n
...
...
...
0 0 · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where entries are zero except in the ith and j th rows. Then it is not difficult to see that
X ◦ (Ai,jX) =
n−1∑
k=1
xi,kxj,k(B
i,k − Bj,k),
when j < n and
X ◦ (Ai,nX) =
n−1∑
k=1
Bi,kxi,kxn,k.
These expressions will be used to give the matrix representation of (dφr)X with respect to the
described bases.
In the complex case, the Jacobian of the map C → R given by zij = xij + yij i 	→ |zij |2 =
x2ij + y2ij is the matrix[
2xij
2yij
]
.
It sends the tangent vector wij = uij + vij i to
[uij vij ]
[
2xij
2yij
]
= 2Re(z¯ijwij ).
It follows that
(dfc)Z(X) = Re(Z¯ ◦ X)
and consequently
(dφc)Z(XZ) = Re(Z¯ ◦ (XZ)) (2.2)
for any skew-hermitian matrix X and Z ∈ U(n). If i = j we see that
(dφc)Z(iCi,jZ) = 0.
If W is symplectic we mention that the analog of (2.2) holds.
Note that if one is to consider the Jacobian of φc or φh at a real orthogonal matrix, it is the
Jacobian of φr with extra columns of zeros appended and similarly for unitary matrices under φh.
Thus if X ∈ O(n) then
rank(dφh)X = rank(dφc)X = rank(dφr)X
and if Z ∈ U(n) then
rank(dφh)Z = rank(dφc)Z. (2.3)
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We say that Z ∈ U(n) is a critical point of φc if rank(dφc)Z < dimAn = (n − 1)2. We define
similarly the critical points of φh. We say that X ∈ O(n) is a singular point of φr if rank(dφr)X <
dim O(n) = n(n − 1)/2. Note that strictly speaking, a critical point of φr is a point X ∈ O(n)
such that rank(dφr)X < dimAn = (n − 1)2. However since dim O(n) < dimAn for n  3, we
would have that all points are critical for n  3. Thus for φc and φh a critical point is one where
the differential is not surjective, while for φr we use the term singular point when the differential
is not injective.
Remark 2.1. From formula (2.1) we see that (dfr)X is an isomorphism if and only if X has no
zero entries. In particular if X ∈ O(n) is a singular point of φr , then X must have a zero entry.
Hence the set of nonsingular points of φr is an open dense subset of O(n).
The analogous question for φc (and φh) remains open, see Problem 6.5.
We say that a square matrix A splits if there exist permutation matrices P and Q such that PAQ
is a direct sum of two square matrices of smaller size. The set of critical points is invariant under
equivalence [12, 3.1 and 3.2]. We have the following fact:
Theorem 2.2. If an orthogonal matrix splits, then it is a singular point of the map φr . Similar
statements hold for the critical points of the maps φc and φh.
Proof. Let X ∈ O(n) split and since X is a singular point iff PXQ is a singular point for per-
mutation matrices P and Q, we assume that X is a direct sum of square matrices of smaller size.
Assume 1  j < n is the smallest index such that X is the direct sum of a j by j block and an
n − j by n − j block. Then Xk,l = 0 for k > j , l  j and for k  j , l > j . Consider the basis
vector A1,j+1X which has first row equal to the (j + 1)st row of X and has (j + 1)st row equal
to the negative of the first row of X and all other rows are zero. Now it is not difficult to see that
the Hadamard product X ◦ (A1,j+1X) is the zero matrix. Thus A1,j+1X ∈ ker(dφr)X and X is a
singular point of the map φr .
If Z ∈ U(n) splits we must show that rank(dφc)Z < (n − 1)2. Again assume 1  j < n is the
smallest index such that Z is the direct sum of a j by j block and an n − j by n − j block. Then
Zk,l = 0 and using (2.2) we see that Ak,l ∈ ker(dφc)Z for k > j , l  j and for k  j , l > j .
Also (dφc)Z(iCi,iZ) = 0 for 1  i  n. Thus dim ker(dφc)Z  2(n − j)j + n  2n and Z is a
critical point.
If W ∈ Sp(n) then the proof is similar to the complex case using the analog of (2.2). 
Now we will find the singular (critical) points of φr (φc and φh) for n  3. For a real or complex
matrix X, we denote by
X
(
i1, . . . , ik
j1, . . . , jk
)
,
its k by k minor in rows i1, . . . , ik and columns j1, . . . , jk .
Theorem 2.3. Let n = 2. The singular (critical) points of φr (φc and φh) are the diagonal and
anti-diagonal matrices.
Proof. Let
X =
[
x1,1 x1,2
x2,1 x2,2
]
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be a real orthogonal matrix. The Jacobian of φr at X is the 1 by 1 matrix [x1,1x2,1]. It is clear then
that there are eight critical points given by the matrices[±1 0
0 ±1
]
,
[
0 ±1
±1 0
]
.
It is not difficult to see that this reasoning carries over to the complex and quaternion cases since
any 2 by 2 unitary or symplectic matrix is equivalent to a real orthogonal matrix. 
Theorem 2.4. Let n = 3. The singular points of the map φr are the matrices that split.
Proof. It is clear that any matrix that splits is a singular point. Let X = [xi,j ] ∈ O(3) be a singular
point. The Jacobian of φr at X is the 4 by 6 matrix (three columns of zeros ignored):
J =
⎡⎢⎢⎣
x1,1x2,1 x1,1x3,1 0
x1,2x2,2 x1,2x3,2 0
−x1,1x2,1 0 x2,1x3,1
−x1,2x2,2 0 x2,2x3,2
⎤⎥⎥⎦ .
If X has two or more zeros it must split. Assume X has at most one zero which we may move to
the third column. Permute the rows of X so that
X
(
1, 3
1, 2
)
/= 0.
Then
J
(
2, 3, 4
1, 2, 3
)
= x1,2x3,2x2,1x2,2X
(
1, 3
1, 2
)
,
so
x1,2x3,2x2,1x2,2 = 0,
a contradiction. 
Theorem 2.5. Let n = 3. The set of critical points for the maps φc and φh is, up to equivalence,
the set O(3) of 3 by 3 real orthogonal matrices.
Proof. We consider the complex case first. Note that each Z ∈ O(3) is a critical point of φc (see
[12, Lemma 3.7]) and as mentioned earlier, each X ∈ U(3) which is equivalent to Z is also a
critical point of φc.
To prove the converse, consider an arbitrary critical point in dephased form:
Z =
⎡⎣x1,1 x1,2 x1,3x2,1 x2,2 + y2,2i x2,3 + y2,3i
x3,1 x3,2 + y3,2i x3,3 + y3,3i
⎤⎦ .
Construct the 4 by 9 Jacobian (note that three columns are zero and can be ignored):
J =
⎡⎢⎢⎣
x1,1x2,1 x1,1x3,1 0 0 0 0
x1,2x2,2 x1,2x3,2 0 −x1,2y2,2 −x1,2y3,2 0
−x1,1x2,1 0 x2,1x3,1 0 0 0
−x1,2x2,2 0 α x1,2y2,2 0 β
⎤⎥⎥⎦
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where α = x2,2x3,2 + y2,2y3,2 and β = y2,2x3,2 − x2,2y3,2. Then all 4 by 4 minors of J are 0. In
particular
J
(
1, 2, 3, 4
1, 2, 4, 5
)
= x21,1x2,1x3,1x21,2y2,2y3,2 = 0.
We have two cases.
Case 1. Z has a row with all entries not equal to 0. Then sinceZ is unitary it can be seen that it must
have a column with all entries not equal to 0. After permuting rows and columns (independently)
and dephasing, we may assume that all terms xi,1, x1,i > 0. According to the above minor, we
see that at least one of y2,2 or y3,2 must be 0. Then using the fact that the rows and columns of
Z are orthogonal we conclude that the remaining yi,j must also be 0 and Z is in fact real and
orthogonal.
Case 2. Z has a zero in each row. Then since Z is unitary we see it must split.
Now we consider the quaternionic case. By dephasing a 3 by 3 symplectic matrix W and
then conjugating each entry by a fixed quaternion of unit norm so as to make the (2, 2) entry
complex, we see that W is equivalent to a complex matrix Z. Thus if W is a critical point of φh so
is Z. By (2.3) we have that Z is also a critical point of φc and thus is equivalent to a real
matrix. 
We now take a look at the singular points of φr : O(4) →A4.
Theorem 2.6. Let n = 4. There are two types of singular points of the map φr . The first are the
matrices that split. The second type are the matrices which are equivalent to a matrix having all
diagonal entries zero and all other entries nonzero.
Proof. By Theorem 2.2, all orthogonal matrices that split are singular points. Also it is clear after a
computation that matrices of the second type are also singular points. Assume X = [xi,j ] ∈ O(4)
is a singular point. The Jacobian of φr at X is (ignoring zero columns):
J =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1,1x2,1 x1,1x3,1 x1,1x4,1 0 0 0
x1,2x2,2 x1,2x3,2 x1,2x4,2 0 0 0
x1,3x2,3 x1,3x3,3 x1,3x4,3 0 0 0
−x2,1x1,1 0 0 x2,1x3,1 x2,1x4,1 0
−x2,2x1,2 0 0 x2,2x3,2 x2,2x4,2 0
−x2,3x1,3 0 0 x2,3x3,3 x2,3x4,3 0
0 −x3,1x1,1 0 −x3,1x2,1 0 x3,1x4,1
0 −x3,2x1,2 0 −x3,2x2,2 0 x3,2x4,2
0 −x3,3x1,3 0 −x3,3x2,3 0 x3,3x4,3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
All 6 by 6 minors of J vanish. By evaluating
J
(
1, 2, 3, 4, 5, k
1, 2, 3, 4, 5, 6
)
; k = 7, 8, 9,
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we obtain
x1,1x1,2x1,3x2,1x2,2x3,kx4,kX
(
3, 4
1, 2
)
X
(
2, 3, 4
1, 2, 3
)
= 0. (2.4)
Notice that the last two factors are nested minors of X. Whenever it is possible to find two nested
nonzero minors of X we may permute rows and columns to assume that they are
X
(
3, 4
1, 2
)
and X
(
2, 3, 4
1, 2, 3
)
and then use the Eq. (2.4) to conclude the existence of zero entries in X. Now we consider cases
depending on how many zero entries are in X. If a 4 by 4 real orthogonal matrix has more than
four zero entries, it splits.
Case 1. X has at most one zero entry. We may assume the zero entry is in the fourth column if it
exists. Since X is orthogonal, we may find the required nested nonzero 3 by 3 and 2 by 2 minors
amongst the first three columns of X. Then permuting the rows of X and the first three columns
as necessary we may assume that the nested nonzero minors are in the top left corner of X. Then
(2.4) gives a contradiction.
Case 2. X has exactly two zero entries. If they are in the same row/column we may permute and
take transpose as necessary to have them in the (3, 4) and (4, 4) positions and repeat the above
argument to get a contradiction. Otherwise we place them in the (3, 3) and (4, 4) positions. Let
the four rows of the first three columns be a, b, c and d. We now must find a nonzero 3 by 3 minor
of the first three columns containing row c. Assume all such minors are zero. Consider the minors
using {a, b, c} and {b, c, d}. We have that
c = αa + βb = γ b + δd
for some α, β, γ, δ ∈ R. We get
αa + (β − γ )b − δd = 0,
but since X is nonsingular, the {a, b, d} minor is nonzero and so α = 0. Thus c = βb but clearly
this is a contradiction since c has a zero entry. Now we may also find a nonzero 2 by 2 nested
minor in the first two columns. Then equations (2.4) give a contradiction.
Case 3. X has exactly three zero entries. Clearly they are not all in one row or column. If two are
in the same row/column we may assume they are in the fourth column and we use the arguments
from the previous case to get a contradiction. Thus assume the zeros appear in (2, 2), (3, 3) and
(4, 4). Let the four rows of the first three columns be a, b, c and d. We now must find a nonzero 3
by 3 minor of the first three columns containing rows b and c. Assume all such minors are zero.
Then both a and d would be in span{b, c}, which is clearly impossible. As the nested 2 by 2 minor
contained in rows b and c is nonzero, Eq. (2.4) give a contradiction.
Case 4. By now we see that we may assume that the four zeros are on the main diagonal and we
are done. 
Remark 2.7. IfX ∈ O(n) has zero diagonal, then all principal n − 1 by n − 1 minors ofX vanish.
This follows from Cramer’s formula for the entries of X−1 and the fact that X−1 = XT also has
zero diagonal.
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3. Orthostochastic matrices
Consider an aribtrary 3 by 3 bistochastic matrix:⎡⎣x y z w 
a b 
⎤⎦ . (3.1)
It is orthostochastic if and only if the vectors
(
√
x,
√
z,
√
a)
and
(
√
y,±√w,±√b)
are orthogonal for some appropriate choice of signs. That is
√
xy + ε1√zw + ε2
√
ab = 0
for some εi = ±1. Squaring gives
xy + zw + 2ε1√xyzw = ab.
Substituting a = 1 − x − z and b = 1 − y − w and squaring again gives
(1 − x − y − z − w + xw + yz)2 = 4xyzw. (3.2)
We are thus lead to the following result of Nakazato [10]. Apparently he failed to notice that the
defining equation of O3 can be written in this simple form. A similar expression appears in [6] as
an inequality describing U3.
Proposition 3.1. A 3 by 3 bistochastic matrix (3.1) is orthostochastic if and only if it satisfies Eq.
(3.2).
Since J3 /∈ O3 we find the distance between J3 and the set O3.
Proposition 3.2. The distance from J3 to O3 is
√
2/3 and the closest points on O3 are
1
9
⎡⎣1 4 44 1 4
4 4 1
⎤⎦ (3.3)
and all points obtained by permuting the rows and columns of this matrix.
Proof. LetB be a bistochastic matrix as in (3.1). We look for the minimum of the squared distance
d(B, J3)
2 = f (x, y, z, w)
under the constraint (3.2). Using the method of Lagrange multipliers we get a system of 5 equations
which Maple is able to solve. Up to permutations of the rows and columns, there are two stationary
points. One is
1
4
⎡⎣1 2 12 0 2
1 2 1
⎤⎦
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at a distance of 12 from J3 and the other is the matrix (3.3) at a distance of
√
2/3 from J3. By using
the Hessian test for optimization problems with a constraint, one can check that the first of these
points is a saddle point and the second a local minimum. Note that the first point is the barycenter
of one of the faces ofB3 and so it is the closest point on B3 to J3. We can now conclude that f
has absolute minimum at the second point. 
This result is stated in [5]. It is mentioned to have been deduced from a similar problem
involving minimizing entropy, which was solved numerically in [7].
Now consider an arbitrary 4 by 4 bistochastic matrix:⎡⎢⎢⎣
x u p 
y v q 
z w r 
a b c 
⎤⎥⎥⎦ . (3.4)
It is orthostochastic if and only if the vectors(√
x,
√
y,
√
z,
√
a
)
,(√
u, ε1
√
v, ε2
√
w, ε3
√
b
)
and (√
p, ν1
√
q, ν2
√
r, ν3
√
c
)
are orthogonal for some εi, νi = ±1. The existence of εi to make the first two vectors orthogonal
is given by the equation
√
xu + ε1√yv + ε2√zw + ε3
√
ab = 0,
which is equivalent to
xu + yv + 2ε1√xuyv = zw + ab + 2ε2ε3
√
zwab.
Then rearranging and squaring again gives
(xu + yv − zw − ab)2 = 4xuyv + 4zwab − 2ε1ε2ε3
√
xuyvzwab.
Finally squaring one last time and substituting a = 1 − x − y − z and b = 1 − u − v − w gives
[(xu + yv − zw − (1 − x − y − z)(1 − u − v − w))2
−4xuyv − 4zw(1 − x − y − z)(1 − u − v − w)]2
= 4xuyvzw(1 − x − y − z)(1 − u − v − w). (3.5)
The expressions for the other pairs of vectors are similarly obtained. For example the first and
third columns can be made orthogonal if and only if the equation
[(xp + yq − zr − (1 − x − y − z)(1 − p − q − r))2
−4xpyq − 4zr(1 − x − y − z)(1 − p − q − r)]2
= 4xpyqzr(1 − x − y − z)(1 − p − q − r)
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is satisfied. We obtain all together six equations by considering all pairs of columns. As well we
obtain six more equations by considering pairs of rows.
Proposition 3.3. If the matrix (3.4) is orthostochastic matrix then (3.5) and the 11 remaining
equations hold.
Remark 3.4. The problem of determining if these 12 equations are sufficient to ensure that a 4
by 4 bistochastic matrix is orthostochastic, is open.
For an n by n bistochastic matrix X one can easily write a similar system n of n(n − 1)
equations. Let X′ be the n by n matrix with X′ij =
√
Xij . An equation in n vanishes if and
only if the corresponding pair of columns or rows in X′ can be made orthogonal by appropriately
choosing signs for the entries. Thus an n by n orthostochastic matrix will satisfy n. Then a
natural question arises: Does n characterize On?
It is easy to see that the answer is negative in general. Indeed if n ≡ 2 (mod 4) then Jn
satisfies n. On the other hand, if also n > 2, Jn /∈ On because there is no n by n Hadamard
matrix.
Moreover there are also counterexamples for all n  16. First we prove a lemma.
Lemma 3.5. For n > 1 there exist positive real numbers a1, . . . , an such that
∑
ai = 1, and the
numbers 1 and √aiaj for 1  i < j  n are linearly independent over the rational numbers.
Proof. Choose positive real numbers ξi , 1  i  n − 1 which, are algebraically independent over
Q, the rational numbers, and are such that
∑
ξ2i < 1. Let
ai = ξ2i , 1  i  n − 1; an = 1 −
n−1∑
i=1
ξ2i .
To prove the assertion, assume that
r0 +
∑
1i<jn
ri,j
√
aiaj = 0
for some rational numbers r0 and ri,j . This can be rewritten as
r0 +
∑
1i<jn−1
ri,j ξiξj = −
n−1∑
i=1
ri,nξi
√
an.
Squaring both sides and rearranging gives⎛⎝r0 + ∑
1i<jn−1
ri,j ξiξj
⎞⎠2 − (n−1∑
i=1
ri,nξi
)2 (
1 −
n−1∑
i=1
ξ2i
)
= 0.
The coefficient of ξ2i ξ
2
j for 1  i < j  n − 1 is r2i,j + r2i,n. Now since the ξi are algebraically
independent over Q we have that r0 and ri,j all vanish. 
Now we will construct a bistochastic matrix which satisfiesn but is not orthostochastic, using
arguments from [1]. For two matrices A, B we denote by AB the convex hull of {A,B}.
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Proposition 3.6. Let n  16.
(i) There exist X in Bn satisfying n which are not in On.
(ii) There exist a set S of permutations on n letters such that PσPτ is contained in On for any
σ, τ in S, while the convex hull of S is not contained in On.
Proof. To do this we will need some definitions and the Hurwitz–Radon theorem [8]. Let A be an
elementary abelian subgroup of order n = 16 of Sn. Choose some linear order < on A with the
identity id being the smallest element and let σ → Rσ be the regular (permutation) representation
of A. Let {aσ }σ∈A be as in Lemma 3.5 and let
X =
∑
σ∈A
aσRσ ∈ Bn.
The rows and columns of X are labelled based on the linear order from A. One can see that
Xα,β = aαβ .
Consider distinct columns α and β in X. For any σ ∈ A there is a unique corresponding τ ∈ A
such that σα = τβ. Then Xσ,α = Xτ,β and Xτ,α = Xσ,β and it is easy to see that we may choose
signs appropriately so that the corresponding columns of X′ are orthogonal. A similar argument
applies to the rows. Thus X satisfies n. Now choosing signs for all entries in X′ to produce an
orthogonal matrix is equivalent to the existence of diagonal orthogonal matrices Dσ such that∑
σ∈A
√
aσ R˜σ ∈ O(n),
where R˜σ = DσRσ . Assume such diagonal orthogonal matrices exist. We can clearly assume that
Did = In and R˜id = Rid = In. Thus by orthogonality we have∑
σ∈A
aσ R˜
T
σ R˜σ +
∑
σ<τ
√
aσ aτ (R˜
T
σ R˜τ + R˜Tτ R˜σ ) = In.
The first summation simply equals In. Thus since
√
aiaj are linearly independent over Q, we get
R˜Tσ R˜τ + R˜Tτ R˜σ = 0, σ < τ,
and in particular
R˜Tσ + R˜σ = 0, σ > id,
and
R˜Tσ R˜σ = −R˜2σ = In, σ > id.
Thus the Hurwitz–Radon equations are satisfied. However the Hurwitz–Radon number ρ(16) = 9
is less than 15. Since the number of matrices that can satisfy the Hurwitz–Radon equations is
always less than or equal to ρ(n), we have a contradiction.
The group A immediately provides us with the set S for the second part of the proposition. All
elements of A are commuting involutions and so by Theorem 4.4 each edge PσPτ for σ, τ ∈ A
is orthostochastic, yet the matrix X constructed above is not.
We then extend the result to all larger dimensions n > 16 by extending each permutation σ ∈ A
so that σ(i) = i for i > 16. 
In [1] it is asked if a set of permutation matrices containing only commuting involutions has a
unistochastic convex hull. We have thus shown in the above proposition that the answer is false
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in the orthostochastic case. Note that in that paper the term “orthostochastic" corresponds to our
term unistochastic.
4. Quaternion Hadamard matrices
An n by n quaternion Hadamard matrix is a matrix H ∈ Mn(H) such that each entry has unit
norm |Hi,j | = 1 and H ∗H = nIn where ∗ denotes conjugate transpose, i.e., 1√nH is symplectic.
The n by n Fourier matrix, Fn, is the unitary matrix given by
[Fn]i,j = 1√
n
ω(i−1)(j−1),
where ω = e2π i/n. Dephasing a 2 by 2 symplectic matrix gives a real matrix while dephasing and
conjugating entrywise a 3 by 3 symplectic matrix yields a complex matrix. It follows that every
3 by 3 quaternion Hadamard matrix is equivalent to the Fourier matrix. Thus we will investigate
the structure of 4 by 4 quaternion Hadamard matrices.
Let us first introduce two families of such matrices. The 2-parameter special family of 4 by 4
quaternion Hadamard matrices consists of matrices of the form⎡⎢⎢⎣
1 1 1 1
1 −1 b −b
1 a x z
1 −a y w
⎤⎥⎥⎦ ,
where a and b are unit norm quaternions of the form a = a1 + a2i, b = b1 + b2j and
x = −1
2
(1 + a + b − ab), z = −1
2
(1 + a − b + ab),
y = −1
2
(1 − a + b + ab), w = −1
2
(1 − a − b − ab). (4.1)
The 3-parameter generic family of 4 by 4 quaternion Hadamard matrices consists of the matrices
of the form⎡⎢⎢⎣
1 1 1 1
1 a b −1 − a − b
1 c d −1 − c − d
1 −1 − a − c −1 − b − d 1 + a + b + c + d
⎤⎥⎥⎦ ,
where
b =
(
1 + aˆ
|1 + aˆ| i
)2
, c =
(
x
1 + a
|1 + a|
)2
, d =
(
x
1 + aˆ
|1 + aˆ| i
)2
,
a /= −1 and x are unit norm quaternions of the form a = a1 + a2i + a3j and x = x2i + x3j, and
aˆ = a1 + a2i.
Theorem 4.1. The matrices in the special and generic families are Hadamard.
Proof. We verified using Maple that these families indeed consist of Hadamard matrices. It is
also possible to do the verification by hand. 
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In the case n = 4 there are genuine 4 by 4 quaternion Hadamard matrices, and we see that this
allows the set of qustochastic matrices to be larger than the unistochastic matrices.
Theorem 4.2. Un is a proper subset of Qn if n  4.
Proof. Let n = 4 and consider the matrix H from the special family with a = i and √2b = 1 + j.
Then the differential (dφh)H is a 9 by 36 matrix which a computation shows to have rank 9. To
be specific, the 9 by 9 minor of (dφh)H made up from columns corresponding to basis vectors
EH for E ∈ {A1,4, A2,3, A2,4, A3,4, iC1,4, iC2,4, jC1,4, jC2,4,kC3,4} is nonzero. Thus there is
an open ball of qustochastic matrices in the Birkhoff polytope centered at the van der Waerden
matrix J4. This is not the case for unistochastic matrices for n = 4 as seen in [5]. Thus U4 is a
proper subset of Q4. The result easily extends to the cases n > 4 by observing that the matrix
φh(X) ⊕ In−4 is in Qn \Un if X ∈ Sp(4) is chosen so that φh(X) /∈ U4. 
Example 4.3. To see that Qn is a proper subset of Bn for n  3 simply note that
1
2
⎡⎣1 0 11 1 0
0 1 1
⎤⎦ , 1
2
⎡⎢⎢⎣
1 0 0 1
1 1 0 0
0 1 1 0
0 0 1 1
⎤⎥⎥⎦ , . . .
are bistochastic, but obviously not qustochastic. This argument is the same as the one used in [2,
Theorem 5].
For a permutation σ in the symmetric group on n symbols, we let Pσ be the n by n permutation
matrix with entries (Pσ )i,j = δi,σ (j). The map σ → Pσ is a group homomorphism.
Theorem 4.4. If PσPτ ⊆ Qn then σ−1τ is an involution. Conversely, if σ−1τ is an involution,
then PσPτ ⊆ On.
Proof. Assume that PσPτ ⊆ Qn. It is easy to see that the matrix A = 12 (Pσ + Pτ ) is, up to
permutation of the rows and columns, a direct sum of blocks
[1], 1
2
[
1 1
1 1
]
,
1
2
⎡⎣1 1 01 0 1
0 1 1
⎤⎦ , . . .
of various sizes. Since A ∈ Qn, only blocks of size 1 or 2 occur. This implies that σ−1τ is an
involution. Conversely if σ−1τ is an involution then any matrix pPσ + (1 − p)Pτ for 0 < p < 1
is (up to permutation of rows and columns) a direct sum of blocks
[1] or
[
p 1 − p
1 − p p
]
and is easily seen to be in On. 
These arguments are similar to those found in [1].
Now we will show that the special and generic families comprise all 4 by 4 quaternion Hadamard
matrices up to equivalence. We begin with a lemma:
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Lemma 4.5. Let u = [1, a, x, y]T be a 4 by 1 quaternionic column vector with entries of unit
norm. Assume u is orthogonal to the column vector with all entries equal to 1 and a /= 1. Then
x = h − 1 + a
2
, y = −h − 1 + a
2
, (4.2)
where h is orthogonal to 1 + a and 2|h| = |1 − a|.
Proof. Let h = x + 1+a2 . Note that 1 + a = −x − y, 2h = x − y and |x| = |y| = 1 so h ⊥ 1 +
a. Then |h − 1+a2 |2 = |x|2 = 1 so |h|2 = 1 − | 1+a2 |2 = | 1−a2 |2 since 1 + a ⊥ 1 − a. Thus 2|h| =|1 − a|. The expression for y is straightforward. 
Theorem 4.6. Each 4 by 4 quaternion Hadamard matrix is equivalent to one in the special or
generic family.
Proof. After dephasing a 4 by 4 quaternion Hadamard matrix we have one of the form⎡⎢⎢⎣
1 1 1 1
1 a d g
1 b e h
1 c f i
⎤⎥⎥⎦ .
If one of the nine entries a, b, . . . , i is real, it must be ±1. When there is a real entry there must
be a −1 entry also. Let us assume there is a real entry. After permuting rows and columns we
obtain a matrix of the form⎡⎢⎢⎣
1 1 1 1
1 −1 b −b
1 a x z
1 −a y w
⎤⎥⎥⎦ .
We may assume that a ∈ C and b ∈ span{1, i, j} after conjugating. Using orthogonality with the
first row and column, and solving for x, y and z, we get
x = −b − a + w, y = −1 + a − w, and z = −1 + b − w.
Then using orthogonality between the second and third columns we get the equations (4.1). Now
since |x| = |z| = 1 we have that 1 + a ⊥ (1 − a)b or apu ⊥ bpu. Thus b ∈ span{1, j} as required.
Suppose we now have a dephased quaternion Hadamard matrix having no real entries apart
from those in the first row and column. By lemma 4.5 the matrix is of the form:
H =
⎡⎢⎢⎣
1 1 1 1
1 a b c
1 h − (1 + a)/2 k − (1 + b)/2 
1 −h − (1 + a)/2 −k − (1 + b)/2 
⎤⎥⎥⎦ ,
where |a| = |b| = |c| = 1; 2|h| = |1 − a|, 2|k| = |1 − b| and h and k are orthogonal to 1 + a
and 1 + b respectively. The orthogonality condition on the second and third columns gives
− 4h¯k = (1 + a¯)(1 + b) + 2(1 + a¯b). (4.3)
As h ⊥ 1 + a and k ⊥ 1 + b, we have
h = s(1 + a), k = t (1 + b),
where s and t are pure quaternions with
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2|s| =
∣∣∣∣1 − a1 + a
∣∣∣∣ , 2|t | = ∣∣∣∣1 − b1 + b
∣∣∣∣ .
Substituting into Eq. (4.3) we get
4st = 1 + 2 1 + a|1 + a|2 (1 + a¯b)
1 + b¯
|1 + b|2 . (4.4)
Note that c = −(1 + a + b) so |1 + a + b|2 = 1 which is
2 + a + a¯ + b + b¯ + ab¯ + ba¯ = 0
and is equivalent to 1 + a ⊥ 1 + b, and to
(1 + a1)(1 + b1) + a2b2 + a3b3 + a4b4 = 0. (4.5)
We have
(1 + a)(1 + a¯b)(1 + b¯)= 2 + a + a¯ + b + b¯ + ab¯ + a¯b
= a¯b − ba¯.
Now |a|2 = |b|2 = 1 implies that |1 + a|2|1 + b|2 = 4(1 + a1)(1 + b1). Since
apubpu = (a1 − a¯)(b − b1) = −a1b1 + a1b + b1a¯ − a¯b,
bpuapu = (b − b1)(a1 − a¯) = −a1b1 + a1b + b1a¯ − ba¯,
and
apubpu + bpuapu = −2〈apu, bpu〉 = 2(1 + a1)(1 + b1),
we have
2bpuapu = (2(1 + a1)(1 + b1) − apubpu) + bpuapu
= 2(1 + a1)(1 + b1) + a¯b − ba¯.
Hence (4.4) can be written as
st = uv (4.6)
where
u = b
pu
2(1 + b1) , v =
apu
2(1 + a1) .
It is straightforward to check that |s| = |v| and |t | = |u|. Equation (4.6) is equivalent to
〈s, t〉 = 〈u, v〉, s × t = u × v.
Thus span{s, t} = span{u, v} and the angle between s and t equals the angle between u and v.
Hence there is a rotation in the space of pure quaternions that takes v to s and u to t , thus there is
a unit norm quaternion x such that
s = xvx¯, t = xux¯.
Then (4.6) gives that xvux¯ = uv which after rearranging becomes
xyx−1 = y¯, (4.7)
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where
y = vu|vu| =
apubpu
|apubpu| .
If we plug into H the expressions for s and t and switch the last two rows, we obtain the matrix:⎡⎢⎢⎣
1 1 1 1
1 a b 
1 −x 1+a|1+a| x¯ 1+a|1+a| −x 1+b|1+b| x¯ 1+b|1+b| 
1   
⎤⎥⎥⎦ .
Now since we are free to conjugate the matrix entrywise by a unit norm quaternion, we may assume
that a = a1 + a2i + a3j and b = b1 + b2i. Let aˆ = a1 + a2i. Since we assumed that a, b /∈ R, Eq.
(4.5) implies that a2 /= 0 and so
b2 = − (1 + a1)(1 + b1)
a2
.
Then from |b|2 = 1 we get
((1 + a1)2 + a22)b21 + 2(1 + a1)2b1 + (1 + a1)2 − a22 = 0.
One of the roots of this quadratic is b1 = −1, which is not the case. Thus we must have that
b1 = − (1 + a1)
2 − a22
(1 + a1)2 + a22
and a simple computation gives
b = − (1 + aˆ)
2
|1 + aˆ|2 .
If a3 = 0, then a is complex and the above formula shows that b = −a and c = −1 which
gives a contradiction. We conclude that a3 /= 0. Since apubpu = (a2i + a3j)b2i = −b2(a2 + a3k)
and a3b2 /= 0, the equation xyx−1 = y¯ implies that xkx−1 = −k. Thus x ∈ span{i, j}, and in
particular x¯ = −x. As
|1 + aˆ|2 − (1 + aˆ)2 = −2a2(1 + aˆ)i,
we have
1 + b
|1 + b| = ±
1 + aˆ
|1 + aˆ| i,
and we arrive at the result. 
5. Quaternionic MUB
Two orthonormal bases {ui}ni=1, {vi}ni=1 in Cn are said to be mutually unbiased bases (MUB)
if
|〈ui, vj 〉|2 = 1
n
for all 1  i, j  n. A collection of orthonormal bases for Cn is said to be a set of mutually
unbiased bases if they are pairwise mutually unbiased. We extend this definition in the natural
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way to Hn. We consider Hn as the right vector space over H consisting of column vectors.
We use the physicists’ notation |x〉 to denote a column vector and 〈x| to denote the conjugate
transpose vector |x〉∗. The space Hn is equipped with the standard positive definite inner product
〈x|y〉 = |x〉∗|y〉. We identify an orthonormal basis with any symplectic matrix that has as columns
the vectors in the basis. The condition that a set S = {A1, . . . , Ak} of symplectic matrices be
mutually unbiased is simply that
√
nA∗i Aj is Hadamard for all 1  i < j  k. If a set of MUB
contains only Hadamard matrices (more precisely, matrices Ai such that
√
nAi is Hadamard),
we may include the identity matrix to create another set of MUB. Conversely if {A1, . . . , Ak}
is a set of MUB, then {I, A∗1A2, . . . , A∗1Ak} is a set of MUB, where I is the n by n identity
matrix and
√
nA∗1Aj is Hadamard. Two sets of MUB {A0, A1, . . . , Ak}, {B0, B1, . . . , Bk} are
to be considered equivalent if there exist symplectic monomial matrices Ei for 0  i  k and
a symplectic matrix U such that UAiEi = Bπ(i) for all 0  i  k where π is a permutation of
{0, . . . , k}. If a set of MUB contains the identity matrix, we may then additionally dephase some
other matrix in the set.
It is known that the upper bound on the size of a set of MUB in Cn is n + 1 [3]. For Hn this is
not the case, see Theorem 5.3.
We give an upper bound:
Theorem 5.1. For n  2, a set of quaternionic MUB in Hn consists of at most 2n + 1 bases.
Proof. Let Hn be the real vector space of all Hermitian quaternionic n by n matrices, and H0n its
subspace consisting of zero trace matrices. Note that dim H0n = 2n2 − n − 1 = (n − 1)(2n + 1).
The inner product in Hn is given by
〈A,B〉 = Tr(AB),
where for any n by n quaternionic matrix X we define its trace by
TrX = 2
n∑
i=1
Re(Xii).
LetE = {|e1〉, . . . , |en〉} be an orthonormal basis of Hn. To each unit vector |e〉 ∈ Hn we associate
the operator
|e〉〈e| − 1
n
In ∈ H0n.
To the basis E we associate the (n − 1)-dimensional subspace VE ⊆ H0n spanned by the matrices
Ei = |ei〉〈ei | − 1
n
In, 1  i  n.
Observe that the sum of these matrices is 0 and they are vertices of a regular (n − 1)-simplex
in H0n. LetF = {f1, . . . , fn} be another orthonormal basis of Hn and assume that E andF are
mutually unbiased. If
Fj = |fj 〉〈fj | − 1
n
In, 1  j  n,
then we have
〈Ei, Fj 〉 = Tr(EiFj )
= Tr(|ei〉〈ei |fj 〉〈fj |) − 1
n
Tr(|ei〉〈ei |) − 1
n
Tr(|fj 〉〈fj |) + 2
n
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= 2|〈ei |fj 〉|2 − 2
n
= 0.
Consequently VE ⊥ VF. Since each of VE, VF, . . . has dimension n − 1 and dim H0n =
(n − 1)(2n + 1), the assertion of the theorem follows. 
Remark 5.2. This proof is an obvious adaptation of the proof in the complex case sketched in
the paper [4].
A set of 2n + 1 MUB in Hn will be called complete. A set of MUB is maximal if it cannot
be extended to a larger MUB. We shall see later that there exist maximal MUB which are not
complete. Next we show that the above bound is attained in the case n = 2.
Theorem 5.3. For n = 2 there exists a complete set of MUB in Hn. Moreover, it is unique up to
equivalence. The matrices[
1 1
1 −1
]
,
[
1 1
i −i
]
,
[
1 1
j −j
]
,
[
1 1
k −k
]
,
multiplied by 1/
√
2 and the identity matrix form such an MUB.
Proof. Assume {I, A1, . . . , A4} is a set of MUB. Thus
√
2Ai and
√
2A∗i Aj , i /= j , are 2 by 2
Hadamard matrices. After dephasing we may assume
√
2A1 =
[
1 1
1 −1
]
.
If n  2 we multiply A2 on the right by an appropriate symplectic diagonal matrix to get
√
2A2 =
[
1 1
a −a
]
,
for some unit norm quaternion a. Then since
√
2A∗1A2 is Hadamard we have that |1 + a| =|1 − a| = 1 so a is pure. We may conjugate by x ∈ H to make a = i. Next we have
√
2A3 =
[
1 1
b −b
]
,
for some unit norm quaternion b. Again b must be pure but also we see that ib is pure. Thus
b ∈ span{j,k}. Conjugating by a complex number we have b = j. Finally, A4 has a similar form
involving a unit norm quaternion c. Now we have c, ic and jc must be pure. This means c = ±k
and if necessary we may switch the two columns of A4 to have c = k. A computation shows this
is indeed a set of MUB. 
Now we consider the problem with n = 3. Let us introduce six families of quaternionic 3 by
3 Hadamard matrices which are unbiased with respect to the Fourier matrix F3. All these claims
are easy to verify by using Maple. All of the families consist of matrices with the same basic form⎡⎣1 1 1a aζ aζ 2
b bζ 2 bζ
⎤⎦ , (5.1)
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where |a| = |b| = 1 and
ζ = −1
2
+ si + tj, s2 + t2 = 3/4; s, t ∈ R.
Let
p(a, s, t) = (a23 + a24)s + (a1a4 − a2a3)t (5.2)
and
ϕ(a, s, t) = 4α0s2 + 8α1st + α2, (5.3)
where
α0 = 1 − a1 + 4a1a22 + 2a1a24 + 2a2a3a4 − 2a23 − 2a24,
α1 = a21a4 − a22a4 + 2a1a2a3 − a1a4 + a2a3,
α2 = 1 − a1 + 4a1a22 + 4a1a23 − 2a1a24 − 6a2a3a4. (5.4)
First there is a 3-parameter family, to which we refer as the generic family, consisting of matrices
(5.1) where ϕ(a, s, t) = 0, p(a, s, t) /= 0, and b is the unique solution to
〈1 + ω−iaζ j , 1 + ωibζ−j 〉 = 1, i, j ∈ {0, 1}. (5.5)
There are also five special families, each depending on two parameters. It should be understood
that, in each case, only the listed restrictions apply in addition to |a| = |b| = |ζ | = 1.
1: a = 1, b1 = − 12 and b4 = 0.
2: a = ζ , ζ 2; b1 = 1 − 2(a2b2 + a3b3) and b4 = 2(a3b2 − a2b3).
3: a = ω, ω2; b1 = 1 − 2a2b2 and b4 = 2a2b3.
4: a1 = 14 , a22 = a23 = 316 , a4 = 4a2a3, b1 = − 12 − 43a4b4, b3 = 2a33 (1 − 4b1 − 8a2b2) and
s = 0.
5: 3a22 = (1 − a1)2, 6a23 = (1 − a1)(1 + 2a1),a24 = 3a23 ,p(a, s, t) = 0,b1 = − 12 − a2b4a3 ,b2 =
1−a1
2a2 −
a3b3
a2
+ b42a3 and t2 = 4a23 .
The next theorem reveals the importance of these families for the problem of constructing a
maximal set of MUB. We shall give two examples at the end of this section.
Theorem 5.4. Let n = 3. Any quaternionic MUB {A0, A1, A2} is equivalent to one where A0 =
I3, A1 = F3 is the Fourier matrix, and A =
√
3A2 belongs to one of the six families defined
above.
Proof. We may assume that A0 = I3. Since any 3 by 3 quaternion Hadamard is equivalent to√
3F3, we may assume A1 = F3. We may also assume that the Hadamard matrix A has the form
A =
⎡⎣1 1 1a c e
b d f
⎤⎦ .
Let x be a unit quaternion such that x−1a−1cx is complex, let X = diag(x, x, x) and let
D =
⎡⎣1 0 00 a−1 0
0 0 b−1
⎤⎦ .
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Then we have that
X−1DAX =
⎡⎣1 1 11 x−1a−1cx x−1a−1ex
1 x−1b−1dx x−1b−1f x
⎤⎦
is Hadamard and by orthogonality we see that all entries are complex. By having permuted the
columns of A if necessary, we see that the RHS of this equation must be
√
3F3. Then we have
A = √3D−1XF3X−1. Thus if we let ζ = xωx−1 we get that A is in the form (5.1).
Now since A2 must be unbiased with respect to F3 we have that equations (5.5) hold. If we
take a and ζ to be fixed, we obtain a linear system of equations Bb = v where B is a 4 by 4 real
matrix and v is a real column vector. The entries of B and v depend on a and ζ . Note that since
I3 and F3 are complex, we are free to conjugate A entrywise by a complex number of unit norm,
and thus we assume that ζ ⊥ k.
Let di be the determinant of the 4 by 4 matrix obtained by dropping the ith column of the
augmented matrix B˜ = [B|v]. It can be checked, e.g. with Maple, that
d5 ≡ 3p(a, s, t)2, (5.6)
and
8
( 4∑
i=1
d2i − d25
)
≡ 9d5ϕ(a, s, t) (5.7)
where the congruence is modulo the ideal 〈|a|2 − 1, |ζ |2 − 1〉.
Now if detB = d5 /= 0 then by Cramer’s rule we have bi = ±di/d5 and since |b| = 1 we get
that
∑4
i=1 d2i = d25 . From (5.6) and (5.7) it follows that p /= 0 and ϕ = 0. Thus A is in the generic
family.
If d5 = 0 then (5.6) implies p(a, s, t) = 0. Note that by (5.7) we have then that di = 0 for
1  i  4. We now distinguish three cases.
Case 1. a3 = a4 = 0. Rows 1 and 3 of B˜ reduce to the system
(1 + a1)b1 + a2b2 = −a1,
a2b1 + (1 − a1)b2 = a2.
Since ∣∣∣∣1 + a1 a2a2 1 − a1
∣∣∣∣ = 0,
the two equations must be linearly dependent and so a1 − a21 + a22 = a2(1 + 2a1) = 0. Thus
either a2 = 0 and so a = 1, or a1 = − 12 and a = ω or ω2. If a = 1 then we see that b1 = − 12 and
row 4 gives either t = 0 or b4 = 0. If t = 0 then ζ is complex and by conjugating A entrywise
by a complex number we can assume b4 = 0. Thus we get that A is in Family 1. If a1 = − 12
then we see that by rows 1 and 2 we have b1 + 2a2b2 = 1 and t (3b3 − 2a2b4) = 0. Thus we get
that t = 0 or b4 = 2a2b3. If b4 = 2a2b3 then A is in Family 3. If t = 0 then ζ is complex and by
conjugating A entrywise with a complex number we see that A is in Family 2.
Case 2. a23 + a24 > 0; a1a4 − a2a3 = 0. Then s = 0. By calculating a Groebner basis for the ideal
〈s, a1a4 − a2a3, |ζ |2 − 1, |a|2 − 1〉 one may check that all 3 by 3 minors of B are 0. Thus all 3
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by 3 minors of B˜ have to be 0 as well. After computing a Groebner basis for the ideal generated
by the generators of the previous ideal, along with the remaining minor equations, one sees that
a4 ∈ {0,± 34 }. If a4 = 0 then a3 /= 0 so a2 = 0. Clearly a1 /= 1 since a23 + a24 > 0, thus we see
that a1 = − 12 . Solving the system we get b1 = 1 − 2a3b3 and b4 = 2a3b2 thus A is in Family 2.
If a4 = ± 34 then a1 = 14 and a23 = 316 . Furthermore a2 = 43a3a4. Then solving the system we find
from row 1 that b1 = − 12 − 43a4b4 and then b3 = 2a33 (1 − 4b1 − 8a2b2). Thus A is in Family 4.
Case 3. a23 + a24 > 0; a1a4 − a2a3 /= 0. Then s /= 0 and t /= 0. By calculating a Groebner basis
for the ideal 〈p(a, s, t), |ζ |2 − 1, |a|2 − 1〉 one may check that all 3 by 3 minors of B are 0.
Thus all 3 by 3 minors of B˜ have to be 0 as well. Collect all 3 by 3 minors of B˜ and append the
polynomials |ζ |2 − 1, |a|2 − 1 and p(a, s, t), and compute the Groebner basis of the ideal J they
generate. By using this basis it is easy to verify that the set of polynomials
{a4t (3a23 − a24), a3(t2 − a23 − a24), t (3a23 − a24)(1 + 2a1),
4a23(st − a2a3) + a4(a23 + a24 − 4a2a3a4), a4t (a2a4 − a3(1 − a1)),
t (a2(1 + 2a1) − 2a3a4)}
is contained in J . From a4t (3a23 − a24) = 0 we deduce that a3 /= 0 and that either a4 = 0 or
a24 = 3a23 . If a4 = 0 we obtain that a1 = − 12 , st = a2a3, and t2 = a23 . Thus s2 = a22 and a = ζ or
ζ 2. In both cases we get b1 = 1 − 2(a2b2 + a3b3) and b4 = 2(a3b2 − a2b3). Thus A is in Family
2. If a4 /= 0 then a24 = 3a23 , t2 = 4a23 , a2a4 = a3(1 − a1) and 2a3a4 = a2(1 + 2a1). From the
last two equations we find that 2a24 = (1 − a1)(1 + 2a1) and
3a22(1 + 2a1) = 6a23(1 − a1) = 2a24(1 − a1) = (1 − a1)2(1 + 2a1),
which gives 3a22 = (1 − a1)2. Now rows 1 and 2 of system B˜ give
b1 = −12 −
a2b4
a3
, b2 = 1 − a12a2 −
a3b3
a2
+ b4
2a3
.
Thus A is in Family 5. 
As promised, we now give two families of genuine quaternionic MUB consisting of four bases
(i.e., symplectic matrices). The first one depends on one parameter only, while the second depends
on three parameters.
Example 5.5. We give here a one parameter family of quaternionic MUB of size 4 which includes
the complete complex MUB as a particular case. They are parameterized by the points (s, t) on
the circle s2 + t2 = 3/4 and are given by
I3, F3,
1√
3
A(s, t),
1√
3
A(−s,−t)
where
A(s, t) =
⎡⎣ζ 1 11 ζ 1
1 1 ζ
⎤⎦ , ζ = −1
2
+ si + tj.
For t = 0, s = √3/2 this is a complex MUB.
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We have verified using Maple and Theorem 5.4, that such MUB, for arbitrary (s, t) is not
extendible to an MUB of size 5.
Example 5.6. We now give a normalized 3-parameter family of maximal quaternionic MUB:
I3, F3,
1√
3
A(a, b, c),
1√
3
B(a, b, c).
The a, b, c are any quaternionic cubic roots of unity orthogonal to k. Thus each of them has the
form
−1
2
+ si + tj; s2 + t2 = 3/4.
The Hadamard matrices A and B belong to our Family 1 and are given by
A(a, b, c) =
⎡⎣1 1 11 a a2
b ba2 ba
⎤⎦ , B(a, b, c) =
⎡⎣1 1 11 c c2
b¯ b¯c2 b¯c
⎤⎦ .
The family is normalized in the sense that we have fixed the first two matrices to be I3 and F3.
It is not hard to verify that the four orthonormal bases provided by the columns of these
matrices are indeed MUB. For example if we take the conjugate transpose of the second column
in A and multiply by the second column of B we get the sum 1 + a2c + abc2. By multiplying
on the left and right by a2 and c respectively, this sum has the same norm as a2c + ac2 + b =
2(a2c2 + a3c3) + b2i + b3j + 2(a3c2 − a2c3)k. The norm squared of this sum is easily seen to
be 3 as required. If we take the special case a = b = c = ζ , we obtain a 1-parameter family which
is equivalent to the one from the previous example.
6. Open problems
Here we mention some relevant problems that remain open.
Problem 6.1. For arbitrary dimension n, real, complex or quaternionic, characterize the singular
points of φr : O(n) →An and the critical points of φc : U(n) →An and φh : Sp(n) →An.
The singular points ofφr forn  4 only depend on the positions of zero entries in the orthogonal
matrix. It would be interesting to see if this phenomenon persists in higher dimensions.
Problem 6.2. Is it true that the 12 polynomial equations 4 satisfied by O4 characterize this set?
Problem 6.3. Determine all maximal sets of MUB in H3.
We have found a 3-parameter family of such MUB consisting of four bases. This family
contains the maximal set of complex MUB that is unique up to equivalence in C3.
Problem 6.4. Describe the set of all quaternionic Hadamard matrices of size 5 or 6.
We have found two families of quaternionic Hadamard matrices of size 4 and we have shown
that any quaternionic Hadamard matrix of size 4 is equivalent to a matrix in one of these families.
Problem 6.5. Prove that the maps φc : U(n) →An and φh : Sp(n) →An have regular points
for all n  1.
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The assertion is easy to verify for small values of n and it is known to be true if n is prime
[12]. This problem is mentioned in [5].
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