AN OPERATIONAL CALCULUS FOR OPERATORS WITH SPECTRUM IN A STRIP
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1. Introduction. Let A be a complex Banach space, and Ί be a closed distributive operator whose domain and range are in A. We suppose the spectrum σ ( 7) of 7 does not cover the whole plane, and write (λ/-τr ι = R λ (τ)
for λ £ σ( 7). In the case that Ί is bounded, N. Dunford [2] and A. E. Taylor [13] have defined an operational calculus for T by the formula ( 
1.1) f(T) = -f f(λ)R χ (T)dλ,
where f is analytic on σ(7), and C is a suitable bounded contour enclosing
σ(T).
Such functions / form an algebra, and the mapping /->/( Ί ) is a homomorphism of this algebra into the algebra of bounded operators on A.
When 7 is assumed to be closed but not bounded, the problem of developing an operational calculus for 7 meets with the difficulties that the domain D(T)
is a proper subspace, and σ(T) is in general unbounded. A modification of (1.1), ( 
1.2) f(T) = /(oc)/ + -f f(λ)R λ (T)dλ,
has been used by Taylor [14] when / is analytic on σ(T) and at infinity. Here C is a bounded contour enclosing the singularities of /. Although most of the theory for the bounded case may be carried over, the class of functions / is restricted; and polynomials in 7, being unbounded operators, need a separate i x + j_f.
2πi -T
dλ. λ n
Ίhe usual homomorphism rules hold, and the results are consistent with those of Taylor. A closed extension of /( 7 ) is obtained which coincides with the Stone-von Neumann operator in the case of self-adjoint Ί in Hubert space.
In §5 we assume a further growth condition on j|/?\(7)|| near σ(T), and investigate operators corresponding to bilateral transforms. This section is largely a reformulation for our situation of results of Hille 1.3, Chap. 15] for an operational calculus for the case that σ(T) is confined to a half plane and / is OPERATORS WITH SPECTRUM IN A STRIP 259 a one-sided transform. In § 7 we prove a theorem on the construction of inverses of such operators by limits of polynomials in T.
As an application we take T the operation of differentiation in the spaces C and Lp (1 <_ p < oc) 1 ^2\ (1.3) lim Γ[ 1 \φ(t) = x(t),
where convergence is in the norm topology of any of the spaces mentioned.
This example is typical of a class of inversion theorems for which the theorem of §7 gives a uniform treatment. Inversion formulas of this sort have been proved by different methods for L 2 (-oc, 00) by Pollard [9] and for C[-oc, 00) by Widder [16] (see Hirschman and Widder [4, 5, 6 and 7] for extensive results on the corresponding local problem). The case p ^ 2 does not seem to have been considered before. Our method also applies to inversion of transforms
in the corresponding spaces on the circle. 260 WILLIAM G. BADE 2. Construction of the calculus. Let T be a closed operator whose domain ϋ ( 7 ) is a prescribed subspace. We suppose:
A. i he spectrum σ( 7) lies in the vertical strip -Ύ 1 σ < r (λ = σ + i r, 0 < y < oc ) .
The resolvent ίlχ(Ί ) = (XI -T)~ι satisfies
||/ί λ (7")|| < M(t), \σ\ > t, t > γ. 1 The strip containing σ(T) is taken to be vertical merely for convenience.
The symbol p(T) will denote the resolvent set, and [A] the set of bounded linear operators mapping X into itself. We shall need the following known results:
then for any polynomial
the corresponding operator P (T) with domain Z/ Λ ( 7 ) is closed, and [ 14, p. 202 j. Our procedure for assigning operators f(T) to functions /(λ) will be a variant of the contour integral approach of Dunford and Ίaylor. It will be convenient to set up the correspondence first for a particular class of functions and use this class to treat less restrictive cases. DEFINITION 2.1. We denote by £(0, γ) the class of functions /satisfying:
R λ (T)P(T)x
(a) /is analytic in a strip -r < σ < r, r > γ (r may vary with /).
(b) As T -»±oo,/(σ+iτ) ->0 uniformly with respect to σ, -~r ι < σ < r γ for any r ι < r.
The class £(0, y) is an algebra, although strictly speaking not an algebra of functions, since the functions / do not have a common domain. To get condition (c) for products, we note that if /C£(0, y), f(σ+iτ) is bounded in
For convenience we adopt a convention with regard to contour integrals. If / is analytic in -r < σ < r s where r > γ, the symbol Γ c (ω) will denote a contour composed of the two parallel line segments σ = ± c y -ω <_ r <ω, where γ < c < r; the positive sense along σ = c will be upward, and that along σ --c 262 WILLIAM C. BADE downward. The symbol Γ c will denote the contour obtained by letting ω -»oo.
We now define operators corresponding to functions in L(0, y).
This formula defines an operator in [X], the integral converging absolutely and uniformly in x. It is easily seen to be independent of c except for the restriction y < c < r.
Proof. Statement (a) is obvious. To prove (b) let / and g both satisfy the the conditions of Definition 2.1 in the strip [-r. r] , and let c and c' be chosen so that γ < c < c' < r. Using the functional equation
is given by the expression
Formula (b) now follows. We note also the following useful consequence of (2.3).
To assign operators to functions with less restrictive growth properties than those of <o (0, y), we must overcome the problem of the convergence of the integral in (2.2 ). As motivation, suppose that /CL(0, y) and x €1 D n (7 ). Then, by the Lemma 2.2,
or, by use of Theorem 2.2,
The convergence-producing factor in the denominator suggests the following development.
and let £ (oc , y) = IΓ°= O £ ( TZ, y ) .
The definition of £(rc s y) does not depend on Cί, since if / C £ (n, γ) for one (X it is in for any other with | R ( G()| > y We note that
We omit the proof, which follows from the fact £(0, y) is an algebra. DEFINITION 2.4. for /C£(n,y), and x in D n (T), we choose α such that I ft ( Cί) I > y, and define
To show that this definition is independent of CX, let /Ci(n, γ), n > 1,
We remark also that when x C =LΛn 9 γ), it is also in ^(n + 1, y ); and if J) + ( 7 ), Lem the same operator.
x £ J) + ( 7 ), Lemma 2.2 shows that formula 2.1 for both n and n+ 1 yields
Proof. We note that /g G £ (m + n, y) and ^ f / ).\. C /V ;/;^' 7 )
by Theorems 2.2 and 2.3. Now if we write
then, by Theorems 2.1 and 2.2,
We are lee! to another formula for f(T) in the following way. Suppose first that /CC(O, y) and x Cϋ n {'ί). Then in the integral (2.2) we may substitute
This formula has meaning when f££{n y γ) instead of <C(0, y), and we shall establish it. In fact we prove more generally: THEOREM 2.5. Let /G£U, y) and χ€D n (T). If |R(α)|<c, then
Proof. We suppose first that |R(α)| > γ, and choose c' such that
where C is a small circle described counterclockwise enclosing α and not intersecting Γ c or Γ c ' Substituting from (2.1) in the second integral, we have
This establishes (2.5) when | R (a) | > y. However, the right side of (2.5) is independent of (X and analytic in Cί. Thus (2.5) holds in the larger region.
The calculus developed above has the disadvantage that if P(λ) is a polynomial of degree n, and hence is at best in «C(τι + 2, y), the operator corre-
is defined only on D n+2 (T).
We check that this operator is really the formal polynomial in T in the typical case /(λ) = λ. For x in D 3 ( 7), using the series formula, we have
The left side is independent of c, and must vanish since M ( c ) is nonincreasing.
In passing we note without proof some facts which we shall not need later. If for x €. D n { Ί ) we write 11*11,,= Σ ll^ll' 1 = 0 then D n {T) with this norm is a Banach space X^n'; and if /C<C(^ y), the
Consistency with Taylor's operators. For an arbitrary closed operator
with nonempty resolvent set, Taylor [14] has defined an operator corresponding to any function / analytic on σ(T) and at infinity. In our situation, let us denote by Q<(y) the class of functions whose singularities lie in bounded sets in the two half-planes σ < -γ and σ > y. If /CQ(y), and Ω i and Ω 2 are clockwise contours in p(T) enclosing these sets, then Taylor's formula defines But (see [14, p. 203 ] )
Similarly one shows if/G£(l, y) nQ(y) then for x mϋ{Ί ).
A closed extension of /(T).
Let / be in C (π, y), but not in £ (ra -1, y).
The operator f(T), defined on D n (T), need not in general be closed on this domain. However, we can describe an extended domain on which it will be closed. As before, we set A(λ) = /(λ)(α -λΓ\ |R( and write
and define
Since iCC(0,y),fl n (Γ) Cfl(/(T)) by Theorem 2.2. The inclusion may be proper. We shall need a lemma. Proof. Necessity is proved by Taylor [14, p. 203] . To prove sufficiency first suppose that n = 0, i.e., /(oc) £ 0, and that
f[T]x€D m (T)
.
where Λ(λ)= /(λ)-/(oo). As h has a zero at infinity, h [T ] xC Dj c + ι ( 7") by the first half of the lemma. But as k < m,
and hence x £ D^. + ι (T). By repeating the argument, we see that x £ D m (T).
If n > 1 and we set
and note that
As
R£(T) maps D m + n {T) one-to-one onto D m (T), g[T]x€D m (T).
But since g(oo) ^ 0, x £ Z) m ( J) by the case rc = 0 just proved.
THEOREM 4.1. The subspace D(f(T)) is independent of Cί, and f(T) with domain D (/( T )) is a closed extension of f(T).

Proof. If |R(CO|, |R(j8)| > y , α^w e denote by D a (f(T)\ D β (f(T)\
h a , and hβ the respective domains and functions /(λ)(α~λ)" n and /(λ) (β-λ)~n.
where P is a polynomial of degree n -
The function g is in Q(y), and g[ T] carries D n (T) into itself (in fact into D n + ι (T))
by the lemma. Since
(gh β )(T) = g[T]h β (T)
(apply Rβ(T) to both sides ),
ha(T) = h β (T) + g[T]h β (T)
and Dβ(f{T)) C D α (/(Γ)). 
Then lim h(T)x m -h{T)x 0 , as h(T) is continuous. As h (T)x m C U n (T), and (al -T) n is closed on
D n (T),h(T)x 0 Cϋ n (T);
i.e. * 0 CD (f(T)), and
1=0
the operator f(T) is the formal polynomial in Γ. For if
then h C Q(y), with a zero of order exactly two at infinity. By Lemma 4.1, 
h[T]x (=h(T)x) CD n+2 (T) if and only if x £ D n ( Ί ). Hence D n m = D{J(T)).
If xCD n (T), R^2(T)f(T)x
exists. The operator F (A) is normal, and hence closed on Dp. We write
Taking F(τ) = /(jτ), w e easily see that /"(Γ) = F(/4) when /C£(0, y) (here y = 0) and that D(4") = D n {Ί).
Now let / C£(re» y), ) I > 0, and H (r) = h(iτ).
If
A(n*eo,,(n,
exists and x €1 Dp, The argument may be reversed. Thus 
which will ensure boundedness. The results here are essentially due to ίlille; in his book [3, Chap. 15] he constructs a calculus for operators with spectrum in the left half-plane, the class of functions being one-sided transforms converging absolutely in a half-plane containing the spectrum. The details of the construction in our case will differ sufficiently to justify giving an outline of the development. We take the following result from Hille.
THEOREM 5.1. [3, p. 307, 322] . // T is a closed operator satisfying A, B', and C, the formulas 
Condition C implies D n (T) is dense for n > 1. For if λ € p(T), D n (T) = Rχ' l (T)D(T) is dense in R\~l (T) X = D n (T), and thus by a repetition of the argument is dense in D(T),
and hence in A. It will follow from Theorem 5.1 [3, p. 228] that D^ {T) = ΓΓ =γ D n {T) is also dense. x ζ-X, the integrals converging absolutely.
The operator 3 (ξ) will prove to be /( T) for/(λ)= e λξ .
Let Ψ denote the vector space of complex-valued functions β satisfying:
(a) β is normalized and of bounded variation on ( -oo, oo). Thus / + and /_ are analytic for σ < r and σ > -r respectively.
THEOREM 5.2. ///Cl)(y), then the bounded operator f{T\ defined by
is also given by
and if β = u? f\T\x -x 9 the two integrals of (5.
We sketch the proof. Consider the first integral of (5.6). After substituting from (5.3) and (5.5), and interchanging the order of integration, we may express the partial integral
The classical theorem on the Fejer integral holds for vector-valued functions (see [3, p. 49] ). Thus
for each ζ and, in fact, uniformly in any bounded interval of continuity of v (ζ).
Since j8 + and /3_ are continuous at zero, one shows easily that the first integral on the right of (5.7) vanishes in the limit, and
The second integral of (5.6) yields / + { T\x + [β(0 + ) -β(0-)]x, and the sum of the two is f{T\x.
Finally, when x G D 2 ( T) we may substitute * Tx in (5.6). Calculation of residues yields
It follows from the foregoing theorem that 3 (ζ) is f\ T\ for f(λ)~e ^.
If / f C l)(y), one shows easily [3, p. 309 
Conversely, if
/(λ)=
where F + is an entire function of exponential type with the indicated order property, / + is analytic at infinity and its singularities lie in R(λ) < -y. The case of /_ is similar.
7. An inversion theorem. We now prove a result which, when T is the operator of differentiation in spaces of functions on the real line, will yield the inversion of many common convolution transforms by differential operators of infinite order (see (1.2) and (8.3) ).
Let /be in I) (y) and [ / { T } ]" ι exist. If 1// is in <C (m 9 γ) for some m 9 the calculus shows that
When this is not the case, however, we can often construct the inverse as a pointwise limit of polynomials or other operators. The idea is to find a sequence ί h n \ of functions in L (oo ? y) such that Mλ)/(λ)->i suitably near σ(T). The functions h n (λ)f(λ) may be treated by the calculus, and under proper conditions the sequence
should converge strongly to /. We shall call a sequence \h n \ an inverting sequence for/C I) (y) if 
By condition (2) , all terms in the summation go to zero except the first which converges to x. The last term by (3) converges to
But this integral vanishes by the argument to establish (2.6), Since D^iT) is dense in X we conclude the last statement from the Banach-Steinhaus theorem and the principle of uniform boundedness [3, p. 25] .
In applications we shall take h n (λ) of the form p n (λ) or e n p^(λ), where p n is a polynomial and c n is real. In each case, h n (T) = h n (T).
For the former this was proved at the end of § 4. The latter case is left to the reader.
8.
Examples. An important application of the theory of the preceding sections is found by taking for 7 the operator of differentiation in certain spaces of complex-valued functions defined on the boundary of the unit circle or on the real line. Where functions in the spaces we consider are defined on the line, the spectrum of T is the imaginary axis, whereas σ(T) consists of the integral points of the imaginary axis when the functions in the space are defined on the circumference of the circle. For this reason we shall call these two groups of spaces the continuous and discrete cases respectively. Discrete:
Continuous
C[~77, π], D(T) = (x\x'(t)CC[-π, π]).
2. L p (-τr, π) (1 < p < oc),
D(T)={x\x(t)
is absolutely continuous and #'( ί ) C Lp(-77, π) ).
In the discrete case the functions are, of course, periodic, and an x in C [-oo, oc] has limits at + oc and -oc.
Well-known theorems show that D(T) and, in fact, D^ (T) are dense in all these spaces. One shows easily that T is closed. It follows that (λ/-Ί) is closed for any λ, and (λ/-T )" ι is closed when it exists. Since a closed transformation defined on the whole space is bounded [3, p. 30] , the resolvent Rχ{T)
will exist if and only if λ is such that the differential equation in both the discrete and continuous cases. This and the above facts are well known. The transformations f (T) are special cases of factor transforms for which one may refer to [3, p. 344, 361] ; see also [l, p. 99] .
In view of these remarks we may state a corollary of Theorem 7.1 in the following convenient form. 
