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A3STRACT OF THE DISSERTATION
Perturbation Theory of Nuclear Matter and Finite Nuclei
This dissertation investigates several related topics in
the theory and application of perturbation methods to nuclear matter
and finite nuclei
.
(l) Theoretical discussions include the concise rederiva-
tion of many basic equations describing the properties of many-
fermion systems. The techniques thus developed are then employed,
with a "change of parameter" procedure, to derive an approximate
expansion for the energy of the "normal" state. In this expansion,
the momentum density occurs in place of the Fermi functions and the
"self-energy" terms are absent. Also discussed is a new method for
including the "core volume energy" in the K-matrix approximation. A
later discussion includes a study of other nuclear matter theories,
and discloses a previously unreported second order difference
between an expansion of the equations of the Puff theory and the
Brueckner-Goldstone expansion.
(2) A simplified version of the Brueckner-Gammel K-matrix
approximation is then presented, and employed to show that the vari-
ation of many-body properties with choice of phenomenological poten-
tials is quite large: the saturation values for the ground state
energy vary from -8.3 MeV at an equilibrium spacing of 1.28 Fermis
for the Breit potential to -22.3 MeV at 0-9 Fermi for one Gammel-
Thaler potential, a result that implies that comparison of results
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with extrapolated experimental values is not at present an accurate
test of a nuclear matter theory. The simplified approximation is
also used to obtain estimates of the attractive contributions of
many perturbation diagrams , leading to the conclusion that calcula-
tions with hard core potentials must be carried to the equivalent of
the third Born approximation (on the attractive part of the poten-
tial) and that the self-consistent energy denominators must be com-
puted with at least "first iteration" reaction matrices for quantita-
tive (± 2 MeV) results.
(3) The approximation for finite nuclei is also extended
with a semi -independent verification of previous calculations, an
evaluation of a new rearrangement energy approximation (which gives
a more accurate energy spectrum but only slightly better average pro-
perties than previous calculations), and the calculation of the pro-
perties of Pb . The latter yielded a mean energy of -6.86 MeV and
mean rms proton radius of 4.63 Fermi s, compared to experimental
values of -7.8? MeV and (5-^3 ± 0.07) Fermis. These results are
slightly better than the results for the smaller nuclei, indicating
that some of the errors in the theory arise from inadequacies in the
treatment of the nuclear surface.
(h) In addition to the theoretical discussion of other
nuclear matter approximations, this dissertation features quantita-
tive analyses of the Moszkowski -Scott separation method and the
Mohling and Puff approximations. In a computationally feasible form
for hard core local potentials, the Puff and Mohling approximations

Page 3b
are the same, and are shown to give mean energy and equilibrium
spacing which are 10$ more negative and smaller respectively than
more accurate K-matrix results. The Bethe reference spectrum method
is briefly discussed, and a supplementary calculation presented.
(5) Finally, an approximation is developed which is com-
putationally simpler than previous approximations for hard core
potentials. For the potential employed in the calculation ~oy
Brueckner and Gammel, the mean energy with the new approximation is
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The calculation of the ground state properties of large
nuclei by using only the nucleon-nucleon potential has been the
subject of intensive investigation for several years. Because of
the complexity of the problem, it is customary to concentrate first
on "infinite nuclear matter" in which only nuclear forces act and in
which the numbers of neutrons and protons are equal. If the theory
yields results for this idealized medium which are consistent with
the properties deduced by extrapolating the experimental data on
large nuclei, then the extension to finite nuclei is attempted.
In recent years, the Brueckner-Goldstone linked-cluster
1 2
expansion, ' which is a basic perturbation-theoretic equation for
the energy of the zero -temperature many-fermion system, has been
applied with success to the calculation of nuclear properties. This
application involves a partial summation of the Brueckner-Goldstone
1 3
series, effected by the Brueckner K-matrix approximation. ; The
3
most accurate calculation performed to date, by Brueckner and Gamma1,
yielded a mean binding energy of 15-2 MeV at an "equilibrium
spacing" of 1.02 Fermis, in excellent agreement with the extrapola-
tions then accepted, 15
•
5 MeV and 1.02 Fermis. An extension of
the theory to finite nuclei was developed by Brueckner, Gammel and
Weitzner, and the properties of the closed-shell nuclei , Ca
,
90 6
and Zr"' were computed by Brueckner, Lockett and Rotenberg. The




the mean binding energies being about 3 MeV too small and the rms
radii of the nuclear distributions being as much as 20$ too small.
Inadequacies in the treatment of the density dependence of the inter-
actions in the nuclear surface and in the treatment of the "rear-
rangement energy" were evaluated as the principal sources of error.
Several problems remained to be investigated. During the
past few years many different nucleon-nucleon potentials have been
proposed, all of which give almost "equally good" agreement with the
experimental data on nucleon-nucleon scattering: Do these poten-
tials also yield equivalent many-body results? Another question,
which has important consequences for the feasibility of various
simpler approximations than the K-matrix approximation, involved the
latter ( s convergence properties: At what order can the various per-
turbation sub-series be truncated without appreciable error when
using realistic potentials? Going next to the application of the
approximation to finite nuclei, an important task is the improvement
of the treatment of the "rearrangement energy" in the hopes of
obtaining substantially better agreement with experiment. These
problems are essentially extensions of the original work of Brueckner
and his collaborators. Recently there have also been several other
efforts to develop approximate theories of nuclear matter. Unfor-
tunately, they frequently employed nucleon-nucleon potentials dif-
fering from those used by Brueckner and Garamel, and quantitative
comparisons between the theories were therefore difficult. Further-
more, although most of them are simpler computationally than the full

K-raatrix approximation, they are still very difficult (often con-
ceptually as well as computationally) for the full nucleon-nucleon
potential, and an "easy" nuclear matter approximation which preserves
the principal features of the problem is definitely needed.
This dissertation addresses all of these problems. The
following paragraphs outline the general method of attack and the
principal results.
Chapter II begins (Section A) with brief statements of the
1 2
Brueckner-Goldstone linked-cluster expansion ' (BG expansion) and
of the Brueckner K-matrix approximation for the energy of a many-
fermion system. Comprehensive background material is relegated to
Appendices A and B respectively, and the reader who is unfamiliar
with this material is advised to begin with these Appendices. In
particular, he should understand the interpretation of the basic
a
equation of this theory, the BG expansion, as given schematically by
(A. 73) ana explicitly through third order by (A. 92). It is also
desirable to read carefully the derivation of the K-matrix approxi-
mation (Section A of Appendix B) and to obtain at least a general
concept of the K-matrix equations as they appear in coordinate space
(Section B). With the BG expansion as a basis, Section B of Chapter
II presents derivations and explicit perturbation series for many-
fermion system properties. Though none of the equations are new,
some of the derivations are, and taken together they form a brief
and simple summary of many-fermion relations and a basis for further
investigation of the BG expansion. The possible use of the true

momentum density instead of the unperturbed distribution (the Fermi
step function) in the BG expansion and in the K-matrix approximation
is then investigated, using a "change of parameter" method due to
Sawada. The result is a simpler, approximate perturbation series
for the interaction energy, whose accuracy for nuclear matter is
estimated to be of the order of 2 MeV. The new approximation is
exact to fourth order. Most of the material in Section B will appear
in a paper to be submitted for publication by K. Sawada, L. Bruch
and the author.
In Chapter III, the concept of "infinite nuclear matter" is
discussed, and the two parameters which characterize it, the binding
energy per particle (-E. ) and the equilibrium spacing (r ), areAv ' o
treated in some detail, with the conclusion that present evidence
supports the following values: E. = (-15.5 ± 2.0) MeV and
r (nuclear matter) = (1.07 ± 0-03) Fermis. Nucleon-nucleon poten-
tials and the justification for their use in the computation of
nuclear properties are then very briefly reviewed.
Chapter IV presents a revised K-matrix approximation sug-
gested by Professor Brueckner. This approximation is a simplifica-
tion of the treatment by Brueckner and Gammel, and is characterized
by the neglect of the explicit dependence of the single-particle
energies on the total momentum and by a single -particle excitation
spectrum which is characterized by only one parameter, the relative
momentum (as opposed to the Brueckner-Gammel spectrum with its
dependence on the particle momentum and on an energy parameter). The

new approximation yields a minimum mean energy vs. density of -l6.9
MeV at a density corresponding to r =1.00 Fermi using the
o
k
slightly modified Gammel -Thaler potential with which Brueckner and
3
Gammel obtained -15-2 MeV at 1.02 Fermis. Several different
phenomenological nucleon-nucleon potentials which purportedly give
almost "equally good" two-body scattering predictions were used in
the calculation to see whether their many-body predictions were the
same. They were not: the equilibrium energy and spacings varied
from -8.3 MeV at 1.28 Fermis for the Breit potential 1 to -22-3
h
MeV at 0.90 Fermi for one of the Gammel-Thaler potentials.
Three possible sources of these differences were analyzed, with the
conclusion that about one -third of the differences can be attributed
to the Pauli exclusion principle together with differences in two-
body scattering properties and that the remaining two-thirds is
attributable to self-energy effects. The large variation in nuclear
properties noted above implies that no really good test will exist
for nuclear matter approximations until a nucleon-nucleon potential
can be accurately and unambiguously described either theoretically or
experimentally. Because the neglected terms in the K-matrix approxi-
mation cannot be calculated exactly (though most approximate calcula-
tions indicate they are small), the only tests available at present
are relative comparisons between different approximations effected by
using the same potential in all of them. The convergence rates of
high order terms in the BG expansion are investigated quantitatively
(after separate treatment of the infinite core repulsion), leading to

the conclusion that nuclear natter calculations with realistic hard
core potentials must be carried to at least the equivalent of the
third Born approximation and that the self-consistent energy denomi-
nators must be computed with at least "first iteration" K-matrices
for quantitative (± 2 MeV) results. This study is more thorough
and complete for hard core potentials than any reported to date, and
includes estimates of the attractive contributions of many high order
diagrams (or groups of diagrams), obtained by modifying the computa-
tional procedure in various ways. The "core volume energy," which
o o
had previously been considered negligible, ' is examined following a
9
suggestion by Bethe, Brandow and Petschek (BBP). Their "reference
spectrum" for particle energies (which includes the core volume
effect) is used to check the effect of this core term on the binding
energy (a calculation not performed by BBP), and to investigate the
sensitivity of the calculations to the parameters of this reference
spectrum. The binding energy was found to be of the order of 6 MeV
less attractive with the BBP spectrum at normal density, but for
reasons discussed in the text (including the sensitivity of the cal-
culation to the BBP reference spectrum parameters), it is estimated
that the net effect of the core volume term in a completely consis-
tent calculation would be of the order of 2 MeV (repulsion). A pro-
cedure for including the core volume term approximately in the K-
matrix approximations of Brueckner and Gammel or of this dissertation
is derived and presented in detail. An approximate treatment of the
three-body cluster term suggested by Rajaraman is also investigated,

but without conclusive results. Some of the results mentioned above
were reported in "Infinite Nuclear Matter Calculations and Phenomeno-
logical Potentials/' Phys. Rev. 128, 2267 (1962) (with K. A. Brueck-
ner), which is included as Appendix G of this dissertation. This
paper is referred tb as BM, and contains some material which is not
repeated in the text.
Chapter V reports the serai -independent verification of the




the evaluation of a revised approximation for the
rearrangement energy, and the extension of the Brueckner-Gammel-
Weitzner theory to the calculation of the properties of Pb .
Most of the results have been reported in "Properties of Finite
Nuclei," Phys. Rev. (to be published) (with A.M. Lockett), which is
included with this dissertation as Appendix H. The revised rearrange-
ment energy treatment referred to above is derived in more detail
than in any of the papers, and is evaluated by computing the proper-
ties of Ca and comparing with the BLR results. The effect of the
better approximation was to reduce the overall spread of eigenvalues
from -70.1 through -k.$ MeV to -48.7 through -5-5 MeV. The
effect on the binding energy per nucleon and the rras radii was much
smaller, however, being to cause changes of -.4-3 MeV and +0.11
Fermi (about jfo) respectively. All of the properties affected were
in better agreement with experiment . A slightly better approximation
is developed for future calculations. However, it is concluded that
the rearrangement energy is not the principal source of difficulty

with the finite nucleus calculations. In order to ascertain the
importance of the errors in the treatment of the interactions in the
nuclear surface (where the density changes rapidly), the properties
of Pb (which has proportionally fewer nucleons in the surface
region) were computed. The approximation yielded -6.86 MeV mean
energy per nucleon (in fairly good agreement with the experimental
-7 .87 MeV) and 4.63 Fermi s rms proton radius (about 15$ smaller
than the electron- scattering value, (5*^2 ± 0.07) Fermis). For
equivalent parameters, the BLR calculations for the smaller nuclei
has yielded much poorer energies (by more than 3 MeV) and approxi-
mately 20$ variance «in rms radii. The considerable improvement in
energy and the slight improvement in mean radius indicate that the
surface treatment is responsible for part of the remaining dis-
crepancy (recall, however, that much of the improvement in rms
radius is due to the better rearrangement approximation). The fact
that the nucleon -nucleon potential employed gave saturation at
r =1.02 Fermi vs. r =1.07 as suggested by the arguments of
o — o
Chapter III indicates that the phenomenological potential input is
possibly responsible for much of the error. This is made more
7plausible by the fact that recent nucleon-nucleon potentials have
larger cores than the BGT potential used in these calculations.
In Chapter VI several other approximations which have
recently been employed for nuclear matter calculations are investi-
gated quantitatively and are compared with the calculations of
Brueckner and Gammel (BG) and with BM. The approximations investi-

gated are those of Moszkowski and Scott, '" Bethe, Brandow and Pet-
schek, 9 Puff/2 ' 13 ' 1 and Mohling. 15 ' The Moszkowski -Scott (MS)
separation method is very good for central potentials, but as pointed
17
out by Scott and Moszkowski, it is only serai-quantitative for
nucleons interacting via tensor forces. Our quantitative comparison
of the contributions from various angular momentum states (based on
a more accurate calculation of the individual contributions) shows
-| o
that the MS calculation underestimated the S-state attraction by
about 5 MeV and differed in the P-state from the BM approximation by
2.3 MeV (repulsion). The D and higher states are within 0.5 MeV
of the BM calculation. Thus the MS method is very good for states
of high angular momentum, but is not sufficiently quantitative for
-1 o
S and P states. Improvements suggested by Kohler and by BBP
may improve the treatment considerably, but the slow convergence of
the Born approximation noted previously probably puts an upper limit
on the accuracy at about 2 MeV. The BBP reference spectrum method
is briefly reviewed, and their treatment of the core analyzed. The
Puff and Mohling approximations were evaluated in a computationally
10
feasible form described by Bell. This approximation is the lowest
order Mohling approximation, but it is simpler than the Puff approxi-
mation (which involves additionally a self-consistent momentum
density, and for a local interaction with hard core is more difficult
to handle than the BM approximation). The approximation employed
yields an equilibrium E which is 10$ more negative than the BM
value at a spacing which is 10$ smaller. It appears that the full

10
Puff approximation would give closer agreement, but as noted, only
with considerably more difficulty. This section also points out a
second order difference between an expansion of the Puff final equa-
tions for E. and the BG expansion which has not previously been
noted. The Mohling equations, on the other hand, are formally in
agreement with the BG expansion, but the second and higher order
corrections would be very difficult to evaluate. Furthermore, these
corrections would have to be evaluated very accurately because of a
high degree of cancellation involved. Many of the results indicated
above are reported in BM. It should be mentioned that this is the
only reported employment of the Mohling -Puff approximation which has
used a "realistic" hard core potential acting in states other than
the S-state. The evaluations of the Moszkowski -Scott and Mohling
-
Puff approximations are thus the most quantitative reported to date.
Chapter VTI presents a new nuclear matter approximation
which is simpler than any of those previously discussed. In this
approximation the free kinetic energies are used in the energy-
denominators of the reaction matrices, which are computed with the
"average excitation energy" A (introduced in Chapters II and IV)
equal to zero, even for particle energies. Thus the Green's func-
tions, which are the most difficult and time-consuming part of the
BG and BM calculations, are independent of the nucleon-nucleon poten-
tial (which previously appeared through self-consistent denominators)
and can be calculated once and tabulated for all future nuclear mat-
ter calculations. A second order calculation of the true momentum

11
distribution is also used, in place of the Fermi step-function, as a
weight function when calculating the potential energy. This density-
can be calculated with a separable potential or can be obtained
indirectly by expanding the self-consistent denominators in the
second iteration of the basic calculation. Both procedures have been
employed in this dissertation. The latter yielded -15.0 MeV at
1.04 Fermi s, in excellent (though fortuitous) agreement with BG's
-15-2 MeV at 1.02 Fermi s. For the former procedure, the Yamaguchi
S-state potential without hard core was used, yielding very poor
results (-32 MeV at normal density, the saturation properties not
being determined). It is expected that a hard shell separable
potential will give a density which will yield results comparable to
the ones obtained using the expansion of the denominators: the hard
shell has the effect of reducing the density by a very large amount
below the Fermi sea. Some possible uses of this approximation are
discussed and it is emphasized that although it greatly simplifies
the computational problem (once the Green's functions and momentum
density have been computed and tabulated), it maintains most of the
features of the full calculation. Further, the approximation is
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PERTURBATION THEORY OF THE ZERO -TEMPERATURE MANY-FERMION
NORMAL SYSTEM
The theory of the many-fermion system has been the object
of intense study for many years. This dissertation is limited to a
small portion of the overall field, the study of the perturbation
theory of the nuclear zero-temperature "normal" state -- that state
in which there is no binding which would lead to a phenomenon such
as superconductivity. The basic theory for the perturbation treat-
ment has been developed, and is presented briefly in this chapter as
the basic tool on which the remainder of this investigation depends.
This basic tool is the Brueckner-Goldstone linked-cluster expansion
(BG expansion), the perturbation theoretic expression for the ground
state energy of the system described above. The Brueckner K-matrix
approximation to this energy is also briefly presented. With the
BG expansion as a basis, the properties of a many-fermion system are
then analyzed and several general relations are developed. These
have previously been derived within the framework of Green's function
theory, but the equations developed here are expressed as explicit
perturbation series in contrast to some of the original derivations.
Following this, a new approximation for many-fermion systems is
presented. This approximation is derived by using a "change of




A. THE BRUECKNER-GOLDSTONE LINKED-CLUSTER EXPANSION AND THE
BRUECKNER K-MATRIX APPROXIMATION
The heart of the perturbation theory of the normal state
of many-fermion systems is the Brueckner-Goldstone linked-cluster
1 2
expansion (BG expansion). ' Its derivation and its limitations are
discussed in considerable detail in Appendix A as well as in texts
20
on the many-body problem (e.g., Thouless ). Although there are many
unanswered questions related to the applicability of this expansion
to the atomic nucleus, it will be assumed (in the absence of a
rigorous proof to the contrary) that the theory can be used to obtain
a description of the properties of the "normal" state of large (and
for simplicity, infinite) nuclei, and that this "normal" state is
very close to the actual ground state -- much closer than the prob-
able errors in our calculations.
The Schroedinger equation for the system is
(H + HT )Y = EY = (E + AE)Y (2.1)o I o
with
H
o i h \*\ - 1 «A (2 - 2)
satisfying
H $ = E $ (2.3)





1 2 k^mn k£;inn * k m n
satisfying
H 1 = AE T . (2.5)
The expectation value in the unperturbed ground state of the number
operator n, = a a is just
( $ , rL <$) = n. =1 I k ^ p_
° * ° k F (2.6)
=0 |k| > pF .
The BG expansion for the interaction energy, AE(n,e), (Appendix A --
Eq. (A. 73)) is just
=
lim S ($ , H_ ^ 1J
1
. ^ HT ...HT „ „
1
. HT =—i—— IL.S )a ~* c o' I E -H +inoc I I E -H + i2a I E -H + ia T! o'
o o o o o o
(2.7)
where £ means summation over all connected graphs leading from <$
c °
to § , i.e., over all linked graphs with no external lines. In
terms of the two-body interaction, the BG expansion is given by
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16
(See (A. 92) in Appendix A).
In Appendix A rules are given for expressing the terms of
any order in the BG expansion (2.7) in terms of all possible con-
nected graphs ("linked clusters") of that order. With two exceptions
20 2
these rules are the same as those used by most authors. ' These
exceptions are: (l) indicate explicitly the creation and annihila-
tion operators associated with each v-interaction, reduce them to







= (1 - ak*ak )
= (1 - 6^ , (2.9)
and use the identities (for the expectation values)
n
and
(1 - \f = (1 - nk ) (2.10)
to simplify the resulting expansion; and, (2) provide for the possi-
bility of a non-spherical unperturbed Fermi sea by defining a state
of momentum k as a "particle" if e. > e_ and a "hole" if e, ^ e^
~
* k F k K
where e is the unperturbed energy and e is the Fermi energy,
k t
If the unperturbed Hamiltonian is just the sum of kinetic energies or
if the potential term in the unperturbed Hamiltonian is spherically
symmetric, then the above definition can be reduced to the often-used

IT
definition of a "particle" as a state whose momentum is greater than
the "Fermi momentum" and a "hole" as a state whose momentum is less
than or equal to the "Fermi momentum." It is, of course, possible
for the Fermi energy (or momentum) to depend on the spin (or isotopic
spin) of the particles (e.g., as in a system with different neutron
and proton densities).
A partial summation of the BG expansion is possible. This
is effected by the Brueckner K-matrix approximation, which is
treated in detail in Appendix B. In this approximation, the energy
is given by
(2.11)






= v. . . „ + T, v. . K(2,6E) . „ •
'ij;kje ij;k£ mn ljjmn 2 (z)-^)(Z)-bE 'mnjkj?
(2.12)
In this approximation, the energies of particles within the Fermi
sea are computed "on the energy shell" with 6E = 0, and with the











The intermediate state energies uo (£), etc., are computed "off the
energy shell, " with
6E = A (2.16)
where A is a mean excitation energy, usually taken to be
<ju - u;
_
. Thus the single -particle potential is given by
F
\W -S TkZ,t) {) nj (2.17)
and
u) (2) = e + V (2) . (2.18)
nr ' m m v
The details of the transformation of these equations to coordinate
space are given by Brueckner and Gammel (hereafter referred to as
BG) and in Appendix B. Typical diagrams summed by this approximation
are indicated in Fig. 1. Diagrams 3( c ) (hole-hole scattering) and
3(d) (the so-called "three -body cluster diagram") are the only third-
order diagrams not summed by the Brueckner approximation. Other
low-order diagrams not summed include the "rearrangement diagrams"
indicated in Fig. 2. Further discussion of these neglected terms
can be found in Chapter IV.


Fig. 1. Low-order diagrams of the BG expansion. The
diagrams are to be interpreted as including all possible
exchanges (as explicitly indicated for diagrams l(a) and
2(a)) and all possible positioning of various elements (e.g.,
3(b) can be drawn in four different ways, with the self-energy-
insert on the lines k, m, I, and n). The light horizontal
lines in diagrams h(d) through (f) indicate positions at
which the energy denominators are investigated in the text.
Fig. 2. Low-order "rearrangement energy" diagrams calcu-
21lated by Brueckner and Goldman (diagrams (a) and (b)) and
22by Brueckner, Gammel and Kubis '" (diagrams (a) and (c)) .
ifo)
kt im It f n
2(a)"
=k* 1m Jt i* +
m



















B. MANY-FERMION SYSTEM PROPERTIES
Following Sawada, Bruch and Masterson (SBM), fundamental
formulae for the true momentum density and the single -particle energy
are developed from the Brueckner-Goldstone expansion. Explicit per-
turbation series are exhibited. In this and following sections
several zero -temperature forms of the equations of the Landau theory
are derived more concisely than by previous derivations using Green's
/ 2k ifunction theory (e.g., Klein and Prange and Nozieres and Luttin-
25ger '). Many of the relations so developed are then used in the
development of a new approximation in Section F of this Chapter.
1. True Momentum Density
The expectation value of the number operator, n = a *a ,
P P P
is the Fermi step-function when evaluated between the unperturbed
states, $ . When evaluated between the states of the interacting
system, Y, it yields the momentum density, p . From
E = [Y, (E g^ + r)Y]/(Y,Y) , (2.19)
ri
we then show that p = (Y,n Y )/(¥,¥) is
6 ... 63^E = £- {[Y( ei e 2 ...),(E eknk+v)Y(e ie2 ...)]/(Y,Y)} . (2.20)
p P k
The only dependence of the wave functions which is indicated above is
their implicit dependence on the single -particle energies as, e.g.,
given by (A. 72). To prove that (2.20) is (Y,n Y)/(Y,Y), we must
show that the functional derivative on the wave functions vanishes.
If we write that derivative as

22





is regarded as a variational parameter, then the expec-
tation value is stationary at the true wave function (where e , - e ),
p p
and the above derivative vanishes for e , = e . Thus (2.20) reduces
P P
to (V,n V)/(y,V) = p (since v has no explicit dependence on the
26
e, ), and one obtains the well-known formula:k
p = -r^- E = n + -$- AE(n,e) = n + An . (2.22)Kp6e poep p
p p
We remark here that the momentum indices are vector indices
,
and
refer to both angle and magnitude of the momenta.
In (2.22) and throughout this discussion, the functional
derivative is defined as operating on every e which occurs in the
P
expression which follows it, including those e which occur under a
summation (i.e., the single term in each sura for which the summation
variable equals e in the example above).
P














n n (l-n )
+ (1-n )\ S v., —^ - ^v + ...\ . (2.23)
^
e k € Z ep en>
We have used a change of summation indices to combine terms with
identical structure arising from (2.8), thus cancelling the factors

23
— in that equation. For example,
_
n (l-n )(l-n ) .1 v Z m /v n / 1 v
—n L v . * v / „ \ + —n ^ v.
2 p „ p£:mn / \2 mn;(pi.) 2 p , kpjmn*
-Cmn ^ ' (e+e-e-e) VJ^ ^ kmn ^ J
p £ m n
5 v , x (2.24)
/ n^ ran; kp
(e
n
+e -e -e J
,N ^'
x k p in n
n,(l-n )(l-n )
y I m nn
p imn V;mn , +e _ g _ e )2
v
mn;(pA)
v p X id n '
Similar changes of summation indices to combine terms are employed
throughout this dissertation without further comment.
The term not multiplied by n in (2.23) is the "tail" of
the density distribution, extending beyond the Fermi sphere. It is
readily verified that this equation for p can be truncated at any
25a
order in v and will still satisfy the identity
2 p = Z n = N (2.25)
p P p P
Eq. (2.23) can be inverted to yield an equation for n in
terms of p : 2 5b
P
p.(l-p )(l-p )rV Km r n /
n = p 1 1 + 2 v t . p v / .%+... r
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2. Single -Particle Energy
The "single-particle" energy may be obtained from the per-
turbation expression for the total energy in a fashion analogous to
that employed for the density. The energy of an added particle of
momentum p_ is the difference
oj = E (n ! ,e) - E(n,e) (2.27)
p p p
where
1 for e <, e
J ° k £ v
—
r *-
: for e, > e.
L , , j k kp
1 ii = £ F
Similarly, the energy of an additional hole is




1 * f £





It is apparent from the above expressions that the single-particle
energy can be written as
oj = ±(E -E) = -^— E(n,e) = e + -r-2- AE(n,e) (2.31)p v p ' 6n x ' ' p 6n v * ' \ ~> /
P P
c
= e + Ae : Ae = 7— AE(n.e) .
P P P 6n^

25
The definition of 6/6n is similar to that of 6/6e . It is shown
1
P P
in Appendix A that E(n,t-:) is proportional to the total number, N;
•therefore, uu is of order unity compared to N because 6/6n
removes one summation of E(n,e). Rigorously, (2.31) should contain
terms with the higher derivatives 6 /6n , 6 /6n , etc. However,
p p
each such derivative will remove one or more other summations and
will thus introduce a factor of l/jNT or smaller. Such terms may be
discarded in the normal system (for which we take the limit Q -» °° }
25c
with the ratio N/Q remaining constant, Q being the volume). From
(2.8) we obtain the following expansion of (2.3l)-
lim
uu(e) = e +£v.,.vn„+ ' 2 v.






p I m n
-1 • n i n „(l-n )lim v k V n J
01 ~* vo-n kX:pn . pn;(kX)Kxn >r g +e„-e -e + ±a * ' v '
k l p n
The imaginary terms from the Brueckner-Goldstone expansion, (2 .7);
are related to the lifetimes of the hole and particle states. In
the subsequent discussions we shall not exhibit the imaginary terms
explicitly. We should remember, however, that ou has no
kF
imaginary part. The original BG series for the ground state energy
(of the normal system) contains no poles, and since (2.32) for
p = k^ is just the upper or lower limit of one summation in the
equation for the ground state energy, it must also be real.

2o
If we define an "effective interaction" matrix U(k,i)
such that





+ 5 U(P^) n / + I Z Vi fin" U ( k > X ) > ( 2 -3^)P Pi -e2 kjJ k^6n
which is a restricted form of the Landau equation, with all the quan-
tities in (2.33) completely specified by the BG expansion (which is
an equation for U(k,i)). For example, to second order in v,
(1-n )(l-n )
Ulk
' iJ = \jt,;(U) + m% \jl;mn +g Vmn;(ki) ,
(2.35)
and (2.32) is obviously obtained when this equation is substituted
into (2.3M- The third term in the equation for uu is the so-
called "rearrangement energy." ' ' ' It represents the differ-
ence in the energy to remove a particle to infinity "quickly" (with
no change in the states of the rest of the system) and the energy
required to remove the particle adiabatically (the rest of the
system "rearranging" itself to the ground state of the N-l particle
system as the removed particle goes to infinity). As noted by
27Brueckner, it is this term which is the obvious culprit in the
failure of reaction-matrix calculations to satisfy the Bethe-
Hugenholtz-Van Hove theorem ' that the single -particle energy at
the Fermi surface should equal the mean system energy: most reaction

27
matrix calculations use only the first two terms of (2. 3^0 for the
25d
single -particle energy. If one identifies U(k,4) with Brueckner's
K-matrix, K, .
.
,,. \, then (2.34) is identical to the equation derived
by Brueckner and Goldman in their analysis of the rearrangement
21
energy.
C. DISCONTINUITY IN MOMENTUM DENSITY AT THE FERMI SURFACE
The possibility that a Fermi surface might exist for zero
temperature interacting fermions was pointed out by Migdal, -> who
noticed that under some circumstances it could be so that the mean
occupation number of different single -particle momentum states in
32the true ground state is discontinuous. Luttinger has examined the
conditions for its existence and rederived the equation for the dis-
continuity. A calculation for the electron gas has been reported by
Daniel and Vosko. We present here still another derivation, which
is based on the assumption that a valid perturbation expansion for
the system energy exists.
From expression (2.23) for the momentum density, p , it
is evident that p can be separated into two parts, one multiplied
by n and the other having no explicit dependence on n :
P = 1— E(n,e)*p 6e v ' '
P
= n +n -r^- ( -J- AE(n,e) ) + -JiL- AE(n,e) . (2.36)
p p 6e , 6n
x
' V 6e v ' J
P P P




multiplied by n . Thus the leading terms of the last two elements
P
on the rjght hand side of (2.36) are
.
. . n n „(!-n )U-n )
n =— ; -— AE(n,e) = -n i V
, ^ V , .s
P 6ep
6* ' P^mn P^ 1™
( e +e _ e _ e )
2 mnUpi)
1 p 2 m n'
(2-37)
and
_ 2 V V +







-A_AE(n,e) = -S v
„
—— — V , lfl x. (2.38)6e
p kin
k^Pn
( e -,- e _ e _ e )
2 Pnj(^)
P l£ k
i | p V
By using the definition of the single -particle energy change
Ae (n, e) from (2.31), we can write (2.36) as
p = n (1 + ~- Ae ) + -£1- AE(n,e)





= n -— u)'(e ) + -— AE(n.e) .
p 6e p p 6s '
P P
It can be seen that 6/6e operates not only on the explicit e in
P P
cju (e ) but also on the single term in each sum for which the index of
P P
summation equals p. Because these latter operations yield terms of
order (l/N) (because of the removal of one sum), -they may be neg-
lected and the functional derivative may be replaced by the partial
derivative, d/de . The density is then given by







Usually 6/6e (uu ) Is denoted as Z . Its physical rnean-
p p p
ing can "be seen in the following way. For e > e , we have from
P i1
the definition of oj and from (2.22)
P
Z = -. ou = -— (e - e)
p 6e p 6e v p '
P p
= (Y ,ri Y ) - (Y,h V)
,
(2.41)
P P P P
where Y is the state with one extra particle of momentum jo . If
•X-
we introduce the creation and annihilation operators, a and a
P P




(a K,V)\ 2 - ? | (a *„*)| 2 . (2.42)PX P^P -6 P-U
A similar equation is obtained for e ^ e_ . Thus Z is the
p F p
difference "between the total probabilities of finding in Y and Y
P
unperturbed states which contain a particle in state p_ . If the
state jo has a finite lifetime, Y must be replaced by an appro-
priate wave packet, and only the real part of Z can be interpreted
in this manner. Because w contains no imaginary part (see below
(2.32)), the above formulation is exact at the Fermi surface.
From (2.39) it is apparent that the discontinuity across










P F P F
N-« de P (2.43)
P F
Using the formalism developed in this section, we are now
able to cast (2.40) into a different form. If we solve (2.32) for
e as a function of to
,
we can write Ae of (2.31) in terms of
P P P
uj and obtain a new function, V(uj ), which is numerically equal to
Ae . V(o) ) is the "self-consistent" potential, since from (2.31):
uj = e + V(ou ) .
P P P
(2.44)
To obtain an expression for p , we operate on the above expression
with d/de , obtaining
p
S£p P
1 + ^_ cu . JL v(u> ) .de p du> p
P P
(2.45)






1 ^- V(uo )
Buj v p y
P
(2.46)
From (2.39) we then obtain
_P_
— V(uj )






The first term on the right in (2.47) corresponds to the density
TO O O
obtained by Puff and Martin J (see also Falk and Wilets, J Eq. (21)).




can be seen from (2.23) to be of order v
D. EFFECTIVE MASS EQJATION
We shall now derive the effective mass equation which was
3^first obtained semi-phenomenologically by Landau and later from
perturbation theory by Luttinger and Nozieres.
By taking derivatives of cu (Eqs. (2.31) and (2.32)) with
respect to p , we get:
px d ' 6
-
— a; = — + -— —— AE(n,£j jdp p m dp 6n v ' V
P a s n „( 1_n )( 1_n )
m dp
x
^ i pij(pi) i ima PX;mn e +e _ e _ e
p I m n


























We next change all the momentum variables under the summations by an














and due to conservation of total momentum
p+Ap X+Ap m+Ap n+Ap
X X X X
= e + e _ e _ e + o (Ap f ) . (2.49)
p SL m n x y
The result is
d x lim
- (2 V . / .x n.dp p " m Ap - ^/, p£;(pi) 4+Ap




* 1- v /-%+... J
4mn P^ 1™1 e +5 _ e _ e mn;(p£) y





0)i w (2 - 50)
The second term on the right can be identified with






,^^ pi;(pX) I lma pi;mn y-e^-e^
V / „N + • .. j
* x a p
Since n is a step-function, dn./di, is zero except at the Fermi
surface, where its magnitude is -I / I . Thus,
^
uj = -£ - S
-£ 6U-kJ . % AE(n,e) . (2.52)dp p m I 1? on on v ' ' '

53
This equation is identical to that obtained by Landau, except now, by
virtue of the BG expansion for AE(n,e), we have an explicit expres-
sion for every term in it.
If we take uu 2= p^/^m* and operate with
£1 % kFPo
l/p 2 p d/dp on ou , we obtain
xyz x x P
""* =
^










m /o^3(2n) 3 r o * — uu^ P=^
2 S^
The quantity (-)6 E(n,e)/6n.6n = f was interpreted by Landau
JL p £;p
as (minus) the forward scattering amplitude of two particles, I and
p_ , in the system. We reach the same identification by following the
procedure by which we derived Eq. (2.31) for oj
E. BETHE-HUGENHOLTZ-VAN HOVE SEPARATION ENERGY THEOREM
With our formalism we can easily derive the Bethe-
Hugenholtz-Van Hove ' theorem which states that the energy of a
particle on the Fermi surface is the negative of the energy required
to remove the particle adiabatically to infinity (the separation
energy) and equals the average energy of all the particles in the
system. Alternately, the separation energy is the negative of the
energy the system acquires when one particle is added at constant
volume whereas the average energy is the energy acquired when a

single particle is added at constant density. A somewhat more
27involved derivation has also "been given "by Brueckner.
The proof "begins with the observation that the total energy
E is a function of two parameters, N and p , where the density p
is related to the total number of particles, I\T, and to the volume, ft,
"by the following equation (neglicting spin which gives a constant):
Further, since E is proportional to N , it may "be written as
E = Nf(p) where f(p) denotes the (unknown) functional dependence
on the density. From the definition of the average energy, it is
easily seen that E. = E/N. For a free system, the pressure, ?,
must he zero, and therefore at zero temperature
P~^ (E/N)Q = (2.55)
(since the average energy, E/N, is a function of density alone).
We can then expand the derivative of E = Nf(p) to ohtain
to show that the separation energy equals the negative of the
average energy, viz .
:
We can now apply the techniques of previous sections "Co
obtain another equality involving e/n. Expanding (2.55)^ we obtain
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- ? 5jT <*W 5jT <=>n " " ^ n + 5 £ ™Q " ° • ^
Thus
E
i - n if (?)n • (2 - 59)
Using (2.5M> we can rewrite (2.59) as
I = ^^ |- (E ) = ^t £ { ^— e + ^ t— E i • (2.60)
r r
The kinetic energy, e, , is unchanged by an infinitesimal increase,
T| 3 in the magnitude of the Fermi momentum, hut ru will increase
by unity for k = p + T) if p increases by T|. Therefore,
r r
dek/dpp
= and dr^/dp^, = 6(k-p
p )
. Using




and identifying 6/60. (e) with uo (2.24), we obtain
! = -AT j'dk 6(k-pp ) u^ = «, . (2.62)
From (2.57) and (2.62),
I -V " "Es > < 2 - 63 'F
which proves the theorem. It should be noted that this derivation is
strictly valid only if the single -particle energy, e. , is con-k
tinuous at the Fermi surface, since otherwise its derivative with

$6
respect to p does not vanish.
F. THE "CHANGE OF PARAMETER" PROCEDURE- -USE OF THE TRUE MOMENTUM
DENSITY IN THE BRUECKNER-GOLDSTONE EXPANSION
The Brueckner-Goldstone expansion for the interaction
energy, AE(n, e) , is a function of the unperturbed distribution of
particles in momentum space, ru , and the free kinetic energies,
e. . Because of the intimate relation between u> and p as givenk P MP
6
in (2.22) and (2.3l)> it is interesting to investigate the possi-
bility of using the true distribution p instead of the "mathe-
matical" n in this expansion. This substitution will force us to
P
change free-kinetic energies, e , to some other energies, w .
P P
In the following we give an explicit derivation of the energy w .
First, we note the invariance of the interaction energy










We know from (2.22) and (2.31) that 6AE(n,e)/6e = ArL and
6AE(n,e)/6n = Ae . Therefore, the above relation shows that if we
change n by \ A xl {X a small quantity) and simultaneously




The above invariance indicates that if we make the replace
-
nt of rL by p (given by (2.22)) by adding up infinitesimal
changes, the kinetic energy e in the denominators should be
reduced by a quantity which is roughly equal to Ae. in order tok
keep the numerical values of AE(n,e) and AE(p,w) equal. The
change in the kinetic energy e will not be exactly Ae , of
course, because the above identity holds only for infinitesimal A. .
To determine exactly the modified free-energy, w
,
we proceed as
follows: For a given function of n's and e's, f(n, e), we assume
we know the dependence on n and e (for instance, for AE(n, e)
we have the explicit series (2.8)). Then we try to find the quanti-
3^a
ties p and w which satisfy
f(n,e) = f( P ,w) . (2.66)
To find w let us first introduce intermediate quantities








and require the following relation to be true for arbitrary A. :
f(n,e) = f (p(X),w(X)) • (2.68)
In other words,
d_
dX *(pMM\)) = o (2.69)

or, using the chain rule,
.dPl U) 6ffp(X),w(X) ; awAX) 6f p(X),w(\) ,2(_J^ —- ^ + —^ ; ±)=o. (2.70)
k V dA 6p, U) d\ 6w, (X)rk k
Integration gives (taking (2.67) for w (0) into account)
;
f (p(x '); w(\ '^
-,:
(V')
5f fpU '), w(A0
6w. (X')k x '
Now, let us give p (X) at X = 1 the value p/ and try
to find w. (l) . A form of p, (X) which satisfies both p. (0) = n.k ^k k k
and Pv (l) = Pv can "be written as
pkU) - \ + \(pk - \) (2.72)
with this definition of p (X) , (2.71) becomes
K.
6f (p(X')^(X 1 ))
X
6pkU')
V^ ^ ek - K - \ ) J^'








This is the desired formula for w, (X) in terms of p, (X) : ifk . k
w. (l) = w' is found for given p ' ,k v k Kk
f(n,e) = f(p',W) . (2.7*0

Now, we can apply (2.73) and (2.7*0 to AE( n ,e) . We
identify p ' with the true density, p , and w' with the desired
energy, w
,





= 1^ + XCp^x^)






















The equation for w, is obtained from that of w. (\) after a minork k
rearrangement of terms by setting X = 1. In the last term of the
w equation, 6AE(p,w)/6p and 6AE(p,w)/6w have the same struc-
ture as Ae = 6AE(n,e)/6n and An, = 6AE(n, e)/6e, respectively;
the only differences are that n and e are replaced by p and w.
Strictly speaking, even if we know p , we should solve
the complicated integral equation (2.75) "to find w (\). However, if
we utilize AE(p,w), we find the following situation. Since the

ko
last terra of w
,
Eq. (2.75), is the difference between quantities
k
with the same structure, it is not unreasonable to suppose it to he
small (it turns out to be second order in v as we show in Appendix
C, leading to a fourth order error in AE). Then w. % e. - As. .7 k k k
Frora the analysis of Brueckner (Eq. (2.1l) et seq . and Appendix B)
we know that a large class of the terras in the BG expansion can be




j +uu -uu -uu
k I ra n
ij;kX ij;ki „„ ij;mn
,
mn;k£ . (2.7o)° °'
"in °
'
uu a a; a)
The interaction energy is then approximated by
The self-consistent single -particle energies in the denominator are
a consequence of the "self-energy" terras in the BG expansion and are
approximately e + Ae, . Hence, w + (self-energy correction) will
very nearly equal the "free" e, . Thus AE(n, e) can be approxi-
mated by replacing ru with the true p and simultaneously omit-
ting the single -particle self-energy correction. I.e., E(p,e) with
no single -particle self-energy processes is roughly equal to E(n,eL
(the BG meaning that the term is to be evaluated with the full BG
expansion, including the self-energy terms). Brueckner 3 has sug-
gested the possibility of such a substitution; Eq. (2.75) indicates
exactly what the situation is. In Appendix C it is shown that the

kl
error in the energy resulting from this substitution is fourth order
in t (or equivalently, in K) . Brueckner and Masterson (BM) have
found that the fourth order scattering terms are of the order of
half a MeV for nuclear matter, and that higher order terms are suc-
cessively smaller "by a factor of about ten (see Table IV of BM).
Therefore, reasonably small errors would result from this substitution.
One should remark at this point that such a simplification
can only occur in the evaluation of the interaction energy, AE(n, e);
it cannot apply to E(n,e) itself. The total energy is approxi-
mated by
£ = 2 6,11 + [AE(p,w)] ._ (2.78)
^ k k K 'no self-energy v '
processes
Of course, one could apply (2.73) and (2.7^) to E(n,e), but the
physical insight in E(p,w) is not as clear as in AE(p,w), and the
defining equation of w
,
Eq. (2.73); behaves differently. Balian,
37Bloch and DeDominicis^ have examined a many-body perturbation theory
in which n -» p throughout. Suhl and Werthamer-^ have also
reported an analogous effect to that represented by Eq. (2.78)
occurring in the renormalization of the momentum space distribution
function in their "second random phase approximation." We shall not
pursue either of these alternate approaches, however.
By virtue of the close relationships between the parameters
of the theory, it is possible to obtain alternate expressions for
AE(n,e) = AE(p',w') . (2.79)

J+2
For instance , if we concentrate only on the single -particle self-
energy compensation after the transformation, it seems better to take
6flE(p-W)































Pk (X) = nk
- (v- -ek ) J . ( 2 .8l)
6E (j}(\' ),*(** )J
(2.82)
The integral in (2.82) can be expected to be small for the same rea-
sons that the integral in (2.75) is small. Unfortunately, (2.82)
does nor correspond to the real density and it loses physical meaning.

III.
INFINITE NUCLEAR MATTER AND PHENOMENOLOGICAL POTENTIALS
A. NUCLEAR PARAMETERS
There are two experimentally observed phenomena in nuclear
physics which any theory must explain. One of these is the constancy
of the binding energy per nucleon (about -8 MeV) throughout most of
the periodic table. Further information on the binding energy of
nuclei can be deduced from the success of the Bethe-Weizsacker semi-
empirical mass formula. A general form of the formula (as given by




C + C illjL , A +
j
C - + C _ IiL|L a2/ 3
L v sy 2 J L surf surf , sy 2 J
1/3
+ Coulomb Energy + 0(A ' ) + Pairing and Shell Corrections (3-l)
Because one set of constants can be chosen to fit almost the full
range of nuclei, it is reasonable to speculate about the properties
of a large system of nucleons in which the charge and surface effects
are missing: "infinite nuclear matter." The mass formula indicates
that the energy per particle of an "infinite" system in which the
number of neutrons and protons were equal and in which the coulomb
forces were absent would be given by a single constant, C_ = E.
Unfortunately, this semi-empirical binding energy for an infinite
system has not been unambiguously determined. Two recent values are
those of Green3^ (-15. 83 MeV) and of Cameron' (-17.04 MeV) . Green
43

1/3fits a formula without explicit A ' terms, whereas Cameron's
formula has such a term. Green also fits Cameron's formula (by least
l/3
squares) to a formula without A ' terms and obtains -16.3^ MeV.
A more recent semi-empirical mass formula has been reported by Ayres,
hi
Hornyak, Chan and Fann, resembling the Bethe-Weizsacker formula but
having coefficients which vary slightly with A. The extrapolation of
the volume coefficient to an infinitely large nucleus is ambiguous,
but two logical extrapolations are -14.75 MeV and -I3.8I MeV. The
authors warn against taking such extrapolations too seriously.
The second phenomenon which a quantitative theory must
explain is the ample experimental evidence that the nucleon densities
of intermediate and heavy nuclei are nearly uniform and are also
nearly independent of nuclear size. A recent general discussion of
42
the experimental evidence on nuclear size is given by Preston,
Chapter 3« The most accurate determinations of nuclear size and den-
43
sity seem to be those from electron-nucleus scattering. The pro-
cedure used in these experiments is to assume a density distribution,








and then to vary the parameters so that the scattering properties
predicted from the above distribution match those. experimentally
observed. Thus the half-density radius, c
,
is determined (with an
accuracy of ±2$). In terms of the half-density radius, another







The experimental values of r are plotted in Fig. 3- For inter-




= (1.07 ± 0.02)F . (3.^)
The parameter z is also determined, and in terms of these parame-
ters one can calculate from (3-2) another characteristic of the
distribution, its surface thickness, t, defined as the distance in
which the density decreases from 90$ to 10$ of its central value.
The rms radius, a, can also be calculated, and from this the









The variation of r with mass number is indicated in Fig. 3» Its
variation is much greater than that of r , but for heavy nuclei it,
too, is nearly constant:
r = (1.19 ± 0.01) F (heavy nuclei) . (3-7)
In terms of r the density of the uniform model is obviously





Fig. 3. Extrapolation of r and rn for infinite
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nuclear matter (A ~* °°) .
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The asymptotic value (as A -* °°) of the parameter r can be rela
to the Fermi momentum appearing in the BG expansion through the to
density. From (2.25) we have (inserting the internal variables spin
and isotopic spin)
:
N = EEE n = k . -$—_ • kn |" PF k2dk . (3-9)
s T p P ( 2n) 3
J
The sums over spin, s, and isotopic spin, T, each give a factor
two. Vfe have assumed a spherically symmetric unperturbed Fermi sur-
face so that
L n r *dk
.
(3. ig)
P p (2n) 3
Dividing both sides of (3-10) by Q leads to
N 2PF ,_-^
3"
Thus, (3-8) combines with the above relation to yield the following
equation for the Fermi momentum in terms of the parameter r (in
units where h = l)
:
vF
= (f) f " - - —r- - (3.12)
o o
Unfortunately the determination of the asymptotic value of
r requires extrapolation from A m 210 to A = °° J The procedure
for doing this makes use of the fact that the surface thickness, t,





t = (2A0 ± 0.20) F. (3.13)
Thus, if we assume t to remain constant as the system becon
infinitely large, then r and r should approach each other in
the limit of infinitely large mass number, A. Most of the nuclear
matter calculations to date have been compared with the value 1.07 F
taken from (3»2) (and corrected to 1.02 F as we show later) on the
basis that this is more nearly constant than r ; and, indeed, its
variation over much of the range of A is less than the ±2$ error
assignment. However, as we indicate in Fig. 3; we believe that a
better extrapolation for this value is
r
Q
= (1.12 ± 0.02) F (= r ) (A = ») . (3-1-)
Clearly this extrapolation is not rigorous, and much more accurate
determinations of nuclear size are necessary before we can put any
reliance on such a quantity. However, the above value is certainly
plausible. Furthermore, the calculations for finite nuclei described
in Chapter V of this dissertation, which are based on a calculation
which yields r = 1.07 F (when coulomb effects are accounted for),
have yielded radii which are 12$ to 15$ too small. It seems quite
probable that a portion of this error is due to an underestimate of
the parameter r in the infinite calculation. This latter possi-
o
bility is not, in itself, sufficient justification for saying that
r is greater than 1.07 F, but it does lend support to the other
arguments
.
There are two additional factors which must be taken into

account when extrapolating the results for finite nuclei to infinite
nuclear matter. These are the repulsive effects of the symmetry
energy (C (N-Z)/A) and the coulomb repulsion (since the electron
sy
scattering experiments measure only the charge distribution). Falk
33
and Wilets have estimated that the repulsive effects would cause an
increase of r of about 0.0S,- F for the finite nucleus compared
o 5
3to the infinite nucleus. Brueckner and Gammel obtained a shift of
0.05 F for the coulomb effect alone, and consider the symmetry effect
to be negligible in large nuclei.
The net conclusion from the above considerations is that it
is evidently valid to consider an idealized "infinite nuclear matter"
in which the number of neutrons and protons are equal and in which
the only interaction is the specifically nuclear interaction. Our
theory should then hope to predict a binding energy per particle
somewhere in the range
E
Ay
= (-15-5 ± 2.0) MeV (3.15)
and an "equilibrium spacing" in the neighborhood of
r
Q
= (1.07 ± 0.03) F . (3.16)
The estimated uncertainties in the above quantities are a direct con-
sequence of the difficulty in extrapolating to infinity from the
properties of finite nuclei.

B. PHENOMENOLOGICAL POTENTIALS
Although it appears that we are justified in considering
the hypothetical infinite nuclear matter, we may well question
whether we are justified in using an ordinary two-body potential in a
non-relativistic Schroedinger equation to describe the nuclear
problem.
One question, for instance, is that of relativistic effects.
These are not expected to be more than a few percent. The maximum
relative momentum of two nucleons in the Fermi sea corresponds to a
lab energy for a scattering experiment of less than 200 MeV. Since
the nucleonic rest mass is about 933 MeV, we expect the relativistic
effect to be small so far as it affects the mean binding energy.
However, excitation energies which are much greater than the Fermi
momentum may well be influenced by relativistic effects.
A second question is the probable existence of specifically
many-body forces. That they should exist can be deduced easily from
the picture of inter-nucleon forces arising from the exchange of pi-
mesons. It is probable that the resultant force on a nucleon in the
presence of two others is not exactly that resulting from super-
position of the forces between it and each of the other two separately.
Such specifically many-body forces have not been experimentally
observed or quantitatively predicted theoretically, to our knowledge,
and we do not believe that their effect is appreciable in the nuclear
case. One argument for their insignificance is the fact that the two-
body correlation distance in nuclear matter appears to be less than

the mean separation distance so that three-body (and higher)
encounters are relatively insignificant.
We conclude that we can treat the nuclear many-body
problem with a two -body, non-relativistic potential. What, then,
should this potential be? V/e shall not go into the details of the
determination of the inter-nucleon potential, but shall indicate
briefly the current progress in its determination. The long-range
part of the potential (due to exchange of a single pion) is now known
theoretically and apparently confirmed experimentally (principally
through the work of Breit and his co-workers ). However, the short-
range part of the potential is imperfectly known, and there are a
large variety of phenomenological potentials (various static poten-
tials with Yukawa shapes, velocity dependent potentials, and poten-
tials which are separable in momentum space) which give very nearly
equally good fit to the two-body scattering data. The existence of
such a large number of different potentials is a consequence of the
fact that the scattering matrix has not yet been fully determined
from experiment; hopefully, as the experimental evidence improves
further it will lead to an unambiguous potential. Reviews of nucleon-
nucleon potential determinations can be found in Chapter 5 of Pres-
ton
c
~ and in the references cited in footnotes h and hk. The poten-
tial which currently appears to give the best fit to the phase -shifts
deduced from nucleon-nucleon scattering is that of Breit and his co-
workers, but there are still several arbitrary features about even
this potential. The potentials of Gammel and Thaler, which predate
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the Breit potential, have many fewer parameters and yet most of the
apparently essential components (central, tensor and spin-orbit
forces in odd and even states); they also give quite good fit to the
phase-shift analyses. Both the Gammel-Thaler and the Breit poten-
tials are characterized by infinite repulsive cores (r = 0-3, O.h
or 0.5 F for the GT potentials, and ~ 0.5 F in "the Breit potential).
The Breit potential is of the form
V
LL ,












+ V (^ - (L.sn . (3.1^)
Th ,2e operator
^ ? - (L*S_) has the value -L(L+l) for uncoupled
(2)
states, J = L, and is zero otherwise. V is the one-pion
exchange potential
..(2) 1 (1) (2) f
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where u, is the pion mass, and where x = u r (in units where
c - h - l). The delta-function term can be neglected in actual com-
putations. The other potentials in (3-15) have the form
V=Sae-2x/xn . (3.17)
n n '
The values of a and of the coupling constant in (3«l6), f , are
n
given in BM. All potentials have a hard core, specified by x =0.35-
Because weighted means of neutral and pion masses are used in some

states and for other states the neutral pion mass is used, the core
differs between these two groups of states. Complete details are
given in BM. The usual tensor operator is S . The Gammel-Thaler
(2)potentials are simpler in form. They have no V and V com-
ponents, and are of the form
V
e^7V . (3
The parameters of each component of these potentials are thus a
strength parameter, V, and a range parameter, u.. Full details can
be found in reference h, and the details on the potentials we have
employed are in BM.
On the theoretical side, Chew and Frautschi have defined
a relativistic generalized potential within the framework of S-matrix
theory and have shown that it plays a role in dynamics analogous to
that of the ordinary non-relativistic potential in a Schroedinger
equation. Below the threshold for inelastic processes (the region
in which we are interested), the generalized potential is real and
its energy dependence is expected to be weak for the nucleon-nucleon
combination. Charap, Fubini and Tausner have shown that at least
to moderate energies, S-matrix theory leads to an unambiguous defini-
tion of a static potential which can be calculated in terms of the
exchange of one, two, etc., pions.
The above argument apparently rules against the velocity-
47dependent potentials of Levinger, Peierls and collaborators. How-
48 kg
ever, Bell and Baker have shown that it is possible to transform
canonically from a local hard core potential to a velocity -dependent
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potential or vice versa, and that the two will be indistinguishable
from the viewpoint of two-body scattering though they will involve
.different many-body properties whose importance is not yet known. It
would not be too difficult to check the importance of the many-body
effects of the above transformation by using both a velocity-
dependent potential and its canonically related hard-core static
potential in the same many-body calculation, and we suggest this
calculation as one which should be done. One preliminary calcula-
tion with velocity-dependent potentials seems to indicate that they
do not predict the many-body saturation properties as well as similar
hard-core potentials*. A major advantage of a velocity-dependent non-
singular potential is that it can be treated by ordinary perturbation
theory whereas the static potential with hard core requires special
treatment
.
Another class of potential which has received considerable
attention is the non-local potential of the separable type. This
potential has the advantage that the interaction can be completely
separated into partial waves (e.g., the spin and isotopic spin states
can be separated), and also the momentum space representation of the
51interaction is particularly simple. Mitra has shown that a
separable potential is also "compatible" with dispersion relations,
and has undertaken several investigations in the low-energy region
52 53
with such potentials. ' However, there is no reason to believe
that the "unique" description of the nucleon-nucleon interaction




portion of it may be . Gammel and Thaler had concluded that the
proton-proton scattering data require that the singlet-even nucleon-
nucleon interaction be non-local, a result which comes from the energy
dependence of the S and D phase shifts, and Giltinan and
Thaler have recently reported a non-local potential with hard core
which apparently has the proper energy dependence. Whether their
potential fits this dependence better than, for example, the Breit
potential we do not know; Breit does not report requiring a non-
local interaction.
The question of "uniqueness" for the nucleon-nucleon poten-
tial is a non-trivial one because the detailed structure of the
potential (particularly the strength of the tensor force) has a con-
siderable influence on the many-body problem even though the predic-
tions for the two-body problem may be indistinguishable. The vari-
ation between several apparently equivalent two -body potentials in
their effects on the nuclear matter problem is examined quantita-
tively in the next Chapter and in BM.

IV.
NUCLEAR MATTER CALCULATIONS IN THE K-MATRIX APPROXIMATION
This Chapter discusses an approximation to the K-matrix
equations which is considerably simpler computationally than the
Brueckner-Gammel approximation (see Appendix B) . This approximation
has been used to study the nuclear properties predicted by the theory
for several different phenomenological potentials and to compare
several recent nuclear matter approximations with the K-matrix
approximation (see Chapter VI and BM (Appendix G of this disserta-
tion)). This Chapter begins with a description of the approximation.
Following that, the results are discussed. Included in this dis-
cussion are the properties predicted for several different phenomeno-
logical potentials and an analysis of the causes of the differences
in these predicted properties. Also included is a report of several
calculations which shed further light on the convergence properties
of the BG expansion, and on the previously neglected core volume
energy. The Chapter ends with a discussion of various sources of
error in the approximations and suggests calculations which would
yield further insight into the effect of several of them.
A. SIMPLIFICATION OF THE K-MATRIX APPROXIMATION
Brueckner and Gammel (BG) solved the KTmatrix equations
(2.11) and following with only the two further approximations dis-
cussed in BG (and in Appendix B) as being necessary to remove the





and of the Pauli exclusion principle operator (which restricts ^he
momentum integrals to intermediate states outside the Fermi sea) on
.the angle between the total and relative momenta. The approximations
consisted of using appropriate angular averages of the terms involved.
The BG results are summarized in Table I.
In this section, further simplifications of the K-matrix
equations are discussed, leading to the approximation used by BM.
The principal additional assumption is that the single -particle
energy differences in the denominator of the K-matrix equations are
independent of the total momentum, P. The approximation is accurate
if the single -particle energies have a quadratic dependence on the
momenta or if the relative momentum is large compared to the total
momentum. Even though these conditions are not always met, the
3 5dependence on the total momentum has been found to be slight and
the approximation is good. As a further approximation, in the case
of two holes with relative momentum k, the energy denominators of
the K-matrix (2.12) are modified as follows:
2(P,k) - u> (2) - ou (S) - 2[>, - u>.*(:C)] (4.1)
' ' m n k k
with k and k* being the initial and intermediate relative momenta.
The particle energy, ou *(£) , is defined in terms of the most
probable (or average) energy, £ , of the holes with which two
particles of momentum k* interact. Thus the particle energies are
uniquely defined in terms of the momentum k* alone (instead of
being a function of an energy parameter, 2
,




Binding energy (-E ) (in MeV)
Equilibrium spacing, r (in F)







Table I. Predicted nuclear properties reported by Brueckner and
3Gammel for the Gammel-Christian-Thaler potential of Table II and for
a slightly modified Gammel-Thaler potential. (Table I of BM) . These











triplet even 6395 2.936 ^5 0.73^21
singlet even 905.6 1.7
triplet odd 150 1.5 -57-5 1.12
singlet odd -113 1.0
Table II. Parameters of the Gammel-Christian-Thaler potential





the momentum). For particles of relative momentum k' outside the




(S)] - A k' £ pF
or
2 O - co (2)] - A k' > p (if. 2)
PF k F
The "mean excitation energy" A was set equal to cu - uu .
PF P=°
Another way to view the above approximation is to recognize
that it is equivalent to the assumption that the potential energy of
two particles of relative momentum k is independent of the angle
between their individual momenta and independent of their total
momentum. Therefore, their momenta can be taken to be equal and the
angle between them to be l80 , and it is apparent that their poten-
tial energy is just twice the potential energy of a single particle
of momentum k. Similarly their kinetic energy is just twice the
kinetic energy of a single particle of momentum k, and therefore
uj Gi = \ CElT-ExO = % + \ = 2\ = 2[k2/2M + V(k)j . (k.3)Pk Vi
Consistent with the accuracy of this approximation, the
total momentum P, which enters into the treatment of the exclusion
principle (see (B.33)) i s replaced by its average value P
,
(as a
function of the relative momentum, k). This can be calculated in a




/. Ik 1 k v
-
( 1 + 2^ + 6 72 )p 9 p k £ff =k2 l- — ) — k < * . (k.k)k 5 F pF (1 + 1 ll_) F
2 P-p
For k > p , P is assumed to "be zero.
It is apparent that the resulting computational simplifi-
cation is considerable. In the first place, this approximation
yields a single excitation spectrum which depends only in an average
way on the particular unexcited states from which the excited
particles come. Further, the angular integrations which occur in the
computation of the single particle energy (2. 13) or (2.17) can now
be done explicitly, whereas in BG it was necessary to do one of them
numerically.
The equations to be solved are quoted below, with a note
on the method of solution used by BM. They are listed in the order
of solution; the full system is solved self-consistently by iterating
the series of equations until the new E agrees with the previous
energy to within desired limits. See Table V of BM for a sample
iteration sequence. Three iterations generally sufficed to obtain
agreement to within 0.1 MeV if the initial energy spectrum was
approximated by the kinetic energies alone. The meshes used are
described in detail in BM. The transformation to coordinate space of
equations (2.11) through (2.l8) is treated in detail in BG and in
Appendix B. The equations below are obtained from the transformed
equations of BG in a direct manner.
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The equations to be solved are:
l) Green's functions, solved by numerical integration to
an intermediate value of k", with a Pade approximant used for the
remaining integral
:
it ,\ 1Gi(r,r«) =







-% I J/k"r)j £ (k"r')dk" (4.5)2n lop"
F
for on-energy shell propagation (holes ), and with the denominator




f(p,k") = k -2 + 1 p2 < pF
2






with P given by (4.4). Note that for the integral from 10p to
r
infinity it is assumed that
2 [> - w ] - k"
2/M . (4.7)k
k" ^ iop^
The energies used in (4.5) are those calculated on the previous
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iteration (and on the first iteration are just the kinetic energies).
2) Plane wave oasis functions and Green's functions modi-
fied to vanish at the hard-core radius, r :7
c






















3) Radial wave functions, solved by iteration with
s (kr)6 as the first guess:
Xj Jo X/
VJS(k ' r) 'l^^W + ^ZJr"r< 2^l(\r,r<)
vrr
JS(r"
)V'JS(k ' r ' ) ' (u - 10)
Js
The V
, . „ (r') are the appropriate phenoraenological two-body
potentials defined in Chapter III.
h) K-matrices, computed by numerical integration:
J+lV ' K(k) = /s w-1 C«s l" J/ (krc>/G"< rc> rc> +
J+l
+ *m I r






^c ' r=J_i ^ ' U
The statistical weights, C , are given by (B.48) in Appendix B.
J /i/S












2 2 ,. ,2
p -p -4k 1
x (1 + ) . (4.12)
4pk'
For p ^ p the first integral vanishes.
6) Mean energy per particle (see (2.11)):
2
3 PF 3 oPv 2
E
Av = f "ai
+ ^4 £ V*P V(p) • (4.13)
2pF
Graphs of s (kr) and U .
,
°(k,r) are included in Appendix F.
Figures of the other quantities may "be found in BM.
The equation for the single -particle potential, (4.12), is
not explicitly derived in BM. It can be obtained from (2.13) (for
holes) or (2.17) (for excitations) as follows. The sum over states
in the Fermi sea is converted into an integral, viz.:
'IpJ - Pi
& * (2tt)-
To convert this into an integral over the relative momentum
k = | (p - £ ) (4.15)
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where p is the momentum of the particle whose potential energy is
"being computed, one uses the fact that die = - l/8 dp 30 that
r> 1 r>2rr r> 2 f / N
u> = 7^7 7 I dp k dk d(cos 9)IC .
p 2M (2n) 3
J J J
;vk;k
IpJ = Ip-2£I - pf
(4. 16)
In order to determine the limits of integration, one must consider
three different cases. For p < p , if p + 2k < p it is
r — — r
apparent from Fig. 4(a) that the limits on the cos 6 integration
are 1 to -1, and the integration over cos 9 gives a factor -2.
The k limits are obviously to (p_ - p)/2. If p + 2k| > p^
(i.e., k lies between (p - p)/2 and its maximum value,
(Pp + p)/2); the upper limit of the cos 9 integral becomes
2 2 2
-(p - p - (2k) )/4kp (see Fig. 4(b)). For p > p , there is
r r
only one possibility, Fig. 4(c), with cos 9 going from 1 to
2 2 2
-(p-p " P - ^k )AkP- The k limits are (p - p„)/2 to
(p - P-o)/2. Putting these limits into (4.l6) and doing the cos 9
integration leads to (4.12). Sq. (2.8) of BM differs from (4.12) by




Fig. h. The three possible situations for the angular
integration leading to Eq. (4.13) for V(p):
(a) p * pF , |£ + 2k| £ pF ;
(b) p £ pF , |p_
+ 2k| > pF ;






1. Variation of Predicted Nuclear Properties with Choice of
Phenomenological Potential
Table I of BM lists the parameters of several Gammel-
Thaler potentials and Table II the parameters of the Breit poten-
tial. A full discussion of these potentials is included in Section
IV of that paper. In Fig. 5 and Table III of BM the variation of
the E vs. r curves predicted by the simplified K-matrix approxi-
mation for each of these potentials is clearly indicated. For ^he
several Gammel-Thaler potentials with 0.4 F cores, the minimum E.
varies from -14.1 MeV at 1.08 F to -22.3 MeV at 0.90 F. It should
be noted that the potential which yielded the least binding had the
strongest tensor force (and the weakest triplet-central force) of the
various potentials and that the downward shift of the curves for the
various GT potentials corresponds to steadily increasing triplet-
central forces and weaker tensor forces (these being the two
parameters which Gammel and Thaler could not uniquely determine).
The Breit potential, one of the most recent and most carefully deter-
mined potentials
,
yielded -8.3 MeV at 1.28 F. This is to be compared
with' the BG result for the 0-5 F core GCT potential, -18.5 MeV at
0-95 F. Since the Breit potential has a very strong tensor force
and correspondingly weak triplet-central force, and the GCT potential
has an extremely strong central force and a tensor force which is
proportionately much weaker, this very small value for the binding


Fig. 5. E. vs. r as computed with the t-matrix
Av — o
(defined with kinetic energies in propogators hut obeying
Pauli principle) compared to the same quantity as computed
with the K-matrix (defined with self-consistent energies in
the propogators - i.e., accounting for the "self-energy"















energy with the Breit potential, and the large value of r , are
quite consistent with the general trend observed for the GT poten-
tials .
This pronounced variation of the many-body properties of
these several potentials is a direct consequence of (l) the Pauli
exclusion principle, (2) the self-energy effects, and (3) differences
in free -particle scattering properties. In the absence of either of
the first two effects, we would expect that all the potentials,
insofar as they identically duplicated the two-body scattering
results, should give equivalent results in the many-body calculation.
Of course, there is some variance in the way these potentials fit
the two-body data; however, the several GT potentials were indis-
tinguishable in the sense that the two-body data was "equally well
fitted" by all of them. The Breit potential is believed to give a
better fit to the two-body data than the GT potentials, but it is by
no means unique.
In order to obtain a measure of the relative importance of
the Pauli principle and the self-energy effects on the differences
between these potentials, we have indicated in Fig. 5 the first
iteration results for several potentials, as well as the final, self-
consistent results. The first iteration is performed with the kinetic
energies in the denominators of the K-matrix equations (i.e., the
reaction matrix is just the t-matrix, Eq. (B.l) of Appendix B). The
various potentials should (if they are truly equivalent from the two-
body scattering standpoint) yield identical free-particle scattering
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matrices. The slight variation between the various t-matrix curves
in Fig. 5 is therefore partially due to different exclusion principle
.effects between the various potentials, and partially due to minor
differences in their two-body scattering properties. The relative
importance of these differences is not known.
The differences between the t-matrix lines and the K-matrix
lines in Fig. 5 are due almost completely to self-energy processes --
i.e., averaged interactions between any two particles and the rest of
the system. There is a small (essentially negligible) variation
caused by the fact that A varies between iterations because it is
defined in terms of the energy spectrum from the previous iteration.
The results shown in Fig. 5 indicate that about one third
of the difference in the saturation properties of the various poten-
tials is due to the exclusion principle and to the differences in the
free -particle scattering properties, and that the remaining two-
thirds of the differences can be attributed to self-energy effects.
There is another manifestation of the effect of the self-
energy terms: the importance of the single -particle potential
.energy, defined by (^-.12), in these calculations. In Figures 6(a)
and 6(b) of BM this single -particle potential is given as a function
of the phenomenological potentials and as a function of p . The
important thing to note about the variation is that energy differ-
ences calculated from the various curves will differ (as well as the
energies themselves). This is important because only differences in
energy appear in the K-matrix denominators. Fig. 7 of BM indicates

the results of a computation in which V(k) was not allowed to vary
with the Fermi momentum. The saturation is not properly predicted
, at all.
2. Convergence Properties as a Measure of Higher Order Terms
A considerable amount of data was obtained relative to the
convergence of the perturbation calculation, and much of it is
directly interpretable in terms of high order diagrams.
Fig. 6 of this dissertation and Table IV of BM indicate
the contributions from various orders of the "Born approximation"
(see BM for a full discussion of how the Born approximation was com-
puted). The terra "Born approximation" is used here to refer to the
effects of successive orders of that part of the potential which is
outside the core since the core is treated (almost) exactly by the
Brueckner approximation and does not enter into the iteration
sequence. This comment is applicable to all the perturbation
sequences discussed in this dissertation: the core has been treated
independently of the rest of the potential, and the perturbation
sequences are a function of the remainder of the potential. It is
quite apparent from the data obtained on the Born approximation that
the modified Born sequence converges rapidly for nuclear matter, but
not so rapidly that it can be truncated without appreciable error
before third order. This is primarily a consequence of the strong
tensor forces which have no effect in first order.
The contribution of the self-energy diagrams could also be

7^
obtained directly. To see how this is possible, let us look at the
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The four terms in the square brackets come from the four possible
lines on which the bubble self-energy insert can be placed. Now look
at the following term extracted from the K-matrix expression for the
energy
s
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If we expand the denominator as (l + x) "" = 1 - x + x - ..., we
obtain the following term (among others):
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Fig. 6. Diagrams contributing to successive Born approxi-
mations. Energy below each diagram is a representative contri-
bution for that diagram to the mean energy per particle: (a) with
free kinetic energy propogator; (b) with self-consistent propo-
gator. The contributions indicated do not include the core re-
pulsion.
Fig. 7» Leading self-energy diagrams contributing to the
self-consistent propogator:
(a) l/u) -> l/e - (V - V)/e 2 ;
^2/ 3(b) l/o) - l/e - (V - V')/e + (V - V') /e"
See Table III for typical contributions to the mean energy per
particle.
Fig. 8. Lowest order diagrams in successive major iterations
which were not included in previous iteration. Representative
contributions to the mean energy per particle are indicated
below each diagram; the figures represent the contribution of
all new diagrams involved in the given iteration. Core






























This is identical to (^-.17)- In order to calculate the self-energy
terms represented in Fig. 7, then, one simply expands the self-
consistent denominator in a power series, and truncates the series at
various orders. Using just the first term of the series,
^— s | (4.21)
e, +e -e -s
k I m n
in the equation for the K-matrices yields the t-matrix defined oy
(B.l). The results of this approximation are the sum of all the
direct Born terms (Fig. 6); these results are graphed in Fig. 5-
Using two terms of the series,
1 2 Jk;(jk)
+Vji;(j^)"Vjmj(jm)"Vjnj(jn)^
Kiimn k i, m n 7
e
where the V's are defined "by (k.19), "but with t-matrices instead of
K-matrices, yields the sum of all the terms in Fig. 7(a). The first
three terms,
± _ v^ + (v-v^f (lK23)
e e
yields the sum of all terms in Fig. 7(b), etc.
Only one other minor item needed to be determined -- what
value of A (the "mean excitation energy") should be used in the
t-matrix equations for computing the particle energies? In the
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normal calculation, the A used for any given iteration is s imply
the difference between the single -particle energy at the Fermi sur-
%
face and at the bottom of the Fermi sea. This means that A varies
from iteration to iteration, and this variation actually tends to
improve the iteration sequence. For this calculation, however, we
used
A = 0.75 p//M (4.24)
which is equivalent to an effective mass approximation with
M* - O.667 M, a value which is consistent with the mean effective
mass calculated by Brueckner and Gammel and also consistent with the
final results obtained in this calculation. The following iteration
sequence was obtained with this approximation, compared to the
sequence in BM (Table V)
:






The above data is for the BGT potential with k__, = 1.52 F~ . The
value chosen for A has no effect on the first iteration value:
the difference above is due to the fact that the wave functions were
iterated only three times for the first value in the left column and
were iterated seven times for all others (with the iteration

procedure being to use the same table of U(r) for both
(4.10)). The close agreement of the two figures indicates the
rapidity of convergence of the wave function iteration scheme
employed in these calculations
.
In Table III are the results of this calculation for vari-
ous potentials and various values of the Fermi momentum (recall
Eq. (3.12) relating p^ to r ). The results for the BGT potential
r O
at p = 1.52 F indicate the slow convergence of the sequence of
diagrams in Fig. 7, or ; equivalently, their importance in the calcu-
lation of the system energy. It is interesting to note that the
weaker the tensor force the smaller the contribution of this type of
diagram (and the more rapid the convergence of this expansion). This
supports quantitatively our assertion that the principal difference
between these potentials is in their effect on the self-energy
diagrams. The results tabulated in Table III also indicate that the
self-energy diagrams become less important as the density decreases --
indeed, their dependence on the density is very pronounced. The
absolute values of the energies indicated in Table III are fairly
sensitive to the choice of A and therefore only the relative rates
of convergence can be considered significant.
The final class of diagrams we are able to compare are
those indicated in Fig. 8. The contributions indicated in that
figure are taken from Table V of BM. This sequence is also rapidly
convergent. It is interesting to note, however, that the convergence
of this sequence is considerably better at low densities than at high
























































Table III. Variation of the contributions of the self-energy dia-
grams (Fig. 7) with the Fermi momentum and with potential. GT 4100
has the strongest tensor and weakest triplet -central force of the
three potentials. GT 4400 has the weakest tensor force.













3. Core Volume Energy
In Fig. 3( a ) of BM it will be noted that the K-matrix
reaches a maximum at about k = 1.7 ~o_, and then begins to become
less repulsive. This behavior is clearly not correct because at high
momentum the interaction is essentially due to the hard core alone
and should increase with increasing momentum. The main reason for
this behavior of our K-matrix is the neglect of the core volume
9
energy, recc.tly shown by Bethe, Brandow and Petschek to be more
important in the off-the -energy- shell calculation of particle ener-
gies than had previously been supposed. In particular
;
these authors
claim that the momentum range between 2p and ^p is very irapor-
tant in the overall calculation (c.f. the BG and BM range lying below
2.6y id that in this range the core volume cerm is sufficiently
strong that the potential energy becomes positive and is proportional
-1
to k . They have calculated the energy spectrum at p = 1.5 F
ie BGT potential, using their "reference spectrum" method (see

Chapter VI), but have not performed a quantitative calculation of the
mean binding energy. We have used their energy spectrum, both with
.and without a suggested modification to account for the three-body
cluster term, and have obtained the results tabulated in Table IV.
The expression for the excitation spectrum in the BBP approximation
is
\ = A + **£ (^27)m 2 2M*
where A is given as -5-5 MeV and -10 MeV in different parts of
their paper, and with M* = 0.77M without the three -body 'correction
and M* = 0.88M with it. They have also estimated the hole energj
and when combined with the above spectrum, they obtain the following
expression for the energy differences in the denominator of the on-
energy-shell K-matrix equations:
MM M
The results, indicated in Table IV, are rather large. The
"core volume" effect appears to be about +8 MeV if the three-body
term is allowed for in the manner suggested by Rajaraman, and the
three-body term appears to yield something between 6 and 9 MeV
attraction. However, we note the sensitivity to the exact value of
A (a 4.5 MeV change yielding a change of 0.5 MeV 'in the binding
energy), which indicates that the detailed structure of the excita-
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Table IV. Mean energy per particle obtained with BBP reference spec-
trum (see text) for p = 1.5 F~ .
reference spectrum is defined to give agreement at 2.6 p .
Secondly
,
the fact that the three -particle contribution differs so
much in the two approximations indicates that it is still not well
understood, and for the reasons indicated below, these figures should
not be considered correct. Finally, the sensitivity of the calcula-
tion to the value of the parameter M (the change from
-TTM to . 88M
increasing the attraction 6 MeV) indicates the importance of deter-
this parameter precisely, and also suggests that the effective
approximation may not be sufficiently quantitative.

There are several corrections which must be made to the
results obtained with the BBP reference spectrum. One of these is
• the so-called "dispersion correction,, " a correction for the differ-
ence in the reaction matrices as computed with the reference spectrum
and with the true energy spectrum. It appears from BBP's estimates
that this may be about -3 MeV. Another problem comes from the fact
that the above spectrum takes the core into account in all angular
momentum states. They also include the attractive effects of the
outside potential, but in our calculations we include neither core
nor attraction for states with I > 2. To be consistent, we should
do so and would thus obtain an undetermined amount of further attrac-
tion. Finally, it is probable that the BBP method for computing
"off-the-energy-shell" may be enhancing the repulsive effect in the
excitation spectrum, whereas the BG and BM procedure inhibits this
effect. To see this, let us look at the manner in which BG and BBP
treat the energy denominator for the K-matrix used to calculate the
energy of the particle n , in, for example, diagram 4(d) of Fig. 1.




A = w - (jo = uo -id. (4.3O)
PF
whereas the BBP prescription is

uu
. + 2uj „ - a) - .0 - a; — uj . + 2co „ - uj - cu - ( 4 . 31
)
j Av r s ra j Av r 11
where 2^> — w +uj (^« is the average energy of a particle in
the Fermi sea). The last equality in (4.31) is a consequence of
momentum conservation, since for p very large, p — - p
Clearly the BG and BM treatment neglects the fact that one should
compute farther and farther off the energy shell with increasing
momentum. However, (4.3l) may not be sufficiently accurate in the
intermediate region below 4p .
r
Because of the uncertainties indicated above, a reliable
estimate of the effect of the core volume term on the mean energy is
not at present possible. We believe the properly computed effect
will be less than 2 MeV, but suggest that a computation should be
attempted with the energy denominators properly accounted for (as in
the procedure suggested in the Appendix to the Brueckner-Gammel
paper ) and with the core volume term included. The method for
doing the latter is indicated below.
The problem of the core volume energy comes from the fact
that although the wave function vanishes within the core, the poten-
tial there is infinite and the product vY may therefore be finite
and non-zero. In the two-body scattering case this product vanishes
everywhere but at the core boundary, and the equations of this sec-
tion (e.g., (4.10) for the radial wave function) are exact. Let us
now rederive the wave function and K-matrix equations in the presence
of the hard core, keeping all terms.
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We will drop all indices at first, and treat S-waves only,
for simplicity. The extension to all l values is quite obvious.
The integral equation for the radial part of the "wave function is
(see Eq.. (51) of BG or (B.38) of Appendix B) :






)r ' dr ' . (^-32)
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"0
We now assume that
V(r')u(r') = \6(r'-r ) + uu(r') r' < r 0-33)
where oo(r') is the core volume term which has previously been con-
sidered negligible. Substituting (^-33) into (h. 32) leads to
r










Letting r = r then yields the following equation for A.:
U(r ) = = U (r ) + 4iTr
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This equation can be solved, and
U (r )+1|tt c G(r .r'Wr'lr 1 dr'-:-Vr| G(r ,r ' )V(r ' )U(r ' )r ' dr
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Eq. (4.3o) for X is then substituted into (4-32). The resulting
equation can be simplified by using the defining equations for s(kr)
and F(r,r'), (4.8) and (4.9):
U(r) = s(kr) + 4tt f °°F(r, r ' )v(r ' ) Td(r ' )r
,2dr '
+ 4n fC F(r ; r')'-(r')r' 2dr' . (4.37)
The last term is neglected in the BG and BM calculations; its neglect
probably has a negligible effect on the energy.
However, continuing to the K-matrix equation, one obtains a
term which apparently is not negligible. In configuration space, the
K-matrix equation is (schematically)
K = J $ V Y , (4.38)
a familiar equation. In terms of the radial wave functions, this is
K = 4n U (r)V(r)u(r)r dr = 4nr U (r)\ + hn \ c U (r)w(r)r~dr +
^q o co jq o '
+ 4n
^





(r ) co 2 rc 2
+ 4tt s(r)v(r)u(r)r dr + 4n s(r)jj(r)r dr .
G-(rp,rJ ^cc c
It is now necessary to obtain an equation for ^(r). To do
s, we operate with [E(P,k,A) - H(P,k')] on (4.37). First we
.tore the indices, write out the definitions of s(kr) and F(r,r')
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Then, assuming that
[E(P,k,A) - H(P,k')] G (r,r«) = —^ 6(r-r') (k.k2)
hrjr
which is strictly valid only in the absence of the exclusion princi-
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It is apparent that
must be the solution if the first and third terms are to be equal.
Then, looking at the last term, we see that

6(r'-r )
To (r r')(E-H)j (kr')dT = ' §- j (kr')dr




so that (4.44) satisfies the full equation (4.43). Writing oi^ the
equation for w(r) in terras of the energy eigenvalues, we have
This equation vanishes identically for the on-energy shell calcula-
1 1
tion of hole energies because u)(k + — P) + w(k - 7- P) = Z and
A = 0. However, for the off-energy shell calculations, where Z is
just a parameter and A f , the contribution from this term is not
negligible. It would be easy to include in the full calculaxion,
however, just hy adding such a term to the wave function and the
K-matrix equations.
The error in the above treatment of the core is essentially
that due to the neglect of the exclusion principle in (4.42). In BG
this is shown to be less than 0.1$ of the K-matrix in the case of
hole energies (where the exclusion principle is the only reason the
core volume contribution is not identically zero as in the approxima-
tion above). For particle energies the exclusion principle should
have less effect (particularly as the particle momentum becomes
greater than the Fermi momentum), and consequently we con-





The analysis of the errors in the nuclear natter calcula-
tion just described is extremely difficult for several reasons. In
the first place, the basis for the entire calculation -- the inter-
nucleon potential -- is imperfectly known. Secondly, the "experi-
mental" results with which an infinite nuclear matter calculation
should be compared are obtained by a drastic extrapolation, and are
consequently imperfectly known. Finally, the large (infinite)
number of "diagrams" which the theory does not account for have an
effect on the calculation which is virtually impossible to estimate --
no satisfactory calculation having been attempted to date -- even
though (as discussed later) it appears "reasonable" to expect their
cumulative effect to be small. We are therefore in the position
that a quantitative comparison of the theory with "experiment" is,
at present, quite unsatisfying. Whatever "error" appears to exist
cannot be pinned down specifically to any one of the possible sources.
That the extrapolated "experimental" mean energy and equilibrium
spacing appear to be within the limits of the variation in these
properties predicted for the various phenomenological potentials
(which are known to be non-unique) is an argument for believing the
theory of infinite nuclear matter is quantitatively correct (see
Fig. 5 of BM) . A study of the possible sources of error in the
theory and in the calculations appears below, and supports the above
conclusion insofar as one is able to estimate the effects involved.

1. Contribution of Neglected Diagrams
There are several classes of diagrams which are not summed
in the K-matrix formalism. The first of these is the group of so-
called rearrangement energy diagrams. These are the diagrams cor-
responding to the derivative term in (2. 3^)- Several of the lowest-
order diagrams are indicated in Fig. 2. As indicated, the lowest-
order rearrangement diagram is fourth order in the interaction, v.
The contributions from the diagrams in Fig. 2 have been calculated
and their effect on both the single -particle potential and on the
22binding energy of nuclear matter have been determined. The energy
spectrum for holes was shifted as much as + 35 MeV (for zero momen-
tum), and the energy at the Fermi surface (where the shift was about
+12 MeV") was then about three MeV more negative than the mean binding
energy, in good agreement with the Bethe-Hugenholtz-Van Hove theorem
(and considerably improved over the approximately 15 MeV rearrange-
ment energy obtained without consideration of the diagrams of Fig. 2).
The effect on the mean binding energy was repulsive, and was about
55a
1. 5 MeV. The rearrangement corrections are discussed further in the
next Chapter in connection with the treatment of finite nuclei.
Two other classes of omitted diagrams are indicated in
Fig. 1. The first of these is the "hole-hole scattering" diagram,
3(c) and the other is the "three-body cluster," 3(d.)- The hole-hole
contribution has been estimated by Moszkowski and Sessler, 1 has
been found to contribute about +0.5 MeV to the mean binding energy.
Brueckner has called the terms involving three or .
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quasi-particles (other than two-particle terms with self-ener
corrections) "cluster corrections." The validity of K-matrix theory
•rests on the fact that these terms appear to be quite small for
1 57 58 6
nuclear matter. Brueckner ' ' y and Bethe have evaluated the first
of these corrections, that due to the three -'body terms indicated in
diagram 3(c0 of Fig. 1, and found that the correction to E A at nor-Av
mal density is about -0.12 MeV. They used, as an approximation to
the K-matrix interaction, a Serber exchange -Yukawa interaction.
59Kohler has evaluated this contribution with an interaction of the
Serber type with a hard core, using the Moszkowski-Scott separation
method (Chapter Vl) . ' Kohler's calculation yields -0.1 MeV, being a
combination of 0.17 MeV repulsion from the direct interaction and
Q
-0.27 MeV from the exchange interaction. Rajaraman recently re-
examined the three -body terms in the light of the Bethe-Brandow-
Petschek "reference spectrum method" (Chapter VI ), and has developed
an approximation in which the three -body terms are included as self-
7
energy inserts in the reaction matrix calculation. Bethe ( have
estimated the effect on the binding energy to be as much as several
MeV in this approximation, the increased contribution over previous
estimates being a consequence of a better accounting for all of the
effects of the hard core. Their estimate has been checked in this
dissertation ~'oy using their spectrum of particle energies, both with
and without the effects of the three-body term included, in the BM
code and calculating the energy for k = 1.5 F (the value for
which they had computed the single-particle energy spectrum -- z'^ey

did not do the full calculation to obtain mean energies). The dif-
ference is quite large (see Table IV) . However, this cannot be con-
, sidered a rigorous evaluation, and further investigation is indicated.
In this regard, one aspect of the estimation of the higher
order many-body clusters which must be considered is the definite
possibility that if the higher order diagrams are "properly summed"
there will result a considerable reduction in the overall contribu-
tion over that of the lowest order diagram(s) alone brought about by
an effect similar to the "screening effects" in the coulomb case.
In addition to the above problems, there is still the
question of the convergence of the BG expansion itself. A very brief
outline of the current status of the investigation into this problem
is given in Section C of Appendix A.
It is apparent that more detailed investigation is definitely
needed. However, even though interesting cooperative phenomena are no
doubt being lost when the cluster terms are neglected, it is probable
(as indicated in Section C of Appendix A) that the effects of coopera-
tive phenomena (over and above those accounted for by the K-matrix




The solution of the K-matrix equations with a hard core
inter-nucleon potential is a large problem, even for mod

speed computers. In order to reduce the problem to one of reasonable
size, several further approximations are generally employed. Those
-adopted by Brueckner and Gammel are analyzed first. The additional
simplifications of the BM calculation are then examined.
One of the major approximations is tne use of an average
value of the excitation energy, A — 6E, when computing the off-
energy shell particle energies (see Eq_. (B.l6) and preceding discus-
sion). There is undoubtedly some value of A such that the system
energy computed with it will equal the energy computed with oE
treated exactly, but that value of A is not known at present.
There is, therefore, only the slightest possibility that the value
chosen for this -parameter (uj - a) _) is the "correct" one, even* p- k=0
"F
though it appears to be a reasonable choice. Brueckner and Gammel
obtained a measure of its importance by evaluating the energy for
A = as well as for the choice indicated above. Tne effect of
reducing A by this amount was to shift the energy minimum down
about 1 MeV and to reduce the equilibrium spacing r about
0.04 F. Thus it appears reasonable to assume that the use of delta
equal to the difference in a single particle's energy between the
top and bottom of the Fermi sea causes an error which is less than
0.5 IvfeV and 0.02 F. We should mention that it is computationally
feasible to remove this approximation. Brueckner and Gammel show
that one can use instead a parameter with infinite range which is
ermined by an extra pair of simultaneous equations. This calcula-
Duld be performed to ascertain more precisely the err from

the A approximation, and to determine the optimum A to use in the
regular calculation.
A second approximation, which is discussed in Appendix B,
Eq.. (B.33) and- (B.3^-); is "to use angular averages so as to uncouple
the dependence of the Pauli operator and the energy denominators on
the angle between the total and relative momenta in the intermediate
states. There is no easy way to measure the errors introduced oy this
approximation, out they are expected to be small. One possible
indirect test of the approximation can be suggested. If one assumes
that the total momentum, P , is zero in all states, then the angle
between P and the relative momentum, k', can be treated analyt-
ically without further approximation. The P = approximation is a
more drastic one, and the difference in the results with the
approximations should be considerably more than the effect of the
average treatment alone, and thus would provide an indirect estimate
of the overall error.
Another approximation, the neglect of the core volume
energy, has already been discussed. Although it is not possible to
ascertain definitely from the calculations to date what the true
contribution of the core volume energy is, it does appear possible
that it could be of the order of two MeV (repulsion).
The contribution of the states with I > 2 (in particular
the ? G states) is not entirely negligible. Moszkowski and
>tt tve calculated these with their separation method (which is
irate for states of such high angular momentum), and their effect

ocan be seen in Fig. 8 of BM. These additional states would lover
minimum energy about 0.5 MeV and decrease the corresponding r about
.0.02 F. If a full calculation is performed again, it is recommended
that these states be included. Since Moszkowski and Scott have com-
puted at many values of p the contributions fr Individual
l8
states with the BGT potential, it would probably be sufficient (as
we indicate in Chapter VI) to use their results for I 2: 3- however,
slightly better accuracy would be obtained if these states w
treated completely (i.e., if the appropriate K-matrices were calcu-
lated, etc.) so that the calculation would be fully self-consistent
.
The final general source of error in the Brueckner-Cammel
calculation is in the numerical procedures. In this category we lump
such things as the choice of meshes for numerical integrals, the
matrix- inversion process used to calculate the wave functions from
(B.^3); an d. the analytical approximation used to extend the Green's
function evaluation to infinity from the large value of k" to which
the integral was performed numerically. The matrix inversion process
undoubtedly provided precision well within the accuracy of the overall
calculation. The correction to the Green's function can be presumed
to have similarly negligible error, and the meshes were ail checked
by as finer meshes. Consequently, it is reasonable to conclude
merical procedures led to negligible errors.
In summary, the errors in the Brueckner-Gammel :alc ilation
all be evaluated explicitly. However, it appears at present
.' all of the sources of error which we have discussed, the

uncertainty in the potentials is probably the greatest. BM have
pointed to the need for further investigation in phenomenological
potentials with the aim of obtaining some experimental or theoretical
measure of the agreement between the phenomenological and the "true"
nucleon-nucleon potential, and ultimately obtaining the "true" poten-
tial itself.
Brueckner - Masterson
The following additional approximations are .made i
;
Brueckner and Masterson: redefinition of particle energies (see
(4.1) and (4.2) ), and neglect of the dependence of the energy denomi-
nators on the total momentum. In addition, we should re-examine the
possible sources of computational error since the computational pro-
cedure was slightly different.
The definition of the particle energies leading to a single
spectrum of off-energy shell energies was probably the most severe
departure from the Brueckner-Gammel calculation. Coupled with the
removal of the dependence of the energy denominators on the total
momentum (an approximation which is accurate in the limits of zero
total momentum, high relative momentum or quadratic dependence of the
energies on total momentum), this average treatment of off-energy
shell propagation had as one of its effects the fact that the Green's
iction (4.5) for particles whose relative momentum was greater than
p was int. ent of their relative momentum (and consequently of
.omenta since the total momentum had already been
iut). This is clearly incorrect, • he ene- ectrum for

k ^ p^ must "therefore have a small out increasing error as
increases (it appears to differ from that calculatec rueckner
and Gammel (Reference 3; Fig- '•) "by about 20-30 MeV at k = 2.4 p ,
which can be compared to the kinetic energy which is mo
300 MeV). Most of the 'difference between the BG and BM results
(1.7 MeV and 0.02 F, the 3M values being more negative and smaller
respectively) can be attributed to these effects. These errors are
well within the uncertainties presented by the imperfect knowledge of
the nucleon-nucleon interaction. Nevertheless, it appears possible
to improve this approximation without re-introducing the P-dependence
.
This procedure would be to calculate the off-energy shell spectrum
as a function of the variable 2 instead of the average 2, and
thus to reobtain a system of equations similar to the BG system. We
are not able to give- a quantitative estimate of the effect of this
revised approximation on the calculation, but believe that it would
probably remove between half and three-quarters of the 2 MeV dis-
crepancy between the BM and BG approximations.
The numerical methods employed by BM differed from those of
the earlier calculation in several respects. The Green's function
correction (for the interval from the end of the numerical "integration
was approximated oy a Pade approximant . ' 'oxi-
checked oy extending the numerical integral to 20p^ and
varying the numerical meshes. The error
bo mesh spacing (0.2 F for the k" integration) &;
. mt is esti ated from the above checks to be 1

than 0.2 MeV. In a future calculation we would not employ the Pade
approximant and so will not describe it in further detail. We would
,
instead compute the correction numerically with great accuracy and
tabulate it, and then use the tables in the actual calculations.
This computation could be done once and for all, to arbitrary accur-
acy. The individual computations would then be considera 'aster
since the Pade approximant woald not have to be computed with each
iteration. We did not employ this procedure in oar calculations (in
BM) because the receding and "debugging" effort required were not
justified by the resulting small improvement to the code.
There were two other computational differences between the
calculations of BM and those of Brueckner and Gammel. Both involved
negligible differences so far as the final results were concerned.
One involved a finer mesh of r and r' near the core. BM used a
spacing of 0.05 F for the first seven points compared to BC-'s
0.1 F. The effect on the final answer (as tested with BM's code) was
about 0.1 MeV, the coarser mesh giving the lower energy. The other
computational difference was the method of solving the wave equations,
(4.10). We used successive iteration, and found that excellent agree-
lt could be obtained with six iterations. The coupled equations
00/ v 11/ X
U (rj and U (r) converged most slowly. One method of itera-
tio] Loyed two tables of wave functions: a table of "old" wave
functions, from the previous iteration, for input to the numerical
.10), and a table of "new" wave functions generated in
2ration by the numerical integration .10). The

least convergent iteration sequence (for k = O.lp and r = 0.6 F)
was
eration U °° (r)















When the mean energy was computed after each iteration, we obtained
the successive "Born approximations" -- although the term is not
strictly correct since the core is treated exactly from the begin-
ning. The other method of iteration, used for the majority of the
calculations reported in BM, was to use the same table of wave func-
tions on both sides of (4.10). Thus only the first point is actually
computed with all terms in the table equal to those of the last
iteration -- successive terms (for successively larger values of the
radius) are computed with the new terms whose radii arc .. the
as in question and the previous iteration values for terms whose
ire still greater. The iteration sequence was then































The potentials used in the two sets of computations were not the same
so the final wave functions are not, of course, identical. The
errors in the wave function from this iteration procedure were
reduced to complete insignificance by using on major iterations other
than the first the wave functions from previous iterations and then
iterating the wave functions four or more times in order to improve
them. Fewer wave function iterations were required on the first major
iteration because its purpose was to provide a ] ... -h estimate of the
article energies, and minor inaccuracies did not impair









The extension of the K-matrix approximation go iin^\
nuclei is a reasonably straightforward problem in principle o L... is
very difficult in practice. Brueckner, Gammel and Weitzner' (l :-W)
and Brueckner, Lockett and Rotenberg^ (BLR) have discus sea c_e, :-iy
and completely a computationally feasible procedure for exte g
the theory to finite nuclei, and hav^ discussed the approximate <ns
involved, explicit equations which must be solved, and the re~. us
l6 k-0
obtained therefrom for the closed-shell nuclei . Ca
90 /
Zr (using the Gammel-Thaler potential used in the Brueckner-
3Jammel nuclear matter calculation a: the nucleon-nucleor. pcten" al ; .
This is now textbook material (Preston, " Chapter 9)> an(i conse-
quently we present only a very general discussion of the procedure
with such elaboration necessary to present hitherto unpublished
material. Masterson and Lockett (hereafter called ML, and included
in this dissertation as Appendix H) have explicitly stated the equa-
tions actually solved and have extended the results by calculating
the properties of ?b , using an improved approximatiOxi to une
rearrangement energy. This chapter discusses this calculation, and
treat, the rearrangement energy approximation in more detail than any





The principal problem with finite nucleus calculations is
the fact that the Hartree-Fock calculation with the pure internucleon
potential is unsatisfactory. As is well known this calculation gives
the best energy that is possible with a product wave function, so
that, e.g., the interaction energy defined by (2.5) is given by
AE < ($,v$) (5-1)
where $ is the product wave function so determined that the expec-
tation value of the energy is stationary with respect to variation
in the wave function. For nuclear matter, however, we have already
found that (5-1) is too simple a approximation and that
AE = ($,vY) - ($,K$) (5-2)
(where Y is the true wave function) is the most elementary approxi-
mation which gives accurate results. However, the variational calcu-
lation involved for even the last quantity is too complicated for
finite nuclei. For infinite nuclear matter, we know the best form of
the wave function (plane waves), and only the K-matrices need to be
determined ( self-consistently ) . For finite nuclei, both K and §
must in principle be computed self-consistently. This is too diffi-
cult at present, and the assumption is made that the K-matrix for
nuclear matter at the density corresponding to the local density of
the nucleus is the appropriate K-matrix for (5.2). Thus, only the
wave function § needs to be determined with the Hartree-Fock




This approximation is equivalent to the assumption that the
correlation length (related to the "healing distance" of the two-
particle wave function) is sufficiently short that at any point in
the nucleus the interaction is the K-matrix interaction for infinite
nuclear matter whose density is the same as the local density. The
approximation is accurate in the center of the nucleus, where the
density is nearly constant over distances of many Fermis (the healing
distance is of the order of one Fermi).
The actual procedure in the calculation was the calculation
(by BGW) of the coordinate space transformation of the K-matrix using
the wave function ¥ calculated in the course of the infinite nuclear
matter calculation of BG:
(r
12
|K|r^) = (S^r^ah \( r12 ) v ( r ) Yk ( ri2 ) " (5 ' 3)
(An angular momentum decomposition is made just as in the infinite
Js
nuclear matter problem, and the U
,
(r) of (B.3T) are used for
mi
the components of Y above
.
)
One then conjectures , without proof, that the coordinate
space operator (5-3) i £ "the appropriate interaction energy operator
for the product wave function. The equation for the system energy
is then
x 9± (£{)<?j(£2 )d£i d£2 <*£-!_ d£2 (5-4)
(the exchange term is not indicated explicitly). It is further
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conjectured that a "Hartree-Fock" variation with respect to cp*(r)
6E
6cp*( r )
for all i (5-5)
will lead to optimum wave functions. From this variation, we obtain




cpiW = im" ^y + JVHFfc£ ,:)cPi (£ ,)d£' + V^i^ • . (5- 6 )
The two interaction terms V™ and V are the "Hartree-
rir K
Fock" and the "rearrangement" potentials. The former is given by
V^O^r') = 2 Jd£l drj_ cp*(r1 )(r,r1 |K(p)|r',r:|_) cp.(r^) . (5-7)
In the treatment of the K-matrix above, it was necessary to treat the
singular core separately from the rest of the potential. We mention
the treatment of the core because the results reported in BLR and ML
involve a variation of the core parameters to partially compensate
for other errors in the approximation. The core is treated in a
manner very similar to the nuclear matter procedure (B.38) et :.eq.
Further, its contribution was found to be strongly density dependent,
and the assumption is made that its dependence on the density is of
the form given by the theory of core repulsion alone
K ~ (1 + b/r )
-1
. (5.8)
core ' o '
These considerations lead to (2.15) of ML,
6(ri2~ rc )6(rlV r c ) (1 - b/1 071(rjK|r)=C - "
g
^ & ^Zi^Il (5.9)
4rrr (l - b/r )
= A(p)(4nr 2 ) _1 6(r12-rc )6(r12 ,-rc )
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with the actual parameters being C = 215 or 257 MeV-Fermi and
b = 0.488 or 0.459 Fermi for singlet or triplet states respectively.
, The attractive part of the K-matrix has a very small dependence on
the density, on the other hand, and this dependence is neglected in
the computations.
The rearrangement potential V„ in (5-7) results from the
n
dependence of the K-matrix on the density. The density is related
to the single -particle functions by





= cp^Mr-R) . (5.II)
69, (r)
The density as it appears in the K-matrix is evaluated at the center-
bf-gravity of the interacting nucleons, so that R = p(r + ** ) .
Then, assuming that the range of interaction in the density-dependent
part of the K-matrix is sufficiently short so that we can set













K( p ) | r^r^cp. (r^)^ (r^) .
(5.12)
Eq. (5.12) is just (2.1) of ML (Appendix H of this disser-
tation). The procedure for solving this equation .is given in detail
in the equations following (2.1) in ML and will not be repeated here,
with one exception: the detailed procedure for obtaining the e





Brueckner and Goldman calculated the density dependence
of V by using the fact that the dependence of K(p) on p is
almost entirely in the core term given by (5-9) • The core term can
be related to the density through
-1 W 3 / C11 v
p = - v • (5 -^ }
V is obtained from substituting (5-9) into (5.12), and then using
the three delta functions to obtain, in good approximation
£l
= £2' = £'^
|(^ + r2 ) = R = r3 (5.1J+)
r = r = rii £2 £3
The above approximations (which are exact in the limit r = 0) lead
to the following expression for V„(r ) if spin or isotopic spinK —3
polarization are neglected:
V£3 ) = ii ^V^Vp'K2^ • (5 - 15)
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The variation of the function V„/r is very slow, in the vicinity of
normal density and to a good (±5$) approximation in the region















= 1.07 F) (5-17)
since p(r = 1.07) = 0.19^88 parti cles/F3 . The latter form, in
which V^ is given as a function of the density relative to its
value at normal density, "will be used later when we point out that
the magnitude of V is actually larger at r = 1.07 F than indi-
K O
cated above. However, it is expected that its variation with density
will still be of this form in the region near normal density, ax
least within the accuracy of the overall approximation.
22
In a subsequent paper, Brueckner, Gammel and Kubis evalu-
ated the rearrangement energy corrections to the single -particle
energies using the K-matrix procedure. They evaluated the second and
third order terms of Fig. 2, with the results as given in Table V.
Momentum
























Extrapolated from computed values at p - 0.1 p and p = 0.9 p-™
r ^ """ if
Table V. Breakdown of single-particle energy. The density corresponds




The above corrections correspond to the definition of "rearrangement
energy" represented by the last term of (2.3^1) (i.e., variation of
AE by n). Consequently, they are not exactly the V„ of (5-12),
n
which is obtained by differentiation with respect to p. However,
since p and n are equal to second order, the two can be equated
within the limits of the accuracy of the overall approximation.
The approximation to the rearrangement energy used by ML is
a simple approximation to the above dependence on both the energy and
the momentum. Based on an estimate of the momentum of the lowest and
kO ,
top states of Ca (which can be obtained from their kineoic
energies -- the differences between their energy eigenvalues and
their potential energy expectation values), the rearrangement energy
was estimated at 12 MeV for the top state and 2o MeV for the
deepest state.- Eq. (2.21) of ML is the simplest means of interpolat-
ing between these two values in order to obtain the rearrangement
potential appropriate to the other states. Its accuracy was expected
to be commensurate with the degree of approximation, and since its
effect is primarily on the wave functions (and only indirectly on the
energy), the crude interpolation was expected to generate negligible
error. The dependence of (2.2l) on the density is a direct conse-
quence of the argument following (5-17).
In a future calculation, we recommend the use of one fur-




P- - P-p o (r )
(V )=; 12.5 + 26.2 —





where p is the Ferrni momentum corresponding to the nuclei's rms
radius. This would be a slightly better approximation than those
which have been utilized to date, and it probably represents the
farthest one should go in utilizing the approximation that the
rearrangement effects can be accounted for as in Eq. (5-6). The
momentum dependence in (5.18) is a linear interpolation between the
rearrangement correction at 0.1 p- in Table V and the value found
22
at the Fermi surface by Brueckner, Gammel and Kubis, 12.5 MeV.
The momenta of each state, p., can easily be estimated from the
previous iteration's kinetic energy. This approximation is not
expected to result in significant improvement in average properties
(see discussion in Section B, "Results"), but it might lead to some
improvement in the level spectra.
2. Error Analysis
At this point it is necessary to make a few comments about
the possible errors. The approximations necessary to transform the
- itrix to coordinate space are treated in detail in BGW. Those
involved in the solution of the modified Hartree-Fock problem are
treated in BLR and summarized in ML. There are a. lot of them, and
for many no precise estimate is possible. Their justification was
invariably twofold: (l) they were necessary in order to simplify
the problem to manageable proportions; and, (2) their effect,

estimated as rigorously as possible, was considered to be i Lgible.
For some of the approximations, little more can "be said. Further-
i
more, in view of the present uncertainty in phenomenological poten-
tials (see previous Chapter and BM), it is doubtful if much more can
be learned about the theory until a potential is obtained which is
known to be significantly "more correct" than the present ones. How-
ever, we can suggest one further check of the calculation. In equa-
tion (2.4) of ML we evaluate (r [Vjr ' ) by using the first two
terms of an expansion in Legendre polynomials so that, for a given
difference x between r and r '
,
only explicit evaluation at
two points is necessary to obtain the estimated value of this func-
tion for any angle between the two. Because the evaluation of this
matrix elements occurs in the innermost "loop" of the longest calcu-
lation (about 3q hours per iteration for lead), it is necessary to
keep the number of elements which must be evaluated for any given
separation, x, to a minimum. The first two terms of the expansion
in Legendre polynomials is known to be a good approximation, but its
effect could be explicitly obtained by one iteration (say for Ca )
in which the first three or four terms of the expansion were obtained.
On the present generation computers (where, for Ca the CDC-1604
takes about 30 minutes for this particular iteration), the cost would
not be justified. However, in the next generation of computers,
which will be much faster, this check should be economical.
Further, when there is available a phenomenological poten-
tial whose experimental and theoretical justification are greater
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than for current potentials, the properties of infinite nuclear
ter should again be calculated, preferably in the manner suggested
,
in the Appendix to the Brueckner-Gammel paper (e.g., without using a
mean excitation energy in the denominators for off-energy shell
propagation but using the exact formulation and solving the extra
pair of equations involved) . If the results of this are in good
agreement with the semi-empirical values, then the transformation of
the K-matrix to coordinate space should again be performed, for
approximately twice as many values of the arguments as reported by
BGW. If this is done, a further check on the meshes used in the BLR
and ML calculations will be possible (again assuming that a "ner.-
generation" computer is utilized). But more important, if the new
potential and nuclear matter calculation gives a better agreement
than the mean energy of -15-2 MeV (cf. -13-5 to -17-5 MeV semi-
empirical range) and the equilibrium spacing 1.02 F (5$ less "Chan
the extrapolated and corrected 1.07 F), then it is reasonable to
expect the results summarized later and in ML would be considerably
improved (since the mean energy per particle and rms radii of the
nuclei treated are invariably too small).
There is also a finite possibility of error in the computer
program itself for such large problems: e.g., the finite nucleus
code must be run in three "shifts" on the CDC-l6o4 computer in order
to accommodate the large number of states involved in the lead calcu-
lation. This last source of error can now be considered :. Lble
for both nuclear matter and finite nuclei, however: the fori
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calculation (reported in BM and in Chapter IV) was completely in
pendent, and the differences between it and BG can be attributed
.entirely to the additional approximations; and, the latter calcula-
tion can be considered to be semi -independent. In the case of the
finite nucleus calculation, the computer program for the BLR calcu-
lations was extensively reorganized for the ML computation, and fur-
thermore the code was, over a period of about a year, almost com-
pletely rewritten by this author to improve its speed and operating
characteristics (i.e., to make it "more automatic" in operation).
During this rewriting, the program was extensively checked for minor
errors, such as integration limits, coding errors, etc., and after
40
correcting the few that were found, the properties of Ca were cal-
culated and compared with those calculat.ed at Los Alamos with the
new rearrangement approximation but otherwise unmodified original
code. The agreement between the two codes was good: -6.78 vs .
-6.55 MeV mean energy per particle, 3. 00 vs. 2-99 Fermi rms radii,
and 0.7 or less difference in the eigenvalues. The minor differ-
ences are entirely attributable to the corrections which were made
in the ML code.
In addition to errors due to numerical procedures or to
the input, (the phenomenological potentials), there are also some
shortcomings in the theory itself. The most obvious of these is the
;lect of correlations other than two-body correlations. These will
have a negligible effect everywhere except possibly in the surface
region where nucleon clusters (akin to alpha particles, etc.) may

form and where superfluidity might exist. These effect not
expected to have much influence on gross properties such as binding
,
energies, nuclear radii, and surface depth, however. Nevertheless,
the improvement of the computed binding energy with increasing nucl
size (discussed in the next section) strongly suggests that the
principle source of error is in the treatment of the "surface" energy,
which is considerably too large. This "surface" energy arises not
only from the classical effect -- variation of density in the sur-
face -- but also from the rearrangement energy which is impor
only for the calculation of the wave function and therefore has little
effect in the infinite nuclear matter problem but does influence con-
siderably the finite nucleus calculation. Its effect is thus in fact
a "surface" effect, and the method outlined here for treating ±z is
at best a treatment based on plausibility since it has not been
rigorously proved (and, indeed, in higher order it is incorrect).
Further investigations of this many-body problem peculiar to the
finite system are clearly needed.
B. RESULTS
Throughout this section frequent references are made (with
no further comment) to tables and figures in ML, Appendix H of this
dissertation.
1. -ison with Previous Rearrangement Energy Approximation
In order to ascertain the effects of the new treatment of

the rearrangement energy, Eq. (2.21) of ML, the properties of Ca^
were compared, with those without the new energy treatment. We note
that V_ as determined by Eq. (2.2l)of ML is, on the average, almost
a
twice as strong as the VI used "by BLR, our Eq. (5-17). Table II
K
compares the new results with those reported in BLR. The net effect
of the improved approximation is slightly better agreement with
experiment for almost every property tabulated: separation energies,
total energy per particle, and rms radii. In addition, the spin-
orbit splittings are more nearly porportional to the {21 + l)
separations generally expected. However, the magnitude of the total
energy per particle is still not large enough (-6.55 MeV vs. the
experimental -8.55 MeV), the proton rms radius is too small
(although increased by 3% to a new value which is 83$ of the experi-
mental value), "" and there is slightly too much difference between
the separation energy of the last particle and the total energy per
particle (l.l MeV compared to the previous 1.2 MeV and the experi-
mental 0.2 MeV) . Comparative potential energies and eigenvalues are
10
given in Table III for every state of Ca with the old and new
approximations. The range of eigenvalues has been reduced from -70.
1
through -hS) MeV to -18.7 through -5-5 MeV. This reduction in spread
of energies indicates that the previous approximation reproduced the
dute magnitudes of the energy spectrum quite poorly except near
levels; the otherwise close agreement between the two calcu-
lation.-; indicates that the approximation employed in BLR was adequate
for the computation of the average properties of the nuclei (such as

mean energies, rms radii, etc.); ana that further impro\ - nt in
this direction would c such properties only iatly. Never-
theless, this conclusion should be checked by performing a calcula-
tion with V_ as given by (5.18).
a
208
2. General Properties of Pb
0(~)p,
In Table IV are the principal properties of Pb as calcu-
lated by the theory for hard core strengths equal to 90% ana 100% of
the normal strength. The 100% core data is the result of a single
full iteration from the 90% data. Experience 'with the rapid con-
vergence of these computations indicates that the properties tabula-
ted are very near the values one would obtain with further itera-
tion (e.g., probably within 0.1 MeV for the mean energy and 0.01
Fermi for the rms radii). Since the individual energy level pre-
dictions (next section) are subject to slight fluctuations on the
first iterations, they are not quoted for the full core. The 90%
core was chosen to permit comparison with the calculations in BLR.
In those calculations, the reduced core contributions were arbitrarily
employed as a means of improving the binding energies. As seen in
Table V, too little binding was obtained for the smaller nuclei even
with the reduced core strength. However, for lead with the 90% core
the binding energies of the last particles are a fraction of an MeV
too great (-8.8 vs. -Q.k MeV for the top neutron and -8.9 vs. -8.0
the proton), and the magnitude of the total energy per
particle (10.0 MeV) is 2.1 MeV greater than that calculated from the
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masses. The energy of the top nuclec Lffer by . MeV from the
total energy per particle, compared with the •' .-of
0.5 MeV. For the 100$ core, the magnitude of the total ener,
particle is several MeV less than the energy with the 90$ core, and
is one MeV less than the experimental value.
The rrns proton radii are l6$ and 15$ too small (for the
90$ and 100$ cores respectively). Similar errors were reportea for
^0 90
Ca and Zr . The surface depths are i.o and 1.9 Fermis for one-
proton distributions and 1.9 and 2.1 Fermis for the total distribu-
tions. (We have taken the surface depth to be the distance over
which the density falls from 90$ to 10$ of its maximum value in the
vicinity of the center of the nucleus.) The computed depths are
slightly smaller than the experimentally deduced (2.2 ± 0.3) Fermis
for the charge distribution and (2.^5 -"-'_) Fermis for the
- 0. lp
nuclear distribution. ^ The small discrepancies might vanish with
the correction of the error in the rrns radii.
3. Energy Spectrum
Table VI gives the energy spectrum for the reduced (90$)




with that deduced from experiment for the shell model. Up through
208
state, the pb
u level assignment is the same as that
90 / hO
for Zr (and differs from the Ca order in one
.a 2s., /„ states). With the new rearrangement ener oreat-
;.;ent, iread in energy levels and the coarse level spacing are
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probably the most accurate calculated to date. Thus we compare our
spread in eigenvalues of about 70 MeV with those determined in the
shell-model calculations with central potentials and spin-orbit
coupling of (for example) Malenka (about 30 MeV) and of Ross, Mark
65
and Lawson (less than ^-0 MeV") . In general, their relative spacing
of low-lying levels is in good agreement with ours. However, both
authors obtain a level sequence at the surface which differs from




±</2' ' ' ' cornPared to our 3p-L /2 ^ li13/2 ^
2f
5/2'
3p , , . . . and the Mottelson and Nilsson " 3P1/2 ^
2f 5/2> 3p ^/p'
li. ,./„,...: and, for nrotons, they have 3s-, /~, 2d_ /_, lh n _, /,_,...13/2' ' ' ± ' J 1/2' 3/2' 11/2'
in agreement with Mottelson and Nils son and compared to our Ik. _ /
,
3s /, 2d., / , . . . . In both cases, the spread of energies is less
than 2 MeV. Most of. the above differences can be traced to the spin-
orbit potential, which is imperfectly known and which is treated as
a parameter in the shell -model calculations to improve agreement with
experiment. Better treatment of V_ with (5.18) might also help.
The spin-orbit splittings for the various states are tabu-
lated in Table VII. They are of the right order of magnitude and
follow i reasonable manner the expected {21 + l) graduation in
In Fig. 2(g) and 2(h) the dependence of the local equiva-
lent al, F(r), and of the wave functions on this splitting
2d. In particular, there is an appreciable spatial split
-




k-. Neutron-Proton Density Relations
The neutron, proton and total density distributions are
indicated in Fig. 3 for the two core strengths. There is a remark-
ably uniform total density, but moderate non-uniformity of the
neutron and proton contributions. Further, the neutron and proton
wave functions (Fig. 2(d) and 2(f)) are almost identical for corre-
sponding states, with the exception of a very slight shift towards
the center of the nucleus in the low angular momentum states. Thus,
much of the difference in the density distributions is due to the
"extra" neutrons in the outer energy shell (which are distributed
throughout the nucleus as well as at the surface). The neutron-
proton radii differ by about 0.2 Fermi, extending to the larger
nuclei the tendency noted in BLR for the proton and neutron distribu-
tions to have nearly equal radii. The origin of this effect lies in
the symmetry energy and in the insensitivity of the wave functions to
differences in potential. The absence of an appreciable neutron
-
proton difference for the light nuclei (BLR) and the slight differ-
ence noted for lead are compatible with experimental results.
Quantitatively, for lead we conclude from pion and nucleon scattering
62
calculations '" that FL - R = (0.2 ± 0.2) Fermi, where R is the
naif-density radius, in agreement with our calculation. This figure
:-t include that part of the difference which' results from the
finite extension of the nuclear potential beyond the matter distri-
bution when the radii are determined from separate nuclear and charge-
dependent interactions. This difference is discussed next.

5. Density-Potential Relations
In Fig. k are plotted the potential function F(r) for
the two top neutron states against the density distribution. The
top proton potential is not shown "because it lies inside the neutron
potentials, a consequence of the smaller proton distribution. The
separation between total density and potential (0.5 Fermi) is
kO 90 / X
slightly less than that of Ca and Zr (0-75 Fermi); the differ-
ence between the proton half-density point and the nuclear potential
half-maximum is 0.7 Fermi. These results agree within the limits of
experimental error with the differences between Ph = (l.l8 ± 0.02)
-|/q /""n i^ft
A ' - (7-00 ± 0.14) Fermis from electron scattering ' and from




= (f.bl ± 0.30)
70 71
Fermis from low and high energy neutron scattering. Wilets has
concluded from neutron and proton scattering that the difference
between the nuclear potential radius and the matter radius is inde-
pendent of A and is (l.O ± 0.3) Fermi. This difference in radii
72is largely due to three effects previously discussed, namely:
(a) finite range of interaction; (b) nonlinear variation of poten-
tial energy with density (Wilets effect); and (c) nonlocality of
the effective interaction.
6. Comparison with Surface Predictions of Other Theories
It is interesting to compare the character of the nuclear
. urf predicted by previous semi-empirical theories with
ults (which are essentially from "first principles" if the concept

of a two-body nuclear potential is valid). Two previous calculations
are mentioned to indicate the degree of precision obtainable. One is
Ik
the pure Hartree-Fock calculation by Rotenberg with N = Z = 92.
It yielded surface thicknesses of 2-7 and 3-1 Ferrais for Gaussian
and Yukawa wells respectively, and predicted a marked dip in the
proton distribution near the origin (which is absent in our more
exact calculation). The calculated separation between the rms radii
of the particle density and of the self-consistent collective poten-
tial in this model was less than 0.2 Fermi. An intermediate step
between the pure Hartree-Fock calculation and the BGW theory is the
semi-empirical model of Berg and Wilets. ' This model yields
R
N
R = 0.2 Fermi (in agreement with our result) and R(potential)
-
R(nucleon) = 0.7 Fermi (compared to our 0-5 Fermi).
7. Summary of Results for the Four Nuclei Studied to Date
The following is a summary of the general features of the
results for full-shell nuclei (0 , Ca , Zr and Pb ) studied
in ML and in BLR.
1. The magnitudes of the total energy per particle and of
the separation energies are smaller than their experimental counter-
parts .
2. The difference between observed and calculated energies
decreases with increasing nuclear size.
3. The energy spectrum is in general agreement with
experiment, and the computation of the coarse spacing, with the new
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rearrangement energy approximation, is probably the most accurate to
date. However, the detailed spacing between close levels, particu-
.
larly when widely different angular momenta are involved, is not
correct in every instance.
k. The energy spectrum is quite sensitive to any changes
in the calculation (as, for example, the changes in the treatment of
the rearrangement energy and in the core strength). This is to be
expected, because the single particle energies are to be compared
with potential wells of the order of 70 MeV. Thus an MeV change in
particle energy is less than a 2°jo change in potential energy.
5. The radii of the nucleon distributions are in good
agreement with experiment for , with full core, but are about
iy/o too small for the other nuclei studied.
6. These radii are relatively insensitive to changes in
the calculation, a "stiffness" which has been observed in the calcu-
lations of BLR and of this paper.
7- The theory predicts the details of the internal density
distribution, and the calculations have brought out a remarkably uni-
form ratio of neutron and proton densities in the lighter nuclei,
O Pi R
with only minor variance in Pb . To date it has not been possible
to verify the detailed internal distributions of these nuclei experi-
68
mentally, although the analysis of Ford and Hill indicates that the
char i stribution for lead is probably reasonably uniform (and
especially that there is no dip in the center as deduced for gold),
nt with our results.
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8. The calculated surface properties are compatible with
present experimental evidence. In particular, the surface depth,
neutron-proton radius differences, and the matter-potential relations
at the surface are quantitatively predicted.
C. CONCLUSIONS
The surface depth of the nucleus is now known experimentally
J 60
to within aoout 10°/o. Our results are compatible with expert;
and form a theoretical explanation of its shape from first princi-
ples. Indeed, there is a need for further refinement of the experi-
ment to verify the internal structure of each nucleus and to ascer-
tain the surface shape consistent with it. There is also a need for
further refinement of the BGW theory to obtain better rms radii,
with the result that the surface depths predicted might be more
accurate. In addition, our theoretical knowledge of the neutron and
proton density ratios and of the potential-density relation at the
surface is compatible with, and at present more definitive than,
experiment. A feature of the surface which this theory does not
descrioe is possible existence (discussed by Wilkinson) of nucleon
clusters, possibly "alpha" particles, in the nuclear surface. Super-
fluidity in the low density region, if present, is also not treated,
but it is believed to have negligible effect on a gross property such
as surface depth.
For the remaining properties (binding energy, mean proton
una neutron radii, separation energies, and spin-orbit splittings),

the theory is in semiquantitative agreement with experiment, the
maximum errors being of the order of 15$. The sources of these errors
%
can be grouped into three categories: i) the numerical procedures,
2) the input (i.e., the phenomenological potentials), and 3) "the
theory itself (both the Brueckner .theory of infinite nuclear matter
and the BGW theory of finite nuclei). The first of these (the numer-
ical procedures) is rejected as a source of major error on the basis
of the thorough tests by BLR of the meshes employed and the improve-
ment of the results with nuclear size in spite of the fact that any
errors from the numerical procedures probably increased also.
However, some of the error may arise in the choice of the
phenomenological two-body nuclear potential, as indicated by the cal-
culations in Chapter IV. It is possible that a better potential
would resolve some of the discrepancies between our calculations and
experiment. It should be noted that of the seven potentials employed
in the calculations of Chapter IV, the potential used for the finite
nucleus calculations (the BGT potential) gives the best agreement
between the calculated and semi -empirical properties of infinite
nuclear matter. This, however, does not mean that this potential is
the "correct" one, and more work in phenomenological potentials is
indicated. Further, in the more accurate calculations of Brueckner
and Gammel this potential yielded for nuclear matter a slightly
smaller binding energy (-15-2 MeV) than the semi-empirical value
(-15*5 ± 2.0) MeV and an equilibrium spacing that was 5$ "too small
(1.02 vs. 1.07 F). These effects undoubtedly influence the computa-

tions of BLR and of this dissertation. In addition., there i.
question whether the hard core should be nearer 0.4 F (as in the
t
Gammel-Thaler potential we use) or 0.5 F (as suggested by more
recent determinations of phenornenological potentials). A potential
with a larger core might give lower density saturation and larger
nuclear radii.
The improvement with increasing mass number of the computed
binding energy strongly suggests that the principal source of error
is in the treatment of the "surface" energy, which is considerably
too large. It should be emphasized that the "surface" energy, which
is essential in the finite system in the determination of the wave
function and density, and hence indirectly in the determination of
the total energy, does not appear in the uniform system. Thus its
effect in the finite nucleus is in fact a "surface" effect. The
methods of BLR and of this paper are at best a treatment of the
rearrangement problem based on plausibility; they are not rigorously
proved. Further investigations of this many-body problem peculiar
to the finite system are clearly needed.
In conclusion, we have ascertained that the BGW theory of
finite nuclei is in semiquantitative agreement with experiment, the
agreement improving with nuclear size. Further, we have seen that
our state -dependent approximation to the rearrangement energy correc-
tion gives appreciably better results than those obtained in the
previous calculations . Finally, it appears probable that much of
the residual error in the results can be removed by improvements in

the phenomenological two-body potential upon which the calculations
are based, and by improvement of the "surface" energy.

VI.
OTHER NUCLEAR MATTER THEORIES
In this chapter several representative approximations for
nuclear matter calculations are studied briefly. Brueckner and
Masterson (BM) have made quantitative comparisons with some of these
approximations which are elaborated on here.
Before discussing the approximations, one further point
should be noted about the potentials used to test them. Two large,
and apparently unavoidable, components of static nucleon-nucleon
potentials are the hard cores and the tensor forces. However, this
does not imply extensive mixing of states, especially at lower ener-
gies, and one can employ an equivalent central force in each state in
some problems. This has led to the use of simplified potentials as
tests for nuclear matter theories, and several authors have used for
this purpose S-state interactions. One of the principal tests of a
nuclear matter theory is whether it yields the proper saturation;
i.e., whether the minimum of the E. vs. n curve occurs at the
' Av — K
o
"correct" density. Bethe has shown that any S-state force saturates,
even if it has no repulsive core, whereas for realistic static forces
the core seems to be required for proper saturation. For nuclear
matter, this means that at least S and D state contributions
should be included in a quantitative test of an approximation.
As an illustration of the importance of employing realistic
potentials, let us look at the second Born approximation for the




BGT potential (the modified Gammel-Thaler potential employed by
Brueckner and Gammel (BG)). For the BGT potential, the core must be
treated separately, and the term "second Born approximation" refers
to the perturbation calculation of the long-range part of the poten-
tial (see Chapter IV). The corresponding values (with free kinetic
energy propagators) are -8 MeV and -21 MeV. The third Born
approximation for the BGT potential yields -6 MeV.' Thus a theory
which is powerful enough to obtain good results with the rapidly
converging S-state potential without hard core may not necessarily
be able to yield good results with a realistic potential. Further,
as will be shown later, the fact that the tensor force gives no con-
tribution in first order but is responsible for a large contribution
in higher orders also mitigates against the use of purely central
interactions as tests of nuclear matter theories.
Finally, in line with the above remarks, one should note
the danger inherent in using a simple potential to estimate the error
terms for any given approximation: this could yield results in
error by a factor of two or three -- and perhaps more -- quite easily.
A. MOSZKOWSKI - SCOTT SEPARATION METHOD
The first approximation we discuss is the Moszkowski -Scott
separation method ' ' ' (henceforth referred to as MS). MS
separate the interaction into a short- and a long-ranged part,
v = v + v . The separation distance, d, is chosen so that the
short-range part, v
,
gives zero phase shift for free particle
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scattering. Thus most of the attraction is in v (as well as all
of the hard core repulsion for hard core potentials), and the effect
of the long-range potential is quite small (and is calculated in
second Born approximation). A detailed discussion of the method and
the physical significance of the approximation is given in Reference
11 for central forces; the extension to tensor forces is discussed in
Reference 17-
With the separation of v defined above, the many-body
F
wave function Y is approximated for r < d by t , the free-
particle wave function (with interactions between the two particles
but no effect of any other particles) and at larger distances by §
,
the unperturbed wave function. The condition for determining d
guarantees that
Y
F(d) = $(d) and 7YF (d) = 7$ (d) . (6.1)
This definition of the separation distance gives a quantitative
definition to the term "healing distance" originally introduced by
Gomes, Walecka and Weisskopf. '
The two-potential problem has been previously treated for
the scattering matrix by Watson and by Gell-Mann and Goldberger.
The derivation for the reaction matrix is similar in many respects.
We present here a brief sketch of the MS separation method, and indi-
1 ft
cate the improvements in the approximation suggested by Kahler.
Other improvements have also been suggested by Becker, but they are
necessary only if the detailed calculations are extended to third
order, and we will not discuss them here. We shall use the matrix
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notation of MS except that the nuclear reaction matrix will be
Ndesignated by K instead of G .
Equation (2.12) for the K-matrix can be written in matrix
form as
K = v + v - K (6.2)
e
where Q is the Pauli exclusion operator (restricting intermediate
states to momenta greater than k ) and e is the self-consistent
r
denominator. We shall use relative momentum states, as in the
^6 2
approximation of Brueckner and Masterson, so that e=k /M + V(k)
- (k 1 /M + V(k')), where k' is the relative momentum of the inter-
mediate state. We will express K in terms of v and t , where
jc s
t is the reaction matrix for free particles under the influence of




t ~ v + v — t = v + t — v (6.3)sssessses
o o
2 2
where e (k,k') = (k - k' )/M. Solving (6.3) for v^ (formally),
we obtain
v = (1 - t — )
-1
t . (6.4)
s s e s
'
o
Substituting this into (6.2) and multiplying by 1 + t (l/e ) on the
s o
left yields





s e ' £ K e ' v y '
o o







= t + v „ . (6.6)
Substituting this in the right hand side of (6.5) leads to the
Moszkowski -Scott approximation:
K(2) =t + v, + v„ ^ v +t M t + t (- - —)t +
s 1 A e Z ses s v e e s
o
Q , Q
+ v - t +t - v
n
I e s s e £
= t +v. + v.^v. + AK(P) + AK(D) + AK(I) (6.7)
s £ z e a,
or
,
in terras of K :
K(2) _ (1) (1) $ (1) _ 1. (68)
e ses
o
The physical interpretation of the terras on the right hand side of
(6.7) is as follows:
1. As already noted, t is the reaction matrix for free
s
particles acting under the potential v only.
2. v and v (Q/e)v are the first and second Born
approximations for the long-range part of the potential.













5. The second-order interference or cross term is:
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AK(I) = v, S t + t S v = 2vS t .v/ 4 e s se^ i e s (6.11)
.The contributions of all terras in (6.7) for p = 1.5 F is indi-
cated in Table VI, when the potential used is the Brueckner-Gammel-
Thaler potential discussed in the previous section. The data are
taken from Reference 17- For this potential, the MS approximation
predicted a minimum average energy of -1^.2 MeV at r = 1.02 F
compared to BG's -15-2 MeV at 1.02 F and BM's -I0.9 MeV at
1.00 F. With only S, P and D waves (the only ones used by BG
and BM), the MS energy was -13-6 MeV. Table VII shows the much more
rapid convergence with a purely central potential, a feature which is
discussed in more detail later.
K(D VO/e)^ AK(P) ak(d) AK(I) Total
S-wave -27-9 -6.2 0.5 6.2 -6.0 -33.3
P-wave - 2.2 -1.8 1.2 1.1 0.0 - 1.7
D-wave - G.G - G.G
F-wave - 0.1 - 0.1
G-wave - 0.5 - 0.5
All states -37-3 -8.0 1.7 7-3 -6.0 -42.2
Table VI. Summary of contributions to E (in MeV) for the Brueck-
a -1
ner-Gamrnel-Thaler potential, p = 1.5 F . The kinetic energy is
r




a This is the Gammel -Thaler potential quoted in Reference 3> as
















0.2 5-4 -1.9 -39-5
- 9-9
- 0.6
All states -52.7 -l.l 0.2 .<'. -1.9 -50.0
Table VII. Summary of contributions to E (in MeV) for the MS
standard potential, p = 1.5 F . The kinetic energy is 28.0 MeV;
r
therefore E. = 022.0 MeV. Contributions not indicated are all less
Av
than 0.01 MeV.
a The separation distance, d, between v and v was chosen so
that the first order contribution of t vanished.
s
b See Eq. (6. 13) of text.
In Table VIII we indicate the contributions from various
states using the BM 'approximation (Chapter IV) . As indicated in that
chapter, this calculation yielded an average energy about 1.7 MeV
more negative than Brueckner and Gammel' s calculation. However,
because the MS calculation also uses relative-momentum two-particle
states (instead of single -particle states) as does the BM method, it










P states + 0.6 - 2.3 +0.6 - 1.7
D states - 7.5 - 7.1 — - 7.1
Total -45.6 -38.0 -4.3 -42.3
Binding Energy -I6.9 -13.6
Tensor Contribution*
a) self-consistent -14.1 - 9.0
b) with V(k) above -16.7
Table VIII. Analyses of contributions to binding energy as calcu-
lated in this paper and by Moszkowski and Scott. The tensor con-
tribution was calculated by setting V„ = and computing the
binding energy (a) with a single -particle potential V(k) that is
self-consistent with respect to the. modified phenomenological poten-
tial, and (b) with the single -particle potential V(k) with which
the S, P, and D state contributions were computed. Moszkowski
and Scott used a first-order approximation to a self-consistent
V(k) to compute the tensor contribution.
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We note that the largest error is in S-states, where MS underestimate
the potential energy by about 5 MeV. In P-states, whose energy con-
sists of large contributions of opposite signs (as much as Ik MeV),
the MS method predicts -1.7 MeV compared to 0.6 MeV, a difference
of -2.3 MeV. The D-state contribution is underestimated by 0.4
MeV. The tensor force is a principal source of the S-state error.
With the MS method, its contribution is -9 MeV; with the BM approxi-
mation it contributes -l6 MeV.
Evaluation of the error in the Moszkowski-Scott method is
not simple. In principle we can generate the third order approxima-
te) (2)tion, K , by substituting the second order approximation, K ,
in the right hand side of (6.5)- The approximation can be extended
formally to higher and higher orders in this fashion. Unfortunately,
the third order terms are extremely difficult to calculate, and one
of the essential features of the approximation -- its computational
i ft
simplicity -- is lost. Kohler has investigated the higher order
terms and has concluded that the following equations are better
approximations than the second order terms in (6.7):




AK(D) = t — (e -e) — t (6.12)seo s
o
AK(I) = 2v. -3- t
i e s
o
He estimates (crudely) that the MS approximation underestimates
AK(P) by a factor of k, AK(l) by a factor of 2, and AX(D) by
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about 37$« He predicts that with the corrections suggested above
AK(D) will be overestimated by 10$, and the other terms will be
approximately correct. The major error should then be due to neglect-
ing the third and higher Born approximations for the contribution of
Unfortunately, this is not the full story. Indeed if we
apply Kohler's error estimates to the quantities listed in Table VT,
the S-state contribution becomes about -35-8 MeV, which differs
from the BM result by about 3 MeV. Much of this remaining differ-
ence would probably be obtained from the higher Born approximation
terms. A similar analysis for the P-state also points to some
improvement. The corrections to the second-order terms would lead
to about 2 MeV repulsion in P-states, a part of which would be can-
celled by the third order Born approximation, v (Q/e)v (Q/e)v .
JO JO JC
The calculation with the modified correction terms has been done for
a central potential which MS calls the "standard potential." It is
defined by the equations







-s v e p r < r v = — p
o com
and the parameters were: r = 0.4 F, r, = 2.5 F, and s = 1.
Table VII gives the results for this potential using the MS equations.
Kohler's error predictions applied to the second order terms suggest




a prediction that a later calculation by Scott and Moszkowski veri-
fied. However, because' of the complicated effects of the tensor
, force, we cannot expect the analysis to carry over rigorously to the
calculation with the more realistic BGT potential.
Comparison of the rates of convergence with the central
interaction (Table VII ) and with the full interaction (Table VI
)
indicates that the strong tensor potential definitely worsens the
17
convergence of the approximation. Scott and Moszkowski predict
that higher order terms might contribute several MeV. This poorer
rate of convergence is a direct consequence of the fact that the
tensor force contributes nothing in first order, and thus all its
contributions must come in second and higher orders. Furthermore,
the tensor force makes the selection of the separation distance
between the short- and long-ranged interaction very difficult, and it
is no longer possible to obtain zero-phase shift. That most of the
17
error in the MS calculation is due to high order tensor force
effects is also borne out by the calculations done by both MS and BM
without the tensor force. As indicated in Table VIII, the BM calcu-
lation showed a contribution of -l6.7 MeV, or -14.1 MeV if V(k)
is computed self-consistently with respect to the tensor-less poten-
tial, compared to MS's estimate of -9-0 MeV with an approximately
self-consistent V(k).
The error in the MS approximation (6.7) with Kohler's
revised second order corrections (6.12) would probably come from the
following sources: (l) neglect of higher order Born approximations

involving v and higher order corrections; (2) errors due to the
inability to choose the separation distance, d, so that the phase
shift vanishes for v when the tensor force is included (this is
s
discussed in Reference IT); (3) errors in approximating the higher
order terms contributing to the Pauli, dispersion and interference
corrections with second order terms; (h) errors arising from the
approximations used for computational simplicity in the evaluation of
the various second order contributions (see Reference 11 for a
detailed description of these approximations); and (5) higher order
corrections in (6.3) and (6-5) coming from the fact that v^ is not
s
Hermitian (due to the slight momentum dependence of the separation
distance, d -- see Table III of Reference ll). The above errors are
listed in the probable order of decreasing magnitude: the first
listed is probably a two or three MeV error, the last less than half
an MeV. Our analysis has also shown that most of the error will be
in the contributions from low angular momentum states. For 1^2,
the error is less than 0.5 MeV. This improvement is to be expected
since the Born approximation is adequate in very high angular momen-
tum states. It must be emphasized that these error esti nates are
with respect to the Brueckner approximation. Any errors inherent in
that approximation will also be inherent in the MS approximation.
Some cancellation of errors undoubtedly does occur, but we
IT
must agree with Scott and Moszkowski that the separation method is
probably not an adequate quantitative tool for use with tensor inter-
actions. However, it does appear to predict the qualitative effects
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properly, and because of its conceptual and computational simplicity,
it has considerable merit as an analytical tool. In particular, it
has been used to obtain an estimate of the size of the three-body
cluster terra using a potential with a hard core, to study the
effects of the repulsive core, and to evaluate the use of various
17
potentials for approximate many-body calculations. Recently Bethe,
9Brandow and Petschek have used the MS separation method in conjunc-
tion with a "reference spectrum" approximation to obtain a powerful
variant of the approximation which may be capable of greater accur-
acy. This new approximation is discussed in the next section.
B. REFERENCE SPECTRUM METHOD FOR NUCLEAR MATTER
This section reviews the "reference spectrum" method pro-
posed by Bethe, Brandow and Petschek (Reference 9> hereafter referred
to as BBP). The two principal techniques employed are (l) to
replace the spectrum of intermediate states with a "reference spec-
trum" of the form A + Bk (enabling the reference K-raatrix, XT'
,
with energies so defined to be calculated easily), and (2) to em-
ploy the MS separation method, but with the separation distance so
defined that the reference wave function for r > cL goes over
exactly into the free particle function (whereas MS put this require-
ment on the wave function of two nucleons interacting outside of
nuclear matter). Complete calculations have not yet been made with
this method, but the authors estimate the error for central poten-
tials to be about 0.1 MsV for the diagrams usually included (i.e.,
not including the error from fourth and higher order "cluster terms").

1^0
The error for tensor potentials will be greater, for the same reasons
that the MS separation method was not fully quantitative for tensor
potentials. The details of their calculation are quite involved and
only certain key features will be discussed here.
In (6.7) we have indicated the terms through third order
which one must calculate in the MS separation method. The leading
terms are
K - K + v„ + v„ - v + 0(v2 ) . (6.1k)
s I I e I
v ' v
The Born approximation terms (the second two) can be calculated
through second order because the wave function for the long-range
part of the interaction is just the unperturbed basis function. The
third order Born approximation is too complicated for direct computa-
tion at present, and unfortunately is not negligible for tensor
forces. However, it is probably smaller than the apparent error in
the MS calculations because the separation distance will be larger
by virtue of its definition (see preceding paragraph). From (6.1k)
it is apparent that it is important to calculate K precisely.
BBP have found that this can be done in a relatively simple approxi-
mation. MS point out that K has matrix elements mostly to inter-
mediate states of high momentum (of order 3p-rp)' Consequently the
r
Pauli principle (the operator Q) does not have much influence on K
but the energy spectrum "e" of the intermediate- states does. This
suggests the use of a "reference matrix"
K
R
= v +v-K R (6.15)
s s s e-p s
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with the "reference energy" of the excited particles defined by
UJ




2//2M* (6 ' l6)
where M* is an effective mass. Thus, the energy denominator
becomes





2 = ou(k - | P) + a;(k + | P) .
The coefficients A and M^ are chosen to give the best average fit
to the actual energy spectrum E(k') in the region of k' which
matters most for the solution of (6.15), 2p to 4p_, . Once Iv is
obtained, the actual nuclear reaction matrix should be calculated
from the exact integral equation
K = ^ + K^C— - i) k . (6.18)
' e e
R
Since e is chosen to be a good approximation to e in the region
of k' important for the short-range forces, the second terra in the
above equation should be small. Therefore, it is a good approxima-
tion to replace K on the right above with K; the approximate
equation for K is then




K is Hermitian when defined as in BBP.
The importance of the "reference spectrum" method is the
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fact that it permits the extension of the MS calculations to the full
nuclear potential inasmuch as it makes it possible to obtain with
reasonable effort the energy spectrum (recall that MS had used the
BG self-consistent potential for their calculations with the BGT
potential '). Furthermore, by using the reference spectrum, BBP
have been able to treat the effect of the hard core on the energies
of particles with high momentum more accurately than previously done
because they have picked up the core volume term neglected in pre-
vious calculations. A more exact method for incorporating this term
in reaction matrix calculations is discussed in Chapter IV (Section
B.3)> and we will not treat it further here. However, it should be
noted that it was the BBP calculations which pointed to the impor-
tance of this term in the off-energy shell calculations of particle
energies. The fact that the particle energies should be computed
farther and farther off the energy shell for higher particle momenta
(see the above referenced discussion in Chapter IV) also increases
the effect of the core terms, and the potential energy for particles
of high momentum becomes large and positive instead of going to zero
as in the calculations of BG and BM. The effect of this change in
energy spectrum on the self-consistent calculation of the mean energy
was not calculated by BBP, but it has been estimated (in Chapter IV
)
to reduce the calculated mean energy a fairly large amount, perhaps
two MeV or more.
Rajaraman has investigated the effect of the core volume
term on the three-body cluster's contribution to the energy of the

1^3
system, and concludes that it is comparable to the other third order
terras for high momenta. He suggests a procedure for treating the
three-body cluster as self-energy inserts for the calculation of the
particle energies. The effect of this term is to reduce the core
contribution to the single particle energies in the region around
3 p_ about half. However, he accounted for the effects of the
tensor potential very crudely. Further, even though BBP estimate the
effect of the three-body cluster may be two or three MeV on the bind-
ing energy per nucleon, we do not believe that it is consistent to
take it into account without some effort to sum the higher order
diagrams which can be related to it. Self-energy and ladder-diagrams
related to the basic three -body cluster will cause its contribution
to be considerably reduced. A calculation with reaction matrix
interaction and self-consistent energy denominators would help to
clarify the picture considerably. The calculation referred to in
Chapter IV (see Table IV), which yielded about 6 MeV for the con-
tribution of the three -body term as obtained from the BBP spectra
with and without the estimated three -body correction, should not be
considered quantitative because, as indicated in Chapter IV, the
remainder of our calculation using their spectrum is subject to
several large corrections.
One further comment should be made about the BBP calcula-
tion. They treat the core separately and in good approximation for
all angular momentum states. BG, and also BM, treated the core only
for those states for which they also treated the attraction since
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there is considerable cancellation between the two interactions for
the other states. Thus, to be consistent, the treatment of the
attractive interaction mast be extended to many of the higher states,
including the appropriate tensor couplings. Further, as BBP point
out, the treatment of the core in all states involves the assumption
that the core is present in all states, and is the same for all of
them. This assumption has not been verified either experimentally or
theoretically.
C. THE PUFF APPROXIMATION
13, Ik
The Puff approximation ' is based on the Green's function
12formalism of Martin and Schwlnger. The derivation is quite lengthy,
and we shall merely sketch it here and then discuss the final system
of equations. A thorough discussion can be found in the papers by
12 Ik
Martin and Schwinger and Puff, and a heuristic derivation and
33 19
another summary in a paper by Falk and Wilets. Bell has also
briefly reviewed the theory, though not in detail.
Consider the Hamilonian
K = H - ^N (6.20)
where H is the usual Hamiltonian
H = Jdr^ Y t (_r1t1 )(-71




























N = fdr n Y
t (r-t 1 ) Y(r n t) (6.22)j ~j_ ,
— j_ ± —± j_
and (jl is a Lagrange multiplier (which, of course, turns out to be
the chemical potential). For fermions the n-particle Green's
operators are defined by
G (l...n;l'...n') = ( -i) n e (t n . . . t t'...t*)T
n 1 n 1 n
[Y(l)...Y(n);Y t (n')...Y t (l')] (6.23)
where T[ is the time-ordered product, and e is (-1) where
p is the number of permutations to go from the time -ordered sequence
to the "standard" sequence, t_, . . . t t ' . . . t ', and 1, . . . ,1 n n 1
n mean r.t. ..... r t . Averaged Green's functions are11 n n
defined by
s(ke§|gJneO
g - [ke|g I ME] = ^ (6.24)
n
L
' n 1 J y
^(NE§|NE§)
where |WE§) is a state of given N, E (eigenvalues of the opera-
tors N and E) and any other quantum numbers §. For simplicity,
we will not indicate the latter quantum numbers in our equations, but
they are there, of course, and must be summed over in actual calcula-
tions.
The G obey a set of linked equations:
n











(2 3...n;l'...omit j '...n')
(6.25)
^ V J ' n-1

ikG
where V(l2) = i v(r - r )§(t - t ) for a local potential and
(n + 2) involves a time infinitesimally larger than that of (n -t- 2).
G is defined to be G, for no interaction, and the equation for it
can he easily solved ( so that G, is a known quantity).
Finally, it can he shown that the total energy per unit





1 p, . lim 1/. o 1 \„ /, , , ,\
n
= TT = ± '< J d ^i M x m~ + + mJG (k ,t -t ')Q Q (2fr) 3 -1 t , _ t +2 tx 2m 1 1 1 x
1 X (6.26)
where G-, (k. , t. -t_, ' ) is the Fourier transform of G, (r, t , :r ' t. ' )
.
1111 1 1 1 1 ±
With these definitions and equations in mind, we proceed to




(l,l') = G°(l,l') + G°(l,2)v(23;45)G
2
(ii5;3+l') (6.27)
and (with considerable rearrangement of terms from (6.25)1
G
2
(12,1 , 2') = [G1 (1,1')G1 (2,2') - 6^1,2
' ^(2,1 ' )]
+ G°(i,3)g°(2,10v(34j56)g2 (56,1'2') (6.28)
+ (terms of order v involving G, and G G„) .
It is in this equation that the approximation is made. The terms of
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where the e are the kinetic energies and uu is an energy
parameter. This equation, identical in form to the free two-body
scattering equation, is obtained only after considerable manipulation,
and depends on the analytic properties of the approximate Green's
function arising from a further approximation: that the chemical
potential jj, is independent of the interaction and is less than one
half the binding energy of the deuteron (since the deuteron binding
energy determines the location of the pole in the two-body scattering
matrix). This assumption that p, is fixed, negative and independent
of v removes the Puff approximation from the realm of pure pertur-
bation theory. If G (rt,r'f) is expressed as a double Fourier
transform of a spectral function, A(k,uj), then it can be shown





for two particles in the Fermi sea, where
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2A + * vvK)]Pv • ( 6 -36)
k<p.
N "' p ,... P
L k 2 k v k' JMk
the sum of the p to equal the particle density (or ; equivalently,
the integral over the approximate one-particle Green's function to
equal the total number, N). Thus, the density is given by
P=^ 2 p (6.35)
where the factor h accounts for the spin and isotopic spin degen-





In this approximation, the center-of-mass and relative motions
separate, and the T-matrix can be solved in terras of the relative
momenta alone (as in the Brueckner-Masterson approximation). This
leads to considerable simplification of the actual calculations.
If we had solved G exactly, instead of approximately
through (6.27) and the first two terms of (6.28), then the energy





and, at the equilibrium density (where the pressure of the system
vanishes,
e/n = ^ . (6.38)
(6.37) and (6.38) are just the equations of the Bethe-Hugenholtz-
8 °0
Van Hove theorem. ' -* Puff uses (6.38) as the condition for the
proper value of E/N. However, as Falk and Wiletshas pointed out,
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the use of an approximate equation for G , as well as the
presence of the "rearrangement energy/' make (6.38) invalid and we
(
must instead use the relation
If <!>„
° *&
as the condition for determining E/N.
Therefore, the proper prescription for calculating E/N in
the Puff-Martin approximation is the following: (l) calculate the
scattering matrix, S(u)), as a function of the energy parameter, a>;
(2) solve the simultaneous equations for ui (6.32), p, (6-33);k it
p
and V (uu) (6.3^) for a given value of p ; (3) calculate thek r
density, p (6-35); and the mean energy, E/N (6.36); and (k) re-
ppeat the process for a sufficient number of values of p to
determine the minimum of E/N as a function of the density, p .
This set of equations is actually more difficult to solve
for a local, hard core potential than the equations in ML, because
the T-matrix must be computed for sufficient many values of the
parameter jj to make an accurate evaluation of p (6-33) possible.
However, for a separable potential it is possible to obtain an
analytic solution for S(uo), and the remainder of the problem is
Ik 33then fairly simple. Puff and Falk and Wilets have obtained
solutions for an S-state Yamaguchi separable potential with a hard
shell (with r = O.k F) . Puff, using the condition E/N = u.
,
obtained E/N = -Ik. 7 MeV at O.92 F. Falk and Wilets found the
minimum of E/N to occur at 1.01 F, with E/N equal to -I7.6
MeV. In both calculations, pjp^ was about 5% greater than the Fermi
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momentum of the non-interacting gas (i.e., the perturbation theory-
Fermi momentum).
In evaluating their error, Puff and Falk and Wilets estimate
the contribution to E/N resulting from the terms neglected in Gp
by dropping the last term of (6.28). They obtain several contribu-
tions of order S (or vJ ), which are estimated to cause an error
in E/N of "less than about 2 MeV" and an error in r of "less
' o
than about 10%. This error estimate is borne out by the calcula-
tions of BM (Fig. 9) in which, with a simpler version. of the approxi-
mation (described below) an error of 10% in these quantities resulted
for two different Gammel -Thaler potentials (-18. 9 MeV at 0.90 F
vs. -I6.9 MeV at 1.00 F for the BGT potential). The BM version
19
of the calculation, based on a description by Bell, uses the
S -matrix as defined by (6.30) but uses the Fermi distribution, n
,
in place of p and the unperturbed Fermi momentum, p , in place
p
of p . This approximation was no easier computationally than the
full BM approximation for the local, hard core potentials, and the
use of the full Puff approximation would have been an order of magni-
tude more difficult because of the extra simultaneous equation, (6.33)
for d , which requires knowing the S-matrix as a function of cu
sufficiently well to take accurate derivatives of it. In terms of
the computation itself, this would require calculating S(jo) for
many values of uj for every value of the momentum instead of using
the "best available value" (i.e., the value uu computed on the
previous iteration) in an iteration scheme. The use of the full
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Puff approximation would undoubtedly shift the result in the direction
of the BM result, but how much is not known. The full calculation
was not attempted because of its additional complexity and because,
as discussed below, there exists a second order discrepancy between
an expansion of the Puff equations and the BG expansion. This dif-
ference between the two approximations is a direct consequence of the
assumption that jj, is fixed and independent and negative, said
approximation removing (as noted before) the Puff approximation from
the status of a pure perturbation expansion.
The Puff-Martin approximation is easily compared to the BG
expansion if we expand in powers of the two -body potential, v .
Equation (6-33) ^ov the momentum density then becomes
-1
Hk l aw p ria;(k,e)
k






U;(kj>) ' _ P Vk^;mn
^F ^PF
all m,n £ rn n
v /. x
j
+ 0(v3 ). (6.40)
uu —ou,k
An equation similar to this is used as the starting point of a heur-
istic derivation of (6.33) for p by Falk and Wilets. Next the
Puff equations are expanded in terms of the unperturbed Fermi
p
momentum, p , instead of p . To do this, we note that
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p = h 2 1 = h 2 pk
. (6. hi)
^PF k^PF
Thus, using (6. ho)
2 1 = 2 1+2 + 2 ! -—- 2 v 1




v ,.. + 0(v3 ). (6.42)
k
From this we obtain
2 1 - - 2
j
2—r 2 v v ,. x
I
+0(vJ )
i i^ 'l-ow „ k,£jmn . mnj(k£)J .





and, consequently, using a Taylor expansion of the sums from k to
p
p about p and expanding p :
2 e. Pi = 2 e, - e 2 b
—
- 2 v
p kk k<r, k Pf? ^ k^ rnn ,










k£p_r - u ,e£p_ *' uu'+uo -e -e ' K ' uo'^ou.
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I m n k
+ i 2 v, i v /, n + 0(v3 )r . (6.^5)
all m,n
Here we have used (6.^-3) "to resolve the second term of (G.hk). The
BG expansion, on the other hand, yields
E ], -1 1 „ 1 „ 1
t- = 4p -, I, e + — L v , s + — L v 1M W k W, "'<*«> 2 k^ "«!»
F *F ^F cu, +u) -s -ek I m n
™^>PF
v ,. * + 0(v3 )} . (6.46)inn; (la) v ') K '
The higher order terras include terms arising from the expansion of
V and V out of the propagator. By symmetrizing the second term
on the right in (6.^5), and by combining the last two terms of that
equation and then subtracting (6.h6), we find the difference in the
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-e -eX F k i m n
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This second order discrepancy has been evaluated for the
75S-state Yamaguchi separable potential with the same parameters used
by Puff for r =0. The details of the reduction are given in
Appendix C, and the result indicates that these terms neither cancel
each other nor vanish identically. It is emphasized that this cal-
culation does not provide a real measure of the Puff-Martin approxi-
mation; however, it does indicate the existence of a non-vanishing
second-order term which has not been previously noted.
We should also append a comment about the density, p ,
as given by (6. 33) • As we have shown in Section I, the true density
is given by
+ —- AE(n, e ) . (6.48)Kk , 6e,
- 1 - -^- V(ca) k
da>k
k'
The second, continuous term, which is missing from (6.33); "was shown
to be of order v . Therefore, (6-33) is an approximation to the
true p in which the effect of the continuous portion is approxi-
P P
mated by allowing p to increase to p_, . That p is about 5$
greater than p is indicative of the importance of this continuous
r
portion.
There is one other comment about the reaction matrix,
(6.3O), which should be mentioned in conjunction with its similarity
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to the free two-body scattering matrix. There is a major distinction
between the two. For the free scattering matrix, the energy parameter
is identified as
wk
= e k +AE
(6,i+9)
where AE is the energy shift of a single particle due to the inter-
action with one other particle
,
and is therefore of order (1/q).
In the many-body case, where uu, is given by (6.32), the energy
shift V is due to the interaction with all the other particle ; and
is therefore of order N/fi = p • In the former case it has been
shown that
llm
AE = - n
llm i(^) 6 (E) (6.50)
where the 6 (E) are the free-scattering phase shifts. The binding
a
energy computed in this approximation is much too attractive (-52
MeV at normal density, with no sign of saturation for r ^0.8f).
In the many-body case, the 0(l/o) terra, which leads to
the direct dependence on 6 , is "washed out" by the many-body
effects, and the energy is proportional to tan 6. • Furthermore,
the 6 should be the phase shifts appropriate to a many-body
At
medium, not the free- scattering phase shifts. It is clear, further-
more, that the region of a>(k) for which the S -matrix is required
for the many-body problem is far removed from the region determined




The central element of the Mohling approximation ' is
the free -scattering matrix, just as in the Puff approximation. The
derivation, and the approximation itself, differ from Puff's, how-
19
ever. Bell has summarized the approximation as follows:
Mohling uses a variation of the 'binary collision'
expansion of Lee and Yang. The essential ideas are con-
veniently explained in terms of the diagrams of Montroll
and Ward"-'- (see also Bloch and de Dominicis92 ). They
represent the perturbation development of the grand par-
tition function
Z = Trace [exp - p(H - u.N)] •
The solid lines [see the typical diagram below] represent
the propagation of any number of particles from 'time'
to 'time' 3. Because of the trace operation the particles
must end in their initial positions or (because of anti-
symmetrization) in a permutation thereof. The pairing of
initial and final states is indicated by dotted lines;
's/n/Wn
these may be thought of as continuing the solid lines on
the far side of a cylindrical surface. The siggly lines
represent interactions between particles. Each such
graph contributes a term to Z by rules that we need
not set out here
.
Now by a number of partial summations smaller
sets of diagrams, with modified rules of calculation,
can be made to suffice. In the Lee-Yang-Mohling
development the following types of diagrams are eliminated
in the following order:
(A) 'Unlinked diagrams, ' containing parts not
connected to the remainder by either dotted or wiggly




(B) Diagrams containing 'ladders ' in which two
particles interact repeatedly, without interacting with
a third. In calculating with the remaining diagrams a
wiggly line represents a matrix element of a scattering
operator rather than a potential.
(C) Diagrams with 'self-energy parts' connected
to the remainder only by two solid lines. Each solid
line is given a modified propagation factor to allow for
the possible insertions.
Because (B) is performed before (C), the inter-
mediate states of the ladders propagate in an unper-
turbed way. This results in unperturbed kinetic energies
appearing in (l). But the subsequent insertion (C) of
self-energy parts in the external lines of ladders modi-
fies the initial and final energies, and hence the
appearance in (l) [the scattering matrix equation] of
W [the self-consistent single particle energy for
holes]
.
The Brueckner reaction matrix is obtained by doing (C)
before (B) and by eliminating, between (C) and (B), the "spirals" -
lines which completely loop the cylinder one or more times without
interaction.
Mohling's expansion matrix is the same as Puff's, (6.30).
However, Mohling's equations are correct to a higher order because
his energy expansion contains second-order terms (in the reaction
matrix) which explicitly cancel the second-order terras arising from
the differences between his expansion matrix and the Brueckner K-
matrix. The calculation in BM is exactly the first -order Mohling
approximation and indicates that the BM approximation will yield
approximately 10$ errors in r and E. . In Mohling's own calcu-
lations, however, he further reduces the problem so that he can
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isolate a part which depends only on scattering phase shifts. His
initial results, in which he uses an S-state square well with
, repulsive core to calculate the other parts of the approximation,
yielded a disappointing -36 MeV at r = O.75 F (c.f. ; Gomes,
77Walecka and Weisskopf with -6.9 MeV at r = 1.13 F for the same
potential with a very simple K-matrix approximation). Mohling esti-
mates that the use of a better potential and more accurate accounting
for correction terms would improve these results considerably. How-
ever, some error is undoubtedly generated by his use of the free-
scattering phase shifts: the phase shifts appropriate to this type
of calculation should be the phase shifts for scattering of two
particles in the nuclear medium. Although the BM calculations indi-
cate that the version of the approximation employed by them gives
reasonably good results, they also indicate that the approximation in
this form is no simpler with local, hard core potentials than the BM
approximation -- and is less accurate.
Finally, there exists a high degree of cancellation in the
second-order terms occurring in this approximation and also between
the second-order terms (due to the exclusion principle) and the
third-order terms (due to neglect of particle self -energy in propa-
gators). Because of this cancellation, these terms must be calcu-
lated quite accurately and with realistic potentials to be meaning-
ful. In particular, the use of a different potential from the one
used for the first-order terms could lead to appreciable error (as it
does in the approximation described in Chapter VTl) because of the
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different high order behavior of the potentials employed. However,
for calculations in which a simple formulation is desired, and 10$>
accuracy is sufficient, the first-order theory described in ML (and
19 \by Bell ) is very simple to use with separable potentials. It is
much simpler to employ than the Puff approximation because the self-
consistent equations for the momentum density do not appear.

VII.
AN EASY NUCLEAR MATTER APPROXIMATION
In this chapter a relatively easy nuclear matter appr i
tion is suggested and evaluated. Motivated by a result derived in
Chapter II, it features a release from the "self-consistency" require'
ment which complicates other nuclear matter calculations . There are
only two computationally difficult quantities required, the Green's
functions and the momentum density (through second order). The for-
mer, being independent of the nucleon-nucleon potential in this
approximation, can be computed once (on a computer) and tabulated for
all future use of the approximation. The momentum densities, on the
other hand, can be calculated with a separable potential and likewise
tabulated. The remaining equations are all easily handled: a desk
calculator would suffice, though a small computer would be desirable.
The approximation to be employed is motivated oy the
derivation of (2.78) in Chapter II:
E = Z e.n, + [ AE(p,e) ] ._ (7-l)
^ k k L K ' J no self-energy
processes
which would lead to an expansion matrix
(l-pj(l-p
n )
t:. v =sv.., + sv.. —2—L_ t ' 1 (7.2)ij;ki i j; ke ij;mn g +£ _ g _ £ mn;kxk ^ l m n
so that
B_ i*knk + ]fi
1i




In the absence of an experimental p, the above calculation would be
very difficult. However, we may approximate the above reaction
matrix with the t-matrix derived in Appendix B (B.l)
(l-n)(l-n )
t. ., = v. . , + Sv 2 2_ t , (7.4)ij;k£ ij;k4 mn ij;mn > +£ _ g _^ mn;k^k i m~ n
and use a second-order (in t ) calculation of the density, defined
in Chapter II (2.23) :
(l-n )(l-n )
p = n -. 1 - S t - t / >,n + . . . ,-H q q L x ™n;q£ . ,2 mn;(q£) I j
mn U q+e ^" e m" e n j
(7.5)
(l-n )
+ (l-n ) - 2 t . -pr t /
n
\11D +...,-.
* *in*^ ( 6l+e - e - e ) 2 ^(kxAi Jk i, q. n'
To verify this solution, we substitute (7-5) in (7-3)
! n (l-n )(l-n )
AE = - St, ,. ^n, n - ± Z t.
„
,. x -S22 t .
'a n
2 ki;(kje)Tc i 2 k , k^;(k^) L- mn;j^ , N 2AJS J Ve +e -e -e )
mn q I m n
: ,. vii.riin (7-o)
ranjU^j jJ It £
, (l-n )(l-n ) > .




AE - - 2 t nn -St ^ /v n'
" 2 U;(kjl) k| 2 k * k£;mn , _^ ^2 mn;(k£) X
mn k X m n'
x
-jS t.. /
., n + t. „ / . n - t. , . v - t. f . v ) n. r . (7-7)
Lj - Jk;(jk) j4;(«J jm;(jm) jn;(jn)y jJ "
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On comparison with (B.2), it is apparent that this approximation is
exact to fourth order. Further, the terms in the brackets in (7-7)
are just the single -particle potential energies in the t-matrix
approximation, with A = (in the t-matrix denominator) for all
momenta.
For those t-matrices computed with hard core separable
potentials, the further approximation of Chapter IV was employed:
namely, the "realtive momentum approximation" with the t-matrix
defined by







2/M ; k' < pF (7-9)
j r particles .
= pF
/M ; k' ^ pF
J
The above approximation leads to considerable computational
simplicity. Furthermore, the neglect of the P-dependence of the
energy denominators of BM is exact. The calculation consists of the
following
:
(l) The Green's functions (4.5) are independent of the
nucleon-nucleon potential because the energy denominator consists of
kinetic energies alone. Therefore, the Green's functions can be com-
puted very accurately just once and tabulated. Because they need to
be computed only once, they can be treated in a straightforward man-
ner, by numerical integration to an extremely large momentum so that
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the correction to the integral is either negligible or very trivial.
Once tabulated and reported, they need never be computed again.
(2) The density (7-5) can _lso be calculated once and
similarly tabulated. For this purpose a separable potential with
hard core or hard shell could )e used.
(3) Then with the Green's functions and densities •_...
"known" quantitieo, the full oystem 01' equations to be solved for any
given local potential with hard core consists of
(a) Eq. (4.8) for the modified basis functions,
(kr);




(c) Eq. (4.10) for the radial wave functions,
U,,», (k,r);
(d) Eq. (4.11) for t. ;


























For p > p the first integral vanishes.
(f) Eq. (4.13) modified as follows for E

l6h





The equations of (3) above are all independent, and most
are trivial. Only the equation for the radial wave functions, (4.10),
presents any difficulty at all. However, it can be solved by itera-
tion, and if iterated as indicated in BM, three iterations should
suffice for accuracy commensurate with the overall approximation
(within 0.2 MeV). The numerical integral in (7-ll) cuts off quite
rapidly.
Equations (a) through (f) above can be solved on a desk
calculator even for a fairly complicated nucleon-nucleon potential.
This approximation has been evaluated in two different
cases. The first evaluation, used to test its feasibility, was to
use the approximation indicated by (4.22) with V computed with
A = 0; i.e., using (7-7) above. To calculate V - V (a = 0) we
actually used V(a) - V'(a). This is a good approximation because the
curves of V and V(a) are nearly parallel (see Fig. k of BM) . The
other calculation, involving V(a = 0), would have required modifica-
tion of the code to perform a principle value integral in (4.5).
This could have been achieved computationally with the replacement
(7.12)2 2
(uu -w „ )^+6Jk ~k" v ^k is.
2 / x
where 6 is chosen small enough ( ~ 5 to 10 MeVJ that the two sides




The calculation yielded the curve of E. vs. r shown in Fig. 9-
Av — o
The values obtained differ considerably from those indicated in
.Table IV, an indication of the importance of taking A = for this
approximation. The minimum of the above curve is E = -1^.0 MeV
at r = 1.04 F, in good agreement with the BG and BM results
o
(-15.2 MeV at 1.02 F and -I6.9 MeV at 1.00 F, respectively).
This result indicates that the approximation can be expected to be
semi -quantitative.
An attempt was also made to calculate p with a separable
75potential. The Yamaguchi potential without hard core was used.
The calculation of the density is described in detail in Appendix E.
The resulting density is indicated in Fig. 10. Brueckner has
obtained a similar density from an approximate calculation with a non-
local interaction. When used in (7-10) and (7-11 ) with the same
t-matrices as used in the previous calculation, the density of Fig.
10 gives 32.1 MeV at p^ = 1.52 F (no attempt being made to find
r
the minimum). The reason for this result is obvious. Without the
core, the Born approximation converges rapidly, and therefore the
high order terms are small. Alternately, a hard core would deplete
to a much greater extent the states below the Fermi sea (the average
density being about O.87 vs. O.98 without the core). Therefore,
it is exceedingly important to use a separable potential which
includes the hard shell or hard core interaction. It may also be
important that the potential include a reasonable tensor- central
2'orce ratio. However, since p, represents an average over the


Fig. 9- E vs. r for the "simple approximation" using
the BGT potential.
Fig. 10. Momentum density using the Yamaguchi potential.








t-rnatrix elements and since the third-order term in (7-6) will
include one power of t computed with the full potential, it is
probable that just including the core effects will be sufficient for
the type of investigations for which this approximation will be use-
ful. A program in now underway to use an S-state potential with hard
shell (the same as that used by Puff and by Falk and Wilets since
it is known to give reasonable saturation properties).
Once the density and Green's functions have been calculated
and reported, this approximation should be quite useful for a large
variety of investigations. As emphasized earlier, it can even be
completed on a desk calculator, though a computer (even of very
limited capabilities) would be desirable. Among the possible uses
one can envision are the evaluation of the effects of various
phenomenological potentials, further investigation into the influence
of various terms in the potentials and in the expansion, and any
other investigations into the nuclear matter problem where relative
comparisons would be informative. The approximation might even be
simple enough to use as a problem in graduate courses. It would be
simple to teach and its solution should prove quite instructive.

APPENDIX A
THE BRUECKNER-GOLDSTONE LINKED CLUSTER EXPANSION
This appendix discusses several derivations of the
1 2
Brueckner -Goldstone linked- cluster expansion ' (BG expansion) for
the energy of the "normal" many-particle Ferrnion system interacting
via two-body isotropic forces under conditions such that the unper-
turbed ground state is characterized by a spherical Fermi surface.
Two of these derivations are reviewed in detail. The first deriva-
tion,, by Rayleigh-Schroedinger perturbation theory, is conceptually
simpler but cannot be easily extended to all orders. The second
2derivation, due to Goldstone, is rigorously correct to all orders of
perturbation theory for the type of system being considered. Exten-
sion of the BG expansion to systems for which the unperturbed ground
state is not spherical and some topics related to the general valid-
ity of the expansion are discussed.
The Schroedinger equation for the system is




H = E e. a.*a. =2 e, n. (A. 2)Ovkkk^klc v /
satisfies
Ho = E 9 . (A. 3)o o o o
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$ is the unperturbed many-particle wave function; it de: iribes a
filled Fermi sea -- a state with no "particles" (a "particle" oein
quasi-particle with momenta greater than the Fermi momentum, p ) and
no "holes" (a "hole" denoting the absence of a quasi -particle with
momentum less than P-nJ- The term "quasi -particle" is used to denote
the fact that the independent "particle" of the model need not be a
real nucleon, but it may be a nucleon surrounded by some distortion
of the neighboring nuclear matter. The interaction Hamiltonian
HT = - Z v. a. a. a a (A. k)12 ki,;mn I k m n
ki;mn
satisfies
H Y = AEY ..5)
where Y is the true wave function of the interacting system. Units
are chosen such that h is equal to unity. For the present, H
,
the 'unperturbed Hamiltonian, is simply the sum of the single-particle






The quasi -particle creation operator a is, in the "particle -hole"
framework, the creation operator for a "particle" (|k| > p ) or
annihilation operator for a "hole" (|k| <. p ) . The corresponding
annihilation/ creation operator is a . The expectation value in the
erturbed ground state of the number operator, n. = a- "a, is
k K k '

just
($ ,tL $ ) = n. = i |k| < p
o k o k '—' i 1
= o |k| > pF . (A. 6)
The two-body interaction, v , is the momentum space transform
of the actual spatial two-body potential (whose existence we
postulate). Throughout this section momentum indices are vector
quantities.
Before discussing the "successful" many-body perturbation
theories, it is instructive to review the reason for the failure of
the well-known BrillOuin-Wigner perturbation theory. The prescrip-
tion for obtaining a perturbation expansion in this theory is zo
expand the wave function, Y
,
in terms of the unperturbed wave
function, o . Substitution into the Hamiltonian (A.l) then leads
o
to the following expansion for the interaction energy (indicated in
operator notation)
:
flE = (. (HI+Hl —Si— H + ...) . ) . (A.T)
E +AE-H
o o
Q is an operator which projects out the unperturbed ground state
(i.e., equals zero when operating on o ) . An analysis of the
W-dependence of the terms in this series ' shows that the first
order terra is proportional to the total number of particles, N, and
that all higher order terms are of order unity compared to N. This
look: . first sight, like an ideal expansion for an infinite (or
j) system. Unfortunately, however, the higher order terras
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are all about the same size, and their ;ium is of order N. Ter
every order must therefore "be considered in computing AE . For this
_
reason, Brillouin-Wigner theory is not suitable for many-particle
systems.
A. Rayleigh-Schroedinger Perturbation Theory
An early successful method of obtaining a perturbation
expansion valid for many-body systems was Rayleigh-Schroedinger per-
turbation theory. It has the advantage of conceptual simplicity, and
the disadvantages that one can work with it effectively only in the
first few (up to about six) orders, and that extrapolation to all
orders of any results obtained therefrom cannot always be rigorously
proven.
We write the Schroedinger equation as
(H + \HT )Y = EY (A. 8)
o I o o
and where A. is an expansion parameter (which is assumed to be small
but which is set to unity in the final results). The true (inter-
action) wave function, Y
,
is written in terms of the non-inter-
action wave function, $ , as
o
§ = s$ . (A. 9)
o o
Then both S and E are expanded in power series in the expansion
ter




+ ... (A. 10)

E = e + \e
1
+ A^e n + (A. 11)O 1 d.
We then substitute (A. $i)
,
(A. 10) and (A. 11) into the Sehroedl




H_S _ 9 ) n :> 1
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(A. 12)
n cr I n-1 o
and
n-1
S = - HTS - - Z e S (A. 13'n e I n-1 e -, m n-m
m=l








with Q being a projection operator which projects out the unper-
turbed state ? ,
o '
Q = l- |* )(*J • (A. 15)
Brueckner gives this expansion explicitly through fourth order.
At this point it is instructive to examine the N-
dependence of various terras in the energy expansion. Brueckner y
analyzes this dependence quite thoroughly, and we shall merely indi-
cate the method and the results. The first term, • e = ($ , H <5 )=E ,
o o o~o o
is clearly proportional to N: the total kinetic energy is the total
number of particles times the average kinetic energy per particle.
The first order energy, cj_ = (<? ,Hlo ) } is proportional to Np

(where the density, p ; is kept constant as the volume, Q ,
W become infinite). To see this, vc will write out the matrix ele-
ment explicitly:
1 2 ij ^Uj) 2 ij ijjij ijjji
In the last equality we neglected the exchange term, which merely con-
tributes a constant factor. Transforming to center-of-mass and rela-
tive coordinates, and using the explicit representation of the non-
interacting wave function
z n 1 ik-r
^k (r) =-172 e
"
we obtain
kly ^^ ninj ' (A -^)&-i —
In a large system, the integral over r is independent of Q if
v(r) has a finite range. The sum over i and j gives a number of
order h
,
so that the total dependence is W/Q = Np . For
(l-n )(l-n )n.n.




° 1 e J ° ^ ijmn ^^ e . +e ..e _ e ™V
1 J m n
(A. 18)
P
there is a factor h from the i,j sum, a factor Q from the




3 J °£ >
p
and a factor 1/Q from the normalization of the single -particle
wave functions appearing in the two matrix elements. The pr tor,
being a difference of free kinetic energies, is a local property of
order -unity compared to N. Thus e is also proportional to I\f .
Similarly, it can be shown that the energy contribution in every
order will have a term proportional to N
,
such a term including
all possible "linked clusters" and associated renormalization terms.
A "linked cluster" is a multiple interaction in which the separate
two -body interactions are so linked through their momentum indices
that the interaction cannot be described in terms of two or more
mutually independent parts of the original interaction. An example
of an "unlinked" term occurs in third order, below.
In third order, with
e
,
= ($ ,HT - [HT - ($ ,HT § )] - HT $3 o I e I o I o e 1 o
= ($ ,HT - HT - HT $ ) - eJg H_ -i HT $ ) (A. 20)o I e I e I o 1 o I 2 I o v '
e
one finds an "unlinked" term in (<? ,EL. — EL — HT 5 ) ,
o
7 I e I e I o
(1-n )(l-n ) (1-n )(l-n )1 m^ n 7 m n
(A. 21)
2
2an be shown to be of order (No) as follows. Since v. . . .
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by using the fact that (l-n ) = (l-n ) and by separating the
sums Each term in (A. 22) is separately proportional to I\Tp ; there-
p
fore, the full unlinked term is proportional to (Np) . However, the
renormalization term (the second term on the right hand side of
(A. 20)) can be written
^i x ^i (l-n )(l~n )n.n.
V2 ki k£;(k^) k
^'"
i(jmn ij;(mn) , +£ _ £ _ e }2 mn;(ij)y
i j m n




^ +£ _ £ _ £ ^2
mn;(ij) L j V jk;(jk)k^mn












^klmn^J^^) ( e +£ - e - e ) 2 W^) ^ (k2.)V^
^ k ^ m n
The first term on the right is identical to (A. 22) except for sign,
2
and thus cancels it. The second term, of order Np , may be com-
bined with the "linked" portion of (o H — H_ — EL<±> ) . The last^
o I e 1 e I o
2
term is of order p and vanishes compared to N as N beco
infinite. The term in square brackets has no factor — because we
2
have included in it the (equal) term with the index j interchanged
with H as appropriate.
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Similarly, in every order one obtains unlinked parts, all
of which are cancelled exactly by the appropriate terras from the
1 57
renorealization corrections of the same order. Brueckner ' shows
this explicitly through fourth order and reports carrying the proof
out through sixth order.
The conclusion that only "linked clusters" c bute to
the energy of the quantum many-x^article system is not surprising --
the corresponding theorem in statistical mechanics is well-known.
It is of fundamental importance to quantum many-body perturbation
theory because it ensures that the energy series has a nor
behavior: for large N the energy per particle is independent of
the size of the system.
Unfortunately, the Rayleigh-Schroedinger theory still fails
to supply a criterion for setting up a meaningful first order trial
function of the form
Y
(l)
= $ + —§ HT $ . (A. 24)o o




The Ritz variational principle
(? (D h¥ (i) }
E < —2—' 2 (A.2J)
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T ^-o H 6 ) . (A. ,
°
Z
(E -H f I °
o o
(2)Since A is proportional to Np for large N, the last term
vanishes in the limit N -» <» , and we have
E < e + e,
o 1
which is the result we would have obtained using § alone as a
o
trial function. Since this trial function produces no improvement in
the energy of the many-body system, we conclude that it has no
57physical meaning for our problem. Brueckner analyzes the apparent
inconsistency in the fact that we can have a rapidly convergent
energy expansion while having at the same time an exceedingly poorly
converging wave function expansion. The heart of the argument is
the fact that the energy is determined by the local properties of the
wave function (which the perturbation series can predict quite
accurately) whereas the wave function for the entire system requires
a description of the full system which is equally precise at every
locality in the system. The energy of the system is independent of
the normalization because the normalization factor is cancelled in
numerator and denominator whereas the total wave function is, of
course, normalization dependent.
B. Goldstone Proof of the Linked-Cluster Expansion
2
Goldstone was the first one to prove the linked- cluster

expansion to all orders of v. ba1 ' .heory.
heavily on four quantum-. Leal'to rhich ar lef
first: the development operator, the adiabatic theorem, Wici
theorem, and graphical representation of perturbation te
Although these topics can be found in textbooks on quantum .'
theory (e.g., Schweber ), they are reviewed here in order to n
the discussion complete and to fill in a few of the intermediate
steps that are frequently omitted.






) = exp(-iH(t2 -t1 )) (A. 28)
has a simple physical interpretation as the time -translation operator











(A. 29) can be verified by operating with d/ot to recover the time-
dependent Schroedinger equation. We now go into the interaction
representation, with H = H + H_, by defining a new wave function
o l
Y by












t) - (A. 32)
In the interaction representation, the development operator





























) =l-i J' H].(t)U(t,t1 )dt . (A. 35)
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Iterating this equation leads to the expression given by Dyson ' :
CO t t X
U(t,t ) = E (-if J dt f
1 dt ...
f
n"1 dt E_(t )H-(t.
)









-i rt f»t nj_ t2 v dt, dt ... , dt
n.' J. 1 J. 2 J. n











T is the chronological (time -ordering) operator: it orders the terras
in the brackets in order of increasing time from right to left. The
factor l/nJ in the last line corrects for the over-counting of
equivalent terras introduced by using the T operator and extending
all integrations over the full time range.
2. Adiabatic Theorem
Form of the adiabatic theorem we are interested in was
16GC
proved for scattering theory by Cell-Mann and Low.
If the interaction Harniltonian depends linearly on a cou-
pling constant, g, so that H = H + gH , then the adiabatic
theorem asserts that the true eigenfunction of the interacting
system, Y, can be obtained from the unperturbed wave function, $,
by starting at t = ± °° with the interaction "off" and turning it on
gradually until at time zero it is up to full strength, and further
asserts that the prescription for describing this process is as
follows. We use the "adiabatic" U matrix which satisfies the dif-
ferential equation
,/ot U (t,t ) = -ig exp(-a|t|)H (t) U (t,t ) , a > . (A. 37)
O! n X Or o
U (0,
-
00 ) thus describes the process of gradually turning the inter-
action on from zero to full strength between t = -°° and t = .
U (0,+co) has a similar interpretation. We shall prove that








The expression for the energy is then
, s (§,(H +gH )Y)












The fact that ($,Y).= 1 is a consequence of the normalization of Y
in (A. 38). The assumptions needed to obtain the above results are:
l) the state in question is non-degenerate; 2) the states are dis-
crete (which is true for the finite system and which we assume to be
true for the limit Q — <»; and, finally, 3) the desired state V of
the interacting system is continuously derivable from the chosen
unperturbed state $ -- i.e.,
lira
n y = $ , (A.ia)g -» '
and
lim
n E = E . (A.ij-2)g -» o
In terms of the coupling constant, g, we will also prove that
(Y,gH Y) = AE' = - iG'g . (A. 43)1 a ° 2 (*,U>,-«)$)
a
For the two-body problem, U ( CD , - co ) is the conventional scattering
matrix.

To begin our proof, let us define a state Y(a) by
.Y(a) - U
a
(0,-»)$ . (A. 44)
We will prove that "' Y(a) is (except for normalization) the
true state of the interacting system, V . Mow, by virtue of our




[H ,U (0,-co)]$ = H Y(a) - E Y(a) . (A. 45)
o a s ' /J o o
But,
[H,U (0,--)] = [H ,S f dt ...f° dt ilLgV^+V-tn)
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n=o , J -L n




T T[HI (t1 )...HI (tn )] .
*=1 X
The last line is a consequence of the fact that in the interaction




,F(t)] = BF(t)/dt . (A. 47)
n
integrand in (A. 46) is symmetric, so that 2 o/ot = n d/dt
,
7 = 1 "^ 1
(A. 46) is equal to the following when operating on ©

(VEoM«)n - S <^ gD J-°dt ° dtn e
n=l (n-1).' - °° - 00
or(t1+t2+...+tn )
lr T[VV---W]; ;
00 / . xii-1 o














1 )...HI (tn)]; J
The second equality reduces to the first if the partial derivative
with respect to t is performed. Now
o . at ort V°
V-"
= HjCO) (A.U S )
Therefore, by changing indices of summation in the first sum of
(A. 48) so that this sum again runs from zero to infinity, by assuming
that the dependence of H(0) on g is linear, (H(0) = H +gH (0)),
and by using (A. 47) and
n 1 o n
S =
n






)Y(a) = (-gHT (0) +icg
jL) {- 2 i^- g? f&t fdt
a?(t1+tP+...+t )





= -gH (0)U (0,-»)§ + iag §- U (0,-»)§ . (A. 51)
The last equality follows directly from (A. 36). We have therefore
shown that
(H + gH (0) - E )Y(or) = (H-E )Y(of) = ic*g §- Y(or) . (A. 52)
o 1 O O og
Similarly, one can show that
(H -E )U (0,+co)§ = - iag — U (0,+«)§. (A. 53)v
o o
y or ; ' ° 5g c^ ; ' K '











On the other hand, using (A. 52), we note that
(H -3 -' ?-)Y(a) -. w , x
—
^
2S ^gUMaDl^L ", (A.55)
.(c)) Lds - (*,*(<*))
so that if we call
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($,(H-E )Y'(a)) = icg |-i log(*,U (0,-»)$)
;
. (A. 57)
o 08 _ u j
Thus, if the _ Y'(a) exists and is well-defined, we have from
' a -*
(A. 55) and (A. 53):






and V(o) is an eigenfunction of H which goes over into Q as
g -» . Therefore, Y'(o) = Y . A similar calculation for U(0,+°=)e
leads to (A. 38). It must be stressed that U(0,- co )o and U( 0, -i-^ )
$
converge to the same state only for the discrete spectrum. For the






respectively, which are different eigenstates of the total
Hamiltonian.
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V;lV% ~" ^ /. ,cAics 28 . (a. 59)
° °^ (*,u(»,-«)0
The perturbation formulae for Y and AE are now obtained
by carrying out the time integrations in the expressions for the
limits in equations (A-3&) and (A.^O) (we will use the latter expres-
sion for AE rather than (A. 59) a "t this time). In order to do this
explicitly, we obtain gH (t) from
gEL = — 2 v.
. ,
a *a. ""a. a. (A.oO)
by substituting
a, (t) = a, exp(-ie. t)
lO y k x v k '
for a. and then multiplying by exp(-a|t|). The e, are thek £-
eigenvalues of the unperturbed Hamiloonian. Wick's theorem, which is
discussed next, is then used in order to simplify the resulting
expressions.
3 . Wick ' s Theorem
As can be seen from (A. 36), the equation for U(0, -°°) will
involve an extremely large number of terms with even less apparent
order than the Rayleigh-Schroedinger perturbation theory result.
However, with the help of a theorem due to Wick, the expressions
for the true eigenfunction and the interaction energy can be con-
siderably simplified.

In order to discuss this theorem, we must t- 'aril;
break our operators a and down into hole operators,
hu , and particle operators, p and p . The creation operators
are Yl and p
*
'. The unperturbed ground state wave function, § ,
is then defined as the "vacuum" state with no holes and no particles,
so that
h^ $Q
= and p $ = . (A.6l)





which is defined as a rearrangement of the
operators AB. . . (with an appropriate sign change if an odd number of
permutations are required) such that one creation operators are to
the left of the annihilation operators. For example,
N[h, h, _/rp p "1 = - h. p p h. = + h.^p h, p . The order of
Tc k ^ ^m J i m n k Z m k n
creation operators or of annihilation operators among themselves is
not important since they anticommute. From the definition of the
normal product and from (A.6l),
W [AB...] $ = (A. 62)
o
for any operators A, B, ... which are composed of creation and anni-
hilation operators. The other new term is the contraction :
A-B- = T [AB] - N [AB] (A. 63)
T is the time-ordering operator previously introduced. Note
that a contraction is clearly a c-number, either zero or plus or

Jminus the anti commutator of the operators A and B. The only non-
zero contractions are
' Wh/ (,i 1 '--'tt''[- 1slV,s" for *2 sti (A - 64)
and
P (O-p *(0- = +6 exp [is (t.-t_)] for t_ > t. . (A. 65)m2nl mn L ml2 2 1
These contractions are also called the unperturbed propagators.
In terms of these definitions, Wick's theorem states:
T[ABC •*• Y] = N[ABC ••• Y] 1 N[A'B"C '•'Y] ± N[A'BC* •• Y] ± "'
± W[A*B-C"D" ••• Y] ± • • • ± N[A*B-C"* ••• Y"






* ± ' ' ' ±
± A-B-'C" ••• Y' . (A. 66'
The rales for forming the terms on the right hand side of (A. 66) arc:
1) Form as many terms as required for all possible con-
tractions .
2) Contractions may be factored outside normal products
(they are c-numbers).
3) The sign of each term is determined by the number of
•mutations to bring each contracted pair together from the original
order. It is negative if an odd number of permutations is required.
The theorem is proved by induction. It obviously holds
e are only two operators, since (A. 63) and (A. 66) are then
.. : can also prove that if it is true for a produce of
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operators it must be true for a product of n -;- I rators.
the operator with th< t time coordinate is Z. T.
T[ABC •••YZ] = T[ABC •••Y]Z . (A. 6?)
If Z is an annihilation operator, the theorem holds for the r. + 1
operators, since Z can be immediately included in the normal
products of (A. 66) and its contraction with all the other operators
is zero. If Z is a creation operator, it can be commuted through
to the left of all the products on the right of (A. 66) and then put
inside the normal product signs. The anti commutator of Z with any
operator is just the contraction, and the theorem again holds. If
Z is a sum of a creation and an annihilation operator, the distribu-
tive law (which holds for time-ordered products, normal products and
contractions) ensures that the theorem again holds. Thus the theorem
is valid for any product of n + 1 operators if it holds for n
operators. Since it is true for n = 2, it must be true for all
higher n.
The simplification brought about by Wick's theorem is
apparent if we consider the effect of a time-ordered product operat-
ing on the ground state. Only the sum of all possible contractions
(the last line of (A. 66)) can contribute; all other terms will
identically because the annihilation operators on the right




k. The Graphical Procedure
Application of Wick's theorem to the problem of evaluating
U leads to an expansion which is exactly equivalent to the following
prescription in terms of graphs.
The "graphs" represent specific interactions between a
given number of "particles" (particle-like excitations of the system
whose energy is greater than the Fermi energy) and "holes" (excita-
tions of the system whose energy is less than the Fermi energy). All
other momentum states are filled or empty depending on whether they
lie inside or outside the Fermi sea. The only interactions which are
considered are those explicitly indicated by a graph. The complete
description of the full interaction of the "particles" of the system
is then given by the sura of all the possible graphs which can be
drawn, each graph describing one particular combination of inter-
actions. Unless explicitly stated, we are describing a zero-
temperature system.
We use a vertical time scale. For every "particle" we draw
an ascending line (in the positive sense of time) labelled with the
particle's momentum and spin. For every "hole," we have a descending
line. For each interaction we wish to describe we draw a horizontal
line ax a height corresponding to the appropriate time. This inter-
action can be either the simple two -body interaction, v, or it may
(if so specified) be some "effective" interaction (such as the scat-
tering matrix, t, which represents the sum of all possible two-
body particle -particle interactions, v).
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The prescription for U(0, -»)§ is then quite simple.
Draw all distinct graphs starting with no free lines at the bottom,
.that is, with $ . Note that there can he free (external) line
o
the top. For each graph form the product of the v matrix elements,
the exp(iet) and exp(o't) factors (the time "t" will he negative),
Trf-H
and a factor (-1) where H is the number of internal hole lines
and L the number of closed loops. Then attach the appropriate
creation and annihilation operators at each vertex, with the hole
operators to the right of other terms from the same time and with
terms arranged from right to left in order of increasing time. For
example, Fig. 11 contributes
Cl0 i(e. + e.-e -e. )t_ ot_ i(e.+e -e.-e )tn ot
i -. ^5+2 ^ijnk'3 3 v j j '2 2(-1) v. . . e ° e ~v. . e ° ° e x
i(e +e -e . -s . )t crt-,
xv
. . e
m n i j l e 1 n
_
n-n (!_n )a *a . (A .68 )mn;ij l j Z n m k
We have used the relations a. a. = n. (the number operator) and
a a
"*'




time integrations. $ - U (0, -°°)i is the sum of all the resultingto
o a o °
terms acting on $ . It is important to note that the exclusion
Ir.ciple is .gnored in labelling the graphs . The next result
depends on this. At this point, those graphs which violate the
exclusion principle are exactly cancelled by the corresponding
exchange graphs, and there is no error or approximation in our
expression for U <£* a o


Fig. 11. Typical graph contributing to the perturbation
expansion of Hf = u(0, -»)$ . See Eq. (A. 68) of the text
for its explicit contribution.
Fig. 12. Graph used to illustrate the time integration.












5. Proof of Linked Cluster Expansion
Let us now consider a graph having one or more unlinked
parts
,
which are completely disconnected from the rest of the graph
and which have no external lines. In the expression for U $
* a o
before the time integrations are preformed, the lines of a graph are
labelled independently (this is the place at which it is necessary not
to have to take the exclusion principle into account) and the factors
attached to the interaction lines are independent. We now consider
with our one graph with its unlinked parts all other graphs which
differ only in having the group of unlinked parts in different posi-
tions relative to the rest of the graph, with the order of the inter-
actions in the two parts separately kept fixed. The sura over all
different relative positions of the two parts is obtained by carry-
ing out the time integrations with the conditions 0>t n >t^...>t ando d 12m
0>t n >t -,>... >t instead of a single condition on the time inte-
rnal m+2 n
grations, with indices 1 through m referring to the unlinked
parts and m + 1 through n to the rest of the graph. Thus the
result is a product of the expressions obtained from the two parts
separately. U $ then consists of a factor coming from the sum of
linked graphs only (graphs containing no unlinked parts) multiplied
by a factor coming from the sum of all possible combinations of
unlinked parts. This latter factor is just (?oU.§ ) (the sum of all
possible graphs having no external lines -- i.e., beginning and end-
ing at $ ), and is cancelled identically by the denominator in
(A. 38). Thus Y as defined by (A. 38) is given by taking the

196
limit a - in the sum of linked graphs only.
Let us now do the time integration for a simple example,
Fig. 12. The contribution to Y = ' U $ from this figure isto
o a -» a o
o t., i(e. + e.-e.-e -ia)t
nlim / . x2 r» . p 1 v i i k n 1
^ (-1) ! dt n dt^ v. . . e °a - v loo 1 J_co 2 ij;kn
i(e +e -e.-e.-io, )t
r-,
in n i j 2 /- \ *
v . . e
u
n.n. (1-n )a a, $
mn;ij 1 j n id k o
,. o -i(e.+e -e.-e .+ior)t.
A dt. v. . . e
u VA.09)
or -» J 1 ij :kn v '
-i[e.+e.-e -e +io, ]t
1 j m n J




n.n. (1-n )a a. o
L . r . -, J ljmmko
-iLe.+e.-e -s +ia -00 °
1 j m n
The convergence factor, art, causes the term in brackets to vanish
at the limit -<»
,
and we have
o -i(en -e +2ia)tlim / . \ ,' ,
,
k m 1
A 1 ! dt y. . . e 7 r—
—
a -* «J 1,1 :kn (e +e -e.-e J + ia
_co °> m n 1 n'
v . . n.n. (1-n )a % § (A.70)
mnjij 1 J n m k o







n.n. (1-n )a a, 9
a' - e -e. +2ia n ;kn e +e -e . -e . + ia mn:ij 1 j n m k omk d
}
mnij ° °
The denominators above are just E - H evaluated in the positions° 00




-. HT _ I . HT$ . (A.
71'
ot -> E -H +2ia I E -H +ior I o v ' '00 00
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_L „ _L .. i
o " a - E -H +ina I " ' I E -H +2ia I E -H +ia I o 'Loo oo o o
(A. 72)
E means that only linked graphs are to be summed. § cannot occur
L °
as an intermediate state in a linked graph as the part of the graph
below that intermediate state would be an unlinked part. The inter-
action energy, AE, is given by (A.4o), and is obviously
AE= lim„E(« ,« „\. H ... Ha - c v ~o' IE-H + ina I I E -H +2ia
o o o o
HT _, J- . H_ $ ) . (A. 73)IE-H +1Q- I o' v '
o o
Here T. means summation over all connected graphs leading from §
c °
to <±> (i.e., linked graphs with no external lines). This equation
is referred to throughout this paper as the Brueckner-Goldstone
linked- cluster expansion (BG expansion). In the absence of a degen-
erate ground state or of an effective attractive interaction at the
Fermi surface (which would lead to singularities in some of the above
denominators), the restriction to intermediate states other than §
o
means that all the intermediate state energies will be greater than
E , and we can take the above limits by setting ca = as no zero






In Section 3 of this appendix, the rules are given for
calculating the terms in the energy expansion, and the explicit
series is indicated through third order.
6. Inclusion of Effective Single -Particle Potential
2
Goldstone, in his proof of the linked-cluster expansion,
defined the unperturbed Hamiltonian as a sum of the kinetic energies
and of an effective single -particle potential, V.
H = 2 (e.+V. ) = T + V (A. 7*0
j_ 1 1
so that the interaction Hamiltonian is
H = 2 v.
.
- Z V. . (A. 75)
1 i < j ^ i 1
In second-quantized notation
H = 2 e a *a (A. 76)
o n n n n
where E is now the sura of the kinetic energy and the "effective
n
potential, " and
H. = i 2 v a *a *a a - 2 V a *a- . (A. 77)
I 2 rs;mnrsnm r;mrm s '
The proof proceeds excatly as before, except that one now obtains a




every terra one has the energies e, = r— + V, instead of the kinetic
k 2m k
2
energies, k /2m, alone. The matrix element V is illustrated
.below:
One then defines V, in such a way that the graphs generated by the
V-interaction cancel as many v-graphs as possible. For example, the
Hartree-Fock approximation is obtained by choosing
V = E v f v . (A. 78)r;m n rn;(rnj \ > /
The sum is over all unperturbed states, Y . The states Y are
n n
determined by
(T+V) Y - E Y . (A. 79)
n n n
v '
(A. 78) and (A. 79) are "the Hartree-Fock self-consistent equations.
With this definition, to first order
AE = - E v , . n n - E V . n . (A.80)






so that to first order we have, using (A. 78) and (A.80):
k
2
E = E +AE = Z^- + ^SV
1
. n, . (A. 82)2m 2 k;k \
We shall discuss later how this procedure is applied in the Brueckner
theory.
C. COMMENTS OR THE BG EXPANSION
There have been several other derivations of the linked-
2
cluster perturbation formula for many-fermion systems. Goldstone
has also derived it using time -independent perturbation theory.
00
Hugenholtz uses an expansion of the resolvent
R(z) = (H-z)-1 . (A.83)
The resolvent is related to the development operator used by Gold-
stone :
o
R(z) = -ij* U(t) exp(izt)dt for Im z <
—00
(A.810
= ij U(t) exp(izt)dt for Im z > ,
o
and the methods used by the two authors are therefore closely
20
related. As pointed out by Thouless, the expansion of U(t) is
easier to manipulate, since we generally have to deal with products
of functions rather than with the convolutions of functions which
Lse in the expansion of R(z). The resolvent has more direct
physical interpretation, since the poles of its matrix elements give
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the eigenvalues of the Hamiltonian.
89Bloch -' has used a combination of time -dependent and time-
. independent theory, involving the use of both R(z) and U(t).
90Hubbard^ has used a time -dependent procedure which is almost iden-
tical to Goldstone's, but indicates several intermediate steps that
Goldstone leaves out.
91Kohn and Luttinger-^ later examined the theory through
fourth order with a finite temperature theory developed by Bloch and
92DeDominicis
.
' The Kohn-Luttinger investigation revealed that taking
the limit N -* °° before taking the limit T - leads to certain
"anomalous" terms in second and higher order for "non- spherical"
systems. Using temperature -dependent Green's functions, Luttinger
and Wardyj have demonstrated that the anomalous terms are cancelled
identically by the change in chemical potential from \i to u. to
all orders for spin — fermions under the conditions we have pre-
scribed for our investigation, namely: a normal system interacting
via an isotropic two-body interaction and characterized ^oy a spher-
ical unperturbed Fermi surface. In other words, the BG expansion
(which, in their context, is an expansion in terms of u. ) is valid
for such a system. Kohn and Luttinger, who had reached the same con-
clusion for the first few orders of perturbation theory, have
ascertained that the tensor force does not create an anomalous con-
tribution in second order, and as pointed out by Bethe, Brandow and
q
Petschek, y they probably do not produce anomalous contributions in
any order, though the extension to higher order has not been proved.
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Because we shall not be concerned with either finite -temperature
theory or with systems for which the anomalous terms contribute, we
refer the reader to the original papers for further details.
The Brueckner-Goldstone procedure leads to the lowest state
which can be reached adiabatically from the chosen configuration.
Until now we have assumed this configuration to be spherical, and for
the "normal" system the BG expansion leads to the ground state. Sup-
pose, however, that there was some other configuration of the "unper-
k2
turbed" Fermi surface (where H = Z e, V, - Z (77- + V, ) is thev
o k k k k
K 2xa k'
unperturbed Hamiltonian, V, being the effective potential acting on
the particle k). Then the BG expansion from the spherical Fermi
surface would lead to some state other than the ground state. Our
formalism can be trivially extended to a non-spherical starting con-
figuration, however, if we know that configuration in advance. We
merely utilize the definition of h
,
and recognize that its
.K
expectation value must be
k2
nk
= 1 state k occupied (e
R





state k unoccupied (e > e )
If we do not know the shape of the unperturbed ground state, we should
introduce a new equation which allows us to vary the shape of the
unperturbed distribution until a minimum total system energy is
obtained. This variation would not be too difficult to introduce
formally, but in practice it would be very difficult to evaluate. In
any situation in which the shape of the Fermi surface is the sole
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cause of the non-cancellation of the "anomalous diagrams" of Kohn
91
and Luttinger, this procedure is all that is required to avoid
. them. Further, it may well be that this procedure is the easiest
way to rigorously extend to higher orders the proof that tensor
forces do not produce anomalous contributions. However, either the
direct computation of the anomalous terms or the above variational
calculation will be difficult.
A. Klein has suggested just such a procedure as the above,
with the surface being determined by the additional, self-consistent
equation
2
n = S- + v (Pp) = ( al )Q = d^ (Q )
=
(2n)l
_^_(|) (A . 86)
where u. is the chemical potential and the uj in P-Fr ( aJ ) represents
its dependence on angle
.
One of the persistent myths about the Brueckner many-body
theory is that there is something assumed or approximated when one
uses the unperturbed Fermi distribution instead of the true momentum
density. This is not the case for any system for which the power
series in the interaction potential converges (which is another
question again). As we have seen, the BG linked-cluster expansion
is a rigorously correct perturbation theoretic expansion for the
energy of the zero -temperature normal state which meets the symmetry
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requirements outlined earlier. The occurrence of the n, is a con-
ic
sequence of taking the expectation value ($ , HY) instead of
(Y,HY). Either expectation value will yield the correct energy, but
the potential and kinetic energy terras in the two will be quite dif-
ferent. The expectation value between the states Y has been shown
to lead (see Eq. (A. 59)) "to the following expression for the inter-
action energy:
(y^y) = ae' = ^




which, to second order in v, is
ATlt 1 -O I!"1 V (I"? )(l~P )
2 kJ; Wi(kl)^i a - kimn kx;r-;mn
e, +e -e -e +1Q1k £ m n
v
(A.88)
W;(kx) pkp ,e .
The kinetic energy expectation value is
(Y,E Y) = S e. (Y,rLY) = E e, p, . (A. 89)v
' o ' k k
v
' k ' k k
Hk v y/
The above forms differ from the BG expansion
E +AE = Ze 1 n1 + — 2 v. „ /, „> + — 2 vn .
o k Kk 2 k^j^kjj) 2 k ^ ffin k,o;mn
(A.90)
(1-n )(l-n )
m n v /. viin
mn;(kx)Kje
(e, +e -e -e )k ^ m n y
in second order, and higher. Further, from (A.87) it is apparent
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that the difference in factors increases in the higher orders. Of
course
;
the two expansions must give the same energy, and we need
-only expand the p in terms of ri , using (2.22), to see that the
sum of (A. 89) and (A.90) reduces to the BG expansion in terms of n, .
However, any theory which obtains an expansion in which the kinetic
energy is given by (A.90) must include an interaction energy term of
the same structure as (A. 89)- The reason is obvious. The kinetic
energy 2 e p is larger than 2 e tl because e, is a quadrat-
ic k k j, k k k
ically increasing function of k; since Up = 2 n, , the sum of
k K k K
e times p weights the higher momenta more heavily than the sum
with xl. Consequently, the expectation value (Y,HY) is character-
ized by a higher "kinetic energy" than ($ , HY) . Since the two
expectation values are equal, the former must also yield a correspond-
ingly more negative potential energy. The difference in coefficients
in the potential energy expansion leads to precisely this cancella-
tion.
We note as a matter of interest that (A. 89) and (A.90) can
be obtained directly from using the BG expansion for the wave function
(A. 72) in the expectation values of the kinetic and potential ener-
gies.
There are two other, related, problems in the BG theory
which we shall discuss as they apply to infinite nuclear matter.
One is the vanishing radius of convergence of the BG expansion as a
power series expansion in the coupling constant, g, as the volume
of the system becomes infinite. The other is the probable existence

2 Go
of a superfluid ground state below the normal state.
The analytic structure of nany-body perturbation theory has
been studied by many authors , most of whom have concluded that it
95 96 97 93probably diverges. '^ ; ^ However, Katz^ has argued that the
energy of every level of a large, but finite, rnany-body system can
be obtained by analytic continuation of the BG expansion along pro-
perly chosen paths in the complex g plane (where g is the strength
of the interaction). He shows for a simple problem that the Brueck-
ner ladder approximation (see Appendix B) is an approximation to the
analytic continuation along a path which always leads to the normal
state (the state in which no binding occurs). He argues that this is
true in general, but this has not yet been rigorously proved. The
essence of his argument is that if one performs a partial summation
of certain diagrams in every order of g, then much of the diver-
gence of the expansion can be taken care of and the resulting expan-
sion is effectively in terms of some other parameter (such as the
density) and consequently may have a larger radius of convergence.
Considerable further study is indicated, but the preliminary results
are promising.
A related argument that perturbation theory might be
invalid is that nuclear matter may exhibit a phenomenon similar to
superconductivity. Bethe, Brandow and Petschek-^ review the experi-
mental and theoretical grounds for this assertion, and point out that
at most the energy gap associated with such a phenomenon is only





£E A = 4 i^i_ - .008 MeV for p_ = 1.5 F
_1
(A. 91)Av o cu F
PF
where uu is the Fermi energy, 47 MeV for p = 1.5 F (chosen
Pp F
arbitrarily), and the factor 3/8 is "the statistical probability of
having a pair of nucleons in a state of even relative angular momen-
tum. Thus we conclude that "superconductivity pairing," while of
interest for the detailed level structure of even-even nuclei, has a
negligible influence on the average binding energy.
D. THE ENERGY EXPANSION -- GRAPHICAL EVALUATION
The following rules for employing the graphical method
apply to the ground state energy of an extended fermion system for
which the unperturbed wave function is a determinant of those plane
waves whose wave number is less than p_ and for which the Hamil-X F
tonian is given by (A.l).
To calculate the nth order contribution of H to energy
in accordance with the Brueckner-Goldstone linked- cluster expansion
(A. 73); we draw n horizontal broken lines (called vertices, and
representing two-body interactions) at different levels. The two
ends of each line are called points . We connect the 2n points with
every possible combination of particle and hole lines subject to the
conditions that at every point one line "comes in" and one "goes out"
and that there occur only "linked graphs" -- those in which there is
no sub -graph which is not connected to the rest of the graph. A

206
particle line is a line directed upward and a hole line is directed
downward; in our figures the direction of the line is indicated with
an arrow when ambiguity is possible. Every line is then labelled in
all possible ways (i.e., with all possible momenta). A line which
closes on itself is a hole line (a consequence of Wick's theorem --
see Eq.. (A. 6k)).
The contribution of a particular linked graph is the
product of four factors
:
1. One of these factors is —v, „ from each vertex.2 k^;mn
where rn and n are lines entering the vertex on the left and right
respectively and k and I are the lines leaving (on left and right
respectively). Thus for
w / \ X
we have the contribution 77V
2 xz;wy
2. The second factor is the product of the "propagator"
for each of the n-1 intervals between successive vertices, each
propagator being the reciprocal sura of the kinetic energies of the
hole lines intersected by any horizontal section between the vertices
minus the kinetic energies of the particle lines. Thus, for the
"oropagator at a section of a graph which looks like this:




we have a factor (e +e -e -e )~ , where e, = p, /2m.k I m n ' k k '
T I IT
3. The sign factor is (-1) where L is the number of





we have a factor (-1) = +1 (note that k is counted twice since
it is "broken" by the interaction with the hole l)
.
k. The final factor is a product of expectation values of
the number operator, il
;
for every hole and (l-n ) for every
particle, except that two or more particles or holes with identical
momenta contribute only one term by virtue of the idempotency of the
number operator (i.e., because n = n ). This latter rule is
necessary if the results are to be extended to finite temperatures,
when the n are replaced by the temperature -dependent Fermi func-
tions.
In labelling the lines, the exclusion principle is ignored
in intermediate states. The Brueckner-Goldstone expansion is obtained
only if this is done. This has two effects: (l) all intermediate
sums are unrestricted except that they must be to states outside the
Fermi sea; and, (2) diagrams such as the fourth order diagram (^e) of
Fig. 1 (which explicitly violates the exclusion principle) must be
included.
Through third order, the ground state energy is given by
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the following terms (corresponding to the diagrams of Fig. 1, as
indicated)
:
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A "self-energy insert" as written above (in "brackets) car-
ries a factor one instead of — because we must also include terms
of the form v, . /. . \, etc., in the expansion. Since v,
. f , . \ iskj;(kj)' kjj(kj)
equal to v / ,, we can include it by using the above equation
Jk; l^jk;




THE BRUECKNER K-MATRIX APPROXIMATION
A. DERIVATION
In this Appendix the Brueckner K-matrix equations are
derived and their application to nuclear matter discussed. Exten-
sive references to early papers by Brueckner and his collaborators
,
as well as by several other authors who studied the theory in its
early stages,, can be found in the Brueckner-Gammel paper (BG) in
which are reported the first quantitative calculations of the
properties of nuclear matter based only on the two-nucleon potential,
The derivation given below is simpler than the original one because
we have as our starting point the BG expansion. All that is neces-
sary to obtain the K-matrix equations (in momentum space) is to
perform selective summations of some of the terms in this expansion.
A detailed discussion of the partial summation of the perturbation
series with "reaction matrices" can "be found in a paper by Toboc-
99man. y ^
The first problem is to sum the series of "ladder dia-
grams" -- the two-body scattering diagrams, indicated through third





m ' v n '
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A very large class of diagrams can be summed "by replacing every v
which appears in the BG expansion by t
,
with the diagrams thus
implicitly summed dropped from the explicit series. This procedure
is particularly useful for hard core potentials (for which the
matrix elements of v are infinite) because the matrix elements of
t are finite.
In terms of the t-matrix, the BG expansion (A. 92) is:
n, n,(l-n
_J(l-n )
atti/ \ 1 n . 1 V 4- ~ 4-EU
'
Sj
~ *& \Z;(kJl)\n Jl - 2kVmn;kX ~~~ 7T Vi^ki) X
ran CWVV
x ( E (t', , „ v + t! . / ..x - tl , . x - t'. , . x )n.j +
j jk;(jk) j^;(ji) jm;(jm) jn;(jn)' j
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rnn Jk;mn / n2 mn;(jk)
i e .-re. -e -e )
j k m n
(1-n )(l-n ) 6E(l-n )(l-n )
r s m n
+ 2 v .. — v - '—7: x
rs jk;rs rs;mn , v2
run e .~c, -e -e 1 e ,+e, -e -e. >
j k r s j k m n
mn;(jk)
6E(l-n )(l-n )
+ Z t ., 2 n t
-
\jk;(jk) ran mn; jk , n2 mn;(jk) (B.3)
1 £ ,-r£, -t, -£ )
j k m n
Eq. (B.2) is obtained as follows from the diagrams of the first few
orders in the BG expansion. The first term is the sum of the simple
ladder diagrams. The second term is derived from the lowest order
self-energy insert,, 3(h) of (A. 92), by replacing each vertex v
with the sum, t , of ladder diagrams. The replacement of the terms
in the bracket by t' instead of t is a consequence of the
shifted energy denominator for those terms due to the excitation
energy of the other particles (so that, e.g., diagram 4(d) of Fig. 1
will be properly described). The energy shift, 6E , is discussed in
further detail later. The order of the indices of the t-matrix
elements above should be noted. Such order is required of the left-
hand' term in the products above so that the energy denominators are
properly specified in the diagrams summed by the t-matrices.
Another class of diagrams which can be summed is indicated
in Fig. Ik. We note that to every hole and particle line of every
term in the BG expansion there can be attached, as a "self-energy


Fig. 13. "Ladder diagrams" contributing to the t -matrix.
Fig. l4. (a) "Self-energy" diagrams which are summed when
the propogator includes the "self-consistent" single particle
energies.
(t>) Definition of the schematic notation of (a).
Fig. 15. Typical diagrams which are summed when the
propogator of Fig. Ik and Eq. (B.4) occurs between two v
interactions.
o-o + f- • •
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insert, " an infinite set of diagrams, with each insertion leading to
another diagram in the overall BG expansion. Furthermore, as we see
in Fig. l4, self-energy diagrams can he inserted any number of times
on any given line. The reason for defining the insert on the hole
line as indicated in Fig. 1^, violating the exclusion principle,
will be seen later. Such terms do occur in the BG expansion, of
course: the exclusion principle is to he neglected when labelling
the lines. All possible terms of the sort indicated in Fig. Ik can





+e.-o -e uu ' +uj , ' -u, ' -to
k X m n kXmn
where
V = ek + f *ki;(ia)Vi • (B - 5)
Note that & ' is analagous to u) of (2.3^-) without the rear-
rangement term. To see that this definition of the propogator
reproduces the series indicated in Fig. 1^-, expand the denominator
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Thus, inserting the above propogator between two v interactions
sums all terms such as those indicated in Fig. 15- There is a
restriction which will be discussed shortly. Next, to continue the
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k i m n
with
V = ek + 5 Kjk;(Jk) nj =ek + \ • ( B -5)
The BG expansion (A. 92) or (B.2) then becomes
AE = ik
ZAi;(kx)V; + °(K3 > ' (B ' 10)
Trie diagrams which this approximation sums are indicated through
fourth order in Fig. 1 (along with two third order diagrams which
it does not include, the hole-hole and three-body cluster diagrams).
The restriction mentioned above is concerned with the
denominator of the terms occuring in the definition of the "self-
consistent" V, in (B-9)' The problem involved is the proper treat-k
ment of terms such as h(d) of Fig. 1, and is best illustrated by





n, xi, (1-n )(l-n ) n.(l-n )(l-n )
i y k x
v
!i/ x n
/ j r y v s
"
2 kl
VkX;mn , ,2 Vmn; (kX)LjrsVjn;rs Trs;(jn)J

where -E is obviously e. +e ,-e -e . The term in parentheses isk Z m n
just one of the terms from the definition of V except for the
n
, occurrence -Z (which is the excitation energy of the remainder
of the diagram at the point where the self-energy terra is inserted).
If we try to account for such terms by modifying the definition of
the K-matrix to include the term -E' in the denominator, we find
that either we must compute the K-matrix for the full spectrum of
possible excitation energies, or we must use some average -E in
the denominator. The latter choice truncates an otherwise infinite
series of equations by treating only approximately the fourth and
higher order diagrams such as h(d) in Fig. 1. The use of -E in
the denominator violates energy conservation in the definition of the
K-matrix in order that energy be conserved in the particular ground
state term being described, and the K-matrix is then described as
being computed "off the energy shell."
Another method for treating the energy denominators also
exists. Eq. (B.ll) can be written
n,n„(l-n )(l-n ) n (l-n )(l-n )
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(B.12)
where 6E = e - e . . Thus, we can properly treat this diagram if
we define the K-matrix for particles outside the Fermi sea by
(l-n )(l-n )





and their self-consistent potential energy by
V (E) = E K. . . ,(S)n. (B.14)
n v j jn;(jn) v y j '
where 2 f=a; -hi; ) is a parameter in the equations which allows us
to use as the particle energies in (B.8) quantities related to the
energy of the holes coupled to the excitations (i.e., a quantity
which represents the dependence of the particle's energy on the
energy of the associated holes for the purposes of the above treat-
ment of these complicated denominators). Eqs. (B.I3) and (B.i4),
used in (B.10), will generate, among other terms, Eq. (B.12).
This latter formulation is advantageous if we are going to
use an average value for the excitation energy instead of attempting
to solve exactly. The reason is that the second method of treating
the particle energies treats a larger portion of the energy denomi-
nators exactly; because of this, (3.13) and (B.l4) are used as the
definitions of the particle energies in the K-matrix calculations of
Brueckner et. al. The average single particle excitation energy is
usually taken to be
6E=^'-oj.'eeA^^ _^ (B.15)
m j PF p=0
y/
With the hole self-energy insert, such as 4(e) and k(f)
of Fig. 1, the situation is not the same. For either diagram
alone, 6E should again be the interaction energy of the original
lines, but when we take the two diagrams indicated together, we have
(Iol only at the propogators):

.e. +e „-e -e e .n-s, +2e „-e -e -s -5 e, -i-e ,-e -ek X m n j it imnrskim n




+e„-e -e ) e .+e. -e -ek i m n j k r :
(B.16)
This is just the result we would obtain evaluating the insert "on
the energy shell" (i.e., with 6E = ). This proof that hole
energies should "be computed on the energy shell has "been extended to
all orders of perturbation theory by Bethe , Brandow and Petschek.
Incidentally
,
the reason for including only the diagrams of
Fig. Ik- in the definition of the single particle energy should now be
clear: their inclusion can be effected in a simple and natural way.
One reason these terms are so easily included is because the only
multiple scattering appearing in them is particle -particle scat-
tering.
The "rearrangement energy" diagrams of Fig. 2, which cor-
respond to the derivative terms in (2.3^-), have not been summed by
the propogators defined above. They can be included, however, if
the single particle energy (B-9) includes a derivative term such as
the "rearrangement' term in (2.3^-):
w ' = e + 2 K. / . xii. + E n.n. 7— K.. , ., s . (B.17a)
P P j JP;(JP) J jk J ™% Jk;(jk)
21
As pointed out by Brueckner and Goldman, the last term can be
evaluated (in principle) during the numerical solution of the K-
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matrix; equations "by making a definite shift in the population of the
Fermi gas near the desired momentum and so determining 6K/6n from
the finite shift in the K-matrix. The additional computation
effort required would be considerable, however. The derivative term
above corresponds to altering the definition of the "self-en :
inserts of Fig. 14 to include the second order Paul i-principle vio-
lating inserts on the particle lines and the "non-violating" hole
inserts. The latter insertions would have to be computed "off-
energy-shell" and the former "on-energy-shell" (following arguments
identical to those of the previous paragraphs). To see how the ter
in Fig. 2 are picked up by using (B.lTa), expand the derivative term:
, (i-n )(l-n )
o _ m n
K., ., = -^— 2 K
6n ^'^ 6n ran ^ Jk tu .W ' -^ ' -^ '
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m n J v '
The first term on the right yields Fig. 2(a) (for |p| ^ p ) and
Fig. 2(b) (for |pj > p ). This term would be obtained by a first
order numerical evaluation of the derivative in (B.17&). The second
m in (B.17b) would be obtained by iterating this procedure, and
lead.:, to terms corresponding to Fig. 2(c). However, there exist
three other diagrams related to Fig. 2(c) in the same manner that
22
4(f) of Fig. 1 is related to 4(e). Brueckner, Gammel and Kubis
have shown that their total contribution to AE is only half of the
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"on-energy- shell" third order insert involved in Fig. 2(c), and the
numerical calculation would have to "be modified accordingly.
Brueckner, Garamel and Kubis '" have also shown that the
rearrangement terms contribute only 1.5 Mev (repulsion) to the inter-
action energy, AE. Therefore, the additional complexity involved in
computing them as indicated above is probably not justified "oy the
slight improvement to be gained for most purposes. The derivative
term in (B.lTa) was not included in any of the calculations discussed
in this dissertation.
One final feature of the K-matrix formulation must be men-
tioned. The single particle energies defined by (B.17a) are not
identical to the true single particle energies defined by (2.3^-)
because the former are calculated "off-energy- shell" in the two
cases in which a singular denominator would be involved. This is the
proper procedure for the K-matrix calculations because all the energ-
ies involved in the energy expansion are real (barring pairing lead-
ing to superfluidity). Therefore, the single particle energies
appropriate to K-matrix calculations are not the true energies (which
have imaginary terms if away from the Fermi surface because of finite
lifetime effects), and the K-matrix energies will not, therefore,
o ^„
satisfy the Bethe-Hugenholtz-Van Hove theorem that E. =
-(p„).Av r
To check this theorem, it is therefore necessary to compute the
single particle energies separately, and "on-energy-shell. " This
distinction between the K-matrix and the actual single particle
energies must be borne in mind in the discussions of the nuclear
matter and the finite nucleus calculations.

22^r
The final set of equations for the Brueckner approximation
is given in Chapter II, (2.1l) et . se
q
.
A more direct derivation of the K-matrix approximation is
possible with the alternate linked -cluster expansion described in
Appendix A in which the unperturbed Hamiltonian is the sum of the
kinetic energy operator plus an effective single particle potential,
V , and the interaction Hamiltonian is a difference of v and V
interactions (A. 77). The energy denominators in the BG expansion
are then (E - H ) , where E is now the sum of the kinetic energyv
o o o
and the effective potential. The set of graphs one obtains must then
include all possible
.
V interactions as well as v interactions,
and V is chosen so that its graphs cancel as many v graphs as
possible. Choosing V = 2 v , s
r;m n rn; (mn;
2
approximation as we have mentioned earlier. Choosing V to be the
"self-consistent" energy (2.13) or (2.17) as appropriate leads to
Brueckner' s K-matrix approximation.
B. BRUECKNER-GAMMEL APPROXIMATION
1. Reduction of the K-Matrix Equation
As pointed out in Chapter III, the nucleon-nucleon poten-
tial which is best justified on theoretical grounds is a Yukawa
potential (with spin orbit and tensor components) with a repulsive
core whose potential is very large (effectively infinite). This
singular potential renders usual perturbation theory worthless (be-
cause the matrix elements of the potential are singular) and compli-
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cates the problem in terms of the reaction matrix:. In order to
treat the core, it is best to transform the problem from momentum
space to configuration space. As we shall see, one consequence of
the added complications is that we will be unable to obtain the off-
diagonal elements of the K-matrix. However, because the energy is
defined in terms of the diagonal elements, this will not be too
serious a defect. Its principal effect is to prevent exact calcu-
lations of higher order corrections.
The details of the reduction of the K-matrix equation are
o
lucidly discussed by Brueckner and Gammel (BG). We shall therefore
present only the essential details.
2. Transformation to Coordinate Space
The reduction to coordinate space is done with plane wave










where P is the total momentum. The relative momentum is defined as
£ = ifev " ? ) • (B- 1?)
Since the v : s conserve total momentum, the K's do also, and the
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. (2) = e + Z K(P,2,6E=A)
1
,n. ; k = iCp-P.) (B.23)n ^ '
P± = s£ ±k" , (B.24)
and the exclusion principle is enforced "by the step function
f(P,k") =1 if P
+
> PF
and P_ > pF
= otherwise. (B.25)
For the calculation of particle energies,, 2 is merely a parameter,
and is needed only for the range 2u rt to Z&
Pk=0 pk=pF
¥e now introduce a wave matrix Q through the defining
equation
K = VQ . (B.26)
In matrix notation
K = v + v -2- K , (B.27)
E-H
and therefore
Q = 1 + -§- vn . (B.28)
E-H
From (B.28) one obtains with a little manipulation the equation for






^(r) = (r;Q|k) = (r|k) + (r| ^L VDJk)
= cR-(r) + Sw jdr<J'dr"(r|k")(k"| =i= |0(k"|r") (3.29)
(r"|v|r') -y' . (r')
r } is.
However, v is a local potential and Q/(E-H) is diagonal in momen-
tum space, so that (B.29) reduces to
v P;k (r)
= cpk (r) + Jdr'G^ k (r,r')v(r') Vp
^
k (r') , (B.30;
where the Green's function is defined "by
cp „(r)cp ,(r')f(P;k")






(k'|K|k) = Jdrfdr' 2 (k'|r
' ) (r * |v|r ' )(r ' |k" )(k" jr)(r |Q|k)
k"
= fdrca,,(r) v(r) y,.(r) . (B.32)
3. Partial Wave Expansion
The next step in the reduction of the K-matrix equations
is the partial wave expansion. The employment of this technique is
an approximation since the partial wave expansion is rigorously cor-
rect only when the energy denominators in e.g. (B.31) and the Pauli
principle (B.25) do not depend on the angle "between P and k" .
This is the case for two-body scattering, where f(P,k") = 1 and
(2) = P
,
/2M , but it is not true in the many-body case for
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P / . One then has two choices; (l) assume P = and proceed
rigorously from ther^e,, with that as the only additional approximation
or, (2) treat the angular dependence of the total momentum in some
average fashion. The dependence of the results on the total momen-
3
turn has been found to "be small/ and either approximation will intro-
duce errors which are expected to be smaller than other uncertainties
of the method (e.g., "che higher order diagrams in the 3G expansion
which are neglected). The second procedure is expected to be the
better approximation,, and it is used in the BG and BM calculations.
To decouple the dependence of the Green's function on P and k"
;
we use the angular average of the quantities affected. Thus (B.25)
becomes
f(P,k") = k" 2 + i-P
2
- p/
= l k" - iP > PF













± (l//3)f2 (P,k")Pk" . (B.3^)
The latter substitution removes the angular dependence between P
and k" so that the summation over k" reduces to an integral over
the magnitudes of k" alone.
The partial wave expansion then proceeds exactly as in the
L two-body scattering problem, and has been treated in consider-




tions, cp (r) = exp(ik*r) x (x
"
s are the spin functions), are
expanded in partial waves, j.(kr) . In the presence of the tensor
force, the orbital angular momentum I is not a constant of the
motion, hut J
,
the total angular momentum, is. The expansion is
recast (via Clehsch-Gordon coefficients) in terms of the total angu-
lar momentum, J , and the spin, s , and involves j.(kr) for




. A similar expansion for the coordinate space wave function
ty also involves the coupled states noted above. The two solutions
which are generated from the orthogonal unperturbed solutions are




Js Jmjs Js JmjS
JJ-1 J-l J-l, J-l J-l J-l, J+l J+l ;
and (B.35)
„ Jm T s TT Js,_, Jm Ts , TT Js_, Jm-sF l)_*U F J+TJ F ddJ+l J+l J+l, J-l J-l J+l, J+l J+l
The angular momentum expansion of the Green's function is





2dk" j.(kr) j,(k"r') f(P,k")











and have done the integration over angles of k" . Substituting the
appropriate partial wave expansions and the Green's function expan-
sion into (B.30) for v p i,( r ) > anci then integrating over angles of
r and doing those summations which can be done immediately leads to
To














U^„Js (P,k,r') . (B.37)
Jq
The V, „ ' are defined in Chapter III, (3-17) . For s = , only
I = Z 1 = I" = J is possible, and (B.37) has a very simple appearance,
For s = 1 , the only allowed values of the orbital quantum numbers
are J or J ± 1 ; the latter possibility leads to pairs of
coupled equations for the U(r) for I ^ 3 •
h. Treatment of the Hard Core
Because the procedure for handling the core, where V(r')
is infinitely repulsive, is similar for all I , we suppressed the
indices to obtain
CO
U(r) = UQ (r) + kri [ G(r,r ' )v(r ' )U(r ' )r
,2dr ' . (B.38)
We separate the integral into two parts, to rQ (the radius of
the hard core potential) and r to infinity. The latter integra-
tion causes no trouble. The first integral presents a problem be-
cause U(r'^r) = and therefore V(r , )U(r') is indeterminate
within the core. In analogy with the treatment for the usual

^3±
scattering problem, we make the replacement
V(r')U(r') = X c(r'-r) r'<r (B-39)
where X is chosen to make U(r') vanish at the core. This substi-
tution is exact for two-body scattering, but leads to a 1 error
for the many-body problem (because it cannot be shown that the equa-
tion for U(r) which we are about to derive vanishes inside the
core). Bethe and Goldstone ' and Brueckner and Gammel have shown
this error to be negligible for hole energies (less than 01c/o of ohe
K-matrix). The error in particle energies is discussed further in
Chapter IV. Putting (B.39) into (B.38), we find
CO
U(r) - U (r) + 4nr 2G(r,r )X + kn J G(r,r ' )V(r ' )u(r ' )r
,2dr ' . (E.40)
r
c
The condition U(r ) = then fixes X . We set r=r in (B.40)
and solve for X . Substituting this solution back into (B.40)
yields






























Js (P,k,r) . 4^r)iu , * 4n j 4; k (r, i-)V,,..,
Js (r0u,,„Js (P ) l^)
r












)/G^ k (rc ,rc ) (B.kk)
5- Determination of the K-Matrix Elements
We find the diagonal elements of the K-matrix ~~oy substitut-
ing our partial wave expansions into (B.32). We can perform the sum-
mation over projections of the spins explicitly, and after some
algebra of Clebsch-Gordon coefficients and a treatment of the core
similar to the treatment for the wave functions, we obtain
J+1 f-J,
2
(krJ ,» 2 9 J+1
(k K k) =2 Z C T „ -[-rr — + hn i r drsf . (r) 2
The first term on the right is the (repulsive) core contribution (G
is negative at the core). Note that the sum over m has been per-
formed and yields the same factor (one) for both singlet and triplet
states. The coefficient C T is the statistical weight of theJis
state and s is the spin. In infinite nuclear matter we assume that
the number of neutrons and protons are equal and that the Fermi
momenta for neutrons and protons are equal. Further, we assume "Che
nuclear potential to be charge -independent; K is therefore inde-
.;. of T , the z-component of isotonic spin. Thus, for
z
'
:, the energy of a proton with entum must be equal

to the energy of a neutron with the same momentum. Finally, the only
dependence of the K's on m was through certain Clebsch-Gordon
coefficients, so the sum of m from -1 to 1 (for the triplet
state) could be done. The product of spin, isotopic spin and space
exchange is -1 (Pauli principle), so the exchange term contributes
a factor or 2 for like particles depending on the state. To
assist us in assigning the proper statistical weights, we classify








Singlet Even Triplet N-P, N-N, P-P 3
<—
(2J + 1)
Triplet Even Singlet N-P 1
2
(2J + 1)
Singlet Odd Singlet N-P 1
2
(2J + 1)





Table IX. Possible states of 2 nucleons and their contributions
to the statistical weights.
Contributing to the statistical weights noted above, there is a factor
two for two particles per momentum state and the usual (2J + l)
factor. To assign the proper weight, we need only look at the contri-
butions for a given particle, say a proton:




+ i x 2 x 2

<X . ) + i x 2 : (K ) -r (K . )triplet , h- smc^ex. singlet j
j j -proton
~ neu-
odd L even odd tron
+ \ X 2.(Ktri-olet) + ^trlpletl
+




The factors are: r- (for the number of spin states ), 2 (number of
particles per momentum state), and 2 (exchange, for proton only).
The sum over m was performed in (B.46) and yielded one for singlet
and triplet states. Therefore, the "average" value of the sum over
the triplet states was l/3> which multiplied by the triplet state
probability, 3/V just gives the factor r- which is indicated
above. The C_„ are thus
JJls
c T , = i car + 1) :
ins^"eL
en or
JXs 2 triplet -odd
1 /„_ ., \ singlet-oda or
= 77 (2J + 1) , . °. ,2 triplet -even
(B.48)
The C in Eq. (2.7) of BM differ from the above by a factor of
J iis
3/2: this factor has been included in the numerical factors in
Eq. (2.8) of that paper.
6. Single Particle Energies






V(p) =EK n (B.50)
q p,q;p,q q.
'
K being commuted on-energy shell (6E = 0) for |p|^ p_, and
off-energy shell (6E = A) for |p|> p • The average binding energy
per particle, E
,
is then given by
r-^F 2, r -p 1 , s-,













The factor — is simply a consequence of the fact that V(p) is the
potential between pairs' of parti cles, and the integral sums over
pairs twice.
7- Computational Procedure
3The Brueckner-Gammel computation solved these equations by
iteration for S, P and D states as follows:
1) A table of to (p < p ) and u> (Z)(p' > p ) was.
P P *•
formed, with the initial guess of uj and uo ,(Z) just the kinetic
p p
2 2
energies p /2M and p' /2M. Five p values were selected
(0.1(0.2)0.9 P-n) and a three by five matrix of p' and 2 valuesF
(p' = 1.1(0.5)2.1 p^ and 2 varying between cu and 2ou ).
For p' ^2.6 x> , ou (Z) was always approximated by the kinetic
^F p
energy alone, p' /2M, an approximation which was checked and found




2) The Green's functions (B.36) and (B.k-5) were computed
by numerical integration to a very large value and an approximate
, analytical correction was used for the remainder of the integral.
The Green's functions were required for every entry in the energy
table, for every value of r and r' used in the numerical solu-
tions, and for every magnitude and angle of q in (B.50) with
respect to p (five each).
3) The wave functions (B.^3) were computed by replacing
the integral equations by sets of simultaneous linear equations and
solving them by matrix inversion.
k) The K-matrix equation (B.46) was then integrated
numerically.
5) Finally, the single particle energies (B.^9) and the
mean energy (B.50) were computed, and the energy table was updated
for the next major iteration.
The next iteration began with step 2 above, and continued
until the new energies agreed sufficiently well with the old ones.
Five iterations, starting with the kinetic energies as a first guess,
sufficed to make the new energy table agree with the old one to one
part in 10 . It must be emphasized that the most difficult part of
the computation, and the most time consuming, was the computation of
the many Green ' s functions
.
We have discussed the above computational details to empha-
size the magnitude of the computational problem for the very accurate
solution of Brueckner's equations. The results of the computation














where AE(n, s) is the Brueckner-Goldstone linked- cluster expansion
for the interaction energy of a system of interacting Ferrnions in
their ground state. AE(o,w) has the same functional for...
J3G
E(n, e) with the true densities (given by (2.23) instead of the
Ferrni step functions, n, and the energy variables w in place of
the free kinetic energies, e . In this Appendix we prove that
w. = e. - Ae. + 0(v") (C.2)
k k k
where Ae, is given by (2.31) and the correction by the last terra ofk
(2.75)- Further, we shall prove that
AE(p,e) no self-energy = AE(n, e)- + 0(v ) . (C-3)
terms
2 k
We shall actually show that the errors are 0(t ) and 0(t )
respectively, where t is the t-rnatrix defined by (B.l).
Now let us look at the correction term in (2.75)- We will






1 - 6 Pi ,(a') A<
w = e -As
-An d\ 'I — (C.U)
o ^ 6A3(p(;-,'),wQ- ') An,
6w, U') Kk
we need
, ^ d.p,(X) c dw (x) ,
6AE(p(\),v(\))
1°]^" 6AE(p(Q,v(x)) ~ ^V^
6w.(\)
J
from (2.73); (2.75) and (2.22). Thus, if we expand the integrand in





- A^ - An, X, 7
—
—r-r L • • • 2 An. ••"An. tt
k k k "k



















Thus, the £ = 1 term in the above correction terra is
-, s .^ is,An^I An. 'J iJ- ,_* (c.6)
* 2 j J 6n An. 6. y A^
-, c An, AS,. R
- 2 ^An. -— As, -=— An. -
d l j 6n. k A 6n . k
J An,, j
c As .As. j
- As.
-rf- As, + —i-i -£- An, ' . (C-9)
J 6s . k . 6s . k j
J Ank j
To evaluate (C.9)> we need the following expressions
As. = -r— AE(n,e) = E t. . , x n, + ... (C.1Ck 6il J ^ ki;(kij i v
(1-n )(l-n )
t. . . = 2 t . . ^ 2__. t
1 (6 +6 -6 1 -6, ) (c.ll6s ijjkjfc mn mn;ij , s2 mn;kj£ mq nq kq iqq ^ ek V m~V
(which is obtained, from (CIO) ay expanding the t-matrices and doing
the differentiation), and
n fl-n )(l-n )
An = -n St , pr t
q imi mn;qe , + , _ £ _ £ f mn;(qi)
q 1 ra n
ii
-^vu yf^i fWo*--- (c - i2)v k £ q n y
With the above equations, we can easily verify that all but the last
. of (C-9) are of order t and that the last term is 0(t ),

proving (C.2).
In order to demonstrate (C.j), we note that t.





2 kyU;(m Vi +
+ hole -hole term and ,
3-body cluster of 0(t J )+0(t') . (C.13)
Since the zero order p is n. (see (2.23) ) } the third order terms
included in (C.13) are the same as the corresponding terms in
AE(n,e)_ . The third order self-energy term must therefore he shown
to come from the first term on the right in (C.13) if the equation is




r S t, „ / n v n. n „ + — S z, „ , . , n n An „ + 7- 2 t. „ / . „ > An. n , + ( t )2 la :a;(U) k I 2 kjl kX;(k,£) k 4 2^ U;(k£j k i v ;
-, n
.. (l-n )(l-n )
-St n n -St -: i m /v n y





x i S(t ., / .. x + t . n 1 . x - t . /.\-t. / . v )n. \ . (C.l4)
L
-^ Jk;(jk) jJJ;(ji) jm;(jm) jnj(jn) / jJ
J
A re- - nt of terms and a change of summation indices was
required "uo obtain the last term. Vie have again used the fact that
pi: ^ to n in lowest order. The last term above is justk
-order self-energy term in (CT) ; so that AE(p,s) without

self-energy terms is indeed equal to E(n, s)-- through third Drder,
-DLt
proving (C.3). There is a .-ence in fourth order which wou
lead to an error in the rrean energy of nuclear matter estimated to
of the order of 2 MeV.

APPENDIX D
COMPARISON OF PUFF EQUATIONS AND BG ]
In this appendix the second order difference betw
Puff equations and the SG >n are evaluated in the 1
cd, = e, . Using (6.46), this difference may be written (in the above
limit ) as
# 2 -k -1 1 3 Ot. -e -e, m nP lo ^7ud °'1 ki -: PF
all mn
ki;mn v
Ti+e, +e . -e -e
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The Yamaguchi S-state separable potential (see Appendix E) has been




















integrals over angles can be done immediately. Choosing p as
the polar axis (and then doing the integral over angles of p ) leaas
to








where "b = p_, + — p . The integral over the angles of P gave 4~
The p' integration is just










The density, p , is given by (D.2) and is just 4(4tt/3)p-, • There-
fore,, the integral to be evaluated is
12rr\
2
rP-o 2/ x 2 p2(pF-p) 2 ,
- 2 C ±£2L- J F <T(p p cLp j J P clPJ p,P)








P^dP cos a J(p,P) (D.6)
2(pp-p)
where C^ is the appropriate statistical factor (3/2 for singlet and
triplet states) and where cos a is given by
2 2 12




















2 (v)(J^' 2 ) _ 6^
n - o an J 2 2 ~ ~ ~ m -, •11 2Mp ol1 T] + p - p* p^ o
D rTO 4-
" ° 2(pT,-p
2, . 2 - f» 2 (pT?-p) 2 • Pw ~P 2
C (p)p dp
,
* PdP+ • * P dP cos &
2 2 2
^ lira a r. p'^clp'(a -p' ) n
2
-„,
2 V Q 2 ,2^ yv^- ° 6T|
-o cn+p -p« )(p +p^)'
We do the p' integration, keeping only the principal part





o (eV 2 ) 2(WV 2 )
(D.8)
2 .2v ,2
lirn o_ ^_ 4tt p
(a -p ' )p ' dip' , v
"n-oan







This integral is easily evaluated by contour integration. Closing
above, we obtain for the principal value
2^2
lim 3 ct (a +3^)32n
" 2 2 2, 2 2, h
a p -33 (a -p )-8
71 -° °W 3(pV^) 3(3V) 3L
(D.10)
The remaining integrals in (D.8) are the same as those in (D.7).
Thus, the integrands can be combined to yield the following kernel:
2
>P) = p o o aV - 332 (a2 -p2 ) -3 4 : + J(p,P) (D.ll)
3(3V) 3 L
J(p;P) i s given by (E.l$))- The last two integrals were





P™ ° (3 +P ) °
2ypF -P
+ J P dP cos a F(p,P) . (D.12)
2(pF-p)
The res-alt was -59 MeV for p = lA8 P" . The value of the
second Born approximation (the negative of the integral over j(p,p)
alone) was -8 MeV. However, it must be expected that the inclusion
of higher order corrections (in particular, of the self-consistent
denominators) will considerably reduce the above difference, and
therefore this value is not quantitatively meaningful so far as the
error-analysis of the Puff approximation is concerned. It does indi-




EVALUATION OF MOMENTUM DENSITY WITH SEPARABLE POTENTIAL
In this appendix we evaluate the momentum density
n (1-n )(l-r; )
= 1 St "' m tP q iTm qi;mn , +£ _ g _ £ } 2 °rnn;(qi) -;- ... k







x + . . . k > p_
U k V q~V
to second order in the t-matrix defined in Appendix B (B.l). We use
75the Yarnaguchi two -"body separable potential
(P'|v|p) = { ~ X/f = - (^C(p)C(p') (E.2)OV)OV 2 ) M
acting in singlet and triplet S-states only, with the following val-
ues of the parameters:
X Q
= 14.95 »3 XT = 33.45 a
3
,3 S
= 5-4 a 3T
= 6.26 a (E.3)
a - O.2316 F
The above parameters were chosen to fit the appropriate equations in
which sums are directly converted into integrals without the usual
-3






Although (S.l) cannot be Ived f
because of the extreme difficulty of
elements of the t -matrix, it is not very difficult oo solve with a
separable potential. The integral equation to be solved uo obtain
the off-diagonal t -matrix elements '. . :





It is easily shown that the integration over the angles of p" leads
to
PdQ „ = ^n p" > p + - P






= 4rr -— = 4:r cos a otherwise .
p"P
To solve for the t-matrix, we assume
(p'jt|p) = A(p'|v|p) . (E.6)
m (E.4)
A = 1 + (-X)A '
^
( g" )d^"







J(p)= i^sgif . ( .
p -p
p \>vv
The solution of (E.7) is
A = ±— (E.9)
l-XJ(p )
so that
U/M)C(;o')C(p)(p't P)= -ww ^v ; (E>10)
l-XJ(p.
Explicitly, we must evaluate
J(P) = J(P,P) - «m|^_ cos g ^tp")






Pt?" o P P" -P
P"
2
+ | P2 - Pp
cos a = —
p"P (E.12)
In the second integral, we note that p" is never less than p in
.• calculations (this can be verified from our final equations
fact that we will extrapolate to the densities at momenta of
). This being the case, the integrals involved are
'd integrals, and we obtain
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r^( P "2 -a
2
)p"dp'
P _2 J„ , „2 2W „2
dp a (p" -p )(P -P" )
(E.16)
In our computations, p is always less than or equal to a so that
none of the integrals are singular (for p = a, the above integral
vanishes). Therefore, we may separate the above integral into two
integrals. For the first we have
P
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2.2 + 2^2 2jjo ! *7r ^n
3 +a p -a
2^
2 2 2 2
1 i~ 2„ p +b 2„ b -p
"2













2^2 2 A8 +b 3 (b -a J
- Xn ^~—- +
2 2 ,'2 ,2, ,2 2s
3 -ha (3 +b ,(3 +a )
(3.17)
and. for the second
}fL _2_ J ~a f
























„, Q 2 2s 1 2 2 L 2 2
^n
"g-2 J ~ 2 ,2w-._ 27~J ' (E.l8)




Collecting terms (E.13), (E.1T) and (E.l8), we have







"P ' V/n 2—2 j£n 2 2>
(3 +p ) - 3 +a a -p
(3
2
^)(b2 -aa ) ,^ (I . fcn -l |)
3+1) J ^3 ^ P
•u / n 2 2^ -










2 2 2 2
-
P 'P f
n fan"1 ^ - £ *n £±P- + a ~P*
— Vo - ^ — ; -r — jcn 7——
4-TT
,2 2^2 L ^2 — 3' 2 ~" b-p
(p +p J S3 oP
2 2 2 2
Xn 2_±_ _ Xn ^__P„ ,
;
. ( E .i9)
3 +a a -p





- bP = (E.2C)
from the definitions of b and a ((E.lA) and (E.15)).
Let us now look at the equation for p = p(k ) for
p(k ) = 1 - 2 C f d3k„ d3k d3k t*






(e + «,-« -« )
2
•"
m;<W (E ' 21)
v q X m n'
C is the statistical factor (equal to 3/2 for both singlet and
s
triplet states by the same arguments which led to (B.4S) and the sum

25
is over the singlet and triplet states. We transform to center of
mass and relative coordinates defined oy




2p = k - k








Pd3k d3k d3k = "d3p ' d3k (E.24)




where we have used conservation of total momentum to remove one
integral.
The integral over k can be converted into an integral
z
over p and P by the following transformation (see Fig. lo)
2 2
k dk sin 8 d 9 dcp-p dp sin y d y d x • (S.25)
Now
2
k + p^ - 2pk cos y = T" (E.2o)
so that, for fixed jp| and k , we have


Fig. l6." Diagram illustrating the transformation (E.25)
Fig. 17. Diagram used to obtain integration limits in
Eq. (E.28).
Fig. 18. Diagram used to obtain integration limits in
Eq. (E.30): (a) P < pF - kq








2pk sin Y d y - — • (E.27)
.Thus
p dp sm y d Y a X = ^^ • (3.2o)
4k
Returning to (E.24) and doing the dX integration, we have
f d3k d3k d3k = ^— P d3p' fpdp PpdP . (2-29)
q
I k I < p^ I p '±p j > p_, Ik -2p I < p^
Ik L I k |> p_
Let us now look at the various limits of integration. From Fig. IT
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2
2
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° k - 7T p_ - kk -2p < p^ q. 2 F q .
q.
r| A F
1 ,. ,2 1 „2vl/2
- (k^ + k - - P ) '





We can now do the p' integration explicitly. From (E.19), (-•


















where cos a is defined by (E.5) and
2 ^









+ 4n f cVvV ;_ _ ,J / ,2 2, j
D Cp -p )
The term in brackets is just J(p,P), (E.ll). Using (E.19), we
obtain
„/ _ A _/ _n ; 2F(p,P) kr\ 1 ,tt , -1 bn(p,p) = G( P; P) - )fh^ + ,P - — {- - tan - +
L (3V) (32+P2 )2t- 23 2 P




%> *n b-p " 2P V" n 2 2 " ^n 2 2 y .7.2 '2x1
p +a a -p 2P(b -p )
1
,
b+P 1 r' 3 „ -p "n 1 ,_ 2 2 „ x "
^
X ^ " (^ ^ - - X "2—2 >» "—2~2, (b "a "2o^J /
= G(p,P) \-J~To [23 < tan 3 " 2 } + ^in b^f + 2P
(3 +p )
.
^n b2-^ ,n ^"^ " ) 2F (P^ P )
a -p 3 +a (3 +p )
We have again used (E.20). Thus we have the following equation for

the momentum density below the Fermi sea:
p
. P (k ) = i-z--i 1 r
F<ipdPj (l 2 Pdp h(p ,p) +
s q ^° |k
-||
1 q 2'
PdP J pip H(p,P) . (E.36)
F q k - —
The lower limits on the p integrals have been changed to absolute
values because the integrand is even in p and thus the integral
from (k - — P) to Ik - — pl vanishes.v q 2 ' ' q 2 '
For k > p , we have from ( S . 1)
p(k ) = 2 C M
2
[ d\ d3k d3k ItHV q ; „ s J k 1 n ' qnj
l


















|p* ±2 P I >PF
|P ± I PNp
With the aid of figures similar to Figures 17 and l8 ; we can see that
the integration limits should be as follows
:
.
k -p_ k + i P . 2pF
P (k ) = s c 2- 1 (
r
q
" pdP ; ^ 2 pldpI + j pdp
4 "o kq --P -PF
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2s2 y J • ^°o;
(P -P )
Again we can do the p ' integrations . Defining
e_ = k - i P
1 q. 2
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we obtain from the first p ' integral
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The second p' integral is the same as the first except that e. is
replaced by
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Therefore, we may write (for k > k_,)
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where H (p,P) is the same function as H (p ; P) with e r in place
of e and
2 2 12
P-n - P - - P
cos a' = — ! . (EA3)
The remaining integrals were evaluated numerically on the
CDC-l6o4 computer at the University of California at San Diego with a
standard integral routine which performed each integral by progres-
sively doubling the number of points taken until agreement between
next-to-last and last values of the integral were within prescribed
limits (± 0.01$ for the inner integral and ± . 1$ for the outer
integral (i.e., the density itself)).

One problem doe., iccur in
function G(p,P), which Li 'actor in the kernel;
pole corning from the deuteron bound state). The prj
integral is easily taken, however; because the Larity . -Eli-
gible effect on the overall result and the kernel can be r
with a constant in the region of the larity with neg_
error, the constant being varied until the value of the integral
changes negligibly with further variation. The resulting particle
density is indicated in Chapter VII, Fig. 10.

APPENDIX F
BASIS FUNCTIONS AND RADIAL WAVE FUNCTIONS
Fig. 19. Basis functions s.(kr), Eq. (^.8):
a) k = 0.1 pF ;
b) k = 0.5 PF }
c) k = 0.9 pf ;
d) k = 1.8 pF
.






k = 0.1 pF :
a) I = ; b) I = 1 ; c) jfc = 2 ;
k = 0.5 PF :
d) i = ; e) 1=1; f) i = 2 ;
k = 0.9 PF : g) I
= ; h) 4 = 1 ; i) Z = 2 ;
k = 1.8 pF : J)
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Nuclear Matter Calculations and Phenomenological Potentials
K. A. Brueckner
and
K. S. Masterson, Jr.
(Physical Review, 128, 2267 (1962))

ABSTRACT
The properties of nuclear matter predicted for several
different phenomenological potentials by the reaction matrix
theory of Brueckner have been calculated. The calculations
have shown that potentials which give supposedly equally
good fit to scattering data do not necessarily lead to iden-
tical nuclear properties. Other approximation methods have
been studied to determine their accuracy, with particular
emphasis on the iterated Born approximation, and on comparison
with the Moszkowski-Scott separation method and with the ap-
proximations of Mohling and of Puff.
I. INTRODUCTION
In a series of previous papers, methods have been developed for the
determination of the properties of nuclear matter. This theory has been
applied by Brueckner and Gammel (hereafter referred to as BG) to extended
2
nuclear matter using both Gammel-Christian-Thaler potentials and one of
3 h
the sets of Gammel-Thaler potentials. The latter were modified slightly
to give correctly the low energy scattering parameters and deuteron prop-
erties. Accurate numerical solutions of the equations of the theory gave
a mean binding energy of -15-2 Mev and equilibrium spacing of 1.02 fermi
for the modified Gammel-Thaler potentials, in good agreement with semi-
empirical values for the binding energy ranging from -I5.83 Mev reported

by Green to
-1~J .Ok Mev obtained by Cameron, and with the equilibrium
spacing, rQ = ( 1.07 — 0.02) deduced from high-energy electron-nucleus
scattering.
A detailed discussion of the K-matrix theory and the method of
applying it to extended nuclear matter is contained in BG. Consequently,
we shall indicate here only the basic equations, and in the next section
introduce our additional approximations.















' k I m n
Pra > PF
Pn > PF
In this equation E and E are self -consistent energies for particles
moving in the Fermi gas and E and E are energies appropriate too o m n
virtual excitations above the Fermi surface. The single particle potential
is determined from the diagonal elements of the K-matrix by the relation
y(p.) = E (K. . . . - K. . ..) (1-2)




-V } ^ L ir + ^ v) J •av = "3~ J y ^i aT T ' (1-3)
PF

by Green to -17-04 Mev obtained by Cameron, and with the equilibrium
spacing, r = (1.07—0.02) deduced from high-energy electron-nucleus
scattering.
A detailed discussion of the K-matrix theory and the method of
applying it to extended nuclear matter is contained in BG. Consequently,
we shall indicate here only the basic equations, and in the next section
introduce our additional approximations.
In BG, the K-matrix from which the energy is computed is defined
by the equation




p^g* mn,kje . (1-1)






In this equation E, and E are self -consistent energies for particles
moving in the Fermi gas and E and E are energies appropriate too o m n
virtual excitations above the Fermi surface. The single particle potential
is determined from the diagonal elements of the K-matrix by the relation
V(p.) = S (K. . . . - K. . ..) (1-2)




*av = -V J p'dp L lr + ' v(p) J= —T~ 1JUP ~ T 2"^' • (1-3)
PF

The normal density is assumed to be determined from the minimum of E
av
as a function of density.
In the present paper we use an approximation of the Brueckner
formalism which is simpler than that used in BG
1) to investigate the properties of nuclear matter predicted by
the theory for various phenomenological potentials (six Gammel-Thaler
7 ft
potentials and the Breit potential );
2) to check the rapidity of convergence of successive Born approxi-
mations;
3) to obtain a comparison with the results of the separation method
9 10
of Moszkowski and Scott; and,
k) to check the accuracy of the approximation described by Bell
12
as the central element in the nuclear matter theories of Mohling and of
13
Puff and Martin. J
II. SOLUTION OF THE K-MATRTX EQUATIONS
In the investigations reported in this paper, we used the proce-
dure of BG with one further approximation: we have assumed that the dif-
ference of energies in the denominator of Eq. (l-l) is independent of the
















with p and p the relative momenta. This approximation is accuratek£ mn
if E, has a quadratic dependence on p or if the relative momentiim isk K

large compared with the total momentum. Consistent with the accuracy of
this approximation, we replace the total momentum, which enters in the
treatment of the exclusion principle, by its average value compatible
with a given value of relative momentum, k . This is easily shown to be
(4) -Kfr-t:) '*. $ , *<*F . <«>f ~7T7Tk Y
(1 +^
For k > p,_, , we have set P = . These simplifications reduce cons id
-
— F av
erably the problem of solving the BG equations and are not thought to
introduce appreciable errors into the results, particularly since we are
primarily interested in comparisons among various potentials and approxi-
mation methods.
We quote here the principal equations to be solved, as adapted
from BG:
l) Green's functions:








~7 ; ( 2-3)
2 E(k) - E (k")J
for on-energy-shell propagation and with (2[E(k) - E (k")] - A)in the
denominator for off-energy-shell propagation. A is the mean excitation
energy, assumed to be E(p? )
- E(0) . The Pauli step-function, f(P,k")
,
is that given in BG Eq. (3*0 with the total momentum, P , replaced by
P of Eq. (2-2); it excludes from the integrand values of k" not

allowed by the exclusion principle.
2) Plane wave "basis functions and Green's functions as modified
by the hard core potential of radius r :
c
j,(kr ) G,(r,r )
s fkr) - J,(kr) - *:
,
C \ C (2-k)V ' V ' G„(r ,r ) > v '
I c c
G,(r,r ) G (r ,r»)
F^O-Q/r,,.)- '^y • (2 . 5)
As shown in BG, the above definitions result from requiring the wave
functions (next equation) to vanish at the core.
3) Wave functions:








J?(kr ) r Q J+l




where C. is the appropriate statistical weight(s being the spin); and,
JJL
5) Single particle potential:
'
PF"P VP 2 2 , ?
V(p) =
—J k' dk'(k'|K|k')+ % J k' clk'(k'|K|k')(li l k , )
" ° " |PF "P|
-4— (2-8)
for p < p . For p > p , the first integral vanishes.
r r
The above functions are graphed for various values of their para-
meters in Figures 1 through h respectively.
III. COMPUTATIONAL PROCEDURE
The computations were performed on the CDC-l60^ solid-state digital
Ik
computer. The compiler us^d was NELIAC, and initial compilation and de-
bugging was done on a Burroughs 220 at the U. S. Navy Electronics Labora-
tory, San Diego, California. Subsequently the problem was transferred to
the computer at the University of California at San Diego, on which final
debugging and production runs were made.
The computational procedure was straightforward. The Green's func-
tions (Eq. (2-3) and (2-5)) were first computed. The first approximation













CM > all k" . (3-D

The integration was done numerically to an intermediate value of k, k. ,
and the integral from k . to infinity was replaced by an analytical
approximation to the following integral:
-
JL





Here we have assumed that E(k) « E (k" - k.
, ) and E (k" ^ k. , ) =
' int int
k" /2M . On subsequent iterations, for k ^ 2.6p , values of E(k) and
r
E (k") from the previous iteration were used in place of Eq. (4-l) (with





= ^ . (3-3)
Each cycle leading to a new table of E(k) and E (k") is called a major
iteration.
The wave functions were then computed by iteration of Eq. (2-6).
On the first iteration, the s (kr) (Eq. (2-4)) were used as the first
guess. On subsequent major iterations, the wave function from the previous
iteration was used as the first guess. Each wave function iteration took
about one second (for S, P and D waves).
The K-matrix elements (Eq. (2-7)) were computed by numerical integra-
tion from r = r to r = r where r was chosen such that contri-
core max max
butions to the integral from higher terms were negligible (the exponential
behavior of the V
S (r) made this possible).
AJ %J

The potential energies (Eq. (2-8)) were then computed by numerical
integration and the new energy table was formed, with
E(k) =|j + v( P = k) . (3-4)
The binding energy was then computed from Eq. (l-3)> completing the major
iteration. Four minutes were required for a major iteration if the wave
functions were iterated five times.
In the computations, all of the meshes used for the numerical inte-
grations could be varied. In addition, in several cases both Weddle's rule
and Simpson's rule could be employed for the first seven points. Simpson's
rule was found to be adequate in all cases, and was employed in the calcu-
lations reported.
The following meshes (in fermis or inverse -fermis) yielded agreement
of calculated binding energy to within 0.1 Mev of the most accurate results
obtainable with our code:
l) Green's functions (Eq. (2-3)) and wave functions (Eq. (2-6)):
r,r' = 0.4(0.05) 0.7(0.1) 1-5(0.2) 2.3(0.5) h.3 (f) ;





= 0(0.2) 10 (f
_1
) otherwise . (3-5)
The additional precision for G»(r ,r ) was desired because of its
JO c c
importance in the modified Green's functions (Eq. 2-5)) and in the core
term in the K-matrix equation (Eq. (2-7) )•
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2) K-matrix elements (Eq. (2-7)):
r,r f = 0.4(0.05) 0.7(0.1) 1.5(0.2) 2.3(0.5) 8.3 (f) (3-6)
with
VV>Mk)-Ju ,i 1W (3-7)
for the following values of k:
k = 0.1(0.2) 0.9 p_ on- and off-energy shell /., o\
= 1.0(0.4) 1.8 p_ off-energy shell .
r
3) Potential Energies (Eq. (2-8)) and self -consistent total energies:
k' = 0(0.05) 1.8 pF ,
p = 0(0.2) 2.6 p^ . (3"9 )
r
h) Mean binding energy (Eq. 1-3)):
p = 0(0.05) 1.0 pF . (3-10)
The K-matrix and energy tables were interpolated quadrat ically as necessary.
The normal computation procedure was to compute Green's functions,
wave functions and K-matrix elements for each value of k
,
and to do the
energy computations after all the K-matrix elements had been computed.
In order to investigate the rate of convergence of successive Born
approximations and to evaluate the rate of convergence of the wave-function
iteration procedure, the code was designed so that K-matrices could be cal-
culated after each wave function iteration, and from these the binding
energy was computed. Two procedures for integrating the wave functions

11
were employed. In order to obtain the successive Born approximations, two
tables of wave functions were used. The "old" table was used on the right
side of Eq. (2-6) to generate a "new" table (the left side of Eq. (2-6)).
In order to increase the rate of convergence, the two wave-function tables
were replaced for the remainder of the calculations by a single table, and
the integration was performed with the same table used for both sides of
Eq. (2-6). In addition, instead of starting each major iteration with
as the initial value for the right side of Eq. (2-6), as was done for the
Born approximations, we saved the wave functions from the previous major
iteration as the "first guess" in the subsequent major iteration.
The above procedure was used for angular momentum states with
I = 0, 1, and 2. The contribution from higher states has been previously
shown to be negligible.
IV. RESULTS
A. Application to the Gammel-Thaler and Breit Potentials
As a check on the method, we first determined the energy and equi-
librium density of nuclear matter using the Brueckner-Gammel-Thaler (BGT)
potential previously used by BG. The result was a binding energy of -l6.9
Mev at r = 1.00 fermis, compared to the BG values of -15.2 Mev at
r = 1.02 fermis. This difference gives a measure of the error introduced
o
by the approximations of this paper. In figures 1 through h we present

L2
some of the intermediate quantities computed (Green's functions, modified
"basis functions, wave functions, K-matrices, and self-consistent single-





To determine the variation of nuclear properties with various phe-
nomenological potentials, we have calculated energy and equilibrium density
for a set of Gammel-Thaler (GT) potentials and for the Breit potential.
The Gammel-Thaler potentials differ from each other primarily in the central-
tensor force ratio and the magnitude of spin-orbit force in the triplet even
states. They give equally good fit to the binding energy and electric quad-
rupole moment of the deuteron and to the triplet neutron-proton scattering
length, as well as good fits to scattering data up to about 90 Mev. Their
parameters are given in Table I. Except where otherwise noted, the BGT
odd state potentials were used in place of the GT odd state potentials be-
cause of a different core in the latter. This substitution was checked and
was found to introduce negligible error
.
The Breit potential is of the form












The operator [Q,„ - (L*S) ] has the value -L(L + l) for uncoupled states,
(2)
J = L, and is zero otherwise. V is the one-pion exchange potential,
v
(2)
- K Xfl) - ZfS) i { U(l) - £(2) + s12U + | + \)\ V «(1) - ^.W}.•J X
where u is the pion mass, and x = or (in units where c = h = l) .
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is given in terms of the related constant, g_
,
"by
12 2 n 2 ^0W f = go ( a? } ~^2 ' ^-3 )
where M is the nucleon mass. All the other potentials on the right side
of Eq. (k-2) have the form





The values of a are listed in Table II. For singlet even states,
gQ / lk = 0.9^ . It is unity otherwise. All potentials have a hard core
corresponding to x = 0.35 • For singlet-even and triplet-odd states the
neutral pion mass is used, and for singlet-odd and triplet-even states a
weighted mean of charged and neutral picn masses is used in the proportion
of two to one. With m- = 135 Mev and p. = 139-59 Mev , this has the
n n
+
effect of requiring two core radii, 0.5116 fermi for the first and 0.5002
fermi for the second group of states.
Curves of binding energy vs. r for the Gammel-Thaler and the
Breit potentials are given in Fig. 5« The binding energy and equilibrium
spacing for these potentials are given in Table III. We also include in
this table the binding energy for the various potentials at r = 1.00
fermis, including the effect of some modifications to the Breit potential
and (for comparison) to the BGT potential.
These results for the Gammel-Thaler potentials show the considerable

Ik
sensitivity of the binding energy and density to the central -tensor force
admixture of the Gammel-Thaler potentials, the energy varying from -l4.1
to -22.3 Mev and the spacing from 0.90 to 1.08 fermis. The potentials
with stronger central forces give greater binding at higher density. The
results also indicate that the even-spin-orbit force has negligible effect.
The results obtained for the Breit potential show even more sensi-
tivity to the potential form, since the binding energy -8.3 Mev at a spac-
ing of 1.28 fermis is quite far from the empirical value. The considerable
difference between the results of the Gammel-Thaler and Breit potentials
appears to be due to these features of the Breit potential:
a) larger core radius,
b) strong odd-state repulsion,
c) quadratic spin-orbit terms, and
d) weaker even triplet central force.
These changes were introduced to give an improved fit to high energy scat-
tering data and to match the one-meson exchange potential at large separa-
tion. Breit and his co-workers point out, however, that this potential is
not unique, and that several features of the potential were to some extent
arbitrary. It is also probable that the condition of matching the meson
potential should not be literally interpreted for distances inside 2 or 3
fermis. If this condition is altered, a weaker even-state tensor force
could be used, with a corresponding increase in the even triplet central
force. The results of the calculations of the present paper point clearly




B. Convergence of Successive Approximations
Eq. (l-l) for the K-matrix and Eq. (1-2) for the single -particle
potential energy can "be solved by successive approximation. It has "been
suggested that to a good approximation the energy can be obtained from
first and second Born approximations applied to the long-ranged part of
the interaction after the repulsive core has been separated and treated
more exactly.
To study the accuracy of various approximations to Eqs. (l-l) and
(1-2), we have first used the procedure of BG to treat the effects of the
repulsive core, obtaining the equations quoted in Section II. A complete
discussion of this treatment can be found in BG.
In solving these equations, we can determine the effects of two
Js




was first solved by iteration starting from s (kr) as the first approxi-
i
mation, it was easy to evaluate the energy for various iterations of the
wave function. This we term the first, second, etc., Born approximation,
although this term is not strictly correct since we have treated the core
exactly.
The second successive approximation is in the evaluation of the
Green's function, G (r,r')> Eq. (2-3). We have started in our calculations




This we call the first major iteration. In successive major iterations,
we determine v(k) from the previous major iteration for (k|K|k) .
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A typical result for the binding energy as a function of successive
Born approximations for the wave function is given in Table IV. The re-
sults of successive major iterations for the single particle energies is
given in Table V. These results show that the K-matrix must be computed
to at least third order in the interaction and that the self-consistent
energy must be determined from K-matrices which themselves have the single
particle energies accurate to at least first order in the K-matrices.
The importance of using energies which are self-consistent both as
a function of phenomenological potential employed and as a function of
rQ (e.g., of Fermi momentum) is illustrated by the self-consistent poten-
tial curves of Fig. 6(a) (in which we show the V(k) appropriate to several
different phenomenological potentials at p = 1.52 f " (r = 1.00 f)), and
Fig. 6(b) (in which V*(k) is shown for several values of p„). To test the
r
dependence of the calculations on V(k)
,
we calculated at several densities
the binding energy for the BGT potential using the V(k) which was self-
consistent at the energy minimum (r = 1.00 f). The result, shown in
Fig. 7, clearly indicates the importance of the self-consistency requirement;
there is no sign of saturation near normal density- -the minimum is -23.2
Mev. at rQ = 0.79 f .
The slow convergence of the Born approximation sequence for the wave
function is to a considerable extent due to the non-central forces. For
the BGT potential, the binding energy at normal density (k = 1.52 f" )
r
in the absence of the even tensor force is -2.8 Mev compared with -I6.9
Mev for the full potential. This contribution of -l4.1 Mev from the tensor
force is to be compared with -9.0 Mev determined in second Born approxima-
tion by Moszkowski and Scott.
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C. Comparison with the Separation Method of Moszkowski and Scott
Scott and Moszkowski have determined binding energy and density for
the BGT potential and for potential 4305 of Gammel and Thaler (see Table
i), using an approximation procedure based on the similarity of the wave
function due to the core to that for free scattering. This method is
9 10described in detail in their papers, and we only give the results here.
They found at normal density binding energies of -14.2 Mev and
-23.6 Mev respectively for the potentials BGT and GT ^305 (modified to in-
clude the BGT triplet-odd parameters). They included contributions from
all states with i < h . Their results for just S , P , and D waves
were -13*6 and -22.8 Mev respectively. The more accurately determined
values obtained by the methods of this paper are -l6.9 and -21.0 Mev for
the same potentials. In addition, the same calculation fails to obtain
saturation for the modified GT ^-305 potential, in contrast to our minimum,
-22.1 Mev at r = 0.91 f • Their results, and ours, are shown in Fig. 8.
In Table VI we present a breakdown of the contributions to the bind-
ing energy for the BGT potential as computed with our code and as reported
by Scott and Moszkowski. The contributions of the D-states (and prob-
ably of higher states) are given with reasonable accuracy by the Mosz-
kowski-Scott method (within 0.5 Mev). However, the S- and P-state contri-
butions differ from our values by -5-2 and +2.3 Mev respectively. A major
portion of the differences is probably a consequence of neglecting higher
order terms. It should be mentioned that the Moszkowski-Scott method
employs a relative momentum approximation for the energy dependence, as we
have in this paper. Therefore, their results are more properly compared




The failure to obtain saturation for GT ^305 is to a considerable
extent a consequence of using the Brueckner-Garamel self-consistent V(k)
for the BGT potential instead of a properly self-consistent V(k) . As
we have already shown (Fig. 6 and Fig. 7); the dependence of the computed
nuclear properties on the self-consistency of the single-particle poten-
tial, V(k), is very marked.
Kohler and Scott and Moszkowski have reported a "new separation
method" which converges more rapidly than the method used to obtain the
results above. However, the new method gives less binding for the calcu-
lations reported, which would lead to even poorer agreement with our results.
D. Comparison with the Mohling-Puff Approximation
As emphasized by Bell, the central element of the nuclear matter
theories of Mohling and of Puff is a scattering operator defined by Eq. (l)
of reference 11, which differs from Eq. (l-l) as follows:
1) The excited state energies, E. are replaced by p./2M .
2) The exclusion principle is ignored for scattering into intermediate
states.
The energies E. of particles in the Fermi sea are determined as in BG
from Eq. (1-2). This approximation method is clearly a large departure
from the BG method. Bethe has suggested that the Mohling-Puff approxima-
tion may nevertheless be quantitatively accurate, with the corrections
arising from the two changes approximately cancelling.
In order to avoid in our calculations the difficulties of a vanish-
ing denominator in Eq. (l-l) on the first major iteration (in which all
energies are approximated by kinetic energies), the Pauli exclusion
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principle was invoked for this iteration only. Because the initial con-
vergence of successive major iterations was very poor (ten iterations for
convergence to within ^ 0.2 Mev), we averaged the single -particle poten-
tials between iterations, and obtained the sequence indicated in Table V.
The results of this method are given in Fig. 9« The variation of
energy with density is appreciably different for the two methods, with
the Mohling-Puff approximation equilibrium values being -18.6 Mev at 0.90
fermis compared to our value of -I6.9 Mev at 1.00 fermis for the BGT
potential, and similar disagreement for the GT 4400 potential. In both
cases, the value of r at the energy minimum is 10fo less than our value.
V. CONCLUSIONS
Our results indicate a definite dependence of the predicted proper-
ties of nuclear matter on the choice of phenomenological potential. Al-
though these calculations are not a sufficient criterion for selecting a
"best" or "proper" potential, they do emphasize the desirability of further
investigation in phenomenological potentials, with particular emphasis on
a criterion for uniqueness. The uncertainty in the triplet-even potential
does not appear to have been resolved satisfactorily by requiring assymp-
totic match to the one meson exchange potential. The choice of the radius
of the core is also still somewhat arbitrary for those potentials employ-
ing a hard core. Determination of the optimum core size from experimental
considerations would be very valuable. Gammel and Thaler considered their
singlet-even potential to be a unique solution for a Yukawa potential, with
r = 0.4 f
,




cores of 0.3, O.k and 0.5 f. Breit and his co-workers state that the
employment of hard cores was arbitrary.
Our calculations have shown that the integral equations of the
Brueckner theory can he solved by successive approximation. The require-
ments are that the wave function iteration, which corresponds to success-
ive Born approximations, be carried to at least the equivalent of the third
Born approximation for reasonable accuracy (+0.5 Mev), and the self-consist-
ent single -particle potentials determined to first order in the K-matrix.
The sensitivity of results to the tensor-central force admixture demon-
strates the requirement for accurate treatment of the tensor force.
The Moszkowski -Scott separation method does not account for the
effects of the tensor potential or the S and P state contributions to
sufficiently high order for accurate results, largely for the reasons
stated above. However, the Moszkowski-Scott calculations do give good quali-
tative and semi-quantitative .(to second order) results in a simple and
intuitively pleasing calculation, presumably for any potential provided the
self-consistency requirement is met.
The Mohling and Puff-Martin approximation, as we have employed it,
also gives semi -quantitative results, leading to errors in binding energy
and equilibrium spacing of about 10$>. No appreciable reduction of the
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Fig. 1. Green's functions for BGT potential at r = 1.00 f:
(a) G~(r,r ) for several values of k/p , "both on- and off-energy
shell; (b) G (r,r ) for 1 = 0, 1, and 2, and for k/p = 0.1 on-energy
JO C r
shell.
Fig. 2. Wave functions for BGT potential at rQ = 1.00 f:
(a) for k/p
F
= 0.5 and I = 0; (b) for k/p - 0.5 and £ = 1; (c) for
k/p =0.5 and 1=2.
Fig. 3» Diagonal elements of the K-matrix for BGT potential at r = 1.00 f,
(a) S-states; (h) P-states; (c) D-states; (d) total. Statisti-
cal "weights are included.
Fig. h. Self-consistent single -particle potential, V(k), for BGT potential
at rQ = 1.00 f.
Fig. 5» Binding Energy vs. r for the phenomenological potentials of Tables
1 and 2.
Fig. 6. Variation of self-consistent single -particle potential, V(k),
(a) with choice of Gammel-Thaler potentials, at r = 1.00 f; (b) with
Fermi momentum, p , using the BGT potential.
r
Fig. 7« Binding Energy vs. r for BGT potential using self-consistent
single -particle potential, V(k), for r = 1.00 f. at all densities.
Fig. 8. Binding Energy vs. r for BGT and modified GT ^305 potentials as
computed by Brueckner method (this paper) and by the Moszkowski-Scott
method.
Fig. 9* Binding Energy vs. r as computed by Brueckner method (this paper)





•H o o o O o o
+ S LT\ LT\ LT\ LT\ ir\ LT\ i
O rH -4" J -1 ~t -=f -H- o o o
d. CD fi • •H ^h H H H H H H H H
v—
LT\ LT\ LTJ LT\ LT\ o
• • • • •
+ > LT\ i_r\ u \ -4 tr\ LT\ 1 O o













w e i i r— t- t— 1 h-H- r- t-




o o O LTN t-
+ o o O 1 H H
CO o o o CO OO m
rH t> *\ -\ *x P3 •s *N
> CD
no g o O LT\1 ITS1 LT\1 o c^ t- t-
H
^^ CM oo t—
•H oo t- _h- CM -H-
+ £ CO P- LT\ ir\ CO rH
EH Pi H P-- -H- -P o CO 1 o o
:i (U CM ON o O CO LT\ u CO CO
oo ch rl • •H O H H o O oo o o
VG OP
t- -C+ »vO O r-\ *




Eh d) CM H C'N op t- CM 1 CM CM
> S t- CM LT\ LTS vo CM Eh CM CM









-P" Ox P- On
+ s co L0\ o rH -H LTN i
o P, rH LT\ Go On CM CM CJ Oi CD CM C\ o O -=J OO rt O i
on ch oo • i
^ rH H CM i-i 1 CM rH i
-H-
+ CM Ox 0>
o > t~- v£) r, j -=f ~t 0\ 1 O
> CD • o •





















•H ,£P o o Lf> ' r\ o p II
P o o O EH O o Eh O





























>•, CD P Ti
r^ + 1 P p
cri CD •H
rrt c P
(1) bO o Oi
C/J >H Pn ra
?i ra •H
CU CD >
H rp P P
a) Dfl Oi
•H OJ P P^P rH CO P
CI o 1 o
ai Tp




cu P O CD
x\ w pq P
-p a;p •s p:
w CD p P
•H rH >\
hO 1) COH a p p
o-. •H o






rH P •H rH
ai CD CO cri
•H H H CJP P< P,






P ( < ,-<
•H
rH T3
T) CD • OJ
rH -P rH





i t! P p






ri AJ CDp +'
cu ft P, P
,a CU P P
p CJ •H ra
:; P




H o Cl H
U) ~.t p Op •
1.1) o p, 0'
f: rH .P
Q'i II 0' 4 '
rH >
si o •H P












O o o o
i
o O o o o
•H
LTN c— u
ir\ CO VO COH OJ OJ H VO






LTN O o O H
1 -4
UN co OJ LTN H LTN l>-
ON en c- VO t- c— VO a1
co en H LTN ON CO H H













wm CO CO -4- c-
t— CO CO On H -p
CO o ON t— LTN LTN ON C
OJ H H ON O LTN O CO LTN OJ
-* LTNH
i














co ON LTN O
on VO o CO
-3- O m t- O o LTN co
co • • • • • • • 93
vo OJ t— CO o CO H CO O o 2





OJ H rH LT\ CO CO
CO OJ CO o t- t- CO •
t- H E— CO O -4- t~- CO H
• • • * • *
• CO















co -+ co -P r3
o co t- CO •H CO
CO CO ON vo ON 0) EH
vo LTN OJ CO O VO CO Jh
• • • • Ph £













OJ en OJ £
On en LTN •P o
o • <D H











£ i . + CU
CD + + I 1 I , CO + + ,. u + r* H
+ 1 CJ a1 o EH !-H V o Eh a1 £

























c) without P states





b) without P states






d) without P state core





























Table III. Binding Energy and Equilibrium Spacing for potentials discussed
in paper. Results indicated for modified potentials are calcu-
lated with a single-particle potential, V(k), self-consistent





















Table IV. Illustrative binding energy sequence for successive

















Table V. Iteration sequences for Brueckner method and for Mohling-
Puff approximation as implemented in this paper. Calcu-
lations are for BGT potential at r = 1.00 fermi. The
o
self-consistent potential, V(k), was averaged "between
iterations for the Mohling-Puff approximation, improving















P states + 0.6 - 2.3 +0.6 - 1.7
D states - 7.5 - 7.1 — - 7.1
Total -45.6 -38.0 -+.3 -42.3
Binding Energy -16.9 -13.6
Tensor Contribution*
a) self-consistent -14.1 - 9.0
b) with V(k) above
-16.
T
Table VI. Analyses of contributions to binding energy as calculated in this
paper and by Moszkowski and Scott. The tensor contribution was
calculated by setting ^V
+
= and computing the binding energy
(a) with a single particle potential V(k) that is self-consist-
ent with respect to the modified phenomenological potential, and
(b) with the single-particle potential V"(k) with which the
S, P, and D state contributions were computed. Moszkowski and
Scott used a first-order approximation to a self-consistent
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Properties of Finite Nuclei
K. S. Masterson, Jr.
and
A. M. Lockett





The properties of Pb have been determined, using
the Brueckner-Gammel-Weitzner theory of finite nuclei. Self-
consistent solutions of the Hartree-Fock equations as modi-
fied "by Brueckner and Goldman have been obtained. The proper-
ties computed include binding energy , mean proton and neutron
radii, separation energies, spin-orbit splittings, nonlocal
and state -dependent single -particle potentials, surface depth
of density and potentials, and the potential-density rela-
tion. Semiquantitative agreement with experiment is obtained,
the maximum difference between theory and experiment being
of the order of 15yo. Revised computations for Ca are reported
to permit comparison between our results (with an improved
treatment of the rearrangement energy) and those previously
reported by Brueckner, Lockett and Rotenberg for , Ca , and
Zr9°.
I. INTRODUCTION
In a series of previous papers by K. A. Brueckner and co-workers,
methods have been developed for the study of many-fermion systems and have
been applied in detail to the determination of the properties of nuclear
matter. Approximate extensions of these methods to the study of finite
2
nuclei were proposed by Brueckner, Gammel and Weitzner, and the

properties of , Ca , and Zr were calculated "by Brueckner, Lockett and
o
Rotenberg. The IBM 70^- at Los Alamos, on which these computations were
done, did not have the capacity to do the Pb calculation, and the prob-
lem was transferred to the CDC-l60^ at the University of California, San
Diego. A better approximation of the rearrangement energy was used. This
paper reports the results of the numerical study of the properties of Pb
and revised computations of Ca (to permit comparison with the previous
calculations by BLR).
II. COMPUTATIONAL PROCEDURE
BGW and BLR discuss the procedure for extending the nuclear matter
calculations of Brueckner and Gammel to finite nuclei and examine the
approximations involved. Therefore, we shall confine ourselves to stating
briefly the pertinent equations, several of which have not previously been
stated explicitly.






(r) = J^ cp.(r) + Jdr 'V.(r,r ' )cp.(r ' ) + VR(r)cp.(r) , (2.1)
where V.(r,r') is a nonlocal potential derived from the K-matrices of
re
k
the Brueckner theory and V„(r) is the arrangement potential discussed
and calculated by Brueckner and Goldman,
The computational procedure consists of calculating a set of radial
wave -functions R . .(r) from a Saxon well with approximately correct
radius and depth. These wave -functions are used to start the iteration

procedure which consists of two separate parts, HI and HII. HI takes the
wave -functions and computes nonlocal potentials V..(r, r
'
) . From these
potentials and the wave-functions, R . .(r) , HII generates local equiv-
xvo j
alent potentials F . .(r) and G . .(r) , and solves the Schroedinger
xiXj j nx j
equation for a new set of wave functions (using the iterative methods
developed in BGW) . The new wave functions are then used as input for the
next iteration.
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(c)
|ri)
-H £l+£i rfrf" P^iiWEj^lxi) , (2.3)
ixr Xi
(ls)
with M- = r, • r' and x = rJ - r (See Fig. l). V (r, , r
'
) is given
by a similar equation. v" (r, r ') is graphed in Fig. 2 (a) for r = 1.0
fermi.
We trace the integral (2.3) back to the K-matrices tabulated in BGW
or to an appropriate Born approximation as follows:

1. (r-lvlr' ) is expanded in Legendre polynomials, and the first two
terms are retained (Eq. (4-9) of BLR):
(rjvlr^) = (rjvlr^ + x) - V^r^x) + V
]L
(r1,x) cos (r^x) , (2.4)
where V- and V, are obtained by evaluating (r, |v|r, + x) for x
parallel and antiparallel to r :





,x) = iC^lvl^ + xr± ) - (r± Mr^-xi^)] . (2.5)
2. In general, (r, |v|r') is given by an equation of the form
(r
1
|v|r^) = Jdr2 dr« cp*^)^^^^)^) 6 3 ( ^^ - iLll) (2.6)
(Eq. (77) and (78) of BGW). The (x |ic|r* ) are the matrix elements
tabulated in BGW. The delta function expresses the conservation of center
of mass implicit in the assumption (discussed in BGW) that the K-matrices
have a negligible dependence on the total momentum. It is apparent that
r, > r' > r~ and r' must form a parallelogram (Fig, l).
3. After performing the r' integration, one obtains for the terms
on the right of Eq. (2.5)

r12








X C(r12 |KJri2 ) S;e + 3(r12 |K|ri2 ) t>0)Central ] + ^(r^r^ X








central ]j ^ (2/r)
and
v(LSVr r ± xr ) = l6rr f r2 dr f 12 12 12 M . x 2 ) xV




X { 1 V*2'*2>± < rl2 l K l ri2»t,o,LS + I V*e»*fi>± X
x [(r12 |K|ria ) + (rjglKlr-g) ] } . (2.8)
The proton potentials are given by similar equations with H-. and Hp
(the density matrix elements) interchanged. These equations are derived
in BGW (Eq. (89) and (90)) and in BLR (Eq. (^.15)). The factor l6rr comes
from the $ integration and the delta function in Eq. (2.6). Note that
rp and r' appearing above are determined by r , r ' and the variables
of integration, including x and the sign with which it appears in the
terms on the left. We have appended the subscript "±" on H^ and H_ to

indicate this dependence. The density matrix elements are defined by
Eq. (85), (86) and (87) of BGW:
V^'^P' = *
, W r' PX ^P ' (2-9)
nXj 22
with a similar equation for Hp . N is the occupation number for the
state (2j + 1 for full shells).
h* In the computations , the even state K-matrix elements were used
for the S and D states in the following combination:
with a similar equation for (rnr,|K|r' ), . For the D states, a local12' ' 12 t,e
equivalent potential was calculated by hand from the BGW K-matrix elements
(see BLR for the reason and justification for this). The odd state central
and tensor potentials were not included: they cancel each other almost com-
pletely. As discussed in BLR, the even spin-orbit term in Eq. (2.8) was
also dropped (its experimental justification being questionable). For the
odd state spin-orbit contribution in Eq. (2.8), and for the even state
terms outside the nonlocal region (e.g., outside the range of the tables in
BGW), the Born approximation was used. The Born terms were calculated
from the potentials in Table I, and for S and D states they are
6(r' - r )
(r12 |K|ri2 ) = V(ri2 ) *J* , (2.11)

where, in terms of the parameters of Table I, V(r) is of the form
-|ir
V(r) = V^- . (2.12)
For the spin orbit term, we obtain (using only the P state contribution):
V^
LS
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The factor g is an approximation to the (l - r • rp / r ) term in Eq. (2.8).
The appropriate expression is obtained by expanding H(rp,r') about r
and ignoring derivatives higher than the first (which is justified by the
near locality of the spin-orbit K-matrix), and then by averaging over the
angles which occur in the subsequent integrations. This procedure leads
to
g = i ^ cos (x, r12 )(l - -^ ) . (2.14)
(ls)
This approximation reduces to the Thomas expression if V is inde-




by interchanging IL. and Hp in Eq. (2.13).
5. The core contribution, as computed from Eq. (5*0 and (56) of
BGW, is
I Ivl 1
6(r12'rc ) 6(rJ2-rc ) (1 - h/l.OT) ,0lO(*
CM^= A —2 — (1
-VrJ > ^• 15)
c
with A = 215 or 257 Mev-fermi and b = 0.488 or OA59 fermi for singlet
or triplet states respectively, and
1
r




The density, p(r), is the diagonal element of the total density matrix,
e.g., H^r^r) + Hp(r,r) .
Because of the magnitude of the problem of computing the nonlocal
208
potential for Pb , some modification of the order of integration from
that of BLR was necessary. For a given value of all the variables of
integration, the appropriate terms were calculated for r' = r.. + x and
r ' = r, - x . Then the r' and r integrations were performed, the
r' integration being inside the r, p integration. The x integration
was then done for all values of r" simultaneously; e.g., for each point
in the x integral, the terms were computed for every value of r-J . This
sequence was repeated for each of the 50 r, _ points.- The total time for
this phase of the computation was TO minutes. The meshes were (in fermis):

10
r 50 points 0.2 (0.2) 10.0
r^ 125 points -1.55 (0.025) 1-55
x 43 points 0.0 (0.05) 2.1





- 0.60) (0.05) (r12 + 0.20).
An intermediate step between HI and HII was required for the lead
calculation. The nonlocal potentials were generated by HI and stored on
magnetic tape as four matrices (neutron and protons, j = i ± ^) of dimen-
sion 7 x 125 {I, r') for each of the 50 values of r (here we change nota-
tion from r, to r and rJ to r' ). The intermediate code reordered
these records on magnetic tape to 22 sets of V-.(r,r') in the order in
which HII treated each state. (Of the 38 states involved in this calcu-
lation, l6 differ from some other proton or neutron state only in the prin-
cipal quantum number, n, and thus have the same V (r,r') .) This inter-
z j
mediate operation took 15 minutes.
Two calculations were performed by HII. The first calculation was
of the potential functions F and G (Eq. (k.2k) and (4.25) of BLR):
>.
V„.(r,r') 1- dE „.(r') dR . .(r) -,
F„(r) =4nrTr'dr< Z/ / [r ,.(r')R M (r) + a2 f
f
^ 1nty ' J D
9














W r) [W r)] + a ' dR ,.(r)nljdr ] . (2.19)
and V (r) is the coulomb potential. The constant a was chosen to he
one fermi (the order of the range of the nonlocal ity of V(r,r') ), as in
BLR. Representative potential functions F(r) and G(r) and radial wave
functions, R(r) , are plotted in Fig. 2.
A simple iterative method for solving the radial eigenvalue equation
derived from Eq. (2.1) is described by BGW. It leads to an equation for the
(n+l)st iterate of the radial wave function R . .(r) in terms of the n-th
iterate values of the F(r) and G(r) given by Eq. (2.17) and (2.l8):
(EH ) 5—M = [Fn (r) f rtr)] *—M + 9Jll %-&- . (2.20)v i o' r v/ H / -'r r dr v/
We have used an improved approximation to the rearrangement potential,
/ n hV [r), which is suggested by the analysis of Brueckner and Goldman, who
a
determined the dependence of the rearrangement potential on the single
particle momentum (as a fraction of p_). In BLR, Vr,(r) was approximated
2
as a constant factor times [p(r)] . Our new approximation is
,N or P
V') I26 " » [ k* - rr°
m
] > C feor)) • <*•*>_)otto
'top Dottom
"3
p(r = 1.07) = 0.19^88 particles/fermi . This equation interpolates in
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terms of the energy eigenvalues between the rearrangement energy correspond-
ing to the approximate mean momentum of the deepest state and the energy
appropriate to the top state (e.g., between 26 and 12 Mev respectively at
normal density). This improved treatment of the rearrangement energy is
the only essential difference between our calculation and that of BLR.
The solution of Eq. (2.20) is discussed in detail in BLR. The pro-
cedure starts with choosing an appropriate trial eigenvalue and doing a
Runga-Kutta integration out from the origin to an intermediate radius,
R. , , and in from a very large radius to R . . The latter integration
starts with the logarithmic derivative of R . .(r) set equal to that of
the appropriate asymptotic solution of the Schroedinger equation. This
integration is done with successively better estimates of the eigenvalues
until the logarithmic derivatives of the wave functions match at R,
test
The wave functions are then normalized to unity. The entire HII calculation
had to be repeated three or four times per iteration to obtain satisfactory
convergence. This minor iteration procedure took about 25 minutes, ten of
which were required for calculating the F and G .
The total energy per particle quoted in the next section (and in BLR)
is given by








a result which is easily derived
III. RESULTS
A. . Comparison with previous rearrangement energy approximation.
In order to check our revised code and to ascertain the effects of
the new treatment of the rearrangement energy, we calculated the properties
1+0
of Ca and compared our results with the original code used by BLR at Los
Alamos, both with and without the new energy treatment. The agreement between
the BLR code and our code was good: -6.87 vs. -6.55 MeV mean energy per
particle, 3*00 vs. 2.99 Fermi rms radii, and 0.7 MeV or less difference in
the eigenvalues. The differences are entirely attributable to a few minor
coding errors in the original program. Table II compares the new results
with those reported in BLR. The net effect of our improved rearrangement
energy approximation is slightly better agreement with experiment for almost
every property tabulated: separation energies, total energy per particle,
and rms radii. In addition, the spin-orbit splittings are more nearly proportional
to the (21 + l) separations generally expected. However, the magnitude of
the total energy per particle is still not large enough (-6.55 MeV vs. the
experimental -8.55 MeV ), the proton rms radius is too small (although it is
increased by 3$ to a new value which is 83$ of the experimental value ), and
there is slightly too much difference between the separation energy of the
last particle and the total energy per particle (l.l MeV compared to the
previous 1.2 MeV and the experimental 0.2 MeV) . Comparative potential
energies and eigenvalues are given in Table III for every state of Ca
with the old and new approximations. The range of eigenvalues has been
reduced from -70. 1 through -4.9 MeV to -48.7 through -5.5 MeV. This re-
duction in spread of energies indicates that the previous approximation
reproduced the absolute magnitudes of the energy spectrum quite poorly except

Ik
near the top levels; the otherwise close agreement between the two calcu-
lations indicates that the approximation employed in BLR was adequate for
the computation of the average properties of the nuclei (such as mean ener-
gies, rms radii, etc.)* and that further improvement in this direction
would not he likely to change such properties appreciably.
B. General properties of Pb
In Table IV we tabulate the principal properties of Pb as calcu-
lated by the theory for hard core strengths equal to 90$ and 100$ of the
normal strength. The 100$ core data is the result of a single full iter-
ation from the 90$ data. Experience with the rapid convergence of these
computations indicates that the properties tabulated are very near the
values we would obtain with further iteration (e.g., probably within 0.1
Mev for the mean energy and 0.01 fermi for the rms radii). Since the indi-
vidual energy level predictions (next section) are subject to slight fluctu-
ations on the first iterations, they are not quoted for the full core. The
90$ core was chosen to permit comparison with the calculations in BLR. In
those calculations, the reduced core contributions were arbitrarily employed
as a means of improving the binding energies. As we see in Table V, too
little binding was obtained for the smaller nuclei even with the reduced
core strength. However, for lead with the 90$ core the binding energies of
the last particles are a fraction of an Mev too great (-8.8 vs. -Q.k Mev
for the top neutron and -8.9 vs. -8.0 Mev for the proton), and the magnitude
of the total energy per particle (10.0 Mev) is 2.1 Mev greater than that
calculated from the masses. The energy of the top nucleon differs by 1.2

15
Mev from the total energy per particle, compared with the experimental
value of 0.5 Mev. For the 100$ core, the magnitude of the total energy
per particle is several Mev less than the energy with the 90$ core, and
is one Mev less than the experimental value.
The rms proton radii are 16$ and 15$ too small (for the 90$ and
100$ cores respectively). Similar errors were reported for Ca and Zr .
The surface depths are 1.8 and 1.9 fermis for the proton distributions and
1.9 and 2.1 fermis for the total distributions. (We have taken the surface
depth to be the distance over which the density falls from 90$ to 10$ of its
maximum value in the vicinity of the center of the nucleus.) The computed
depths are slightly smaller than the experimentally deduced (2.2 ± 0.3)
fermis for the charge distribution and (2,k$ a'k) fermis for the nuc-
7lear distribution. The small discrepancies might vanish with the correction
of the error in the rms radii.
C. Energy spectrum.
Table VI gives the energy spectrum for the reduced (90$) hard core
strength. The ordering of states is generally in accord with that deduced
o onft
from experiment for the shell model. Up through the lgQ /P state, the Pb
90 /
level assignment is the same as that calculated for Zr (and differs from
kO v
the Ca order in the Id # and 2s. /_ states). With the new rearrangement
energy treatment ? the spread in energy levels and the coarse level spacing
are probably the most accurate calculated to date. Thus we compare our spread
in eigenvalues of about 70 Mev with those determined in the shell-model cal-
culations with central potentials and spin-orbit coupling of (for example)
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Malenka (about 30 Mev) and of Ross, Mark and Lawson (less than kO Mev).
In general, their relative spacing of low-lying levels is in good agreement
with ours. However, both authors obtain a level sequence at the surface






1:Li3/2 ' '" cornPared to our 3pi/2 > lil3/2 ' 2f5/2 '
3Po/2 f"t and, for protons, they have 3s1 /^ , 2d o/2 > lnn/p >"' comPared
to our lh... /_
,
3s., /p , 2d_/ , ... . In both cases, the spread of energies
is less than 2 Mev. The above differences can be traced to the spin-orbit
potential, which is imperfectly known and which is treated as a parameter
in the shell-model calculations to improve agreement with experiment.
The spin-orb it splittings for the various states are tabulated in
Table VII. They are of the right order of magnitude and follow in a reason-
able manner the expected {21 + l) graduation in magnitude. In Fig. 2(g) and
2(h) we have indicated the dependence of the local equivalent potential, F(r),
and of the wave functions on this splitting. In particular, we note an
appreciable spatial splitting of levels with the same orbital angular momentum
but with opposite spin.
D. Neutron-proton density relations.
The neutron, proton and total density distributions are indicated
in Fig. 3 for the two core strengths. We note the remarkably uniform total
density, and the moderate non-uniformity of the neutron and proton contrib-
utions. We also see that the neutron and proton wave functions (Fig. 2(d)
and 2(f) are almost identical for corresponding states, with the exception
of a very slight shift towards the center of the nucleus in the low angular
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momentum states. Thus, much of the difference in the density distributions
is due to the "extra" neutrons in the outer energy shell (which are dis-
tributed throughout the nucleus as well as at the surface). We find that
the neutron-proton radii differ by about 0.2 fermi, extending to the larger
nuclei the tendency noted in BLR for the proton and neutron distributions
to have nearly equal radii. The origin of this effect lies in the symmetry
energy and in the insensitivity of the wave functions to differences in
potential. The absence of an appreciable neutron-proton difference for
the light nuclei (BLR) and the slight difference noted for lead are corapat-
11ible with experimental results. Quantitatively, for lead we conclude from
7 / vpion and nucleon scattering calculations that R^ - R = (0.2 ± 0.2) fermi,
where R is the half-density radius, in agreement with our calculation.
This figure does not include that part of the difference which results from
the finite extension of the nuclear potential beyond the matter distribution
when the radii are determined from separate nuclear and charge -dependent
interactions . We discuss this difference next.
E. Density-potential relations.
In Fig. h we have plotted the potential function F(r) for the two
top neutron states against the density distribution. The top proton poten-
tial is not shown because it lies inside the neutron potentials, a conse-
quence of the smaller proton distribution „ The separation between total
density and potential (0.5 fermi) is slightly less than that of Ca and
90
Zr (0.75 fermi); the difference between the proton half-density point and
the nuclear potential half-maximum is 0.7 fermi. These results agree within
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the limits of experimental error with the differences between Rp =
(1.18 ± 0.02) A1 ' ^ - (7.00 ± 0.14) fermis from electron scattering '
,1/3
_and from M- mesonic atoms, ~^ and R = (1.25 ± 0.05) A ' " : (7.^1 ± 0.30)
14 IS
fermis from low and high energy neutron scattering. Wilets has con-
cluded from neutron and proton scattering that the difference between the
nuclear potential radius and the matter radius is independent of A and
is (l.O ± 0.3) fermi. This difference in radii is largely due to three
effects previously discussed, namely: (a) finite range of interaction;
17(b) nonlinear variation of potential energy with density (Wilets effect )j
and (c) nonlocality of the effective interaction,
F. Comparison with surface predictions of other theories
.
It is interesting to compare the character of the nuclear surface
as predicted by previous semi-empirical theories with our results (which
are essentially from "first principles" if the concept of a two-body
nuclear potential is valid). We will mention only two previous calculations
to indicate the degree of precision obtainable . One is the pure Hartree-Fock
18
calculation by Rotenberg with N = Z = 92 - It yielded surface thicknesses
of 2.7 and 3°I fermis for Gaussian and Yukawa wells respectively, and pre-
dicted a marked dip in the proton distribution near the origin (which is
absent in our more exact calculation) . The calculated separation between
the rms radii of the particle density and of the self-consistent collective
potential in this model was less than 0.2 fermi. An. intermediate step between
the pure Hartree-Fock calculation and the BGfW theory is the semi-empirical
model of Berg and Wilets. 1^' 17 ' This model yields R^ - Rp = 0.2 fermi (in
agreement with our result) and R(potential) - R(nucleon) = 0.7 fermi (com-
pared to our 0.5 fermi).
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G. Summary of re stilts for the four nuclei studied to date.
The following is a summary of the general features of the results
for full-shell nuclei (0 , Ca , Zr and Pb ) studied in this paper
and in BLR.
1. The magnitudes of the total energy per particle and of the
separation energies are smaller than their experimental counterparts.
2. The difference between observed and calculated energies decreases
with increasing nuclear size.
3. The energy spectrum is in general agreement with experiment, and
the computation of the coarse spacing, with the new rearrangement energy
approximation, is probably the most accurate to date. However, the detailed
spacing between close levels, particularly when widely different angular
momenta are involved, may not be correct in every instance,
h. The energy spectrum is quite sensitive to any changes in the
calculation (as, for example, the changes in the treatment of the rearrange-
ment energy and in the core strength). This is to he expected, because the
single particle energies are to be compared with potential wells of the
order of 70 Mev. Thus an Mev change in particle energy is less than a 2$
change in potential energy.
5. The radii of the nucleon distributions are in good agreement
l6
with experiment for , with full core, but are about 15$ too small for
the other nuclei studied.
6. These radii are relatively insensitive to changes in the calcu-
lation, a "stiffness" which has been observed in the calculations of BLR
and of this paper.

2C
Trie theory predicts t dets he dist:
but ion, and the :alcuiat.onf h&v hvoug: rer rat
;ie~itron ard proton dens: :ier ir the lighten :v;.c.-,: with lor va
ir. Fb .To date it has not been possihl . to verify the de ; inte
distributions of these nuclei experimentally, although t v ; ar of
12
and Hill indicates that the charge distribution for Lead is protably
sonably uniform (and especially that there is no dip in the center as dr ^ed
for gold), in agreement with our results.
8. The calculated surface properties are compatible with present
experimental evidence. In particular, the surface depth, neutron-proton
radius differences, and the matter-potential relations at the surface are
QTiAntHntlvely predicted.
IV. CONCLUSIONS
The surface depth of the nucleus is now known experimentally to v/ithin
„
6
about 10%. Our results are compatible with experiment and form a theoret-
ical explanation of its shape from first principles. Indeed, there is a aeed
for further refinement of the experiment to verify the internal structure
of each nucleus and to ascertain the surface shape consistent with it. There
is also a need for further' refinement of the BGW theory to obtain better rms
radii, with the result that the surface depths predicted might be more
accurate. In addition, our theoretical knowledge of- the neutron and proton
density ratios and of the potential-density relation at the surface is
compatible with, and at present more definitive than, experiment. A feature
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of the surface which this theory does not describe is possible existence
(discussed by Wilkinson) of nucleon clusters, possibly "alpha" particles,
in the nuclear surface. Superfluidity in the low density region, if
present, is also not treated, but it is believed to have negligible effect
on a gross property such as surface depth.
For the remaining properties (binding energy, mean proton and neutron
radii, separation energies, and spin-orbit splittings), the theory is in
semiquantitative agreement with experiment, the maximum errors being of the
order of 15$. The sources of these errors can be grouped into three cate-
gories: l) the numerical procedures, 2) the input (i.e., the phenomenol-
ogical potentials), and 3) the theory itself (both the Brueckner theory of
infinite nuclear matter and the BGW theory of finite nuclei). The first of
these (the numerical procedures) is rejected as a source of major error on
the basis of the thorough tests by BLR of the meshes employed and the im-
provement of the results with nuclear size in spite of the fact that any
errors from the numerical procedures probably increased also.
However, some of the error may arise in the choice of the phenomenol-
20
ogical two-body nuclear potential. Recent calculations of the properties
of nuclear matter show that different phenomenological potentials which
apparently give "equally good" fit to scattering data do not necessarily
lead to identical nuclear properties for the many-body system . It is possi-
ble that a better potential would resolve some of the discrepancies between
our calculations and experiment. It should be noted that of the seven
20
potentials employed in the calculations of reference, the potential of
Table I gives the best agreement between the calculated and semi-empirical
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properties of infinite nuclear matter. This, however, does not mean that
this potential is the "correct" one, and more work in phenomenological
potentials is indicated. Further, in the more accurate calculations of
Brueckner and Gammel " this potential yielded for nuclear matter a slightly-
smaller binding energy (-15.2 Mev) than the semi-empirical value (best value
21
-15. 8 Mev, but values from -15
•
5 to -17.0 are also quoted) ' and an equili-
brium spacing that was % too small (1.02 vs 1.07 F) . These effects un-
doubtedly influence the computations of BLR and of this paper. In addition,
there is some question whether the hard core should be nearer 0.4 F (as in
the Gammel-Thaler potential we use) or 0.5 F (as suggested by more recent
22determinations of phenomenological potentials). ' A potential with a larger
core might give lower density saturation and larger nuclear radii.
The improvement with increasing mass number of the computed binding
energy strongly suggests that the principal source of error is in the treat-
ment of the "surface" energy, which is considerably too large. It should
be emphasized that the "surface" energy, in our calculations, does not
arise solely from the classical effect related to the density variation in
the surface. The rearrangement energy, which is essential in the finite
system in the determination of the wave function and density, and hence
indirectly in the determination of the total energy, does not appear in the
uniform system. Thus its effect in the finite nucleus is in fact a "surface"
effect. The methods of BLR and of this paper are at best a treatment of the
rearrangement problem based on plausibility; they are not rigorously proved.
Further investigations of this many-body problem peculiar to the finite
system are clearly needed.
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In conclusion, we have ascertained that the BGW theory of finite
nuclei is in semiquantitative agreement with experiment, the agreement
improving with nuclear size. Further, we have seen that our state-
dependent approximation to the rearrangement energy correction gives
appreciably "better results than those obtained in the previous calculations,
Finally, it appears probable that much of the residual error in the results
can be removed by improvements in the phenomenological two-body potential
upon which the calculations are based, and by improvement of the "surface"
energy.
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Table II. Properties of Ca calculated with the new rearrangement energy
approximation (this paper) compared to the previous calculations of BLR




Property- This paper Previous (BLR) value
Separation energy-
neutron -12.6 -13.5 -15.63
proton - 5-5 - h.9 - 8.34
difference - 7.1 - 8.6 - 7.29
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Table IV. Properties of Pb calculated for core repulsion strengths
90$ and 100$ of normal values. Energies are in Mev and distances in
fermis.
Calculated Experimental







per particle -10.00 -6.86 -7.87
Total rms radius 4.67 4.75
neutron radius 4.74 4.84
proton radius 4.56 4.62 5.42 ± 0.11
Surface depth
total 1.9 2.1 2 45
+ °^ 5d, *p
- 0.15
neutron 1.9 2.3
proton 1.8 1.9 2.2 ± 0.3
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Table VI. Calculated potential energies and eigenvalues for Fb for core




State Neutron Proton Neutron Proton





lpl/2 -67.9 -56.1 -58.4 -47.0
ld
5/2





2Bl/2 -64.1 -51.5 -47.5 -35.2
lf
7/2
-62.6 -50.8 -42.5 -30.8
lf
5/2
-62.O -49.9 -39-5 -28.1
^3/2 -59. ^ -47.0 -36.8 -24.4
^1/2 -59-7 -47.1 -34.7 -22.7
lg
9/2
-59.0 -47-0 -32.2 -20.3
lg
7/2








-55.5 -42.6 -22.6 -10.4
^1/2 -52.4 -39.8 -22.5 - 9.7
lh
ll/2 -54.8


















Table VII. Spin-orbit splitting for Pb in Mev. The core strength



















































Fig. 1. Relationships "between variables in the theory of finite nuclei.
Fig. 2. Representative potential and wave functions for Pb (a) Non-
local potential, VrTrr" V(r,r
'
) for r = 1.00 fermi, illustrating
variation with strength of hard core potential (90$ and 100$ of
normal) and differences between neutron and proton potentials;
(b) Potential function F(r) for s states, indicating the variation
with principal quantum number and differences between neutron and
proton functions; (c) Potential function G(r) for s state neutrons,
indicating dependence on principal quantum number; (d) Radial wave
functions, R(r), for the s state protons and neutrons; (e) Poten-
tial function F(r) for neutrons and protons for two representative
states; (f) Radial wave functions, R(r), for neutrons and protons
for selected states illustrating the variation with orbital quan-
tum number; (g) Potential function F(r) for both core strengths
for selected states illustrating the spin-orbit splitting; (h) Radial
wave functions corresponding to the potential functions of 2(g).
Unless otherwise indicated, all data are for core strength 90$ of
normal
.
Fig. 3. Proton, neutron and total densities for repulsive core strengths
equal to 90$ and 100$ of normal values.
Fig. k. F(r) for the highest two neutron states of Pb and the total
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