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El enfoque dínamicista en las neurociencias cognitivas: 
un abordaje histórico a partir del concepto de metaestabilidad 
Ntcolás Ven!ttreflt 
Introducción 
A través de una mtrada puesta en la aphcaCIÓn del concepto de metaestabtl!dad en las 
neuroaenaas cogmttvas (NC), se presentan dos programas de mvesugaoón caractenzados por el 
uso extenStvo del aparato matemático de la teoría de los S!Stemas dmármcos .(TSD): el programa 
en neurodmánuca hderado por Walter Freeman y el programa en dmánuca de la coórdmaaón 
llevado adelante por Scott Kelso y colaboradores. Tras una contexruahzac1ón h1stónca, se 
delurutan cntenos eplstemológKos comunes con el obJetlvo de enmarcar dichos programas en lo 
que denorruno el enfoque drnarmc1sta en N C. Esta caractenzac1ón se hace eco del abordaJe general 
del!neado, entre otros por van Gelder y Port (1995) y Beer (2000), para las ctenctas cognitivas y 
apunta así en la chrecc1ón de JUStlfkar un aleJarrlléhtb respecto de ottos enfoques neurodentífico·s 
generalmente concebidos como en línea con el denormnado paradigtna del procesarmento d~ la 
informaCIÓn que dormna el campo disciplmar en c1enc1as cogrunvas. 
Recorrido histórico 
La relevancia de un marco dmarmciSL'l para las neurocienCias había ya sido anttcipada por 
Turtng (1950) en el sentido de que podía consunnr una manera de permittr al SlStema nervroso 
la velocidad y flexibilidad necesanas para la reacciÓn mstantánea ante Ia novedad en el medio 
ambrental de un agente cogmtivo, un problema que en el seno de la rnteltgencta arulictal fue 
luego denormnado "el problema del marco" (McCarthy y Hayes 1969, Dennett 1978). Ross 
Ashby (1952), de modo Strmlar, proplli() c¡_ue los fenómenos cerebrales debían ser estudtados 
en térmmos de sus dtnárrucas mtrínsecas y llegó más lejos· aun, al ser el pnrnero en conceblt el 
cerebro como un sistema que se auto-orgamza ante circunstanoas cambiantes 1 
En ese momento y aun postenormente, la mayoría de los neuroaentíficos suponí-a que la 
base neurofismlóg¡ca del comportarruento y la cogmaón debía buscarse en el ruvel de neuronas 
mdmduales (un ejemplo t!ustre de esta metodología es el de los prermos Nobel Hube! y Wtesel 
1966) Los últtmos tretnta años han vtsto srn embargo un lento desplazanuento de la drnármca 
desde la penfena hacia el centro de la mvesngaciÓn. En particular, la actual conceptualtzaciÓn 
de la actiVIdad de las redes neuronales del cerebro es muy dtnám1ca, más que en cualqmer otro 
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momento en la lustorta de las neurooenoas (cfr., Pérez Velázquez 2005. 164) La vr.sr.ón emergente 
es la de las redes cortlcales, sede de los procesos cogruttvos, como estructuras comple¡as dotadas 
de patrones conecuvos mtncados que van desde la escala de m1crocttcuttos locales hasta vías 
cortlco-cortlcales extendtdas por· todo el cerebro. 
En esta dtrecaón, un punto de mflex1ón, en el senndo deltmpacto que tuvo sobre el campo, 
fue el descubr!IDlento de Wolf Smger y Charles Gray (Gray y Smger 1987) de actr.vr.dad neuronal 
osalatona y smcróruca mduc1da por estímulo en la frecuencia predommante en el rango de 40 
Hz Olamado gama): en los sistemas sensonales, la smcroruzac1ón de la fase de las oscilaciOnes 
une neuronas espaoalmente d1stnbmdas en grupos que responden a caracterísucas 1dénucas del 
estímulo. Este descubrmuento puede verse como una btsagra por la que se chspara la exploraoón 
expenmental de proptedades auto-orgaruzatlvas de con¡untos de neuronas (cfr,, F1ngelkm:ts y 
Fmgelkurts 2004) 
Ahora, de modo central, el uso de herrannentas matemáncas para la construcaón de 
modelos en neuroaenaas refle¡a conJuntos de asunciOnes y obJetivos generales que subyacen 
a la mvesugactón. Desde el cormenzo del stglo XX, las neuroc1enc1as han puesto a su serviCIO 
técmcas matemáticas tales cmno el cálculo dtferenoal y la teoría probabtlisnca .. Hay una larga 
y exuosa lustona de la aphcaoón de tdeas matemáucas y físiCas a las NC, que produ¡o campos 
como la ctbernéuca en los '40 del que surgteron luego chsctphnas como la mteligenc1a arnfictal, 
la teoría de control y el modelado neuronal. E¡ernplos destacados de mtentos tempranos de 
mtegrar la fisiología de las neuronas con aspectos teóncos son las neuronas "formales" de 
McCulloch y Pms, concebr.das corno urudades lógr.cas de umbral específico, y el modelo clásr.co 
del potenctal de acctón de Hodgkm y Huxley, así como esfuerzos más globales. que combmaban 
los conoc11n1entos anatórrucos Vlgentes con la teoría de la computación, como en el t:raba¡o 
precursor de van Neumann. 
Es rec1én hac1a fines de la década del '70, sm embargo, que el aparato rnatemátr.co de la TSD 
(Strogatz 1994) ha sr.do mcorporado corno una herra!Tilenta preponderante en la metodología de 
mvesrigactón neuroc1entífica y, en parncular, de la NC Cructahnente, las técmcas en chnámica no 
hneal han evoluoonado desde una formulaciÓn abstracta hasta un conJunto práctico de métodos 
para el amílms de datos y la <:onstrucq(>qy venficac1ón de modelos (cfr, Abarbanel y Rabmovr.ch 
2001. 423}. Por otra parte, elmrerés en la búsqu€da de patrones espacr.o-temporales a gran escala 
en la actividad neuronal, mterés desarrollado en concormtanCia con la mencmnada vtstón d1námica 
de la corteza cerebral, ha sido el pnncipal motor de esta mcorporactón 
Sm lugar a dudas dos de ~os programas de mvestigación pioneros, más fecundos y sosterudos en 
esta línea de traba¡o son el programa en neurodmám1ca hderado por Walrer Freeman (1975, 1999, 
Skarda y Freeman 1985, Freeman y Hohnes 2005) y el programa en dr.nármca de la coordmacr.ón 
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(coordmatzon t!Jwamtcs) llevado adelante por Scott Kelso y colaboradores (Scbóner y Kelso 1988; 
Kelso 1991, 1995; Bressler y Kelso 2001). Hay muchos puntos en común entre estos programas 
que ¡usnfican su tratamiento umficado, más allá de su carácter repres~?-taovo en la unhzación de 
la TSD: ambos fueron msprrados por el trabaJo fundacional de Hennann Haken (1977, 1985) y 
su proyecto mterdlsaphnano de la smergéttca2, centrado en la formaaón espontánea de patrones, 
ambos ponen énfasis en las dmármcas a gran escala en el cerebro y, fundamentahnente, ambos se 
vieron dmgJ.dos, por carrunos diferentes, hacia la nociÓn central de me~aestabllidad, que aquí voy 
a tomar como eje de la dlscus1ón. 
Freeman, Kelso y la metaestabilidad 
Mientras 1os orígenes de la nooón de meta estabilidad se encuentran en lil física teónca, aphcada 
a las NC aquella apunta a una concepciÓn del funcwnanuento del cerebw por la que sus· parms 
millv1duales exh1ben tendencias hacia el func10nanuento autónomo al mtsmo nempo que exhtben 
tendenoas hac1a la actlVldad coordmada (cfr., Fingelkurts y Fmgelkurts 2004). A continuaoón, se 
presentan brevemente las propuestas de Freernan y Kelso alrededor de esta concepctón. 
Qwen qmzás tenga la mayor trayectona en el uso de la TSD en NC sea Walter Freeman. 
Desde 1975 Freeman ha llevado adelante un gran número de estudios sobre los pnnopms 
dmármcos de los patrones ondulatonos en el cerebro que produjeron avances )IIlportantes como 
la caractenzactón de a tractores, btfurcacwnes y transiciones de fase. Ya en sus· primeros trabajos, 
mstsoó e~ la necf~lda~fde expiürar -p~ttOties-ondUktol:los en -diferentes ni~eleS ¿~··¡a orgallíZ2ció~ 
cerebral, oporuéndose a la hegemonL' de la medlClón de células rusladas. 
La mvest:Igactón de Freeman se centra en la búsqueda de patrones espaclO-temporales· en 
la aco:vtdad neuronal en escalas que van desde rmcrones y milisegundos hasta centímetros y 
segundos. Generalmente usa las técrucas de medlaón dtrecta de los potenciales de acctón 
y de campo local brmdadas por electroencefalogramas Deb1do a su mterés en las dmánucas 
neuronales a ruvel mesoscóptco, Freernanse concentró en el estudio de los potenciales de cani.po 
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local, que son el resultado de comentes que fluyen en el campo extracelular deb1do a la acm'ldad 
dendrítica smcrómca de un grupo de neuronas en un volumen localizado de tepdo corncal: es esta 
acnv'1dad común que tlene relevancia para entender la mteracctón entre áreas corncale·s ya que la 
transrruslón de acnvldad entre un área y otra es efectiva a nivel de grupos neuronales. 
Parte del trabaJO de Freeman se centró en la lupótesis de la existencia de dmármcas caóncas 
con un rol específico para la functón cerebral. En sus expenmentos clásicos sobre el sistema 
olfatono del coneJO, se detectó la ex1stenc1a de oertas pautas de acnvtdad relac10nadas con 
cada mhalactón~ la pauta espactal de actlVIdad era úruca para cada sujeto y, además, cambmba 
de forma cada vez que se Incorporaba la dtscrurunaClÓn de un nuevo olor. La mterpretaoón del 
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hallazgo fue que el contexto ambtental, las expenenctas previas del sujeto, su estado atenctonal 
y de excttaoón, y sus expectativas (todos modelados como atractores caóncos) son algunas de 
las vanables de las que depende la construcciÓn del "stgmficado" del estímulo medi.ante pautas 
·espaaales de ordenanuento de las redes neuronales. Esto es así para las neuronas corncales (y no 
las penféncas) debido a las densas mteraccwnes smápucas con otras neuronas que generan en las 
pnmeras una conttnua acoVldad de trasfondo, esto es, con¡untos de señales eléctncas más débtles. 
Así, en contra de la lupótests de que conductas particulares reqmeren la acuvaoón de módulos 
corticales deterrmnados en etapas específicas de la conducta, Freeman defiende la 1dea de que la 
acnvidad de trasfondo, considerada trachc10nalmente como rmdo denddnco, es una precondictón 
necesana para la e¡ecución de las conductas ba¡o estudiO. 
En esta lillea, Freeman y Holmes (2005) han recientemente aportado elementos a favor de la 
tesis de un régunen Inetaéstable en el cerebro, a paro.r del análisis de patrones espac10-temporales 
en el espectro 12-80 Hz del encefalograma. Antenormente, Freeman y Barne habían demostrado 
la propensiÓn para la mestabilidad dmármca, mamfestada en forma de ráptdas ttans1c10nes del 
estado global en la act:Ivtdad oscila tona corticaL c'La corteza opera al extraer covananc_Ias de:blles 
a lo largo de grandes poblaciones de neuronas con tasas de acuvaoón baps" (Freeman y Barne 
1994: 18, rn1 traducción). La htpótests es la de entender a los cerebros como órgar:os masivamente 
mteracnvos que se manuenen en estados met.'lestables que proveen tanto Connnmdad a largo 
p1'lzo como la capaodad para transiciOnes ráp1das. 
La segunda línea de mvesugaCión que voy a presentar, el programa en dmánucas de la 
coordmación de Kelso, mtenta tdeno-ficar las vanables coorchnauvas claves dentro de un sistema 
y descnbu· sus dmánucas, entendidas como reglas que deterrrunan la estabill<!.~d y el cambio de 
los patrones coorchnao.vos y el acoplarruento no linear entre los componentes que ge~er·aron 
dtchos patrones. Aplicado a las NC, el programa estudta las tnteracctones corticales en térmmos 
' de p~ctptos generales prop10s de una gran cantidad de fenómenos cooperativos (descntos en el 
lengua¡e de la TSD), Kelso, como Freetnan, se apoya en el estudio de los potenciales de c~po 
local pero se concentra en .las relaciOnes entre las fases de osctlaaón entre regwnes dtspersas 
del cerebro como un prerreqmstto para un proceso dmámtco de auto-orgamzación de las redes 
neuronales. 
La e\'1dencia expenmental para postular metaestabthdad en la corteza cerebral denva de la 
observaciÓn de breves momentos de smcronía de fase tnterrwnptdos por dtspers1ón de fase 
(pbase U-tmdenlliJ. Por otra parte, modelos teóncos demuestran que la metaestabthdad surge como 
resultado de dos fuerzas c01nplementanas: el acoplarruento entre congregac10nes neuronales 
típtcamente mediado por vías recíprocas en la corteza y la expresiÓn de las proptedades b10fístcas, 
típicamente osctlatonas y heterogéneas, Intrínsecas a cada congregaciÓn neuronal (cfr., Engstrom 
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y Kelso, 2008: 128-9) La metaestab!hdad le permmría al cerebro operar en un régunen 1ntermed10 
entre la total estabilidad funcwnal, que no le otorgaría flexibilidad, y la plasucidad total, que no 
permrtuia una orgamzac1ón funcwnal coherente. 
Un srstema metaestable puede así marufestar un estado que es cuasi-estable y también puede 
fle..xtblemente pasar a otro estado cuasr-estable. De acuerdo con esto, las redes locales en una 
red neurocogrunva extendida llTiponen constnc~10nes espac10temporales una sobre otra por 
mteracaones a gran escala y así se auro-orgamzan ráprdru.nente en patrones distribuidos de 
acuVldad coord!nada. 
A grandes rasgos puede dearse que Freeman aswne un enfoque más expenmental, en el que 
los modelos están supeditados al anáhs1s de los datos y la 1dea del cerebro metaestable es más bien 
un resultado de aquel; por su -parte, K:elso astime un enfoque más teóhco, en el que los modelos 
guían la experimentaaón y la metaestabilidad es más bren una heurísnca .de búsqueda-. Aun -así; en 
su recorndo hac1a la noción de metaestabllidad, ambos rnvesngadores se apoyan extensnramente 
en las herranuentas matemáticas, conceptuales y gráficas de la TSD, en tanto que especialmente 
aptas para la descnpaón de la evoluaón de s1stemas comple¡os a lo largo del nempo. 
Criterios generales hacia un e~oque dinamicista en neurociencias cognitivas 
La noaón de metaestab1hdad así como algunos de los lmeatmentos generales de los programas 
de mvesngac1ón rev1.sados que desembocaron en ella marufiestan Ciertos cntenos subyacentes 
comunes. 
En pnmer lugar, algunas cons1derac10nes referentes a la metodología .. En ambos programas 
se mtenta arncular una- caractenzactón general de la &ná1mca cerebral a través de herrarmentas 
analíucas bnndadas por la TSD. De acuerdo con la v1s1ón profundamente cbnárruca del cerebro que 
está actualmente detrás de buena parte de las neuroClencias, los estados cerebrales se caracten.zan 
por una comple¡1dad y trans1toriedad que vuelven sus prop1edades mvanantes espeaalmente 
difícll~s de atacar. Dado esto, ambos prqgramas asumen que el enfoque más provechoso pa1-a 
entender las dmámtcas cerebrales es e;tt;d.lar du:ectamente su m estabilidad y trans1tonedad: ponen 
así el foco en las cbnárrucas a gran escala y la vanab1hdad a lo largo del uempo (incluso en períodos 
extendidos) El "hohsmo" que caractenza a los programas presentados -es de upo metodológico y 
g>ra fundamentalmente altededor de la aphcaclÓ11 extens1va del aparato matemático de la TSD. 
En segundo lugar, pueden esbozarse algunos lmearmentos comunes re1anvos al npo de 
e."\phcaciÓn perfilada. En ténmnos generales, puede dehnearse una transtctón desde un foco en 
estados hacia un foco en procesos. En par ocular, en el régunen metaestable ya no podría hablarse 
de "estados" del cerebro, smcromzados en fase y frecuencia,- smo sólo en tendencias haaa la 
mtegractón y hae1a la segregactón En este senndo, la mformactón (noctón cla,ye aunque poco 
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atendida en las ctenctas cogruovas) nende a pensarse en el ruvel de las redes corocales a gran escala. 
En parttcular, la atenctón está puesta en SlStemas auto-orgaruzados no descomponibles, como lo 
muestra la srgwente htpótests de Kelso: "Transrmstones reentrantes entre las áreas corncales 
de una red coordmada podrían así ser parocularmente tmportantes para defirur la exprestón de 
mformaCJÓn local en las áreas partlClpantes" (Bressler y Kelso 2001: 33, rru traducción). 
En general, parece chfíCJI sostener ba¡o la lupótes1s de la metaestabilidad una exphcaCJÓn vía 
estrategia analinca (esto es, por descompostaón del proceso cogrunvo y substgmente locahzaCión 
en el cerebro) por la que se daría cuenta del comportarmento del s1stema en térmmos de la 
mteracctón causal de sus partes componentes. Van Orden et al (2003) proponen una dlsonctón 
únl para llurmnar este punto, que jusuficaria una d!vtstón de aguas entre dos maneras de abordar 
el estucho de SIStemas complejos. la chferencm estnba en el supuesto, por un lado, de chnárrucas 
dormnadas por componente (component-domtnant cfynatntcs), donde las dinámicas Intrínsecas de un 
componente dormnan las mteraccwnes con otros componentes (por eJemplo, S1mon, 1973) y, por 
otro lado, el de trabapr con dmáirucas dotnmadas por mteracción (interactto!l-donJtnallt c!Jrnamzcs), 
donde procesos vecmos cambtan sus respecnvas chnámtcas en su mteracctón. Un régunen 
metaestable es, por defimctón, de este segundo npo. 
Pueden destacarse otros puntos 1mportantes, estrechamente relaaonados con la cuestiÓn de 
la exphcaCJÓn, que abonan la 1dea de un enfoque chnarmCJsta en N C. Aflora en los programas 
revisados cterto debthtarmento con respecto al asocmcmrusmo (o, más generalmente, el marco 
estímulo-respuesta), enfoque estándar en las ctenctas del comportarmento y del cerebro. para el 
caso de las NC esto se traduce comUmnente en la construcción de modelos expresados como 
ecuaciOnes illferenctales que descnben un operador que transforma mputs en outputs. Ahora 
bten, un cerebro metaestable Implicaría que las respuestas neuronales no co-varian hnea4nente 
con esúmulos externos y que luego no puede asurmrse una dependenaa stmple entre a,mbos. 
En este sentido, los mputs no especificarían un estado mterno que descnbe algún ~stado de 
cosas externo smo que sttven cmno una fuente de perturbactón en las dmá.rrucas intrínsecas del 
ststema: los arcwtos corncales no procesan sunplemente mformae1ón sensorial aferente smo que 
tlenen un papel Importante en la generaciÓn de la m formaciÓn que depende del estado cognitivo 
del agente, expenenctas pa$_:¡¡.das, ~::<pectan:vas, etcétera, tal como propone Freeman. 
En relactón con lo antenor, puede destacarse un npo debilitado de representaaon~smo 
subyacente. En lugar de buscar algún tlpo de correspondencia (por e¡emplo, entre el reporte 
subjenvo o la conducta y med1c10nes delumtadas a través de neurounagen), se extraerán ptstas 
~agmficanvas sobre los procesos cerebrales, por ejemplo, al segmr trayectonas del espac10 de 
fase del cerebro en t1empo y espacio y, en general, al mtentar caracterizar pnnc1p1os comunes 
de la orgamzae1ón neuronal a gran escala. N1 Freeman nt Kdso recurren al constructo de 
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represe_nracmnes en el cerebro, como es común en d!ferentes ámbuos de las neuroc1encms .. 
Tómese por ejemplo el caso de la llamada neurociencia computaCional, bajo una defiruc1ón 
.estándar, en la ql:le la exphcac1ón de las transtcwnes de estado "descnbe los estados en térmtnos 
de la mformaC!Ón transformada, representada y almacenada" (Churchland, Koch y Sejnowski 
1990: 48; rm traducCión). 
Con respecto al foco de ataque de los programas tambtén existen elementos comunes: 
puntualmente, el problema de fondo que se ataca es el de la flexibilidad y adaptabilidad a 
orcunstannas novedosas que el cerebro debe exlubtt. Esto 1111phca subrayar la importancia 
de las constncctones temporales de las tareas desempe_ñadas por el agente en nempo real y en 
un ambtente dmánuco cambmnte. Este énfasis se traduce en el tratarmento de la dep~ndenaa 
respecto del contexto por parte del estado mterno de un agente cognit:lvo sttuado y activo, que se 
corresponderla con la acnVIdad de trasfondo esrudiada por Freeman. -La hipótesis relaova a este 
punto comparnda por ambos mvesogadores es que un régunen metaestable pernuoria resolver el 
problema de la flex1b1hdad en nempo real en cuanto que las redes neurocogrunvas serían capaces 
de orgamzarse y reorgaruzarse rápidamente en diferentes patrones de coordmaoón. 
Finalmente, en una proyecctón hact.a la pstcologia cogmnva, se daría respaldo a la 1dea del 
solaparmento entre procesos perceptuales, cogrutlvos y motores o, diCho de otra maneta, la Idea 
de los ststetnas percepovo y motor como prop:t<'Jmente cogmtwo.r. las mstanoas de percepctón-
cogmctón-acoón son entendidas como procesos solapados unos con otros y que por ende 
requieren un ttararmento umficado (e~to ~n n:~t¿ contraSte con--e( supuesto de segmentación·ae 
procesos cogruttvos, moneda cornente en pstcologia cogmnva, y su subsiguiente locahzactón 
en el cerebro). Ambos programas presentados tienden a enfanzar la descentra:ltzación y el 
comportarruento cooperaovo entre muchos elementos en mteracctón, e¡emphficado por el 
rég¡men metaestable, mamfestando así una proyecoón mterillsciplmat' dtferente respecto del 
estudlO de fenómenos conductuales o cogmuvos. 
Conclusión 
El senndo más claro en que puede hablarse de un enfoque dmám1co en NC rad1ca en la 
pnondad otorgada al uso de la TSD para abordar los mveles mesoscóp1cos, de la formaciÓn de 
los patrones dinátmcos a g1~an escala en ei cerebro. Ia metaestabilidad consutuye una hipótesis 
foqada y encarada por un abordaje de este npo, y de ella puede desprenderse un conjunto de 
hnearmentos teónco-metodológ¡cos cohesivos y relauvos a diversos aspectos de la mvesngación 
neurooentífica que sustentan la idea de un enfoque d.lnarruc1sta. Elmsmuado aleJarmento respecto 
de otras líneas en NC no puede ser fundamentado aquí, pero cabe aclarar que no se- qmere 
plantear una opos1c1ón entre esnlos de trabaJO, donde claramente hay ampho espacio para la 
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companb1hdad Puede aventurarse sm embargo que, en parncular para el caso de las NC, la actual 
mundaaón de observaoones empincas (favorecida también por elmcreíble avance reCiente en 
las técmcas de neurounagen) reqmere un enfoque más global, "hohsta", que Incorpore estas 
observac10nes en una teoría más o menos coherente de la fune1ón cerebral, un ma1'co que en 
fin pueda gmar la mvesngaciÓn, Lo que aquí se mtentó mostrar es que nn enfoque tal puede ser 
ctrcunscnto medmnte un conJunto disunnvo de cntenos ep1stemológ1Cos. 
Notas 
Esta es una de las 1deas centrales por las que se enttende el trabaJO de Ashby como e1.'Ponente de 1-t llamada 
cibernética de segundo orden (por ejemplo, Dupuy 2000) Ashby sufrió de la falta de métodos matemáticos y 
herramientas computactonales para Implementar sus modelos pero puede con justicia considerare un pionero en la 
tradición que aquf intento reconstruir. 
2 Por razones de espacio, no puedo detenerme en las 1deas aportadas por este Hstco teónco a la trad!ctón de mterés 
aquí 
Bibliografia 
Abarbanel, H., Rabmov'lch, M (2001) «Neurodynanncs~ Nonlmear DynamiCs and Neurobwlogy", Cun: Opm 
1\TmroblOL, 11 (4). 432-430 
Beer, Randall (2000) "Dynanncal approaches m cogmuvc sctence", Tre11d.r 111 Cogmltt'C Sctences, 4: 91-99 
Bressler, S., Kelso, S. (2001) "Corcical Coordmation Dynamics and Cogmtion", Trend.r zn Cognitiw Saences, 5(1). 26--
36 
Churchland, P, Koch, 'C., SeJnowski, T (1990) "What 1s Computatwnal Neurosctence?", en Schwartz (ed.), 
Compntati011al Nmrosrimce, 1HT Press. 
Dupuy,.J.P (2000) The Mr._thallization qftbe Afmd, Prtnceton Uruversuy Press. 
Engstrom, D., Kelso, S. (2008) "Coordination Dynamics of the Complementary Nature", GestCllt Theot_1', 30(2). 
121-134 
Fingelkurts, A., Fingelkurts, A. (2004), "Maklng Complexuy Slmpler", Int. J Nmrosa .. , 114: 843-862. 
Freeman, W (2005) ''A Field-Theoretic Approach to Understanding Scale-Free Neocortical Dynarmcs", Bzologtca/ 
Cjb,rnitics, 92(6). 350-359 
Freeman, W, Barne,J (1994) "Chaonc Osctllanons and the GeneslS of Ivíeanmgm Cerebral Corte.'\" en r-.-íer;raillie 
y Christen (eds.), Temporal Codmg in the Brmn, Springer-Yerlag. 
Freeman, \Y/., Hohnes, M. (2005) "1-íemstability, Instability, and State Transttlons m Neocorte..'\", Nmra/ NetJv., 
18(5-6). 497-504 
Ftiston, K. (1997) "Transtents, Metastabiilty, and Neuronal Dynanucs"~ Nem'OIIlltlff,e, 5: 164-171 
Gardner, H (1985) I. .. .a Nrtem Ciencia de la jl,fente, Paidós 
Haken, H (1986) "Synergetics", Geofbmm, 16(2). 205-211 
Kelso, S. (1995) D_)'namic Patterns, MIT Press. 
Le Van Quyen, M. (2003) "Dtsentangling the Dynanuc Core", B10L Re.r., 36. 67-88 
LilJenstrOm, H , Svedin, U (2005) Micro, Me.ro, Afatro, \Vorld Saentific Pnnters. 
Nielsen, K. (2006) "D)'IWHIÚ:al e>.planation 111 cognitme .rcúmre", jounwl Jor Geueml Pht!osopfo• oj .SaeJ/te, 37. 136··163. 
Pérez Yel:izquez,J. L. (2005) "Bram, Behaviour, and Marhematics", P~wzca D, 212·. 161-182 
671 
Schóner, G, Ke1so, S. (1988) ''Dynamtc Pattern Generatlon m Behavtoral and Neuntl Sysrems", Saeuce, 239. 1513·· 
1520 
Simon, H (1973) "The Orgamzauon of Complex Systems", en Parree (ed.), Hterarci?J· TbMI)', George Braziller. 
Strogatz, S. (199.4) Non/inear DynaPJiCJ. and Chaos, Addrson:-\Ves ley: 
Tononi, G, Sporns, O, Edelman, G (1994) "A measure for bratn complexrty", Proc. NatL Acad SCJ., 91. 5033-
5037 
van Gelder, T, Port, R (1995) "It's abour tune", en Port y van Geldet (eds.), Afmd as J\1ot10u, .MIT Press. 
van Orden, C .. , Holden,J, Turvey, M. (2003) «Self-organization of cognitive performance'\ Joumal qf E:x:penmmtal 
Ps)'cbolog¡r, 132~ 331-350 
Walmsley, J. (2008) "Explanauon m dynanucal cogmuve sctence", 1\:lmds a11d Aiachzne..r, 18~ 331-348. 
\Verner, G. (2007) "Metastability, Criticality and Phase Transiuons in Brain and its .Models", Bio.[J'Siems, 90: 496-
508 
672 
