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Background: We conducted a population-based case–control study to better delineate the rela-
tionship between individual alcohol consumption, alcohol outlets in the surrounding environment,
and being assaulted with a gun.
Methods: An incidence density sampled case–control study was conducted in the entire city of
Philadelphia from 2003 to 2006. We enrolled 677 cases that had been shot in an assault and 684
population-based controls. The relationships between 2 independent variables of interest, alcohol
consumption and alcohol outlet availability, and the outcome of being assaulted with a gun were
analyzed. Conditional logistic regression was used to adjust for numerous confounding variables.
Results: After adjustment, heavy drinkers were 2.67 times as likely to be shot in an assault
when compared with nondrinkers (p < 0.10) while light drinkers were not at significantly greater
risk of being shot in an assault when compared with nondrinkers. Regression-adjusted analyses
also demonstrated that being in an area of high off-premise alcohol outlet availability significantly
increased the risk of being shot in an assault by 2.00 times (p < 0.05). Being in an area of high
on-premise alcohol outlet availability did not significantly change this risk. Heavy drinkers in
areas of high off-premise alcohol outlet availability were 9.34 times (p < 0.05) as likely to be shot
in an assault.
Conclusions: This study finds that the gun assault risk to individuals who are near off-premise
alcohol outlets is about the same as or statistically greater than the risk they incur from heavy
drinking. The combination of heavy drinking and being near off-premise outlets resulted in
greater risk than either factor alone. By comparison, light drinking and being near on-premise
alcohol outlets were not associated with increased risks for gun assault. Cities should consider
addressing alcohol-related factors, especially off-premise outlets, as highly modifiable and politi-
cally feasible approaches to reducing gun violence.
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P REVENTION STRATEGIES THAT focus only onguns can be protracted with limited political support
(Branas, 2006) and uncertain consequences (Kassirer, 1995;
Teret and Wintemute, 1993; Wintemute, 1999; Zimring,
1991). Although the inappropriate use of guns is necessary to
the occurrence of gun violence, there are other contributing
but similarly modifiable factors that also warrant serious con-
sideration. Many of these other factors have the advantage of
being less politically confrontational than guns and, as such,
are more feasible opportunities for prevention in many com-
munities.
One such modifiable factor is alcohol. People may place
themselves at risk of becoming victims of gun violence by
inappropriately consuming alcohol. People may also place
themselves at risk of becoming victims of gun violence by
entering environments where alcohol is being inappropriately
consumed, regardless of whether they themselves are drink-
ing. Although both personal and environmental factors are
important, prevention resources are often limited and com-
munities interested in pursuing alcohol-related prevention
strategies to reduce gun violence must often choose to target
either inappropriate consumption or environments that pro-
mote inappropriate consumption.
To assist these communities in gauging the relative value of
different alcohol-related prevention strategies to reduce gun
violence, we conducted a population-based case–control study
of personal alcohol consumption, environmental alcohol out-
let availability, and gun violence. We included both fatal and
nonfatal outcomes and accounted for a variety of individual,
situational, and environmental confounders.
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MATERIALS AND METHODS
The association of alcohol outlets and violence has been well-
documented using ecologic study designs. However, these prior
ecologic studies suffer from aggregation biases and are unable to
gauge the relative risks created for individuals when they consume
alcohol or enter into environments where alcohol is being consumed,
such as areas with high levels of alcohol outlet availability. There is a
need for the application of study designs other than the traditional
ecologic framework that has been used to date.
We applied a case–control study design to determine the associa-
tion between alcohol consumption, alcohol outlets, and gun assault.
Trial, cohort, and matched cohort designs were all considered but for
various reasons (ethical considerations, prohibitively long implemen-
tation time, limited generalizability, etc.) were not pursued. To deter-
mine this in the most generalizable way, our target population was
chosen to be residents of Philadelphia prompting the use of
population-based controls. Use of other types of nonpopulation-
based controls (dead controls, hospital-based controls, etc.) were
considered but would have likely biased any final odds ratio estimates
toward the null (Wiebe and Branas, 2003; Wiebe et al., 2004). Alter-
natively, use of control subjects who were assaulted by nongun
means would not have been consistent with our target population
and would have produced similarly biased estimates.
In applying the case–control design, we assumed that the resident
population of Philadelphia risked being shot in an assault at any
location and at any time of day or night. Disease-based, ‘‘immunity’’
restrictions were not employed (unlike other situations where such
restrictions might be appropriate, i.e., you must be in a car to risk
being injured as an occupant during a crash). This is a common
approach for case–control studies (Poole, 1986, 1987, 1999) and an
acceptable assumption because guns are mobile, potentially conceal-
able items and the bullets they fire can pass through obstacles and
travel long distances (Richmond et al., 2004). Any member of the
general population has the potential to be exposed to guns and the
bullets they discharge regardless of where they are or what they are
doing. As such, we reasonably chose not to exclude subjects as
‘‘immune’’ from hypothetically becoming cases because they were,
for instance, asleep at home during the night or at work in an office
building during the day. Instead, we appropriately measured and
controlled for locational and time-based situations that might have
changed, but did not eliminate, the risk of being shot in an assault.
Subject Identification and Matching
Gunshot assault cases caused by powder charge guns were identi-
fied as they occurred, from October 15, 2003, to April 16, 2006. The
final 6 months of this period were limited to only fatal cases. Because
they function differently from gun assaults and were beyond the
scope of the relationship we sought to investigate, self-inflicted, unin-
tentional, police-related (an officer shooting someone or being shot),
and gun injuries of undetermined intent were excluded. Individuals
under 21 years of age were excluded because it was not legal for them
to possess a gun in Philadelphia and, as such, the relationship we
sought to investigate was functionally different enough to prompt
separate study of this age group. We excluded individuals who were
not residents of Philadelphia as they were not part of our target pop-
ulation. We excluded individuals not described as Black or White as
they would have been a very small percentage of our subjects (less
than 2%). Even after these exclusions the study only needed a subset
of the remaining shootings to test its hypotheses. A random number
was thus assigned to these remaining shootings, as they presented, to
enroll a representative one-third of them.
Data coordinators at the Philadelphia Police Department identi-
fied and enrolled new shooting cases as they occurred by reviewing
an electronic incident tracking system and interviewing police offi-
cers, detectives, and medical examiners. Basic data for eligible cases
were wirelessly sent to the University of Pennsylvania where study
leaders forwarded them to a survey research firm for recruitment of a
matched control. More detailed information for each enrolled case
was later filled-in using additional data from police, medical exami-
ners, emergency medical services, and hospital data sources (Branas
et al., 2008).
Population-based controls were drawn from the target population
of interest that was thought to have given rise to the cases, namely all
community-dwelling (i.e., not institutionalized, not incarcerated, etc.)
Philadelphia residents (Wacholder et al., 1992). These population-
based controls were a random sample of individuals at risk of being
shot that would have been identified as cases had they been shot in
Philadelphia. Controls were selected independent of their geographic
location but were in Philadelphia at the time the case to which they
were matched was shot. The median number of days between the
time a shooting occurred and the time a control interview was com-
pleted was 2, with over three-quarters of all control interviews being
completed within 4 days of their matched shooting. Controls were
interviewed as rapidly as possible to minimize recall bias.
We used incidence density sampling, a common approach to case–
control studies (Rothman and Greenland, 1998), to essentially pair-
match our cases and controls on the date and time (within 30-minute
periods, i.e., 10:30 pm, 11:00 pm) of each shooting. We did this
because the factors we planned to analyze, including alcohol con-
sumption and being near alcohol outlets, were often short-lived mak-
ing the time of the shooting most etiologically relevant (Roberts,
1995). This also helped to control for a great many unmeasurable
confounders that were related to time—hour of the day, day of the
week, season of the year, etc. Prior case–control work on gun injury
(Kellermann et al., 1993) as well as other early injury case–control
studies (Haddon et al., 1961), have pair-matched cases and controls
on location, something that we purposely did not do because it
would have likely produced bias toward the null due to overmatching
(alcohol consumption is potentially related to location) and we also
wanted to study the effects of location with respect to alcohol outlets
(Branas et al., 2008). We appropriately chose to adjust for
unmatched factors, such as location, using statistical regression mod-
eling even though our case and control subject groups appeared to be
different with respect to many of these factors (Rothman and
Greenland, 1998).
However, certain basic factors were thought to be appropriate for
pair-matching of our cases and controls based on a priori justifica-
tions of statistical inefficiency (i.e., too few subjects for analysis in
certain matched strata). When appropriate, pair-matching is most
practical using select nominal scale confounders and those with a
large number of possible values per stratum (Rothman and Green-
land, 1998). Our controls were thus matched to cases based on age-
group (21–24, 25–39, 40–64, and over 65 years old), gender, and race
(Black or White). Rather than adjust for them in our analysis, we
pair-matched on these variables to avoid extremely sparse data in cer-
tain subgroups given our prior knowledge that exceedingly different
age, race, and gender distributions existed among assaultive shoot-
ings relative to the general population of Philadelphia. Based on early
power calculations, 1 control was matched to each shooting case.
Controls were sampled from all of Philadelphia using random digit
dialing (Waksberg, 1978; Weiner et al., 2007). The protocol allowed
for controls who later were shot to remain eligible for inclusion in the
study as cases (Rothman and Greenland, 1998). In the interest of
time, multiple interviewers may have simultaneously begun and then
completed control interviews. This resulted in 7 cases that had more
than 1 control. These few additional controls were retained in final
analyses. We also tested for the possibility that multiple telephone
lines and age–gender–race–eligible members of a household could
lead to unequal probabilities of selection among the control subjects.
Case weights equal to the inverse of the probability of selection were
constructed, and weighted conditional logistic regression analyses
were conducted in parallel with unweighted analyses. Little difference
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(<5%) was found between the weighted and unweighted analyses;
thus, unweighted analyses are reported.
We took several steps to maximize participation and avoid selec-
tion biases due to nonresponse (Harlow et al., 1993; Herzog and
Rodgers, 1992; Koepsell et al., 1996; Weiner et al., 2007). Using stan-
dard formulae, the cooperation rate for our control survey was calcu-
lated to be 74.4% and the response rate 56.0% (Daves, 2006). These
rates exceeded those of other surveys conducted at about the same
time (Galea and Tracy, 2007) and were high enough to produce a
reasonably representative sample of our target population (Groves,
2006; Keeter et al., 2006). Within the age, race, and gender categories
on which we matched, our control respondents were also statistically
similar to the general population of Philadelphia in terms of marital
status, retirement, education, general health status, and smoking sta-
tus within the age, gender, and race categories specified above. Our
controls were however found to be unemployed significantly more
often than the general population.
Conceptual Framework and Variables
Numerous variables are influential as confounders in the associa-
tion between victim alcohol consumption, proximity to alcohol out-
lets, and gun assault. Confounding variables can be conceptually
separated into individual and situational characteristics, both of
which feed the eventual victim–offender interaction that results in
gun assault (Felson and Steadman, 1983; Wells, 2002; Ziegenhagen
and Brosnan, 1985).
Based on previous work and theory, we measured and adjusted
for numerous individual and situational characteristics (Table 1).
Individual characteristics included age, race, gender, ethnicity, unem-
ployment, education, and arrest history. Situational characteristics
included those specific to the victims themselves at the time they were
assaulted: whether they had consumed alcohol, were outdoors, or had
others present. We also accounted for situational characteristics
specific to the neighborhood within which the gun assault occurred:
its alcohol outlet availability, racial and ethnic make-up, unemploy-
ment and income levels, and concentration of arrests for illicit drug
trafficking (Gruenewald, 2007; Islam et al., 2003; Kellermann et al.,
1993; Kleck and Gertz, 1998; Kleck and McElrath, 1991; Livingston
et al., 2007; McCord and Ratcliffe, 2007; Reedy and Koper, 2003;
Warner andWilson Coomer, 2003; Ziegenhagen and Brosnan, 1985).
The use of an incidence density sampling design accounted for
many time-based confounders related to the victim–offender inter-
action (Rothman and Greenland, 1998). In addition, the individual-
level characteristics that we measured carried forward into the assault
itself as did many situational characteristics. These situational charac-
teristics included measures that likely served to redistribute power
between victim and offender (such as substance use and having
others present) and locational measures that likely influenced the
interaction between victim and offender (such as being outdoors or
in various neighborhood conditions) (Felson and Steadman, 1983;
Wells, 2002; Ziegenhagen and Brosnan, 1985). Cases were also classi-
fied as fatal gun assaults to permit subset analyses of gun assault risk.
Data and Analyses
Individual and environmental-level data were obtained from local,
state, and national sources under approval from both the University
of Pennsylvania and the Philadelphia Department of Public Health
Institutional Review Boards. A federal certificate of confidentiality
was also provided by the National Institutes of Health.
For cases, alcohol consumption at the time of the shooting was
determined by blood alcohol concentrations from emergency depart-
ments and the morgue and, when these were not available, by police
observation, which has been shown to be effective in distinguishing
intoxicated drinkers (Brick and Carpenter, 2001; Grossman et al.,
1996; Moskowitz et al., 1999; Soderstrom et al., 1994; Stuster and
Burns, 1998; vanWijngaarden et al., 1995). For controls, alcohol con-
sumption at the time of the shooting was determined via a series of
questions that anchored recall and determined recency of drinking,
rate of drinking, and number of drinks (defined as 1 bottle, can, or
glass of beer, 1 glass of wine, 1 mixed drink, or 1 shot of liquor). Cases
and controls were separated into nondrinkers, light drinkers [blood
alcohol concentration (BAC) < 0.10 mg ⁄dl or its gender ⁄height ⁄
weight-adjusted drink equivalent], and heavy drinkers (BAC
‡0.10 mg ⁄dl or its gender ⁄height ⁄weight-adjusted drink equivalent).
Alcohol consumption was determined for 90.0% of cases and 99.7%
of controls and locations were obtained for 99.3% of cases and 95.9%
of controls. Missing data were imputed using multiple imputation by
chained equations (vanBuuren et al., 1999; Rubin, 1987).
All environmental data were linked to a given case subject accord-
ing to their location when the shooting occurred, and for control sub-
jects, according to where the control was located at the time their
matched case subject was shot. We geographically coded subject
locations to latitude and longitude points using intersections or block
faces and alcohol outlet locations to latitude and longitude points
using actual addresses. On-premise (such as bars and taverns) and
off-premise (such as take-out establishments and delis) alcohol out-
lets were classified using liquor licenses and North American Industry
Classification System codes obtained for each alcohol outlet in Phila-
delphia.
To corroborate our classifications, 2 pairs of field observers also
visited a randomly selected group of 70 alcohol outlets from across





Cases Controls Cases Controls
Situational characteristics
Alcohol consumption (%)
No drinking 73.6 86.2 75.6 86.0
Light drinking 18.8 11.7 16.2 12.2
Heavy drinking 7.6 2.1 8.2 1.8
Alcohol outlet availability (%)
Low 49.3 50.8 52.4 50.1
High 50.7 49.2 47.6 49.9
Low on-premise 48.7 51.4 51.8 51.2
High on-premise 51.3 48.6 48.2 48.8
Low off-premise 46.5 54.1 49.9 53.6
High off-premise 53.5 46.0 50.1 46.4
Being outdoors (%) 83.1 9.1 70.8 9.2
Others present (mean
number of people)




26.0 20.2 24.4 20.6
Hispanics (mean 1,000
people ⁄ mile)
4.5 2.7 4.2 2.9
Unemployment (mean
1,000 people ⁄ mile)
2.4 2.0 2.3 2.0
Income (mean million
dollars ⁄ mile)
594.9 652.8 577.1 632.3
Illicit drug trafficking
(mean arrests ⁄ mile)
953.2 563.6 809.9 634.2
Individual characteristics
Age (mean years) 30.6 32.7 32.0 34.1
Black (%) 87.9 87.9 87.7 87.3
Male (%) 91.9 91.7 91.4 91.5
Hispanic (%) 7.2 3.5 7.6 4.2
Unemployed (%) 33.0 18.9 38.0 19.4
Education (mean years) 11.6 12.7 11.7 12.7
Prior arrests (%) 53.1 37.1 54.6 36.0
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Philadelphia on Thursday and Friday nights between 8 pm and mid-
night. Based on prior work (Graham and Homel, 1997; Graham
et al., 1980; Quigley et al., 2003; Wolfson et al., 1996) a structured
data collection procedure was also developed and implemented to
systematically observe alcohol outlet patrons, staff, drinking environ-
ments, and nearby areas. We did not conduct statistical analyses
using this relatively small number of outlets but were able to com-
plete important and complementary qualitative assessments of alco-
hol outlets in better explaining our statistical findings. Other
environmental factors were geographically coded using the latitude
and longitude centroid and population-weighted centroid points of
blocks, block groups, and tracts.
Case and control subjects were assigned inverse distance-weighted
(IDW) measures of their cumulative exposure to environmental fac-
tors based on the points where the subjects were located and the
point locations and magnitudes of the environmental factors sur-
rounding them. The higher the IDW measure, ZG, the greater the
clustering and magnitude of environmental factors around a subject’s




ðsj=edijÞ 8 dij<h; i 2 I; j 2 J;
where sj reflects the presence or size (i.e., alcohol sales volume)
of an environmental factor at location j, dij is the point-to-point
rectilinear distance between subject i and environmental factor j,
h is a bandwidth beyond which all values are assumed to be
zero, I is the set of all case or control subject locations, and J is
the set of all environmental factor locations. Inverse exponenti-
ated distances prevented undefined fractions due to zero dis-
tances (i.e., subjects in bars) and greatly de-emphasized
environmental factors that were far away from subjects. Recti-
linear distance metrics, as opposed to Euclidean straight-line dis-
tance metrics, were used to better estimate the urban
environment. The bandwidth value, h, was set at 2 miles for all
environmental factors based on standard cross-validation tech-
niques (Fotheringham et al., 2000; Silverman, 1978, 1986) and a
heuristic that incorporates the number of observed points under
study scaled to the square root of the study area, in this case
the city of Philadelphia (Bailey and Gattrell, 1995; Williamson
et al., 1998). Separate ZG measures were calculated for cases
and controls and then compared (Fig. 1).
Inverse distance-weighted measures have a long history of use by
geographers and offered our analysis several important advantages
over simply assigning subjects to solitary geographic polygons, such
as census tracts or block groups. Analyses in which subjects are
nested within solitary administrative geographic units (i.e., a single
census tract or block group) can generate challenges, including the
overestimation of effects (Geronimus, 2006; Holt et al., 1996; Krieger
et al., 2002; Openshaw, 1984; Scribner, 2000; Wong, 1991; Wrigley,
1995). Oftentimes, the boundaries of these administrative geographic
units have been determined for purposes other than the specific rela-
tionships under study and as such may be awkwardly shaped, poorly
correspond to lived space, have edge-effects (i.e., a subject assigned
to a tract but located on its border may be more influenced by their
neighboring tract), or impose a neighborhood scale that is inappro-
priate for the subjects being studied (Geronimus, 2006; Holt et al.,
1996; Krieger et al., 2002; Openshaw, 1984; Scribner, 2000; Wong,
1991; Wrigley, 1995). For these reasons, we chose to use IDW mea-
sures which were continuous and essentially boundary-free.
The IDW measures we used essentially assigned each subject their
own unique neighborhood, avoided aggregation effects by design
and needed no multilevel or clustering adjustments (Longley et al.,
2005) while directly accounting for spillover effects and the variability
of neighboring areas (Geronimus, 2006; Holt et al., 1996; Krieger
et al., 2002; Openshaw, 1984; Scribner, 2000; Wong, 1991; Wrigley,
1995). These measures were calculated for alcohol outlets and all
other environmental factors. Gravity measures for alcohol outlets
were also separated into high and low availability using case and con-
trol subject median cut-points. For alcohol outlets, these categorical
gravity measures were more readily interpretable and used to create
interaction terms with subject alcohol consumption.
Individual and environmental-level independent variables were
compared for cases and controls followed by conditional logistic
regression models (Breslow, 1996) of the focal independent variables
alcohol consumption and alcohol outlet availability and the outcome
of gun assault. Individual and environmental-level confounders were
selected because they were of theoretical importance, could be mea-
sured within the scope of our study, had been used in prior studies
(Cummings et al., 1997; Dahlberg et al., 2004; Decker and Caldwell,
1997; Grassel et al., 2003; Kellermann et al., 1993; Kleck, 1998; Kleck
and DeLone, 1993; Kleck and Gertz, 1995, 1998; McCord and Ratc-
liffe, 2007; Nelson et al., 1996; Warner and Wilson Coomer, 2003;
Wiebe, 2003) and were sufficiently noncollinear. Excessively collinear
confounders were excluded by keeping variance inflation factors
under 10 (Fox, 1991).
All regression models were adjusted for yearly age (because, even
after matching on categorical age, there was still residual confound-
ing due to the effect of continuous age within categories, as cases
were younger than controls by a statistically significant mean differ-
ence of over 2 years, p < 0.01; Rothman and Greenland, 1998) and
Fig. 1. Philadelphia maps showing point-to-point inverse distance-weighted exposure calculations (ZG) for 4 hypothetical cases and controls and
3 hypothetical alcohol outlets with their daily sales; the ZG of cases is about 2.5 times that of controls.
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all other confounders that were not excessively collinear. Robust
sandwich estimators of variance were also specified (White, 1980)
and the residuals from our regression models were not found to be
statistically significant for spatial autocorrelation (using Moran’s I
and Geary’s c coefficients) (Getis, 2000; Gruenewald and Remer,
2006). Statistically significant findings were taken to be those with
p < 0.05 throughout our analyses.
RESULTS
Study Participants
Over the study period, our research team was notified
about 3,485 shootings of all types occurring in Philadelphia.
This translated into an average of 4.77 ± 2.82 shootings per
day with a maximum of 21 shootings in a single day and an
average of 9 days a year that were shooting-free. From
among all these shootings, 3,202 (91.88%) were assaults, 167
were self-inflicted (4.79%), 60 were unintentional (1.72%), 54
were legal interventions (1.55%), and 2 were of undetermined
intent (0.06%). When considering only assaults, an average of
4.39 ± 2.70 individuals were shot per day in Philadelphia
with a maximum of 20 in a single day and an average of
13 days a year in which no individuals were shot.
From among all 3,202 individuals who had been shot in an
assault, we excluded those under 21 years of age or of
unknown age (29.83%), non-Philadelphia residents (4.34%),
individuals not described as being Black or White (1.62%),
and police officers that had been shot (0.09%). From the
remaining group of 2,073 participants, 677 (32.66%) were
randomly selected and enrolled. An age, race, and gender-
matched group of 684 control participants were also concur-
rently identified and enrolled.
Among all 677 enrolled shooting assaults, the case–fatality
rate was 18.54%. Cases and controls showed no statistically
significant differences in terms of their age, race, and gender
distributions. As evidence that our incidence density sampling
was successful, cases and controls also showed no statistically
significant differences in terms of the times of day, days of the
week, and months of the year when their data were collected.
Cases and controls were thus successfully matched on age,
race, gender, and time.
However, when compared with controls, shooting cases
were more often Hispanic, more unemployed, less educated,
and had a greater frequency of prior arrest. At the time of the
shooting, cases were also more often outdoors, in a crowd, and
closer to areas where more Blacks, Hispanics, unemployed,
and lower income individuals resided (Table 1).
Alcohol Consumption, Alcohol Outlet Availability, and Gun
Assault
Unadjusted comparisons showed that cases were drinking
and heavily drinking significantly more than controls and
were significantly more often in areas of high off-premise
alcohol outlet availability than controls (p < 0.01). Similar
comparisons were noted among fatal gun assaults (Table 1).
Regression-adjusted analyses demonstrated that light
drinkers were not at significantly greater risk of being shot in
an assault when compared with nondrinkers. Heavy drinkers,
on the other hand, were 2.67 times as likely to be shot in an
assault compared with nondrinkers (p < 0.10). These rela-
tionships were similar among fatal gun assaults (Table 2).
Regression-adjusted analyses also demonstrated that being
in an area of high alcohol outlet availability did not signifi-
cantly change the risk of being shot in an assault. This finding
also persisted among fatal gun assaults. In addition, being in
an area of high on-premise alcohol outlet availability did not
significantly change the risk of being shot in an assault or a
fatal gun assault (Table 2).
Our regression analyses did, however, demonstrate that
being in an area of high off-premise alcohol outlet availability
significantly increased the risk of being shot in an assault by
2.00 times (p < 0.05). The risk of being fatally shot in an
assault was even higher, 4.19 times more while in an area of
high off-premise alcohol outlet availability (p < 0.10)
(Table 2).
The testing of interaction terms showed that the greatest,
statistically significant risk of being shot in an assault was
among heavy drinkers who were also in areas of high off-
premise alcohol outlet availability. Heavy drinkers in areas of
high off-premise alcohol outlet availability had 9.34 times the
gun assault risk of nondrinkers in areas of low off-premise
alcohol outlet availability (p < 0.05). Although less pro-
nounced, light drinkers in areas of high off-premise alcohol
outlet availability had 2.29 times the gun assault risk of non-
drinkers in areas of low off-premise alcohol outlet availability
(p < 0.05). These same interactions were not statistically sig-
nificant for drinkers in areas of high on-premise alcohol outlet
availability (Table 3).
The 70 randomly selected alcohol outlets we visited were
located within 15 different Philadelphia neighborhoods.
Among 62 outlets that were open when we visited, 74.2%
were on-premise and 25.8% were off-premise establishments.
Table 2. Regression Results of the Associations Between Alcohol
Consumption, Alcohol Outlet Availability, and Gun Assault
All gun assaults Fatal gun assaults
Alcohol consumption
No drinking 1.00 1.00
Drinking 1.33 [0.54, 3.31] 0.32 [0.03, 3.11]
No drinking 1.00 1.00
Light drinking 1.16 [0.42, 3.22] 0.27 [0.02, 2.97]
Heavy drinking 2.67 [0.90, 7.87]* 6.20 [0.42, 92.47]
Alcohol outlet availability
Low 1.00 1.00
High 1.22 [0.59, 2.52] 0.74 [0.20, 2.79]
Low on-premise 1.00 1.00
High on-premise 1.12 [0.57, 2.21] 0.85 [0.27, 2.67]
Low off-premise 1.00 1.00
High off-premise 2.00 [1.05, 3.75]** 4.19 [0.81, 21.78]*
Models adjusted for all characteristics listed in Table 1. Adjusted odds
ratios and 95% confidence intervals with *p < 0.10 and **p < 0.05.
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On-premise outlets typically had larger physical premises,
more staff, and more crowding than off-premise outlets. Off-
premise outlets were typically smaller, with one or maybe 2
staff, in more impoverished neighborhoods and more often
with brighter lighting, ‘‘bulletproof’’ glass barriers and other
security features than on-premise outlets.
DISCUSSION
After adjusting for numerous confounding factors, drink-
ing alcohol was a risk factor for being shot in an assault
although this risk was not statistically significant and was
effectively limited to heavy drinkers. As is well known, heavily
consuming alcohol can greatly lower inhibitions, increase con-
fidence, and potentially release violent impulses (David and
Spyker, 1979; Romelsjo, 1995). Otherwise noncombative indi-
viduals may overreact to perceived threats and instigate vio-
lent situations due to alcohol-impaired judgment of verbal
and nonverbal social cues (Collins and Messerschmidt, 1993;
Pernanen, 1991). Potential victims who are intoxicated are
also potentially more vulnerable targets for predatory crimes
such as homicide (Goodman et al., 1986).
By comparison, light drinkers were at about the same risk
of being shot in an assault as nondrinkers. This suggests that
alcohol consumption in moderation may not be a risk factor
for violent victimization. Even though they had consumed,
light drinkers likely retained enough clear judgment and per-
ception to keep their risk in check when compared with heavy
drinkers. Light drinkers may have reacted more appropriately
to potentially violent situations or reduced their attractiveness
as the targets of would-be violent offenders through various
safety countermeasures that heavy drinkers were unable to
exploit.
Alcohol outlet availability was also associated with a statis-
tically significant risk of being shot in an assault, but only
when considering areas where off-premise alcohol outlets,
such as take-outs and delis, were highly available. The risk of
being shot in an assault was most significant for heavy drink-
ers who were in neighborhoods where off-premise alcohol
outlets were highly available. In many neighborhoods at
night, these off-premise outlets were a center of activity, often
providing the only well-lit spaces among nonworking street
lamps, vacant properties, and dark residences, and being rea-
sonably well trafficked with a steady interchange of patrons.
Off-premise outlets may have generated risks by promoting
consumption of high-quantity, high-alcohol content bever-
ages in bright but unattended spaces that were connected to
the street where over 80% of assaultive shooting cases
occurred. The gun assault risks posed by off-premise outlets
also extended to otherwise uninvolved, but nearby individuals
who were shot as bystanders. These risks were also likely
compounded by a very small number of staff at off-premise
outlets who frequently worked from behind fortified walls of
‘‘bulletproof’’ glass, and only briefly interacted with patrons
to distribute alcohol and small food items. Some off-premise
staff was even equipped to sleep overnight at their businesses
and avoid emerging from behind their protective barriers until
they felt safe in the morning.
Unlike off-premise alcohol outlets, on-premise outlets, such
as bars and taverns, were by comparison highly monitored,
relatively safe havens, even in neighborhoods with high levels
of gun violence. The nomenclature of ‘‘violent bars’’ has gen-
erally been used to differentiate on-premise outlets that attract
certain clientele who may be predisposed to violence (Graham
et al., 2006; Quigley et al., 2003; Treno et al., 2007). Based on
our findings, off-premise outlets can be differentiated in this
way, attracting heavy drinkers and possibly other at-risk
patrons differently than on-premise bars and taverns. Signage
prohibiting ‘‘fighting’’ or ‘‘drug dealing’’ in off-premise outlets
were markers of these at-risk patrons (Gruenewald, 2007;
McCord and Ratcliffe, 2007). Lax monitoring of potentially
at-risk patrons and a generally antisocial environment in off-
premise outlets may have thus led to greater gun violence.
Individuals in and around off-premise alcohol outlets were
shot as the victims of predatory crimes, possibly because they
had heavily consumed and were easier targets (Goodman
et al., 1986), or they were shot as the victims of otherwise trac-
table arguments that became violent because one or more of
the combatants had consumed alcohol.
Assaultive gun violence might be prevented if certain
aspects of off-premise alcohol outlets began to function more
like their on-premise counterparts. Training off-premise serv-
ers to cut-off heavy drinkers and promptly report the out-
break of arguments to police could be effective gun violence
reduction strategies. Other approaches to reducing gun vio-
lence may include a general rezoning or reduction of off-
premise outlet availability (Ashe et al., 2003; Holder et al.,
Table 3. Regression Results of the Interaction Effects Between Alcohol




No drinking, low availability 1.00
No drinking, high availability 1.38 [0.29, 6.52]
Light drinking, low availability 1.25 [0.28, 5.56]
Light drinking, high availability 1.26 [0.55, 2.92]
Heavy drinking, low availability 3.81 [0.36, 40.64]
Heavy drinking, high availability 3.24 [0.37, 28.66]
On-premise outlets
No drinking, low availability 1.00
No drinking, high availability 1.17 [0.29, 4.76]
Light drinking, low availability 1.31 [0.29, 5.92]
Light drinking, high availability 1.18 [0.54, 2.56]
Heavy drinking, low availability 3.46 [0.39, 30.90]
Heavy drinking, high availability 3.03 [0.35, 22.91]
Off-premise outlets
No drinking, low availability 1.00
No drinking, high availability 1.34 [0.30, 6.00]
Light drinking, low availability 2.09 [0.49, 8.88]
Light drinking, high availability 2.29 [1.08, 4.83]**
Heavy drinking, low availability 1.41 [0.16, 12.12]
Heavy drinking, high availability 9.34 [1.02, 86.10]**
Models adjusted for all characteristics listed in Table 1. Adjusted odds
ratios and 95% confidence intervals with *p < 0.10 and **p < 0.05.
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2000) and ⁄or enhanced policing of public drunkenness in
neighborhoods where off-premise outlets are highly clustered.
It has been argued that areas with highly clustered alcohol
markets reduce the unit price of alcohol through enhanced
competition, thereby increasing consumption, the outdoors
movement of patrons between alcohol outlets, and distur-
bances such as public drunkenness, litter, and noise. These
phenomena may increase the likelihood of violence and make
server interventions more difficult (Livingston et al., 2007). As
such, an intervention to train servers at off-premise outlets
should likely begin with some consideration of reducing the
overall density of off-premise outlets in the surrounding area.
Prior Ecologic Studies
Prior ecologic work has shown that alcohol-induced vio-
lence is affected by the environmental context in which drink-
ing occurs. Areas with high numbers of alcohol outlets have
also been shown by some studies to also have high levels of
violence, especially in terms of aggression, criminal victimiza-
tion, assault, and homicide (Britt et al., 2005; Gruenewald
and Remer, 2006; Livingston, 2008; Scribner et al., 1995;
Speer et al., 1998; Treno et al., 2007).
In explaining this ecologic association, it has been posited,
for instance, that individuals who choose to consume alcohol
because they are in bars or on street corners may act more
aggressively in the absence of home and family restraints
(MacAndrews and Edgerton, 1969; Parker and Rebhun,
1995). Other ecologic studies have shown that areas with high
numbers of on-premise alcohol outlets can also be risky, pos-
sibly because patrons and proprietors have cash on hand and,
as such, attractive victims (Roncek and Bell, 1982; Roncek
and Maier, 1991; Scribner et al., 1995). Still other ecologic
studies have shown that areas with high numbers of off-
premise alcohol outlets, selling ‘‘to-go’’ liquor in large quanti-
ties, chilled, and ready for immediate consumption on a street
corner or in a nearby park or car, are also strongly associated
with violence (Alaniz et al., 1998; Gruenewald and Remer,
2006; Gruenewald et al., 2006; Scribner et al., 1995, 1999).
Some ecologic studies have, however, failed to find strong
associations between alcohol outlets and assaultive violence
(Dull and Giacopassi, 1988; Gorman et al., 1998a,b; Living-
ston et al., 2007). These studies underscore the lack of a con-
clusive body of evidence regarding alcohol outlets and
assaultive violence and point to the need for analyses using
study designs other than the traditional ecological framework
that directly measure individual as well as contextual risks
(Morgenstern, 1998; Stevenson and McClure, 2005). It is for
these reasons that the current case–control study was under-
taken.
Study Limitations
A number of study limitations deserve discussion. Our con-
trol population was more unemployed than the target popula-
tion of Philadelphians that it was to intended to represent.
Although we did account for employment status in our
regression models and our control population was found to
be representative of Philadelphians for 5 other indicators,
having a preponderance of unemployment among our con-
trols may mildly erode our study’s generalizability. It is also
worth noting that our findings are possibly not generalizable
to nonurban areas whose gun injury risks can be significantly
different than those of urban centers like Philadelphia (Branas
et al., 2004).
Certain other variables that may have confounded the asso-
ciation between alcohol consumption, alcohol outlets and gun
assault may have been omitted in our analysis. Given that this
was not a randomized trial of alcohol consumption, alcohol
outlets, and gun assault, the possibility of bias from unmea-
sured confounding, inherent in all observational study designs
(including the case–control), was present. We have endeav-
ored to control for this bias by carefully selecting and includ-
ing a number of confounding variables. Even with the
possibility of unmeasured confounding however, the case–
control design used here improves upon prior ecologic study
designs that infer individual level risks from aggregations of
individuals and thus likely experience greater unmeasured
confounding.
We did not enroll nongun assaults and cannot judge the
association between alcohol consumption, alcohol outlets,
and the risk of being assaulted in general and ⁄or compare the
associations between alcohol consumption, alcohol outlets,
and the risks of being assaulted with a gun as opposed to a
nongun weapon. Although these would have been useful
comparisons to make, collection of nongun assault informa-
tion was not pursued because it was seen as a considerably
more challenging data collection endeavor given that shoot-
ings were much better defined and monitored by the police
and medical systems in Philadelphia.
Finally, certain aspects of the victim–offender interaction
that occurred at the time of a gun assault were not possible
for us to reliably measure for both cases and controls. The
use of an incidence density sampling design did, however,
potentially account for many time-based confounders related
to the victim–offender interaction (Rothman and Greenland,
1998). In addition, the individual-level characteristics that we
measured carried forward into the assault event itself as did
many situational characteristics.
CONCLUSION
This study finds that the gun assault risk to individuals
who are near off-premise alcohol outlets is about the same as
or statistically greater than the risk they incur from heavy
drinking. The combination of heavy drinking and being near
off-premise outlets resulted in far greater risk than either fac-
tor alone. By comparison, light drinking and being near on-
premise alcohol outlets were not associated with increased
risks for gun assault. The current study corroborates some
aspects of prior ecologic work but also uncovers new informa-
tion about the relationships between alcohol consumption,
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alcohol outlets, and gun violence. Cities should consider
addressing alcohol-related factors, especially off-premise out-
lets, as highly modifiable and politically feasible approaches
to reducing gun violence.
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