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ABSTRACT 
This paper studies the relationship between the point orbits and block orbits for 
groups of automorphisms of balanced incomplete block designs. For a prime p and a 
group on a design with parameters v, b, r, k, Z, with t point orbits, of lengths vl ,... v,, 
and t' block orbits, of lengths bl .... , bt,, the following main result is proved: if 
p (  (r -- ?O(r, b)(k, v) (resp. py r -- ~) 
then there are t block orbits, of lengths bj .... bj such that vi and bj are divisible by 
exactly the same powers ofp for i = 1,..., t (resp. for at least -- 1 of the t indices i). 
A similar esult is proved for constant-distance matrices (in particular for Hadamard 
matrices). Applications are given to permutation groups on a finite set t2 (about he 
orbits of k-element subsets of sg) and to designs of configurations in other designs 
(e.g., about he flag orbits in a finite projective plane). 
1. ~NTRODUCTION 
Consider a balanced incomplete block design (BIBD) D. Thus D has 
v points and b blocks, each point is on exactly r blocks, each block 
contains exactly k points, and each pair of distinct points occurs together 
in exactly A blocks. An  automorphism (also called col l ineation) of D is 
a pair  of  permutations, one o f  the points and one of  the blocks, preserving 
incidence. The known direct methods for constructing BIBD generally 
involve a group of automorphisms,  e.g., the method of mixed differences 
(see [4, Chap. 15 and Appendix]).  
A basic result on BIBD (Fisher's inequality) says that v ~ b unless 
the design is degenerate, i.e., unless each block contains all v points, or, 
equivalently, r = A (assuming that v > 1 and b > 0). Suppose that there 
is a group G of  automorphisms of  D, with t point orbits, o f  lengths 
vl ,..., v~, and t' block orbits, of  lengths bl ..... b~,. Fisher's inequality 
may be regarded as an assertion about the orbits for the identity group. 
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One generalization of this, which we proved in [1, Corollary 2.2], says 
that t ~ t' if D is non-degenerate. In the present paper we shall give a 
generalization which involves not only the number of orbits but also 
their lengths. 
I f  D is symmetric (v = b), then t = t' [2, 5, 6], and the orbit decom- 
position is called symmetric if, after suitable reordering, vi = b~ for 
i---- 1 ..... t. Sufficient conditions for this are that G be cyclic [6] or a 
p-group where p 4" r - -  A [1]. More generally, suppose that p is a prime, 
and denote by v~ the (exponential) p-adic valuation (say of the integers Z), 
so that if a c Z then 
a = p"~(a)a', where (p,  a') = 1, 
We proved in [1] for symmetric designs that if p.~r -  A then, after 
reordering, v~(vi) = v~(bi) for i = 1,..., t. 
Our main result in the present paper says that, for a non-symmetric 
design, t fp  4"(r - -  h)(r, b)(k, v) then there is a reordering o f  the orbits so 
that v~(vi) - -  v~(bi) (and so for  a p-group v~ = bi) fo r  i = 1 ..... t. The 
exclusion in the hypothesis of the cases r ~ A modp,  r =-- b ~ 0 modp 
and k ~ v ~ 0 mod p is analogous to the exclusion in Fisher's inequality 
of  the degenerate cases r = h, v = 1 and b ~ 0 (and so r = 0), and 
b > O, v = 0 (and so k = 0), respectively. We shall also prove that / f  
p r(r, b)(k, v) (in fact if just p Irk) butp  .r(r --  A) then there is a reordering 
so that v~(v~) = 0 and v~(vi) = v~(bi) for  i ----- 1 ..... t --  1. Numerous 
examples (see [4, Appendix]) show that none of these restrictions on p 
can be removed. We note that a sharper form of Fisher's inequality is 
valid: there is a one-one mapping of the points to the blocks such that 
each point is incident with its image; we shall also prove a similar 
property for the correspondences above of point orbits to block orbits. 
We shall see that these results hold not only for the orbits of an automor-  
phism group but also for the point and block classes of a tactical 
decomposit ion on the design. We shall also obtain similar results for 
other structures besides BIBD, including the constant-distance designs 
and matrices, especially Hadamard  matrices. 
We shall also apply our theorem on BIBD to obtain results on permuta- 
tion groups and on symmetric BIBD, including projective planes. For  a 
group G of permutat ions on a finite set X2, Polya's enumeration theorem 
[3] gives the number  of orbits of the induced group Gk of permutations 
on the k-element subsets of s in terms of the cycle structures of the 
elements of G, and our main theorem, applied to the (trivial) design of 
all these k-element subsets, will give information about  the lengths of the 
orbits of G~. For the case of  a group of automorphisms of a projective 
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plane, our theorem, applied to the designs of flags and anti-flags which 
we shall introduce, will give information about the lengths of the orbits 
of incident and non-incident point-line pairs. 
2. PROOF OF THE MAIN THEOREM 
Let M = (mi~) be a v x b matrix with entries in a field F. Suppose 
that the set of row indices is the disjoint union of t non-empty subsets 
Ra ..... R t ,  and that the set of column indices is the disjoint union of t' 
non-empty subsets Ca ..... Cc 9 Then M is said to have a tactical decom- 
position [1], with row classes Ri and column classes G ,  if for every 
i, j (i : 1 ..... t; j = 1 ..... t') the submatrix (mhz) (h ~ Ri,  l ~ C~) has 
constant column sums s~r (right tactical decomposition) and constant row 
sums aij (left tactical decomposition). The t X t' matrix S -  (s;j) is 
called the associated matrix of column sums. Thus, for a (generalized) 
incidence structure (i.e., finite set of points and blocks with an incidence 
relation between points and blocks), a tactical decomposition is just a 
partition of the points into point classes and of the blocks into block 
classes giving a tactical decomposition of the incidence matrix. For any 
group of automorphisms of an incidence structure the point orbits are 
the point classes and the block orbits are the block classes of a tactical 
decomposition. 
For any tactical decomposition the number of elements in a row 
(point) class or in a column (block) class is called the length of this class; 
the length of the row class Ri will be denoted by v,-, and the length of 
the column class C~ will be denotedby b~. 
We shall consider a non-Archimedian valuation v on F, written 
exponentially, so that v(~)  ---- v@) + v(3) and v@ + 5) ) rain{v@), v(~)}, 
7, 3 E F. For the application to block designs, F will be the rationals Q, 
and v the p-adic valuation %,  except for one case when p = 2. In the 
following lemma, for any integer m, Im and arm will denote, respectively, 
the m • m identity matrix and the m • m matrix with all entries 1. 
L~MMA 1. Let F be a f ieM with a non-Archimedean valuation v and 
let M be a v X b matrix over F with entries in the valuation ring at v. 
Suppose that M has a tactical decomposition with row class lengths 
Vl ,..., vt and column class lengths ba ..... bt, , where t <~ t', and that there 
are elements a and fl in F such that MM'  = ~I~ + flJ~. Then there is 
reordering of  the column classes such that 
] v(b,) -- v(v,) I ~< v((a q- v~)at-~). (1) 
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PROOF: Counting in two ways the sum of  the entries of  the submatrix 
(m~z) (h E R i  , l ~ C~) of M, we have 
viaij = si~b~, and hence v(vl) -4- v(aij) = v(bj) q- v(sij). (2) 
As in Lemma 5.1 of [1], we have the fundamental matrix equation 
SBS '  = o~Vlt -~ i~VJ~V, 
where B and V denote, respectively, the t '  x t '  and t • t diagonal 
matrices diag(bl ..... bt,) and diag(v~ .... , vO. Using the Binet-Cauchy 
formula for the determinant of  the product of  a t x m and an m x t 
matrix, and the determination of  det(aVI~-+-flVJ~V) as in [1, p. 40], 
we have 
b 6 "'" b h (det S( j l  ,..., jO)  ~ = vl" '"  v~(c~ -f- vfl)a ~-1, 
1~< j l< . . '< j t~ tt 
where S(j~ ,..., f i )  denotes the submatrix of  S obtained by deleting all 
but the t columns indicated. For notational convenience we reorder the 
column classes o that one of  the summands of the left side having minimal 
value of  v is the one for which (j~ ,..., j~) = (1 ..... t). We also write 
v(vl "'" vt) = e~ , v(bl "'" bt) = cb , v(det S(1 ..... t)) = ca,  
~((~ + v/3) ~,-i) = c~. 
Then 
cb q- 2ca ~< c, -4- c~. (3) 
There is some transversal sx,,(1), s2.,(2) ..... s,,,(o of S(1 .... , t) such that 
t 
and by reordering the columns of  S we may suppose that 7r is the identity 
permutation. Now write 
cl = ~ max {v(bt) - -  v(vi), 0}, c2 = ~ max {v(vi) - -  v(b0, 0}. 
I=i i~l 
Then 
c~ = c~ + ~ (~(b3 - -  '@3)  = c,. + c~ - -  c~, 
and hence 
c~ + c l - -  ca + 2ca ~< c~ + c~. 
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But by (2), c2 ~< P(Sll "'" StY) ~ Cd,  and so 
c 1 ~ Ce - -  C d and cl -+- c2 <~ e~ -- ca + ca, 
which gives (1). 
THEOREM 1. Let D be a B IBD with parameters v, b, r, k, A, and let p 
be a prime not dividing r -- )~. Suppose that D has a tactical decomposition. 
I f  p ~'(r, b)(k, v) then t distinct block classes C~ ..... C~, may be chosen such 
that the following conditions are satisfied for i = 1 ..... t: 
vv(v~) = vv(bh), (4) 
and if  p .r rk or i f  p I vi then 
s~a~  0 (mod p) (5) 
where si (resp. a i )  denotes the number of  points (blocks) of  Ri (G,) incident 
with each block (point) of  C~ (Ri). I f  p [rk then for  some l, p "r v~ and the 
t block classes may be chosen so that (4) and (5) are satisfied for  i @ l. 
PROOF: The incidence matrix M of D, written with 7 and 8 in place of 1 
and 0, satisfies MM'  = cd~ + fiJ~, where [1, p. 44] a = (r - -  A)(7 --  3) 2 
and 
+ v/~ = [k~, + (v - -  k) 8][r~, + (b - -  r) 8]. 
When (~, 8) has the value (1, 0), (0, 1), or ( - -1,  1), then ~ § vfl has the 
value rk, (b -- r)(v --  k), or (b --  2r)(v -- 2k), respectively. One sees that 
one of these three integers is not divisible by p if p 4(r, b)(k, v). Then 
unless p = 2, the corresponding v~((o~ + vf l )~-1)= 0, and Lemma 1 
(which is applicable since t <~ t' for a BIBD) gives (4). I fp  = 2 then the 
choice (V, 8) ---= (--1,  1) is not available (since we want v2(~) = 0), and 
the cases 2 [(k, (b --  r)) and 2 ]((v --  k), r) remain. Take an extension F of 
Q having an extension v of v~ with residue class degree > 1. Then there are 
units ~, and 8 in F such that ~ - -  8 is also a unit, and v((~ + vfl) ~t-1) = 0 
in these cases, so again (4) follows from Lemma 1. When 
~((~ + v/3) ~_1) = 0 
then, in the proof  of Lemma 1, ca ---- 0, by (3), and v~(sii) ~- O, i = 1,..., t. 
Also v~(ai i  ) --~ 0 since v ia i i  = s i ib i  9 But sii = ~]s i + 8(v i - -  $i) and 
a i i=  Tai + ~(b j  i - -  ai), SO if (~, 8) = (1, 0) (which can be assumed when 
p ~ rk) or if p [vi then (5) holds. Finally, if p I rk  then with ~ = 1 and 
298 BLOCK 
8 ~-- 0, p [ ~ 4- v/3 but p 4' ~, and so p 4" vfi. Hence there is some l such 
that p 4' v~fl, p 4' o~ + (v -- v 3 fl, and, applying Lemma 1 to the tactical 
decomposition obtained by deleting from M the rows with index in R~, 
we have the remainder of the theorem. 
This theorem generalizes some results of [1]; while the equalities of (4) 
are much sharper than the sets of inequalities of [1, pp. 47-48] for 
non-symmetric BIBD, the present results hold for tactical decompositions, 
while the earlier results were also valid for right tactical decompositions. 
Motivated by Theorem 1, we define a p-symmetry of a tactical 
decomposition to be a one-one mapping of the set of row classes to the 
set of column classes uch that (4) holds for i = 1 ..... t, and we define a 
p-semisymmetry to be such a mapping of the set of all but one, say Rz, 
of the row classes such that (4) holds for i 3& 1. A p-symmetry (resp. 
p-semisymmetry) on a BIBD will be called strong if (5) holds for all i 
(resp. for all i 3& l). 
While Theorem 1 gives sharp information on the p-component of the 
lengths of t or t - -  1 of the block classes if p 4" r - -  A, we can also give 
some information for every block (and point) class. 
PROPOSITION 1. Suppose there is given a tactical decomposition on a 
BIBD. Then for every block class Cs (resp. point class R~) there are a 
point class Ri (resp. block class Cs) and integers s (=  sis) and a (---- ais) 
such that 
v~a=b~s, 0<a~<r ,  0<s~<k,  
and in particular, for any prime q, 
vq(bs) = vq(v~) if q > r, v~(bs) ~ vq(v~) if q > k. 
PROOF: Take the tactical decomposition of the incidence matrix 
written with 1, 0. Given a Cs, ~ i  Sis ---- k, and some sis ~ 0. Similarly 
given an R~, ~s a,-s----r, and some a~. ~ 0. The result then follows 
from (2). 
COROLLARY 1. For the p-symmetry (resp. p-semisymmetry) of Theo- 
rem 1, the conclusions of  Proposition 1 hold for the pair Ri , Cs~ if  p 4' rk 
or p 4' vi (reap. i f  i =7~ 1). 
PROOF: All that is needed is that s~ :~ 0 and this follows from (5). 
Another application of Lemma I is to Hadamard matrices, and more 
generally to constant-distance matrices, these being matrices with entries 
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chosen from two symbols uch that any two rows differ in the same number 
d of columns, where d > 0. 
THEOREM 2. Suppose that M is a v • b constant-distance matrix with 
distance d, and that M has a tactical decomposition. I f  p.r 2d[2d q- v(b -- 2d)] 
(resp. p .~ 2d) then the decomposition has a p-symmetry (resp. p-semisym- 
metry). In particular, if M is a Hadamard matrix of order v and if p "r v 
then the decomposition is p-symmetric. 
PROOF: With the two symbols chosen as • MM'= ~I~ + flJ, 
where ~=2d and f l=b- -2d .  The first condition on p says that 
p~" det MM';  in particular, M has rank v and t ~< t' [1]. The conclusion 
on p-symmetry now follows from Lemma 1, and the conclusion on 
p-semisymmetry follows as in the proof of Theorem 1. 
3. APPLICATIONS 
Suppose that G is a group of permutations on a set ~ of v letters, 
and take an integer k with 1 < k < v. Then G induces a group of 
permutations on the (~) k-element subsets of g2. The elements of ~ are 
the points and the k-element subsets of g-2 are the blocks of a (trivial) 
BIBD with parameters 
Here r A v-2 --  = (k l), and the following is a consequence of Theorem 1. 
COROLLARY 2. Let G be a group of permutations on a set g2 of v letters 
and p a prime not dividing ~-2 ( a). Then there is a strong p-semisymmetry 
of the set of orbits of G on ~ to the set of orbits of G on the k-element 
subsets of 2,  and also a p-symmetry if p ~((v, k) and v~(k) ~ ~-1 v~(k_l), and 
V--1 a strong p-symmetry ~p .~ k(~_l). 
Another application of Theorem I is as follows. Let there be given a 
BIBD D, with parameters v, b, r, k, A, a group G of automorphisms of D, 
and a configuration defined in terms of the incidence relation in D, 
involving k' points, such that all sets of k' points of D satisfying the 
configuration form the blocks of a BIBD D' with the same points as D. 
Then G induces a group of automorphisms of D' with the same action 
on points as G. We give some examples of allowable configurations and 
the corresponding parameters b', r', k', )~' of D': 
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s points on some block, u points not on the block (we count a set of 
s + u points as a block of D' as many times as s of  them occur together 
on a block of  D not containing any of the remaining u points); here 
b '=b k v - -k  r '=r  +(b- - r )  
S U ' S - -  t l  U - -1  ' 
k' = s + u, 
2 ] iv -k ]  1 v-  
~--- - 1 ) (u -  l) @ (b -  2r + A)( ks )(u - 2) 
(where (~) = 1, (_~) = (_~) • 0); 
quadrangles (i.e., four points, no three on a block), where ,~ = 1, here 
b' =- v(v -- l)(v - -  k)(v -- 3k q- 3)/4!, r' ----- 4b'/v, 
k' = 4, h' = 3r'/v -- 1. 
For projective planes one can similarly obtain the designs of all 
pentagons and of  all hexagons. 
When the configuration consists of k - -  1 points on a block, we may 
identify the blocks of D'  with incident point-block pairs in D, i.e. flags. 
For  a projective (resp. a/fine) plane of  order n, 
r ' - - ,V=n~-b l ,  b '=(n2+n+l ) (n+l ) ,  r '=(n+l )n ,  k '=n 
(resp. r' ~ A" = n 2 -  n + 1, b' = n2(n + 1), 
r' = (n-k  1)(n- -  1), k '  = n --  1), 
which gives the following result. 
COROLLARY 3. Given a prime p and a group of  automorphisms of  a 
projective plane of  order n, there is a strong p-semisymmetry (resp. 
p-symmetry, strong p-symmetry) of  the point (or line) orbits into the flag 
orbits provided 
p ~ n ~ + 1 (resp. p 4(n 2 + 1)(n + 1), p 4(n 2 + 1)(n + 1) n). (6) 
For an affine plane the conditions are 
p 4 n 2 - n + 1 (resp. p ,(n 2-n+ 1) (n+l ) ,  
p *(n 2 - -  n + 1)(n + l ) (n  - -  1)). (7) 
When the configuration consists of k points on a block and one point 
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not on the block, we may identify the blocks of D' with non-incident 
point-block pairs in D, i.e., anti-flags. Here for a projective (resp. affine) 
plane of order n, 
r '--~'----n~(n+ l), b '=-n~(n~+n+ l), r '=n~(n+ 2), k ' - - - -n+2 
(resp. r' -- A' = (n -- 1)(n 2 + n + 1), b' = n2(n + 1)(n --  1), 
r '  ---- (n + 1) 2 (n --  1), k' = n + 1), 
which gives the following result. 
COROLLARY 4. The statement of Corollary 3 holds for anti-flags in 
place o f flags if (6) is replaced by 
p ,~ n(n + 1) (resp. p ,P n(n + 1) and p ~ 3, p ,~ n(n + 1)(n + 2)) 
and (7) by 
p -~(n -- 1)(n ~ + n + 1) (resp. p r -- 1)(n ~ + n + 1)(n + 1), ditto). 
It is interesting that these results give information even when p I n. 
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