Abstract. We give a new proof of Faran's and Lebl's results by means of a new CR-geometric approach and classify all holomorphic mappings from the sphere in C 2 to Levi-nondegenerate hyperquadrics in C 3 . We use the tools developed by Lamel, which allow us to isolate and study the most interesting class of holomorphic mappings. This family of so-called nondegenerate and transversal maps we denote by F . For F we introduce a subclass N of maps which are normalized with respect to the group G of automorphisms fixing a given point. With the techniques introduced by Baouendi-Ebenfelt-Rothschild and Lamel we classify all maps in N . This intermediate result is crucial to obtain a complete classification of F by considering the transitive part of the automorphism group of the hyperquadrics.
Introduction and Results
Poincaré [Poi07] asked whether for two given real-analytic real hypersurfaces in C 2 one can find holomorphic mappings sending one into the other. He also gave an intuitive answer, originally for biholomorphisms, that for two given arbitrary real-analytic hypersurfaces in general it is unlikely to find holomorphic mappings sending locally one hypersurface into the other. Considerable work was done classifying Levi-nondegenerate hypersurfaces of C N , N ≥ 2 up to biholomorphisms: In C 2 , this "biholomorphic equivalence problem" was solved by Cartan [Car33, Car32] and for N ≥ 2 by Tanaka [Tan62] and Chern-Moser [CM74] . For the class of strictly pseudoconvex hypersurfaces Poincaré's question is answered by this classification of Levi-nondegenerate hypersurfaces and results by Pinčuk [Pin74] and Alexander [Ale74, Ale77] . They proved that any non-constant holomorphic self-mapping of a strictly pseudoconvex hypersurface in C N is necessarily an automorphism. This implies that if we consider two biholomorphically equivalent strictly pseudoconvex hypersurfaces, then modulo the action of the automorphisms of the source and target hypersurface there is only one non-constant holomorphic map.
For N > N and a mapping H : C N → C N we refer to the number N − N as the codimension of H. If we consider holomorphic mappings of high codimension the situation changes drastically compared to the equidimensional case. Here models of Levi-nondegenerate hypersurfaces, i.e., hyperquadrics received a lot of attention. For k ∈ N and k ≤ N we denote the hyperquadric S showed that there exist infinitely many quadratic mappings from S N to S N which are not equivalent. In low codimension the family of holomorphic mappings is less rich. Webster [Web79] proved that for holomorphic mappings between the spheres in C N and C N +1 , where N ≥ 3, there is only one equivalence class, namely the one generated by the linear embedding. Faran [Far86] extended this result to holomorphic mappings of S N to S N with N ≥ 3 and N ≤ 2N − 2, see also Huang [Hua99] . The case of mappings from S N to S 2N −1
for N ≥ 3 is treated by Huang-Ji [HJ01] , where they showed that there exist two equivalence classes of mappings.
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To study holomorphic mappings between hyperquadrics from C 2 to C 3 we introduce the hypersurface S 3 ε , which for ε = ±1 is given by S 3 ± := (z 1 , z 2 , z 3 ) ∈ C 3 : |z 1 | 2 + |z 2 | 2 ± |z 3 | 2 = 1 , and we set S 3 = S 3 + . It is well known that S 2 and S 3 ε are the only Levi-nondegenerate hyperquadrics in C 2 and C 3 , respectively up to biholomorphisms. Faran classified holomorphic mappings between balls in C 2 and C 3 with certain boundary regularity. Below we formulate the main result of Faran in terms of mappings between spheres disregarding regularity issues.
Theorem 1.1 ( [Far82] ). Let p ∈ S 2 , U ⊂ C 2 be an open and connected neighborhood of p and F : U → C 3 a non-constant holomorphic mapping satisfying F (U ∩ S 2 ) ⊂ S 3 . Then F is equivalent to exactly one of the following maps:
(i) F 1 (z, w) = (z, w, 0) (ii) F 2 (z, w) = (z, zw, w 2 ) (iii) F 3 (z, w) = (z 2 , √ 2zw, w 2 ) (iv) F 4 (z, w) = (z 3 , √ 3zw, w 3 )
Faran's proof consists of giving a characterization of so-called planar maps from C 2 to C 3 which send complex lines to complex planes and uses Cartan's method of moving frames. Cima-Suffridge [CS89] approached Faran's Theorem via a reflection principle deduced in [CS83] by the same authors, which contains some inconsistencies when using certain degeneracy conditions. Recently Ji [Ji10] gave a new proof of Faran's Theorem based on Huang's study [Hua99] of the Chern-Moser operator and several preceding articles [HJ01, Hua03, HJX06, CJX06] . In [Ji10] a small fixable mistake leads to a wrong mapping at the very end of the article.
More recently Lebl classified mappings sending S
− . Then L is equivalent to exactly one of the following maps:
(vii) L 7 (z, w) = 1, (z, w), (z, w) , for an arbitrary non-constant holomorphic function :
In this article we give a direct proof of both results of Faran and Lebl based on a very different and independent approach. Our main result is the following theorem.
be an open and connected neighborhood of p and H :
respectively and write
Further we set z, w ε := z 1 w 1 + ε z 2 w 2 and |z| 2 ε := z,z ε . We introduce the class F consisting of germs of 2-nondegenerate transversal mappings, defined below in Definition 2.18. They form the most interesting class of mappings to study. In the first part of the proof we consider the action of isotropies, i.e., automorphisms fixing a given point, on F to provide a normal form N for F. In a next step we give a classification of the mappings in N . More precisely we have the following theorem. Theorem 1.4. The set N consists of explicitly given, rational mappings denoted by G ε 1 (z, w), G ε 2,s (z, w) and G ε 3,s (z, w), where s ≥ 0. The first two maps are of degree 2, the last one is of at most degree 3. Each map in N is not equivalent to any different map of N with respect to automorphisms fixing 0.
This theorem, given in full details in Theorem 4.1 below, still gives infinitely many mappings under equivalence with respect to isotropies, but reduces the problem to a study of one-parameter families of rational mappings. The second part of the proof consists of studying the action of transitive automorphisms on mappings in N . We choose certain values for s and define the following mappings:
. Under the equivalence with respect to transitive automorphisms and isotropies we reduce the quotient space of F under automorphisms to a finite set of classes of mappings. More details on the equivalence relation we use can be found in Definition 5.1 below. We obtain the following theorem. 
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From our chosen approach and our careful study of the action of automorphisms on mappings we obtain in some sense computational effectiveness. More precisely our technique allows us to give explicit formulas for the automorphisms which bring an arbitrary mapping to one of the mappings listed in Theorem 1.3. Thus we think we provide a new proof of Faran's and Lebl's results which is, in some sense, easier to verify and more elementary. Nevertheless our proof is long, technical and features some nontrivial computations partly carried out with Mathematica 7.0.1.0 [Wol08] .
The very last part of the proof of Theorem 1.3 shows that the quotient space of F under automorphisms indeed consists of the classes of mappings from the previous theorem. More precisely we provide a list of biholomorphic invariants associated to each mapping of Theorem 1.5 to show that the maps listed in Theorem 1.3 are not equivalent to each other.
We organize this work as follows: In section 2 we give most of the relevant definitions and introduce all biholomorphic invariants we use in order to obtain a class F. For this class of mappings, we compute a normal form in section 3 and obtain N ⊂ F, the set of normalized mappings with respect to the stability groups. For N we compute a jet parametrization in section 4 and after a so-called desingularization it turns out that N consists of one separated mapping and two one-parameter families of mappings. In section 5 we use the transitive automorphisms to show that F consists of finitely many orbits of maps. Finally we complete the proof of Theorem 1.3 in section 6. This article is partly based on the author's thesis [Rei14] at the University of Vienna.
Preliminaries
Definition 2.1. We fix coordinates (z, w) = (z 1 , . . . , z n , w) ∈ C n+1 . (i) Let h : C n+1 → C be a holomorphic function given by h(z, w) = α,β a αβ z α w β defined near 0. We writeh(z,w) := h(z, w) = α,βā αβz αwβ for the complex conjugate of h.
For derivatives of h with respect to z or w we write h z α w β (0) := ∂ |α|+|β| h z α w β (0). For n ≥ 1 and a mapping H : C n+1 → C n +1 defined near 0 with components H = f 1 , . . . , f n , g we write H z α w β (0) = f 1z α w β (0), . . . , f n z α w β (0), g z α w β (0) .
(ii) For H = (f 1 , . . . , f n , g) a holomorphic mapping of C n+1 to C n +1 near 0 we denote
We denote by J k p the collection of all k-jets at p. We write
For a rational, holomorphic mapping H : C N → C N given by H = (P 1 , . . . , P N )/Q, where P 1 , . . . , P N and Q are polynomial and complex-valued we say H is reduced if P 1 , . . . , P N and Q do not possess any common factor. Then the degree deg H of a reduced rational map H is defined as deg H := max (deg P k ) k=1,...,N , deg Q .
Automorphisms and Isotropic Equivalence.
Definition 2.2. We denote the collection of locally real-analytic CR-diffeomorphisms of (M, 0) by Aut(M, 0) : (i) We write R + := {x ∈ R : x > 0}, denote the unit sphere in C by S 1 := {e i t : 0 ≤ t < 2π} and set Γ := R + × R × S 1 ×C. Then we parametrize Aut 0 (H 2 , 0) via Γ and write for γ = (λ, r, u, c) ∈ Γ:
(ii) For p = (p 1 , p 2 ) ∈ H 2 we introduce the following mappings which form the so-called translations of H 2 :
We set Γ :
ε , 0) via Γ and write for γ = (λ , r , u , a , c ) ∈ Γ :
ε we define the following mapping, which we call a translation of H 3 ε : Remark 2.4. If we set ε = −1 and take a 1 = 0 and a 2 = u = 1 in (2.3) we obtain the following automorphism π of H 3 − :
If we do not mention otherwise we take σ = +1 in the definition of σ γ and use π separately.
Remark 2.5. Let us write M for either H 2 or H 3 ε . We note that since the automorphisms given in (2.1)-(2.5) generate Aut(M, 0), we immediately obtain that if we let φ ∈ Aut(M, 0), then there exists a unique translation t and isotropy σ of (M, 0) such that φ = t • σ.
ε , 0) be germs of holomorphic mappings. We let (γ, γ ) ∈ Γ×Γ to define H γ,γ (z, w) := σ γ •H•σ γ (z, w) and O 0 (H) := H γ,γ : (γ, γ ) ∈ Γ×Γ , which we call the isotropic orbit of H. We say G is isotropically equivalent to H if G ∈ O 0 (H). We will refer to the elements of Γ×Γ as standard parameters. In the case where we take standard parameters (γ, γ ) ∈ Γ × Γ such that (σ γ , σ γ ) = (id C 2 , id C 3 ), we say the standard parameters are trivial.
Setup.
Definition 2.7. We define the following biholomorphism T N : and T 3 respectively. Moreover in these coordinatesĤ satisfiesĤ(0) = 0 andĤ(U ∩ H 2 ) ⊂ H 3 ε . ThusĤ = (f 1 , f 2 , g) has to satisfy the mapping equation:
if Im w = |z| 2 for (z, w) ∈ U . In order to work with such an equation in a more convenient way we complexify (2.9) by setting χ :=z and τ :=w to obtain the complexified mapping equation:
which holds for all (z, χ, τ ) ∈ C 3 sufficiently close to 0. If we evaluate (2.10) at (z, χ, τ ) = (z, 0, 0) we obtain g(z, 0) = 0. Moreover differentiating (2.10) with respect to z and χ and evaluating the result at 0 we have
which implies g w (0) ∈ R.
2.3. Biholomorphic Invariants of Mappings.
2.3.1. Transversality of Mappings. This section is devoted to introduce a well-known first-order biholomorphic invariant for mappings.
Definition 2.8. Let M ⊂ C N and M ⊂ C N be real-analytic real hypersurfaces and U ⊂ C N be a neighborhood of p ∈ M . A holomorphic mapping H :
Proposition 2.9. Let U ⊂ C 2 be an open, connected neighborhood of 0 and H : U → C 3 a non-constant holomorphic mapping with components H = (f 1 , f 2 , g) satisfying H(0) = 0 and
Then we have the following two mutually exclusive statements:
Proof. The statements in (i) and (ii) are proved in [BER07, Theorem 1.1] in more generality and the second statement in (i) is proved in [ER06, Theorem 5.2]. Next we assume that (ii) holds for ε = +1, such that
for all (z, w, χ, τ ) ∈ C 4 near 0. Setting χ = τ = 0 we obtain g(z, w) = 0, which immediately implies (f 1 , f 2 ) ≡ 0 if we set χ =z and τ =w, thus H is constant, which we excluded.
Remark 2.10. In view of (2.12) it is easy to observe that transversality is invariant under biholomorphic changes of coordinates.
Remark 2.11. One can show that H is transversal to M at H(p) if and only if there exists a holomorphic function A : (C 2N +2 , p) → C such that ρ H(Z),H(ζ) = A(Z, ζ)ρ(Z, ζ), for ρ, ρ defining functions for M and M respectively and A(p,p) = 0. (Z, ζ) ∈ C 2N denote coordinates for the complexification of M . The set {q ∈ M : A(q,q) = 0} defines a proper, real-analytic subset of M and hence we say H is transversal to M outside a proper, real-analytic subset of
Remark 2.12. Proposition 2.9 (i) together with (2.11) shows that a transversal mapping H from H 2 to H 
We choose coordinates Z and Z centered at p and p for M and M respectively. In the complexification of M and M we write ζ :=Z and ζ :=Z .
n . Then we define for k ≥ 0 and q ∈ M near p the following vector spaces after possibly shrinking U :
Since for k ≥ 0 the E k (q) form an ascending chain of vector spaces in C N , there exists a
N which means that H is of constant degeneracy s = 0 near q and H is called k 0 -nondegenerate.
Remark 2.14. In [Lam01, Section 2.3] it is shown that Definition 2.13 is independent of the choices of a basis of CR-vector fields, the defining function and holomorphic coordinates in C N and C N .
Definition 2.15. Let M ⊂ C N and M ⊂ C N be generic, real-analytic submanifolds and
By [Lam01, Lemma 22] it follows that H is constantly k 0 , s H (V ) -degenerate outside a proper, real-analytic subset of V ∩ M ⊂ U for some k 0 ∈ N, hence if we take a smaller neighborhood W ⊂ V in Definition 2.15 then s H (V ) = s H (W ). We skip the argument in s H (V ) and write s H from now on. Next we obtain bounds for the generic degeneracy s H and k 0 adapted to our setting.
Proposition 2.16. Let U ⊂ C 2 be a neighborhood of p ∈ H 2 and H : U → C 3 a holomorphic mapping with components H = (f 1 , f 2 , g) and H(U ∩H 2 ) ⊂ H 3 ε which is transversal to H 3 ε outside a proper real-analytic subset of H 2 . There exists a proper, real-analytic subset X of U ∩ H 2 such that after shrinking U and performing a change of coordinates in U \X the following two mutually exclusive statements hold:
Proof. By [Lam01, Lemma 22] we have (k 0 , s H )-degeneracy outside a proper, real-analytic subset of H 2 . By Remark 2.10 and Remark 2.14 after a change of coordinates we assume that 0 is a point where H is constantly (k 0 , s H )-degenerate and transversal to H 3 ε . This change of coordinates is performed via composing H with translations such that 0 gets mapped to a point q where H is constantly (k 0 , s H )-degenerate and transversal to H 3 ε , i.e., we consider the mapping t H(q) • H • t q from (2.2) and (2.5) instead of H. At this point it is possible that we need to shrink U . Then we apply [Lam01, ] to obtain the desired result.
Remark 2.17. We let H = (f 1 , f 2 , g) be as in Proposition 2.16. According to Definition 2.13 and formula (25) in [Lam01, Section 2.3] we note that the set N of points in H 2 , where H is not 2-nondegenerate, is given by
where L is a basis of CR-vector fields for H 2 .
Initial Classification and the Class F.
Definition 2.18. For a neighborhood U ⊂ C 2 of 0 let us denote the set F(U ) of holomorphic mappings
We denote by F the set of germs H, such that H ∈ F(U ) for some neighborhood U ⊂ C 2 of 0.
Proposition 2.19. Let U ⊂ C 2 be an open and connected neighborhood of 0 and H : U → C 3 a non-constant holomorphic mapping given by
ε and H(0) = 0. Then, after possibly shrinking U , changing coordinates or composing H with automorphisms, one of the following mutually exclusive statements holds:
(i) H is transversal to H 3 ε and 2-nondegenerate at 0 and we can assume that H ∈ F. (ii) H is equal to the linear embedding (z, w) → (z, 0, w).
Proof. We apply Proposition 2.9 to obtain that either H is transversal to H 3 ε outside a proper, real-analytic set of U ∩ H 2 or for ε = −1 we have H maps a neighborhood U ⊂ C 2 of 0 to H 3 − . We assume the first condition for H and apply Proposition 2.16 to obtain that after possibly composing H with translations that H is transversal to H 3 ε at 0 and either 2-nondegenerate or constantly (1, 1)-degenerate near 0. By Proposition 2.9 (i) we can assume that g w (0) = 0. For ε = +1 by (2.11) we immediately have g w (0) > 0. If ε = −1 and we have g w (0) < 0 we compose H with the automorphism π from (2.6). If we assume H is transversal to H 3 ε at 0 and 2-nondegenerate near 0, we immediately obtain (i) by Proposition 2.16 (i).
If we assume H is transversal to H 3 ε at 0 and (1, 1)-degenerate near 0 we either refer to [Rei14,  Chapter 7] or we apply [ES10, Theorem 1.1], which implies that the image of H is contained in a 2-dimensional complex hyperplane. From Remark 2.12 we know that H is immersive, hence after a change of coordinates we may assume that H = (f, 0, g) where (z, w) → f (z, w), g(z, w) is a biholomorphism from (C 2 , 0) to (C 2 , 0). Since H maps H 2 to H 3 ε and fixes 0 we conclude that H is an isotropy, hence (ii) follows. To finish the proof we need to treat the case if ε = −1 and H maps a neighborhood U ⊂ C 2 to H 3 − . Here the following mapping equation holds for all (z, w, χ, τ ) ∈ W for some neighborhood W ⊂ C 4 of 0:
Setting χ = τ = 0 we obtain g(z, w) = 0 such that the above equation reduces to |f 1 (z, w)| 2 = |f 2 (z, w)| 2 . Next we apply [D'A93, Chapter 3, Proposition 3] and an automorphism of H 3 − of the form (z 1 , z 2 , w ) → (z 1 , uz 2 , w ) with |u| = 1 to (z, w) → (f (z, w), 0), such that the image of H is contained in the complex variety given by (z 1 , z 2 , w ) ∈ C 3 : z 1 = z 2 , w = 0 . Thus H is equivalent to the map (z, w) → (h(z, w), h(z, w), 0) for some non-constant holomorphic function h : C 2 → C with h(0) = 0.
Normal Form N for Mappings in F
Note that the conditions (2.13) which define the class F are preserved if we apply isotropies fixing 0 to a map in F.
Proposition 3.1. Let H ∈ F. Then there exist isotropies (σ, σ ) ∈ G such that H := σ • H • σ satisfies H(0) = 0 and the following conditions:
Definition 3.2. We refer to the equations and inequalities given in Proposition 3.1 as normalization conditions. A holomorphic mapping of F satisfying the normalization conditions is called a normalized mapping. The set of normalized mappings is denoted by N .
Proof of Proposition 3.1. We consider H := σ • H • σ, where we use all standard parameters in σ and σ with the notation of (2.1) and (2.4). Then we compute the coefficients of H we want to normalize and solve the resulting equations for the standard parameters. The first equations are the following, where we take the 2 × 2-matrix U as in (2.3):
which can be solved using (2.11) by
such that a = (a 1 , a 2 ) ∈ S 2 ε,σ and by
since we require λ, g w (0) > 0. Then we use (2.11) as well as the formulas for the standard parameters for a , c = (c 1 , c 2 ) and λ to obtain the following equation:
which has a unique solution c ∈ C by (2.13) and is given by
Then using the representations for a , λ and equation (2.11):
the solution is given by
since ∆(1, 0; 2, 0) = 0. Then, using all the previously deduced standard parameters, we compute
0 H, which does not depend on u. Thus there is a u with |u| = 1, such that f 1w 2 (0) = | f 1w 2 (0)| ≥ 0. Finally we consider the following coefficients, where λ > 0 is given by (3.1)
where T 2 j 2 0 H , T 3 j 3 0 H ∈ R are real-analytic functions in j 2 0 H and j 3 0 H respectively and both do not depend on r or r . Thus we can uniquely solve for the real parameters r and r .
Remark 3.3. Further inspection of T 3 in (3.2) shows that the coefficients of H at 0 of order 3 occurring in T 3 are f z 3 (0) and H z 2 w (0).
Remark 3.4. If we assume H ∈ N , then by inspecting (2.10) we obtain the following conditions for some coefficients belonging to the 3-jet of H at 0. Theorem 4.1. The set N consists of the following mappings, where for H = (f 1 , f 2 , g) ∈ N we denote the parameter s := 2f 1w 2 (0) ≥ 0:
Each mapping in N is not isotropically equivalent to any different mapping in N .
The family of mappings G Comparing the f 1z 3 w (0)-coefficients of H and G ε 3,s we find a solution if and only if ε = −1 and s = 1/2. Then we observe with these choices the mapping H coincides with G − 3,1/2 . The proof of Theorem 4.1 is based on the following lemmas. First we state them and then we show how Theorem 4.1 is deduced from these lemmas. Afterwards we provide the proofs of these lemmas. In the first lemma we obtain a so-called jet parametrization for H ∈ N at 0 along the second Segre set. In order to simplify our formulas we introduce the following notation:
for k, ≥ 0 and D ∈ {A, B, C}. In the list of coefficients of a mapping H ∈ F we gave in Remark 3.4, there are still some unknown coefficients belonging to J 4 0 . These remaining coefficients we denote by j := (A 2 , B 2 , B 21 , B 12 , A 3 , B 3 , C 3 , A 22 , B 22 , C 22 , A 13 , B 13 , C 13 , A 4 , B 4 , C 4 ) .
(4.1)
We refer to the coefficients D k we listed in (4.1) as components of j. We take N 0 := 16 and define the following set:
We consider j from (4.
for all (z, χ) ∈ C 2 sufficiently near 0. The formula for Ψ is given in Appendix A, where we scaled j ∈ J for simplification.
Remark 4.4. In order to compute Ψ in Lemma 4.3 we only need to assume the nondegeneracy of H, but to simplify expressions we require H ∈ N .
The approach we take in the next lemmas follows the line of thought of [BER97, Proposition 2.11-3.1, §6]. 
holds, where we have written Ψ in the Taylor expansion with coefficients Ψ k (j) ∈ C 3 depending on j ∈ J. Then for (z, w) ∈ V we have:
where Ψ αβ (j) ∈ C 3 . The left-hand side of (4.5) is required to be holomorphic in a neighborhood of 0, thus (4.5) yields equations Ψ αβ (j) = 0 for α < 0 or equivalently we obtain Ψ k (j) = 0 for > k by (4.4). We examine these equations for j in the proof of Lemma 4.5 to end up with Ψ z, w/(2 i z), j being one of 5 holomorphic mappings ψ 1 (z, w), . . . , ψ 5 (z, w), defined in a neighborhood of 0 and given in Appendix C. Moreover (4.5) can only hold if j In a similar way we obtain formulas for the 2-jet of H along S 1 0 depending on j ∈ J. In both steps it is essential to assume 2-nondegeneracy. The resulting representation of H gives the desired mappings Ψ depending on j. Now we give the detailed version of the proof. We let ρ be a defining function for H 
We introduce the following variables for expressions which occur in Φ j for 1 ≤ j ≤ 3:
By a slight abuse of notation we obtain Φ j (Z, ζ, Z , ζ , W ) = 0 for 1 ≤ j ≤ 3 when restricted to H 2 , i.e., setting Z = (z, τ + 2 i zχ). Further if we write Φ :
since we assumed H ∈ N ⊂ F. Hence we can explicitly solve the system given in (4.6) for Z near 0 as follows. First we denote
then we obtain for all (z, χ, τ ) ∈ C 3 near 0 the following identity
If we evaluate (4.7) at τ = 0 we obtain a formula for H along S 2 0 depending on the 2-jet ofH alongS 1 0 . So to finish our computations we need to find formulas for j 2 (χ,0)H . To this end we introduce the vector field S tangent to H 2 defined as S := ∂/∂w + ∂/∂τ , such that S k H(z, τ + 2 i zχ) = H w k (z, τ + 2 i zχ) for k ∈ N. Applying S and S 2 to (4.7) and setting χ = τ = 0 we obtain formulas for H w (z, 0) and H w 2 (z, 0) respectively, which are rational and depend on j ∈ J. After conjugating these expressions we obtain the components of j 2 (χ,0)H as rational functions of j. The resulting mapping is denoted by Ψ and depends on j ∈ J. In order to get rid of powers of 2 in formulas we scale j as follows: (A 2 , B 2 , B 12 , A 3 , B 3 , C 3 , A 22 , B 22 , A 13 , B 13 , C 13 , A 4 , The numerator of the components of H are polynomials of highest degree (3, 8) in (z, χ) and are homogeneous in z. The components of H have the same denominator, which is a polynomial of highest degree (3, 9) in (z, χ). The complete expression is listed in Appendix A.
Desingularization. We introduce the following relation:
Definition 4.7. For J 1 , J 2 ⊂ J from (4.2) we denote variables j 1 ∈ J 1 and j 2 ∈ J 2 as in (4.1) respectively. We set Ψ 1 (z, χ) := Ψ(z, χ, j 1 ) and Ψ 2 (z, χ) := Ψ(z, χ, j 2 ), where Ψ is given in Lemma 4.3. We say that Ψ 1 is a special case of Ψ 2 , if J 1 ⊂ J 2 .
More geometrically this means that the variety given by the defining equations for Ψ 1 is contained in the variety generated by the defining equations for Ψ 2 .
Proof of Lemma 4.5. As described in the proof of Theorem 4.1, in (4.4) we expand the mapping Ψ z, χ, j from (4.3) into a power series Ψ(z, χ, j) = k, Ψ k (j)z k χ around 0. For the components we write
k (j) and we set
according to (4.4). These equations allow us to obtain conditions for j ∈ J. Each solution of an equation from (4.8) corresponds to considering maps as in (4.3), but instead j ∈ J we have j ∈ J , where J is a subvariety of J. This means that we gradually restrict the space of possible mappings in F. In the following we describe which coefficients Ψ k we consider and which components of j we can eliminate from equations given as in (4.8).
We start considering Ψ Next we assume one of the expressions for B 12 or B 2 respectively for Ψ and consider another equation from (4.8) in order to solve for further components of j in terms of the remaining elements. It turns out that each of the remaining equations of the system given in (4.8) has more than one possible solution, resulting in case distinctions. In Appendix B we give two diagrams of this elimination process for case A and case B respectively. In these diagrams we keep track of all the equations Ψ k (j) = 0 we consider, which components of j we are able to determine and which holomorphic expressions we obtain in the end. Now we describe the diagrams in a more detailed way: Let us write γ := (A 2 , C 3 , B 21 , C 4 , A 13 , B 13 , C 13 , A 22 , B 22 , C 22 ). In case A Ψ still depends on the variables γ and B 2 and in case B Ψ depends on the variables γ and B 12 . Since both cases are treated in the same way we write Λ for the set of the remaining variables in Ψ with components denoted by (D 1 , . . . , D 11 ). Inductively we consider equations Ψ j k = 0 to determine further variables D m1 , . . . , D mn ∈ Λ, where 1 ≤ m j ≤ 11 for 1 ≤ j ≤ n. Each variable D mj which we solved for corresponds to a case E rsi . It turns out that we have 0 ≤ r ≤ 7 and 1 ≤ s i ≤ 13, where r = 0 corresponds to the starting node from case A or B. The notation for E rsi is chosen such that the first index r indicates the number of nodes one has to pass in order to get from the starting node, i.e., case A or case B from above, to E rsi . Let us denote by E some already achieved case, starting with case A or case B. In the diagram such an induction step is displayed as in the following Figure 1 : Now we take all parameters from the preceding cases of E rsi , plug them into Ψ and denote the resulting rational mapping by ϕ(z, χ). Then we have several possibilities:
(i) If ϕ(z, w 2 i z ) is holomorphic near 0 we do not consider further equations. Then we have the possibility that ϕ is a special case of a holomorphic mapping ϕ from some other case, which is indicated in Figure 2 or ϕ is not a special case of any of the occurring mappings in the diagrams, which is indicated in Figure 3 . Figure 2 . Diagram for special cases of holomorphic maps is not holomorphic, we either proceed with another induction step as shown in Figure 1 or we recognize that the mapping ϕ is a special case of a mapping ϕ from some case E r s i . We indicate this situation as E rsi ⊂ E r s i , which is shown in the following Figure 4 . The complete case distinction is carried out in Appendix B, where we denote the cases E rsi by "Ars i " and "Brs i " for case A and B respectively. As mentioned above after at most 7 steps the process terminates, which means, that after setting χ = w 2 i z in Ψ(z, χ, j) we obtain a holomorphic expression. It turns out that we obtain 5 rational, holomorphic mappings, which we denote by ψ k (z, w) for 1 ≤ k ≤ 5, as can be seen in the diagrams and is indicated in Figure 3 . We point out that these mappings include all H ∈ N by construction. The formulas for ψ k are given in Appendix C. We write ψ k = ( ψ Treating ψ 4 , which depends on B 2 and C 22 , we proceed as follows: The coefficient of χ 2 τ 2 shows C 22 = 2 i εB 2 and τ 4 gives B 2 = e i t 4 for t ∈ R. In order to get rid of e i t in ψ 4 we apply the following matrices
to ψ 4 , which do not affect the normalization. The resulting mapping is G ε 3,0 . Finally we deal with ψ 5 in which the terms A 2 and C 22 occur. We write C 22 = Re(C 22 )+i Im(C 22 ) and consider the coefficient of χ 2 τ 2 to obtain Im(C 22 ) = − Corollary 4.8. Let U ⊂ C 2 be a neighborhood of 0 and H : U → C 3 a holomorphic mapping. We denote the components of H by H = (f, g) = (f 1 , f 2 , g) and write j 0 (H) := {j 2 0 H, f z 2 w (0)}. If for H 1 , H 2 ∈ F the coefficients belonging to j 0 (H 1 ) and j 0 (H 2 ) coincide, we have H 1 ≡ H 2 .
Proof. We note that N is the collection of the mappings G ε 1 , G ε 2,s and G ε 3,s from Theorem 4.1. The only parameter left in maps belonging to N is s = 2f 1w 2 (0). Let H 1 , H 2 ∈ N , then we verify that if the coefficients which belong to j 0 (H 1 ) and j 0 (H 2 ) coincide, this yields H 1 ≡ H 2 . If s = 0 in H 1 or H 2 , then if we compare j 0 (H 1 ) and j 0 (H 2 ) by looking at the coefficients f 2w 2 (0) and f 2z 2 w (0), the only possibility is H 1 ≡ H 2 . If s = 0, the coefficient f 1w 2 (0) yields that we may have G ε 2,s = G ε 3,t for some s, t ≥ 0. According to Lemma 4.2 this is only possible if and only if t = s = 1/2 and ε = −1. In this case we have G − 2,1/2 ≡ G − 3,1/2 . Next we note the following: In order to be able to apply Theorem 4.1 to a mapping H ∈ F we need to compose H with isotropies according to Proposition 3.1. We see from the proof of Proposition 3.1 and Remark 3.3 that the standard parameters used to normalize H precisely depend on the elements of j 0 (H) as well as g z 2 w (0) and f z 3 (0). To show the dependence of g z 2 w (0) on j 2 0 f we take derivatives of (2.10) twice with respect to z and once with respect to τ and evaluate at 0 to obtain
To get rid of the dependence of f z 3 (0) we consider the system of equations in (4.6) and set (w, χ, τ ) = 0. Then due to the 2-nondegeneracy of H we can solve for f (z, 0), which then depends on elements of j 2 0 H. This completes the proof of the jet determination. 4.5. Isotropic Inequivalence of Mappings in N . The theorem below proves the remaining statement in Theorem 4.1 which says that the isotropic orbit of a given normalized map does not intersect the isotropic orbit of a different normalized map.
k ) for k = 1, 2 from the hypothesis satisfy the conditions we collected in Remark 3.4. We write s k := 2|f f 2 , g ). By Corollary 4.8 we only need to consider components of j 0 F . We let (σ, σ ) ∈ G with the notation from (2.1) and (2.4) respectively. The coefficients of order 1 of F , which are f z (0) and F w (0), are required to vanish and the corresponding equation is given as follows:
These equations imply λ = 1/λ, a 2 = c 2 = 0, a 1 = 1/(uu ) and c 1 = −uc/λ. Assuming these standard parameters we consider the coefficients of order 2, which are f z 2 (0), F zw (0) and F w 2 (0), to obtain:
The second component of (4.12) implies c = 0. Assuming this value for c we obtain for the third order terms f z 2 w (0) the following equation:
The second component of (4.11) shows λ = 1. Furthermore the third component of (4.13) shows r = −r and since from the second component of (4.11) we get u u 3 = 1, we obtain from the second component of (4.14) that r = 0. The equation from f 2z 2 (0) given by u u 3 = 1 uniquely determines u . The remaining equation from the first component of (4.13), which comes from the coefficient f 1w 2 (0), is s 1 /u = s 2 . We have to consider two cases: If s 2 > 0, then s 1 > 0, which implies u = 1 is the only possibility. This gives σ = id C 2 and σ = id C 3 and hence H 1 ≡ H 2 . If s 2 = 0, then also s 1 = 0 and from the equations (4.9)-(4.14) we obtain that j 0 (H 1 ) = j 0 (H 2 ) such that Corollary 4.8 implies H 1 ≡ H 2 .
Equivalence of Mappings in
By Remark 2.5 it is easy to see that the following relation is an equivalence relation.
We say that H 1 and H 2 are (transitively) equivalent if there exist isotropies (σ, σ ) ∈ G and points (p,
The set of all mappings, which are transitively equivalent to a given mapping H, is called the (transitive) orbit of H and is denoted by O(H).
Remark 5.2. If both mappings H 1 , H 2 fix 0, then necessarily p = H 1 (p) in Definition 5.1 above, which is the same construction as in [Hua99, Section 4]. If p = 0 then transitive equivalence coincides with isotropic equivalence. We define for suitable p ∈ H 2 the map
5.1. Mappings at Points of Different (Non-)Degeneracy.
Definition 5.3. For U ⊂ C 2 a neighborhood of 0 let H : U → C 3 be a holomorphic mapping given by H = P/Q, where P, Q are polynomials such that P (0) = 0 and Q(0) = 0 with components H = (f 1 , f 2 , g). We define D H := {p ∈ H 2 : Q(p) = 0} and A H := H 2 \ D H . The set N H of points p ∈ H 2 , such that H p does not satisfy the first condition in (2.13) is given by
The set T H of points p ∈ H 2 , where H p does not satisfy the second condition of (2.13) is given by
Remark 5.4. It is easy to show that N H = N from Remark 2.17 and T H is the set of points in H 2 where H is not transversal according to Remark 2.11.
For a mapping H ∈ F we have the following possibilities: Either there exists p ∈ H 2 such that H is not 2-nondegenerate at p or H is 2-nondegenerate everywhere in the domain of H. In the first case we consider H p and in the second case we take H and compose the map with isotropies fixing 0. Then in both cases we normalize with respect to some different normal form than the one we introduced in Proposition 3.1. The following example gives a mapping, which is 2-nondegenerate everywhere in its domain:
Example 5.5. We consider the mapping H := G + 1 such that A H = H 2 \ {(0, ±1)}. Then we need to compute N H , which is given by the following equation if we write p = (re i θ , v + i r 2 ), r ≥ 0, θ, v ∈ R:
which admits no solution in A H .
In the following paragraphs we deduce some mappings of different (non-)degeneracy at 0. , −
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∈ N H ∩ T H . We apply isotropies fixing 0 to H p and denote the resulting mapping by G = (f, g) = (f 1 , f 2 , g). We normalize the mapping according to the following conditions: and then we compose the resulting mapping with isotropies fixing 0 to obtain a map denoted by G = (f, g) = (f 1 , f 2 , g). We impose the following normalization conditions:
which are achieved if we take the following standard parameters:
and the remaining parameters are chosen trivially. The resulting mapping is given by (z, w) →
, which is 3-nondegenerate and transversal at 0. 
The resulting mapping is given by (z, w) →
, which is 3-nondegenerate and transversal at 0.
Remark 5.9. Example 5.7 and Example 5.8 show that the mapping
Example 5.10. We prove that H := G − 2,s with 0 ≤ s ≤ 1/2 admits no points in A H , where H fails to be 2-nondegenerate. If we write p = (re i θ , v + i r 2 ) ∈ A H the set N H is given by
The mapping H ε 1 is isotropically equivalent to G For k = 1, 3 and k = 4 if ε = +1 we let
In the case where k = 4 and ε = −1 we have that g w,p0 (0) < 0 in H − 4,p0 for p 0 ∈ W − 4,2 . Here we apply the automorphism π from (2.6) to H − 4,p0 . We consider (σ, σ ) ∈ G according to Proposition 3.1 and define
In Appendix D we list the standard parameters such that H k ∈ N . The notation we use for the standard parameters is from (2.1) and (2.1) and we write t k for a standard parameter t occurring in H k . If k = 4 and ε = −1 we normalize the mapping π • H H ∈ F we write H = φ • H • φ where H ∈ N and (φ, φ ) ∈ G. Then we consider
We want to conclude that H ≡ G, which proves our claim. We investigate for which p ∈ H 2 we have G p ∈ F. We compute the following sets for G, where we write p = (re i θ , v + i r 2 ) ∈ H 2 with r ≥ 0 and θ, v ∈ R:
The triviality of N G follows from the considerations in Example 5.10. Now we let the parameters p in G p be arbitrary in A G \ T G such that we can normalize G p according to the normalization conditions given in Example 5.10. More precisely we consider H from (6.1) above, such that H satisfies these new normalization conditions. We list all necessary standard parameters in Appendix D. Then we apply the jet determination result for F and consider the coefficients of H according to Corollary 4.8 to see that H ≡ G. respectively, do contain points in their domains, where the maps are not 2-nondegenerate. More precisely, G − 1 is not 2-nondegenerate excactly at the points p = (e i t , i) for t ∈ R for which the space E 1 (p) is 1-dimensional. This implies that there are no points in the domain where the map is (1, 1)-degenerate. We computed in Example 5.6, that there is a mapping which is (1, 1)-degenerate at for example (0, 1) ∈ H 2 and is equivalent to H 6 by Theorem 1.5. Thus the maps H − 2 and H 6 are both not equivalent to any other map of the list. For a mapping F we introduce the set stab 0 (F ) := {(σ, σ ) ∈ G : σ • F • σ = F } called the isotropic stabilizer of F . Next we observe that if we let H ∈ N and F = ϕ • H • ϕ, where (ϕ, ϕ ) ∈ G, it is a well-known fact that
It remains to distinguish H − 3 from H 5 . On the one hand we observe that for G − 2,0 and |u| = 1 the isotropies σ(z, w), σ (z 1 , z 2 , w ) = uz, w, z 1 /u, z 2 /u 2 , w belong to stab 0 (G − 2,0 ). On the other hand the map G − 2,1/2 has a trivial isotropic stabilizer. This can be concluded from the equations in the proof of Theorem 4.9, since here we are in the first case, where s 1 = s 2 = 1/2. In Lemma 6.2 we concluded that any map in F to which G − 2,1/2 is equivalent must be isotropically equivalent, thus by (6.2) has a trivial isotropic stabilizer. Hence H and the rest of the parameters trivially. With these choices we obtain S 3 (S 1 (L 4 )) = G − 2 . Next we want to see that S 1 (L 5 ) is equivalent to G − 3 . We define the following parameters for , which, since √ 5/4 > 1/2, is equivalent to G − 3 by Theorem 1.5. Finally we consider S 1 (L 6 ) and we want to see that this mapping is equivalent to H − 4 . Here we note that after the linear change of coordinates (z, w) → (i w, z) and (z 1 , z 2 , w ) → (−z 1 , − i z 2 , w ) in C 2 and C 3 , L 6 is the same mapping as H − 4 , which we know is equivalent to G (1 + √ 2r 0 e − i θ0 + √ 2e i θ0 r 0 + 2r 2 0 ) 2 ( √ 2 + 2r 0 e − i θ0 + 2e i θ0 r 0 + 2r 2 0 ) 2 The remaining parameters c 2 , r 2 and r 2 are set to 0.
We give the standard parameters for the map H 3 for the renormalization of H Here we use the following standard parameters, which only cover the case when g p0w (0) > 0. If g p0w (0) < 0 we need to interchange some of the standard parameters given here as described in the proof of Theorem 1.5: The remaining parameters r 4 and r 4 are taken to be 0.
