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We propose a superconducting wire array that realizes a family of quantum Hamiltonians that
possess combinatorial gauge symmetry – a local symmetry where monomial transformations play a
central role. This physical system exhibits a rich structure. In the classical limit its ground state
consists of two superimposed spin liquids; one is a crystal of small loops containing disordered U(1)
degrees of freedom, and the other is a soup of loops of all sizes associated to Z2 topological order.
We show that the classical results carry over to the quantum case when fluctuations are gradually
tuned via the wire capacitances, yielding Z2 quantum topological order. In an extreme quantum
limit where the capacitances are all small, we arrive at an effective quantum spin Hamiltonian that
we conjecture would sustain Z2 quantum topological order with a gap of the order of the Josephson
coupling in the array. The principles behind the construction for superconducting arrays extends
to other bosonic and fermionic systems, and offers a promising path towards topological qubits and
the study of other many-body systems.
I. INTRODUCTION
Quantum integrated circuits, fabricated using super-
conducting wires and Josephson junctions, provide a way
to build quantum hardware that benefits from a body
of knowledge and techniques from conventional circuit
design1. These superconducting circuits are the basis
for building the chips with the largest number of qubits
to date2. At the same time, superconducting Josephson
junction arrays allow one to construct devices on where to
play with basic physics, for example structures where the
XY-model is realized and the BerezinskiiKosterlitzThou-
less transition observed3. The goal of this paper is to use
quantum integrated circuit design in combination with
a symmetry principle – combinatorial gauge symmetry –
to build artificial quantum spin liquids.
The study of quantum spin liquid states of matter
remains an active area of reseach in condensed matter
physics4. Quantum spin liquids are devoid of magnetic
symmetry-breaking order but display topological order5.
A number of solvable models exist as examples, but these
theoretical models include multi-spin interactions not re-
alized in nature. One notable example is the Heisenberg-
Kitaev model6,7, which has been the subject of many
theoretical and experimental efforts within the quest for
a physical realization of a quantum spin liquid.
As opposed to seeking naturally occuring materials,
here we take the route that one could engineer spin liq-
uids using superconducting integrated circuits. This kind
of approach has been contemplated before and there have
been proposals to use Josephson junction arrays to real-
ize spin liquids8–14. Our approach is distinct because our
spin liquids are an exact result of combinatorial gauge
symmetry, while in prior work the topological states were
constructed perturbatively.
From a general theoretical perspective, combinatorial
gauge symmetry can be applied to spins, fermions, or
bosons, and all these systems show rich behaviors as a
result of the symmetry. We shall present examples of
superconducting XY-like systems with coexisting U(1)
and Z2 loop structures, where in the former the struc-
ture crystalizes into an array of small loops while in the
latter there is a soup of loops at all scales. These XY-
like systems, unlike the usual XY-model, do not show
quasi-long-range order of the U(1) degrees of freedom,
precisely because of the local loop structures. However,
they are Z2 spin liquids. The Z2 quantum spin liquids
can be used as platforms for surface codes, and hence the
quantum integrated circuits presented here can be used
for building topological qubits.
The array of superconducting wires we consider are
depicted in Fig. 1. Looking at a given site in Fig. 1(a),
each of the four vertical wires is coupled to each of the
four horizontal wires by a Josephson junction in a kind
of “waffle” geometry. The Hamiltonian for such a system
is H = HJ + HK consisting of Josephson tunneling HJ
and capacitance terms HK :
HJ = −J
∑
s
∑
n,i∈s
Wni cos(φn − θi)
 (1a)
and
HK =
1
2Cm
∑
s
∑
n∈s
q2n +
1
2Cg
∑
i
Q2i , (1b)
where Cm and Cg are the self-capacitances. We take
J > 0. The charges and phases are conjugate vari-
ables satisfying the commutation relations [φn, qm] =
i δmn and [θi, Qj ] = i δij . On the lattice we connect
the sites as shown in Fig. 1(b) and sum over each site s.
The “gauge” wires θi are shared between sites, but the
“matter” wires φn are confined to each site (or waffle).
The core component is the 4×4 interaction matrix W ,
which is what enables the combinatorial symmetry and
drives the physical connectivity of the circuit. It is re-
quired to be a so-called Hadamard matrix whose elements
are ±1 and it is orthogonal W>W = 41 . A convenient
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FIG. 1. (a) An array of intersecting superconducting wires which form a single “waffle” site in the lattice. Vertical (green)
wires are “matter” degrees of freedom with phase φn and charge qn. Horizontal (yellow) wires are “gauge” degrees of freedom
with phase θi and charge Qi. Wires are coupled by Josephson junctions depicted as black or white crosses depending on the
sign of the coupling. This array mirrors the interaction matrix W and implements combinatorial gauge symmetry. (b) The full
lattice with links (blue) connecting the gauge degrees of freedom. One site is highlighted to illustrate how sites are connected;
links that it shares with neighboring sites are labeled by their gauge phases θi. The matter wires with phases φn are connected
only to gauge wires (c) This geometry leads to exact Z2 topological order, as illustrated by the allowed configurations of the
gauge phases θ emanating from each waffle site. We show the limit Cg  0 (classical) limit where the gauge phases are good
quantum numbers. Gauge phases must be equal pairwise α (red) and β (blue) at each site, where both phases are defined
modulo pi. In the context of lattice models, such vertices are related to loop models. Additionally, plaquettes may be flipped
back and forth by shifting all gauge phases around the plaquette (α, β, γ, δ) by pi.
choice is
W =
−1 +1 +1 +1+1 −1 +1 +1+1 +1 −1 +1
+1 +1 +1 −1
 , (2)
and all other choices are physically equivalent. The cou-
pling matrix is captured literally by the waffle geometry
in Fig. 1(a). Hadamard matrices are invariant under a
group of monomial transformations, which is the source
of the gauge symmetry. Specifically, we have the auto-
morphism
L−1 W R = W , (3)
where R and L are monomial matrices. Monomial trans-
formations preserve the commutation relations of the un-
derlying operators15, which in this case are the phases
and charges on all wires. For example, with our choice
of W in Eq. (2), the following pair satisfies the automor-
phism (3) on each site s:
L =
 0 +1 0 0+1 0 0 00 0 0 −1
0 0 −1 0
 R =
−1 0 0 00 −1 0 00 0 +1 0
0 0 0 +1
 .
(4)
Here it looks like we are only transforming the interac-
tion, but of course quantum mechanically transforming
an operator is equivalent to transforming the state. In
this case the R matrix acts on the phases of the gauge
wires θi on a given site, shifting the phase by pi when-
ever there is a −1. Similarly, L acts on the phases of
the matter wires φn, shifting them by pi whenever there
is a −1, and in such a way as to preserve the required
symmetry (3) on each site. The key is that the matter
wires are only connected locally on each site, hence their
phases may be permuted as well as shifted in general.
The gauge wires, on the other hand, bridge two waffles,
and therefore the gauge phases can be shifted but not
3permuted, and hence the matrix R must be diagonal.
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FIG. 2. Visual illustration of the action of an L and R pair
on the many-body states at each site. The pictured transfor-
mation corresponds to the automorphism in Eq. (4) applied
to a generic state of the waffle (circle). Note that the signs
of the junctions replicate the pattern of ±1’s in W . Wires
and couplings are fixed; only the phases are being permuted
and/or shifted. Combinatorial gauge symmetry guarantees
that the Hamiltonian is invariant under this transformation.
The phases of the matter wires can be shifted by pi and per-
muted as they only live on that site (permutations indicated
by red and blue φ’s). However, states of the gauge wires can
be shifted but not permuted as they are shared by neighbor-
ing sites. Hence R must be diagonal, but L need only be a
monomial matrix. When connected on the lattice, shifting a
gauge phase on one site automatically shifts it on its neigh-
boring site, resulting in degenerate states that are loops on
the lattice.
The fact that the extra permutation symmetry is local
is crucial and gives rise to the topological nature of the
waffle circuit. The topological structures that arise in
this circuit are illustrated in Fig. 1(c) and discussed in
detail below.
II. COMBINATORIAL GAUGE SYMMETRY -
GENERALIZED FRAMEWORK
Before proceeding with an analysis of the waffle super-
conducting array, we summarize the mathematical foun-
dation for why it realizes combinatorial gauge symmetry.
The general structure will simplify our analysis. And, we
will see that the waffle array is a special case, so that the
approach can be used to construct other kinds of systems
with combinatorial gauge symmetry.
Our most general Hamiltonian is:
H = HJ +HK (5a)
where the interaction is given by
HJ = −J
∑
s
∑
n,i∈s
Wni
(
aˆ†n bˆi + bˆ
†
i aˆn
)
. (5b)
aˆn and bˆi are the generic degrees of freedom. In fact we
can use any angular momentum, fermionic, or bosonic
variables. (Noticeably, when used as a hopping ampli-
tudes for bosons or fermions, the W matrix yields flat
bands.) An essential feature is that the aˆn are “matter”
fields localized to each site which enables us to use per-
mutation symmetry without distorting the lattice. The
bˆi are “gauge” fields which are shared by lattice sites s.
According to the automorphism symmetry of W that
we have already introduced in Eq. (3) the operators aˆ
and bˆ transform as
aˆn →
∑
m
aˆm (L
−1)mn and bˆi →
∑
j
Rij bˆj . (6)
To implement the sign changes in the monomial symme-
tries, such as those in Eq. (4) we require that there exist
unitary transformations U
(L)
n and U
(R)
i such that
U (L)n aˆn U
(L)†
n = −aˆn and U (R)i bˆi U (R)†i = −bˆi . (7)
These sign-flip transformations, when combined with
permutations of the n and i indices, lead to the mono-
mial transformations written in Eq. (6), which preserve
the proper commutation relations of the aˆ and bˆ opera-
tors. We refer to Ref. 15 for the special case of how to
realize the Z2 gauge theory or toric code using spin-1/2.
To this Hamiltonian HJ one can add any kinetic term
HK that commutes with the unitary operators U
(L)
n and
U
(R)
i , and that have couplings that are independent of n
and i, so that permutation invariance holds. This guar-
antees that the whole Hamiltonian obeys combinatorial
gauge symmetry. The superconducting wire array that
we analyze below is an example of this general frame-
work.
III. SUPERCONDUCTING WIRE ARRAY
WITH COMBINATORIAL GAUGE SYMMETRY
In the Hamiltonian in Eqs. (1a) and (1b) we identify
the matter and gauge fields as the phases of the super-
conducting wires, as follows:
aˆn = e
i φn and bˆi = e
i θi ,
U (L)n = e
ipi qn and U
(R)
i = e
ipiQi . (8)
U
(L)
n and U
(R)
i are generated by the conjugate variables
qn and Qi, respectively, hence they commute with the ki-
netic term. The action of U
(L)
n and U
(R)
i on aˆn and bˆi can
be thought of as shifting φn or θi by pi. So in addition to
the usual global symmetry that shifts all phases equally,
we have a local symmetry that shifts an even number of
θi’s and φn’s in each star by pi.
The manifold of minima of HJ in Eq. (1a) as a function
of the phases is such that θi’s and φn’s are equal pairwise
at each star. On a given site s let us use the short-
hand θ = (θ1, θ2, θ3, θ4) and similarly for φ. Then, for
4(a) (b)
FIG. 3. (a) Example of the U(1) loop covering in the superconducting wire array. Values of equal θ are represented by different
colors, and loops wrap around with periodic boundary conditions (e.g., θ = α, β and γ label three loops P colored red, blue,
and green, respectively). Other colored loops fully fill the lattice. Loops can intersect. (b) Example of the second kind of loop
Π, which adds a phase pi to each of the links visited. Any such loop is a direct result of the local Z2 gauge symmetry and can
be superimposed on any loop covering in (a).
instance, the following minima have ground state energy
−8J at each site:
φ = (β, α, β, α) and θ = (α, β, α, β), (9a)
where α and β are any two phases between 0 and 2pi.
Note that the φ’s are “slaved” to the θ’s at the minima.
Moreover, we still have the Z2 symmetry. For example,
applying the symmetry operation in (4) to (9a) produces
another type of minimum,
φ = (α, β, α+ pi, β + pi) and θ = (α+ pi, β + pi, α, β).
(9b)
There are additional minima obtained by symmetry, and
their complete set on each site can be visualized as shown
in Fig. 1(c). On the entire lattice, these minima must be
consistent so the ground states are described by loops
as we depict in Fig. 3 with different colors. The lattice
Hamiltonian is confined to the valley of minima as long as
the phases on the four legs at each site are equal pairwise.
Therefore, any fully-packed loop covering – where each
link is visited by two loops and each loop has the same
phase along its path – will minimize HJ of Eq. (1a). This
class of lattice covering is associated to U(1) or continu-
ous phases, as depicted in Fig. 3(a). In addition, there is
another class of loops, associated to the Z2 gauge sym-
metry. The latter loops do not need to cover all links,
but in those links that they do visit, they shift the phases
by pi. In this sense, the U(1) phases of the first kind of
loops are defined mod pi (rather than 2pi), as illustrated
by Eqs. (9a) and (9b). Fig. 3(b) depicts the loops of the
second kind. Formally, we are working with elements of
U(1)/Z2 ∼= U(1).
In the classical limit of infinite capacitances Cm and
Cg, we can study the statistical mechanics of the two loop
models where the only energy is the HJ term of Eq. (1a).
Even the T = 0 limit of the model is interesting, in that
there is a ground state entropy because of the different
ways to cover the lattice with the U(1) and Z2 loops.
Because these two kinds of loops are independent, the
partition function factorizes into the partition functions
of two loop models:
Z(T = 0) = Z
U(1)
loop × ZZ2loop . (10)
The second component corresponds to the usual Z2
gauge theory. The U(1) component turns out to belong
to a class of statistical mechanics models that have been
studied in other contexts, such as polymers and lattice
spins16–19. Our case corresponds to the so-called O(N)
loop model, where N is the number of allowed flavors or
colors of each loop. Since we have an infinite set of colors
our case is the limit N →∞.
The zero-temperature partition function accounts for
all the states that minimize the energy, and encodes the
entropic contribution of all allowed loop coverings, hence
we can write:
Z
U(1)
loop =
∑
loop coverings
λn` , (11)
where λ is the loop fugacity and n` is the number of loops
in a given loop covering. Since each loop covering is fully
packed, the energy is the same for each covering, so we
have left an overall ground state energy factor out of the
partition function.
5We claim that λ→∞ at zero temperature. Intuitively,
this is because each closed loop can have an infinite num-
ber of colors (continuous phases), so λ can be identified
with N in this limit. The intuition is made precise by
the following counting argument. Take a closed loop vis-
iting p sites and p links. The condition that the phases
αp at each site are equal pairwise can be viewed as a
series of p Boltzmann weights at some divergent energy
scale. However, only p−1 constraints are needed because
if α1 = α2 = · · · = αp then automatically αp = α1 for
a loop. In the limit where the Boltzmann weights be-
come delta functions, the redundant constraint diverges
at zero temperature (formally it is an extra delta func-
tion “δ(0)”). In the appendix we give a simple example
to clarify this argument.
Due to the infinite fugacity, the system is driven by
entropy to maximize the number of U(1) loops, which is
the configuration illustrated in Fig. 4. This ground state
is the set of degenerate loop coverings each of which con-
sists of elementary loops of arbitrary phase around every
other plaquette. There is no long-range (or quasi-long-
range) order of the U(1) loops even at zero temperature.
Since the ground state is dominated by small loops, any
two links further than one lattice spacing belong to dis-
tinct loops and their phases are uncorrelated.
The Z2 loops on the other hand form a loop soup just
like in the classical limit of the toric code20. Because
the long loops in the U(1) component are exponentially
suppressed, they do not destroy the gapped topological
order of the Z2 component.
P1 P2
⋯
P( L2 )2
P3 P4
FIG. 4. Because the phases defined on the loops vary contin-
uously and independently, the largest entropy configuration
maximizes their number; hence it maximizes the number of
loops or, equivalently, minimizes the length of each loop. This
configuration can be thought of as independently fluctuating
phases around loops on alternating plaquettes (depicted by
different colors). That this loop crystal has maximum en-
tropy originates from the fact that the “colors” or phases are
continuous variables.
IV. LIMIT OF SMALL CAPACITANCE IN THE
MATTER WIRES
Up to this point we have considered the classical limit
of infinite capacitances. Now let us consider the limit of
Eqs. (1a) and (1b) where the capacitances of the matter
wires are small, while the capacitances on the gauge wires
are large. In this limit quantum fluctuations of charge in
the matter wires are strong.
We add a bias voltage to each wire matter wire so that
two quantized states qn = N and qn = N + 1 are close in
energy, and we can reduce the matter wires to two-level
systems, as the small capacitance would penalize charge
states other than those two. In this case, the kinetic term
for the matter wires is
1
2Cm
(qn − q¯)2 , (12)
where q¯ = N + 1/2 +  is a result of the bias voltage.
The charging energy term in this limit becomes −Γµzn,
where µzn is a spin operator in the effective two-level state
space, and Γ = /2Cm
21.
The e±iφn operators increase or decrease the charge
value, but each can only be applied following the other,
since one cannot increase or decrease the charge of the
wire twice without leaving the low energy manifold. We
can thus replace e±iφn → µ±n , where µ±n = µxn ± iµyn are
raising/lowering operators for an effective spin-1/2. In
terms of combinatorial gauge symmetry we can identify
the small matter wire version of Eq.(8):
aˆn = µ
−
n and bˆi = e
i θi ,
U (L)n = e
ipi2 µ
z
n = iµzn and U
(R)
i = e
ipiQi . (13)
The Hamiltonian in Eqs. (1a) and (1b) in this limit be-
comes
H = −J
∑
s
∑
n,i∈s
Wni
(
µ+n e
+iθi + µ−n e
−iθi)
− Γ
∑
s
∑
n∈s
µzn +
1
2Cg
∑
i
Q2i . (14)
In the limit of Cg →∞ the θ’s can be treated as num-
bers and the Hamiltonian for the µ’s can be diagonalized
exactly because the matter spins are not shared between
sites. In the lowest energy sector the result is an effective
potential as a function of θ’s only:
HeffJ = −
∑
s
∑
n∈s
J2 ∑
i,j∈s
WniWnj cos(θi − θj) + Γ2
1/2 .
(15)
HeffJ is minimized when the θi’s are equal pairwise, as we
saw in the generalized capacitance case of the previous
section and illustrated in Fig. 3(a). So we have the same
6“color loop” crystal for the U(1) phases, but with the
matter fields absorbed into the effective interaction.
The discrete Z2 symmetry of course is also present, as
shown in Fig. 3(b), which we can write as:
θi → θi + pi
2
(1− ρi), ρi = ±1, if ρ1 ρ2 ρ3 ρ4 = +1 .
(16)
There are also local conserved quantities stemming from
the combinatorial gauge symmetry. These are generated
by plaquette operators that are simple to write for the
case of HeffJ [see Eq. (A1) for the general case]:
Gp =
∏
i∈p
eipiQi = eipi(
∑
i∈pQi) . (17)
These plaquette operators generate the local Z2 symme-
try.
V. SUPERCONDUCTING WIRE ARRAY AS A
QUANTUM CRITICAL THEORY
The effective Hamiltonian (15) describes a theory of
loops. We now analyze the stability of the spin liquid
phase. We shall consider two dimensions in parameter
space: introducing quantum fluctuations to the gauge
wires via a finite capacitance Cg, and deforming the
Hadamard interaction that enforces the loop constraints.
Consider the deformed interactions
W (η) =

−eiη +1 +1 +1
+1 −eiη +1 +1
+1 +1 −eiη +1
+1 +1 +1 −eiη
 , (18)
where W (η = 0) correponds to the Hadamard matrix in
Eq. (2). The matrix W (η) is now complex, but the calcu-
lations are simple to extend. The counterpart of Eq. (15)
requires WniWnj → Wni(η)W ∗nj(η), and expanding the
expression for small η we find that
HeffJ → HeffJ + Jη
∑
s
∑
i,j∈s
Wij(0) cos(θi − θj) , (19)
where
Jη = J (1− cos η) . (20)
Away from the strict Hadamard-matrix interaction, η =
0, the system acquires an XY magnetic coupling. The
expansion still holds for large η if the θ’s are slowly vary-
ing.
Quantum fluctuations controlled by the capacitance Cg
prevent the system from magnetically ordering when Jη
is smaller then a scale set by C−1g . For finite capacitance
Cg, the Lagrangian reads
L =
Cg
2
∑
i
θ˙2i − Jη
∑
s
∑
i,j∈s
Wij(0)cos(θi − θj)
−HeffJ (η = 0) . (21)
The first two terms correspond to a familiar (2+1)-
dimensional quantum XY model, which in Euclidean-
time corresponds to the classical 3-dimensional XY model
(see, for example, Ref. 22). The latter orders when the
effective coupling
K =
√
Jη Cg (22)
exceeds a critical value Kc of order one. We can estimate
the boundaries between the XY ordered phase and the
spin liquid phase from those first two terms in Eq. (21).
The resulting zero-temperature phase diagram is illus-
trated in Fig. 5, where the phase boundary in the η vs
C−1g plane is estimated from the condition K = Kc, or
equivalently, C−1g = K
−2
c J (1− cos η).
The picture that emerges is the following. The sup-
pression of the XY-order opens a window of stability for
a quantum liquid phase that is the counterpart of the
classical spin liquid discussed in Sec. III. Specifically, the
spin liquid consists of a crystal of U(1) loops with un-
correlated phase degrees of freedom coexisting with Z2
topological order. This phase must be gapped. Topolog-
ical phases of this kind exist in four-body extensions of
the XY-model23; however our superconducting wire ar-
ray contains solely two-body interactions, with the XY
magnetic term merely appearing as an extension away
from the point with combinatorial gauge symmetry.
FIG. 5. Zero-temperature phase diagram for the supercon-
ducting wire array with a deformed W -matrix. Varying the
parameter η away from zero leads to residual ferromagnetic
interactions, with strength Jη = J (1− cos η); these interac-
tions tend to magnetically order the system. The capacitance
Cg controls quantum fluctuations that tend to suppress the
XY order. On balance, the XY order is inhibited around
η = 0, with the phase boundary estimated from the condition
that the effective K =
√
Jη Cg equals the critical value Kc
of the 3D XY-model. In the XY-disordered region, one is left
with the Z2 combinatorial gauge symmetry of W (η = 0).
VI. “WXY MODEL”: LIMIT OF SMALL
CAPACITANCES IN ALL WIRES
Here we consider the limit where both the matter
and gauge capacitances are small, and voltage biases are
7tuned so two nearly degenerate charge states are favored
in each wire. Following similar steps as in Sec. IV, the
wires become two-level systems and we can deploy spin-
1/2 raising and lowering operators via the replacements
e±iφn → µ±n and e±i θi → σ±i .
In terms of combinatorial gauge symmetry we can iden-
tify the small capacitance version of Eq.(8):
aˆn = µ
−
n and bˆi = σ
−
i
U (L)n = e
ipi2 µ
z
n = iµzn and U
(R)
i = e
ipi2 σ
z
i = iσzi . (23)
The Hamiltonian takes the form reminescent of the stan-
dard quantum XY-model, but again with the crucial
Hadamard symmetry:
HJ = −J
∑
s
∑
n,i∈s
Wni (µ
x
n σ
x
i + µ
y
n σ
y
i ) . (24)
We refer to this model as “WXY”. If the wires are biased
slightly away from the degenerate point, kinetic terms of
the form µzn and σ
z
i appear. These terms commute with
both U
(L)
n and U
(R)
i , and if the couplings are uniform
they satisfy the permutation part of the combinatorial
gauge symmetry. However, these kinetic terms are not
required as quantum dynamics is present at the outset in
the WXY-model of Eq. (24).
Is the WXY-model ground state a quantum spin liq-
uid? Is its low-energy spectrum gapped or gapless?
While we do not answer these questions decisively, we
present the following arguments in favor of the scenario
that it is a gapped Z2 quantum spin liquid. [We note that
the quantum WXY-model of Eq. (24) has a sign problem,
so numerical studies would require methods such as the
Density Matrix Renormalizatio Group (DMRG) to help
provide hard evidence supporting our arguments below.]
First, the quantum limit where the capacitances of the
matter wires are small but those of the gauge wires are
large of Sec. IV was shown to support a quantum spin
liquid phase in Sec. V. Second, the combinatorial gauge
symmetry is exact, and the Z2 topological order of the
large gauge capacitance limit must be connected to that
of small capacitances. Therefore, we conjecture that the
ground state of Eq. (24) is a gapped Z2 quantum spin
liquid.
If our conjecture holds, the gap for the model in
Eq. (24) should be of order J , which is the only energy
scale in the system. Therefore, the quantum WXY-model
discussed here, which can be physically realized as a limit
of the engineered superconducting wire array depicted in
Fig. 1, could potentially be used to build surface codes
with large non-perturbative gaps of order J .
SUMMARY AND OUTLOOK
We have proposed a superconducting circuit that takes
advantage of combinatorial gauge symmetry. At a theo-
retical level, this symmetry is both local and exact and
it leads to interesting loop phases with topological order.
At a practical level, the circuit consists only of two-body
interactions and elements that exist at present. We have
argued that the model admits a gapped quantum spin liq-
uid phase and that it should be stable for a wide range of
tunable parameters, such as wire capacitance and volt-
age bias. The general framework laid out here offers a
promising path to simulating exotic many-body states in
the lab and to realizing topological qubits.
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Appendix A: Plaquette operators
The local combinatorial gauge symmetry allows us to
construct local conserved quantities – plaquette opera-
tors on each plaquette p:
Gp =
∏
s∈p
L(aˆ)s
∏
i∈p
R(bˆ)i . (A1)
The product of the R(bˆ)i around the plaquette flips both
legs at each corner site s. An example is shown in
the inset of Fig. 1(c). L(aˆ)s is the companion operator
that permutes and flips the matter fields at each corner
site per Eqs. (4) and (7). Any two L matrices com-
mute and therefore the plaquette operators do as well,
[Gp, Gp′ ] = 0. Finally, gauge symmetry guarantees that
Gp is conserved for all p: [H,Gp] = 0.
Appendix B: Loop fugacity of continuous variables
Here we clarify the argument in the main text regard-
ing the zero temperature partition function of the U(1)
loop component. Recall that our phases are defined mod
pi and not mod 2pi, but the difference is simply a factor
of 1/2 in the fugacity, so below we present the argument
for the mod 2pi case and return to this issue at the end
of this appendix section.
Consider a loop C with length p, p continuous variables
θi, i = 1, . . . p, and a Boltzmann factor that penalizes
configurations where consecutive variables are different
(θp is consecutive to θ1). We can write the contribution
of this loop to the partition function as
8ZC =
∫ 2pi
0
dθ1
2pi
dθ2
2pi
. . . . . .
dθp
2pi
e−K[1−cos(θ1−θ2)] e−K[1−cos(θ2−θ3)] . . . e−K[1−cos(θp−1−θp)] e−K[1−cos(θp−θ1)] , (B1)
where the Boltzmann factor that imposes the constraint is e−K[1−cos(θi−θi+1)]. The overall ground state energy has
been left out because it is identical for all configurations on the lattice. As K → ∞ we can replace the factors by
Gaussian approximations:
ZC ≈
∫ 2pi
0
dθ1
2pi
dθ2
2pi
. . . . . .
dθp
2pi
e−
K
2 (θ1−θ2)2 e−
K
2 (θ2−θ3)2 . . . e−
K
2 (θp−1−θp)2 e−
K
2 (θp−θ1)2
≈
∫ 2pi
0
dθ1
2pi
dθ2
2pi
. . . . . .
dθp
2pi
[
√
2pi
K
δ(θ1 − θ2)] [
√
2pi
K
δ(θ2 − θ3)] . . . [
√
2pi
K
δ(θp−1 − θp)] e−K2 (θp−θ1)2
=
(√
1
2piK
)p−1 ∫ 2pi
0
dθ1
2pi
, (B2)
where we replaced the Gaussian approximations by the
delta functions for all links with the exception of the last
because it is automatically enforced by the other p − 1
contraints. The one less power of the factor
√
1/2piK
has its origin in the last link, which closes the loop.
In a fully packed lattice model, each term in the par-
tition function is an integral over nB bonds, where nB
is the total number of bonds on the lattice. There-
fore each loop configuration will contribute the factor(√
1/2piK
)nB−n`
, where n` is the number of loops in
the configuration. Ignoring the overall factor for number
of bonds, we can identify the loop fugacity λ as
λ =
√
2piK →∞ if K →∞ . (B3)
We can think of this result formally as the integration
over one redundant delta function since only p− 1 delta
functions are required to enforce a constraint around a
loop with perimeter p; the remaining delta function is
evaluated at 0, giving the value “δ(0)” to the fugacity.
More intuitively, the result follows the simple expecta-
tion that we have a continuous phases (infinitely many
colors) associated with each loop.
We now return to the issue that our phases are defined
mod pi and not mod 2pi. Changing all the
∫ 2pi
0
dθi
2pi →∫ pi
0
dθi
pi in Eq. (B2) changes the result for the fugacity by
a factor of 1/2, i.e., we replace the λ found above by
λ/2. Of course, none of the discussion above changes as
λ → ∞. Nonetheless, this factor reinforces the simple
intuitive interpretation of the continuous angles repre-
senting infinitely many colors: half the continuous angles
correspond to half the infinitely many colors, as expressed
by the scaling of λ by 1/2.
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