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Synthesis of Spatially and 
Intrinsically Constrained Curves 
Using Simulated Annealing 
A general technique is presented for automatic generation of B-spline curves in a 
spatially constrained environment, subject to specified intrinsic shape properties. 
Spatial constraints are characterized by a distance metric relating points on the curve 
to polyhedral models of obstacles which the curve should avoid. The shape of the 
curve is governed by constraints based on intrinsic curve properties such as parametric 
variation and curvature. To simultaneously address the independent goals of global 
obstacle avoidance and local control of intrinsic shape properties, curve synthesis 
is formulated as a combinatorial optimization problem and solved via simulated 
annealing. Several example applications are presented which demonstrate the ro-
bustness of the technique. The synthesis of both uniform and nonuniform B-spline 
curves is also demonstrated. An extension of the technique to general sculptured 
surface model synthesis is briefly described, and a preliminary example of simple 
surface synthesis presented. 
Introduction 
The generation of smoothly varying curves is necessary in 
many mechanical design applications. For example, curves may 
be used to represent a spatial description of physical geometry, 
as in geometric modeling applications, or the path of a point 
moving through space, as in mechanism synthesis and robotic 
path planning tasks. Regardless of the application, most ex-
isting curve generation techniques can be broadly characterized 
as emphasizing either the global geometric environment within 
which the curve must perform, or the local intrinsic shape 
properties of the curve. This paper presents a general curve 
synthesis technique which incorporates both global (geometric) 
and local (intrinsic) shape constraints to automatically generate 
B-spline curves in a spatially constrained environment. 
There are well known methods for generating curves which 
interpolate a sequence of discrete point coordinates (Bohm et 
al., 1984; Lancaster and Salkauskas, 1986; Farin, 1988). How-
ever, such methods are of little use for automated curve mod-
eling in the presence of geometric obstacles since they are 
inherently local in nature. Obstacle avoidance could be ad-
dressed by specifying curve points which lie outside of obsta-
cles, but since interpolation is enforced only at the specified 
points, the curve may intersect the obstacles. The convex hull 
property of curves defined on the Bernstein basis (e.g., B-
spline and Bezier) states that the curve is always contained 
within the convex hull of its control polygon. This property 
is useful for quickly determining whether interference is pos-
sible (Yang, 1990), but it is generally much too large a bound 
for precise curve fitting applications. 
For many design applications, obstacle avoidance is ad-
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dressed implicitly by a designer whose primary concern is the 
intrinsic shape of a curve. In aerospace applications, for ex-
ample, the function of the curve (or surface) with respect to 
aerodynamics may be of primary concern, while in the con-
sumer products industry, aesthetics and manufacturability 
concerns may dominate the design. Given a parametric curve, 
many methods exist for automatically smoothing it with respect 
to curvature. For example, Ferguson (1986) develops curve 
convexity conditions on the governing control point net to 
eliminate spurious inflections from B-spline curves, and Sap-
idis and Farin (1990) present a simple knot removal and re-
insertion technique for curvature smoothing. While these 
methods are effective for "fine tuning" curve characteristics, 
they do not address the global geometric environment. 
In contrast to interpolation and smoothing techniques, re-
search in automated robotic path planning applications has 
dealt extensively with the obstacle avoidance problem. Path 
planning can be approached either directly, by calculating the 
individual robot link control parameters required to move from 
some prescribed initial position to a final position through a 
series of obstacles, or indirectly by finding the trajectory of a 
point under similar constraints. In the direct approach a dis-
tance function, which characterizes the proximity of convex 
polyhedra, typically forms the basis of an optimization prob-
lem (Gilbert and Johnson, 1985; Liu and Mayne, 1990) on the 
link control parameters such that an optimal (interference free) 
path is obtained. Indirect methods can be characterized as 
primarily either configuration space, or free space techniques. 
A configuration space (Lozano-Perez and Wesley, 1979) is 
defined by shrinking a moving object to a point, and expanding 
polygonal obstacles by an equivalent proportion. Then the 
boundaries of the obstacles represent collision free paths and 
the problem reduces to graph searching for an optimal path. 
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Ahernatively, free space techniques (Brooks, 1983; Ku and 
Ravani 1988a, 1988b; Ahrikencheikh et al., 1989) decompose 
the free space between obstacles into simple geometric 
primitives, and then guide the object along central or char-
acteristic lines of the free space. These methods typically gen-
erate a sequence of points connected linearly (or with arcs) to 
form the desired path. They do not provide the smooth var-
iation, continuous derivatives and other advantages of para-
metric curves. 
In this paper, to simultaneously address the independent 
goals of global obstacle avoidance and local control of intrinsic 
shape properties, curve synthesis is formulated as a simulated 
annealing problem. Simulated annealing (SA) is a probabilistic 
combinatorial optimization technique based on an analogy to 
the statistical mechanics of disordered systems (Kirkpatrick et 
al., 1983). It has been described as a "hill jumping" technique, 
because it can tolerate temporary degradation of the objective 
function to "jump" out of the vicinity of a local minimum. 
The behavior of the SA algorithm has been characterized as 
first following the gross behavior of the objective function to 
find an area in its domain where a global minimum should be 
present, irrespective of local minima found on the way. It 
progressively develops finer details, ultimately finding a good, 
near-optimal local minimum, if not the global minimum itself 
(Corana et al., 1987). This approach has been successfully 
applied to problems in VLSI circuit design (Devadas and New-
ton, 1987), structural truss design (Elperin, 1988), and mech-
anism synthesis (Jain and Agogino, 1988). Given its "global" 
nature and suitability for problems with large numbers of 
variables, simulated annealing seems ideal for application to 
problems in geometric model synthesis. 
Simulated annealing has also been applied recently to robotic 
path planning problems (Sandgren and Venkataraman, 1989). 
This is a direct approach in that the solution sought is a se-
quence of individual link orientation parameters necessary to 
move a three-link robotic manipulator from one position to 
another. The independent variables are the relative link ori-
entations, and a clipping algorithm (from computer graphics 
applications) is employed to detect obstacle interference, thus 
reducing the number of possible configurations. In contrast, 
the technique presented in this paper is a general approach to 
curve synthesis which could be applied either as an indirect 
solution to the path planning problem, or as a means to gen-
erate geometric models from existing data. The independent 
variables are the coordinates of curve control points, and a 
distance function is developed to characterize the curve's prox-
imity to, or interference with, obstacle models. 
In the following, the general curve synthesis problem is for-
mulated as a combinatorial optimization problem, which in-
cludes both geometric and intrinsic shape constraints. Then 
an algorithmic implementation is presented. This section de-
scribes a function for calculating the distance from a point to 
a polyhedral obstacle model, as well as the development of the 
simulated annealing algorithm for curve synthesis. Next, sev-
eral application examples are presented to demonstrate some 
interesting characteristics of the approach for synthesizing both 
uniform and nonuniform B-spline curves of arbitrary order. 
Finally some avenues of future research are described including 
extension of these techniques to provide general surface syn-
thesis capabilities. 
Problem Formulation 
This study focuses on the synthesis of B-spline curves. This 
representation has numerous attractive attributes with respect 
to design functionality, and has emerged as a defacto standard 
in geometric modeling applications. For example, polynomial 
splines, in general, provide high order derivative continuity 
for parametric curve and surface design (deBoor, 1978), and 
B-splines in pairticular are well suited to interactive design due 
to the local nature of control point influence; i.e., modification 
of a single control point generally affects only a local vicinity 
of the curve, the remainder is unaffected. In computer-aided 
design applications substantial numerical manipulation is com-
mon, thus the superior numerical stability of the Bernstein 
basis relative to the monomial (or power series) basis is sig-
nificant (Farouki and Rajan, 1987). Other useful aspects of 
the B-spline are the convex hull property, which states that a 
curve is always contained within the convex hull of its control 
polygon, and the variation diminishing property, which states 
that no plane can intersect a B-spline curve more times than 
it intersects the control polygon (Farin, 1988). Finally, in its 
general rational form, the B-spline is capable of precisely rep-
resenting common quadric surfaces such as spheres, cones, 
ellipsoids, etc. (Piegl and Tiller, 1987). 
To introduce the formulation, the synthesis of a planar, 
uniform, nonperiodic, nonrational B-spline curve is consid-
ered. General descriptions of B-spline curves and their various 
forms can be found in most geometric modeling textbooks 
(e.g., Mortenson, 1985) or any of several survey articles on 
the topic (Bohm et al , 1984, Piegl, 1991). A brief description 
is provided here to facilitate the problem formulation. A par-
ametric B-spUne curve p(u), of order /: (i.e., of degree k-1), 
is defined by («-i-1) control points p„ knot vector x, and the 
relationship. 
P(w) = X]P'^'.*-(") (1) 
Ni,Au)-- (2) 
where, the Bernstein basis functions N/,A:(M) are generated re 
cursively by the relationships, 
J^ l if (Xi<u<Xi+i) 
^0 otherwise 
and, 
.J , - {U-Xi)Ni,k~i{u) , (JCi + <:-M)iV,+ | , ^ - i ( » ) 
^i + k-l Xj Xi + k Jfj+i 
The knot vector x governs the relationship between parametric 
and spatial variation, and its entries represent the parameter 
values at the curve segment joints (knots). The knot vector for 
a uniform B-spline curve, will have Integer entries, ranging 
monotonically from 0 to the number of curve segments, 
(n-k + 2). A nonperiodic B-spline will interpolate (pass 
through) the first and last control point, and is characterized 
by a knot vector in which the first and last knot values are 
repeated k times. Thus the knot vector for a uniform, non-
periodic B-spUne curve will have (n + k+l) entries. Note that 
if the order of the curve is equal to the number of control 
points (k=n +I), the general B-sphne formulation reduces to 
a Bezier curve. Also, the parametric derivatives of a B-spline 
curve (denoted P"(M), P""(M), etc.) can be calculated precisely 
(Lee, 1983, Bohm, 1984). 
With this terminology the general curve synthesis problem 
may now be described. Consider the synthesis of a cubic Bezier 
curve P(M) in the vicinity of a single polyhedral obstacle Q, as 
shown in Fig. 1. Suppose a curve is desired which interpolates 
end-points po and P3, and avoids Q by at least some tolerance 
t. This constraint characterizes the global behavior of the curve. 
Suppose further that the intrinsic shape properties are also of 
importance; that radius of curvature be maximized (or, alter-
natively, bounded), and that the relationship between para-
metric and spatial variation is constant across the entire curve, 
for instance. An initial configuration is assumed such that 
interior control points p ' i and p ' 2 are equally spaced along the 
line segment poPs- The curve P(M) is synthesized by finding 
control points p, and P2such that all constraints are satisfied. 
This simple formulation for Bezier curves can be readily ex-
tended to accommodate general B-spline curves and multiple, 
general polyhedral obstacles, as described later. 
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Fig. 1 A simple curve synthesis problem 
Cost Function. Since the cost function for this problem 
must accommodate both global obstacle avoidance as well as 
intrinsic shape characteristics, a reasonable approach is to sam-
ple the curve at regular parametric intervals and sum the con-
tribution of each point, for each cost component. In this study, 
for a given configuration, the total cost contributed by each 
point on the curve is defined as the sum of the following 
components, 
CT=CO + C,+ CP+C, (4) 
where, Cg is the cost due to obstacle proximity, C/ is the cost 
due to excessive arc length, Cp reflects the cost incurred by 
uneven parametric distribution, and C« is the cost due to cur-
vature. The individual components of the total cost are func-
tions of the curve coordinates P(M) or its parametric derivatives, 
P"(M) and P""(M). Since the curve endpoints are fixed, the design 
(independent) variables are the coordinates of the interior con-
trol points pi and P2. The cost function components also depend 
on the number of parametric samples N. In this formulation, 
A^is used as an input parameter; it has the expected trade-off 
effect between accuracy and convergence on the one hand, 
and computational efficiency on the other. 
The individual components of the cost function are sum-
mations of curve characteristics sampled at the regular para-
metric intervals, 
"0 = 0 
"' = " ' - i + T T T ' ' = 1 , 2, . . . , A^-I (5) N-V 
The obstacle cost component €„ requires a function to deter-
mine the distance from a point to a polygonal obstacle model. 
The formulation of such a function depends on the dimen-
sionality of the problem and the nature of the obstacle models. 
The distance function for two-dimensional convex polygons 
developed for this application is described in the following 
section. Here, d{p, Q) denotes a function that calculates the 
distance from point p to polygonal obstacle Q. Note that rf(p, 
Q) yields a negative value if p is inside Q and a positive one 
otherwise. With this definition, the obstacle cost may then be 
defined as, 
N-^ C/r,(lc?(p(«/), Q)l), rf(p(«,), Q ) ^ 0 
Co= YJ Ci, C,= K2(d(p(ui), Q)), 0<rf(p(M,), Q)<r 
'•=" ( 0, t<d(p(ud,Q) 
(6) 
where, K^ and K2 are positive constants, and in general, K, > A'2 
to penalize curve points within the obstacle more heavily than 
those-within the tolerance band. Since this simple proximity 
constraint allows as possible solutions many curves with un-
acceptably large length, a constraint is necessary to simulta-
neously minimize curve arc length. Thus, a curve length cost 
component C/ is formulated to counteract the obstacle cost. 
Using a chordal approximation of the total curve length Lc, 
the curve length cost formulation penalizes the curve based on 
its deviation from a line connecting the endpoints, thus, 
N-2 
Q = KilL,-\p3-po\], L ,= X ; IP("/+1)-P(«/)I (7) 
1=0 
where K} is a positive constant. While Co and Q dominate the 
global behavior of the curve, the following components affect 
local properties, i.e., the curve "smoothness." The purpose 
of the parametric cost component Cp is to enforce a relatively 
uniform relationship between variations in the parameter and 
the corresponding spatial variations. This is a desirable prop-
erty for many CAD applications, and has the general effect, 
for a uniform B-spline knot vector, of driving the control points 
toward relatively equal spacing. The parametric spacing cost 
is defined as, 
Cp-K^ 2_j lp("/+i)-p{"/)l N-l (8) 
where K^^ is another positive constant. The curvature cost C, 
penalizes points on the curve which have high values of cur-
vature (small radius of curvature). It is defined as the weighted 
sum of the local curvature (Faux and Pratt, 1979) at each 
parametric sample, 
^«-^= it [ lp"(.,.)P J '^^  
where K^ is yet another positive constant. 
The constants "^1 through A'5 determine the relative emphasis 
of the various cost components with respect to the overall 
optimal solution. The magnitude of the constants is relatively 
unimportant. In other words, for a given problem configu-
ration, if K\ through K^ are scaled by a uniform amount, the 
SA will converge to the same solution. In practice, the values 
of these scale factors are determined heuristically, by observing 
their behavior during the simulated annealing procedure, as 
well as their effect on the quality of the solution and the 
computational effort. Initial selection typically involved setting 
Ki through K-^ to be about an order of magnitude larger than 
A'4 and A'5. Under these conditions, the global (obstacle avoid-
ance) problem is initially emphasized and is generally satisfied 
first, then the more subtle intrinsic property constraints are 
addressed. 
Implementation 
Algorithms for curve synthesis via simulated annealing based 
on this problem formulation were implemented in C on a Sun 
SparcStation 1 -1- workstation, running SunOS 4.1.1® Unix and 
the X® Window System. An integrated graphical user interface 
was also developed using the HOOPS® Graphics System. The 
following sections describe the formulation of the distance 
function necessary to calculate the cost associated with the 
curve's proximity to obstacles, and the implementation of the 
simulated anneahng algorithm for curve synthesis. 
Distance Function. Since the simulated annealing algo-
rithm generally requires many cost function evaluations, any 
improvement in the computational efficiency of the cost eval-
uation can have a profound effect on the overall performance 
of the algorithm. The cost component associated with the 
curve's proximity to obstacles Co is one of the most compu-
tationally demanding, and as such, is formulated for optimal 
efficiency. Obstacles are defined as convex polygons by an 
ordered set of vertex coordinates Q = {qa, q\, • • • , Qm} where 
it is assumed that the final edge of the polygon is defined by 
the vertices {q„, ^ol- The convexity constraint is imposed to 
simplify the distance calculation. Nonconvex obstacle models 
could be accommodated within this framework by either de-
composing them into sets of convex polygons (Woo and Shin, 
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Fig. 3 Closest obstacle vertex to a point 
(3) 
(4) 
Fig. 2 Bounding box cull 
1985), or by creating them initially as collections of adjacent 
convex polygons. 
Obstacle proximity contributes to the cost function only if 
a curve point is inside an obstacle or its tolerance boundary, 
and, in an environment with many obstacles, it is unlikely that 
any given curve point will be in the vicinity of many or all of 
the obstacles. To reduce superfluous distance calculations, a 
"bounding-box cull" is applied on the obstacles to quickly 
eliminate those that could not contribute to the total cost of 
the configuration. As shown in Fig. 2, obstacle bounding boxes, 
denoted Box{Q) = {x„i„, x^ax, ymim ymaxh are calculated to 
incorporate the specified tolerance limit on the obstacle. They 
are calculated once, as each obstacle is interactively created, 
and stored as part of the obstacle data structure. Thus, for 
any curve point P(M,) = [Px, Py), the bounding box cull consists 
of the following evaluation, 
for each obstacle Q; 
£lOX{\2)~ [Xmifi) ^max> ymim ymaxi» ,-, 
if {{Xmin^Px^Xmax) and (ymw^Py^ymax)] find, rf(p, (^) 
Q); 
next obstacle; 
This cull substantially reduces the number of actual distance 
calculations performed. Note that an obstacle can pass the 
bounding box cull, and still not contribute to the proximity 
cost, as depicted by point p/„ in Fig. 2. 
The distance function itself, begins by first finding the ob-
stacle vertex QI, and hence the two edges, e,_ i = ( ,^_ i, ^,) and 
^i = {9;> <?(+11. which are closest to the given curve point. This 
is found by traversing the polygon and calculating the (squared) 
distance Z?(p, 9,) from the curve point to each obstacle vertex. 
The procedure begins arbitrarily at the first vertex of the pol-
ygon 0^ and proceeds in order. The distance from this vertex 
to the point is calculated, and the vertex is labeled as the current 
closest. The distance to the next vertex in the list qi is then 
calculated and compared to that for the current closest. If it 
is smaller, the vertex replaces the current closest one, and the 
procedure continues. If the distance from q\ to p is found to 
be larger than the current closest, the traversal is moving away 
from the curve point, so the search is restarted, to begin at 
the last vertex qm, proceeding then in reverse order through 
the list of vertices. The search stops when a vertex (other than 
the second one) produces a distance larger than the current 
minimum. Figure 3 shows a simple example of this procedure. 
The search starts at qo, but the distance from q\ to p is larger 
than that from o^ to p, so the search is reversed and the three 
closest vertices are found to be q^, q^ and qj. 
Knowing the two closest obstacle edges, e,--1 and e,-, the actual 
distance is either the distance from the point to the current 
closest vertex 9,, or it is the perpendicular distance from p to 
e,_ I or e,-. This can be determined from simple vector algebra 
as shown in Fig. 4. First edge vectors e, = (^ ,+ i-^,) and 
C/-1 = ifli- qi-1) are calculated as are the vector connecting the 
P(ca,,3> 
P(ceue2) 
Fig. 4 Point to polygon distance cases 
closest obstacle vertex to the curve point, v, = (p-^,), and a 
similar connecting vector for the vertex preceding the closest, 
v,_i = (p-qF,_,). The scalar products 5,_i = (e/-i«v,_i) and 
Si = (e,» V,) are also computed. Then, the distance from the curve 
point to the obstacle is calculated from one of the following 
four cases, 
(7) if (s/ .K le,_il^) and (5,<0)j then, 
rf(p, Q)=l(v,-ixe,_i)l/le,_,l 
if ((s,. 1 > Ie,_ 11^ ) and (s,<0)) then, q/ is the closest ver-
tex, c?(p, Q)=^/;D(p^^ 
if ((\,-i> le,_ir) and (5,< le,r)) then, 
rf(p, Q)=l(v,xej)l/le,l 
if ((s',_i< le;_i I and (5,< le,l )) then, p is inside of Q, 
and, d{p, Q) = min { l(v,xe;)l/le,l, l(v,_i xe;^,)!/ 
iv,-,lj 
Recall that the sign of the distance value indicates whether the 
point is inside or outside of the obstacle. The distance for case 
four is always assigned a negative, while the sign for cases one 
and three depends on the k component of the vector cross 
product, i.e., denoting v as [vi, Vj, v-i] and e as {Ci, 62, e^], 
the sign of the distance is determined by the sign of (11262 - CiV-i). 
Note that the cases in which (5,_i<0) and (i,> le,P) are not 
enumerated since, in these cases, the closest vertex would be 
found as q,-\ and qi+\, respectively, in the initial traversal 
search. To save computational effort, a list of obstacle edge 
lengths ley I are calculated once, when an obstacle is created, 
and stored as part of the obstacle data structure. Also, for 
cases one, three, and four, the sign of the cross product is 
checked first. If the point is determined to be inside of the 
obstacle, the cost is immediately assigned as K\ (a relatively 
large constant) rather than computing the precise distance from 
the point to the boundary of the obstacle. In cases where Ki 
is set substantially larger than K^ (the tolerance band cost 
factor), this modification reduces the computational effort, 
yet has no effect on the character of the solution. 
Simulated Annealing Algorithm. In the physical process 
of annealing, a material is heated and allowed to cool slowly, 
at incrementally decreasing temperatures, so that it reaches 
thermal equilibrium at each temperature. Consequently its at-
oms will reach a state of minimum energy, the ground state, 
despite any local minima. In simulated annealing, the objective 
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(or cost) function to be minimized is analogous to the total 
energy of the system, and the values of the independent vari-
ables determine the state of the system. The variables are ran-
domly perturbed, and, if a lower cost is obtained, the state is 
accepted. If a higher cost is generated, the state is accepted 
with a probability based on the current temperature. Since the 
probability of accepting a higher cost state decreases with tem-
perature, the SA algorithm mimics the physical process of 
annealing. 
The simulated annealing algorithm is essentially an iterative 
improvement strategy augmented by a criterion for occasion-
ally accepting higher cost configurations (Rutenbar, 1989). 
Given cost function C(x) and an initial solution (state) vector 
Xo, the iterative improvement approach seeks to improve the 
current solution by randomly perturbing XQ. If the new state 
X,produces a lower cost, it replaces XQ as the current state, and 
the perturbation process continues from this state. If x, pro-
duces a higher cost than Xo then it is rejected, and the pertur-
bation continues from XQ. The procedure stops when no further 
improvement in C(x) can be obtained. Since the iterative im-
provement technique accepts only states which produce lower 
cost, it will find only the local minimum in the vicinity of XQ. 
A global minimum could be sought by starting the iterative 
improvement algorithm at many different initial configura-
tions and taking the best solution of these. But, this approach 
is inefficient and does not guarantee that a good solution will 
be found. 
Simulated annealing efficiently explores the entire solution 
space by providing a means to accept higher cost solutions in 
a controlled manner. In physical systems, jumps to higher 
energy states are more probable at higher temperatures than 
lower. In the SA algorithm temperature is simply a control 
parameter which determines the likelihood of accepting a higher 
cost state. In an algorithm to simulate the distribution of atoms 
in equilibrium at a given temperature T, Metropolis et al. (1953) 
modeled this behavior with a Boltzman distribution, i.e., 
(7) randomly perturb x, and calculate the corresponding 
change in cost AC 
(2) if AC<0, accept the state 
(5) if AC> 0, accept the new state with probability, 
,sm PiAC)=e 
These three steps are referred to as the Metropolis algorithm 
and represent the core or "inner loop" of the SA algorithm. 
The acceptance criterion is typically implemented by generating 
a random number R in [0, 1] and comparing it to P(AQ; if 
R<P(AQ then the state is accepted. For any given tempera-
ture, the inner loop must proceed long enough for the system 
to reach steady state (Kirkpatrick et al., 1983). The "outer 
loop" of the algorithm is referred to as the cooling schedule, 
and specifies the formula by which temperature is decreased. 
The algorithm terminates when the cost function remains ap-
proximately unchanged, e.g., for three consecutive outer loop 
iterations. 
Any implementation of simulated annealing generally re-
quires four component parts: a problem configuration, i.e., a 
domain over which the solution will be sought; a neighborhood 
definition which governs the nature and magnitude of allow-
able perturbations; a cost function; and a cooling schedule, 
which controls both the rate of temperature decrement and 
the number of inner loop iterations. For planar curve synthesis 
the domain of the problem is simply the real plane; curve 
control points are allowed to take any value in 61 .^ The cost 
function for curve synthesis has been described above in detail. 
However, several modifications were implemented on an ex-
perimental basis. These are described in the following section. 
The neighborhood function for this problem is modeled as 
an e ball around each control point. Several preliminary ex-
periments revealed that to provide the system with sufficient 
freedom, all free control points of the curve must be perturbed 
at each step of the SA algorithm. To determine a perturbation 
for any given control point, two random numbers are gener-
ated. Two are used to determine the sign of the perturbation 
in each coordinate direction, and two others specify the mag-
nitude for each direction. Since the likelihood of accepting a 
higher cost perturbation at low temperatures is quite small, a 
limiting function (Devadas and Newton, 1987) is employed to 
reduce the size of the allowable perturbation with temperature, 
thus ensuring more local perturbations at low temperature. 
This is expressed as. 
/log(r-7;^) 
\[og(To-Tf) (10) 
where e^ax^^ set as an input parameter (or as a percent of the 
linear distance between initial and final curve points), and T, 
To, Tf are the current, initial, and final temperatures, respec-
tively. The calculation of reasonable values for the initial and 
final temperatures are described below. 
The cooling schedule is one of the most critical aspects of 
the simulated annealing algorithm. Many variants of the SA 
algorithm have been presented since its introduction in 1982. 
VanLaarhoven and Aarts (1988) distinguish these techniques 
into two general classes: (A) those with variable number of 
inner loop iterations (Markov chain length) and fixed tem-
perature decrement; and, (B) those with fixed number of inner 
loop iterations and variable temperature decrement. However, 
based on preliminary experiments and empirical studies, a hy-
brid cooling schedule was introduced in which both the tem-
perature and the inner loop criterion vary continuously through 
the annealing process. In this formulation the outer loop be-
haves nominally as a constant temperature decrement factor. 
Ti+i = aTj (11) 
where a is set equal to 0.90, However, rather than hold the 
temperature constant throughout the inner loop, it is allowed 
to vary proportionally with the current optimal value of the 
cost function. So, denoting the inner loop index as j , the 
temperature is modified when a state is accepted, i.e., 
Tj=l-^]r,„„ (12) 
where C^, and T/gs, are the cost and temperature associated 
with of the last accepted state. Note that at high temperatures, 
a high percentage of states are accepted, so the temperature 
can fluctuate by a substantial magnitude within the inner loop. 
This modification reduces computational effort by ehminating 
the necessity to attain equilibrium at high values of temperature 
(Elperin, 1988). Its effect is demonstrated in one of the example 
applications. 
The inner loop criterion employed is similar to the one de-
scribed by Devadas and Newton (1987), which is based on the 
number of degrees of freedom of the system and the current 
temperature. Since both coordinate directions can be per-
turbed, in both a positive and negative sense, a system for 
planar curve synthesis may be considered to have four degrees 
of freedom per free control point. Devadas and Newton ob-
served that at higher temperatures, equilibrium is attained 
faster, i.e., in a fewer number of states. So they introduce a 
function to gradually increase the number of states attempted 
in the inner loop at each temperature. They empirically found 
that if the number of states per fundamental unit (degree of 
freedom, in this case) varied from about two at high temper-
atures to about ten at low temperatures, good solutions were 
obtained without excessive inner loop iterations at higher tem-
peratures. Thus, the following function was used to determine 
the number of inner loop iterations, 
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Fig. 5 Case A, initial configuration near global minimum Fig. 6 Case I 
' • • • * 
I configuration near local minimum 
dinner ~~ ^dof 2 + i 
^ log(r-r^) 
iog(ro-7» (14) 
where Af^ o/is the number of degrees of freedom in the system. 
Numerous experiments indicate that this hybrid cooling sched-
ule, which combines the variable temperature scheme of El-
perin with the inner loop criterion control of Devadas and 
Newton, provides an ideal simulated annealing formulation 
for the curve synthesis problem. 
The initial temperature must be chosen such that the system 
has sufficient energy to visit the entire solution space. A simple 
approach is to arbitrarily select a temperature and attempt a 
number of state transitions. The system is sufficiently melted 
if a large percentage (e.g., 80 percent) of state transitions are 
accepted. If the initial guess for the temperature yields less 
than this percentage. To can be scaled linearly and the process 
repeated. An initial guess which yields excessive acceptance 
(e.g., > 95 percent) is also counter-productive, indicating too 
much energy in the system, so To is scaled accordingly to reach 
the 80 percent acceptance level. Note that the algorithm will 
proceed to a reasonable solution from the excess energy state, 
it is simply less efficient computationally than a solution which 
starts from the lower temperature. Besides the stopping cri-
terion mentioned above, which indicates convergence to a global 
minimum, the algorithm can also be terminated by setting a 
final temperature or an upper bound on the number of outer 
loop iterations, Nouier- In this formulation, the latter option 
chosen, i.e., 
7>=a^™«r7Q (15) 
Note that termination in this manner does not indicate a global 
minima, it simply provides an upper limit on the algorithm's 
run time. 
Finally, the feasibility and performance of any simulated 
annealing implementation is crucially dependent on a robust 
random number generator. An initial implementation of the 
curve synthesis algorithm made use of a random number gen-
erator from the system subroutine library, which produced 
very erratic results. To enhance code portability and the overall 
quality of random numbers, the simple Lehmer generator al-
gorithm presented by Park and Miller (1988) was implemented. 
This algorithm has produced excellent results. 
Application Examples 
The first example, similar to the simple configuration shown 
in Fig. 1, demonstrates the robustness of the simulated an-
nealing algorithm with respect to different initial conditions, 
and the efficiency benefits of the hybrid cooling schedule de-
sign. In this example, a fourth order B-spline with four control 
points (i.e., a cubic Bezier) is synthesized in the vicinity of a 
single obstacle. The cost function for these studies is calculated 
as described above, except for the curvature cost component, 
which was not included. The curvature cost generally induces 
a very "fine-grained" behavior towards the end of the an-
nealing process, near the global solution. Since it introduces 
Fig. 7 Representative solution of Case A and B 
additional computational burden and does not bear directly 
on these feasibility and performance studies, it was omitted 
for this experiment. The fine-tuning effect of the curvature 
effect is presented in another example. 
In Fig. 5, the initial position of the (free) interior control 
points is shown as equally distributed on the chord connecting 
the curve end points. Since the fixed end points of the curve 
are skewed toward the upper left-hand corner of the obstacle, 
it is obvious that this simple synthesis problem has two minima; 
one solution yields a curve which passes the top of the obstacle, 
and the other, a curve which passes below it. The global min-
imum, the curve with the lowest cost, is the one passing over 
the obstacle. Obviously, the initial configuration shown in Fig. 
5 is closer to the global minimum, while the configuration 
shown in Fig. 6 is closer to the other, local minimum. To 
demonstrate that the simulated annealing algorithm will find 
the global minimum, each of these initial configurations were 
used with a variety of different initial seeds for the random 
number generator. The specific cost and annealing parameters 
for these cases were assigned as. A") = 75, Ar2 = 30, A^s = 1, j^ 4 = 1, 
and tmax= !• In this and all remaining examples, the number 
of curve sample points N, was set to 31. The geometric and 
computational results of these experiments are presented in 
Table 1, and a representative example solution is shown in Fig. 
7. It is apparent from the results that the algorithm reaches a 
solution near the global optimum, with approximately the same 
computational effort, regardless of initial conditions. This re-
sult was expected since the convergence of SA from an arbitrary 
initial configuration has been proved (VanLaarhoven and 
Aarts, 1988), and other researchers have reported solutions 
from different initial configurations in very similar amounts 
of computation time (Corana et al., 1987). 
To demonstrate the effectiveness of the hybrid cooling 
schedule, the initial problem configuration of Fig. 5, with the 
same algorithm parameters, was run without the variable inner 
loop temperature modulation suggested by Elperin, i.e., Eq. 
(12), above. The results are impressive. The annealing pro-
cedure spent much more time exploring the solution space at 
high temperatures. It eventually reached a solution similar to 
those in Table 1 (at a final cost of 2.70) in 187 seconds. Given 
its superior computational efficiency, the hybrid cooling sched-
ule was used for the remainder of the examples. 
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Table 1 Curve synthesis initial condition experiment 







Solution Control Points 
(6.47,14.41), (14.24, 20.26) 
(6.78, 14.18), (14.26, 20.85) 
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(6.33,14.08), (14.55, 20.67) 
(5.74.13.89), (14.52,20.19) „ 
(6.22,14.27), (14.03, 20.91) 
(6.12, 14.78), (14.43, 19.58) 














Fig. 8 Curve synthesis with curvature cost Included 
A final experiment on this configuration demonstrates the 
effect of a curvature constraint on the final solution. With the 
same parameters as before, and the incorporation of the curva-
ture cost with scale factor K5 = 1, the solution shown in Fig. 
8 was obtained in 39.7 seconds. By observing the annealing 
process, it is apparent that at higher temperatures, the contribu-
tion of curvature to the shape of the curve is dominated by the 
curve length cost C; and the parametric distribution cost C^. In 
particular, C, enforces a very tight curve over the obstacle, and 
Cp forces the control points to remain approximately equally 
spaced. As the annealing proceeds, and these component costs 
are minimized, the curvature cost C„ becomes significant and 
begins to affect the shape of the curve. In comparing the results 
shown in Figs. 7 and 8, it is subtly apparent that while both 
curves satisfy the obstacle, distance, and parametric distribution 
constraints, the curve in Fig. 8 exhibits a more uniform (mini-
mized) curvature distribution. This effect can be emphasized 
by increasing the magnitude of K^. 
The next example demonstrates the synthesis of a uniform 
B-spline in the presence of multiple obstacles. Consider the 
configuration shown in Fig. 9. The curve order and number 
of control points are input parameters specified by the user, 
in this case the values k=4 and n = 6 were selected, yielding 
a four segment B-spIine with knot vector x = l 0 0 0 0 I 2 3 4 
4 4 4). In this example, the curvature cost was not included. 
The other cost and annealing parameters were selected as 
Ki = 200, K2 = 30, Ki = 5, K^=l, and e„„^  = 1. The curve syn-
thesis results for these parameters and the initial configuration 
of Fig. 9, are shown in Fig. 10. This solution, which apparently 
Fig. 9 B-spline synthesis, linear Initial configuration 
Fig. 10 B-spiine synthesis 
Fig. 11 User specified initial configuration 
satisfies all constraints, was obtained in 96.9 seconds. To show 
that the computation time is not affected by the initial con-
figuration for this more general case, the configuration of Fig. 
9 was interactively perturbed toward the global minimum so-
lution as shown in Fig. 11. Using this as an initial configuration, 
and the same cost and annealing parameters as the before, a 
solution almost identical to the one shown in Fig. 10 is obtained 
in 93.3 seconds. 
The final example demonstrates the synthesis of a B-spline 
curve with repeated interior knots. In many design applica-
tions, derivative discontinuities are deliberately introduced in 
a B-spline curve or surface to capture some aspect of the design. 
For example, a character line within a surface may be modeled 
as the boundary between two separate surface patches, or, 
more compactly as a single B-spline surface with an induced 
slope discontinuity. Derivative discontinuity can be introduced 
in a B-spline by repeating interior knot values, resulting in a 
nonuniform knot vector. In general, a parametric curve of 
order k has {k-1) continuous derivatives. For example, at any 
parametric value, cubic B-spline (k = 4) can be described as 
having C" (point) continuity, C' (slope) continuity, and C^  
(curvature) continuity. 
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Fig. 12 B-spllne synthesis, Initial configuration Fig. 14 Synthesized B-spllne with repeated knots 
Fig. 13 Uniform B-spllne result 
Fig. IS Surface synthesis, Initial configuration 
Consider the initial configuration shown in Fig. 12. As in 
the second example, a cubic B-spUne (/: = 4) was considered 
with seven control points (n = 6) such that with the uniform 
knot vector, x = ( 0 0 0 0 1 2 3 4 4 4 4 ) the spline has four 
segments. With the cost and annealing parameters set to the 
same values as the previous case, this curve synthesis problem 
was solved in 139.0 seconds, with the result as shown in Fig. 
13. To introduce a slope discontinuity, the same configuration 
was used, but an interior knot was repeated three (/:-!) times. 
This effectively reduces the two interior segments to zero length, 
such that the entire B-spline is reduced to two non-zero length 
segments, as reflected by the knot vector x= (0 0 0 0 1 1 12 
2 2 2). With this knot vector, and the same cost and anneaUng 
parameters, the curve shown in Fig. 14 was synthesized in 139.8 
seconds. 
Conclusions and Future Research 
This preliminary work has demonstrated the feasibility of 
simulated annealing for the general curve synthesis problem 
and illuminated many interesting avenues for future research. 
The examples illustrate this fundamentally novel method for 
generation of general B-spline curves subject to global con-
straints based on obstacle proximity, and local constraints 
based on intrinsic curve properties. The B-spline examples 
presented required on the order of iC cost function evaluations 
to converge to a solution. In discussing the time complexity 
of the simulated annealing algorithm, Kirkpatrick et al. (1983) 
note that "the amount of computational effort scales as Nor 
as a small power of N." This is an especially attractive attribute 
and suggests that the techniques presented in this paper can 
be extended to encompass a very general class of geometric 
synthesis problems. 
Recent further study of the curve synthesis problem (Oliver, 
1992) has resulted in a generalized curvature constraint which 
allows curvature to be either minimized or bounded. Mini-
mization of curvature produces curves with relatively large 
radii of curvature, while bounding curvature tends to inhibit 
flat spots in the curve. Another result is the incorporation of 
general nonuniform knot vectors with variable knot values. 
Experiments indicate that variable knot values may be useful 
for determining the sufficiency of the initial choice of problem 
Fig. 16 Surface synthesis result 
configuration (i.e., curve order, number of control points, 
etc.). 
Probably the most interesting challenge ahead is the for-
mulation of a general sculptured surface synthesis paradigm. 
Current surfacing techniques are based on interpolation 
schemes, and thus are dependent on the information content 
and quality of discrete coordinate data. Physical models are 
expensive, difficult to change, and thus inhibit design exper-
imentation and simultaneous engineering processes. Ongoing 
research will develop the means to characterize many potential 
design constraints which are typically available early in the 
development process, and incorporate these into a general sur-
face synthesis formulation. For example, in aerospace appli-
cations, functional constraints on the surface (e.g., lift, drag, 
etc.) may be formulated in terms of analytical surface prop-
erties. Similarly various manufacturing processes will be stud-
ied to determine constraints which will facilitate the 
manufacturability of the surface. A subjective characterization 
of surface aesthetics in terms of such surface properties may 
also be sought. Incorporation of these constraints into a general 
algorithm for surface synthesis will yield a valuable tool for 
the concurrent engineering of a variety of products. 
To demonstrate the feasibility of surface synthesis via sim-
ulated annealing, the foUo.wing experiment was formulated. 
Figure 15 shows a bi-cubic Bezier patch in the vicinity of a 
obstacle modeled as a block. Only the four interior control 
points were allowed freedom; the control points on the patch 
edges were constrained to lie on lines connecting the corner 
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points. A crude surface synthesis problem was formulated with 
a cost function similar to the curve formulations described 
above. The simulated anneaUng implementation yielded the 
results shown in Fig. 16 in about 275 seconds. This encouraging 
result has motivated continued research into geometric model 
synthesis via simulated annealing. 
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