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A parallel, filter-based, sequential quadratic programming (SQP) algorithm
is implemented and tested for typical general-purpose engineering applications.
Constrained engineering test problems, including a finite element simulation,
with up to 512 design variables are considered. The accuracy and serial per-
formance of the filter-based algorithm are compared against that of a standard
SQP algorithm. The parallel performance of the algorithm is evaluated, using up
to 52 cores on a Linux Cluster. The results indicate that the filter-based algorithm
competes favorably with a standard SQP algorithm in a serial environment. How-
ever, the filter-based algorithm exhibits much better parallel efficiency due to the
lack of a one dimensional search.
I. Introduction
G
eneral-purpose optimization is a powerful engineering tool that allows designers to
couple an optimization algorithm with an analysis tool. Several commercially avail-
able tools exist that aid the designer in this process. These tools typically provide a num-
ber of robust optimization algorithms and a process integration tool that simplifies the
coupling process. Examples include VisualDOC from Vanderplaats Research and Devel-
opment, iSIGHT from Dassault Systèmes, modeFRONTIER from Esteco and Optimus from
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Noesis Solutions. Despite the availability of these tools, and the power that the under-
lying technology brings to the design process, general-purpose optimization is not being
accepted in industry at the rate one would expect. Some of the reasons traditionally pro-
vided for this lack of acceptance are that optimization is diﬃcult to use, the coupling of
the optimizer to the analysis code is painful and that an optimization study can take a long
time to complete. The mentioned tools adequately address the first two issues. However,
the third issue is more problematic and is the focus of the current paper.
By its very nature, a single optimization run requires multiple analyses to complete. A
typical optimization study can easily require one or two orders of magnitude more time
than a single analysis. An obvious way to deal with this problem is to exploit the advan-
tages oﬀered by parallel computing. Most of the commercially available general-purpose
optimization tools provide some parallel capabilities, but these are often diﬃcult to setup
and use, and more importantly do not fully exploit the advantages available from parallel
processing. Although parallel processors are becoming more easily available to designers,
think for example of multi-core processors that are becoming common place in personal
computers, there are few eﬀective parallel optimization algorithms available.
When implementing a parallel optimization algorithm, one of two approaches can be
followed. The first is to devise a parallel implementation of an existing algorithm, the sec-
ond is to develop a brand new algorithm, specifically designed for a parallel environment.
The advantage of using the first approach is that one can leverage existing technology and
build on algorithms that are known to be robust, eﬃcient and applicable to a wide range
of problems. The problem with extending existing algorithms that were explicitly devel-
oped for a serial environment to a parallel environment, is that the most eﬃcient serial
algorithm does not necessarily provide the most eﬃcient parallel algorithm (e.g., Venter
and Watson1). The advantage of the second approach is that one can potentially gain
more eﬃciency from the parallel environment. However, developing a robust optimization
algorithm that is applicable to a wide range of problems is not a trivial task.
Many researchers that look at parallelizing existing algorithms concentrate on zero-
order algorithms like Genetic Algorithms (GAs) or Particle Swarm Optimization (PSO),
with varying success. For example, one can obtain near theoretical speedup by implement-
ing an asynchronous PSO algorithm (e.g., Venter and Sobieszczanski-Sobieski2 and Koh et
al.3). Even so, these zero-order algorithms are computationally ineﬃcient, need parame-
ter tuning that is problem dependent and are typically limited to problems with smaller
numbers of design variables. Even within a parallel environment, these algorithms rarely
compete with the eﬃciency of gradient-based algorithms. As a result, in industry, most
engineering optimization studies are still performed using gradient-based optimization.
Parallel processing is becoming more readily available to designers, especially in the
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form of a small number of processing units. Within this environment, the authors be-
lieve that fully exploiting the benefits provided by an eﬃcient and robust gradient-based
algorithm is an important enabling technology for the use of general-purpose optimiza-
tion in industry. The current paper is guided by the basic observations from Venter and
Watson,1 which implemented parallel versions of three widely used gradient-based algo-
rithms namely, sequential quadratic programming (SQP), the modified method of feasible
directions (MMFD) and sequential linear programming (SLP). The commercially available
Design Optimization Tools4 (DOT) implementation of these algorithms was used for the
study. For the example problem considered, the results indicated that in a serial environ-
ment the MMFD algorithm was the most eﬃcient and the SLP algorithm was the least
eﬃcient. However, in a parallel environment the SLP algorithm required the smallest
elapsed time to complete. Even though the SLP algorithm required more function eval-
uations to complete, it could more eﬃciently exploit the parallel environment, since it
required no one-dimensional search. Although the SLP algorithm performed best for the
example problem considered, it is in general not considered a good algorithm in the class
of the SQP and MMFD algorithms and in many cases may not converge to the optimum
solution.
The current paper will concentrate on a parallel implementation of a robust, eﬃcient
and widely used gradient-based algorithm, namely the sequential quadratic programming
(SQP) algorithm (e.g., Wilson,5 Han6 and Powell7). The application region is general-
purpose optimization in engineering with problems that have anywhere from one or two,
to several hundred design variables. Most general-purpose optimization problems in en-
gineering fall in this category, since the number of design variables is limited by the fact
that gradient information is typically not available and must be calculated using finite dif-
ference gradient calculations. The current paper will build on the lessons learned from
Venter and Watson1 to investigate how an eﬃcient SQP algorithm can be implemented in
parallel.
II. Gradient-based Optimization Background
When parallelizing an algorithm, one typically starts by identifying the main sources of
computational cost. For most gradient-based optimization algorithms, one can naturally
divide the computational cost into three components. First is the computational cost as-
sociated with obtaining the required gradient information, typically in the form of finite
diﬀerence gradient calculations. Second is the cost of performing the one-dimensional
search, typically in the form of a polynomial approximation or a Golden Section search.
Third is the cost associated with the optimization algorithm itself, for example solving the
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direction finding sub-problem. If the analysis code requires any significant time to com-
plete, even as little as just a few seconds, the time required to complete the finite diﬀer-
ence gradient calculations typically dominates the total time. This is followed by the time
required to complete the one-dimensional search calculations, while the time associated
with the algorithm itself is typically negligible. In most cases, engineering simulations take
enough time that one can ignore the time required to perform the computations associated
with the algorithm. When this is not the case, for example when the analysis takes only
a fraction of a second to complete, the overall time required to complete the optimization
study is typically small and parallelization is most probably not important to start with.
The present work will concentrate on cases where the analysis time takes anywhere from
a few seconds to a few minutes or longer per analysis.
Since the finite diﬀerence gradient calculations tend to dominate the overall time for
most engineering problems and are easily parallelized, performing these computations in
parallel has been the focus of many previous eﬀorts to parallelize existing gradient-based
algorithms (e.g., Venter and Watson1 ). The one-dimensional search computations, al-
though having a significant contribution to the overall computational burden, is inherently
a serial process that is diﬃcult to parallelize. As a result many parallel implementations of
existing algorithms still perform these computations in a serial fashion. The present paper
will look at ways to overcome this problem for the SQP algorithm, by selecting a variant
of the traditional SQP algorithm that does not depend on a one-dimensional search.
The general non-linear optimization problem that will be considered in the present
paper, can be summarized as follows:
Minimize: f(x)
Such That: gj(x) ≤ 0 j = 1, m
xli ≤ xi ≤ x
u
i i = 1, n
(1)
where f is the objective function, gj are inequality constraints and x is a vector of n design
variables. xui and x
l
i represent the upper and lower bounds on the design variables, referred
to as side constraints.
III. The Traditional SQP Algorithm
Sequential Quadratic Programming (SQP) is a popular general-purpose optimization
algorithm that is widely used to solve problems of the type summarized in Eq. (1). The
SQP algorithm creates an approximate quadratic programming (QP) sub-problem that is
used to find a search direction. The QP subproblem is obtained by creating a quadratic
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approximation of the objective function and linear approximations of the constraints as
shown in Eq. (2) (e.g., Powell7)
Minimize: Q(x) = F(x) +∇F(x)Ts +
1
2
s
T
Bs
Such That: gj(x) +∇gj(x)
T
s ≤ 0 j = 1, m
(2)
where Q is the quadratic objective function, B is a positive definite matrix which is initially
the identify matrix and s is the unknown search direction. The B matrix is updated after
each iteration to approximate the Hessian of the Lagranian, using the the standard BFGS
update scheme (e.g., Powell7). The design variables are the unknown components of the
nth dimensional search direction, s. The QP subproblem can be solved with a specialized
QP algorithm, but it is a well posed optimization problem that can also be solved with any
other non-linear optimization algorithm like MMFD.
It is well known that if the SQP algorithm is started far from a solution, it may not
converge to a local optimum if the search direction obtained from Eq. (2) is used directly.
To ensure convergence to a local optimum, a one-dimensional search is typically performed
to obtain a step size α. A new design point is then obtained from the search direction and
the step size, as follows:
x
q = xq−1 + αsq (3)
A new design point is only accepted if a specified merit function is reduced during the
one-dimensional search. Most often, the merit function is specified as an exterior penalty
function that combines the objective function and a measure of the constraint violations.
A reduction in the merit function thus implies a reduction in the objective function and/or
constraint violation. A popular merit function, based on the Lagranian function, (e.g.,
Powell7 as outlined in Vanderplaats8) is shown in Eq. (4), where an initial value of α = 1
is typically a good starting value.
Minimize: φ(x) = F(x) +
m∑
j=1
uj
{
max[0, gj(x)]
}
where: x = xq−1 + αs
uj = |λj | First iteration
uj = max
[
|λj |,
1
2
(
u′j + |λj |
)]
Subsequent iterations
(4)
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In Eq. (4) u′j = uj from the previous iteration and λj refers to the Lagrange multipliers
obtained from the QP problem summarized in Eq. (2).
With the optimum step size α⋆ obtained from solving Eq. 4, one can update the current
design point using Eq. (3), update the B matrix using the BFGS scheme (e.g., Powell7) and
repeat the process until convergence.
A. Parallel Implications
In general the SQP algorithm is thus a two step process, where one first determines the
search direction (which depends on 1st order gradient information) and second determines
the step size, the one dimensional search. This two step process is problematic from a
parallelization point of view, and is discussed in more detail here.
In general, the time required to perform an optimization study, using a two step gradient-
based algorithm like the SQP algorithm, can be summarized as
Ttotal = nIter (Tgrad + T1D) + Tint (5)
where Ttotal refers to the total time required to complete the optimization study, nIter the
number of design iterations required to achieve convergence, Tgrad the time required to
perform a single set of gradient calculations, T1D the time required to perform a single
one-dimensional search and Tint the time required by the optimization algorithm itself.
To investigate the parallel speedup that can be achieved from this general setup, con-
sider the following assumptions: (1) the Tint component is small and can be neglected;
(2) each analysis takes the same time denoted by Tanal; (3) the total time is normalized
to obtain T total = Ttotal/Tanal; (4) enough processors are available and perfect speedup
is obtained to give Tgrad/Tanal = 1; and (5) the one-dimensional search is performed in
series. Experience with the commercially available SQP algorithm provided as part of the
Design Optimization Tools (DOT) library,4 shows that the one-dimensional search (using a
polynomial approximation) on average takes about three analyses, yielding T1D/Tanal = 3.
The total time to complete the optimization study in our assumed, best case parallel envi-
ronment then becomes:
T total = nIter (1 + 3) (6)
Equation (6) can be further reduced to Eq. (7) if the finite diﬀerence gradients are calcu-
lated at each point visited during the one-dimensional search.
T total = 3nIter (7)
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Ideally, it would be best to also parallelize the one dimensional search, which will reduce
Eq. (6) to:
T total = nIter (1 + 1) (8)
This is half the time of only parallelizing the finite diﬀerence calculations alone (Eq. (6))
and two thirds the time of calculating the finite diﬀerence gradients at each point visited
during the one-dimensional search (Eq. (7)). However if the gradient calculations and the
one-dimensional search can be combined into a single operation, the overall time becomes:
T total = nIter (9)
Equation (9) can be achieved in one of two ways: (1) by performing the one-dimensional
search in parallel and by calculating the gradient information at each point used in the
parallel one-dimensional search or (2) by using an algorithm that has no one-dimensional
search. Approach (1) is problematic, since it is diﬃcult to parallelize the one-dimensional
search eﬀectively. One approach may be to evenly divide the one-dimensional search
domain into k pieces and perform all k evaluations in parallel. However, to get the per-
formance outlined in Eq. (9) one would also need to perform n (where n is the number
of design variables) additional evaluations at each of the k points, for a total of k (n + 1)
analyses per iteration. To put this in perspective, from Eq. (5) the standard serial im-
plementation would require n + 3 analyses per iteration. For a problem with 50 design
variables and using k = 20 the serial approach would require 53 analyses per iteration,
while Approach (1) would require 1100 analyses per iteration. In addition, Approach (1)
will only work if the upper bound of the one-dimensional search domain is known, which
is generally not the case. In contrast, Approach (2) would require only n + 1 analyses
per iteration. For the above example this is 51 analyses per iteration. Approach (1) may
thus be a valid approach for future implementations where larger numbers of processors
(more than a 100 or so) are readily available, while Approach (2) may be more appropri-
ate for the current environment where most designers have access to smaller numbers of
processors (4 or 8).
The next section will look at a variant of the traditional SQP algorithm that provides
similar performance, without the use of a one-dimensional search.
IV. Filter based SQP
Fletcher and Leyﬀer9 introduced a variant to the traditional SQP algorithm that does
not use a penalty function to guarantee convergence to a local optimum. Their goal was to
introduce an algorithm that is easy to implement, robust and that converges rapidly to a
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local optimum. From a parallel perspective, the attractive feature of their algorithm is that
no penalty function, and thus no one-dimensional search, is required. It is thus possible to
use a well-established, robust, algorithm eﬃciently in a parallel environment.
The algorithm by Fletcher and Leyﬀer alleviates some implementation issues associated
with the traditional SQP algorithm. First, it is no longer necessary to deal with the problem
dependent penalty function and associated penalty parameters. Second, when a penalty
function is used, the super-linear convergence associated with the SQP algorithm can be
destroyed. This is known as the Maratos eﬀect.10 For super-linear convergence, α⋆ needs to
be close to unity in the final iterations before convergence. However, this is often prevented
by the penalty function that returns an α⋆ value much less than one. The new algorithm
also does not suﬀer from the Maratos eﬀect.
Fletcher and Leyﬀer9 proposed the use of a bi-objective formulation to eliminate the
need of a penalty function. Their approach is based on the observation that there are two
competing aims in non-linear programming. The first is to minimize the objective function
f and the second is to minimize the constraint violation. The traditional SQP algorithm
makes use of a penalty function approach to combine these two objective functions into a
single objective minimization problem. Fletcher and Leyﬀer replaces the penalty function
with a bi-objective formulation as follows
Minimize: f(x)
Minimize: h
(
g(x)
) (10)
where the constraint satisfaction h(g(x)) is expressed as:
h
(
g(x)
)
=
m∑
j=1
max
(
0, gj(x)
)
(11)
Equation (10) is solved using a filter approach. In this context, the filter is simply the
set of non-dominated solutions found so far, where a solution (fk, hk) dominates another
solution (f l, hl) if and only if both fk ≤ f l and hk ≤ hl. The filter thus provides the most
current state of the Pareto front, and consists of (f i, hi) point pairs. The points in the
filter is constantly updated as new solutions are generated. The filter is used to decide if
a newly generated candidate solution should be accepted or rejected. The filter is thus a
direct replacement of the penalty function (see Eq. (4)) as a merit function to determine
if a new SQP solution has made enough progress towards the optimum. Using the filter,
a candidate solution is only accepted if it is not dominated by any other point currently
in the filter. Only solutions that would thus provide a new point on the Pareto front is
accepted by the filter. The filter approach is implemented by first obtaining a candidate
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SQP solution. This candidate solution is then compared to all points currently in the filter.
If it is not dominated by any point currently in the filter, the candidate solution is accepted
by the filter as a valid new SQP point and is also included into the filter. Whenever a
new solution is included into the filter, the filter is maintained by removing any existing
points that is dominated by this new solution. Implementation specific details are discussed
below, followed by a detailed outline of the algorithm provided in Algorithm 1.
In addition to the filter, a trust-region or move limit strategy is implemented to guaran-
tee convergence to a local optimum. The trust-region simply limits the magnitude of the
search direction and is implemented by adding a constraint to Eq. (2) as shown in Eq. (12).
Minimize: Q(s) = F(x) +∇F(x)Ts +
1
2
s
T
Bs
Such That: gj(x) +∇gj(x)
T
s ≤ 0 j = 1, m
‖s‖∞ ≤ ρ
(12)
When a new solution is rejected by the filter, the trust region radius ρ is reduced and
the SQP step is repeated. As with any trust region approach, reducing the trust region
radius can lead to a situation where no feasible solution exists within the trust region.
This will lead to an infeasible QP solution and calls for a restoration phase. Fletcher and
Leyﬀer suggests a simple restoration phase that consists of minimizing h(g(x)) until a
feasible solution is found. In the present work the design variables are normalized and
an initial trust-region radius of 0.5 is used. If the new point is accepted by the filter and
the maximum search direction component is equal to the trust-region radius, the radius
is increased by a factor of two. If the new point is rejected by the filter, the radius is
reduced by a factor of four. The filter-based SQP algorithm can then be outlined as shown
in Algorithm 1 below.
Only the basic algorithm, as outlined above, was implemented here. Fletcher and
Leyﬀer proposed several heuristics to improve both the robustness and the eﬃciency of
the basic algorithm. According to Fletcher and Leyﬀer these heuristics have only a small
impact on the performance of the algorithm and was thus not investigated here. The code
implemented and presented here was thoroughly checked for correctness and does present
representative results for the filter-based SQP algorithm. However, the code should be
classified as research quality at best, with the main focus of illustrating the concepts rather
than fine tuning performance. Further enhancements in terms of robustness and eﬃciency
can be expected and the results presented here can thus be considered as a lower bound
on the true potential of the algorithm. Especially, when comparing against an established
optimizer like DOT, that has been used commercially for more than 30 years.
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Algorithm 1 Filter based SQP algorithm
Given x0, ρ and k = 0
1: repeat
2: Solve the QP (Eq. 12) to obtain sk
3: if QP is infeasible then
4: Find a new point xk+1 in the restoration phase
5: else
6: Set xk+1 ⇐ xk + sk
7: if (fk+1, hk+1) is accepted by the filter then
8: Accept xk+1
9: Add (fk+1, hk+1) to the filter
10: Possibly increase the trust region radius ρ
11: else
12: Reject step and set xk+1 ⇐ xk
13: Reduce the trust region radius ρ
14: end if
15: end if
16: set k ⇐ k + 1
17: until convergence
V. Parallel Implementation and Testbed
The advantage of using the filter-based SQP in a parallel environment is that the penalty
approach is not used and as a result the one-dimensional search is eliminated. In a par-
allel environment, the filter-based algorithm thus eﬀectively reduces the traditional SQP
algorithm from a two step to a single step process where all the analyses within a design
iteration can be performed all at once. Recall from Section III that the time spend in the
optimization code was neglected for general-purpose engineering optimization applica-
tions. This is a reasonable assumption when the analysis time of a single analysis becomes
significant. Using this assumption, an initial evaluation of the two algorithms can be done
in a serial environment based on the number of iterations, and the number of steps per
iteration, required for convergence. If the traditional and the filter-based algorithms both
require the same number of iterations for convergence, the filter-based algorithm will be
roughly twice as fast in an ideal parallel environment, as discussed in Section III and out-
lined in Eqs. (6) and (9). Alternatively, as long as the filter-based algorithm require less
than twice the number of iterations as compared to the traditional SQP, the filter-based
approach would still be more eﬃcient in a parallel environment.
The parallel implementation of the filter-based algorithm is fairly straight-forward. The
only function evaluations associated with each design iteration is the finite diﬀerence gra-
dient calculations and these can easily be performed in parallel. The parallel implemen-
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tation used here, makes use of the OpenMPI11 implementation of the Message Passing In-
terface (MPI) standard. OpenMPI was used to create a master-worker parallel algorithm.
In this implementation, the master processor decides what work should be done and then
assigns a task to each worker processor. As soon as a worker processor is done with its
task it reports back to the master processor and checks if there are more tasks available.
This master-worker configuration thus provides dynamic load balancing within the parallel
environment.
It is important to note that a synchronous parallel implementation is used, where all
analyses within a given design iteration is completed before analyses from the next itera-
tion is started. The synchronous implementation is a direct result of using a gradient-based
algorithm and is a good example of a drawback associated with parallelizing an existing
serial algorithm. The synchronous implementation is required, since a new search direc-
tion can only be calculated once all the gradient information is available. In some cases,
a synchronous implementation can lead to situations where all the worker processors are
waiting for a single analysis to complete, thus resulting in poor parallel speedup. This can
easily happen when: (1) the time required to complete a single analysis depends on the
design point being analyzed; (2) a heterogeneous system of processing units is used; and
(3) the number of analyses is not an integer multiple of the number of processors. Unfortu-
nately, gradient based optimization and in particular the SQP algorithm does not provide
for an asynchronous implementation, where analyses from the next design iteration can
be analyzed in the current design iteration. The fact that a synchronous implementation is
used, means that a drop-oﬀ in parallel eﬃciency is expected as the number of processors
is increased, since more processors will be idle at the end of each design iteration.
The parallel code was tested on the high performance computing facility at Stellenbosch
University. This facility consists of a Linux cluster that has a total of 168 2.83 GHz Xeon
cores (21 compute nodes, each with 2 quad core processors), 2 GByte memory per core
and 300 GByte local disk storage for each compute node. The parallel benchmarking were
completed on a 64 core Linux cluster made available by the High Performance Computing
Center Stuttgart (HLRS) of the University of Stuttgart. This cluster has a similar setup than
the Stellenbosch cluster, consiting of 8 compute nodes, each with 2 quad core 3 Ghz Xeon
processors, 0.5 GByte memory per core and a 4 GByte RAM disk for local storage.
VI. Numerical Results
Engineering example problems were selected to illustrate the parallel speedup that
can be achieved from the proposed implementation. The first step was to compare the
performance of the filter-based SQP algorithm with that of a traditional algorithm in a
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serial environment. An analytical example problem, where each analysis is completed in a
small fraction of a second is used for this purpose. The goal here was to show that the filter
based algorithm provides roughly the same performance and accuracy as a traditional SQP
algorithm. The traditional SQP implementation that was selected for the comparison, is
the commercially available SQP algorithm provided as part of the Design Optimization
Tools (DOT) library.4
The second step was to evaluate the parallel performance of the filter-based algorithm,
using a more realistic example problem. The second example problem makes use of a nu-
merical simulation, which is representative of a general-purpose engineering application.
Although the analysis time is still pretty small (it took about 50 seconds to complete a
single analysis), the number of design variables considered is representative of typically
engineering applications. In this case, the performance of the filter based algorithm is
compared against a parallel implementation of the traditional SQP algorithm provided in
DOT. The parallel implementation of the DOT algorithm is similar to that described in Ven-
ter and Watson,1 where a master-worker paradigm is used to perform the finite diﬀerence
gradient calculations in parallel.
Although example problems that require relatively small computational eﬀort are con-
sidered in both cases, the number of design variables (maximum of 512 for problem 1
and 50 for problem 2) is representative of medium to large general-purpose engineering
problems using finite-diﬀerence gradient calculations.
A. Example problem 1: Cantilevered Beam
Before considering the parallel performance of the new algorithm, it was necessary to first
investigate the accuracy of the filter-based algorithm compared to that of the traditional
algorithm. This comparison was conducted in a serial environment by solving a single
example problem for diﬀerent number of design variables. The cantilevered beam problem
from Vanderplaats8 was considered as an example problem, as shown in Fig. 1. In the
current paper, a beam with a fixed length of 0.5 m, an applied load of 50 kN and a material
with Young’s Modulus of 200 GPa was used. The beam is divided into segments of equal
length, each with width bi and height hi.
The optimization problem is defined as changing the width and height of each segment
to minimize the volume, while satisfying displacement, stress and geometric constraints as
shown in Eq. (13).
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Figure 1. Beam example
Minimize: Volume =
nSeg∑
i=1
bi hi li
Such That:
σi
σ
− 1 ≤ 0 i = 1, nSeg
hi − 20 bi ≤ 0 i = 1, nSeg
yn
y
− 1 ≤ 0
bi ≥ 1.0 hi ≥ 5.0
(13)
The stress and geometric constraints are applied to each segment, while only the tip dis-
placement is constrained. The maximum stress σ is equal to 140 MPa, while the maximum
displacement y is equal to 25 mm.
The problem is implemented in such a way that the number of segments (nSeg) can
easily be changed to control the problem size. The number of design variables was varied
from 2 to 512 to cover the application range of small to large general-purpose engineering
optimization problems. To account for the influence of the starting point on the perfor-
mance of the algorithms, 10 random starting points were generated for each number of
design variables considered. Both algorithms were started from the same random start-
ing points with the mean and standard deviation of the final objective function value and
number of iterations required for convergence summarized in Table 1.
Both algorithms were able to consistently find good optimum solutions. The maximum
diﬀerence in objective function value between the two algorithms for a given number of
design variables was only 1.72%. Both algorithms found slightly worse optimum solutions
with an increase in the number of design variables. Tightening of the convergence criteria
should solve this problem. For the study conducted here the same convergence criteria
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Table 1. Serial accuracy and performance comparison
Design Mean Objective DOT Iterations Filter Iterations
Variables DOT Filter Mean Std Dev Mean Std Dev
2 89526.64 89265.34 7.50 2.33 6.70 1.49
4 72967.67 72822.04 7.80 1.66 7.30 1.42
8 66157.05 66131.59 10.20 1.99 11.30 2.76
16 64503.92 64503.78 17.30 1.49 25.80 5.62
32 63930.08 63923.66 21.30 4.84 27.30 4.34
64 64093.46 63873.79 14.80 5.23 24.30 6.23
128 64044.38 63832.60 12.70 2.00 22.70 5.95
192 64761.40 64199.49 12.40 3.93 21.00 5.98
256 65266.88 64233.99 13.00 2.45 21.60 5.46
320 65780.66 65255.38 17.30 8.16 18.40 4.00
384 65065.31 64824.64 19.90 11.89 28.10 11.94
448 65385.96 65354.71 17.70 8.80 29.60 12.51
512 65321.25 66442.47 23.00 10.45 20.90 6.24
were used for both algorithms and were kept constant for all variations considered.
There is also some variation in the number of iterations required for convergence. Both
algorithms start with a smaller number of iterations that increases with an increase in
problem size, before levelling oﬀ at around 16 design variables. For 16 or more design
variables DOT required between 12 and 23 iterations, while the new filter-based algorithm
required between 18 and 30 iterations. On average, DOT required 14.99 iterations for the
13 problems considered, while the filter-based algorithm required 20.38.
The results generated for this example problem illustrate both the potential accuracy
and eﬃciency of the filter-based algorithm as compared to the traditional SQP algorithm.
In terms of accuracy, the objective function values found by the two algorithms correlated
very well. In terms of eﬃciency, the filter-based algorithm do require more iterations
than DOT, but never more than twice. Based on the discussion of Section III the filter
based algorithm would thus still outperform the standard SQP algorithm in a parallel
environment for the test case considered here.
B. Example problem 2: Finite Element Simulation
By comparing the filter-based algorithm against a commercially available algorithm in a
serial environment, Section A provided a validation of both the accuracy and potential
parallel eﬃciency of the filter-based algorithm within the context of general-purpose engi-
neering optimization applications. The second example concentrates on the performance
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of the filter-based algorithm in a parallel environment. The parallel filter-based algorithm
is compared against a parallel implementation of the same commercial SQP algorithm used
in Section A. This second example problem consists of a derivation of the first example,
where a cantilevered pipe with a hollow circular cross section is considered as shown in
Fig. 2. However, unlike the first example, a numerical simulation in the form of a linear
finite element analysis is used. Two cases are considered. The first has 10 design variables,
representing a small to medium sized general-purpose engineering optimization problem
and the second with 50 design variables, representing a medium to large sized general-
purpose engineering optimization problem.
(a) 10 Design variable pipe example (b) 50 Design variable pipe example
Figure 2. Pipe example
A steel pipe with material properties E =206 GPa, ν =0.28 and ρ =7620 kg/m3 is con-
sidered. It is assumed that the pipe is completely fixed at the wall (all three displacement
and all three rotational degrees of freedom in the finite element model are restrained),
while a vertical tip load is applied at the free end. The load is applied at the center point
of the cross section, at a node that is connected with rigid elements to the circumference
of the pipe. A finite element model that consists of 7 050 four noded linear shell elements
and that has 42 306 degrees of freedom is used to analyze the structure. Each finite ele-
ment analysis calculates the displacement and Von Mises stress values due to the tip load,
as well as the natural frequencies of the beam. To increase the computational time of a
single analysis (in an attempt to simulate a simple real world finite element analysis), the
first 200 frequencies are calculated. As a result, a single analysis takes roughly 50 seconds
to complete.
For the optimization problem, the pipe is split into multiple property groups. Each
property group consists of a closed ring of elements. This process results in 10 property
groups (or rings) for the 10 design variable problem and 50 property groups (or rings) for
the 50 design variable problem, as shown in Fig. 2. The objective is to minimize the mass
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of the pipe, by changing the thickness value associated with each property group. There is
thus a total of either 10 or 50 thickness variables, each with an initial value of 25 mm and
each allowed to change between 1 mm and 500 mm. In terms of constraints, a maximum
tip displacement of 10 mm and a maximum Von Mises stress of 150 MPa are enforced,
while the first natural frequency must be larger than 35 Hz. The location of the maximum
stress within each property set does not change during the optimization. As a result, only
the maximum stress for each property set is used as a constraint. In total there are thus 1
displacement, 1 frequency and 150 stress constraints.
The focus of this example problem is to investigate the parallel eﬃciency of the filter-
based algorithm and compare that against the parallel eﬃciency of a commercially avail-
able SQP algorithm. Only a single starting point will be considered, but each problem will
be solved with both algorithms using diﬀerent numbers of design variables and diﬀerent
numbers of processors. The influence of the starting point on the performance of the al-
gorithms is accounted for by first comparing only the parallel speedup of each algorithm
and second by comparing the time per iteration for diﬀerent numbers of processors.
For the 10 design variable case, 2, 4, 8 and 11 processors were used. For the 50
design variables case 2, 4, 8, 16, 32 and 51 processors were used. In the implementation
presented here, one additional processor is used in each case as the master processor. This
processor only manages communication and does not do any computational work. For the
number of design variables considered here, the communication is minimal and the master
processor can thus potentially also be used to perform computational work. Running two
processes on the master processor is referred to as oversubscribing the processor. In the
parallel environment used here, there was no easy mechanism for oversubscribing the
master processor and instead the contribution of this additional processor is ignored in the
results presented here.
The parallel speedup of the algorithms are obtained by dividing the wall clock time
required to complete the optimization study using a single processor, by the wall clock time
required to complete the study using the prescribed number of processors. The parallel
eﬃciency is then obtained from the parallel speedup, as follows:
Efficiency = 100 ∗
Speedup
SpeedupTheoretical
(14)
For an asynchronous implementation the theoretical speedup would simply be the number
of processors used in the parallel environment. However, for our synchronous implemen-
tation, the theoretical speedup is obtained
SpeedupTheoretical =
nTasks
ceil(nTasks
nProc
)
(15)
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where nTasks is the number of analyses to perform in parallel (in our case this is equal to
the number of design variables plus 1), nProc is the number of processors and ceil is the
ceiling operator. For example, the 10 variable case requires 11 analyses for each iteration.
Since all analyses must be completed before continuing to the next iteration, it makes no
diﬀerence whether say 6 or 10 processors are used. In both cases there are more processors
than half the number of analyses and as a result it would take the equivalent time of two
analyses to complete the iteration.
The optimum point found by both algorithms are summarized in Table 2. The filter-
based algorithm converged in 35 iterations for the 10 design variable problem and 49 the
50 variable problem. The convergence history in terms of the best objective function value
versus the iteration number is shown graphically in Fig. 3. Note that although this is a
minimization problem, the objective function values increase in Fig. 3. This increase is
due to a highly infeasible starting point.
Table 2. Results for the pipe example problem
Design Objective Iterations
Variables DOT Filter DOT Filter
10 1039.87 1043.83 50 35
50 1040.30 1040.09 50 49
(a) 10 Design variable problem (b) 50 Design variable problem
Figure 3. Iteration history for the pipe example problem
From Fig. 3, it seems that the filter-based algorithm is better suited for the choice of ex-
ample problem and starting point considered here. For both the 10 and 50 design variable
cases, the traditional algorithm had diﬃculty converging and stopped after 50 iterations,
which was the maximum number of iterations allowed for both algorithms. The traditional
algorithm had a diﬃcult time satisfying all the constraints (this is an overconstrained prob-
lem). The issue could be addressed by tuning algorithm specific parameters or by starting
from a diﬀerent starting point. However, the main goal here was to evaluate the parallel
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performance of the algorithms and as a result no algorithm specific tuning was performed.
The parallel speedup for both algorithms are shown graphically in Fig. 4, while the
average time to complete a single design iteration is shown in Fig.5. In all cases, the
execution time for a single processor was estimated from the execution time of the 2
processor case, using Eq. (15). For the 10 design variable case the time was adjusted by a
factor of 1.8333, while for the 50 design variable case the time was adjusted by a factor of
1.9615.
(a) 10 Design variable problem (b) 50 Design variable problem
Figure 4. Parallel speedup (theoretical value from Eq. (15))
(a) 10 Design variable problem (b) 50 Design variable problem
Figure 5. Average iteration time
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From Fig. 4 it is clear that the filter-based algorithm outperforms the traditional al-
gorithm in terms of parallel speedup. For the 10 design variable case, the filter-based
algorithm provides close to theoretical speedup for all number of processors, with a par-
allel eﬃciency of 93.9% using 11 processors. In contrast the traditional algorithm had a
parallel eﬃciency of only 32.8% using 11 processors. For the 50 design variables case,
the filter-based algorithm provides excellent speedup up to 32 processors with a parallel
eﬃciency of 61.5% when using 52 processors. The traditional algorithm had a parallel
eﬃciency of only 23.4% when using 52 processors.
The reduction in parallel eﬃciency of the filter-based algorithm with an increase in
the number of processors can be explained by considering the eﬀect of the computations
performed in serial, on the overall execution time. For the filter-based algorithm, the serial
component consists of the time spend in the algorithm itself, mainly to solve the direction
finding sub-problem of Eq. (12). In Section A the time spend in the algorithm itself was
neglected. However, as more and more processors are used in the parallel environment,
the relative contribution of this serial component to the overall execution time increases,
with a resulting decrease in parallel eﬃciency. The increase in relative contribution to the
overall execution time, is a result of the computations performed in parallel taking less
time, while the time spend on the serial computations remain the same. The influence is
bigger for the 50 design variable case, since the direction finding problem is more complex
and time consuming than that of the 10 design variable case. The influence of the serial
computations on the parallel eﬃciency will be reduced as the number of design variables
are increased (for the same number of processors) or the analysis time of a single analysis
increases.
The parallel speedup is also reflected in the time required to complete a single iteration
with the filter based algorithm once again out performing the traditional algorithm. In
terms of overall execution time, the filter-based algorithm reduced the overall time from
16 930 (using 1 processor) to 1 639 (using 11 processors) seconds for the 10 design vari-
able problem and from 106 741 (using 1 processor) to 3 402 (using 52 processors) seconds
for the 50 design variable problem. The traditional algorithm reduced the overall time
from 31 624 to 8 759 seconds for the 10 design variable problem and from 116 185 to
9 728 seconds for the 50 design variable problem.
The filter-based algorithm thus has a higher parallel eﬃciency than the traditional SQP
algorithm and on average requires less time to complete a single iteration. Even for a small
number of processors, the filter-based algorithm provides a competitive alternative to the
traditional SQP algorithm. As the number of processors is increased, the higher parallel
eﬃciency of the filter-based algorithm makes it an easy choice.
19 of 21
VII. Concluding remarks
This paper investigated the use of a filter-based SQP algorithm in a parallel environ-
ment. The accuracy and parallel eﬃciency of the filter-based algorithm were evaluated
using two engineering example problems. The first problem was used to establish the ac-
curacy and performance of the algorithm relative to a commercially available algorithm in
a serial environment. The second problem was used to evaluate the parallel performance
of the new algorithm in a parallel environment.
For the first example problem, the problem size was varied between 2 and 512 vari-
ables. The results show that the filter-based SQP algorithm compares very well with a
traditional SQP algorithm, both in terms of accuracy and eﬃciency.
The second example indicates that the algorithm has potential for implementation in a
parallel environment. Even with a small number of processors (2, 4 or 8) the new algo-
rithm outperforms the traditional algorithm. As the number of processors is increased, the
higher parallel eﬃciency of the new algorithm makes it an easy choice over the traditional
algorithm. For the problems considered here, a drop-oﬀ in parallel eﬃciency was was no-
ticed when using large numbers or processors, relative to the number of design variables.
This is to be expected as the relative contribution of the serial computations to the overall
execution time is increased with an increase in the number of processors. This eﬀect will
be reduced as more design variables are used (for the same number of processors) or the
analysis time of a single analysis increases.
Even though the new algorithm clearly outperforms the traditional algorithm in a
parallel environment, the parallel performance of the algorithm is influenced by it’s syn-
chronous nature, where all analyses within an iteration must be completed before the next
iteration is started.
Overall, it seems that the filter-based SQP algorithm is a good candidate for eﬃciently
solving typical engineering problems with up to a few hundred design variables in a par-
allel environment where the number of processors is less than or equal to the number of
design variables plus one. The number of processors is limited by the finite diﬀerence gra-
dient calculations. If forward finite diﬀerences is used (as was the case here) the maximum
number of processors that can be utilized is equal to the number of design variables plus
one. The maximum number of processors that can be utilized can be increased by: (1)
performing central finite diﬀerence gradient calculations, (2) also performing each anal-
ysis in parallel, resulting in a two level parallel implementation, and (3) simultaneously
starting the algorithm from diﬀerent starting points to help avoid local minima. The filter-
based algorithm provides the eﬃciency of an established gradient-based algorithm and the
parallel eﬃciency associated with a one step iterative procedure.
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