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ABSTRACT 
 
 
As viewership of sports have become an indispensable part of American culture, 
understanding the demand for spectator sports has become an essential branch of economic 
study. Gender and age are two vital demographics that have been addressed in many prior sport 
management studies. Although previous studies in sport participation reveal the importance of 
demographics in evaluating sport demand (e.g., Lera-Lopez & Rapun-Garate, 2007; Robinson & 
Trail, 2005), there are few studies regarding gender differences in sport economics.  
The purpose of this study is to understand the factors influencing sport demand trends 
within specific gender and age groups. The main research questions in this study are: “Is there a 
difference between male and female fans’	   sport demand?” “Is there a difference between the 
demand of younger and older fans?” and “What factors mediate sport demand for different 
gender and age groups?” Among the mediating factors, this study focused particularly on 
outcome uncertainty. In this study, based on demand theory in economics, a hedonic model for 
each demographic (i.e. gender and age) group was developed. The model in this study followed 
Borland and Macdonald’s (2003) conceptual framework for professional sporting contests. The 
determinants included four main economic factors, consumer preferences, timing of contest, and 
characteristics of sport contests. Using the setting of National Football League (NFL) regular 
season games, telecast demand for each demographic group was estimated. Then comparisons of 
male and female television viewers, young and adult viewers, and young and older viewers were 
conducted. 
Among the meaningful findings, most determinants exerted statistically significant 
influences on both male and female viewers’ demand. Monday Night Football games and several 
month dummy variables were not significant in the gender-differentiated demand model.
  iii 
Surprisingly, outcome uncertainty did not play a significant role in either gender’s demand 
estimations. The comparison study revealed that there are more similarities than differences in 
the predictors of female and male viewership. In terms of gender-differentiated sport demand, 
there are several determinants that uniquely impacted female and male broadcast demand. For 
example, only one month dummy (which indicates the game was played in December and 
January) and YearTrend variable (Which indicates the season that NFL game was played) were 
found having significant impacts in female broadcast viewers. Meaningful determinants include 
the market’s	   television population size and local team quality, which were two variables that 
showed statistically significant difference across gender comparisons. 	  
With regard to age group differences, most determinants were also found statistically 
significant in three age groups’ broadcast viewers (i.e., youth, all adults, and older viewers). 
Moreover, Monday Night Football games and most month-based dummy variables were not 
significant influences on either youth or all adults’ demand, but those variables played significant 
roles in older viewers’ demand estimation. The lowest explained variance among these three 
estimations is the youth cohort’s demand model (45.6%), which means young people’s broadcast 
demand may be difficult to estimate and in need of further study.  
Three variables demonstrated significant differences across age groups. Those three 
salient determinants of age-based trends are local market’s average income, local team tenure 
and local team quality. One additional variable showed distinct impact on the viewership of 
youth versus older adults—early-season versus late-season broadcasts. It was found that there 
were fewer older adult viewers for early season when comparing with late-season games. An 
unexpected finding was that outcome uncertainty did not play a role in differences between male 
and female viewership, nor between youth and adult viewers or youth and older adult viewers.	  
  iv 
The main contribution of this study is developing economic framework for sport 
estimation delineated by gender and age groups. Moreover, this study’s in-depth view on how 
differences in determinants impact each group’s demand will improve the understanding of 
various cohorts’ sports consumption patterns. Empirically, the results of this study also provide 
the trends of sport consumption based on demographic groups, which would help league to know 
well of its customers and contribute to making marketing strategies. 
 
  v 
ACKNOWLEDGMENTS 
 
 
Embarking on this section means I have finished all dissertation writing. In the past five 
years, I have had the best time at University of Illinois and have greatly enjoyed the life in 
Urbana-Champaign. I would like to express my deepest and sincere gratitude to my advisor and 
research director, Dr. Scott Tainsky. He has always functioned as a ray of sunshine in my PhD 
journey. He encouraged me and gave me the freedom to explore my own research. He has 
always been patient with my dissertation progress and research progress, providing salient 
feedback regarding my work. I could not complete this dissertation without his support. 	  
My special thanks also go to Dr. Brian Mills. His great suggestions and encouragement 
elevated my dissertation progress. I also would like to express my gratitude to my committee 
members, Dr. Chris Green, Dr. Kim Shinew, and Dr. Jinming Zhang, who provided stimulating 
insights and encouragement throughout this process	  
I would also like to acknowledge my great friends Sohye Kim, Qian Li, Dr. Emeka Naz, 
Ina Zhou, Peiyun Zhou and Emily Zhang. Thank you for all of the emotional support and for 
helping me through some difficult times. I also want to thank Ms. Shari Nacson, who provided 
many valuable writing suggestions to make my dissertation read smoothly. 	  
Most importantly, my thanks go to my husband, Yu, who has been my best friend. He 
always helped push and inspire me regarding my studies. He is always my compass, reminding 
me to keep my direction as life unfolds. Without his love and support, nothing would be 
possible. I also want thank my parents and my son. My family is always the source of love and 
strength; they make me the happiest person. 	  
  vi 
TABLE OF CONTENTS 
 
 
LIST OF TABLES ....................................................................................................................... viii 
LIST OF FIGURES ....................................................................................................................... ix 
CHAPTER 1 INTRODUCTION .................................................................................................... 1 
1.1 RESEARCH BACKGROUND ............................................................................................ 1 
1.2 RESEARCH OBJECTIVES ................................................................................................. 7 
1.3 RESEARCH QUESTIONS AND HYPOTHESES .............................................................. 8 
1.4 STUDY ORGANIZATION .................................................................................................. 9 
CHAPTER 2 THEORETICAL FRAMEWORK .......................................................................... 11 
2.1 INTRODUCTION .............................................................................................................. 11 
2.2 UTILITY MAXIMIZATION THEORY ............................................................................ 11 
2.3 THEORY OF CONSUMER PREFERENCE ..................................................................... 13 
2.4 THEORY OF BUDGET CONSTRAINTS ........................................................................ 14 
CHAPTER 3: LITERATURE REVIEW ...................................................................................... 16 
3.1  SPORT DEMAND CONCEPTS AND MODELS ............................................................ 16 
3.2 HYPOTHESIS DEVELOPMENT...................................................................................... 36 
3.3 HYPOTHESIS FOR GROUP COMPARISON ................................................................. 40 
CHAPTER 4 METHODOLOGY ................................................................................................. 48 
4.1 RESEARCH SETTING ...................................................................................................... 48 
4.2 DEMAND MODELING METHOD ................................................................................... 50 
4.3 GROUP COMPARISON METHOD .................................................................................. 54 
  vii 
CHAPTER 5: GENDER COMPARISON IN SPORT DEMAND .............................................. 57 
5.1 DATA DESCRIPTION AND EMPIRICAL MODEL ....................................................... 57 
5.2 RESULTS ........................................................................................................................... 61 
5.3 DISCUSSION ..................................................................................................................... 72 
5.4 CONCLUSIONS ................................................................................................................ 81 
CHAPTER 6: SPORT DEMAND AS MEDIATED BY AGE .................................................... 82 
6.1 AGE GROUPS OF BROADCAST DEMAND .................................................................. 82 
6.2 DATA DESCRIPTION AND EMPIRICAL MODEL ....................................................... 82 
6.3 RESULTS ........................................................................................................................... 86 
6.4 DISCUSSION ..................................................................................................................... 95 
6.5 CONCLUSIONS .............................................................................................................. 100 
CHAPTER7 CONCLUSIONS AND FUTURE WORK ............................................................ 101 
7.1 CONCLUSION AND DISCUSSION .............................................................................. 101 
7.3 CONTRIBUTION AND IMPLICATIONS ...................................................................... 104 
7.3 LIMITATIONS AND SUGGESTIONS ........................................................................... 107 
7.4 FUTURE RESEARCH ..................................................................................................... 109 
REFERENCES ........................................................................................................................... 111 
APPENDIX A PEARSON CORRELATION COEFFICIENTS OF ALL VARIABLES ......... 123 
 
 
 
 
 
 
  viii 
LIST OF TABLES 
 
 
Table 5. 1 Description of Variables .............................................................................................. 58 
Table 5.2 Heteroskedasticity Test (White’s Test) for Gender Comparison .................................. 60 
Table 5.3. Summary Statistics for All Variables .......................................................................... 63 
Table 5.4  Model Results for Different Genders Demand ............................................................ 67 
Table 5.5 Cross Gender Group Comparison ................................................................................. 71 
Table 5.6 Stories of Greater Interest to Women and Men (pewresearch.org) .............................. 78 
Table 6.1 Variable Description ..................................................................................................... 83 
Table 6.2 Summary Statistics for All Three Age Groups ............................................................. 87 
Table 6.3 Model results for each group demand ........................................................................... 92 
Table 6.4 Cross Age Group Comparisons .................................................................................... 95 
 
 
  ix 
LIST OF FIGURES 
 
 
Figure 1.1 Changes of NFL TV Viewers by Gender (2011-2015) (SBRnet, 2015) ....................... 3 
Figure 1.2 Changes of NFL Stadium Spectators by Gender (2011-2015) (SBRnet, 2015) ............ 3 
Figure 1.3 Changes of NFL TV viewers by Age （2011-2015） .................................................. 5 
Figure 1.4 Changes of NFL TV viewers by Age (2011-2015) ....................................................... 6 
Figure 3.1. Time Series Approach Schematic (Fort & Lee, 2006, p. 410) ................................... 35 
Figure 5.1 Distribution of NFL Viewership by Gender ................................................................ 64 
Figure 5.2 The Distribution of Major Sports TV Viewers by Gender (Thompson, 2014) ........... 64 
Figure 5.3 The Trend of Female TV Viewers’ proportion from 2005-2009 ................................ 73 
Figure 6.1 Distribution of viewership cross age groups ............................................................... 88 
 
  1 
CHAPTER 1 INTRODUCTION 
 
1.1 Research Background 
1.1.1 Importance of Sport Demand 
During the last six decades, an increasing number of sport economics studies have 
focused on the concept of sport demand. Understanding the demand for sports is essential to the 
field of economics, as participating in and watching sports have become an indispensable part of 
American’s lives. Sport demand research has attracted scholars’ attention for two major reasons 
(Borland & Macdonald, 2003). First, understanding the determinants of demand informs sport 
leagues and governments as they make strategic decisions and policies. Especially, 
understanding competitiveness as a demand determinant informs leagues as they consider 
competitive policy as a way to attract more viewers. Another reason for the scholarly interest is 
the degree to which demand for professional sports shapes product development and marketing 
(Borland & Macdonald, 2003).  
 
1.1.2 Changing Demographics in Sport Demand 
Understanding the demand for sport access is relevant within the study of economic 
demographic trends and forecasts. When demographic trends within spectator groups are 
changing, there is an implied change in the demand markets of professional sports. While the 
impacts of demographic characteristics, especially the effects of gender and age, on sport 
demand have been discussed in the study of the demand for sports participation (Lera-Lopez & 
Rapun-Garate, 2007), few spectator demand studies have examined the roles of demographic 
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characteristics. Breuer, Hallmann, Wicker, and Feiler (2010) stated that demographic factors 
such as age and gender have to be accounted for in the sport demand model. Recent years show a 
trend of demographic changes within sport demand. The proportions of women and older 
spectators are becoming larger (Malcolm, Jones, & Waddington, 2000).  
Gender. Historically, sports have been associated with masculinity and reflected men’s 
dominant role in society (Whisenant, Pedersen, & Obenour, 2002). This viewpoint, to some 
extent, implies that men are in the dominant role in sport consumption, especially for men’s 
sports. For example, Figure 1.1 and Figure 1.2 show the breakdown of male and female NFL 
television viewers and stadium spectators. In each of five years, more than fifty percent of 
television viewers were male. This figure also shows a rise in female viewership for both 
television viewers and stadium spectators. As women become a larger part of the viewership, 
they also participate more in sports and consume more sports products. Among NFL television 
viewers, the proportion of female viewers increased from 42.6% in 2011 to 45.1% in 2015 
(SBRnet, 2015), and in 2016, this figure increased to 47.1% (SBRnet, 2016). Considering in-
person spectators of the NFL, in 2016 37.5% of NFL spectator attendance was female, a 2% 
percent increase compared with 2011 (35.5%). Therefore, understanding the role of gender will 
significantly influence game and product marketing strategies, and the recent trend of increasing 
female viewership suggests this will continue to be yet more important over time.  
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Figure 1.1 Changes of NFL TV Viewers by Gender (2011-2016) (SBRnet, 2016) 
 
 
 
 
 
 
 
 
 
Figure 1.2 Changes of NFL Stadium Spectators by Gender (2011-2016) (SBRnet, 2016) 
 
Studies on sports participation also have demonstrated that men are likely to spend time 
and money on sports than women; however, the increased female viewership trend also shows 
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that women’s role in sport expenditures has increased (Lera-Lopez & Rapun-Garate, 2007). 
Although previous studies in sport participation reveal the impact of demographics on sport 
demand (e.g., Lera-Lopez & Rapun-Garate, 2007; Robinson & Trail, 2005), there are few studies 
regarding gender impacts from an economic perspective.  
As an exception, Tainsky, Kerwin, Xu, and Zhou’s (2014) study focused on the setting of 
college football, estimated the demand of television viewers delineated by gender, and examined 
how gender influenced the demand for football spectatorship. Using three pairs of models for 
estimating demand, their study examined whether “determinants of game telecasts will be 
significantly different for male and female viewers” (p.4), particularly challenging notions of 
differences regarding the influence of game competitiveness. The results primarily supported that 
in-game viewing behaviors were similar between male and female viewers. Among the 
numerous inputs, only two factors were consistently different across gender at multiple 
intervals—per capita income in the market and whether one of the competing schools was in the 
local market. However, game competitiveness did not show any disparate effect across male and 
female viewers. 
Age. Since the world’s population of older adults is increasing, the market value of older 
adults has received scholars’ attention (United Nations, 2005). Older adults are getting healthier 
and wealthier (Van Auken, Barry, & Bagozzi, 2006) and are willing to consume in the markets 
(Sudbury & Simcock, 2009). Current demographic trends show that the world’s population of 
older adults has increased steadily over time. The United Nations (2012) estimated that the 
elderly population (those aged 60 years old or over) would reach 32% of the total population in 
2050. With more older adults in the market, this population trend implies a growing market for 
sports products. 
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Moreover, Figure 1.3 and Figure 1.4 show the shifts of NFL television viewers and 
stadium spectators by age group. Among NFL television viewers, older adults comprised 45.6% 
of the viewership, a 17.8% increase compared with 2011 (38.4%) (SBRnet, 2015). For stadium 
spectators, in 2015, adults ages 18 to 49 accounted for 68.9% of spectators attending NFL 
games. Although from the 2011 to 2015 seasons the portion of adults aged from 18 to 49 in 
spectators decreased around two percent, that cohort is still the highest proportion among the age 
groups. Older adults (over 50) comprised 30.8% of attendees, a rise of nine percent compared 
with 2011 (22.0%).  
 
 
 
 
 
 
 
 
 
 
 
Figure 1.3 Changes of NFL TV viewers by Age （2011-2015）  
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Figure 1.4 Changes of NFL TV viewers by Age (2011-2015) 
 
Understanding the nature and determinants of demand is a very “important empirical 
issue in the analysis of professional sporting markets” (Borland & MacDonald, 2003, p.480). 
When sports viewers’ demographic backgrounds significantly shift, it is important to ascertain 
the nature and determinants of viewership and attendee demand within each group, delineating 
how those determinants impact demand across consumer groups. As Borland and MacDonald 
(2003) argued, this information relates to the demand-side of sport markets, which is critical for 
team owners and managers, sporting league administrators, and public policy makers/regulators. 
Therefore, understanding changes in demand within a demographic group and the differences of 
demand among demographic groups is an important contribution of the subfield of sport 
economics and to the greater field of sport management. 
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1.1.3 Study of Outcome Uncertainty 
The earliest discussion about competitiveness is originally from Rottenberg’s (1956) 
study, which stated that stated “uncertainty of outcome is necessary if the consumer is to be 
willing to pay admission to the game” (p. 246). In recent decades, outcome uncertainty has been 
considered a vital factor that influences sport demand. The uncertainty of outcome hypothesis 
(UOH) states that there is a positive relationship between spectator interest and the 
unpredictability of individual games and league outcomes.  
 Although the uncertainty of outcome hypothesis has been discussed in previous studies, 
there is a dearth of studies focused on examining the difference in impact upon demographic 
groups, such as gender and age groups. Only one study leads in this field, Tainsky et al.’s (2014) 
examination of the UOH across female and male television viewers of college football games. 
This study found that outcome uncertainty played a significant role for both male and female 
viewership choices only at the end of game; and there were no differences across gender groups. 
This finding leaves room for future research regarding the UOH, especially across different 
demographic groups. If outcome uncertainty works differently across demographic groups, then 
it could be delineated which types of outcome uncertainty impact group demand.  
 
1.2 Research Objectives    
Although it is important to know the demographic nuances of sport demand, it has not 
been fully developed as an object of study. This study will examine, from an economic 
perspective, the influence of gender and age on television viewership of professional sports. To 
be more specific, this study has two main research purposes:  
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First, this study will identify the determinants of NFL television demand across two 
delineations of demographics: gender and age. Using a well-accepted demand model, I will use 
NFL regular season data to estimate each group’s consumption. 
The second purpose is to examine gender differences and age differences in the variation 
of television viewership during the NFL regular season, with particular attention as to whether 
game uncertainty has a differential impact on television demand as mediated by viewer gender 
and age.   
 
1.3 Research Questions and Hypotheses 
 In order to understand gender and age group television demand for professional sports 
and the difference between those consumer groups, this study will be composed of three main 
research questions. 
 Q1: Looking specifically at local broadcasts of NFL regular season games, what factors 
determine the demand (viewership) of different demographic groups (i.e., gender and age groups)? 
Q2: How does local broadcast demand differ according to gender?  
Q3: How does local broadcast demand differ according to consumer age?  
In order to answer the first question, I will adapt traditional sport demand model for 
television viewers and examine how the tradition-employed determinants work in each 
demographic group’s viewership.  
Moreover, to explore the answers of last two questions, the following hypotheses are 
developed.  
The first set of hypotheses is regarding the determinants of sport demand: 
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H1a: Demand determinants will show significantly different patterns for female and male 
viewers.	  
H1b: Demand determinants will show significantly different patterns different age 
groups.	  
 The second set of hypotheses is regarding UOH:	  
H2a: Outcome uncertainty will have a significant greater effect for male viewers than 
female viewers. 	  
H2b: Outcome uncertainty will have a significant greater effect for youth viewers than 
older viewers.  
Further elaborations of these are in chapter 5 and chapter 6 respectively. 	  
 
1.4 Study Organization 
This thesis consists of seven chapters. This chapter is the introduction, which presents the 
background of the study and research objectives. Chapter 2 includes a review of the theoretical 
framework that guides my research—demand theory in economics. Within demand theory, I 
explore three sub-theories that direct the study: Utility Maximization, Consumer Preference and 
Budget Constraints. Chapter 3 reviews previous sport demand studies and is where I develop the 
hypotheses of demand differences across consumer demographic groups. This chapter also 
discusses relevant studies in group segmentation in sport consumption, describing the lack of 
sufficient studies. 
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Chapter 4 describes the econometric and statistics methods that have been and will be used to 
estimate sport demand to compare group differences. Chapter 5 outlines the study of sport 
demand estimation for specific gender groups and provides gender comparisons. Chapter 6 
presents the study of sport demand estimation for different age groups and compares differences 
across age groups. Finally, Chapter 7 provides conclusions, theoretical and empirical 
implications, limitations of this study, and discussion for future study.  
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CHAPTER 2 THEORETICAL FRAMEWORK 
 
2.1 Introduction  
In this section, I will discuss the theoretical frameworks that utilize the consumer’s 
perspective. The theoretical framework which guides my dissertation is traditional demand 
theory. One of the most important theories in microeconomics, demand theory allows us to 
understand consumers’ economic behaviors. Consumer demand is used to answer the question: 
How is consumption impacted by factors such as income and consumer preference? (Varian, 
2010, p78).  In sports, Borland and MacDonald (2003) pointed out “the topic of demand for 
sports has in recent times attracted substantial attention in the fields of sports economics and 
marketing” (p.478). With demand theory as my foundation, I will discuss three additional 
theories related to consumer demand, focusing on the theories’ application to the study of sport 
demand.	  
 
2.2 Utility Maximization Theory  
In microeconomics, utility is taken to be correlative to “desire” or “want” (Marshall, 
1920, p. 78) — the amount of satisfaction derived from the consumption of a commodity. Utility 
maximization theory maintains that the consumer is a rational person who tries to use his or her 
income to derive the greatest amount of satisfaction (utility) (Marshall, 1920). The utility 
maximization theory, in sport economics, is related to the uncertainty of outcome hypothesis.  
In sports economics, uncertainty of outcome is an important factor that influences 
consumers’ decisions. Rottenberg (1956) posited “uncertainty of outcome is necessary if the 
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consumer is to be willing to pay admission to the game” (p. 246). As classic theoretical studies 
(e.g., Knowles, Sherony & Haupert, 1992) argue, the more balanced the competition, the greater 
the audience’s interest. These theorists argue that fans prefer sport events in which final 
outcomes are exciting due to uncertainty during the game (Rottenberg, 1956; Szymanski & 
Késenne, 2004). Classic theorists also specify that consumers of sport events will be influenced 
by uncertainty of outcome between two competitors or the competitive balance in a league 
(Buraimo, Forrest, & Simmons, 2007; Buraimo & Simmons, 2009; Nelson & Richardson, 2007). 
According to outcome uncertainty studies, consumers seek to maximize their utility (satisfaction) 
when they decide to watch a specific game (Knowels et al, 1992). Knowles, et al. (1992) stated 
that the uncertainty of outcome hypothesis 
 “is predicated on the assumption that fans receive more utility from observing 
contests with an unpredictable outcome, and posits that the more evenly team 
playing abilities are matched, the less certain the game’s outcome and the greater the 
game’s attendance will be” (p.72).   
Consumers’ decisions of whether to watch will be dependent on how to maximize utility, 
which in this case is their engagement in watching each sport event. The unpredictable outcome 
of the game is one of the most important factors that generates utility for sport competition 
spectators. That is, watching sport competitions is a consumer behavior, therefore the 
microeconomics concept of utility applies. Thus maximization of utility is inversely related to 
how predictable the outcome is. 
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2.3 Theory of Consumer Preference 
As Borland and MacDonald (2003) have stated, consumer preference is one of the 
determinants of sport demand. Consumer preferences theory illustrates that each consumer has 
preferences for certain goods and services that are available in the market (McConnell, Brue, & 
Flynn, 2011). Buyers also have a good idea regarding how much marginal utility1 they will get 
from successive units of various products they might purchase (McConnell, Brue, & Flynn). 
However, due to individualized tastes and preferences, the amount of marginal and total utility 
that consumers will get is different for every person.  
This applies to sports economics, where the consumers’ preference consists of which 
team they like and whether the consumer believes the team will win or lose. Outcome 
uncertainty, which is a unique perception varying from one consumer to the next, could also be 
considered as a representation of customer preference. For example, Buraimo and Simmons’s 
(2009) study revealed that television viewers and stadium spectators have different preferences 
regarding game uncertainty. Specifically, that study found that while TV viewers of soccer 
expected an unpredictable outcome, stadium spectators were not sensitive towards the 
uncertainty of outcome. Paul and Weinbach’s (2007) study found that television-viewers 
preferred high levels of outcome uncertainty, as well as high-scoring games, during Monday 
Night Football broadcasts.  
                                                
1 In economics, marginal utility is defined as a consumer’s gained or lost satisfaction from consuming one 
more unit of goods or service.  	  
2 Outcome uncertainty is the variable interested in this study, and I will discuss it next section. 
3 Psychographic is research regarding personality, values, opinions, attitudes, interests, and lifestyles 	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Consumer preference is evident in other factors that influence which sport games viewers 
will watch. Previous studies pointed out that perceptions of team quality play a vital role in sport 
demand, showing that audiences are more interested in games with higher perceived team quality 
(Buraimo & Simmons, 2009; Czarnitzki & Stadtmann, 2002; Paul & Weinbach, 2007). 
However, within team quality, some studies found that consumer preference, as indicated by 
viewership, was mediated by identification with the home team and away team. For example, 
Rascher and Solmes (2007) found that fans were sensitive to the quality of both home and 
visiting teams, but Buraimo and Simmons (2009) found that attendance was more influenced by 
a home team’s perceived quality than the visiting team’s perceived quality. This may relate to 
fan loyalty, which indicates that sport fans are more loyal towards their home teams. It may be 
that when a game is anticipated to be more competitive, the home team and the visiting team’s 
quality influence rates of viewership.  
Clearly, consumer preference, as argued in Borland and MacDonald’s (2005) study, is 
complex when applied conceptually to sport viewership studies. Regardless of this complexity 
— actually, because of it — the impact of consumer preference variables cannot be neglected 
when estimating sport demand.  
 
2.4 Theory of Budget Constraints 
In consumer behavior theory, the third sub-theory that is used in the study of sport 
demand is the theory of consumer budget constraints (Bird, 1982; Czarnitzki & Stadtmann, 
2009; Jennett, 1984). Consumer behavior theory argues that the consumer has a fixed, limited 
amount of income (McConnell et al., 2011); however there is infinite demand. Moreover, 
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consumers need to make decisions to pursue maximized utility. Therefore, consumers need to 
make decisions to maximize utility but their decisions are limited by budget.  
For traditional stadium spectators, household income is an important factor governing 
decisions to purchase tickets and travel to watch sport games. On the basis of budget constraint 
theory, studies in sport demand also include other variables (e.g. ticket price, travel cost) in their 
model to operationalize the concept of budget constraints. Fort and Quirk (2010) proved that the 
“market price per unit of winning percentage” of home team tickets significantly influenced 
spectator attendance and played a negative role in the demand. If people have a fixed 
consumption budget, then if ticket prices are much higher then expected, fans will not purchase 
tickets to watch the game (i.e., they will find a way to view a broadcast). Moreover, the 
geographic distance between the visiting team and the home stadium interfaces with household 
income (Jennet, 1984; Buraimo & Simmons, 2008) because distance represents travel costs, 
which are not only defined as transportation costs, but also accommodations, food, and other 
entertainment costs. For local spectators, the costs includes parking, gas and food, which are also 
considered as budget constraints.    
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CHAPTER 3: LITERATURE REVIEW 
 
3.1  Sport Demand Concepts and Models 	   Previous studies focus on two main branches of sport demand from an economics 
perspective: spectatorship of professional sports and sports participation. Since this study focuses 
solely on spectatorship, this literature review will focus on extant studies of attendance demand 
of professional sports. 	  
 
3.1.1 Relevance of Sport Demand Analysis 
Understanding the nature and determinants of demand is considered “the most important 
empirical issue in analysis of professional sporting markets” (Borland & MacDonald, 2003, p. 
480). As discussed in previous studies, an understanding of demand determinants informs the 
decision-making and policy formation of sports leagues and governments (Borland & 
MacDonald). 	  
The nature of sporting events plays a significant role in sport research and business. The 
product of sport demand is a sporting event, usually the interaction between two teams. 
Professional teams are not like for-profit companies, which need to eliminate other competitors 
to maximize profit (Garcia Villar & Guerrero Rodriguez, 2009). In professional sports, the profit 
is not only dependent on a team’s competitiveness, but is also dependent on their rivals’ 
competitiveness. Therefore, the determinants of professional sport demand also include team 
characteristics and game characteristics, such as game uncertainty. 	  
In studying attendance demand for professional sports, it is essential to acknowledge that 
spectatorship is “a part of the product that is bought by television viewers”	   (Borland & 
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MacDonald, 2003). Fans who attend events in person are part of the measure of both game 
attendance and product—as their presence influences the satisfaction and therefore the demand 
of television viewers. 	  
 
3.1.2 Measurement of Sport Demand 
In the majority of studies subsequent to Rottenberg’s work (Borland & MacDonald, 
2003; Buraimo, 2008; Buraimo & Simmons, 2009; Cairns, Jennett, & Sloane, 1986; Forrest & 
Simmons, 2002; Hansen & Gauthier, 1989; Jennett, 1984; Schmidt & Berri, 2004; Schofield, 
1983; Tainsky & Winfree, 2010; Welki & Zlatoper, 1994; Winfree, McCluskey, Mittelhammer, 
& Fort, 2004), attendance is used as a proxy for demand. Within stadium attendance research, 
there are two main types of attendance: game attendance and seasonal attendance. Game 
attendance refers to the total number of attendees at one specific game (Clapp & Hakes, 2005; 
Donihue, Findlay, & Newberry, 2007; Hansen & Gauthier, 1989); while annual (seasonal) 
attendance represents the total number of attendees in a given season for one team (Coates & 
Humphrey, 2007; Fizel & Bennett, 1989; Fort & Quirk, 1996; Gustafson, Hadley, & Ruggiero, 
1999; Winfree et al., 2004). In some studies, ticket sales are used to represent sport demand, 
which is typically analyzed in parallel from to stadium attendance (Bertonazzi, Maloney, & 
McCormick, 1993; Wilson & Sim, 1995; Putsis Jr& Sen, 2000). However, purchase of a ticket 
does not always result in attendance, and it has its limitation when discussed in sport demand 
estimation.  
Besides in-person spectatorship, fans can access professional sport games through 
television and the Internet. For example, through the midpoint of the 2010 season, more than 175 
million fans watched at least part of an NFL game (Mondello, 2012). Moreover, as argued by 
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Forrest, Simmons and Buraimo (2005), the television audience is an important element in the 
measurement of sport demand in contemporary major league sports. As Forrest et al. (2005) 
pointed out, through study of  the television audience, researchers can avoid several modeling 
problems, such as distinguishing between the preference for a home win and the preference for 
outcome uncertainty, a delineation that can seriously undercut the conclusions drawn between 
game-level attendance and outcome uncertainty. 	  
Many recent studies used television ratings as an index of sport demand (Alavy, Gaskell, 
Leach & Szymanski, 2010; Buraimo & Simmons, 2009; Chung, Lee, & Kang, 2014; Paul & 
Weinbach, 2007; Salaga & Tainsky, 2014; Tainsky, 2010; Tainsky & McEvoy, 2012; Tainsky et 
al, 2014). These are notable, not simply for the shift in the dependent variable, as outlined by 
Forrest et al. (2005), but also for the ability to analyze elements of viewership for which 
attendance is not sufficiently detailed—such as market segmentation. For example, in studying 
demand for soccer in Spain, Buraimo and Simmons (2009) developed different demand models 
and estimated demand for the stadium versus television audiences, concluding that television 
audiences preferred close games where they could better predict the outcome. 	  
Alavy, Gaskell, Leach and Szymanski (2010) also used minute-by-minute television 
viewership figures. They argued that using minute-by-minute data could provide a clear 
understanding of the relationship between demand and outcome uncertainty as the game 
progresses. They also indicated that using television data would avoid demand estimation 
problems encountered when using game attendance, such as stadium capacity constraints and 
advance purchase by season ticket holders. Paul and Weinbach (2007) analyzed Nielsen ratings 
for Monday Night Football through regression models to define factors which effect viewership. 
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They pointed out that, for the NFL, using the data of true attendance and gate receipts would not 
help to identify what fans truly like about the game because most NFL games are sellouts.	  
 
3.1.3 Independent Variables in Sport Demand Modeling 
 Borland and MacDonald (2003) examined around 60 papers regarding demand for 
professional sports. They put forth a comprehensive conceptual framework of demand for 
professional sporting contests. The Borland and MacDonald model includes five types of factors: 
economic factors (e.g., ticket price, travel cost, income, size of population in the potential 
market, etc.); consumer preferences (e.g., consumption habit, age of club, etc.); characteristics of 
the sporting contest (e.g., uncertainty of outcome, etc.); quality of viewing (e.g., stadium size, 
seating quality, etc.); and supply capacity. In this section, I will further review sport demand 
literature and discuss the relevant determinants of sport demand, based on Borland and 
MacDonald’s (2003) framework. 	  
Economic Factors. Economic factors include income and market size, as Borland and 
MacDonald (2003) discussed.  
Income. Income in economics usually means a consumer’s household income. The 
consumer’s income is one of the fundamental economic variables that determines sport demand 
(Villar & Guerrero, 2009). It is also a measure of market quality (Owen & Weatherston, 2004), 
which could be used to explain whether a consumer has the ability to purchase a product. In this 
economic theoretical frame, income is also considered as an important economic constraint. 
Previous studies in sport economics used different measures to represent the independent 
variable of consumer income: effective buying income per household (Demmert, 1973); per 
capita income (Noll, 1974; Hunt & Lewis, 1976; Siefgried & Eisenberg, 1980; Ferguson, Jone, 
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& Stewart, 2000; Schmidt & Berri, 2004); total consumer expenditure (e.g., Bird, 1982); average 
weekly earnings (Schofield, 1983; Borland, 1987; Narayan & Smyth, 2003); median household 
income (Schollaert & Smith, 1987; Putsis & Sen, 2000; Tainsky, 2014); average income of 
population (Hansen & Gauthier, 1989); and real per capita personal income (Coates & Harrison, 
2005; Winfree & McCluskey, Mittelhammer, & Fort, 2004). 	  
Most of those studies, found income to have a positive relationship with sport demand, 
especially for stadium spectators. However, depending on the types of sport products (events), 
consumer income may have differing impacts on stadium spectatorship (Villar & Guerrero, 
2009). As Villar and Guerreo (2009) discussed, there are two kinds of sport products: normal 
goods and inferior goods. In economics, normal goods are defined as, when the price remains 
constant, a good or service’s demand is increased as people’s real income increases (Mankiw, 
2014). Thus, if a sporting event is a normal good, then the effect of income is expected to be 
positive.  When the increase of income causes a reduction of consumption of one good, this is 
called inferior goods (Varian, 2010, p96). If a sporting event is an inferior good, then income 
will have a negative impact. 
Bird’s (1982) time-series study of football attendance patterns estimated the income 
elasticity of demand to be -0.60, which implied that consumers regard watching football games 
as an inferior good. As income increases, people will spend their time and money on other 
leisure activities; but if income decreases, they will watch more football games. Also, Farlter and 
Pergnon (2000) found that French Premiere Division football games are an inferior good.	  
Finally, television viewership is another measure of income’s relationship to sport 
demand. In two recent broadcast demand studies, income had a negative impact on sport demand 
(Salaga & Tainsky, 2014; Tainsky, 2010). This finding indicates that consumers with lower 
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incomes are more likely to watch sport games on television than in person. Salaga and Tainsky 
(2014) pointed out that this finding, to some extent, supported Robinson and Godbey’s (1997) 
study that argued that lower income individuals spend their spare time on home-bound activities. 
Meanwhile, the cost of watching sports on TV is much lower than stadium attendance, especially 
for away games. Thus, it is possible that income has a negative impact on broadcast sport 
demand. 	  
Market Size. Market size is a factor used to catch a market’s potential purchase ability. If 
a market size is larger, then it is possible that more consumers in the market will purchase 
products. The total population of viewers in the specified market area or the total population of a 
metropolitan statistical area (MSA) is usually used to represent a valid measure of market size 
(Jennett, 1984; McEvoy, Negel, DeSchriver, & Brown, 2005; Owen & Weatherston, 2004). Most 
previous market size studies focused on the home-team population (Jennett, 1984; Rivers & 
Deschriver; 2002; Findlay & Newberry, 2007). Using the home-team population to represent 
market size in estimating stadium attendance may raise a problem that the home-team city’s 
population cannot account for the market of the stadium fans who are not home-market residents. 
Especially for some important sport events, such as final competitions or championship games, 
since it is possible that there are more out-of-market fans will travel to attend. 
Regarding studies focused on television viewer, the regional population is usually used as 
the market size (Tainsky, 2010; Tainsky et al, 2014). For example, Tainsky (2010) used the 
population of home team’s MSA to represent the market size when estimating the home 
television demand. However, this method has its limitation since, although correlated, it is not a 
one-to-one match of the actual market size (Tainsky, 2010). As market size is catching the 
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market’s purchase ability, for television sport demand, it is more precise to use the population 
who have the access to the sport events as market size. 	  
Market size is usually anticipated to have a positive relationship with the demand in both 
stadium attendance and television viewership, since a larger potential market will bring more 
potential spectators. This is especially true for television demand, which is not limited by 
geographic access, stadium size, ticket cost, or accessibility of tickets.  
Ticket Price. Ticket price is another standard economic variable used to estimate in-
stadium sport demand (Coates & Humphreys, 2007; Garcia & Rodriguez, 2002; Tainsky & 
Winfree, 2010; Winfree, McCluskey, Mittelhammer, & Fort, 2004), but one not useful for 
broadcast estimation models. Previous studies found that ticket price is expected to have a 
negative effect on the number of stadium spectators (Coates & Humphreys, 2007), meaning that 
a higher price will cause a smaller number of fans attending the game. Although many studies 
have demonstrated the negative relationship between ticket price and stadium attendance (Coates 
& Humphreys, 2007), others have found a non-significant relationship between them (Groza, 
2010; Coates & Humphreys, 2007).   
Price elasticity of demand (PED) is another concept that introduced when discussing 
ticket price and demand, which means how the quantity of demand will be changed when price 
changes (Png, 1999). Generally, since a price increase will lead to a quantity decrease, price 
elasticity is negative for most products that are not basic need items.  If the absolute value of 
PED is smaller than one, then it is qualified as inelastic, which means price changing has a 
relatively small impact on demand.  
Noll (1974) found that ticket price tends to be inelastic; that is, if the ticket prices 
increase, then the quantity attending does not change so much. Other studies (Coates & 
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Humphreys, 2007; Fort, 2004) suggested that price inelasticity is a result of profit maximization. 
The inelastic price illustrates that stadium attendance patterns resemble consumption patterns of 
some products that we need in our daily lives, such as food, gas, water, etc. Thus watching sport 
games is more likely a kind of essentials of life, and if ticket price increased, then the quantity of 
attendance will not be decreased, even increased.  
Although ticket price is a vital factor that influences stadium attendance, ticket price is 
not used as a determinant of television demand. People have easier access to the television sport 
events, and ticket price of sport games, in this case, does not have impact on the quantity 
viewing. 
 Travel cost. Travel cost is another economic factor that has been discussed in previous 
studies, given that ticket price does not represent the real cost of attending one sport event 
(Cairns, 1990). The underlying purpose of most bowl games is to promote tourism. Coates and 
Depken (2011) also suggested that, because most of the fans attending bowl games are not 
residents within the city where the game is held.. Thus, travel cost is often considered as an 
explanatory variable when estimating sport demand. Distance is supposed to have a negative 
impact on demand, since long distance indicates a higher travel cost to attend the game (Hart et 
al., 1975; Waker, 1986; Peel and Thomas, 1988; Dobson & Goddard, 1992). 	  
Travel cost includes transportation costs from the consumers’ homes to the stadium; 
accommodations costs; parking fees; food purchases; and other consumption in the destination. 
To calculate transportation costs, Welki and Zlatoper (1994) used the pre-game parking price at 
one game as an explanatory variable to estimate game-level stadium attendance for the 1991 
football season. Fluckiger and Manzini (1991) and Falter and Perignon (2000) used train ticket 
prices to represent the transportation costs between the stadium and fans’ homes as economic 
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determinants of football demand. These studies found that transportation cost has a negative 
impact on attendance.	  
 Another variable also used to illustrate potential travel cost is geographic distance, since 
distance would partially explain potential transportation costs (Dobson & Goddard, 1992). 
Geographic distance between two teams is used as an explanatory variable has been found to 
have a significant negative impact on stadium attendance (Hart et al., 1975; Waker, 1986; Peel 
and Thomas, 1988; Dobson & Goddard, 1992). 	  
 Regarding television demand for sport, generally, distance is not considered as a 
determinant in estimating the demand, since watching sports on TV will not generate any travel 
cost. But Tainsky and his colleagues (2014) found distance between the media market and the 
campus of the team closest to the market played a significant role in Bowl Championship Series 
(BCS) games’ viewership demand.  This finding supported for some important events, travel cost 
(i.e., distance) could also be considered as a determinant, since for some significant sport events, 
travel cost does not limit interest and therefore proximity is not an adequate measure. But among 
those studies that only focused on regular season games, there are few regarding the impact of 
travel cost on broadcast demand.   
 Consumer Preference. Consumer preference is another important factor influencing 
sport demand, especially for live attendance of professional sports. In the study of sport demand, 
the discussion of consumer preference focuses on team preference indicators, such as franchise 
age. 	  
Franchise age is a concept used to indicate local fans’	   loyalty, which comes with 
increased familiarity (Coates & Humphrey, 2005). It usually represents how long the team has 
been in its home market. It is suggested that if the team age is high, then the city has a long 
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tradition of that particular sport; therefore there are more fans who follow the team and will 
watch games (Villar & Guerrero, 2009). Thus, franchise age is thought to have a positive impact 
on stadium attendance. 	  
For broadcast demand, franchise age also has been considered an important determinant. 
The role of franchise age is similar to its role in the context of stadium attendance. Previous 
studies confirmed that both, local team age and opponent team age, play positive roles in 
increased broadcast spectatorship (Tainsky, 2010; Tainsky, et al., 2014), pointing to a different 
rationale for the effect of team age than previous studies had attributed. 	  
Borland and MacDonald (2003) discussed that consumer preference is also about 
consumer habits. Technically, habit is a variable that is hard to evaluate through quantitative 
measurement, but as Borland and MacDonald (2003) suggested, last season’s attendance 
numbers could be used to examine consumer habit in  a time-series and panel data analysis. This 
variable also represents repurchase behavior, which conveys consumers’	   loyalty toward the 
product. However, reliance on attendance figures is a murky way to measure fan loyalty, since it 
is hard to distinguish between home team and visiting team fans in attendance. 	  
Characteristics of the Sporting Contest. From Borland and MacDonald (2003), 
characteristics of the sporting contest include measures of team success (i.e., absolute team 
quality) and outcome uncertainty (i.e., relative team quality)2.  
Team Success. Known as a team’s absolute quality, team success was historically called 
team quality in previous studies. Generally, sport spectators are more likely to watch a 
competition between two teams perceived to be of higher quality than the rest of the league. For 
example, the sum of win percentages of both competing teams has been used to represent the 
                                                
2 Outcome uncertainty is the variable interested in this study, and I will discuss it next section. 
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quality of the teams (Paul & Weinbach, 2007; Tainsky et al., 2014), finding a positive 
relationship between win percentage and viewer interest. However, as will be discussed, some 
studies focus separately on the effects of home team quality and away team quality.  
Home team quality is expected to have a positive impact on attendance (Forrest et al. 
2005; Paul & Weinbach, 2007; Tainsky & McEvoy, 2012; Tainsky et al., 2014), meaning that 
attendants are more likely to watch a competition with higher quality home teams. To be 
thorough as researchers, both, the away team and home team qualities should be addressed in 
sport demand study. Local fans are hoping their team (the home team) will win the game; if 
home team quality is high, fans are more likely to watch the game. Presumably this is 
attributable to fan preference for both home and away teams with higher quality generally and 
home winning. But a strong home team is not the whole story. Higher away team quality will 
reduce the possibility of a home team win.  In this situation, the game would become more 
competitive, possibly increasing demand. It is, therefore, possible that home team quality has 
less effect on local demand than away team quality. This conclusion has been demonstrated 
through extant studies (Madden, 2011; Borland & Macdonald, 2003).  
Although winning percentage is a proxy used to represent team quality, team quality is an 
exploratory variable that captures a team’s historical performance. Using the current season’s 
winning percentage solely conveys the current season’s performance; this method, to an extent, 
cannot show a team’s historical performance.  In accounting for team performance in game-level 
analyses, studies have used more elaborate metrics to represent team quality. For example, 
Tainsky and McEvoy (2012) used a metric that combines the current season and previous season 
(Equation 1), placing more weight on the past season’s performance in the beginning of the new 
season, while placing equal weight on the past and current season’s performance mid-season, 
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and placing more weight on the current season’s performance late in the season. 
 
           (1) 
 
This more-synthesized expression for team quality shows consideration of quality from a 
long-term lens. If a team did not have a good performance in the previous season, then there may 
be reduced interest in early-season games. Balancing the performance in past season and in the 
current season maybe a more accurate measurement of team quality. Only using winning 
percentage to present the team quality is more precise in the context in postseason, since people 
have a general idea and overview of team’s performance from the entirety of the regular season.  
 Quality of Viewing. The concept of quality of viewing includes two main aspects: the 
facility at the stadium that holds the sporting events and timing of the contest (Borland & 
Macdonald, 2003). Facility quality focuses on the stadium conditions, such as seating quality, 
age of stadium, and game day weather conditions (Borland & Macdonald, 2003). For example, if 
it is difficult to watch the game due to the location of seats, then demand will decrease. If the 
condition of the stadium were poor and unpleasant, then people are less likely to spend money to 
watch a game. Besides its role as a sub-variable for quality of viewing in-stadium, timing of the 
contest could also be considered an explanatory variable that mediates broadcast demand.  
Timing of Contest. As an explanatory variable, timing of contest has different expressions 
including time of day and the point in time in the season.  
If the game was played in prime time has been discussed as a determinant in estimating 
television demand. The league posts premium games in prime time to attract more viewers. In 
TeamQualityi, j =
Win%i−1 × 16−GamesPlayedi, j( )+ Win%i, j ×GamesPlayedi, j( )
16
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the study of estimating the NFL regular season’s telecast demand, Tainsky (2010) found that 
game played in primetime increased television demand.  
It is possible to measure a monthly effect (i.e. whether scheduling in one month versus 
another has effects on demand) and the impact of holiday scheduling on viewership. Peel and 
Thoma (1992) and Rascher (1999) also found scheduling of games to occur on Sundays and 
holidays have a significant positive impact on stadium attendance. 	  
The monthly effect is also considered a control variable in television demand estimation. 
The concept is used to interpret if demand trends differed within each season (Paul & Weinbach, 
2007; Tainsky & McEvoy, 2012). While useful, monthly effect is confoundingly rudimentary, 
excluding factors that could explain short-term trends in sport demand. For example, some other 
professional sports could be considered as competitors for viewership during the NFL regular 
season. For example, as Paul and Weinbach (2007) discussed, college bowl games in December 
and January might decrease the demand for NFL games. Moreover, holidays later in the regular 
season are another factor that may cause demand decreases. In short, all months are not created 
equal.	  
To some extent, the month-based dummy variable contains the information of weather 
conditions for broadcast sport demand, another factor discussed under the concept of viewing 
quality. When discussed as a predictor of stadium attendance, the concept of weather conditions 
is usually considered a control variable (Fartner & Pommerehne, 1978; Cairn, 1987; Siegfried & 
Hinsaw, 1979; Peel & Thomas, 1992; Welki & Zlatoper, 1994). Most previous studies discussed 
the impact of weather on stadium spectator demand (Fartner & Pommerehne, 1978; Cairn, 1987; 
Siegfried & Hinsaw, 1979; Peel & Thomas, 1992; Welki & Zlatoper, 1994), finding that it 
usually has a positive relationship with stadium attendance (Meehan, Nelson, & Richardson,	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2007), because if the weather is good, then people are more likely to participate in outdoor 
activities. In theory, weather may have the opposite effect on broadcast viewership, because 
people are less likely to stay indoors watching television when the weather is good. The monthly 
effect variable contains weather information. For example, in some markets, the weather gets 
colder in the late season. In this case, people are more likely to stay at home, which possibly 
increases broadcast demand; on the other hand, in people may be more willing to do outdoor 
activities rather than stay at home at the beginning of regular season. 	  
Supply Capacity. In the study of sport demand, supply capacity is represented through 
the size of the stadium (Borland & Macdonald, 2003; Villar & Guerrero, 2009), which also could 
represent the desired attendance (Borland & MacDonald, 2003). Supply capacity in economics 
reveals constraints of supply. In empirical studies about sport demand, this factor is rarely 
discussed or modeled. The importance of this variable is dependent on the sporting event itself. 
If the tickets to the event are always sold out, then the capacity has more influence on ticket 
demand (Jones, 1984). For example, Ferguson, Stewart, Jones, and LeDressay (1991) used two 
variables when they discussed the impact of the stadium capacity: “the teams always have full 
capacity” and “the teams never have full capacity” (p.137). Thus, supply capacity could have a 
negative or positive impact on the number of viewers in stadium attendance. However, from the 
viewpoint of television viewership, this variable is not considered an influential factor since 
broadcast capacity is not constrained.	  
 
3.1.4 Outcome Uncertainty  
Uncertainty of Outcome Hypothesis. Outcome uncertainty is considered a key concept in 
analyzing professional sport demand for stadium attendance and television viewership. 
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Understanding the way outcome uncertainty influences consumer demand can give sport leagues 
perspective regarding the optimal balance among teams in the league. Understanding optimal 
balance can inform league policy, including: revenue sharing; taxation of teams with large 
revenues, and salary caps on total payrolls.  
Rottenberg (1956) first asserted the importance of outcome uncertainty in consumers’ 
purchasing behavior. He stated that some league policies (e.g., the draft and reserve clauses) will 
have no impact on the competitive balance and will only be used to allocate the value created in 
the league between players and owners. His “other hypothesis” is actually an explicit statement 
of the uncertainty of outcome hypothesis (UOH) (Rottenberg, 1956), suggesting that higher 
uncertainty will increase attendance. Neale (1964) also suggested that keeping teams more 
competitive within the league would increase fan interest in league games. Generally, UOH 
states that if the outcome of a sport event is highly uncertain, then more people are likely to 
watch this event.  
Types of Outcome Uncertainty. Three types of outcome uncertainty have been discussed 
in past studies: game uncertainty playoff uncertainty; and consecutive season uncertainty (Cairn, 
1987).  
Game Uncertainty “respect to the outcome of individual match” (Cairn, 1987, p261), 
which has been the main focus of extant studies. Gambling data, in the form of handicap or 
spread betting data, is a traditional way to measure game uncertainty. Bookmakers set fixed odds 
of possible results between two competitors. Stern (1991) studied the probability of winning an 
American football match using the distribution of the point spread. Peel and Thomas (1997) 
compared actual points scored and the absolute value of handicaps through a linear regression 
model, finding that gambling data is an effective predictor when it used to measure outcome 
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uncertainty in their demand model for English football games. Moreover, in some sport 
broadcast demand studies, the absolute value of a betting line is used to represent game 
uncertainty (Tainsky et al., 2014; Salaga & Tainsky, 2013; Tainsky et al, 2015).  This is an ex-
ante measurement used to predict game uncertainty. It also contains information regarding 
relative differences in team quality (Tainsky et al, 2015). A small difference indicates a more 
competitive game, which theoretically attracts more viewers.  
Some studies also employed the difference between the probabilities of a home team win 
and an away team win to represent game uncertainty (Meehan et al, 2007). This is a metric that 
represents the difference of two teams’ qualities. A small difference implies that those two teams 
are more competitive with each other, making the outcome is hard to predict. Thus, there will be 
more viewership interest in the game. As  discussed before, the team quality metric, which is 
also calculated through winning percentage in the current season and the past season, includes 
information to predict uncertainty of outcome (Tainsky, 2010; Tainsky & McEvoy, 2012).   
As Alavy et al. (2010) argued, the majority of attendees are home team fans who feel a 
strong probability that their team will win. In this case, the probability of a home team win has 
more impact on spectator demand than the probability of an away team win. For example, in a 
study of demand and outcome uncertainty of Major League Baseball, Knowles et al. (1992) 
developed a measurement of the probability of a home team win based on betting odds, using it 
as an indicator of game uncertainty. They concluded that outcome uncertainty has a statistically 
significant impact in estimating professional sports; in fact, outcome uncertainty has a quadratic 
relationship with demand. The main idea of game uncertainty measurement is to find a way to 
represent how to predict consumer engagement with a particular game. If the result of a game is 
more uncertain, then more demand is supposed. 
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Playoff Uncertainty and Consecutive Season Uncertainty. Compared to studies on game 
uncertainty, there are fewer studies about playoff uncertainty (PU), which is  “uncertainty with 
respect to the championship” (Cairns, 1978, p261). Past studies also tried to delineate the impact 
of PU on sport demand, which really is post-season demand. Lee and Fort (2008) presented an 
aggregate, within-season measurement of playoff uncertainty, using the average difference in 
wins (WinDiff) between division winners and runner-ups, as well as between a wild-card team 
and the next-best trailing team. The study showed that playoff uncertainty had a linear 
relationship with WinDiff between a winner and a runner-up.  
Lee (2009) studied Major League Baseball post-season and found that playoff uncertainty 
significantly effected attendance. Comparing the PU level under different postseason structures, 
the results showed that both structures had the same impact on fan demand. In Tainsky and 
Winfree’s (2010) research on short-run demand and uncertainty of outcome in Major League 
Baseball, playoff uncertainty was examined as one category of uncertainty variables. A function 
they used to represent playoff uncertainty was the probability that the team would receive a 
playoff berth. 
Consecutive Season Uncertainty (CSU) is “uncertainty with respect to the absence of 
long-run domination of the championship by a particular club” (Cairns, 1978, p. 261). Very few 
studies focused on this type of uncertainty. As Lee and Fort (2008) discussed in their study, there 
are two main types of outcome uncertainty study, which included “just tracking the behavior of 
competitive balance over time ” and “ascertaining the impact of outcome uncertainty” (Lee & 
Fort, 2008). The studies that discussed CSU were more focused on competitiveness, itself, rather 
than exploring the relationship between outcome uncertainty and demand.  
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For example, Butler (1995) developed a model of determinants of competitive balance in 
Major League Baseball, concluding that when the correlation between this year’s winning 
percentage and last year’s winning percentage is used to demonstrate consecutive-season 
uncertainty, then competitiveness is promoted through all three factors that many studies 
discussed: free agency, narrowed market size, and compression of baseball talent (Butler, 1995, 
p50). Although the “correlation between each team’s winning percentage in year t and t-1 for 
each season” (Butler, 1995, p48) is another conceptualization of CSU, to a certain extent, CSU is 
a proxy that presents a league’s long-term competitiveness balance If a team is always in the 
dominant position (i.e., this team is always in the championship), then the correlation between of 
winning quality between seasons is increased. In this case, the team is thriving, but the league is 
becoming less balanced.  
 
3.1.5 Estimation Method in Sport Demand 
In the field of sport demand research, different empirical models are used to examine 
demand determinants. Regression analysis is the most popular method used to estimate sport 
demand. Within regression analysis, there are two main techniques: multiple regression analysis 
and time-series analysis.  
Multiple Regression Analysis. Extant studies (Buraimo & Simmons, 2009; Peel & 
Thomas, 1997; Lee & Fort, 2008; Tainsky et al., 2013; Tainsky et al., 2014; Tainsky & McEvoy, 
2012; Salaga & Tainsky, 2014) have primarily used linear regression models, which assumes a 
linear relationship between demand and determinants. Stadium attendance or television viewers 
has been operationalized as a dependent variable, no matter the measures used to assess various 
factors’ impacts on sport demand. Linear models account for specificity in causality. Therefore, 
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factors such as outcome uncertainty, sport-specific factors, or economic factors are theorized and 
proven to impact stadium attendance trends, as well as television viewership demand. This 
method provides a straightforward view of how each determinant impacts demand.  
By using multiple regression methods, some scholars—most focused on the relationship 
between home win probability and demand—also found a quadratic relationship between 
outcome uncertainty and demand (Czarnitzki & Stadtmann, 2002; Rascher & Solmes, 2007; 
Mcdonald & Rascher, 2000, Tainsky, Xu, Mills & Salaga, 2016).  Moreover, studies found that 
when the home win probability reached 0.6 or above, sport demand (i.e., quantity of attendance) 
reached its peak point (Knowles, Sherny, & Haupert, 1992; Rascher & Solmes, 2007; Tainsky, et 
al, 2016). Generally, when demand estimation studies assume that all attendance are home 
team’s fans, the quadratic term of home win probability needs to be considered in estimation 
(Tainsky et al, 2016).  
Time-Series Model. Time series analysis is emerging as a relevant object of study in 
terms of outcome uncertainty and sport demand (Lee & Fort, 2008; Lee, 2010; Owen & 
Weatherston, 2004). Fort and Lee (2006) graphed the time series analysis steps shown in Figure 
3.1. They summarized that, in time-series research of outcome uncertainty and competitive 
balance, the first step is an ordinary unit root test of dynamic behavior. There are two possible 
paths. If the test rejects the dynamic behavior (Path 1), then BP method can be used to analyze 
the data; you can analyze the data using the BP method; then level data analysis on the entire 
sample is considered valid. On the other hand, if the ordinary unit root test failed to reject non-
stationary behavior (Path 2), then the suggestion is to test the break points. If the unit root test 
with break points rejected non-stationary behavior, the next step would be the same as Path 1. 
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While in Path 2, if unit root test with break time failed to reject the dynamic behavior, a data 
transformation should be done before additional time series analysis.  
 
 
	  
 
Figure 3.1. Time Series Approach Schematic (Fort & Lee, 2006, p. 410) 
 
Lee (2010) studied the significant effect of structural changes on competitive balance 
through a time series model with break time tests. By studying the 1993 Collective Bargaining 
Agreement (CBA) between National Football League owners and players, he examined the 
impact of collective bargaining on competitive balance. In his model, measurement of inter-
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seasonal parity was used to explain the impact of previous season winning percentage on 
current season winning percentage. He found that the 1993 CBA had stimulated an increase in 
competitive balance.  
In time-series studies, scholars use historical data to predict demand. With a general-to-
specific model, Owen and Weatherston (2004) used pooled cross-section and time-series data for 
different teams at the match level to examine the effects of within-season uncertainty and game 
uncertainty of outcome on sport demand. The results suggested that the factors that had a 
statistically significant effect on attendance mainly reflected habit and tradition (such as 
previous attendance and traditional rivalries) or were beyond the control of administrators (such 
as rainfall and team placement).  
 
3.2 Hypothesis Development 
3.2.1 Group Segmentation in Sport Consumption 
Sport management studies have pointed out that segmentation study is necessary, 
especially when looking at sport consumption (Breuer et al., 2010; Lera-Lopez & Rapun-Garate, 
2007). As Bounchet, Bodent, Bernache and Kada’s (2011) study suggested, sport consumer 
categories should be based on social background: age; gender; and ethnic, regional, national, and 
continental affiliations. However, few sport consumption studies focus on group segmentation. 	  
As Stewart, Smith, and Nicholson (2003) pointed out, it is necessary to clarify consumer 
typologies via sport consumer segmentations because of the variety in consumption behaviors. 
For example, Taks and Scheerder (2006) reviewed previous studies of youth sport participation, 
summarizing different segmentation methods and viewpoints for sport market segmentation. 
They found five main types of consumer-based studies:	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“(1) spectator sport studies using psychological variables; (2) spectator sport 
studies using demographic variables; (3) spectator sport studies using both 
psychological and demographic variables; (4) participant studies using 
psychological variables; and (5) studies which analyze the interrelationship 
between spectator and participant markets using demographic and psychographic 
variables as a basis for segmentation” (Taks & Scheerder, 2006, p. 90). 	  	  
Social class is another benchmark for sorting the types of sport spectators, accounting for 
different consumption patterns because of differences in social class (Bourdieu, 1984). Previous 
research suggests that people with a higher educational background or income level, will have a 
higher demand for sport events (Thrane, 2001; White & Wilson, 1999). Thrane (2001) examined 
types of sport consumption based on social class. Extending White and Wilson’s (1999) analysis 
by examining the relationship between cultural capital and sport spectating, and by studying the 
relationship between sport participation and sport spectatorship, Thrane (2001) found that 
higher-income households are more likely to attend sporting events than people living in low-
income households. Using Bourdieu’s (1984) terminology that “attending sporting events for the 
upper classes serves as a means of distinction” (p. 159), Thrane (2001) also found strong 
associations between (1) upper-class cultural activities and sport spectatorship and (2) sport 
participation and sport spectatorship. As will be discussed below, these associations are stronger 
than the relationship between Socioeconomic Status (SES) and sport spectatorship. These studies 
are predominantly set in certain countries; it would also be interesting to know if other ethnicities 
and countries show the same patterns.	  
Alexandris and Tsiotsou’s (2012) research focuses on the psychological variables behind 
sport fans’ behaviors. The study uses team attachment as a segmentation variable to classify 
sport fans into high-attachment and low-attachment groups. Moreover, they segment high-and 
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low- attachment  fans by two psychographic3 variables: self-expression and team involvement. 
The results show that high-attached spectators are also high in self-expression and team 
involvement. For team involvement, the whole game experience effects fan enjoyment, which 
includes atmosphere and aesthetics of the stadium; services provided; half-time competitions and 
events; and various happenings before, during, and after the game. Moreover, the important 
dimension of involvement has a cognitive impact on the individual: the pleasure of being a fan of 
a given sport team. 	  
Clearly, there are great contributions by studies that used various benchmarks to segment 
sport consumers in different research settings. While studies provide insights within each group, 
there are not enough of such studies that delineate demand trends within each segmented group. 
The authors of these extant studies (Bounchet et al, 2011; Taks & Scheerder, 2006; Thrane, 
2001; White & Wilson, 1999) all point to the importance and necessity of segmentation 
methodologies within the field of sport consumption study. 	  
                                                
3 Psychographic is research regarding personality, values, opinions, attitudes, interests, and lifestyles 
(Senise, 2007).   
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  Age and gender are other two demographic characteristics used to segment sport 
consumption. Taks and Scheerder (2006) found that gender difference exists across different 
levels of sport participation and different types of sports. Their findings also suggested that age 
differences exist in sport participation rates among. Specifically, Taks and Scheerder (2006) 
found that girls and younger children are less likely to actively participate in leisure-time sports.  
In addition to his meaningful findings about socioeconomic status (SES) impact on 
spectatorship, Thrane’s (2001) also revealed the effects of gender and age on sport spectatorship. 
He found that men and younger people are more likely to attend sporting events than women and 
older people.  
There are several existing studies discussing gender differences in sport consumption, 
many with a focus on what motivates people to attend sport events (Fink, Trail, & Anderson, 
2002; Robinson & Trail, 2005; James & Ridinger, 2002). Gantz and Wenner (1991) found the 
motives for men are to ‘‘to get psyched up, relax and unwind, let off steam, have a drink, as well 
as have something to talk about’’ (1991, p. 238). In contrast, the desire of social connection, such 
as sharing time with family and friends, motivates women to watch sports. James and Ridinger 
(2002) also found significantly different consumption motivations among spectators of college 
basketball games. They found that males have a higher motivation of “achievement, empathy, 
and knowledge;” while females are more motivated by “action, escape, and drama” (p. 273).	  
 
3.2.2 Limitations of Previous Studies 
With a heavier focus on sport marketing (rather than sport economics), group 
segmentation studies revealed the relevance of this methodology to, both, managers and 
marketers who rely on the study of consumer behaviors (Robinson & Trail, 2005). Although 
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many studies have mentioned group differences in their results, the reliance on self-report 
measures (e.g., Fink, Trail, & Anderson, 2002; Robinson & Trail, 2005; James & Ridinger, 
2002) runs the risk of certain errors (e.g., self-report measures compromises validity). For 
example, attendees of a sport event are a self-selected sample; thus there is a vulnerability of 
sample population bias. Also, survey techniques are not interactive; it is hard to make ensure that 
questions are fully understood and that the information they provide is authentic. Moreover, most 
segmentation studies are from a marketing perspective and focus on sport participants rather than 
sport audiences. Since economics, as a social science, is utilized to understand a specific human 
behavior (consumption), it is necessary to study consumer group differences from a purely 
economic perspective. Furthermore, there is a need for an econometrics model and method to 
analyze this consumer groups’ unique economic behaviors.  
Lera-Lopez, Ollo-Lopez, and Rapun-Garate (2012) discussed the theoretical framework 
of sport demand, pointing out that sport attendance decisions are influenced by other factors, 
such as socio-demographic variables that include gender, age, education, and health. However, 
economic modeling struggles to access demographic factors in a public dataset. This category is 
more often discussed in marketing and sport participation studies than professional sport 
viewership studies, especially sport demand studies (Zhang, Pennington-Gray, Connaughton, 
Braunstein, Ellis, Lam, & Williamson, 2003); Lera-Lopez, Ollo- Loez, & Rapun-Garate, 2012).  
 
3.3 Hypothesis for Group Comparison 
3.3.1 Determinants 
Gender. Previous studies showed that, compared to male fans, fewer female fans attend 
professional sport games and that women usually spend less money on sports products 
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(Montgomery & Robinson, 2010; Thrane, 2001; Lera-Lopez & Rapun-Garate, 2005).  However, 
those studies only showed the phenomenon of gender differences in sport consumption patterns; 
they did not examine how the differences worked within each group. There are few studies that 
show how other determinants, when mediated by gender, influence sport demand and 
consumption. 	  
Motivation studies, important to this field, have discussed gender differences among fans, 
including sport consumption motivations and behaviors (e.g., Gantz & Wenner, 1991, 1995; 
Sargent, Zillmann, & Weaver, 1998; Gan, Tuggle, Mitrook, Coussement, & Zillman; 1997). 
Those studies show that men have higher rates of sport consumption than women. Guttmann 
(1986) found that there are more male than female television viewers for football, baseball, and 
basketball. Many other studies suggest that males are more likely to watch or participate in 
masculine sports (Dietz-Uhler, Harrick, End, & Jacquemotte, 2000; Gantz & Wenner, 1991; 
Roloff & Solomon, 1989). Previous research found that male fans are more engaged with home 
teams (Smith, Patterson, Williams, & Hogg, 1981) and they also have more knowledge of team 
history, players, and historical records (Gantz & Wenner, 1991). Moreover, Robinson and Trail’s 
(2005) research found that, in contrast to male fans, female fans are more attached to specific 
players and sports. Other studies also confirmed motivation differences between males and 
females (e.g., Gantz & Wenner, 1991, 1995; James & Ridinger, 2002). Females were found to 
care more about star players and social factors, such as the spectator benefit of spending time 
with family or friends (Gantz & Wenner, 1991). Commingled, these findings indicate that men 
are more motivated by team attachment and women are more motivated by specific attachments 
and social interactions. Although these studies did not belong to sport economics, they showed 
that male and female consumers have different consumption patterns.  	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Little research in sport economics has examined the similarities and differences between 
female and male fans’ demand (Dietz-Uhler, Harrick, & Jacquemotte, 2000), especially within 
the setting of television demand. In sport economics, the notable exception is Tainsky and 
colleague’s (2014) challenging notions of differences regarding game competitiveness, this study 
developed three pairs of sport demand models for estimating demand as a method to examine 
whether “determinants of game telecasts will be significantly different for male and female 
viewers” (p. 4). The results primarily supported that in-game viewing behaviors were similar 
between male and female viewers. Among the numerous inputs, only two factors were 
consistently different across genders at multiple intervals—per capita income in the market and 
geographic location (whether one of the competing schools was in the local market). They found 
that income is negatively related to both male and female demand; and comparing with men’s 
demand estimation, the negative relationship is larger in women’s television viewership. 
Moreover, the impact of geographic location is also lager in women’s demand estimation. 
However, game competitiveness did not show any disparate effect across male and female 
viewers. 	  
Based on the extant research (Tainsky et al., 2014), the first hypothesis regarding gender 
comparison is:	  
H1a: Demand determinants will show significantly different patterns for female and 
male viewers. 
Age. Although there is little study in sport economics about the effect of age on sport 
demand, sport management studies have considered age an important factor in sport 
participation. Most management studies have found a negative relationship between age and 
sport consumption. 	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Kokolakakis, Lera-Lopez, and Panagouleas (2012) pointed out that, in previous sport 
management studies, the effect of age on sport consumption is varied. Some findings suggested 
that as age increased, sport participation decreased (Rodgers, 1977; Kamphorst & Roberts, 
1989). Others found that, compared to older adults, young people’s sport spending was greater; 
that is, younger consumers are willing to spend more on sport products (e.g., Lamb, Asturias, 
Roberts, & Brodie, 1992). Thus, age has a negative effect on sport consumption (Kokolakakis, 
Lera-Lopez & Panagouleas, 2012; Serrano, 1999; Brooks, 1988; Taylor; 2000; Breuer & Wicker, 
2008). Its effect is also related to the determinants of free time, health, and income (Taylor, 2000; 
Kokolakakis et al., 2012).  
However, in other studies, age shows a positive impact on sport consumption (e.g., Oga, 
1998). According to Lera-Lopez and Rapun-Garate’s (2007) discussion, middle age adults spend 
the most on sport products (sport spending). They also found that age plays an important role in 
sport consumption; however, the effect could vary by setting. They found that age is positively 
related to sport participation (i.e., participating in sport activities), but negatively related to 
sport consumption (i.e., purchasing sports products). On the other hand, many previous studies 
showed a negative relationship between participation and age (e.g., Breuer & Wicker, 2008; 
Downward, 2007; Farrel & Shields, 2002). Some studies concluded that a negative relationship 
between participation and age only existed for men (Breuer & Wicker, 2009), which means that 
women participate at the same rate regardless of age and that men reduce participation with age. 
The mix of findings suggests the need to conduct a deeper analysis of the relationship between 
age and sport demand. If watching sports is a sport consumption behavior, then the demand of 
older people would higher than younger people.  	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Media Studies. Studies in other fields also provide evidence regarding the effect of age 
on media consumption behavior, which is helpful to shape the hypothesis regarding the 
comparison of television demand across different ages. Many studies suggest that demographic 
factors (age, gender, education and income) have a mediating effect on media consumption (e.g., 
Clavio, 2011; Callejo, 2013). In media usage studies among young adults and adolescents, 
Callejo (2013) found that television viewing, a rigid demand, still was the dominant media 
consumption. Compared with younger adults, older adults showed a negative attitude towards 
computers and the Internet (Teo, 2001) and a preference for watching television (Nielsen, 2009). 
Based on this discussion, older adults may prefer to watch sport on TV.  	  
Recreation Motivation Studies. Studies in recreation behavior motivation also discuss 
differences among various ages. Based on social-cognitive theory, Netz and Raviv (2004) 
examined age differences in physical activity motivation, and found significant age differences in 
self-efficacy and outcome expectations. More specifically, they found that old people “felt lower 
efficacy in relation to physical activity and expected fewer benefits from participating in physical 
activity” (p.35). This could provide some applications in the study of sport participation and 
consumption. Based on this argument, older adults may be more likely to be spectators, rather 
than participants and consumers, in sports. They also may be more likely to view at home, rather 
than go through the physical effort of stadium attendance.	  
Frederick and Richard (1993) reviewed previous studies that found most younger adults’	  
participation in sports were motivated by fun, skill development, challenge and fitness. Other 
recreation motivation studies suggested that parents’ support of child autonomy will drive young 
people’s leisure actives (McDavid, Cox, & Amorose, 2012). This result is similar to findings in 
sport management studies. For example, during the pre-school years, fathers played an important 
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role in introducing children to sports (Spaaij & Anderson, 2010).  Different parental motivations 
will result in different child interests and behaviors. 	  
Loyalty Studies. Studies in consumer loyalty suggest that the duration of the customer 
relationship increases loyalty (Raimondo & Costabile, 2008). As older people may have longer 
histories with their home teams, they will show more loyalty compared to younger fans, based 
solely on the years of connection with the home team. Mahony and Howard (1998) suggested 
that loyal fans have a strong positive attitude to their team, meaning that fans with more years of 
loyalty are more likely to dedicate resources to sport viewership and related spending. As Oliver 
(1999) stated, loyalty is “a deeply held commitment to re-buy or re-patronize a preferred 
product/service consistently in the future, thereby causing repetitive same-brand or same-set 
purchasing” (p. 36). This implies that older fans will be more likely than younger fans to watch 
local games regardless of team quality, team age, or other factors. 	  
This review of studies across disciplines provides a viewpoint about sport consumption, 
media attitudes, and loyalty across age groups. Based on these studies, there is ample evidence 
that age is an important factor that will influence sport consumption behavior (i.e., demand), and 
difference among age groups may reflect patterns of influence by demand determinants. Thus, 
the hypothesis regarding age group comparison is:	  
H1b: Demand determinants will show significantly different patterns for different 
age groups. 
 
3.3.2 Outcome Uncertainty 
In this study, the main independent variable of interest is game uncertainty. One of the 
main purposes is to explore the difference and similarities among various demographic groups. 	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As discussed in the literature review, when we talk about outcome uncertainty, the 
unpredictability of final scores (i.e., results of the game). Outcome uncertainty has been 
traditionally viewed as a key concept in the analysis of attendance demand (Peel & Thomas, 
1997). The classic hypothesis of outcome uncertainty indicates that people prefer to see an 
unpredictable game. 	  
Few economics studies have considered the impact of outcome uncertainty as mediated 
by gender and age.  As Tainsky and colleagues (2014) indicated, “the extant demand research 
lacks examination of gendered differences in viewership, especially examining game 
competitiveness”	   (p. 193). The same is true for the study of age differences in viewership. 
Contrary to their hypothesis, Tainsky and colleagues (2014) did not find any difference between 
the effect of game competitiveness on female and male BCS football fans’ viewership patterns. 
This result indicates there was no gender difference regarding the impact of game uncertainty on 
demand for BCS football. It would be interesting to explore whether different consumption 
patterns exist between genders for other sports. 	  
Gan, Tuggle, Mitrook, Cossement, and Zillman (1997) researched the enjoyment of a 
close game, specifically examining the difference of enjoyment by genders. They found that 
males more enjoyed a close game as the degree of suspense increased; while females did not 
report that a close game more enjoyable (Gan et al., 1997, p. 62). This indicates that men are 
more likely to expect a close game, comparing with female viewers. 	  
Regarding age difference, as discussed in the previous section, older people may have 
more knowledge and a stronger connection due to a historically longer connection with their 
teams. Given an assumption of more loyalty towards their team, older people’s repurchase 
behavior (i.e., watching home games) is based on their loyalty rather than other factors. That is 
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older people’s demand is less influenced by outcome uncertainty, while younger fans are more 
motivated by outcome uncertainty and the rigor of the contest.  
Thus, the hypotheses regarding outcome uncertainty are:	  
 H2a: Outcome uncertainty will have a greater effect on male viewers than female 
viewers. 
H2b: Outcome uncertainty will have a significantly greater effect on younger 
viewers than older viewers. 
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CHAPTER 4 METHODOLOGY 
 
4.1 Research Setting  
This study takes place in the setting of the National Football League (NFL), one of the 
major professional North American sport leagues. Originally formed in 1920 as the American 
Professional Football Association (APFA), the organization was renamed as the National 
Football League in 1922. In 1966, the NFL merged with AFL (American Football League). 	  
There are 32 teams in the NFL, which are divided into two conferences, the National 
Football Conference (NFC) and the American Football Conference (AFC).  Within each 
conference of 16 teams, there are four regional divisions (East, West, South and North), so four 
teams in each region of each conference. 	  
 
4.1.1 NFL Seasons 
The regular seasons lasts 17 weeks from September to late December (or early January). 
There are 256 games in total for each NFL regular season, and each team plays 16 games in each 
regular season and the schedule is based on a pre-determined formula. The 16 games for each 
team includes “(1) Home and away against its three division opponents (6 games); (2) The four 
teams from another division within its conference on a rotating three-year cycle (4 games); (3) 
The four teams from a division in the other conference on a rotating four-year cycle (4 games); 
(4) Two intraconference games based on the prior year’s standings (2 games)” (NFL 
Communications, 2017, para. 3). Most regular games are played on Sunday, with Monday night 
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and Thursday night games most weeks. In the late season, there are Saturday and Friday night 
games, as well. 	  
After the regular season, six teams from each conference qualify for the playoffs. The six 
participating teams include the four regional division winners (i.e., seed 1 -4) plus two wild card 
teams (i.e., seed 5 and 6).  The top seeded teams (seed 1 and 2) are given a bye week while the 
other four teams competing within-conference in the Wild Card Round. Seeded 3 plays against 
seeded 6 team and seeded 4 team plays against seeded 5 team. The winners of the Wild Card 
games will play in the next round, the Divisional Round. After this round the winning teams will 
meet in Conference Championships. The Super Bowl is the final championship game of NFL, 
with the AFC champion playing against the NFC champion. It is one of the biggest sporting 
events in the world. 	  
 
4.1.2 Popular of NFL  
The NFL is the most profitable sport league in the world, making nearly $10 billion 
revenue in the 2013 season (Forbes, 2013). During the past 30 years, the NFL was ranked as the 
most popular sport in America (Rose, 2014). Over the last 6 years, the NFL regular season 
consistently has more than 17 million spectators in attendance each season; the average 
attendance per game during the NFL 2014 season was 68,331, the highest average attendance 
among North America’s five professional sport leagues (National Football League, Major 
League Baseball, Major League Soccer, National Hockey League, and National Basketball 
Association) (Statista, 2015). 	  
Moreover, people now can access to NFL games through television and the Internet. For 
example, through the midpoint of the 2010 season, more than 175 million fans watched at least 
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part of an NFL game (Mondello, 2012). In the 2014 regular season, there were 202.3 million 
television viewers, averaging 17.6 million viewers per game (Bibel, 2015). According to the 
SBRnet report, among NFL fans who watched games on TV, 42.4% reported that they watched 
the NFL games more than 12 times in the 2014 season.  
 
4.1.3 Dependent Variable 
This research focuses on regular-season television viewers of the NFL, and the dependent 
variable in this study is television ratings for each game. As discussed in literature review, there 
are many recent studies used television ratings as an index of sport demand (Alavy, Gaskell, 
Leach & Szymanski, 2010; Buraimo & Simmons, 2009; Chung, Lee, & Kang, 2014; Paul & 
Weinbach, 2007; Salaga & Tainsky, 2014; Tainsky, 2010; Tainsky & McEvoy, 2012), and as 
agued by Forrest et al. (2005), the television audience is a more important element in 
measurement of sport demand than attendance. Moreover, Forrest et al. (2005) also emphasized 
that television demand can avoids several modeling issues, such as distinguishing between the 
preference for home success and the preference for outcome uncertainty, which can seriously 
undercut the conclusions drawn between match-level attendance and outcome uncertainty.  	  
 
4.2 Demand Modeling Method 
The main purpose of this study is to identify the determinants of NFL television demand 
and to estimate the demand for each group of viewers. Following Borland and MacDonald’s 
(2003) study, the conceptual framework of sport demand for professional sporting contests 
includes economic factors (e.g. ticket price, travel cost, income, population size in the potential 
market, etc.), consumer preferences (e.g. consumption habit, age of club, etc.), characteristics of 
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the sporting contests (e.g. uncertainty of outcome, team quality etc.), quality of viewing (e.g. 
stadium size, seating quality, timing of contest, etc.), and supply capacity. That means the sport 
demand (D) could be expressed as a function of those five factors (F): 
 
D = f (economic factors; consumer preference; characteristics of sporting contests; 
quality of viewing; supply capacity) 
 
Since this study is focused on television demand, supply capacity is not relevant to the 
setting. Moreover, some elements of quality of viewing are also not applicable in television 
demand, thus for quality of viewing, I only kept timing of contest in the conceptual framework. 
Thus, the basic sport demand model used in this study is a function solely of: economic factors, 
consumer preference, and characteristics of sporting contests.  
 
D = f (economic factors; consumer preference; timing of contest; characteristics of 
sporting contests) 
 
 
4.2.1 Ordinary Least Squares Method 
In the study of sport economics, Ordinary Least Squares (OLS) is one of the most widely 
utilized methods to estimate sport demand (e.g., Forrest et al., 2005; Krautman & Hadley, 2006; 
Tainsky et al., 2014) because of its reliability in exploring causal relationships. Therefore, OLS 
will be the primary method used to estimate NFL television demand. OLS regression is a linear 
regression estimation approach, and it is usually formulated as following way in econometrics 
(Stock & Watson, 2011, p. 189): 
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Yi = β0 +β1X1i +β2X2i +......+βkXki +µi  , i =1,2,...n     (1) 
 
where Y!is ith observation on the dependent variables; X!",X!",… ,X!" are the ith observation on 
each of the k regressors; and µμ!is the error term.  	   The main idea of OLS is to choose the fitted regression line that minimizes the sum of 
squared error from the data (Stock & Watson, 2011). To be more specific, when scholars are fit a 
linear regression model and estimate the parameters of each independent variable, they choose 
the line that minimizes the differences between the observed data and the predicted values. 	  
 There are four assumptions for regression (Stock & Watson, 2011, p198). In equation (1), 
“1. µμ!has conditional mean zero given X!",X!",… ,X!"; that is  
E µi | X1i,X2i,X3i,......,Xki( ) = 0 ;	  
2. i=1,…..n  are independently and identically distributed (i.i.d.) draws from their 
joint distribution;	  
3. Large outliers are unlikely:  and Yi have nonzero finite fourth moments;	  
4. There is no perfect multicollinearity. ”	  
 Commonly, there are three statistics measuring the fit of OLS estimation: the standard 
error of the regression (SER); the R-squared; and the adjusted R-squared (Stock & Watson, 
2011). Used to “measure the spread of the distribution of Y around the regression line”	  (Stock & 
Watson, 2011), SER estimates the standard deviation of the error term. R-squared (see equation 
2) means how many variances of Yi would be explained by the estimation model. Usually, in 
multiple regression, R-squared increases with the addition of more independent variables (Stock 
& Watson, 2011). However, sometimes the new variables actually may not be able to improve 
the fit of the model (i.e. increasing R-squared), therefore the adjusted R-squared (see equation 3, 
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which is also known as 𝑅! ) is developed as a modified version of R-squared that “does not 
necessarily increase when a new regressor is added”	  (Stock & Watson, 2011, p. 194).  
 
R2 = ESSTSS =1−
SSR
TSS                  (2)	  
and 	  
R2 =1− 1− nn− k −1
SSR
TSS    (3)	  
 
where SSR is the sum of squared residuals;  ESS is the explained sum of squares; and TSS is the 
total sum of squares. SSR = uˆi( )
2
i=1
n
∑ , ESS = Yˆi −Y( )i=1
n
∑
2
, and TSS = Yi −Y( )i=1
n
∑
2
.	  
Although OLS estimation is the primary regression method to predict sport demand, 
regression methods will also need to be adapted based on the characteristics of the data. Before 
running the OLS, normality diagnostics will be conducted. Normality distribution is one of the 
important assumptions of OLS estimation. Based on the results of normality tests, other 
regression methods will be considered. 	  
 
4.2.2 Generalize Linear Method 
In sport demand research, Generalized Linear Models (GLM) are also used to estimate 
sport demand. For example, Tainsky and McEvoy (2014) used Generalized Linear Mixed-Model 
to estimate the television demand for National Football League games (e.g., Tainsky & McEvoy, 
2014). Therefore, the Generalized Linear Models (GLM) were chosen to estimate sport demand 
in this study. 
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GLM, a more flexible regression approach, was first introduced by Nelder and 
Wedderburn (1972), It allows for a wider range of data with different types of dependent 
variables (Faraway, 2006). Compared with OLS, there are two major advantages of GLM. First 
of all, the dependent variable (Y) does not have to be transformed to normality; secondly, the 
model is fitted through maximum likelihood estimation (Agresti, 2007).   	  
 There are three main components in GLM: random component, systematic component 
and link function (Agresti, 2007). Random component “identifies the response variable Y and 
assumes a probability distribution for it”	  (Agresti, 2007, p. 66). Systematic component specifies 
the explanatory variables (e.g., X1, X2, etc.), which are combined as a linear formulation. The 
link function identifies the relationship between the expected value of Y (random component) 
and systematic component (Agresti, 2007, p. 66). 	  
 
4.3 Group Comparison Method 
Since this study focuses on two main demographic characteristics — age and gender	  — 
the second purpose is to examine the differences among consumer age groups, as well as gender 
groups. In other words, the second purpose is to test whether and what the impact of each 
determinant will show different patterns on each age group and gender group. Technically, in 
order to examine group differences, the series of hypotheses will be tested. Recalling the series 
of hypotheses in this study are : 
 H1a: Demand determinants will show significantly different patterns for female and 
male viewers.	  	  
H1b: Demand determinants will show significantly different patterns for different age 
groups. 
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H2a: Outcome uncertainty will have a significantly greater effect on male viewers than 
female viewers.  
 H2b: Outcome uncertainty will have a significantly greater effect on younger viewers 
than older viewers.  
 
In order to examine these two sets of hypotheses, based on demand estimation, the cross-
group comparison would also be carried out through the Wald Test. Recalling 𝛽!  is the 
coefficient of each determinant in demand estimation, in order to examine the first sets of 
hypothesis, the null hypothesis and alternative hypothesis of group comparison are 	  
H0 :βi = β j 	  
and   ; 
Ha :βi ≠ β j 	  
if the null hypothesis is rejected, then differences exist among comparisons. In this case, the first 
set of hypotheses is supported. In order to examine the second set of the hypotheses, the null 
hypothesis and alternative hypothesis of group comparison are 
  𝐻!:𝛽!"#$!%&  !"#$%&'("&) = 𝛽!"#$!%&  !"#$%&'("&)!  
     and ; 
  𝐻!:𝛽!"#$!%&  !"#$%&'("&) ≠ 𝛽!"#$!%&  !"#$%&'("&)!  
In this case, if the null hypothesis is rejected, that means the second set of hypotheses is 
supported. The Wald statistic value for this test is shown as following (Clogg, Petkova, & 
Haritou, 1995; Paternoster, Brame, Mazerolle, & Piquero, 1998, p. 862):  
Wald Chi− sq = βi −β j( )
2
SE βi( )
2
− SE β j( )
2 	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where i and j represent different consumer groups (e.g., female and male; young people and old 
people). Based on the Wald Chi-sq value, I compare this with critical value in Chi-sq (1), and 
then get the p-value. If the p-value is shown to be statistically significant, then the null 
hypothesis can be rejected, which indicates that there is a significant difference between 
consumer groups.  	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CHAPTER 5: GENDER COMPARISON IN SPORT DEMAND 
 
5.1 Data Description and Empirical Model   
5.1.2 Data Collection and Description 
The dependent variable in this study is television ratings. Relevant data, collected from 
all Nielsen Local People Meter markets (LPM), covers five NFL regular seasons (2005 -2009). 
The Nielsen LPM markets in this study includes Atlanta; Baltimore; Boston; Chicago; 
Cleveland; Washington, DC; Detroit; Dallas; Denver; Houston; Miami; Minneapolis; New York; 
Phoenix; Pittsburgh; Philadelphia; Seattle; San Francisco; St. Louis; and Tampa. Although it 
does not cover all NFL markets, this list includes most metropolitan markets in the league.  
Nielsen uses electronic and proprietary metering technology to measure ratings, which is 
one of Nielsen’s most valuable products (Nielsen.com). Nielsen ratings generated from both 
national and local people meters are used to represent (1) how many people are watching a 
program on TV, and (2) demographics about who is watching.	  
The concept of television ratings used in this study is defined as the percentage of the 
nation’s TV-owning population. For example, if the average game rating is 5 for adults aged 
from 18 to 49, then it means 5% of TV-owning adults aged 18 to 49 watched the game 
(SpottedRating.com)4. For the gender study, the dependent variables include the television 
ratings for the female adult television audience and television ratings for the male adult 
television audience (See Table 5.1). 	  
                                                4 Calculation: Rating = 100% * number of people/households watching ÷	  number of people/households who own TVs 
(SpottedRating.com)	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Table 5. 1 Description of Variables 
Variable Description 
Ratings Women Dependent variable; Nielsen television average ratings of women 
LogRatingsWomen Dependent variable; Natural logarithm of RatingsWomen 
Ratings Men Dependent variable; Nielsen television average ratings of men 
LogRatingsMen Dependent variable; Natural logarithm of RatingsMen 
Income Median Household Income in a specified market during the specified year  (data are in thousands of U.S dollars) 
TVPopulation Total population of viewership in specified market (data are in 1,000,000) 
LocalTeamTenure Local franchise tenure in market 
OpponentTeamTenure Local franchise’s opponent tenure in market 
HomeGame Indicator variable; 1- the home team is in the local market; 0- otherwise 
Weekend Indicator variable; 1- the game was played on Saturday or Sunday;  0 - otherwise 
MNF Indicator variable; 1- the game was played on Monday night;  0 - otherwise 
PrimeTime Indicator variable; 1 - game played between 8:00 and 11:00 PM;  0 -­‐	  otherwise 
September Indicator variable; 1 -­‐	  the football game was in September;  0 -­‐otherwise; baseline 
October Indicator variable; 1 -­‐	  the football game was in October; 0 -­‐	  otherwise; 
November Indicator variable; 1 -­‐	  the football game was in November; 0 -­‐	  otherwise; 
DecJan Indicator variable; 1 -­‐	  the football game was in December or January;  0 -­‐	  otherwise; 
YearTrend Indicator variable; 1- Year2005; 2 - Year2006; 3 - Year2007;  4 –	  Year2008; 5 -­‐	  Year2009; 
LocalTeamQuality Local franchise’s quality,  calculated via Tainsky and McEvoy’s (2012) equation5 
OpponentTeamQuality Local franchise’s opponent’s quality 
AbvSpread Absolute value of Las Vegas wagering line on specified game 
                                                
 
5Tainsky and McEvoy’s (2012) study used the equation to calculated the team quality and it will be 
discussed later:   TeamQualityi, j =
Win%i−1 × 16−GamesPlayedi, j( )+ Win%i, j ×GamesPlayedi, j( )
16
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5.1.2 Variable Description  
The empirical model used to analyze gender difference is based on the previous chapter’s 
discussion, which follows Borland and MacDonald’s (2003) framework.  
The independent variables and their descriptions are listed in Table 5.1. Income, one of 
the economic factors, represents the median household income for the specific Nielson market 
during the specified year. Based on previous study, income is expected to have a negative impact 
on sport broadcast demand. Another economic factor is TVPopulation, which represents the total 
population of television viewers in a specific market, and it is supposed to have a positive impact 
on demand.  
Consumer preference, as discussed in previous chapter, is mainly regarding team loyalty. 
In this study, following Borland and Macdonald’s (2003) study, team tenure and Home Game 
indicator are used to presented consumer preference. Local Team Tenure and Opponent Team 
Tenure are two components of team tenure. Team tenure is expected to have a positive effect on 
demand. HomeGame is dummy variable that indicates whether the game was played in the local 
market. In sport, it is assumed that fans want their teams to win, and this variable may capture 
the information that fans’ familiarity of their teams.  According to Tainsky’s (et al., 2014) study, 
this variable is expected to positively impact television viewers. 
Regarding quality of viewing, the factor that is examined in this study is mainly about 
time of the game. It is composed of six dummy variables and one trend variable. Weekend 
indicates whether the game was held on a weekend; MNF indicates whether the game was on a 
Monday night; PrimeTime indicates whether the game was held in prime time; and September, 
October, November, and DecJan are a set of dummy variables which indicate the month the 
game occurred. YearTrend is a trend variable which represents the year the game occurred.  
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Characteristics of the contest consist of team quality and the competitiveness of the game. 
OpponentTeamQuality and LocalTeamQuality are the two components of team quality.  This 
study follows Tainsky and McEvoy’s (2012) methodology, operationalizing team quality for the 
opponent and local teams a combination of lagged and current winning percentage of games j in 
year i, which : 	  
(1) 
 
The absolute value of the wagering line at the time of kickoff (AbvSpread) is used to 
represent game uncertainty, as it is the most common proxy in the previous literature (Buraimo 
& Simmons, 2009; Peel & Thomas, 1988; Tainsky, et al., 2014) and is reliable in forecasting 
game outcomes (Tainsky, et al., 2014). For consistency, this value is pulled from the website 
www.sport-insight.com. If AbvSpread is significant in the demand model, then the null 
hypothesis can be rejected, which means for NFL regular season games, local fans demand is 
related to the relative quality of teams. If the effect is not significant, it implies “a lack of 
consideration for GU among local fans”	  (Tainsky, et al., 2014, p.222).  
 
5.1.3 Empirical Model and Data Diagnostics 
The result of the White’s Test shows that there is a heteroskedasticity issue (See Table 
5.2).   
Table 5.2 Heteroskedasticity Test (White’s Test) for Gender Comparison 
Model Statistic DF Pr > ChiSq 
Men’s demand 349.6 62 <.0001 
Women’s demand 525.7 62 <.0001 
TeamQualityi, j =
Win%i−1 × 16−GamesPlayedi, j( )+ Win%i, j ×GamesPlayedi, j( )
16
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Therefore, the natural logarithm was used to transform the dependent variable. The new 
model is shown as    𝐿𝑜𝑔(𝑅𝑎𝑡𝑖𝑛𝑔𝑠)!"#$"%(!)= 𝛼! + 𝛽!(𝐼𝑛𝑐𝑜𝑚𝑒)!" + 𝛽!(𝑇𝑉𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛)!" + 𝛽!(𝑂𝑝𝑝𝑜𝑛𝑒𝑛𝑡𝑇𝑒𝑎𝑚𝑇𝑒𝑛𝑢𝑟𝑒)!"+ 𝛽!(𝐿𝑜𝑐𝑎𝑙𝑇𝑒𝑎𝑚𝑇𝑒𝑛𝑢𝑟𝑒)!" + 𝛽!(𝐻𝑜𝑚𝑒𝐺𝑎𝑚𝑒)!" + 𝛽!(𝑊𝑒𝑒𝑘𝑒𝑛𝑑)!"+ 𝛽!(𝑀𝑁𝐹)!" + 𝛽!(𝑃𝑟𝑖𝑚𝑒𝑇𝑖𝑚𝑒)!" + 𝛽!!!!(𝑀𝑜𝑛𝑡ℎ𝐷𝑢𝑚𝑚𝑦)!"+ 𝛽!"(𝑌𝑒𝑎𝑟𝑇𝑟𝑒𝑛𝑑)!" + 𝛽!"(𝑂𝑝𝑝𝑜𝑛𝑒𝑛𝑡𝑇𝑒𝑎𝑚𝑄𝑢𝑎𝑙𝑖𝑡𝑦)!"+ 𝛽!"(𝐿𝑜𝑐𝑎𝑙𝑇𝑒𝑎𝑚𝑄𝑢𝑎𝑙𝑖𝑡𝑦)!" + 𝛽!"(𝐴𝑏𝑣𝑆𝑝𝑟𝑒𝑎𝑑)!" + 𝜀!"#(!)	  
where n represents different gender groups (i.e., women and men), and i, j, and t denote local 
market, game, and season characteristics.  
Collinearity diagnostics were run on the complete model to select variables for inclusion 
in final models. Pearson Correlation Coefficients showed high correlations between Weekend 
and MNF (-0.79141) (See Appendix A). Using Pridham, Lytton, Chang, and Rutledge’s (1991) 
cutoff of .60, the remaining variables were included in the models. Variance Inflation Factors 
(VIF) were then used to advise the removal of Weekend from the models in order to correct for 
multicollinearity. 
 
5.2 Results  
Table 5.3 shows the summary statistics of the data. As discussed in the previous section, 
the normality test shows the data are not normally distributed, and the White Test shows there 
are heteroskedasticity issues in OLS. Therefore, Generalized Linear Models (GLM) was utilized 
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for the demand estimation. The cross-group comparisons were carried out through Wald-tests. 
The results are shown in Table 5.4 and Table 5.5 respectively.  
The distribution of NFL viewers by gender is depicted in Figure 5.1. From the Figure, it 
is obvious that the total number of male viewers is twice roughly that of female viewers. Figure 
5.2 provides an overall view of the gender distribution within the TV viewers from 
theatlantic.com. From the figure, for all these sports listed in the figure male viewers occupied 
around 70% of total viewers. Results from this study are consistent with those of industry reports 
for American major sports (Figure5.2) that male viewers dominate the TV audience. 
 
 
 
 
 63 
Table 5.3. Summary Statistics for All Variables 
Variable Mean Minimum Maximum Std Dev 
Ratings Women 9.8263538 0.2 36.6 5.7139657 
LogRatingsWomen 2.1026325 -1.6094379 3.6000482 0.6439302 
Ratings Men 19.6182692 1.0 46.98 8.0617029 
LogRatingsMen 2.8765211 0.01252 3.8474991 0.4832047 
Income 61.0442022 44.061 85.824 9.6338673 
TVPopulation 2972.03 1102.08 7433.82 1872.68 
LocalTeamAge 53.4900722 5 88 21.0403941 
OpponentTeamAge 46.6814079 3 90 23.2839302 
HomeGame 0.4909747 0 1 0.5001443 
Weekend 0.8962094 0 1 0.3051264 
MNF 0.0694946 0 1 0.2544081 
PrimeTime 0.1732852 0 1 0.3786646 
September 0.1967509 0 1 0.3977219 
October 0.2427798 0 1 0.4289567 
November 0.2554152 0 1 0.4362912 
DecJan 0.3050542 0 1 0.4606383 
YearTrend 3.4530686 1 5 1.347003 
LocalTeamQuality 0.4969119 0 1 0.1851838 
OpponentTeamQuality 0.5012922 0 1 0.1845786 
AbvSpread 6.0961191 0 24 3.9974036 
 
(N=1108) 
 
 
 
 64 
	  	  	  	  	  	  	  	  
Figure 5.1 Distribution of NFL Viewership by Gender 
 
 
 
 
 
 
 
 
 
 
Figure 5.2 The Distribution of Major Sports TV Viewers by Gender (Thompson, 2014)6 
                                                
6 Summarized from www.theatlantic.com. From 
http://www.theatlantic.com/business/archive/2014/02/which-sports-have-the-whitest-richest-oldest-
fans/283626/) 
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5.2.1 Male Viewership 
Male viewership results are presented in columns 2 and 3 of Table 5.4. Eight of the 
fourteen variables that estimated male television demand had statistically significant findings.  
Household Income had a negative impact on male viewership, which is consistent with 
previous studies that focused on sport broadcast demand. When household income increased by 
$1,000, male television ratings were decreased by 0.8%.  TVPopulation, which represents the 
market size, also had a small, but negative impact on male viewership. Every additional one 
million increase of population only caused 0.01% decrease in ratings.  
As expected, both opponent and local team tenure had a positive effect on male 
television demand, with local team tenure having a lager impact than opponent team tenure. For 
every additional year in opponent team’s tenure (i.e., how many years the franchise has been in 
the city), male ratings increased 0.12%; while every additional year of history for the local team 
increased male viewership by 0.75%. HomeGame had a positive effect on male ratings. Ratings 
were increased by 5.3% for home games. Male viewership was 20.8% lower for PrimeTime 
games than non-primetime games.  
Only one variable of timing of contest showed significant impact on men’s demand, 
which is PrimeTime. Prime Time broadcasting negatively affected the ratings, which indicates 
that the male ratings in primetime were 20% less than non-primetime games.  
OpponentTeamQuality and LocalTeamQuality, were positively related to male television 
demand.  Every one unit increase of opponent team quality increased ratings by 17.4%. Ratings 
were increased by 120% when the local team quality was doubled.  
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Monday night game (MNF), month dummy variables (i.e., October, November, and 
DecJan), year trend indicator (YearTrend) and the absolute value of spread (AbvSpread) were 
not statistically significant in the estimation.  
Overall, the model explains 51.52% of the total variance in ratings. 
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Table 5.4  Model Results for Different Genders Demand 
 
Variable 
Male Female 
Estimate SE Estimate SE 
Intercept 2.666404134*** 0.0918 1.628488592*** 0.1202 
Income -0.008354067*** 0.0011 -0.007006058*** 0.0014 
TVPopulation -0.000142614*** 0.0000 -0.000202587*** 0.0000 
OpponentTeamTenure  0.001232726*** 0.0004 0.001444036** 0.0006 
LocalTeamTenure  0.007462209*** 0.0005 0.007212391*** 0.0007 
HomeGame 0.052654055** 0.0204 0.083800381*** 0.0267 
MNF -0.032483224 0.0479 -0.077021845 0.0627 
PrimeTime -0.207736077*** 0.0331 -0.177782535*** 0.0433 
October 0.012509936 0.0310 0.039421724 0.0405 
November 0.035580334 0.0307 0.053022023 0.0402 
DecJan 0.033461874 0.0296 0.080116244** 0.0388 
YearTrend -0.00270516 0.0079 0.020483912** 0.0104 
OpponentTeamQuality 0.174187029*** 0.0562 0.181853787** 0.0736 
LocalTeamQuality 1.203422099*** 0.0569 1.676513957*** 0.0744 
AbvSpread 0.000219168 0.0026 0.000526078 0.0034 
R-sq 0.515179  0.532639  
Standard errors in parentheses  * p < 0.1, ** p < 0.05, *** p < 0.01 
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5.2.2 Female Viewership 
The results of female television ratings are shown in Table 4, column 4 and 5. The same 
eight variables relevant to the men’s ratings outcomes were significant in the estimation of 
female viewership. In addition, one dummy month variable (December and January) and the year 
trend variable were statistically significant.  
Household income negatively impacted women’s television viewership, which is same as 
its impact on men’s television ratings. When household income increased by $1,000, female 
ratings decreased by 0.70%. Market size also showed a negative relationship to female 
viewership, which decreased 0.02% when the population increased by one additional million 
residents.  
The effects of both opponent and local team tenure were similar to their effects on men’s 
viewership. Both of the coefficients are positive in effect. Every one-year increase in opponent 
team tenure increased ratings by 0.14%. Every one additional year of local team tenure increased 
ratings by 0.72%. Female ratings increased by 8.4% for home games. Moreover, women’s 
viewership decreased by 17.8% when the game was played in prime time.  
In contrast to male ratings, there were two more variables significant in women’s ratings. 
Compared to September’s rating (the baseline), female viewership was 8% higher in December 
and January. The year trend coefficient showed that women’s ratings increased 2% every year. 
The most influential factor affecting female viewership was team quality. A unit change 
in local team quality increased ratings 167.7%, and a unit change in opponent team quality 
increased ratings 18.2%. Again, the Monday Night Football variable and absolute value of the 
spread still did not play a significant role for female sport viewership.  
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All told, the explained variance for women’s broadcast demand was 53%, which was 
slightly higher than the previous model of men’s viewership.  
 
5.2.3 Cross Gender Comparison 
The Wald Test was used to test the gender difference hypotheses.  As discussed above, 
the null hypotheses for gender comparison are: 
H1a: Demand determinants will show significantly different patterns for female and 
male viewers. 
H2a: Outcome Uncertainty has a significant greater effect on male viewers than 
female viewers.  
The results of Wald Test are shown in Table 5.5. Only two of the fourteen variables 
showed significant differences when comparing female and male viewers: TVPopulation and 
LocalTeamQuality. Market size  (TVPopulation) has a greater effect on women’s viewership 
than on men’s. Likewise, LocalTeamQuality more strongly impacts whether women will watch a 
game. Moreover, YearTrend showed marginal difference in impact of year on broadcast demand. 
Regarding male versus female viewers, its impact is greater on female viewers than male 
viewers. Also, although there is no monthly dummy variable showed significant difference 
across female and male viewers, in the demand estimations, there is a monthly dummy variable-
DecJan showed significant impact on female viewers but not male viewers. Thus, the first 
hypothesis was partially supported. That is, some of demand determinants show significantly 
difference between female and male television viewers.  
Regarding competitiveness, the results did not support the second hypothesis. Recalling 
the second hypothesis:  the effect of outcome uncertainty will be significantly greater for male 
 
 
 70 
viewers. The findings suggested that there is no significant difference between women and men 
when pre-game spread is used to represent outcome uncertainty (p=0.94).  
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Table 5.5 Cross Gender Group Comparison 
 
Variable	   Men vs. Women	  
 Value	   Pr.>F	  
Intercept	   47.08589989***	   0.0000	  
Income	   0.585245343	   0.4443	  
TVPopulation	   37.32566426***	   0.0000	  
OpponentTeamTenure 	   0.082929762	   0.7734	  
LocalTeamTenure 	   0.079949583	   0.7774	  
HomeGame	   0.859322639	   0.3539	  
MNF	   0.319007875	   0.5722	  
PrimeTime	   0.301467833	   0.5830	  
October	   0.278155499	   0.5979	  
November	   0.119106918	   0.7300	  
DecJan	   0.913269178	   0.3392	  
YearTrend	   3.167468832*	   0.0751	  
OpponentTeamQuality	   0.006852067	   0.9340	  
LocalTeamQuality	   25.5092609***	   0.0000	  
AbvSpread	   0.005220195	   0.9424	  
Standard errors in parentheses  * p < 0.1, ** p < 0.05, *** p < 0.01 
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5.3 Discussion 
5.3.1 Demand Estimations 
 Overview. Following and extending Tainsky et al.’s (2014) past research, this study 
estimated television audience demand, segmented by gender. This study developed the model 
that followed Borland & Macdonald’s (2003) study and examined those determinants in 
broadcast demand.  
Based on the literature review, TVPopulation, Team Age (Opponent and Local), Team 
Quality (Opponent and Local), and outcome uncertainty (i.e., AbvSpread), were expected to be 
positive in both male and female television viewers’ demand estimations, while Income was 
expected to be negative.	  	   As Figure 5.1 shows, the number of male viewers is twice the number of female viewers; 
this is the same as what has been found among major professional sports’ television viewers (see 
Figure 5.2). As discussed in previous studies, sport is considered as a man-dominant activity. 
While there are a great number of female sport television viewers, previous studies also reported 
that men are more likely self-identify as regular consumers of televised sports, especially for 
professional baseball, professional basketball, and other men’s professional sports (Messner, 
Dunbar, & Hunt, 2000). Moreover, Figure 5.3 shows that the proportion of female viewers 
increased year by year from 2005 to 2007, which provides evidence for the discussion that more 
and more women watch sports in most recent years. 
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Figure 5.3 The Trend of Female TV Viewers’ proportion from 2005-2009 
 
 Looking at the results of estimations, it is interesting that the model better explains 
variance in female television viewership.  Two more variables were found to be statistically 
significant in the women’s model. This result indicates that female viewers’ demand is more 
likely to be predicted through traditionally-employed sport demand determinants. Simply put, 
one conclusion of this study is that male viewership is slightly more difficult to predict than 
female viewership.  
 More variance can be explained through new variables that were not addressed in our 
traditional demand determinants. Therefore, another conclusion is that male television viewers’ 
demand can be explained by new-to-the-field psychological variables that assess men’s unique 
characteristics. For example, James and Ridinger (2002) conducted a study on gender 
differences of sport consumption motivation through examining the Motivation Scale for Sport 
Consumption (MSSC), and the results indicated that, overall, men rated each motive higher than 
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women. This result indicated that male consumption behavior may be greatly impacted by 
motivation factors. 
 As to the specific predictors, most of the traditional sport demand determinants were 
significant for both genders. The directions of effects for Income, Population, Team Age 
(LocalTeamTenure and OpponentTeamTenure), Home Game, Prime Time and Team Quality (for 
both local team and visiting team) were mostly consistent with the extant television demand 
research. This study therefore confirms that demand of television viewership for each gender 
could be explained through analysis of traditional demand determinants.  
Market Size. Interestingly, market size is negatively related to both female and male 
television viewers. This result does not support our original assumption and is on the opposite of 
the results from previous studies (e.g., Jennet, 1984; Coates & Humphreys, 2007). Studies that 
focused on stadium attendance supported that the market size positively related to the stadium 
attendance number, which represents sport demand. To be more specific, in the estimations of 
women and men’s demand, if other determinants are the same, then ratings are higher in a small 
market than in a larger market.  
Market size is considered to be a positive determinant of sport attendance, however, the 
dependent variable in this study is a percentage of a market rather than a total number of in-
stadium attendance, and this peculiar dependent variable may suggest other interpretation. The 
negative coefficient suggests that sport programming is more important to individuals in smaller 
cities. It may be that larger cities may have relatively lower viewership ratings across genders 
because people in larger cities have more/other things to do during game time. Viewed as a form 
of leisure that is consumed at home and in a sedentary fashion, watching television may be less 
popular for people in larger cities who may have more/other alternative leisure activities. On the 
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other hand, people in smaller cities are more likely to stay at home to watch televised NFL 
games.  
Besides population size, cities are defined by the degree to which they play a significant 
role in the region’s economic development and serve as a cultural center. Given the volume of 
entertainment activities available in urban settings, sporting events are competing for the 
market’s attention. That is more entertainment activities that substitute for sport games in a 
bigger city. This might explain the inverse relationship between a city’s television viewership 
and population size. That might be the reason smaller amount of people in a larger city are 
watching sport games (i.e., NFL games). The corollary to that theory is that viewership rates are 
higher in smaller cities because there are fewer alternative entertainment activities. Clearly, this 
topic requires further study.  
Prime Time Broadcasts. The ratings for both female and male local broadcast demand 
decreased in Prime Time, by 17.8% and 20.8% respectively. It is supposed to have more 
television viewers in prime time since viewers watched TV for a longer time during prime time 
(Nielsen, 2013). The league places premium games in prime time slots so games with national 
appeal can be broadcast unopposed by local programming. In this case, it is likely that the 
national rating will be increased. However, in the short-run, that might cause a fewer local 
viewers.  
Further, diminished broadcast viewership during Prime Time might also be because 
viewers are less available or have alternate entertainment choices during Prime Time. Some 
Prime time games take place on weeknights, which means viewer access may be impinged by 
work and family obligations. Likewise, it may be that there are more entertainment opportunities 
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that conflict with an evening game compared to a weekend afternoon game. According to the 
results, men may be more likely to do other activities during Prime Time.  
Temporal Trends. Temporal variables played significant roles solely for female viewers. 
Specifically, female viewership increased 2% for each year during the 2005 to 2009 seasons. 
Although many previous studies have demonstrated that more men than women watch football, 
baseball and basketball (Guttmann, 1986), this study reveals that there are more women joining 
the sport viewership audience. Figure 5.3 also shows that more and more women watching NFL 
from 2005 to 2009. The trend of increased female sport consumption (in viewership and product 
purchasing) is relatively new and therefore warrants further study.  
As for the impact of the month indicator, compared with female viewership in 
September, women’s viewership increased 8% in December/January. It is important to note that 
solely female viewers showed a change in their interest in games as the season progressed. 
Perhaps this is due to increased interest as playoffs near. Weather could also influence the 
demand. Since most of the markets included in this study experience temperatures that are less 
conducive to outdoor recreation activities as the football season progresses, it is possible that 
women have fewer recreation activities as substitutes during the game time. Moreover, it is 
possible that for women watch games as a way to join family holiday activities during the winter 
holidays. Even if this is only partially responsible for the November and December /January 
effect, previous investigation of weather in modeling of sport viewership is need to be studied. 
Because weather condition is related to the substitutes of sport broadcast consumption, such as 
other outdoor entertainment options and other recreational pursuits.  
Outcome Uncertainty. Similar to previous studies that focused on estimating television 
demand (e.g., Tainsky et al., 2014), viewership for each gender was not associated with the ex-
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ante measure of outcome uncertainty. This study’s results support that the expectation of game 
uncertainty does not impact female and male broadcast viewership.  
However, some previous television viewership studies showed a negative impact by 
game uncertainty, as measured through other, not ex-ante matrices (Tainsky & McEvoy, 2012; 
Tainsky et al., 2014). As those studies suggested, fans seemed to be more interested in a close 
finish than a close game (Tainsky et al., 2014). In this study, we only examined ex-ante measures 
of game uncertainty and did not examine the impact of game uncertainty across the broadcasts’ 
duration. This result leaves room for support of Rottenberg’s Uncertainty-of-Outcome 
Hypothesis. Clearly, the field should undertake future research to discuss the impact of ex-ante 
and within-broadcast outcome uncertainty.  
 
5.3.2 Cross-Gender Comparison  
General trend.  The total amount of male viewers watching NFL regular season games is 
more than female viewers. Generally, it is true that females and males have different media 
consumption interests. For example, PewResearchCenter published a research regarding the 
differences of news following between men and women (Table 5.6). The research found that 
men were more interested in sport related news (i.e., Super Bowl in Table 5.6), while women 
were more interested in health and safety issues. Moreover, according previous studies on 
television use, men and women also different motivations. Especially, women were found that 
they are more social- oriented or relationship oriented when they watching TV. (e.g, Nathanson, 
Perse, & Ferquson, 1997). That finding suggested that women were more likely to switch 
channels based on other person’s choice. That might cause fewer women watching sports on TV 
or interested in sports new.  
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Table 5.6 Stories of Greater Interest to Women and Men (pewresearch.org) 
  Followed  
  "Very Closely" 
  Women Men News Story  % % Tornadoes in South, Midwest (March) 40 25 
Kidnapped boys in Missouri (Jan) 30 16 
Floods in Midwest (Aug) 32 20 
Missing pregnant women in Ohio (June) 29 18 
Trapped Utah coal miners (Aug 36 26 
Drug-resistant staph infection (Oct) 31 21 
Contaminated pet food (May) 33 23 
Recall of toys made in China (Nov) 37 28 
 
  Followed  
  "Very Closely" 
  Women Men News Story  % % Super Bowl (Feb) 20 33 
US/Iran tensions (Feb) 27 40 
Venezuela referendum (Dec) 10 22 
Iran arms to Iraqi insurgents (Feb) 22 34 
Michael Vick pleads guilty (Aug) 20 32 
Instability in Pakistan (Nov) 14 25 
Condition of US economy (Aug) 23 33 
Supreme Court ruling on schools (June) 18 28 
Issue of immigration (Oct) 18 28 
(All stories from 2007) 	  
Recalling the results, the findings of comparison partially supported the first hypothesis. 
There are only two of the fourteen parameters- local cities’ television population and local team 
quality showed differences by gender.  The demand estimations show that males’ ratings were 
decreased around 0.01% when the population increased one million. Female viewers’ ratings 
were decreased around 0.02% for every additional million individuals in the TV market. This 
negative impact is higher on women than men. If taking the explanation in the previous 
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discussion (that sport programming is relatively more important to individuals in smaller cities), 
it is possible that women in larger cities have more/other alternative activities during game time. 
In other words, in larger cities, comparing with male viewers, fewer female viewers watch NFL 
games on TV. 
Team Quality. Local team quality had a greater effect for female viewers than male. To 
be more specific, women’s viewership increased by 167.7% and men’s ratings increased by 
120% for one additional unit of local team quality (calculated through an equation that included 
historical and current winning percentages). The difference of impact by the variable local team 
quality could be understood as a reflection of long-term perceived team success. Previous studies 
in sport economics showed that people are more likely to watch games with higher perceived 
team quality (Paul & Weinbach, 2007; Owen & Weatherston, 2004), with more interest in the 
home team’s quality (Buraimo & Simmons, 2009). In this study, the results from demand 
estimation suggest that local team quality positively impacts female and male viewers’ demand; 
but male fans are less impacted by local team quality.  
 This result differs with Tainsky and colleagues’ (2013) study, which found that there is 
no significant difference between male and female television viewers on average BCS ranking of 
two teams. However, this study separated local team quality and opponent team quality to 
examine their impacts on demand and effects across gender. The finding of less impact on male 
viewership is very interesting since it goes against some thinkings that men would be more 
interested in team quality factors. One explanation is that female fans are more sensitive to team 
success while male fans may be more interested in other factors. Women may also have lower 
interest in sport consumption, so only watch the “good games.” Men may be more inclined to 
watch out of loyalty and due to interest in the nuances of player and team skill, regardless of 
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outcome. Another explanation for this finding might be the expression of team quality. In this 
study the expression of team quality balanced team’s performance in last season and in this 
season. It is possible that man are more concern about a team’s long-term performance rather 
than a relative short-term, since they may have more knowledge of their teams.   
 This finding also leaves room for future study of to the different impacts of team quality 
and game quality, as well as the specific impacts on female and male viewers.  For example, it is 
possible to develop a measurement of team quality and game quality, and then examine the 
impact of these variables on female and male viewers.  
 Year Trend. Another notable finding is that the impact of YearTrend is marginally 
different between female and male viewers. YearTrend played a significant positive role in 
women’s television demand, but was not significant in men’s demand. From the comparison 
results, there are increases in female television viewership each year, while the male viewership 
stays steady. Increased numbers of female viewers indicates more women are starting to follow 
sports. This result is also consistent with the current demographic trend of more female 
consumers in the market. As the popularity of sports increases and the population of women also 
increases, women watch sports not only for maintaining relationship harmony, but also because 
they identify themselves as sport fans (Tainsky et al., 2013).  
Game Uncertainty. There is no statistically significant difference on the impact of game 
uncertainty between male and female viewers. This result is consistent with prior studies 
(Tainsky et al, 2014). Considering the results of demand estimation models for females and 
males, it was found outcome uncertainty does not play a significant role in either gender’s 
viewership. That would mean for NFL regular season from 2005 to 2009, outcome uncertainty 
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impacts both men and women’s consumption in a similar way. Using ex-ante measurement of 
outcome uncertainty could be an explanation of this result and leaves room for future research.  
 
5.4 Conclusions 
 This chapter explored the determinants of sport demand and compared the effect sizes 
across gender groups. The model results showed that most traditional sport demand determinants 
(e.g., Borland & Macdonald, 2003) play significant roles for both male and female broadcast 
viewers. Regarding gender difference, the first hypothesis was partially supported. There are 
more similarities than differences have been found in the predictors of male and female 
viewership. There are three variables show difference across gender, which are TVPopulation, 
YearTrend, and Local Team Quality. The effect of outcome uncertainty does not show difference 
in gender comparisons, which means the second hypothesis was not supported.  
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CHAPTER 6: SPORT DEMAND AS MEDIATED BY AGE 
 
6.1 Age Groups of Broadcast Demand 
There are different methods to divide age groups in various fields (such as social 
work/psychology). It is necessary to frame age group before conducting the demand study of age 
groups. For age groups, although there is no unified definition of older people, the World Health 
Organization (WHO) used “50 years of age and older as the general definition of an older 
person” (WHO, 2015). In this study, following the SBRnet report’s categories, I combine the 50-
64 and 65+ groups as older adults in one (50+) group, and people aged 18 and above are defined 
as adults in another (18+) group. The other age group contains spectators under 18 and is called 
the young (18-) group.  
 
6.2 Data Description and Empirical Model 
6.2.1 Data Collection and Description 
The data used for age group comparison was also collected from all Nielsen People Meter 
(LPM) markets that include twenty-one American cities: Atlanta, Baltimore, Boston, Chicago, 
Cleveland, Washington, DC, Detroit, Dallas, Denver, Houston, Miami, Minneapolis, New York, 
Phoenix, Pittsburgh, Philadelphia, Seattle, San Francisco, St. Louis, and Tampa; and the data 
contains five NFL regular seasons’ (2005 - 2009) television ratings.  
As discussed in the previous chapter, the empirical models for sport demand follow 
Borland and Macdonald’s (2003) framework. Table 6.1 delineates the age comparison variables. 
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Table 6.1 Variable Description 
Variable Description 
Ratings 2 to 17 Dependent variable; Nielsen television average ratings of people aged 2 -17  
LogRatings2to17 Dependent variable; Natural logarithm of Ratings2to17 
Ratings 18 plus Dependent variable; Nielsen television ratings average ratings of people aged 18+ 
LogRatings18Plus Dependent variable; Natural logarithm of Ratings18Plus 
Ratings 50 plus Dependent variable; Nielsen television ratings average ratings of people aged 50+ 
LogRatings50Plus Dependent variable; Natural logarithm of Ratings50plus 
Income Median Household Income in a specified market during the 
specified year (data are in thousands of U.S dollars) 
TVPopulation Total population of viewership in specified market (data are 
in 1,000,000) 
LocalTeamTenure Local franchise tenure in market in years 
OpponentTeamTenure Local franchise’s opponent tenure in market in years 
HomeGame Indicator variable; 1- the home team is in the local market; 0- 
otherwise 
Weekend Indicator variable; 1- the game was played on Saturday or 
Sunday; 0 - otherwise 
MNF Indicator variable; 1- the game was played on Monday night; 
0 - otherwise 
PrimeTime Indicator variable; 1 - game played between 8:00 and 11:00 
PM; 0 - otherwise 
September Indicator variable; 1 - the football game was in September; 0 -
otherwise; baseline 
October Indicator variable; 1 - the football game was in October; 0 - 
otherwise; 
November Indicator variable; 1 - the football game was in November; 0 - 
otherwise; 
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Table 6.1 Variable Description (Cont.) 
Variable Description 
DecJan Indicator variable; 1 - the football game was in December or 
January; 0 - otherwise; 
YearTrend Indicator variable; 1- Year2005; 2 - Year2006; 3 - Year2007; 
4 – Year2008; 5 - Year2009; 
LocalTeamQuality Local franchise’s quality, calculated via Tainsky and 
McEvoy’s (2012) equation7 
OpponentTeamQuality Local franchise’s opponent’s quality 
AbvSpread Absolute value of Las Vegas wagering line on specified game 
 
 
6.2.2 Empirical Models and Diagnostics  
The empirical models for age groups difference is shown as: 	    𝐿𝑜𝑔(𝑅𝑎𝑡𝑖𝑛𝑔𝑠)!"#(!)= 𝛼! + 𝛽!(𝐼𝑛𝑐𝑜𝑚𝑒)!" + 𝛽!(𝑇𝑉𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛)!" + 𝛽!(𝑂𝑝𝑝𝑜𝑛𝑒𝑛𝑡𝑇𝑒𝑎𝑚𝑇𝑒𝑛𝑢𝑟𝑒)!"+ 𝛽!(𝐿𝑜𝑐𝑎𝑙𝑇𝑒𝑎𝑚𝑇𝑒𝑛𝑢𝑟𝑒)!" + 𝛽!(𝐻𝑜𝑚𝑒𝐺𝑎𝑚𝑒)!" + 𝛽!(𝑊𝑒𝑒𝑘𝑒𝑛𝑑)!"+ 𝛽!(𝑀𝑁𝐹)!" + 𝛽!(𝑃𝑟𝑖𝑚𝑒𝑇𝑖𝑚𝑒)!" + 𝛽!!!!(𝑀𝑜𝑛𝑡ℎ𝐷𝑢𝑚𝑚𝑦)!"+ 𝛽!"(𝑌𝑒𝑎𝑟𝑇𝑟𝑒𝑛𝑑)!" + 𝛽!"(𝑂𝑝𝑝𝑜𝑛𝑒𝑛𝑡𝑇𝑒𝑎𝑚𝑄𝑢𝑎𝑙𝑖𝑡𝑦)!"+ 𝛽!"(𝐿𝑜𝑐𝑎𝑙𝑇𝑒𝑎𝑚𝑄𝑢𝑎𝑙𝑖𝑡𝑦)!" + 𝛽!"(𝐴𝑏𝑣𝑆𝑝𝑟𝑒𝑎𝑑)!" + 𝜀!"#(!)	  
where k represents three different age groups (i.e., 2 to 17, 18+, and 50+), and i, j, and t represent 
local market, game, and season characteristics.  
The impacts of variables on the television ratings as mediated by viewer age are similar 
as their impacts on viewership as mediated by gender. As discussed before, Income and 
                                                
7 Tainsky and McEvoy’s (2012) study used the equation to calculated the team quality: 
 TeamQualityi, j =
Win%i−1 × 16−GamesPlayedi, j( )+ Win%i, j ×GamesPlayedi, j( )
16
 
 
 85 
TVPopulation are two economic factors. Income represents the median household income for the 
specific Nielsen market during the specified year. Income is expected to have a negative impact 
on broadcast demand. TVPopulation represents the total population of television viewers in a 
specific market, and based on the discussion in literature review, it has positive impact on the 
television demand. Consumer preference factors include Team Tenure and HomeGame. 
LocalTeamTenure and OpponentTeam Tenure are the two components of team age, which 
capture the period that the team in local market. Team Tenure is expected to have positive 
impacts on television demand. HomeGame is the dummy variable that indicates whether the 
game was played in the local market. Quality of viewing in this study is about timing of the 
game, which comprises six dummy variables and one trend variable. Weekend indicates whether 
the game was held on a weekend; MNF indicates whether the game was on a Monday night; 
PrimeTime indicates whether the game was held in prime time; and September, October, 
November, and DecJan are a set of dummy variables that indicate the month the game occurred; 
and YearTrend represents the year the game occurred. 
 Characteristics of the contest consist of team quality and competitiveness of the game. 
OpponentTeamQuality and LocalTeamQuality are the two components of team qualities, which 
are calculated through the equation (1) used in Tainsky and McEvoy’s (2012) study. Team 
quality is expected to have a positive impact on the television demand. The absolute value of the 
wagering line at the time of kickoff (AbvSpread) is used to represent game uncertainty. A smaller 
value of AbvSpread implies a more competitive game. UOH suggests that people would like to 
watch a more uncertain game. Thus, according to UOH, if AbvSpread decreased, the demand 
will be increased. When mediated by viewer age, TVPopulation, Team Tenure, HomeGame and 
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Team Quality are expected to have a positive impact on broadcast demand, while Income and 
AbvSpread are expected to have a negative impact.  
Following the same procedure as the gender comparison study, Pearson Correlation test 
and collinearity diagnostics were run on the whole data to select the variables for inclusion in 
final models. Pearson Correlation Coefficients showed high correlations between Weekend and 
MNF (i.e., Monday Night Football Games) (0.80010) and Weekend and PrimeTime (-0.61984). 
Pridham, Lytton, Chang, and Rutledge (1991) suggested a cutoff point is 0.6, and in this case, 
Weekend is the potential variable that is suggested to remove from the model. Variance Inflation 
Factors (VIF) were then used to advise the removal of Weekend from the models in order to 
correct for multicollinearity. 
 
6.3 Results 
Summary statistics for the 1108 observations are shown in Table 6.2 and the distribution 
of NFL viewers by age are depicted in Figure 6.2.  
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Table 6.2 Summary Statistics for All Age Groups 
Variable Mean Minimum Maximum Std Dev 
Ratings 2 to 17 4.8745487 0.1 19.6 2.9077044 
LogRatings2to17 1.3916646 -2.3025851 2.9755296 0.6672471 
Ratings 18 plus 29.6166245 1 81.1 13.6712396 
LogRatings18Plus 3.2672088 0 4.395683 0.5270532 
Ratings 50 plus 17.4049819 0.1 43.1 7.9787923 
LogRatings50Plus 2.7311218 -2.3025851 3.763523 0.5540724 
Income 61.0442022 44.061 85.824 9.6338673 
TVPopulation 2972.03 1102.08 7433.82 1872.68 
LocalTeamTenure 53.4900722 5 88 21.0403941 
OpponentTeamTenure 46.6814079 3 90 23.2839302 
HomeGame 0.4909747 0 1 0.5001443 
Weekend 0.8962094 0 1 0.3051264 
MNF 0.0694946 0 1 0.2544081 
PrimeTime 0.1732852 0 1 0.3786646 
September 0.1967509 0 1 0.3977219 
October 0.2427798 0 1 0.4289567 
November 0.2554152 0 1 0.4362912 
DecJan 0.3050542 0 1 0.4606383 
YearTrend 3.4530686 1 5 1.347003 
LocalTeamQuality 0.4969119 0 1 0.1851838 
OpponentTeamQuality 0.5012922 0 1 0.1845786 
AbvSpread 6.0961191 0 24 3.9974036 
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Figure 6.1 Distribution of viewership cross age groups 
 
As with the gender comparison study, the data in the age study are not normally 
distributed, therefore Generalized Linear Models (GLM) were utilized for demand estimations 
and the natural log of ratings was used as the dependent variable. Cross-group comparisons were 
carried out through Wald tests.  The results are shown in Table 6.3 and Table 6.4, respectively.  
 
6.3.1 Youth Viewership 
Youth viewership results are presented in columns 2 and 3 of Table 6.3. Eight of the 
variables introduced into the model were significant in estimating youth ratings.  
Regarding the impact of economic factors, the impact of Household Income was 
negatively associated to television viewership, which keeps consistent with previous studies on 
sports broadcast viewership (Tainsky et al., 2014). Ratings decreased by around 1% when 
household income increased $1,000. Market size also had a negative impact on youth 
viewership, but with a slightly smaller effect. For every million additional individuals in the TV 
market, ratings are predicted to decrease by 0.02%.  
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Considering the impacts of consumer preference variables, the number of year since the 
team was in that market was positively related to youth broadcast demand. For every additional 
year in the opponent team’s tenure, ratings are predicted to increase by 0.16%. Every additional 
year the local team was in its market increased youth viewership by 0.92%. For home games, 
television ratings of youth were increased by approximately 8.2%.  
Prime time games had a lower ratings comparing with non-prime time games. When all 
other variables kept same, prime time game ratings for youth were lower by 27%. None of 
monthly dummy variables showed significant impact on youth broadcast demand. YearTrend 
variable had a significant impact (p=0.04), and the result indicates that youth ratings have 
increased 2% in each year.  
The variables which represent the quality of the competing teams were both positively 
associated with youth viewership. Ratings increased by 162% when local team quality has 1 unit 
increased, and 29% when the opponent team quality 1 unit increased. Moreover, statistically 
significant effect was not found for AbsSpread.  
In all, the model explains 45.64% of total variance in youth ratings.  
 
6.3.2 Adult Viewership 
The second age group is focusing on all individuals who were 18 years old and above 
(here called 18Plus group), and the demand estimation results for all adults over age 18 are listed 
in column 4 and 5 of Table 6.3.  
The same eight variables as in the youth demand model were significant in this 
estimation, and another marginally significant variable (i.e., the variable indicating whether the 
game was played in December and January) is found in 18Plus group’s demand model. 
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Household income and market size were negatively related to adult ratings. The coefficient of 
household income indicates the ratings were decreased 0.7% when household income increased 
$1,000.  
The directions of Team Tenure and HomeGame are same as the directions in youth 
ratings model. Specifically, every one additional year that local team in the market will increase 
around 0.7% ratings, and around 0.1% increase for each additional one year increase in opponent 
team’s tenure. The 18Plus group’s television ratings increased around 6.2% for home games.   
Regarding timing of game, all adults’ television ratings decreased by 20.4% when the 
game was played in prime time. Only one month indicator variable showed marginal statistical 
significance. Comparing September to December and January, games ratings increased by 6% 
for the latter.  
The most influential factor was team quality. A unit change in local team quality 
increased ratings 135.3% while that of the opponent caused a 17.6% increase. Once again, MNF 
(Monday Night Football games) and the absolute value of spread did not play a significant role 
in broadcast viewership.  
All told, the explained variance for the18Plus group was 53.84%, around eight percent 
higher than the previous model for youth, which indicates that adults broadcast viewership is 
more predictable than youth viewership.  
 
6.3.3 Older Adult Viewership 
The estimation of older adult viewers who aged 50 and above (here call 50Plus group) 
and above is shown in columns 6 and 7 of Table 6.3. Different than the previous groups’ demand 
estimations, ten of those determinants showed statistically significant impact on this group’s 
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broadcast demand, and two of the temporal factors (i.e., MNF and October) had marginally 
significant impact on 50Plus group’s demand.  
The directions of the coefficients were similar to the previous two models. Two economic 
factors – household income and market size – were negatively related to 50Plus group’s demand. 
Team tenure (both local team and opponent team) showed a positive impact on ratings. 
Specifically, one year increased of local team tenure caused 0.1% decrease of ratings, and one 
year increase in opponent team tenure caused 0.5% decrease of ratings. Ratings of home games 
were 7% higher than ratings of none home games. The impact of prime time was also negative in 
50Plus group’s demand estimation. Again, the most influential factor in this group’s demand 
estimation was team quality. Similarly, AbsSpread still did not play a significant role for the 
50Plus group. 
In contrast to the other groups, however, the month indicator variables, which indicate 
the timing within the playing season, were significant in 50Plus group’s demand estimation. The 
direction and magnitude of the coefficients suggest that ratings increase among these viewers 
over the course of the season. Compared to ratings in September, viewership was 6.15% higher 
in October (p=0.09), 9.3% higher in November (p=0.01) and 13.0% higher in December/January 
(p=0.0002). The impact of Monday Night Football variable was negative, but only marginally 
significant. There is no evidence to support that there was a year trend in this group’s demand.  
The model explained around 48.81% of the total variance in the 50Plus age group, which 
is higher than the youth group, but lower than for all adults (18Plus group).
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Table 6.3 Model results for each group demand 
Variable 
Age2-17 Age18Plus Age50Plus 
Estimate SE Estimate SE Estimate SE 
Intercept 0.981720451*** 0.1342 2.906432537*** 0.0978 2.335954182*** 0.1084 
Income  -0.010395472*** 0.0016 -0.007012624*** 0.0011 -0.004660401*** 0.0013 
TV Population -0.000174828*** 0.0000 -0.000164231*** 0.0000 -0.000172031*** 0.0000 
OpponentTeamAge 0.00161415** 0.0007 0.001304582*** 0.0005 0.000957929** 0.0005 
LocalTeamAge 0.009153537*** 0.0008 0.007148729*** 0.0006 0.006369728*** 0.0006 
HomeGame 0.081820195*** 0.0298 0.061536209*** 0.0217 0.069294279*** 0.0241 
MNF 0.031688069 0.0700 -0.063673901 0.0510 -0.108959392* 0.0565 
PrimeTime -0.27035871*** 0.0484 -0.203743803*** 0.0353 -0.26451826** 0.0391 
October -0.069676485 0.0453 0.020004339 0.0330 0.061545718* 0.0366 
November 0.033624357 0.0448 0.044249982 0.0327 0.092713547** 0.0362 
DecJan 0.001219923 0.0433 0.05968301* 0.0316 0.129647348*** 0.0350 
YearTrend 0.022404462* 0.0116 0.012308263 0.0084 0.005378947 0.0093 
OpponentTeamQuality 0.290109599*** 0.0822 0.176232808*** 0.0599 0.152662518** 0.0664 
LocalTeamQuality 1.622348347*** 0.0831 1.352970181*** 0.0606 1.287995585*** 0.0671 
AbvSpread -0.00267421 0.0038 0.000912437 0.0027 0.001809033 0.003 
R-Sq 0.456362  0.538381  0.488102   
Standard errors in parentheses  * p < 0.1, ** p < 0.05, *** p < 0.01	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6.3.4 Cross-Age Group Comparison  
Based on the demand estimation for each age group, two pairs of comparisons were 
conducted. The null hypotheses for age group comparisons as: 1) 𝛽!  !"  !" = 𝛽!"  !"#$; and 2) 𝛽!  !"  !" = 𝛽!"  !"#$. Wald Test results of these comparisons are shown in Table 6.4. 28 pairs of 
comparisons were conducted in total. Overall, three out of fourteen variables consistently 
showed significant difference across age groups, namely Income, LocalTeamTenure and 
LocalTeamQuality. 
The differences between the youth and all adults groups are shown in columns 2 and 3. 
Two pairs of fourteen variables showed significant difference between youth and all adults (i.e., 
18Plus) groups – LocalTeamTenure and LocalTeamQuality. Specifically, the impact of 
LocalTeamTenure and LocalTeamQuality were higher in youth ratings than in all adults’ ratings. 
For one additional year of local team tenure, the youth ratings would increase 2% more than 
18Plus group. Income showed marginal significance in comparison. Similarly, for one unit 
increase of local team quality, youth ratings would increase 27% more than for the18Plus group.  
 The difference between the youth and older adults groups are shown in columns 4 and 5. 
Five pairs variables showed difference between youth and older adults groups. Besides Income, 
LocalTeamAge, and LocalTeamQuality, two temporal variables, namely October and DecJan, 
showed significant difference. The ratings of older adults were higher in October, and December 
and January than youth ratings. Contrary to expectation, the LocalTeamTenure effect was greater 
for youth (9%) than older adults (6%). This is also true for LocalTeamQuality. For every one unit 
increase of LocalTeamQuality, youth ratings increased 33% more than for the older group.  
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 The results supported that there are difference among age groups, however, the results do 
not support a significant difference in viewing behavior among age groups as relates to expected 
outcome uncertainty as indicated by the pre-game spread. 
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Table 6.4 Cross Age Group Comparisons 
Variable Age 2-17 vs. Age 18 Plus Age 2-17 vs. Age 50 Plus Value Pr.>F Value Pr.>F 
Intercept 134.3328 0 61.6027 0 
Income 3.0577* 0.0804 8.141*** 0.0043 
TV Population 0.9676 0.3253 0.0624 0.8027 
OpponentTeamTenure 0.1477 0.7008 0.6146 0.433 
LocalTeamTenure 4.2717** 0.0388 7.6294*** 0.0057 
HomeGame 0.3024 0.5824 0.1068 0.7438 
MNF 1.2133 0.2707 2.4448 0.1179 
PrimeTime 1.237 0.266 0.0088 0.9252 
October 2.5626 0.1094 5.0823** 0.0242 
November 0.0367 0.8481 1.0506 0.3054 
DecJan 1.1898 0.2754 5.3183** 0.0211 
YearTrend 0.4981 0.4803 1.3122 0.252 
OpponentTeamQuality 1.2542 0.2628 1.6924 0.1933 
LocalTeamQuality 6.8614*** 0.0088 9.7918*** 0.0018 
AbvSpread 0.5915 0.4419 0.856 0.3548 
Standard errors in parentheses  * p < 0.1, ** p < 0.05, *** p < 0.01	  
 
 
 
6.4 Discussion 
6.4.1 Demand Estimations 
Overview. This study shows that television audience demand, when segmented by age, 
can be estimated via the determinants employed in previous studies (Borland & MacDonald, 
2003). The explained variance suggested that demand of all adults (18 plus group) and older 
adults (50 plus group) could be explained more completely through those determinants than 
youth television demand. Also, almost all variables showed statistically significant in the older 
adults demand estimation, but fewer determinants affect the youth broadcast demand 
significantly. One potential reason is in this study adults encompass a large majority of the 
viewing population (Figure 6.1). They are closely represented by the extant research which did 
not segment the audience. Meanwhile, this result also indicates that the youth television demand 
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is simply more difficult to predict than the adult television demand. As discussed in hypothesis 
development section, different parental motivations will result in different child interests and 
behaviors. The youth television demand may be more complicated and it is possible there are other 
factors that vary unique to the youth audience, such as developmental factors (e.g., preferring to play 
rather than watch a sport, cognitive ability to understand the game and season context), will 
significantly raise the accuracy of demand estimation models.  
As to the specific predictors, most of the traditional sport demand determinants were 
significant for all three age groups. Across all age groups, the direction of effects for Income, 
Team Tenure, Home Game and Team Quality were consistent with the established research. 
Thus, it is confirmed that broadcast demand for different age groups could be explained by 
traditional demand determinants. However, market size had a negative impact on all three age 
groups’ demand, as well as the effect of Prime Time. Interestingly, game uncertainty also did not 
show any significant impact on each age group’s broadcast demand.  
Market Size. It is notable that the market size variable was negative related to the all 
those groups’ demand. This result is same as the result in gender groups’ demand estimations. As 
discussed before, generally, this results may be caused by the use of television viewing rates as 
the dependent variable. In this situation, the equal ratings could be higher in a small market than 
in a relative larger market.  
The negative coefficient of television population implies that sports programming is 
relatively more important to individuals of all ages in smaller cities. One potential reason is more 
related to alternative activities during the game time based on market sizes. It is possible that 
during NFL regular season, there are more alternative entertainment activities in larger markets. 
Also, in relatively smaller markets, watching sport games at home may be more important for 
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individuals. Whether there is a larger quantity of entertainment options available in larger 
markets also needs future exploration.  
Timing of Contest. The results of this study show that all else equal Prime Time games 
are expected to experience 20% to 27% lower ratings depending on the age of the viewers. This 
result also is similar as the findings in gender groups’ demand estimations. Prime time games are 
supposed to have a positive impact on the demand as league places the premium games in prime 
time. One explanation of this result is the limitation of dataset. There might be more people 
would like to watch those games in bars or other public venue rather than at homes, and those 
television ratings are not included in this study.  
Several temporal variables played a significant role in 50Plus age group, but not in the 
other two groups. Compared to demand in September, ratings of older adults were increasing in 
later—season games, which is consistent with recent findings for all audience (Buraimo, 2008; 
Forrest & Simmons, 2002; Forrest, Simmons, & Buraimo, 2005). While there are certainly a 
number of plausible explanations for a rise in older adult viewership as the season progresses, 
one possible reason there are other substitutes of NFL games in late season and it is possible that 
younger viewers are more attached by those substitutes. For example, college bowl games in 
December and January might decrease the demand for NFL games (Paul & Weinbach, 2007). 
Month-based dummy variable contained the information of weather condition, thus another 
explanation is the weather condition. Many markets included in this study experience the 
weather condition that less confortable to do other outdoor activities, especially in late season 
(i.e., from November through January). It is possible that the weather reduces the desirability of 
alternate activities more for older adults than youth.  
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Outcome Uncertainty. Viewership for each of the three groups was not associated with 
the ex-ante measure of outcome uncertainty (AbvSpread). This finding is similar as the finding in 
gender comparison study, and also similar to previous studies, which focused on the estimation 
of television ratings (e.g., Tainsky et al., 2014; Tainsky et al., 2014). This finding bolsters past 
conclusions about outcome uncertainty, which expected game uncertainty does not impact 
viewership even when broken down by age. In this study, I did not use the dynamic panel of 
ratings across the duration of the broadcast. This still leaves room for support of Rottenberg’s 
Uncertianty of Outcome Hypothesis, as modified for the television ratings by Tainsky and 
colleagues (2014) that fans want a close finish more than a close game.  
 
6.4.2 Cross-Age Comparison 
Recalling the first hypothesis: Demand determinants will show significantly different 
patterns for different age groups. This hypothesis is partially supported since the cross-age 
group comparisons show differences, but not all of them are shown in the expected directions.  
Income. One notable finding is that the impact of household income varies across age 
groups. While income played a negative role in the television ratings for all three audiences, 
group comparisons showed that income had a stronger negative impact for youth broadcast 
viewers. Also, combining with the findings in the demand estimation, it shows that as age 
increases, Income has a smaller negative impact on the demand, which means in lower-income 
markets less young people watch NFL regular season games. As Salaga and Tainsky (2014) 
suggested that this result may confirm Robinson and Godbey’s (1997) argument that the lower 
income individuals spend their spare time on family activities. Following this argument, the 
reason of why youth in lower income market are less likely to watch sport games at home is that 
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in lower-income markets young people may have more alternative activities during game time. 
However, this also needs to explore in future study. On the other hand, this also suggests that the 
ripest markets for development of new television fans are not just lower-income markets, but 
youth in those markets.  
Team Tenure. Demand estimations show that the impact of local team tenure on youth is 
around 0.9%, while the values for the adult and 50-plus groups are 0.7% and 0.6% respectively. 
That the value is higher among youth is counterintuitive. As discussed in the hypothesis 
development, it was assumed that older people have better knowledge and more experience 
(loyalty) with their team. Thus older people are more loyal toward their team, and in this case, 
older people’s demand is more stable. For youth viewers, it is possible that they use more 
resources to learn about their team, narrowing the knowledge gap on team history, records, star 
players and the like. Perhaps younger viewers are more like to follow a team with a longer, 
richer history. Then, in this case, youth are more impacted by team tenure. This result should be 
further queried using different media, including survey and qualitative inquiry to explain the 
effect.  
Team Quality. The effect of local team quality was larger for youth than all adults 
(18Plus) and older adults (50Plus). If an individual accrues more years of association with his 
(or her) particular team, then loyalty becomes more indifferent to team performance. The flipside 
of this is that basking in reflected glory (BIRG) may be more critical to young fans than adult 
consumer. BIRGing was first discussed by Cialdini, Borden, Thorne, Walker, Freeman, and 
Sloan (1976), who presented the importance of social identity theory in sport management. 
BIRG represents the phenomenon that fans feel when they share in the glory of their team’s 
success, feeding their positive feelings toward the team (Cialdini et al., 1976). As many of the 
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studies on sports fan BIRGing were conducted using student samples (e.g., Cialdini et al., 1976; 
Dalakas, Madrigal, & Anderson, 2004; Walliams, Heiser, & Chinn, 2011), much of what is 
known about BIRGing are extrapolations of groups close to the age of this study’s youth group 
segment. It is therefore unsurprising that youth’s interest in game consumption is more 
dependent on the team’s success than older groups.  
 
6.5 Conclusions 
 This chapter explores the determinants of sport demand and compares the effect sizes 
across age groups. The model results show that most traditional sport demand determinants (e.g., 
Borland & Macdonald, 2003) play significant roles for youth and adults. Few differences were 
evident from the cross-age group comparisons. Indeed, there are more similarities than 
differences in the predictors of youth and adult viewership. The exceptions were related to 
income, local team age and local team quality, although not always in the anticipated direction.  
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CHAPTER7 CONCLUSIONS AND FUTURE WORK 
 
7.1 Conclusion and Discussion  
This study reviewed the current thinking and evidence regarding the economic concepts 
of sport demand—theoretically and empirically. First of all, this study adapted the conceptual 
framework of television demand for professional sports based on Borland and MacDonald’s 
(2003) study, which contains four main factors— Economic Factors, Consumer Preference, 
Characteristics of Sporting Contest, and Timing of Contest. Chapter 5 fitted the telecast demand 
models for male and female NFL regular season viewers, and examined the differences between 
male and female fans’ demand. Following this, chapter 6 examined the television demand 
determinants for youth, all adults and older adults’ viewers. Also, chapter 6 tested the differences 
between youth and all adults, and youth and older adults.  
 
7.1.1 Television Demand Determinants  
Most of the traditionally employed sport demand determinants showed significant impact 
on television viewers, and from the results, the primary factors in estimating each demographic 
group’s demand are related to economic factors, consumer preference, and characteristics of 
sporting contest. Timing of contests are related more closely to older and female viewer’s 
consumption behaviors.  
Economic Factors (both income level and market size) have a negative impact on telecast 
demand. It reveals that in lower-income markets and relatively smaller cities there are more 
television viewers of NFL regular seasons. Although one possible reason is because the 
dependent variable in this study is television ratings, in which the denominator already accounts 
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for population, another possible reason could be geographically-based. Quite simply, an 
increased supply of other activities may create a competing demand during game time in a larger 
city.  
Consumer preferences (i.e., team tenure and homegame) positively effect on television 
viewers, which is consistent with previous studies. However, timing of contest only showed an 
impact on older adults and female fans viewership, except Prime Time games. The effect of 
Prime Time broadcasting is negative, which is the opposite of Tainsky’s (2010) study. Usually, 
the league schedules premium games in Prime Time slots, which they hope will attract a larger 
audience in national wide. However, the current results reveals that this policy may decrease 
local viewers. Generally, the monthly dummy variables only impacted older adults’ viewers, 
which showed additional older adults watching games later in the season, and more female fans 
watching games in later years in the data set.  
One element of characteristics of sporting contest showed significant positive impact on 
television demand – team quality (both home team quality and opponent team quality), which is 
same as the finding in previous studies. However, another elements— outcome uncertainty— did 
not show a significant effect on telecast demand. This study only focused on game uncertainty, 
and used ex-ante measurement. Game uncertainty does not show a significant impact on demand 
across all cohorts. Although this result is similar with previous findings (Tainsky & McEvoy, 
2012; Tainsky et al., 2014) that the ex-ante game uncertainty did not significantly impact 
television viewership opens avenues for future study regarding UOH on its own and across 
demographic groups. Past studies have used dynamic regression models to estimate broadcast 
demand, examining the demand model at the start of the game, within game, and at the end of 
the game (Tainsky, et al, 2013; Paul & Weinbach, 2007). This study expanded on that model and 
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demonstrates the importance of modeling that allows for delineation of UOH across 
demographic groups at different points-in-time during the game. 
 
7.1.2 Cross-Group Comparisons	  
Besides demand estimations, the second stage of this study was the exploration of how 
television demand determinants worked differently between male and female viewers and among 
the three age groups. The results revealed that there are more similarities than differences 
between female and male viewers; younger people and older people. Thus the first set of 
hypothesis was partially supported, indicating that several determinants showed different impacts 
on female and male broadcast demand. In gender comparison, the only differences were found 
related to economic factors and characteristic of sporting contest. The Wald Tests indicated that 
only TVPopulation and LocalTeamQuality differ significantly across male and female viewers.  
TVPopulation has a greater negative impact on female viewers. This suggested a strategy 
for developing new fans. In relatively smaller market women can be considered as a large market 
to grow the fan base. LocalTeamQuality was found having a greater positive impact on female 
telecast demand. This finding goes against common thinking that men would be more interested 
in team quality factors. One explanation is that female fans are more sensitive to team success 
while male fans may be more interested in other factors. Also, as Tainsky, et al. (2014) found 
that there were more female viewers watching pre-game programs as a means to collect the most 
current information in proving their fandom, it may be that signs of recent team success play into 
the consumption decision.  
Regarding the age group comparison, differences were related to economic factors, 
consumer preference and characteristic of sporting contest. Income, LocalTeamTenure, and 
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LocalTeamQuality showed differences across two pairs of comparison models (i.e., youth vs. all 
adults, and youth vs. older adults). Higher household income markets were associated with fewer 
youth television viewers. This result suggests a strategy for developing new fans. In higher 
income level markets, young people should be considered as a potential market to be captured. 
The impact of local team tenure is larger in youth television demand (0.9%) than the impact on 
all adults demand (0.7%) and older adults demand (0.8%). It is possible that young people use 
more resources to learn about their team, narrowing the knowledge gap on team history, records 
and star players. The impact of LocalTeamQuality is larger for youth group. The flipside of this 
is that basking in reflected glory (BIRG) may be more critical to young fans than adults in the 
consumption decision. 
Recalling the second set of hypotheses are about UOH, viewership for each group was 
not associated with the ex-ante measure of outcome uncertainty, and also there is no difference in 
gender and age comparisons. This result is similar to previous studies which focused on the 
estimation of television ratings. Actually, this leaves room for support of Rottenberg’s UOH as 
modified for the television medium. As Tainsky (2014) study pointed out “fans want a close 
finish may be more accurate than close game in describing fan interest as it relates to the UOH” 
(p222).  
 
7.2 Contribution and Implications 
 First of all, this study adapted an economic framework for television sport demand 
estimation and examined the determinants delineated by age and gender groups. Although 
previous studies in sport economics developed models to estimate sport demand that included 
stadium spectators and television viewers, few studies used segmented demand models that 
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accounted for demographics. The findings confirmed that most determinants contribute to the 
understanding of sport broadcast demand patterns across different demographic groups. This 
framework is therefore a successful operationalization of modeling and concepts that will 
provide evidence for future economics studies that can further clarify demographic differences.  
The second purpose was to examine the differences across female and male viewers, as 
well as age groups. The findings of this study provided an in-depth view on how differences in 
determinants impact each group’s demand, which will improve the understanding of various 
cohorts’ sports consumption patterns. This study found that there are more similarities than 
differences in gender comparison and age group comparison. From a theoretical viewpoint, as 
discussed in previous study (Tainsky, et al, 2014), demographic groups comparison also 
contribute to the study of sport fans’ social identity. Applying this statement, then this study’s 
results allow for extrapolation of sport fan identity traits across gender and age groups, and 
generalizing from television to stadium viewership. 
Thirdly, the Uncertainty of Outcome Hypothesis was not supported. This study only 
focused on game uncertainty and used the ex-ante measurement of game uncertainty. The 
findings are the same as in past study that focusing on gender difference of television demand 
(Tainsky, et al., 2014). Television viewership for each group was not associated with the ex-ante 
measure of game uncertainty. This leaves room for support Rottenberg’s (1956) UOH as 
modified for the television medium. Tainsky et al. (2014) found that another measure of game 
uncertainty score difference showed significant negative impacts on half-time ratings and final 
ratings, which supported the UOH. As they discussed, in terms of sport broadcast demand,“fans 
want a close finish may be more accurate than close game in describing fan interest as it relates 
to the UOH”(p202). Because of the various findings, using various measures of outcome 
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uncertainty could improve the understanding of UOH. It is recommended that future studies 
explore game uncertainty in broadcast demand across different demographic groups. 
Moreover, from an empirical viewpoint, understanding viewership behaviors of different 
demographic groups will also provide evidence to sports sponsors about spectators’ consumption 
patterns. Data about sports audience consumption patterns allows advertisers to optimize their 
budgets and maximize profits through efficient advertisements directed at their target markets. 
Specifically, Market size (TVPopulation) had a negative impact on each gender’s demand. 
Therefore, companies who advertise during sport games may want to be strategic in their 
spending, perhaps investing more dollars in smaller cities. The data show that women in larger 
cities are less likely than their counterparts in relative smaller cities to watch sport games, which 
suggests that the ripest markets for development of new television fans are not just smaller 
markets, but female fans in those markets. Also, the trends of more and more female television 
viewers in markets suggests that it is possible that advertisements of feminine products also 
could be broadcast during game time. Moreover, Household income played a negative role in the 
television ratings for all three age groups’ audiences, and group comparisons showed that income 
had a stronger negative impact for youth broadcast viewers. It is also suggests that the ripest 
markets for development of new television fans are not just lower-income markets, but youth in 
those markets.  
A significant late season effect was found in female and older adult local broadcast 
demand estimation. That this effect was not found in other demographic groups’ demand, 
estimations suggests that women and older adults are more likely to watch NFL regular games in 
December and January than in other months. This finding also provides a market trend that can 
inform marketing strategies. Moreover, there is an interesting finding regarding temporal 
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variable – Prime Time showed a negative impact on each demographic group’s telecast demand. 
It implies that the league put the premium games in prime time, and viewers in national market 
may be increased, but it decreased the local television viewers. To some extent, in order to attract 
more people, the prime time related policy could be adjusted.  
 
7.3 Limitations and Suggestions 
As with all research projects, this study has some limitations, most of which are related to 
the data source. One limitation is this dataset does not include Internet viewership and television 
viewership outside of the home, such as viewers in sport bars. Also, the data do not account for 
the phenomenon of viewers following sport stars and sport programming through social media, 
such as Instagram, Twitter, and Facebook. Also, more and more people started to watch sports 
through live streaming apps and websites, such as SlingTV, PlayStation Vue, and Yahoo. 
Internet and social media sport fans’ demographic characteristics may differ from television 
viewers. For example, older people may be more likely to watch TV rather than using computer 
and Internet (Teo, 2001). As television increasingly yields to new media, it is unclear if the 
findings of this research can be extrapolated to other media. Therefore, the future study could 
explore the study to Internet and social media medium.  	  
This study was only focusing on local markets’ demand. Some previous studies have 
focused on the demand of out-of-market games (e.g., Tainsky & McEvoy, 2012; Tainsky, Xu, 
Mills & Salaga, 2015), which is also important to the league to understand it markets. Thus, 
future studies could examine the different demographic groups’ demand and differences across 
demographic groups for out-of-market games. Also, as discussed previously, only the static 
average of viewership is considered in this dataset, dynamic data may yet uncover differences 
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between spectators of different ages with respect to the uncertainty of outcome hypothesis 
(UOH). In order to understand the UOH, following previous study, different measurements of 
game uncertainty could be examined through dynamic demand models for various demographic 
groups.	  
Thirdly, because of the data structure, this study’s cross-section effects could not be 
examined. For example, this study could not evaluate how gender and age interface together in 
mediating the effects of outcome uncertainty. It would be meaningful to know how these 
variables affect each other. In this study, since each observation is based on a single game, the 
dependent variable is average television ratings for each game in one specific market. The data 
cannot be specified to study each person’s trends in viewership. It is therefore difficult to 
examine the cross section effect of gender and age. From a marketing perspective, it is also 
interesting to found the cross-section effect for professional sports, especially for diverse 
demographic groups. 	  
Finally, there is also a methodological limitation. Because of the data limitation and 
econometric methods, other consumption characteristics among the groups were not examined. 
Variables such as motivation and environmental influences sometimes are hard to express and 
examine through econometric modeling. Thus, such types of variables would be developed in 
future study, which allows us to scale development research to more fully evaluate sport 
consumption characteristics of different demographic groups. 
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7.4 Future Research 
In order to better understand demographics differences of sport demand, other important 
questions still need to be explored.  In future, this research could be extended in the following 
ways:	  
(1) Developing and improving the sport demand model for demographic groups. 
Current demand models were developed to estimate different age groups’ and gender 
groups’ demand. Based on the conceptual framework, future research could examine whether 
this framework can forecast other demographic groups (e.g. geographic regions, income levels). 
Moreover, the addition of other variables to the econometric models would strengthen the rigor 
and utility of the models. As discussed, some other variables (such as motivation) are maybe 
very unique for certain demographic groups’ viewers. The findings of the demand estimation 
model tell us that these models explain solely a portion of the total variance, meaning there is 
room for further model development. 
(2) Extending the research setting into other professional sports and other medium. 
In future research, the demographic differences should be extended into other viewership 
and sports settings such as basketball, baseball, and even women’s basketball. Moreover, besides 
the NFL regular season, this research also could be extended into other countries’ professional 
sports. For example, in China, soccer is the most popular sport. Developing an economic 
framework for Chinese soccer fans and examining the difference within demographic groups 
would have meaning for Chinese sport marketization. As discussed before, people watch sports 
not only through watching TV at home, but also by watching online live streams or social media. 
This un-researched sport audience is a huge market for sport demand in future, and also 
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difference characteristics of these markets are necessary to explored. So that will provide a more 
in-depth understanding of professional sport demand.  
(3) Developing more measurements for Outcome Uncertainty and using dynamic 
modeling. 
This study use ex-ante measurement of game uncertainty and examined the impact of the 
UOH. For the cohorts studied, outcome uncertainty was not a significant variable in predicting 
demand estimation and comparison. Outcome uncertainty includes three types and in future 
studies. In order to rich the understanding of UOH, three types of outcome uncertainty could be 
examined in different demographic groups’ demand.  
Moreover, as discussed, this study only used static data and estimated average ratings as 
sport demand. Future studies would benefit from the use of dynamic modeling to examine the 
UOH. For example, Tainsky and colleagues’ study (2014) examined the difference between 
female and male fans’ television demand at three different time-points during a game. They 
found different patterns and trends in three intervals (start of game, halftime game, and end of 
game). For other group comparisons, future research should also examine dynamic demand and 
related differences among demographic groups.  Thus, for various demographic segmentations, 
using different measures of game uncertainty within the game duration could provide a more in-
depth understanding of the UOH.  
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Appendix A Pearson Correlation Coefficients of All Variables 
Table A.1  
Pearson Correlation Coefficients, N = 1108     
Prob > |r| under H0: Rho=0       
  MNF PrimeTime OpponentTeamAge LocalTeamAge 
MNF 1 0.54065 0.03531 0.01608   <.0001 0.2403 0.5929 
PrimeTime 0.54065 1 0.08844 0.08389   <.0001 0.0032 0.0052 
OpponentTeamAge 0.03531 0.08844 1 0.1183   0.2403 0.0032 <.0001 
LocalTeamAge 0.01608 0.08389 0.1183 1   0.5929 0.0052 <.0001 
HomeGame -0.01281 0.01304 0.04983 0.0027 
  0.67 0.6647 0.0974 0.9286 
LocalTeamQuality 0.06979 0.16923 0.06386 0.12914 
  0.0202 <.0001 0.0335 <.0001 
OpponentTeamQuality 0.04431 0.16957 0.07259 0.01403 
  0.1405 <.0001 0.0157 0.6408 
AbsSpread -0.00391 -0.02355 -0.00575 -0.04262 
  0.8966 0.4336 0.8485 0.1563 
Weekend -0.79141 -0.59476 -0.04153 -0.0333 
  <.0001 <.0001 0.1671 0.2681 
September 0.02545 -0.00466 0.01926 0.03543 
  0.3975 0.877 0.5219 0.2387 
October 0.02737 -0.05347 -0.01314 -0.0142 
  0.3628 0.0752 0.6621 0.6369 
November -0.04612 0.01619 -0.00763 -0.00666 
  0.125 0.5904 0.7997 0.8247 
DecJan -0.00377 0.03848 0.00284 -0.01106 
  0.9002 0.2006 0.9248 0.7131 
year2005 0.00431 -0.00369 -0.04397 0.14528 
  0.8861 0.9025 0.1435 <.0001 
year2006 0.02837 0.00556 -0.03896 0.12393 
  0.3455 0.8533 0.195 <.0001 
year2007 -0.03083 0.01915 0.04407 0.01415 
  0.3053 0.5243 0.1426 0.6379 
year2008 -0.00487 -0.01569 -0.00598 -0.09135 
  0.8714 0.6018 0.8424 0.0023 
year2009 0.00542 -0.00328 0.02969 -0.12481 
  0.8571 0.9131 0.3235 <.0001 
YearTrend -0.00761 -0.00706 0.04919 -0.21518 
  0.8003 0.8143 0.1017 <.0001 
TVPopulation 0.00322 0.04645 -0.02546 0.35538 0.9147 0.1223 0.3971 <.0001 
Income 0.00101 0.0058 -0.0062 0.14124 0.9733 0.8471 0.8367 <.0001 
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Table A.1 (cont.) 
Pearson Correlation Coefficients, N = 1108     
Prob > |r| under H0: Rho=0       
  HomeGame LocalTeamQuality OpponentTeamQuality AbsSpread 
MNF -0.01281 0.06979 0.04431 -0.00391 
  0.67 0.0202 0.1405 0.8966 
PrimeTime 0.01304 0.16923 0.16957 -0.02355 
  0.6647 <.0001 <.0001 0.4336 
OpponentTeamAge 0.04983 0.06386 0.07259 -0.00575 
  0.0974 0.0335 0.0157 0.8485 
LocalTeamAge 0.0027 0.12914 0.01403 -0.04262 
  0.9286 <.0001 0.6408 0.1563 
HomeGame 
1 
0.02026 0.00872 -0.03605 
  0.5006 0.7719 0.2305 
LocalTeamQuality 0.02026 
1 
0.0117 -0.07555 
  0.5006 0.6973 0.0119 
OpponentTeamQuality 0.00872 0.0117 
1 
-0.03416 
  0.7719 0.6973 0.2559 
AbsSpread -0.03605 -0.07555 -0.03416 
1 
  0.2305 0.0119 0.2559 
Weekend -0.0091 -0.0645 -0.06809 -0.01366 
  0.7621 0.0318 0.0234 0.6496 
September -0.00015 0.01043 -0.0355 -0.08804 
  0.9961 0.7289 0.2377 0.0034 
October 0.01233 -0.00432 -0.00766 0.00192 
  0.6819 0.8859 0.799 0.9491 
November 0.01678 0.02163 0.02996 0.00093 
  0.5768 0.4719 0.3191 0.9753 
DecJan -0.02725 -0.02547 0.00941 0.07335 
  0.3648 0.397 0.7543 0.0146 
year2005 -0.00504 -0.03848 0.00009 -0.03433 
  0.8668 0.2006 0.9975 0.2535 
year2006 0.00283 -0.02682 -0.00565 -0.0228 
  0.925 0.3725 0.851 0.4484 
year2007 -0.00293 0.00998 0.01014 0.02353 
  0.9225 0.7399 0.736 0.4339 
year2008 0.01055 0.02807 -0.01465 -0.0628 
  0.7258 0.3505 0.6262 0.0366 
year2009 -0.00638 0.01272 0.00982 0.08223 
  0.832 0.6725 0.744 0.0062 
YearTrend 0.00071 0.04292 0.00336 0.05733 
  0.9811 0.1534 0.911 0.0564 
TVPopulation 
0.00018 0.13052 0.02842 -0.0886 
0.9953 <.0001 0.3446 0.0032 
Income 
-0.00651 -0.03164 -0.00524 -0.00352 
0.8285 0.2927 0.8617 0.9069 
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Table A.1 (cont.) 
Pearson Correlation Coefficients, N = 1108     
Prob > |r| under H0: Rho=0       
  Weekend September October November 
MNF -0.79141 0.02545 0.02737 -0.04612 
  <.0001 0.3975 0.3628 0.125 
PrimeTime -0.59476 -0.00466 -0.05347 0.01619 
  <.0001 0.877 0.0752 0.5904 
OpponentTeamAge -0.04153 0.01926 -0.01314 -0.00763 
  0.1671 0.5219 0.6621 0.7997 
LocalTeamAge -0.0333 0.03543 -0.0142 -0.00666 
  0.2681 0.2387 0.6369 0.8247 
HomeGame -0.0091 -0.00015 0.01233 0.01678 
  0.7621 0.9961 0.6819 0.5768 
LocalTeamQuality -0.0645 0.01043 -0.00432 0.02163 
  0.0318 0.7289 0.8859 0.4719 
OpponentTeamQuality -0.06809 -0.0355 -0.00766 0.02996 
  0.0234 0.2377 0.799 0.3191 
AbsSpread -0.01366 -0.08804 0.00192 0.00093 
  0.6496 0.0034 0.9491 0.9753 
Weekend 1 -0.00278 0.04776 -0.05176   0.9263 0.1121 0.0851 
September -0.00278 
1 
-0.28024 -0.28987 
  0.9263 <.0001 <.0001 
October 0.04776 -0.28024 1 -0.33164   0.1121 <.0001 <.0001 
November -0.05176 -0.28987 -0.33164 1   0.0851 <.0001 <.0001 
DecJan 0.00695 -0.3279 -0.37515 -0.38804 
  0.8173 <.0001 <.0001 <.0001 
year2005 0.01755 -0.01006 0.00598 -0.00441 
  0.5594 0.738 0.8425 0.8835 
year2006 0.00048 -0.02018 0.0333 -0.01389 
  0.9871 0.5021 0.268 0.6441 
year2007 0.02646 0.00159 -0.00138 -0.02586 
  0.379 0.9579 0.9634 0.3897 
year2008 -0.01855 0.01833 -0.01674 0.06164 
  0.5373 0.5423 0.5778 0.0402 
year2009 -0.0175 0.00422 -0.01361 -0.02276 
  0.5605 0.8884 0.651 0.4492 
YearTrend -0.02615 0.01894 -0.02638 0.01042 
  0.3845 0.5289 0.3803 0.7289 
TVPopulation 0.00171 0.0229 0.00597 -0.02317 0.9546 0.4464 0.8428 0.441 
Income 0.01105 0.0298 -0.00858 -0.00534 0.7133 0.3217 0.7754 0.8592 
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Table A.1 (cont.) 
Pearson Correlation Coefficients, N = 1108       
Prob > |r| under H0: Rho=0         
  DecJan Year2005 Year2006 Year2007 Year2008 
MNF -0.00377 0.00431 0.02837 -0.03083 -0.00487 
  0.9002 0.8861 0.3455 0.3053 0.8714 
PrimeTime 0.03848 -0.00369 0.00556 0.01915 -0.01569 
  0.2006 0.9025 0.8533 0.5243 0.6018 
OpponentTeamAge 0.00284 -0.04397 -0.03896 0.04407 -0.00598 
  0.9248 0.1435 0.195 0.1426 0.8424 
LocalTeamAge -0.01106 0.14528 0.12393 0.01415 -0.09135 
  0.7131 <.0001 <.0001 0.6379 0.0023 
HomeGame -0.02725 -0.00504 0.00283 -0.00293 0.01055 
  0.3648 0.8668 0.925 0.9225 0.7258 
LocalTeamQuality -0.02547 -0.03848 -0.02682 0.00998 0.02807 
  0.397 0.2006 0.3725 0.7399 0.3505 
OpponentTeamQuality 0.00941 0.00009 -0.00565 0.01014 -0.01465 
  0.7543 0.9975 0.851 0.736 0.6262 
AbsSpread 0.07335 -0.03433 -0.0228 0.02353 -0.0628 
  0.0146 0.2535 0.4484 0.4339 0.0366 
Weekend 0.00695 0.01755 0.00048 0.02646 -0.01855 
  0.8173 0.5594 0.9871 0.379 0.5373 
September -0.3279 -0.01006 -0.02018 0.00159 0.01833 
  <.0001 0.738 0.5021 0.9579 0.5423 
October -0.37515 0.00598 0.0333 -0.00138 -0.01674 
  <.0001 0.8425 0.268 0.9634 0.5778 
November -0.38804 -0.00441 -0.01389 -0.02586 0.06164 
  <.0001 0.8835 0.6441 0.3897 0.0402 
DecJan 
1 
0.0073 -0.00043 0.02441 -0.05861 
  0.8083 0.9886 0.4169 0.0511 
Year2005 0.0073 
1 
-0.15322 -0.17015 -0.20742 
  0.8083 <.0001 <.0001 <.0001 
Year2006 -0.00043 -0.15322 
1 
-0.20688 -0.25219 
  0.9886 <.0001 <.0001 <.0001 
Year2007 0.02441 -0.17015 -0.20688 
1 
-0.28006 
  0.4169 <.0001 <.0001 <.0001 
Year2008 -0.05861 -0.20742 -0.25219 -0.28006 
1   0.0511 <.0001 <.0001 <.0001 
Year2009 0.03058 -0.22671 -0.27566 -0.30612 -0.37316 
  0.3091 <.0001 <.0001 <.0001 <.0001 
YearTrend -0.00166 -0.64677 -0.46582 -0.16129 0.23735 
  0.9561 <.0001 <.0001 <.0001 <.0001 
TVPopulation 
-0.00338 0.16586 0.08908 0.0387 -0.06883 
0.9106 <.0001 0.003 0.1981 0.0219 
Income 
-0.01268 0.00398 0.01064 0.06118 0.08291 
0.6732 0.8947 0.7236 0.0417 0.0058 
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Table A.1 (cont.) 
Pearson Correlation Coefficients, N = 1108       
Prob > |r| under H0: Rho=0       
  Year2009 YearTrend TVPopulation Income 
MNF 0.00542 -0.00761 0.00322 0.00101 
  0.8571 0.8003 0.9147 0.9733 
PrimeTime -0.00328 -0.00706 0.04645 0.0058 
  0.9131 0.8143 0.1223 0.8471 
OpponentTeamAge 0.02969 0.04919 -0.02546 -0.0062 
  0.3235 0.1017 0.3971 0.8367 
LocalTeamAge -0.12481 -0.21518 0.35538 0.14124 
  <.0001 <.0001 <.0001 <.0001 
HomeGame -0.00638 0.00071 0.00018 -0.00651 
  0.832 0.9811 0.9953 0.8285 
LocalTeamQuality 0.01272 0.04292 0.13052 -0.03164 
  0.6725 0.1534 <.0001 0.2927 
OpponentTeamQuality 0.00982 0.00336 0.02842 -0.00524 
  0.744 0.911 0.3446 0.8617 
AbsSpread 0.08223 0.05733 -0.0886 -0.00352 
  0.0062 0.0564 0.0032 0.9069 
Weekend -0.0175 -0.02615 0.00171 0.01105 
  0.5605 0.3845 0.9546 0.7133 
September 0.00422 0.01894 0.0229 0.0298 
  0.8884 0.5289 0.4464 0.3217 
October -0.01361 -0.02638 0.00597 -0.00858 
  0.651 0.3803 0.8428 0.7754 
November -0.02276 0.01042 -0.02317 -0.00534 
  0.4492 0.7289 0.441 0.8592 
DecJan 0.03058 -0.00166 -0.00338 -0.01268 
  0.3091 0.9561 0.9106 0.6732 
Year2005 -0.22671 -0.64677 0.16586 0.00398 
  <.0001 <.0001 <.0001 0.8947 
Year2006 -0.27566 -0.46582 0.08908 0.01064 
  <.0001 <.0001 0.003 0.7236 
Year2007 -0.30612 -0.16129 0.0387 0.06118 
  <.0001 <.0001 0.1981 0.0417 
Year2008 -0.37316 0.23735 -0.06883 0.08291 
  <.0001 <.0001 0.0219 0.0058 
Year2009 
1 
0.73378 -0.15387 -0.14349 
  <.0001 <.0001 <.0001 
YearTrend 0.73378 
1 
-0.2277 -0.0746 
  <.0001 <.0001 0.013 
TVPopulation 
-0.15387 -0.2277 
1 
0.05574 
<.0001 <.0001 0.0636 
Income 
-0.14349 -0.0746 0.05574 
1 <.0001 0.013 0.0636 
 
