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Fi_ndings and Conclusions: Let CB2(.R,Rnxm)={rR-+Rnxmifcjl is 
continuous and bounded for j=O, 1 ,2}, CB (SxR,Rnxm)= 
{M:SxR-+RnxmloaM is continuous and bounded on SxR f~r 
!al~2}, B(y,nxm) be they-ball of Rnxm and X(n,nxm,2)= 
{M:IxRxRn-+Rnxm!DaM exists, is continuous, is Lipschitz 
in the U variable and maps IxRxB(y,nxl) into -
IxRxB(p(y),nxm) fol some p:[O,oo)-+[O,oo) and for jaj~2}. 
Suppose A,P and p- EX~n,nxn,2), FEX(n;nxl ,2) and 
fECB2(~,Rn) wifh PAP- =D diagonal. Fix K~O and A:?l; 
let k- and h- be positive integers such that A~l~klh 
=\~A. Suppose T :cs2(R,Rn)-+CB2(R,Rn) such that 
/J(T~v)(x)-[v(x)+r\I4)A~mk,x,v(x))(v(x+h)-v(x-h))+ 
( k I 2 ) F ( m k , x , v ( x ) ) ] ll~ K k a n d II ( T m v ) " ( x ) - [ v ( x ) + ( \ I 4 ) · 
A(mk,x,v(x))(v(x+h)-v(x-h))+(ki2)F(mk,x,v(x))]/ll~Kk2 
for vECB2(R,Rn) ,xER and m=O,· .. ,k-l-1. For convenience, 
let w-l(o,x)=f(x)=~O(x) and Im=[m~,(m+l)k]. Assume 
~mECB 2 (R,Rn) such that 1/~m(x)ll~Kk and l/[~m]"(x)ll~Kk2 
f 0 r X E R n a n d m = ~ ' . . . ' k _, - 1 . T n e n t h e r e eX i s t u n i q u e . 
functions WmECB (ImxR,Rn), m=O,· · · ,k-1-1, satisfying 
the first order linear hyperbolic Cauchy problems 
{ W~(t,x)=Am(x)W~(t,x)+Fm(x), (t,x) ElmxR 
·wm(mk,x)=wm-l(mk,x)+~m(x), xER 
where, using the notations m=m+(ll2) and Zm=T (~m+ 
wm-l(mk,·)), we have Am(x)=A(mk,x,zm(x)) and m 
Fm(x)=F(mk,x,zm(x)). Furthermore, if UECB2([0,l]xR,Rn) 





then there exists a positive L ~ndependent of m,k,h,Wm 
and cpm such that jj(u-wm)(ro)~~Lk , II(U-Wm}-x{ro)~~Lk and 
/I(U-Wm)t(ro)~~Lk for m=O,···,k-1-1 and roE[mk,(m+l)k]xR. 
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In this paper solutions of quasilinear hyperbolic 
systems of first order partial differential equations with 
initial (Cauchy) data are approximated. To be more precise, 
let F(t,x,U):[O,l]xRxRn-+Rn, f(x):R-+Rn, and A(t,x,U) be 
an nxn matrix-valued function real diagonalizabl~ on 
[O,l]xRxRn. The system 
f 
Ut(t,x) = A(t,x,U(t,x))Ux(t,x) + F(t,x,U(t,x)), 
(t,x) E [O,l]xR ( 1. 1 ) 
( 
U(O,x) = f ( x) , X E R. 
of first order partial differential equations is then said 
to be guasilinear hyperbolic with initial (Cauchy) data. 
For A depending on t and x only, (1.1) is ·said to be 
semilinear and if, furthermore, F is a function of t and x 
only, then (Ll) is called linear. lf certain ·smoothness 
conditions (cf. [3], [5], [14] and [19]) are imposed on 
A, F, and f, then (1.1) has a classical solution in so~e 
neighborhood of {O}xR. However, since the purpose of this 
study is to approximate the solution of (1.1), we assume 




To briefly describe the method of approximating U, let 
k -1 + E Z . Suppressing its dependence on k, let wm, m=O, 
···, k- 1-1, be a solution of the first order linear hyper-
bo 1 i c sys tern : 
( 1 . 2) W~(t,x) = ~m(x)W~(t,x) + ~m(x), (t,x)E[mk,(m+l)k]xR 
where ~m and ~mare constructed in Theorem 1.1. Two 
interesting conditions that could be imposed on (1.2) are 
w0(o,x) = f(x) and wm-l(mk,x) = Wm(mk,x). However, we merely 
require the existence of a positive K independent of k, m 
and x such that 
00 
0 -1 where W (O,x) = f(x), xER and m=l,···, k -1. By suitably 
choosing ~m and ~m, we prove there exists a positive L 
independent of k,x,t and m such that 
1/Wm(t,x) - u ( t 'X) II ~ Lk 2 
00 
1/W~(t,x) - Ux(t,x)ll ~ Lk 
00 
m 
u t( t 'X) II 1/Wt(t,x) - ~ Lk 
00 
for m= 0 , · · . , k- 1-1 and (t,x)E[mk,(m+l)k]xR. The proper 
· ~m ~m 
choice of A and F is described in Theorem 1.1 (in fact, 
~m · ~m m 
A and F depend on W (mk,x)). 
3 
There are several reasons for approximating the solution 
of (l.l) by solutions of (1.2). First, because (1.2) is 
1 i n e a r , i t i s 1 e s s d i f f i c u 1 t to s t u dy t h an ( 1 . 1 ) . Furth e r-
more, there exists an extensive literature concerning the 
solutions of linear hyperboli~ systems not existing for 
quasilinear hyperbolic systems. In fact, if f, Am and Fm 
are smooth in a sense made precise in Theorem 1.1, (1.2) has 
a smooth solution wm defined for all (t,x)E[mk,(m+l)k]xR, 
that is, (1.2) ·is solvable in the classical sense. 
Secohd, approximating the solution of a quasilinear 
system by the solutions of lineai systems might be useful in 
extending numerical methods reserved for linear systems to 
quasilinear systems. Suppose we have at our disposal soMe 
numerical schem~ for approximating Wm, the solution of the 
Nm 
linear system (1.2), by W such that 
IIWm((m+l)k,x)- Wm((m+l)k,x))ll ~ Kk 3 
co 
(we momentarily ignore the condition on W~((m+l)k,x)). 
We could then let wm+l((m+l)k,x) = Qm((m+1)k,x) and repeat 
the numerical scheme to approximate wm+l((m+2)k,x) by 
Nm+l 
W ((m+2)k,x). If we could show that 
for all m=O,···,k- 1-1, then we would have a second order 
numerical approximation of U computed b~ a method applied to 
linear systems. Such an approach circumvents the problem of 
numerical instability [20,pp. 129-130} encountered when 
trying to apply a stable numerical method designed for 
linear hyperbolic systems directly to a quasilinear hyper-
bolic system. The appeal of this approach is further 
enhanced when one considers the large number of simple 
linear schemes, cf. Wendroff [26,pp.l83-185], Kreiss[l2]~ 
Lax and Wendroff [18], Strang [22], Wendroff [25], Lax 
and Richtmeyer [16,pp.284-287], and Richtmeyer and Morton 
[20, Chapters 9-10]. Although we do not implement any 
numerical methods in this paper, the above is an important 
impetus for studying the linear systems (1 .2). 
Third, suppose Uk:[O,l]xR~Rn such that Uk = wm on 
[mk,(m+l)k)xR, m=O,···k- 1 -1~ Then determining when and at 
what rate Uk converges to U in some norm is a question 
mathematically interesting in its own right. 
Notation and Spaces 
4 
.Let Rn. x. m d t th t f 1 eno e e vee or space o rea nxm matrices 
and we identify Rn with Rnxl. 
If M E Rnxm, then 
.1/M/1 =max jM. ·I 
l~i~n lJ 
l~j~m 
1/M/1 = sup//M(x)/1 
XER 






When S =I , a b brevi ate II M II = II M II . For non neg at i v e i n t e g e r s a . , 
I 1 
the ordered n-tuple a=(a 1 ,· · • ,ap) denotes a multi-index 
5 
of order lal=a1+···+ap. With each multi-index a We associate 
the differential operator 
Da = 
d al 
( crx) , p=l 
a a 1 a 
D = (L) (L) 2 p=2 at ax 
a1 a a ap Da = (L) (L) 2(L ) 3 . . . (L ) ' P>2. at ax au 1 auP_ 2 
Suppose JcR is a closed or open interval. Let 
DaM exists and is 
continuous for lal ~ r}. 
< oo, I a I ~ r} 
Cr(JxR,Rnxm) = {M:JxR-+Rnxm I DaM exists1 and is 
continous for lal ~ r} 
CBr(JxR,Rnxm) = {MECr(JxR,Rnxm) I IIDaMII < "", !al~r}. 
J 
C r ( J x R x R q , R n x m ) = { M : J x R x R q-+ R n x m I D aM ex i s t s 1 an d 
is continuous for lal ~ r}. 
1For J closed, the t-derivative is appropriately one-
sided at the boundary of JxR .. 
6 
If they-ball of (Rnxm,ll II) is denoted by B(y, nxm), i.e., 
· B(y,nxm) = {MERnxm JIIMII ~ y}, 
then let 
the Rq variable and DaM(!xRxB(y,qxl)) 
c B(p(y) ,nxm) for /a/ ~ r and some 
p: [0 ,oo )-+[0 ,oo)} 
Next suppose f:JxR-+Rnxm and tEJ is fixed~ Define f{t) :R-+Rnxm 
by f(t)(x) = f{t,x). If on the other hand f: R-+Rnxm, then 
f(t,x) denotes the extension off to JxR by f(t,x)=f{x), 
(t,x)EJxR. Last, let k- 1EZ+ and denote [mk,(m+l)k] by 
Im,k, m=o,··· ,k- 1-l. 
paper. 
Stat~ment of the Main Result 
In this section we state the principal result of this 
THEOREM 1.1. Assume A,F and f of {1.1) satisfy: 
( l ) A EX ( n , n x n , 2) ; 
(2) FEX(n,nxl ,2); 
{3) fECB 2(R,Rn); 
(4) there exists an invertible PEX(n,nxn,2) such 
-1 -1 2 ·that P EX(n,nxn,2), PAP =Dis diagonal and 
sup [IIP-l(<p)ll + IIP(cp)ll] < oo 
<p E I x Rx R n 
Let U E CB 2(IxR,Rn) satisfy (1.1) and fix A>l and K~O. If 
7 
h-l and k-l · 't' · t th d f' ' k ·m are pos1 1ve 1n egers, en e 1ne A= h; assu e 
-1 
A ~ A ~ A. Let Tm,k,h: CB 2 (R,Rn)~cs 2 (R,Rn) such that for 
m=O,···,k- 1-1, VECB 2(R,Rn) and XER, 
. A 
II ( T m, k , h v) ( x) - [ v ( x) +4A ( m k , x, v ( x) ) ( v ( x +h) - v ( x- h) ) 
+ ~F ( m k , x , v ( x) ) ] II ~ K k 2 
(1.3) / . A 
II(Tm,k,hv) (x) -:- [v(x)+4A(mk,x,v(x))(v(x+h)-v(x-h)) 
k / 
+ 2F( m k , x , v ( x) ) ] II ~ K k . 
Define w- 1 (o,x)=f(x)=cp0 (x) and let cpmECB 2(R,Rn), m=l ,·· ·, 
k- 1-1, such ·that 
( 1 . 4) 
m / 2 II [<p J II ~ Kk • 
Then there exists a sequence. of unique functions 
wm E CB 2(Im,kxR,Rn), m=O, ... , k- 1-1 such that 
m Nm m Nm m k Wt(t,x) = A (x)Wx(t,x) + F (x), (t,x) E I ' xR 
(1 . 5) 
Wm(mk,x) = Wm-l (mk,x) + cpm(x), XER 
where the t-derivative at the boundary of Im'~R is taken 
to be appropriately one sided and using the notation 
m = m + ~· 
2we do not requife, as do some recent studies, that the 
eigenvalues of A be distinct (cf. [8] and [24]) or bounded 
away from zero (cf. [4] and [23]). 
= F(Mk,x,[T :k h(wm-l(mk)+~m)](x)) 
m' ' 
Furthermore, there exists an L independent of k,h and wm 
and ~m such that for m=O,···,k- 1-1, 
( 1 . 6) II U-Wmll ~ L k 2 . 
' 
1m,k 
( l. 7) II U -Wmll ~ L k , X X 
Im,k 
( 1 . 8) m II ut -W t II ~ Lk. 
Im,k 
REMARK 1.2. Theorem 1.1 is proved in Chapter III. 
In fact, by a proof similiar to that given in Chapter III, 
the following is true. let 
( )( ) 1( h ( h)-) 2 n ~hv X = ~ v(x+~) + V x-~ , VECB (R,R ). 
I f T k h o f T h eo rem 1 . 1 i s r e p 1 a c e d by T * k h : C B 2 ( R , R n )-+ · m, , m, , 
CB 2 (R,Rn) such that for m=O,· • ·k- 1-1, VECB 2(R,Rri) and XER, 
(1.9)_ * . A II(Tm,k,hv)(x) - [(~hv)(x) + ~A(mk,x,(~hv)(x)) 
·(v(x+~) - v(x-~)) + ~F(mk,x,(~hv)(x))]ll ~ Kk 2 
(1.10} 
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then the conclusions (1.6) - (1.8) of Theorem 1.1 are 
s t i 1 1 true. 
Some Known Results 
In this section some known results concerning quasi-
linear hyperbolic systems are recorded. The second order 
partial differential equation 
( 1 . 11 ) F ( X , y , u , p , q , r , s, t) = 0 
9 
where p=ux' q=uy' r=uxx' s=uxy' and t=uyy is called 
hyperbolic [1 ,pp.418-421] at the point (x,y,u,p,q,r,s,t)eR8 
if 4FrFt·- F~ < 0. Riemann, in the nineteenth century, 
.·obtained a solution of (1 .11) when F is linear in r,s and t. 
Lewy [18] later proved the local solvability of the general 
nonlinear hyperbolic form (1 .11) assuming certain smoothness 
conditions on F and on some initial data. Ha~tman and Wi.ntner 
[ 7 ] improved the results of Lewy by relaxing some of 
Lewy • s smoothness criteria. However, if (1. 11) is 
hyperbolic, it can be transformed into a first order 
qua s i 1 i near hyper b o 1 i c system of t h e form ( 1 . 1 ) . Hen ce much 
research is directed toward (1 .l). 
It is well known,cf. Lax[l3,pp.4-6], and Jeffrey [11, 
pp. 32-36], that the hyperbolic system (1.1) need not have a 
differentiable solution on [O,l]xR no matter how smooth 
A, F, and f are. However, much work has been done in 
showing that (1 .1) has, under certain smoothness conditions 
on A, F and f, a local solution, i.e., a solution in some 
10 
ne1ghborhood of the initial line .. Let P diagonalize A, that 
is, PAP-lis diagonal. Perron [ 19], assuming A, P, P- 1 , F 
and f were c2 , showed (1.1) had a local c1 solution. 
Friedrichs [ 5 ], with Perron's assumptions, showed (1 .1) 
had a local c2 solution. Later, Courant and Lax [ 14] and 
Lax [ 15] constructed a local Lipschitz c2 solution by 
requiring A,F,f,P and P-l to be c2 and Lipschitz. Thereafter, 
Douglis [3] proved the existence of a local c1 solution 
assuming only that A,F,f,P and P-l were c1 . 
When (1.1) is linear, Perron [ 19 ],and later Friedrichs 
[5], obtained global soluiions (differentiable solutions 
defined on all of IxR) of (1.1) assumTng various smoothness 
- 1 criteria on A,P~P ,F and f. Friedrichs, in particular, 
r -1 obtained a C global ·solution when A,P,P , F and f were 
Cr, r=l ,2. Recent work has also been done in finding weak 
(distribution) solutions of more generalized forms of (1 .1). 
In particular, le~ 1' be the space of tempered distributions 
and 
H(k,s) = ·{uE J 1 : u is a function on Rn and 
II u II t k 's ) = ( 211) - n J ( 1 + I t; I 2 ) k ( 1 + I t; ' I 2) s 
·lu(dl 2 d~<""} 
H(k,s) = {uEH(k,s): supp u c R~} 
11 
w h e r e k E Z an d s E R . L e t SG b e a n o p e n s u b s e t o f R n a.n d 
SG~cSG such that§' is compact. L~t P be a linear differential 
operator strictly hyperbolic on SG with Coo coefficients and a 
0 
principal part Pm with degree m [8,p.29]. If feH(k,s)' then 
there exists vEH(k+m-l ,s) such that tP(x,D)v=f in SG' where 
tp denotes the adjoint of P. The interested reader is 
referred to H~rmander [8, p.241] and [9, pp.l90-195]. 
Suppose (1.1) is a conservation law: 
Ut(t,x) + [G(U(t,x))]x = 0, (t,x)E[O,oo)xR 
(1.12) 
U(O,x) = f(x), XER. 
Let G be strictly nonlinear [6, p.698] and smooth. If f 
has sufficiently small oscillation an~ bounde~ variation, 
then (1.12) has a global weak solution U, that is, U is 
a bounded measurable function, U(O~x) = f(x) and 
00 
j /(Q)tU+Q) G(U) )dxdt + 
0 R X 
jQ){x,O)U(x,O)dx = 0 
R 
for all Q)EC~ 0 (Rn). For further details, see Glimm [6] and 
lax [13, pp.28-30]. 
We now mention some results concerning the initial-
boundary value analogue of (1.1). Without being too precise, 
suppose we consider only (t,x)ei 2 and require that U assumes, 
in addition to the initial data, certain values on 
{(t,O):tEI} and {(t,l):tEI}. Then (1.1) becomes an initial-
boundary value problem. Thom~e [23] developed a numerical 
scheme for approximating the initial-boundary value problem 
assuming A of (1.1) was diagonal with eignvalues bounded 
12 
away from zero. This at first might seem to be only a minor 
annoyance since it is well known that (1.1) can be trans-
formed into a system: 
(1.13) ~t(t,x) =-5'(t,x,W(t,x))Wx(t,x) + G(t,x,W(t,x)) 
where fJ is diagonal. However, Bhas a zero eigenvalue and 
~ 
hence Thomee•s scheme is not applicable to (1.13). The 
approximations (1.2), being linear, do not suffer from this 
malady. The author hopes at a later date to combine 
, 
Thomee•s numerical scheme and the initial-boundary value 
analogue of (1.2) to approximate an initial-boundary value 
analogue of (1.1). In fact, the operators Tm,k,h and 
* T k h are directly related to Thom~e•s procedure. 
m' ' 
T h e 1 i n e a -r h y p e r b o 1 i c s y s t ems ( 1 . 2 ) a n d h e n c e ( 1 . 5 ) 
are also motivated by a numerical scheme of Dupont [4]. 
-1 + -1 . Let k E Z and m=Q, ... ,k -1. In approximating the 
solution of a particular initial-boundary value problem 
describing gas flow in a pipe line, Dupont used approxi-
mations Um(x) of U(mk,x) and Taylor expansions to approxi-
mate A(t,x,U(t,x)) and F(t,x,U(t,x)) for t=~k where ~=m+}. 
Using these approximations, an approximation Um+l(x) to 
U((m+l)k,x) was generated. In an similiar fashion, ~m(x) 
Nm 
and F (x) (cf. Theorem 1.1) are generated from wm(mk,x), an 
approximation of U(mk,x), and approximate A(t,x,U(t,x)) and 
F(t,x,U(t,x)) respectively for t=mk. 
CHAPTER II 
TECHNICAL THEOREMS 
The existence, degree of smoothness and rate of growth 
of the solution of a particular type of first order linear 
hyperbolic system with Cauchy data are investigated in 
this chapter. To begin, we state a basic lemma ( cf. 
[ 10 , Chapter 1, Section 5] ) . 
2.1 lEMMA. Suppose JcR is a bounded open interval. 
Let d(t,x) E CB 1 (JxR,R) and assume dx is Lipschitz in x. 
If (t,x0 ) E JxR, then there exists a unique solution 
x(cr;t,x 0 ), crEJ, of 
dx ( . ) ( ( ) ) dcr cr,t,x0 = d cr,X cr;t,XQ , crEJ 
( 2 . 1 ) 
Furth e r more ~ ~ ( cr ; t , x 0 ) ex i s t s , i s con t i n uo us and i s 
0 
majorized by Exp(Nit-crl) where N is some positive constant 
independent of cr, t, and x0 . 
2 • 2 DE F I N I T I 0 N . The s o 1 uti on x ( cr ; t , x O ) of ( 2-. 1 ) i s 
called the characteristic curve through ~l generated 
Q_y d(t,x). 
1 3 
2.3 DEFINITION. Let JcR be an open interval. Vis a 
nonsingular continuous vector field on JxR if VEC{JxR,R2) 
and V(t,x)tO for (t,x) E JxR. V:JxR~R 2 is nowhere parallel 
14 
1Q_ the x-axis if V(t,x) and (0,1) ate .linearly independent 
for all (t,x) E JxR. Let d(t,x) E C(JxR,R). The character-
istic field generated Q_,y_ d(t,x) is the nonsingular continuous 
vector field V(t,x) = (l ,d(t,x)) on JxR. 
We need in the proof of Theorem 2.6 the following 
lemma [2~ pp.312-315] whose proof we give for completeness. 
2.4 LEMMA. Let JcR be an open interval. Suppose V 
is a nonsingular continuous ~ector field nowhere parallel 
to the x-axis on JxR. Let U E C{JxR~R) such that the 
directional derivatives of U in the x direction and 
V(t,x) direction ex1st and are continuous at each 
(t,x) E JxR. 
l . 
Then U E C {JxR,R) 
PROOF. Let a E JxR and B(a,p) = {(t,x): !(t,x)-al<p}. 
Pick p>O such that B(a,p) c JxR. For notational convenience, 
let e = (0,1) and v = V(a); without loss of generality, 
as s u me I v I = 1 • L e t c: > 0 . Then there ex i s t s a B 1> 0 s u c h 
that if I ~ I< a 1, , then 
Let F(a,~) = U(a+ae+~v); we assume lal+l~l< p. Clearly 
D 1 F(a,~) = DeU(a+ae+~v) 
By the Mean Value Theorem, 
U(a+ae+~v) - U(a+~v) = F(a,~) - F(O,S) 
= aD U(a+ye+~v), O~IYI~Ial. e . 
Because DeU is continuous at a, there exists a 0<6 2<P 
s u c h th a t i f I a I + I ~ I < · 5 2 , t h e n 
IU(a+ae+~v) - U(a+~v) - aDeU(a) l~c:lal 
Let 5 = min{o 1 ,o 2 }; then for lal + 1~1 < 5 
1 5 
IU(a+ae+~v)- U(a)- aDeU(a)- ~DvU(a)l ~ c:[lai+I~IJ. 
Since e and v are linearly independent, Schwartz•s inequality 
i m p 1 i e s t h a t I e · v I < I e I • I v I = 1 . S o t h e r e e x i s t s 0< N::: 1 s u c h 
that 
2 I ae • ~ v I ~ 2 ( 1 - N2) l a I j ~ I ~ ( 1 - N2) [ I a I 2 + I ~ I 2 ] 
Hence jae+~vj 2 = lal 2 + 1~1 2 + 2ae·~v 
Therefore, if jae+~vj < 5, then 
In particular, let a=y 1 and ~ = y 2 where (1 ,0) = y 1e+y 2v. 
jU(a+h(l ,0)) - U(a) - hy 1 DeU(a) - hy 2 DvU(a) I 
V2 
~ -N c: h I y 1 e +y 2 v 1. 
Hence DtU(a) exists. Moreover, DtU(a) = ylDeU(a)+y 2DvU(a) 
which implies that DtU is continuous at a. 
Ill 
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2.5 ESTIMATES. Let a>O. Using elementary cafculus one 
can show the following two inequalities, 
eat- 1 ~ t(ea-1) ;£tea, t E I 
t· J( e as- 1 ) d s ;£ t (eat- 1 ) ;£ t 2 e a , t E I . 
0 
With the above lemmas and estimates we can now prove the 
following result. 
2.6 THEOREM. Assume the following: 




D(x) =diagonal {d.(x)} and O(x) E cs 1(R,Rnxn). 
l;£i~n 1 
Q(x) E CB 1(R,Rnxn). 
S{t,x)- E CB 1(IxR,Rn). 
f(x) E CB 1(R,Rn). 
Then there exists a unique U E CB 1 (IxR~Rn) satisfying 
Ut(t,x) = O(x)Ux(t,x) + Q(x)U(t,x) + S(t,x), 
(2 0 2 ) ( t ' X ) E I X R 
U(O,x) = f(x), XER. 
Furthermore, 
( 2 . 3 ) II U ( t) II · ~ II f II {l + t · Ex p ( n II Q II } + II S II t 2 o Ex p ( n II Q II ) 
[O,t] 
t 
+ max J (S . (a- , x . (a- ; t , x) ) do- I 
XER J;l 1 
l~i~n 0 · 
where x.{cr;t,x) is the characteristic curve through 
1 
{t,x) E IxR generated by ~di. 
1 7 
PROOF .. In order to use lemma 2.4 in this proof, the closed 
set IxR must be enlarged to an open set. Let U<e<l and 
denote the open interval (-e, l+e) by J. Let 
2S(O,x) - S(-t,x), -e < t < 0 
( 2. 4) T (t , X) = S ( t , X) , 0 ~ t ~ 1 
2S(l,x)- S(2--t,x), 1 < t < l+e 
C 1 ear 1 y T E C B 1 ( J -x R , R n ) an d T 1 . = S . 
IxR 
We first construct a solution W(t,x)ECB 1{JxR,Rn) satisfying 
Wt(t,x) = D(x)Wx(t,x)+Q(x)W(t,x)+T(t,x), (t,x)eJxR 
( 2. 5) 
W{O,x) = f(x), XER. 
( 2.5) may be rewritten as 
aw· aw· atl(t,x) - di(t,x)axl(t,x) = [Q{x)W(t,x)+T{t,x)]i' 
( 2 • 6) ( t ' X ) E J X R 
where i~l~··· ,n. Since di is a function of x only, the 
characteristic curves xi(cr;t,x), (cr,t,x) E IxlxR, are the 
restrictions to IxixR of the solutions (with the obvious 
notation) xi(cr;t,x), {cr,t,x)EJxJxR,of 
1 8 
~~i (cr;t,x) = -di (xi(a;t,x)), (a,t,x) E JxJxR 
Xi ( t ;t , X) = X . 
Temporarily fix (t,x) E JxR and formally let 
Then 
( 2. 7) 
dx· ' _l ( CY' t X) 
da · ' ' 
= [ Q ( X i ( CY ; t , X ) ) W ( CY , X i ( CY ; t , X ) ) +·1 ( CY , X i ( CY ; t , X ) ) ] i 
a n d W i ( 0 ) = f i ( x i ( 0 ; t , x ) ) . I n t e g r a t i n g ( 2 . 7) w i t h r e s p e c t 
to a, we obtain 
t 
(2.8) W;(t,x) = fi(xi(O;t,x))+{[Q(x;(a;t,x))W(a,xi(a;t,x)) 
0 
+ T(a,xi(a;t,x))]ida. 
Hence a solution W E c1 (JxR,Rn) of (2.2) must be a fixed 
point of the integral transform :f:c1 (JxR,Rn) -+ c1 (JxR,Rn) 
defined by 
( 2.9) (:t'V);(t,x) = f;(xi(O;t,x)) + /[QV+1l;(a,x;(a;t,x))da. 
C~nversely, if V E c1 (JxR,Rn) and ~V = V, t~en V satisfies 
(2.2). If IIQII = 0, (2.9) immediately gives a solution in 
c1 (JxR, Rn) of (2.2), 
t 
(2.10) Wi(t,x) = fi(xi(O;t,x)) +jT ;(a,xi(a;t,x).)dr. 
a 
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For IIQII>O define recursively W~(t,x) = f 1(x 1(0;t,x)) 
and wi+l ='3w 1. For brevity, let I(t) denote [t,O] for t!iQ 
and [0, t] for t~o. Next we show that 
(2.11) llw~+l_w,l ~ ~niiQIIItl)~+l [niiQIIIIfll- + IITII J. tEJ. 
I ( t) .· ~ + 1 ) ! n II Q II . I ( t) 




~ /niiOIIIIfll + 




~ It I( n II Q II II f II + II T II ) • 
I ( t) 
II T II dcr I 
I ( s ) 
+ II T II ) . 
I ( s ) 
Assume (2.11) is true for.i; then 
I i+2 R+l I W; (t,x) - Wi (t,x) 
t 
~ ! n II Q II II W R + 1 - w II da-
. t I(cr) 
J ( ~+1 ~ n II Q IJ n II Q ~ I a- I ) CQ+l !n Q 
0 
[ n II Q II II f II + II T II J da-
I(a-) 
~ ~niiQ~Itl)~+ 2 
~ +2 ! n II Q II 
· [niiQIIIIfll + IITII · J 
I ( t) 
~ n 
and thus (2.11) is proved. Since WEC(JxR,R ) , (2.11) implies 
the existence of WEC(JxR,Rn) such that 
20 
2 
( 2 . 1 2 ) 1 i m II w -w II = o . 
-+CO J 
In fact , s inc e j : C 1 ( J x R, R n) -+C 1 ( J x R , R n) , W J+ 1 = '3 W .t and 
w0 E c1 (JxR,Rn), an easy induction argument shows that w; 
exists and is continuous. Hence to show that Wx exists and 
is continuous, it sufficies to show that w; is Cauchy with 
respect to the II II norm. Throughout the remainder of this 
J 
proof L a will denote some positive constant independent of 




Lemma 2.1 and (2.13) imply 
11 w ~+ 1-w ~II 
X X· 
However, 
IIW 1- w0 II X X 
I(t) 
I ( t) 
· and hence 
(L2Itl)~+l 
(.R. + 1 ) ! 
21 
Using a standard 
is continuous and lim 
-+OO 
theorem [21, Theorem 7.17], Wx exists, 
IIW~-Wxll = 0. Thus (2.14) and 
Lemma 2.1 imply J 
( 2 . l 5 ) II W x II 2 II f /II eL 6 I t I + L 6 ( e L 6 I t I -1 ) 2 L 7 , t E J . 
I ( t) 
The existence and continuity of Wt could be proved in 
a fashion analogous to that of Wx. However, using Lemma 2.4, 
a much shorter proof may be given. Clearly W is a fixed 
point of 1. ·Hence W. is continuously differentiable along 
1 
th~ characteristic curves generated by -di. Since no charac-
teristic curve generated by -d. is ever parallel to the 
. 1 
x-axis and W is continuous, Lemma 2.4 guarantees the exist-x . 
ence and continuity of Wt. Summarizing, WE c1(JxR,Rn), 
1-w =Wand W(O,x) = f(x); therefore. W satisfies (2.5). 
Because llwll < "" and IIW II < oo, 
J XJ 
II w t II 2 II D II II w X II + II Q II II w II + II T II < 00 
J J . J J 
and thus W E CB 1 (JxR,Rn). The proof of uniqueness is· 
standard left to the reader. Let U(t,x) be the restriction 
of W(t,x) to IxR. Clearly U E CB 1(IxR,Rn) and satisfies 
(2.2). We next prove (2.3). Let (t,x) E IxR. If IIQII ;::..0, 
then by {2.11), 
00 . 
(2.16) IIU(t,x)ll" llfll +.i)~uwh 1 (t,x)-W (t,x)ll 
2 llflleniiQIIt + (eniiQI/t_l) 




+ {(QU+S) .(o-,s.(o-;t,x))dcr, rl 1 1 




+ I Js ; ( " , x ; ( " ; t , x ) ) dcr I· 
0 
IIU(t)ll= sup /U.(t,x)/, (2.17) easily implies (2.3). If 
. l~i~n 1 
XER 
II Q II = o , ( 2. 1 o ) i m p 1 ; e s ( 2 . 3) . 
Ill 
We now use Theorem 2.6 to prove a result which is 
needed in Chapter 3. 
2.7 THEOREM. Assume the following: 
( 1 ) A ( x) E C B 2 ( R , R n x n ) ; B ( x) and h ( x ) are e 1 em en ts 
of CB 2(R,Rnx 1). 
(2) There exists a nonsingular P(x) such that P(x) 
and P- 1(x) are members of CB 2(R,Rnxn). 
(3) P(x)A(x)P- 1(x) = D(x) is diagonal. 
Then there exists a unique U E CB 2(IxR,Rn) satisfying 
Ut(t,x) = A(x)Ux(t,x) + B(x), (t,x) E IxR. 
(2.18) 
U(O ,x) = h(x), XER. 
PROOF. Friedrjchs [5, Theorem 5.3], improving the 
earlier work of Perron [19], has shown (2.18) has a unique 
2 n a solution U E C (IxR,R ). Hence we need only show that D U 
is bounded for lal ~ 2. Following Treves [24,Cbapter 16], 
let P- 1(x)V(t,x) = U(t,x); then 
23 
Vt(t,x) = D(x)Vx(t,x)+[PA1P-l} ]~x)V(t,x)+[PB](x), 
(2.19) (t,x)ElxR. 
V(O,x) = P(x)h(x), XER. 
By Theorem 2.6, V E CB 1(IxR,Rn) and hence U E CB 1(IxR,Rn). 
If W ~ Ux• then 
( / / . Wt t,x) = A{x)Wx(t,x) + A (x)W(t,x) + B (x) on IxR. 
( 2. 20) . 
/ 
W(O,x) = h (x), XER. 
Defining P- 1(x)Z(t,x) = W(t,x) and Q = P[AP- 1]/, (2.20) 
becomes 
/ 
Zt(t,x) = D(x)Zx(t,x) + Q(x)Z(t,x) +.(PB ~)(x), 
(t,x)ElxR. 
/ 
Z(O,x) = P(x)h (x) 
Ill 
CHAPTER III 
A PROOF OF THEOREM 1.1 
In this chapter Theorem 1.1 is proved. We begin with 
a 1 emma. 
3.1 LEMMA. Fix C ~ 
Cec(M+k-XCec+l) ) 2k3 < 1. 
l, M ~ 1 and k-l E Z+ such that 
Let ~l = Mk 3 and 
( 3 . 1 ) 
!3m+l = C~~ + (l+Ck)~m + Ck 3 form= 1,···, k- 1 -l. 
PROOF. Let E = Cec. Recursively define 
a = 1 
3 -1 +Ek,m=l,···,k -1· am 
We will prove that 
( 3. 2) a ~ (M+m(E+l))k 3 , m = 1 ,···, k- 1 . 
m 
(3.2) is clearly true form = 1; suppose it is true for m=l, 
k- 1-1. Then 
a = E a 2 + a + E k 3 m+l m m 
~ k3 + (M+m(E+l))k 3 + Ek 3 = (M+(m+l)(E+l)lk 3 . 
24 
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Hence (3.2) is proved; we next show that 
( 3. 3) 
-1 k . 
By construction (3.3) is true for m = 1; assume it is true 
1 . (. )m C f 1 k-1 form= 1,···, k- -L Since l+Ck <e or m = , ... , ' 
Ee-C~m2 + (l+Ck) ~m + Ck 3 ~m+ 1 = 
~ E ( 1 + C k ) - m [ ( 1 + C k ) m am] 2 + ( 1 + C k ) m + 1 am + E k 3 
)m+l ~ { 1 +C k am+ 1 . 
Thus (3.3) is proved; this implies, form 
. ~m ~ (l+Ck)m(M+m{Cec+l})k 3 
~ ec(M+Cec+l)k 2 . 
-1 =l,···,k' 
Ill 
3.2 REMARK. Theorem 2.7 guarantees that the algorithm 
described by (1.5) can be completed. Suppose Wm(mk,x) is 
an element of CB 2(R,Rn). Then Am{x), Pm(x) ,(Pm(x))-l and 
~m(x) are elements of CB 2(R,Rn). Theorem 2.7 asserts the 
u n i q u e e x i s t e n c e o f V( t , x ) E C B 2 (I m ' k x R , R n ) s a t i s f y i n g 
V(mk,X) = wm(mk,x),x E R. 
Let Wm(t,x) = V(t,x) -on Im,kxR. Since Wm((m+l)k,x) is an 
element of CB 2{R,Rn), it is possible to begin the next step 
26 
of the algorithm with some wm+l((m+l)k,x)ECB 2(R,R0 ) satisfying 
11 [wm+l ( (m+l) k) -Wm( (m+l) k) Jli. ~ Kk 2 • 
3.3 NOTATION. In the proof of Theorem 1 .1~ L ~ 1 ~nd 
La~ 1 will denote constants independent of k,h and wm. 
They will not necessarily be the same constants during the 
proof. 
3.4 PROOF OF THEOREM 1.1. For convenience temporarily 
abbreviate Tm = T k h~nd lm = Im,~. If M.is a functjon 
m' ' . 
with domain IxRxRn, we will use the following abbreviations: 
Mm ( x ) = M ( ik , x , ( T m W m ( m k ) ) ( x ) ) 
Mm(x) = M(mk,x,(TmU(mk))(x)) 
f 0 -1 or m = , •.. , k -1. With this notation we have 
...--.... 
(~m)-1 = (P-l)m and 5m 
·~ ,..._ 
= (PAP-l)m = ~mAm(P-l)m. 
PART 1. The residual on ImxR of U(t,x) in (1.5) is defined 
to be 
m ~m ~m 
R (t,x) = Ut(t,x) -A (x)Ux(t,x) - F (x), (t,x)EimxR. 
Hence 
(3.4) m Nm R (t,x) = (A(t,x,U(t,x)) - A (x))Ux(t,x) 
"'m + F(t,x,U(t,x)) - F (x). 
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Defining zm = U-Wm on Imx R, we obtain the Cauchy problem: 
( 3 . 5 ) Z~(t,x) = Am(x)Z~(t,x) + Rm(t,x) ,(t,x) m E I X R 
Zm(mk,x) = ( U-Wm) (mk ,x), x.E R. 
Before estimating Zm(t,x), we will estimate 
( 3 . 6 ) Em = IIZm(mk) 11, m = 0' 
-1 . . . ' k . 
To do this we first diagonalize (3.5). Let 
( 3. 7) m -m m · m V (t,x) = P (x)Z (t,x) ,(t,x) E I xR. 
Then 
-
(t,x) m E I X R 
(3. 8) 
V0 (0,x) = 0, x E R 
where 
m -m m S (t,x) = P (x)R (t,x). 
For notational convenience below, let 
28 
PART 2 . .To bound Em' we first estimate vm-l(mk), m=l,•··, 
k- 1 . For convenience temporarily fix m=O,"', k- 1-1 and let 
x1 (a;t,x) be the characteristic through (t,x) E ImxR 
generated by -d~, the ;!b._ diagonal element of _[)m. Hence 
1 
dx· Nm m -d· l(a;t,x) = -d.(x.(a;t,x)), aEI 
a 1 1 
( 3. 9) 
x1 (t;t,X) =X. 
With the obvious change in notation, Theorem 2.6 applied to 
(3.8) implies 




i=l, .. ·,n 
I j· S 7 (a, X; (a; ( m+ 1 ) k ,x) ) da·l 
Im 
Next, to bound JIVm({m+l)k)ll,we must estimate 
jjs~( a,x 1( a;(m+l)k,x))daj, 
Im 
the subject of Parts 3, 4, and 5.of this prnof. 
·Notation: For brevity let A(t,x) = A(t,x,U(t,x)), 
F(t,x) = F(t,x,U(t,x)), P(t,x) = P(t,x,U(t,x)) and 
D(t,x) = D(t,x,U(t,x)) where U E CB 2(IxR,Rn) satisfies 
( 1.1). 
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PART 3. Because 
~m ~m 
+ P (x)(F(t,x)-F (x)), 
estimates of (A-~m)(t,x) ahd (F-~m)(t,x) are found next. 
I 
We begin by showing 
where L follows the convention established in Notation 3.3. 
By hypothesis, A and Fare Lipschitz in the Rn variable; 
hence 
~ II W m ( m k , x ) + ~A ( m k , x , W m ( m k , x ) ) ( W m ( mk , x + h ) -
Wm(mk,x-h)) + ~F(mk,x,W~(mk,x)) - U(mk,x) 
-lA(mk,x)(U(mk,x+h) - U(mk,x-h)) - ~F(mk,x)ll 
- A(mk~x,Wm(mk,x)))(U(mk,x+h) - U(mk,x-h))ll 
+ L )IA(mk,x,Wm(mk,x))[U(mk,x+h) - Wm(mk,x+h) 
3 
+ W m ( m k , x- h ) - U ( m k , x- h ) ] II + K k 2 
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Therefore (3.11) is proved. Next, for (t,x) E ImxR, 
(3.12) IIU(t,x) - (TmU(mk))(x)ll 
~ IIU(mk,x)- (TmU(mk))(x)ll + IIU(t,x)- U(mk,x)ll 
For reference below, suppose M E X(n,nxq,O) ,q=n or 1. 
Let M(t,x) = M(t,x,U(t,x)). Then, using (3.11) and (3.12), 
(3.14) liM - Mmll ~ 
Im 
(3.15) liM - Mmll 
Im 




L E + m LE
2 
m. + Lk 
PART 4. In addition to m, temporarily fix l~i~n and x E R; 
denote xi(a,(m+l)k,x) by x(a). If 




( 3. 1 9) If s~ (a' X (a)) do I ;;;; J 1 + J 2. 
Im 
Recall that sup IIP(q>)ll<"";so IIPII<"" where P(t,x)=P(t,x,U(t,x)). 
<P E I x Rx Rn 
The estimates of Part 3 then imply 
Similarly, 
+ If [ P ( F- Fm)] i (a, X (a) ) do I 
Im 
+ If [ P ( F- Fm) ] i (a, X (a) )do I 
Im 
Lk(Em + E~) + Lk 3 + IJ[P(F-Fm)J 1 (a,x(a))dal. 
rm 
(3.21) J 1 ;;;;Lk(Em+E~)+LkiiA-Am~m·!~~m11Ux(a.x(a))-Ux(mk,x(mk))ll 
+n·m~xiiUx(mk,x(mk))lllfm [P(A-Am)]ij( 0 ,x(0 ))d 0 ,+Lk 3 . 
l~J~n I 
We next estimate P(A-Am)ij and P(F-Fm); at (a,x(a)), the 
subject of Part 5. 
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PART 5. Throughout the remainder of this proof y andy , a 
will denote various intermediate values in remainder terms 
of a Taylor series~ Like Land La,Y and Yawill not 
necessarily be the same constants during this proof. 
Furthermore, in this part, the O(kr) symbol will be reserved 
for those estimates not depending on wm and hence not on 
Zm or vm. Continuing with the conventions of Part 4, 
lx(o)- x(mk)i = l~:(y)(o-mk)) 
~ 1 a~ ( y, x ( y) ) ( a- m k ) 1 
+ I ( d ~ - a ~ ) ( y ' X ( y) )( (J~ ~ k ) I ' (J E I m • 
Then using the estimates of Part 3, 
( 3 . 2 2 ) I x ( o) - x ( ITi k) ' ~ L k { l + ~), 0 E I m 
( 3 . 2 3 ) I x ( o) - x (n1 k ) ~ 2 ~ L k 2 ( 1 + E~ ), 0 E I m • 
For conve~ience we let 
m H (x) = (TmU(mk))(x), x E R. 
Clearly 
(3. 24) IIHm - u(mk) 11 ~ Lk 2 . 
U(a~x(o)) = U(mk,x(mk)) + ut(y 1 )(a-~k) 
+ Ux(y 2}(x(cr)-x(mk)), cr E I~ 
(3.22) and (3.23) i~ply 
(3.25) 1/U(a,x(a)) - U(~k,x(mk))// ~ Lk(l+E~) 
(3.26} 
4 ,. ,. 2 2 ) 
U(a,x(a)) - U(mk,x(mk))/1 · ~ Lk (l+Em 
(3.22), (3.23), (3.25) and (3.26) in conjunction with 
Taylor•s theorem give 
(3.27) F(a,X(a)) 
+ F (~k,x(~k) ,U(~k,x(~k)}}(x(a)-x(mk)) 
X . 
n 
+ ~ F U . (Ink , X ( m k ) , U ( ~ k , X (~ k ) ) ) 
J=l J 
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2 4 ' 
[ U ( a , X ( a ) ) - U ( ~ k , X ( m k) ) ] j + 0 ( k ) ( 1 + E m ) , a E I m • . 
-m " rn In a similiar manner~ expand F (x(~)) = F(mk,x(a),H (x(a))) 
,. ,. m ,. 
in a Taylor series about (mk,x(mk) ,H (x(mk))) and then 
expand the coefficients of this series about (mk,x(~k), 
U(mk,x(mk)). Then with the aid of (3.22), (3.23), (3.24) 
· m m " 2 




= F(~k,x(~k))+F (~k,x(~k),U(~k,x(~k)))(x(a)-x(~k)) 
X 
+ t Fu. (~k,x(~k) ,U(~k ,x(~k))) 
j=l J . . 
[Hm(x(a))- u(mk,x(mk))]j + O(k 2 )(l+E~), m aEI • 
Subtracting (3.28) from (3.27), 
(3.29) -m (F-F )(a,x(a)) 
n . 
+ L Fu. (mk ,x(mk) ,u(mk ,x(mk))) 
j=l J 
· [U(a,x(a)) - Hm(x(a))]j + O(k 2 )(l+E~). 
Using 
(3 • 30 ) U ( a , X ( a ) ) - H m ( X ( a ) ) = U ( a , X ( a ) ) - U ( m k , X ( a ) ) 
and consequently, with (3.22), 
(3.311 U(a,x(a)) - Hm(x(a)) 
Combining (3.29) and (3.31), 
(3.32) (F~~m)(a,x(a)) 
= (a-mk)[Ft(mk,x(mk) ,u(mk,x(mk))) + 
n L F u . '~k, x' mk) , u ( mk, x ( mk)) ) ( u t' mk, x' mk))) J 
J . J 
j = 1 
+ O(k 2 )(l+E~), aEim 
"' Nm ,... 
By the mean value theorem, x(a)-x(mk) =-d.(y)(a-mk); 
1 
Taylor•s theorem then implies 
34 
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(3.32) P(a,x(a)) = P(~k,x(~k)) + Pt(~k,x(~k))(a-~k) 
A A Nm . A 
+ P (mk,x(mk))d.(y)(a-mk) 
X 1 
Integrating the product of (3.31) and (3.32) over Im gives· 
( 3. 3 3) IJ [P( F-Fm) i (a,x(a)) dal ~ 
Im 
+ 11Smllmk 2 ·Exp{ni!Qmll) 
I 
+ Lk(E tE 8) + Lk 3. m m 
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Abbreviate om=IIVm-l(mk)ll· For convenience let aVb=max{a,b}. 
- 1 Define o_ 1=o and let pm=om~lVom' m=O,···, k . By (3.6), 
(3.7) and (3.8), 
(3.37) 
Using (3.37) and the estimates of Part 3, 
(3.38) IIPm(i)m-1 )-111 
~ II p-m ( ( p-m-1 ) -1_ ( p-m-1 ) -1 ) II +II ( p-m _ p-m) ( pm-1) -1 11 
By (3.8) and (3.38) 
o {lp +Lp 4+1+Lk }+ Lk 3 . m m m 
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Using (3.15) and (3.37) 
~ Lp + L 2 + Lk - m Pm 
Substituting (3.37), (3.39) and (3.4 ) into (3.36) gives 
Bm+l ~ [Bm(Lpm+Lp~+l+Lk) + Lk 3 ][l+k·Exp(n11Qmll)] 
+ Lk 2 (pm+p~+k)·Exp(n11Qmll) + Lk(pm+p~) + Lk 3 • 
and hence 
(3.41) Pm+l ~ pm[Lpm+Lp~+l+Lk][l+Lk·Exp(niiQmll] 
+ L k 2 ( p m + p ~) • Ex p ( n II Qm II ) + L k ( p m + p ~) 
~m 
To complete the estimate of Pm+l, we must estimate niiQ II, 
the subject of Part 7. 
PART 7 . I n t hi s part we de r i v e e s tim ate s needed be 1 ow and 
Let 
(3.42) Tm(t,x) -m -m - (A-A )(t,x)Ux(t,x) + (F-F )(t,x), 
Clearly 
. ( 3. 4 3) II Tm II ~ L k. 
rm 
(3.44) IIT~II ~ Lk. 
Im 
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A simple computation shows that 
(3.45) (U-Wm)t(t,x) 
= Am(x)(U-Wm)x(t,x) + (Am-Am)(t,x)Ux(t,x) 
-m ~m m m + (F -F ) (t,x) + T (t,x), (t,x) E I xR . 
.. 
Let 
(3.46) m m m '¥ = (U-W )x on I xR. 
(3.47) 




(3.50 ~m m m + P (x)Y (t,x), (t,x) E I xR. 
~m · m 
= P (x)(U-W) (mk,x), x~R. 
X 
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By ( 2.3 ) 
(3.51) 11Xm((m+1)k)ll 
. ~ / 
~ II x m ( m k) II {1 + k · Ex p ( n II P m ( (A P- 1 ) m) II } 
'~ 






I m 1 1 
Suppose M E CB 2(R,Rn). Using hypothesis (1. 3), 
(3.52) 
, , \ . 
(TmM) (x) = M· (x) + 4Ax(rnk,x,M(x))(M(x+h)-M(x-h)) 
n 
+ i ~l AU . ( m k , X , M ( x ) } M~ (X ) ( M ( x + h ) - M ( x- h ) ) 
J= J 
\ , ~ 
+ 4A(mk,x,M(x))(M (x+h) - M·(x-h)) 
+ ~F X ( m k , X , M ( X ) ) + ~ t F U . ( m k , X , M ( X ) ) 
j=1 J 
• M~(x) + O(k). 
J 




II[T Wm(mk) - T U(mk)J"'II 
m m 
~ L 1 II u ( m k ) - w m ( m k ) II + L 1 II '!¥ m. ( m k ) II + L 1 II u ( m k ) - w m ( m k ) II 2 
+ L1IIU(mk) -Wm(mk) II·IIYm(mk) II + L1 IIU(mk) -Wm(mk) 11 2 
·IIYm(mk)ll + L1k 
~ L(p'm+p~+k) + L( l+p~) IIYm(mk) 11. 
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Next suppose ME X(n,nxq,2), q~l or n. Again using the 
triangle inequality, (3.11), (3.37) and (3.53) imply 
~ IIMx(mk,x,(TmWm(mk)(x)) - Mx(mk,x,(TmU(mk))(x))ll 
n 
+ L II Mu . ( mk , x, ( T m wm (mk)) ( x) ) · ( T mwm ( mk) ( ( x) 
j = 1 J J 
- Mu.(mk,x,(TmU(mk))(x)) ·(TmU(mk))~_,x)ll + L1k 
J 
~ L 211TmWm(mk)-TmU(mk)ll+ L 2{1+11TmWm(mk)-TmU(mk)li} 
·I![TmWm(mk)-TmU(mk)]~ll + L2k. 
~ L(pm+p!+k) + L(l+p:)I!Ym(mk)l!. 
Since II(Mm)ll < oo , (3.54) implies 
( 3 . 5 5 ) II( M m ) I! ~ L 1 ( p m + p ~ + k ) + L 1 (l + p ~ ) IIY m ( m k ) II + II ( M m ( II 
~ L(l+p!) + L(l+p:)I!Ym(mk)l/ 
~ L(l+p~) (l+IIY 01 (mk} II). 
For convenience let 
(3.56) 
. m 
t;m = !IX (mk)ll 
Then by (3.49), 
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Substituting (3.57) into (3.55) and (3.54), 
(3.58) ·niiPm((~)m)' II~ L(1+p~)(1+~m). 
, 
4 4 (3.59). II (Am-Am)· II ~ L(p +p +k) + L(1+p )~ • m m m m 
(3.60) II ( F'm- F'm) II 4 4 ~ L(p +p +k) + L(l+p )~ . m m m m 
Since (3.13) and (3.37) imply 
(3.44), (3.59) and (3.60) give 
(3.61) IIYmll ~ L(p +p 4+k) + L(1+p 4 )~ • 
. 1m m m m m 
By hypothesis (1.5 ), 
Hence using (3.38), (3.51), (3.56), (3.58) and (3.61), 
(3.62) ~m+ 1 = 11Xm+ 1((m+1)k)ll 
~ II ( Pm+ 1 ) [ ( Pm+ 1 ) - 1 x m+ 1 ( ( m+ 1 ) k) - ( Pm) - 1 X m ( ( m+ 1 ) k) ] II 
~ L1k2 + [L 1(pm+l+pm! 1) + 1 + Lk]/lxm((m+1)k)ll 
~ [L2(pm+l+pm!1+k) +1]11xm((m+1)k)ll + L2k2 
42 
~. [L 3 (pm+ 1 +pm! 1 +k)+~]{~m[1+k.Exp(L 3 (1+p~)(1+~m))] 
+ L 3 [(pm+p~+k) + (1+p~)~m]k 2 ·Exp(L 3 (1+p~)(1+~m)) 
+ L3k[p +p 4+k+(1+p 4 )~ ]} + L 3k2 . m · m m m 
CLAIM 1. There exists a r ~ l independent of k and h 
such that if Pr ~ k.for r=O,·•·, N~k- 1 and rerk<l, then 
r-1 
(3.63) ~r ~ rk 2L (1+rk)j ~ rker < 1, 
j=O 
-1 r=O,· .. ,N~k • 
PROOF OF CLAIM 1. Let r= 23L~·Exp(4l:3) where L3 is the 
positive constant in (3.62). Since ~; 0 =0, (3.63) is true for 
r=O. Suppose (3.63) is true for O~r-1<N. Because ~r-:- 1 <1, 
~r ~ (1+3L 3 k){(1+k·Exp(4L 3 ))~r~l 
+ L 3 (3k+2~;r_ 1 )k 2 ·Exp(4L 3 ) + L 3 k(3k+2~;r_ 1 )}+L 3 k 2 
~ (1+rk)sr_ 1 + rk 2 
r-2 
~ (1+rk)rk 2L (1+rk)j + rk 2 
r-1 j=O 
= rk 2L (l+rk)j ~ rk 2k- 1 (1+rk)k- 1 ~ rker < 1. 
j=O 
Hence (3.63) is prnved; 
We next estimate ni!Qmll· Combining (3.13), (3.16), 
(3.37), (3.55) and (3.57), 
~ L 1 II Am II • II [ ( Pm) -1 f II 
~ L 2 ( 1 +Em+ E ~ + k 2) II [ ( Pm)- 1 J II 
~ L 3 (l+p~)[(l+p~)(l+~m)] 
~ L(l+p~)(l+~m). 
Substituting (3.64) into (3.41) gives 
(3~65)pm+l ~ pm[Lpm+Lp~+l+Lk][l+Lk·Exp(L(l+p~~+~m)] 
+ Lk 2 (pm+p~)·Exp(L(l+p~)(l+~m)) 
+ Lk(pm+p:) + Lk 3 [l+Exp(L(l+p~)(l+~m))]. 
PART 8. We begin with the followihg claim: 
CLAIM 2. There exists C > 1 independent of k and h 
such that if Pm <.l·and ~m < 1, then 
(3.66) Pm+l ~ Cp~ + (l+Ck)p~ + Ck 3. 
PROOF OF CLAIM 2. Let C = 7L 2·Exp(4L) where L is the 
positive constant in (3.65). 
Since pm < 1 and ~m < 1, (3.65) implies 
. 4 
Pm+l ~ pm[Lpm+Lpm+l+Lk][l+Lk·Exp(4Lll 
43 
+ L k 2 ( p m+ p ~ ) • E x p ( 4 L ) + L k ( p m + p ~ ) + L k 3 ( 1 + E x p ( 4 L ) ) 
44 
Hence Claim 2 is ~roved. 
Since 
(3.67) Po = o = ~ 0 
(3.66) implies 
(3.68) 
1hroughout the remainder of this proof, we assume k satisfies 
(3.69) 
where r and c are the constants from Claim 1 and Claim 2 
respectively. . Let ~l - Ck 3 and ~m+l = c~2 + (l+Ck)~m + Ck 3, m 
- l m=l,···,k -1. We next prove that 
( 3. 70) -l m=l,"',k . 
(3.68) guarantees that (3.70) is true for m=l. 
-l Suppose Pr 2 ~r for l2r2Jlkk . By (3.67), Lemma 3.1 and 
(3.69), Pr < k for 02r2m. Hence, by Claim 1, ~r < 1 for 
02 r~ m. Using Claim 2' 
Pm+l 2 
c 2 + (l+Ck)p + Ck 3 . Pm m 
~ c~2 + (l+Ck)~ + Ck 3 ~ ~m+ l · m m 
(3.70) is therefore proved~ (3.67), (3.69), Lemma 3.1 and 
(3.70) imply 
(3.71) 
and hence by Claim 1, 
(3.72) · ~ ~ rerk < 1, m=O,·· · ,k-l. 
m 
Substituting (3.71) into (3.39) gives 
(3.40) and (3.71) imply 
m II s II m ~ Lk 
I 
while (3.64) with (3.71) and (3.72) implies 
Hen c e The o rem 2 .6 a p p 1 i e d to ( 3 . 8) g i v e s 
m 2 -1 II V II m ~ L k , ·m=O , · · · , k - 1 . 
I 
and so by (3.7) 
(3.73) m 2 -1 IIU-W lim~ Lk , m=O ,· · · ,k -1. 
I 
By substituting (3.71) and (3.72) into (3.58) and (3.61), 




Then Theorem 2.6 applied to (3,50) gives 
m llx 11m ~ Lk 
I 
and hence by (3.46) and (3.49), 
( 3 . 7 4) II { U- wm) II ~ L k • 
xrm 
· . Nm -m Nm . -m Nm 
Since IIA II< L, !lA -A II~ Lk and !IF-F II~ Lk, (3.43), (3.45) 





In this chapter we enumerate briefly some open questions 
arising from this study~ 
QUESTION 1 ~ Construct a second order numerical method 
by which the solutions wm of (1.5) may be approximated so' as 
to satisfy the conditions in (1.4). The numerical approxi-
mations of wm, by virtue of Theorem 1.1, would then approxi-
mate the solution U of (1.1). 
QUESTION 2. Construct a sequence of linear initial-
boundary value analogues of (1 .2) whose solutions wm 
approximate the solution U of a quasilinear initial-boundary 
value analogue of (1.1) in a fashion similiar to (1.6), (1.7) 
and (1.8). Then construct a numerical scheme to approximate 
wm and thereby approximate U. This particular question was 
the beginning motivation of this thesis. The original 
proposal was to construct the appropriate approximations 
wm and then approximate wm by some scheme similiar to that 
of Thomee [23]. 
47 
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QUESTION 3. Let S be a measurable subset of R and 
p 





fiM .. (t,x)IPdm <""} 
Sx R 1 J 
Bp(y,nxm) = {MELP(IxR,Rnxm)j!IM!I ~yJ .. 
p' I 
Suppose that, in addition to the hypothesis of Theorem 1.1, 
there exists p: [O,oo)~[O,oo) such that 
- 1 for lal ~ 2 and M=A,P,P ,D and F(with the appropriate 
choices of m). Assume also that for lal s 2, 
Under what conditions will wm E LP(ImxR,Rn); furthermore, 
when and at what rate will IIU-Wmll m k converge to zero as 
p ' I ' 
QUESTION 4. Suppose the existence of the solution U 
of (1.1) is removed from the hypothesis of Theorem 1.1. 
As demonstrated in Remark 3.2, the solutions Wm of (1.5) 
still exist. Under what conditions will there exist a 
function V:IxR~Rn such that IIV-Wmll k converges to zero as 
I m' 
k -+""' ? I f s u c h a f u n c t i o n V e x i s t s , w h a t s moo t h n e s s p r o p e r t i e s 
will it have? When will such a V be a solution of (1.1) in 
49 
some sense? If (1.1) is a conservation law [13,pp.3-17], 
will V possess the appropriate 11 Shocks 11 ? If V does display 
shocks, then the convergence question must be studied in a 
topology weaker than L00 , e.g., an Lp or distribution space 
to po 1 o gy. 
QUESTION 5. If the conditions 
s up n II P ( <P) II < oo 
q>ElxRxR 
s up II P- 1 ( <P) II < oo 
q>ElxRxRn 
are removed from the hypothesis of Theorem 1.1, are the 
conclusions of Theorem 1.1 still valid? 
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