We consider a one-dimensional Radon transform on the group SO(3) which is motivated by texture goniometry. In particular we will derive several inversion formulae and compare them with the inversion of the one-dimensional spherical Radon transform on S 3 for even functions.
Introduction

Motivation from texture goniometry
Texture analysis with X-ray diffraction data is the analysis of the orientation distribution by volume and asks for a measure of the volume portion ∆V /V of a polycrystalline specimen of total volume V carrying crystal grains with orientations within a range (volume element) ∆G ⊂ G of the subgroup G of all feasible orientations G ⊂ SO (3) . Assuming that the measure possesses a probability density function f :
and f is referred to as the orientation density function by volume and dω g = sin β dα dβ dγ is the usual Riemannian measure of S 3 which differs from the invariant Haar measure dg of SO(3) by a constant factor, we have dω g = 8π 2 dg. In X-ray diffraction experiments the orientation density function f cannot be directly measured but with a texture goniometer any pole density function P (h, r)
can be sampled, which represents the probability that a (fixed) crystal direction h or its antipodal −h statistically coincide with the specimen direction r. With respect to the experiment the feasible crystal directions are the normals of the crystallographic lattice planes. A pole density function is the tomographic projection of an orientation density function which is basically provided by P (h, r) = 1 2 (R(h, r) + R(−h, r))
with R(h, r) = 1 2π {g∈SO(3): h=g r} f (g) dω g
= 4π
SO (3) f (g)δ r (g −1 · h) dg = (f * δ r )(h).
The Angular Distribution Function
We choose an arbitrary sample direction y as the pole of a spherical angular coordinate system. We hold the angle θ fixed and construct
where C(y, θ)is the small circle {y ′ ∈ S 2 : y ′ · y = cos θ}. One obtains this function, if, for example, one permits the texture sample to rotate rapidly about the sample direction y during measurement. It thus indicates how frequently the crystal direction h forms the angle θ with the sample direction y (angle distribution function). A special situation occurs when θ = π. Then we have W h,y (−1) = W h,y (cos π) = P h (−y),
see for example [12] . It should also be mentioned that the followingÁsgeirsson-type mean value property (see [1] and [13] ) holds: 1 2π C(h,θ) R(h ′ , r) dσ(h ′ ) = 1 2π C(r,θ) R(h, r ′ ) dσ(r ′ ).
The inversion formula
The solution of Eq. (1) for f (g) is called pole figure inversion. Several mathematical approaches to solve this equation have been proposed. A method introduced by S. Matthies, [8] , provides a direct inversion formula, which can be deduced for central functions on the basis of Abel's integral transformation formula, as it has been shown in [12] . According to this formula, the orientation distribution function can be expressed by
Main results
We start with the one-dimensional Radon transform on SO(3) and it's inversion. Using a group-theoretical approach we will obtain an inversion formula which will be the basis for other inversion formulae. An important tool will be the series expansions on the unit sphere in surface harmonics on S 2 × S 2 as well as on SO (3) in rotational harmonics.
In particular we will get that:
i.e. the Fourier coefficients of f in L 2 (SO(3)) are equal to 4π-times the Fourier coefficients of Rf in L 2 (S 2 × S 2 ). Furthermore, we have several inversion formulae
whereŘ denotes the dual Radon transform in L 2 .
Moreover, the Radon transform on SO(3) has the singular value decomposition:
where the bar denotes complex conjugation. Using spherical harmonics on S 2 and generalized spherical harmonics on SO(3) we derive the inversion formula (4) by S. Matthies [8] and H. J. Bunge [2] and give a complete proof. Further we demonstrate it's equivalence to the inversion formula of the spherical Radon transform on S 3 given by S. Helgason. Because the one-dimensional Radon transform on SO(3) is equivalent to the one-dimensional spherical Radon transform on S 3 for even functions the Radon transform is an isomorphism of C ∞ (SO(3)) and the C ∞ (S 2 × S 2 )-solutions of the ultra-hyperbolic differential equation. The X-ray transform in texture goniometry differs from the Radon transform on SO(3) in the following way. Due to Friedel's law which says that the X-ray cannot distinguish between the top and the bottom of the lattice planes, we are only able to measure a mean value which correspondence to a negligence of the orientation on SO(3). Therefore the X-ray transform in texture goniometry is not an isomorphism.
Preliminaries
Orthogonal systems of functions and Fourier series
On the sphere S 2 as well as on the group SO(3) exist orthogonal systems of functions which are connected with the Laplace-Beltrami operator on S 2 or SO(3) respectively. Definition 1. Let H n be a homogeneous harmonic polynomial of degree n in R n . The restriction Y n = H n | S n−1 is called a spherical harmonic of order n.
Moreover, the spherical harmonics
form a complete and orthonormal function system in L 2 (S 2 ) :
In addition the functions {Y m l (ξ), m = −l, −l + 1, . . . , l − 1, l} are eigenfunctions of the Laplace-Beltrami operator on S 2 with respect to the eigenvalue −l(l + 1), i.e.
Because the spherical harmonics on S 2 from an orthonormal system the Fourier series of a function f ∈ L 2 (S 2 ) is defined as:
with Fourier coefficientsf
An orthonormal function system on L 2 (S 2 × S 2 ) is given by the tensor product of the spherical harmonics. But we are interested in functions F (h, r), defined on S 2 × S 2 , which also satisfy the ultra-hyperbolic differential equation
where ∆ S 2 h and ∆ S 2 r are the Laplace-Beltrami operator on S 2 with respect to h and r respectively. These functions can be developed into a Fourier series
with Fourier coefficientŝ
The well known Euler angle decomposition says, that any g ∈ SO(3) can be represented by three angles (ϕ, θ, ψ), the so-called Euler angles, where 
Furthermore, these functions form an orthogonal system of functions, we have
and hence,
is a complete orthonormal basis for L 2 (SO(3)) with respect to the Haar measure (see for example [15] .) We have seen that Legendre polynomials are closely related to spherical harmonics and generalized spherical harmonics. We especially need
The series
is called Legendre expansion of G with Legendre coefficients G ∧ (n), n = 0, 1, 2, . . . . (3)). We define the Fourier series on SO(3) by
Remark 1. Following H. Pollard ([14]) the convergence of the Legendre series of
,
and dg is the Haar measure on SO(3).
Quaternions and Rotations
We start with the algebra of quaternions. The literature about quaternions today is enormous, especially with respect to their ability to represent rotations in a stable manner which is widely used in computer graphics. We only want to mention the book by Kuipers [10] .
Quaternions and their representation
We denote the standard orthonormal basis of R 3 by i, j, k. We now define a quaternion as the sum
In this sum, q 0 is called the scalar part of the quaternion q is called the vector part of the quaternion. To form an algebra under multiplication the following fundamental special products must be satisfied:
If q 0 = 0, then q = q is called a pure quaternion. Given two quaternions p, q their product according to the algebraic rules is given by
where p · q and p × q represent the standard scalar and cross product in R 3 .
The quaternion q * = q 0 − q is called the conjugate of q = q 0 + q. The norm of a quaternion q, denoted by ||q||, is the scalar defined by
and is equal to norm of q in R 4 . A quaternion q with ||q|| = 1 is called a unit quaternion. It is easily seen that the set of all unit quaternions form the unit sphere
The main reason why the rotations in SO(3) can by represented by unit quaternions are the following:
1. For every nonzero vector u ∈ R 3 , the reflection s u about the hyperplane perpendicular to u is represented by the map
where u and v are viewed as pure quaternions in H.
2. The group SO(3) (as a subgroup of O (3)) is generated by the reflections. 
Rotations
In the context of crystallography normal unit vectors of lattice planes are subjected to rotations, therefore considerations are confined to the unit sphere S 2 ⊂ R 3 . The rotation gh = r may be represented by its (3 × 3) orthogonal matrix M (g) ∈ SO(3) such that
where quaternionic multiplication applies. To perform quaternion multiplication, h, r must be read as pure quaternions, i.e. their scalar quaternionic part must be zero.
Basic results
Definition 4. Let q 1 and q 2 be two unit orthogonal quaternions. The set of quaternions
is called a circle in the space of unit quaternions and is denoted C(q 1 , q 2 ).
Obviously, the circle C(q 1 , q 2 ) is the intersection of the plane E(q 1 , q 2 ) = q 1 , q 2 ⊂ R 4 spanned by q 1 , q 2 and passing through the origin O with the unit sphere S 3 , i.e. C(q 1 , q 2 ) = E(q 1 , q 2 ) ∩ S 3 . Which means that C(q 1 , q 2 ) describes a great circle in S 3 (or in other words a great sphere of dimension one in S 3 ).
Proposition 1 (see [11] ). Given a pair of unit vectors (h, r) ∈ S 2 ×S 2 with r = −h, the great circle G(h, r) ⊂ SO(3) of all rotations with g h = r may be represented as great circle of unit quaternions such that
with
and ||1 − rh|| = 2(1 + cos η) (8)
where E(q 1 , q 2 ) = q 1 , q 2 ⊂ R 4 denotes the plane spanned by q 1 and q 2 , and η denotes the angle ∠(h, r) of h, r ∈ S 2 , i.e. cos η = h · r. Obviously, ||1 − rh|| = ||h + r||.
Proposition 2 (see [11] ). Let q 1 , q 2 , q 3 , q 4 denote four mutually orthonormal quaternions; let C(q 1 , q 2 ) denote the circle of quaternions representing the rotations g ∈ G(h, r), and C(q 3 , q 4 ) the circle representing the rotations g ∈ G(−h, r).
Then the spherical torus Q(s, t; θ) ⊂ S 3 defined as the set of quaternions
Therefore, we conclude that the torus T (q 1 , q 2 , q 3 , q 4 ; θ) consisting of all quaternions with distance θ from C(q 1 , q 2 ) essentially consists of all circles with distance θ from C(q 1 , q 2 ) representing all rotations r ′ ∈C(r,2θ) G(h, r ′ ) mapping h on C(r, 2θ), i.e.
which has shown to be equal to h ′ ∈C(h,2θ) G(h ′ , r) mapping r on C(h, 2θ). Geometrically, the torus is the union of parallel circles, each of which with distance θ from C(q 1 , q 2 ). The set of all circles C(p 1 , p 2 ) with a fixed distance θ of some given q ∈ S 3 is characterized by
where r ∈ S 2 is uniquely defined in terms of h and p 1 , p 2 by r := p(t)hp * (t) for all p(t) ∈ C(p 1 , p 2 ) and any h ∈ S 2 , i.e. each circle represents all rotations mapping h ∈ S 2 onto the small circle C(qhq * , 2θ). Thus, for each q ∈ S 3 and θ ∈ [0, π)
A Radon transform on SO(3)
In this section we use representation theory to derive an inversion formula for the Radon transform on SO(3).
Proposition 3. The decomposition
where, V k are the eigenspaces {u ∈ C ∞ (S 2 ) : ∆u = −k 2 u}, contains each irreducible representation of SO (3), exactly once.
Given f ∈ D ′ (SO(3)), write
where {π j } runs over all the representations of SO (3), each contained once in L 2 (S 2 ), and set
where P j is the orthogonal projection on L 2 (S 2 ) whose range is the space where SO(3) acts like π j . Thus,
where λ is the regular representation of SO(3) on L 2 (S 2 ) :
In other other words, T f = λ(f ). The action of T f on ϕ ∈ C ∞ (S 2 ) is therefore given by
If we let ϕ tend to a delta function, we get
where K(x, y) = {g ∈ SO(3); g · y = x} is a great circle in SO(3). From (12) it follows that
To obtain an inversion formula:
• We want to impose a Hilbert space structure on some subspace of D ′ (S 2 × S 2 ) containing the smooth functions, so that T maps L 2 (SO(3)) isometrically into this Hilbert space.
• Then T * will map the range of T isometrically onto L 2 (SO(3)) and will provide the inverse.
The usual orthogonality relations imply
since the dimension of the representation space of π j is d j = 2j + 1. Thus the Hilbert space norm |||.||| on C ∞ (S 2 × S 2 ) should satisfy the identity
where we denote by ∆ S 2 ×S 2 the operator ∆ 1 + ∆ 2 . Thus we pick the pre-Hilbert space norm on C ∞ (S 2 × S 2 ) to be
Now, we can construct the adjoint of T. Given u ∈ C ∞ (S 2 × S 2 ), f ∈ C ∞ (SO(3)), we should have
As f → δ g ∈ D ′ (SO(3)), we have
which implies
Let us denote by H 
where ||.|| 2 denotes the usual L 2 -norm. Then:
and is isometric up to a constant, more precise
Moreover, the adjoint operator
and the Radon transform is inverted by
Proof: The condition ∆ 1 (Rf ) = ∆ 2 (Rf ) is fulfilled due to (12) . From the definition of the norm (14) and the inversion formula (13) we obtain ||Rf ||
Because the Radon transform is a solution of the ultra-hyperbolic equation we get that it is an isomorphism "onto." The relationship between the spherical Radon transform and the ultra-hyperbolic equation was first discovered by F. John (cf. [9] ). It is also easily seen by an series expansion (see for example [13] ). Next, we want to construct the adjoint operator of these transformations as mappings (3)) and P ∈ L 2 (S 2 × S 2 ) arbitrary elements. We have by definition:
i.e. (Ť P )(g) = 4π S 2 P (g · y, y) dS 2 y and similarly
Inversion by series expansion
To obtain a correspondence between f and T f we use the inversion formula (13) to calculate f and T f.
) the series expansion of T f reads as follows:
). Now, put this in the inversion formula above we get
as well as the orthogonality relations
we get
Because D l m,n (g −1 ) are eigenfunctions of the Laplace-Beltrami operator on SO(3) with respect to the eigenvalue −l(l + 1), we conclude that
and the inversion formula can be rewritten as
Theorem 3. Another inversion formula for the Radon transform is
A consequence of (15) is the inversion of the one-dimensional Radon transform on SO (3) . If the measure dg is replaced by 8π 2 dg = dω g , we get
f (g) dg and thus we get the corresponding series expansions with C mn l = (2l + 1)λ mn l :
Rf (h, r) = 4π
Which implies that the Fourier coefficients of Rf in H 1/2 (S 2 × S 2 ) are equal to the Fourier coefficients of the function f in L 2 (SO (3)). Due to the fact that the spherical functions form a complete and orthogonal function system in L 2 (S 2 ) we can evaluate the coefficients C mn l of the Radon transform on SO(3) (17):
If we put the expression for C mn l into (16) we can express the function f in terms of it's Radon transform. This is exactly the way how S. Matthies (see [8] ) got his inversion formula. We want to derive this formula in order to determine the kernel of the corresponding transform. We plug (18 in (16) and get
interchanging integration and summation and make use of
which leads to
by the aid of
we end up with
We set cos θ = (g −1 · h) · r which leads to
where
is the so-called angular distribution function.
The heart of our inversion formula is the series
which is not a function but a singular distribution. Nevertheless, it is possible to give the formula inclosed form (see [8] ). We set t = cos θ and abbreviate W (cos θ, h, g) = W (t, h). We consider the partial sum
because of P 0 (t) = 1, and (2l + 1)P l (t) = P ′ l+1 − P ′ l−1 (t) we get
partial integration and P l (1) = 1, P l (−1) = (−1) l , for all l = 0, 1, . . . leads to
To ensure the convergence of the series we suppose that W ′ (t, h) can be developed into a Legendre series and the coefficients of this series behave like O(n −1−ε ) for any ε > 0. Then
and hence
Theorem 4.
If the angular distribution function W (t, h, g), t ∈ (−1, +1), h ∈ S 2 and g ∈ SO(3) fulfils the following conditions:
) is integrable with respect to h and can be developed into a Legendre series with respect to t such that the coefficients behave like O(n −1−ε ) for any ε > 0 as n → ∞,
where t = cos θ.
The spherical Radon transform
Because we now know that g ∈ SO(3) can be identified with an unit quaternion g ∈ S 3 and that the integration over great circles in SO (3) is the same like the integration over great circles in S 3 we are able to interpret 1 as a spherical Radon transform. The one-dimensional spherical Radon transformf (ξ) of a function f (x) defined on the unit sphere S 3 (see [6] ) is given bŷ
where ξ ∈ Ξ is a great circle passing through x and dm = dS 3 is the measure given by the Riemannian structure induced by that of S 3 . Leť
denote the average of a continuous function on Ξ over the set of ξ passing through x. Further, a generalized transform
where dµ is the average over the set of ξ at distance p from x. The spherical Radon transform is inverted (see [7] ) by
is the average of the integrals of f over the great circles of S 3 which have distance p from x. It is easily seen that we cannot differentiate the integral.
Therefore we have to convert the integral. First we substitute:
which transforms the expression into
next, set s = u 2 and we obtain
to shift the singularity inside the integral we set q = s − t, dq = −dt which leads to
In this last expression we can differentiate which gives
we have Which indicates that we have a reduction of information about our function f in P f. More precise, we can only determine the even partf of f from P f. Due to the orthogonality of the spherical harmonics we can calculate the coefficients C mn 2l off : and t = cos θ = (g −1 · h) · r. Because of P l (−t) = (−1) l P l (t) we have • The even partf of the ODF f can be determined from P by an inversion of a one-dimensional Radon transform on SO(3).
• But the odd partf of the ODF f cannot be determined by P.
• We have only two additional conditions for the determination off due to the fact that f is an density function:
f (g) ≥ 0 and SO (3) f (g)dg = 1.
The most difficult part is the non-negativity of the function f while the second condition is only a normalization of f. 
