Abstract. In this note, we consider preconditioned Krylov subspace methods for discrete fluid-structure interaction problems with a nonlinear hyperelastic material model and covering a large range of flows, e.g, water, blood, and air with highly varying density. Based on the complete LDU factorization of the coupled system matrix, the preconditioner is constructed in form ofLDÛ , whereL, D andÛ are proper approximations to L, D and U , respectively. The inverse of the corresponding Schur complement is approximated by applying one cycle of a special class of algebraic multigrid methods to the perturbed fluid sub-problem, that is obtained by modifying corresponding entries in the original fluid matrix with an explicitly constructed approximation of the exact perturbation coming from the sparse matrix-matrix multiplications.
Motivation
During the past years, robust and efficient monolithic fluid-structure interaction (FSI) solvers attract a lot of interests from many researchers; see, e.g., [13, 29, 18, 16, 4, 9, 6] , that are mainly based on algebraic multigrid (AMG) [30] , geometry multigrid (GMG) [15] , preconditioned Krylov subspace [32] and domain decomposition (DD) [28, 35] methods. In our previous work [23] , we implemented FSI monolithic AMG solvers with the W-cycle and with a variant of the W-cycle, i.e., a recursive Krylov-based multigrid cycle, somehow related to the algebraic multilevel method, see, e.g., [2, 3, 20, 22, 37, 27, 1] , as well as their corresponding preconditioners for the coupled FSI problem using the AMG preconditioners [21, 14, 38, 24] for each sub-problem in the smoothing steps. In addition, we also considered the preconditioned GMRES method (see [33] ), using a class of block-wise Gauss-Seidel type preconditioners (see the earlier work in [13] ), that are based on the aforementioned AMG methods for the sub-problems. As well known, such block-wise Gauss-Seidel preconditioned Krylov subspace methods may lose the robustness with respect to the mesh size, i.e., the iteration numbers for solving the coupled FSI system nearly double, when the mesh size halves; see the numerical results in our previous work [23] . In this work, we further obverse, that the methods are not robust with respect to the varying fluid density. For an illustration, we have tested the methods on the numerical example given in Section 4, where the fluid density is varying (from water to air flow): ρ f ∈ {1.1, 0.11, 0.011, 0.0011} g/cm 3 . The preconditioners employed in the preconditioned GMRES method are: The block diagonal (P D ), the block lower triangular (P L ), the block upper triangular (P L ), the SSOR (P SSOR ) and the ILU (0) (P ILU ); see the definition in [23] . The number of iterations (#it) for solving the linearized FSI system on the coarse mesh using the time step size ∆t = 0.125 ms is displayed in Table  1 Table 1 . The number of iterations of the preconditioned GMRES method for solving the coupled FSI system with varying fluid density ρ f ∈ {1.1, 0.11, 0.011, 0.0011, 0.00011} g/cm 3 .
show the robustness with respect to the varying fluid density, i.e., the iteration numbers grow more or less when the fluid density decreases. In addition, the iteration numbers in the first column correspond to the numerical results in [23] , where a similar fluid density has been adopted. Note that, here we stop the linear solver when the error in the GMRES iteration is reduced by a factor of 10 10 . The numerical results are shown for the first Newton iteration.
Although we are able to cure the mesh dependence issue by using the fully coupled monolithic AMG methods, provided we have designed effective smoothers and coarsening strategies for such multifield problems, this task in general turns out to be nontrivial, see, e.g., [13] .
Motivated by the above observations, in this work, we aim to construct a more robust and efficient preconditioner in preconditioned Krylov subspace methods for the monolithic coupled FSI system, that is based on the approximation of the direct complete LDU factorization of the coupled system matrix.
The remainder of paper is organized as follows. In Section 2, we set up a FSI model problem for testing our methods. Section 3 deals with the construction of the robust and efficient preconditioner in Krylov subspace methods for the linearized and discretized model problem. Numerical studies are presented in Section 4. Finally, some conclusions are drawn in Section 5. 
In an analogous way, the boundary ∂Ω s f of the structure domain is decomposed into the following parts:
t is defined as the intersection of the fluid and structure boundary:
At the time level t = 0, we have the initial (reference) configuration. See a schematic illustration in Fig. 1 . Figure 1 . An illustration of the computational FSI domain at the initial time t = 0 (left) and the current time t (right).
As usual, we use the Arbitrary-Lagrangian-Eulerian (ALE) mapping defined as
f denotes the fluid domain displacement; see, e.g., [19, 12, 10] . For the structure sub-problem, the Lagrangian mapping
s is used to track the structure body movement; see, e.g., [7, 17] . In addition, the fluid velocity u := u(x, t), ∀x ∈ Ω 0 f and pressure p := p(x, t), ∀x ∈ Ω 0 f are defined via the ALE mapping:
f , whereũ(·, ·) andp(·, ·) denote the fluid velocity and pressure variables under the Eulerian framework; see, e.g., [40] .
Since we formulate the coupled FSI system on the reference configuration for the fluid sub-problem by the ALE mapping and structure sub-problem by the Lagrangian mapping, we need to introduce the necessary notations in the kinematics as used in, e.g., [7, 17] . For this, we define the fluid and structure deformation gradient tensor by
s , respectively. Their determinants are given by J f = detF f and J s = detF s , accordingly.
2.2.
A monolithic FSI system on the reference configuration. After the above preliminary, we formulate the the coupled FSI system in strong form on the reference domain:
To complete the system, we prescribe the corresponding boundary con- 
Here, the notations ρ f and ρ s denote the fluid and structure density, respectively, n f and n s the fluid and structure outerward unit normal vector, respectively, σ f (u, p) := µ(∇u + ∇ T ) − pI the Cauchy stress tensor with the dynamic viscosity term µ.
For the structure, we use the hyperelastic model of the St. Venant Krichhoff material, for which the second Piola Kirchhoff stress tensor S is defined as Remark 2.1. Note that, in [18, 40] , a monolithic formulation was introduced and used for the FSI simulation, where the structure velocity variable is introduced to rewrite the structure equation into a system of two first order time dependent equations so that both the fluid and structure sub-problems are rewritten in a monolithic manner on the reference domain Ω 0 . In our approach, we keep the form of structure equation, but transform the fluid sub-problem onto the fluid reference domain by the ALE mapping. By this means, we keep the modulus of each sub-problem so that robust solvers for the sub-problem can be directly applied.
2.3.
Temporal and spatial discretization and linearization. Concerning the temporal and spatial discretization, we follow the approaches in our previous work [24, 23] . For the time discretization of the fluid and structure sub-problem, we use the first order implicit Euler scheme and a first order Newmark-β scheme, respectively. For the spatial discretization of the fluid sub-problem, we use the stabilized P 1 − P 1 finite element discretization with standard hat basis functions for both the fluid velocity and pressure interpolations. For the mesh movement and structure sub-problem, we use the P 1 finite element discretization with the standard hat function for both the fluid and structure displacement interpolations. Following the approach in [23] , the nonlinearity of the monolithic FSI system is handled by Newton's method.
Monolithic solution methods for the coupled FSI system
3.1. The modified coupled FSI system. Based on our previous work [23] , the linearized coupled FSI system is formulated as
where the superscript γ indicates the (nodal) degrees of freedom (DOF) associated to the variables on the interface, i denotes the remaining DOF, βα, β, α ∈ {γ, i}, β = α means the coupling between the corresponding interface variables and the remaining. Here the second row corresponds to the interface coupling between the mesh movement and the structure displacement, the fifth and sixth rows correspond to the equivalence of surface tractions and the no-slip interface condition from the fluid and structure side, respectively. It is easy to see, on the main diagonal, we have stiffness matrices for the mesh movement, fluid and structure sub-problem, respectively, and the off-diagonal matrices denote the the coupling among them.
In order to derive the robust preconditioner for the coupled FSI system in a convenient manner, we reoder the system (3) by changing the rows and columns, and modify some of the matrix entries and the right hand side accordingly. This way, we obtain the following equivalent linear system of equations: By this means, we keep the system matrix for the sub-problems on the diagonal as symmetric as possible to make our linear solver for the sub-problem more efficient, e.g., by applying conjugate gradient method with AMG preconditioner (see [14] ). Nevertheless, keeping the symmetry of the sub-problem is not mandatory. For instance, for nonsymmetric positive systems, a class of AMG methods with special transfers base on Schur complements and Galerkin projections are proposed in the recent work [41] . On the other hand, we face the unsymmtry for the fluid sub-problem any way, mainly due to the convection and stabilization terms. This issue is handled by a class of coupled AMG methods [38, 39, 43, 42, 24] . For convenience of the following presentation, we rewrite the reordered system (4) in the following compact form:
Here the block matrices and vectors are assigned according to the subdivision of the FSI system (4).
3.2.
Construct the Schur complement approximation. To construct the Schur complement approximation of the FSI system, we start to perform a LDU factorization for the 3 × 3 block matrix K. In this case, the factorization is formulated as (8)
where the fluid Schur complement is formulated as
Inspired by this observation, we propose the following FSI preconditioner (11)
Here the approximation of the fluid Schur complement is defined as
The notation "diag" means the block diagonal of the corresponding matrix from the mesh movement and the structure sub-problem, respectively. By this means, we are able to construct the fluid Schur complement in an explicit way, that corresponds to a full fluid matrix perturbed by the matrix from the multiplication of the approximated coupling matrices of the fluid and mesh movement sub-problem, the fluid and structure sub-problem, and the structure and mesh movement sub-problem, respectively.
Remark 3.1. In principle, we can choose different approximations to A m appearing in theL,D, andÛ of (11). In our case, we utilize the same approximationÂ m , i.e., one corresponding AMG iteration is applied to the mesh movement sub-problem for the inverse approximation. The same applies to the approximation for A s .
Remark 3.2. To approximate A m and A s appearing in the fluid Schur complement (9), we employ the diagonal of the matrix as an approximation, that turns out to be a rather robust and meanwhile cheap approximation in our applications. However, in principle, the methodology here can be extended to other situations, where the approximation for the inverse of A m and A s can be computed explicitly in another cheap way.
Remark 3.3. The constructure of the fluid Schur complement approximation (12) turns out to be a fairly cheap operation. Since the matrices A f s , A ms and A sf have very sparse non-zero pattern corresponding to the coupling conditions among the mesh movement, fluid and structure sub-problems on the interface only, the cost of multiplication between the matrices, and between the matrix and the diagonal of the matrix is rather cheap. In addition, the sparse matrix A f m couples the mesh movement and the fluid sub-problem in the fluid reference domain. Thus, it has more entries than the interface coupling matrices. Finally, we only need to modify the entries in the A f and B 1f blocks of the fluid matrix in (4) in order to construct the fluid Schur complement. By neglecting the perturbation −A f m A −1 m A ms in (9), a cheaper inexact approximation for the Schur complement S is obtained. However, this approximation turns out to be too rough to get the robustness of the preconditioner. Thus it will not be discussed in the following. One way is to construct the structure Schur complement:
m A ms ), based on the following LDU factorization of the original coupled system:
m A ms . The other way is to construct the mesh movement Schur complement:
based on the following LDU factorization of the reordered FSI system:
f . However, none of these two Schur complements (15) and (16) is cheaper than the fluid Schur complement (9) to approximate. From now on, we only consider the preconditionerK constructed in (11).
3.3. The preconditioning steps. The preconditioning operation in the preconditioned Krylov subspace methods, e.g., the preconditioned GMRES [33] or the flexible preconditioned GMRES [31] , requires the evaluation x =K −1 r for a given vector r = [r
One inverse operation contains five steps as indicated in Algorithm 1. As observed, we need to evaluate the inverse ofÂ m andÂ s applied to the corresponding vectors twice, and the inverse evaluation of the approximated fluid Schur complementŜ applied to a vector once, that is the most expensive operation in the preconditiong steps. All the evaluation is computed by applying one cycle of a special class of AMG methods [21, 38, 42, 43] to the corresponding sub-problem with 0 as initial guess,
that turns out to be sufficient to evaluate the inverse approximation in the preconditioning steps.
3.4. Some remarks on other related preconditioners. In this subsection, we make some remarks on other known preconditioned Krylov subspace methods for the coupled FSI system. For instance, in [9, 6] , the domain decomposition based additive Schwarz preconditioners have been used in the parallel FSI solvers.
Remark 3.5. In [16] , the author considered the preconditioned Krylov subspace method for the FSI problem in 2D using a 1D model of the wall deformation. Starting from the three block-triangular approximations (as preconditioners) of the original linearized system, the "sup", the "sub" and the "diag", the author then used a global pressure Schur complement preconditioner [36] to replace the Navier-Stokes block, in which the Elman's BFBt approximation [11] to the fluid pressure Schur complement is employed in order to reduce the computational cost. Later on, in [26] , the authors considered a FSI preconditioner for a 4 × 4 linearized FSI system by replacing the bottom-right 2 × 2 block in the Jacobian with the so-called pseudo-solid preonditioner. In our approach, we construct the preconditioner based the complete LDU factorization for the the linearized 3 × 3 coupled system and the approximated Schur complement itself is on the sub-problem level, corresponding to the perturbed fluid sub-problem, see (12) , for which we have very efficient and robust AMG method [38, 39, 43, 24] to perform the inverse operation.
Remark 3.6. In [4] , the authors considered the domain decomposition Dirichlet-Neumann, the ILU and the inexact block-LU factorization based preconditioners for the FSI system linearized by the fixed point algorithm for both the domain dependence and the convective term. Thus the linear system therein has slightly different structure as we consider in this work. Herein, more coupling matrix blocks come into the the system due to the nonlinearity of the domain movement and the convective term treated in an all-at-once manner using Newton's method. In their inexact block-LU factorization based preconditioner, the inverse of the fluid matrix appears several times in the block structure, that is approximated by Neumann expansion technique. The similar technique was also used in [5] . In our approach, by reordering the coupled system we arrive at the fluid Schur complement, that involves the inverse of the perturbed fluid matrix only once. Furthermore, one complete preconditioning step involves the inverse of the mesh movement and structure matrices twice, that are in general cheaper to approximate than the inverse of the fluid sub-problem.
Remark 3.7. In [13] , the block Gauss-Seidel preconditioned Krylov subspace and the fully coupled FSI AMG methods are proposed, which are based on the smoothed aggregation multigrid method for each subproblem, employed either in the preconditioning step or in the smoothing step.
Summarizing, compared to the others, we propose a preconditioner for the linearized FSI system, based on the complete LDU factorization of the reordered 3 × 3 system block matrix. The Schur complement itself corresponds to a fluid sub-problem, perturbed by a sparse matrix coming from the multiplication of the corresponding coupling matrices from the mesh movement, fluid and structure sub-problems, that is approximated and constructed in an explicit way.
Numerical experiments
In this Section, we would like to demonstrate the robustness of the preconditioner in the preconditioned GMRES and flexible preconditioned GMRES methods for solving the FSI problem. For this reason, we test the algorithm for the FSI problem on three consecutively refined finite element meshes. We compare the iteration numbers of the preconditioned Krylov subspace methods, with varying mesh size, fluid density, and time step size. 4.1. Geometry, meshes, material parameters and boundary conditions. First we describe the geometry for the FSI simulation in Fig. 2 . The channel has an obstacle inside, where the x-, y-and z-coordinates represent the lateral, anterior-posterior, and the vertical directions. respectively. The channel has the size [0, 12] cm, [0, 2] cm and [0, 2] cm, in the x-, y-and z-direction, respectively. The obstacle is composed of four quarter cylinders with radius 0.8 cm, and two cubes inserted in between. The FSI interaction occurs on the obstacle surface inside the channel, when the flow goes from the left to right in the lateral direction. The finite element meshes are generated using Netgen [34] , where the conforming grids on the interface are guaranteed, see a mesh example in Fig.3 . The information concerning the number of nodes (#Nod), tetrahedral elements (#Tet), and degrees of freedom (#Dof) on the coarse mesh (C), intermediate mesh (I) and fine mesh (F) is summarized in Table 2 . We use the nonlinear isotropic and homogeneous hyperelastic model of the St. Venant Krichhoff material, where the elastic constants in (2) are λ s = 1.73e+06 dyne/cm 2 and µ s = 1.15e+06 dyne/cm 2 . The density of the structure is ρ s = 1 g/cm 3 . The fluid kinematic viscosity is ν = 0.1568 cm 2 /s. The fluid density is ρ f ∈ {1.1, 0.11, ..., 0.00011} g/cm 3 for our testing purpose, that covers a large range of flows, e.g., the water, blood and air flow. Note that, for numerical studying purpose, we successively decrease the fluid densities by factor of 10.
The structure is fixed on the boundaries except that part of the top and bottom in the vertical directions is assigned a homogeneous Neumann boundary condition as indicated by the purple color in Fig.3 . The inflow boundary condition is u = 30 cm/s on Γ in . For the outflow on Γ out , we use "doing-nothing" condition, i.e., homogeneous Neumann boundary condition. On Γ wall , we use homogeneous Dirichlet boundary condition. For testing purpose, we use the time step size ∆t ∈ {1.25, 0.125, ..., 0.00125} ms.
4.2.
Numerical studies on the robustness with respect to fluid density, mesh size and time step size. To study the robustness of the preconditioned Krylov subspace methods with respect to the varying fluid density, mesh size and time step size, we test the algorithm on three meshes (see Table. 2), with different fluid densities ρ f ∈ {1.1, 0.11, ..., 0.00011} g/cm 3 , and different time step size ∆t ∈ {1.25, 0.125, ..., 0.00125} ms. We uses the preconditioned GM-RES and flexible GMRES as the outer acceleration. The iteration numbers of the preconditioned Krylov subspace methods are prescribed in Table 3 Pre FGMRES 5 6 6 6 7 7 6 8 8 6 8 8 6 8 8 Table 6 . The iteration numbers of the preconditioned GMRES and flexible GMRES with the time step size ∆t = 0.00125 ms.
The observations are summarized in the following. We observe, that the preconditioned GMRES (Pre GMRES) method performances better than the preconditioned flexible GMRES (Pre FGMRES) method for our testing problem, i.e., the latter needs more iterations for all the test cases. The gap becomes smaller when the time step size is refined. Furthermore, the later shows to be more sensitive to the fluid density changes, i.e., when the density decreases, the iteration numbers very slightly increase. However, for the Pre GMRES method, we need fewer iterations when the fluid density decreases. In addition, as well known, when ρ f = O(ρ s ) (in our case, ρ f ≈ ρ s = 1 g/cm 3 ), the so-called addedmass (see, e.g., [25] ) plays important effect to the normal partitioned FSI solvers, that are usually become slow in such a situation; see [8] . However, our preconditioner shows the robustness with respect to such added-mass effect; see the iteration numbers corresponding to ρ f = 1.1 g/cm 3 in Table 4 -6. In any case, we need much fewer iterations than the results in Table 1 using the old preconditioners, i.e.. our new preconditioner is much more efficient than the old ones with respect to the varying fluid densities. By this means, we overcome the robustness issues related to the fluid density using the old preconditioners.
Concerning the mesh dependence, from the results in Table 3 , we see slightly increased iterations with the mesh refinement (C-I-F) for both methods. However, from the results in Table 4 -6 with reduced time step size, we observe almost the same iterations on the three mesh levels for each method. Compared to the results in [23] using the old preconditioners, these new results demonstrate the more robustness of our new preconditioner with respect to the mesh size.
Furthermore, regarding the dependence on the time step size, except the result in Table 3 , where a large time step size ∆t = 1.25 ms is used in order to test the algorithm, that is usually much larger than required in the real simulation, we observe more or less similar iterations in Table  4 -6, for a large range of time step size in each method. So, our new preconditioner shows the robustness with respect to the time step size.
We emphasize that, nearly the same complexity of the preconditioning step in the new preconditioner is needed in comparison with the old preconditionersP SSOR andP ILU . However, the iteration numbers of the Krylov subspace methods with the new preconditioner are approximately reduced by a factor of 10, see Table 1 and Table 4. 4.3. Visualization of the numerical solutions. To illustrate the numerical solutions, we plot the streamlines of the velocity fields behind the obstacles and the structure deformations from the FSI simulation using different density ρ f = 1.1 g/cm 3 (close to water) and ρ f = 0.0011 g/cm 3 (close to air) in Fig. 4 and Fig. 5 , respectively. The simulation results at different time level t ∈ {0.125, 7, 14.5} ms and t ∈ {0.125, 14.5, 40.5} ms are shown from top to bottom in Fig.  4 and Fig. 5 , respectively. For visualization purpose, the deformation of the strcuture body is enlarged by a factor of 10. We observe larger structure deformation in the FSI simluation with ρ f = 1.1 g/cm 3 than with ρ f = 0.0011 g/cm 3 . In addition, we also obverse some vorticities behind the obstacle at late time level, e.g., at t = 14.5 ms for ρ f = 1.1 g/cm 3 and t = 40.5 ms for ρ f = 0.0011 g/cm 3 . From the numerical experiments, we also observe, that the velocity speed of the air flow reaches much higher level than the water flow at the very first time step. Figure 4 . The fluid velocity and structure displacement fields of the FSI simulation with ρ f = 1.1 g/cm 3 at different time levels: t = 0.125 ms, t = 7 ms and t = 14.5 ms (from top to bottom). at different time levels: t = 0.125 ms, t = 14.5 and t = 40.5 ms (from top to bottom).
Conclusions
In this work, we develop a new preconditioner for the coupled FSI sysem of finite element equations based on the proper approximation of the complete LDU factorization of the system matrix. From our numerical studies, the preconditioner shows the more robustness with respect to the mesh size, varying fluid density, and in addition, to the time step size, without resorting to the more involved fully coupled FSI monolithic multigrid methods. Thus, the new method may reduce the implementation and computational complexity significantly.
