Data-center network (DCN) plays a fundamental role in cloud computing. As applications grow fastly, capacity utilization of data-center network becomes a big challenge to cloud service, especially when user's requests are unbalanced or data-center works at a peak time when there are amount of demands need to be handled. Software-defined Networking (SDN) is an efficient technology to manage network utilization. In this paper, we apply SDN controller for service routing to increase bandwidth utilization of DCN and meanwhile reduce delay of end-users, by proposing a heuristic algorithm for SDN. Numerical experiments demonstrate the good performance of the proposed algorithm.
Introduction
A data center network (DCN) [1] [2] generally consists of a very large number of servers hosted in a factory-scale warehouse. These severs provide effective services to hundreds of millions of end-users. The enormous and growing demand of these applications has motivated service providers to deploy geographically distributed datacenters for both reliability and performance reasons. The resulting deployment of application leads to a particular important request allocation problem, which means that massive end-users' requests across the wide area must be directed to an appropriate datacenter [3] .
Normally, such request allocation is able to be completed with a simple method that allocates each request to the closest datacenter [4] . This will lead to another urgent problem that the closet datacenter may be overloaded to be outworked in a extreme case. So with the rapid increase of traffic in DCN and the growing demands from users, how to efficiently manage network resources became an urgent need that attracted numerous researchers' attention.
Many people have been devoted in improving QoS of DCN services by achieving high utilization of DCN internal bandwidth. Different DCN topologies have been proposed to improve scalability and efficiency of communication bandwidth [5] [6] [7] [8] [9] [10] . Some studies try to minimize network operational costs or average latency by caching files at different locations of the network [11] [12] [13] . [14] [15] proposed a scalable architecture by properly placing server racks to minimize system cost. Nevertheless, the above solutions cannot solve the problem that how to manage service routing in real-time by taking current DCN status and user demands into account for achieving a balanced bandwidth utilization. SDN (software defined network) [16] can perfectly cope with this situation. It allows design and implementation of more flexible and programmable networks [17] [18] [19] . SDN is featured by separating control and data planes with a centralized control plane to track global information of network status [20] . It can be applied to various networks such as DCN. The work [21] gives the first try to combine SDN with DCN in 2009, and since then more and more novel ideas have been proposed on this.
Specifically, [22] focuses on resource management in DCNs with SDN control. It indicates that SDN can bring network awareness to DCN applications, and meanwhile make DCN traffic routing more efficiently. Similiar to [22] , [23] proposes a dynamic load balancing method for DCN based on SDN. [24] [25] [26] [27] try to increase DCN bandwidth utilization by SDN architecture design. Authors in [28] presents a Nash bargaining method to achieve high bandwidth utilization (from service provider's perspective) and low latency (from end-user's perspective) by using SDN controller, but bandwidth utilizations of different providers are simply multiplied together. Though there are various existing SDN based solutions for improving DCN network utilization, they have not taken routing into account under certain failure probabilities of DCN internal links. While in our early research we haven't take capacity utilization into account that will be result in an imbalance using in all data centers.
In this paper, we combine SDN with DCN to balance capacity utilization of all data centers and meanwhile decrease service delay of end-users, as well as improving bandwidth utilization of DCN. Based on our earlier work [29] , a routing algorithm is designed for SDN controller to program network resources, such that bandwidth utilization of different service providers can be balanced in an even state. We first formulate an optimization model, and then design a heuristic routing algorithm by taking transmission delay and link failure probability into account.
The rest of the paper is organized as follows. We describe system model and problem in Section II. Section III formulates the optimization model and proposes the routing algorithm. Section IV presents numerical results. We conclude the paper in Section V.
System Model and Problem Description

A. System Model
In a scale DCN, there will be thousands or millions demands asking to be served. These demands will be satisfied by the nearest data center in a normal way in order to decrease the transmission cost. When the resources of DCN are sufficient or the demands are not adequate it does save transmission cost and total cost of DCN. But with the number of web users increasing, the resources of data center cannot develop synchronously with them. This will lead to a phenomenon that some data centers cannot satisfy their nearest users while other data centers may be idle at some peak time. In this situation, the users face two choices which is either keep waiting for its nearest datacenter until it is not busy or turning to ask for services from other datacenter. Which choice is ok depending on whose total cost(transmission cost and delay cost) is small. We examine this situation and try to solve the balancing of demands and resources. Our aim is to optimize the bandwidth utilization of datacenters in DCN with the help of SDN. The system model, named of OBU-SDN(Optimizing Bandwidth Utilization by SDN) is illustrated in Fig.1 , where the SDN controller connects users and DCN. The DCN consists of several DCs, each with a different bandwidth capacity. Users deliver their demands to SDN controller rather than directly to data centers, and then SDN controller orders the DCN to feed back the current information of each DCs (bandwidth utilization, jam situation, and transmission delay, etc.). Next, SDN assigns resource to users and decides serving routing based on the information. SDN controller plays as an administrator in the backbone. It makes overall arrangements in the network to minimize resource waste, and meanwhile prevent a particular DC from traffic jam. This also benefits end-users by balancing the workload of different DCs, though end-users may experience a little bit more delay by getting service from a remote DC. In fact, delay can indeed be decreased if the DCs can better serve end-users in a load-balancing manner.
Similar to our previous work [29] , we assume that each link entails a certain transmission delay and is with a particular failure probability. The specific values of transmission delay and failure probability of each link can be obtained from engineering practice. Since the values of the above two parameters are both proportional to the corresponding link length, we can integrate them into one cost by scaling factor. We assume that each user has a service request that matches a certain amount of cloud resources, and it is mapped to a particular node in the backbone network. The total demands of a node equal the sum of all end-user demands at this node. The total capacity of all DCs should be abundant to satisfy the demands of all users.. 
B. Problem Description
Our objective is to minimize the variance of bandwidth utilization of data centers and the total cost of serving all users with consideration of reducing service failure potential and service delay.
Demands jam may occur at a data center if users are always served by the closest nearby DC, especially at traffic peak time. The unbalanced capacity utilization among different data centers may lead to some DCs become quite busy while others are completely idle, and the former situation will lead to unnecessary user delay and thus poor QoS of cloud service. To increase the overall bandwidth utilization, we adopt SDN controller to balance the bandwidth utilization among all data centers. At peak time, when the nearest datacenter does not have enough capacity, user demands will be transferred to the second nearest data-center. We assume this will happen if the bandwidth utilization of the nearest data-center exceeds the critical threshold value . The latter demands can take advantage by this while these traveling demands decrease the waiting queue length and traveling requests' transmission delay may be getting larger thus increasing the total delay. However, this may not always be the case. It is possible that the total cost will decrease if the data center spends more time to handle one demand. The total cost's reduction is owe to that the waiting cost for the nearest data center is much bigger than the transmission cost for the further data center.
Based on the framework described in Section П.A, we need to determine the access route of demands originated from users at each node and allocate corresponding DC resources. Once a unique route is set up between a node and a DC, it is responsible for data exchanging between them. To increase resource utilization and network reliability, we propose an algorithm for SDN to arrange the overall resources to each user (detailed in Section III).
Factors considered for service routing include service cost and delay as well as failure potential of links for reliable service transmissions. Our problem includes the following three aspects: 1) balance bandwidth utilization among all data centers; 2) find proper service routes for external demands; and 3) minimize the overall cost of the system.
Formulation and Algorithm
Bandwidth utilization and transmission cost are taken as our optimization objective. To avoid unbalanced data-center utilization, we minimize the variance of bandwidth utilization among all data centers.
Variance is an effective value to describe if resources are distributed to all members evenly. In DCN, numerous requests search for service from several data centers. The awful situation is unpopular that one data center serves most demands while others are idle. So we do our best to even the demands to all data centers in order to balance the bandwidth of DCN. We compute the variance of bandwidth of all data centers in DCN to report the utilization level of it.
We try to minimize transmission cost through shortest path algorithm between users and target data center. It is assumed that remote data transmissions across fiber links will lead to transmission cost and delay, and will be subject to link failure probabilities as well. Two cost factors are introduced to integrate delay and failure probability with the system cost. The delay and transmission costs of all traffics are weighted by a cost scaling factor . To take service failure potential into account, we define another cost scaling factor to translate it into a countable cost parameter. We propose an optimization model and a heuristic algorithm in this section. The former minimizes the total service cost and the variance of bandwidth utilization among all data centers. We introduce two coefficients and φ in our formula to make the value of bandwidth and transmission delay closer to each other. Based on the optimization model, a heuristic algorithm is proposed for SDN to achieve proper service routing control in a given backbone network under a set of predefined service demands.
A. Notation List: Inputs: V: The set of all nodes in network G(V, E). E: The set of all directional links in network G(V, E).
: The service capacity of single rack. In this work, it is assumed every rack owns the same capacity. : Transmission cost of per unit traffic between nodes u and v in the optical network. In this work, it is assumed as the distance between nodes u and v, and = . : The failure probability of link (u, v), ( , ) ∈ . : The service demand at a network node, ∈ . : Cost scaling factor for service failure potential. : Cost scaling factor for taking the inter-node transmission delay of DCN internal traffic into account. > 1 and is the total cost of the DCN internal overhead for per unit internal traffic transmission between nodes u and v, where the cost of delay counts for ( − 1) . :The set of nodes placed with DCs.
∈ . * :The number of racks in the DC placed at node s. s ∈ .
: A predefined constant and ≥ ∑ * ∈ . : Scaling factor for total cost. : Scaling factor for the variance of bandwidth utilization. : Critical value of bandwidth utilization of one data center.
Variables:
: Nonnegative integer variable. It is the demands at node ∈ that are served by the data center at node ∈ . τ: Time for data-center deal with one demand.
Next, we define the total cost (transmission delay, transmission cost, and failure potential) at each link as the transmission related cost , and calculate it according to and . We take to denote it and get the following equation:
= − ln(1 − ) (1) The first term in function (1) denotes transmission and delay cost by factor , and the second term formulates the cost of the service failure potential at each link.
Furthermore, based on the transmission related cost of each link, we can calculate the shortest distance between two arbitrary nodes u and v, and denote it by ℎ . The shortest path can also be achieved in accompany with it.
Finally, we define as the total bandwidth utilization ratio of all data centers, which is expressed as:
For the sake of cost minimization, the system is destined to choose the shortest path to deliver service. Consequently, different from our earlier research [29] , in this work, we combine the variance of bandwidth utilization and total cost as our optimize target.
B. OBU-SDN Formulation
Subject to:
≤ ≤ 1 (6) Objective (3) minimizes the link cost and the variance bandwidth utilization in OBU-SDN. Constraint (4) ensures the demand at each node to be severed exactly. Constraint (5) limits the total service amount of a particular data center to its maximum service capacity and must not exceed its critical value. Constraint (6) ensures the total service amount of DCN must be limited to its capacity range.
Equation (3) is our optimize result and how to get the minimize value is another problem. Next, we should decide the serving routing of each user to ensure our optimization formula. We proposed our algorithm as below: Fig. 2 algorithm of deciding service demand routing Algorithm: decide serving rout for each node
Numerical Results
In this section, we set up numerous simulations to verify the proposed algorithm based on the network with 30 nodes and 62 links, which is taken from [30] . We assume that there are three data-centers and each has 7,5 and 5 racks respectively. The transmission delay and failure probability of each link are based on our previous work [29] .
In order to analyze how the SDN arrange the data-centers bandwidth utilization at the peak time, we examined user requests at 8 time spots to represent different data traffic. And the requests are becoming more and more imbalance. In our simulate DCN, there are 3 data centers, which are distributed at node 5, 13 and 22. In our simulation we assumed the other algorithm named Non-SDN which not combining SDN with DCN architecture compared with our algorithm. Fig.3 we can see the value of Non-SDN is increasing violently because some data centers are overused while others are free seriously. The blue line demonstrates that all data centers work at an even state in our OBU-SDN. Fig.4 shows how the minimize total result of equation (3) changes with different user requests . For better analyze the total value including total cost and the variance, we set the two coefficients =1000 and =0.0001 to help the two items nearer to each other. From this picture, we can obviously conclude that OBU-SDN is preceded than Non-SDN because the value is much smaller than that of Non-SDN. Fig. 5 indicates how serving time of data center influences the total cost of two DCNs. From Fig.5 we can see that the total cost is increasing as the data center will spend more time to serve one request, and that is quite reasonable. When the processing time is lower, the total cost of Non-SDN is smaller than that of OBU-SDN because Non-SDN users don't need to travel to other data center which further. They just wait and the waiting time can be ignored. But when a data center takes more time to finish one request, users in Non-SDN should spend more time to wait thus result to huge delay cost. Then the advantage of OBU-SDN has evolved slowly. Fig. 6 lists the serving routes of demands at each node in the form of , where the number at both ends of the line(i.e. x and z) are the nodes on the service route and the number above each short line y indicates the traffic load on the corresponding link. Notice that some nodes are served locally for the advantage of no latency and zero link failure probability (e.g., 5 2 5). We can see that most of the demands are served by only one rack site. However, the demands at nodes 16 and 22 are split into two parts and are served by two rack sites since the optimal service provider runs out of capacity.
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Conclusion
To improve service QoS and minimize the variance of bandwidth utilization among different data centers with the minimum system cost, it is important to design a scalable and flexible service route. Conventionally, users are served by the nearest data center that is not a better solution because of increasing delay. In this paper, we balance bandwidth utilization among the DCs using SDN controller. We formulated an optimization model to minimize system cost (transmission cost and delay cost) and the variance of bandwidth utilization among different data centers, and then proposed a heuristic service routing algorithm to achieve the same objective, with link failure potential taken into account. Numerical results validated the perfect performance of our proposed algorithms.
