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zgolj robotove ukaze ter podatke odometrije in ga nadgradite z detekcijo
poznanih staticˇnih referencˇnih vizualnih oznak. Izvedite obsezˇno evalvacijo
tako v simuliranem okolju kot s pravim mobilnim robotom in predstavite
rezultate.
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Naslov: Lokalizacija avtonomnega mobilnega robota brez uporabe zemlje-
vida
Avtor: Rok Peterlin
Cilj diplomske naloge je implementacija in obsezˇna evalvacija razlicˇnih nacˇinov
navigacije ter lokalizacije, ki uposˇtevajo zgolj robotove ukaze in podatke
odometrije, in njihova nadgradnja z zaznavami staticˇnih vizualnih oznak.
Razlicˇice sistema so bile implementirane z uporabo razvojnega ogrodja ROS,
sprva v simulatorju Gazebo in nato na mobilni platformi Turtlebot. Opisu
uporabljene strojne in programske opreme sledi predstavitev implementira-
nih metod in razlicˇic sistema, pri cˇemer se razlicˇice med seboj locˇijo po
uporabljeni metodi za lokalizacijo, omejenosti okolja in zmozˇnosti zaznave
referencˇnih vizualnih oznak. V zadnjem delu je izvedena obsˇirna evalvacija
predstavljenih razlicˇic.




Title: Mapless localization of the autonomous mobile robot
Author: Rok Peterlin
The aim of the bachelor’s thesis is the implementation and extensive evalua-
tion of various methods of navigation and localization which take into account
robot commands and odometry data and their upgrade with the detection
of static markers. The system was implemented using the ROS framework,
at first in the Gazebo simulator and then on the Turtlebot mobile platform.
The description of the used hardware and software is followed by a more
in-depth look into the implemented methods and system variants where the
variants are distinguished by the localization method, environmental limita-
tions, and the ability to detect reference markers. Finally, an evaluation of
the presented versions is carried out.





Robotika ja dandanes eno izmed najhitreje rastocˇih podrocˇij, kar se kazˇe
predvsem v industriji, kjer je osrednji namen avtomatskih strojev oz. robo-
tov nadomestiti ljudi v nevarnih okoljih ali pri tezˇje izvedljivih in rutinskih
procesih. Ne le v industriji, tudi doma z roboti zˇelimo posnemati cˇlovekovo
delovanje in cˇloveka zamenjati pri ponavljajocˇih se vsakodnevnih opravilih,
kot sta sesanje in kosˇnja trave. Primer robotske kosilnice je prikazan na sliki
1.1.
Slika 1.1: Robotska kosilnica iRobot [6]
Vecˇji del mobilnih robotov pri gibanju uporablja pristop SLAM [2, 1],
kar pomeni, da hkrati gradi zemljevid in se v njem lokalizira, kar je bistveno
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drugacˇe od cˇlovesˇkega gibanja. Cˇe zˇeli neka oseba priti od Fakultete za
racˇunalniˇstvo in informatiko denimo na Ljubljanski grad, v svojih mozˇganih
ne bo gradila natancˇnega metricˇnega zemljevida ter se v njem poskusˇala
lokalizirati. Izkazˇe se, da je to tako, ker se pristop SLAM precej slabo obnese
v dinamicˇnih okoljih [8], kjer je gradnja zemljevida zelo tezˇka ali nemogocˇa,
kar zunanji svet zˇal je. Cˇe zˇelimo razvijati robote, ki ne le dalajo za ljudi,
temvecˇ tudi z ljudmi, se morajo ti zavedati dinamicˇne okolice – potrebujemo
torej drugacˇen pristop. Eden od potencialnih pristopov je gibanje robota, ki
med svojo potjo ne gradi zemljevida.
Zastavljen cilj diplomskega dela je obsezˇna evalvacija razlicˇnih nacˇinov
lokalizacije. Za dosego cilja je torej potrebna implementacija vecˇ razlicˇic, ki
se v osnovi razlikujejo po metodi za lokalizacijo in tipu okolja, ki je lahko
omejeno ali neomejeno. V prvi fazi naj bi se robot po omejenem prostoru
nakljucˇno premikal in izogibal oviram. Pri tem bi zˇeleli, da se cˇim natancˇneje
lokalizira. Sledila bi analiza napak, kjer je napaka definirana kot evklidska
razdalja med dejansko lokacijo (kjer robot v realnosti je) in lokacijo, kjer
robot verjame, da je. Analiza bi obsegala tako razlicˇne modele premikanja
(angl. motion models) kot tudi tipe okolja. V drugi fazi bi robotu dodali sˇe
sposobnost zaznavanja in branja vizualnih oznak (angl. marker), s pomocˇjo
katerih bi popravil pozicijo, na kateri verjame, da je, in tako ponastavil
napako. Tudi tej fazi bi sledila analiza napak, s katero bi ocenili uspesˇnost
celotnega sistema. V zadnji fazi bi vse korake prenesli iz simulatorja Gazebo
na pravega robota in celoten postopek ponovili.
Diplomska naloga je sestavljena iz petih poglavij. V prvem poglavju sta
predstavljena motivacija in cilj. Drugo poglavje je poglavje strojne in pro-
gramske opreme in vsebuje podpoglavja, ki opiˇsejo izbrano strojno in pro-
gramsko opremo, ki jo uporabljamo za nacˇrtovanje, implementiranje in eval-
vacijo sistema. V tretjem poglavju predstavimo vse implementirane metode
in delovanje razlicˇic. V cˇetrtem poglavju je opisana metodologija evalviranja
in evalvacija razlicˇic. V petem poglavju povzamemo rezultate evalvacije in
podamo mozˇne izboljˇsave.
Poglavje 2
Strojna in programska oprema
V tem poglavju bomo predstavili mobilno platformo Turtlebot, na kateri
smo implementirali algoritme in izvedli evalvacijo ter uporabljeno programsko
opremo.
2.1 Strojna oprema
Strojno opremo mobilne platforme Turtlebot, prikazane na sliki 2.1, sesta-
vljajo robotska enota iRobot Roomba, senzor za zajem podatkov o okolici
Kinect in prenosni racˇunalnik, ki predstavlja mozˇgane robotskega sistema.
2.1.1 Mobilni robot iRobot Roomba
Mobilni robot iRobot Roomba [13, 5], viden na sliki 2.2, je serija avtonomnih
robotov za opravljanje domacˇih opravil, kot je sesanje. Podjetje iRobot je
prvo serijo izdalo leta 2002; danes je to najbolj priljubljen robotski sesalec.
Opremljen je z vecˇ preprostimi senzorji, kot so IR senzor za zaznavanje previ-
sov, senzor za zaznavanje navideznega zidu, senzor za zaznavanje umazanije
ter odbijacˇ za zaznavanje trkov. Zaradi dveh neodvisnih koles se sesalec lahko
na mestu obrne za 360 stopinj.
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Slika 2.1: Mobilna platforma Turtlebot
Slika 2.2: Robotski sesalnik iRobot Roomba
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2.1.2 Barvno-globinska kamera Kinect
Barvno-globinsko kamero Kinect [12], vidno na sliki 2.3, je Microsoft sprva
zasnoval po vzoru spletne kamere za igralno konzolo Xbox 360, vendar je bil
Kinect zaradi ugodne cene in globinske kamere kasneje uporabljen v razisko-
valne namene. Sestavljen je iz RGB barvne kamere, mikrofona ter globin-
skega senzorja, ki ga sestavljata CMOS senzor in infrardecˇi laserski projektor.
Globinski senzor globino zazna tako, da najprej z infrardecˇim projektorjem v
prostor projicira mrezˇo tocˇk in jih potem zazna s CMOS senzorjem. Barvno-
globinska kamera Kinect je za Turtlebota kljucˇnega pomena, saj z njo dolocˇa
razdaljo do predmetov oz. ovir ter snema navadne RGB slike locˇljivosti 640
x 450 slikovnih pik.
Slika 2.3: Barvno-globinska kamera Kinect ([4])
2.1.3 Prenosni racˇunalnik
Cˇeprav je krmilni racˇunalnik Roombe dovolj zmogljiv za enostavne procese,
kot je vodenje sesalca, nima dovolj procesorske mocˇi za obdelavo podatkov, ki
jih zazna senzor Kinect. Zato uporabljamo prenosni racˇunalnik ASUS x301a,
ki vsebuje dvojedrni procesor i3, zmozˇen poganjanja vseh implementiranih
komponent.
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2.1.4 Pozicijski sistem Marvelmind
Cˇe zˇelimo pozicijo, kjer robot verjame, da je (ocenjena pozicija, ki je pred-
stavljena v poglavju 3.1), primerjati z dejansko pozicijo robota v prostoru
(referencˇna pozicija, predstavljena v poglavju 3.1), potrebujemo zanesljiv
nacˇin, ki nas pripelje do dokaj natancˇne referencˇne pozicije. Cˇe uporabljamo
simulator Gazebo, je ta pozicija poznana, medtem ko ob uporabi pravega
robota do nje pridemo s pomocˇjo pozicijskega sistema Marvelmind.
Pozicijski sistem Marvelmind [14] je natancˇna lokalizacijska in navigacij-
ska resˇitev, ki se uporablja pri avtonomnih robotih, dronih in vozilih. Se-
stavljajo jo sˇtirje stacionarni oddajniki s 50 mm antenami, mobilni oddajnik
in modem (vidni na sliki 2.4), na katerega se lahko priklopi do 250 oddaj-
nikov, kar prispeva k veliki skalabilnosti. Cˇeprav oddajniki dosezˇejo do 50
metrov v laboratorijskih razmerah, je priporocˇena razdalja med njimi 30 me-
trov. Sistem na podlagi ultrazvoka, ki ga oddajajo stacionarni oddajniki, z
nastavljivo frekvenco med 0.05 in 25Hz na 2 cm natancˇno lokalizira mobilni
oddajnik.
V nasˇem primeru smo sistem vzpostavili tako, da smo najprej po prostoru
razporedili 4 stacionarne oddajnike, na mobilno platformo Turtlebot name-
stili mobilni oddajnik in na prenosni racˇunalnik preko USB kabla priklopili
modem. Sledila je kalibracija oddajnikov.
(a) Oddajnik Marvelmind (b) Modem Marvelmind
Slika 2.4: Oddajnik in modem Marvelmind
Diplomska naloga 7
2.2 Programska oprema
Za nacˇrtovanje, implementacijo in upravljanje ucˇinkovitega sistema smo po-
leg strojne opreme potrebovali tudi programsko opremo, ki jo bomo na kratko
predstavili v tem podpoglavju.
2.2.1 Elementi programske opreme
Izbrali smo sisteme in orodja, ki podpirajo robotski operacijski sistem oz. na
kratko ROS.
Ubuntu 16.04 (Xenial Xerus) [15] je prosto dostopen operacijski sistem,
ki je izsˇel 21 aprila 2016. Izbrali smo ga, ker ima obsˇirno dokumentacijo in
podpira racˇunalniˇsko ogrodje ROS.
Python [11] je interpretiran visokonivojski splosˇno namenski programski
jezik, ki je prvicˇ izsˇel leta 1991. Podpira tako proceduralno kot tudi objektno
usmerjeno in funkcijsko programiranje. Prednost Pythona je njegov pristop,
ki temelji na bolj kompaktni kodi in vecˇji berljivosti. K njegovi popularnosti
prispeva tudi veliko podprtih in dokumentiranih knjizˇnic. Izbrali smo ga, ker
med drugimi podpira tudi racˇunalniˇsko ogrodje ROS.
Numpy [9] oz. numericˇni Python je knjizˇnica, ki omogocˇa lazˇje upravljanje
z vecˇdimenzionalnimi in vecˇjimi matrikami, ki jih srecˇamo pri racˇunalniˇskem
vidu.
OpenCV [10] je visoko optimizirana odprtokodna knjizˇnica, ki vsebuje me-
tode za delo z racˇunalniˇskim vidom. Cˇeprav je napisana v programskem
jeziku C++ (in primarno namenjena za delo v jeziku C++), podpira tudi
Python, Javo, Matlab/Octave in od verzije 3.4 naprej celo JavaScript.
Matplotlib [7] je razsˇiritev knjizˇnice Numpy, ki se uporablja za vizualizacijo
podatkov.
Zbar [18] je odprtokodna knjizˇnica, namenjena branju cˇrtnih kod. Upora-
bljena je za branje in dekodiranje vizualnih oznak.
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2.2.2 ROS
Robotski operacijski sistem (angl. Robot Operating System) [17] [16] oz.
skrajˇsano ROS je ogrodje oz. platforma za razvoj robotskega programa. Nje-
gov glavni namen je nudenje funkcionalnosti, podobnih operacijskemu sis-
temu, oz. v nasˇem primeru operacijski sistem Ubuntu nadgradi z elementi,
ki so potrebni za upravljanje robota. Temelji na nacˇrtovanju in razvoju vecˇ
posameznih komponent v genericˇnem slogu, ki med seboj komunicirajo preko
tem ali sporocˇil.
Projekt se je zacˇel leta 2007 v laboratoriju Stanford Artificial Intelligence
Laboratory oz. SAIL; dokoncˇan je bil v podjetju Willow Garage, danes pa
ga vzdrzˇuje Open Source Robotics Foundation (OSFR).
Uporabljali smo verzijo Kinetic. Za gradnjo in upravljanje ROS paketov
smo uporabljali graditelja Catkin. Delali smo z naslednjimi deli robotskega
operacijskega sistema.
ROS vozliˇscˇe (angl. node) predstavlja en proces v ROS shemi. Vsako vo-
zliˇscˇe se ob zagonu najprej registrira pri glavnem procesu (angl. ROS master)
s svojim imenom. Vozliˇscˇe predstavlja jedro ROS programa, saj se odziva
na informacije, ki jih prejme od ostalih vozliˇscˇ, ali posˇilja podatke ostalim
vozliˇscˇem ali pa posˇilja/prejema zahteve za dolocˇene akcije.
ROS paket (angl. package) predstavlja skupek vozliˇscˇ, samostojnih knjizˇnic
ter raznih modulov. Uporablja se za organizacijo ROS programov.
ROS tema (angl. topic) je kanal preko katerega vozliˇscˇa komunicirajo. Cˇe
zˇeli neko vozliˇscˇe na temo sporocˇilo poslati, ga preprosto na temo objavi. Cˇe
zˇeli sporocˇila z dolocˇene teme brati, se mora na temo prijaviti in cˇakati, da
neko drugo vozliˇscˇe na temo kaj objavi. Tak model komunikacije je anonimen,
kar pomeni, da nobeno vozliˇscˇe ne ve, kdo na temo objavlja in kdo je nanjo
prijavljen. Uporabljali smo naslednje teme:
 /odom je tema, na katero se objavlja pozicije robota, izracˇunane na
podlagi integrirane hitrosti, s katero se robot premika, in informacije,
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prejete od kodirnika koles;
 /gazebo/link states je tema, na katero simulator Gazebo objavlja
dejansko pozicijo robota v simulaciji;
 /cmd vel mux/input/navi je tema, na katero objavljamo ukaze za
rotiranje ali premikanje;
 /scan je tema, na katero se objavlja vse razdalje v prostoru, zaznane
s senzorjem Kinect;
 /qr codes je tema, na katero se objavlja podatke o zaznanih vizualnih
oznakah.
ROS sporocˇilo (angl. message) se uporablja pri komunikaciji preko tem. Je
preprosta podatkovna struktura, ki vsebuje razlicˇne podatke, kot so senzorski
podatki, kontrolni ukazi za motor, informacije o stanjih itd. V nasˇem primeru
smo uporabljali naslednja sporocˇila:
 Twist vsebuje podatke o hitrosti in smeri premikanja.
 LinkStates vsebuje podatke o poziciji mobilne platforme v simula-
torju.
 LaserScan vsebuje podatke o razdaljah do mobilne platforme v pro-
storu.
 Qr vsebuje podatke o zaznanih vizualnih oznakah.
2.2.3 Simulator Gazebo
Gazebo [3] je odprtokodni 3D robotski simulator, ki omogocˇa simuliranje
robotskih sistemov pod razlicˇnimi pogoji. Uporabljali smo ga za simuliranje
gibanja mobilne platforme Turtlebot v prvem delu. Primer simulacije je
prikazan na sliki 2.5.
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Slika 2.5: virtualno okolje Gazebo
Poglavje 3
Implementacija sistema
V tem poglavju bomo najprej predstavili delovanje implementiranih metod;
sledila bo predstavitev implementiranega sistema.
3.1 Predstavitev metod
Pred opisom metod zaradi lazˇje predstavitve definiramo referencˇno pozicijo,
ocenjeno pozicijo in pozicijsko napako.
Referencˇna pozicija (angl. true position) je pozicija robota, kjer ta
resnicˇno je in ima vlogo reference. V simulatorju Gazebo je dostopna na
temi /gazebo/link states, medtem ko se pri realnem robotu dobi s pomocˇjo
pozicijskega sistema Marvelmind.
Ocenjena pozicija je pozicija robota, kot jo robot oceni (njegovo pre-
pricˇanje). Hranimo jo le znotraj glavnega programa in je manj natancˇna.
Pozicijska napaka je razlika oz. odstopanje med referencˇno in ocenjeno
pozicijo. Izracˇuna se kot evklidska razdalja komponent x in y vsake od pozicij.
razdalja(t1, t2) =
√
(x1 − x2)2 + (y1 − y2)2
V okviru sistema smo implementirali funkcionalnosti, ki omogocˇajo eval-
vacijo razlicˇnih nacˇinov lokalizacije. Funkcionalnost je implementirana v
okviru sˇestih glavnih metod.
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Metoda generiranja premika sprejme parameter, ki dolocˇi tip pre-
mika. Ta je lahko rotacija za nakljucˇen kot ali premik robota naprej za
nakljucˇno razdaljo. Premik je podan s hitrostjo (kotna ali linearna) in je
navzgor omejen. Tako preprecˇimo npr. sunkovito obracˇanje, ki lahko pov-
zrocˇi prevrnitev robota.
Metoda zaznave in odziva na ovire sprejme sporocˇilo, ki vsebuje
laserske podatke senzorja Kinect, med katerimi nas najbolj zanima vektor
razdalj do objektov v vseh smereh vidnega polja senzorja (privzeto 30 stopinj
v vsako smer). Metoda torej pred vsako izvedbo premika na podlagi sporocˇila
in zˇelenega premika izracˇuna, cˇe bo do trka priˇslo. Cˇe je premik nevaren, se
zahteva novo generiranje rotacije.
Metoda hitrega obrata razsˇiri metodo zaznave in odziva na ovire, saj
ob njeni uporabi pogosto naletimo na situacijo, ko je robot orientiran pra-
vokotno na zid in zaradi nakljucˇnega rotiranja ne najde proste poti. V tem
primeru se robot obrne za 180 stopinj.
Metoda zaznave in odziva na vizualno oznako sprejme sporocˇilo,
ki vsebuje tako RGB kot tudi globinsko sliko senzorja Kinect. RGB slika
se kot argument poda metodi decode, ki je del knjizˇnice Zbar [18]; ta (v
primeru zaznane oznake) med drugimi vrne dekodirano sporocˇilo ter podatke,
s pomocˇjo katerih se izracˇuna pozicija oznake na RGB sliki. Na podlagi
globinske slike se nato izracˇuna razdalja robota do vizualne oznake in klicˇe
metoda za priblizˇevanje objektom. Ko je robot dovolj blizu, je potrebno
koordinate oznake na sliki (koordinatni sistem kamere) pretvoriti v globalne
koordinate (globalni koordinatni sistem), v katerih sta referencˇna in ocenjena
pozicija – sˇele ko so koordinate v istem koordinatnem sistemu, jih lahko
med seboj primerjamo oz. z njimi racˇunamo. Na koncu se klicˇe metoda za
posodabljanje lokacije.
Metoda za posodabljanje lokacije je zadolzˇena za popravek ocenjene
pozicije in posledicˇno zmanjˇsanje pozicijske napake. Cˇe predpostavimo, da je
lokacija vizualne oznake, ki smo jo zaznali, vnaprej znana (angl. hardcoded)
ter ima razdalja (in kot) med robotom in oznako precej manjˇso napako od
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pozicijske napake, lahko izracˇunamo robotovo pozicijo. Zaradi predpostavke,
da je ta bolj natancˇna kot ocenjena pozicija, ocenjeno pozicijo nadomestimo
z novo dobljeno pozicijo.
Zaradi nakljucˇnega premikanja robota je po izvedbi te metode potrebno
poskrbeti, da v naslednjih nekaj iteracijah robot ignorira vse zaznave vizu-
alnih oznak oz. se jim ne priblizˇuje. S tem preprecˇimo, da se robot ujame v
zanko, kjer bi se neprestano priblizˇeval in oddaljeval od iste oznake.
3.2 Implementacija celotnega sistema
Implementirali smo vecˇ razlicˇic sistema, ki se med seboj locˇijo po uporabljeni
metodi za lokalizacijo in tipu okolja, v katerem delujejo.
Metode za lokalizacijo se med seboj locˇijo po modelu premikanja in tem,
ali zaznavajo vizualne oznake ali ne. Implementirali smo 4 metode za lo-
kalizacijo. Prva metoda (VMM) uporablja model premikanja, ki temelji
na hitrosti (angl. velocity based motion model). Za VMM je znacˇilno, da
svojo ocenjeno pozicijo izracˇuna na podlagi integrirane hitrosti, s katero se
je mobilna platforma premikala.
V nasˇem primeru smo pred vsakim premikom na podlagi ukaza izracˇunali
priblizˇno pozicijo robota po premiku. Ker ukaz za premik podamo v obliki
hitrosti, mora robot do te hitrosti najprej pospesˇiti in ob izteku iteracije tudi
upocˇasniti. Zaradi pospesˇka in pojemka je ob poteku iteracije premik manjˇsi,
kot bi pricˇakovali. Za premikanje, kjer je ena iteracija dolga 1 sekundo,
smo naredili 400 meritev, v katerih smo robotu podali ukaz za premik in
opazovali dejanski premik. Izkazalo se je, da v primeru, cˇe hitrost mnozˇimo
s konstanto enako 0,601, dobimo (na 0,003) natancˇno razdaljo, za katero
se bo robot premaknil. Enako velja za rotacijo, le da je tam opazovana
orientacija. Podobne meritve smo naredili tudi za premikanje, kjer iteracija
traja 2 sekundi. Priˇsli smo do druge, vendar enako natancˇne konstante.
Druga metoda (OMM) uporablja model premikanja, ki temelji na odo-
metriji (angl. odometry based motion model). Lastnost OMM je ta, da svojo
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ocenjeno pozicijo izracˇuna na podlagi informacije, ki jo prejme od kodirnika
koles (angl. wheel encoder). OMM je v praksi bolj natancˇen kot VMM, saj
sˇteje dejanske obrate koles. Uporablja se, cˇe ima mobilna platforma kodirnik
rotacije koles.
Tretjo in cˇetrto metodo za lokalizacijo smo dobili tako, da smo osnov-
nima metodama, ki uporabljata VMM in OMM, dodali sˇe zaznavanje in
uposˇtevanje vizualnih oznak ter tako dobili 4 razlicˇne metode za lokalizacijo.
Okolje, v katerem sistem deluje, je lahko bodisi neomejeno (v njem ni
ovir) ali omejeno z ovirami. Slednje od sistema pricˇakuje tudi inteligentno
izogibanje oviram.
V naslednjih razdelkih bomo bolj podrobno predstavili delovanje razlicˇic
sistema.
3.2.1 Metoda za lokalizacijo v neomejen okolju
Cˇe je robot v neomejenem praznem prostoru, se lahko prosto giba, saj ovir
v prostoru ni. Ob zagonu se najprej inicializira njegova pozicija oz. izracˇuna
zamaknjenost ocenjenega koordinatnega sistema od referencˇnega, kar v nada-
ljevanju omogocˇi enostavno racˇunanje pozicijske napake. Robotovo premika-
nje poteka v iteracijah neskoncˇne zanke (dokler sami ne ustavimo delovanja).
Vsaka iteracija traja 1 sekundo, kar pomeni, da vsak premik (podan v obliki
linearne ali kotne hitrosti) traja priblizˇno eno sekundo. Robot se dvakrat
premakne naprej in nato enkrat rotira oz. je povedano drugacˇe vsaka 3. po-
teza rotacija. Tako ukaz za rotacijo kot tudi premik se najprej generirata in
sˇele nato izvedeta. Po izvedbi se izracˇuna pozicijska napaka, ki se nato shrani
v datoteko, saj jo potrebujemo za evalvacijo sistema v naslednjem poglavju.
Delovanje robota v algoritmicˇni obliki je prikazano na sliki 3.1.
Med metodama za lokalizacijo, ki uporabljata VMM ali OMM, z ab-
straktnega vidika ni nobene razlike. Do razlike pride, cˇe na implementacijo
pogledamo s programerskega zornega kota. Cˇe metoda za lokalizacijo upora-
blja VMM, je potrebno znotraj programa hraniti in posodabljati pozicijo v
vsaki iteraciji, medtem ko ob uporabi OMM pozicijo mobilna platforma po-
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Slika 3.1: Diagram poteka v neomejenem okolju
sodablja sama. Vredno je omeniti tudi, da v neomejenem prostoru mobilna
platforma Turtlebot ne more zaznavati vizualnih oznak na stenah, saj sten v
takem okolju ni.
3.2.2 Metoda za lokalizacijo v omejenem okolju
Robot, ki se giblje v omejenem okolju, potrebuje strategijo izogibanja oviram,
ki jo zagotavlja metoda za zaznavo in odziv na ovire. Robotovi premiki tudi
tu potekajo v enakih iteracijah. Do razlike pride pri premiku naprej, kjer se
po generiranju ukaza za premik najprej preveri, ali je, pot prosta. Cˇe ni, se
generira ukaz za rotacijo in izvede rotacija.
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Pri takem gibanju pogosto pride do situacije, ko je robot orientiran pra-
vokotno na zid in zaradi nakljucˇnega rotiranja ne najde proste poti. Cˇe se
je robot 5 zaporednih iteracij le rotiral na mestu, se klicˇe metoda hitrega
obrata, ki se je v praksi izkazala kot uspesˇna resˇitev omenjenega problema.
Diagram poteka delovanja je prikazan na sliki 3.2.
Slika 3.2: Diagram poteka v omejenem okolju
Cˇe metodi za lokalizacijo v omejenem okolju dodamo sˇe zaznavo in branje
vizualnih oznak, dobimo diagram, prikazan na sliki 3.3. Na zacˇetku vsake
iteracije se preveri, ali je bila zaznana vizualna oznaka oz. QR koda. Preveriti
je potrebno tudi, kdaj je robot nazadnje videl vizualno oznako, saj ne zˇelimo,
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da bi se robot znasˇel v zanki, kjer bi se neprestano priblizˇeval in oddaljeval
od iste oznake. Preden ocenjeno pozicijo popravimo, se je potrebno vizualni
oznaki priblizˇati z metodo za priblizˇevanje objektom, kjer se najprej popravi
kot, pod katerim robot vidi oznako, nato pa se izvede vecˇ manjˇsih premikov v
smeri oznake. Ko je robot dovolj blizu, metoda za popravek pozicije pozicijo
popravi.
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Slika 3.3: Diagram poteka v omejenem okolju z zaznavanjem vizualnih oznak
Poglavje 4
Evalvacija
V tem poglavju bomo evalvirali razlicˇice sistema, ki smo jih predstavili v
prejˇsnjem poglavju. Za te smo rekli, da uporabljajo eno izmed sˇtirih metod
za lokalizacijo in delujejo v bodisi neomejenem bodisi omejenem okolju. Cˇe bi
uposˇtevali vse mozˇne kombinacije, bi dobili 8 razlicˇic, vendar smo ugotovili,
da v neomejenem okolju na zidove ni mogocˇe postaviti vizualnih oznak, saj
zidov v takem okolju ni – ostane nam le sˇe 6 razlicˇic. Ker pa smo nasˇ sistem
implementirali tako v simulatorju Gazebo, kot tudi na pravem robotu, je
potrebno razlicˇice evalvirati locˇeno. V tabeli 4.1 so prikazane vse razlicˇice,
ki smo jih evalvirali.
Razvidno je, da je vseh razlicˇic dejansko 10, saj v realnem svetu pravemu
robotu ni mogocˇe zagotoviti neomejenega prostora oz. poligona.
Simulacija Pravi robot
Neomejeno Omejeno Neomejeno Omejeno
OMM X
OMM + QR X X
VMM X
VMM + QR X X




Evalvacija poteka tako v simulaciji kot tudi na pravem robotu na poligonu
v ucˇilnici. Poligon v simulaciji, prikazan na sliki 4.1, je dolg 4 in sˇirok
3,7 metra (na sliki 4.1 so cˇrte na tleh oz. angl. grid med seboj oddaljene 1
meter). Poligon v ucˇilnici, prikazan na sliki 4.2, je dolg slabe 3 metre in sˇirok
2,5 metra.
Slika 4.1: Poligon v simulatorju
Slika 4.2: Poligon v ucˇilnici
V naslednjih dveh podpoglavjih bomo predstavili evalvacije razlicˇic, ki
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smo jih razdelili po metodi za lokalizacijo, ki jo uporabljajo (OMM in VMM).
Vsako od omenjenih dveh podpoglavij je naprej deljeno glede na tip okolja
(neomejeno in omejeno), sistem, na katerem je razlicˇica evalvirana (simulator
in pravi robot), in sposobnost zaznave vizualnih oznak.
Vsaka evalvacija razlicˇice oz. eksperiment, ki ne zaznava vizualnih oznak,
vsebuje graf napak vseh ponovitev, ki vsebuje vse ponovitve eksperi-
menta. Za vsak eksperiment smo naredili 10 ponovitev, pri cˇemer je ena
trajala 240 sekund. Grafu napak vseh ponovitev sledi graf razpona, kjer
je predstavljen razpon oz. pas napak v posameznem koraku. Rdecˇa krivulja
predstavlja maksimalno, zelena povprecˇno in modra minimalno vrednost na-
pake (napaka je v poglavju 4 skrajˇsan izraz za pozicijsko napako). Napake
vsake ponovitve so torej v pasu med modro in rdecˇo krivuljo.
4.2 Model premikanja, ki temelji na odome-
triji
V tem podpoglavju bomo evalvirali razlicˇice, ki uporabljajo OMM kot me-
todo za lokalizacijo.
4.2.1 Neomejeno okolje v simulatorju
Napake vseh ponovitev v odvisnosti od korakov so podane na grafu na sliki
4.3. Bolj kot to, nas zanima razpon napak v posameznem koraku, kar je lazˇje
razvidno iz grafa na sliki 4.4.
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Slika 4.3: Graf napak vseh ponovitev v neomejenem okolju v simulatorju
(OMM)
Slika 4.4: Graf razpona v neomejenem okolju v simulatorju (OMM)
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Napake v prvih nekaj iteracijah poskocˇijo in se nato ustalijo; segajo do
18,75 cm. Povprecˇna napaka 4 minute dolgih ponovitev je le 8,25 cm, kar
je zelo dober rezultat. Razlog za tako dober rezultat je podan v diskusiji v
podpoglavju 4.4.
4.2.2 Omejeno okolje v simulatorju
Napake vseh desetih ponovitev v odvisnost od korakov so podane na grafu na
sliki 4.5, razpon napak pa na grafu na sliki 4.6. Drugacˇe kot v neomejenem
okolju napake tu narasˇcˇajo bolj pocˇasi.
Maksimalna vrednost napak znasˇa 5,25 cm, povprecˇna pa 1,85 cm, pri
cˇemer je potrebno uposˇtevati, da so napake v neomejenem okolju lahko
neskoncˇne, medtem ko so v omejenem okolju odvisne od velikosti okolja.
Manjˇsa povprecˇna napaka torej ne pomeni, da smo z dodano funkcionalno-
stjo izogibanja oviram povecˇali natancˇnost sistema, ampak je odraz omejitve
velikosti prostora, po katerem se robot premika.
Slika 4.5: Graf napak vseh ponovitev v omejenem okolju v simulatorju
(OMM)
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Slika 4.6: Graf razpona v omejenem okolju v simulatorju (OMM)
4.2.3 Omejeno okolje v simulatorju z zaznavo vizualnih
oznak
V tem razdelku bomo evalvirali razlicˇico, ki deluje v omejenem okolju in
zaznava vizualne oznake ter tako posodablja svojo ocenjeno pozicijo. Cˇe taka
razlicˇica na svoji poti ne bi zaznala nobene vizualne oznake in bi delovala v
enakem okolju kot tista v razdelku 4.2.2, bi rezultati morali biti zelo podobni.
Zato v tem razdelku ne bomo analizirali grafa napak vseh ponovitev in grafa
razpona, ampak grafe posameznih ponovitev, kjer je pricˇakovan padec ob
zaznavi vizualne oznake, oznacˇene z zeleno navpicˇno cˇrto.
Iz grafov na sliki 4.7 je razvidno, da ob zaznavi vizualne oznake napaka
res konkretno pade. Napaka nikoli ne pade na nicˇ, saj ima tudi barvno-
globinska kamera Kinect svojo napako. Pri razlicˇici, ki uporablja OMM in je
evalvirana v simulaciji, padec napake ni tako obcˇuten kot pri uporabi VMM
ali evalvaciji na pravem robotu, saj je zˇe razlicˇica, ki ne zaznava vizualnih
oznak, sama po sebi dovolj natancˇna. Ne le, da se je ponastavila napaka
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Slika 4.7: Grafa posodobljenih napak simulatorju (OMM)
ob zaznavi vizualne oznake, ampak sta se (v primerjavi s prejˇsnjo razlicˇico)
zmanjˇsala tudi maksimalna in povprecˇna vrednost napake, ki sedaj znasˇata
2,95 in 1,33 cm.
4.2.4 Omejeno okolje na pravem robotu
Cˇe se vrnemo v razdelek 4.2.2 in razlicˇico namesto v simulatorju evalviramo
na pravem robotu, dobimo graf napak vseh ponovitev, prikazan na sliki 4.8.
Napake so na pravem robotu precej vecˇje kot tiste v simulatorju, kar je
razvidno tudi iz grafa razpona na sliki 4.9. Drugacˇe kot v simulatorju, kjer
so napake najprej sunkovito poskocˇile in se nato ustalile, se tu napake pocˇasi
povecˇujejo in dosezˇejo vrh na 109 cm.
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Slika 4.8: Graf napak vseh ponovitev na pravem robotu (OMM)
Slika 4.9: Graf razpona na pravem robotu (OMM)
Povprecˇna napaka 4 minute dolgih ponovitev je priblizˇno 31 cm, kar je
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skoraj 17-krat vecˇ kot v omejenem okolju v simulatorju.
4.2.5 Omejeno okolje na pravem robotu z zaznavo vi-
zualnih oznak
V tem razdelku bomo evalvirali razlicˇico, ki jo dobimo, cˇe razlicˇici iz prejˇsnjega
razdelka dodamo zmozˇnost zaznave vizualnih oznak - pricˇakujemo torej po-
dobno ali (sˇe bolje) manjˇso povprecˇno vrednost napak. Tudi tu nas zanimajo
grafi posameznih ponovitev in obnasˇanje napake ob zaznavi vizualne oznake.
Slika 4.10: Grafi posodobljenih napak na pravem robotu (OMM)
Iz grafov na sliki 4.10 je razvidno, da napaka ob zaznavi vizualne oznake
pade tudi na pravem robotu. Maksimalna vrednost napake je 66,1 cm, pov-
precˇna pa 19,75 cm, kar je 64 % povprecˇne napake iz prejˇsnjega razdelka.
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4.3 Model premikanja, ki temelji na hitrosti
V prejˇsnjem podpoglavju smo evalvirali razlicˇice, ki uporabljajo OMM kot
metodo za lokalizacijo, v tem pa sledijo take, ki uporabljajo VMM. Kot je
bilo recˇeno zˇe v prejˇsnjih poglavjih, VMM ne prejme informacije od kodirnika
koles in je zato manj natancˇen - pricˇakujemo torej vecˇje napake.
4.3.1 Neomejeno okolje v simulatorju
Iz grafa napak vseh ponovitev na sliki 4.11 in grafa razpona na sliki 4.12 je
razvidno, da se napake povecˇujejo hitreje in dosegajo vecˇje vrednosti, kot cˇe
bi metoda za lokalizacijo uporabljala OMM. Prej je bila maksimalna vrednost
napak v simulatorju 18,75 cm, sedaj pa je 284 cm. V povprecˇju napaka znasˇa
60 cm, kar je sedemkrat vecˇ kot ob uporabi OMM.
Slika 4.11: Graf napak vseh ponovitev v neomejenem okolju v simulatorju
(VMM)
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Slika 4.12: Graf razpona v neomejenem okolju v simulatorju (VMM)
4.3.2 Omejeno okolje v simulatorju
Cˇe uporabimo enako razlicˇico v dveh razlicˇnih tipih okolja, bi pricˇakovali
podobne rezultate. Ob pogledu na grafa na sliki 4.13 in sliki 4.14 ugotovimo,
da je z izjemo sive krivulje situacija podobna kot v razdelku 4.3.1. Do razlike
pride le pri velikosti napak - te so za priblizˇno 1 meter manjˇse.
Cˇe na sivo krivuljo gledamo kot izjemo (angl. outlier), dobimo grafa 4.15
in 4.16, kjer so napake za skoraj sˇtirikrat manjˇse kot tiste pri razlicˇici v neo-
mejenem okolju. Tako kot v razdelku 4.2.2, to ne pomeni, da smo izboljˇsali
natancˇnost sistema, ampak je odraz omejitve prostora.
Maksimalna napaka znasˇa 70,25 cm, povprecˇna napaka pa 11,6 cm, kar
je okoli sˇestkrat vecˇ kot pri OMM pod enakimi pogoji.
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Slika 4.13: Graf napak vseh ponovitev v omejenem okolju v simulatorju
(VMM)
Slika 4.14: Graf razpona v omejenem okolju v simulatorju (VMM)
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Slika 4.15: Filtriran graf napak vseh ponovitev v omejenem okolju v simula-
torju (VMM)
Slika 4.16: Filtriran graf razpona v omejenem okolju v simulatorju (VMM)
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4.3.3 Omejeno okolje v simulatorju z zaznavo vizualnih
oznak
Podobno kot v razdelkih 4.2.3 in 4.2.5 so posamezni grafi tudi v tem razdelku
bolj pomembni kot graf napak vseh ponovitev in graf razpona. Pricˇakovani
rezultat je ustrezno zmanjˇsanje napake ob zaznavi vizualne oznake.
Slika 4.17: Grafi posodobljenih napak v simulatorju (VMM)
Iz grafov na sliki 4.17 je razvidno, da se napaka ob zaznavi vizualne oznake
ustrezno zmanjˇsa, kar je skladno s pricˇakovanji.
Diplomska naloga 33
4.3.4 Omejeno okolje na pravem robotu
Preostane sˇe evalvacija razlicˇice, ki uporablja VMM na pravem robotu. Glede
na to, da so bili rezultati na pravem robotu ob uporabi OMM slabsˇi kot
rezultati v simulatorju, ob uporabi VMM na pravem robotu pricˇakujemo
dalecˇ najslabsˇe rezultate. Iz grafov na slikah 4.18 in 4.19 je v prvih 20
korakih razviden hiter dvig napake, ki se nato ustali.
Slika 4.18: Graf napak vseh ponovitev na pravem robotu (VMM)
Maksimalna napaka znasˇa 162,5 cm, povprecˇna napaka pa 58,6 cm, kar
pomeni, da je razlicˇica, ki na pravem robotu uporablja OMM, skoraj dvakrat
bolj natancˇna od razlicˇice, ki uporablja VMM. Rast napake je v tem primeru
dokaj konstantna, saj razlicˇica deluje v omejenem prostoru, kjer je omejena
tudi napaka. Povprecˇna napaka je petkrat vecˇja od povprecˇne napake v
razdelku 4.3.2, kjer je evalvirana razlicˇica v omejenem okolju v simulatorju.
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Slika 4.19: Graf razpona na pravem robotu (VMM)
4.3.5 Omejeno okolje na pravem robotu z zaznavo vi-
zualnih oznak
Preostane nam le sˇe evalvacija razlicˇice, ki uporablja VMM, je evalvirana
na pravem robotu in zaznava vizualne oznake. Tudi tu je pricˇakovan padec
napak ob zaznavi vizualne oznake.
Grafa posodobljenih napak, prikazana na sliki 4.20, sta v skladu s pricˇakovanji
- povprecˇna napaka se ob zaznavi res zmanjˇsa. Za okoli 34 cm se zmanjˇsa
tudi maksimalna napaka, ki sedaj znasˇa 128,9 cm.
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Slika 4.20: Grafa posodobljenih napak na pravem robotu (VMM)
4.4 Diskusija
V prejˇsnjih razdelkih smo evalvirali posamezne razlicˇice, ki so se razlikovale
po metodi za lokalizacijo, tipu okolja in sistemu, na katerem so bile evalvi-
rane. Tabela 4.2 ponazarja povprecˇne napake (v cm) vseh razlicˇic. V prvem
stolpcu so zbrane napake v neomejenem okolju, v drugem in tretjem pa na-
pake razlicˇic, ki so delovale v simulatorju in na pravem robotu v omejenem
okolju. Ker nam povprecˇne napake razlicˇic same po sebi ne pojasnijo dovolj,
smo povzeto tabelo povprecˇnih napak razdelili na sˇtiri tabele, kjer vsaka ta-
bela predstavlja povprecˇne napake ene minute v cm (Tabele 4.3, 4.4, 4.5 in
4.6).
Neomejeno Omejeno - simulator Omejeno - pravi robot
OMM brez zaznave 8,3 1,9 31,0
OMM z zaznavo - 1,3 19,8
VMM brez zaznave 60,0 17,0 58,6
VMM z zaznavo - 16,0 38,1
Tabela 4.2: Povzeta tabela povprecˇnih napak (v cm)
Iz povzete tabele povprecˇnih napak je razvidno, da tip okolja vpliva na
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velikost napak. Ob uporabi VMM v simulatorju se to kazˇe v narasˇcˇanju
napake. V neomejenem okolju je namrecˇ napaka lahko neskoncˇna. Ko okolje
omejimo, se s tem omeji tudi velikost napake. Narasˇcˇanje v neomejenem
okolju je lepo razvidno iz tabel 4.3 do 4.6. Ob uporabi OMM med neomejenim
in omejenim okoljem ni obcˇutne razlike, saj obe razlicˇici delujeta odlicˇno. Cˇe
torej neka razlicˇica deluje dobro v neomejenem okolju, bo delovala dobro tudi
v omejenem in obratno.
Kot je pricˇakovano, se razlicˇice, ki uporabljajo OMM, obnesejo bolje kot
tiste, ki uporabljajo VMM. V simulatorju je OMM deloval odlicˇno, saj na
temo (/odom), od koder smo brali ocenjeno pozicijo, objavlja simulator sam.
Posledicˇno v simulatorju ni prisotnih napak senzorjev in okolja, ki pridejo
do izraza ob uporabi pravega robota. Cˇe bi zˇeleli simulirati karseda realno
stanje, bi morali umetno generirati sˇum. Razlicˇice, ki v simulatorju upora-
bljajo OMM, torej ne odrazˇajo realnega stanja. Do velike razlike pride zˇe
pri primerjavi OMM in VMM. Razlika med povprecˇno napako pri OMM in
VMM v omejenem okolju v simulatorju je prikazana na grafu na sliki 4.21.
Slika 4.21: Primerjava OMM in VMM v simulaciji
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Tudi na pravem robotu so bile razlicˇice, ki so uporabljale OMM bolj
natancˇne. Razlika je prikazana na grafu na sliki 4.22 in ni tako obcˇutna,
saj obe razlicˇici delujeta bistveno slabsˇe. Za uspesˇno lokalizacijo pravega
robota torej potrebujemo tako informacije kodirnikov koles kot tudi strategijo
ponastavljanja napake, ki je lahko bodisi pristop SLAM ali pa preprosta
strategija, ki temelji na zaznavi oznak.
Slika 4.22: Primerjava OMM in VMM na pravem robotu
Zanimiva je tudi razlika med VMM z in brez zaznave oznak v simulatorju.
Povprecˇna napaka razlicˇice, ki zaznava vizualne oznake, je le za las manjˇsa
od tiste, ki jih ne. Glede na konkreten padec povprecˇne napake ob zaznavi
vizualne oznake na pravem robotu bi tudi v simulatorju pricˇakovali boljˇsi
rezultat. Iz povzetih tabel povprecˇnih napak (tabele 4.3 do 4.6) posamezne
minute je razvidno, da povprecˇna napaka razlicˇice, ki ne zaznava vizualnih
oznak, narasˇcˇa hitreje kot napaka razlicˇice, ki vizualne oznake zaznava in s
tem posodablja referencˇno pozicijo. Slednja ima od razlicˇice, ki ne zaznava
oznak, napako vecˇjo le v prvih dveh minutah. Razlogov za to je vecˇ. Lahko
bi bila stvar nakljucˇja ali pa sˇtevilo klicev metode hitrega obrata v zgodnjih
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iteracijah - hitreje kot se robot obracˇa, vecˇ napake se akumulira. Bistvo je,
da se napaka ob zaznavi vizualne oznake ustrezno zmanjˇsa in omeji hitrost
njene rasti.
Neomejeno Omejeno - simulator Omejeno - pravi robot
OMM brez zaznave 7,7 1,0 12,7
OMM z zaznavo - 0,9 18,0
VMM brez zaznave 14,4 3,8 56,6
VMM z zaznavo - 9,7 11,4
Tabela 4.3: Povzeta tabela povprecˇnih napak prve minute (v cm)
Neomejeno Omejeno - simulator Omejeno - pravi robot
OMM brez zaznave 8,7 1,7 24,5
OMM z zaznavo - 1,4 21,6
VMM brez zaznave 34,3 10,2 58,1
VMM z zaznavo - 16,5 47,7
Tabela 4.4: Povzeta tabela povprecˇnih napak druge minute (v cm)
Neomejeno Omejeno - simulator Omejeno - pravi robot
OMM brez zaznave 8,2 2,1 37,8
OMM z zaznavo - 1,6 24,8
VMM brez zaznave 70,5 20,5 56,9
VMM z zaznavo - 15,0 65,5
Tabela 4.5: Povzeta tabela povprecˇnih napak tretje minute (v cm)
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Neomejeno Omejeno - simulator Omejeno - pravi robot
OMM brez zaznave 8,4 2,5 49,7
OMM z zaznavo - 1,5 14,4
VMM brez zaznave 119,8 33,4 62,8
VMM z zaznavo - 22,6 28,6




V diplomski nalogi smo brez uporabe zemljevida resˇevali problem lokaliza-
cije. Resˇitev je bila sestavljena iz analize pozicijskih napak in implementacije
sistema, ki problem resˇi. Evalviranih je bilo vecˇ razlicˇic sistema, ki se med
seboj locˇijo po metodi za lokalizacijo in omejenosti okolja. Razlicˇice smo
gradili postopoma. Zacˇeli smo s tako, v kateri se je mobilna platforma na-
kljucˇno gibala po neomejenem okolju v simulatorju; pri naslednji je bila plat-
forma nadgrajena s sposobnostjo izogibanja oviram in zˇe je lahko delovala
v omejenih okoljih. Na koncu smo kot resˇitev problema predlagali razlicˇico,
v kateri se je mobilna platforma avtonomno nakljucˇno gibala po omejenem
prostoru, se izogibala oviram in zaznavala vizualne oznake, katerim se je tudi
priblizˇala, jih dekodirala ter s tem popravila svojo ocenjeno pozicijo. Kjer je
bilo smiselno, so bile razlicˇice evalvirane tako v simulaciji kot tudi na pravem
robotu.
Za diplomsko nalogo smo implementirali metode, ki so omogocˇale pre-
mikanje in obracˇanje mobilne platforme. Za varno delovanje platforme smo
implementirali metodo zaznave in odziva na ovire, pri kateri smo odpravili
vecˇ robnih primerov, kot sta usmerjenost robota proti steni pod pravim ko-
tom in prekratka razdalja do ovire. Slednjega je bilo sˇe zlasti tezˇko robustno
odpraviti, saj barvno globinska kamera Kinect razdalj do objektov, ki so
preblizu (blizˇje kot 45 cm), ne meri.
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Pri evalvaciji smo pokazali, da je z detekcijo vizualnih oznak napako
mogocˇe posodobiti in omejiti. Resˇitev torej resˇi problem in zadosti zastavlje-
nim ciljem. Toda mozˇnosti za izboljˇsave je sˇe veliko. Namesto da vizualne
oznake namestimo na stene, jih lahko namestimo na strop. Tako bi lahko
mobilna platforma z ustrezno strojno opremo neprestano zaznavala in de-
kodirala vecˇ oznak hkrati in na vsakem koraku posodabljala svojo ocenjeno
pozicijo.
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