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1 , $T\dot{.},$ $i=1,2,$ $\cdots,p$ . ,
$\nu$ , $S$ . $N(0, \sigma^{2})$
, $S,$ $T\dot{.},$ $i=1,$ $\cdots,p$ ,
$\frac{S}{\sigma^{2}}\sim\chi_{\nu}^{2}$,
$\frac{T}{\sigma^{2}}\dot{.}\sim\chi_{1}^{2}(\lambda:)$




, Stein(1%4) $p=1$ ,
$\delta_{1}=\min(\frac{S}{\nu+2},$ $\frac{S+T_{1}}{\nu+3})$
$\delta_{0}$ . , Gelfand and Dey(1988)
Stein , $1\leq j\leq p$ ,





. , $a\prec b$ $b$ $a$ .
, (1989) $\nu=2,$ $p=2$ , $S/2$
$d=\{$




$As+\tau_{4}\tau$ , 1, 2







, $\delta_{0}$ $(\nu,p)$ . ,
(MSE) .
2
$\sigma^{2}=1$ . $\delta_{p}$ $\delta_{0}$ ,
$\{(\delta_{0}-1)^{2}-(\delta_{p}-1)^{2}\}(\nu+p+2)^{2}$
$= \frac{2(\nu+p+2)}{\nu+2}\sum_{-=1}^{p}S(\frac{S}{\nu+2}-T_{i})^{+}-2(\nu+p+2).\cdot\sum_{=1}^{p}(\frac{S}{\nu+2}-T\dot{.})^{+}$
$-[. \cdot\sum_{=1}^{p}\{(\frac{S}{\nu+2}-T.\cdot)^{+}\}^{2}+..$$\sum_{*\neq i,1\leq,J\leq p}(\frac{S}{\nu+2}-T\dot{.})^{+}(\frac{S}{\nu+2}-T_{j})^{+}]$ (1)
38
. (1) , Lemma 2.1
.
LEMMA 2.1 (Stein’s Identity) $X\sim\chi_{p}^{2}$ , $f(X)$ $X$ ,
, $E(Xf(X))=E\{pf(X)+2Xf’(X)\}$ .
, $f’$ $f$ .
$S$ , $T_{i}|K_{i}\sim\chi_{1+2K}^{2}.\cdot,$ $K_{i}\sim Po(\lambda:/2)$ $K\dot{.}$ ,
Lemma 2.1 A $\text{ }$ ,
$E \{S(\frac{S}{\nu+2}-T_{i})^{+}\}$ $=$ $( \nu+2)E(\frac{S}{\nu+2}-T_{\dot{*}})^{+}+2E(T_{i}I_{\frac{s}{\nu+2}>T-})$ ,
$E \{(\frac{S}{\nu+2}-T_{i})^{+}\}^{2}$ $=$ $\frac{2(\nu+3)}{\nu+2}E(T_{i}I_{\frac{s}{\nu+2}>T}.\cdot)-2E[E\{K_{i}(\frac{S}{\nu+2}-T\dot{.})^{+}|K_{i}\}]$
. , $I_{\frac{s}{\nu+2}>T}.\cdot$ $S/(\nu+2)>T_{1}$. 1, 0
. , $\delta_{0}$ MSE $\delta_{p}$ MSE ,
$\{MSE(\delta_{0})-MSE(\delta_{p})\}(\nu+p+2)^{2}=\sum_{i=1}^{p}E(D:)$ (2)
. $MSE(\zeta)$ $\zeta$ MSE ,
$D_{1}$. $=$ $\frac{2(\nu+2p+1)}{\nu+2}E(T_{i}I_{\frac{s}{\nu+2}>T_{*}}.|K_{i})+2E\{K_{\dot{\iota}}(\frac{S}{\nu+2}-T_{\dot{\iota}})^{+}|K_{\dot{l}}\}$
-
$\sum_{j\neq 1,1\leq j\leq p}.E\{(\frac{S}{\nu+2}-T\dot{.})^{+}(\frac{S}{\nu+2}-T_{j})^{+}|K_{1}.,$
$K_{j}\}$ (3)
. , (2) $K_{i},$ $i=1,$ $\cdots,p$ .
$\delta_{p}$ $\delta_{0}$ . (2), (3) , $K_{1}\geq 0,$ $\cdots,$ $K_{p}\geq 0$
$D_{i}\geq 0$ $(\nu,p)$ $\delta_{p}$ $\delta_{0}$ .
$K_{1}$. $=0$ $K.\cdot>0$ .
$K.\cdot=0$ :
$T_{j}|K_{j},$ $j\neq i$ $K_{j}=0$ . , $D_{i}$ $K_{j}=0,$ $j\neq i$
,
$D: \geq\frac{2(\nu+2p+1)}{\nu+2}$E0(T.$\cdot$I $>T.$ ) $-(p-1)E_{0} \{(\frac{S}{\nu+2}-T_{\dot{\iota}})^{+}(\frac{S}{\nu+2}-T_{j})^{+}\}$
39
. $E_{0}$ $\lambda_{i}=0,$ $i=1,$ $\cdots,p$ . ,
$\frac{a}{b}\geq\frac{(\nu+2)(p-1)}{2(\nu+2p+1)}$ (4)




(3) 3 , $\{S/(\nu+2)-T_{i}\}^{+}\{S/(\nu+2)-Tj\}^{+}\leq\{S/(\nu+2)$ -
$T_{1}.\}^{+}S/(\nu+2)$ , Lemma 2.1 ,
$D_{:}$ $\geq\frac{2(\nu+p+2)}{\nu+2}E(T_{1}.I_{\frac{s}{\nu+2}>T}.\cdot|K_{1}.)$
$+ \{2K_{i}-(p-1)\}E\{(\frac{S}{\nu+2}-T\dot{.})^{+}|K_{1}.\}$









2 , (4) (5) , $\delta_{p}$ $\delta_{0}$ .
, (5) (4) , (4)
40
. (4) $\lambda_{i}=0,$ $i=1,$ $\cdots,p$ $MSE(\delta_{\mathrm{p}})\leq MSE(\delta_{0})$
, (4) $\delta_{p}$ $\delta_{0}$ .
$\delta_{p}$ $\delta_{0}$ .
THEOREM 22 $\delta_{p}$ $\delta_{0}$ , $\lambda_{i}=0,$ $i=1,2,$ $\cdots,p$
$MSE(\delta_{p})\leq MSE(\delta_{0})$ .
Theorem 22 . $\sqrt{\lambda_{i}}$ $i$ , $\lambda_{:}=$
$0,$ $i=1,$ $\cdots,p$ . $T\dot{.},$ $i=1,$ $\cdots,p$ $\lambda_{i}=$
$0,$ $i=1,$ $\cdots,p$ , $\delta_{p}$ $\lambda_{:}=0,$ $i=1,$ $\cdots,p$
, Theorem 2.2
$\delta_{p}$ MSE $\delta_{0}$ MSE $\delta_{p}$ $\delta_{0}$
.
(4) $(\nu,p)$ , $\nu\leq 40$
1 . (4) $p$ $p$ , $\nu$
(4) $p$ , $p\leq p^{*}(\nu)$
. $p$
.
1: $1\leq\nu\leq 40$ $a,$ $b$ $p^{*}(\nu)$
$\nu$ a $b$ $a/b$
$p^{*}(\nu)6$ $\frac{\nu aba/bp^{*}(\nu)}{210.1780830.2259530.7881422}$
$1$ 0057669 0.107241 0537751
20.089443 0.151270 0.591280 422 0.178930 0.226355 0.7904812
30.109551 0.174162 0629019 423 0.179709 0226721 0.7926462
40123417 0.187827 0657076 324 0.180430 0.227054 0.794655 2
50.133555 0.196763 0678762 325 0.181098 0.227360 0.796525 2
60141289 0.202994 0696029 326 0181719 0.227641 0.798270 2
70.147384 0.207553 0.710105 327 0.182298 0.227900 0.799902 2
80.152310 0211015 0.721800 328 0.182838 0228140 0.801431 2
90.156375 0213722 0.731673 329 0.183345 0.228363 0802867 2
10 0.159785 0.215891 0.740118 330 0.183820 0.228570 0804219 2
11 OJ62688 0.217664 0.747425 331 0.184267 0.228763 0.805492 2
12 0.165188 0219137 0.753809 332 0.184687 0.228943 0.806695 2
41
13 0.167364 0220379 0759436 3 33 0.185084 0229112 0.807833 2
14 0.169275 0221439 0764431 3 34 0.185460 0229271 0808910 2
15 0.170966 0222353 0768897 2 35 0.185815 0229420 0809932 2
16 0.172474 0223149 0772912 2 36 0.186151 0229561 0810903 2
17 0.173827 0223848 0776543 2 37 0.186471 0229693 0811826 2
18 0.175048 0.224466 0.779841 2 38 0.186775 0.229818 0812705 2
19 0.176154 0225016 0782850 239 0.187064 0229937 0813543 2
20 0.177162 0225509 0785607 240 0.1873390.230049 0814343 2
1 $(\nu, p)$ 1 .
1: $\delta_{p}$ $\delta_{0}$ $(\nu, p)$
$p$
$\cross$ $\cross$ $\mathrm{x}$ $\mathrm{x}$ $\cross$ $\mathrm{x}$ .. . $\cross$
$\cross$ $\mathrm{x}$ $\cross$ $\cross$ $\cross$ $\cross$
$\cdot$ . . $\mathrm{X}$
$\mathrm{x}$ $\cross$ $\mathrm{X}$ $\cross$ $\cross$ $\cross$
$\ldots$
$\cross$
10 $\cross$ $\cross$ $\cross$ $\cross$ $\cross$ $\cross$ ... $\cross$
$\cross$ $\mathrm{x}$ $\cross$ $\cross$ $\mathrm{X}$ $\cross$
$\cdot$ . . $\cross$
$\cross$ $\mathrm{X}$ $\cross$ $\cross$ $\cross$ $\cross$
$\cdot$ . . $\mathrm{X}$
$\cross$ $\cross$ $\mathrm{x}$ $\cross$ $\mathrm{x}$ $\mathrm{X}$
$\cdots$ $\cross$
$\mathrm{x}$ $\mathrm{X}$ $\mathrm{x}$ $\cross$ $\cross$ $\cross$
$\ldots$
$\cross$
$5$ $\mathrm{x}$ $\cross$ $\cross$ $\mathrm{x}$ $\cross$ $\mathrm{x}$ $\cdots$ $\cross$
$\cross$ $\cross$ $\cross$ $\cross$ $\cross$ $\cross$ $\cdots$
$\mathrm{x}$
1 $\bullet$ $\bullet$ $\bullet$ $\bullet$ $\bullet$ $\bullet$ ... $\bullet$
15 10 15 ... 40 $\nu$
$\bullet$= , $\cross$ =
1 , $\nu\leq 40$ $\delta_{p}$ $\delta_{0}$ $p$ . , $\nu>40$





$= \sum_{=\dot{l}1}^{2}\{\frac{2(\nu+3)}{\nu+2}E(T\dot{.}I_{\frac{s}{\nu+2}>T}.\cdot)-2E[$ E\{K_{1}$. $( \frac{S}{\nu+2}-T\dot{.})^{+}|K.\cdot\}]\}$




, $\delta_{2}$ $\delta_{0}$ .
$\delta_{p},$ $p\geq 3$ $\delta_{0}$ , $p\geq 3,$ $\nu>40$ (4)
,
$\frac{a}{b}<\frac{(p-1)(\nu+2)}{2(\nu+2p+1)}$ (6)
. $\lambda_{1}=0$ , $S+T_{1},$ $U_{1}=T_{1}/(S+T_{1})$ , $E_{0}(S+T_{1})=$
$\nu+1$ , $a,$ $b$ .
$a=( \nu+1)E_{0}(U_{1}|U_{1}<\frac{1}{\nu+3})P_{0}(U_{1}<\frac{1}{\nu+3})$
$b \geq\frac{(\nu+1)(\nu+3)}{(\nu+2)^{2}}[\{$ $1-( \nu+3)E_{0}(U_{1}|U_{1}<\frac{1}{\nu+3})\}P_{0}(U_{1}<\frac{1}{\nu+3})]^{2}$
,
$\frac{a}{b}\leq\frac{(\nu+2)^{2}}{\nu+3}\frac{E_{0}(U_{1}|U_{1}<\frac{1}{\nu+3})}{\{1-(\nu+3)E_{0}(U_{1}|U_{1}<\frac{1}{\nu+3})\}^{2}P_{0}(U_{1}<\frac{1}{\nu+3})}$ (7)
. , $P_{0}$ $\lambda_{1}=0$ . , $E_{0}\{U_{1}|U_{1}<1/(\nu+3)\}$
, $P_{0}\{U_{1}<1/(\nu+3)\}$ . , $U_{1}$




. (8), (9) (7) ,
$\frac{a}{b}\leq\frac{500}{539}(\frac{\nu+2}{\nu+3})^{2}$ (10)
. , (6) $p$ , (6) $\geq(\nu+2)/(\nu+$
7) . (10) , (6) .
3
$\delta_{p}$ $\delta_{0}$ $(\nu, p)$ .
,
. , MSE UMVUE
$S/\nu$ , MSE $S/\nu$
. $S/\nu$ MSE .
, MSE .
, $MSE(S/\nu)$ $MSE(\delta_{p})$ ,
$A=100 \mathrm{x}\{1-\frac{MSE(\delta_{p})}{MSE(S/\nu)}\}$
, $MSE(S/\nu)$ ( )2 ,
$B=100 \cross\frac{(\delta_{p}\text{ })^{2}}{MSE(S/\nu)}$
2 . $A$ $B$ .
$A/B$ . $\delta_{p}$ ,
$\lambda_{:}=0,$ $i=1,$ $\cdots,p$ ( )2, $MSE,$ $A,$ $B,$ $A/B$ .
, $\nu,$ $p$ , $\nu\leq 10$
$\delta_{p},$ $p=2,3,4,5$ , 2 . $B$ 30% 40% , MSE
30% , $\nu$ $A/B$ 1 .
44
$\mathrm{g}_{2:}$ $(\ovalbox{\tt\small REJECT}^{\gamma}\mathit{3})^{2}$ , MSE, $A,$ $B,$ $A/B\sigma$) $\{\ovalbox{\tt\small REJECT}$ .
$\delta_{2}\nu$
( )2 $MSE$ $A$ $B$ $A/B$
$\frac{\delta_{3}}{\underline\nu(\ulcorner\Phi \text{ })^{2}MSEABA/B}$
$1$ 0.525333 0656792 6722632.6 10546612 0658910 67.1 27.3 2.5
20330091 0491012 5093301520355015 0493880 506 355 14
3 0.228353 0.392800 411 3431230.252199 0.395787 406 378 1.1
4 0.167957 0327633 34.5 33.6 1.0 40.189507 0.330486 339 379 09
5 0.128962 0.281151 2973220950.148072 0283783 291 370 08
6 0.102242 0.246289 26.1 30.7 0.9 6 0.119106 0.248681 254 357 07
7 0.083101 0.219157 2332910870.097995 0.221318 225 343 07
8 0.068904 0.197431 21027.6 0.8 80082101 0.199380 20232806
9 0.058075 0.179637 19226.1 0.7 90.069820 0.181398 184 314 0.6
10 0.049623 0.164793 17624.8 0.7 10 0060124 0.166387 168301 06
$\delta_{4}\nu$
( )2 $MSE$ $A$ $B$ $A/B$
$\underline{\frac{\delta_{5}}{\nu(\ovalbox{\tt\small REJECT} \text{ })^{2}MSEABA/B}}$
$1$ 0.562069 0.661545 66.9 28.1 2.4 10573803 0664136 66.8 28.7 2.3
20.374303 0.497617 502 374 1.3
3 0.271565 0399834 400 407 1.0
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