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Resumen
La resolucio´n de problemas complejos mediante algoritmos y te´cnicas evolutivas es uno de los
aspectos ma´s investigados en Informa´tica. El objetivo principal que nos hemos planteado en esta
tesis doctoral es desarrollar nuevos me´todos o algoritmos capaces de resolver estos problemas con el
menor tiempo computacional posible, mejorando la calidad de los resultados obtenidos por los me´to-
dos ya existentes. Para ello combinamos tres conceptos importantes: metaheur´ısticas, optimizacio´n
multiobjetivo y paralelismo.
Dadas las numerosas ventajas presentadas por la optimizacio´n multiobjetivo y la gran opor-
tunidad que nos brinda el mundo de las metaheur´ısticas cuando tratamos de resolver problemas
complejos (por ejemplo, problemas de optimizacio´n de tipo NP-completo), hemos tratado de com-
binar ambos aspectos en esta tesis. Con este fin, primero buscamos un problema de optimizacio´n
importante que au´n no fuese resuelto de forma eficiente. Estudiando trabajos presentes en la literatu-
ra encontramos el Problema del Descubrimiento de Motifs (PDM), un importante problema biolo´gico
cuyo principal objetivo consiste en descubrir pequen˜os patrones repetidos (denominados motifs) en
conjuntos de secuencias de ADN que puedan poseer cierto significado biolo´gico. Ma´s concretamente,
un motif es un pequen˜o patro´n de a´cido nucleico que realiza cierta funcio´n biolo´gica como, por
ejemplo, ser el punto de unio´n entre prote´ınas. Estos motifs se encuentran mezclados entre una gran
cantidad de informacio´n biolo´gica en las secuencias de ADN por lo que descubrirlos no es trivial. El
PDM trata de resolver de forma o´ptima el descubrimiento de estos motifs, aplicado a la tarea concre-
ta de encontrar nuevos Puntos de Unio´n de Factores de Transcripcio´n (Transcription Factor Binding
Sites - TFBS) en secuencias de ADN. Las herramientas dedicadas a la evaluacio´n de la similaridad o
a la identificacio´n de secuencias relacionadas, esta´n entre las ma´s importantes de la bioinforma´tica ya
que pueden servir para categorizar nuevos genes o prote´ınas cuyas funciones no son conocidas. Para
descubrir motifs con cierta relevancia biolo´gica debemos cumplir una serie de objetivos, a la vez que
satisfacemos ciertas restricciones. Para ello, proponemos una formulacio´n multiobjetivo adaptada
a los requerimientos biolo´gicos del mundo real, definiendo tres funciones objetivo a maximizar: el
taman˜o, el soporte y la similaridad de los motifs. Una vez definida adecuadamente la formulacio´n
del problema, disen˜amos y adaptamos un total de 7 metaheur´ısticas con el fin de descubrir motifs de
calidad. Dado que la mayor´ıa de los algoritmos evolutivos propuestos en la literatura esta´n disen˜a-
dos para abordar problemas de optimizacio´n mono-objetivo y teniendo en cuenta que el PDM esta´
definido como un problema de optimizacio´n multiobjetivo; hemos tenido que estudiar, comprender
e incorporar numerosas mejoras y funcionalidades a los algoritmos desarrollados para poder aplicar-
los en la bu´squeda de patrones en secuencias de ADN. Los algoritmos disen˜ados son: basado en la
Evolucio´n Diferencial (Differential Evolution - DE), la Evolucio´n Diferencial con Torneos de Pare-
to (Differential Evolution with Pareto Tournaments - DEPT); basado en la Bu´squeda de Entorno
Variable (Variable Neighborhood Search - VNS), la Bu´squeda de Entorno Variable Multiobjetivo
(Multiobjective Variable Neighborhood Search - MO-VNS); basado en la Colonia Artificial de Abejas
(Artificial Bee Colony - ABC), la Colonia Artificial de Abejas Multiobjetivo (Multiobjective Artificial
Bee Colony - MOABC); basado en el Algoritmo de Bu´squeda Gravitacional (Gravitational Search
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Algorithm - GSA), el Algoritmo Multiobjetivo de Bu´squeda Gravitacional (Multiobjective Gravita-
tional Search Algorithm - MO-GSA); basado en el Algoritmo de las Lucie´rnagas (Firefly Algorithm
- FA), el Algoritmo Multiobjetivo de las Lucie´rnagas (Multiobjective Firefly Algorithm - MO-FA);
basado en el Algoritmo de Ensen˜anza-Aprendizaje (Teaching-Learning-Based Optimization - TLBO),
el Algoritmo Multiobjetivo de Ensen˜anza-Aprendizaje (Multiobjective Teaching-Learning-Based Op-
timization - MO-TLBO); y basado en el Algoritmo de las Ranas Saltarinas (Shuﬄed Frog Leaping
Algorithm - SFLA), el Algoritmo Multiobjetivo de las Ranas Saltarinas (Multiobjective Shuﬄed Frog
Leaping Algorithm - MO-SFLA). Co´mo podemos notar, hemos disen˜ado algoritmos con diferentes
propiedades y de diferente tipo, tenemos algoritmos basados en poblacio´n como DEPT o MO-TLBO,
algoritmos basados en trayectoria como MO-VNS, algoritmos que aprovechan las caracter´ısticas de
la naturaleza como la fuerza de la gravedad (MO-GSA), o algoritmos que se apoyan en otros com-
portamientos colectivos (Swarm Intelligence) de insectos o animales como las abejas, las lucie´rnagas
o las ranas (MOABC, MO-FA y MO-SFLA, respectivamente). Adema´s de estas 7 metaheur´ısticas,
hemos implementado tambie´n el Algoritmo Gene´tico de Ordenacio´n Nodominada II (Nondominated
Sorting Genetic Algorithm II - NSGA-II) y el Algoritmo Evolutivo de Fuerzas Pareto 2 (Strength
Pareto Evolutionary Algorithm 2 - SPEA2), dos algoritmos ma´s que consolidados en el campo de la
optimizacio´n multiobjetivo debido a los buenos resultados que han cosechado en numerosos proble-
mas de diversos campos. De este modo, ambos algoritmos nos proporcionan un punto de referencia a
la hora de comparar resultados o analizar las predicciones realizadas por las dema´s te´cnicas desarro-
llados. Adema´s de estos algoritmos hemos disen˜ado tambie´n un nuevo algoritmo h´ıbrido denominado
Colonia Artificial de Abejas Multiobjetivo con Evolucio´n Diferencial (Multiobjective Artificial Bee
Colony with Differential Evolution - MO-ABC/DE) que trata de combinar las propiedades de los
algoritmos ABC y DE. Hay que decir que, hasta donde nosotros sabemos, ninguno de los algoritmos
en los que hemos basado nuestras adaptaciones multiobjetivo en esta tesis doctoral ha sido utiliza-
do nunca para resolver el PDM. En conclusio´n, las principales aportaciones de este trabajo son la
definicio´n de una formulacio´n multiobjetivo mejorada que incorpora restricciones biolo´gicas reales,
la aportacio´n de nuevas metaheur´ısticas nunca aplicadas anteriormente y la obtencio´n de resultados
mejores que los actualmente publicados en la literatura.
A medida que disen˜amos metaheur´ısticas fuimos realizando otros estudios ma´s profundos para
conocer el funcionamiento interno de cada una de ellas y, as´ı, poder averiguar en que´ tipo de instan-
cias puede un determinado algoritmo funcionar mejor que otro. Para ello realizamos diversos ana´lisis
entre los que destacamos uno donde comparamos la capacidad de converger (estudio de convergencia)
de cada algoritmo y otro donde analizamos la capacidad de escalar (estudio de escalabilidad) que pre-
senta cada algoritmo cuando resuelven instancias cada vez ma´s complejas. Finalmente, aprovechando
el conocimiento adquirido con todos estos estudios, hemos aplicado tambie´n te´cnicas de paralelismo
utilizando las distintas metaheur´ısticas para tratar de mejorar la calidad de los resultados. En esta
tesis doctoral hemos estudiado la utilizacio´n del paralelismo para tratar de combinar el compor-
tamiento de diferentes algoritmos y as´ı mejorar el rendimiento global de la aplicacio´n resultante.
Para ello, hemos hecho uso de entornos de programacio´n paralela y distribuida, OpenMP y MPI
respectivamente, disen˜ando estrategias paralelas que aprovechan las capacidades de varios algorit-
mos evolutivos multiobjetivo, mejorando considerablemente la calidad de los resultados obtenidos
de una forma relativamente sencilla. Estas estrategias paralelas representan tambie´n una aportacio´n
novedosa en el dominio de aplicacio´n, ya que hasta donde sabemos, es la primera vez que se utilizan
estrategias de este tipo en la resolucio´n de un problema real de bu´squeda de patrones de ADN.
Por tanto, podemos concluir diciendo que se han disen˜ado, implementado y analizado 10 algoritmos
evolutivos multiobjetivo nunca aplicados en la resolucio´n del PDM, se han realizado ana´lisis de con-
vergencia y escalabilidad de los algoritmos disen˜ados para conocer el funcionamiento a nivel interno
de cada uno de ellos y se han construido sistemas paralelos novedosos que, apoya´ndose en diversas
estrategias y te´cnicas paralelas, aprovechan las capacidades evolutivas de diferentes algoritmos y
consiguen realizar predicciones de una alta calidad biolo´gica.
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Abstract
The resolution of complex problems by using evolutionary algorithms is one of the most re-
searched issues in Computer Science. The main goal of this thesis is directly related with the deve-
lopment of new methods and algorithms that can solve this kind of problems with the least possible
computational time, improving the results achieved by the existing methods. To this end, we combine
three important concepts: metaheuristics, multiobjective optimization, and parallelism.
Due to the numerous advantages offered by the multiobjective optimization and the great oppor-
tunity provided by the metaheuristics when we have to solve complex optimization problems (for
instance, NP-hard optimization problems), we have tried to combine both of them in this thesis. For
doing this, we first look for a significant optimization problem that had not been solved in an effi-
cient way. Studying different works presented in the literature, we find the Motif Discovery Problem
(MDP), an important biological problem whose main objective is to discover over-represented short
patterns, named motifs, in a set of DNA sequences that may have some biological significance. More
concretely, a motif is defined as a nucleic-acid sequence pattern that has some biological relevance,
such as being DNA binding sites for a protein. Motifs are mixed with a large amount of biological
information in DNA sequences; therefore, discovering them is not a trivial task. MDP tries to solve
optimally the problem of finding motifs, applied to the specific task of discovering novel Transcription
Factor Binding Sites (TFBS) in DNA sequences. Tools for the assessment of similarity and the identi-
fication of related sequences are among the most important tools in bioinformatics as they may serve
for the functional categorization of novel genes or proteins of unknown function. To discover motifs
with biological significance we must fulfil specific objectives while satisfying a variety of constraints.
Thus, we proceed proposing a multiobjective formulation adequately adapted according to the real-
world biological requirements, defining three conflicting objectives to be maximized: motif length,
support, and similarity. Once defined the problem formulation, we designed and adapted a total of
7 metaheuristics with the aim of discovering quality motifs. Since most evolutionary algorithms pro-
posed in the literature are designed for addressing mono-objective optimization problems, and taking
into account that the MDP is defined as a multiobjective optimization problem; we had to study,
understand, and incorporate numerous improvements and features to the developed algorithms in
order to apply them for searching short repeated patterns in DNA sequences. The designed algo-
rithms are: based on Differential Evolution (DE), Differential Evolution with Pareto Tournaments
(DEPT); based on Variable Neighborhood Search (VNS), Multiobjective Variable Neighborhood
Search (MO-VNS); based on Artificial Bee Colony (ABC), Multiobjective Artificial Bee Colony
(MOABC); based on Gravitational Search Algorithm (GSA), Multiobjective Gravitational Search
Algorithm (MO-GSA); based on Firefly Algorithm (FA), Multiobjective Firefly Algorithm (MO-FA);
based on Teaching-Learning-Based Optimization (TLBO), Multiobjective Teaching-Learning-Based
Optimization (MO-TLBO); and based on Shuﬄed Frog Leaping Algorithm (SFLA), Multiobjective
Shuﬄed Frog Leaping Algorithm (MO-SFLA). As we can note, we have designed algorithms with
different properties and different type, population-based algorithms such as DEPT and MO-TLBO,
trajectory-based ones such as MO-VNS, algorithms that exploit nature features like the gravity
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force (MO-GSA), and algorithms that rely on other collective behaviors (Swarm Intelligence) of
insects and animals like bees, fireflies, and frogs (MOABC, MO-FA, and MO-SFLA, respectively).
Besides these 7 metaheuristics, we have also implemented the Nondominated Sorting Genetic Al-
gorithm II (NSGA-II) and the Strength Pareto Evolutionary Algorithm 2 (SPEA2), two important
algorithms consolidated in the multiobjective optimization field due to their good performances in
many diverse multiobjective optimization problems. Thus, both algorithms provide a quality refe-
rence point when comparing the results, or analyzing the predictions, achieved by other developed
multiobjective evolutionary algorithms. Finally, we have also designed a new hybrid algorithm called
Multiobjective Artificial Bee Colony with Differential Evolution (MO-ABC/DE) that attempts to
combine the properties of two important algorithms such as ABC and DE. It is important to say
that, to our knowledge, none of the proposed algorithms, on which we have based the multiobjective
adaptations proposed in this thesis, has never been used to solve the MDP. In conclusion, the main
contributions of this work are the definition of an improved multiobjective formulation for the MDP
that incorporates new biological constraints, the design and implementation of new multiobjective
metaheuristics never previously applied to solve this biological problem, and obtaining better results
than those currently published in the literature.
While we were designing metaheuristics, we were also conducting further studies to better un-
derstand the inner operation of each of them, and so, to find out with which kind of instances a
particular algorithm may work better than another one. We have carried out several studies among
which we emphasize two where we compare the convergence (convergence study) and scalability
abilities (scalability study) of the implemented algorithms when they solve MDP instances with di-
fferent complexities. Finally, taking advantage of the knowledge gained from these studies, we have
also applied several parallel techniques to improve the quality of the obtained results by using several
algorithms. Thus, in this thesis we have studied the use of parallelism to combine the operation of
different algorithms, and so, improving the overall operation of the resulting application. To do this,
we have used parallel and distributed programming environments as OpenMP and MPI respectively,
designing parallel strategies that, taking advantage of the capabilities of several multiobjective evo-
lutionary algorithms, significantly improve the quality of the achieved results in a relatively simple
way. These parallel strategies also represent a novel contribution in the application domain since, to
our knowledge, it is the first time that they are used for solving a real motif finding optimization
problem. Summarizing, we can conclude saying that we have designed, implemented, and analyzed
10 multiobjective evolutionary algorithms never applied for solving the MDP, we have studied the
convergence and scalability abilities of the designed algorithms to analyze the inner operation of
each of them, and we have built novel parallel systems relying on different strategies and parallel
techniques, that exploit the evolving capabilities of several algorithms and are able to make high
quality predictions.
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CAPI´TULO 1
Introduccio´n
En este cap´ıtulo introducimos el trabajo realizado en esta tesis doctoral. Primero, en la Seccio´n
1.1 definimos los objetivos y fases del trabajo y a continuacio´n, en la Seccio´n 1.2, discutimos el
intere´s de la investigacio´n llevada a cabo. Finalmente, en la Seccio´n 1.3 detallamos como se organiza
el documento, proporcionando una pequen˜a descripcio´n de contenidos de cada parte y cap´ıtulo.
1.1. Objetivos y fases
El objetivo principal de esta tesis doctoral consiste en tratar de combinar tres aspectos clave
dentro de la optimizacio´n de problemas complejos como son las metaheur´ısticas, la optimizacio´n
multiobjetivo y el paralelismo cuando resolvemos uno de los problemas biolo´gicos ma´s conocidos, el
Problema del Descubrimiento de Motifs (PDM), el cual es un importante problema biolo´gico que
aun no ha sido resuelto de una manera eficiente. Dado que este objetivo es muy gene´rico lo hemos
tratado como la combinacio´n de una serie de objetivos secundarios.
En los u´ltimos an˜os se esta´n modelando con e´xito numerosos problemas de optimizacio´n en
muchos campos aplicando formulaciones multiobjetivo, por lo que el primer objetivo secundario
esta´ orientado a disen˜ar nuevos algoritmos evolutivos multiobjetivo (MultiObjective Evolutionary
Algorithms - MOEA) capaces de resolver el PDM de una forma ma´s eficiente que los me´todos
existentes actualmente (normalmente me´todos biolo´gicos que aplican diversas te´cnicas estad´ısticas
o matema´ticas, o algoritmos evolutivos mono-objetivo, la mayor´ıa basados en algoritmos gene´ticos).
El segundo objetivo secundario esta´ relacionado con la aplicacio´n de paralelismo (programacio´n
paralela y distribuida) para tratar de mejorar el funcionamiento y el rendimiento de nuestras te´cnicas
y as´ı ser capaces de obtener soluciones de mejor calidad en menos tiempo. Finalmente, nuestro
tercer objetivo secundario consiste en abordar un problema biolo´gico importante del mundo real
(como el descubrimiento de patrones, tambie´n denominados motifs, en secuencias de ADN), siendo
la Bioinforma´tica un tema de gran importancia cient´ıfica en la actualidad. Por lo tanto, los objetivos
concretos de este trabajo son los siguientes:
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1. Definir, formular y abordar el Problema del Descubrimiento de Motifs a trave´s de
la optimizacio´n multiobjetivo. La optimizacio´n multiobjetivo ha sido utilizada con e´xito
en numerosos problemas de optimizacio´n de muchos campos, por lo que consideramos una
buena forma de obtener una definicio´n del problema que nos permita incorporarle las mejoras
necesarias para su correcta adecuacio´n a los requisitos biolo´gicos del mundo real.
2. Disen˜ar y analizar nuevas metaheur´ısticas multiobjetivo. Hemos optado por el uso
de metaheuristicas debido a que son una buena forma de abordar problemas de optimizacio´n
donde no es posible la aplicacio´n de te´cnicas de optimizacio´n exactas. Tenemos la intencio´n de
proponer versiones multiobjetivo de algoritmos bien conocidos como la evolucio´n diferencial,
la bu´squeda de entorno variables, algoritmos basados en inteligencia colectiva, etc.
3. Hibridizar te´cnicas multiobjetivo. El potencial de las te´cnicas h´ıbridas junto con el
conocimiento de los requerimientos del problema tratado, supone un tema digno de intere´s
que nos puede permitir crear nuevos algoritmos ma´s eficientes.
4. Estudio de como el paralelismo puede ayudarnos a resolver el PDM. Esto es posible
debido a que el uso de metaheur´ısticas implica la realizacio´n de miles de experimentos (para se-
leccionar el mejor algoritmo, la mejor configuracio´n de un determinado para´metro...). Adema´s
puede ayudarnos a combinar el comportamiento de algoritmos en algu´n tipo de equipo para
as´ı obtener mejores resultados.
5. Realizar estudios de escalabilidad y eficiencia. Este es un tema importante en par-
alelismo. Si queremos aplicar nuestras te´cnicas en la resolucio´n de instancias ma´s complejas
del PDM debemos conocer como se comportan los algoritmos a nivel interno (capacidad de
escalar, de converger...).
6. Comparar las ventajas e inconvenientes de cada metaheur´ıstica multiobjetivo y de
cada te´cnica paralela disen˜ada cuando resolvemos el PDM. Analizaremos la calidad de
los frentes de Pareto y estudiaremos a trave´s de me´tricas apropiadas (hipervolumen, relacio´n
de cobertura, dispersio´n...) los diferentes algoritmos y te´cnicas paralelas.
7. Transferir y difundir el conocimiento adquirido. Con el objetivo de difundir el con-
tenido del trabajo realizado en esta investigacio´n se llevara´ a cabo una importante labor de
diseminacio´n. Para tal fin, adema´s de las publicaciones aparecidas en revistas y congresos
tanto nacionales como internacionales, se desarrollara´n pa´ginas web de dominio pu´blico con
la descripcio´n de los problemas y los resultados de las investigaciones. Adema´s, trabajaremos
con investigadores especializados en biolog´ıa que nos permiten aplicar las aportaciones de este
trabajo a casos ma´s pra´cticos a trave´s del estudio de otras instancias biolo´gicas reales.
1.2. Intere´s de la investigacio´n
El intere´s de esta tesis doctoral se puede establecer desde los siguientes puntos de vista:
En primer lugar, desde el punto de vista cient´ıfico, el trabajo presentado representa un
avance y profundizacio´n en el disen˜o de nuevos algoritmos evolutivos y metaheur´ısticas mul-
tiobjetivo que generalmente se aplican para resolver problemas complejos de optimizacio´n.
Combina´ndose conceptos y funciones clave de la optimizacio´n multiobjetivo (concepto de dom-
inancia, dispersio´n...) con algoritmos evolutivos originales disen˜ados para resolver problemas
mono-objetivo, podemos disen˜ar nuevas te´cnicas que nos permiten resolver cualquier problema
de optimizacio´n multiobjetivo que no pueda ser abordado mediante la aplicacio´n de te´cnicas
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exactas. El trabajo tambie´n presenta numerosos estudios internos del funcionamiento de los
algoritmos disen˜ados (estudios de escalabilidad, convergencia...) que nos permiten conocer
mejor co´mo opera cada uno y as´ı poder aplicarlo o adaptarlo mejor al problema que queramos
resolver.
Desde el punto de vista te´cnico y computacional, por un lado, la ejecucio´n de dichos
algoritmos heur´ısticos es muy costosa y la realizacio´n de un gran nu´mero de ejecuciones,
como las que hemos llevado a cabo, hace necesario emplear estrategias paralelas con el fin de
poder obtener resultados competitivos en tiempos aceptables. La adaptacio´n y desarrollo de
los algoritmos metaheur´ısticos para que puedan ser ejecutados utilizando computacio´n clu´ster
tambie´n representa un punto de intere´s de esta investigacio´n, ya que permite la optimizacio´n
en tiempo y resultados de las aplicaciones desarrolladas, lo cual es de suma importancia para
el problema que se aborda en este proyecto de tesis y en general para cualquier problema de
optimizacio´n. Por otro lado, la utilizacio´n de te´cnicas computacionales como el paralelismo no
solo pueden ser aplicables para acelerar ejecuciones o paralelizar las tareas de lanzamiento de
experimentos. Este trabajo representa un avance tambie´n en el uso del paralelismo como modo
de colaboracio´n entre diferentes te´cnicas con el fin de obtener mejores resultados aprovechando
las capacidades o caracter´ısticas de todas ellas de forma colaborativa.
Desde el punto de vista biolo´gico debido a que en este proyecto hemos aplicado los algo-
ritmos implementados y las estrategias paralelas disen˜adas para la resolucio´n de un problema
biolo´gico real de gran importancia, el Problema del Descubrimiento de Motifs, que aun no ha
sido resuelto de forma eficiente. Por lo tanto, optimizar la bu´squeda de patrones en secuencias
de ADN representa un avance importante en nuestro afa´n por conocer los misterios biolo´gi-
cos que rodean a nuestro genoma y el de las dema´s especies. El trabajo realizado en esta
tesis doctoral puede suponer adema´s, una parte fundamental en el proceso de entendimiento
biolo´gico de toda la informacio´n gene´tica presente en nuestros organismos o en organismos
pertenecientes a otras especies.
Por u´ltimo, desde el punto de vista internacional, nacional y regional, podemos decir
que el problema que aqu´ı se resuelve es de gran relevancia social, ya que se trata de un problema
biolo´gico que nos puede proporcionar informacio´n muy u´til sobre el origen de los seres vivos,
su complejidad y su evolucio´n, y es bien conocido que este tipo de problemas despiertan cada
vez un mayor intere´s en los investigadores internacionales, nacionales y tambie´n de nuestra
regio´n.
1.3. Organizacio´n del documento de tesis doctoral
Este documento de tesis doctoral se estructura en cuatro partes. En la primera se presentan
los preliminares del problema de optimizacio´n abordado y de las metaheur´ısticas utilizadas. En la
segunda parte se detalla la metodolog´ıa experimental seguida en la experimentacio´n y los primeros
resultados obtenidos por las metaheur´ısticas son mostrados. En la tercera parte incluimos los resul-
tados obtenidos tras aplicar te´cnicas paralelas. En esta parte definimos diferentes equipos e hiper-
heur´ısticas paralelas multiobjetivo utilizando entornos de programacio´n paralela y distribuida que
nos permiten aprovechar las capacidades de diferentes algoritmos en una u´nica aplicacio´n. Final-
mente, en la cuarta parte mostramos las principales conclusiones que se desprenden de este trabajo,
as´ı como las posibles l´ıneas de trabajo futuro que surgen de nuestro estudio. A continuacio´n describi-
mos detalladamente el contenido de cada uno de los cap´ıtulos:
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Parte I: Metaheur´ısticas y Descubrimiento de Motifs
El Cap´ıtulo 2 “Problema del Descubrimiento de Motifs (PDM)” presenta los preliminares del
problema de optimizacio´n abordado en esta tesis doctoral, el Problema del Descubrimien-
to de Motifs (PDM). En este cap´ıtulo presentamos una revisio´n del trabajo relacionado
con el PDM, analizando las diferentes herramientas y algoritmos que ya existen, adema´s
analizamos que´ te´cnicas de paralelismo se han aplicado en su resolucio´n. En este cap´ıtu-
lo mostramos tambie´n la formulacio´n matema´tica del problema e incluimos un pequen˜o
ejemplo que facilita la comprensio´n de los conceptos matema´ticos presentados.
El Cap´ıtulo 3 “Te´cnicas de optimizacio´n” describe los conceptos ma´s importantes relaciona-
dos con metaheur´ısticas. Primero definimos el proceso cla´sico de optimizacio´n: formu-
lacio´n, modelacio´n, resolucio´n e implementacio´n. A continuacio´n, clasificamos las posi-
bles te´cnicas en diferentes grupos segu´n sean exactas, aproximadas o metaheur´ısticas,
definiendo los aspectos clave de cada grupo. Finalmente, profundizamos en las meta-
heur´ısticas, definiendo una clasificacio´n que las divide segu´n optimicen una o un conjunto
de soluciones.
El Cap´ıtulo 4 “Optimizacio´n multiobjetivo” incluye la informacio´n necesaria para compren-
der todos los aspectos clave de la optimizacio´n multiobjetivo que se han aplicado en
esta tesis doctoral. Introducimos el mundo de la optimizacio´n multiobjetivo, proporcio-
nando informacio´n sobre sus or´ıgenes y destacando las diferencias existentes entre esta
clase de optimizacio´n y la optimizacio´n mono-objetivo. Explicamos tambie´n conceptos
importantes como la dominancia, los frentes de Pareto... Finalmente, detallamos como
hemos adaptado las te´cnicas implementadas (MO-VNS, DEPT, MO-TLBO, MOABC,
MO-GSA, MO-FA, MO-SFLA) para poder aplicarlas en la resolucio´n del problema de op-
timizacio´n multiobjetivo abordado, el PDM. Adema´s de la versio´n h´ıbrida desarrollada,
el algoritmo MO-ABC/DE.
Parte II: Resolucio´n del PDM Aplicando Metaheur´ısticas
El Cap´ıtulo 5 “Metodolog´ıa y materiales” describe la metodolog´ıa seguida en las diferentes
fases de desarrollo de esta tesis doctoral y los materiales utilizados. La informacio´n
presentada en esta cap´ıtulo pretende clarificar el escenario sobre el cual hemos trabajo y
dar a conocer todos los aspectos relativos a la experimentacio´n llevada a cabo para que
este trabajo sea reproducible al 100%.
El Cap´ıtulo 6 “Aplicacio´n de las metaheur´ısticas para descubrir motifs” incluye el ana´lisis
de los resultados obtenidos por las metaheur´ısticas. Presentamos, en primer lugar, los
resultados obtenidos por NSGA-II y SPEA2 y, a continuacio´n, analizamos los resultados
obtenidos por las dema´s metaheur´ısticas (MO-VNS, DEPT, MO-TLBO, MOABC, MO-
GSA, MO-FA, MO-SFLA, MO-ABC/DE), comparando sus resultados con los obtenidos
por NSGA-II y SPEA2. En este cap´ıtulo incluimos tambie´n una extensa comparativa
entre todos ellos tanto desde el punto de vista informa´tico como biolo´gico.
El Cap´ıtulo 7 “Ana´lisis detallado de las metaheur´ısticas disen˜adas” profundiza en el compor-
tamiento de las metaheur´ısticas implementadas. A la hora de disen˜ar te´cnicas evolutivas
debemos disen˜ar te´cnicas capaces de resolver la mayor parte de los posibles escenarios
que defina el problema de optimizacio´n. Con este fin, estudiamos la capacidad de escalar
que presentan las te´cnicas desarrolladas. Otro aspecto importante es la capacidad de
encontrar soluciones de calidad en un tiempo razonable. Para estudiar esta propiedad
hemos analizado tambie´n los tiempos (en forma de nu´mero de evaluaciones de la funcio´n
de fitness) requeridos por cada metaheur´ıstica para converger, es decir, para obtener
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los mejores resultados posibles, estudiando otros aspectos como el nu´mero de soluciones
descubiertas o las dispersiones de sus aproximaciones a los frentes de Pareto.
Parte III: Resolucio´n del PDM Aplicando Paralelismo
El Cap´ıtulo 8 “Entornos de programacio´n paralela y distribuida” describe los entornos de
programacio´n paralela y distribuida que hemos aplicado en este trabajo. Hemos uti-
lizado OpenMP para paralelizar el funcionamiento de algoritmos y desarrollar equipos
multi-nu´cleo que nos permiten aprovechar las propiedades de diferentes algoritmos; y
hemos utilizado MPI para desarrollar equipos paralelos que puedan ser ejecutados sobre
arquitecturas de memoria distribuida.
El Cap´ıtulo 9 “Hiper-Heur´ıstica Paralela Multiobjetivo Multi-Nu´cleo (PMHH-OpenMP)”pre-
senta el trabajo ma´s importante de paralelismo realizado en esta tesis doctoral. Tras
explicar el problema que supone a un no experto en Informa´tica escoger una u otra
te´cnica a la hora de resolver determinadas instancias del PDM, proponemos una hiper-
heur´ıstica paralela multiobjetivo basada en OpenMP (PMHH-OpenMP) que combina las
propiedades y capacidades de cuatro algoritmos para resolver adecuadamente un amplio
conjunto de instancias.
El Cap´ıtulo 10 “Otros trabajos paralelos” describe otros trabajos paralelos realizados. El
primero de ellos tiene como objetivo acelerar las ejecuciones de los algoritmos DEPT
y NSGA-II mediante la aplicacio´n de directivas OpenMP. Los dos nuevos algoritmos
paralelos (PDEPT y PNSGA-II) presentan buenos resultados paralelos, consiguiendo
unas altas eficiencias y unos elevados speedups. Por otro lado, proponemos tambie´n una
hiper-heur´ıstica paralela multiobjetivo utilizando MPI (PMHH-MPI). Esta nueva te´cnica
paralela combina el funcionamiento de cuatro algoritmos (DEPT, NSGA-II, MO-VNS y
MO-SVNS) y obtiene buenos resultados en sistemas con hasta 128 nu´cleos.
Parte IV: Conclusiones Finales
En el Cap´ıtulo 11 “Conclusiones, trabajo futuro y me´ritos cient´ıficos” exponemos las con-
clusiones obtenidas sobre todo lo expuesto en este documento. Asimismo, se describen
tambie´n las principales l´ıneas de trabajo futuro que surgen del presente estudio y los
me´ritos cient´ıficos logrados por el autor de esta tesis.
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CAPI´TULO 2
Problema del Descubrimiento de Motifs (PDM)
En este cap´ıtulo profundizamos en la explicacio´n del problema de optimizacio´n multiobjetivo
abordado en esta tesis doctoral, el Problema del Descubrimiento de Motifs (PDM). En primer lugar
hacemos una revisio´n de los trabajos relacionados con la resolucio´n del PDM en la Seccio´n 2.1,
tanto los abordados a trave´s de herramientas biolo´gicas, como los abordados a trave´s de te´cnicas
evolutivas. Adema´s, analizamos tambie´n los trabajos relacionados directamente con la aplicacio´n de
te´cnicas de paralelismo para descubrir patrones repetidos en secuencias de ADN. En la Seccio´n 2.2
introducimos el PDM de forma general, para a continuacio´n, detallar su formulacio´n matema´tica en
la Seccio´n 2.3. Finalmente, como la formulacio´n matema´tica puede llegar a ser dif´ıcil de comprender,
en la Seccio´n 2.4 incluimos un pequen˜o ejemplo donde resolvemos un PDM sencillo, de este modo
podremos comprender mejor la finalidad de cada uno de los objetivos definidos.
2.1. Trabajo relacionado con la resolucio´n del PDM
En esta seccio´n repasamos los trabajos ma´s importantes relacionados directamente con el des-
cubrimiento de motifs. Primero, en la Seccio´n 2.1.1, enumeramos algunos de los me´todos biolo´gicos
ma´s importantes que se han aplicado para buscar patrones de ADN en los u´ltimos an˜os. A con-
tinuacio´n, en la Seccio´n 2.1.2, detallamos algunas de las u´ltimas propuestas que aplican te´cnicas
evolutivas para resolver este problema. Finalmente, la Seccio´n 2.1.3 analiza los trabajos existentes
que combinan te´cnicas de paralelismo con el descubrimiento de patrones en secuencias de ADN.
2.1.1. Herramientas biolo´gicas aplicadas para resolver el PDM
En la literatura se proponen muchas clasificaciones que organizan todos los me´todos biolo´gicos
existentes, uno de los ma´s utilizados organiza los me´todos biolo´gicos teniendo en cuenta la aprox-
imacio´n combinatoria aplicada en su disen˜o, distinguiendo los me´todos basados en cadenas y los
me´todos probabil´ısticos. Los me´todos basados en cadenas garantizan una optimalidad global y son
ideales para encontrar motifs totalmente acotados (donde todas las instancias son ide´nticas en todas
las secuencias). Los me´todos probabil´ısticos implican una representacio´n de los motifs a trave´s de
25
Seccio´n 2.1. Trabajo relacionado con la resolucio´n del PDM
matrices de pesos por posicio´n. Entre los me´todos basados en cadenas distinguimos muchas propues-
tas importantes como Oligo/Dyad-Analysis [1], [2], MITRA (Mismatch Tree Algorithm) [3], YMF [4]
y QuickScore [5]. En este primer grupo uno de los ma´s populares es Weeder [6]. En lo que se refiere
a los me´todos probabil´ısticos, destacamos Consensus [7]. Sin embargo, los me´todos probabil´ısticos
que mejores predicciones esta´n realizando son aquellos que aplican potentes te´cnicas estad´ısticas.
Dos alternativas conocidas son la Maximizacio´n Expectativa (Expectation Maximization - EM) y
el Muestreo Gibbs (Gibbs Sampling - GS). Te´cnicas como MEME (Multiple EM for Motif Elicita-
tion) [8] extienden el concepto de EM para identificar motifs de calidad. Otro me´todo importante que
aplica EM es Improbizer [9]. Por otro lado, de entre los me´todos que aplican te´cnicas GS, destacamos
AlignACE (Aligns Nucleic Acid Conserved Elements) [10]. Existen otros me´todos como ANN Spec
(Artificial Neural Network with a GB method to define the Specificity) [11], MotifSampler [12], GLAM
(Gapless Local Alignment of Multiple sequences) [13] o SeSiMCMC (Sequence Similarities by Markov
Chain Monte-Carlo) [14] que tambie´n son capaces de descubrir patrones de ADN de buena calidad.
Gracias al trabajo [15], podemos comparar los resultados obtenidos por nuestros algoritmos con
aquellos realizados por los trece me´todos biolo´gicos descritos en esta seccio´n.
2.1.2. Algoritmos evolutivos aplicados para resolver el PDM
Existen numerosas te´cnicas evolutivas para descubrir motifs en secuencias de ADN. Sin embar-
go, muchos de estos algoritmos presentan una serie de limitaciones que hemos intentado suplir en
los trabajos elaborados durante esta tesis doctoral. Uno de los algoritmos ma´s importantes disen˜a-
dos para encontrar patrones es FMGA (Finding Motifs by Genetic Algorithm) [16], un algoritmo
gene´tico (Genetic Algorithm - GA) que utiliza los operadores SAGA descritos en [17]. Sin embar-
go, existen otros muchos algoritmos basados en GAs que tienen como principal objetivo encontrar
motifs en secuencias de ADN, entre ellos destacamos St-GA (Structured Genetic Algorithm) [18],
MDGA (Motif Discovery Using A Genetic Algorithm) [19], y GAME (Genetic Algorithm based Motif
Elicitation) [20]. Una de las u´ltimas propuestas realizadas en esta l´ınea de investigacio´n es GALF-P
(Genetic Algorithm with Local Filtering and Post-processing) [21] que define un framework novedoso
dedicado a identificar TFBS en secuencias de ADN. Los autores de este u´ltimo algoritmo (GALF-P)
extendieron su propuesta un an˜o despue´s, dando lugar a GALF-G [22] (G de generalized, generalizado
en nuestro idioma). Esta nueva versio´n extiende las funcionalidades de su antecesor permitiendo el
descubrimiento de mu´ltiples motifs, que adema´s, pueden estar solapados. Si analizamos todas estas
propuestas y las dema´s presentadas en la literatura, podemos ver como, aunque existen otras prop-
uestas como el algoritmo TS-BFO [23], que combina la optimizacio´n bacteriana (Bacterial Foraging
Optimization - BFO) con una bu´squeda tabu´ (Tabu Search - TS), el algoritmo EDA/DE propuesto
por los mismos autores en [24], o el algoritmo de clusterizacio´n basado en poblacio´n (Population
Clustering Evolutionary Algorithm - PCEA) propuesto por [25]; la mayor´ıa esta´n basados en GAs.
Adema´s, todas las propuestas listadas emplean computacio´n mono-objetivo para descubrir solu-
ciones, una longitud dada de antemano y, adema´s, buscan motifs en todas las secuencias dadas de
la correspondiente instancia.
Aparta´ndose del concepto de optimizacio´n mono-objetivo, los autores de [26] y [27] proponen
una nueva funcio´n de coste multi-criterio que suple algunas de las limitaciones anteriormente men-
cionadas. El objetivo de esta nueva propuesta es maximizar las similaridades de los motifs descubier-
tos mientras se evita la obtencio´n de soluciones con poca complejidad. Sin embargo, bajo nuestro
punto de vista, la mejor forma de abordar el PDM es aplicando optimizacio´n multiobjetivo. En [28],
el autor propone un nuevo algoritmo gene´tico multiobjetivo llamado MOGAMOD (Multiobjective
Genetic Algorithm for Motif Discovery) para descubrir motifs, demostrando las ventajas de aplicar
una aproximacio´n multiobjetivo. Debido a estas ventajas, nosotros tambie´n la hemos aplicado en
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nuestra definicio´n del problema.
2.1.3. Paralelismo aplicado para resolver el PDM
El descubrimiento de motifs es un problema computacionalmente costoso. Sin embargo, en la
literatura solo han sido propuestos unos pocos me´todos o algoritmos que aplican paralelismo para
la bu´squeda de patrones en secuencias de ADN. Uno de los primeros intentos llevados a cabo para
tratar de aprovechar las ventajas que ofrece el paralelismo a la hora de descubrir motifs, se realiza
con la herramienta MEME [8]. Como ya explicamos anteriormente, MEME es una herramienta
probabil´ıstica basada en“Maximizacio´n Expectativa”(Expectation Maximization - EM). La ejecucio´n
de esta herramienta incluye una fase de bu´squeda inicial (Starting Point Search - SPS) y una fase
donde se aplica EM. Los tiempos de ejecucio´n que requieren ambas fases se incrementan enormemente
cuando el taman˜o de las instancias aumenta, hacie´ndose necesaria la aplicacio´n de te´cnicas paralelas
que aceleren su ejecucio´n. En [29] se presenta uno de los primeros trabajos dedicados a acelerar la
ejecucio´n de MEME en clu´steres de memoria distribuida. Para ello, los autores hacen uso del interfaz
de paso de mensajes MPI (Message Passing Interface). Los autores consiguieron eficiencias de hasta
el 70%, incluso para las instancias ma´s complejas. MEME tambie´n ha sido paralelizado utilizando
hardware especializado como FPGAs (Field Programmable Gate Arrays) en [30]. Este tipo de te´cnicas
ya han sido previamente aplicadas con e´xito para acelerar la ejecucio´n de me´todos disen˜ados para
resolver otros problemas biolo´gicos como la bu´squeda de homolog´ıas biolo´gicas [31], el alineamiento
mu´ltiple de secuencias [32] o la inferencia filogene´tica [33]. Por otro lado, la clara tendencia hacia
arquitecturas multi-nu´cleo provoco´ la aparicio´n de una nueva tecnolog´ıa que esta´ resultando muy
efectiva a la hora de paralelizar herramientas o algoritmos, las GPUs bajo CUDA (Compute Unified
Device Architecture) [34]. Esto convencio´ a los autores de [35] y posteriormente a los de [36] para
aprovechar las ventajas que ofrecen las GPUs para acelerar la ejecucio´n de MEME, proponiendo
las herramientas GPU-MEME y CUDA-MEME respectivamente. Los autores de este u´ltimo trabajo
mejoraron su propuesta (CUDA-MEME) disen˜ando una nueva versio´n, denominada mCUDA-MEME
[37], que combina modelos paralelos desarrollados en CUDA, Open Multi-Processing (OpenMP) y
MPI.
Dejando a un lado los trabajos relacionados con la paralelizacio´n de MEME, las investigaciones
relacionadas con paralelismo y descubrimiento de motifs realizadas hasta el momento son escasas.
La mayor´ıa se detalla a continuacio´n. [38] propone la paralelizacio´n de un me´todo para descubrir
motifs denominado Modified PrefixSpan. PrefixSpan es una te´cnica de miner´ıa de datos utilizada
para extraer patrones comunes de bases de datos. La versio´n modificada es una versio´n acelerada de
la original que logra eficiencias de hasta el 75%. En [39] los autores desarrollan una herramienta para
descubrir motifs denominada Motif Discovery Toolkit que utiliza un algoritmo paralelo basado en
grafos para predecir los lugares donde puede tener lugar la regulacio´n gene´tica. [40] desarrollan otra
herramienta paralela basada en la aplicacio´n ParSeq, previamente propuesta por los mismos autores.
Tambie´n en [41] los autores aplican paralelismo para acelerar la ejecucio´n de un nuevo algoritmo
basado en teor´ıa de grafos [42] en un supercomputador de memoria distribuida. Otros trabajos que
relacionan paralelismo con el descubrimiento de motifs son [43] donde se paraleliza el modelo BMA
(Boolean Matrices Algorithm) utilizando FPGAs; o [44] donde los autores paralelizan un algoritmo
basado en Gibbs Sampling utilizando GPUs.
En definitiva, podemos observar como existe una enorme carencia de trabajos relacionados con
la aplicacio´n de te´cnicas paralelas para resolver el PDM. En diversos trabajos realizados a lo largo
de esta tesis doctoral hemos tratado de suplir parte de esta carencia con la propuesta de diferentes
equipos e hiper-heur´ısticas que hacen uso tanto de entornos de programacio´n paralela (OpenMP)
como de programacio´n distribuida (MPI).
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2.2. Introduccio´n al PDM
Identificar nuevos Puntos de Unio´n de Factores de Transcripcio´n (Transcription Factor Binding
Sites - TFBS) es importante y fundamental para llegar a comprender el proceso de regulacio´n gene´tica
junto con los mecanismos que controlan la vida en nuestro planeta. El PDM trata de formular y
modelar el descubrimiento de motifs como un problema de optimizacio´n complejo cuyo objetivo
principal es encontrar pequen˜os TFBS en medio de una enorme cantidad de informacio´n biolo´gica.
Para ello, buscaremos pequen˜as subcadenas sobre-representadas (o muy frecuentes) en una coleccio´n
de secuencias de ADN.
La regulacio´n gene´tica es esencial en todos los procesos de la vida como la diferenciacio´n de
las ce´lulas, el metabolismo, ciclos de las ce´lulas... La regulacio´n transcripcional, la principal regu-
lacio´n gene´tica, se realiza mediante interacciones (bindings) de elementos reguladores. Aunque estos
mecanismos no se comprenden aun por completo, se esta´n invirtiendo numerosos esfuerzos en su
entendimiento. Lo que s´ı es conocido es que ciertas prote´ınas especiales denominadas Factores de
Transcripcio´n (Transcription Factors - TF) o elementos transcripcionales se unen a ciertas pequen˜as
subcadenas en el ADN formando los TFBS [45]. Como resultado de estas uniones se activa o desac-
tiva el proceso de expresio´n gene´tica que es el proceso mediante el cual los genes son transcritos en
forma de ARN. La identificacio´n de estos TFBSs y de otros elementos que controlan la expresio´n
gene´tica y las interacciones entre los distintos TFs, pueden explicar el origen de los organismos vivos,
proporciona´ndonos informacio´n sobre su complejidad y su evolucio´n, por lo que queda clara la im-
portancia de los TFBS en biolog´ıa. Los TFBSs y los elementos que controlan la expresio´n gene´tica
son conocidos tambie´n como motifs. Definimos pues un motif como un patro´n o subsecuencia de
acido nucle´ıdo que posee cierto significado biolo´gico, como por ejemplo, ser el punto de unio´n en una
prote´ına. Como ya hemos dicho, los motifs esta´n mezclados entre una gran cantidad de informacio´n
biolo´gica en las secuencias de ADN, por lo que descubrirlos no es tarea fa´cil. Dado un conjunto de
secuencias de ADN, el PDM trata de encontrar patrones repetidos sin conocer las posiciones de los
puntos de unio´n. Normalmente comenzamos con colecciones de genes que sospechamos que pueden
estar relacionados y el proceso a seguir no es otro que ir generando diferentes soluciones en busca de
diferentes posibles motifs.
Una reciente publicacio´n ha propuesto un nuevo me´todo para descubrir motifs utilizando te´cnicas
multiobjetivo [28]. Gracias a este nuevo me´todo podemos obtener motifs de diferentes taman˜os con
una sola ejecucio´n. Los objetivos que se han definido para encontrar motifs de calidad son el taman˜o
del motif, el soporte y la similaridad.
Taman˜o del Motif: En largas secuencias de ADN compuestas por las cuatro bases: A, C, G y
T, podemos encontrar infinidad de posibles subcadenas y combinaciones de nucleo´tidos. Esto puede
hacernos pensar que los motifs encontrados son fruto de la casualidad y que realmente no poseen
ningu´n significado biolo´gico. Este objetivo trata de maximizar el taman˜o del motif para darnos la
certeza de que la solucio´n tiene un significado biolo´gico real y no ha sido formado por casualidad.
Soporte: A veces algunas secuencias no incluyen ningu´n motif candidato, es decir, no somos
capaces de encontrar un motif en alguna de ellas. Esto provoca que la calidad de las soluciones
descienda, ya que estamos ensuciando la solucio´n final con subsecuencias que no contribuyen. Una
posible solucio´n a este problema es definir un filtro de calidad. Solo aquellas secuencias en las que se
consiga encontrar un motif de cierta calidad se tendra´n en cuenta para construir el motif final. En
resumen, este objetivo trata de maximizar el nu´mero de secuencias utilizadas para formar el motif.
Cuanto mayor sea el soporte, mayor sera´ el nu´mero de secuencias utilizadas y ma´s robusto sera´ el
resultado final, ya que es respaldado por un mayor nu´mero de secuencias.
Similaridad: Este objetivo maximiza la similaridad existente entre las subcadenas que forman
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el motif resultante (solo se tienen en cuenta las secuencias que cumplen el soporte). Para calcularla
primero debemos generar la Matriz de Pesos por Posicio´n (Position Count Matrix - PCM) y la Matriz
de Frecuencias por Posicio´n (Position Frequency Matrix - PFM) utilizando la informacio´n biolo´gica
(nucleo´tidos) de los motifs candidatos. Tras esto, podremos obtener los nucleo´tidos dominantes en
cada posicio´n del motif. A continuacio´n, calculamos el porcentaje de ocurrencia de cada nucleo´tido
en cada posicio´n del motif (si tenemos un empate podemos escoger la base que queramos de entre las
ganadoras). El valor final de la similaridad de un motif se calcula con la media de todos los valores
ma´ximos de dominancia.
2.3. Formulacio´n matema´tica
Dado un conjunto de secuencias S = {Si|i = 1, 2, ..., D} de nucleo´tidos definidos en el alfabeto∑
= {A,C,G, T }. Si = {Sji |j = 1, 2, ..., wi} es una secuencia de nucleo´tidos, donde wi es el taman˜o
de la secuencia. El conjunto de todas las subsecuencias contenidas en S es {sjii |i = 1, 2, ..., D, ji =
1, 2, ..., wi − l + 1}, donde ji es el punto de unio´n de un posible motif candidato sji de la secuencia
Si, y l es el taman˜o del motif, primer objetivo a maximizar. Para obtener los valores de los otros dos
objetivos tenemos que construir la Matriz de Indicadores por Posicio´n (Position Indicator Matrix
- PIM) A = {Ai|i = 1, 2, ..., D} del motif, donde Ai = {Aji |j = 1, 2, ..., wi} es el vector fila de
indicadores de la secuencia Si. A
j
i es 1 si la posicio´n j en Si es un punto de unio´n, y 0 en caso
contrario. Nos referimos al nu´mero de motifs candidatos como |A| =∑Di=1∑wij=1 Aji . En este proceso
tambie´n necesitamos obtener el motif consenso extra´ıdo de los motifs candidatos. En este trabajo
consideramos un solo motif candidato por secuencia, y solo aquellos que tengan una cierta calidad
con respecto al motif consenso se tendra´n en cuenta en la construccio´n del motif final. Esto se
indica a trave´s del soporte. Adema´s, S(A) = {S(A)1, S(A)2, ..., S(A)|A|} es el conjunto de |A| motifs
candidatos, donde S(A)i = S(A)
1
iS(A)
2
i ...S(A)
l
i es el i-esimo motif candidato de |A|. S(A) puede
extenderse tambie´n como (S(A)1, S(A)2, ..., S(A)l), donde S(A)j = S(A)j1S(A)
j
2...S(A)
j
|A| es la lista
de nucleo´tidos del motif candidato de la posicio´n j-esima. A continuacio´n construimos la PCM N(A)
con el nu´mero de nucleo´tidos en cada posicio´n de los motifs candidatos (A) que hayan superado el
umbral correspondiente al soporte. N(A) = {N(A)1, N(A)2, ..., N(A)l} y N(A)j = {N(A)jb|b ∈ B},
donde N(A)jb = |{S(A)ji |S(A)ji = b}|. El valor obtenido por el nucleo´tido dominante en cada una de
las posiciones se normaliza en la PFM N̂ = N(A)|A| . Finalmente calculamos el valor de la similaridad
con la media aritme´tica de todos los valores dominantes en cada posicio´n del PFM, tal y como indica
la siguiente expresio´n:
Similaridad(Motif) =
∑l
i=1maxb{f(b, i)}
l
(2.1)
donde f(b, i) es el valor obtenido por el nucleo´tido b en la columna i de la PFM y maxb{f(b, i)} es
el valor obtenido por el nucleo´tido dominante de i.
Aunque existen diferentes formulaciones posibles para este problema, existen dos paradigmas
principales. Considerando un conjunto N de secuencias de ADN S = {S1, S2, ..., SN} en el alfa-
beto
∑
= {A,C,G, T }, un taman˜o de motif conocido w y considera´ndose la longitud de todas las
secuencias igual a L, es decir, 0 < w << L; definimos:
Descubrimiento de motifs basado en consenso: Dada una entrada S de
∑
y w, en-
contrar patrones consenso P de
∑
y taman˜o w, junto con un conjunto de coincidencias M =
{m1,m2, ...,mN} donde cada mi de Si es una cadena de taman˜o w con distancia Hamming mı´nima
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a P , de modo que cierta funcio´n objetivo f(P,M) sea maximizada; o cierta funcio´n de perdida, por
ejemplo, distancia total Hamming, d(P,M) sea minimizada.
Descubrimiento de motifs basado en instancias: Dada una entrada S de
∑
y w, formar un
conjunto de ocurrencias (instancias) M = {m1,m2, ...,mN} donde cada mi de Si es una cadena de
taman˜o w y donde cierto patro´n de ADN P (en la representacio´n matricial correspondiente) pueda
formarse para que cierta funcio´n de evaluacio´n f(P,M) sea maximizada.
El paradigma basado en consenso comienza con una cadena o patro´n P , por lo que normalmente
todos los posibles P pueden ser enumerados. Por otro lado el segundo paradigma muestrea o genera
el conjunto de instancias M y despue´s forma el motif P siguiendo una representacio´n matricial
tratando de mejorar f . En este caso, el motif P es representado por una matriz continua que no
es posible enumerar. Aunque ambos paradigmas definen sus propias funciones de evaluacio´n, sus
representaciones de los individuos... son considerados como problemas NP-completos [46] aun en su
forma ma´s simple. Algunos trabajos han comenzado a combinar las propiedades de ambos [21] y [8]
en algoritmos ma´s flexibles y efectivos. Esto es lo que hemos llevado a cabo nosotros tambie´n en
nuestra formulacio´n del problema, incorporando el paradigma basado en consenso en el ca´lculo del
Soporte, y el paradigma basado en instancias en el ca´lculo de la Similaridad.
Para guiar la bu´squeda de soluciones hacia motifs biolo´gicamente relevantes, hemos incorporado
varias restricciones que deben ser satisfechas por todas las soluciones:
R1) Los motifs son normalmente muy pequen˜os [47], por ello, buscar motifs de gran longitud
implica perder un valioso tiempo computacional. Para abordar esta cuestio´n, hemos restringido
el taman˜o ma´ximo de los motifs descubiertos al rango [7,64], donde el mı´nimo es 7 y el ma´ximo
es 64.
R2) La segunda restriccio´n limita el valor mı´nimo de soporte permitido, asignando un mı´nimo igual
a 2 en los conjuntos de datos formados por 4 o menos secuencias, y de 3 en las dema´s (ma´s
de 4 secuencias). Normalmente los puntos de unio´n esta´n compuestos por motifs candidatos
de todas o casi todas las secuencias, y si no considera´semos esta restriccio´n, ser´ıa muy fa´cil
descubrir soluciones con grandes similaridades (incluso del 100%) formadas, por ejemplo, por
un solo candidato.
R3) Hemos incorporado tambie´n el concepto de complejidad [26]. La complejidad de los motifs
candidatos debe ser considerada para evitar la prediccio´n de soluciones poco complejas, por
ejemplo, los candidatos ‘AAAA’ y ‘AAAA’ son muy parecidos, de hecho son iguales, pero no
forman un motif biolo´gicamente relevante. Calculamos el valor de complejidad de cada motif
a trave´s de la Ecuacio´n 2.2, donde la complejidad final de un motif es el valor medio de las
complejidades obtenidas por los candidatos que lo componen.
Complejidad = logN
l!∏
(ni!)
(2.2)
donde N = 4 en secuencias de ADN, l es el taman˜o del motif, y ni es el nu´mero de nucleo´tidos
del tipo i ∈ {A,C,G, T }. Por ejemplo, si consideramos el motif ‘AAAA’ (nA = 4, nT = 0,
nG = 0 y nC = 0) obtendr´ıamos la mı´nima complejidad, ya que obtenemos el valor ma´ximo en∏
(ni!). Por el contrario, si tenemos, por ejemplo, el motif ‘ACGT’ (nA = 1, nT = 1, nG = 1
y nC = 1) obtendr´ıamos el valor ma´ximo de complejidad. Adema´s, como podemos ver en
la Ecuacio´n 2.2, si no normalizamos las complejidades obtenidas cuando comparamos motifs,
tenemos que las complejidades ma´ximas son extremadamente dependientes del taman˜o de los
motifs. Por este motivo, la definicio´n de este concepto se reviso´, calculando el valor ma´ximo
de complejidad para cada solucio´n antes de ejecutar los algoritmos. Durante la ejecucio´n de
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los mismos, cada complejidad obtenida se normaliza en el intervalo [0,1] donde la complejidad
ma´xima es 1 y as´ı, comparamos soluciones en igualdad de condiciones. Esta mejora se detalla
ampliamente en [27].
2.4. Ejemplo de ca´lculo
En esta seccio´n incluimos un ejemplo pra´ctico que describe como obtener los valores de los tres
objetivos de un determinado motif. En la Tabla 2.1 incluimos un PDM artificial que nos permitira´
comprender mejor los conceptos matema´ticos presentados en la seccio´n anterior. La Tabla 2.1 incluye
el organismo al que pertenece cada secuencia, sus identificadores, las posiciones iniciales de los motifs
candidatos en cada secuencia y los motifs candidatos descubiertos. Finalmente, las u´ltimas columnas
muestran las tasas de concordancia de los candidatos descubiertos con respecto al motif consenso,
valor que nos indicara´ si cada uno de estos candidatos se tendra´ o no en cuenta a la hora de construir
el motif final.
En esta seccio´n resolvemos un PDM artificial de taman˜o 12 (valor del primer objetivo, el taman˜o
del motif). En la Tabla 2.1 incluimos toda la informacio´n necesaria para su resolucio´n. Dada una
determinada instancia perteneciente a un determinado organismo (en nuestro caso, al ser humano) y
una vez obtenidos los motifs de cada secuencia, primero debemos construir el motif consenso tenien-
do en cuenta las bases que componen los motifs descubiertos (ver Figura 2.1(a)). A continuacio´n,
comparamos el motif consenso con cada candidato para obtener la tasa de concordancia (nu´mero de
nucleo´tidos iguales entre el consenso y cada candidato), y as´ı conocer que´ candidatos se tendra´n en
cuenta a la hora de obtener el valor del segundo objetivo (el soporte). So´lo aquellos candidatos que
consigan un valor de al menos el 50% sera´n considerados. En la Tabla 2.1 podemos observar como
los candidatos de las secuencias 1, 3 y 7 no consiguen alcanzar este valor umbral. Una vez hecho
esto, construimos las PCM y PFM (Figuras 2.1(b) y 2.1(c)) utilizando la informacio´n biolo´gica de
los candidatos que han superado el valor umbral del segundo objetivo, a su vez, estos candidatos son
los que se utilizara´n para construir el motif final mostrado en la Figura 2.1(d). El valor del u´ltimo
objetivo, la similaridad, se calcula aplicando la Ecuacio´n 2.1, hallando la media aritme´tica de los
porcentajes dominantes de cada columna de la PFM. En este ejemplo obtenemos un resultado de
0,85 (85%):
(0,8 + 1,0 + 0,6 + 0,8 + 0,6 + 1,0 + 1,0 + 1,0 + 1,0 + 0,6 + 1,0 + 0,8)
12
= 0, 85
Tabla 2.1: PDM artificial. Este incluye el organismo, secuencia y posicio´n inicial de cada
motif candidato, los motifs y la concordancia entre cada motif y el consenso.
ORGANISMO SECUENCIA INICIO MOTIF CONCORDANCIA
Ser Humano 0 -1001 AAATGCGGCGTA 12/12
√
Ser Humano 1 -213 TTTTCCAGCGAT 5/12 X
Ser Humano 2 -664 AATGCCGGCGTA 9/12
√
Ser Humano 3 -37 GGATGCCCCAAT 5/12 X
Ser Humano 4 -1544 CAGTCCGGCCTT 7/12
√
Ser Humano 5 -1788 AAATGCGGCCTA 11/12
√
Ser Humano 6 -115 AAATGCGGCGTA 12/12
√
Ser Humano 7 -976 CCATGCTTTAGC 4/12 X
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(a) Motif Consenso.
1 2 3 4 5 6 7 8 9 10 11 12
A: 4 5 3 0 0 0 0 0 0 0 0 4
C: 1 0 0 0 2 5 0 0 5 2 0 0
G: 0 0 1 1 3 0 5 5 0 3 0 0
T: 0 0 1 4 0 0 0 0 0 0 5 1
(b) Matriz de Cuentas por Posicio´n (PCM).
1 2 3 4 5 6 7 8 9 10 11 12
A: 0.8 1.0 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.8
C: 0.2 0.0 0.0 0.0 0.4 1.0 0.0 0.0 1.0 0.4 0.0 0.0
G: 0.0 0.0 0.2 0.2 0.6 0.0 1.0 1.0 0.0 0.6 0.0 0.0
T: 0.0 0.0 0.2 0.8 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.2
(c) Matriz de Frecuencias por Posicio´n (PFM).
(d) Motif Resultante.
Figura 2.1: Motif consenso, Matriz de Cuentas por Posicio´n, Matriz de Frecuencias por
Posicio´n y motif resultante del PDM definido en la Tabla 2.1.
En resumen, el valor de los tres objetivos en este ejemplo son: Soporte = 5, Taman˜o del Motif
= 12 y Similaridad = 0,85.
2.5. Resumen
En este cap´ıtulo hemos presentado los preliminares del problema de optimizacio´n abordado en
esta tesis doctoral, el PDM. Primero hemos revisado los trabajos existentes en la literatura que
abordan este problema, analizando las herramientas biolo´gicas y algoritmos evolutivos que se han
aplicado hasta el momento en su resolucio´n. Tambie´n hemos estudiado los trabajos existentes que
aplican te´cnicas paralelas tanto para acelerar sus ejecuciones como para mejorar la calidad de los
resultados obtenidos. Una vez realizado el estudio del estado del arte del problema, hemos pasado a
detallarlo, explicando en que´ consiste y que´ funciones objetivo necesitamos definir para amoldar la
formulacio´n utilizada a las necesidades reales del problema. Finalmente, tambie´n hemos presentado
la formulacio´n matema´tica del problema y hemos incluido un ejemplo pra´ctico de resolucio´n de un
PDM para facilitar la comprensio´n de los conceptos matema´ticos presentados.
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Te´cnicas de optimizacio´n
En este cap´ıtulo introducimos los conceptos ma´s importantes relacionados con metaheur´ısticas.
Primero definimos el proceso cla´sico de optimizacio´n: formulacio´n, modelacio´n, resolucio´n e imple-
mentacio´n (Seccio´n 3.1). Una vez introducido el concepto de optimizacio´n, clasificamos las posibles
te´cnicas en diferentes grupos segu´n sean exactas, aproximadas o metaheur´ısticas. Como veremos en
la Seccio´n 3.2, definimos los aspectos ma´s importantes de cada tipo y enumeramos los algoritmos
ma´s conocidos. Finalmente, profundizamos en las metaheur´ısticas, definiendo una clasificacio´n de
que las divide segu´n optimicen una o un conjunto de soluciones. En la Seccio´n 3.3 definimos cada
clase de metaheur´ıstica e incluimos algunos ejemplos de cada clase.
3.1. Introduccio´n a las te´cnicas de optimizacio´n
Como cient´ıficos e ingenieros siempre tenemos que tomar decisiones. Los decisiones son necesarias
en todas partes y, a medida que el mundo se vuelve ma´s complejo y competitivo, deben tomarse de
una manera ma´s racional y eficiente. La toma de decisiones puede representarse con los siguientes
pasos (Figura 3.1):
Formular el problema: En este primer paso identificamos un determinado problema de
decisio´n. A continuacio´n, realizamos una definicio´n inicial del mismo. Esta primera definicio´n
puede ser imprecisa. El objetivo principal es esbozar los primeros factores internos y externos,
Figura 3.1: Proceso cla´sico en optimizacio´n: formular, modelar, resolver e implementar.
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junto con los objetivos que se quieren optimizar. Muchos tomadores de decisio´n tambie´n se
involucran en la formulacio´n del problema.
Modelado del problema: En este paso se construye un modelo matema´tico resumido del
problema. El modelador puede inspirarse en modelos similares presentes en la literatura. Esto
reduce el problema a simples modelos de optimizacio´n conocidos. Normalmente, estos modelos
son simplificaciones de la realidad y se realizan aplicando aproximaciones y esquivando, a veces,
procesos demasiado complejos. De aqu´ı pueden surgir cuestiones como ¿por que´ resolver de
forma exacta problemas que no son exactos por naturaleza?
Optimizacio´n del problema:Una vez modelado el problema, el proceso de resolucio´n genera
una “buena” solucio´n para el problema. La solucio´n puede ser o´ptima o cuasi-o´ptima. No´tese
como estamos buscando una solucio´n para un modelo resumido del problema y no para el
problema real original. Por ello, la solucio´n obtenida para el modelo resumido es va´lida cuando
el modelo esta´ bien disen˜ado. El disen˜ador del algoritmo puede aplicar otros algoritmos bien
conocidos o integrar el conocimiento obtenido en uno de ellos.
Implementacio´n de una solucio´n: La solucio´n obtenida es probada y analizada por el
tomador de decisiones e implementada siempre que sea de una calidad“aceptable”. Si disponemos
de nueva informacio´n pra´ctica, esta puede ser introducida en la solucio´n y re-implementarse.
Si por el contrario, la solucio´n obtenida no es aceptable, el modelo y/o el algoritmo debe ser
mejorado y el proceso de toma de decisiones repetido.
3.2. Clasificacio´n de las te´cnicas de optimizacio´n
Teniendo en cuenta la complejidad de un determinado problema de optimizacio´n, este puede ser
abordado mediante un me´todo exacto o uno aproximado (Figura 3.2). Los me´todos exactos consiguen
soluciones o´ptimas y garantizan su optimalidad. Los me´todos aproximados (o heur´ısticas) generan
soluciones pra´cticas de alta calidad en un tiempo razonable, pero sin garantizar la optimalidad de
las soluciones encontradas.
Figura 3.2: Clasificacio´n de las te´cnicas de optimizacio´n.
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3.2.1. Te´cnicas exactas
Dentro de los me´todos exactos podemos encontrar los siguientes tipos de algoritmos cla´sicos:
los basados en programacio´n dina´mica, en ramificacio´n, en programacio´n con restricciones y los
basados en te´cnicas de la familia A* de algoritmos de bu´squeda (A*, IDA*...) [48] desarrollados en
el campo de la inteligencia artificial [49]. Estos me´todos enumerativos pueden verse como algoritmos
de bu´squeda basada en a´rboles donde dicha bu´squeda se realiza sobre el espacio de bu´squeda que
nos interesa, y donde el problema se resuelve dividie´ndolo en problemas ma´s simples.
- La programacio´n dina´mica se basa en la divisio´n recursiva del problema en subproblemas
ma´s simples. Este proceso se basa en el principio de Bellman que dice que“the subpolicy of an optimal
policy is itself optimal” [50]. Este me´todo de optimizacio´n por etapas es el resultado de una secuencia
de decisiones parciales. El proceso evita una enumeracio´n total del espacio de bu´squeda mediante la
poda de secuencias de decisiones parciales que no conduzcan a soluciones o´ptimas.
- Los algoritmos de ramificacio´n y los A* se basan en una enumeracio´n impl´ıcita de todas las
soluciones del problema de optimizacio´n considerado. El espacio de bu´squeda es explorado mediante
la construccio´n dina´mica de un a´rbol cuyo nodo ra´ız representa el problema que se esta´ resolviendo y
el correspondiente espacio de bu´squeda explorado. Los nodos hoja representan potenciales soluciones
y los nodos internos posibles subproblemas. La poda del a´rbol de bu´squeda se realiza a trave´s de
funciones de delimitacio´n que podan suba´rboles que no contengan ninguna solucio´n o´ptima.
- La programacio´n con restricciones es un lenguaje construido alrededor de conceptos como
los a´rboles de bu´squeda y las implicaciones lo´gicas. La optimizacio´n de problemas mediante la pro-
gramacio´n con restricciones se realiza a trave´s de la definicio´n de un conjunto de variables que, a su
vez, esta´n ligadas a un conjunto de restricciones. Las variables toman sus valores de un dominio de
valores finito y las restricciones pueden venir representadas por s´ımbolos o expresiones matema´ticas.
3.2.2. Te´cnicas aproximadas
En lo que respecta a los me´todos aproximados, dos clases de algoritmos pueden ser distinguidos:
los algoritmos aproximados y los algoritmos heur´ısticos (heur´ısticas). Al contrario que las heur´ıs-
ticas, que normalmente encuentran soluciones de una “buena” calidad en un tiempo razonable, los
algoritmos aproximados proporcionan soluciones de una calidad y en unos tiempos comprobables.
Las heur´ısticas son capaces de encontrar “buenas” soluciones en instancias de gran taman˜o.
Permiten obtener un buen rendimiento con un coste aceptable en una gran cantidad de problemas
y pueden ser organizadas en dos grandes familias: heur´ısticas espec´ıficas y metaheur´ısticas. Las
heur´ısticas espec´ıficas son aquellas disen˜adas a medida para resolver un problema concreto y/o
instancia. Las metaheur´ısticas son algoritmos de propo´sito general que pueden ser aplicados para
resolver casi cualquier problema de optimizacio´n. En cierto modo, pueden verse como metodolog´ıas
de alto nivel que pueden ser utilizadas, a su vez, como estrategias gu´ıa en el disen˜o de heur´ısticas
que resuelvan problemas de optimizacio´n ma´s espec´ıficos.
El estudio de algoritmos aproximados proporciona un mayor conocimiento del problema aborda-
do y puede ayudarnos a disen˜ar heur´ısticas ma´s eficientes. Sin embargo, los algoritmos aproximados
son dependientes del problema de optimizacio´n resuelto. Esta caracter´ıstica limita su aplicabilidad.
Adema´s, en la pra´ctica, las aproximaciones obtenidas distan mucho de las soluciones o´ptimas glob-
ales, propiedad que hace que estas te´cnicas no sean demasiado u´tiles para muchas aplicaciones del
mundo real.
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3.2.3. Te´cnicas metaheur´ısticas
La palabra “heur´ıstica” tiene su origen en la antigua palabra griega “heuriskein”, el arte del
descubrimiento de nuevas estrategias (reglas) para resolver problemas. El sufijo “meta”, tambie´n
griego, significa“metodolog´ıa de alto nivel”. El te´rmino“metaheur´ıstica”fue introducido por F. Glover
en el art´ıculo [51]. Los me´todos de bu´squeda metaheur´ısticos son definidos pues como metodolog´ıas
(plantillas) generales de alto nivel que pueden ser utilizadas como estrategias gu´ıa en el disen˜o de
heur´ısticas subyacentes que resuelvan problemas de optimizacio´n espec´ıficos. Al contrario que con
los me´todos exactos, las metaheur´ısticas permiten abordar instancias de problemas complicadas
obtenie´ndose soluciones satisfactorias en un tiempo razonable, pero sin garantizar el descubrimiento
de soluciones o´ptimas globales ni extremas. Las metaheur´ısticas han recibido ma´s y ma´s popularidad
en los u´ltimos 20 an˜os. Su uso en diferentes aplicaciones demuestra su eficiencia y efectividad en la
resolucio´n de problemas complejos.
La optimizacio´n esta´ en todas partes y, como adema´s, los problemas de optimizacio´n son normal-
mente complejos, las metaheur´ısticas tambie´n esta´n presentes en todas partes. Este aspecto se hace
evidente en la comunidad cient´ıfica, a trave´s de un creciente nu´mero de revistas, sesiones, workshops
o congresos que tratan con metaheur´ısticas.
La Figura 3.3 muestra la genealog´ıa de las metaheur´ısticas. El concepto de metaheur´ıstica co´mo
me´todo para resolver problemas de optimizacio´n fue introducido por Polya en 1945 [52]. Uno de los
primeros algoritmos propuestos fue el algoritmo“simplex”creado por G. Dantzig en 1947, este puede
verse como un algoritmo de bu´squeda local para problemas lineales. Por otro lado, J. Edmonds fue
el primero en presentar una heur´ıstica avariciosa para optimizacio´n combinatoria en 1971 [53]. Las
referencias originales de las siguientes metaheur´ısticas esta´n basadas en sus campos de aplicacio´n
en optimizacio´n y/o problemas de aprendizaje automa´tico (machine learning problems): ACO (ant
colony optimization) [54]; AIS (artificial immune systems) [55], [56]; BC (bee colony) [57], [58]; CA
(cultural algorithms) [59]; CEA (coevolutionary algorithms) [60], [61]; CMA-ES (covariance matrix
adaptation evolution strategy) [62]; DE (differential evolution) [63], [64]; EDA (estimation of dis-
tribution algorithms) [65]; EP (evolutionary programming) [66]; ES (evolution strategies) [67], [68];
Figura 3.3: Genealog´ıa de las metaheur´ısticas.
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GA (genetic algorithms) [69], [70]; GDA (great deluge) [71]; GLS (guided local search) [72], [73];
GP (genetic programming) [74]; GRASP (greedy adaptive search procedure) [75]; ILS (iterated local
search) [76]; NM (noisy method) [77]; PSO (particle swarm optimization) [78]; SA (simulated anneal-
ing) [79], [80]; SM (smoothing method) [81]; SS (scatter search) [82]; TA (threshold accepting) [83];
TS (tabu search) [51], [84]; y VNS (variable neighborhood search) [85].
A la hora de disen˜ar metaheur´ısticas se pueden tener en cuenta dos criterios contradictorios: la
exploracio´n del espacio de bu´squeda (diversificacio´n) y la explotacio´n de las mejores soluciones encon-
tradas (intensificacio´n). Las regiones prometedoras se determinan a trave´s de las “buenas” soluciones
encontradas. En la intensificacio´n, las regiones prometedoras son exploradas ma´s profundamente con
la esperanza de encontrar mejores soluciones. En la diversificacio´n, las regiones sin explorar deben
visitarse para asegurarnos de abordar todas las posibles regiones del espacio de bu´squeda y as´ı,
asegurarnos de que la bu´squeda no esta´ limitada solamente a una porcio´n del mismo.
Existen otros muchos criterios de clasificacio´n para las metaheur´ısticas, algunos ejemplos son:
Basados en naturaleza o no basados en naturaleza: Muchas metaheur´ısticas esta´n in-
spiradas en procesos naturales. Algunos ejemplos son los algoritmos evolutivos y los sistemas
inmunolo´gicos artificiales (artificial immune systems) en la biolog´ıa; hormigas (ants), colonias
de abejas (bees colonies) y la optimizacio´n de enjambre de part´ıculas (particle swarm optimiza-
tion) de la inteligencia colectiva (swarm intelligence) de diferentes especies; y el enfriamiento
simulado (simulated annealing) de la f´ısica.
Las que utilizan memoria y las que no: Algunas metaheur´ısticas no tienen memoria,
es decir, no utilizan informacio´n extra´ıda dina´micamente durante el proceso de bu´squeda.
Dos te´cnicas representativas son GRASP y SA. Por otro lado, otras metaheur´ısticas utilizan
memoria que contiene informacio´n extra´ıda durante el proceso de bu´squeda. Por ejemplo, las
memorias de te´rminos cortos y largos del algoritmo TS.
Deterministas versus estoca´sticas: Una metaheur´ıstica determinista resuelve un problema
de optimizacio´n tomando decisiones deterministas (por ejemplo, TS). Las metaheur´ısticas
estoca´sticas aplican reglas aleatorias durante la bu´squeda (por ejemplo, SA y los algoritmos
evolutivos). Si considera´semos la misma solucio´n inicial en los algoritmos deterministas siempre
obtendr´ıamos la misma solucio´n final, por contra, los algoritmos estoca´sticos podr´ıan obtener
diferentes soluciones finales con la misma solucio´n inicial. Esta caracter´ıstica debe tenerse en
cuenta en la evaluacio´n del rendimiento de los algoritmos metaheur´ısticos.
Basadas en poblacio´n o en una u´nica solucio´n (trayectoria): Los algoritmos basados
en una u´nica solucio´n (por ejemplo, SA y VNS) manipulan y transforman una u´nica solu-
cio´n durante el proceso de bu´squeda mientras que, los algoritmos basados en poblacio´n (por
ejemplo, PSO o los algoritmos evolutivos), manipulan una poblacio´n entera de soluciones. Es-
tas dos familias poseen caracter´ısticas complementarias: las metaheur´ısticas basadas en una
u´nica solucio´n esta´n orientadas a la explotacio´n ya que presentan la capacidad de intensi-
ficar las bu´squedas en determinadas regiones. Por su parte, las metaheur´ısticas basadas en
poblacio´n esta´n orientadas a la exploracio´n al permitir una mayor diversificacio´n por el espa-
cio de bu´squeda. En los siguientes cap´ıtulos adoptaremos esta clasificacio´n para organizar los
algoritmos. Como ya veremos, los algoritmos de ambas familias comparten muchos mecanismos
de bu´squeda.
Iterativos versus avariciosos: En los algoritmos iterativos comenzamos con una solucio´n
completa (o una poblacio´n de soluciones) y la transformamos en cada iteracio´n utilizando
varios operadores de bu´squeda. Los algoritmos avariciosos comienzan en una solucio´n vac´ıa y
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en cada etapa se asigna el valor a una variable de decisio´n hasta completarla. La mayor´ıa de
las metaheur´ısticas son algoritmos iterativos.
3.3. Clasificacio´n de las te´cnicas metaheur´ısticas
En esta seccio´n profundizamos un poco ma´s en las diferentes clases de metaheur´ısticas. Como
explicamos en la seccio´n anterior, existen muchas posibles clasificaciones para organizar las distintas
metaheur´ısticas. Sin embargo, nosotros nos hemos centrarnos en la que las organiza teniendo en
cuenta el nu´mero de soluciones que optimiza: metaheur´ısticas basadas en una u´nica solucio´n (Seccio´n
3.3.1) y metaheur´ısticas basadas en una poblacio´n de soluciones (Seccio´n 3.3.2). En las secciones
siguientes proporcionamos ma´s informacio´n sobre estos dos tipos de metaheur´ısticas e incluimos
algunos de los algoritmos ma´s representativos de cada una.
3.3.1. Metaheur´ısticas basadas en una u´nica solucio´n
Cuando resolvemos problemas de optimizacio´n, las metaheur´ısticas basadas en una u´nica solucio´n
(metaheur´ısticas basadas en trayectoria o S-metaheur´ısticas) mejoran la calidad de una u´nica solu-
cio´n. Este tipo de te´cnicas pueden ser vistas como“caminatas”a trave´s de vecindades o trayectorias a
trave´s del espacio de bu´squeda del problema en cuestio´n [86]. Los caminos (o trayectorias) se generan
mediante procesos iterativos que mueven la solucio´n actual hacia otra del espacio de bu´squeda. Las
S-metaheur´ısticas han demostrado su efectividad en numerosos problemas de diferentes dominios.
Las S-metaheur´ısticas aplican procedimientos de generacio´n y reemplazo sobre la solucio´n actual
(Figura 3.4). En la fase de generacio´n se generan un conjunto de soluciones a partir de la solucio´n
actual s. Este conjunto C(s) se obtiene normalmente a trave´s de transformaciones locales de la
solucio´n. En la fase de reemplazo se realiza una seleccio´n del conjunto de soluciones candidatas C(s)
para reemplazar la solucio´n actual, es decir, se toma una solucio´n s′ ∈ C(s) como nueva solucio´n
actual. Este proceso se repite hasta alcanzar la condicio´n de terminacio´n. Las fases de generacio´n
y reemplazo pueden no utilizar memoria. En este caso, las dos funciones solo utilizar´ıan la solucio´n
actual. En caso contrario, puede almacenarse informacio´n relativa a las bu´squedas y despue´s utilizarla
para generar nuevas listas de soluciones candidatas o para seleccionar nuevas soluciones actuales.
Algunos ejemplos de esta clase de metaheur´ısticas son los algoritmos SA, TS o VNS.
Figura 3.4: Principios de las metaheur´ısticas basadas en una solucio´n.
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3.3.1.1. Ejemplos de te´cnicas basadas en una solucio´n
- El Enfriamiento Simulado (Simulated Annealing - SA) aplicado para resolver problemas de
optimizacio´n surge de los trabajos de S. Kirkpatrick et al. [80] y V. Cerny [79]. En los 80 el algoritmo
SA tuvo un importante impacto en el campo de las heur´ısticas gracias a su simplicidad y eficiencia
en la resolucio´n de problemas de optimizacio´n combinatoria. Tiempo despue´s, el algoritmo SA fue
extendido para abordar problemas de optimizacio´n continuos [87], [88], [89].
El algoritmo SA esta´ inspirado en el proceso de recocido del acero y las cera´micas, una te´cnica que
consiste en calentar y luego enfriar lentamente un material para variar sus propiedades f´ısicas. El calor
causa que los a´tomos aumenten su energ´ıa y que puedan as´ı desplazarse de sus posiciones iniciales
(un mı´nimo local de energ´ıa); el enfriamiento lento les da mayores probabilidades de recristalizar
en configuraciones con menor energ´ıa que la inicial (mı´nimo global). El me´todo es una adaptacio´n
del algoritmo Metropolis-Hastings [90], un me´todo utilizado para generar muestras de estados de un
sistema termodina´mico.
- La Bu´squeda Tabu (Tabu Search - TS) fue propuesto por F. Glover [91]. En 1986 disen˜o´ un
controlador aleatorio para escapar de los o´ptimos locales en el SA y propuso un nuevo algoritmo
determinista [51]. En un trabajo paralelo se realizo´ una investigacio´n similar denominada “steepest
ascent/mildest descent” realizada por P. Hansen [84]. En los 90 el algoritmo TS llego´ a ser un
algoritmo muy importante en la resolucio´n de problemas de optimizacio´n de forma aproximada.
Actualmente, aun sigue siendo uno de los algoritmos basados en trayectoria ma´s utilizados. El uso
de memoria para almacenar informacio´n relativa al proceso de bu´squeda representa una caracter´ıstica
peculiar del algoritmo.
El algoritmo TS funciona igual que la propuesta de P. Hansen [84] pero con la diferencia de
que acepta soluciones “no mejores” para tratar de escapar de o´ptimos locales cuando se detecta que
el algoritmo ha podido caer en alguno. Normalmente, todas las vecindades se exploran de forma
determinista, hecho que lo diferencia tambie´n del SA que u´nicamente explora una vecindad. Cuando
la vecindad encontrada es mejor que la actual, ambas se intercambian y cuando se alcanza un o´ptimo
local, la bu´squeda se puede llevar a cabo seleccionando un candidato peor a la solucio´n actual. En
este caso se puede seleccionar la mejor solucio´n de la vecindad incluso cuando esta no mejora la
calidad de la solucio´n actual. De este modo, la TS puede verse como un proceso de transformacio´n
dina´mica de vecindades y, consecuentemente, puede generar ciclos, o lo que es lo mismo, puede
encontrar soluciones previamente visitadas. Para evitar estos ciclos, la TS memoriza las trayectorias
realizadas recientemente, manejando una memoria de soluciones o movimientos que se denomina
lista Tabu´.
- La Bu´squeda de Entornos Variables (Variable Neighborhood Search - VNS) fue propuesta
por P. Hansen y N. Mladenovic [85]. La idea ba´sica bajo el algoritmo VNS es la exploracio´n sucesiva
de las vecindades de una determinada solucio´n para tratar de mejorar su calidad. El algoritmo
explora de modo sistema´tico y aleatorio un conjunto de soluciones vecinas para tratar de descubrir
y/o superar o´ptimos locales. El VNS explota la utilizacio´n de estas vecindades en los procesos de
bu´squeda local para generar nuevas soluciones (Figura 3.5).
De acuerdo con [85], esta metaheur´ıstica esta basada en las siguientes percepciones:
1.- Un mı´nimo local de una determinada vecindad no es necesariamente el mı´nimo local de otra
vecindad.
2.- Un mı´nimo global es un mı´nimo local en todas las posibles vecindades.
3.- En muchos problemas los mı´nimos locales de varias vecindades pueden estar relativamente
cerca unos de los otros.
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Figura 3.5: Bu´squeda de entornos variables considerando dos vecindades.
Al contrario que ocurre con otras metaheur´ısticas, el esquema ba´sico del algoritmo VNS y sus
extensiones es simple y requiere pocos, e incluso a veces, ningu´n para´metro. Por ello, adema´s de
obtener buenos resultados, a menudo lo hace de una forma ma´s sencilla que otras te´cnicas, propor-
ciona´ndonos una te´cnica simple que puede combinarse fa´cilmente con otras para tratar de mejorar
la eficiencia global de la propuesta.
- La metaheur´ısticaGRASP es una heur´ıstica iterativa avariciosa para resolver problemas de op-
timizacio´n combinatorios. Fue introducido en 1989 [75]. Cada iteracio´n del algoritmo GRASP puede
dividirse en dos importantes fases: construccio´n y bu´squeda local [92]. En la fase de construccio´n se
genera una solucio´n factible aplicando un algoritmo aleatorio avaricioso. En la segunda fase se apli-
can procesos de bu´squeda local para tratar de mejorarla. Una idea similar conocida como heur´ıstica
semi-avariciosa fue presentada en 1987, una te´cnica multi-arranque que no aplica ninguna bu´squeda
local [93]. El algoritmo GRASP debe incorporar me´todos de generacio´n aleatoria para ser capaz de
construir diferentes soluciones. De otro modo, la funcio´n de bu´squeda local solo podr´ıa ser aplicada
una vez. Este esquema se repite un determinado nu´mero de iteraciones y la mejor solucio´n encontrada
se mantiene como mejor resultado. No´tese como las iteraciones son completamente independientes y,
consecuentemente, no se utilizan bu´squedas con memoria. Esta aproximacio´n sera´ eficiente siempre
que la parte constructiva de la heur´ıstica sea capaz de generar soluciones pertenecientes a la mayor´ıa
de las posibles regiones del espacio de bu´squeda del problema.
3.3.2. Metaheur´ısticas basadas en una poblacio´n de soluciones
Las metaheur´ısticas basadas en poblacio´n (P-metaheur´ısticas) pueden ser vistas como una mejora
iterativa aplicada sobre una poblacio´n de soluciones. Primero se inicializa la poblacio´n correspon-
diente para, a continuacio´n, generar una nueva poblacio´n de soluciones. Finalmente, esta nueva
poblacio´n se combina con la inicial aplicando algunas funciones de seleccio´n. El proceso de bu´squeda
en estas te´cnicas se detiene cuando la condicio´n de finalizacio´n se cumple. Te´cnicas como los algo-
ritmos evolutivos (EAs), algoritmos gene´ticos (GA), evolucio´n diferencial (DE) o la optimizacio´n de
enjambre de part´ıculas (PSO) pertenecen a esta clase de metaheur´ısticas.
Las metaheur´ısticas basadas en poblacio´n comienzan con una poblacio´n inicial de soluciones
y continu´an con la ejecucio´n de una serie de pasos hasta su terminacio´n (cuando la condicio´n de
finalizacio´n se cumple). Por ello, el primer paso es generar una nueva poblacio´n para, a continuacio´n,
reemplazar las soluciones antiguas por las nuevas (Figura 3.6). Distinguiendo partes en esta clase de
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algoritmos podr´ıamos obtener una fase de generacio´n y otra de reemplazo, en la primera fase una
nueva poblacio´n de soluciones es creada y en la segunda se aplican las correspondientes funciones
de seleccio´n de soluciones. Estas dos fases pueden realizarse sin utilizar memoria. En este caso,
se aplican u´nicamente sobre la poblacio´n actual. Por otro lado, de considerarse un sistema con
memoria, podr´ıamos almacenar un histo´rico de bu´squedas que nos proporcionase informacio´n u´til
para optimizar la bu´squeda.
Figura 3.6: Principios de las metaheur´ısticas basadas en poblacio´n.
3.3.2.1. Ejemplos de te´cnicas basadas en poblacio´n
- Los Algoritmos Gene´ticos (Genetic Algorithms - GA) fueros desarrollados por J. Holland en
los 70 (Universidad de Michigan, EEUU) para comprender los procesos adaptativos de los sistemas
naturales [70]. Tiempo despue´s, los mismos autores aplicaron estos conocimientos en optimizacio´n y
aprendizaje automa´tico (machine learning) en los 80 [94], [95]. Los GAs son un tipo muy popular
de algoritmos evolutivos que, tradicionalmente, esta´n asociados con el uso de una representacio´n
binaria. Sin embargo, actualmente pueden encontrarse numerosos trabajos que aplican otro tipo
de representaciones. Normalmente un GA aplica un operador de cruce sobre dos soluciones y un
operador de mutacio´n que modifica aleatoriamente el contenido del individuo correspondiente para
proporcionar diversidad a la bu´squeda. Los GAs utilizan seleccio´n probabil´ıstica que ba´sicamente es
una seleccio´n basada en proporciones. El reemplazo (seleccio´n de supervivientes) es generacional, es
decir, los padres son reemplazados sistema´ticamente por los hijos. El operador de cruce puede estar
basado en ‘n’ puntos o ser uniforme y la mutacio´n se realiza a nivel de bits.
- La Evolucio´n Diferencial (Differential Evolution - DE) es uno de las propuestas que ma´s
e´xito ha cosechado en la optimizacio´n de problemas continuos [96]. Este algoritmo nace del intento
de K. Price por resolver el problema polino´mico de Tchebycheff planteado por R. Storn [97], [64].
La idea principal bajo la que se apoya el algoritmo DE es la utilizacio´n de las diferencias existentes
entre los diferentes vectores de la poblacio´n para perturbar al vector poblacio´n. Esta idea se integro´
en nuevos operadores de recombinacio´n de dos o ma´s soluciones y en nuevos operadores de mutacio´n
para dirigir las bu´squedas hacia “buenas” soluciones. La comunidad DE es relativamente nueva y
sigue creciendo desde 1995.
Como en cualquier algoritmo evolutivo, el algoritmo DE genera una poblacio´n inicial P0 dis-
tribuida de forma aleatoria por el espacio de bu´squeda del problema abordado de taman˜o k (k ≥ 4).
Cada individuo de esta poblacio´n es un vector real de D dimensiones xij y, a su vez, cada elemento
del vector xij es generado de forma aleatoria en el rango [x
lo
j , x
hi
j ] que representan el valor mı´nimo
y ma´ximo respectivamente:
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xij = x
lo
j + randj [0, 1]× (xhij − xloj ), i ∈ [1, k], j ∈ [1, D] (3.1)
donde randj es una variable aleatoria distribuida uniformemente entre el rango [0, 1].
- El Algoritmo de Ensen˜anza-Aprendizaje (Teaching-Learning-Based Optimization - TL-
BO) es un te´cnica de optimizacio´n novedosa creada por R. V. Rao et al. [98], [99]. Es una P-
metaheur´ıstica que define una poblacio´n de soluciones que evoluciona conjuntamente. Esta poblacio´n
simula ser una clase de alumnos. Del mismo modo que en cualquier algoritmo evolutivo, el algorit-
mo TLBO define un conjunto de cromosomas (variables de decisio´n) que deben ser optimizadas. A
su vez, cada cromosoma se corresponde con una asignatura cursada por cada alumno (individuo).
Por todo ello, cuanto mejores sean las calificaciones obtenidas por los alumnos en las asignaturas
cursadas, mejor sera´ su aprendizaje y, por tanto, su calidad o fitness.
El algoritmo TLBO distingue dos tipos de aprendizaje: el aprendizaje obtenido por el profesor
y el obtenido a trave´s de los compan˜eros. De este modo, el primer aprendizaje se realiza tomando
como referencia los conocimientos del profesor (mejor individuo de la poblacio´n) en cada asignatura
(variable de decisio´n), y el segundo aprendizaje se realiza tomando como referencia los conocimientos
de la clase (nota media de la clase en cada asignatura).
3.3.2.2. Inteligencia Colectiva (Swarm Intelligence)
Los algoritmos inspirados en el comportamiento colectivo de organismos como las hormigas,
abejas, avispas, peces y/o pa´jaros son conocidos como algoritmos basados en inteligencia colectiva
(Swarm Intelligence) [100], [101], [102]. La inteligencia colectiva esta´ basada en los comportamientos
sociales presentados por organismos que compiten por la obtencio´n de alimentos. Las principales
caracter´ısticas de estos algoritmos radican en la definicio´n de agentes poco sofisticados que cooperan
mediante comunicaciones indirectas para explorar el espacio de decisio´n definido por el correspon-
diente problema de optimizacio´n. Algunos de los algoritmos ma´s conocidos de esta clase son: la
Optimizacio´n por Colonia de Hormigas (Ant Colony Optimization - ACO) y la Optimizacio´n de
Enjambre de Part´ıculas (Particle Swarm Optimization - PSO).
- La idea ba´sica de la Optimizacio´n por Colonia de Hormigas (Ant Colony Optimization
Figura 3.7: Comportamiento de una colonia de hormigas cuando un obstaculo aparece de
repente.
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- ACO) es imitar el comportamiento cooperativo de las hormigas para resolver un problema de
optimizacio´n. Esta metaheur´ıstica fue propuesta por M. Dorigo [54] y puede ser vista como un sistema
multi-agente donde cada uno de estos agentes esta´, a su vez, inspirado por el comportamiento de una
hormiga. El algoritmo ACO ha sido aplicado para resolver problemas de optimizacio´n combinatoria y
ha logrado buenos resultados en una gran cantidad de ellos (por ejemplo, problemas de planificacio´n,
de enrutado o de asignacio´n) [103].
Algunos aspectos interesantes del comportamiento de las hormigas es que simples hormigas,
siguiendo un comportamiento colectivo, son capaces de realizar tareas complejas como transportar
alimento o encontrar las rutas ma´s cortas entre las fuentes de alimento y sus colonias. Los ACO
definen mecanismos de comunicacio´n simples y una hormiga es capaz de encontrar la menor ruta
entre dos puntos. La Figura 3.7 muestra un experimento realizado por Goss et al. [104] con una
colonia real de hormigas argentinas (Iridomyrmex humilis). Teniendo en cuenta que esta clase de
hormigas no ven demasiado bien, la colonia consigue trazar una ruta entre una fuente de alimento y
la colonia y sobreponerse a los obsta´culos de una forma ra´pida y eficiente. Durante esta operacio´n
de trazado de rutas las hormigas forman caminos qu´ımicos (feromonas) para guiar a las dema´s.
De este modo, cuanto mayor sea la cantidad de feromonas de un determinado camino, mayor es la
probabilidad de que las hormigas lo seleccionen.
- LaOptimizacio´n de Enjambre de Part´ıculas (Particle Swarm Optimization - PSO) es otra
metaheur´ıstica basada en poblacio´n inspirada en el comportamiento colectivo [105]. Este algoritmo
imita el comportamiento social de organismos naturales como los pa´jaros o los peces a la hora de
encontrar un lugar con el alimento suficiente. Inicialmente, el algoritmo PSO fue disen˜ado para op-
timizar problemas continuos. Su primera aplicacio´n en la resolucio´n de un problema de optimizacio´n
se realizo´ en el siguiente trabajo [78].
En el modelo ba´sico, un enjambre se define como un conjunto de N part´ıculas que flotan en un
espacio D-dimensional. Cada part´ıcula i es una solucio´n candidata del problema y es representada
por el vector xi en el espacio de decisio´n. Una part´ıcula posee su propia posicio´n y velocidad (ver
Figura 3.8). El proceso de optimizacio´n se basa en la cooperacio´n entre part´ıculas. De este modo,
el e´xito de cada part´ıcula viene influido por el comportamiento de sus compan˜eras. Cada part´ıcula
va cambiando sucesivamente su posicio´n xi, tratando de dirigirse hacia el o´ptimo global teniendo
en cuenta dos factores: la mejor posicio´n visitada por la propia solucio´n (pbesti) denotada como
Figura 3.8: Enjambre de part´ıculas con sus respectivas posiciones y velocidades.
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pi = (pi1, pi2, ..., piD), y la mejor posicio´n visitada por todo la poblacio´n (gbest) (o lbest, la mejor
posicio´n de un subconjunto de la poblacio´n) denotado como pg = (pg1, pg2, ..., pgD).
- La Colonia Artificial de Abejas (Artificial Bee Colony - ABC) es un algoritmo reciente
propuesto por D. Karaboga en 2005 [106], [107] e inspirado por el comportamiento de las abejas de
la miel. El algoritmo ABC es un algoritmo basado en poblacio´n donde los individuos (denominados
fuentes de alimento) son explotados por diferentes agentes (distintas clases de abejas). De este modo,
el objetivo principal del algoritmo es descubrir las fuentes de alimento con una mayor cantidad
de ne´ctar, la cual representa la calidad de la solucio´n. En el ABC las abejas vuelan alrededor
de un espacio de bu´squeda multidimensional. Estas abejas presentan diferentes comportamientos,
mientras que algunas (abejas obreras y observadoras) escogen fuentes de alimento guia´ndose por su
experiencia y la de la colmena, otras (abejas exploradoras) escogen fuentes de alimento al azar. Al
final el algoritmo ira´ almacenando las soluciones que presentan una mayor cantidad de ne´ctar. De
este modo, el ABC combina procesos de bu´squeda local (obreras y observadoras) con procesos de
bu´squeda global (exploradoras) tratando de balancear las propiedades de explotacio´n y exploracio´n.
En el algoritmo ABC la colonia de abejas esta´ compuesta por tres clases de abejas: las obreras,
las observadoras y las exploradoras. Aquellas que esperan en la colmena informacio´n relevante para
explotar una u otra fuente son las observadoras y, las encargadas de proporcionar esta informacio´n
y de explotar el ne´ctar, son las obreras. Por otro lado, las abejas que realizan bu´squedas aleatorias
son las exploradoras. En el algoritmo ABC, la colonia esta´ formada u´nicamente por dos clases de
abejas, la primera mitad la componen abejas obreras y la segunda mitad abejas observadoras. Y dado
que cada fuente de alimento es u´nicamente explotada por una abeja obrera, el nu´mero de fuentes
de alimento explotadas se corresponde con el nu´mero de abejas de la colmena. Cuando las fuentes
explotadas se agotan, son las abejas exploradoras las encargadas de encontrar una nueva fuente que
la sustituya.
- El Algoritmo de las Lucie´rnagas (Firefly Algorithm - FA) es uno de los u´ltimos algoritmos
basados en naturaleza que se han propuesto. Este algoritmo fue definido por X-S. Yang [108] y esta´
inspirado en el comportamiento de las lucie´rnagas de la luz. Estos insectos pertenecen a una familia
de coleo´pteros pol´ıfagos caracterizados por su capacidad de emitir luz (bioluminiscencia). Existen
muchas especies y normalmente viven en pantanos o en a´reas hu´medas y boscosas donde sus larvas
pueden alimentarse. Las lucie´rnagas hembra utilizan su capacidad bioluminiscente para atraer a los
machos que vuelan en los alrededores. En este algoritmo hemos asociado estos patrones de luz con
los objetivos que deben ser optimizados.
X-S. Yang formulo´ este algoritmo teniendo en cuenta las siguientes cuestiones [109]:
Todas las lucie´rnagas son asexuales por lo que todas se ven atra´ıdas por todas;
La atraccio´n es proporcional a su brillo y, dadas dos lucie´rnagas, la menos brillante se ve
atra´ıda por (se mueve hacia) la ma´s brillante; sin embargo, el brillo puede disminuir a medida
que la distancia aumenta;
Si no existen lucie´rnagas ma´s brillantes que una lucie´rnaga dada, esta se mueve aleatoriamente.
La fo´rmula principal de actualizacio´n de posiciones entre dos lucie´rnagas Xi y Xj es:
xi = xi + β0e
−γr2ij(xj − xi) + α(rand() − 1
2
) (3.2)
donde el primer te´rmino representa la posicio´n anterior del cromosoma i, el segundo se refiere a la
atraccio´n y el tercero aporta aleatoriedad al proceso de bu´squeda a trave´s del para´metro de control
α.
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- El Algoritmo de Bu´squeda Gravitacional (Gravitational Search Algorithm - GSA) es una
heur´ıstica recientemente introducida por E. Rashedi et al. [110]. Esta te´cnica esta´ basada en la
ley gravitatoria y la consecuente interaccio´n entre masas. En f´ısica, la interaccio´n gravitatoria es
una de las cuatro interacciones fundamentales, o lo que es lo mismo, uno de los cuatro tipos de
campos cua´nticos mediante los cuales interactu´an las part´ıculas [111] (las otras son la interaccio´n
electromagne´tica, la interaccio´n nuclear de´bil y la interaccio´n nuclear fuerte). Cada part´ıcula en
el universo se ve atra´ıda por otra. Consecuentemente, la gravedad actu´a en todas partes y esto la
diferencia de otras fuerza presentes en la naturaleza.
El algoritmo GSA esta´ inspirado en las teor´ıas f´ısicas de Newton. Este algoritmo define una
poblacio´n compuesta por diferentes agentes que simulan ser un conjunto de masas. Mediante la
fuerza gravitatoria, cada agente del sistema puede ver la posicio´n de los dema´s. Entonces, la fuerza
gravitatoria es utilizada para transferir informacio´n entre los diferentes agentes. A su vez, estos
agentes son considerados objetos y su calidad viene representada por sus masas. Todos estos objetos
se atraen unos con otros provocando un movimiento global de todos los objetos hacia aquellos ma´s
pesado (de mejor calidad). La posicio´n de cada agente se corresponde con una posible solucio´n del
problema de optimizacio´n y su masa determina su calidad o fitness. De este modo, la poblacio´n del
algoritmo puede verse como un pequen˜o sistema de masas que obedecen las leyes gravitacionales y
de movimiento de Newton.
- El Algoritmo de las Ranas Saltarinas (Shuﬄed Frog Leaping Algorithm - SFLA) es otro
algoritmo evolutivo basado en inteligencia colectiva disen˜ado para abordar problemas de optimizacio´n
combinatoria. Este algoritmo esta´ inspirado en la evolucio´n de los memes a trave´s de la interaccio´n
entre individuos y de un intercambio global de informacio´n. El algoritmo SFLA fue disen˜ado teniendo
en cuenta las ventajas que proporcionan los algoritmos gene´ticos meme´ticos (MA) y los algoritmos
basados en comportamientos sociales como, por ejemplo, el PSO. El concepto meme´tico surge del
te´rmino meme [112], el cual simplemente define una unidad de informacio´n intelectual o cultural
que sobrevive lo suficiente como para ser reconocido como tal y que puede evolucionar a lo largo de
generaciones.
Ma´s concretamente, el algoritmo SFLA simula una evolucio´n meme´tica de un conjunto de ranas
(soluciones). En este algoritmo las ranas individuales no son importantes ya que son consideradas
u´nicamente como fuentes de informacio´n para los diferentes memes [113]. En el SFLA, la poblacio´n
esta´ formada por un conjunto de ranas (soluciones) que se organizan en varios subconjuntos (o meme-
plexes), los cuales simulan diferentes especies. En cada memeplex las ranas evolucionan teniendo en
cuenta la riqueza gene´tica de los individuos que la componen. Tras un determinado nu´mero de pa-
sos evolutivos, algunas ranas son cambiadas de subpoblacio´n para tratar de enriquecer la calidad
gene´tica de las ranas de la subpoblacio´n destino. Los procesos de evolucio´n e intercambio se repiten
hasta alcanzar la condicio´n de finalizacio´n y son los que caracterizan a este algoritmo.
3.4. Resumen
En este cap´ıtulo hemos profundizado en el concepto de metaheur´ıstica. Hemos comenzado el
cap´ıtulo introduciendo el concepto de te´cnica de optimizacio´n y definiendo los cuatro pasos impor-
tantes que deben seguirse cuando queremos disen˜ar te´cnicas para resolver un determinado proble-
ma: formulacio´n, modelado, optimizacio´n e implementacio´n. A continuacio´n, describimos una posible
clasificacio´n de te´cnicas de optimizacio´n teniendo en cuenta la complejidad del problema que estamos
resolviendo. De este modo, podemos distinguir entre te´cnicas exactas (ramificacio´n, programacio´n
dina´mica, programacio´n con restricciones, te´cnicas A*...) que, generalmente, tratan de resolver un
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problema dividie´ndolo en varios subproblemas de menor complejidad. Las te´cnicas aproximadas (al-
goritmos aproximados y/o heur´ısticos) que permiten resolver de forma cuasi-o´ptima problemas de
mayor complejidad en un tiempo razonable. Y, finalmente, las te´cnicas metaheur´ısticas que definen
una metodolog´ıa de alto nivel que permiten abstraernos de ciertos conceptos relativos al problema
abordado. Para esta u´ltima clase de te´cnicas presentamos tambie´n un conjunto de posibles criterios
de clasificacio´n, profundizando principalmente en el que las organiza teniendo en cuenta el nu´mero de
soluciones que optimizan: metaheur´ısticas basadas en una u´nica solucio´n o basadas en una poblacio´n
de soluciones. Cada clase de metaheur´ısticas ha sido adecuadamente descrita y algunos ejemplos han
sido presentados. Para las metaheur´ısticas basadas en una u´nica solucio´n hemos hablado de los al-
goritmos SA, TS, VNS y GRASP; y para los basados en una poblacio´n de soluciones hemos hablado
de GA, DE, TLBO, ACO, PSO, ABC, FA, GSA y SFLA. Como veremos en los pro´ximos cap´ıtulos,
muchos de los algoritmos descritos en este cap´ıtulo han sido adaptados al entorno multiobjetivo para
poder aplicarlos en la resolucio´n del problema abordado en esta tesis doctoral, el PDM.
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CAPI´TULO 4
Optimizacio´n multiobjetivo
En este cap´ıtulo incluimos la informacio´n necesaria para comprender todos los aspectos multiob-
jetivo que se han utilizado o aplicado en esta tesis doctoral. Primero, en la seccio´n 4.1, introducimos
el mundo de la optimizacio´n multiobjetivo, proporcionando informacio´n sobre sus or´ıgenes, desta-
cando las diferencias existentes entre esta clase de optimizacio´n y la optimizacio´n mono-objetivo. A
continuacio´n, en la Seccio´n 4.2 explicamos los conceptos ma´s importantes de la optimizacio´n multi-
objetivo, describiendo el significado de, por ejemplo, el concepto de dominancia, los frentes de Pareto,
entre otros muchos. Una vez concluidas las explicaciones matema´ticas, incluimos en la Seccio´n 4.3
numerosos campos donde se aplican o se han aplicado con e´xito metaheur´ısticas multiobjetivo. Fi-
nalmente, en la Seccio´n 4.4 detallamos como hemos adaptado las te´cnicas implementadas (MO-VNS,
DEPT, MO-TLBO, MOABC, MO-GSA, MO-FA, MO-SFLA) para poder aplicarlas en la resolucio´n
del problema de optimizacio´n multiobjetivo abordado en esta tesis doctoral, el PDM. Adema´s de la
versio´n h´ıbrida desarrollada, el algoritmo MO-ABC/DE.
4.1. Introduccio´n a la optimizacio´n multiobjetivo
Muchos dominios esta´n prestando una creciente atencio´n a la optimizacio´n de problemas mul-
tiobjetivo complejos. En realidad, los problemas de optimizacio´n pra´cticos rara vez optimizan una
u´nica funcio´n objetivo. Por lo general, suelen manejarse varios objetivos en conflicto. Por ejemplo,
a la hora de disen˜ar un determinado producto, uno debe minimizar su coste y maximizar su cali-
dad. Diversas ae´reas de investigacio´n (por ejemplo, telecomunicaciones, ingenier´ıa, bioinforma´tica,
log´ıstica, transporte, aerona´utica, economı´a...) esta´n al corriente de la creciente importancia de los
problemas de optimizacio´n multiobjetivo (Multiobjective Optimization Problem - MOP).
La optimizacio´n multiobjetivo tiene sus or´ıgenes en el siglo diecinueve a trave´s de los trabajos de
F. Edgeworth y V. Pareto en el campo de la economı´a [114], [115]. Las ideas transmitidas por estos
autores fueron ampliamente utilizados en ciencias econo´micas durante varias de´cadas [116], [117]
y despue´s fue tambie´n entrando en campos como la ingenier´ıa [118]. Actualmente, la optimizacio´n
multiobjetivo es uno de los temas ma´s importantes en ciencia e ingenier´ıa. La complejidad de esta
clase de problemas (MOPs) esta´ directamente relacionada con el taman˜o del problema que queremos
resolver, es decir, el nu´mero de objetivos definidos, el taman˜o del espacio de bu´squeda... pero, a su
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vez, el tiempo de bu´squeda requerido para resolverlos debe ser razonable para que su aplicacio´n
sea de verdad pra´ctica. Por todo esto, avanzar en el desarrollo de metaheur´ısticas multiobjetivo
ha sido ampliamente investigado desde finales de los 80. La solucio´n o´ptima en un MOP no suele
ser una u´nica solucio´n como en los problemas de optimizacio´n mono-objetivo, sino un conjunto de
soluciones conocidas como soluciones Pareto o´ptimas. Una solucio´n es Pareto o´ptima si no es posible
mejorar el valor de un objetivo dado sin perjudicar alguno de los dema´s. Este conjunto de soluciones
representa soluciones de compromiso entre los diferentes objetivos en conflicto. El principal objetivo
que debemos alcanzar cuando resolvamos un problema multiobjetivo es obtener este conjunto de
soluciones Pareto o´ptimas y, consecuentemente, el frente de Pareto. A pesar de todo esto, cuando
aplicamos metaheur´ısticas, el objetivo ha de ser obtener una buena aproximacio´n al conjunto de
soluciones Pareto o´ptimas teniendo en cuenta dos factores: la convergencia hacia el frente de Pareto
o´ptimo y la obtencio´n de soluciones con una dispersio´n uniforme. La primera propiedad asegura la
generacio´n de soluciones Pareto cuasi-o´ptimas, mientras que la segunda indica la buena distribucio´n
de las soluciones encontradas. Si comparamos la optimizacio´n multiobjetivo con la mono-objetivo,
su dificultad radica en los siguientes hechos:
No existen definiciones comu´nmente utilizadas sobre la optimalidad global de una solucio´n
como en la optimizacio´n mono-objetivo. La relacio´n de orden entre las soluciones de un MOP
es solo parcial y la eleccio´n final depende del tomador de decisiones.
El nu´mero de soluciones Pareto o´ptimas aumenta de acuerdo al taman˜o del problema y, princi-
palmente, con el nu´mero de objetivos considerados. Teniendo en cuenta este factor, el nu´mero
de soluciones Pareto o´ptimas puede verse incrementado de forma exponencial con respecto al
taman˜o del problema [119].
La estructura del frente de Pareto, es decir, su continuidad, forma (concava, convexa...), modal-
idad... depende del MOP estudiado. Por ejemplo, las soluciones Pareto o´ptimas pueden estar
perfectamente localizadas en la frontera e interior de una funcio´n convexa envolvente con
soluciones factibles.
4.2. Conceptos importantes
Esta seccio´n cubre los conceptos ma´s importantes de la optimizacio´n multiobjetivo tales como
la dominancia, la optimalidad de Pareto, conjunto Pareto o´ptimo o los frentes de Pareto. En estas
definiciones consideramos la minimizacio´n de todos los objetivos.
Definicio´n 4.1 Problema de optimizacio´n multiobjetivo. Un problema de optimizacio´n
multiobjetivo puede definirse como:
MOP =
{
min F (x) = (f1(x), f2(x), ..., fn(x))
s.c. x ∈ S
}
(4.1)
donde n (n ≥ 2) es el nu´mero de objetivos, x = (x1, ..., xk) es el vector que representa las variables
de decisio´n y S representa el conjunto de soluciones factibles. F (x) = (f1(x), f2(x), ..., fn(x)) es el
vector de objetivos a ser optimizado.
El espacio de bu´squeda S representa el espacio de decisio´n del MOP. El espacio al que pertenece
el vector objetivo es denominado espacio objetivo. El vector F puede ser definido como las funciones
de coste del espacio de decisio´n en el espacio objetivo que evalu´an la calidad de cada solucio´n
(x1, ..., xk) mediante la asignacio´n de un vector objetivo (y1, ..., yn), el cual representa la calidad de
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la solucio´n (o fitness) (ver Figura 4.1). El conjunto Y = F (S) representa los puntos factibles en el
espacio objetivo y y = F (x) = (y1, y2, ..., yn), donde yi = fi(x), es un punto en el espacio objetivo.
Figura 4.1: Espacio de decisio´n y espacio objetivo de un MOP.
No es usual encontrar una solucio´n x∗ asociada a un determinado vector de decisio´n que optimice
todos los objetivos:
∀x ∈ S, fi(x∗) ≤ fi(x), i = 1, 2, ..., n (4.2)
Dado que esta situacio´n no suele presentarse en los MOPs de la vida real, donde normalmente
encontramos varios objetivos en conflicto, otros conceptos deben formularse para poder considerar
la optimilidad de las soluciones. Una relacio´n de orden parcial entre soluciones puede definirse como
relacio´n de dominancia.
Definicio´n 4.3 Dominancia Pareto. Un vector objetivo u = (u1, ..., un) se dice que domina a
otro vector v = (v1, ..., vn) (denotado por u ≺ v) si y solo si ningu´n componente de v es menor que
el correspondiente componente de u, siendo al menos un componente de u estrictamente menor, es
decir:
∀i ∈ {1, ..., n} : ui ≤ vi ∧ ∃i ∈ {1, ..., n} : ui < vi (4.3)
El concepto utilizado generalmente es el de optimalidad de Pareto. La definicio´n de la opti-
malidad de Pareto proviene directamente del concepto de dominancia. Este concepto fue propuesto
inicialmente por F. Edgeworth en 1881 [114] y extendido por V. Pareto en 1896 [115]. Una solucio´n
Pareto o´ptima indica que es imposible encontrar una solucio´n que mejore su calidad en algu´n criterio
sin, a su vez, penalizar la calidad de los dema´s criterios.
Definicio´n 4.4 Optimalidad Pareto. Una solucio´n x∗ ∈ S es Pareto o´ptima si para todas las
x ∈ S, F (x) no domina a F (x∗), es decir:
F (x) 6≺ F (x∗) (4.4)
Gra´ficamente, una solucio´n x∗ es Pareto o´ptima si no existe otra solucio´n x tal que el punto F (x)
este´ presente en el interior de su cono de dominancia F (x∗), representado por la superficie definida
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por las proyecciones de F (x) (ver Figura 4.2). Por lo general, en los problemas de optimizacio´n
mono-objetivo encontramos una u´nica solucio´n global, pero en los MOP podemos tener un conjunto
de soluciones conocidas como conjunto Pareto o´ptimo. La imagen de este conjunto en el espacio
objetivo es conocido como frente de Pareto.
Figura 4.2: Soluciones no-dominadas en el espacio objetivo.
Definicio´n 4.5 Conjunto Pareto o´ptimo. Para un determinado MOP (F, S), el conjunto
Pareto o´ptimo se define como sigue:
P ∗ = {x ∈ S/ 6 ∃x′ ∈ S, F (x′) ≺ F (x)} (4.5)
Definicio´n 4.6 Frente de Pareto. Para un determinado MOP (F, S) y su correspondiente
conjunto Pareto o´ptimo P ∗, el frente de Pareto se define como:
PF ∗ = {F (x), x ∈ P ∗} (4.6)
El frente de Pareto se correponde con el conjunto Pareto o´ptimo en el espacio objetivo. Obtener
el frente de Pareto de un MOP es el principal objetivo de la optimizacio´n multiobjetivo. Sin embargo,
dado que un frente de Pareto puede contener un gran nu´mero de puntos, una buena aproximacio´n a
este frente que contenga un limitado nu´mero de soluciones Pareto puede sernos tambie´n de utilidad.
Estas soluciones deben estar lo ma´s pro´ximas posible al frente de Pareto exacto o verdadero y,
adema´s, deben presentar una dispersio´n uniforme. Si alguna de estas dos propiedades no se cumple,
la aproximacio´n obtenida podr´ıa no ser de utilidad al tomador de decisiones que debe poseer una
informacio´n completa sobre el frente de Pareto. Si nos fijamos, por ejemplo, en los tres frentes
mostrados en la Figura 4.3 y que representan varias aproximaciones. La primera gra´fica (izquierda)
muestra unas soluciones con una buena dispersio´n pero muy alejadas del frente de Pareto verdadero;
este frente no ser´ıa de utilidad porque no proporciona ninguna solucio´n Pareto o´ptima. La segunda
gra´fica (centro) contiene un conjunto de soluciones muy cercanas al frente de Pareto verdadero pero
algunas regiones del frente de Pareto verdadero no son cubiertas por las soluciones encontradas. Por
ello, el tomador de decisiones podr´ıa no disponer de informacio´n importante sobre el frente de Pareto
y proporcionar as´ı una solucio´n que no sea de utilidad. Finalmente, el u´ltimo frente (derecha) cumple
ambas propiedades y presenta una buena convergencia y dispersio´n.
No´tese como dependiendo del espacio considerado (espacio de decisio´n o espacio objetivo), el
nu´mero de soluciones Pareto puede diferir. En el espacio objetivo, dos soluciones con los mismos
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Figura 4.3: Ejemplos de frentes de Pareto: mala convergencia y buena diversidad (izquierda),
buena convergencia y mala diversidad (centro) y buena convergencia y diversidad (derecha).
vectores objetivos son consideradas el mismo punto, sin embargo, estas pueden representar dos
soluciones distintas en el espacio de decisio´n. El conjunto Pareto o´ptimo es denominado tambie´n
conjunto mı´nimo Pareto o´ptimo completo mientras que representa el conjunto ma´ximo Pareto o´ptimo
en el espacio de decisio´n.
Es importante destacar que, idealmente, a uno le gustar´ıa obtener una solucio´n minimizando
todos los objetivos. Supongamos que el o´ptimo para cada objetivo es conocido siendo optimizados
por separado.
Definicio´n 4.7 Vector ideal. Un punto y∗ = (y∗1 , y
∗
2 , ..., y
∗
n) es un vector ideal si minimiza cada
funcio´n objetivo fi en F (x), es decir:
y∗i = min(fi(x)), x ∈ S, i ∈ [1, n] (4.7)
El vector ideal es generalmente una solucio´n uto´pica en el sentido de que no suele ser una solucio´n
factible en el espacio de decisio´n. Sin embargo, algunos tomadores de decisiones definen un vector
de referencia indicando el valor deseado en cada funcio´n objetivo. Esto generaliza el concepto de
vector ideal. De este modo, el tomador de decisiones puede especificar ciertos niveles de aspiracio´n
zi, i ∈ [1, n] a alcanzar en cada funcio´n fi. Los niveles de aspiracio´n indican los niveles de aceptacio´n
en el espacio objetivo. Una solucio´n Pareto o´ptima debe satisfacer todos los niveles de aspiracio´n y
es denominada como una solucio´n satisfactoria [120].
Definicio´n 4.8 Punto extremo. Un punto y∗ = (y∗1 , y
∗
2 , ..., y
∗
n) es un punto extremo si maxi-
miza alguna funcio´n objetivo fi de F en el conjunto Pareto, es decir:
y∗i = max(fi(x)), x ∈ P ∗, i ∈ [1, n] (4.8)
Los puntos extremos e ideales proporcionan mucha informacio´n sobre el rango de valores del
frente de Pareto o´ptimo (ver Figura 4.4).
Definicio´n 4.9 Funcio´n de utilidad. Una funcio´n (o valor) de utilidad v, la cual representa
las preferencia del tomador de decisiones, convierte el vector objetivo en una funcio´n escalar:
v : Rn → R (4.9)
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Figura 4.4: Punto extremo y punto ideal de un MOP.
La funcio´n de utilidad ha de ser minimizada para adaptarse a las preferencia del tomador de
decisiones.
En optimizacio´n multiobjetivo, el concepto de mı´nimo local puede ser generalizado a una solucio´n
Pareto o´ptima local.
Definicio´n 4.10 Solucio´n Pareto o´ptima local. Una solucio´n x es Pareto o´ptima local si y
solo si:
∀w ∈ N(x), F (w) no domina a F (x) (4.10)
donde N(x) representa la vecindad de la solucio´n x. Algunas soluciones Pareto o´ptimas pueden ser
obtenidas a partir de la resolucio´n de la siguiente expresio´n matema´tica:
(MOPλ) =
{
min F (x) = Σni=1λifi(x)
s.c. x ∈ S
}
(4.11)
con λi ≥ 0 para i = 1, ..., n y Σni=1λi = 1.
Estas soluciones son conocidas como soluciones apoyadas [121]. Las soluciones apoyadas se gen-
eran a partir de la resolucio´n de (MOPλ) utilizando diferentes vectores de pesos λ. La complejidad
de (MOPλ) es la misma que la del problema de optimizacio´n mono-objetivo subyacente. Si los
problemas de optimizacio´n mono-objetivo subyacentes presentan una complejidad polinomial, sera´
relativamente sencillo generar soluciones apoyadas. Sin embargo, existen otras soluciones Pareto o´p-
timas que no pueden obtenerse resolviendo una (MOPλ) matema´tica. En realidad, estas soluciones,
conocidas como soluciones no apoyadas, son dominadas por combinaciones convexas de soluciones
apoyadas, es decir, puntos de la forma convexa Y = F (S) (ver Figura 4.5).
Existen tambie´n otras definiciones de dominancia tales como el concepto de dominancia leve, la
dominancia estricta o la ǫ-dominancia [122].
Definicio´n de dominancia leve. Un vector objetivo u = (u1, ..., un) se dice que domina
levemente a otro vector v = (v1, ..., vn) (denotado por u  v) si todos los componentes de u son
menores o iguales que los correspondientes componentes de v, es decir, ∀i ∈ {1, ..., n}, ui ≤ vi (ver
Figura 4.5).
Definicio´n de dominancia estricta. Un vector objetivo u = (u1, ..., un) se dice que domina
estrictamente a otro vector v = (v1, ..., vn) (denotado por u ≺≺ v) si todos los componentes de u
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Figura 4.5: Soluciones apoyadas o soportadas y no-apoyadas o no-soportadas de un MOP.
Conceptos de dominancia leve y estricta. La solucio´n u domina levemente a la solucio´n v;
la solucio´n u′ domina levemente a la solucio´n v′; la solucio´n u domina estrictamente a las
soluciones v′ y v′′.
son menores que los correspondientes componentes de v, es decir, ∀i ∈ {1, ..., n}, ui < vi (ver Figura
4.5).
Definicio´n de ǫ-dominancia. Un vector objetivo u = (u1, ..., un) se dice que ǫ-domina a otro
vector v = (v1, ..., vn) (denotado por u ≺ǫ v) si y solo si ningu´n componente de v es menor que el
correspondiente componente de u− ǫ y al menos un componente de u− ǫ es estrictamente mejor, es
decir, ∀i ∈ {1, ..., n} : ui − ǫi ≤ vi ∧ ∃i ∈ {1, ..., n} : ui − ǫi < vi (ver Figura 4.6).
Figura 4.6: Concepto de ǫ-dominancia.
4.3. Aplicaciones reales de la optimizacio´n multiobjetivo
Un gran nu´mero de trabajos que tratan con MOPs se dedican a resolver problemas presentes
en el mundo real [123]. Dos aspectos clave son los principales causantes de este creciente intere´s, el
primero de ellos esta´ relacionado con la gran cantidad de problemas del mundo real que requieren
la optimizacio´n simulta´nea de diferentes funciones objetivos en conflicto, por otro lado, muchas son
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las nuevas metaheur´ısticas eficientes que han sido desarrolladas en los u´ltimos an˜os (por ejemplo,
los algoritmo evolutivos multiobjetivo). En realidad, las metaheur´ısticas multiobjetivo se vienen
aplicando para resolver problemas reales desde 1960. Adema´s, muchas son las a´reas donde se han
venido aplicando:
Ingenier´ıa: En los pasados 20 an˜os, el disen˜o de sistemas en ingenier´ıa (por ejemplo, meca´nica,
aerona´utica, qu´ımica) ha impulsado la investigacio´n y el desarrollo de metaheur´ısticas multi-
objetivo. De hecho, numerosos problemas de disen˜o han sido formulados como MOPs (entre
ellos destacamos, por ejemplo, los relacionados con el disen˜o de alas de avio´n [124] o motores
de coches [125]). La formulacio´n multiobjetivo de los problemas de disen˜o ha cosechado un
gran e´xito en el dominio de la ingenier´ıa.
Medio ambiente y energ´ıa: En la literatura, uno de los primeros papeles que ha desempen˜a-
do el modelado de problemas de optimizacio´n multiobjetivo esta´ relacionado con los problemas
de a´mbito ambiental o energe´tico [116] (por ejemplo, la gestio´n de distribucio´n de aguas [126]
o la medicio´n de la calidad del aire [127]). Este dominio sera´ aun ma´s importante en los pro´x-
imos an˜os debido al deterioro que sufre nuestro planeta y a la falta de recursos energe´ticos
como el agua [128] o recursos no renovables como el petro´leo.
Telecomunicaciones: En las u´ltimas de´cadas las telecomunicaciones ha sido uno de los do-
minios donde ma´s e´xito han cosechado las metaheur´ısticas multiobjetivo (por ejemplo en el
disen˜o de antenas [129], el disen˜o de redes mo´viles [130], el disen˜o de sate´lites espaciales [131] o
la asignacio´n de frecuencias [132]). Este dominio continuara´ siendo relevante los pro´ximos an˜os
debido a la continua evolucio´n que esta´n sufriendo la tecnolog´ıa de redes (redes de sensores,
redes ad-hoc, redes cognitivas).
Control: Las aplicaciones cla´sicas sobre disen˜o o´ptimo de controladores siguen siendo a´mplia-
mente abordadas en te´rminos de optimizacio´n multiobjetivo (ver [133] para ma´s informacio´n).
Biolog´ıa computacional y bioinforma´tica: Numerosos problemas clave de la biolog´ıa
computacional o la bioinforma´tica puede formularse tambie´n como MOPs. La optimizacio´n
multiobjetivo esta´ en sus etapas iniciales en este dominio y un gran nu´mero de posibles tra-
bajos au´n pueden mejorarse desde este punto de vista (por ejemplo, inferencia filogene´tica,
alineamiento de secuencias, prediccio´n de estructuras e identificacio´n de prote´ınas [134] o la
bu´squeda de motifs). Una revisio´n de numerosos problemas biolo´gicos abordados mediante
optimizacio´n multiobjetivo puede encontrarse en la siguiente referencia [135].
Transporte y log´ıstica: Actualmente, este dominio genera un gran nu´mero de aplicaciones
para los MOP (por ejemplo, la gestio´n de contenedores [136], el disen˜o de sistemas de red de
mallas [137] o el trazado de autopistas [138]).
4.4. Adaptacio´n multiobjetivo de las metaheur´ısticas
Una vez introducidos los conceptos ma´s importantes sobre optimizacio´n multiobjetivo, profun-
dizamos en la adaptacio´n multiobjetivo de las metaheur´ısticas implementadas. En las secciones 4.4.1-
4.4.10 describimos las modificaciones realizadas para poder aplicar estas te´cnicas en la resolucio´n
de problemas multiobjetivo. Los algoritmos adaptados esta´n basados en la Bu´squeda de Entornos
Variables (Variable Neighborhood Search - VNS), la Evolucio´n Diferencial (Differential Evolution
- DE), el Algoritmo de Ensen˜anza-Aprendizaje (Teaching-Learning-Based Optimization - TLBO),
la Colonia Artificial de Abejas (Artificial Bee Colony - ABC), el Algoritmo de Bu´squeda Gravita-
cional (Gravitational Search Algorithm - GSA), el Algoritmo de las Lucie´rnagas (Firefly Algorithm
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- FA) y el Algoritmo de las Ranas Saltarinas (Shuﬄed Frog Leaping Algorithm - SFLA). Por u´ltimo,
detallamos tambie´n el funcionamiento de un algoritmo h´ıbrido propuesto en esta tesis doctoral, la
Colonia Artificial de Abejas Multiobjetivo con Evolucio´n Diferencial (Multiobjective Artificial Bee
Colony with Differential Evolution - MO-ABC/DE), que combina las propiedades de los algoritmos
DE y ABC, junto con el Algoritmo de Ordenacio´n Nodominada II (Nondominated Sorting Genetic
Algorithm II - NSGA-II) y el Algoritmo Evolutivo de Fuerzas Pareto 2 (Strength Pareto Evolutionary
Algorithm 2 - SPEA2).
4.4.1. Bu´squeda de Entornos Variables Multiobjetivo (MO-VNS)
En esta seccio´n presentamos una nueva adaptacio´n multiobjetivo de la Bu´squeda de Entornos
Variables (Variable Neighborhood Search - VNS). Este nuevo algoritmo se denomina Bu´squeda de
Entornos Variables Multiobjetivo (Multiobjective Variable Neighborhood Search - MO-VNS) [139],
[140] y nos permite encontrar ma´s de una solucio´n en una u´nica ejecucio´n. Cuando el algoritmo no
es capaz de mejorar la calidad de una determinada solucio´n explorando las vecindades ma´s alejadas
(con la mutacio´n al ma´ximo), este genera una nueva de forma aleatoria, empezando de nuevo todo el
proceso y permitiendo la existencia de varias soluciones en el frente de Pareto. El algoritmo MO-VNS
define dos para´metros importantes: el nu´mero de vecindades (NV ) y el desplazamiento de mutacio´n
(M). El pseudoco´digo del algoritmo MO-VNS se muestra en el Algoritmo 1.
Lo primero que hace el algoritmo es inicializar el frente de Pareto PF (l´ınea 1 del Algoritmo
Algoritmo 1 Bu´squeda de Entornos Variables Multiobjetivo (MO-VNS).
Entrada: Para´metros: NV y M
Salida: Conjunto de soluciones no-dominadas PF
1: PF ← ∅
2: mientras no condicio´n de terminacio´n hacer
3: S ← generarSolucionInicial()
4: S ← evaluarSolucion(S)
5: si noEsDominada(S,PF ) entonces
6: PF ← insertarSolucionAlFrenteDePareto(S,PF )
7: PF ← actualizarFrenteDePareto(PF )
8: fin si
9: k ← 1 //Inicializamos el entorno de vecindad
10: mientras k < NV hacer
11: S2 ← mutarSolucion(S,k,M)
12: si noEsDominada(S2) entonces
13: PF ← insertarSolucionAlFrenteDePareto(S2,PF )
14: PF ← actualizarFrenteDePareto(PF )
15: fin si
16: si S2 domina a S entonces
17: S ← S2
18: k ← 1
19: si no
20: k ← k + 1 //Incrementamos el entorno de vecindad
21: fin si
22: fin mientras
23: fin mientras
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1). Tras esto, comienza su ejecucio´n, continuando hasta que se cumpla la condicio´n de finalizacio´n
definida. El primer paso del algoritmo MO-VNS consiste en generar y evaluar una solucio´n inicial
S. A continuacio´n, comprobamos si esta solucio´n es dominada por alguna de las presentes en el
frente de Pareto. Si ninguna de las soluciones domina a S la an˜adimos al frente de Pareto y despue´s
lo limpiamos, es decir, eliminamos las soluciones dominadas por este nuevo individuo (l´ıneas 6 y
7). Una vez generada la solucio´n con la que el algoritmo trabajara´, comenzamos a explorar sus
vecindades. Para ello aplicamos un proceso de bu´squeda local con mutacio´n. Esta bu´squeda local
va intensifica´ndose a medida que la mutacio´n aplicada deja de conseguir mejoras en la calidad de
la solucio´n procesada. Para aumentar esta intensidad definimos unos porcentajes asociados a cada
valor de vecindad (NV ), es decir, considerando por ejemplo 9 vecindades (NV = 9), expresamos la
probabilidad de mutacio´n en forma de porcentaje del siguiente modo: cuando k = 1 (valor inicial
de k) aplicamos una probabilidad de mutacio´n del 10%, con k = 2 aplicamos una probabilidad de
mutacio´n del 20%, y as´ı sucesivamente hasta k = 9, donde aplicamos una probabilidad de mutacio´n
ma´xima del 90%. Una vez aplicada las mutaciones correspondientes debemos comprobar si la solucio´n
mejorada S2 no es dominada por ninguna solucio´n del frente de Pareto. Si esto sucede, la an˜adimos
y limpiaremos de nuevo el frente de Pareto, eliminando las soluciones dominadas por esta nueva
solucio´n. Por u´ltimo, en la etapa final del algoritmo, comparamos la nueva solucio´n generada con la
tomada como referencia (S2 y S respectivamente) y si esta nueva solucio´n domina al utilizado como
referencia anteriormente, las intercambiamos.
La funcio´n de mutacio´n utilizada en el algoritmo MO-VNS se detalla en el Algoritmo 2. Esta fun-
cio´n recibe como para´metros de entrada: la solucio´n que queremos mejorar S, el valor del para´metro
k y el desplazamiento de mutacio´n M , retornando la solucio´n mejorada S2. Esta funcio´n trata de
mejorar la calidad de la solucio´n procesada mediente la aplicacio´n de una mutacio´n calculada a partir
de los valores de los para´metros k yM . Para ello, teniendo en cuenta el rango de posibles valores que
puede adoptar cada cromosoma (por ejemplo, si puede tomar valores desde 0 hasta 1000 tendremos
rangoCromosoma = 1000− 0 = 1000) y el desplazamiento de mutacio´n M , calculamos un posible
valor de mutacio´n (cantidadMutacion). A continuacio´n, generamos aleatoriamente un valor entre
[−cantidadMutacion×M , cantidadMutacion×M ] para suma´rselo al valor actual del cromosoma.
Esta operacio´n se llevara´ a cabo siempre y cuando se cumpla la condicio´n definida en la l´ınea 4 del
Algoritmo 2.
Algoritmo 2 Funcio´n mutarSolucion() del Algoritmo MO-VNS
Entrada: Para´metros: S, k y M
Salida: Solucio´n mejorada S2
1: S2 ← S
2: SAux ← S
3: para j = 1 : numeroDeCromosomas todos cromosomas hacer
4: si k (porcentaje correspondiente) indica que debemos mutar el valor del gen entonces
5: cantidadMutacion ← rangoCromosoma * M
6: cantidadMutacion ← (rand() × (cantidadMutacion× 2)) - cantidadMutacion
7: SAuxi ← Sj + cantidadMutacion
8: fin si
9: fin para
10: SAux ← evaluarIndividuo(SAux)
11: si SAux domina a S2 entonces
12: S2 ← SAux
13: fin si
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4.4.2. Evolucio´n Diferencial con Torneos de Pareto (DEPT)
En esta seccio´n presentamos una nueva adaptacio´n multiobjetivo de la Evolucio´n Diferencial
(Differential Evolution - DE) incorporando el concepto de Torneo de Pareto. Este nuevo algoritmo
se denomina Evolucio´n Diferencial con Torneos de Pareto (Differential Evolution with Pareto Tour-
naments - DEPT) [141], [140] y nos permite resolver problemas de optimizacio´n multiobjetivo. El
algoritmo DEPT define cuatro para´metros importantes: el taman˜o de la poblacio´n (NP ), la prob-
abilidad de cruce (CR), el factor de mutacio´n (F ) y el esquema de seleccio´n (SCHEME). Con
respecto a este u´ltimo para´metro, los autores del DE proponen diez posibles esquemas de seleccio´n
(ver Tabla 4.1) en [64]. Cada uno de los cuales aplica una expresio´n para formar el individuo de
prueba correspondiente. El para´metro CR se utiliza para determinar que´ genes sera´n cruzados y el
para´metro F para definir la cantidad de mutacio´n que se aplicara´ en el proceso de cruce. Las solu-
ciones seleccionadas para construir los individuos de prueba en estos esquemas de seleccio´n pueden
obtenerse de dos modos: aleatoriamente (xr1−r5) o avariciosamente, o lo que es lo mismo, selec-
cionando las mejores soluciones (xmejor). Adema´s, podemos distinguir dos clases de esquemas, los
esquemas exponenciales y los esquemas binomiales. En los esquemas exponenciales tan solo podemos
cruzar/mutar un gen, es decir, cuando alguno de los genes es mutado, el resto de los cromosomas no
var´ıa. Por otro lado, en los esquemas binomiales podemos mutar todos los genes que queramos sin
ninguna restriccio´n. El pseudoco´digo del algoritmo DEPT se muestra en el Algoritmo 3.
Primero inicializamos el archivo de soluciones, generamos y evaluamos la poblacio´n inicial (l´ıneas
1 a 3 del Algoritmo 3). A continuacio´n, la ejecucio´n del algoritmo se inicia hasta que se cumple la
condicio´n de finalizacio´n. Una vez generada y evaluada la poblacio´n inicial, el algoritmo selecciona
una solucio´n de la poblacio´n como individuo objetivo Indobjetivo (el primer individuo objetivo sera´ el
primer miembro de la poblacio´n, el segundo individuo objetivo el segundo miembro de la poblacio´n y
as´ı sucesivamente) para construir el correspondiente individuo de prueba Indprueba. La creacio´n del
Indprueba depende del esquema de seleccio´n aplicado, en el Algoritmo 3 hemos aplicado la expresio´n
correspondiente al esquema de seleccio´n best/1/bin. Este esquema selecciona dos soluciones de forma
aleatoria (l´ıneas 8 y 9) y una de las mejores soluciones de la poblacio´n (l´ınea 6). Estas soluciones
se utilizara´n para construir el individuo de prueba aplicando la expresio´n correspondiente. Una vez
generado y evaluado el nuevo individuo, tenemos que seleccionar la mejor solucio´n entre el objetivo
y el de prueba. La funcio´n torneoDePareto (l´ınea 16) hace competir a ambas soluciones y proclama
un ganador. El ganador del torneo pasara´ a formar parte de la poblacio´n en la siguiente generacio´n.
Finalmente se actualiza el archivo de soluciones con las soluciones no-dominadas encontradas y
Tabla 4.1: Expresiones de los esquemas de seleccio´n (SCHEME) definidos para el algoritmo
DEPT (xi se corresponde con el valor de un cromosoma).
Esquema Generacio´n del vector de prueba
best/1/exp xprueba = xbest + F (xr1 − xr2)
rand/1/exp xprueba = xr3 + F (xr1 − xr2)
rand to best/1/exp xprueba = xr3 + F (xmejor − xr3) + F (xr1 − xr2)
best/2/exp xprueba = xbest + F (xr1 + xr2 − xr3 − xr4)
rand/2/exp xprueba = xr5 + F (xr1 + xr2 − xr3 − xr4)
best/1/bin xprueba = xbest + F (xr1 − xr2)
rand/1/bin xprueba = xr3 + F (xr1 − xr2)
rand to best/1/bin xprueba = xr3 + F (xbest − xr3) + F (xr1 − xr2)
best/2/bin xprueba = xbest + F (xr1 + xr2 − xr3 − xr4)
rand/2/bin xprueba = xr5 + F (xr1 + xr2 − xr3 − xr4)
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Algoritmo 3 Evolucio´n Diferencial con Torneos de Pareto (DEPT).
Entrada: Para´metros: NP , CR, F y SCHEME
Salida: Conjunto de soluciones no-dominadas PF
1: PF ← ∅
2: P ← generarPoblacionInicial(NP )
3: P ← evaluarPoblacion(P ,NP )
4: mientras no condicio´n de terminacio´n hacer
5: para i = 1 : NP todos individuos hacer
6: Indobjetivo ← P [i]
7: Indmejor ← seleccionarMejorIndividuoPoblacion(P ,NP )
8: seleccionamos un individuo aleatorio Indr1 6= Indmejor
9: seleccionamos un individuo aleatorio Indr2 6= Indr1 and Indr2 6= Indmejor
10: para j = 1 : numeroDeCromosomas todos cromosomas hacer
11: si rand(0,1) < CR entonces
12: Ind[j]prueba ← Ind[j]mejor + F × (Ind[j]r1 − Ind[j]r2)
13: fin si
14: fin para
15: Indprueba ← evaluarIndividuo(Indprueba)
16: P [i] ← torneoDePareto(P , NP , Indobjetivo, Indprueba)
17: fin para
18: PF ← actualizarArchivoDeSoluciones(PF ,P )
19: fin mientras
repetimos este proceso hasta que toda la poblacio´n es procesada como individuo objetivo.
La funcio´n torneoDePareto() devuelve la mejor solucio´n multiobjetivo entre dos dadas (en este
caso, entre el Indobjetivo y el Indprueba), el pseudoco´digo de esta funcio´n se muestra en el Algoritmo
4. Esta funcio´n recibe como para´metros de entrada la poblacio´n P , el taman˜o de la poblacio´n NP ,
la solucio´n objetivo Indobjetivo y la solucio´n de prueba Indprueba. Si las dos soluciones son distintos,
lo primero que se calcula es el fitness multiobjetivo asociado a cada individuo mediante la siguiente
expresio´n:
MOF (i) = EsDominadoPor(i) ×NP +DominaA(i) (4.12)
Esta expresio´n evalu´a cada individuo i teniendo en cuenta el nu´mero de soluciones del frente
de Pareto por las que es dominado y las soluciones que es capaz de dominar. Una descripcio´n ma´s
detallada de esta expresio´n puede encontrarse en [142]. Si el valor de fitness multiobjetivo (MOF )
del individuo de prueba es menor que el MOF obtenido por el individuo objetivo, intercambiaremos
ambas soluciones, resultando ganador del torneo la nueva solucio´n generada. En caso de empate
recurriremos al concepto de distancia crowding para decidir cua´l de los dos puede proporcionar
una mayor dispersio´n al conjunto de soluciones. Primero calculamos la distancia crowding de las
soluciones que compiten en el torneo de Pareto considerando siempre las soluciones de la poblacio´n
que no son dominadas por ninguna de las dos. Si el valor resultante del individuo de prueba es
mayor que la del individuo objetivo, intercambiaremos ambas soluciones, resultando como ganador
del torneo, de nuevo, la solucio´n generada. En cualquier otro caso el ganador del torneo sera´ la
solucio´n inicial (objetivo) y no se realizara´ ningu´n intercambio.
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Algoritmo 4 Funcio´n torneoDePareto() del algoritmo DEPT.
Entrada: Para´metros: P , NP , Indobjetivo y Indprueba
Salida: Indganador
1: si Indobjetivo 6= Indprueba entonces
2: MOFobjetivo ← calcularMOFitness(Indobjetivo)
3: MOFprueba ← calcularMOFitness(Indprueba)
4: si MOFprueba <MOFobjetivo entonces
5: Indganador ← Indprueba
6: si no, si MOFprueba == MOFobjetivo entonces
7: PobCW ← crearPoblacionCrowding()
8: PobCW ← insertarIndividuo(PobCW ,Indobjetivo)
9: PobCW ← insertarIndividuo(PobCW ,Indprueba)
10: para i = 1 : NP todos individuos hacer
11: si (Pi 6≺ Indobjetivo) ∧ (Pi 6≺ Indprueba) entonces
12: PobCW ← insertarIndividuo(PobCW ,Pi)
13: fin si
14: fin para
15: DCobjetivo , DCprueba ← calcularDistanciasCrowding(PobCW )
16: si DCprueba >DCobjetivo entonces
17: Indganador ← Indprueba
18: si no
19: Indganador ← Indobjetivo
20: fin si
21: si no
22: Indganador ← Indobjetivo
23: fin si
24: fin si
4.4.3. Algoritmo Multiobjetivo Ensen˜anza-Aprendizaje (MO-TLBO)
En esta seccio´n presentamos una nueva adaptacio´n multiobjetivo del Algoritmo de Ensen˜anza-
Aprendizaje (Teaching-Learning-Based Optimization - TLBO). Este nuevo algoritmo se denomina
Algoritmo Multiobjetivo de Ensen˜anza-Aprendizaje (Multiobjective Teaching-Learning-Based Opti-
mization - MO-TLBO) [143] y esta´ inspirado por las ensen˜anzas impartidas por los maestros a los
estudiantes. En este algoritmo la poblacio´n es considerada como un grupo de estudiantes que deben
adquirir conocimientos para mejorar. El funcionamiento principal de esta te´cnica puede dividirse
en dos fases: la primera es la “fase del maestro” y la segunda es la “fase de los compan˜eros”. En la
primera, las soluciones se enriquecen de los conocimientos del maestro, y en la segunda de las inter-
acciones entre compan˜eros. El algoritmo MO-TLBO define tres para´metros importantes: el taman˜o
de la poblacio´n o nu´mero de estudiantes (NP ), el factor de aprendizaje (TF ) y la probabilidad de
cruce (CR). El pseudoco´digo del algoritmo MO-TLBO se muestra en el Algoritmo 5.
Analizando el esquema general del algoritmo MO-TLBO, podemos ver como lo primero que
hace es inicializar el archivo de soluciones, generar la poblacio´n inicial (estudiantes de la clase) y
evaluarla (l´ıneas 1 a 3 del Algoritmo 5). Una vez hecho esto, podemos dividir el resto del algoritmo
en dos partes: una primera parte donde los alumnos adquieren conocimientos del maestro (fase del
maestro) y una segunda donde los conocimientos se adquieren interactuando con otros compan˜eros
(fase de los estudiantes). En la primera fase (l´ıneas 5 a 18) el algoritmo trata de mejorar la calidad
de las soluciones teniendo en cuenta dos factores, la calidad global de la poblacio´n (representado
59
Seccio´n 4.4. Adaptacio´n multiobjetivo de las metaheur´ısticas
Algoritmo 5 Algoritmo Multiobjetivo de Ensen˜anza-Aprendizaje (MO-TLBO).
Entrada: Para´metros: NP , TF y CR
Salida: Conjunto de soluciones no-dominadas PF
1: PF ← ∅
2: P ← generarPoblacionInicial(NP )
3: P ← evaluarPoblacion(P ,NP )
4: mientras no condicio´n de terminacio´n hacer
5: /* Fase de aprendizaje del maestro */
6: para i = 1 : numeroDeAsignaturas todos cromosomas hacer
7: NotaMedia[i] ← calcularMediaAsignatura(P )
8: fin para
9: maestro ← identificarMejorSolucion(P )
10: para i = 1 : NP todos estudiantes hacer
11: para j = 1 : numeroDeAsignaturas todos cromosomas hacer
12: si rand(0,1) < CR entonces
13: Yj ← P [i]j + r × (maestroj − (TF )×Media[j])
14: fin si
15: fin para
16: Y ← evaluarIndividuo(Y )
17: P [i] ← procesoSeleccionAvariciosa(Y ,P [i])
18: fin para
19: /* Fase de aprendizaje de los estudiantes */
20: para i = 1 : NP todos estudiantes hacer
21: Ind1 ← seleccionarUnEstudianteAleatorio(P ) //Ind1 6= maestro
22: Ind2 ← seleccionarUnEstudianteAleatorio(P ) //Ind2 6= Ind1 y maestro
23: Ind1, Ind2 ← asignarAInd1MejorSolucion(Ind1,Ind2)
24: para j = 1 : numeroDeAsignaturas todos cromosomas hacer
25: si rand(0,1) < CR entonces
26: Yj ← P [i]j + r × (Ind1j − Ind2j)
27: fin si
28: fin para
29: Y ← evaluarIndividuo(Y )
30: P [i] ← procesoSeleccionAvariciosa(Y ,P [i])
31: fin para
32: PF ← actualizarArchivoDeSoluciones(PF ,P )
33: fin mientras
por la nota media de la clase en las diferentes asignaturas) y la calidad de la mejor solucio´n (que
adopta el rol de maestro). Para ello, el algoritmo calcula el valor medio de cada variable de decisio´n
de la poblacio´n (l´ıneas 6 a 8) y localiza a la mejor solucio´n. Dado que estamos trabajando con un
problema de optimizacio´n multiobjetivo, esta seleccio´n se realiza escogiendo una solucio´n aleatoria
entre las no-dominadas. Una vez hecho esto, se aplica la siguiente expresio´n para modificar el valor
de las variables de decisio´n, es decir, para tratar de acercar los conocimientos del alumnado a los de
la clase y el maestro:
Xnuevo = Xantiguo + r × (Xmaestro − (TF )×Media) (4.13)
donde TF es un para´metro de aprendizaje que permite definir la velocidad de aprendizaje. Al concluir
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esta primera fase, comienza la correspondiente a los estudiantes. Esta segunda fase trata de mejorar
los conocimientos de los alumnos hacie´ndoles interactuar (l´ıneas 19 a 31). En esta fase se seleccionan
dos estudiantes al azar (l´ıneas 21 y 22) y se les hace trabajar mediante la siguiente expresio´n:
Xnuevo = Xantiguo + r × (Xi −Xj) (4.14)
donde Xi es el mejor individuo de los dos escogidos aleatoriamente. Por u´ltimo, destacar, como
podemos apreciar en las l´ıneas 17 y 30, que siempre que un alumno ampl´ıa sus conocimientos, estos
no se olvidan jama´s. En resumen, el algoritmo MO-TLBO aprovecha las caracter´ısticas de las mejores
soluciones de la poblacio´n (fase del maestro) y, al mismo tiempo, la calidad global de la misma (fase
de los estudiantes).
4.4.4. Colonia Artificial de Abejas Multiobjetivo (MOABC)
En esta seccio´n presentamos una nueva adaptacio´n multiobjetivo de la Colonia Artificial de
Abejas (Artificial Bee Colony - ABC). Este nuevo algoritmo se denomina Colonia Artificial de Abejas
Multiobjetivo (Multiobjective Artificial Bee Colony - MOABC) [144], [145]. En este nuevo algoritmo,
al igual que ocurre en el ABC, la colonia contiene tres tipos de abejas: obreras, observadoras y
exploradoras. Para facilitar la comprensio´n de sus comportamientos centre´monos en la Figura 4.7.
Considerando dos fuentes de alimento: A y B. En un principio una abeja puede comenzar el proceso
de exploracio´n de dos posibles formas: una primera donde puede adoptar el rol de abeja exploradora
(E) que realiza una exploracio´n aleatoriamente o, una segunda donde puede adoptar el rol de una
abeja observadora (O) que escoge una fuente cercana a una ya explotada (segu´n la informacio´n
Figura 4.7: Representacio´n gra´fica del funcionamiento del algoritmo MOABC.
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Algoritmo 6 Colonia Artificial de Abejas Multiobjetivo (MOABC).
Entrada: Para´metros: NP , M y SB
Salida: Conjunto de soluciones no-dominadas PF
1: PF ← ∅
2: P ← generarPoblacionInicial(NP )
3: P ← evaluarPoblacion(P ,NP )
4: mientras no condicio´n de terminacio´n hacer
5: para i = 1 : NP/2 todas fuentes de obreras hacer
6: NuevaSolucion ← generarNuevaFuenteObrera(P [i],M)
7: NuevaSolucion ← evaluarIndividuo(NuevaSolucion)
8: P [i] ← procesoSeleccionAvariciosa(P [i],NuevaSolucion)
9: fin para
10: vectorProbabilidad ← generarVectorProbabilidad(P )
11: para i = TamCol/2 : NP todas fuentes de observadoras hacer
12: fuenteObrera ← seleccionarFuente(vectorProbabilidad,P )
13: NuevaSolucion ← generarNuevaFuenteObservadora(P [fuenteObrera],M)
14: NuevaSolucion ← evaluarIndividuo(NuevaSolucion)
15: P [i] ← procesoSeleccionAvariciosa(P [i],NuevaSolucion)
16: fin para
17: para i = NP : NP + SB todas fuentes de exploradoras hacer
18: P [i] ← generarFuenteExploradora()
19: P [i] ← evaluarIndividuo(P [i])
20: fin para
21: P ← ordenarPoblacion(P )
22: PF ← actualizarArchivoDeSoluciones(PF ,P )
23: fin mientras
recibida por las abejas obreras). Tras localizar la fuente de alimento, la abeja comienza a explotarla
de forma inmediata. De este modo, esta abeja se convierte en una obrera. Las obreras recolectan
el ne´ctar de la fuente de alimento y vuelven a la colonia para almacenar el alimento obtenido. A
continuacio´n puede: i) abandonar la fuente de alimento porque esta´ agotada (V); ii) informar de
la calidad de la fuente y reclutar nuevas abejas (V1,V2); o iii) continuar con la explotacio´n de la
fuente sin reclutar nuevas abejas (T). Resumiendo, las abejas obreras explotan sus correspondientes
fuentes de alimento para, a continuacio´n, volver a la colmena e informar al resto de abejas sobre
la calidad del ne´ctar explotado (calidad de las soluciones). Las abejas exploradoras gestionan las
fuentes de alimento agotadas. Cuando una fuente de alimento se consume, se env´ıa una nueva abeja
exploradora en busca de una alternativa que la sustituya. Finalmente, las abejas observadoras, tras
analizar la informacio´n proporcionada por las abejas obreras, exploran zonas cercanas (vecindades) a
las fuentes de alimento explotadas. Este algoritmo, adema´s de definir el nu´mero de abejas presentes
en la colmena NP , define dos para´metros importantes: el desplazamiento de mutacio´n (M) y el
nu´mero de abejas exploradoras (SB). El pseudoco´digo del algoritmo MOABC se muestra en el
Algoritmo 6.
Analizando el esquema general del algoritmo, vemos como, en primer lugar, inicializamos el
archivo de soluciones, generamos y evaluamos la poblacio´n inicial (l´ıneas 1 a 3 del Algoritmo 6).
Como podemos observar, tan solo inicializamos la primera mitad de la poblacio´n. Esto es debido a
que, tal y como se propone en [106] y [107], la primera mitad de la poblacio´n es ocupada por las
fuentes de alimento explotadas por las abejas obreras, mientras que la segunda mitad es ocupada por
las fuentes de alimento explotadas por las abejas observadoras. Una vez inicializada la poblacio´n,
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el algoritmo MOABC comienza con su proceso evolutivo hasta que la condicio´n de finalizacio´n se
cumple (l´ıneas 4 a 23). Este proceso puede dividirse en tres grandes partes. En la primera parte (l´ıneas
5 a 9) el algoritmo aplica una mutacio´n sobre las soluciones asignadas a las abejas obreras (mutacio´n
definida por el para´metroM) para tratar de generar nuevos y mejores individuos. En este proceso de
mejora ba´sicamente se aplica una simple mutacio´n sobre la solucio´n inicial. Una vez generada esta
nueva solucio´n, aplicamos un proceso de seleccio´n avariciosa que escoge la mejor solucio´n entre las
dos (la inicial y la generada) (l´ınea 8). Esta eleccio´n se realiza aplicando el concepto de dominancia
estricta, es decir, una solucio´n es mejor que otra solo si la primera domina a la segunda.
En la segunda parte del algoritmo (l´ıneas 10 a 16) generamos el vector de probabilidad que
utilizamos para seleccionar las fuentes de alimento explotadas por las abejas obreras (l´ınea 10). Este
vector de probabilidad se construye asignando probabilidades de eleccio´n a cada solucio´n teniendo en
cuenta los frentes de Pareto a los que pertenecen. De este modo, una solucio´n que pertenece al primer
frente de Pareto tiene ma´s probabilidades de ser seleccionado que una solucio´n que pertenece al u´ltimo
frente. A medida que vamos seleccionando soluciones, vamos construyendo posibles soluciones para
las abejas observadoras. La metodolog´ıa seguida para la generacio´n de estas soluciones es la misma
que la seguida para mejorar la calidad de las fuentes asignadas a las abejas obreras, es decir, primero
generamos una solucio´n mutada a partir de la original y despue´s le aplicamos una mutacio´n para
tratar de mejorarla. Finalmente, aplicamos la misma funcio´n de seleccio´n avariciosa, escogiendo la
mejor solucio´n entre ambas. Sin embargo, en este caso, a diferencia de lo que ocurr´ıa en la primera
parte del algoritmo, aplicamos el concepto de dominancia debil (casos que se dan cuando generamos
una solucio´n multiobjetivo que pertenece al mismo frente de Pareto que la inicial).
En la u´ltima parte del algoritmo intervienen las abejas exploradoras. En este punto, el algoritmo
env´ıa a las exploradoras (l´ıneas 17 a 20) en busca de nuevas fuentes de alimento que aporten aleato-
riedad al proceso de bu´squeda. Una vez generadas estas soluciones, solamente nos falta ordenar las
soluciones para poder seleccionar las fuentes de alimento que se explotara´n por las abejas obreras en
la siguiente generacio´n. Para ello, aplicamos la ordenacio´n no-dominada y el concepto de distancia
crowding propuestos en [146]. Para terminar, actualizamos el archivo de soluciones con las soluciones
no-dominadas encontradas y repetimos este proceso hasta alcanzar la condicio´n de terminacio´n.
4.4.5. Algoritmo Multiobjetivo de Bu´squeda Gravitacional (MO-GSA)
En esta seccio´n presentamos una nueva adaptacio´n multiobjetivo del Algoritmo de Bu´squeda
Gravitacional (Gravitational Search Algorithm - GSA). Este nuevo algoritmo se denomina Algoritmo
Multiobjetivo de Bu´squeda Gravitacional (Multiobjective Gravitational Search Algorithm - MO-GSA)
[147], [145]. Este novedoso algoritmo esta´ inspirado en las teor´ıas f´ısicas de Newton y los agentes de
bu´squeda definidos simulan ser una coleccio´n de masas. Cada masa del sistema es capaz de reconocer
las posiciones de las dema´s y todas ellas se ven atra´ıdas por la gravedad. Estas fuerzas provocan
un movimiento global de todos los objetos hacia los ma´s pesados (mayores masas, es decir, mejores
soluciones). El MO-GSA, adema´s de definir el nu´mero de masas que compone al sistema NP , define
otros cuatro para´metros importantes: la constante gravitacional (G0), el nu´mero de masas utilizadas
como referencia kbest, y los para´metros α y ǫ. El pseudoco´digo del algoritmo MO-GSA se muestra
en el Algoritmo 7.
Analizando el funcionamiento del algoritmo, vemos como primero inicializa el archivo de solu-
ciones y genera la poblacio´n inicial (l´ıneas 1 y 2 del Algoritmo 7). En este algoritmo, la evaluacio´n
de la poblacio´n debe ser realizada teniendo en cuenta ciertos factores. Tal y como esta´ disen˜ada la
metaheur´ıstica, esta requiere que cada solucio´n posea un u´nico valor que permita medir su calidad
de forma sencilla. Dado que estamos trabajando con un problema de optimizacio´n multiobjetivo,
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Algoritmo 7 Algoritmo Multiobjetivo de Bu´squeda Gravitacional (MO-GSA)
Entrada: Para´metros: NP , G0, kbest, α y ǫ
Salida: Conjunto de soluciones no-dominadas PF
1: PF ← ∅
2: P ← generarPoblacionInicial(NP )
3: mientras no condicio´n de terminacio´n hacer
4: P ← ordenacionNoDominada(P )
5: P ← asignacionDistanciaCrowding(P )
6: P ← calcularMOFUtilizandoBias(P )
7: G ← G0 ∗ e−αt/T
8: mejor ← X1.MOF
9: peor ← XN .MOF
10: Xi.m ← (Xi.MOF - peor ) / ( mejor - peor ) //i = 1, ... ,N
11: Xi.M ← (Xi.m) / (
∑N
j=1Xj .m) //i = 1, ... ,N
12: para d = 1 : numeroDeCromosomas todos cromosomas hacer
13: para i = 1 : NP todos agentes hacer
14: para j = 1 : Kbest todos los mejores individuos hacer
15: Rij ← ||Xi, Xj||2
16: F dij ← G * ((Xi.M * Xj .M) / (rij + ǫ)) * (Xdj - Xdi )
17: fin para
18: Xi.F
d ←∑Nj∈Kbest,j 6=i rand[0, 1] ∗ F dij
19: Xi.aceleracion
d ← Xi.F d / Xi.M
20: fin para
21: fin para
22: para d = 1 : numeroDeCromosomas todos cromosomas hacer
23: para i = 1 : NP todos agentes hacer
24: Xi.velocidad
d ← rand[0,1] * Xi.velocidadd + Xi.aceleraciond
25: Xdi ← Xdi + Xi.velocidadd
26: fin para
27: fin para
28: Kbest ← disminuirValorParametro(Kbest)
29: PF ← actualizarArchivoDeSoluciones(PF ,P )
30: fin mientras
esta decisio´n no es trivial. Para realizar esta ordenacio´n primero obtenemos los frentes de Pareto a
los que pertenece cada solucio´n y, a continuacio´n, calculamos el valor de distancia crowding de cada
solucio´n en cada frente. Estos dos valores (frente de Pareto y distancia crowding) son los tomados en
cuenta para ordenar la poblacio´n (l´ıneas 4 y 5). Una vez hecho esto optamos por utilizar un sesgado
simple. De este modo, para calcular los correspondientes valores de MOF (Multiobjective Fitness),
aplicamos un sesgado lineal br sobre cada elemento r utilizando la expresio´n br = 1/r, permitiendo
valores que van desde 1 hasta 1/N (l´ınea 6). En este punto comienza la parte ma´s matema´tica del
algoritmo (l´ıneas 7 a 27). En primer lugar, identificamos la mejor y peor solucio´n del sistema e
inicializamos el valor de la constante gravitacional G a trave´s de la expresio´n:
G = G0× e−αt/T (4.15)
donde G0 es el valor inicial de la constante gravitacional, α es un para´metro que permite definir
la velocidad de variacio´n de G, t representa la edad actual del sistema y T su edad total. Una vez
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hecho esto, el algoritmo calcula las masas de los agentes aplicando las siguientes expresiones:
mi =
MOFi −MOFpeor
MOFmejor −MOFpeor (4.16)
Mi =
mi∑N
j=1mj
(4.17)
Con las masas halladas y las posiciones conocidas (variables de decisio´n), calculamos las fuerzas
con las que se ve atra´ıdo cada agente hacia las Kbest mejores masas. Para ello se aplica la expresio´n
cla´sica de atraccio´n gravitatoria:
Fij = G× Mi ×Mj
rij + ǫ
× (Xj −Xi) (4.18)
donde F es la fuerza gravitacional, G es la constante gravitacional, Mi y Mj son las masas de la
primera y segunda part´ıcula y r es la distancia Euclidea entre las dos part´ıculas. A continuacio´n,
tal y como indica la segunda ley de Newton, cuando una fuerza F es aplicada sobre una part´ıcula i,
esta sufre una aceleracio´n que solamente depende de esa fuerza y su masa:
ai =
Fi
Mi
(4.19)
Una vez calculadas las fuerzas y aceleraciones con las que se ven afectados los agentes del sistema,
el u´ltimo paso es calcular la velocidad resultante y la nueva posicio´n que ocupara´ cada variable de
decisio´n (l´ıneas 23 a 26). Este proceso de calculo de masas, fuerzas, aceleraciones, velocidades y
posiciones se repite hasta que la condicio´n de finalizacio´n se cumple.
4.4.6. Algoritmo Multiobjetivo de las Lucie´rnagas (MO-FA)
En esta seccio´n presentamos una nueva adaptacio´n multiobjetivo del Algoritmo de las Lucie´r-
nagas (Firefly Algorithm - FA), uno de los u´ltimos algoritmos basados en naturaleza que se han
propuesto en la literatura. Este nuevo algoritmo se denomina Algoritmo Multiobjetivo de las Lucie´r-
nagas (Multiobjective Firefly Algorithm - MO-FA) y define cinco para´metros importantes: el taman˜o
de la poblacio´n (NP ), la probabilidad de movimiento (MV ), α, β0 y γ. El pseudoco´digo del algoritmo
MO-FA se muestra en el Algoritmo 8.
El funcionamiento del algoritmo es simple. Ba´sicamente va comparando la luminosidad de las
soluciones generadas tratando de acercar las soluciones que desprenden menos luz hacia las que
desprenden un mayor brillo, es decir, acercar las soluciones de peor calidad a las soluciones de mejor
calidad. Simplificando la formulacio´n matema´tica definida por el algoritmo, la intensidad de la luz
Ix var´ıa en funcio´n de un coeficiente fijo de absorcio´n del medio γ. Por ello, el brillo desciende e
−γr2ij ,
donde la distancia rij entre dos lucie´rnagas i y j y dos dimensiones xi y xj viene dada por la distancia
Euclidea:
rij = ‖xi − xj‖ =
√√√√ d∑
k=1
(xi,k − xj,k)2 (4.20)
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Algoritmo 8 Algoritmo Multiobjetivo de las Lucie´rnagas (MO-FA).
Entrada: Para´metros: NP , MV , α, β0 y γ
Salida: Conjunto de soluciones no-dominadas PF
1: PF ← ∅
2: P ← generarPoblacionInicial(NP )
3: P ← evaluarPoblacion(P ,NP )
4: mientras no condicio´n de terminacio´n hacer
5: para i = 1 : NP todas luciernagas hacer
6: para j = 1 : NP todas luciernagas hacer
7: /* Intensidad de luz Ix es determinado por {f1(x),f2(x),f3(x)} */
8: rij ← calcularDistanciaEntreLuciernagas(Ii,Ij)
9: si Ii ≺ Ij entonces
10: Ii ← moverSolucionIHaciaSolucionJ(Ii,Ij)
11: fin si
12: actualizarAtraccionSegunDistancia(rij) //e
−γr2
13: Ii ← evaluarIndividuo(Ii)
14: fin para
15: fin para
16: PF ← actualizarArchivoDeSoluciones(PF ,P )
17: fin mientras
En el algoritmo MO-FA el brillo de una lucie´rnaga viene determinado por las funciones objetivo.
Por este motivo, los dos factores ma´s importantes del MO-FA son la variacio´n de la intensidad
de la luz y la formulacio´n correspondiente a las atracciones entre las soluciones. Para facilitar la
comprensio´n del algoritmo y la definicio´n de estos conceptos, hemos considerado que la atraccio´n
de una lucie´rnaga viene dada por su intensidad bioluminiscente (brillo) que, a su vez, esta´ asociado
a los valores de las funciones objetivo. Consecuentemente, cada lucie´rnaga es atra´ıda por las ma´s
brillantes a trave´s de la Ecuacio´n 4.21.
xi = xi + β0e
−γr2ij(xj − xi) + α(rand() − 1
2
) (4.21)
En la Ecuacio´n 4.21 el segundo te´rmino se refiere a la atraccio´n, mientras que el tercero aporta
aleatoriedad al proceso de bu´squeda a trave´s del para´metro de control α, haciendo el proceso de
exploracio´n del espacio de bu´squeda ma´s eficiente. Como ya veremos, en nuestra implementacio´n
hemos utilizado algunos de los valores propuestos por los autores [108]: coeficiente de absorcio´n
γ = 1 y la atraccio´n β0 es igual a la intensidad de la luz. Finalmente, hemos establecido como
valor del para´metro de control α = 1. En el MO-FA hemos incluido, adema´s, varias modificaciones
para adaptar su funcionamiento al contexto multiobjetivo. Entre todas ellas, destacamos el uso del
concepto de dominancia para comparar dos lucie´rnagas (l´ınea 8 del Algoritmo 8).
4.4.7. Algoritmo Multiobjetivo de las Ranas Saltarinas (MO-SFLA)
En esta seccio´n presentamos una nueva adaptacio´n multiobjetivo del Algoritmo de las Ranas
Saltarinas (Shuﬄed Frog Leaping Algorithm - SFLA). Este nuevo algoritmo se denomina Algoritmo
Multiobjetivo de las Ranas Saltarinas (Multiobjective Shuﬄed Frog Leaping Algorithm - MO-SFLA)
y esta´ inspirado en el comportamiento de las ranas. Esta novedosa y original metaheur´ıstica define un
conjunto de diferentes poblaciones (denominadasmemeplexes) que evolucionan por separado durante
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Algoritmo 9 Algoritmo Multiobjetivo de las Ranas Saltarinas (MO-SFLA).
Entrada: Para´metros: NP , MEMEPLEX , Q, P , PM y GEN
Salida: Conjunto de soluciones no-dominadas PF
1: PF ← ∅
2: P ← generarPoblacionInicial(NP )
3: P ← evaluarPoblacion(P ,NP )
4: mientras no condicio´n de terminacio´n hacer
5: Xg ← seleccionarMejorSolucionPoblacion(P ,NP )
6: P ← ordenarPoblacion(P ,NP )
7: para i = 1 : MEMEPLEX todas las subpoblaciones hacer
8: Mem[i] ← construirSubPoblacion(P ,NP )
9: Mem[i]prob ← asignarProbabilidades(Mem[i])
10: fin para
11: para i = 1 : MEMEPLEX todas las subpoblaciones hacer
12: para j = 1 : GEN todas las generaciones parciales hacer
13: para k = 1 : Q todas las soluciones seleccionadas hacer
14: MemFinal[i][k] ← seleccionarSolucionSegunProbabilidad(Mem[i],Mem[i]prob)
15: fin para
16: Xb ← seleccionarMejorSolucionSubPoblacion(MemFinal[i],Q)
17: Xw ← seleccionarPeorSolucionSubPoblacion(MemFinal[i],Q)
18: /* Mutamos Xw para tratar de mejorarla */
19: para k = 1 : numeroDeCromosomas todos cromosomas hacer
20: si rand(0,1) < PM entonces
21: NewXwk ← P × rand(0,1) × (Xbk - Xwk)
22: fin si
23: fin para
24: NewXw ← evaluarSolucio´n(NewXw)
25: si NewXw no es mejor que Xw entonces
26: para k = 1 : numeroDeCromosomas todos cromosomas hacer
27: Xwk ← P × rand(0,1) × (Xgk - Xwk)
28: fin para
29: fin si
30: NewXw ← evaluarSolucio´n(NewXw)
31: si NewXw no es mejor que Xw entonces
32: NewXw ← cruceDosPuntosAleatorios(Xb,Xw)
33: fin si
34: NewXw ← evaluarSolucio´n(NewXw)
35: MemFinal[i] ← procesoSeleccionAvariciosa(NewXw,Xw)
36: fin para
37: fin para
38: PF ← actualizarArchivoDeSoluciones(PF ,P )
39: fin mientras
un determinado tiempo. Una vez cumplido este tiempo, algunas ranas migran de una poblacio´n a
otra, enriqueciendo as´ı el proceso evolutivo con nueva informacio´n gene´tica. El algoritmo MO-SFLA
define seis para´metros importantes: el taman˜o de la poblacio´n (NP ), el nu´mero de sub-poblaciones
o especies de ranas (MEMEPLEX), el taman˜o de cada MEMEPLEX , es decir, el nu´mero de
ranas de cada especie (Q), el factor de aceleracio´n evolutiva (P ), la probabilidad de mutacio´n (PM)
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y el nu´mero de generaciones parciales durante las cuales evoluciona cada MEMEPLEX (GEN).
El pseudoco´digo del algoritmo MO-SFLA se muestra en el Algoritmo 9.
Al igual que en los algoritmos anteriores, los primeros pasos consisten en inicializar el archivo de
soluciones y generar y evaluar la poblacio´n inicial (l´ıneas 1 a 3 del Algoritmo 9). Una vez hecho esto, el
algoritmo inicia su funcionamiento hasta que se cumpla la condicio´n de finalizacio´n. Lo primero que se
debe hacer en cada iteracio´n del bucle es seleccionar la mejor solucio´n de la poblacio´n (Xg, l´ınea 5), la
cual sera´ utilizada ma´s adelante si es necesario; y ordenar la poblacio´n teniendo en cuenta su calidad
(l´ınea 6). La solucio´n escogida es una solucio´n aleatoria entre las no-dominadas y la ordenacio´n se
realiza utilizando el frente de Pareto al que pertenece cada solucio´n (ordenacio´n no-dominada). Con
la poblacio´n ordenada, se generan las distintas subpoblaciones (memeplexes) alternando soluciones,
es decir, considerando tres subpoblaciones, la primera solucio´n pasara´ a la primera subpoblacio´n, la
segunda a la segunda, la tercera a la tercera y la cuarta comienza de nuevo recayendo en la primera
subpoblacio´n; la quinta en la segunda y as´ı sucesivamente. De esta forma terminar´ıamos con m
subpoblaciones compuestas por k soluciones de modo que NP = m × k. Si observamos la l´ınea
9 del Algoritmo 9, vemos como, a medida que construimos las subpoblaciones, debemos calcular
una probabilidad de eleccio´n de cada solucio´n. Estas probabilidades se calculan siguiendo la misma
metodolog´ıa que en el algoritmoMO-GSA (ver Seccio´n 4.4.5), aplicado un sesgado lineal br sobre cada
elemento r utilizando la expresio´n br = 1/r. En este punto, cada memeplex comienza su evolucio´n
de forma independiente durante GEN generaciones. Para ello, se construyen pequen˜as poblaciones
formadas por Q soluciones de cada memeplex utilizando las probabilidades anteriormente calculadas
(l´ıneas 13 a 15) y se trata de mejorar la calidad de la peor solucio´n seleccionada (Xw). Con este fin,
primero se aplica la siguiente expresio´n:
NewXw = P × rand(0, 1)× (X −Xw) (4.22)
donde P es el factor de aceleracio´n evolutiva y X es la mejor solucio´n de la subpoblacio´n (Xb). Si
aplicando esta expresio´n la calidad de la solucio´n Xw no mejora, se aplica de nuevo pero, esta vez,
con X = Xg. Si, de nuevo, no conseguimos mejorar la calidad de Xw, se aplicara´ un cruce de dos
puntos aleatorios entre las soluciones Xw y Xb (todo este proceso es descrito en las l´ıneas 16 a 35).
Estos mismos pasos se repiten para cada subpoblacio´n durante GEN generaciones. Cuando estas
evoluciones se completen, ordenamos la poblacio´n global y volvemos a empezar de nuevo todo el
proceso, siempre que no se haya cumplido la condicio´n de finalizacio´n.
4.4.8. Colonia Artificial de Abejas con Evolucio´n Diferencial (MO-ABC/DE)
En esta seccio´n presentamos una nueva metaheur´ıstica h´ıbrida que trata de combinar las propiedades
y ventajas de los algoritmos ABC y DE. Este nuevo algoritmo se denomina Colonia Artificial de
Abejas con Evolucio´n Diferencial (Multiobjective Artificial Bee Colony with Differential Evolution
- MO-ABC/DE) [148] y combina el funcionamiento de las dos adaptaciones multiobjetivo propues-
tas para los algoritmos DE y ABC, el DEPT y MOABC. Como ya veremos, aunque el algoritmo
MO-ABC/DE sigue el mismo esquema que el algoritmo MOABC, es ligeramente distinto, ya que
incorpora, entre otras cosas, un nuevo para´metro que trata de evitar posibles situaciones de es-
tancamiento de la poblacio´n. El MO-ABC/DE define seis para´metros importantes: el taman˜o de la
poblacio´n (NP ), la probabilidad de cruce (CR), el factor de mutacio´n (F ), el esquema de seleccio´n
(SCHEME), el desplazamiento de mutacio´n (M) y el valor l´ımite (LIMIT ). El pseudoco´digo del
algoritmo MO-ABC/DE se muestra en el Algoritmo 10.
Este nuevo algoritmo h´ıbrido combina las funciones multiobjetivo utilizadas en los algoritmo
DEPT y MOABC (Secciones 4.4.2 y 4.4.4) pero con algunas diferencias. Si analizamos el pseu-
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Algoritmo 10 Colonia Artificial de Abejas Multiobjetivo con Evolucio´n Diferencial (MO-ABC/DE).
Entrada: Para´metros: NP , CR, F , SCHEME, M y LIMIT
Salida: Conjunto de soluciones no-dominadas PF
1: PF ← ∅
2: P ← generarPoblacionInicial(NP )
3: P ← evaluarPoblacion(P ,NP )
4: mientras no condicio´n de terminacio´n hacer
5: para i = 1 : NP/2 todas fuentes de obreras hacer
6: Indobjetivo ← P [i]
7: Indmejor ← seleccionarMejorIndividuoPoblacion(P ,NP )
8: seleccionamos un individuo aleatorio Indr1 6= Indmejor
9: seleccionamos un individuo aleatorio Indr2 6= Indr1 and Indr2 6= Indmejor
10: para j = 1 : numeroDeCromosomas todos cromosomas hacer
11: si rand(0,1) < CR entonces
12: Ind[j]prueba ← Ind[j]mejor + F × (Ind[j]r1 − Ind[j]r2)
13: fin si
14: fin para
15: Indprueba ← evaluarIndividuo(Indprueba)
16: P [i] ← procesoSeleccionAvariciosa(P [i],Indobjetivo,Indprueba)
17: fin para
18: vectorProbabilidad ← generarVectorProbabilidad(P )
19: para i = NP/2 : NP todas fuentes de observadoras hacer
20: fuenteObrera ← seleccionarFuente(vectorProbabilidad,P )
21: Indobjetivo ← fuenteObrera
22: Indmejor ← seleccionarMejorIndividuoPoblacion(P ,NP )
23: seleccionamos un individuo aleatorio Indr1 6= Indmejor
24: seleccionamos un individuo aleatorio Indr2 6= Indr1 and Indr2 6= Indmejor
25: para j = 1 : numeroDeCromosomas todos cromosomas hacer
26: si rand(0,1) < CR entonces
27: Ind[j]prueba ← Ind[j]mejor + F × (Ind[j]r1 − Ind[j]r2)
28: fin si
29: fin para
30: Indprueba ← evaluarIndividuo(Indprueba)
31: P [i] ← procesoSeleccionAvariciosa(P [i],Indobjetivo,Indprueba)
32: fin para
33: P ← ordenarPoblacion(P )
34: para i = 1 : NP/2 todas fuentes obreras hacer
35: si P [i] no ha cambiado desde la u´ltima comprobacio´n entonces
36: P [i]limit ← P [i]limit + 1
37: si P [i]limit >LIMIT entonces
38: P [i] ← generarFuenteExploradora(P ,M)
39: P [i] ← evaluarIndividuo(P [i])
40: fin si
41: fin si
42: fin para
43: PF ← actualizarArchivoDeSoluciones(PF ,P )
44: fin mientras
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doco´digo mostrado en el Algoritmo 10, vemos como los tres primeros pasos son los mismos que en
los algoritmos anteriores: inicializamos el archivo de soluciones, generamos la poblacio´n inicial y la
evaluamos (l´ıneas 1 a 3 del Algoritmo 10). Una vez hecho esto y siguiendo el esquema del algoritmo
MOABC, el algoritmo puede dividirse en tres partes, una primera donde gestionamos la primera
mitad de la poblacio´n, las fuentes de alimento explotadas por las abejas obreras; una segunda donde
explotamos la segunda mitad de la poblacio´n, la cual se corresponde con las fuentes de alimento de
las abejas observadoras; y una tercera donde intervienen las abejas exploradoras. Si recordamos el
funcionamiento del algoritmo MOABC en la primera parte (abejas obreras), aplicaba un proceso de
bu´squeda local que trataba de explorar las vecindades de las soluciones para tratar de mejorarlas. En
el algoritmo MO-ABC/DE hemos sustituido esta funcio´n de bu´squeda local por las expresiones cor-
respondientes a los esquemas de seleccio´n del algoritmo DE (ver Tabla 4.1). En este caso, al igual que
hicimos en el DEPT, hemos considerado el esquema best/1/bin en el Algoritmo 10. El procedimiento
es igual que el seguido en el algoritmo DEPT considerando las fuentes de alimento explotadas por
las abejas obreras como individuos objetivo (l´ıneas 5 a 17). Lo mismo hemos hecho en la segunda
parte del algoritmo cuando generamos las fuentes de alimento correspondientes a las abejas obser-
vadoras (l´ıneas 19 a 32). En este caso, los individuos objetivo vienen representados por las fuentes de
alimento explotadas por las abejas observadoras (segunda mitad de la poblacio´n). Finalmente, como
ya comentamos, hemos modificado la parte correspondiente a las abejas exploradoras. Mientras que
en el algoritmo MOABC manda´bamos un nu´mero fijo de abejas exploradoras a por nuevas fuentes
de alimento (soluciones generadas aleatoriamente) en cada iteracio´n, en el algoritmo MO-ABC/DE
hemos modificado esta parte para tratar de evitar posibles situaciones de estancamiento. Para ello,
lo que hacemos es fijar un valor l´ımite (indicado por el para´metro LIMIT ) que indicara´ en que´
momento una solucio´n esta´ agotada (no es capaz de mejorar ma´s). Cuando durante un nu´mero
LIMIT de iteraciones, una solucio´n no haya sido capaz de mejorar su calidad, sera´ almacenada y
sustituida por otra solucio´n encontrada por una abeja exploradora (l´ıneas 34 a 42). Con esta nueva
modificacio´n el algoritmo es capaz de evitar situaciones de estancamiento.
Otra de las diferencias incorporadas en este nuevo algoritmo es la gestio´n de la calidad multiobje-
tivo de las soluciones. Mientras que en el algoritmo DEPT definimos el concepto de torneo de Pareto
y en el algoritmo MOABC aplicamos el concepto de dominancia, en este nuevo algoritmo h´ıbrido
utilizamos una nueva me´trica de calidad que combina los conceptos de dominancia y crowding:
MOF2(xi) = (2
xi.rank +
1
1 + xi.cw
)−1 (4.23)
Para calcular el MOF2 de una solucio´n primero necesitamos conocer a que´ frente de Pareto
pertenece (por ejemplo, si pertenece al primer frente de Pareto, es decir, es una solucio´n no-dominada,
tendra´ un rank = 1). A continuacio´n, calculamos la distancia crowding (cw) que presenta con
respecto a las soluciones del mismo frente de Pareto o, lo que es lo mismo, todas las soluciones con
rank = 1. Utilizando esta expresio´n multiobjetivo, podemos conocer cua´l es la mejor solucio´n entre
dos dadas. En el algoritmoMO-ABC/DE la ecuacio´n 4.23 se aplica cuando comparamos las soluciones
objetivo y de prueba en los esquemas de seleccio´n del DE (l´ıneas 16 y 31) y cuando generamos el
vector de probabilidad utilizado para seleccionar las fuentes de alimento que sera´n explotadas por
las abejas observadoras (l´ınea 18). Finalmente, la ordenacio´n por calidad que el algoritmo realiza al
final de cada iteracio´n del bucle principal tambie´n emplea este indicador como criterio de calidad.
4.4.9. Algoritmo de Ordenacio´n No-Dominada II (NSGA-II)
N. Srinivas y K. Deb desarrollaron en 1994 el Algoritmo Gene´tico de Ordenacio´n No-dominada
(Non-dominated Sorting Genetic Algorithm - NSGA) [149] basa´ndose en sistemas de clasificacio´n de
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la poblacio´n por niveles. A todos los individuos no-dominados se les asigna una categor´ıa con un
fitness proporcional al taman˜o de la poblacio´n. Para mantener la diversidad de la poblacio´n, estos
individuos son clasificados segu´n este fitness y el resultado obtenido por un para´metro de distribu-
cio´n (para´metro de comparticio´n). A continuacio´n, una vez clasificado este conjunto de individuos,
se elimina de la poblacio´n y se repite el proceso con las soluciones restantes, esto se realiza hasta
que toda la poblacio´n esta´ clasificada. Dado que las primeras soluciones son las de mejor calidad,
de estas siempre se realizara´n ma´s copias, permitie´ndose as´ı una bu´squeda ma´s profunda de las
regiones no-dominadas. El algoritmo NSGA consiguio´ buenos resultados, sin embargo fue critica-
do principalmente por tres razones: su alta complejidad computacional O(MN3), donde M es el
nu´mero de objetivos y N el taman˜o de la poblacio´n; su funcionamiento no elitista, y la necesidad de
especificar el para´metro de distribucio´n. Para solventar estas limitaciones, K. Deb et al. [146] pro-
pusieron una versio´n mejorada de este me´todo denominada NSGA-II. Este nuevo algoritmo resuelve
las limitaciones previamente enumeradas a trave´s de un mecanismo de ordenacio´n no-dominada de
baja complejidad O(MN2), un operador de seleccio´n para combinar la poblacio´n padre con la hija,
y seleccionando los N mejores individuos teniendo en cuenta su calidad y distribucio´n en el frente
de Pareto. Gracias a los buenos resultados logrados por este nuevo algoritmo en muchos problemas
de optimizacio´n multiobjetivo, NSGA-II ha llegado a ser considerado como un algoritmo multiob-
jetivo esta´ndar. En este trabajo hemos desarrollado este algoritmo por este motivo, ya que de este
modo podemos obtener un punto de referencia que nos permita abalar la calidad de los resultados
obtenidos por las dema´s te´cnicas. El Algoritmo 11 incluye el pseudoco´digo de NSGA-II. Para ma´s
informacio´n sobre los algoritmos NSGA y NSGA-II ver [149] y [146], respectivamente.
Algoritmo 11 Algoritmo de Ordenacio´n No-Dominada II (NSGA-II).
Entrada: Para´metros: NP , ECR, CR, PM y M
Salida: Conjunto de soluciones P
1: P ← generarPoblacionPadre(NP )
2: P ← evaluarPoblacion(P ,NP )
3: mientras no condicio´n de terminacio´n hacer
4: para i = 1 : NP todos individuos hacer
5: ind1 ← funcionSeleccion(P ,ECR)
6: ind2 ← funcionSeleccion(P ,ECR) //ind1 6= ind2
7: Qi ← recombinacion(ind1,ind2,CR)
8: Qi ← mutacion(Q,PM ,M)
9: fin para
10: Q ← evaluarPoblacion(Q,NP )
11: R ← P ∪ Q
12: R ← ordenacionNoDominada(R) //R = (F1, F2, ...)
13: P ← ∅
14: i ← 1
15: mientras |P + Fi| < NP hacer
16: P ← P ∪ Fi
17: i ← i + 1
18: fin mientras
19: Fi ← ordenacionPorDistanciaCrowding(Fi)
20: P ← P ∪ Fi[1:(NP - |P | )]
21: fin mientras
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4.4.10. Algoritmo Evolutivo basado en Fuerzas Pareto 2 (SPEA2)
En 1999 un algoritmo que actualmente es muy importante en computacio´n evolutiva fue prop-
uesto por E. Zitzler y L. Thiele, el Algoritmo Evolutivo basado en Fuerzas Pareto (Strength Pareto
Evolutionary Algorithm - SPEA) [150]. Los autores propusieron una nueva te´cnica evolutiva para
optimizacio´n multi-criteria que combinaba varias funcionalidades que anteriormente solo se hab´ıan
aplicado por separado en algunos algoritmos. SPEA se caracteriza por la definicio´n de un archivo
de soluciones que almacena de forma eficiente las soluciones no-dominadas encontradas a lo largo
de su ejecucio´n. Estas soluciones se mantienen actualizadas en todo momento a medida que se van
insertando nuevos individuos. De este modo, se mantiene una diversidad en la poblacio´n basa´n-
donos en las relaciones de dominancia Pareto. Dos an˜os despue´s, los mismos autores proponen un
segundo algoritmo denominado Algoritmo Evolutivo basado en Fuerzas Pareto 2 (Strength Pareto
Evolutionary Algorithm 2 - SPEA2) [151]. Esta nueva metaheur´ıstica suple algunas de las carencias
de su antecesor e incorpora nuevas funcionalidades para fortalecer y mejorar su funcionamiento en
entornos multiobjetivo. Las principales diferencias entre ambos algoritmos (SPEA y SPEA2) radi-
can en, por ejemplo, la mejora aplicada en el esquema de asignacio´n de fitness, donde se tienen en
cuenta, para cada individuo, cuantas soluciones domina cada individuo y por cuantas es dominada
cada solucio´n. SPEA2 incorpora tambie´n una nueva te´cnica de estimacio´n de densidad de vecinos
que permite guiar el proceso de bu´squeda de una forma ma´s eficiente. Finalmente, la nueva ver-
sio´n tambie´n incluye un nuevo sistema de truncamiento de soluciones que garantiza la presencia de
las soluciones ma´s relevantes. Gracias a todas estas mejoras, al igual que ocurre con el algoritmo
NSGA-II, el algoritmo SPEA2 se ha convertido en un algoritmo clave en optimizacio´n multiobjetivo.
Para asegurar que, en cierto modo, la calidad de las soluciones generadas por nuestros algoritmos es
buena, hemos implementado tambie´n este algoritmo mltiobjetivo esta´ndar. El Algoritmo 12 incluye
el pseudoco´digo de SPEA2. Para ma´s informacio´n sobre los algoritmos SPEA y SPEA2 ver [150]
y [151], respectivamente.
Algoritmo 12 Algoritmo Evolutivo basado en Fuerzas Pareto 2 (SPEA2).
Entrada: Para´metros: NP , ECR, CR, PM y M
Salida: Archivo de soluciones A
1: P ← generarPoblacionPadre(NP )
2: P ← evaluarPoblacion(P ,NP )
3: A ← ∅
4: A ← copiarSolucionesNoDominadas(A,P )
5: mientras no condicio´n de terminacio´n hacer
6: para i = 1 : NP todos individuos hacer
7: ind1 ← funcionSeleccion(P ,ECR)
8: ind2 ← funcionSeleccion(P ,ECR) //ind1 6= ind2
9: Qi ← recombinacion(ind1,ind2,CR)
10: Qi ← mutacion(Q,PM ,M)
11: fin para
12: Q ← evaluarPoblacion(Q,NP )
13: P ← Q
14: A ← copiarSolucionesNoDominadas(A,P )
15: A ← eliminarSolucionesDominadas(A)
16: fin mientras
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4.5. Resumen
En este cap´ıtulo hemos introducido los conceptos ma´s importantes de la optimizacio´n multi-
objetivo. Hemos comenzado introduciendo el concepto de optimizacio´n multiobjetivo, explicando
co´mo este surge de la necesidad presente en casi todos los problemas reales de optimizacio´n donde
debe ser abordado ma´s de un u´nico objetivo al mismo tiempo. Adema´s, hemos presentado una
interesante explicacio´n sobre algunas de las diferencias entre esta clase de optimizacio´n y la op-
timizacio´n mono-objetivo. A continuacio´n, hemos definido algunos conceptos clave dentro de este
campo, algunos de ellos como la dominancia, optimalidad, frente de Pareto, solucio´n Pareto o´ptima...
distinguiendo tambie´n tres clases de dominancia: dominancia de´bil, estricta y ǫ-dominancia. Una vez
hecho esto y con el objetivo de demostrar la relevancia de esta clase de optimizacio´n, hemos listado
un gran nu´mero de a´reas donde se ha venido aplicando esta clase de optimizacio´n en los u´ltimos
an˜os. Finalmente, con los aspectos ma´s relevantes aclarados, hemos continuado con la descripcio´n
de los algoritmos adaptados: la Bu´squeda de Entorno Variable Multiobjetivo (Multiobjective Vari-
able Neighbourhood Search - MO-VNS); la Evolucio´n Diferencial con Torneos de Pareto (Differential
Evolution with Pareto Tournaments - DEPT); el Algoritmo Multiobjetivo de Ensen˜anza-Aprendizaje
(Multiobjective Teaching-Learning-Based Optimization - MO-TLBO); la Colonia Artificial de Abe-
jas Multiobjetivo (Multiobjective Artificial Bee Colony - MOABC); el Algoritmo Multiobjetivo de
Bu´squeda Gravitacional (Multiobjective Gravitational Search Algorithm - MO-GSA); el Algoritmo
Multiobjetivo de las Lucie´rnagas (Multiobjective Firefly Algorithm - MO-FA); el Algoritmo Multi-
objetivo de las Ranas Saltarinas (Multiobjective Shuﬄed Frog Leaping Algorithm - MO-SFLA); y la
Colonia Artificial de Abejas Multiobjetivo con Evolucio´n Diferencial (Multiobjective Artificial Bee
Colony with Differential Evolution - MO-ABC/DE).
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CAPI´TULO 5
Metodolog´ıa y materiales
En este cap´ıtulo describimos la metodolog´ıa adoptada en nuestros experimentos y los materiales
utilizados durante el desarrollo del presente trabajo. Para ello, comenzamos detallando en la Seccio´n
5.1 las especificaciones te´cnicas de la plataforma utilizada para ejecutar nuestros programas, indi-
cando las versiones de todas las aplicaciones y compiladores utilizados. A continuacio´n, describimos
los conjuntos de datos biolo´gicos utilizados en nuestra experimentacio´n en la Seccio´n 5.2, profun-
dizando en cada organismo con el fin de justificar su eleccio´n. En este cap´ıtulo definimos tambie´n
la metodolog´ıa experimental seguida en los experimentos realizados en la Seccio´n 5.3, detallando
las me´tricas multiobjetivo empleadas para evaluar la calidad de los resultados obtenidos, explicando
co´mo se lleva a cabo la configuracio´n parame´trica de los algoritmos implementados, describiendo
la metodolog´ıa estad´ıstica seguida para comprobar que las diferencias existentes entre los resul-
tados obtenidos por las metaheur´ısticas son estad´ısticamente relevantes, y finalmente, explicando
co´mo hemos llevado a cabo las comparativas biolo´gicas entre las predicciones realizadas por nuestros
algoritmos y las realizadas por otras herramientas biolo´gicas conocidas.
5.1. Especificaciones SW y HW de los experimentos
La mayor parte de los experimentos han sido llevados a cabo en un clu´ster con 16 nodos ide´nticos
cuyo montaje y configuracio´n se llevaron a cabo en el an˜o 2009 (ver Figura 5.1). Las caracter´ısticas
de cada nodo se detallan a continuacio´n:
- 2 Procesadores Intel R© Quad Xeon R© CPU E5410 @2,33Ghz, Cache´ L2 6MB.
- 8GB de RAM.
- HD 160GB.
Posteriormente en 2012, el clu´ster fue ampliado con cuatro nodos ma´s con las siguientes carac-
ter´ısticas:
- 8 Procesadores AMD R© Opteron R© Procesador 6174 @2,20GHz, Cache´ L2 12MB.
- 64 GB de RAM.
77
Seccio´n 5.1. Especificaciones SW y HW de los experimentos
Figura 5.1: Fotograf´ıa frontal y trasera del montaje final del clu´ster.
- HD 1024GB.
Lo que hace que dispongamos de dos sistemas homoge´neos uno con un total de 128 procesadores
(16 nodos x 2 procesadores x 4 nu´cleos por procesador), 128 GB de RAM y 2560 GB de almace-
namiento; y 192 procesadores (4 nodos x 4 procesadores x 12 nu´cleos por procesador), 256 GB de
RAM y 4096 GB de almacenamiento. Formando ambos sistemas, un clu´ster heteroge´neo con un total
de 320 procesadores, 384 GB de RAM y un total de 6656 GB de almacenamiento.
Todos los nodos del clu´ster se encuentran debidamente instalados en un armario rack 19”
GESAB R© Modelo EGLON Solution V2-Telco, e interconectados mediante un switch de alta ve-
locidad TrendNet R© Modelo TEG-240WS 24-Port 10/100/1000Mbps.
En cuanto a la configuracio´n software del clu´ster, se llevo´ a cabo una instalacio´n completa de
los programas necesarios en uno de los nodos, realizando una clonacio´n de e´ste en los restantes. El
software instalado y configurado en todos ellos es el siguiente:
- Sistema Operativo Scientific Linux 6.1 [152] (64 bits).
- Librer´ıa MPI (Message Passing Interface) [153]: MPICH2 1.4.1 [154].
- OpenMP (Open Multi-Processing) v3.0 [155].
- Compilador de C++: GCC 4.4.5 [156].
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Aunque los experimentos han sido realizados en u´ltima instancia en el clu´ster indicado, los
desarrollos, implementaciones y pruebas han sido realizadas sobre otra ma´quina. Esta ma´quina se
encuentra en el laboratorio ARCO y presenta las siguientes especificaciones:
- Intel R© Core i7 CPU 860 @2,80GHz, Cache´ L2 8MB.
- 8GB de RAM.
- HD 1024GB.
Funcionando con Windows 7 Professional (64 bits) y utilizando como entorno de programacio´n
NetBeans IDE 6.9.1 [157] y los compiladores que proporciona Cygwin 1.7.17-1 [158].
5.2. Conjuntos de datos utilizados
Los conjuntos de datos biolo´gicos utilizados como benchmark en nuestra experimentacio´n son
obtenidas de la base de datos TRANSFAC [159]. Como ya veremos, hemos utilizado un conjunto
bastante amplio de instancias que presentan distintas propiedades y que nos permiten realizar es-
tudios para lograr disen˜ar metaheur´ısticas capaces de resolver todos los escenarios posibles. En la
Seccio´n 5.2.1 describimos las instancias resueltas para configurar nuestros algoritmos y analizar la
efectividad de cada uno de ellos, y en la Seccio´n 5.2.2 describimos las instancias artificiales disen˜adas
y utilizadas para estudiar la capacidad de escalar de las metaheur´ısticas presentadas en esta tesis
doctoral.
5.2.1. Instancias resueltas
En nuestra experimentacio´n hemos utilizado como benchmark un total de 54 instancias con
diferentes propiedades. La complejidad de las instancias resueltas depende principalmente de dos
factores: el nu´mero de secuencias que las componen y el nu´mero de nucleo´tidos que forman cada
una de estas secuencias. Todas estas instancias se encuentran disponibles en [15]. Los autores de este
trabajo presentan un total de 168 instancias con puntos de unio´n establecidos siguiendo distintas
metodolog´ıas: 56 instancias ‘Generic’ (acabadas en ‘g’) que tienen los puntos de unio´n establecidos
de forma aleatoria a lo largo de las diferentes secuencias, 56 ‘Real ’ (acabadas en ‘r’) que presentan
los puntos de unio´n en sus posiciones reales y en las secuencias correspondientes; y 56 instancias
‘Markov ’ (acabadas en ‘m’) donde los puntos de unio´n esta´n ubicados en secuencias generadas aleato-
riamente segu´n cadenas Markov de orden 3. Sin embargo, en sus estudio tan solo resuelven 56 de
estas 168 instancias, por lo que tan solo disponemos de resultados biolo´gicos de las herramientas
biolo´gicas analizadas para este subconjunto de instancias (una de cada tipo, por ejemplo, para la
instancia dm01 se utilizo la de tipo ‘Generic’, pero no la ‘Real ’ ni la ‘Markov ’). De las 56 instancias
en cuestio´n, resolvemos un total de 54 en este trabajo debido a que dos de las instancias (dm02r y
dm06r) esta´n compuestas u´nicamente por una secuencia. Esta caracter´ıstica hace que nuestra for-
mulacio´n multiobjetivo no pueda aplicarse ya que tendr´ıamos dos objetivos (soporte y similaridad)
ya optimizados y con su valor ma´ximo. En resumen, disponemos de 54 instancias biolo´gicas reales
con los puntos de unio´n establecidos de distintos modos que van desde 2 secuencias (hm12r, hm14r,
hm25g y mus09r) hasta 35 (hm20r). Todas ellas presentan 500, 1.000, 1.500, 2.000, 2.500 o 3.000
nucleo´tidos por secuencia, resultando as´ı en unos taman˜os totales que van desde los 1.000 nucleo´tidos
de las instancias ma´s sencillas hasta los 70.000 de la ma´s compleja. Las instancias utilizadas con-
tienen informacio´n biolo´gica de los cuatro organismos mostrados en la Figura 5.2: 6 de la drosophila
melanogaster (mosca), 26 del homo sapiens (ser humano), 12 del mus musculus (rato´n) y 10 de la
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(a) Drosophila melanogaster. (b) Homo Sapiens.
(c) Mus Musculus. (d) Sacharomyces cerevisiae.
Figura 5.2: Representacio´n de los cuatro organismos analizados.
saccharomyces cerevisiae (levadura). En las pro´ximas secciones profundizaremos ma´s en cada uno
de estos organismos.
5.2.1.1. Drosophila melanogaster (instancias DM)
La drosophila melanogaster (literalmente ‘amante del roc´ıo de vientre negro’), tambie´n llamada
mosca del vinagre o mosca de la fruta, es una especie de d´ıptero braqu´ıcero de la familia drosophili-
dae. Recibe este nombre debido a que se alimenta de frutas en proceso de fermentacio´n tales como
manzanas, cambures, uvas, etc. Es una especie utilizada frecuentemente en estudios gene´ticos ya que
posee un reducido nu´mero de cromosomas (4 pares), un breve ciclo de vida (15-21 d´ıas) y aproxi-
madamente el 61% de los genes de enfermedades humanas que se conocen tienen una contrapartida
identificable en el genoma de este tipo de moscas. Adema´s, el 50% de las secuencias prote´ınicas de la
mosca tiene ana´logos en los mamı´feros. Para propo´sitos de investigacio´n, este organismo fa´cilmente
puede reemplazar a los humanos, presentando numerosas ventajas como por ejemplo su velocidad de
reproduccio´n, de modo que se pueden estudiar muchas generaciones en un corto espacio de tiempo.
Fue adoptada como animal de experimentacio´n gene´tica a principios del siglo XX, siendo publicados
sus 165 Mb de genoma (1 Mb = 1 millo´n de pares de bases) en marzo de 2000, albergando alrededor
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Tabla 5.1: Caracter´ısticas de las instancias de la drosophila melanogaster (tipo DM).
Instancia #Secuencias #Nucleo´tidos Taman˜o total Tiempo (sg.)
dm05g 3 2500 7500 20
dm08m 3 2000 6000 20
dm07m 3 1500 4500 20
dm03m 3 2000 6000 20
dm04g 4 2000 8000 20
dm01g 4 1500 6000 20
de 13.600 genes. En la Tabla 5.1 mostramos las caracter´ısticas de este primer conjunto de instancias
biolo´gicas.
5.2.1.2. Homo sapiens (instancias HM)
Los seres humanos constituyen actualmente desde el punto de vista biolo´gico una sola especie,
homo sapiens, la u´nica superviviente del ge´nero homo, ampliamente diversificado en el u´ltimo millo´n y
medio de an˜os. Hasta hace poco para nuestra especie se utilizaba un nombre trinomial: homo sapiens
Tabla 5.2: Caracter´ısticas de las instancias del homo sapiens (tipo HM).
Instancia #Secuencias #Nucleo´tidos Taman˜o total Tiempo (sg.)
hm12r 2 500 1000 20
hm14r 2 1000 2000 20
hm25g 2 500 1000 20
hm15r 4 2000 8000 20
hm05r 3 1000 3000 20
hm23r 4 500 2000 20
hm19g 5 500 2500 20
hm18m 5 3000 15000 20
hm21g 5 1000 5000 20
hm07m 5 1000 5000 20
hm22m 6 500 3000 20
hm13r 6 1000 6000 20
hm10m 6 500 3000 20
hm16g 7 3000 21000 20
hm11g 8 1000 8000 20
hm24m 8 500 4000 20
hm26m 9 1000 9000 20
hm06g 9 500 4500 20
hm02r 9 1000 9000 20
hm03r 10 1500 15000 30
hm09g 10 1500 15000 30
hm17g 11 500 5500 30
hm04m 13 2000 26000 30
hm08m 15 500 7500 30
hm01g 18 2000 36000 30
hm20r 35 2000 70000 30
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sapiens, sin embargo, al descartarse el nexo filogene´tico entre el Neanderthal y la actual especie
humana se usa exclusivamente el nombre binomial. El nombre cient´ıfico alude al rasgo biolo´gico ma´s
caracter´ıstico: ‘sapiens’ significa sabio o capaz de conocer y se refiere a la consideracio´n del hombre
como animal racional, al contrario que todas las otras especies. El genoma humano o genoma de homo
sapiens esta´ compuesto por 23 pares de cromosomas distintos (22 pares de autosomas + 1 par de
cromosomas sexuales: X, Y) con un taman˜o total aproximado de 3200 millones de pares de bases de
ADN (3200 Mb) que contienen unos 20.000-25.000 genes. Llegar a conocer los entresijos de nuestro
genoma supondr´ıa una hazan˜a ma´s que evidente por lo que tambie´n es uno de los genomas ma´s
estudiados y analizados en biolog´ıa. En la Tabla 5.2 mostramos las caracter´ısticas de este segundo
conjunto de instancias biolo´gicas.
5.2.1.3. Mus musculus (instancias MUS)
El mus musculus (o rato´n de laboratorio) es un roedor que se utiliza para la investigacio´n cient´ı-
fica. Su cariotipo esta´ compuesto por 40 cromosomas y suelen ser albinos. Para cada experimento se
escogen ratones de laboratorio que pertenezcan a una misma cepa pura o endoga´mica. Los individuos
de una misma cepa llevan los mismos genes, por lo cual se facilita la comparacio´n de los efectos de
los diferentes tratamientos experimentales (fa´rmacos, entorno f´ısico, etc.), sin que se produzca con-
fusio´n debido a las diferencias gene´ticas. Las caracter´ısticas que han hecho del rato´n de laboratorio
el modelo biolo´gico y biome´dico ma´s utilizado en las investigaciones cient´ıficas son, entre otras, su
fa´cil manejo, su taman˜o apropiado para la crianza y manipulacio´n, que no requieren demasiados
cuidados, tienen un sistema inmune similar al de los seres humanos, tienen un alto nu´mero de cr´ıas,
poseen un breve per´ıodo de gestacio´n (19-21 d´ıas), las hembras producen un gran nu´mero de o´vulos
los cuales, al ser fecundados, son muy resistentes, son mamı´feros euterios, y poseen un genoma muy
similar al de los seres humanos. En la Tabla 5.3 mostramos las caracter´ısticas de este tercer conjunto
de instancias biolo´gicas.
Tabla 5.3: Caracter´ısticas de las instancias del mus musculus (tipo MUS).
Instancia #Secuencias #Nucleo´tidos Taman˜o total Tiempo (sg.)
mus09r 2 500 1000 20
mus07g 4 1500 6000 20
mus01r 3 500 1500 20
mus12m 3 500 1500 20
mus08m 3 1500 4500 20
mus06g 3 500 1500 20
mus05r 4 500 2000 20
mus03g 5 500 2500 20
mus04m 7 1000 7000 20
mus02r 9 1000 9000 20
mus11m 12 500 6000 30
mus10g 13 1000 13000 30
5.2.1.4. Saccharomyces cerevisiae (instancias YST)
La saccharomyces cerevisiae (levadura de cerveza) es un hongo unicelular, un tipo de levadura
utilizado industrialmente en la fabricacio´n de pan, cerveza y vino. Es uno de los modelos ma´s
adecuados para el estudio de problemas biolo´gicos ya que es un sistema eucariota con una complejidad
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so´lo ligeramente superior a la de la bacteria pero que comparte con ella muchas de sus ventajas
te´cnicas. Adema´s de su ra´pido crecimiento, la dispersio´n de las ce´lulas y la facilidad con que se
replican cultivos y a´ıslan mutantes, destaca por un sencillo y versa´til sistema de transformacio´n
de ADN. Por otro lado, la ausencia de patogenicidad permite su manipulacio´n con las mı´nimas
precauciones. Una ventaja adicional de este microorganismo consiste en que se conoce la secuencia
completa de su genoma y se mantiene en constante revisio´n. Ello ha permitido la manipulacio´n
gene´tica de los casi 6600 genes que codifica el genoma de levadura. Por estas razones se ha convertido
en una importante herramienta a gran escala de ana´lisis de geno´mica funcional, proporcionando un
punto de partida para el ana´lisis de organismos eucariotas ma´s complejos. Al ser un organismo
unicelular con una tasa de crecimiento ra´pida, la levadura se puede utilizar para los estudios de
ce´lulas que resultar´ıan muy complicados o costosos en organismos. En la Tabla 5.4 mostramos las
caracter´ısticas de este u´ltimo conjunto de instancias biolo´gicas.
Tabla 5.4: Caracter´ısticas de las instancias de la saccharomyces cerevisiae (tipo YST).
Instancia #Secuencias #Nucleo´tidos Taman˜o total Tiempo (sg.)
yst05r 3 500 1500 20
yst02g 4 500 2000 20
yst07m 6 500 3000 20
yst06g 7 500 3500 20
yst04r 7 1000 7000 20
yst03m 8 500 4000 20
yst10m 5 1000 5000 20
yst01g 9 1000 9000 20
yst08r 11 1000 11000 30
yst09g 16 1000 16000 30
5.2.2. Instancias para el estudio de la escalabilidad
Teniendo en cuenta aspectos como por ejemplo el enorme incremento en el volumen de datos
biolo´gicos de los u´ltimos an˜os debido a, entre otras cosas, los avances realizados en campos como
la gene´tica y la biolog´ıa molecular, es importante considerar factores como los tiempos de ejecu-
cio´n o la capacidad de escalar cuando desarrollamos te´cnicas o algoritmos para resolver problemas
relativos a estos datos. A lo largo de esta tesis doctoral hemos tenido muy presente esta cuestio´n,
analizando la capacidad de escalar de las metaheur´ısticas implementadas. Para llevar a cabo este
estudio ser´ıa interesante disponer de un conjunto amplio de instancias con diferentes propiedades que
nos permitiesen estudiar el comportamiento de los algoritmos cuando la complejidad del problema
se ve incrementada. Estudiando en detalle las propiedades que hacen que una instancia del PDM
sea ma´s o menos compleja encontramos dos para´metros importantes: el nu´mero de secuencias y el
taman˜o de cada una de esas secuencias. En esta tesis doctoral hemos definido un nuevo conjunto
de instancias artificiales (formado por un total de doce conjuntos de datos biolo´gicos) que nos per-
miten estudiar el comportamiento de las metaheur´ısticas cuando estos dos para´metros se modifican.
Ma´s concretamente, hemos construido tres conjuntos de datos compuestos por 20 secuencias, tres
compuestos por 40 secuencias, tres compuestos por 60 secuencias, y finalmente, tres compuestos por
80 secuencias. En cada grupo de instancias (por ejemplo, para las instancias compuestas por 20
secuencias) disponemos de instancias que presentan diferentes taman˜os en sus secuencias (500, 1.000
y 2.000 nucleo´tidos), resultando en un conjunto de instancias que van desde los 10.000 nucleo´tidos
de la instancia ma´s pequen˜a hasta los 160.000 nucleo´tidos de la ma´s grande. Las propiedades de
estas doce instancias se incluyen en las Tablas 5.5 y 5.6. Aunque ambos estudios se realizan con las
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Tabla 5.5: Caracter´ısticas de las instancias utilizadas para estudiar el comportamiento de
los algoritmos cuando incrementamos el nu´mero de secuencias.
Instancia #Secuencias #Nucleo´tidos Taman˜o total Tiempo (sg.)
i20-0500.fasta 20 500 10000 45
i40-0500.fasta 40 500 20000 60
i60-0500.fasta 60 500 30000 90
i80-0500.fasta 80 500 40000 120
i20-1000.fasta 20 1000 20000 45
i40-1000.fasta 40 1000 40000 60
i60-1000.fasta 60 1000 60000 90
i80-1000.fasta 80 1000 80000 120
i20-2000.fasta 20 2000 40000 45
i40-2000.fasta 40 2000 80000 60
i60-2000.fasta 60 2000 120000 90
i80-2000.fasta 80 2000 160000 120
Tabla 5.6: Caracter´ısticas de las instancias utilizadas para estudiar el comportamiento de
los algoritmos cuando incrementamos el taman˜o de las secuencias.
Instancia #Secuencias #Nucleo´tidos Taman˜o total Tiempo (sg.)
i20-0500.fasta 20 500 10000 45
i20-1000.fasta 20 1000 20000 45
i20-2000.fasta 20 2000 40000 45
i40-0500.fasta 40 500 20000 60
i40-1000.fasta 40 1000 40000 60
i40-2000.fasta 40 2000 80000 60
i60-0500.fasta 60 500 30000 90
i60-1000.fasta 60 1000 60000 90
i60-2000.fasta 60 2000 120000 90
i80-0500.fasta 80 500 40000 120
i80-1000.fasta 80 1000 80000 120
i80-2000.fasta 80 2000 160000 120
mismas instancias, cada uno estudia distintos aspectos de la escalabilidad. Mientras que el primer
estudio analiza el efecto que produce en los algoritmos el incremento del nu´mero de secuencias que
componen las instancias, el segundo estudio se centra en el efecto que produce en las metaheur´ısti-
cas el incremento en el nu´mero de nucleo´tidos que componen las secuencias de las instancias. Las
instancias generadas esta´n compuestas por informacio´n biolo´gica de los mismos organismos que las
instancias presentadas en la Seccio´n 5.2.1 (drosophila melanogaster, homo sapiens, mus muculus y
saccharomyces cerevisiae) y, a su vez, esta´n a disposicio´n de quien quiera descargarlas o utilizarlas
en [160] y [161].
5.3. Metodolog´ıa experimental
En esta seccio´n describimos la metodolog´ıa seguida en los experimentos realizados. En primer
lugar (Seccio´n 5.3.1) mostramos la representacio´n de los individuos utilizada en todos nuestros al-
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goritmos. En la Seccio´n 5.3.2 detallamos las me´tricas multiobjetivo utilizadas para medir la calidad
de los resultados obtenidos por las metaheur´ısticas. A continuacio´n, explicamos como hemos lleva-
do a cabo la configuracio´n parame´trica de los algoritmos en la Seccio´n 5.3.3, detallando aspectos
como por ejemplo: co´mo se establece el orden de los para´metros en la configuracio´n de sus valores,
co´mo seleccionamos los valores probados en cada para´metro, etc. En la Seccio´n 5.3.4 desarrollamos
la metodolog´ıa estad´ıstica aplicada en todas las comparativas realizadas en esta tesis doctoral. Fi-
nalmente, en la Seccio´n 5.3.5 describimos las herramientas biolo´gicas con las que hemos comparado
los resultados predichos por nuestros algoritmos y mostramos las me´tricas biolo´gicas utilizadas para
realizar estas comparativas.
5.3.1. Representacio´n de los individuos
En nuestros algoritmos cada individuo incluye la informacio´n necesaria para formar una posible
solucio´n. Esta informacio´n viene dada por las posiciones iniciales de cada motif candidato en cada
secuencia (si) y por el taman˜o de estos motifs. Como trabajamos con instancias con distinto nu´mero
de secuencias, la representacio´n de los individuos ha de ser adaptada para cada instancia. En la Tabla
5.7 msotramos la representacio´n de los individuo utilizada. Es importante tener en cuenta tambie´n
que la posicio´n inicial de un posible motif candidato en una determinada secuencia es siempre
almacenada, aunque pueda haber casos en los que alguna de estas posiciones, y por consiguiente
alguno de los motif candidatos, no se tenga en cuenta a la hora de formar la solucio´n final (ver
explicacio´n del objetivo Soporte en la Seccio´n 2.2).
Tabla 5.7: Representacio´n de los individuos.
Secuencia 1 Secuencia 2 Secuencia 3 Secuencia n
Taman˜o del Motif S1 S2 S3 ... Sn
5.3.2. Me´tricas multiobjetivo
El incremento en el desarrollo de nuevos algoritmos multiobjetivo de los u´ltimos an˜os hace que las
me´tricas de rendimiento o calidad cobren cada vez ma´s importancia. Al igual que en la optimizacio´n
mono-objetivo la evaluacio´n de la calidad de los resultados esta´ directamente relacionada con las
soluciones encontradas y con los recursos computacionales empleados para su obtencio´n. Aunque no
existe ningu´n esta´ndar aceptado para realizar estas mediciones, en esta seccio´n analizamos algunas
de las me´tricas multiobjetivo ma´s utilizadas, describiendo las ventajas o inconvenientes que presenta
cada una de ellas.
La mayor dificultad que presenta la evaluacio´n de resultados en optimizacio´n multiobjetivo es
que las salidas obtenidas no esta´n compuestas u´nicamente por una solucio´n sino que vienen repre-
sentadas por un conjunto de soluciones pro´ximas al frente de Pareto. Para evaluar el rendimiento
de diferentes metaheur´ısticas multiobjetivo necesitamos, pues, comparar conjuntos de soluciones, es
decir, conjuntos de individuos no-dominados. Adema´s, hay que tener en cuenta que el caso en el
que las soluciones de un algoritmo A son todas dominadas por las soluciones de un algoritmo B es
muy poco frecuente, lo ma´s comu´n es que algunas soluciones del algoritmos A dominen a algunas
del algoritmo B y viceversa (ver Figura 5.3). Teniendo en cuenta estos aspectos, a continuacio´n
detallamos algunos de las me´tricas de rendimiento multiobjetivo ma´s utilizadas en la literatura:
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Figura 5.3: Comparando dos frentes de Pareto suponiendo dos objetivos.
Distancia Generacional: La distancia generacional IGD mide la distancia media entre la aprox-
imacio´n al frente de Pareto A y un conjunto de referencia R [162]. El frente de referencia viene
generalmente representado por el frente de Pareto PF . En una determinada iteracio´n t, la distancia
entre dos conjuntos de soluciones se calcula obteniendo la distancia mı´nima entre ambos aplicando
la siguiente expresio´n:
ItGD(A,R) =
(
∑
u∈A(minv∈R||F (u)− F (v)||2))1/2
|R| (5.1)
donde la distancia se corresponde con la distancia Euclidea en el espacio objetivo. De este modo, si
el frente aproximado A se incluye en el frente de referencia R, la distancia generacional ser´ıa igual a
0.
ǫ-Indicator: El indicador ǫ (I1ǫ+) es un indicador basado en distancia que nos proporciona la
distancia mı´nima por la cual un frente aproximado A en el espacio objetivo no domina al frente de
referencia Z∗N [163]. I
1
ǫ+ puede definirse entonces como (ver Figura 5.4):
I1ǫ+(A) = Iǫ+(A,Z
∗
N ) (5.2)
donde
I1ǫ+(A,B) = minǫ∈R{∀z ∈ B, ∃z′ ∈ A : z′i − ǫ ≤ zi, ∀1 ≤ i ≤ n} (5.3)
Un valor negativo para este indicador implicar´ıa que el frente aproximado A domina o iguala al
frente de referencia Z∗N .
Aunque estas me´tricas multiobjetivo son ampliamente aplicadas en una gran cantidad de trabajos
presentan un inconveniente, requieren de un conjunto de referencia (normalmente el frente de Pareto)
que, en el caso particular del PDM, no conocemos. Es por ello que hemos optado por aplicar otras
me´tricas igualmente utilizadas pero menos restrictivas como, por ejemplo, el hipervolumen o la
relacio´n de cobertura:
Hipervolumen: El indicador hipervolumen (HV, [150]) es una medida de calidad aceptada y
bastante utilizada en optimizacio´n multiobjetivo. Esta me´trica refleja el volumen del espacio objetivo
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Figura 5.4: Calculando el ǫ-Indicator entre dos soluciones.
cubierto por los individuos pi (i = 1,...,N) de un conjunto de soluciones no-dominado (ND). Es
considerado una me´trica justa y ha recibido mucha atencio´n en los u´ltimos an˜os [163], [164]. Este
volumen esta´ acotado en funcio´n a dos puntos: un punto de referencia denominado ‘anti-o´ptimo’ (R)
que viene dado por el peor punto posible dentro del espacio objetivo, y un punto o´ptimo (o pseudo-
o´ptimo). Estos puntos normalmente no se conocen y debemos establecerlos con mucho cuidado.
Nosotros hemos considerado R=(0,0,0) y el punto o´ptimo teo´rico en cada caso, es decir, el valor
ma´ximo de taman˜o, soporte y similaridad para cada instancia. El valor de estos objetivos se normaliza
antes de calcular los correspondientes resultados. Entonces, el HV es la unio´n de los cubos formados
entre cada solucio´n pi y el punto R como indica la siguiente expresio´n:
HV (ND,R) = Λ({
⋃
h(pi)|piǫND, i = 1, ..., N}) (5.4)
donde h(pi) = |pi1−R1|× |pi2−R2|× ...× |piM −RM |, N es el nu´mero de soluciones que componen
las aproximaciones a los frentes de Pareto y M el nu´mero de funciones objetivo.
Por ejemplo, tal como se muestra en la Figura 5.5(a), el hipervolumen de la regio´n compartida
viene dado por el a´rea de la figura resultante de la unio´n de los diferentes recta´ngulos formados
entre cada punto del frente (y1, y2 y y3) y el punto de referencia r. Otro ejemplo en un espacio
tri-dimensional se muestra en la Figura 5.5(b) donde cinco soluciones no-dominadas y1 = (1, 2, 3),
y2 = (4, 3, 2), y3 = (5, 1, 4), y4 = (3, 5, 1) y y5 = (2, 2, 2,5) y un punto de referencia r = (6, 6, 6) son
considerados. El hipervolumen en este caso viene dado por la unio´n de todos los cubos, cada uno de
los cuales esta formado entre la solucio´n en cuestio´n y el punto de referencia r.
Relacio´n de cobertura: La relacio´n de cobertura [165] complementa las conclusiones obtenidas
a trave´s del hipervolumen y es u´til para analizar que´ algoritmos son capaces de obtener mejores
soluciones en sus correspondientes aproximaciones al frente de Pareto. Aplicando el concepto de
dominancia definido en [166], la relacio´n de cobertura compara las soluciones no-dominadas que
componen las aproximaciones a los frentes de Pareto obtenidas por dos algoritmos para determinar
cua´l de ellos consigue una mayor cobertura con respecto al otro. Hablando en te´rminos matema´ticos
dir´ıamos que dados dos conjuntos de soluciones no-dominadas A = {a1, ..., an} y B = {b1, ..., bn}, la
relacio´n de cobertura (C) mide la fraccio´n de soluciones no-dominadas de B que son cubiertas por
soluciones no-dominadas de A:
C(A,B) =
|{b ∈ B; ∃a ∈ A : a  b}|
|B| (5.5)
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(a) Hipervolumen para un caso con dos objetivos. (b) Hipervolumen para un caso con tres objetivos.
Figura 5.5: Ejemplos de ca´lculo del hipervolumen para problemas de optimizacio´n con dos
y tres objetivos.
Si C(A,B) = 1, todos los puntos de B son dominados o igualados por puntos de A, por contra,
si C(A,B) = 0 ningu´n punto de B es cubierto por el conjunto A. Adema´s, como la me´trica de
dominancia no es sime´trica, es necesario analizar la C(A,B) y la C(B,A), ya que C(A,B) no es
necesariamente 1− C(B,A).
Por u´ltimo, hemos utilizado tambie´n otra me´trica para analizar la dispersio´n que presentan los
puntos de las aproximaciones al frente de Pareto obtenidas por los algoritmos.
Spread: El indicador de dispersio´n (Spread, SP ) combina conceptos como la distribucio´n y la
cardinalidad para medir la dispersio´n de los conjuntos de soluciones aproximados A [166]:
SP = (
M∑
m=1
dm +
N−1∑
i=1
|di − d¯|)/(
M∑
m=1
dm + (N − 1)d¯) (5.6)
donde dm es la distancia Euclidea entre las soluciones extremo y las soluciones que componen el
conjunto de soluciones no-dominadas obtenidas por el algoritmo correspondiente para la funcio´n
objetivo mth, M es el nu´mero total de funciones objetivo, di representa la distancia Euclidea entre
soluciones vecinas (o adyacentes) en el conjunto de soluciones no-dominadas y d¯ es la media aritme´tica
entre estas distancias. Para esta me´trica, obtener una dispersio´n igual a cero indicar´ıa obtener una
aproximacio´n al frente de Pareto perfectamente distribuida.
Para aclarar toda la informacio´n relativa a los indicadores descritos en esta seccio´n, incluimos
en la Tabla 5.8 un resumen de las caracter´ısticas ma´s importantes de cada uno.
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Tabla 5.8: Caracter´ısticas principales de los indicadores descritos en esta seccio´n. Para cada
indicador detallamos su nombre, su complejidad computacional, que´ para´metros requiere
para su ca´lculo, el rango de valores y el resultado deseable (Min o Max).
Indicador Complejidad Parametro [], Min-Max
Dist. Generacional O(|A| ∗ |R|) Conj. Ref. [0,∞),Min
ǫ-indicator O(n ∗ |A| ∗ |R|) Conj. Ref. [0,∞),Min
Hipervolumen O(|A|n) Pto. Ref. [0,∞),Max
Relacio´n de cobertura O(|A| ∗ |B|) - [0,1],Max
Spread O(|A|2) - [0,n],Min
5.3.3. Configuracio´n parame´trica de las metaheur´ısticas
Una vez disen˜ada e implementada una determinada metaheur´ıstica, si queremos aplicarla para
resolver un problema de optimizacio´n de forma adecuada y aprovechar al ma´ximo sus capacidades,
debemos iniciar una fase de configuracio´n donde hallemos los mejores valores posibles de cada uno
de sus para´metros. Esta fase de configuracio´n es un paso muy importante cuando aplicamos te´cnicas
de este tipo ya que una eleccio´n incorrecta en los valores de estos para´metros puede provocar que
la heur´ıstica no encuentre soluciones suficientemente buenas e incluso, en muchos casos, que no
encuentre soluciones factibles o va´lidas. La metodolog´ıa de configuracio´n seguida para encontrar los
valores de los para´metros que mejor contribuyen en la resolucio´n del problema abordado en esta tesis
doctoral, el PDM, se incluye en esta seccio´n. Es importante destacar tambie´n que, aunque muchos
para´metros son compartidos por varios algoritmos, cada algoritmo define sus propios para´metros de
configuracio´n. Tambie´n es importante tener en cuenta que los valores obtenidos en nuestro estudio
parame´trico son los ma´s adecuados para resolver este problema concreto, por lo que puede ocurrir
que estos mismos valores no sean los ma´s adecuados cuando resolvamos otro tipo de problemas de
optimizacio´n.
En este trabajo hemos configurado las diez metaheur´ısticas implementadas (MO-VNS, DEPT,
MO-TLBO, MOABC, MO-GSA, MO-FA, MO-SFLA, MO-ABC/DE, NSGA-II y SPEA2) realizan-
do una enorme cantidad de pruebas y experimentos para encontrar los valores ma´s adecuados de
sus para´metros (ver Secciones 6.1.1-6.1.9). En la Tabla 5.9 mostramos un listado con los para´metros
configurados e indicamos que´ algoritmos los aplican en sus correspondientes esquemas. Si analizamos
los datos mostrados en la Tabla 5.9, podemos apreciar como, por ejemplo, para configurar el algo-
ritmo DEPT, debemos estudiar los valores de cuatro para´metros: el taman˜o de la poblacio´n (NP ),
la probabilidad de cruce (CR), el factor de mutacio´n (F ) y el esquema de seleccio´n (SCHEME).
Si tenemos en cuenta tambie´n que para cada para´metro probamos un mı´nimo de cinco valores (es-
cogidos de forma que abarquen en lo posible el rango de valores que este puede adoptar), y que
hemos realizado 30 ejecuciones independientes en cada prueba; podemos apreciar el coste temporal
que supondr´ıa probar todas las configuraciones posibles. Es por ello que antes de iniciar la fase de
configuracio´n de un determinado algoritmo llevamos a cabo un pequen˜o estudio donde analizamos
la influencia de cada uno de sus para´metros. Segu´n las conclusiones obtenidas, realizamos una orde-
nacio´n de los mismos y procedemos a configurarlos uno a uno, estableciendo valores fijos intermedios
para los para´metros que no se este´n configurando en ese momento.
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Tabla 5.9: Para´metros configurados en las metaheur´ısticas implementadas.
Para´metro Algoritmos donde el para´metro es configurado
Taman˜o de la poblacio´n (NP ) Todos excepto MO-VNS
Probabilidad de cruce (CR) NSGA-II, DEPT, MO-TLBO, MO-ABC/DE
Probabilidad de mutacio´n (PM) NSGA-II, SPEA2, MO-SFLA
Desplazamiento de mutacio´n (M) NSGA-II, SPEA2, MO-VNS, MOABC, MO-ABC/DE
Elitismo en la eleccio´n de padres (ECR) NSGA-II
Nu´mero de vecindades (NV ) MO-VNS
Factor de mutacio´n (F ) DEPT, MO-ABC/DE
Esquema de seleccio´n (SCHEME) DEPT, MO-ABC/DE
Factor de apredizaje (TF ) MO-TLBO
Nu´mero de abejas exploradoras (SB) MOABC
Constante gravitacional (G0), kbest, α, β0, γ, ǫ MO-GSA
Probabilidad de movimiento (MV ) MO-FA
Subpoblaciones (MEMEPLEX) MO-SFLA
Taman˜o de cada MEMEPLEX (Q) MO-SFLA
Factor de aceleracio´n evolutiva (P ) MO-SFLA
Generaciones parciales (GEN) MO-SFLA
L´ımite (LIMIT ) MO-ABC/DE
5.3.4. Evaluacio´n estad´ıstica de las metaheur´ısticas
Como expusimos en el Cap´ıtulo 3 de esta tesis, las metaheur´ısticas son estrategias aproximadas no
deterministas, por lo que ejecutar diferentes veces la misma estrategia sobre un mismo problema no
garantiza encontrar la misma solucio´n. Dado un determinado problema de optimizacio´n, el objetivo
de toda metaheur´ıstica consiste ba´sicamente en encontrar soluciones de alta calidad en un tiempo
razonable. Por otro lado, teniendo en cuenta que estamos trabajando con metaheur´ısticas y que
no conocemos cua´l sera´ la solucio´n o´ptima para el problema concreto con el que se trabaja, se hace
necesario realizar comparaciones emp´ıricas con las que se permite evaluar la calidad de las soluciones
aportadas por estas te´cnicas. En este sentido, los resultados deben ser validados con un nu´mero
mı´nimo de ejecuciones independientes, las cuales, adema´s, deben ser analizadas estad´ısticamente.
As´ı pues, tal y como explicamos en la Seccio´n 5.3.3, hemos realizado 30 ejecuciones independientes
con cada algoritmo y para cada experimento, tras lo cual realizamos un ana´lisis estad´ıstico global para
poder afirmar que los datos obtenidos son estad´ısticamente significativos y no fruto de variaciones
aleatorias [167], [168] y [169].
Desde el punto de vista estad´ıstico, los resultados que se obtienen con las ejecuciones independi-
entes que se hacen con cada algoritmo pueden ser consideradas como muestras de una distribucio´n
de probabilidad. Para dotar de validez cient´ıfica a dichos datos aplicamos el ana´lisis que se describe
en la Figura 5.6. Sin embargo, antes de utilizar cualquier te´cnica estad´ıstica, deben tenerse en cuenta
las condiciones de aplicacio´n de la misma, ya que antes de utilizar un me´todo determinado hay que
comprobar que se cumplan los requisitos de ese me´todo, debiendo aplicar un ana´lisis alternativo en
caso de no cumplirse. En este trabajo se ha estudiado, en primer lugar, la distribucio´n de los datos
mediante un diagrama de dispersio´n. De esta forma se comprueba que los datos provenientes de los
distintos experimentos presentan una relativamente baja dispersio´n. A continuacio´n se ha realizado
un estudio descriptivo de los datos examinando las medias y desviaciones t´ıpicas, poniendo especial
atencio´n en los resultados at´ıpicos obtenidos. Finalmente se ha realizado un ana´lisis global de los
datos, bien mediante un ana´lisis de la varianza (test de ANOVA), o caso de no poder aplicarse ANO-
VA, mediante un estudio no parame´trico (test de Kruskal-Wallis). Lo´gicamente el ana´lisis descrito
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Normalidad
Kolmogorov-Smirnov Shapiro-Wilk Levene
Homogeneidad Varianzas
Kruskal-Wallis ANOVA
Si uno o más tests son negativos Si todos los tests son positivos
Resultados
Experimentales
Numero Mínimo de
Ejecuciones
Análisis
Estadístico
Comparativas con
Otros Resultados
Figura 5.6: Representacio´n gra´fica del estudio estad´ıstico llevado a cabo en nuestras com-
parativas.
en este cap´ıtulo no es u´nico, pudie´ndose aplicar muchos otros me´todos, pero el que aqu´ı se propone
resulta adecuado tanto por la naturaleza de los datos como por el objetivo que se persigue con dicho
ana´lisis, que no es otro que el de verificar que los datos son relevantes estad´ısticamente y no fruto
de la casualidad. En la aplicacio´n de todos los tests presentados en la Figura 5.6 siempre hemos
considerado un nivel de confidencia del 95%, es decir, un p− value = 0, 05.
5.3.5. Comparativas con otras herramientas biolo´gicas
Cuando trabajamos con problemas biolo´gicos es importante estudiar la relevancia biolo´gica de
las soluciones obtenidas para conocer si la formulacio´n disen˜ada para abordar el problema se adapta
correctamente a las necesidades requeridas en el mundo real. Para hacer esto, comparamos los mo-
tifs descubiertos por los algoritmos implementados con las soluciones descubiertas por un total de
trece herramientas biolo´gicas bien conocidas en la literatura. Las herramientas con las que hemos
comparado nuestros resultados, en el mismo orden de aparicio´n que en la Seccio´n 2.1.1, son: Consen-
sus [7], MEME [8], AlignACE [10], ANN Spec [11], Improbizer [9], MotifSampler [12], GLAM [13],
SeSiMCMC [14], Oligo/Dyad-Analysis [1] y [2], MITRA [3], YMF [4], QuickScore [5] y Weeder [6].
Dado que para cada conjunto de datos D, incluido en la Seccio´n 5.2.1, conocemos las posiciones de
los Puntos de Unio´n de los Factores de Transcripcio´n (TFBS) y que para cada herramienta biolo´gica
T disponemos del conjunto de TFBS predichos (informacio´n disponible en [170]); podemos medir la
correccio´n de la herramienta T en D a nivel de nucleo´tido y cadena. Para analizar la correccio´n de
las predicciones a nivel de nucleo´tido definimos las siguientes medidas:
nTP es el nu´mero de posiciones (nucleo´tidos) que hemos sido capaces de predecir correcta-
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mente.
nFN es el nu´mero de posiciones (nucleo´tidos) que no hemos sido capaces de predecir.
nFP es el nu´mero de posiciones (nucleo´tidos) que creemos haber predicho pero que no forman
parte del TFBS.
nTN es el nu´mero de posiciones (nucleo´tidos) que no forman parte del TFBS y que no hemos
predicho.
Por otro lado, refirie´ndonos a las predicciones a nivel de cadena decimos que una prediccio´n
realizada se solapa con el TFBS cuando al menos una cuarta parte de su taman˜o ha sido correcta-
mente predicha (aunque este valor parece arbitrario, la experiencia dice que aunque se corte parte
de la prediccio´n, con este valor se puede obtener informacio´n suficiente para apreciar correctamente
la cadena obtenida). A nivel de cadena tenemos pues:
sTP es el nu´mero de cadenas (TFBS) que hemos solapado con nuestras predicciones.
sFN es el nu´mero de cadenas (TFBS) que no hemos solapado con nuestras predicciones.
sFP es el nu´mero de predicciones realizadas que no se solapan con ningu´n TFBS.
Utilizando estas medidas podemos definir a nivel de nucleo´tido (x = n) y cadena (x = s) la
Sensibilidad (Sensitibity - xSn),
xSn =
xTP
(xTP + xFN)
(5.7)
el Valor de Prediccio´n Positiva (Positive Predictive Value - xPPV ),
xPPV =
xTP
(xTP + xFP )
(5.8)
donde xSn nos proporciona la fraccio´n de TFBS (o nucleo´tidos) conocidos que han sido predichos y
xPPV la fraccio´n de TFBS (o nucleo´tidos) predichos que son conocidos.
Finalmente, es importante tambie´n considerar otras me´tricas que, en cierto modo, evalu´an en
te´rmino medio algunos de estos indicadores. Uno de estos indicadores se define en [171] como el
Coeficiente de Rendimiento (Performance Coefficient, nPC) a nivel de nucleo´tido:
nPC =
nTP
(nTP + nFN + nFP )
(5.9)
Por otro lado, siguiendo el trabajo de [172] definimos tambie´n el Coeficiente de Correlacio´n
(Correlation Coefficient, nCC) a nivel de nucleo´tido como:
nCC =
nTP · nTN − nFN · nFP√
(nTP + nFN) · (nTN + nFP ) · (nTP + nFP ) · (nTN + nFN) (5.10)
y el Rendimiento Medio de Sitio (Average Site Performance, sASP ) a nivel de cadena como:
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sASP =
(sSn+ sPPV )
2
(5.11)
El valor de todas estas me´tricas se mueven en el rango -1 (peor valor posible) y +1 (valor deseado),
de modo que si los motifs predichos coinciden exactamente con los TFBS conocidos, obtendr´ıamos
un valor igual a +1 en todos los indicadores.
5.4. Resumen
En este cap´ıtulo hemos descrito la metodolog´ıa seguida en las diferentes fases de desarrollo de
esta tesis doctoral y hemos descrito los materiales utilizados. En primer lugar hemos detallado en lo
posible las plataformas utilizadas para la realizacio´n de todos los subtrabajos presentados, indicando
tambie´n las versiones de todo el software utilizado. A continuacio´n, hemos descrito los conjuntos de
datos o instancias del PDM resueltas, explicando los motivos que nos han llevado a escogerlas. Por
u´ltimo, hemos definido todos los aspectos relativos a la experimentacio´n tales como la representacio´n
de los individuos utilizada en los algoritmos implementados, las me´tricas multiobjetivo aplicadas
para evaluar la calidad de los resultados obtenidos, como hemos llevado a cabo la configuracio´n
parame´trica de cada metaheur´ıstica, que´ metodolog´ıa estad´ıstica hemos utilizado para demostrar
que las diferencias existentes entre los resultados obtenidos por los algoritmos son estad´ısticamente
relevantes y, finalmente, hemos explicado como hemos realizado las comparativas biolo´gicas con
otros autores y con que´ herramientas hemos comparado las predicciones descubiertas. Con toda esta
informacio´n pretendemos clarificar el escenario sobre el cual hemos trabajado y dar a conocer todos
los aspectos relativos a la experimentacio´n llevada a cabo. De este modo facilitamos que este trabajo
sea reproducible al 100%.
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CAPI´TULO 6
Aplicacio´n de las metaheur´ısticas para descubrir motifs
En este cap´ıtulo abordamos el PDM aplicando metaheur´ısticas. Gracias al trabajo realizado por
M. Tompa et al. [15] disponemos de un amplio conjunto de instancias biolo´gicas pertenecientes a
diferentes organismos (Seccio´n 5.2.1) que nos permiten analizar el funcionamiento de los algoritmos
evolutivos multiobjetivo disen˜ados en esta tesis doctoral (ver Seccio´n 4.4). En la primera seccio´n de
este cap´ıtulo (Seccio´n 6.1) estudiamos los resultados obtenidos por las metaheur´ısticas (MO-VNS,
DEPT, MO-TLBO, MOABC, MO-GSA, MO-FA, MO-SFLA y MO-ABC/DE) cuando resolvemos las
instancias biolo´gicas previamente mencionadas, comparando sus resultados con los obtenidos por dos
algoritmos esta´ndar en optimizacio´n multiobjetivo como son NSGA-II y SPEA2. Una vez comparados
los resultados obtenidos por cada metaheur´ıstica presentamos una amplia comparativa entre todas
ellas en la Seccio´n 6.2 donde debatimos aspectos como, por ejemplo, que´ metaheur´ıstica ser´ıa la ma´s
adecuada para resolver instancias con ciertas caracter´ısticas. En esta u´ltima seccio´n presentamos
tambie´n un extenso ana´lisis biolo´gico de los resultados obtenidos por el mejor de nuestros algoritmos,
comparando loas predicciones realizadas con las descubiertas por otras trece herramientas biolo´gicas
conocidas dentro del campo de la biolog´ıa.
6.1. Experimentos y ana´lisis de los resultados obtenidos por
las metaheur´ısticas
En esta seccio´n estudiamos y analizamos los resultados obtenidos por cada metaheur´ıstica. Para
ello, utilizamos como benchmark las 54 instancias presentadas en la Seccio´n 5.2.1 que incluyen
informacio´n biolo´gica de cuatro organismos: drosophila melanogaster (las que comienzan por dm),
homo sapiens (hm), mus musculus (mus) y saccharomyces cerevisiae (yst). Para evaluar los resultados
utilizamos los indicadores multiobjetivo presentados en la Seccio´n 5.3.2, el hipervolumen y la relacio´n
de cobertura; y comparamos los resultados obtenidos con los logrados por los algoritmos NSGA-II
y SPEA2. Estos resultados se muestran en las Secciones 6.1.1-6.1.9.
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6.1.1. Resultados de los algoritmos NSGA-II y SPEA2
En esta seccio´n analizamos los resultados de dos de los algoritmos ma´s consolidados en el campo
de la optimizacio´n multiobjetivo, el Algoritmo Gene´tico de Ordenacio´n No-dominada II (Nondom-
inated Sorting Genetic Algorithm II - NSGA-II) y el Algoritmo Evolutivo de Fuerzas Pareto 2
(Strength Pareto Evolutionary Algorithm 2 - SPEA2) descritos en las Secciones 4.4.9 y 4.4.10. Estos
algoritmos multiobjetivo se han ganado una importante fama internacional debido a los buenos re-
sultados que han cosechado en una gran cantidad de problemas pertenecientes a diversos campos de
investigacio´n. Implementando estas dos te´cnicas dispondremos de un punto de referencia a la hora
de comparar los resultados obtenidos por las metaheur´ısticas desarrolladas a continuacio´n. Como ya
explicamos, ambos algoritmos comparten los para´metros de configuracio´n utilizados: taman˜o de la
poblacio´n (NP ), probabilidad de cruce (CR), probabilidad de mutacio´n (PM) y desplazamiento de
mutacio´n (M). Para configurar el valor de estos para´metros seguimos la metodolog´ıa descrita en la
Seccio´n 5.3.3. Los valores probados y finalmente establecidos para cada para´metro se muestran en
la Tabla 6.1. Como podemos apreciar, ambos algoritmos se comportan de forma bastante similar,
consiguiendo los mejores resultados definiendo una poblacio´n de 200 individuos, aplicando un cruce
del 60% y del 50%, aplicando unas probabilidades de mutacio´n altas (50% para NSGA-II y 90%
para SPEA2) y un desplazamiento de mutacio´n del 30%. Finalmente, ambos algoritmos hacen uso
tambie´n de un para´metro que define el elitismo (ECR) aplicado en la fase de seleccio´n de padres en
el cruce de individuos. Este para´metro establece la probabilidad de que al realizar el cruce (cruce
con un punto aleatorio) la primera mitad del nuevo individuo sea escogida del mejor de los padres.
Tras realizar pruebas con los siguientes valores: 50%, 60%, 70%, 80%, 90% y 100%, vimos como
aplicando un elitismo del 50% se obten´ıan los mejores resultados en ambos algoritmos.
Para disponer de unos resultados de referencia que nos permitan averiguar si las metaheur´ıs-
ticas desarrolladas posteriormente funcionan adecuadamente y consiguen realizar predicciones de
calidad, hemos resuelto las 54 instancias presentadas en la Seccio´n 5.2.1 con los algoritmos NSGA-II
y SPEA2. Para medir la calidad de los resultados obtenidos hemos utilizado la me´trica hipervolumen
descrita en la Seccio´n 5.3.2, y para demostrar que las diferencias existentes entre los diferentes datos
son estad´ısticamente significativas hemos aplicado el estudio estad´ıstico detallado en la Seccio´n 5.3.4.
Los hipervolu´menes obtenidos por ambos algoritmos se muestran en la Tabla 6.2. Para facilitar el
ana´lisis de los datos hemos ordenado las instancias biolo´gicas resueltas por complejidad, mostrando
la instancia ma´s simple en la primera fila de cada organismo y la ma´s compleja al final. Analizando
los resultados mostrados podemos apreciar como el algoritmo SPEA2 consigue el mejor resultado en
37 de las 54 instancias, mientras que el algoritmo NSGA-II solo consigue el mayor hipervolumen en
Tabla 6.1: Configuracio´n parame´trica de los algoritmos NSGA-II y SPEA2.
Algoritmo Para´metro Valores probados
NSGA-II Taman˜o de la poblacio´n (NP ) 50, 75, 100, 125, 150, 175, 200, 225, 250
Probabilidad de cruce (CR) 10%, 25%, 50%, 55%, 60%, 65%, 70%, 75%, 90%
Elitismo en la eleccio´n de padres (ECR) 50%, 60%, 70%, 80%, 90%, 100%
Probabilidad de mutacio´n (PM) 10%, 25%, 50%, 75%, 90%
Desplazamiento de mutacio´n (M) 10%, 25%, 30%, 35%, 40% 45%, 50%, 75%, 90%
SPEA2 Taman˜o de la poblacio´n (NP ) 50, 75, 100, 125, 150, 175, 200, 225, 250
Probabilidad de cruce (CR) 10%, 25%, 50%, 75%, 90%
Elitismo en la eleccio´n de padres (ECR) 50%, 60%, 70%, 80%, 90%, 100%
Probabilidad de mutacio´n (PM) 10%, 25%, 50%, 75%, 90%
Desplazamiento de mutacio´n (M) 10%, 25%, 30%, 35%, 40% 45%, 50%, 75%, 90%
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Tabla 6.2: Comparativa entre los hipervolu´menes de NSGA-II y SPEA2.
NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR
dm05g 85,44% 0,009 86,27% 0,011 +
dm08m 85,67% 0,011 86,03% 0,006 +
dm07m 85,40% 0,008 86,29% 0,008 +
dm03m 84,67% 0,007 86,09% 0,012 +
dm04g 82,24% 0,012 82,44% 0,011 - •
dm01g 82,69% 0,007 82,87% 0,007 +
mus09r 92,88% 0,005 93,45% 0,003 +
mus07g 87,97% 0,019 89,35% 0,005 +
mus01r 85,30% 0,007 86,47% 0,007 +
mus12m 85,44% 0,005 85,88% 0,005 +
mus08m 84,63% 0,009 85,19% 0,006 +
mus06g 83,19% 0,005 84,21% 0,003 +
mus05r 80,78% 0,007 80,80% 0,004 - •
mus03g 77,48% 0,005 77,48% 0,005 - •
mus04m 65,60% 0,017 66,82% 0,018 +
mus02r 60,63% 0,012 59,60% 0,015 +
mus11m 39,00% 0,036 45,66% 0,014 +
mus10g 35,45% 0,032 42,53% 0,010 +
yst05r 86,27% 0,006 86,74% 0,005 +
yst02g 81,88% 0,007 82,15% 0,007 +
yst07m 76,24% 0,004 75,46% 0,006 +
yst06g 71,63% 0,005 73,29% 0,006 +
yst04r 75,18% 0,005 71,64% 0,006 +
yst03m 65,16% 0,021 66,24% 0,011 +
yst10m 65,72% 0,005 65,56% 0,006 +
yst01g 62,52% 0,015 61,14% 0,013 +
yst08r 66,25% 0,017 56,88% 0,011 +
yst09g 44,82% 0,012 41,24% 0,007 +
• Diferencias no significativas estad´ısticamente entre NSGA-II y SPEA2
NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR
hm12r 94,12% 0,004 94,55% 0,003 +
hm14r 93,76% 0,003 94,22% 0,004 +
hm25g 93,63% 0,002 93,98% 0,001 +
hm15r 83,61% 0,013 86,12% 0,021 +
hm05r 86,22% 0,024 86,58% 0,010 +
hm23r 80,84% 0,007 81,16% 0,005 +
hm19g 80,64% 0,005 80,03% 0,005 +
hm18m 78,81% 0,006 78,32% 0,005 +
hm21g 79,59% 0,006 78,77% 0,006 +
hm07m 78,83% 0,005 78,54% 0,005 +
hm22m 76,09% 0,005 75,34% 0,004 +
hm13r 75,74% 0,008 75,32% 0,006 +
hm10m 75,79% 0,006 75,37% 0,007 +
hm16g 70,14% 0,010 71,66% 0,017 +
hm11g 66,42% 0,016 66,47% 0,015 - •
hm24m 64,98% 0,013 65,05% 0,016 - •
hm26m 61,10% 0,012 60,01% 0,013 +
hm06g 60,89% 0,010 59,98% 0,012 +
hm02r 60,08% 0,013 58,64% 0,018 +
hm03r 47,83% 0,040 53,06% 0,016 +
hm09g 48,15% 0,045 51,95% 0,015 +
hm17g 47,13% 0,032 50,90% 0,009 +
hm04m 43,32% 0,034 46,39% 0,009 +
hm08m 42,26% 0,023 42,65% 0,010 +
hm01g 31,79% 0,040 33,49% 0,011 +
hm20r 19,31% 0,014 20,77% 0,006 +
Media 70,76% 71,24%
Victorias 18/54 37/54
18 de las 54 instancias resueltas, por lo que parece que el esquema seguido por el algoritmo SPEA2
lo favorece en este caso particular. Si adema´s analizamos el hipervolumen medio logrado por ambas
metaheur´ısticas, la superioridad de SPEA2 es aun ma´s evidente. Estos algoritmos, tal y como se
indica en las Secciones 4.4.9 y 4.4.10, esta´n implementados siguiendo los esquemas originales prop-
uestos por sus correspondientes autores, por lo que podemos afirmar que con los datos mostrados
en la Tabla 6.2 disponemos de unos resultados obtenidos por dos de los algoritmos evolutivos mul-
tiobjetivo ma´s exitosamente aplicados en la resolucio´n de problemas de optimizacio´n de todo tipo.
Teniendo en cuenta esta observacio´n, utilizaremos estos mismos resultados para demostrar que las
metaheur´ısticas disen˜adas en esta tesis doctoral logran resultados de calidad.
6.1.2. Resultados del algoritmo MO-VNS
En esta seccio´n analizamos los resultados de la Bu´squeda de Entornos Variables Multiobjetivo
(Multiobjective Variable Neighbourhood Search - MO-VNS) descrito en la Seccio´n 4.4.1. Como ya
explicamos, este algoritmo define dos para´metros importantes: el nu´mero de vecindades (NV ) y la
cantidad de mutacio´n (M) que aplicamos en el proceso de bu´squeda local. Tras realizar numerosos
experimentos de configuracio´n, los valores de cada para´metro que mejores resultados han obtenido se
muestran en negrita en la Tabla 6.3. Como podemos ver, el algoritmo consigue los mejores resultados
definiendo un nu´mero no demasiado elevado de vecindades, un total de 5, que hemos emparejado
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Tabla 6.3: Configuracio´n parame´trica del algoritmo MO-VNS.
Para´metro Valores probados
Nu´mero de vecindades (NV ) 1, 5, 10, 15, 20
Desplazamiento de mutacio´n (M) 10%, 25%, 30%, 35%, 40% 45%, 50%, 75%, 90%
con los porcentajes 10%, 25%, 50%, 75% y 90%, respectivamente. De este modo, cuando nos
encontramos en la primera vecindad aplicamos una probabilidad de mutacio´n del 10%, en la segunda
del 25%, y as´ı sucesivamente. El segundo para´metro indica la ‘cantidad’ de mutacio´n que se aplica en
la variacio´n del valor de los cromosomas en el proceso de bu´squeda local. Este valor esta´ directamente
relacionado con los valores ma´ximos que puede adoptar cada cromosoma. Teniendo en cuenta la
representacio´n de los individuos utilizada en nuestros algoritmos (Seccio´n 5.3.1) vemos como el
taman˜o del motif esta acotado en el rango [7,64], siendo su 64 su valor ma´ximo; y las posiciones
iniciales de los motifs candidatos dependen del taman˜o de las secuencias de la instancias abordada
(SEQSIZE) tomando valores entre 0 y SEQSIZE. Con todo esto, cuando aplicamos una cantidad
de mutacio´n del 30% lo que hacemos es generar un valor entre el rango [0, 30% de 64] para el
taman˜o y entre el rango [0, 30% de SEQSIZE] para las posiciones iniciales que sera´ sumado o
restado al valor actual del cromosoma. Tras realizar pruebas con los valores 10%, 25%, 50%, 75% y
90%, observamos resultados muy parecidos entre el 25% y el 50% por lo que analizamos los valores
intermedios 30%, 35%, 40% y 45%, obtenie´ndose con el 30% los mejores resultados.
Una vez configurado adecuadamente el algoritmo MO-VNS procedemos con el ana´lisis de los
Tabla 6.4: Comparativa entre los hipervolu´menes de MO-VNS, NSGA-II y SPEA2.
MO-VNS NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
dm05g 85,88% 0,008 85,44% 0,009 86,27% 0,011 +
dm08m 85,75% 0,007 85,67% 0,011 86,03% 0,006 - ‡
dm07m 85,87% 0,007 85,40% 0,008 86,29% 0,008 +
dm03m 85,56% 0,007 84,67% 0,007 86,09% 0,012 +
dm04g 82,90% 0,008 82,24% 0,012 82,44% 0,011 - •
dm01g 82,95% 0,006 82,69% 0,007 82,87% 0,007 - †
mus09r 84,79% 0,061 92,88% 0,005 93,45% 0,003 +
mus07g 89,08% 0,015 87,97% 0,019 89,35% 0,005 +
mus01r 85,90% 0,007 85,30% 0,007 86,47% 0,007 +
mus12m 85,41% 0,006 85,44% 0,005 85,88% 0,005 - ‡
mus08m 85,11% 0,007 84,63% 0,009 85,19% 0,006 - †
mus06g 84,21% 0,007 83,19% 0,005 84,21% 0,003 - †
mus05r 81,45% 0,006 80,78% 0,007 80,80% 0,004 - •
mus03g 77,39% 0,018 77,48% 0,005 77,48% 0,005 - † • ‡
mus04m 65,49% 0,021 65,60% 0,017 66,82% 0,018 - ‡
mus02r 59,34% 0,025 60,63% 0,012 59,60% 0,015 - †
mus11m 49,54% 0,031 39,00% 0,036 45,66% 0,014 +
mus10g 46,22% 0,030 35,45% 0,032 42,53% 0,010 +
yst05r 86,61% 0,007 86,27% 0,006 86,74% 0,005 +
yst02g 82,50% 0,007 81,88% 0,007 82,15% 0,007 +
yst07m 74,22% 0,032 76,24% 0,004 75,46% 0,006 +
yst06g 72,04% 0,028 71,63% 0,005 73,29% 0,006 +
yst04r 72,88% 0,028 75,18% 0,005 71,64% 0,006 +
yst03m 65,03% 0,026 65,16% 0,021 66,24% 0,011 - ‡
yst10m 66,08% 0,005 65,72% 0,005 65,56% 0,006 +
yst01g 61,48% 0,021 62,52% 0,015 61,14% 0,013 +
yst08r 63,03% 0,025 66,25% 0,017 56,88% 0,011 +
yst09g 45,74% 0,037 44,82% 0,012 41,24% 0,007 +
† Diferencias no significativas estad´ısticamente entre MO-VNS y SPEA2
‡ Diferencias no significativas estad´ısticamente entre MO-VNS y NSGA-II
• Diferencias no significativas estad´ısticamente entre NSGA-II y SPEA2
MO-VNS NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
hm12r 90,69% 0,034 94,12% 0,004 94,55% 0,003 +
hm14r 86,77% 0,062 93,76% 0,003 94,22% 0,004 +
hm25g 79,92% 0,062 93,63% 0,002 93,98% 0,001 +
hm15r 85,23% 0,016 83,61% 0,013 86,12% 0,021 +
hm05r 85,41% 0,007 86,22% 0,024 86,58% 0,010 +
hm23r 81,57% 0,007 80,84% 0,007 81,16% 0,005 +
hm19g 80,35% 0,007 80,64% 0,005 80,03% 0,005 +
hm18m 79,38% 0,007 78,81% 0,006 78,32% 0,005 +
hm21g 79,76% 0,007 79,59% 0,006 78,77% 0,006 +
hm07m 79,66% 0,006 78,83% 0,005 78,54% 0,005 +
hm22m 74,12% 0,028 76,09% 0,005 75,34% 0,004 +
hm13r 72,88% 0,031 75,74% 0,008 75,32% 0,006 +
hm10m 72,36% 0,034 75,79% 0,006 75,37% 0,007 +
hm16g 70,36% 0,026 70,14% 0,010 71,66% 0,017 - ‡
hm11g 63,86% 0,028 66,42% 0,016 66,47% 0,015 - •
hm24m 62,65% 0,028 64,98% 0,013 65,05% 0,016 - •
hm26m 60,98% 0,025 61,10% 0,012 60,01% 0,013 - ‡
hm06g 59,43% 0,019 60,89% 0,010 59,98% 0,012 +
hm02r 59,04% 0,022 60,08% 0,013 58,64% 0,018 - †
hm03r 58,75% 0,014 47,83% 0,040 53,06% 0,016 +
hm09g 57,72% 0,017 48,15% 0,045 51,95% 0,015 +
hm17g 55,12% 0,019 47,13% 0,032 50,90% 0,009 +
hm04m 52,21% 0,022 43,32% 0,034 46,39% 0,009 +
hm08m 46,81% 0,037 42,26% 0,023 42,65% 0,010 +
hm01g 34,40% 0,029 31,79% 0,040 33,49% 0,011 +
hm20r 22,67% 0,027 19,31% 0,014 20,77% 0,006 +
Media 71,20% 70,76% 71,24%
Victorias 20/54 13/54 23/54
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Tabla 6.5: Relacio´n de cobertura entre MO-VNS, NSGA-II y SPEA2.
MO-VNS NSGA-II SPEA2 Media
MO-VNS X 84,91% 85,47% 85,19%
NSGA-II 29,95% X 66,94% 48,44%
SPEA2 32,22% 55,34% X 43,78%
Media 31,08% 70,12% 76,20% X
resultados obtenidos. Para ello, primero comparamos los hipervolu´menes obtenidos por el algoritmo
MO-VNS, cuando resolvemos las 54 instancias utilizadas como benchmark, con los obtenidos por los
algoritmos NSGA-II y SPEA2, los cuales, como ya sabemos, son considerados algoritmos esta´ndar
en el campo de la optimizacio´n multiobjetivo. Los resultados de esta comparativa se muestran en la
Tabla 6.4. Para facilitar el ana´lisis de los datos hemos ordenado las instancias biolo´gicas resueltas
por complejidad, mostrando la instancia ma´s simple en la primera fila de cada organismo y la ma´s
compleja al final. Si centramos nuestra atencio´n en los resultados medios mostrados en la u´ltima
fila de la Tabla 6.4 podemos observar como el algoritmo MO-VNS no es el mejor algoritmo (obtiene
un hipervolumen medio de 71,20% frente al 71,24% de SPEA2 y consigue el mejor resultado en 20
frente a las 23 conseguidas por el mismo algoritmo). Sin embargo, el algoritmo MO-VNS es capaz
de escalar mejor que sus competidores. Si analizamos los resultados por filas, podemos ver como en
las instancias ma´s sencillas de cada organismo, el algoritmo SPEA2 consigue los mejores resultados
pero, a medida que la complejidad de las instancias aumenta, el algoritmo MO-VNS pasa a obtener
los mejores resultados, consiguiendo los mayores hipervolu´menes en las 2 instancias ma´s complejas
de tipo DM, en las 2 ma´s complejas de tipo HM, en la ma´s compleja de tipo MUS, y finalmente, en
las 7 ma´s complejas de tipo HM. Por todo ello, parece lo´gico suponer que si la complejidad de las
instancias continua creciendo, MO-VNS funcionar´ıa aun mejor que NSGA-II y SPEA2.
Para reafirmar las conclusiones obtenidas en la comparativa anterior, realizamos una segunda
comparativa donde utilizamos como me´trica multiobjetivo la relacio´n de cobertura (indicador detal-
lado en la Seccio´n 5.3.2). Analizando los resultados presentados en la Tabla 6.5, podemos ver como
los resultados obtenidos por el algoritmo MO-VNS son capaces de cubrir de media un 84,91% de
las soluciones del NSGA-II y un 85,47% de las soluciones del algoritmo SPEA2, mientras que estos
son solo capaces de cubrir un 29,95% y un 32,22% de las soluciones obtenidas por el MO-VNS.
Esto quiere decir que, aunque NSGA-II y SPEA2 funcionan bien en las instancias ma´s simples, el
algoritmo MO-VNS consigue mejoras ma´s significativas en las instancias ma´s complejas, contrare-
stando la desventaja de las instancias ma´s simples. Adema´s, si analizamos las medias entre los tres
algoritmos, vemos tambie´n como el MO-VNS es el algoritmo que ma´s porcentaje de cobertura logra
(valores presentados en la u´ltima columna) y es la te´cnica cubierta por un menor porcentaje (valores
presentados en la u´ltima fila). Es importante destacar tambie´n que, aunque el algoritmo SPEA2
consigue mayores hipervolu´menes que NSGA-II en la mayor´ıa de instancias, este u´ltimo consigue
encontrar un mayor nu´mero de soluciones capaces de cubrir soluciones de SPEA2, vie´ndose as´ı un
poco ma´s favorecido en esta segunda comparativa.
6.1.3. Resultados del algoritmo DEPT
En esta seccio´n analizamos los resultados obtenidos por la Evolucio´n Diferencial con Torneos de
Pareto (Differential Evolution with Pareto Tournaments - DEPT) descrito en la Seccio´n 4.4.2. Como
ya explicamos, este algoritmo define cuatro para´metros importantes: el taman˜o de la poblacio´n (NP ),
la probabilidad de cruce (CR), el factor de mutacio´n (F ) y el esquema de seleccio´n (SCHEME)
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utilizado para definir como es aplicado el cruce y la mutacio´n. Tras realizar numerosos experimentos
encontramos los valores que permiten conseguir al algoritmo los mejores resultados cuando resolve-
mos el PDM, estos valores se incluyen en negrita en la Tabla 6.6. Siguiendo la metodolog´ıa descrita
en la Seccio´n 5.3.3, definimos un mı´nimo de cinco valores distintos para cada para´metro, tratando de
abarcar en lo posible el rango de valores del para´metro y analizar cua´l de ellos consigue los mejores
resultados. Para el primer para´metro, el taman˜o de la poblacio´n (NP ), hemos estudiado el fun-
cionamiento del algoritmo definiendo poblaciones de 50, 100, 150, 200 y 250 individuos. Tras realizar
las pruebas pertinentes, observamos como los mejores resultados se obten´ıan con 200 soluciones. El
segundo para´metro configurado es la probabilidad de cruce (CR), valor que define el porcentaje de
cromosomas que cruzamos. Para configurarlo hemos realizado pruebas con los siguientes valores 10%,
25%, 50%, 75% y 90%, consiguie´ndose los mejores resultados con CR=25%. El tercer para´metro
configurado es el factor de mutacio´n, es decir, el valor que toma la F en los esquemas de seleccio´n
incluidos en la Tabla 4.1. Como podemos ver en la Tabla 6.6, los valores probados son diferentes a los
utilizados para el segundo para´metro, el CR. Esto es debido a que los mejores resultados se logran
considerando una mutacio´n del 10% y por ello probamos valores au´n ma´s pequen˜os, obtenie´ndose
Tabla 6.6: Configuracio´n parame´trica del algoritmo DEPT.
Para´metro Valores probados
Taman˜o de la poblacio´n (NP ) 50, 75, 100, 125, 150, 175, 200, 225, 250
Probabilidad de cruce (CR) 10%, 25%, 50%, 75%, 90%
Factor de mutacio´n (F ) 1%, 3%, 5%, 8%, 10%, 25%, 50%, 75%, 90%
Esquema de seleccio´n (SCHEME) Rand/1/bin
Tabla 6.7: Comparativa entre los hipervolu´menes de DEPT, NSGA-II y SPEA2.
DEPT NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
dm05g 81,55% 0,014 85,44% 0,009 86,27% 0,011 +
dm08m 81,30% 0,015 85,67% 0,011 86,03% 0,006 +
dm07m 81,01% 0,015 85,40% 0,008 86,29% 0,008 +
dm03m 81,38% 0,017 84,67% 0,007 86,09% 0,012 +
dm04g 79,78% 0,018 82,24% 0,012 82,44% 0,011 - •
dm01g 79,66% 0,017 82,69% 0,007 82,87% 0,007 +
mus09r 90,95% 0,002 92,88% 0,005 93,45% 0,003 +
mus07g 80,01% 0,034 87,97% 0,019 89,35% 0,005 +
mus01r 80,40% 0,017 85,30% 0,007 86,47% 0,007 +
mus12m 80,04% 0,018 85,44% 0,005 85,88% 0,005 +
mus08m 80,85% 0,010 84,63% 0,009 85,19% 0,006 +
mus06g 80,01% 0,020 83,19% 0,005 84,21% 0,003 +
mus05r 77,56% 0,019 80,78% 0,007 80,80% 0,004 - •
mus03g 77,61% 0,016 77,48% 0,005 77,48% 0,005 - † ‡ •
mus04m 74,31% 0,012 65,60% 0,017 66,82% 0,018 +
mus02r 70,02% 0,019 60,63% 0,012 59,60% 0,015 +
mus11m 58,85% 0,039 39,00% 0,036 45,66% 0,014 +
mus10g 55,34% 0,039 35,45% 0,032 42,53% 0,010 +
yst05r 80,76% 0,021 86,27% 0,006 86,74% 0,005 +
yst02g 78,21% 0,016 81,88% 0,007 82,15% 0,007 +
yst07m 76,81% 0,012 76,24% 0,004 75,46% 0,006 +
yst06g 74,94% 0,018 71,63% 0,005 73,29% 0,006 +
yst04r 73,50% 0,020 75,18% 0,005 71,64% 0,006 +
yst03m 73,26% 0,012 65,16% 0,021 66,24% 0,011 +
yst10m 63,49% 0,014 65,72% 0,005 65,56% 0,006 +
yst01g 70,72% 0,014 62,52% 0,015 61,14% 0,013 +
yst08r 67,80% 0,048 66,25% 0,017 56,88% 0,011 +
yst09g 55,70% 0,056 44,82% 0,012 41,24% 0,007 +
† Diferencias no significativas estad´ısticamente entre DEPT y SPEA2
‡ Diferencias no significativas estad´ısticamente entre DEPT y NSGA-II
• Diferencias no significativas estad´ısticamente entre NSGA-II y SPEA2
DEPT NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
hm12r 91,50% 0,005 94,12% 0,004 94,55% 0,003 +
hm14r 91,40% 0,003 93,76% 0,003 94,22% 0,004 +
hm25g 91,30% 0,008 93,63% 0,002 93,98% 0,001 +
hm15r 80,29% 0,022 83,61% 0,013 86,12% 0,021 +
hm05r 80,46% 0,019 86,22% 0,024 86,58% 0,010 +
hm23r 78,13% 0,018 80,84% 0,007 81,16% 0,005 +
hm19g 78,71% 0,022 80,64% 0,005 80,03% 0,005 +
hm18m 79,80% 0,014 78,81% 0,006 78,32% 0,005 +
hm21g 78,72% 0,012 79,59% 0,006 78,77% 0,006 - † ‡
hm07m 78,91% 0,017 78,83% 0,005 78,54% 0,005 - †
hm22m 76,98% 0,011 76,09% 0,005 75,34% 0,004 +
hm13r 77,24% 0,008 75,74% 0,008 75,32% 0,006 +
hm10m 77,11% 0,014 75,79% 0,006 75,37% 0,007 +
hm16g 78,42% 0,044 70,14% 0,010 71,66% 0,017 +
hm11g 74,54% 0,021 66,42% 0,016 66,47% 0,015 - •
hm24m 72,91% 0,012 64,98% 0,013 65,05% 0,016 - •
hm26m 70,68% 0,016 61,10% 0,012 60,01% 0,013 +
hm06g 70,68% 0,027 60,89% 0,010 59,98% 0,012 +
hm02r 70,85% 0,023 60,08% 0,013 58,64% 0,018 +
hm03r 65,03% 0,030 47,83% 0,040 53,06% 0,016 +
hm09g 65,20% 0,033 48,15% 0,045 51,95% 0,015 +
hm17g 64,12% 0,033 47,13% 0,032 50,90% 0,009 +
hm04m 60,90% 0,030 43,32% 0,034 46,39% 0,009 +
hm08m 57,15% 0,046 42,26% 0,023 42,65% 0,010 +
hm01g 42,98% 0,054 31,79% 0,040 33,49% 0,011 +
hm20r 25,33% 0,026 19,31% 0,014 20,77% 0,006 +
Media 73,80% 70,76% 71,24%
Victorias 29/54 5/54 21/54
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Tabla 6.8: Relacio´n de cobertura entre DEPT, NSGA-II y SPEA2.
DEPT NSGA-II SPEA2 Media
DEPT X 77,65% 75,38% 76,51%
NSGA-II 33,28% X 66,94% 50,11%
SPEA2 35,10% 55,34% X 45,22%
Media 34,19% 66,49% 71,16% X
finalmente los mejores resultados aplicando una mutacio´n del 3%. Por u´ltimo, hemos realizado prue-
bas con los diez esquemas de seleccio´n definidos por los autores del algoritmo original y descritos en
la Tabla 4.1. Los mejores resultados han sido obtenidos con el esquema de seleccio´n Rand/1/bin.
En la Tabla 6.7 incluimos en primer lugar la comparativa entre los hipervolumenes conseguidos
por el algoritmo DEPT y los algoritmos NSGA-II y SPEA2. Si analizamos los resultados presentados
en las dos u´ltimas filas, vemos como, en este caso, el algoritmo DEPT supera claramente a sus dos
competidores. Teniendo en cuenta los hipervolu´menes medios, vemos como el DEPT consigue un
resultado igual a 73,80%, mientras que NSGA-II y SPEA2 consiguen un resultado igual a 70,76% y
71,24%, respectivamente. Adema´s, analizando el nu´mero de instancias donde cada algoritmo consigue
el mayor hipervolumen, vemos como el algoritmo DEPT obtiene el mejor resultado en 29 de las 54
instancias resueltas, mientras que NSGA-II y SPEA2 lo hacen en 5 y 21 respectivamente. Por otro
lado, si analizamos la tabla de resultados en mayor profundidad, podemos observar como el algoritmo
SPEA2 (mejor algoritmo esta´ndar) consigue los mejores resultados en las instancias ma´s sencillas.
Sin embargo, cuando la complejidad de las instancias aumenta, el algoritmo DEPT consigue mayores
hipervolu´menes, consiguiendo en algunos casos diferencias de hasta el 15%.
En segundo lugar, si estudiamos los resultados obtenidos de comparar la calidad de las soluciones
descubiertas por los tres algoritmos (DEPT, NSGA-II y SPEA2) utilizando la relacio´n de cobertura
(ver Tabla 6.8), reafirmamos las conclusiones obtenidas en la primera comparativa. Las soluciones
encontradas por el algoritmo DEPT consiguen una mayor cobertura media frente a las soluciones
descubiertas por NSGA-II y SPEA2, consiguiendo un resultado medio del 76,51%, mientras que los
dos algoritmos esta´ndar multiobjetivo tan so´lo consiguen un 50,11% y un 45,22%.
6.1.4. Resultados del algoritmo MO-TLBO
En esta seccio´n analizamos los resultados obtenidos por el AlgoritmoMultiobjetivo de Ensen˜anza-
Aprendizaje (Multiobjective Teaching-Learning-Based Optimizacion - MO-TLBO) descrito en la Sec-
cio´n 4.4.3. Como ya explicamos, este algoritmo define tres para´metros importantes: el taman˜o de
la poblacio´n (NP ), el factor de aprendizaje (TF ) y la probabilidad de cruce (CR). Tras realizar
numerosos experimentos, encontramos los valores que permiten conseguir al algoritmo los mejores
resultados cuando resolvemos el PDM, estos valores se incluyen en negrita en la Tabla 6.9. Para
Tabla 6.9: Configuracio´n parame´trica del algoritmo MO-TLBO.
Para´metro Valores probados
Taman˜o de la poblacio´n (NP ) 50, 75, 100, 125, 150, 175, 200, 225, 250
Factor de apredizaje (TF ) 1, 2, round[1 + rand(0, 1){2 - 1}]
Probabilidad de cruce (CR) 1%, 3%, 5%, 8%, 10%, 25%, 50%, 75%, 90%
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Tabla 6.10: Comparativa entre los hipervolu´menes de MO-TLBO, NSGA-II y SPEA2.
MO-TLBO NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
dm05g 87,63% 0,005 85,44% 0,009 86,27% 0,011 +
dm08m 87,71% 0,005 85,67% 0,011 86,03% 0,006 +
dm07m 87,46% 0,006 85,40% 0,008 86,29% 0,008 +
dm03m 87,73% 0,005 84,67% 0,007 86,09% 0,012 +
dm04g 84,81% 0,008 82,24% 0,012 82,44% 0,011 - •
dm01g 84,78% 0,004 82,69% 0,007 82,87% 0,007 +
mus09r 90,59% 0,006 92,88% 0,005 93,45% 0,003 +
mus07g 88,08% 0,020 87,97% 0,019 89,35% 0,005 - †
mus01r 88,29% 0,008 85,30% 0,007 86,47% 0,007 +
mus12m 87,44% 0,005 85,44% 0,005 85,88% 0,005 +
mus08m 87,43% 0,005 84,63% 0,009 85,19% 0,006 +
mus06g 86,67% 0,006 83,19% 0,005 84,21% 0,003 +
mus05r 83,60% 0,005 80,78% 0,007 80,80% 0,004 - •
mus03g 81,56% 0,005 77,48% 0,005 77,48% 0,005 - •
mus04m 77,03% 0,005 65,60% 0,017 66,82% 0,018 +
mus02r 71,82% 0,015 60,63% 0,012 59,60% 0,015 +
mus11m 62,82% 0,013 39,00% 0,036 45,66% 0,014 +
mus10g 59,83% 0,014 35,45% 0,032 42,53% 0,010 +
yst05r 87,52% 0,008 86,27% 0,006 86,74% 0,005 +
yst02g 84,14% 0,005 81,88% 0,007 82,15% 0,007 +
yst07m 79,19% 0,006 76,24% 0,004 75,46% 0,006 +
yst06g 77,99% 0,007 71,63% 0,005 73,29% 0,006 +
yst04r 77,67% 0,006 75,18% 0,005 71,64% 0,006 +
yst03m 75,18% 0,006 65,16% 0,021 66,24% 0,011 +
yst10m 67,64% 0,004 65,72% 0,005 65,56% 0,006 +
yst01g 72,27% 0,013 62,52% 0,015 61,14% 0,013 +
yst08r 68,50% 0,015 66,25% 0,017 56,88% 0,011 +
yst09g 56,08% 0,012 44,82% 0,012 41,24% 0,007 +
† Diferencias no significativas estad´ısticamente entre MO-TLBO y NSGA-II
• Diferencias no significativas estad´ısticamente entre NSGA-II y SPEA2
MO-TLBO NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
hm12r 91,55% 0,006 94,12% 0,004 94,55% 0,003 +
hm14r 91,14% 0,006 93,76% 0,003 94,22% 0,004 +
hm25g 90,69% 0,008 93,63% 0,002 93,98% 0,001 +
hm15r 87,16% 0,011 83,61% 0,013 86,12% 0,021 +
hm05r 87,08% 0,005 86,22% 0,024 86,58% 0,010 +
hm23r 84,17% 0,005 80,84% 0,007 81,16% 0,005 +
hm19g 82,31% 0,006 80,64% 0,005 80,03% 0,005 +
hm18m 82,23% 0,005 78,81% 0,006 78,32% 0,005 +
hm21g 81,95% 0,006 79,59% 0,006 78,77% 0,006 +
hm07m 82,12% 0,006 78,83% 0,005 78,54% 0,005 +
hm22m 79,12% 0,005 76,09% 0,005 75,34% 0,004 +
hm13r 79,36% 0,005 75,74% 0,008 75,32% 0,006 +
hm10m 79,44% 0,005 75,79% 0,006 75,37% 0,007 +
hm16g 82,65% 0,016 70,14% 0,010 71,66% 0,017 +
hm11g 76,22% 0,012 66,42% 0,016 66,47% 0,015 - •
hm24m 74,64% 0,008 64,98% 0,013 65,05% 0,016 - •
hm26m 72,54% 0,013 61,10% 0,012 60,01% 0,013 +
hm06g 71,03% 0,015 60,89% 0,010 59,98% 0,012 +
hm02r 73,13% 0,021 60,08% 0,013 58,64% 0,018 +
hm03r 72,93% 0,018 47,83% 0,040 53,06% 0,016 +
hm09g 73,18% 0,016 48,15% 0,045 51,95% 0,015 +
hm17g 66,45% 0,015 47,13% 0,032 50,90% 0,009 +
hm04m 62,53% 0,014 43,32% 0,034 46,39% 0,009 +
hm08m 58,01% 0,013 42,26% 0,023 42,65% 0,010 +
hm01g 53,87% 0,016 31,79% 0,040 33,49% 0,011 +
hm20r 35,02% 0,013 19,31% 0,014 20,77% 0,006 +
Media 77,81% 70,76% 71,24%
Victorias 49/54 0/54 5/54
Tabla 6.11: Relacio´n de cobertura entre MO-TLBO, NSGA-II y SPEA2.
MO-TLBO NSGA-II SPEA2 Media
MO-TLBO X 80,09% 79,78% 79,93%
NSGA-II 31,09% X 66,94% 49,01%
SPEA2 32,31% 55,34% X 43,82%
Media 31,70% 67,71% 73,36% X
configurar el valor del primer para´metro (NP ) seguimos la misma metodolog´ıa que para el algorit-
mo DEPT (ver Seccio´n 6.1.3), obtenie´ndose los mejores resultados con un total de 125 individuos.
El segundo para´metro, el factor de aprendizaje (TF ), se utiliza para decidir con que´ intensidad de
realiza el aprendizaje en la primera fase del algoritmo (teaching-phase, fase del maestro). Los au-
tores del TLBO definen en [98] que los valores que debe adoptar el algoritmo pueden ser tres: 1, 2
o ambos mediante la aplicacio´n de la siguiente expresio´n TF = round[1 + rand(0, 1){2− 1}], donde
el algoritmo aplica uno u otro en funcio´n de un nu´mero aleatorio generado cada vez que necesita-
mos utilizarlo. Siguiendo estas recomendaciones, probamos los tres valores propuestos y finalmente
observamos como con una baja tasa de aprendizaje (igual a 1) se obten´ıan mejores resultados que
aplicando los otros dos valores. Por ello, establecimos TF=1. Por u´ltimo, para configurar el valor
del CR probamos de nuevo los siguientes valores: 10%, 25%, 50%, 75% y 90%. Como los mejores
resultados los obtuvimos aplicando un cruce del 10% estudiamos tambie´n el comportamiento del
algoritmo MO-TLBO cuando aplicamos unas probabilidades de cruce del 1%, 3%, 5% y 8%. Tras
analizar todos los resultados obtenidos, concluimos que los mejores resultados se obten´ıan aplicando
un cruce del 10%.
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Como veremos en la Seccio´n 6.2.1, el algoritmo MO-TLBO es uno de los algoritmos desarrollados
en esta tesis doctoral que mejores resultados obtiene. Esta conclusio´n puede obtenerse tambie´n
al examinar los resultados presentados en la Tabla 6.10, donde comparamos los hipervolu´menes
conseguidos por el algoritmo MO-TLBO con los obtenidos por los algoritmos NSGA-II y SPEA2.
Como podemos ver, en este caso las diferencias existentes entre la metaheur´ıstica propuesta y los
dos algoritmos esta´ndar son mayores. Si examinamos las u´ltimas filas de la Tabla 6.10, vemos como
el MO-TLBO consigue el mejor resultado en 49 de las 54 instancias resueltas, consiguiendo adema´s
una superioridad media de entorno al 6,5% con respecto al segundo mejor algoritmo (el algoritmo
SPEA2) y de hasta el 7% con respecto a NSGA-II. Como vimos en las Secciones 6.1.1 a la 6.1.3, el
algoritmo SPEA2 es especialmente efectivo a la hora de resolver instancias no demasiado complejas
(primeras filas de cada organismo), por lo que el hecho de que el algoritmo MO-TLBO sea capaz de
conseguir el mejor resultado en todas las instancias de tipo DM e YST, en 10 de las 12 de tipo MUS
y en 23 de las 26 de tipo HM; es un hecho importante.
Finalmente, siguiendo con la metodolog´ıa comparativa empleada en las u´ltimas secciones, hemos
comparado la calidad de las soluciones descubiertas utilizando una segunda me´trica multiobjetivo, la
relacio´n de cobertura. Los resultados de esta segunda comparativa se muestran en la Tabla 6.11. En
esta tabla podemos observar como el algoritmo MO-TLBO es capaz de cubrir un mayor porcentaje
de soluciones descubiertas por los algoritmos NSGA-II y SPEA2 que viceversa, consiguiendo unos
porcentajes medios iguales a 80,09% y 79,78% frente a los 31,09% y 32,31% conseguidos por los dos
algoritmos esta´ndar, respectivamente. Por todo esto, de nuevo, quedan reafirmadas las conclusiones
obtenidas en la primera comparativa multiobjetivo.
6.1.5. Resultados del algoritmo MOABC
En esta seccio´n analizamos los resultados obtenidos por la Colonia Artificial de Abejas Mul-
tiobjetivo (Multiobjective Artificial Bee Colony - MOABC) descrito en la Seccio´n 4.4.4. Como ya
explicamos, este es el primer algoritmo implementado que aprovecha la inteligencia colectiva (swarm
intelligence) y basa su comportamiento en tres para´metros importantes: el taman˜o de la poblacio´n
(NP ), el desplazamiento de mutacio´n (M) y el nu´mero de abejas exploradoras creadas en cada
generacio´n del algoritmo (SB). Los valores probados, y los establecidos una vez configurados, se
muestran en la Tabla 6.12. Al tratarse de un algoritmo basado en la inteligencia colectiva, en primer
lugar tenemos que configurar el taman˜o de la poblacio´n, o lo que es lo mismo en este caso, el
taman˜o de la colonia o el nu´mero de abejas. Para configurar este primer para´metro probamos los
mismos valores que en los algoritmos basados en poblacio´n: 50, 75, 100, 125, 150, 175, 200, 225 y 250;
obtenie´ndose los mejores resultados con una colonia formada por un total de 200 abejas. Recordemos
que en este algoritmo la poblacio´n esta compuesta por dos subconjuntos de abejas, teniendo entonces
un grupo de abejas empleadas (formada por las primerasNP/2 abejas) y un segundo grupo de abejas
observadoras (formada por la segunda mitad de la colonia, NP/2). El valor del segundo para´metro
establece la cantidad de mutacio´n que se aplica en las funciones de mejora (funciones de bu´squeda
local) aplicadas para explorar las vecindades de las fuentes de alimento explotadas por las abejas
Tabla 6.12: Configuracio´n parame´trica del algoritmo MOABC.
Para´metro Valores probados
Taman˜o de la poblacio´n (NP ) 50, 75, 100, 125, 150, 175, 200, 225, 250
Desplazamiento de mutacio´n (M) 10%, 25%, 30%, 35%, 40% 45%, 50%, 75%, 90%
Nu´mero de abejas exploradoras (SB) 1, 2, 3, 4, 5
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Tabla 6.13: Comparativa entre los hipervolu´menes de MOABC, NSGA-II y SPEA2.
MOABC NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
dm05g 86,39% 0,010 85,44% 0,009 86,27% 0,011 - †
dm08m 85,96% 0,008 85,67% 0,011 86,03% 0,006 - †
dm07m 86,09% 0,011 85,40% 0,008 86,29% 0,008 - †
dm03m 86,06% 0,011 84,67% 0,007 86,09% 0,012 - †
dm04g 83,77% 0,014 82,24% 0,012 82,44% 0,011 - •
dm01g 83,24% 0,008 82,69% 0,007 82,87% 0,007 +
mus09r 92,95% 0,005 92,88% 0,005 93,45% 0,003 - ‡
mus07g 89,21% 0,029 87,97% 0,019 89,35% 0,005 - †
mus01r 86,93% 0,006 85,30% 0,007 86,47% 0,007 +
mus12m 85,78% 0,006 85,44% 0,005 85,88% 0,005 - †
mus08m 85,77% 0,008 84,63% 0,009 85,19% 0,006 +
mus06g 84,33% 0,006 83,19% 0,005 84,21% 0,003 +
mus05r 81,69% 0,008 80,78% 0,007 80,80% 0,004 - •
mus03g 79,84% 0,008 77,48% 0,005 77,48% 0,005 - •
mus04m 71,10% 0,023 65,60% 0,017 66,82% 0,018 +
mus02r 63,58% 0,024 60,63% 0,012 59,60% 0,015 +
mus11m 51,25% 0,020 39,00% 0,036 45,66% 0,014 +
mus10g 48,92% 0,021 35,45% 0,032 42,53% 0,010 +
yst05r 86,89% 0,007 86,27% 0,006 86,74% 0,005 - †
yst02g 82,87% 0,010 81,88% 0,007 82,15% 0,007 +
yst07m 78,27% 0,008 76,24% 0,004 75,46% 0,006 +
yst06g 75,93% 0,012 71,63% 0,005 73,29% 0,006 +
yst04r 75,54% 0,012 75,18% 0,005 71,64% 0,006 +
yst03m 69,68% 0,024 65,16% 0,021 66,24% 0,011 +
yst10m 66,67% 0,007 65,72% 0,005 65,56% 0,006 +
yst01g 65,16% 0,025 62,52% 0,015 61,14% 0,013 +
yst08r 62,91% 0,023 66,25% 0,017 56,88% 0,011 +
yst09g 47,92% 0,022 44,82% 0,012 41,24% 0,007 +
† Diferencias no significativas estad´ısticamente entre MOABC y SPEA2
‡ Diferencias no significativas estad´ısticamente entre MOABC y NSGA-II
• Diferencias no significativas estad´ısticamente entre NSGA-II y SPEA2
MOABC NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
hm12r 94,29% 0,005 94,12% 0,004 94,55% 0,003 +
hm14r 93,88% 0,006 93,76% 0,003 94,22% 0,004 +
hm25g 93,66% 0,007 93,63% 0,002 93,98% 0,001 - ‡
hm15r 88,59% 0,027 83,61% 0,013 86,12% 0,021 +
hm05r 85,50% 0,009 86,22% 0,024 86,58% 0,010 +
hm23r 82,38% 0,007 80,84% 0,007 81,16% 0,005 +
hm19g 81,37% 0,009 80,64% 0,005 80,03% 0,005 +
hm18m 81,31% 0,008 78,81% 0,006 78,32% 0,005 +
hm21g 81,12% 0,010 79,59% 0,006 78,77% 0,006 +
hm07m 81,24% 0,009 78,83% 0,005 78,54% 0,005 +
hm22m 77,91% 0,007 76,09% 0,005 75,34% 0,004 +
hm13r 78,18% 0,010 75,74% 0,008 75,32% 0,006 +
hm10m 78,23% 0,011 75,79% 0,006 75,37% 0,007 +
hm16g 81,55% 0,055 70,14% 0,010 71,66% 0,017 +
hm11g 69,93% 0,021 66,42% 0,016 66,47% 0,015 - •
hm24m 67,65% 0,019 64,98% 0,013 65,05% 0,016 - •
hm26m 64,43% 0,025 61,10% 0,012 60,01% 0,013 +
hm06g 63,21% 0,019 60,89% 0,010 59,98% 0,012 +
hm02r 63,45% 0,033 60,08% 0,013 58,64% 0,018 +
hm03r 60,18% 0,026 47,83% 0,040 53,06% 0,016 +
hm09g 59,23% 0,027 48,15% 0,045 51,95% 0,015 +
hm17g 55,55% 0,023 47,13% 0,032 50,90% 0,009 +
hm04m 53,20% 0,024 43,32% 0,034 46,39% 0,009 +
hm08m 48,57% 0,023 42,26% 0,023 42,65% 0,010 +
hm01g 42,05% 0,033 31,79% 0,040 33,49% 0,011 +
hm20r 25,08% 0,020 19,31% 0,014 20,77% 0,006 +
Media 74,01% 70,76% 71,24%
Victorias 43/54 1/54 10/54
Tabla 6.14: Relacio´n de cobertura entre MOABC, NSGA-II y SPEA2.
MOABC NSGA-II SPEA2 Media
MOABC X 94,75% 94,93% 94,84%
NSGA-II 24,94% X 66,94% 45,94%
SPEA2 28,23% 55,34% X 41,78%
Media 26,58% 75,04% 80,93% X
obreras y las abejas observadoras (ver Seccio´n 4.4.4). Para configurar este para´metro probamos los
valores 10%, 25%, 50%, 75% y 90%. Como parec´ıa que los mejores resultados se obten´ıan en el
intervalo [25%, 50%], probamos valores intermedios y, finalmente, concluimos que con aplicar un
desplazamiento de mutacio´n del 30% consegu´ıamos los mejores resultados. Por u´ltimo, configuramos
el nu´mero de abejas exploradoras generadas en cada generacio´n probando los valores mostrados en
la Tabla 6.12 establecie´ndose finalmente en SB=1.
En la Tabla 6.13 mostramos los hipervolu´menes obtenidos por los algoritmos MOABC, NSGA-II
y SPEA2. Si estudiamos los resultados, podemos ver como el algoritmo MOABC consigue mejores
resultados que los dos algoritmos esta´ndar en la mayor´ıa de las instancias, consiguiendo el mejor
resultado en 43 de los 54 conjuntos de datos resueltos, frente a las 11 instancias donde los algoritmos
NSGA-II y SPEA2 consiguen dominan. Esta informacio´n se incluye en la penu´ltima fila de la Tabla
6.13 junto con el hipervolumen medio conseguido por cada metaheur´ıstica. Analizando este u´ltimo
dato, vemos como el algoritmo MOABC consigue tambie´n un mayor hipervolumen medio (74,01%)
con respecto a NSGA-II y SPEA2 (70,76% y 71,24%), logrando una mejora de en torno al 3%
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o 4% en todas las instancias de media. Comparando el comportamiento del algoritmo MOABC
con el presentado por las metaheur´ısticas analizadas en las secciones anteriores vemos como este
es similar. Los algoritmos esta´ndar, principalmente el algoritmo SPEA2, consiguen resultados muy
buenos en las instancias menos complejas, sin embargo, ra´pidamente el algoritmo MOABC es capaz
de conseguir el mejor resultado cuando la complejidad de las instancias resueltas aumenta un poco.
Siguiendo con la metodolog´ıa comparativa de las u´ltimas secciones, comparamos tambie´n los
resultados obtenidos por las tres metaheur´ısticas aplicando la relacio´n de cobertura, indicador que
nos permite comparar los resultados obtenidos por los algoritmos desde otro punto de vista. En la
Tabla 6.14 mostramos los resultados de esta comparativa. Analizando los resultados, podemos notar
como el algoritmo MOABC domina claramente, consiguiendo una cobertura media del 94,84%,
frente a las 45,94% y 41,78% obtenidas por los algoritmos NSGA-II y SPEA2. Adema´s, como ha
ido ocurriendo hasta el momento, la metaheur´ıstica propuesta es tambie´n la menos cubierta, siendo
cubiertas tan solo un 26,58% de sus soluciones, frente a los 75,04% y 80,93% que sufren los dos
algoritmos anteriormente citados. Estos datos reafirman las conclusiones obtenidas en la primera
comparativa y demuestran la superioridad del algoritmo propuesto, el algoritmo MOABC.
6.1.6. Resultados del algoritmo MO-GSA
En esta seccio´n analizamos los resultados obtenidos por el Algoritmo Multiobjetivo de Bu´squeda
Gravitacional (Multiobjective Gravitational Search Algorithm - MO-GSA) descrito en la Seccio´n
4.4.5. Como ya explicamos, este algoritmo es considerado un algoritmo swarm al aprovechar el
comportamiento colectivo de un conjunto de agentes, en este caso, part´ıculas del espacio afectadas por
fuerzas gravitatorias. MO-GSA define cinco para´metros de configuracio´n: el taman˜o de la poblacio´n
(NP ), el valor inicial de la constante gravitacional (G0), el nu´mero de soluciones de referencia (kbest)
consideradas para evolucionar, y el valor de dos para´metros ma´s aplicados en las expresiones descritas
en la Seccio´n 4.4.5: α y ǫ. Los valores probados y finalmente establecidos se muestran en la Tabla
6.15.
Al estar tratando de nuevo con un algoritmo basado en poblacio´n el primer para´metro que
debemos configurar es el taman˜o de la poblacio´n. Para ello, volvemos a aplicar la metodolog´ıa de
configuracio´n que adoptamos para los algoritmos anteriores, es decir, primero definimos diferentes
valores: 50, 75, 100, 125, 150, 175, 200, 225 y 250, y, tras obtener los resultados correspondientes,
observamos como con una poblacio´n formada por 200 individuos el algoritmo consegu´ıa mejores
resultados. Para configurar los cuatro para´metros restantes llevamos a cabo una gran cantidad de
experimentos probando diferentes valores para cada uno de ellos. Sin embargo, fuimos observando
como, para este problema en particular, los resultados obtenidos por el algoritmo no presentaban
diferencias significativas entre un valor y otro. Por todo esto, decidimos adoptar los valores re-
comendados por los autores del algoritmo original (GSA) en su trabajo [110], estos son: G0 = 100,
kbest = NP− > 1, α = 20 y ǫ = 0, 01.
Tabla 6.15: Configuracio´n parame´trica del algoritmo MO-GSA.
Para´metro Valores probados
Taman˜o de la poblacio´n (NP ) 50, 75, 100, 125, 150, 175, 200, 225, 250
Constante gravitacional (G0) 100
kbest Desde NP hasta 1 decreciendo linealmente
α 20
ǫ 0.01
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Tabla 6.16: Comparativa entre los hipervolu´menes de MO-GSA, NSGA-II y SPEA2.
MO-GSA NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
dm05g 80,30% 0,021 85,44% 0,009 86,27% 0,011 +
dm08m 80,94% 0,017 85,67% 0,011 86,03% 0,006 +
dm07m 80,42% 0,020 85,40% 0,008 86,29% 0,008 +
dm03m 80,75% 0,021 84,67% 0,007 86,09% 0,012 +
dm04g 79,31% 0,014 82,24% 0,012 82,44% 0,011 - •
dm01g 79,03% 0,015 82,69% 0,007 82,87% 0,007 +
mus09r 92,92% 0,005 92,88% 0,005 93,45% 0,003 - †
mus07g 79,85% 0,018 87,97% 0,019 89,35% 0,005 +
mus01r 80,50% 0,022 85,30% 0,007 86,47% 0,007 +
mus12m 80,78% 0,018 85,44% 0,005 85,88% 0,005 +
mus08m 80,48% 0,023 84,63% 0,009 85,19% 0,006 +
mus06g 79,94% 0,017 83,19% 0,005 84,21% 0,003 +
mus05r 78,08% 0,013 80,78% 0,007 80,80% 0,004 - •
mus03g 74,58% 0,044 77,48% 0,005 77,48% 0,005 - •
mus04m 63,99% 0,030 65,60% 0,017 66,82% 0,018 +
mus02r 57,21% 0,025 60,63% 0,012 59,60% 0,015 +
mus11m 49,51% 0,031 39,00% 0,036 45,66% 0,014 +
mus10g 47,05% 0,032 35,45% 0,032 42,53% 0,010 +
yst05r 81,29% 0,020 86,27% 0,006 86,74% 0,005 +
yst02g 78,78% 0,012 81,88% 0,007 82,15% 0,007 +
yst07m 70,49% 0,038 76,24% 0,004 75,46% 0,006 +
yst06g 68,05% 0,030 71,63% 0,005 73,29% 0,006 +
yst04r 68,20% 0,034 75,18% 0,005 71,64% 0,006 +
yst03m 62,59% 0,038 65,16% 0,021 66,24% 0,011 +
yst10m 63,39% 0,010 65,72% 0,005 65,56% 0,006 +
yst01g 59,37% 0,024 62,52% 0,015 61,14% 0,013 +
yst08r 61,24% 0,030 66,25% 0,017 56,88% 0,011 +
yst09g 46,50% 0,029 44,82% 0,012 41,24% 0,007 +
† Diferencias no significativas estad´ısticamente entre MO-GSA y NSGA-II
• Diferencias no significativas estad´ısticamente entre NSGA-II y SPEA2
MO-GSA NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
hm12r 93,88% 0,005 94,12% 0,004 94,55% 0,003 +
hm14r 94,11% 0,003 93,76% 0,003 94,22% 0,004 +
hm25g 93,20% 0,011 93,63% 0,002 93,98% 0,001 +
hm15r 80,23% 0,025 83,61% 0,013 86,12% 0,021 +
hm05r 80,32% 0,015 86,22% 0,024 86,58% 0,010 +
hm23r 78,23% 0,013 80,84% 0,007 81,16% 0,005 +
hm19g 76,81% 0,019 80,64% 0,005 80,03% 0,005 +
hm18m 77,39% 0,023 78,81% 0,006 78,32% 0,005 +
hm21g 77,01% 0,019 79,59% 0,006 78,77% 0,006 +
hm07m 77,37% 0,017 78,83% 0,005 78,54% 0,005 +
hm22m 69,87% 0,047 76,09% 0,005 75,34% 0,004 +
hm13r 70,27% 0,040 75,74% 0,008 75,32% 0,006 +
hm10m 69,01% 0,038 75,79% 0,006 75,37% 0,007 +
hm16g 69,12% 0,043 70,14% 0,010 71,66% 0,017 +
hm11g 60,14% 0,044 66,42% 0,016 66,47% 0,015 - •
hm24m 59,58% 0,036 64,98% 0,013 65,05% 0,016 - •
hm26m 58,89% 0,031 61,10% 0,012 60,01% 0,013 +
hm06g 56,60% 0,029 60,89% 0,010 59,98% 0,012 +
hm02r 57,57% 0,024 60,08% 0,013 58,64% 0,018 +
hm03r 58,44% 0,021 47,83% 0,040 53,06% 0,016 +
hm09g 57,51% 0,022 48,15% 0,045 51,95% 0,015 +
hm17g 54,40% 0,024 47,13% 0,032 50,90% 0,009 +
hm04m 52,18% 0,029 43,32% 0,034 46,39% 0,009 +
hm08m 46,98% 0,037 42,26% 0,023 42,65% 0,010 +
hm01g 37,95% 0,042 31,79% 0,040 33,49% 0,011 +
hm20r 25,68% 0,020 19,31% 0,014 20,77% 0,006 +
Media 69,23% 70,76% 71,24%
Victorias 10/54 16/54 28/54
Tabla 6.17: Relacio´n de cobertura entre MO-GSA, NSGA-II y SPEA2.
MO-GSA NSGA-II SPEA2 Media
MO-GSA X 68,96% 68,44% 68,70%
NSGA-II 40,65% X 66,94% 53,79%
SPEA2 41,12% 55,34% X 48,23%
Media 40,88% 62,15% 67,69% X
Una vez configurado el algoritmo podemos realizar las primeras comparativas para analizar su
comportamiento. Con este fin comparamos en primer lugar los hipervolu´menes obtenidos por los
algoritmos MO-GSA, NSGA-II y SPEA2 cuando resolvemos las 54 instancias descritas en la Seccio´n
5.2.1. Estos resultados se muestran en la Tabla 6.16. Analizando estos resultados, podemos observar
como, por primera vez hasta el momento, el algoritmo propuesto parece conseguir resultados peo-
res que los conseguidos por los dos algoritmos evolutivos multiobjetivo utilizados como referencia
(NSGA-II y SPEA2). Si nos centramos en los resultados medios de las u´ltimas filas de la Tabla 6.16
vemos como el MO-GSA consigue un resultado medio igual a un 69,23% mientras que NSGA-II y
SPEA2 consiguen un 70,76% y un 71,24% respectivamente. Adema´s, vemos como nuestra propues-
ta consigue el mejor resultado en 10 de las 54 instancias resueltas, frente a las 16 y 28 conseguidas
por NSGA-II y SPEA2. A pesar de todo esto y, aunque nuestro algoritmo no consiga mejores re-
sultados que sus competidores, este presenta unos resultados dignos de ana´lisis. Si estudiamos el
comportamiento del algoritmo a medida que la complejidad de las instancias se incrementa en cada
organismo, vemos como sufre mucho cuando la complejidad de la instancia no es muy elevada. Por
otro lado, cuando la complejidad de las instancias se complica hasta cierto punto, MO-GSA empieza
a despuntar. De este modo es capaz de conseguir ventajas de hasta el 5% en la instancia ma´s comple-
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ja de tipo MUS, de un 2% en la ma´s compleja de tipo YST y del 5% en la ma´s compleja de tipo HM.
Esto hace entrever que si la complejidad de las instancias continua aumentando nuestra propuesta
conseguir´ıa mejores resultados, presentando as´ı un comportamiento digno de tener en cuenta cuando
la complejidad de las instancias que queremos resolver es elevada.
De la segunda comparativa podemos obtener nuevas e interesantes conclusiones. Analizando los
resultados mostrados en la Tabla 6.17 podemos ver como, aunque la primera comparativa mostraba
como el MO-GSA consegu´ıa resultados inferiores que los conseguidos por NSGA-II y SPEA2, MO-
GSA consigue unas mayores coberturas medias que sus contrincantes. MO-GSA logra una cobertura
media del 68,70% frente a los 53,79% y 48,23% de NSGA-II y SPEA2 respectivamente. Este hecho
demuestra que, por un lado, las ventajas obtenidas por el MO-GSA en las instancias donde consigue
un mejor resultado son mayores que las conseguidas por NSGA-II y SPEA2 en las instancias donde
estos dominan y que, por otro lado, nuestra propuesta es capaz de conseguir soluciones ma´s dispersas
en el espacio de bu´squeda que permiten favorecer los resultados conseguidos al utilizar este segundo
indicador multiobjetivo.
6.1.7. Resultados del algoritmo MO-FA
En esta seccio´n analizamos los resultados obtenidos por el Algoritmo Multiobjetivo de las Lu-
cie´rnagas (Multiobjective Firefly Algorithm - MO-FA) descrito en la Seccio´n 4.4.6. Este algoritmo
es el tercer algoritmo swarm definido en esta tesis doctoral y esta´ inspirado en el comportamiento
de las lucie´rnagas de la luz. MO-FA define un conjunto de para´metros que tratan de simulan en
lo posible un escenario de naturaleza. El primero de ellos, al tratarse de un algoritmo basado en
poblacio´n, es el taman˜o de la poblacio´n (NP ), la probabilidad de movimiento (MV ), un para´metro
que controla la tasa de atraccio´n existente entre lucie´rnagas (β0), el coeficiente de absorcio´n de luz
γ, y finalmente, α que establece la aleatoriedad aplicada en el proceso de exploracio´n. Estos u´ltimos
tres para´metros (β0, γ y α) se aplican en la expresio´n de movimiento descrita en la Seccio´n 4.4.6. Los
valores probados y finalmente establecidos se incluyen en la Tabla 6.18. Tras realizar los primeros
experimentos observamos como un taman˜o de poblacio´n igual a 125 permit´ıa a este algoritmo basado
en poblacio´n conseguir los mejores resultados. El segundo para´metro, la probabilidad de movimiento
(MV ), indica la probabilidad con la que el valor de un determinado cromosoma se modificara´. Como
ya explicamos, en este algoritmo las soluciones de mejor calidad (las ma´s brillantes) atraen a las
soluciones de menor calidad (menos luminosas), MV indica pues cuantos de los cromosomas que
componen la solucio´n menos luminosa acercara´n su valor a los correspondientes valores de la solu-
cio´n ma´s luminosa. Tras realizar pruebas con los valores 10%, 25%, 50%, 75% y 90% observamos
como aplicando un porcentaje de movimiento alto el algoritmo presentaba un mejor comportamien-
to, logrando el mejor resultado con un 90%. Los tres para´metros restantes (β0, γ y α) nos permiten
balancear y modificar la influencia de los componentes de la expresio´n 4.21. Tras realizar numerosas
pruebas, finalmente establecimos el valor de los tres para´metros en 1.
Tabla 6.18: Configuracio´n parame´trica del algoritmo MO-FA.
Para´metro Valores probados
Taman˜o de la poblacio´n (NP ) 50, 75, 100, 125, 150, 175, 200, 225, 250
Probabilidad de movimiento (MV ) 10%, 25%, 50%, 75%, 90%
α 1
β0 1
γ 1
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Tabla 6.19: Comparativa entre los hipervolu´menes de MO-FA, NSGA-II y SPEA2.
MO-FA NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
dm05g 83,67% 0,012 85,44% 0,009 86,27% 0,011 +
dm08m 83,25% 0,010 85,67% 0,011 86,03% 0,006 +
dm07m 83,53% 0,010 85,40% 0,008 86,29% 0,008 +
dm03m 83,52% 0,011 84,67% 0,007 86,09% 0,012 +
dm04g 81,91% 0,014 82,24% 0,012 82,44% 0,011 - •
dm01g 81,62% 0,013 82,69% 0,007 82,87% 0,007 +
mus09r 90,36% 0,004 92,88% 0,005 93,45% 0,003 +
mus07g 82,43% 0,015 87,97% 0,019 89,35% 0,005 +
mus01r 84,44% 0,017 85,30% 0,007 86,47% 0,007 +
mus12m 82,72% 0,010 85,44% 0,005 85,88% 0,005 +
mus08m 83,10% 0,010 84,63% 0,009 85,19% 0,006 +
mus06g 81,91% 0,008 83,19% 0,005 84,21% 0,003 +
mus05r 80,25% 0,008 80,78% 0,007 80,80% 0,004 - •
mus03g 79,67% 0,012 77,48% 0,005 77,48% 0,005 - •
mus04m 74,24% 0,010 65,60% 0,017 66,82% 0,018 +
mus02r 69,78% 0,015 60,63% 0,012 59,60% 0,015 +
mus11m 62,01% 0,014 39,00% 0,036 45,66% 0,014 +
mus10g 59,25% 0,016 35,45% 0,032 42,53% 0,010 +
yst05r 83,63% 0,014 86,27% 0,006 86,74% 0,005 +
yst02g 80,82% 0,011 81,88% 0,007 82,15% 0,007 +
yst07m 77,36% 0,008 76,24% 0,004 75,46% 0,006 +
yst06g 75,75% 0,014 71,63% 0,005 73,29% 0,006 +
yst04r 73,98% 0,014 75,18% 0,005 71,64% 0,006 +
yst03m 72,65% 0,010 65,16% 0,021 66,24% 0,011 +
yst10m 64,99% 0,009 65,72% 0,005 65,56% 0,006 +
yst01g 70,14% 0,011 62,52% 0,015 61,14% 0,013 +
yst08r 69,12% 0,019 66,25% 0,017 56,88% 0,011 +
yst09g 56,86% 0,021 44,82% 0,012 41,24% 0,007 +
† Diferencias no significativas estad´ısticamente entre MO-FA y SPEA2
‡ Diferencias no significativas estad´ısticamente entre MO-FA y NSGA-II
• Diferencias no significativas estad´ısticamente entre NSGA-II y SPEA2
MO-FA NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
hm12r 91,14% 0,006 94,12% 0,004 94,55% 0,003 +
hm14r 91,03% 0,006 93,76% 0,003 94,22% 0,004 +
hm25g 90,24% 0,007 93,63% 0,002 93,98% 0,001 +
hm15r 83,98% 0,042 83,61% 0,013 86,12% 0,021 - ‡
hm05r 82,73% 0,009 86,22% 0,024 86,58% 0,010 +
hm23r 80,89% 0,011 80,84% 0,007 81,16% 0,005 - ‡
hm19g 80,08% 0,009 80,64% 0,005 80,03% 0,005 - †
hm18m 79,97% 0,009 78,81% 0,006 78,32% 0,005 +
hm21g 79,49% 0,010 79,59% 0,006 78,77% 0,006 - ‡
hm07m 79,91% 0,010 78,83% 0,005 78,54% 0,005 +
hm22m 76,84% 0,009 76,09% 0,005 75,34% 0,004 +
hm13r 77,35% 0,008 75,74% 0,008 75,32% 0,006 +
hm10m 77,54% 0,009 75,79% 0,006 75,37% 0,007 +
hm16g 83,63% 0,051 70,14% 0,010 71,66% 0,017 +
hm11g 73,15% 0,017 66,42% 0,016 66,47% 0,015 - •
hm24m 72,19% 0,008 64,98% 0,013 65,05% 0,016 - •
hm26m 70,48% 0,012 61,10% 0,012 60,01% 0,013 +
hm06g 69,37% 0,012 60,89% 0,010 59,98% 0,012 +
hm02r 69,88% 0,014 60,08% 0,013 58,64% 0,018 +
hm03r 69,06% 0,020 47,83% 0,040 53,06% 0,016 +
hm09g 68,71% 0,023 48,15% 0,045 51,95% 0,015 +
hm17g 65,86% 0,030 47,13% 0,032 50,90% 0,009 +
hm04m 62,17% 0,018 43,32% 0,034 46,39% 0,009 +
hm08m 58,07% 0,015 42,26% 0,023 42,65% 0,010 +
hm01g 49,56% 0,065 31,79% 0,040 33,49% 0,011 +
hm20r 36,43% 0,065 19,31% 0,014 20,77% 0,006 +
Media 75,42% 70,76% 71,24%
Victorias 29/54 4/54 21/54
Tabla 6.20: Relacio´n de cobertura entre MO-FA, NSGA-II y SPEA2.
MO-FA NSGA-II SPEA2 Media
MO-FA X 82,35% 81,42% 81,88%
NSGA-II 30,13% X 66,94% 48,53%
SPEA2 31,74% 55,34% X 43,54%
Media 30,93% 68,84% 74,18% X
Analizando los hipervolu´menes obtenidos por MO-FA, NSGA-II y SPEA2 mostrados en la Tabla
6.19, vemos como nuestra propuesta consigue buenos resultados. Observando las u´ltimas filas de la
tabla, podemos observar comoMO-FA consigue un hipervolumen medio igual a 75,42%, mientras que
NSGA-II y SPEA2 consiguen un 70,76% y un 71,24%, respectivamente. Adema´s, MO-FA consigue
el mejor resultado en 29 de las 54 instancias resueltas y sus competidores en 4 y 21. Profundizando
en los datos mostrados en la Tabla 6.19, y teniendo en cuenta las conclusiones tomadas en las
secciones anteriores, podemos comprobar como SPEA2 consigue de nuevo los mejores resultados en
las instancias menos complicadas. Sin embargo, MO-FA consigue recuperar su ventaja cuando las
instancias resueltas se complican en cierto modo, obteniendo el mejor resultado en, por ejemplo,
las u´ltimas 17 instancias de tipo HM y logrando ventajas de hasta el 16% en alguna de ellas.
Por todo ello, y teniendo en cuenta que, aunque hemos utilizado un conjunto de instancias con
diferentes complejidades, las necesidades biolo´gicas actuales requieren te´cnicas que sean capaces de
resolver conjuntos de datos complejos, el comportamiento de nuestro algoritmo es ma´s que deseable.
Las conclusiones obtenidas en la segunda comparativa mostrada en la Tabla 6.20 reafirman las
conclusiones tomadas con los hipervolu´menes. Mientras que MO-FA cubre una media del 81,88%
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de las soluciones de NSGA-II y SPEA2, estos dos algoritmos solo consiguen cubrir un 48,53% y un
43,54% de las soluciones descubiertas por MO-FA. Adema´s, MO-FA es tambie´n la te´cnica menos
cubierta con un valor del 30,93%, frente a los 68,84% y 74,18% que obtienen NSGA-II y SPEA2.
6.1.8. Resultados del algoritmo MO-SFLA
En esta seccio´n analizamos los resultados obtenidos por el Algoritmo Multiobjetivo de las Ranas
Saltarinas (Multiobjective Shuﬄe Frog Leaping Algorithm - MO-SFLA) descrito en la Seccio´n 4.4.7.
Este algoritmo swarm esta´ inspirado en el comportamiento evolutivo de un grupo de ranas que bus-
can alimento y define seis para´metros: el taman˜o de la poblacio´n (NP ), el nu´mero de subpoblaciones
(MEMEPLEX), el taman˜o de cada subpoblacio´n (Q), el factor de aceleracio´n evolutiva (P ), la
probabilidad de mutacio´n (PM) y el nu´mero de generaciones parciales (GEN). Los valores probados
para cada para´metro y el valor que finalmente se ha establecido se incluyen en la Tabla 6.21. Como
hemos venido haciendo hasta el momento, el primer para´metro configurado es el para´metro ma´s
influyente, el taman˜o de la poblacio´n (NP ). Despue´s de analizar los valores obtenidos definiendo
poblaciones de 50, 75, 100, 125, 150, 175, 200, 225 y 250 soluciones, observamos como los mejores
resultados se obten´ıan definiendo una poblacio´n formada por pocos individuos, ma´s concretamente
por 100. En este algoritmo existen otros para´metros directamente relacionados con el taman˜o de la
poblacio´n, uno de ellos es el nu´mero de subpoblaciones (MEMEPLEX) que definimos. Como se
describe en la Seccio´n 4.4.7, este algoritmo define un conjunto de subpoblaciones que simulan el com-
portamiento de diferentes ranas en distintos poblaciones. El nu´mero de soluciones que forman estas
estructuras viene definido por el segundo para´metro configurado y, como es lo´gico, esta´ condicionado
por el taman˜o de la poblacio´n. Una vez conocido el valor de este para´metro, realizamos pruebas con
1, 2, 4, 5 y 10 subpoblaciones compuestas en principio por 5 soluciones cada una. Estudiando la
calidad de los resultados, vimos como los mejores resultados se consegu´ıan definiendo un total de
4 poblaciones. El tercer para´metro establece el taman˜o de cada una de estas subpoblaciones (Q),
para configurar este para´metro hemos de tener en cuenta, de nuevo, el taman˜o de la poblacio´n y el
nu´mero de subpoblaciones definidas, los valores probados han sido 1, 5, 10, 15, 20 y 25 soluciones
por poblacio´n. Los mejores resultados se obtienen con subpoblaciones pequen˜as compuestas por 10
soluciones. El cuarto para´metro, el factor de aceleracio´n evolutiva (P ), indica la velocidad con la
que se realizan las variaciones de los valores de los cromosomas. Tras realizar pruebas con los valores
indicados en la Tabla 6.21, obtuvimos los mejores resultados con una velocidad relativamente baja
igual a un 25%. Los dos u´ltimos para´metros indican la probabilidad de mutacio´n PM , establecida
finalmente en un 50%, y el nu´mero de generaciones parciales que indica durante cuantas genera-
ciones evoluciona cada subpoblacio´n. Este u´ltimo para´metro lo hemos establecido finalmente en 100
despue´s de realizar ejecuciones con 10, 50, 100, 250, 500 y 1000.
Una vez realizados los experimentos necesarios para configurar el algoritmo MO-SFLA, podemos
Tabla 6.21: Configuracio´n parame´trica del algoritmo MO-SFLA.
Para´metro Valores probados
Taman˜o de la poblacio´n (NP ) 50, 75, 100, 125, 150, 175, 200, 225, 250
Subpoblaciones (MEMEPLEX) 1, 2, 4, 5, 10
Taman˜o de cada MEMEPLEX (Q) 1, 5, 10, 15, 20, 25
Factor de aceleracio´n evolutiva (P ) 10%, 25%, 50%, 75%, 90%
Probabilidad de mutacio´n (PM) 10%, 25%, 50%, 75%, 90%
Generaciones parciales (GEN) 10, 50, 100, 250, 500, 1000
109
Seccio´n 6.1. Experimentos y ana´lisis de los resultados obtenidos por las
metaheur´ısticas
Tabla 6.22: Comparativa entre los hipervolu´menes de MO-SFLA, NSGA-II y SPEA2.
MO-SFLA NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
dm05g 87,61% 0,007 85,44% 0,009 86,27% 0,011 +
dm08m 87,66% 0,007 85,67% 0,011 86,03% 0,006 +
dm07m 87,80% 0,005 85,40% 0,008 86,29% 0,008 +
dm03m 87,74% 0,008 84,67% 0,007 86,09% 0,012 +
dm04g 85,73% 0,007 82,24% 0,012 82,44% 0,011 - •
dm01g 84,68% 0,006 82,69% 0,007 82,87% 0,007 +
mus09r 91,03% 0,006 92,88% 0,005 93,45% 0,003 +
mus07g 87,08% 0,024 87,97% 0,019 89,35% 0,005 - †
mus01r 87,26% 0,009 85,30% 0,007 86,47% 0,007 +
mus12m 86,85% 0,007 85,44% 0,005 85,88% 0,005 +
mus08m 87,11% 0,005 84,63% 0,009 85,19% 0,006 +
mus06g 86,39% 0,005 83,19% 0,005 84,21% 0,003 +
mus05r 83,44% 0,006 80,78% 0,007 80,80% 0,004 - •
mus03g 80,37% 0,007 77,48% 0,005 77,48% 0,005 - •
mus04m 75,22% 0,010 65,60% 0,017 66,82% 0,018 +
mus02r 70,20% 0,016 60,63% 0,012 59,60% 0,015 +
mus11m 58,84% 0,031 39,00% 0,036 45,66% 0,014 +
mus10g 53,84% 0,035 35,45% 0,032 42,53% 0,010 +
yst05r 87,99% 0,006 86,27% 0,006 86,74% 0,005 +
yst02g 84,09% 0,008 81,88% 0,007 82,15% 0,007 +
yst07m 78,54% 0,006 76,24% 0,004 75,46% 0,006 +
yst06g 78,81% 0,007 71,63% 0,005 73,29% 0,006 +
yst04r 79,46% 0,011 75,18% 0,005 71,64% 0,006 +
yst03m 74,48% 0,013 65,16% 0,021 66,24% 0,011 +
yst10m 67,67% 0,005 65,72% 0,005 65,56% 0,006 +
yst01g 71,66% 0,015 62,52% 0,015 61,14% 0,013 +
yst08r 70,47% 0,031 66,25% 0,017 56,88% 0,011 +
yst09g 52,90% 0,038 44,82% 0,012 41,24% 0,007 +
† Diferencias no significativas estad´ısticamente entre MO-SFLA y NSGA-II
• Diferencias no significativas estad´ısticamente entre NSGA-II y SPEA2
MO-SFLA NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR
hm12r 91,90% 0,005 94,12% 0,004 94,55% 0,003 +
hm14r 92,03% 0,004 93,76% 0,003 94,22% 0,004 +
hm25g 91,68% 0,005 93,63% 0,002 93,98% 0,001 +
hm15r 86,64% 0,014 83,61% 0,013 86,12% 0,021 +
hm05r 86,84% 0,007 86,22% 0,024 86,58% 0,010 +
hm23r 83,45% 0,006 80,84% 0,007 81,16% 0,005 +
hm19g 82,38% 0,005 80,64% 0,005 80,03% 0,005 +
hm18m 82,12% 0,007 78,81% 0,006 78,32% 0,005 +
hm21g 81,98% 0,006 79,59% 0,006 78,77% 0,006 +
hm07m 81,78% 0,008 78,83% 0,005 78,54% 0,005 +
hm22m 78,55% 0,005 76,09% 0,005 75,34% 0,004 +
hm13r 78,53% 0,007 75,74% 0,008 75,32% 0,006 +
hm10m 78,41% 0,007 75,79% 0,006 75,37% 0,007 +
hm16g 83,27% 0,035 70,14% 0,010 71,66% 0,017 +
hm11g 74,37% 0,022 66,42% 0,016 66,47% 0,015 - •
hm24m 73,08% 0,015 64,98% 0,013 65,05% 0,016 - •
hm26m 71,57% 0,016 61,10% 0,012 60,01% 0,013 +
hm06g 69,99% 0,012 60,89% 0,010 59,98% 0,012 +
hm02r 70,35% 0,019 60,08% 0,013 58,64% 0,018 +
hm03r 70,04% 0,025 47,83% 0,040 53,06% 0,016 +
hm09g 68,00% 0,028 48,15% 0,045 51,95% 0,015 +
hm17g 64,53% 0,025 47,13% 0,032 50,90% 0,009 +
hm04m 60,64% 0,033 43,32% 0,034 46,39% 0,009 +
hm08m 55,46% 0,042 42,26% 0,023 42,65% 0,010 +
hm01g 42,07% 0,042 31,79% 0,040 33,49% 0,011 +
hm20r 22,56% 0,017 19,31% 0,014 20,77% 0,006 +
Media 76,61% 70,76% 71,24%
Victorias 49/54 0/54 5/54
Tabla 6.23: Relacio´n de cobertura entre MO-SFLA, NSGA-II y SPEA2.
MO-SFLA NSGA-II SPEA2 Media
MO-SFLA X 88,72% 89,95% 89,33%
NSGA-II 22,85% X 66,94% 44,89%
SPEA2 25,96% 55,34% X 40,65%
Media 24,41% 72,03% 78,45% X
comparar los hipervolu´menes conseguidos por esta metaheur´ıstica con los obtenidos por NSGA-II
y SPEA2. Los resultados de esta primera comparativa se muestran en la Tabla 6.22. Si analizamos
los resultados de esta tabla, podemos observar como nuestra propuesta es la clara dominante en
la mayor´ıa de instancias, ya presenten una complejidad no muy elevada o una complejidad alta y
pertenezcan a un organismo u otro. MO-SFLA consigue un hipervolumen medio del 76,61% frente
al 70,76% de NSGA-II y al 71,24% de SPEA2 y obtiene el mayor hipervolumen en 49 de las 54
instancias resueltas. La superioridad mostrada por nuestro algoritmo es clara y, como ya veremos en
las pro´ximas secciones, MO-SFLA, junto con MO-TLBO (Seccio´n 4.4.3) y MO-ABC/DE (Seccio´n
4.4.8), es uno de los algoritmos que mejores resultados consigue cuando resolvemos este conjunto de
instancias del PDM. Estudiando los resultados presentados en la segunda comparativa (ver Tabla
6.23), donde utilizamos la relacio´n de cobertura, vemos tambie´n como las conclusiones obtenidas son
las mismas que con los hipervolu´menes. Las soluciones descubiertas por MO-SFLA son capaces de
cubrir de media un 89,33% de las soluciones descubiertas por NSGA-II y SPEA2, mientras que estas
solo consiguen cubrir un 44,89% y un 40,65% de las soluciones predichas por MO-SFLA. Adema´s,
de nuevo, nuestra propuesta es capaz de predecir soluciones poco cubiertas, tan solo por un 24,41%
de las soluciones de NSGA-II y SPEA2.
110
Cap´ıtulo 6. Aplicacio´n de las metaheur´ısticas para descubrir motifs
6.1.9. Resultados del algoritmo MO-ABC/DE
En esta seccio´n analizamos los resultados obtenidos por la Colonia Artificial de Abejas Multi-
objetivo con Evolucio´n Diferencial (Multiobjective Artificial Bee Colony with Differential Evolution
- MO-ABC/DE) descrito en la Seccio´n 4.4.8. Esta metaheur´ıstica h´ıbrida define los para´metros
de configuracio´n utilizados por la Colonia Artificial de Abejas (Artificial Bee Colony - ABC) y la
Evolucio´n Diferencial (Differential Evolution - DE), ya que, como se detalla en la Seccio´n 4.4.8, este
combina el funcionamiento de ambos algoritmos. Estos para´metros vienen dados por el taman˜o de
la poblacio´n (NP ), los para´metros utilizados por el algoritmo DE que son la probabilidad de cruce
(CR), el factor de mutacio´n (F ) y el esquema de seleccio´n (SCHEME); y los para´metros definidos
por el algoritmo ABC que son el desplazamiento de mutacio´n (M) y el valor l´ımite (LIMIT ). Como
ya explicamos, este u´ltimo para´metro indica el nu´mero de generaciones que puede mantenerse una
determinada solucio´n sin evolucionar. Una vez superado este valor umbral, la solucio´n es descartada
y una nueva abeja exploradora es enviada en busca de una nueva fuente de alimento. La metodolog´ıa
seguida para configurar los primeros cuatro para´metros (taman˜o de la poblacio´n NP , probabilidad
de cruce CR, factor de mutacio´n F y esquema de seleccio´n SCHEME) es la misma que la seguida
para configurar estos mismos para´metros en el algoritmo DEPT (ver Seccio´n 6.1.3). Dado que la
formulacio´n matema´tica donde estos para´metros son utilizados es la misma en ambos algoritmos
(MO-ABC/DE y DEPT), los mejores resultados del algoritmo MO-ABC/DE se han conseguido con
los mismos valores que los obtenidos por el algoritmo DEPT, es decir, NP = 200, CR = 25%,
F = 3% y SCHEME = Rand/1/bin. Tal y como explicamos en la Seccio´n 4.4.8, hemos intro-
ducido algunos cambios en el algoritmo MO-ABC/DE con respecto al algoritmo MOABC descrito
en la Seccio´n 4.4.4. En MO-ABC/DE las abejas exploradores son utilizadas para encontrar nuevas
fuentes de alimento cuando las fuentes explotadas se agotan, es decir, cuando el algoritmo no es
capaz de mejorar ma´s la calidad de las soluciones. Esta nueva funcio´n implica la definicio´n de un
nuevo para´metro que hemos denominado valor l´ımite (LIMIT ). Despue´s de realizar pruebas con
diferentes valores (1, 5, 10, 20, 30, 40 y 50), vimos como, considerando 20 generaciones como valor
l´ımite a la hora de considerar que una solucio´n esta´ agotada, permite al algoritmo conseguir mejores
resultados. El u´ltimo para´metro, el desplazamiento de mutacio´n M , tiene la misma funcio´n que en
el algoritmo MOABC pero con ciertas diferencias. Mientras que en el algoritmo MOABC utilizamos
este para´metro en los procesos de bu´squeda local utilizados para explorar las vecindades de las
fuentes de alimento explotadas por las abejas obreras y exploradoras, adema´s de mejorar las fuentes
explotadas por las abejas exploradoras; en esta nueva metaheur´ıstica, solo se aplica para mejorar la
calidad de las fuentes explotadas por las abejas exploradoras. Esto es debido a que en MO-ABC/DE
los procesos de exploracio´n de vecindades aplican los esquemas de seleccio´n del algoritmo DE. Al
igual que en los anteriores algoritmos que configuraban este mismo para´metro, el valor que mejores
resultados permite es el 30%.
Una vez configurado el algoritmo h´ıbrido, hemos estudiado su rendimiento comparando los re-
Tabla 6.24: Configuracio´n parame´trica del algoritmo MO-ABC/DE.
Para´metro Valores probados
Taman˜o de la poblacio´n (NP ) 50, 75, 100, 125, 150, 175, 200, 225, 250
Probabilidad de cruce (CR) 10%, 25%, 50%, 75%, 90%
Factor de mutacio´n (F ) 1%, 3%, 5%, 8%, 10%, 25%, 50%, 75%, 90%
Esquema de seleccio´n (SCHEME) Rand/1/bin
Desplazamiento de mutacio´n (M) 10%, 25%, 30%, 35%, 40% 45%, 50%, 75%, 90%
L´ımite (LIMIT ) 1, 5, 10, 20, 30, 40, 50
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Tabla 6.25: Comparativa entre los hipervolu´menes de MO-ABC/DE, MOABC, DEPT,
NSGA-II y SPEA2.
MO-ABC/DE MOABC DEPT NSGA-II SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR
dm05g 89,15% 0,004 86,39% 0,010 81,55% 0,014 85,44% 0,009 86,27% 0,011 +
dm08m 89,31% 0,004 85,96% 0,008 81,30% 0,015 85,67% 0,011 86,03% 0,006 +
dm07m 89,13% 0,003 86,09% 0,011 81,01% 0,015 85,40% 0,008 86,29% 0,008 +
dm03m 89,07% 0,003 86,06% 0,011 81,38% 0,017 84,67% 0,007 86,09% 0,012 +
dm04g 85,56% 0,004 83,77% 0,014 79,78% 0,018 82,24% 0,012 82,44% 0,011 +
dm01g 85,56% 0,006 83,24% 0,008 79,66% 0,017 82,69% 0,007 82,87% 0,007 +
hm12r 88,89% 0,013 94,29% 0,005 91,50% 0,005 94,12% 0,004 94,55% 0,003 +
hm14r 88,28% 0,047 93,88% 0,006 91,40% 0,003 93,76% 0,003 94,22% 0,004 +
hm25g 79,13% 0,059 93,66% 0,007 91,30% 0,008 93,63% 0,002 93,98% 0,001 +
hm15r 86,70% 0,010 88,59% 0,027 80,29% 0,022 83,61% 0,013 86,12% 0,021 +
hm05r 88,74% 0,004 85,50% 0,009 80,46% 0,019 86,22% 0,024 86,58% 0,010 +
hm23r 84,55% 0,004 82,38% 0,007 78,13% 0,018 80,84% 0,007 81,16% 0,005 +
hm19g 83,20% 0,006 81,37% 0,009 78,71% 0,022 80,64% 0,005 80,03% 0,005 +
hm18m 82,09% 0,004 81,31% 0,008 79,80% 0,014 78,81% 0,006 78,32% 0,005 +
hm21g 82,38% 0,005 81,12% 0,010 78,72% 0,012 79,59% 0,006 78,77% 0,006 +
hm07m 82,27% 0,004 81,24% 0,009 78,91% 0,017 78,83% 0,005 78,54% 0,005 +
hm22m 79,20% 0,003 77,91% 0,007 76,98% 0,011 76,09% 0,005 75,34% 0,004 +
hm13r 78,94% 0,004 78,18% 0,010 77,24% 0,008 75,74% 0,008 75,32% 0,006 +
hm10m 78,92% 0,004 78,23% 0,011 77,11% 0,014 75,79% 0,006 75,37% 0,007 +
hm16g 78,60% 0,015 81,55% 0,055 78,42% 0,044 70,14% 0,010 71,66% 0,017 +
hm11g 74,19% 0,025 69,93% 0,021 74,54% 0,021 66,42% 0,016 66,47% 0,015 - †
hm24m 72,72% 0,019 67,65% 0,019 72,91% 0,012 64,98% 0,013 65,05% 0,016 +
hm26m 69,95% 0,022 64,43% 0,025 70,68% 0,016 61,10% 0,012 60,01% 0,013 +
hm06g 69,57% 0,020 63,21% 0,019 70,68% 0,027 60,89% 0,010 59,98% 0,012 +
hm02r 68,86% 0,025 63,45% 0,033 70,85% 0,023 60,08% 0,013 58,64% 0,018 +
hm03r 69,16% 0,023 60,18% 0,026 65,03% 0,030 47,83% 0,040 53,06% 0,016 +
hm09g 68,34% 0,023 59,23% 0,027 65,20% 0,033 48,15% 0,045 51,95% 0,015 +
hm17g 65,22% 0,022 55,55% 0,023 64,12% 0,033 47,13% 0,032 50,90% 0,009 +
hm04m 59,30% 0,012 53,20% 0,024 60,90% 0,030 43,32% 0,034 46,39% 0,009 +
hm08m 55,97% 0,020 48,57% 0,023 57,15% 0,046 42,26% 0,023 42,65% 0,010 +
hm01g 45,68% 0,040 42,05% 0,033 42,98% 0,054 31,79% 0,040 33,49% 0,011 +
hm20r 23,17% 0,035 25,08% 0,020 25,33% 0,026 19,31% 0,014 20,77% 0,006 +
mus09r 87,03% 0,068 92,95% 0,005 90,95% 0,002 92,88% 0,005 93,45% 0,003 +
mus07g 88,13% 0,013 89,21% 0,029 80,01% 0,034 87,97% 0,019 89,35% 0,005 - •
mus01r 89,04% 0,005 86,93% 0,006 80,40% 0,017 85,30% 0,007 86,47% 0,007 +
mus12m 88,87% 0,004 85,78% 0,006 80,04% 0,018 85,44% 0,005 85,88% 0,005 +
mus08m 88,55% 0,004 85,77% 0,008 80,85% 0,010 84,63% 0,009 85,19% 0,006 +
mus06g 88,28% 0,003 84,33% 0,006 80,01% 0,020 83,19% 0,005 84,21% 0,003 +
mus05r 84,51% 0,005 81,69% 0,008 77,56% 0,019 80,78% 0,007 80,80% 0,004 +
mus03g 81,06% 0,004 79,84% 0,008 77,61% 0,016 77,48% 0,005 77,48% 0,005 +
mus04m 75,50% 0,007 71,10% 0,023 74,31% 0,012 65,60% 0,017 66,82% 0,018 +
mus02r 69,03% 0,020 63,58% 0,024 70,02% 0,019 60,63% 0,012 59,60% 0,015 +
mus11m 60,17% 0,022 51,25% 0,020 58,85% 0,039 39,00% 0,036 45,66% 0,014 +
mus10g 56,30% 0,019 48,92% 0,021 55,34% 0,039 35,45% 0,032 42,53% 0,010 +
yst05r 89,99% 0,004 86,89% 0,007 80,76% 0,021 86,27% 0,006 86,74% 0,005 +
yst02g 85,66% 0,006 82,87% 0,010 78,21% 0,016 81,88% 0,007 82,15% 0,007 +
yst07m 79,10% 0,004 78,27% 0,008 76,81% 0,012 76,24% 0,004 75,46% 0,006 +
yst06g 78,44% 0,007 75,93% 0,012 74,94% 0,018 71,63% 0,005 73,29% 0,006 +
yst04r 79,11% 0,012 75,54% 0,012 73,50% 0,020 75,18% 0,005 71,64% 0,006 +
yst03m 74,55% 0,011 69,68% 0,024 73,26% 0,012 65,16% 0,021 66,24% 0,011 +
yst10m 68,49% 0,004 66,67% 0,007 63,49% 0,014 65,72% 0,005 65,56% 0,006 +
yst01g 70,65% 0,021 65,16% 0,025 70,72% 0,014 62,52% 0,015 61,14% 0,013 +
yst08r 72,17% 0,035 62,91% 0,023 67,80% 0,048 66,25% 0,017 56,88% 0,011 +
yst09g 54,04% 0,021 47,92% 0,022 55,70% 0,056 44,82% 0,012 41,24% 0,007 +
Media 76,68% 74,01% 73,80% 70,76% 71,24%
Victorias 36/54 2/54 11/54 0/54 5/54
† Diferencias no significativas estad´ısticamente entre MO-ABC/DE y DEPT
• Diferencias no significativas estad´ısticamente entre MO-ABC/DE y NSGA-II
sultados obtenidos cuando resuelve las 54 instancias descritas en la Seccio´n 5.2.1 con los conseguidos
previamente por los algoritmos combinados en su disen˜o, la Colonia Artificial de Abejas Multiobje-
tivo (Multiobjective Artificial Bee Colony - MOABC) analizado en la Seccio´n 6.1.5 y la Evolucio´n
Diferencial con Torneos de Pareto (Differential Evolution with Pareto Tournaments - DEPT) descrito
en la Seccio´n 6.1.3. Adema´s, para demostrar que los datos presentados por estas tres metaheur´ısticas
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Tabla 6.26: Relacio´n de cobertura entre MO-ABC/DE, MOABC, DEPT, NSGA-II y
SPEA2.
MO-ABC/DE MOABC DEPT NSGA-II SPEA2 Media
MO-ABC/DE X 84,32% 70,72% 71,52% 71,66% 74,56%
MOABC 17,22% X 64,26% 94,75% 94,93% 67,79%
DEPT 27,11% 53,65% X 77,65% 75,38% 58,45%
NSGA-II 41,26% 24,94% 33,28% X 66,94% 41,61%
SPEA2 40,97% 28,23% 35,10% 55,34% X 39,91%
Media 31,64% 47,79% 50,84% 74,81% 77,23% X
son de calidad, hemos incluido tambie´n los resultados de los dos algoritmos evolutivos multiobjetivo
utilizados como referencia hasta el momento, NSGA-II y SPEA2. Los resultados de esta compara-
tiva se muestran en la Tabla 6.25. Estos datos pueden analizarse desde diferentes puntos de vista,
primero trataremos de estudiar las ventajas que ofrece la hibridacio´n comparando los resultados del
algoritmo MO-ABC/DE con los obtenidos por los algoritmos MOABC y DEPT. Como podemos
notar, la versio´n h´ıbrida consigue el mejor resultado en 36 de las 54 instancias resueltas, mientras
que los algoritmos MOABC y DEPT consiguen el mejor resultado en 2 y 11 instancias, respectiva-
mente. Estos datos demuestran que la combinacio´n de las propiedades de ambas te´cnicas permite
una mejor evolucio´n en el algoritmo MO-ABC/DE. Adema´s, si nos centramos en los hipervolu´menes
medios conseguidos por estas tres metaheur´ısticas vemos tambie´n como el algoritmo MO-ABC/DE
supera a MOABC y DEPT en un 3% de hipervolumen, lo que se traduce en una mejora sustancial
en la calidad de las soluciones que componen los frentes de Pareto descubiertos. Si, por otro lado,
comparamos los resultados obtenidos por el algoritmo MO-ABC/DE con los logrados por los algorit-
mos NSGA-II y SPEA2, vemos como nuestra propuesta consigue el mejor resultado en 36 instancias
mientras que NSGA-II y SPEA2 en 5 instancias entre los dos. Analizando los hipervolu´menes medios
podemos observar como MO-ABC/DE es capaz de superar el resultado medio de NSGA-II y SPEA2
en un 6% y un 5% respectivamente, demostra´ndose as´ı la efectividad de este algoritmo. Como ya
veremos en la Seccio´n 6.2 el algoritmo MO-ABC/DE, junto con MO-TLBO (ver Seccio´n 6.1.4), es
uno de los algoritmos que mejores resultados obtiene de todos los disen˜ados e implementados en esta
tesis doctoral.
Por otro lado mostramos en la Tabla 6.26 los datos comparativos utilizando la relacio´n de cober-
tura. Estudiando los resultados mostrados en esta tabla, podemos comprobar como las conclusiones
obtenidas hasta el momento en esta seccio´n se mantienen. Comparando los resultados de los algo-
ritmos MO-ABC/DE, MOABC y DEPT vemos como las soluciones descubiertas por la propuesta
h´ıbrida son capaces de cubrir un 84,32% de las soluciones de MOABC y un 70,72% de las soluciones
del DEPT. Por contra, las soluciones de los algoritmos MOABC y DEPT son capaces de cubrir tan
solo un 17,22% y un 27,11% de las soluciones de MO-ABC/DE. Las soluciones descubiertas por el
algoritmo MO-ABC/DE tambie´n consiguen coberturas superiores a las obtenidas por las soluciones
de NSGA-II y SPEA2, logrando unos porcentajes medios del 71,52% y 71,66% respectivamente.
Estos, por otro lado, consiguen u´nicamente unos valores igual a 41,26% y 40,97%. Finalmente, cen-
tra´ndonos en los resultados globales (u´ltima columna y u´ltima fila de la Tabla 6.26), vemos como la
te´cnica h´ıbrida disen˜ada consigue las mejores coberturas medias globales, alcanzando un porcenta-
je del 74,56% frente a los 67,79%, 58,45%, 41,61% y 39,91% de los algoritmos MOABC, DEPT,
NSGA-II y SPEA2. De igual modo, el algoritmo MO-ABC/DE es el menos cubierto, con un valor
de 31,64%, frente a los 47,79%, 50,84%, 74,81% y 77,23% de sus competidores.
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6.2. Comparativas entre metaheur´ısticas
Una vez analizados los resultados obtenidos por las metaheur´ısticas disen˜adas de forma individu-
al, en esta seccio´n presentamos una comparativa ma´s amplia donde analizamos cuestiones como, por
ejemplo, que´ te´cnica es la ma´s adecuada para resolver cada tipo de instancia, organismo... En esta
seccio´n analizamos tambie´n la relevancia biolo´gica de los resultados descubiertos por nuestro mejor
algoritmo evolutivo multiobjetivo, como ya veremos, el algoritmo MO-TLBO, demostrando la efica-
cia de este tipo de te´cnicas a la hora de resolver problemas de optimizacio´n biolo´gicos. En la Seccio´n
6.2.1 comparamos los hipervolu´menes obtenidos por las metaheur´ısticas disen˜adas y presentamos
una serie de conclusiones interesantes que pueden facilitar a futuros investigadores la labor de es-
coger una u otra te´cnica para resolver un conjunto de instancias concreto con ciertas caracter´ısticas.
Seguidamente, en la Seccio´n 6.2.2, incluimos un extenso ana´lisis de los resultados biolo´gicos obtenidos
por la mejor de nuestras metaheur´ısticas utilizando las me´tricas biolo´gicas descritas en la Seccio´n
5.3.5. Adema´s comparamos las predicciones realizadas por nuestro algoritmo con las descubiertas
por otras trece herramientas biolo´gicas consolidadas en el campo de la biolog´ıa.
6.2.1. Comparativas multiobjetivo
En esta seccio´n comparamos el funcionamiento de los diez algoritmos evolutivos multiobjetivo
disen˜ados y presentados de forma individual en las Secciones 6.1.1 a 6.1.9 (NSGA-II, SPEA2, MO-
VNS, DEPT, MO-TLBO, MOABC, MO-GSA, MO-FA, MO-SFLA y MO-ABC/DE). A diferencia
de lo realizado en las secciones anteriores, donde comparamos los resultados obtenidos por cada
metaheur´ıstica con los conseguidos por los algoritmos NSGA-II y SPEA2, en esta seccio´n compara-
mos los hipervolu´menes obtenidos por todos los algoritmos de forma conjunta en una misma tabla.
De este modo, podremos conocer que´ algoritmo es el ma´s adecuado para resolver un conjunto deter-
minado de instancias o que´ te´cnica se comporta mejor de una forma ma´s general. Para ello hemos
utilizado como benchmark las instancias descritas en la Seccio´n 5.2.1, la metodolog´ıa experimental
descrita en la Seccio´n 5.3.3 y el hipervolumen como me´trica multiobjetivo de calidad. Los resultados
de esta comparativa se muestran en la Tabla 6.27. Tambie´n incluimos los resultados del estudio
estad´ıstico (ver Seccio´n 5.3.4) llevado a cabo sobre los datos presentados en la Tabla 6.27 (ver Tabla
6.28), indicando en que´ casos no existen diferencias estad´ısticamente significativas entre cada par de
algoritmos.
Para analizar los datos presentados estudiaremos los resultados obtenidos por los algoritmos cen-
tra´ndonos en el organismo al que pertenecen las instancias resueltas (drosophila melanogaster, homo
sapiens, mus musculus o saccharomyces cerevisiae). Fija´ndonos en los resultados de los algoritmos
cuando resuelven las primeras 6 instancias de la Tabla 6.27 (instancias de tipo DM), podemos ver
como el algoritmo MO-ABC/DE es la te´cnica que mejores resultados consigue, logrando el mejor
resultado en 5 de las 6 instancias y el segundo mejor resultado en la instancia restante (dm04g, donde
MO-SFLA obtiene el mayor hipervolumen) con un resultado igual a 87,96%. Le sigue el algoritmo
MO-SFLA con un 86,87% y MO-TLBO con un 86,69%. Con estos datos podemos concluir que si lo
que queremos es resolver instancias pertenecientes a este organismo, el algoritmo MO-ABC/DE es
la mejor opcio´n. Si continuamos estudiando los resultados, pero centra´ndonos en las 26 instancias
siguientes, pertenecientes al homo sapiens (tipo HM), podemos observar como los mejores resultados
los consigue el algoritmo MO-TLBO obteniendo el mayor hipervolumen en 13 de estas 26 con un
resultado medio igual a 75,79%. Le siguen los algoritmos MO-SFLA y MO-FA con unos resultados
de 73,93% y 73,84%, respectivamente. Del mismo modo, podemos decir que, si lo que queremos
es resolver instancias pertenecientes al ser humano, MO-TLBO parece ser la metaheur´ıstica ma´s
apropiada. Continuando con el ana´lisis de los datos, el comportamiento que presentan los algoritmos
114
Cap´ıtulo 6. Aplicacio´n de las metaheur´ısticas para descubrir motifs
Tabla 6.27: Comparativa entre los hipervolu´menes de todos los algoritmos implementados.
MO-VNS DEPT MO-TLBO MOABC MO-GSA MO-FA MO-SFLA MO-ABC/DE NSGA-II SPEA2
Id Instancia H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR
5d dm05g 85,88% 0,008 81,55% 0,014 87,63% 0,005 86,39% 0,010 80,30% 0,021 83,67% 0,012 87,61% 0,007 89,15% 0,004 85,44% 0,009 86,27% 0,011
8d dm08m 85,75% 0,007 81,30% 0,015 87,71% 0,005 85,96% 0,008 80,94% 0,017 83,25% 0,010 87,66% 0,007 89,31% 0,004 85,67% 0,011 86,03% 0,006
7d dm07m 85,87% 0,007 81,01% 0,015 87,46% 0,006 86,09% 0,011 80,42% 0,020 83,53% 0,010 87,80% 0,005 89,13% 0,003 85,40% 0,008 86,29% 0,008
3d dm03m 85,56% 0,007 81,38% 0,017 87,73% 0,005 86,06% 0,011 80,75% 0,021 83,52% 0,011 87,74% 0,008 89,07% 0,003 84,67% 0,007 86,09% 0,012
4d dm04g 82,90% 0,008 79,78% 0,018 84,81% 0,008 83,77% 0,014 79,31% 0,014 81,91% 0,014 85,73% 0,007 85,56% 0,004 82,24% 0,012 82,44% 0,011
1d dm01g 82,95% 0,006 79,66% 0,017 84,78% 0,004 83,24% 0,008 79,03% 0,015 81,62% 0,013 84,68% 0,006 85,56% 0,006 82,69% 0,007 82,87% 0,007
Media DM 84,82% 80,78% 86,69% 85,25% 80,13% 82,92% 86,87% 87,96% 84,35% 85,00%
Victorias DM 0/6 0/6 0/6 0/6 0/6 0/6 1/6 5/6 0/6 0/6
12h hm12r 90,69% 0,034 91,50% 0,005 91,55% 0,006 94,29% 0,005 93,88% 0,005 91,14% 0,006 91,90% 0,005 88,89% 0,013 94,12% 0,004 94,55% 0,003
14h hm14r 86,77% 0,062 91,40% 0,003 91,14% 0,006 93,88% 0,006 94,11% 0,003 91,03% 0,006 92,03% 0,004 88,28% 0,047 93,76% 0,003 94,22% 0,004
25h hm25g 79,92% 0,062 91,30% 0,008 90,69% 0,008 93,66% 0,007 93,20% 0,011 90,24% 0,007 91,68% 0,005 79,13% 0,059 93,63% 0,002 93,98% 0,001
15h hm15r 85,23% 0,016 80,29% 0,022 87,16% 0,011 88,59% 0,027 80,23% 0,025 83,98% 0,042 86,64% 0,014 86,70% 0,010 83,61% 0,013 86,12% 0,021
5h hm05r 85,41% 0,007 80,46% 0,019 87,08% 0,005 85,50% 0,009 80,32% 0,015 82,73% 0,009 86,84% 0,007 88,74% 0,004 86,22% 0,024 86,58% 0,010
23h hm23r 81,57% 0,007 78,13% 0,018 84,17% 0,005 82,38% 0,007 78,23% 0,013 80,89% 0,011 83,45% 0,006 84,55% 0,004 80,84% 0,007 81,16% 0,005
19h hm19g 80,35% 0,007 78,71% 0,022 82,31% 0,006 81,37% 0,009 76,81% 0,019 80,08% 0,009 82,38% 0,005 83,20% 0,006 80,64% 0,005 80,03% 0,005
18h hm18m 79,38% 0,007 79,80% 0,014 82,23% 0,005 81,31% 0,008 77,39% 0,023 79,97% 0,009 82,12% 0,007 82,09% 0,004 78,81% 0,006 78,32% 0,005
21h hm21g 79,76% 0,007 78,72% 0,012 81,95% 0,006 81,12% 0,010 77,01% 0,019 79,49% 0,010 81,98% 0,006 82,38% 0,005 79,59% 0,006 78,77% 0,006
7h hm07m 79,66% 0,006 78,91% 0,017 82,12% 0,006 81,24% 0,009 77,37% 0,017 79,91% 0,010 81,78% 0,008 82,27% 0,004 78,83% 0,005 78,54% 0,005
22h hm22m 74,12% 0,028 76,98% 0,011 79,12% 0,005 77,91% 0,007 69,87% 0,047 76,84% 0,009 78,55% 0,005 79,20% 0,003 76,09% 0,005 75,34% 0,004
13h hm13r 72,88% 0,031 77,24% 0,008 79,36% 0,005 78,18% 0,010 70,27% 0,040 77,35% 0,008 78,53% 0,007 78,94% 0,004 75,74% 0,008 75,32% 0,006
10h hm10m 72,36% 0,034 77,11% 0,014 79,44% 0,005 78,23% 0,011 69,01% 0,038 77,54% 0,009 78,41% 0,007 78,92% 0,004 75,79% 0,006 75,37% 0,007
16h hm16g 70,36% 0,026 78,42% 0,044 82,65% 0,016 81,55% 0,055 69,12% 0,043 83,63% 0,051 83,27% 0,035 78,60% 0,015 70,14% 0,010 71,66% 0,017
11h hm11g 63,86% 0,028 74,54% 0,021 76,22% 0,012 69,93% 0,021 60,14% 0,044 73,15% 0,017 74,37% 0,022 74,19% 0,025 66,42% 0,016 66,47% 0,015
24h hm24m 62,65% 0,028 72,91% 0,012 74,64% 0,008 67,65% 0,019 59,58% 0,036 72,19% 0,008 73,08% 0,015 72,72% 0,019 64,98% 0,013 65,05% 0,016
26h hm26m 60,98% 0,025 70,68% 0,016 72,54% 0,013 64,43% 0,025 58,89% 0,031 70,48% 0,012 71,57% 0,016 69,95% 0,022 61,10% 0,012 60,01% 0,013
6h hm06g 59,43% 0,019 70,68% 0,027 71,03% 0,015 63,21% 0,019 56,60% 0,029 69,37% 0,012 69,99% 0,012 69,57% 0,020 60,89% 0,010 59,98% 0,012
2h hm02r 59,04% 0,022 70,85% 0,023 73,13% 0,021 63,45% 0,033 57,57% 0,024 69,88% 0,014 70,35% 0,019 68,86% 0,025 60,08% 0,013 58,64% 0,018
3h hm03r 58,75% 0,014 65,03% 0,030 72,93% 0,018 60,18% 0,026 58,44% 0,021 69,06% 0,020 70,04% 0,025 69,16% 0,023 47,83% 0,040 53,06% 0,016
9h hm09g 57,72% 0,017 65,20% 0,033 73,18% 0,016 59,23% 0,027 57,51% 0,022 68,71% 0,023 68,00% 0,028 68,34% 0,023 48,15% 0,045 51,95% 0,015
17h hm17g 55,12% 0,019 64,12% 0,033 66,45% 0,015 55,55% 0,023 54,40% 0,024 65,86% 0,030 64,53% 0,025 65,22% 0,022 47,13% 0,032 50,90% 0,009
4h hm04m 52,21% 0,022 60,90% 0,030 62,53% 0,014 53,20% 0,024 52,18% 0,029 62,17% 0,018 60,64% 0,033 59,30% 0,012 43,32% 0,034 46,39% 0,009
8h hm08m 46,81% 0,037 57,15% 0,046 58,01% 0,013 48,57% 0,023 46,98% 0,037 58,07% 0,015 55,46% 0,042 55,97% 0,020 42,26% 0,023 42,65% 0,010
1h hm01g 34,40% 0,029 42,98% 0,054 53,87% 0,016 42,05% 0,033 37,95% 0,042 49,56% 0,065 42,07% 0,042 45,68% 0,040 31,79% 0,040 33,49% 0,011
20h hm20r 22,67% 0,027 25,33% 0,026 35,02% 0,013 25,08% 0,020 25,68% 0,020 36,43% 0,065 22,56% 0,017 23,17% 0,035 19,31% 0,014 20,77% 0,006
Media HM 67,39% 72,28% 75,79% 71,22% 66,64% 73,84% 73,93% 73,23% 66,96% 67,67%
Victorias DM 0/26 0/26 13/26 1/26 0/26 3/26 0/26 5/26 0/26 3/26
9m mus09r 84,79% 0,061 90,95% 0,002 90,59% 0,006 92,95% 0,005 92,92% 0,005 90,36% 0,004 91,03% 0,006 87,03% 0,068 92,88% 0,005 93,45% 0,003
7m mus07g 89,08% 0,015 80,01% 0,034 88,08% 0,020 89,21% 0,029 79,85% 0,018 82,43% 0,015 87,08% 0,024 88,13% 0,013 87,97% 0,019 89,35% 0,005
1m mus01r 85,90% 0,007 80,40% 0,017 88,29% 0,008 86,93% 0,006 80,50% 0,022 84,44% 0,017 87,26% 0,009 89,04% 0,005 85,30% 0,007 86,47% 0,007
12m mus12m 85,41% 0,006 80,04% 0,018 87,44% 0,005 85,78% 0,006 80,78% 0,018 82,72% 0,010 86,85% 0,007 88,87% 0,004 85,44% 0,005 85,88% 0,005
8m mus08m 85,11% 0,007 80,85% 0,010 87,43% 0,005 85,77% 0,008 80,48% 0,023 83,10% 0,010 87,11% 0,005 88,55% 0,004 84,63% 0,009 85,19% 0,006
6m mus06g 84,21% 0,007 80,01% 0,020 86,67% 0,006 84,33% 0,006 79,94% 0,017 81,91% 0,008 86,39% 0,005 88,28% 0,003 83,19% 0,005 84,21% 0,003
5m mus05r 81,45% 0,006 77,56% 0,019 83,60% 0,005 81,69% 0,008 78,08% 0,013 80,25% 0,008 83,44% 0,006 84,51% 0,005 80,78% 0,007 80,80% 0,004
3m mus03g 77,39% 0,018 77,61% 0,016 81,56% 0,005 79,84% 0,008 74,58% 0,044 79,67% 0,012 80,37% 0,007 81,06% 0,004 77,48% 0,005 77,48% 0,005
4m mus04m 65,49% 0,021 74,31% 0,012 77,03% 0,005 71,10% 0,023 63,99% 0,030 74,24% 0,010 75,22% 0,010 75,50% 0,007 65,60% 0,017 66,82% 0,018
2m mus02r 59,34% 0,025 70,02% 0,019 71,82% 0,015 63,58% 0,024 57,21% 0,025 69,78% 0,015 70,20% 0,016 69,03% 0,020 60,63% 0,012 59,60% 0,015
11m mus11m 49,54% 0,031 58,85% 0,039 62,82% 0,013 51,25% 0,020 49,51% 0,031 62,01% 0,014 58,84% 0,031 60,17% 0,022 39,00% 0,036 45,66% 0,014
10m mus10g 46,22% 0,030 55,34% 0,039 59,83% 0,014 48,92% 0,021 47,05% 0,032 59,25% 0,016 53,84% 0,035 56,30% 0,019 35,45% 0,032 42,53% 0,010
Media MUS 74,49% 75,50% 80,43% 76,78% 72,07% 77,51% 78,97% 79,71% 73,20% 74,79%
Victorias MUS 0/12 0/12 5/12 0/12 0/12 0/12 0/12 5/12 0/12 1/12
5y yst05r 86,61% 0,007 80,76% 0,021 87,52% 0,008 86,89% 0,007 81,29% 0,020 83,63% 0,014 87,99% 0,006 89,99% 0,004 86,27% 0,006 86,74% 0,005
2y yst02g 82,50% 0,007 78,21% 0,016 84,14% 0,005 82,87% 0,010 78,78% 0,012 80,82% 0,011 84,09% 0,008 85,66% 0,006 81,88% 0,007 82,15% 0,007
7y yst07m 74,22% 0,032 76,81% 0,012 79,19% 0,006 78,27% 0,008 70,49% 0,038 77,36% 0,008 78,54% 0,006 79,10% 0,004 76,24% 0,004 75,46% 0,006
6y yst06g 72,04% 0,028 74,94% 0,018 77,99% 0,007 75,93% 0,012 68,05% 0,030 75,75% 0,014 78,81% 0,007 78,44% 0,007 71,63% 0,005 73,29% 0,006
4y yst04r 72,88% 0,028 73,50% 0,020 77,67% 0,006 75,54% 0,012 68,20% 0,034 73,98% 0,014 79,46% 0,011 79,11% 0,012 75,18% 0,005 71,64% 0,006
3y yst03m 65,03% 0,026 73,26% 0,012 75,18% 0,006 69,68% 0,024 62,59% 0,038 72,65% 0,010 74,48% 0,013 74,55% 0,011 65,16% 0,021 66,24% 0,011
10y yst10m 66,08% 0,005 63,49% 0,014 67,64% 0,004 66,67% 0,007 63,39% 0,010 64,99% 0,009 67,67% 0,005 68,49% 0,004 65,72% 0,005 65,56% 0,006
1y yst01g 61,48% 0,021 70,72% 0,014 72,27% 0,013 65,16% 0,025 59,37% 0,024 70,14% 0,011 71,66% 0,015 70,65% 0,021 62,52% 0,015 61,14% 0,013
8y yst08r 63,03% 0,025 67,80% 0,048 68,50% 0,015 62,91% 0,023 61,24% 0,030 69,12% 0,019 70,47% 0,031 72,17% 0,035 66,25% 0,017 56,88% 0,011
9y yst09g 45,74% 0,037 55,70% 0,056 56,08% 0,012 47,92% 0,022 46,50% 0,029 56,86% 0,021 52,90% 0,038 54,04% 0,021 44,82% 0,012 41,24% 0,007
Media YST 68,96% 71,52% 74,62% 71,18% 65,99% 72,53% 74,61% 75,22% 69,57% 68,03%
Victorias YST 0/10 0/10 3/10 0/10 0/10 1/10 2/10 4/10 0/10 0/10
Media Global 71,20% 73,80% 77,81% 74,01% 69,23% 75,42% 76,61% 76,68% 70,76% 71,24%
Victorias Globales 0/54 0/54 21/54 1/54 0/54 4/54 3/54 20/54 0/54 5/54
cuando resolvemos las instancias pertenecientes al tercer organismo (mus musculus o de tipo MUS)
es muy significativo. Podemos apreciar como los dos mejores algoritmos son MO-TLBO (mejor algo-
ritmo para instancias HM) y MO-ABC/DE (mejor algoritmo para instancias DM) consiguiendo unos
resultados medios de 80,43% y 79,71% respectivamente. Tambie´n vemos como ambos consiguen el
mejor resultado en 5 de las 12 instancias resueltas pero mientras MO-ABC/DE lo hace en 5 de las
instancias menos complejas, MO-TLBO destaca en las 5 instancias ma´s complejas. Esto se traduce en
que, trabajando con instancias pertenecientes al rato´n, MO-TLBO es la te´cnica ma´s adecuada para
resolver instancias complejas y MO-ABC/DE instancias no demasiado complicadas. Analizando, fi-
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Tabla 6.28: Diferencias que no son estad´ısticamente significativas.
MO-VNS DEPT MO-TLBO MOABC MO-GSA MO-FA MO-SFLA MO-ABC/DE NSGA-II
DEPT - X X X X X X X X
MO-TLBO - 12h 8,9y X X X X X X X
MOABC
8,5,17h
20h 16h X X X X X X
7m 8y
MO-GSA
4,8,9h 15,20,23h
- 9m X X X X X
11m 9y 4,5,6,7m 10y
MO-FA - 13,22h 2,4m 8,14h 6y - X X X X
MO-SFLA 20h
4,11,17,24h 3,5,8d 5,7m
1h - 16h X X X
2,9,11m 18,19,21h 2,10y
MO-ABC/DE 14,20,25h 11h 22h 7m 7y - -
3,6h
4d 3,9,11h X X
15,18,20h 3y
NSGA-II
8d 16,26h
7h 3m 7m 25h 9m 9m 15,21,23h 7m 7m X
3,4,12m 3y
SPEA2 2h 2,3,6,8m 7,21h 3m -
3,5,7,8d
- 19h - -
4d 11,24h
7,12m 5y 3,5m
nalmente, los resultados obtenidos cuando resolvemos las instancias de tipo YST (pertenecientes a
saccharomyces cerevisiae) vemos como, de nuevo, los algoritmos MO-ABC/DE (mejor resultado con
un 75,22%) y MO-TLBO (segundo mejor resultado con un 74,62%) consiguen los mayores hiper-
volu´menes, pero seguidos muy cerca por los algoritmos MO-SFLA y MO-FA. Por u´ltimo, dadas las
conclusiones obtenidas en estas primeras cuatro comparativas, las conclusiones obtenidas al analizar
las medias globales presentadas en las dos u´ltimas filas de la Tabla 6.27 son fa´cilmente deducibles.
Los tres mejores algoritmos son MO-TLBO (77,81% y el mejor resultado en 21 de las 54 instancias),
MO-ABC/DE (76,68% y el mejor resultado en 20 de las 54 instancias) y MO-SFLA (76.61% y el
mejor resultado en 3 de las 54 instancias).
6.2.2. Comparativas biolo´gicas
En esta seccio´n analizamos los motifs descubiertos por el mejor de nuestros algoritmos, el algorit-
mo MO-TLBO. Para ello, comparamos los motifs obtenidos por nuestra propuesta con los predichos
por trece herramientas biolo´gicas bien conocidas en el campo del descubrimiento de motifs. Ll-
evando a cabo esta comparativa, demostramos que los motifs encontrados por la metaheur´ıstica
desarrollada presentan una buena calidad biolo´gica. Las herramientas biolo´gicas con las que hemos
comparado nuestras predicciones son: AlignACE [10], ANN Spec [11], Consensus [7], GLAM [13], Im-
probizer [9], MEME [8], MITRA [3], MotifSampler [12], oligo/dyad-analysis [1] y [2], QuickScore [5],
SeSiMCMC [14], Weeder [6] e YMF [4]. Una breve descripcio´n de sus principios operativos y sus
caracter´ısticas te´cnicas se incluyen en la Tabla 1 del importante trabajo desarrollado por M. Tom-
pa et al. en el trabajo [15]. Como ya explicamos en la Seccio´n 5.3.5, disponemos del conjunto de
puntos de unio´n y del conjunto de predicciones realizadas por cada herramienta biolo´gica en cada
conjunto de datos, estando toda esta informacio´n disponible en [170]. Con esta informacio´n pode-
mos definir un conjunto de me´tricas biolo´gico/estad´ısticas que nos permiten conocer la correccio´n
de las predicciones realizadas por nuestro algoritmo. Los indicadores utilizados son la Sensibilidad
(xSn), el Valor de Prediccio´n Positiva (xPPV ), ambos a nivel de nucleo´tido (x = n) y a nivel de
cadena (x = s); los Coeficientes de Rendimiento y Correlacio´n (nPC y nCC, respectivamente) y,
finalmente, el Rendimiento Medio de Sitio (sASP ). Con este conjunto de indicadores definimos unas
me´tricas de calidad a trave´s de los valores de TP (True-Positives o Verdaderos-Positivos), TN (True-
Negatives o Verdaderos-Negativos), FP (False-Positives o Falso-Positivos) y FN (False-Negatives o
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Tabla 6.29: Comparativas entre la Sensibilidad (nSn), el Valor de Prediccio´n Positiva
(nPPV ), el Coeficiente de Rendimiento (nPC) y el Coeficiente de Correlacio´n (nCC) de
las soluciones descubiertas por el algoritmo MO-TLBO y las predichas por otras trece her-
ramientas biolo´gicas bien conocidas (mostramos N/A si no tenemos datos).
Sensibilidad (nSn) Valor de Prediccio´n Positiva (nPPV) Coeficiente de Rendimiento (nPC) Coeficiente de Correlacio´n (nCC)
Instancia Mejor herramienta MO-TLBO Mejor herramienta MO-TLBO Mejor herramienta MO-TLBO Mejor herramienta MO-TLBO
dm01g SeSiMCMC 0,344000 0,400000 SeSiMCMC 0,344000 1,000000 SeSiMCMC 0,207730 0,400000 SeSiMCMC 0,330043 0,628457
dm03m SeSiMCMC 0,105769 0,461538 Weeder 0,200000 0,600000 Weeder 0,058824 0,352941 Weeder 0,114663 0,518991
dm04g MS & ANNS 0,022222 0,437037 MotifSampler 0,032967 0,595960 MotifSampler 0,013453 0,337143 MotifSampler 0,013401 0,503260
dm05g MEME 0,037500 0,175000 MEME 0,026667 1,000000 MEME 0,015831 0,175000 MEME 0,006491 0,414618
dm07m N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
dm08m N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
hm01g MITRA 0,038136 0,139831 MITRA 0,038961 0,294643 MITRA 0,019651 0,104762 MITRA 0,032270 0,199426
hm02r QuickScore 0,046693 0,369650 YMF 0,076923 0,826087 YMF 0,025370 0,342960 YMF 0,029350 0,544771
hm03r MEME 0,063726 0,286765 MEME 0,108333 0,513158 MEME 0,041801 0,225434 MEME 0,063601 0,371151
hm04m AACE & QS 0,005952 0,196429 AlignACE 0,006061 0,275000 AlignACE 0,003012 0,129412 AlignACE -0,000400 0,228221
hm05r ANN Spec 0,145078 0,067358 MEME 0,500000 0,928571 MEME 0,072115 0,067010 MEME 0,178467 0,241198
hm06g MotifSampler 0,640000 0,493333 MotifSampler 0,440367 0,578125 MotifSampler 0,352941 0,362745 MotifSampler 0,521454 0,526789
hm07m YMF 0,110236 0,503937 oligodyad 0,166667 0,853333 oligodyad 0,068966 0,463768 YMF 0,111999 0,649371
hm08m AlignACE 0,389474 0,284211 Weeder 0,875000 0,593407 Weeder 0,327434 0,237885 Weeder 0,532359 0,400655
hm09g ANN Spec 0,381250 0,193750 ANN Spec 0,333333 0,469697 ANN Spec 0,216312 0,158974 ANN Spec 0,349071 0,297057
hm10m Weeder 0,505618 0,483146 Weeder 0,511364 0,377193 Weeder 0,340909 0,268750 Weeder 0,493543 0,407096
hm11g ANN Spec 0,163569 0,293680 ANN Spec 0,289474 0,580882 ANN Spec 0,116711 0,242331 ANN Spec 0,197525 0,399241
hm12r MotifSampler 0,214286 0,400000 Weeder 0,350000 1,000000 Weeder 0,150000 0,400000 MotifSampler 0,224037 0,618640
hm13r ANN Spec 0,128049 0,268293 YMF 0,156627 1,000000 YMF 0,073171 0,268293 ANN Spec 0,113965 0,512725
hm14r YMF 0,085366 0,500000 YMF 0,241379 0,976190 YMF 0,067308 0,493976 YMF 0,122577 0,690744
hm15r ANN Spec 0,055556 0,755556 ANN Spec 0,049020 0,686869 ANN Spec 0,026738 0,561983 ANN Spec 0,040697 0,717065
hm16g - 0,000000 0,463415 - 0,000000 0,791667 - 0,000000 0,413043 MEME -0,005204 0,603459
hm17g SeSiMCMC 0,820690 0,572414 YMF 1,000000 0,912088 YMF 0,635803 0,542484 MEME 0,775543 0,717067
hm18m - 0,000000 0,534091 - 0,000000 0,559524 - 0,000000 0,376000 YMF -0,003075 0,544047
hm19g SeSiMCMC 0,241379 0,689655 MotifSampler 0,138462 0,769231 MotifSampler 0,087137 0,571429 SeSiMCMC 0,127541 0,719139
hm20r QuickScore 0,002297 0,040738 QuickScore 0,004808 0,331250 QuickScore 0,001557 0,037642 MEME -0,006573 0,110808
hm21g MEME 0,752688 0,483871 MEME 0,388889 0,681818 MEME 0,344828 0,394737 MEME 0,529632 0,567740
hm22m ANN Spec 0,358491 0,839623 MEME 0,600000 0,674242 MEME 0,231707 0,597315 MEME 0,355546 0,742430
hm23r ANN Spec 0,209790 0,643357 MEME & MITRA 0,333333 0,821429 MEME & MITRA 0,137615 0,564417 ANN Spec 0,195702 0,708898
hm24m ANN Spec 0,532609 0,597826 Weeder 0,485714 0,429688 Weeder 0,265625 0,333333 Weeder 0,411959 0,493273
hm25g MEME 0,271429 0,442857 MEME 0,321429 0,968750 MEME 0,165217 0,436620 MEME 0,232514 0,640451
hm26m SeSiMCMC 0,085020 0,388664 MITRA 0,108333 0,631579 MITRA 0,038182 0,316832 MITRA 0,057556 0,484673
mus01r Improbizer 0,317647 0,647059 Improbizer 0,500000 0,687500 Improbizer 0,241071 0,500000 Improbizer 0,370550 0,647618
mus02r MEME 0,094828 0,331897 MEME 0,142857 0,550000 MEME 0,060440 0,261017 MEME 0,097480 0,415825
mus03g AlignACE 0,281690 0,626761 AlignACE 0,256410 0,635714 AlignACE 0,155039 0,461140 AlignACE 0,222480 0,609181
mus04m odyad & YMF 0,053030 0,325758 odyad & YMF 0,159091 0,754386 odyad & YMF 0,041420 0,294521 odyad & YMF 0,071890 0,484043
mus05r MEME 0,386364 0,500000 MEME 0,222222 0,814815 MEME 0,155251 0,448980 MEME 0,236944 0,626066
mus06g MotifSampler 0,283582 0,641791 oligodyad 0,472222 0,632353 oligodyad 0,197674 0,467391 oligodyad 0,324567 0,619954
mus07g ANN Spec 0,040000 0,670000 ANN Spec 0,020942 0,572650 ANN Spec 0,013937 0,446667 ANN Spec 0,006056 0,612463
mus08m SeSiMCMC 0,365854 0,536585 SeSiMCMC 0,103448 1,000000 SeSiMCMC 0,087719 0,536585 SeSiMCMC 0,181165 0,730964
mus09r MEME 0,292683 0,804878 MEME 0,266667 1,000000 MEME 0,162162 0,804878 MEME 0,247042 0,893431
mus10g MEME 0,331839 0,430493 Weeder 0,500000 0,421053 Weeder 0,213450 0,270423 Weeder 0,346658 0,415611
mus11m Improbizer 0,369668 0,383886 Weeder 0,900000 0,500000 Weeder 0,227437 0,277397 Weeder 0,430395 0,420369
mus12m MotifSampler 0,268966 0,717241 MotifSampler 0,367925 0,866667 MotifSampler 0,183962 0,645963 MotifSampler 0,253129 0,768386
yst01g Improbizer 0,139344 0,352459 Weeder 0,200000 0,671875 Weeder 0,070588 0,300699 Weeder 0,132087 0,481793
yst02g MITRA 0,555556 0,509259 YMF 1,000000 0,964912 YMF 0,472222 0,500000 YMF 0,677061 0,690296
yst03m Improbizer 0,340136 0,272109 QS & YMF 0,700000 0,784314 QS & YMF 0,261905 0,253165 oligodyad 0,437304 0,451535
yst04r Consensus 0,335878 0,534351 MITRA 0,357143 0,514706 MITRA 0,202765 0,355330 Consensus 0,322430 0,515194
yst05r SeSiMCMC 0,986111 0,902778 Weeder 1,000000 0,942029 Weeder 0,666667 0,855263 MotifSampler 0,801641 0,918369
yst06g MotifSampler 0,475000 0,737500 YMF & MEME 1,000000 0,674286 YMF & MEME 0,463415 0,543779 MotifSampler 0,662175 0,690419
yst07m N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
yst08r AlignACE 0,387097 0,197133 MotifSampler 0,786408 0,561224 MotifSampler 0,269103 0,170807 MotifSampler 0,470596 0,323136
yst09g Improbizer 0,497674 0,200000 Csus & YMF 0,857143 0,341270 Csus & YMF 0,316177 0,144295 AlignACE 0,484936 0,253672
yst10m N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
MS es MotifSampler; ANNS es ANN Spec; AACE es AlignACE; QS es QuickScore; odyad es oligodyad y Csus es Consensus.
Falsos-Negativos) obtenidos de comparar las predicciones realizadas con las posiciones reales de los
puntos de unio´n conocidos.
En las Tablas 6.29 y 6.30 incluimos los resultados correspondientes a las me´tricas biolo´gico/es-
tad´ısticas: nSn, nPPV , nPC, nCC, sSn, sPPV y sASP . Para realizar esta comparativa hemos
seleccionado las soluciones no-dominadas que presentan un mayor valor biolo´gico combinado. La
metodolog´ıa seguida es sencilla, primero sumamos el valor obtenido por las siete me´tricas descritas
en la Seccio´n 5.3.5 (dando lugar al valor biolo´gico combinado) de cada solucio´n y despue´s selec-
cionamos aquella que presente un mejor resultado. En las Tablas 6.29 y 6.30 indicamos el conjunto
de datos procesado en cada momento en la primera columna, mostramos las herramientas biolo´gicas
(entre las trece analizadas) que obtienen los mejores resultados para cada caso en la segunda colum-
na, incluyendo el correspondiente resultado en la tercera. Finalmente, los valores obtenidos por las
soluciones del algoritmo MO-TLBO se muestran en la u´ltima columna de las tablas. Analizando los
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Tabla 6.30: Comparativas entre la Sensibilidad (sSn), el Valor de Prediccio´n Positiva
(sPPV ) y Rendimiento Medio de Sitio (sASP ) de las soluciones descubiertas por el al-
goritmo MO-TLBO y las predichas por otras trece herramientas biolo´gicas bien conocidas
(mostramos N/A si no tenemos datos).
Sensibilidad (sSn) Valor de Prediccio´n Positiva (sPPV) Rendimiento Medio de Sitio (sASP)
Instancia Mejor herramienta MO-TLBO Mejor herramienta MO-TLBO Mejor herramienta MO-TLBO
dm01g SeSiMCMC 0,428571 0,428571 SeSiMCMC 0,500000 1,000000 SeSiMCMC 0,464286 0,714286
dm03m MEME & W. & SS 0,111111 0,444444 Weeder 0,250000 1,000000 Weeder 0,180556 0,722222
dm04g MEME 0,071429 0,333333 MEME 0,066667 1,000000 MEME 0,069048 0,666667
dm05g SeSiMCMC 0,142857 0,142857 SeSiMCMC 0,200000 1,000000 SeSiMCMC 0,171429 0,571429
dm07m N/A N/A N/A N/A N/A N/A N/A N/A N/A
dm08m N/A N/A N/A N/A N/A N/A N/A N/A N/A
hm01g Improbizer & MITRA 0,062500 0,187500 MITRA 0,047619 0,428571 MITRA 0,055060 0,308036
hm02r MotifSampler 0,090909 0,454545 MotifSampler 0,047619 1,000000 MotifSampler 0,069264 0,727273
hm03r MEME 0,133333 0,266667 MEME 0,166667 0,666667 MEME 0,150000 0,466667
hm04m - 0,000000 0,272727 - 0,000000 0,500000 - 0,000000 0,386364
hm05r ANN Spec 0,272727 0,181818 MEME 0,500000 1,000000 MEME 0,295455 0,590909
hm06g MotifSampler 0,555556 0,444444 MotifSampler 0,555556 1,000000 MotifSampler 0,555556 0,722222
hm07m YMF 0,333333 0,500000 oligodyad 0,166667 1,000000 YMF 0,238095 0,750000
hm08m AACE & ANNS & W. 0,615385 0,538462 Weeder 0,888889 0,875000 Weeder 0,752137 0,706731
hm09g ANN Spec 0,600000 0,300000 ANN Spec 0,285714 0,500000 ANN Spec 0,442857 0,400000
hm10m Weeder 0,545455 0,545455 Weeder 0,545455 1,000000 Weeder 0,545455 0,772727
hm11g ANN Spec 0,315790 0,263158 ANN Spec 0,333333 1,000000 ANN Spec 0,324561 0,631579
hm12r ANNS & MS 0,400000 0,400000 Weeder 0,500000 1,000000 MotifSampler 0,450000 0,700000
hm13r ANNS & YMF 0,222222 0,222222 YMF 0,153846 1,000000 YMF 0,188034 0,611111
hm14r YMF 0,250000 0,500000 YMF 0,200000 1,000000 YMF 0,225000 0,750000
hm15r - 0,000000 0,750000 - 0,000000 1,000000 - 0,000000 0,875000
hm16g - 0,000000 0,571429 - 0,000000 1,000000 - 0,000000 0,785714
hm17g ANN Spec 1,000000 0,700000 MEME & MITRA & YMF 1,000000 1,000000 MEME 0,950000 0,850000
hm18m - 0,000000 0,571429 - 0,000000 1,000000 - 0,000000 0,785714
hm19g Impro. & MEME & MS & SS 0,250000 0,750000 SeSiMCMC 0,200000 1,000000 SeSiMCMC 0,225000 0,875000
hm20r - 0,000000 0,114286 - 0,000000 0,444444 - 0,000000 0,279365
hm21g MEME 1,000000 0,428571 MEME 0,388889 1,000000 MEME 0,694444 0,714286
hm22m ANN Spec 0,800000 0,800000 MEME 0,400000 1,000000 ANN Spec 0,566667 0,900000
hm23r ANN Spec 0,400000 1,000000 MEME & MITRA 0,333333 1,000000 ANN Spec 0,283333 1,000000
hm24m ANN Spec 0,750000 0,625000 Weeder 0,571429 1,000000 Weeder 0,535714 0,812500
hm25g MEME 0,400000 0,400000 GLAM & MEME 0,500000 1,000000 GLAM & MEME 0,350000 0,700000
hm26m MITRA & SeSiMCMC 0,200000 0,400000 SeSiMCMC 0,222222 1,000000 SeSiMCMC 0,211111 0,700000
mus01r Improbizer 0,500000 0,833333 Improbizer 0,500000 1,000000 Improbizer 0,500000 0,916667
mus02r MEME 0,166667 0,416667 MEME 0,142857 1,000000 MEME 0,154762 0,708333
mus03g AlignACE 0,333333 0,666667 AlignACE 0,333333 1,000000 AlignACE 0,333333 0,833333
mus04m GLAM & oligo & YMF 0,071429 0,428571 GLAM 0,142857 1,000000 GLAM 0,107143 0,714286
mus05r MEME 0,500000 0,500000 QuickScore 0,222222 1,000000 MEME 0,350000 0,750000
mus06g MS & oligo & QS 0,600000 0,600000 oligodyad 0,500000 1,000000 oligodyad 0,550000 0,800000
mus07g - 0,000000 0,750000 - 0,000000 1,000000 - 0,000000 0,875000
mus08m SeSiMCMC 0,333333 0,666667 SeSiMCMC 0,200000 1,000000 SeSiMCMC 0,266667 0,833333
mus09r MEME & SeSiMCMC 0,500000 0,500000 MEME 0,333333 1,000000 MEME 0,416667 0,750000
mus10g YMF 0,600000 0,400000 Weeder 0,500000 0,750000 Weeder 0,483333 0,575000
mus11m Improbizer 0,666667 0,400000 Weeder 1,000000 1,000000 Weeder 0,666667 0,700000
mus12m Csus & MS 0,428571 0,714286 MotifSampler 0,300000 1,000000 MotifSampler 0,364286 0,857143
yst01g Improbizer 0,285714 0,428571 Weeder 0,200000 0,750000 Improbizer 0,198413 0,589286
yst02g Weeder 1,000000 0,600000 SeSiMCMC & YMF 1,000000 1,000000 Weeder 0,857143 0,800000
yst03m Improbizer 0,444444 0,166667 oligodyad 0,700000 1,000000 oligodyad 0,544444 0,583333
yst04r AACE & Csus & MS 0,571429 0,571429 MITRA 0,428571 1,000000 Csus & MS 0,485714 0,785714
yst05r MS & SeSiMCMC 1,000000 1,000000 MS & Weeder 1,000000 1,000000 MotifSampler 1,000000 1,000000
yst06g Weeder 1,000000 0,714286 MEME & MS & YMF 1,000000 1,000000 Weeder 0,937500 0,857143
yst07m N/A N/A N/A N/A N/A N/A N/A N/A N/A
yst08r AACE & MEME 0,642857 0,428571 MotifSampler 0,700000 0,666667 MotifSampler 0,600000 0,547619
yst09g AACE & Improbizer & W. 0,615385 0,230769 Csus & YMF 0,857143 0,428571 Csus & YMF 0,659341 0,329670
yst10m N/A N/A N/A N/A N/A N/A N/A N/A N/A
MS es MotifSampler; ANNS es ANN Spec; AACE es AlignACE; QS es QuickScore; odyad es oligodyad; Csus es Consensus; W. es Weeder;
SS es SeSiMCMC y Impro es Improbizer.
resultados presentados por los indicadores a nivel de nucleo´tido (Tabla 6.29), podemos ver como
las predicciones realizadas por nuestra propuesta mejoran los resultados obtenidos por la mejor de
las trece herramientas biolo´gicas en la mayor´ıa de los casos. Para el caso particular del nSn con-
seguimos mejorar el resultado obtenido por la mejor herramienta biolo´gica en 38 de los 50 casos en
los que disponemos de datos. Para el caso del nPPV conseguimos mejorar en 39 de los 50 casos y
conseguimos un resultado mejor en 42 y 43 de los 50 casos posibles para los indicadores nPC y nCC
respectivamente.
En lo referente a las me´tricas biolo´gico/estad´ısticas a nivel de cadena (Tabla 6.30), nuestra prop-
uesta tambie´n logra buenos resultados, consiguiendo el mejor sSn en 35 de los 50 casos, en 47 de los
50 para la me´trica sPPV y en 43 de los 50 casos para el indicador sASP . Es importante destacar
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(a) Me´tricas combinadas para las instancias DM. (b) Me´tricas combinadas para las instancias HM.
(c) Me´tricas combinadas para las instancias MUS. (d) Me´tricas combinadas para las instancias YST.
Figura 6.1: Me´tricas de correccio´n combinadas sobre las 54 instancias organizadas por or-
ganismos.
tambie´n que, aunque nuestro algoritmo no consigue superar el resultado obtenido por la mejor her-
ramienta biolo´gica en todos los casos, consigue resultados muy pro´ximos a los alcanzados por ellos,
obteniendo en muchas ocasiones el segundo o tercer mejor resultado. Todos estos datos demuestran
que, adema´s de conseguir buenos resultados desde el punto de vista informa´tico (a trave´s de in-
dicadores como el hipervolumen o la relacio´n de cobertura), las te´cnicas desarrolladas son capaces
de descubrir motifs biolo´gicamente relevantes. Otra cualidad importante que presentan nuestros
algoritmos es la capacidad de encontrar soluciones de calidad en todas las instancias, independien-
temente del organismo al que pertenezcan (drosophila melanogaster, homo sapiens, mus musculus o
saccharomyces cerevisiae) o de las caracter´ısticas que posean. Si analizamos que´ herramientas logran
siempre los mejores resultados en cada conjunto de datos, podemos observamos como, por ejemplo,
para la instancia dm01g, el mejor resultado es siempre obtenido por SeSiMCMC. Lo mismo ocurre,
entre otros muchos casos, para la instancia hm03r, donde el mejor resultado lo consigue siempre
MEME. Estos resultados nos permiten esperar y suponer que nuestro algoritmo evolutivo multi-
objetivo pueda tambie´n conseguir buenos resultados en conjuntos de datos pertenecientes a otros
organismos.
Para clarificar los resultados mostrados en las Tablas 6.29 y 6.30 hemos realizado una u´ltima
comparativa donde presentamos los datos de un modo ma´s gra´fico. Dado que estamos estudian-
do resultados obtenidos por trece herramientas biolo´gicas (presentadas en la Seccio´n 5.3.5) cuando
resolvemos un conjunto formado por un total de 54 instancias (6 pertenecientes a la drosophila
melanogaster, 26 al homo sapiens, 12 al mus musculus y 10 a la saccharomyces cerevisiae), podemos
hacernos una idea del volumen de informacio´n biolo´gica que estamos manejando. Adema´s de todos
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Figura 6.2: Me´trica global combinada con los valores de todas las predicciones realizadas en
las 54 instancias.
estos datos biolo´gicos, debemos considerar tambie´n los resultados correspondientes a nuestra prop-
uesta, el algoritmo MO-TLBO. En esta u´ltima comparativa biolo´gica hemos incorporado tambie´n
los pocos datos presentados por el algoritmo MOGAMOD [28] que, como vimos en la Seccio´n 2.1.2,
es uno de los primeros algoritmos que aplica optimizacio´n multiobjetivo para descubrir motifs en
secuencias de ADN. En esta comparativa analizamos la correccio´n de las predicciones realizadas por
las diferentes te´cnicas utilizando las mismas me´tricas que las utilizadas en las Tablas 6.29 y 6.30
pero de forma global. Para ello, debemos recalcular los valores de nTP, nFP, nTN, nFN, sTP, sFP y
sFN conseguidos por las predicciones realizadas por cada herramienta en cada organismo. Por ejem-
plo, para calcular el valor de las me´tricas para las instancias de tipo DM primero debemos sumar
todos los nTP conseguidos por cada herramienta en las instancias dm01, dm02, ..., dm08; y repetir
este proceso para nFP, nTN, nFN, sTP, sFP y sFN. A continuacio´n, recalculamos el valor de cada
indicador biolo´gico/estad´ıstico con estos valores totales. De este modo, definimos me´tricas globales
que nos permiten analizar el comportamiento de los diferentes me´todos cuando resuelven un gran
conjunto de escenarios con distintas propiedades. Los resultados de esta comparativa se muestra en
la Figura 6.1. En las Figuras 6.1(a), 6.1(b), 6.1(c) y 6.1(d) podemos apreciar las notables diferencias
entre los resultados conseguidos por las herramientas biolo´gicas analizadas y aquellos obtenidos por
nuestro algoritmo. En todos los casos presentados vemos como nuestro algoritmo consigue mejores
resultados, logrando valores mayores que los obtenidos por las mejores herramientas biolo´gicas (gen-
eralmente, SeSiMCMC y Weeder). Si centramos nuestra atencio´n en los resultados de la comparativa
de las instancias de tipo YST (Figura 6.1(d)) podemos ver como, aunque nuestro algoritmo consigue
los mejores resultados, las diferencias con respecto a las dema´s herramientas son menos pronunciadas.
Esto es debido al hecho de que este conjunto de instancias (las de tipo YST) son las ma´s estudiadas
a nivel biolo´gico y muchas de las herramientas biolo´gicas analizadas esta´n especialmente disen˜adas
para resolverlas. En lo que se refiere a MOGAMOD, que u´nicamente presenta resultados para el
nCC del homo sapiens, mus musculus y saccharomyces cerevisiae, podemos decir que obtiene buenos
resultados pero inferiores a los conseguidos por el algoritmo MO-TLBO. Finalmente, hemos repetido
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el proceso de ca´lculo de los indicadores de una forma au´n ma´s general sumando los valores de nTP,
nFP, nTN, nFN, sTP, sFP y sFN conseguidos en todas las instancias para obtener un u´nico valor de
nSn, nPPV , nPC, nCC, sSs, sPPV y sASP para cada herramienta y te´cnica. Esta comparativa se
muestra en la Figura 6.2. Analizando los resultados obtenidos en esta seccio´n queda suficientemente
demostrado que nuestra propuesta (algoritmo MO-TLBO) es una herramienta importante dentro
del descubrimiento de motifs capaz de realizar predicciones con buenas correcciones y alta relevancia
biolo´gica.
6.3. Resumen
En este cap´ıtulo hemos analizado los resultados obtenidos por las metaheur´ısticas desarrolladas
en esta tesis doctoral. Una vez descrito el funcionamiento de cada metaheur´ıstica (ver Cap´ıtulo 4)
y descritos los aspectos ma´s relevantes de la metodolog´ıa experimental seguida (ver Cap´ıtulo 5), el
siguiente paso es analizar los resultados conseguidos. En este cap´ıtulo hemos analizado, en primer
lugar, los resultados obtenidos por los algoritmos NSGA-II y SPEA2, dos algoritmos considerados
por muchos, esta´ndares en la optimizacio´n multiobjetivo, que nos permiten demostrar la calidad de
los resultados obtenidos por los dema´s algoritmos implementados. Una vez completado este primer
ana´lisis, hemos procedido con el estudio de los resultados de los otros 8 algoritmos evolutivos mul-
tiobjetivo desarrollados (MO-VNS, DEPT, MO-TLBO, MOABC, MO-GSA, MO-FA, MO-SFLA,
MO-ABC/DE). Para ello, hemos ido comparando los resultados conseguidos por cada algoritmo con
los obtenidos por los algoritmos NSGA-II y SPEA2. Como hemos visto en las Secciones 6.1.2-6.1.9,
los resultados de las te´cnicas implementadas presentan una buena calidad. En estas mismas secciones
hemos ido describiendo tambie´n los diferentes experimentos de configuracio´n llevados a cabo, expli-
cando que´ valores han sido probados en cada caso y que´ valores, finalmente, lograban los mejores
resultados. Finalmente, en la segunda seccio´n de este cap´ıtulo hemos presentado una comparativa
a gran escala donde analizamos y comparamos todos los resultados obtenidos por las 10 te´cnicas
desarrolladas. Las conclusiones obtenidas muestran que los tres mejores algoritmos son MO-TLBO,
MO-ABC/DE y MO-SFLA, dependiendo de las propiedades de las instancias resueltas. Finalmente,
incluimos tambie´n una comparativa biolo´gica donde comparamos las predicciones realizadas por nue-
stro mejor algoritmo (MO-TLBO) con las realizadas por trece herramientas biolo´gicas bien conocidas
en la literatura. Como hemos podido comprobar, adema´s de conseguir buenas soluciones desde el
punto de vista informa´tico, nuestro algoritmo tambie´n consigue descubrir motifs que presentan una
importante calidad biolo´gica.
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CAPI´TULO 7
Ana´lisis detallado de las metaheur´ısticas disen˜adas
En este cap´ıtulo estudiamos en profundidad el comportamiento de las metaheur´ısticas disen˜adas
en esta tesis doctoral. Como ya sabemos, a la hora de disen˜ar una te´cnica para resolver un problema
de optimizacio´n, no solo debemos tratar de conseguir buenos resultados en un conjunto determi-
nado de instancias, sino que debemos demostrar que los resultados obtenidos para ese conjunto de
instancias seleccionado pueden ser generalizados para cualquier otro conjunto de datos. Para ello
tenemos que disen˜ar te´cnicas capaces de resolver adecuadamente todos los posibles escenarios que
el problema de optimizacio´n abordado pueda definir. Para lograr este fin, un aspecto importante a
tener en cuenta es la capacidad de escalar que presentan las te´cnicas desarrolladas. Esta propiedad
la estudiamos en la Seccio´n 7.1, analizando el comportamiento de los diez algoritmos evolutivos
multiobjetivo disen˜ados cuando la complejidad del PDM aumenta. Para ello estudiamos a fondo los
factores que hacen un PDM ma´s o menos complicado, computacionalmente hablando.
Otro aspecto importante a tener en cuenta es la capacidad presentada por las te´cnicas desar-
rolladas para encontrar soluciones de calidad en un tiempo razonable. Para estudiar esta propiedad
hemos analizado los tiempos requeridos por cada metaheur´ıstica para converger, es decir, para obten-
er los mejores resultados posibles. Este estudio se presenta en la Seccio´n 7.2. En esa seccio´n estu-
diamos tambie´n la evolucio´n de los algoritmos, observando como logran mejorar el hipervolumen,
incrementar el nu´mero de soluciones descubiertas, o conseguir una mayor o menor dispersio´n en los
frentes de Pareto descubiertos.
7.1. Estudio de la escalabilidad de las metaheur´ısticas
En los u´ltimos an˜os se han realizado muchos desarrollos y avances en gene´tica y otras a´reas
de investigacio´n relativas a la biolog´ıa molecular. Este nuevo conocimiento, junto con otros fac-
tores como, por ejemplo, las mejoras logradas en las tecnolog´ıas de la informacio´n, han provocado
un incremento exponencial en el volumen de informacio´n biolo´gica que requiere ser procesada. La
Bioinforma´tica y, consecuentemente, los bioinforma´ticos son ahora los encargados de estudiar, crear
y desarrollar nuevas bases de datos, algoritmos, te´cnicas y sistemas que nos permitan abordar toda
esta informacio´n, resolviendo los problemas que surgen de todos estos datos biolo´gicos. Por estos
motivos es importante considerar factores como el tiempo de ejecucio´n o la habilidad para escalar a
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la hora de disen˜ar nuevas te´cnicas o algoritmos que resuelvan estos problemas. Esta ha sido una de
las principales motivaciones en esta tesis doctoral, disen˜ar, implementar y aplicar nuevos algoritmos
evolutivos multiobjetivo capaces de conseguir resultados de calidad en un tiempo ma´s que razonable
(a ser posible, pocos segundos). De este modo, en un futuro pro´ximo, tendremos los conocimientos
necesarios para desarrollar algoritmos capaces de manejar enormes volu´menes de datos biolo´gicos.
Con este objetivo en mente, hemos llevado a cabo un estudio donde analizamos el comportamiento
de diferentes algoritmos evolutivos multiobjetivo (ver Seccio´n 6.1) cuando incrementamos el volumen
de informacio´n biolo´gica abordada o, lo que es lo mismo, la complejidad del problema. Para realizar
este estudio presentamos dos benchmarks donde observamos el comportamiento de diferentes meta-
heur´ısticas cuando la complejidad de las instancias resueltas aumenta. Tal y como explicamos en la
Seccio´n 5.2.2 los para´metros que hacen ma´s o menos compleja una instancia del PDM son dos: el
nu´mero de secuencias que las forman y el taman˜o (nu´mero de nucleo´tidos) de cada una de estas se-
cuencias. La finalidad de los dos benchmark disen˜ados (presentados en las Secciones 7.1.1 y 7.1.2) es
estudiar el efecto que produce en los algoritmos la modificacio´n de estos dos para´metros. Por lo tanto,
el objetivo principal de este estudio es demostrar que los algoritmos implementados logran resultados
de calidad desde el punto de vista informa´tico y biolo´gico en instancias de cualquier complejidad.
Por u´ltimo destacar que, desde el punto de vista cient´ıfico, este estudio de escalabilidad representa
una contribucio´n importante debido a que, desde nuestro conocimiento, nunca antes ningu´n autor
ha analizado y comparado el rendimiento de diferentes algoritmos evolutivos multiobjetivo cuando
resolvemos el PDM y la complejidad del problema aumenta.
7.1.1. Justificando la condicio´n de finalizacio´n
Como indicamos en las tablas presentadas en la Seccio´n 5.2.2, hemos fijado un determinado tiem-
po como condicio´n de finalizacio´n en las ejecuciones realizadas por los algoritmos implementados.
Los tiempos establecidos para llevar a cabo este estudio de escalabilidad se detallan en las Tablas 5.5
y 5.6. Como podemos ver, hemos establecido un tiempo l´ımite de 45 segundos en las instancias for-
madas por 20 secuencias, 60 segundos en las formadas por 40 secuencias, 90 segundos en las formadas
por 60 secuencias y, finalmente, 120 segundos en las formadas por 80 secuencias. En esta seccio´n
demostraremos que los tiempos de ejecucio´n seleccionados son adecuados para que los algoritmos
aprovechen al ma´ximo sus capacidades. Para demostrarlo hemos llevado a cabo un pequen˜o estudio
de convergencia que nos permite estudiar el comportamiento de los algoritmos a lo largo de sus cor-
respondientes procesos evolutivos. De este modo, en la Figura 7.1, mostramos la evolucio´n media de
cada algoritmo en cada conjunto de instancias, es decir, en cada conjunto compuesto por las instan-
cias con 20, 40, 60 y 80 secuencias. Para realizar este ana´lisis hemos ido almacenando los resultados
parciales (utilizando el indicador hipervolumen) de cada algoritmo cada pocos segundos. Dado que
el volumen de informacio´n generada es bastante amplio, hemos agrupado los resultados en cuatro
graficas, mostrando en cada una de ellas la evolucio´n de las diez metaheur´ısticas en un conjunto
de instancias. Por ejemplo, la primera gra´fica de la Figura 7.1 incluye los hipervolu´menes obtenidos
por los algoritmos cuando resuelven las instancias i20-0500, i20-1000 y i20-2000, la segunda gra´fica
los hipervolu´menes de los algoritmos cuando resuelven las instancias i40-0500, i40-1000 y i40-2000,
y as´ı sucesivamente. Como podemos observar, todos los algoritmos convergen en aproximadamente
el mismo tiempo en todos los casos. Por ello, podemos concluir que la condicio´n de terminacio´n
esta´ correctamente asociada a los tiempos de ejecucio´n fijados. Por u´ltimo destacar tambie´n que
debido a que el problema biolo´gico resuelto en esta tesis doctoral, el PDM, es un problema que ha
sido abordado desde diferentes puntos de vista, ya sea aplicando te´cnicas de optimizacio´n basadas
en te´cnicas matema´ticas, me´todos estad´ısticos... Considerar una condicio´n de terminacio´n temporal
permite a investigadores de todas estas a´reas poder comparar sus resultados con los presentados
en este trabajo, independientemente de las funciones de coste o fitness que definan. En conclusio´n,
124
Cap´ıtulo 7. Ana´lisis detallado de las metaheur´ısticas disen˜adas
0 20 40
0
20
40
60
H
ip
er
vo
lu
m
en
 M
ed
ia
no
Segundos
 NSGA-II
 SPEA2
 MO-VNS
 DEPT
 MO-TLBO
 MOABC
 MO-GSA
 MO-FA
 MO-SFLA
 MO-ABC/DE
Instancias i20-*
0 20 40 60
0
10
20
30
H
ip
er
vo
lu
m
en
 M
ed
ia
no
Segundos
 NSGA-II
 SPEA2
 MO-VNS
 DEPT
 MO-TLBO
 MOABC
 MO-GSA
 MO-FA
 MO-SFLA
 MO-ABC/DE
Instancias i40-*
0 40 80
0
10
20
30 Instancias i60-*
H
ip
er
vo
lu
m
en
 M
ed
ia
no
Segundos
 NSGA-II
 SPEA2
 MO-VNS
 DEPT
 MO-TLBO
 MOABC
 MO-GSA
 MO-FA
 MO-SFLA
 MO-ABC/DE
0 20 40 60 80 100 120
0
5
10
15
20
25
30 Instancias i80-*
H
ip
er
vo
lu
m
en
 M
ed
ia
no
Segundos
 NSGA-II
 SPEA2
 MO-VNS
 DEPT
 MOABC
 MO-GSA
 MO-FA
 MO-TLBO
 MO-SFLA
 MO-ABC/DE
Figura 7.1: Evolucio´n de los algoritmos cuando resolvemos las instancias de los benchmark
1 y 2.
considerar tiempos de ejecucio´n como criterio de finalizacio´n facilita futuras comparativas con otras
te´cnicas no necesariamente basadas en algoritmos evolutivos.
7.1.2. Benchmark 1: nu´mero de secuencias de las instancias
En esta primera seccio´n analizamos el comportamiento de los algoritmos implementados cuando
la complejidad del problema aumenta, es decir, cuando la complejidad de las instancias que queremos
resolver se ve incrementada. El taman˜o de las instancias resueltas va desde los 10.000 nucleo´tidos de la
ma´s sencilla hasta los 160.000 de la ma´s complicada. En este primer estudio resolvemos el conjunto
de instancias descrito en la Seccio´n 5.2.2. Para complicar la complejidad del PDM mantenemos
el taman˜o de las secuencias (nu´mero de nucleo´tidos por secuencia) a la vez que incrementamos
el nu´mero de secuencias. Para facilitar la interpretacio´n de los resultados hemos organizado las
instancias resueltas en tres pequen˜os grupos formados por conjuntos de datos con 500, 1.000 y 2.000
nucleo´tidos por secuencia. Cada uno de estos grupos esta´ compuesto, a su vez, por un total de
cuatro instancias con distintos nu´meros de secuencias: 20, 40, 60 y 80. En la Tabla 5.5 incluimos las
propiedades de estos conjuntos de datos biolo´gicos.
En la Figura 7.2 representamos los hipervolu´menes obtenidos por los diferentes algoritmos cuan-
do resuelven las doce instancias anteriormente mencionadas. Tambie´n incluimos los correspondientes
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(b) Comportamiento de los algoritmos en las instan-
cias con 1000 nucleo´tidos.
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(c) Comportamiento de los algoritmos en las instan-
cias con 2000 nucleo´tidos.
Figura 7.2: Benchmark 1 - Representacio´n gra´fica del comportamiento de los algoritmos
cuando incrementamos el nu´mero de secuencias.
datos nume´ricos en la Tabla 7.1, junto con los ranking conseguidos por cada algoritmo en cada instan-
cia. Analizando los resultados, podemos comprobar como los hipervolu´menes obtenidos por todos
los algoritmos van disminuyendo a medida que aumentamos el nu´mero de secuencias que componen
las instancias. Esto demuestra que la complejidad del PDM se ve afectada cuando variamos este
para´metro, hacie´ndose cada vez ma´s dif´ıcil descubrir soluciones de calidad. Por ello, la primera con-
clusio´n que podemos obtener de este primer estudio de escalabilidad es que la complejidad de las
instancias esta´ directamente relacionada con el nu´mero de secuencias que las componen. Por otro
lado, continuando con el ana´lisis realizado sobre los comportamientos presentados en la Figura 7.2
y la Tabla 7.1, podemos observar diferentes comportamientos. En primer lugar, centra´ndonos en los
mejores resultados, vemos como son obtenidos por los algoritmos MO-ABC/DE, MO-FA, MO-TLBO
y MOABC. Estas cuatro te´cnicas presentan comportamientos distintos dignos de estudio. El cuarto
algoritmo, el algoritmo MOABC, comienza obteniendo muy buenos resultados en las primeras instan-
cias, logrando incluso el mejor resultado en dos de ellas: i40-1000 y i40-2000. Sin embargo, cuando
aumentamos el nu´mero de secuencias, su rendimiento desciende consiguiendo, finalmente, resultados
regulares (que oscilan entre la cuarta y la sexta posicio´n) en las instancias ma´s complicadas de cada
grupo. Por otro lado, el tercer algoritmo, el algoritmo MO-TLBO, presenta un comportamiento un
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Tabla 7.1: Benchmark 1 - Hipervolumen y ranking de los algoritmos.
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tanto at´ıpico. Mientras que presenta ciertas dificultades a la hora de resolver instancias sencillas y
complicadas, logra buenos resultados con las instancias de complejidad media, logrando en muchas
ocasiones acercarse mucho al mejor algoritmo. Aun con todo esto, las dos te´cnicas que mejores com-
portamientos presentan en este primer estudio comparativo son MO-ABC/DE y MO-FA. Estos dos
algoritmos consiguen el mayor hipervolumen en 10 de las 12 instancias resueltas y responden bien al
aumento de complejidad del problema. Aun as´ı, ambos presentan comportamientos distintos. Por un
lado, el algoritmo MO-ABC/DE es capaz de resolver adecuadamente casi todas las instancias pero
baja su rendimiento cuando la complejidad del problema aumenta. Por otro lado, MO-FA se adapta
perfectamente a este aumento, logrando, en muchos casos, mantener los resultados aun cuando el
problema se complica. Por todo ello, podemos concluir que el algoritmo que mejor escala teniendo
en cuenta el comportamiento presentado en todas las instancias (ver u´ltimas filas de la Tabla 7.1)
es el algoritmo MO-ABC/DE. Sin embargo, parece observarse que si continua´semos aumentando
la complejidad de las instancias aun ma´s, MO-FA podr´ıa ser el algoritmo que obtuviese mejores
resultados. Finalmente, fija´ndonos en los algoritmos restantes podemos apreciar como los algoritmos
DEPT y SPEA2 presentan una mala escalabilidad, MO-SFLA y NSGA-II consiguen mantenerse en
las mismas posiciones y MO-VNS y MO-GSA logran ascender desde las u´ltimas posiciones hasta,
ma´s o menos, la mitad de la tabla.
7.1.3. Benchmark 2: taman˜o de las secuencias de las instancias
En esta segunda seccio´n comparativa seguimos analizando el comportamiento de los algoritmos
implementados cuando el PDM se complica pero, esta vez, desde un punto de vista distinto. Las
instancias utilizadas en este estudio son las mismas que resolvimos en la Seccio´n 7.1.2 y que describi-
mos en la Seccio´n 5.2.2 pero organizadas teniendo en cuenta el segundo para´metro que complica el
PDM, el nu´mero de nucleo´tidos que componen las secuencias. Resumiendo, en esta seccio´n estudi-
amos el efecto que produce en los algoritmos el aumento del taman˜o de las secuencias que componen
las instancias. Para ello hemos agrupado las instancias utilizadas teniendo en cuenta este para´metro
obtenie´ndose cuatro grupos compuestos por instancias formadas, a su vez, por 20, 40, 60 y 80 se-
cuencias. Cada uno de estos grupos contiene un total de tres instancias que presentan diferentes
taman˜os de secuencia: 500, 1.000 y 2.000 nucleo´tidos. En la Tabla 5.6 incluimos las propiedades de
estos conjuntos de datos biolo´gicos y mostramos la agrupacio´n realizada.
En la Figura 7.3 representamos los hipervolu´menes obtenidos por los diferentes algoritmos cuan-
do resuelven las doce instancias utilizadas. Tambie´n incluimos los correspondientes valores nume´ricos
en la Tabla 7.2, junto con los ranking conseguidos por cada algoritmo en cada instancia. Realizando
un primer ana´lisis sobre las tendencias presentadas por los algoritmos cuando resuelven el conjunto
de instancias definido, podemos observar una diferencia importante con respecto al estudio presen-
tado en la Seccio´n 7.1.2. Si observamos la evolucio´n de los resultados, podemos ver claramente como,
en este caso, los resultados parecen no verse afectados por el incremento de la complejidad del prob-
lema. Incluso, en muchas ocasiones, los algoritmos son capaces de conseguir mayores hipervolu´menes
en las instancias, supuestamente, ma´s complicadas. Analizando el funcionamiento de los algorit-
mos, la formulacio´n utilizada y los indicadores multiobjetivo empleados para medir la calidad de
los resultados, podemos explicar los motivos de estos hechos. Resolviendo instancias compuestas por
secuencias de, por ejemplo, 2.000 nucleo´tidos, los algoritmos implementados son capaces de formar
ma´s combinaciones y, consecuentemente, son capaces de encontrar un mayor nu´mero de soluciones.
Este es un factor decisivo a la hora de utilizar el hipervolumen. Es evidente que si debemos encontrar
un nu´mero determinado de patrones biolo´gicos en secuencias de un mayor taman˜o, la dificultad del
problema se ve incrementada, pero sin embargo, no tienen porque verse igualmente afectados los
hipervolu´menes conseguidos. Por otro lado, analizando la calidad de los resultados obtenidos, pode-
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cias con 80 secuencias.
Figura 7.3: Benchmark 2 - Representacio´n gra´fica del comportamiento de los algoritmos
cuando incrementamos el taman˜o de las secuencias.
mos comprobar como, de nuevo, los algoritmos que mejor se comportan son MO-ABC/DE, MO-FA,
MO-TLBO y MOABC. Sin embargo, en este segundo estudio, los resultados son ma´s constantes que
en el anterior. Por ejemplo, segu´n muestran los resultados de la Figura 7.3(a) los mejores resultados
los consigue siempre el algoritmo MO-ABC/DE. Lo mismo ocurre en el tercer y cuarto grupo de
instancias (Figuras 7.3(c) y 7.3(d)) donde MO-FA consigue en casi todos los casos (en todas menos
en la instancia i60-0500) el mejor resultado. La u´nica excepcio´n es el segundo grupo de instancias
donde varios algoritmos (MO-ABC/DE y MOABC) se reparten las victorias. Por todo ello, la prin-
cipal conclusio´n que obtenemos de este segundo estudio comparativo es que, aunque el aumento del
taman˜o de las secuencias esta´ directamente relacionado con el aumento de la complejidad del PDM,
los algoritmos implementados son menos sensibles a este segundo para´metro. Fija´ndonos tambie´n
en los resultados conseguidos por los dema´s algoritmos, vemos como las conclusiones que podemos
obtener son las mismas que ya obtuvimos en la seccio´n anterior.
Tal y como hicimos con los resultados descritos en las diferentes secciones del Cap´ıtulo 6, hemos
aplicado un conjunto de tests estad´ısticos para demostrar que las diferencias existentes entre los
resultados son estad´ısticamente relevantes. La metodolog´ıa estad´ıstica seguida esta´ descrita en detalle
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Tabla 7.2: Benchmark 2 - Hipervolumen y ranking de los algoritmos.
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Tabla 7.3: Diferencias que no son estad´ısticamente significativas.
MO-VNS DEPT MO-TLBO MOABC MO-GSA MO-FA MO-SFLA MO-ABC/DE NSGA-II
DEPT i23 i32 X X X X X X X X
MO-TLBO - - X X X X X X X
MOABC - - i22 i32 X X X X X X
MO-GSA - i12 i34 - X X X X X
MO-FA - - i11 i13 - - X X X X
MO-SFLA
i14 i23 i24 i12 i13
- - i11 i12 i31 - X X X
i33 i22 i23
MO-ABC/DE - -
i12 i13 i22
i22 i23 - i13 - X X
i23 i32 i33
NSGA-II i12 i14 i21 - i24 i23 i31 - - X
SPEA2
i13 i23 i24 i13 i14 i23
- - i22 -
i13 i23
- i14 i33
i32 i32 i33 i24
en la Seccio´n 5.3.4. Es importante percatarse de que, dado que las instancias resueltas en las secciones
7.1.2 y 7.1.3 son las mismas pero organizadas de distintas formas, el estudio es aplicado sobre los
resultados obtenidos en ambos benchmark. La Tabla 7.3 muestra los datos referentes a este estudio.
En esta tabla utilizamos los identificadores definidos en las Tablas 7.1 y 7.2 e indicamos, para cada
par de algoritmos, en que´ instancias las diferencias existentes entre los resultados obtenidos por
ambos algoritmos no son estad´ısticamente significativas. Como podemos observar, los casos donde
no se cumple este requisito son mı´nimos, obtenie´ndose un resultado negativo en u´nicamente un
12% de los casos (49 de 405 posibles). De este modo, este u´ltimo estudio demuestra la relevancia
estad´ıstica de los resultados presentados en esta seccio´n.
7.2. Estudio de la convergencia de las metaheur´ısticas
Un aspecto importante que debe analizarse en optimizacio´n multiobjetivo es la velocidad de
convergencia que presentan los algoritmos. En esta seccio´n estudiamos la capacidad de converg-
er de los diez algoritmos evolutivos multiobjetivo implementados: MO-VNS, DEPT, MO-TLBO,
MOABC, MO-GSA, MO-FA, MO-SFLA, MO-ABC/DE, NSGA-II y SPEA2, cuando resolvemos el
PDM. Como indicaremos en la Seccio´n 7.2.1, debido al gran volumen de datos manejados en estos
experimentos, nos hemos centrado en un conjunto formado por doce instancias pertenecientes a los
cuatro organismos descritos en la Seccio´n 5.2.1 (tres instancias de cada uno), analizando el nu´mero
de evaluaciones de la funcio´n de fitness requeridas por cada te´cnica para alcanzar resultados de
una calidad razonable (Seccio´n 7.2.2). Adema´s, profundizamos tambie´n en las ejecuciones de cada
metaheur´ıstica cuando resuelve las instancias ma´s complicadas observando aspectos como, por ejem-
plo, el nu´mero de soluciones que es capaz de obtener o la dispersio´n que presentan los frentes de
Pareto obtenidos (todo esto en la Seccio´n 7.2.3). Como ya veremos, las conclusiones obtenidas en
este estudio revelan informacio´n importante sobre las metaheur´ısticas utilizadas.
7.2.1. Metodolog´ıa experimental
Dado que nuestro principal intere´s es analizar la velocidad de convergencia de las metaheur´ısti-
cas, hemos calculado el nu´mero de evaluaciones de la funcio´n de fitness requerido por cada algoritmo
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para conseguir alcanzar un resultado de calidad razonable. Para evaluar la calidad de los frentes de
Pareto obtenidos en este estudio, hemos utilizado la me´trica hipervolumen descrita en la Seccio´n
5.3.2. Teniendo en cuenta que necesitamos conocer que´ resultados debe alcanzar una determinada
te´cnica para considerar que ha resuelto adecuadamente el PDM, y que utilizamos el hipervolumen
para evaluar la calidad de los resultados; debemos definir unos porcentajes de hipervolumen fijos
que deben obtenerse para lograr este objetivo. Los hipervolu´menes de referencia considerados se
muestran en la Tabla 7.4 junto con las propiedades de las instancias resueltas en esta seccio´n. Para
calcular estos porcentajes ejecutamos todos los algoritmos (realizando 30 ejecuciones independientes
por instancia) y evaluamos los resultados obtenidos utilizando el hipervolumen. A continuacio´n,
analizamos los resultados y seleccionamos el mejor resultado (mayor hipervolumen) para cada in-
stancia. Con estos porcentajes podemos asegurar con cierta seguridad que los algoritmos que logran
alcanzar estos valores son capaces de resolver adecuadamente el PDM. De este modo, el algoritmo
que requiera menos evaluaciones de la funcio´n de fitness para alcanzar esta condicio´n de terminacio´n
(alcanzar el hipervolumen de referencia) sera´ considerado el ma´s ra´pido. Por otro lado, considerando
esta condicio´n de terminacio´n y realizando 30 ejecuciones independientes, podemos estudiar otros
aspectos como, por ejemplo, el nu´mero de veces que un determinado algoritmo es capaz de resolver
adecuadamente el PDM (tasas de e´xito).
Tabla 7.4: Propiedades de las instancias utilizadas en el estudio de convergencia.
Nu´mero de Taman˜o de las Nucleo´tidos Hipervolumen
secuencias secuencias totales referencia
dm01g 4 1500 6000 80,94%
dm04g 4 2000 8000 81,10%
dm05g 5 2500 12500 83,20%
hm03r 10 1500 15000 56,11%
hm04m 13 2000 26000 50,33%
hm16g 7 3000 21000 73,63%
mus02r 9 1000 9000 61,58%
mus03g 4 1500 6000 76,54%
mus07g 12 500 6000 84,22%
yst03m 8 500 4000 66,44%
yst04r 7 1000 7000 71,87%
yst08r 11 1000 11000 62,15%
En este estudio cada algoritmo es ejecutado hasta un ma´ximo de 500.000 evaluaciones de la
funcio´n de fitness. Este valor ha sido fijado tras realizarse numerosos experimentos y ha sido selec-
cionado con el fin de asegurar un nu´mero de evaluaciones suficiente para que todos los algoritmos
alcancen sus l´ımites. Como veremos en las Figuras 7.4 y 7.5, cuando los algoritmos alcanzan las
500.000 evaluaciones todos ellos siempre obtienen sus mejores resultados y convergen. Por todo es-
to pensamos que 500.000 evaluaciones es un valor suficiente como para cumplir este objetivo. Para
poder observar la evolucio´n de los algoritmos y poder calcular en que´ evaluacio´n la metaheur´ıstica ha
logrado converger, hemos medido el hipervolumen del conjunto de soluciones no-dominadas descu-
biertas (aproximacio´n al frente de Pareto) por cada te´cnica cada 100 evaluaciones. Si alguna te´cnica
no alcanza el hipervolumen pseudo-o´ptimo correspondiente en un ma´ximo de 500.000 evaluaciones,
consideramos que no ha sido capaz de resolver el problema en un tiempo razonable.
Adema´s de analizar la velocidad de convergencia y la tasa de e´xito, hemos llevado a cabo un
estudio ma´s detallado de la evolucio´n de los algoritmos en algunas ejecuciones concretas. Para el-
lo, nos hemos centrado en los resultados correspondientes a las ejecuciones cuyos valores ma´s se
aproximan a los resultados medianos (ejecuciones medianas). Dado que este estudio detallado es
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laborioso y genera enormes volu´menes de datos, lo hemos realizado u´nicamente sobre la instancia
ma´s compleja de cada organismo: dm04g, hm04m, mus02r y yst08r. Este segundo estudio puede
organizarse en tres partes importantes. En la primera analizamos como evoluciona cada algoritmo
a medida que realiza ma´s evaluaciones de la funcio´n de fitness a trave´s de la me´trica hipervolumen.
De este modo, podemos analizar el comportamiento de los algoritmos, observando como, mientras
algunas te´cnicas evolucionan ra´pidamente al principio de la ejecucio´n, otras presentan una evolu-
cio´n ma´s lenta pero constante. En segundo lugar analizamos el crecimiento del archivo de soluciones
(nu´mero de soluciones de las correspondientes aproximaciones al frente de Pareto). Veremos como,
mientras que algunas metaheur´ısticas requieren muchas soluciones para resolver el problema, otras
con pocas soluciones son capaces tambie´n de resolverlo. Por u´ltimo, analizamos la dispersio´n de las
aproximaciones a los frentes de Pareto obtenidas utilizando el indicador de dispersio´n (Spread, SP)
descrito en la Seccio´n 5.3.2 y propuesto por [166].
7.2.2. Analizando la velocidad de convergencia y la tasa de e´xito
En la Tabla 7.5 incluimos los resultados medianos correspondientes al nu´mero de evaluaciones
realizadas por los algoritmos para alcanzar los hipervolu´menes pseudo-o´ptimos. Cuando un algoritmo
no es capaz de superar el hipervolumen correspondiente en un ma´ximo de 500.000 evaluaciones de la
funcio´n de fitness en las 30 ejecuciones realizadas, lo indicamos con el s´ımbolo ‘-’. Para observar mejor
la evolucio´n de los algoritmos hemos ordenado las instancias por complejidad. Estas complejidades
se han calculado teniendo en cuenta el nu´mero de evaluaciones requeridas por todos los algoritmos
para resolver las instancias, es decir, la instancia ma´s compleja es aquella que requiere un mayor
nu´mero de evaluaciones para ser resuelta adecuadamente por todos los algoritmos, y la ma´s simple
es aquella que requiere un menor nu´mero de evaluaciones. Para realizar los ca´lculos oportunos hemos
considerado 500.000 evaluaciones en los casos donde las te´cnicas no han resuelto las instancias (casos
indicados con el s´ımbolo ‘-’). Las instancias ma´s sencillas esta´n ubicadas en la parte superior de
la Tabla 7.5 y las ma´s complicadas se muestran en las u´ltimas filas. Dado que la tabla presenta
un gran volumen de informacio´n, hemos facilitado su lectura con sombreados en gris oscuro sobre
aquellas celdas que incluyen el mejor resultado (algoritmo ma´s ra´pido en converger) y en gris claro
el segundo mejor resultado (segundo algoritmo ma´s ra´pido en converger). Antes de comenzar con
el ana´lisis de los resultados, hemos agrupado las instancias en dos grupos: uno que incluye las seis
instancias menos complicadas y otro que incluye las seis instancias ma´s complejas. Como podemos
observar en la Tabla 7.5, el comportamiento de los algoritmos es distinto en cada grupo. Cuando la
complejidad de las instancias aumenta, algunos algoritmos presentan ma´s dificultadas mientras que
otros son capaces de mejorar sus rendimientos. Esta nueva organizacio´n de las instancias facilita la
obtencio´n de conclusiones interesantes. Centrando nuestra atencio´n en el primer grupo de instancias
(las 6 menos complicadas), vemos como el algoritmo que converge ma´s ra´pidamente es el algoritmo
MO-ABC/DE (primero en 5 de las 6 instancias) seguido por el algoritmo MOABC que tambie´n
consigue unos buenos resultados de convergencia (segundo en 4 de las 6 instancias). Por todo ello,
podemos concluir que el comportamiento del algoritmo MOABC (tambie´n presente en el algoritmo
MO-ABC/DE) favorece el descubrimiento ra´pido de soluciones en las instancias menos complejas.
Con respecto al segundo grupo de instancias, podemos observar como los algoritmos presentan un
comportamiento distinto. Esta vez, el algoritmo MO-FA es la te´cnica que presenta mejores resultados
de convergencia (primero en las 3 instancias ma´s complicadas y segundo en la hm03r). Dos algoritmos
que tambie´n funcionan bien son DEPT (primero en 2 instancias y segundo en otras 2) y MO-
ABC/DE (primero en la instancia restante y segundo en otras 2). En este caso, si analizamos el
comportamiento de los algoritmos NSGA-II y SPEA2, podemos notar como presentan importantes
dificultades para resolver adecuadamente las instancias de este grupo. Ambos algoritmos evolutivos
multiobjetivo tan solo son capaces de resolver 2 de las 6 instancias. Por todo ello, en este segundo
133
Seccio´n 7.2. Estudio de la convergencia de las metaheur´ısticas
Tabla 7.5: Mediana del nu´mero de evaluaciones realizadas por los algoritmos cuando resuel-
ven las instancias propuestas (ordenadas por complejidad). Las celdas gris oscuro incluyen
los mejores (menores) resultados y las gris claro los segundos mejores valores.
Instancia MO-VNS DEPT MO-TLBO MOABC MO-GSA MO-FA MO-SFLA MO-ABC/DE NSGA-II SPEA2
mus03g 4,39E+05 5,50E+04 1,28E+05 5,45E+04 2,39E+05 7,81E+04 1,38E+05 3,57E+04 1,15E+05 9,78E+04
yst03m 4,93E+05 3,14E+04 1,46E+05 7,25E+04 2,40E+05 3,73E+04 2,12E+05 4,29E+04 2,27E+05 2,63E+05
dm05g 2,75E+05 2,03E+05 2,54E+05 6,13E+04 2,35E+05 1,47E+05 5,00E+05 1,00E+04 1,08E+05 8,63E+04
dm01g 3,56E+05 1,81E+05 1,99E+05 8,11E+04 3,78E+05 1,27E+05 3,28E+05 3,85E+04 1,76E+05 1,66E+05
dm04g 4,18E+05 2,25E+05 2,58E+05 6,97E+04 3,26E+05 1,66E+05 3,70E+05 3,97E+04 1,71E+05 1,28E+05
yst04r 3,39E+05 7,74E+04 4,41E+05 7,77E+04 2,60E+05 1,52E+05 2,31E+05 3,30E+04 3,60E+05 -
mus07g 2,91E+05 5,48E+04 3,20E+05 9,38E+04 2,72E+05 1,04E+05 2,93E+05 1,68E+05 - 4,29E+05
hm16g - 6,63E+04 3,16E+05 1,13E+05 3,92E+05 1,04E+05 3,99E+05 7,85E+04 4,01E+05 4,23E+05
hm03r 4,23E+05 1,25E+05 4,83E+05 1,21E+05 2,15E+05 8,63E+04 3,17E+05 5,88E+04 - -
hm04m 3,87E+05 9,77E+04 5,00E+05 1,30E+05 2,53E+05 5,67E+04 5,00E+05 1,25E+05 - -
mus02r - 6,03E+04 3,18E+05 1,21E+05 - 5,21E+04 3,26E+05 5,86E+04 4,07E+05 -
yst08r - 1,88E+05 - 3,02E+05 3,60E+05 1,59E+05 5,00E+05 3,13E+05 - -
Total 0(0) 3(3) 0(0) 0(5) 0(0) 3(2) 0(0) 6(2) 0(0) 0(0)
Tabla 7.6: Mediana del nu´mero de evaluaciones realizadas por los algoritmos cuando resuel-
ven las instancias propuestas (organizadas por organismos). Las celdas gris oscuro incluyen
los mejores (menores) resultados y las gris claro los segundos mejores valores.
Instancia MO-VNS DEPT MO-TLBO MOABC MO-GSA MO-FA MO-SFLA MO-ABC/DE NSGA-II SPEA2
dm01g 3,56E+05 1,81E+05 1,99E+05 8,11E+04 3,78E+05 1,27E+05 3,28E+05 3,85E+04 1,76E+05 1,66E+05
dm04g 4,18E+05 2,25E+05 2,58E+05 6,97E+04 3,26E+05 1,66E+05 3,70E+05 3,97E+04 1,71E+05 1,28E+05
dm05g 2,75E+05 2,03E+05 2,54E+05 6,13E+04 2,35E+05 1,47E+05 5,00E+05 1,00E+04 1,08E+05 8,63E+04
hm03r 4,23E+05 1,25E+05 4,83E+05 1,21E+05 2,15E+05 8,63E+04 3,17E+05 5,88E+04 - -
hm04m 3,87E+05 9,77E+04 5,00E+05 1,30E+05 2,53E+05 5,67E+04 5,00E+05 1,25E+05 - -
hm16g - 6,63E+04 3,16E+05 1,13E+05 3,92E+05 1,04E+05 3,99E+05 7,85E+04 4,01E+05 4,23E+05
mus02r - 6,03E+04 3,18E+05 1,21E+05 - 5,21E+04 3,26E+05 5,86E+04 4,07E+05 -
mus03g 4,39E+05 5,50E+04 1,28E+05 5,45E+04 2,39E+05 7,81E+04 1,38E+05 3,57E+04 1,15E+05 9,78E+04
mus07g 2,91E+05 5,48E+04 3,20E+05 9,38E+04 2,72E+05 1,04E+05 2,93E+05 1,68E+05 - 4,29E+05
yst03m 4,93E+05 3,14E+04 1,46E+05 7,25E+04 2,40E+05 3,73E+04 2,12E+05 4,29E+04 2,27E+05 2,63E+05
yst04r 3,39E+05 7,74E+04 4,41E+05 7,77E+04 2,60E+05 1,52E+05 2,31E+05 3,30E+04 3,60E+05 -
yst08r - 1,88E+05 - 3,02E+05 3,60E+05 1,59E+05 5,00E+05 3,13E+05 - -
Total 0(0) 3(3) 0(0) 0(5) 0(0) 3(2) 0(0) 6(2) 0(0) 0(0)
ana´lisis podemos concluir que los algoritmos DEPT y MO-ABC/DE funcionan bien en instancias de
complejidad media y el algoritmo MO-FA converge ma´s ra´pidamente que ninguno en las instancias
ma´s complejas.
Organizando los resultados de otra forma podemos obtener nuevas e interesantes conclusiones.
Si agrupamos las instancias teniendo en cuenta los organismos a los que pertenecen las instancias
podremos estudiar que´ metaheur´ısticas funcionan mejor o peor para cada uno. En la Tabla 7.6
mostramos los mismos resultados que en la Tabla 7.5 pero agrupando las instancias por organismos.
Analizando los resultados, podemos ver como el algoritmo MO-ABC/DE converge ra´pido en las in-
stancias de tipo DM. En los dema´s grupos (tipos HM, MUS, YST) vemos como no tenemos un claro
ganador, las victorias se las reparten los algoritmos DEPT, MO-FA y MO-ABC/DE. Por todo ello,
podemos concluir que no existen diferencias significativas en los genomas de estos cuatro organismos
que influyan demasiado en el comportamiento de las metaheur´ısticas implementadas. Con este estu-
dio (velocidad de convergencia), hemos analizado el comportamiento de diez algoritmos evolutivos
multiobjetivo. Con los resultados obtenidos hemos concluido que, si lo que necesitamos es un algo-
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Tabla 7.7: Tasa de e´xito lograda por las metaheur´ısticas cuando resuelven las instancias
(ordenadas por complejidad).
Instancia MO-VNS DEPT MO-TLBO MOABC MO-GSA MO-FA MO-SFLA MO-ABC/DE NSGA-II SPEA2
mus03g 10,00%
√ √ √
10,00%
√ √ √ √ √
yst03m 3,33%
√ √ √
3,33%
√ √ √ √
96,67%
dm05g 93,33% 70,00% 90,00%
√
3,33% 60,00%
√ √ √ √
dm01g 76,67%
√ √ √
3,33% 83,33% 96,67%
√
93,33%
√
dm04g 50,00% 90,00% 96,67%
√
3,33% 73,33%
√ √ √ √
yst04r 30,00%
√
60,00%
√
3,33% 96,67%
√ √
6,67% -
mus07g 73,33% 56,67% 66,67% 80,00% 10,00% 13,33% 93,33%
√
- 30,00%
hm16g -
√
76,67%
√
6,67%
√ √ √
33,33% 63,33%
hm03r 20,00%
√
60,00%
√
70,00%
√
96,67%
√
- -
hm04m 10,00%
√
23,33%
√
70,00%
√
93,33%
√
- -
mus02r -
√ √ √
-
√ √ √
6,67% -
yst08r -
√
-
√
6,67%
√
73,33%
√
- -
Total 0(2) 9(0) 4(2) 11(0) 0(1) 7(1) 7(5) 12(0) 4(1) 4(1)
ritmo que resuelva ra´pidamente instancias no demasiado complicadas, debemos aplicar el algoritmo
MO-ABC/DE. Por otro lado, si lo que necesitamos es una te´cnica capaz de resolver ra´pidamente
instancias complicadas, MO-FA es la mejor eleccio´n. Finalmente, podemos decir tambie´n que si es-
tamos interesados en resolver instancias de tipo DM, los algoritmos basados en ABC (MO-ABC/DE
y MOABC) son los algoritmos ma´s adecuados.
Tal y como mencionamos anteriormente, fijando un umbral de calidad (indicado por el hiper-
volumen pseudo-o´ptimo de cada instancia) y un determinado nu´mero de ejecuciones (30 en nuestra
experimentacio´n), podemos estudiar tambie´n la tasa de e´xito presentada por cada algoritmo, es de-
cir, el nu´mero de veces que cada uno es capaz de resolver adecuadamente el PDM. La Tabla 7.7
muestra los resultados de este estudio. Con el s´ımbolo ‘
√
’ indicamos que una metaheur´ıstica es
capaz de converger en las 30 ejecuciones realizadas, o lo que es lo mismo, en un 100% de ellas. Por
otro lado, con el s´ımbolo ‘-’, indicamos que un algoritmo no ha sido capaz de converger en ninguna
de las 30 ejecuciones independientes. Para analizar fa´cilmente estos resultados, al igual que hicimos
en el estudio de la velocidad de convergencia, hemos ordenado las instancias por complejidad. Ob-
servando los resultados obtenidos, vemos como a medida que las instancias se van complicando, los
algoritmos presentan mayores dificultades para converger. Las mejores tasas de e´xito son conseguidas
por los algoritmos MO-ABC/DE (convergiendo un 100% de las veces en todos los casos), MOABC
(convergiendo un 100% de las veces en 11 de las 12 instancias y un 80% en la restante) y DEPT
(convergiendo un 100% de las veces en 9 de los 12 casos). Tambie´n podemos ver como, aunque los
algoritmos NSGA-II y SPEA2 presentan buenos resultados en las instancias ma´s simples, fallan en
las ma´s complicadas. Por todo ello, podemos concluir que, si lo que queremos es aplicar una te´cnica
que converja un mayor nu´mero de veces, el algoritmo MO-ABC/DE es la mejor opcio´n.
En la Tabla 7.8 resumimos los resultados obtenidos por los algoritmos en estos dos estudios
comparativos (velocidad de convergencia y tasa de e´xito), indicando en cuantas instancias cada
algoritmo consigue el mejor y el segundo mejor resultado (este u´ltimo, indicado entre pare´ntesis).
Como ya hemos dicho, y como se indica en la Tabla 7.8, los algoritmos que presentan una mayor
velocidad de convergencia son MO-ABC/DE, DEPT y MO-FA; y los algoritmos que presentan unas
mejores tasas de e´xito son MO-ABC/DE, MOABC y DEPT. De este modo, como puede observarse
en las u´ltimas columnas de la Tabla 7.8, los algoritmos que presentan mejores resultados combinados
son MO-ABC/DE, DEPT y MOABC, que consiguen unos resultados de 18(2), 12(5) y 11(5). Los
siguientes clasificados son MO-FA, MO-SFLA, MO-TLBO, NSGA-II, SPEA2, MO-VNS y MO-GSA.
135
Seccio´n 7.2. Estudio de la convergencia de las metaheur´ısticas
Tabla 7.8: Ranking de los algoritmos.
Ranking
Velocidad de
Puntuacio´n
Tasa de
Puntuacio´n Total Puntuacio´n
convergencia e´xito
1 MO-ABC/DE 6(2) MO-ABC/DE 12(0) MO-ABC/DE 18(2)
2 DEPT 3(3) MOABC 11(0) DEPT 12(5)
3 MO-FA 3(2) DEPT 9(0) MOABC 11(5)
4 MOABC 0(5) MO-SFLA 7(5) MO-FA 10(3)
5 MO-VNS 0(0) MO-FA 7(1) MO-SFLA 7(5)
6 MO-TLBO 0(0) MO-TLBO 4(2) MO-TLBO 4(2)
7 MO-GSA 0(0) NSGA-II 4(1) NSGA-II 4(1)
8 MO-SFLA 0(0) SPEA2 4(1) SPEA2 4(1)
9 NSGA-II 0(0) MO-VNS 0(2) MO-VNS 0(2)
10 SPEA2 0(0) MO-GSA 0(1) MO-GSA 0(1)
7.2.3. Analizando la evolucio´n del hipervolumen, nu´mero de soluciones
no-dominadas y dispersio´n
Adema´s de los dos estudios presentados hasta el momento, en esta seccio´n hemos llevado a
cabo tambie´n un ana´lisis ma´s profundo de los resultados obtenidos por los algoritmos. Como ya
sabemos, el hipervolumen (me´trica de calidad multiobjetivo considerada en nuestros experimentos)
esta´ influenciado por la cercan´ıa de los resultados al frente de Pareto y su dispersio´n. Directamente
relacionado con este u´ltimo concepto esta´ el nu´mero de soluciones que un determinado algoritmo
es capaz de descubrir. Por todo ello es importante conocer que´ algoritmos son capaces de obtener
las aproximaciones al frente de Pareto ma´s pobladas y, a su vez, ma´s dispersas. Para analizar estas
dos propiedades hemos realizado un estudio ma´s profundo sobre las instancias ma´s complejas de
cada organismo: dm04g, hm04m, mus02r y yst08r. Este estudio se ha llevado a cabo sobre las
ejecuciones medianas, es decir, sobre aquellas ejecuciones cuyos resultados se corresponden con los
resultados de las ejecuciones medianas. Los resultados de estas mismas ejecuciones son las que
consideramos en las Tablas 7.5 y 7.6. En las Figuras 7.4 y 7.5 mostramos la evolucio´n de las diez
metaheur´ısticas multiobjetivo durante sus ejecuciones mediana cuando resuelven las instancias ma´s
complicadas de cada organismo. Podemos observar como el comportamiento de los algoritmos es
similar para las cuatro instancias. Mientras que algoritmos como el MO-VNS comienza su ejecucio´n
con hipervolu´menes bajos (debido a que es el u´nico algoritmo basado en trayectoria y requiere ma´s
evaluaciones de la funcio´n de fitness para rellenar el archivo de soluciones), otros algoritmos consiguen
unos buenos hipervolu´menes desde el principio. Por otro lado, aunque el comportamiento presentado
por los algoritmos es similar en muchos puntos, no todas las te´cnicas son capaces de alcanzar el
hipervolumen pseudo-o´ptimo en sus ejecuciones. Esto quiere decir que no todos los algoritmos son
adecuados para resolver las instancias planteadas.
Como mencionamos anteriormente, el hipervolumen esta´ influenciado por la cercan´ıa de los re-
sultados al frente de Pareto y su dispersio´n, la cual esta´, a su vez, influenciada por el nu´mero de
soluciones descubiertas. En las siguientes l´ıneas analizamos estas dos propiedades. Las Figuras 7.6 y
7.7 muestran el crecimiento del archivo de soluciones de cada algoritmo a medida que se realizan ma´s
evaluaciones de la funcio´n de fitness, es decir, el nu´mero de soluciones no-dominadas descubiertas.
Con estas gra´ficas podemos observar como los algoritmos que consiguen mayores hipervolu´menes
(ver Figuras 7.4 y 7.5) son los algoritmos que generalmente consiguen unos frentes de Pareto ma´s
poblados. Como vimos en la Seccio´n 7.2.2 los algoritmos que obtienen mejores resultados son MO-
ABC/DE, DEPT, MOABC y MO-FA y, observando las Figuras 7.4 y 7.5, vemos como estas cuatro
metaheur´ısticas son las que consiguen descubrir ma´s soluciones, junto con el algoritmo MO-TLBO
que, aunque es capaz de encontrar muchas soluciones, no presentan la misma calidad que las encon-
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Figura 7.4: Hipervolu´menes de las ejecuciones cuyos resultados se acercan ma´s al resultado
mediano de las instancias dm04g y hm04m. En estas gra´ficas las l´ıneas rojas indican el
hipervolumen de referencia incluido en la Tabla 7.4.
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Figura 7.5: Hipervolu´menes de las ejecuciones cuyos resultados se acercan ma´s al resultado
mediano de las instancias mus02r y yst08r. En estas gra´ficas las l´ıneas rojas indican el
hipervolumen de referencia incluido en la Tabla 7.4.
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Figura 7.6: Nu´mero de soluciones no-dominadas obtenidas por los algoritmos cuando resuel-
ven las instancias dm04g y hm04m.
139
Seccio´n 7.2. Estudio de la convergencia de las metaheur´ısticas
Figura 7.7: Nu´mero de soluciones no-dominadas obtenidas por los algoritmos cuando resuel-
ven las instancias mus02r y yst08r.
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Figura 7.8: Dispersio´n de los frentes de Pareto obtenidos por los algoritmos en las instancias
dm04g y hm04m.
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Figura 7.9: Dispersio´n de los frentes de Pareto obtenidos por los algoritmos en las instancias
mus02r y yst08r.
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tradas por las dema´s te´cnicas. Como excepcio´n destacar tambie´n los resultados presentados por el
algoritmo MO-GSA que, siendo el algoritmo con los frentes menos poblados en las cuatro instancias,
es capaz de converger en tres de las cuatro instancias estudiadas, superando en muchos casos los re-
sultados alcanzados por otros algoritmos como NSGA-II, SPEA2 o MO-VNS (ver Figuras 7.4 y 7.5).
En lo que respecta a la dispersio´n de las aproximaciones a los frentes de Pareto obtenidos, hemos
utilizado la me´trica Spread (ver Seccio´n 5.3.2) para analizar la dispersio´n lograda por los algoritmos
en las cuatro instancias listadas anteriormente (dm04g, hm04m, mus02r y yst08r). Los resultados
de este u´ltimo estudio se muestran en las Figuras 7.8 y 7.9. Podemos observar como las diferencias
existentes entre las dispersiones logradas por los diferentes algoritmos son mı´nimas. Esto es debido a
que tal y como esta´ definido el PDM (con tres objetivos con un amplio abanico de posibles valores),
todos los algoritmos son capaces de encontrar fa´cilmente soluciones que alcancen valores ma´ximos
y mı´nimos en cada objetivo. Resumiendo, podemos concluir que la calidad de los resultados parece
estar ma´s ligado al nu´mero de soluciones encontradas que a las dispersiones presentadas por los
frentes de Pareto.
7.3. Resumen
En este cap´ıtulo hemos profundizado en el comportamiento de las metaheur´ısticas disen˜adas
en esta tesis doctoral. A la hora de disen˜ar te´cnicas para resolver un determinado problema de
optimizacio´n debemos tratar de conseguir buenos resultados en un conjunto amplio de instancias.
Esto quiere decir que, si queremos resolver el PDM, debemos disen˜ar te´cnicas capaces de resolver
todos los posibles escenarios de este problema concreto. Para demostrar que las metaheur´ısticas
desarrolladas responden bien a las diferentes propiedades que pueden complicar las instancias del
PDM, hemos analizado la capacidad de escalar que presentan las te´cnicas desarrolladas, analizando el
comportamiento de los diez algoritmos evolutivos multiobjetivo disen˜ados cuando la complejidad del
PDM (instancias del PDM) aumenta. Otro aspecto importante que debemos tener en consideracio´n
cuando desarrollamos nuevos algoritmos es la capacidad para encontrar soluciones de calidad en
un tiempo razonable. Para estudiar esta propiedad hemos analizado los tiempos requeridos por
cada metaheur´ıstica para converger, es decir, para obtener los mejores resultados posibles. Tambie´n
hemos analizado otros aspectos como por ejemplo la evolucio´n de los hipervolu´menes, observando
co´mo logran mejorar el hipervolumen; el incremento del nu´mero de soluciones descubiertas, o la
dispersio´n de los frentes de Pareto descubiertos.
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Resolucio´n del PDM Aplicando
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CAPI´TULO 8
Entornos de programacio´n paralela y distribuida
En este cap´ıtulo describimos los entornos de programacio´n paralela y distribuida que hemos apli-
cado en este trabajo. Durante estos an˜os hemos utilizado el Interfaz de Programacio´n de Aplicaciones
(Application Program Interface - API) OpenMP para paralelizar el funcionamiento de algoritmos y
desarrollar equipos multi-nu´cleo que nos permiten aprovechar las propiedades de diferentes te´cnicas
o algoritmos. En la Seccio´n 8.1 explicamos brevemente en que´ consiste, describimos sus principales
funciones y directivas, y finalmente, detallamos como deben compilarse y ejecutarse aplicaciones de
este tipo. En esta tesis doctoral tambie´n hemos utilizado el Interfaz de Paso de Mensajes (Mes-
sage Passing Interface - MPI) para desarrollar equipos paralelos sobre arquitecturas de memoria
distribuida. MPI se describe en la Seccio´n 8.2, explica´ndose su funcionamiento y, al igual que con
OpenMP, sus principales funciones.
8.1. Open Multi-Processing (OpenMP)
En esta seccio´n describimos las principales ventajas que proporciona la utilizacio´n del entorno
OpenMP, proporcionando ma´s detalles sobre las directivas y funciones OpenMP utilizadas en este
trabajo en las Secciones 8.1.1 y 8.1.2, y explicando como deben compilarse y ejecutarse sus aplica-
ciones en la Seccio´n 8.1.3.
OpenMP (Open Multi-Processing) es una API que nace del trabajo conjunto de importantes
fabricantes de hardware y software [155]. Este ofrece al usuario un modelo de programacio´n de
paralelismo expl´ıcito. OpenMP esta´ compuesta por un conjunto de directivas de compilador que
el usuario utiliza para especificar que´ regiones de co´digo van a ser paralelizadas, y una librer´ıa de
rutinas. El usuario tambie´n cuenta con un limitado nu´mero de variables de entorno que permiten
especificar, entre otros aspectos, las condiciones que defininen la ejecucio´n de la aplicacio´n paralela.
OpenMP se especifica para C/C++ y Fortran. La implementacio´n de OpenMP utiliza multithread-
ing para obtener el paralelismo, mediante un modelo fork-join (ver Figura 8.1). De este modo, al
encontrarse una directiva paralela que as´ı lo indique, el thread maestro se divide en un nu´mero
determinado de threads esclavos que se ejecutan concurrentemente, distribuye´ndose las tareas entre
ellos. Dependiendo de los para´metros indicados, carga de la ma´quina y otros factores, el entorno de
ejecucio´n asignara´ uno o varios de los thread esclavos a los distintos procesadores disponibles.
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Secuencia en Serie
Hilo Principal
Secuencia en Paralelo
Hilo Principal
TAREA
Unión (JOIN)
Bifurcación (FORK)
Figura 8.1: Modelo Fork-Join.
OpenMP se define espec´ıficamente para trabajar sobre ma´quinas de memoria compartida y,
de hecho, espera convertirse en el esta´ndar de programacio´n paralela en este tipo de sistemas. En
OpenMP todos los threads acceden a la misma memoria, aunque es posible gestionar estos accesos
y generar espacios de memoria privada, entre otras operaciones. De ello se encargan algunas de
sus directivas, que se ven complementadas por las cla´usulas, con diversos usos dependiendo de la
directiva a la que acompan˜en. En general, estas cla´usulas se usan para modificar el cara´cter de las
variables (privadas o compartidas), para llevar a cabo operaciones de sincronizacio´n, inicializacio´n,
copia de datos, reduccio´n, control de flujo, etc.
El modelo de OpenMP destaca por ofrecer a los usuarios una interfaz simple y sencilla para
desarrollar aplicaciones paralelas en un amplio rango de arquitecturas de memoria compartida. Esta
simplicidad se debe, en gran medida, al uso de las directivas de compilador que permiten partir
de un co´digo secuencial y paralelizarlo sin necesidad de realizar grandes cambios: basta insertar
las directivas para marcar aquellas regiones susceptibles de ser paralelizadas, lo cual tambie´n reduce
considerablemente el tiempo de depuracio´n al disminuir las posibilidades de introducir nuevos errores
en el co´digo si se parte de un programa secuencial correcto. De este modo, no es necesario lidiar
con paso de mensajes ni con las estructuras de datos, funcio´n realizada automa´ticamente por las
directivas. Adema´s de la sencillez de su modelo de programacio´n, tambie´n sobresale la facilidad y
reducido tiempo de aprendizaje para aquellos usuarios profanos en la programacio´n paralela: estos
so´lo deben conocer el limitado conjunto de directivas y cla´usulas de OpenMP, as´ı como algunos
conceptos ba´sicos de paralelismo como threads, memoria compartida y distribuida, etc. Otra ventaja
an˜adida de este enfoque es que la paralelizacio´n puede ser llevada a cabo de forma incremental,
marcando o desmarcando regiones paralelas con directivas segu´n se requiera. Es ma´s, el hecho de
an˜adir directivas de OpenMP no rompe la estructura del programa secuencial, que sigue siendo va´lido
para compiladores secuenciales, que ignoran las directivas de OpenMP trata´ndolas como comentarios.
OpenMP tambie´n presenta una serie de desventajas. La ma´s importante de ellas es que en la
actualidad ha sido disen˜ado espec´ıficamente para ser ejecutado sobre ma´quinas de memoria com-
partida. El hecho de que OpenMP no este´ concebido para sistemas de memoria distribuida es un
factor limitante que reduce dra´sticamente el conjunto de ma´quinas objetivo sobre la que se pueden
ejecutar las aplicaciones, sobre todo teniendo en cuenta el auge actual de supercomputadoras de
memoria distribuida, como los clu´sters. Por otro lado, las aplicaciones desarrolladas con OpenMP se
ven afectadas por problemas de escalabilidad, derivados de las limitaciones del ancho de banda de
las ma´quinas de memoria compartida. OpenMP tambie´n presenta otros problemas, como la dificul-
tad en el ajuste de los para´metros para obtener un alto rendimiento, escasez de compiladores que
implementen un paralelismo multinivel de forma eficiente (a pesar de que el esta´ndar soporta este
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tipo de paralelismo), diferencias en la implementacio´n (e incluso sintaxis) en versiones de diferentes
fabricantes, falta de garant´ıa sobre la eficiencia del uso de la memoria compartida (actualmente no
hay constructores para gestionar la localidad de datos), etc.
8.1.1. Directivas OpenMP aplicadas
A continuacio´n describimos los contructores OpenMP que hemos aplicado a lo largo de esta tesis
doctoral.
8.1.1.1. Constructor PARALLEL
Cuando un hilo se encuentra un constructor parallel se genera un equipo de hilos que ejecutara´n
una regio´n paralela. El hilo que encuentra el constructor pasa a ser el hilo maestro del nuevo equipo
paralelo, asigna´ndose el identificador nu´mero cero durante todo el bloque paralelo. Todos los hilos,
incluido el hilo maestro, ejecutara´n el contenido del bloque paralelo mantenie´ndose constante el
nu´mero de hilos hasta el final del bloque paralelo. Dentro de esta regio´n paralela, los identificadores
de los hilos son u´nicos, siendo nu´meros consecutivos que van desde el cero del hilo maestro hasta
uno menos el nu´mero total de hilos. Podemos obtener el identificador de un hilo mediante la funcio´n:
omp get thread num.
Cuando se generan los hilos se genera un bloque de tareas que se asigna a cada uno de ellos. De
esta forma cada tarea se asigna a un hilo distinto del equipo intentando mantener un equilibrio en
la carga de trabajo. Al final del bloque paralelo solo el hilo maestro continuara´ con su ejecucio´n.
#pragma omp parallel [cla´usula[[,]cla´usula]...] nueva l´ınea
bloque de co´digo
donde cla´usula puede ser una de las siguientes:
if (expresio´n escalar)
num threads (expresio´n entera)
default (shared | none)
private (lista)
firstprivate (lista)
shared (lista)
copyin (lista)
reduction (lista)
8.1.1.2. Constructor SINGLE
El constructor single especifica que un bloque de co´digo determinado solo sera´ ejecutado por
uno de los hilos definido en el equipo de hilos (no necesariamente ha de ser el hilo maestro). Los
dema´s hilos del equipo, que no ejecutara´n el bloque de co´digo, esperara´n en una barrera el final del
constructor single, a no ser que se especifique lo contrario mediante la cla´usula nowait. La propia
implementacio´n de OpenMP escoge que´ hilo sera´ el que ejecute el bloque de co´digo definido.
donde cla´usula puede ser una de las siguientes:
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#pragma omp single [cla´usula[[,]cla´usula]...] nueva l´ınea
bloque de co´digo
private (lista)
firstprivate (lista)
copyprivate (lista)
nowait
8.1.1.3. Constructor TASK
Cuando un hilo se encuentra un constructor task, se genera una tarea que ejecutara´ el co´digo
correspondiente al bloque paralelo definido. El hilo que se encuentre con el constructor ejecutara´ la
tarea inmediatamente. La correcta finalizacio´n de esta tarea paralela se puede garantizar aplicando
constructores de sincronizacio´n.
#pragma omp task [cla´usula[[,]cla´usula]...] nueva l´ınea
bloque de co´digo
donde cla´usula puede ser una de las siguientes:
if (expresio´n escalar)
final (expresio´n escalar)
untied
default (shared | none)
mergeable
private (lista)
firstprivate (lista)
shared (lista)
8.1.1.4. Constructor TASKWAIT
El constructor taskwait especifica la regio´n donde cada hilo espera que los dema´s hilos del
equipo terminen su ejecucio´n. Como es de suponer, su uso esta´ sometido a ciertas restricciones como
por ejemplo, donde debe ser ubicado. Esta funcio´n debe llamarse solo una vez y no debe ubicarse
en cualquier punto. Debe tenerse especial cuidado en este aspecto ya que una mala colocacio´n de
esta funcio´n en el co´digo paralelo desarrollado puede suponer que no se obtengan los resultados
esperados. Suele colocarse al final de una regio´n paralela despue´s de haber lanzado diferentes tareas
que requieran cierta sincronizacio´n.
#pragma omp taskwait nueva l´ınea
150
Cap´ıtulo 8. Entornos de programacio´n paralela y distribuida
8.1.1.5. Cla´usulas de Alcance de Datos en OpenMP
No todas las cla´usulas son va´lidas en todas las directivas. La mayor´ıa de las cla´usulas acepta
una lista de elementos separados por comas. Todos los elementos de la lista que aparecen en una
cla´usula deben ser visible. Las cla´usulas de OpenMP son:
private(lista). Las variables de la lista son privadas a los hilos, no se inicializan antes de entrar
y no se guarda su valor al salir.
firstprivate(lista). Las variables de la lista son privadas a los hilos, se inicializan al entrar con
el valor que tuviera la variable correspondiente.
lastprivate(lista). Las variables de la lista son privadas a los hilos, al salir quedan con el valor
de la u´ltima iteracio´n o seccio´n.
shared(lista). Las variables de la lista son compartidas por todos los hilos.
default(shared|none). Indica como sera´n las variables por defecto.
reduction(operador: lista). Indica que las variables de la lista se obtienen por la aplicacio´n del
operador. Hay una serie de posibles operadores.
copyin(lista). Para asignar el valor de la variable en el master a variables locales de los hilos.
8.1.2. Funciones OpenMP
Para poder utilizar las funciones OpenMP, es necesario incluir el archivo omp.h, mediante: #in-
clude <omp.h> en el co´digo del programa correspondiente. Las principales funciones que ofrece
OpenMP son:
void omp set num threads(int num threads). Establece el nu´mero de hilos a utilizar en la
siguiente regio´n paralela.
int omp get num threads(void). Obtiene el nu´mero de hilos que se esta´n utilizando en una
regio´n paralela.
int omp get max threads(void). Obtiene la ma´xima cantidad posible de hilos.
int omp get thread num(void). Devuelve el nu´mero del hilo.
int omp get num procs(void). Devuelve el ma´ximo nu´mero de procesadores que pueden asig-
narse al programa.
int omp in parallel(void). Devuelve valor distinto de cero si se ejecuta dentro de una regio´n
paralela.
int omp set dynamic(void). Permite gestionar si el nu´mero de hilos se quiere ajustar dina´mi-
camente en las regiones paralelas.
int omp get dynamic(void). Permite conocer si el nu´mero de hilos se ajusta dinamicamente en
las regiones paralelas.
int omp set nested(void). Gestiona el paralelismo anidado.
int omp get nested(void). Devuelve un valor distinto de cero si esta´ permitido el paralelismo
anidado.
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void omp init lock(omp lock t *lock) y void omp init nest lock(omp nest lock t *lock). Para
inicializar una llave que puede ser simple o anidada. Una llave se inicializa como no bloqueada,
y una llave anidada se inicializa a cero.
void omp init destroy(omp lock t *lock) y void omp init nest destroy(omp nest lock t *lock).
Para destruir una llave.
void omp set lock(omp lock t *lock) y void omp set nest lock(omp nest lock t *lock). Para
pedir una llave.
void omp unset lock(omp lock t *lock) y void omp unset nest lock(omp nest lock t *lock). Para
soltar una llave.
int omp test lock(omp lock t *lock) y int omp unset test lock(omp nest lock t *lock). Intenta
pedir una llave pero no se bloquea.
8.1.3. Compilacio´n, ejecucio´n y comandos OpenMP
Existen multitud de compiladores que soportan las directivas OpenMP, como son: gnu, intel,
HP, MS, Cray... etc. A continuacio´n mostramos una tabla con las opciones de compilacio´n de los dos
compiladores ma´s comunes:
Tabla 8.1: Opciones de compilacio´n OpenMP para los principales compiladores.
GNU gcc (4.3.2) Compilar con la opcio´n -fopenmp
Intel icc (10.1) Compilar con la opcio´n -openmp
Seguidamente mostramos en Algoritmo 13 un ejemplo para comprobar si el compilador que
estamos utilizando soporta directivas OpenMP:
Para compilar con gcc o´ icc:
gcc HolaOpenMP.c -o HolaOpenMP -fopenmp
icc -openmp HolaOpenMP.c -o HolaOpenMP
Algoritmo 13 Hola mundo en OpenMP.
1: #include <omp.h>
2: #include <stdio.h>
3: int main(){
4: #pragma omp parallel
5: printf(”Hola desde el hilo%d”, omp get thread num());
6: }
Al compilar este ejemplo no debemos obtener ningu´n tipo de error o advertencia. Al ejecutar
la salida, se mostrara´n varios mensajes ”Hola”, uno realizado por cada hilo. Suponiendo que hemos
definido una regio´n paralela de cuatro hilos obtendremos algo similar a esto:
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Hola desde el hilo 2
Hola desde el hilo 3
Hola desde el hilo 0
Hola desde el hilo 1
8.2. Message Passing Interface (MPI)
En esta seccio´n describimos las principales ventajas que proporciona la utilizacio´n del entorno
MPI, proporcionando ma´s detalles sobre sus principales funciones en la Seccio´n 8.2.1 y explicando
co´mo deben compilarse y ejecutarse sus aplicaciones en la Seccio´n 8.2.2.
Las siglas MPI significan ‘Interfaz de Paso de Mensajes’ y es una implementacio´n de un esta´ndar
que define la sintaxis y la sema´ntica de paso de mensajes disen˜ados para ser utilizados en programas
que exploten la existencia de mu´ltiples procesadores [153]. MPI atiende a una estructura SIMD y
se situa entre la capa de aplicacio´n y la capa de software de paso de mensajes. Entre las principales
caracter´ısticas de MPI destacan:
Un amplio conjunto de rutinas de comunicacio´n punto a punto.
Un amplio conjunto de rutinas de comunicacio´n entre grupos de procesos.
Un contexto de comunicacio´n para el disen˜o de bibliotecas paralelas.
La posibilidad de especificar diferentes topolog´ıas de comunicacio´n.
La posibilidad de crear tipos de datos derivados para enviar mensajes que contengan datos no
contiguos en memoria.
Existen varias implementaciones de calidad de MPI disponibles (LAM, MPICH, CHIMP).
Existe una implementacio´n de MPI para C++.
En MPI se puede hacer uso de comunicacio´n as´ıncrona.
MPI maneja ma´s eficientemente el paso de mensajes.
Usando MPI se pueden desarrollar aplicaciones ma´s eficientes en MPP y clu´steres.
MPI es totalmente portable.
Existe una especificacio´n formal de MPI.
MPI es un esta´ndar (sus caracter´ısticas y comportamiento se acordaron en un foro abierto).
MPI posee un conjunto de funciones de comunicacio´n ma´s amplio que el disponible en PVM.
A pesar de que las caracter´ısticas anteriores hacen de MPI una fuente comunicaciones rica, au´n
no tiene resueltas ciertas cuestiones como por ejemplo:
La creacio´n de aplicaciones tolerantes a fallos.
La operacio´n entre implementaciones de una misma aplicacio´n utilizando diferentes imple-
mentaciones de MPI.
La determinacio´n dina´mica de recursos disponibles en el sistema.
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Cada programa en MPI debe incluir la librer´ıa mpi.h que contiene las definiciones y las declara-
ciones necesarias para compilar un programa que use la librer´ıa. Todos los identificadores de MPI
contienen el prefijo ‘MPI’ en sus nombres de funciones. Antes de llamar a cualquier funcio´n MPI,
es necesario invocar adema´s la primitiva MPI Init. Cuando el programa termine de ejecutarse debe
invocarse la primitiva MPI Finalize. La estructura ba´sica de cualquier programa MPI se incluye en
el Algoritmo 14.
Algoritmo 14 Estructura ba´sica de cualquier programa MPI.
1: #include <mpi.h>
2: int main(){
3: int nproc; /*Nu´mero de procesos */
4: int rank; /* Mi direccio´n: 0<=rank<=(nproc-1) */
5: MPI Init(&argc,&argv);
6: MPI Comm size(MPI COMM WORLD,&nproc);
7: MPI Comm rank(MPI COMM WORLD,&rank);
8: /* CUERPO DEL PROGRAMA */
9: MPI Finalize();
10: return 0;
11: }
8.2.1. Tipos de datos e instrucciones principales de MPI
En este punto veremos los principales tipos de datos (mostrados en la Tabla 8.2) y las funciones
ma´s importantes de MPI.
Tabla 8.2: Tipos de datos de MPI.
MPI Datatype Equivalente en C/C++
MPI CHAR char
MPI LONG long
MPI SIGNED CHAR signed char
MPI UNSIGNED LONG unsigned long
MPI UNSIGNED CHAR unsigned char
MPI FLOAT float
MPI BYTE byte
MPI DOUBLE double
MPI WCHAR wchar
MPI LONG DOUBLE long double
MPI SHORT short
MPI LONG LONG INT long long int
MPI UNSIGNED SHORT unsigned short
MPI UNSIGNED LONG LONG unsigned long long
MPI INT int
MPI LONG LONG long long
MPI UNSIGNED unsigned
MPI PACKED structs
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MPI Init: inicia el sistema MPI:
int MPI Init (int *argc, char **argv)
MPI Finalice: finaliza el sistema MPI:
int MPI Finalice(void)
MPI Comm size: determina el nu´mero de procesos:
int MPI Comm size(MPI Comm comm, int *size)
MPI Comm rank: determina el identificador del propio proceso:
int MPI Comm rank(MPI Comm comm, int *rank)
MPI Send: manda un mensaje bloquea´ndose:
int MPI Send (void *buf, int count, MPI Datatype datatype, int dest, int tag, MPI Comm comm)
MPI Recv: recibe un mensaje bloquea´ndose:
int MPI Recv (void *buf, int count, MPI Datatype datatype, int source, int tag, MPI Comm comm,
MPI Status *status)
MPI Gather: obtiene datos de todos los procesos:
int MPI Gather (void *sendbuf, int sendcount, MPI Datatype sendtype, void *recvbuf, int recvcount,
MPI Datatype recvtype, int root, MPI Comm comm)
MPI Scatter: reparte datos sobre todos los procesos:
int MPI Scatter (void *sendbuf, int sendcount, MPI Datatype sendtype, void *recvbuf, int recvcount,
MPI Datatype recvtype, int root, MPI Comm comm)
MPI Reduce: realiza una operacio´n (suma, ma´ximo, ..) sobre todos los procesos:
int MPI Reduce (void *sendbuf, void *recvbuf, int count, MPI Datatype datatype, MPI Op op, int root,
MPI Comm comm)
MPI Get processor name: devuelve el nombre que tiene asociado:
int MPI Get processor name (char *name, int *resultlen)
MPI Wait: su funcio´n es bloquear al proceso que la invoca:
int MPI Wait (MPI Request *request, MPI Status *status)
MPI Comm Spawn: crea un grupo de procesos que ejecutan el programa hijo:
int MPI Comm spawn (char *program, char** argv, int maxprocs, MPI Info info, int root, MPI Comm parents,
MPI Comm *children, int errors[])
MPI get parent: obtiene el comunicador del padre:
int MPI get parent (MPI Comm *parent)
8.2.2. Compilacio´n, ejecucio´n y comandos MPI
La versio´n de MPI utilizada (MPICH2 v1.4.1) permite compilar programas desarrollados en
C/C++ y Fortran. Durante el proceso de compilacio´n MPI se comprueba la existencia en nuestro
sistema de los compiladores propios para estos lenguajes y, en el caso de tenerlos instalados, se procede
a configurar MPI para que nos permita trabajar con programas desarrollados en estos lenguajes. Por
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ello, si nuestro sistema no trabaja correctamente con algu´n lenguaje de programacio´n, debemos
primero instalar el compilador original del lenguaje en cuestio´n y, a continuacio´n, recompilar MPI.
MPI dispone de una serie de comandos para compilar programas que combinan la secuencia
de caracteres ‘MPI’ con la cabecera previa a cada compilador. En la Tabla 8.3 incluimos como
compilar´ıamos aplicaciones en los tres lenguajes anteriormente mencionados.
Tabla 8.3: Comandos de compilacio´n en MPI.
Lenguaje C++ (Compilador g++) MPI + CXX MPICXX
Lenguaje C (Compilador gcc) MPI + CC MPICC
Lenguaje Fortran 77 MPI + F77 MPIF77
Lenguaje Fortran 90 MPI + F90 MPIF90
Para ejecutar correctamente aplicaciones MPI debemos asegurarnos de que tengamos definida la
red de comunicacio´n MPI necesaria y que este´ formada por el nu´mero mı´nimo de procesos necesarios
(esto lo realizamos a trave´s del comando MPIBOOT). Para ejecutar aplicaciones MPI haremos uso
del comando MPIEXEC, aunque el comando MPIRUN (usado en versiones anteriores de MPICH)
tambie´n sirve. Este comando lo debemos ejecutar indicando el nu´mero de procesos que deseamos
utilizar. El comando a ejecutar es el siguiente:
mpiexec -n numeroProcesos nombrePrograma
donde numeroProcesos representa el nu´mero de procesos que queremos lanzar de la aplicacio´n
nombrePrograma.
Es importante tener claro la diferencia entre los conceptos ‘proceso’ y ‘procesador MPI’. El
primero hace referencia al conjunto de hilos que ejecuta en paralelo el programa MPI, mientras que
el procesador es la ma´quina que MPI emplea para paralelizar el trabajo, por lo que no existe ninguna
relacio´n entre el nu´mero de procesos indicados con el comando de ejecucio´n de un programa MPI y
el nu´mero de procesadores existentes en nuestra red de comunicacio´n MPI (que podemos ver con el
comando MPDTRACE).
Finalmente incluimos los comandos de MPICH2 ma´s utilizados:
mpd: Lanza el servidor de MPI en la ma´quina local: mpd&. Para conectar un procesador a
una red existente se har´ıa: mpd -h maquina -p puerto &
mpdallexit: Cierra todos los demonios mpd existentes en el anillo del procesador ejecutado
para el usuario que lo ejecuta: mpdallexit
mpdboot: Lanza el servidor de MPI uniendo de forma directa los procesadores selecciona-
dos. Este comando hace uso del protocolo SSH para comunicaciones internas: mpdboot -n
<numero>-f $HOME/mpd.hosts
mpiexec: Ejecuta un programa MPI seleccionando el nu´mero de procesos deseados: mpiexec
-n numero nombrePrograma
mpdrun: Versio´n obsoleta de mpiexec que realiza su misma funcio´n.
mpdtrace: Muestra todos los procesadores conectados a nuestra red de comunicacio´n MPI:
mpdtrace. Con el para´metro -l podemos tener acceso al HOST y puerto que esta´ usando nuestro
servidor local MPD, esto resulta u´til para conectar por RSH otros procesadores a nuestra red
de comunicacio´n.
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mpicc: Compila un fichero escrito en lenguaje C haciendo uso del compilador gcc (su existencia
o configuracio´n depende del sistema): mpicc codigoC -o nombrePrograma
mpicxx: Compila un fichero escrito en lenguaje C++ haciendo uso del compilador c++ (Su
existencia o configuracio´n depende del sistema): mpicxx codigoC++ -o nombrePrograma
mpif77: Compila un fichero escrito en lenguaje Fortran haciendo uso del compilador g77 (Su
existencia o configuracio´n depende del sistema): mpif77 codigoFortran -o nombrePrograma
mpif90: Compila un fichero escrito en lenguaje Fortran haciendo uso del compilador f95 (Su
existencia o configuracio´n depende del sistema): mpif90 codigoFortran -o nombrePrograma
mpich2version: Muestra informacio´n acerca de la versio´n actual de MPICH2, mostrando
adema´s informacio´n acerca de los comandos de compilacio´n disponibles: mpich2version
8.3. Resumen
En este cap´ıtulo hemos introducido los entornos de programacio´n paralela y distribuida aplicados
en este trabajo. La API OpenMP ha sido la escogida para programacio´n paralela y el interfaz MPI
para programacio´n distribuida. Como ambos entornos son muy amplios y definen una gran cantidad
de funcionalidades, hemos optado por centrarnos en las funciones, variables, tipos y directivas que
de verdad han sido aplicados en los trabajos presentados en este documento. Para OpenMP hemos
definido los constructores PARALLEL, SINGLE, TASK y TASKWAIT; junto con las funciones
que realmente hemos utilizado. Adema´s hemos incluido tambie´n una pequen˜a explicacio´n de co´mo
debemos compilar y ejecutar aplicaciones OpenMP, detallando los comandos que debemos ejecutar.
Lo mismo hemos hecho para MPI, hemos presentado los tipos e instrucciones que de verdad hemos
aplicado en los trabajos presentados en este documento, y hemos incorporado tambie´n una breve
explicacio´n de co´mo debemos compilar y ejecutar nuestras aplicaciones MPI.
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CAPI´TULO 9
Hiper-Heur´ıstica Paralela Multiobjetivo Multi-Nu´cleo
(PMHH-OpenMP)
En este cap´ıtulo presentamos el primer y ma´s importante trabajo de paralelismo realizado a lo
largo de esta tesis doctoral. Siempre que tratemos de resolver un problema de optimizacio´n que tenga
aplicacio´n en otros campos de investigacio´n (fuera de la Informa´tica), debemos tener en cuenta las
necesidades y conocimientos de sus investigadores. Dado que estamos trabajando en la resolucio´n de
un problema biolo´gico aplicando te´cnicas informa´ticas y que los bio´logos no tienen porque dominar
este campo, hemos disen˜ado una aplicacio´n paralela que trata de facilitar el trabajo a aquellos que
quieran aplicar nuestros algoritmos. En primer lugar, en la Seccio´n 9.1 explicamos las motivaciones de
este trabajo paralelo, profundizando en posibles problemas que pueden encontrarse investigadores
de otros campos al aplicar nuestras te´cnicas. Una vez planteada la problema´tica, proponemos la
aplicacio´n paralela en la Seccio´n 9.2 que trata de solventar la problema´tica planteada. Finalmente,
en las Secciones 9.3, 9.4 y 9.5 configuramos la aplicacio´n disen˜ada y presentamos varias comparativas
que demuestran sus ventajas.
9.1. Antecedentes del trabajo paralelo
Antes de disen˜ar e implementar los algoritmos MO-TLBO, MO-ABC/DE y MO-SFLA real-
izamos una serie de estudios comparativos entre los dema´s algoritmos (DEPT, MO-VNS, MOABC,
MO-GSA, MO-FA, NSGA-II y SPEA2). Comparando los resultados obtenidos por estos siete algorit-
mos cuando resolv´ıan las instancias descritas en la Seccio´n 5.2.1 observamos unos comportamientos
dignos de estudio. Mientras que algoritmos como MO-VNS, MO-GSA y NSGA-II no consegu´ıan
obtener resultados demasiado buenos, los algoritmos DEPT, MOABC, MO-FA y SPEA2 lograban
los mejores hipervolu´menes en todas las instancias siguiendo unos patrones interesantes. En las sigu-
ientes secciones (Secciones 9.1.1-9.1.4) analizamos en profundidad el comportamiento de estos cuatro
algoritmos cuando resuelven las diferentes instancias. Finalmente, en la Seccio´n 9.1.5 explicamos las
motivaciones del trabajo paralelo descrito en este cap´ıtulo.
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9.1.1. Resolviendo las instancias DM
En esta primera seccio´n analizamos el comportamiento de los cuatro algoritmos (DEPT, MOABC,
MO-FA y SPEA2) cuando resolvemos las instancias de tipo DM. Pertenecientes a este primer organ-
ismo hemos resuelto un conjunto formado por seis instancias con diferentes propiedades (ver Tabla
5.1). Estas instancias esta´n compuestas por tres o cuatro secuencias, formando a su vez instancias
con unos taman˜os totales (nu´mero total de nucleo´tidos) que van desde los 4.500 a los 8.000 nucleo´ti-
dos. Por lo cual, disponemos de un conjunto que nos permitira´ conocer como se comportan nuestros
algoritmos cuando resuelven instancias de una complejidad moderada.
Los resultados obtenidos por los cuatro algoritmos en este primer conjunto de instancias se
muestran en la Tabla 9.1(a). Esta tabla incluye los hipervolu´menes y rangos interquart´ılicos cor-
respondientes a las ejecuciones que proporcionan el resultado mediano. En esta comparativa, tal y
como hemos hecho hasta ahora, hemos organizado las instancias teniendo en cuenta su compleji-
dad. Analizando los hipervolu´menes obtenidos por los algoritmos a medida que las instancias se van
complicando, podemos ver como los algoritmos que consiguen los mejores resultados son MOABC y
SPEA2.
Cuando comparamos los resultados obtenidos por varios algoritmos es importante saber si las
diferencias existentes entre ellos son estad´ısticamente significativas. En la Tabla 9.1(b), mostramos
Tabla 9.1: a) Comparativa de los algoritmos DEPT, MO-FA, MOABC y SPEA2 cuando
resuelven las instancias de tipo DM (hipervolumen y rango intercuart´ılico de la ejecucio´n
mediana). b) Tests estad´ısticos no exitosos para las instancias de tipo DM. c) Relacio´n de
cobertura (AB) para las instancias de tipo DM.
(a)
DEPT MO-FA MOABC SPEA2
Co´digo Instancia H˜V IQR H˜V IQR H˜V IQR H˜V IQR
d5 dm05g 81,55% 0,0137 83,67% 0,0124 86,39% 0,0101 86,27% 0,0114
d8 dm08m 81,30% 0,0149 83,25% 0,0099 85,96% 0,0083 86,03% 0,0064
d7 dm07m 81,01% 0,0154 83,53% 0,0105 86,09% 0,0113 86,29% 0,0083
d3 dm03m 81,38% 0,0167 83,52% 0,0106 86,06% 0,0106 86,09% 0,0118
d4 dm04g 79,78% 0,0178 81,91% 0,0137 83,77% 0,0137 82,44% 0,0106
d1 dm01g 79,66% 0,0172 81,62% 0,0127 83,24% 0,0084 82,87% 0,0070
(b)
DEPT MO-FA MOABC SPEA2
DEPT X X X X
MO-FA - X X X
MOABC - - X X
SPEA2 - - d3,d5,d7,d8 X
(c)
DEPT MO-FA MOABC SPEA2 Promedio
DEPT - 41,43% 22,78% 28,67% 30,96%
MO-FA 83,15% - 38,05% 44,75% 55,32%
MOABC 91,93% 87,89% - 81,05% 86,96%
SPEA2 75,95% 67,17% 54,93% - 66,02%
Promedio 83,68% 65,49% 38,59% 51,49%
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los casos en los que los datos no muestran diferencias relevantes, cada celda incluye los co´digos de las
instancias donde los dos algoritmos analizados obtienen resultados sin diferencias significativas. En
la Tabla 9.1(a) vemos como las diferencias existentes entre los resultados de los algoritmos MOABC
y SPEA2 en las instancias dm08m, dm07m y dm03m no son significativas. Esto es un dato relevante,
ya que ninguna de nuestras propuestas logra los mejores resultados en estas instancias. Por contra, en
las dos instancias ma´s complicadas (dm01g y dm04g), las diferencias existentes entre los resultados
de MOABC y SPEA2 son estad´ısticamente significantes. Por todo ello, podemos concluir que los
algoritmos MOABC y SPEA2 son las metaheur´ısticas capaces de obtener los mejores resultados en
las instancias de complejidad moderada. Sin embargo, cuando incrementamos un poco la complejidad
de las instancias, SPEA2 sufre.
La segunda comparativa de esta primera seccio´n se realiza aplicando la relacio´n de cobertura.
Analizando los resultados de la Tabla 9.1(c), vemos como las soluciones descubiertas por el algoritmo
MOABC consiguen una mayor cobertura media, logrando un valor del 86,96%. Adema´s, MOABC es
el algoritmo menos cubierto, obteniendo, en este caso, un valor medio del 38,59%. Por ello, podemos
concluir que el algoritmo MOABC es la te´cnica que mejores predicciones realiza en este primer
conjunto de instancias.
9.1.2. Resolviendo las instancias HM
En esta segunda seccio´n analizamos el comportamiento de los algoritmos cuando resolvemos
las instancias de tipo HM. En este caso, hemos resuelto un conjunto de 26 instancias con diferentes
propiedades (ver Tabla 5.2). Estas instancias esta´n compuestas por distintas secuencias, yendo desde
las 2 (hm12r, hm14r y hm25g) hasta las 35 (hm20r). Estas caracter´ısticas suponen unos taman˜os
totales que van desde los 1.000 hasta los 70.000 nucleo´tidos.
Los resultados obtenidos al resolver estas instancias se muestran en la Tabla 9.2(a). En la Tabla
9.2(b) mostramos los resultados de los test estad´ısticos realizados sobre los resultados obtenidos.
Centra´ndonos en los datos de la Tabla 9.2(a), podemos distinguir cuatro niveles de complejidad. En
cada uno de estos niveles, los mejores resultados son obtenidos por una metaheur´ıstica diferente.
En un inicio, el algoritmo que mayores hipervolu´menes consigue en las instancias ma´s simples es
SPEA2 (cuatro de las cinco primeras instancias). Esto quiere decir que, tal y como ocurrio´ en el
bloque correspondiente a las instancias de tipo DM, SPEA2 funciona muy bien cuando debemos re-
solver instancias no demasiado complejas. Si continuamos con el ana´lisis de los resultados, podemos
ver como, a partir de la instancia hm03r, el algoritmo que mejores resultados obtiene es MOABC
(consiguiendo los mayores hipervolu´menes en las siguientes ocho instancias). De este modo, hemos
podido comprobar como, cuando las instancias superan un cierto valor umbral de complejidad,
SPEA2 comienza a bajar su rendimiento y MOABC pasa a ser el mejor algoritmo. En la instancia
hm11g encontramos un segundo salto de complejidad que, en este caso, el algoritmo MOABC (el
mejor hasta ese momento) no consigue superar. El algoritmo DEPT no solo consigue superar este
umbral, sino que pasa a obtener los mejores resultados en las seis siguientes instancias. Finalmente,
en las u´ltimas siete instancias, las que requieren ma´s recursos y unas heur´ısticas ma´s sofisticadas para
superar posibles ma´ximos, mı´nimos locales o situaciones de estancamiento; MO-FA es el algoritmo
que mejor funciona, logrando ventajas de hasta el 11% sobre el segundo mejor algoritmo (DEPT)
en la u´ltima instancia. De todo este bloque comparativo podemos concluir que los cuatro algoritmos
evolutivos multiobjetivo analizados presentan comportamientos que los hacen ido´neos para resolver
instancias con ciertas propiedades: el algoritmo SPEA2 para resolver instancias no demasiado com-
plejas, MO-FA para resolver instancias complejas y los algoritmos MOABC y DEPT para resolver
instancias de complejidad media.
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Tabla 9.2: a) Comparativa de los algoritmos DEPT, MO-FA, MOABC y SPEA2 cuando
resuelven las instancias de tipo HM (hipervolumen y rango intercuart´ılico de la ejecucio´n
mediana). b) Tests estad´ısticos no exitosos para las instancias de tipo HM. c) Relacio´n de
cobertura (AB) para las instancias de tipo HM.
(a)
DEPT MO-FA MOABC SPEA2
Co´digo Instancia H˜V IQR H˜V IQR H˜V IQR H˜V IQR
h12 hm12r 91,50% 0,0051 91,14% 0,0056 94,29% 0,0048 94,55% 0,0032
h14 hm14r 91,40% 0,0031 91,03% 0,0061 93,88% 0,0058 94,22% 0,0041
h25 hm25g 91,30% 0,0085 90,24% 0,0074 93,66% 0,0068 93,98% 0,0800
h15 hm15r 80,29% 0,0225 83,98% 0,0418 88,59% 0,0267 86,12% 0,0212
h5 hm05r 80,46% 0,0187 82,73% 0,0094 85,50% 0,0091 86,58% 0,0097
h23 hm23r 78,13% 0,0182 80,89% 0,0110 82,38% 0,0073 81,16% 0,0055
h19 hm19g 78,71% 0,0222 80,08% 0,0093 81,37% 0,0086 80,03% 0,0045
h18 hm18m 79,80% 0,0139 79,97% 0,0094 81,31% 0,0075 78,32% 0,0051
h21 hm21g 78,72% 0,0121 79,49% 0,0100 81,12% 0,0096 78,77% 0,0060
h7 hm07m 78,91% 0,0166 79,91% 0,0102 81,24% 0,0088 78,54% 0,0052
h22 hm22m 76,98% 0,0107 76,84% 0,0091 77,91% 0,0069 75,34% 0,0038
h13 hm13r 77,24% 0,0084 77,35% 0,0079 78,18% 0,0097 75,32% 0,0061
h10 hm10m 77,11% 0,0144 77,54% 0,0095 78,23% 0,0113 75,37% 0,0066
h16 hm16g 78,42% 0,0438 83,63% 0,0508 81,55% 0,0552 71,66% 0,0170
h11 hm11g 74,54% 0,0212 73,15% 0,0165 69,93% 0,0213 66,47% 0,0152
h24 hm24m 72,91% 0,0118 72,19% 0,0077 67,65% 0,0191 65,05% 0,0156
h26 hm26m 70,68% 0,0158 70,48% 0,0116 64,43% 0,0245 60,01% 0,0127
h6 hm06g 70,68% 0,0269 69,37% 0,0118 63,21% 0,0194 59,98% 0,0124
h2 hm02r 70,85% 0,0231 69,88% 0,0140 63,45% 0,0328 58,64% 0,0175
h3 hm03r 65,03% 0,0304 69,06% 0,0202 60,18% 0,0263 53,06% 0,0156
h9 hm09g 65,20% 0,0328 68,71% 0,0231 59,23% 0,0266 51,95% 0,0148
h17 hm17g 64,12% 0,0335 65,86% 0,0296 55,55% 0,0229 50,90% 0,0088
h4 hm04m 60,90% 0,0299 62,17% 0,0179 53,20% 0,0235 46,39% 0,0094
h8 hm08m 57,15% 0,0463 58,07% 0,0149 48,57% 0,0232 42,65% 0,0105
h1 hm01g 42,98% 0,0540 49,56% 0,0653 42,05% 0,0327 33,49% 0,0110
h20 hm20r 25,33% 0,0255 36,43% 0,0646 25,08% 0,0199 20,77% 0,0065
(b)
DEPT MO-FA MOABC SPEA2
DEPT X X X X
MO-FA h13,h22 X X X
MOABC h20 - X X
SPEA2 h7,h21 h19 - X
(c)
DEPT MO-FA MOABC SPEA2 Promedio
DEPT - 68,60% 59,42% 86,13% 71,39%
MO-FA 57,22% - 53,30% 87,57% 66,03%
MOABC 58,42% 65,89% - 96,90% 73,73%
SPEA2 24,00% 22,07% 20,72% - 22,26%
Promedio 46,54% 52,19% 44,48% 90,20%
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Si lo que queremos es un u´nico algoritmo que funcione bien en todas las instancias, un buen indi-
cador de calidad que facilita esta eleccio´n es la relacio´n de cobertura. En la Tabla 9.2(c) comparamos
las soluciones no-dominadas descubiertas por los cuatro algoritmos en todas las instancias. Como
podemos ver, el algoritmo capaz de predecir mejores soluciones es MOABC. Sus soluciones cubren
el 73,73% de las soluciones de los dema´s algoritmos, mientras que estas tan solo logran cubrir el
44,48% de las soluciones de MOABC. De estos resultados, podemos concluir que, si lo que queremos
es escoger un u´nico algoritmo que consiga buenas soluciones en un conjunto diverso de instancias, el
algoritmo MOABC es una eleccio´n ideal.
Tabla 9.3: a) Comparativa de los algoritmos DEPT, MO-FA, MOABC y SPEA2 cuando
resuelven las instancias de tipo MUS (hipervolumen y rango intercuart´ılico de la ejecucio´n
mediana). b) Tests estad´ısticos no exitosos para las instancias de tipo MUS. c) Relacio´n de
cobertura (AB) para las instancias de tipo MUS.
(a)
DEPT MO-FA MOABC SPEA2
Co´digo Instancia H˜V IQR H˜V IQR H˜V IQR H˜V IQR
m9 mus09r 90,95% 0,0019 90,36% 0,0041 92,95% 0,0051 93,45% 0,0027
m7 mus07g 80,01% 0,0343 82,43% 0,0149 89,21% 0,0293 89,35% 0,0052
m1 mus01r 80,40% 0,0174 84,44% 0,0170 86,93% 0,0061 86,47% 0,0072
m12 mus12m 80,04% 0,0181 82,72% 0,0105 85,78% 0,0059 85,88% 0,0045
m8 mus08m 80,85% 0,0103 83,10% 0,0100 85,77% 0,0083 85,19% 0,0055
m6 mus06g 80,01% 0,0198 81,91% 0,0085 84,33% 0,0063 84,21% 0,0033
m5 mus05r 77,56% 0,0190 80,25% 0,0081 81,69% 0,0084 80,80% 0,0043
m3 mus03g 77,61% 0,0160 79,67% 0,0118 79,84% 0,0079 77,48% 0,0053
m4 mus04m 74,31% 0,0118 74,24% 0,0097 71,10% 0,0233 66,82% 0,0178
m2 mus02r 70,02% 0,0189 69,78% 0,0152 63,58% 0,0242 59,60% 0,0148
m11 mus11m 58,85% 0,0390 62,01% 0,0138 51,25% 0,0204 45,66% 0,0140
m10 mus10g 55,34% 0,0388 59,25% 0,0162 48,92% 0,0214 42,53% 0,0096
(b)
DEPT MO-FA MOABC SPEA2
DEPT X X X X
MO-FA m2,m4 X X X
MOABC - - X X
SPEA2 m3 - m7,m12 X
(c)
DEPT MO-FA MOABC SPEA2 Promedio
DEPT - 64,12% 53,84% 70,37% 62,78%
MO-FA 68,86% - 58,18% 81,82% 69,62%
MOABC 72,46% 79,42% - 96,08% 82,65%
SPEA2 49,57% 45,37% 41,75% - 45,56%
Promedio 63,63% 62,97% 51,25% 82,75%
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9.1.3. Resolviendo las instancias MUS
En esta tercera seccio´n analizamos el comportamiento de las metaheur´ısticas cuando resolvemos
las instancias de tipo MUS. Pertenecientes a este organismo definimos un total de 12 instancias (ver
Tabla 5.3). En este caso tambie´n disponemos de un gran conjunto de instancias que nos permiten
analizar el funcionamiento de los algoritmos en diferentes circunstancias. De este modo, podemos
obtener conclusiones ma´s firmes. Estas instancias esta´n compuestas por distintos nu´meros de secuen-
cias que van desde 2 (de la ma´s pequen˜a, mus09r) hasta 13 (de la instancia ma´s grande, mus10g),
formando un conjunto de instancias de unos taman˜os que van desde los 1.000 a los 13.000 nucleo´tidos.
La Tabla 9.3(a) incluye los hipervolu´menes obtenidos por los algoritmos y la Tabla 9.3(b) incluye
los resultados estad´ısticos obtenidos en los experimentos realizados. En este caso, si analizamos los
resultados de la Tabla 9.3(a), vemos como los algoritmos siguen manteniendo un comportamiento
similar al mostrado para las instancias de los dos organismos anteriores. En las cuatro primeras
instancias (las instancias menos compledas), el algoritmo SPEA2 vuelve a obtener los mejores re-
sultados. Cuando incrementamos un poco la complejidad del problema, los algoritmos MOABC y
DEPT pasan a conseguir los mayores hipervolu´menes (MOABC consigue los mejores resultados en
mus08m, mus06g, mus05r y mus03g; y DEPT en mus04m y mus02r). Finalmente, MO-FA obtiene
los mejores resultados en las instancias ma´s complejas (mus11m y mus10g), logrando ventajas de
hasta el 4% con respecto al segundo mejor algoritmo (DEPT). Con todo esto podemos decir que
las conclusiones obtenidas en esta tercera seccio´n reafirman las ya obtenidas en las dos bloques
anteriores.
La segunda comparativa de esta seccio´n se muestra en la Tabla 9.3(c). En esta tabla podemos
ver como el algoritmo MOABC realiza las mejores predicciones, obteniendo una cobertura media
del 82,65%, siendo adema´s solo cubierto por un 51,25% de las soluciones obtenidas por los dema´s
algoritmos. Por ello, si lo que queremos es aplicar una te´cnica que resuelva de forma correcta todas
estas instancias debemos aplicar el algoritmo MOABC.
9.1.4. Resolviendo las instancias YST
En esta u´ltima seccio´n analizamos el comportamiento de los cuatro algoritmos cuando resolvemos
las 10 instancias (ver Tabla 5.4) de tipo YST. Estas instancias esta´n compuestas por secuencias que
van desde 3 (yst05r) hasta 16 (yst09g), formando un conjunto de instancias que poseen desde 1.500
hasta 16.000 nucleo´tidos.
Los hipervolu´menes obtenidos por los algoritmos se muestran en la Tabla 9.4(a). En este caso,
podemos observar como el taman˜o total de la instancia ma´s sencilla es mayor que el nu´mero de
nucleo´tidos de las instancias ma´s sencillas de los organismos anteriores. Esto provoca que el primer
nivel de complejidad que observamos (donde el algoritmo SPEA2 era capaz de obtener los mejores
resultados) no aparezca. Sin embargo, si analizamos los resultados estad´ısticos mostrados en la
Tabla 9.4(b), podemos notar como en la instancia yst05r (la menos compleja) no existen diferencias
estad´ısticamente relevantes entre los algoritmos MOABC y SPEA2. A partir de esta instancia, el
algoritmo MOABC consigue el mayor hipervolumen en 5 de las 6 instancias siguientes, mostrando
diferencias estad´ısticamente relevantes con respecto a los dema´s algoritmos. En yst03m y yst01g, el
mejor algoritmo es DEPT. Y finalmente, el algoritmo que mejores resultados obtiene en la instancia
ma´s compleja es MO-FA. Los resultados mostrados en la Tabla 9.4(c) siguen la misma tendencia que
en las dema´s comparativas. El algoritmo que mejor cobertura media obtiene es MOABC, cubriendo
un 73,48% de las soluciones de los dema´s algoritmos y siendo solo cubierto por un 38,88% de las
soluciones de los dema´s algoritmos.
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Tabla 9.4: a) Comparativa de los algoritmos DEPT, MO-FA, MOABC y SPEA2 cuando
resuelven las instancias de tipo YST (hipervolumen y rango intercuart´ılico de la ejecucio´n
mediana). b) Tests estad´ısticos no exitosos para las instancias de tipo YST. c) Relacio´n de
cobertura (AB) para las instancias de tipo YST.
(a)
DEPT MO-FA MOABC SPEA2
Co´digo Instancia H˜V IQR H˜V IQR H˜V IQR H˜V IQR
y5 yst05r 80,76% 0,0212 83,63% 0,0138 86,89% 0,0074 86,74% 0,0052
y2 yst02g 78,21% 0,0163 80,82% 0,0115 82,87% 0,0100 82,15% 0,0069
y7 yst07m 76,81% 0,0124 77,36% 0,0084 78,27% 0,0076 75,46% 0,0058
y6 yst06g 74,94% 0,0182 75,75% 0,0135 75,93% 0,0117 73,29% 0,0056
y4 yst04r 73,50% 0,0205 73,98% 0,0145 75,54% 0,0116 71,64% 0,0056
y3 yst03m 73,26% 0,0123 72,65% 0,0101 69,68% 0,0245 66,24% 0,0113
y10 yst10m 63,49% 0,0143 64,99% 0,0090 66,67% 0,0070 65,56% 0,0059
y10 yst01g 70,72% 0,0144 70,14% 0,0108 65,16% 0,0246 61,14% 0,0126
y8 yst08r 67,80% 0,0485 69,12% 0,0191 62,91% 0,0230 56,88% 0,0112
y9 yst09g 55,70% 0,0559 56,86% 0,0210 47,92% 0,0215 41,24% 0,0069
(b)
DEPT MO-FA MOABC SPEA2
DEPT X X X X
MO-FA - X X X
MOABC - y6 X X
SPEA2 - - y5 X
(c)
DEPT MO-FA MOABC SPEA2 Promedio
DEPT - 68,06% 56,91% 81,44% 68,80%
MO-FA 49,44% - 44,24% 86,94% 60,21%
MOABC 52,98% 70,71% - 96,74% 73,48%
SPEA2 22,06% 19,22% 15,47% - 18,92%
Promedio 41,49% 52,66% 38,88% 88,38%
9.1.5. Problema´tica y motivaciones del trabajo paralelo
Como hemos comentado al inicio de este cap´ıtulo, observamos como, antes de implementar al-
gunos de los algoritmos presentados en esta tesis doctoral, los algoritmos DEPT, MOABC, MO-FA
y SPEA2 obten´ıan unos resultados dignos de estudio. Para estudiar los resultados de estos cuatro
algoritmos en profundidad, hemos organizado las instancias descritas en la Seccio´n 5.2.1 en cuatro
grandes grupos, formando cuatro conjuntos formados por 6 instancias de tipo DM, 26 instancias
de tipo HM, 12 instancias de tipo MUS y 10 instancias de tipo YST. Tras estudiar los resultados
obtenidos (ver Secciones 9.1.1 - 9.1.4), hemos concluido que los cuatro algoritmos evolutivos multi-
objetivo analizados (DEPT, MOABC, MO-FA y SPEA2) presentan comportamientos interesantes
que nos pueden ayudar a obtener soluciones de calidad si conocemos las propiedades de las instan-
cias que queremos resolver. Por un lado, si las instancias que queremos resolver no son demasiado
complejas, el algoritmo que realiza mejores predicciones el SPEA2. Si, por otro lado, las instancias
son muy complicadas, la te´cnica que mejor funciona es el algoritmo MO-FA. Y, finalmente, si las
instancias presentan una complejidad mediana, deberemos aplicar los algoritmos MOABC y DEPT.
165
Seccio´n 9.2. Descripcio´n de la PMHH-OpenMP
Aunque estas conclusiones parecen interesantes, es posible que a muchos investigadores (sobre to-
do dentro del mundo de la biolog´ıa) no les interese disponer de distintos algoritmos para resolver
distintas instancias, sino que prefieran disponer de una u´nica aplicacio´n que les permita obtener
buenos resultados en todas ellas. En estas secciones hemos aplicado, en un principio, la me´trica de
cobertura para seleccionar al mejor algoritmo. Sin embargo, aunque el algoritmo MOABC obtiene
los mejores resultados de media, los dema´s algoritmos siguen consiguiendo los mejores resultados
en las instancias anteriormente nombradas (teniendo en cuenta su complejidad). Es por todo ello
que hemos visto la necesidad de disen˜ar algu´n tipo de equipo paralelo que nos permita resolver los
conjuntos de datos necesarios independientemente de sus propiedades y facilitar as´ı la labor a futuros
bio´logos.
9.2. Descripcio´n de la PMHH-OpenMP
Como hemos podido ver en la seccio´n anterior (Seccio´n 9.1.5) aunque los cuatro algoritmos evolu-
tivos multiobjetivo utilizados (DEPT, MOABC, MO-FA y SPEA2) presentan buenos comportamien-
tos cuando resuelven las 54 instancias definidas, muchos investigadores preferir´ıan la utilizacio´n de
una u´nica te´cnica que fuese capaz de resolver todas ellas. Vimos como SPEA2 lograba los mejores re-
sultados en las instancias que presentaban una complejidad menor, los algoritmos MOABC y DEPT
consegu´ıan los mayores hipervolu´menes en las instancias de complejidad media, y finalmente, MO-FA
realizaba las mejores predicciones en las instancias ma´s complicadas. Por todo ello, podemos suponer
que, si conseguimos combinar el funcionamiento y las propiedades de estos cuatro algoritmos, con-
seguiremos una u´nica te´cnica que consiga barrer todo el espectro de complejidad de las instancias
PDM, o lo que es lo mismo, obtener el mejor resultado en todas las instancias, independientemente
de la complejidad que presenten.
En esta seccio´n presentamos una heur´ıstica paralela que combina el funcionamiento y las propiedades
de cuatro algoritmos evolutivos multiobjetivo (SPEA2, MOABC, DEPT y MO-FA) para tratar de
resolver un conjunto de 54 instancias PDM que presentan diferentes complejidades haciendo uso de
OpenMP [155]. De este modo, facilitamos el trabajo a futuros investigadores que, hoy en d´ıa, deben
elegir el algoritmo o te´cnica que deben aplicar segu´n el organismo o la complejidad de las instan-
cias que quieren resolver. Una versio´n preliminar de este trabajo la podemos encontrar en [173]. A
esta heur´ıstica la hemos denominado Hiper-Heur´ıstica Paralela Multiobjetivo bajo OpenMP (Par-
allel Multiobjective Hyper-Heuristic using OpenMP - PMHH-OpenMP). Un esquema general de la
PMHH-OpenMP se muestra en la Figura 9.1. La idea principal es clara, utilizando una arquitectura
quad-core (cuatro nu´cleos) la cual, en los tiempos que corren, es fa´cil de adquirir; aprovechar las
ventajas que ofrecen los cuatro algoritmos anteriormente mencionados. A trave´s de diferentes fun-
ciones de comunicacio´n y sincronizacio´n, la PMHH-OpenMP aprovechara´ las propiedades de todas
las te´cnicas.
Profundizando en el funcionamiento de la PMHH-OpenMP podemos diferenciar tres grandes
partes. Una primera donde se realiza la generacio´n de la poblacio´n inicial, una segunda donde se
ejecutan en paralelo los algoritmos y una u´ltima donde aplicamos las funciones de post-procesado.
En la primera parte, un u´nico hilo (hilo principal) genera una poblacio´n de individuos aleatorios. El
taman˜o de esta poblacio´n (poblacio´n global) es igual a la suma de los taman˜os de las poblaciones de
los cuatro algoritmos (poblaciones parciales). En nuestro caso, definimos cuatro poblaciones parciales
de 200 individuos que forman una poblacio´n global compuesta por 800 individuos. En la segunda
parte, una vez generada la poblacio´n global inicial, la PMHH-OpenMP abre un bloque paralelo a
trave´s de la directiva ‘#pragma omp parallel for ’, lanzando los cuatro algoritmos de forma par-
alela mediante tareas (directiva ‘#pragma omp task ’). Es importante destacar que, antes de abrir
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Figura 9.1: Disen˜o de la PMHH-OpenMP.
el bloque paralelo, debemos establecer el nu´mero de hilos disponibles a trave´s de la funcio´n ‘omp
set num threads(x)’, donde x es el nu´mero de hilos que queremos lanzar, en nuestro caso 4, una por
algoritmo. Adema´s, para evitar que cada tarea sea lanzada un total de x veces, debemos incrustar
cada tarea en un bloque ‘#pragma omp single nowait ’. En este punto cada algoritmo ira´ modifi-
cando su parte de la poblacio´n global de forma paralela. Cuando todos los algoritmos finalicen sus
ejecuciones (‘#pragma omp taskwait ’), la PMHH-OpenMP ejecutara´ la tercera parte de su esque-
ma. En esta u´ltima parte se gestionan las poblaciones obtenidas por cada algoritmo y se aplican las
correspondientes funciones de post-procesado para preparar la poblacio´n global (o suma de las pobla-
ciones parciales) para la siguiente sincronizacio´n. Este proceso se repite hasta que se hayan realizado
todas las sincronizaciones. Por u´ltimo, la aplicacio´n paralela disen˜ada retorna un conjunto con las
soluciones no-dominadas encontradas de forma colaborativa por los cuatro algoritmos utilizados.
En este trabajo hemos disen˜ado, implementado y probado tres PMHH-OpenMP distintas. En
las siguientes secciones describimos el funcionamiento de cada una de ellas, para despue´s analizar
cua´l de ellas es capaz de aprovechar mejor las capacidades de los algoritmos ejecutados.
9.2.1. PMHH-OpenMP-v1: Combinando avaricia con aleatoriedad
La primera PMHH-OpenMP disen˜ada combina dos aspectos clave dentro del mundo de la com-
putacio´n evolutiva, la avaricia y la aleatoriedad. Esta heur´ıstica explota por un lado la calidad de las
mejores soluciones descubiertas por los cuatro algoritmos (soluciones no-dominadas) con soluciones
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Algoritmo 15 Versio´n 1 de la PMHH-OpenMP.
Entrada: PG = {x1, x2, ..., xn} donde xi = {f1(x), f2(x), f3(x)}
Salida: P ′G = {x1, x2, ..., xn} donde xi = {f1(x), f2(x), f3(x)}
1: /* Calculamos la dominancia de las soluciones de la poblacion */
2: p(t) ← evaluarDominanciaPoblacion(PG)
3: /* Volcamos las soluciones no-dominadas a las nuevas poblaciones */
4: para i = 1 : TamPobGlobal todas n soluciones hacer
5: cont ← 0
6: si p
(t)
i = 0 entonces
7: PA1[cont],PA2[cont],PA3[cont],PA4[cont] ← insertarSolucion(PG[i])
8: cont ← cont + 1
9: fin si
10: fin para
11: /* Generamos las soluciones restantes de forma aleatoria */
12: para i = cont : TamPobGlobal/4 todas n soluciones hacer
13: nuevaSolucion ← generarNuevaSolucionAleatoria()
14: PA1[i],PA2[i],PA3[i],PA4[i] ← nuevaSolucion
15: fin para
16: /* Componemos la poblacion global final */
17: P ′G ← PA1
⋃
PA2
⋃
PA3
⋃
PA4
18: devolver P ′G
generadas de forma aleatoria. El pseudoco´digo de esta primera versio´n se muestra en el Algoritmo 15.
Cabe recordar, tal y como se mostro´ en la Figura 9.1, que la entrada a esta funcio´n es la poblacio´n
global (formada por la unio´n de las poblaciones de cada algoritmo), teniendo como salida una nueva
poblacio´n global que sera´ procesada en la siguiente sincronizacio´n. El primer paso es analizar la
dominancia de todas las soluciones (l´ınea 2 del Algoritmo 15), compara´ndolas por pares a trave´s del
concepto de dominancia. Es importante tener en cuenta que, aunque tenemos una u´nica poblacio´n
global (formada por 800 individuos) esta, a su vez, esta´ compuesta por cuatro poblaciones parciales
correspondientes a cada uno de los algoritmos. Al final de la funcio´n, cada una de estas poblaciones
estara´ compuesta por los mismos individuos.
Una vez obtenido el nu´mero de soluciones por el que es dominado cada individuo, podemos
pasar a generar las nuevas poblaciones de los algoritmos. De forma simulta´nea vamos almacenando
las soluciones que no son dominadas por ninguna otra (conjunto de soluciones no-dominadas) a
cada una de las poblaciones de los algoritmos (l´ıneas 4 a 10). Hecho esto, generamos las soluciones
restantes (es pra´cticamente imposible que consigamos un conjunto de ma´s de 200 soluciones no-
dominadas) de forma aleatoria (l´ıneas 12 a 15). De esta forma, estamos aprovechando las capacidades
de los cuatro algoritmos mediante la seleccio´n de los mejores individuos descubiertos y al mismo
tiempo incorporando aleatoriedad al proceso de bu´squeda para poder superar posibles situaciones
de estancamiento o de ma´ximos/mı´nimos locales.
9.2.2. PMHH-OpenMP-v2: Ordenacio´n basada en ranking
Dado que el objetivo principal de las heur´ısticas paralelas disen˜adas en este trabajo es la de
gestionar las soluciones generadas por los cuatro algoritmos evolutivos multiobjetivo y conseguir
una evolucio´n conjunta de una u´nica poblacio´n. Hemos considerado imprescindible la utilizacio´n del
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Algoritmo 16 Versio´n 2 de la PMHH-OpenMP.
Entrada: PG = {x1, x2, ..., xn} donde xi = {f1(x), f2(x), f3(x)}
Salida: P ′G = {x1, x2, ..., xn} donde xi = {f1(x), f2(x), f3(x)}
1: /* Calculamos la dominancia de las soluciones de la poblacion */
2: p(t) ← evaluarDominanciaPoblacion(PG)
3: /* Calculamos el rank de cada solucion */
4: para i = 1 : TamPobGlobal todas n soluciones hacer
5: PG[i].rank ← 1 + p(t)i
6: fin para
7: /* Ordenamos la poblacion global segun este indicador */
8: PG = ordenarPoblacion (PG)
9: /* Formamos las poblaciones parciales de la siguiente sincronizacion */
10: para i = 1 : TamPobGlobal/4 todas n soluciones hacer
11: PA1[i],PA2[i],PA3[i],PA4[i] ← PG[i]
12: fin para
13: /* Componemos la poblacion global final */
14: P ′G ← PA1
⋃
PA2
⋃
PA3
⋃
PA4
15: devolver P ′G
concepto de dominancia. La dominancia es el concepto ma´s utilizado para comparar soluciones en
problemas de optimizacio´n multiobjetivo y nos proporciona la avaricia necesaria en el proceso de
bu´squeda. En esta segunda PMHH-OpenMP hemos sustituido el proceso de generacio´n aleatoria de
soluciones por una funcio´n de ordenacio´n multiobjetivo basada en ranking que fue propuesta por C.
M. Fonseca y P. J. Fleming en [174]. Al igual que ocurre en la PMHH-OpenMP-v1, la funcio´n de
ordenacio´n gestiona una u´nica poblacio´n global (formada por 800 individuos) pero prepara de forma
simulta´nea cuatro poblaciones parciales que sera´n las que reciban los algoritmos en la siguiente
sincronizacio´n. El pseudoco´digo de esta versio´n se muestra en el Algoritmo 16. Lo primero que
hacemos es hallar la dominancia de las soluciones de la poblacio´n global (l´ınea 2 del Algoritmo 16)
para obtener por cuantos individuos es dominado cada solucio´n. Una vez hecho esto, calculamos el
rank de cada individuo y realizamos la ordenacio´n de la poblacio´n (l´ıneas 4 a 6 y 8). Esta ordenacio´n
utiliza el nu´mero de soluciones por las que cada individuo es dominado para asignar los valores
Figura 9.2: Ranking multiobjetivo.
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correspondientes de rank. Si suponemos, por ejemplo, un problema multiobjetivo donde tenemos
que maximizar dos objetivos, los rank obtenidos por cada solucio´n podr´ıan ser los mostrados en la
Figura 9.2. Podemos observar como los individuos no-dominados obtienen un rank igual a 1, los
dominados por una u´nica solucio´n obtienen un rank igual a 2 y as´ı sucesivamente.
Con la poblacio´n ya ordenada, no tenemos ma´s que generar la poblacio´n global de la siguiente
sincronizacio´n, seleccionando las “TamPobGlobal/4” mejores soluciones almacenarlas en cada una
de las poblaciones parciales para, finalmente, construir la nueva poblacio´n global.
9.2.3. PMHH-OpenMP-v3: Aplicando te´cnicas de conservacio´n
En esta u´ltima PMHH-OpenMP aplicamos te´cnicas de conservacio´n de soluciones para intentar
que los algoritmos mantengan una evolucio´n constante a lo largo de todo el proceso de bu´squeda.
Por lo que el objetivo principal de esta versio´n es facilitar las tareas de evolucio´n a las metaheur´ısti-
cas. Si cuando realizamos una sincronizacio´n, modificamos las poblaciones enteras de los algoritmos,
producimos un cambio brusco en la tendencia evolutiva del algoritmo, pudiendo ralentizar el proce-
Algoritmo 17 Versio´n 3 de la PMHH-OpenMP.
Entrada: PG = {x1, x2, ..., xn} donde xi = {f1(x), f2(x), f3(x)}
Salida: P ′G = {x1, x2, ..., xn} donde xi = {f1(x), f2(x), f3(x)}
1: /* Calculamos la dominancia de la poblacion global */
2: pg(t) ← evaluarDominanciaPoblacion(PG)
3: /* Volcamos las soluciones no-dominadas a las nuevas poblaciones */
4: para i = 1 : TamPobGlobal todas n soluciones hacer
5: cont ← 0
6: si pg
(t)
i = 0 entonces
7: P ′A1[cont],P
′
A2[cont],P
′
A3[cont],P
′
A4[cont] ← insertarSolucion(PG[i])
8: cont ← cont + 1
9: fin si
10: fin para
11: /* Preparamos la poblacion de cada algoritmo por separado */
12: para i = 1 : 4 todos n algoritmos hacer
13: /* Primero calculamos la dominancia de las poblaciones parciales */
14: pa
(t)
i ← evaluarDominanciaPoblacion(PAi)
15: /* Ordenamos la poblacion del algoritmo segun este indicador */
16: PAi = ordenarPoblacion(PAi)
17: /* Completamos con las mejores soluciones del algoritmo */
18: k ← 0
19: para j = cont : TamPobGlobal/4 todas n soluciones hacer
20: P ′Ai[cont] ← PAi[k]
21: cont ← cont + 1
22: k ← k + 1
23: fin para
24: fin para
25: /* Componemos la poblacion global final */
26: P ′G ← P ′A1
⋃
P ′A2
⋃
P ′A3
⋃
P ′A4
27: devolver P ′G
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so de mejora. En esta tercera versio´n tratamos de suavizar este cambio brusco en las poblaciones.
Para ello, adema´s de considerar las mejores soluciones obtenidas de forma global por todos los al-
goritmos en paralelo, consideramos tambie´n las mejores soluciones obtenidas por cada algoritmo
de forma independiente. El pseudoco´digo de esta PMHH-OpenMP se muestra en el Algoritmo 17.
Inicialmente, evaluamos la dominancia de los individuos de la poblacio´n global, es decir, obtenemos
el nu´mero de soluciones por las que es dominada cada solucio´n (l´ınea 2 del Algoritmo 17). Una vez
hecho esto, iniciamos la generacio´n de las poblaciones parciales, insertando en cada una de ellas
los individuos no-dominados de la poblacio´n global, es decir, las mejores soluciones obtenidas por
los cuatro algoritmos en paralelo (l´ıneas 4 a la 10). En este momento, mientras que en la PMHH-
OpenMP-v1 completa´bamos las poblaciones con soluciones generadas de forma aleatoria y en la
PMHH-OpenMP-v2 utiliza´bamos las soluciones con mejores rank ; en esta versio´n completamos las
poblaciones parciales con las mejores soluciones descubiertas por cada algoritmo. Para ello, tenemos
que evaluar de nuevo la dominancia de las soluciones, pero esta vez teniendo en cuenta cada poblacio´n
parcial de forma independiente (l´ınea 14). A continuacio´n, completamos cada poblacio´n parcial con
las mejores soluciones obtenidas por el algoritmo (l´ınea 16 y de 18 a 24). Primero insertamos las
soluciones no-dominadas, despue´s las soluciones tan solo dominadas por un individuo, y as´ı sucesi-
vamente hasta completarlas. Podemos ver como, de este modo, cada algoritmo mantiene soluciones
de su anterior sincronizacio´n permitie´ndole as´ı retomar el proceso evolutivo desde el punto en el que
lo dejo´.
9.3. Configuracio´n de la PMHH-OpenMP
Como hemos visto en las secciones anteriores, hemos disen˜ado tres PMHH-OpenMP que nos
permiten gestionar de distintos modos los procesos de comunicacio´n y sincronizacio´n entre algorit-
mos. Disen˜amos una primera versio´n (PMHH-OpenMP-v1) que mezcla avaricia con aleatoriedad,
combinando la aplicacio´n del concepto de dominancia para seleccionar las mejores soluciones des-
cubiertas por los cuatro algoritmos en paralelo (avaricia), con la generacio´n de soluciones aleatorias
(aleatoriedad). De este modo, primero seleccionamos las soluciones no-dominadas descubiertas por
los algoritmos y despue´s generamos el resto de las soluciones de forma aleatoria. La segunda versio´n
(PMHH-OpenMP-v2) aplica la funcio´n de ordenacio´n multiobjetivo basada en ranking propuesta por
C. M. Fonseca y P. J. Fleming en [174]. Esta funcio´n de ordenacio´n multiobjetivo tiene en cuenta el
nu´mero de individuos por los que cada solucio´n es dominado a la hora de asignar un rank o valor a
cada solucio´n de la poblacio´n. A continuacio´n, se efectua una ordenacio´n de la poblacio´n utilizando
este valor como referencia, obtenie´ndose una poblacio´n multiobjetivo ordenada por calidad. Final-
mente, la u´ltima propuesta (PMHH-OpenMP-v3) aplica te´cnicas de conservacio´n que tratan de que
cada algoritmo pueda continuar con su proceso evolutivo tras la realizacio´n de una sincronizacio´n.
Este sistema selecciona las mejores soluciones descubiertas por los algoritmos y las combina con las
Tabla 9.5: Comparativa entre las tres heur´ısticas paralelas disen˜adas, incluyendo el numero
de veces que la PMHH-OpenMP A logra un mejor resultado que la PMHH-OpenMP B.
A/B PMHH-OpenMP-v1 PMHH-OpenMP-v2 PMHH-OpenMP-v3 Total
PMHH-OpenMP-v1 X 12 14 26
PMHH-OpenMP-v2 42 X 19 61
PMHH-OpenMP-v3 40 35 X 75
Total 82 47 33
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Tabla 9.6: Configuracio´n del nu´mero de sincronizaciones a realizar en la PMHH-OpenMP-
v3.
1 Sincronizacio´n 4 Sincronizacio´n 9 Sincronizacio´n
Instancia H˜V IQR H˜V IQR H˜V IQR
dm05g 87,74% 0,0069 91,36% 0,0053 91,30% 0,0030
dm08m 87,32% 0,0060 90,87% 0,0047 90,97% 0,0047
dm07m 87,51% 0,0052 90,87% 0,0058 91,41% 0,0041
dm03m 87,67% 0,0060 91,31% 0,0082 91,24% 0,0055
dm04g 85,53% 0,0082 88,85% 0,0109 88,51% 0,0199
dm01g 84,97% 0,0051 88,05% 0,0167 87,86% 0,0215
mus09r 93,57% 0,0013 93,62% 0,0013 93,60% 0,0007
mus07g 90,57% 0,0051 92,34% 0,0054 92,30% 0,0057
mus01r 87,70% 0,0065 91,27% 0,0030 91,37% 0,0031
mus12m 86,82% 0,0033 90,36% 0,0025 90,55% 0,0031
mus08m 86,46% 0,0029 90,39% 0,0027 90,35% 0,0038
mus06g 85,02% 0,0031 89,64% 0,0020 89,67% 0,0041
mus05r 83,27% 0,0067 86,48% 0,0056 86,29% 0,0270
mus03g 80,77% 0,0041 83,20% 0,0197 82,80% 0,0156
mus04m 75,10% 0,0109 79,95% 0,0100 79,04% 0,0275
mus02r 69,32% 0,0205 76,33% 0,0179 74,40% 0,0238
mus11m 59,97% 0,0229 65,89% 0,0151 65,57% 0,0217
mus10g 56,79% 0,0201 63,09% 0,0145 62,12% 0,0158
yst05r 87,65% 0,0027 91,15% 0,0027 91,13% 0,0042
yst02g 83,93% 0,0051 85,52% 0,0254 85,65% 0,0112
yst07m 79,24% 0,0068 81,15% 0,0169 81,06% 0,0154
yst06g 77,62% 0,0082 81,60% 0,0173 80,12% 0,0208
yst04r 76,62% 0,0082 80,51% 0,0246 79,83% 0,0133
yst03m 74,05% 0,0104 76,67% 0,0232 76,68% 0,0172
yst10m 67,63% 0,0037 68,70% 0,0216 69,98% 0,0211
yst01g 70,42% 0,0114 76,60% 0,0200 75,11% 0,0118
yst08r 70,24% 0,0312 78,48% 0,0187 75,95% 0,0265
yst09g 55,66% 0,0165 63,77% 0,0178 61,45% 0,0214
1 Sincronizacio´n 4 Sincronizacio´n 9 Sincronizacio´n
Instancia H˜V IQR H˜V IQR H˜V IQR
hm12r 94,68% 0,0012 94,76% 0,0010 94,72% 0,0014
hm14r 94,40% 0,0030 94,61% 0,0019 94,58% 0,0022
hm25g 94,05% 0,0006 94,08% 0,0007 94,07% 0,0007
hm15r 88,94% 0,0197 91,95% 0,0052 92,02% 0,0041
hm05r 86,77% 0,0062 90,69% 0,0050 90,83% 0,0063
hm23r 83,31% 0,0080 87,10% 0,0222 87,02% 0,0232
hm19g 82,74% 0,0043 84,63% 0,0103 84,50% 0,0071
hm18m 82,02% 0,0090 83,65% 0,0152 83,76% 0,0137
hm21g 82,25% 0,0069 83,85% 0,0144 83,57% 0,0137
hm07m 81,85% 0,0065 84,55% 0,0237 84,02% 0,0100
hm22m 79,22% 0,0072 81,03% 0,0161 81,14% 0,0127
hm13r 78,91% 0,0091 82,12% 0,0174 81,39% 0,0133
hm10m 79,21% 0,0078 82,22% 0,0187 81,91% 0,0152
hm16g 81,55% 0,0186 90,42% 0,0368 87,76% 0,0335
hm11g 75,12% 0,0088 79,83% 0,0123 79,35% 0,0190
hm24m 73,18% 0,0080 77,38% 0,0258 77,52% 0,0207
hm26m 70,32% 0,0142 75,53% 0,0181 74,06% 0,0109
hm06g 70,77% 0,0146 75,55% 0,0198 74,55% 0,0166
hm02r 69,87% 0,0317 76,33% 0,0221 75,13% 0,0183
hm03r 65,90% 0,0171 74,61% 0,0218 71,48% 0,0169
hm09g 66,44% 0,0140 74,97% 0,0332 72,05% 0,0286
hm17g 65,05% 0,0172 73,90% 0,0524 71,28% 0,0611
hm04m 60,11% 0,0077 67,96% 0,0216 66,34% 0,0142
hm08m 57,67% 0,0168 64,94% 0,0094 62,64% 0,0134
hm01g 47,44% 0,0215 58,81% 0,0376 54,40% 0,0265
hm20r 32,40% 0,0228 37,56% 0,0230 38,23% 0,0255
Victorias 0/54 40/54 14/54
mejores soluciones descubiertas por cada uno de ellos de forma individual. Por ejemplo, la poblacio´n
resultante del algoritmo DEPT estara´ compuesta por las mejores soluciones descubiertas por los
cuatro algoritmos y las mejores obtenidas por e´l mismo. De esta forma, minimizamos el impacto que
supone una sincronizacio´n en el proceso evolutivo de los algoritmos y permitimos que cada uno de
ellos pueda retomar su bu´squeda desde el punto anterior a la sincronizacio´n.
Para configurar el equipo propuesto hemos vuelto a utilizar el conjunto de instancias propuesto
en la Seccio´n 5.2.1. El primer experimento de configuracio´n que hemos realizado tiene como objetivo
conocer cua´l de las heur´ısticas propuestas en las Secciones 9.2.1, 9.2.2 y 9.2.3 obtiene los mejores
resultados. En las ejecuciones realizadas hemos considerado el mismo tiempo que con los algorit-
mos (ver Seccio´n 5.2.1), considerando una sola sincronizacio´n realizada cada 10 o 15 segundos (10
segundos en las ejecuciones realizadas con las instancias que requieren unos tiempos de ejecucio´n
de 20 segundos, y 15 segundos en las que son ejecutadas durante 30 segundos). Los resultados de
esta comparativa se incluyen en la Tabla 9.5. En esta tabla mostramos los casos donde la PMHH-
OpenMP ‘A’ obtiene un mejor resultado que la PMHH-OpenMP ‘B’, por ejemplo, podemos observar
como la PMHH-OpenMP-v1 consigue un mejor resultado que la PMHH-OpenMP-v2 en 12 de las 54
instancias resueltas, y como, por contra, la PMHH-OpenMP-v2 consigue un resultado mejor que la
PMHH-OpenMP-v1 en las 42 instancias restantes. Analizando los datos comparativos, vemos como
la PMHH-OpenMP que mejores resultados obtiene es la PMHH-OpenMP-v3, ya que consigue super-
ar a la PMHH-OpenMP-v1 en 40 de las 54 instancias y a la PMHH-OpenMP-v2 en 35. Si tuvie´semos
que realizar una clasificacio´n completa de las tres PMHH-OpenMP ver´ıamos como la primera versio´n
es la que obtiene los peores resultados y la segunda versio´n supera los resultados obtenidos por la
PMHH-OpenMP-v1, pero sus resultados esta´n lejos de los obtenidos por la PMHH-OpenMP-v3.
Una vez seleccionada la mejor PMHH-OpenMP debemos analizar que´ otros para´metros deben
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Figura 9.3: Participacio´n de los algoritmos en la PMHH-OpenMP-v3 en cada sincronizacio´n.
ser configurados. El tiempo transcurrido entre cada sincronizacio´n o el nu´mero de veces que real-
izamos el proceso de sincronizacio´n entre algoritmos debe ser un para´metro a ajustar, ya que influye
directamente en la calidad de los resultados obtenidos. En este experimento hemos seguido la misma
metodolog´ıa que en los experimentos realizados con los algoritmos en el Cap´ıtulo 6 y descritos en
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la Seccio´n 5.3.3, realizando pruebas con 1, 4 y 9 sincronizaciones. Debemos estudiar bien los valores
probados debido a que realizamos ejecuciones paralelas de 20 o 30 segundos, es por ello que tenemos
que considerar el nu´mero de divisores comunes existentes entre ambos valores (20 y 30). De este mo-
do, realizando 1 sincronizacio´n tendremos dos procesos de evolucio´n de 10 o 15 segundos, realizando
4 sincronizaciones tendremos cinco procesos de evolucio´n de 4 o 6 segundos, y finalmente, realizando
9 sincronizaciones tendremos diez procesos de evolucio´n de 2 y 3 segundos. Los resultados de este
experimento se muestran en la Tabla 9.6. Analizando los resultados por partes, es decir, organismo
por organismo, vemos como podemos obtener varias conclusiones. Si centramos nuestra atencio´n en
las 6 primeras instancias (las de tipo DM) vemos como en 4 de ellas la realizacio´n de 4 sincroniza-
ciones entre los algoritmos hace que nuestra PMHH-OpenMP obtenga mayores hipervolu´menes. Lo
mismo ocurre para las instancias de tipo HM donde, esta vez, realizar 4 sincronizaciones entre los
algoritmos permite que se obtenga el mejor resultado en 20 de las 26 instancias. Finalmente, en el
caso de las instancias de tipo MUS e YST realizar 4 sincronizaciones hace que nuestra heur´ıstica
paralela consiga el mejor resultado en 9 de las 12 instancias y en 7 de las 10 instancias, respec-
tivamente. Tambie´n podemos ver como el equipo paralelo que realiza una u´nica sincronizacio´n no
consigue el mejor resultado en ningu´n caso. En resumen, podemos decir que, para que un equipo
paralelo de algoritmos obtenga resultados de calidad, debe existir un equilibrio entre el tiempo de
ejecucio´n requerido por los algoritmos en sus procesos de bu´squeda y el nu´mero de veces que se
sincronizan las soluciones obtenidas por todos ellos. Realizando 1 sola sincronizacio´n no realizamos
las comunicaciones suficientes como para que los algoritmos se aprovechen de los descubrimientos
realizados por los dema´s y, realizando 9 sincronizaciones, no dejamos que los algoritmos dediquen el
tiempo necesario a evolucionar correctamente. Por todo ello, concluimos que el equilibrio entre estos
dos conceptos (comunicacio´n y evolucio´n) esta´ en realizar 4 sincronizaciones.
Tambie´n es interesante conocer en que´ medida colabora cada algoritmo en el proceso de bu´sque-
da de la PMHH-OpenMP-v3. Para ello hemos realizado un pequen˜o estudio sobre algunas de las
instancias donde obtenemos los mejores resultados (hipervolu´menes ma´s cercanos al 100%). Los
resultados de este estudio se muestran en las gra´ficas de la Figura 9.3. En estas gra´ficas mostramos
la tasa de participacio´n media de cada algoritmo en cada sincronizacio´n. Por ejemplo, en la gra´fica
correspondiente a la sincronizacio´n 1 de la instancia dm05g se indica que, de todas las soluciones
no-dominadas descubiertas por la PMHH-OpenMP-v3 en la primera sincronizacio´n, una media del
46.92% de las soluciones son obtenidas por el algoritmo MOABC, un 27.48% por el algoritmo DEPT,
un 22.87% por el algoritmo MO-FA y, finalmente, un 2.73% por SPEA2. Como podemos ver en la
mayor´ıa de los casos, el algoritmo SPEA2 es el menos participativo, ayudando principalmente en las
etapas iniciales de la ejecucio´n (primera sincronizacio´n), para despue´s pra´cticamente desaparecer.
Algo similar ocurre con el algoritmo MOABC, el cual generalmente proporciona la mayor´ıa de las
soluciones en la primera sincronizacio´n y despue´s baja considerablemente su participacio´n. Por otro
lado, los algoritmos DEPT y MO-FA presentan un comportamiento contrario, en las primeras sin-
cronizaciones se mantienen con unos porcentajes discretos para despue´s copar la mayor´ıa de aportes.
Estos datos definen claramente los comportamientos de los algoritmos. Vemos como mientras ten-
emos un reparto ma´s o menos homoge´neo en la primera sincronizacio´n, a medida que se realizan ma´s
sincronizaciones los algoritmos DEPT y MO-FA consiguen aprovechar mejor los avances realizados
por la PMHH-OpenMP-v3, descubriendo as´ı un mayor nu´mero de soluciones no-dominadas.
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9.4. Comparando la PMHH-OpenMP-v3 con las metaheur´ıs-
ticas
En esta u´ltima seccio´n analizamos los resultados obtenidos por la PMHH-OpenMP-v3 y los
comparamos con los obtenidos por los cuatro algoritmos evolutivos multiobjetivo utilizados en su
disen˜o ejecutados de forma independiente. Recordemos que el objetivo principal de este trabajo
paralelo es combinar las propiedades de diferentes te´cnicas para resolver un conjunto de instancias
Tabla 9.7: Comparativa entre los hipervolu´menes obtenidos por la PMHH-OpenMP-v3 eje-
cutada durante 20 o 30 segundos y los algoritmos DEPT, MO-FA, MOABC y SPEA2
ejecutados durante 80 o 120 segundos en las instancias de tipo DM.
PMHH-OpenMP-v3 DEPT MO-FA MOABC SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR
dm05g 91,36% 0,0053 81,68% 0,0123 83,48% 0,0097 88,07% 0,0098 88,26% 0,0067
dm08m 90,87% 0,0047 81,73% 0,0145 83,47% 0,0105 87,43% 0,0074 87,73% 0,0061
dm07m 90,87% 0,0058 80,83% 0,0143 83,68% 0,0069 87,87% 0,0045 87,79% 0,0076
dm03m 91,31% 0,0082 81,60% 0,0116 83,39% 0,0088 87,46% 0,0073 87,85% 0,0144
dm04g 88,85% 0,0109 80,55% 0,0166 82,03% 0,0104 85,65% 0,0125 84,61% 0,0089
dm01g 88,05% 0,0167 80,28% 0,0153 81,51% 0,0142 84,43% 0,0076 85,14% 0,0075
Tabla 9.8: Comparativa entre los hipervolu´menes obtenidos por la PMHH-OpenMP-v3 eje-
cutada durante 20 o 30 segundos y los algoritmos DEPT, MO-FA, MOABC y SPEA2
ejecutados durante 80 o 120 segundos en las instancias de tipo HM.
PMHH-OpenMP-v3 DEPT MO-FA MOABC SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR
hm12r 94,76% 0,0010 91,55% 0,0033 91,29% 0,0071 94,71% 0,0012 94,71% 0,0007
hm14r 94,61% 0,0019 91,45% 0,0034 90,80% 0,0049 94,34% 0,0026 94,47% 0,0024
hm25g 94,08% 0,0007 91,09% 0,0089 90,25% 0,0058 93,98% 0,0013 94,03% 0,0007
hm15r 91,95% 0,0052 81,12% 0,0234 85,57% 0,0567 90,95% 0,0103 89,15% 0,0091
hm05r 90,69% 0,0050 81,11% 0,0158 82,66% 0,0101 87,05% 0,0050 87,95% 0,0048
hm23r 87,10% 0,0222 78,78% 0,0191 80,56% 0,0103 84,01% 0,0055 83,08% 0,0037
hm19g 84,63% 0,0103 79,32% 0,0178 80,18% 0,0107 82,79% 0,0058 81,39% 0,0061
hm18m 83,65% 0,0152 80,06% 0,0107 80,50% 0,0077 83,20% 0,0074 80,21% 0,0042
hm21g 83,85% 0,0144 79,45% 0,0150 79,96% 0,0091 82,44% 0,0066 80,51% 0,0039
hm07m 84,55% 0,0237 78,83% 0,0148 80,48% 0,0130 82,68% 0,0065 80,17% 0,0059
hm22m 81,03% 0,0161 77,47% 0,0149 77,20% 0,0049 79,31% 0,0070 76,85% 0,0023
hm13r 82,12% 0,0174 78,19% 0,0113 77,78% 0,0083 80,18% 0,0056 77,13% 0,0052
hm10m 82,22% 0,0187 77,78% 0,0082 78,07% 0,0087 79,82% 0,0048 77,01% 0,0033
hm16g 90,42% 0,0368 82,35% 0,0524 88,73% 0,0303 87,90% 0,0382 77,20% 0,0327
hm11g 79,83% 0,0123 76,31% 0,0213 75,06% 0,0191 73,50% 0,0159 69,73% 0,0161
hm24m 77,38% 0,0258 73,96% 0,0107 73,17% 0,0038 71,26% 0,0167 67,44% 0,0126
hm26m 75,53% 0,0181 72,34% 0,0149 71,95% 0,0107 68,20% 0,0202 63,09% 0,0123
hm06g 75,55% 0,0198 71,89% 0,0158 70,42% 0,0106 66,28% 0,0206 63,19% 0,0160
hm02r 76,33% 0,0221 72,37% 0,0165 71,89% 0,0174 67,76% 0,0339 62,19% 0,0115
hm03r 74,61% 0,0218 67,45% 0,0215 71,46% 0,0252 65,27% 0,0189 57,23% 0,0114
hm09g 74,97% 0,0332 66,86% 0,0382 71,34% 0,0418 65,21% 0,0330 55,61% 0,0104
hm17g 73,90% 0,0524 65,89% 0,0463 68,60% 0,0564 59,93% 0,0176 53,82% 0,0121
hm04m 67,96% 0,0216 65,63% 0,0214 65,71% 0,0209 59,14% 0,0262 49,27% 0,0077
hm08m 64,94% 0,0094 60,35% 0,0390 60,77% 0,0191 54,06% 0,0196 45,76% 0,0064
hm01g 59,70% 0,0376 49,64% 0,0752 59,70% 0,0724 49,85% 0,0336 36,96% 0,0126
hm20r 45,23% 0,0230 34,54% 0,0560 45,23% 0,0225 33,56% 0,0286 22,52% 0,0066
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Tabla 9.9: Comparativa entre los hipervolu´menes obtenidos por la PMHH-OpenMP-v3 eje-
cutada durante 20 o 30 segundos y los algoritmos DEPT, MO-FA, MOABC y SPEA2
ejecutados durante 80 o 120 segundos en las instancias de tipo MUS.
PMHH-OpenMP-v3 DEPT MO-FA MOABC SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR
mus09r 93,62% 0,0013 90,98% 0,0032 90,52% 0,0058 93,52% 0,0015 93,54% 0,0013
mus07g 92,34% 0,0054 80,89% 0,0292 82,92% 0,0127 90,98% 0,0066 90,87% 0,0024
mus01r 91,27% 0,0030 81,18% 0,0165 84,40% 0,0177 87,80% 0,0029 87,74% 0,0033
mus12m 90,36% 0,0025 80,58% 0,0169 82,72% 0,0126 86,67% 0,0036 86,82% 0,0024
mus08m 90,39% 0,0027 80,72% 0,0166 83,12% 0,0085 86,78% 0,0046 86,48% 0,0056
mus06g 89,64% 0,0020 80,00% 0,0125 81,79% 0,0080 85,14% 0,0055 85,02% 0,0029
mus05r 86,48% 0,0056 78,15% 0,0115 80,32% 0,0078 82,89% 0,0035 82,65% 0,0033
mus03g 83,20% 0,0197 78,17% 0,0139 79,95% 0,0080 81,07% 0,0059 79,12% 0,0052
mus04m 79,95% 0,0100 75,11% 0,0163 75,44% 0,0102 73,67% 0,0198 69,89% 0,0131
mus02r 76,33% 0,0179 72,26% 0,0083 71,70% 0,0103 67,02% 0,0132 63,39% 0,0135
mus11m 65,89% 0,0151 62,12% 0,0513 64,14% 0,0152 55,97% 0,0186 48,17% 0,0117
mus10g 63,09% 0,0145 59,79% 0,0504 62,70% 0,0209 53,80% 0,0260 45,34% 0,0057
Tabla 9.10: Comparativa entre los hipervolu´menes obtenidos por la PMHH-OpenMP-v3
ejecutada durante 20 o 30 segundos y los algoritmos DEPT, MO-FA, MOABC y SPEA2
ejecutados durante 80 o 120 segundos en las instancias de tipo YST.
PMHH-OpenMP-v3 DEPT MO-FA MOABC SPEA2
Instancia H˜V IQR H˜V IQR H˜V IQR H˜V IQR H˜V IQR
yst05r 91,15% 0,0027 80,80% 0,0200 84,35% 0,0092 87,76% 0,0043 87,94% 0,0021
yst02g 85,52% 0,0254 78,79% 0,0184 80,61% 0,0119 84,27% 0,0062 84,02% 0,0048
yst07m 81,15% 0,0169 77,88% 0,0100 77,69% 0,0123 79,41% 0,0052 77,29% 0,0043
yst06g 81,60% 0,0173 75,52% 0,0139 76,61% 0,0168 77,87% 0,0109 75,26% 0,0040
yst04r 80,51% 0,0246 73,81% 0,0275 74,25% 0,0182 77,43% 0,0097 73,65% 0,0049
yst03m 76,67% 0,0232 74,47% 0,0103 73,59% 0,0085 72,30% 0,0243 69,10% 0,0126
yst10m 68,70% 0,0216 63,67% 0,0152 65,02% 0,0126 67,63% 0,0023 66,92% 0,0044
yst01g 76,60% 0,0200 72,62% 0,0123 71,66% 0,0089 68,94% 0,0186 64,04% 0,0092
yst08r 78,48% 0,0187 70,21% 0,0509 71,59% 0,0220 66,44% 0,0292 60,86% 0,0091
yst09g 63,77% 0,0178 58,77% 0,0415 59,88% 0,0381 52,88% 0,0178 44,31% 0,0094
con diferentes caracter´ısticas. Ya vimos en las Tablas 9.1, 9.2, 9.3 y 9.4 como las metaheur´ısticas
consegu´ıan buenos resultados al resolver las instancias definidas. Sin embargo, al resolver instancias
con caracter´ısticas tan distintas es muy dif´ıcil encontrar un u´nico algoritmo que logre el mejor
resultado en todas las ellas. En la Seccio´n 9.1.5 mostramos como el algoritmo SPEA2 lograba los
mejores resultados en las instancias con pocas secuencias, el algoritmo MO-FA consegu´ıa los mejores
resultados en las instancias con muchas secuencias y, finalmente, los algoritmos DEPT y MOABC
obten´ıan los mayores hipervolu´menes en las instancias de complejidad media. Como no es justo
comparar un equipo paralelo que ejecuta cuatro algoritmos en paralelo con un solo algoritmo, hemos
tenido en cuenta algunas consideraciones. La principal consideracio´n esta´ relacionada con los tiempos
de ejecucio´n fijados, hemos establecido unos tiempos de 20 o 30 segundos para la PMHH-OpenMP-v3
y 80 o 120 segundos para los algoritmos. De este modo, proporcionando cuatro veces ma´s tiempo de
ejecucio´n a los algoritmos, podemos realizar una comparativa ma´s justa.
En las Tablas 9.7, 9.8, 9.9 y 9.10 comparamos los resultados obtenidos por los algoritmos ejecu-
tados durante 80 o 120 segundos, con los obtenidos por la PMHH-OpenMP-v3 ejecutado durante 20
o 30 segundos. Analizando los resultados podemos observar como la PMHH-OpenMP-v3 consigue
superar los resultados obtenidos por los algoritmos en todos los casos. Esto quiere decir que la co-
176
Cap´ıtulo 9. Hiper-Heur´ıstica Paralela Multiobjetivo Multi-Nu´cleo
(PMHH-OpenMP)
laboracio´n entre las cuatro te´cnicas favorece la obtencio´n de resultados de calidad en mayor medida
que la ejecucio´n de un u´nico algoritmo durante ma´s tiempo. Esta aplicacio´n paralela soluciona, pues,
el problema planteado al inicio de este cap´ıtulo, ya que ahora disponemos de una u´nica te´cnica que
nos permite resolver de forma adecuada escenarios muy distintos del PDM.
Finalmente, incluimos una representacio´n gra´fica de las aproximaciones a los frentes de Pareto
obtenidos por la PMHH-OpenMP-v3 en las cuatro instancias ma´s complejas de cada organismo
(dm01g, dm04g, dm03m y dm07m; hm20r, hm01g, hm08m y hm04m; mus10g, mus11m, mus02r y
mus04m; y yst09g, yst08r, yst01g y yst10m). De este modo, podemos observar la distribucio´n de las
diferentes soluciones descubiertas para cada instancia. La Figura 9.4 muestra estas representaciones.
Estas gra´ficas son de dispersio´n 3D y esta´n compuestas por el conjunto de soluciones no-dominadas
descubiertas por la aplicacio´n paralela. Antes de componer las gra´ficas hemos normalizado el valor
de los objetivos para poder representar de forma ma´s clara los diferentes puntos. El eje X incluye el
taman˜o de los motifs, el eje Y la similaridad y el eje Z el soporte. Tambie´n hemos representado las
proyecciones de cada solucio´n en los planos XY, XZ y YZ. Como podemos apreciar en estas gra´ficas,
las soluciones mantienen un equilibrio entre los valores de los objetivos. No´tese como a medida que
el taman˜o o el soporte de los motifs aumentan, el valor de la similaridad disminuye. Por otro lado,
manteniendo el mismo valor de soporte, cuando el taman˜o de los motifs aumenta la similaridad
tambie´n disminuye. Del mismo modo, manteniendo el mismo taman˜o de los motifs, cuando el valor
del soporte disminuye la similaridad aumenta.
9.5. Comparativas biolo´gicas de la PMHH-OpenMP-v3
En esta seccio´n analizamos los motifs descubiertos por la PMHH-OpenMP-v3. Para ello, com-
paramos los motifs obtenidos por nuestra propuesta paralela con los predichos por trece herramientas
biolo´gicas bien conocidas en el campo del descubrimiento de motifs. Llevando a cabo esta compar-
ativa demostramos que los motifs encontrados por la metaheur´ıstica desarrollada presentan una
buena calidad biolo´gica. Las herramientas biolo´gicas con las que hemos comparado nuestras predic-
ciones son: AlignACE [10], ANN Spec [11], Consensus [7], GLAM [13], Improbizer [9], MEME [8],
MITRA [3], MotifSampler [12], oligo/dyad-analysis [1] y [2], QuickScore [5], SeSiMCMC [14], Weed-
er [6] e YMF [4]. Una breve descripcio´n de sus principios operativos y sus caracter´ısticas te´cnicas se
incluyen en la Tabla 1 del importante trabajo desarrollado por M. Tompa et al. en el trabajo [15].
Como ya explicamos en la Seccio´n 5.3.5 disponemos del conjunto de puntos de unio´n y del conjunto
de predicciones realizadas por cada herramienta biolo´gica en cada conjunto de datos. Con esta in-
formacio´n podemos definir un conjunto de me´tricas biolo´gico/estad´ısticas que nos permiten conocer
la correccio´n de las predicciones realizadas por nuestro algoritmo. Los indicadores utilizados son la
Sensibilidad (xSn), el Valor de Prediccio´n Positiva (xPPV ), ambos a nivel de nucleo´tido (x = n)
y a nivel de cadena (x = s); los Coeficientes de Rendimiento y Correlacio´n (nPC y nCC, respec-
tivamente) y, finalmente, el Rendimiento Medio de Sitio (sASP ). Con este conjunto de indicadores
definimos unas me´tricas de calidad a trave´s de los valores de TP (True-Positives o Verdaderos-
Positivos), TN (True-Negatives o Verdaderos-Negativos), FP (False-Positives o Falso-Positivos) y
FN (False-Negatives o Falsos-Negativos) obtenidos de comparar las predicciones realizadas con las
posiciones reales de los puntos de unio´n conocidos.
En las Tablas 9.11 y 9.12 incluimos los resultados correspondientes a las me´tricas biolo´gico/es-
tad´ısticas: nSn, nPPV , nPC, nCC, sSn, sPPV y sASP . Para realizar esta comparativa hemos
seleccionado las soluciones no-dominadas que presentan un mayor valor biolo´gico combinado. La
metodolog´ıa seguida es sencilla, primero sumamos el valor obtenido por las siete me´tricas descritas
en la Seccio´n 5.3.5 (dando lugar al valor biolo´gico combinado) de cada solucio´n y despue´s selec-
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Figura 9.4: Representacio´n gra´fica de las soluciones no-dominadas descubiertas por la
PMHH-OpenMP-v3 en las instancias ma´s complicadas de cada organismo.
cionamos aquella que presente un mejor resultado. En las Tablas 9.11 y 9.12 indicamos el conjunto
de datos procesado en cada momento en la primera columna, mostramos las herramientas biolo´gicas
(entre las trece analizadas) que obtienen los mejores resultados para cada caso en la segunda colum-
na, incluyendo el correspondiente resultado en la tercera. Finalmente, los valores obtenidos por las
soluciones de la PMHH-OpenMP-v3 se muestran en la u´ltima columna de las tablas. Analizando
los resultados presentados por los indicadores a nivel de nucleo´tido (Tabla 9.11) podemos ver como
las predicciones realizadas por nuestra propuesta paralela mejoran los resultados obtenidos por la
mejor de las trece herramientas biolo´gicas en la mayor´ıa de los casos. Para el caso particular del nSn
conseguimos mejorar el resultado obtenido por la mejor herramienta biolo´gica en 40 de los 50 casos
en los que disponemos de datos. Para el caso del nPPV conseguimos mejorar en 43 de los 50 casos
y conseguimos un resultado mejor en 44 y 43 de los 50 casos posibles para los indicadores nPC y
nCC respectivamente.
En lo referente a las me´tricas biolo´gico/estad´ısticas a nivel de cadena (Tabla 9.12) nuestra prop-
uesta paralela tambie´n logra buenos resultados, consiguiendo el mejor sSn en 33 de los 50 casos,
en 50 de los 50 para la me´trica sPPV y en 44 de los 50 casos para el indicador sASP . Es impor-
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tante destacar tambie´n que, aunque nuestra PMHH-OpenMP-v3 no consigue superar el resultado
obtenido por la mejor herramienta biolo´gica en todos los casos, consigue resultados muy pro´ximos
a los alcanzados por ellos, obteniendo en muchas ocasiones el segundo o tercer mejor resultado.
Otra cualidad importante que presenta este equipo de algoritmos es la capacidad de encontrar solu-
ciones de calidad en todas las instancias, independientemente del organismo al que pertenezcan
(drosophila melanogaster, homo sapiens, mus musculus o saccharomyces cerevisiae) o de las car-
acter´ısticas que posean. Si analizamos que´ herramientas logran siempre los mejores resultados en
cada conjunto de datos, observamos como, por ejemplo, para la instancia mus01r, el mejor resultado
es siempre obtenido por Improbizer. Lo mismo ocurre, entre otros muchos casos, para la instancia
hm03r, donde el mejor resultado lo consigue siempre MEME. Estos resultados nos permiten esperar
y suponer que esta aplicacio´n paralela pueda tambie´n conseguir buenos resultados en conjuntos de
datos pertenecientes a otros organismos.
Tabla 9.11: Comparativas entre la Sensibilidad (nSn), el Valor de Prediccio´n Positiva
(nPPV ), el Coeficiente de Rendimiento (nPC) y el Coeficiente de Correlacio´n (nCC) de
las soluciones descubiertas por la PMHH-OpenMP-v3 y las predichas por otras trece her-
ramientas biolo´gicas bien conocidas (mostramos N/A si no tenemos datos).
Sensibilidad (nSn) Valor de Prediccio´n Positiva (nPPV) Coeficiente de Rendimiento (nPC) Coeficiente de Correlacio´n (nCC)
Instancia Mejor herramienta PMHH-OpenMP-v3 Mejor herramienta PMHH-OpenMP-v3 Mejor herramienta PMHH-OpenMP-v3 Mejor herramienta PMHH-OpenMP-v3
dm01g SeSiMCMC 0,344000 0,496000 MEME 0,344000 0,962963 MEME 0,207730 0,409449 SeSiMCMC 0,330043 0,628622
dm03m SeSiMCMC 0,105769 0,432692 Weeder 0,200000 0,617647 Weeder 0,058824 0,323529 Weeder 0,114663 0,492483
dm04g MS & ANNS 0,022222 0,392593 MotifSampler 0,032967 0,782609 MotifSampler 0,013453 0,262376 MotifSampler 0,013401 0,452106
dm05g MEME 0,037500 0,306250 MEME 0,026667 0,794118 MEME 0,015831 0,212121 MEME 0,006491 0,360919
dm07m N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
dm08m N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
hm01g MITRA 0,038136 0,199153 MITRA 0,038961 0,270833 MITRA 0,019651 0,114370 MITRA 0,032270 0,207534
hm02r QuickScore 0,046693 0,346303 YMF 0,076923 0,722222 YMF 0,025370 0,271777 YMF 0,029350 0,459005
hm03r MEME 0,063726 0,257353 MEME 0,108333 0,456140 MEME 0,041801 0,195531 MEME 0,063601 0,327613
hm04m AACE & QS 0,005952 0,238095 AlignACE 0,006061 0,333333 AlignACE 0,003012 0,161290 AlignACE -0,000400 0,277798
hm05r ANN Spec 0,145078 0,217617 MEME 0,500000 0,513158 MEME 0,072115 0,169565 MEME 0,178467 0,294956
hm06g MotifSampler 0,640000 0,400000 MotifSampler 0,440367 0,562500 MotifSampler 0,352941 0,281250 MotifSampler 0,521454 0,442734
hm07m YMF 0,110236 0,535433 oligodyad 0,166667 0,984127 oligodyad 0,068966 0,484375 YMF 0,111999 0,688346
hm08m AlignACE 0,389474 0,605263 Weeder 0,875000 0,922078 Weeder 0,327434 0,415323 Weeder 0,532359 0,581245
hm09g ANN Spec 0,381250 0,262500 ANN Spec 0,333333 0,484848 ANN Spec 0,216312 0,171548 ANN Spec 0,349071 0,306865
hm10m Weeder 0,505618 0,303371 Weeder 0,511364 0,666667 Weeder 0,340909 0,220000 Weeder 0,493543 0,395973
hm11g ANN Spec 0,163569 0,271375 ANN Spec 0,289474 0,623932 ANN Spec 0,116711 0,233227 ANN Spec 0,197525 0,398965
hm12r MotifSampler 0,214286 0,471429 Weeder 0,350000 0,888889 Weeder 0,150000 0,432432 MotifSampler 0,224037 0,620258
hm13r ANN Spec 0,128049 0,402439 YMF 0,156627 0,660000 YMF 0,073171 0,333333 ANN Spec 0,113965 0,505161
hm14r YMF 0,085366 0,512195 YMF 0,241379 0,954545 YMF 0,067308 0,500000 YMF 0,122577 0,690997
hm15r ANN Spec 0,055556 0,600000 ANN Spec 0,049020 0,774194 ANN Spec 0,026738 0,461538 ANN Spec 0,040697 0,639314
hm16g - 0,000000 0,378049 - 0,000000 0,516667 - 0,000000 0,279279 MEME -0,005204 0,438241
hm17g SeSiMCMC 0,820690 0,855172 YMF 1,000000 0,953846 YMF 0,635803 0,821192 MEME 0,775543 0,900724
hm18m - 0,000000 0,477273 - 0,000000 1,000000 - 0,000000 0,363636 YMF -0,003075 0,601894
hm19g SeSiMCMC 0,241379 0,689655 MotifSampler 0,138462 0,850000 MotifSampler 0,087137 0,531250 SeSiMCMC 0,127541 0,697521
hm20r QuickScore 0,002297 0,065084 QuickScore 0,004808 0,395833 QuickScore 0,001557 0,053607 MEME -0,006573 0,126561
hm21g MEME 0,752688 0,537634 MEME 0,388889 0,944444 MEME 0,344828 0,375940 MEME 0,529632 0,583575
hm22m ANN Spec 0,358491 0,735849 MEME 0,600000 0,927536 MEME 0,231707 0,576577 MEME 0,355546 0,741494
hm23r ANN Spec 0,209790 0,664336 MEME & MITRA 0,333333 0,847619 MEME & MITRA 0,137615 0,559748 ANN Spec 0,195702 0,709083
hm24m ANN Spec 0,532609 0,445652 Weeder 0,485714 0,944444 Weeder 0,265625 0,361702 Weeder 0,411959 0,585801
hm25g MEME 0,271429 0,514286 MEME 0,321429 0,916667 MEME 0,165217 0,452055 MEME 0,232514 0,641295
hm26m SeSiMCMC 0,085020 0,364372 MITRA 0,108333 0,712963 MITRA 0,038182 0,276978 MITRA 0,057556 0,462440
mus01r Improbizer 0,317647 0,576471 Improbizer 0,500000 0,907407 Improbizer 0,241071 0,544444 Improbizer 0,370550 0,711097
mus02r MEME 0,094828 0,297414 MEME 0,142857 0,556452 MEME 0,060440 0,240418 MEME 0,097480 0,395813
mus03g AlignACE 0,281690 0,542253 AlignACE 0,256410 0,869565 AlignACE 0,155039 0,416216 AlignACE 0,222480 0,591621
mus04m odyad & YMF 0,053030 0,314394 odyad & YMF 0,159091 0,954023 odyad & YMF 0,041420 0,309702 odyad & YMF 0,071890 0,539597
mus05r MEME 0,386364 0,477273 MEME 0,222222 1,000000 MEME 0,155251 0,394231 MEME 0,236944 0,613003
mus06g MotifSampler 0,283582 0,641791 oligodyad 0,472222 0,632353 oligodyad 0,197674 0,467391 oligodyad 0,324567 0,619989
mus07g ANN Spec 0,040000 0,540000 ANN Spec 0,020942 0,894737 ANN Spec 0,013937 0,481132 ANN Spec 0,006056 0,671724
mus08m SeSiMCMC 0,365854 0,634146 SeSiMCMC 0,103448 0,923077 SeSiMCMC 0,087719 0,558140 SeSiMCMC 0,181165 0,733282
mus09r MEME 0,292683 0,804878 MEME 0,266667 1,000000 MEME 0,162162 0,804878 MEME 0,247042 0,893439
mus10g MEME 0,331839 0,286996 Weeder 0,500000 0,583333 Weeder 0,213450 0,189922 Weeder 0,346658 0,351653
mus11m Improbizer 0,369668 0,369668 Weeder 0,900000 0,443182 Weeder 0,227437 0,252427 Weeder 0,430395 0,385102
mus12m MotifSampler 0,268966 0,682759 MotifSampler 0,367925 0,846154 MotifSampler 0,183962 0,607362 MotifSampler 0,253129 0,737755
yst01g Improbizer 0,139344 0,418033 Weeder 0,200000 0,537500 Weeder 0,070588 0,270440 Weeder 0,132087 0,429101
yst02g MITRA 0,555556 0,564815 YMF 1,000000 0,950000 YMF 0,472222 0,513514 YMF 0,677061 0,697195
yst03m Improbizer 0,340136 0,299320 QS & YMF 0,700000 0,775510 QS & YMF 0,261905 0,240506 oligodyad 0,437304 0,437292
yst04r Consensus 0,335878 0,551402 MITRA 0,357143 0,587500 MITRA 0,202765 0,335714 Consensus 0,322430 0,501485
yst05r SeSiMCMC 0,986111 0,902778 Weeder 1,000000 0,916667 Weeder 0,666667 0,719512 MotifSampler 0,801641 0,829500
yst06g MotifSampler 0,475000 0,625000 YMF & MEME&3 1,000000 0,955556 YMF & MEME&3 0,463415 0,524390 MotifSampler 0,662175 0,707711
yst07m N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
yst08r AlignACE 0,387097 0,215054 MotifSampler 0,786408 0,455357 MotifSampler 0,269103 0,150376 MotifSampler 0,470596 0,277388
yst09g Improbizer 0,497674 0,167442 Csus & YMF 0,857143 0,314815 Csus & YMF 0,316177 0,117647 AlignACE 0,484936 0,215788
yst10m N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
MS es MotifSampler; ANNS es ANN Spec; AACE es AlignACE; QS es QuickScore; odyad es oligodyad; y Csus es Consensus.
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Tabla 9.12: Comparativas entre la Sensibilidad (sSn), el Valor de Prediccio´n Positiva
(sPPV ) y Rendimiento Medio de Sitio de las soluciones descubiertas por la PMHH-
OpenMP-v3 y las predichas por otras trece herramientas biolo´gicas bien conocidas
(mostramos N/A si no tenemos datos).
Sensibilidad (sSn) Valor de Prediccio´n Positiva (sPPV) Rendimiento Medio de Sitio (sASP)
Instancia Mejor herramienta PMHH-OpenMP-v3 Mejor herramienta PMHH-OpenMP-v3 Mejor herramienta PMHH-OpenMP-v3
dm01g SeSiMCMC 0,428571 0,428571 SeSiMCMC 0,500000 1,000000 SeSiMCMC 0,464286 0,714286
dm03m MEME & W. & SS 0,111111 0,333333 Weeder 0,250000 1,000000 Weeder 0,180556 0,666667
dm04g MEME 0,071429 0,444444 MEME 0,066667 1,000000 MEME 0,069048 0,722222
dm05g SeSiMCMC 0,142857 0,214286 SeSiMCMC 0,200000 1,000000 SeSiMCMC 0,171429 0,607143
dm07m N/A N/A N/A N/A N/A N/A N/A N/A N/A
dm08m N/A N/A N/A N/A N/A N/A N/A N/A N/A
hm01g Improbizer & MITRA 0,062500 0,062500 MITRA 0,047619 1,000000 MITRA 0,055060 0,531250
hm02r MotifSampler 0,090909 0,272727 MotifSampler 0,047619 1,000000 MotifSampler 0,069264 0,636364
hm03r MEME 0,133333 0,200000 MEME 0,166667 1,000000 MEME 0,150000 0,600000
hm04m - 0,000000 0,090909 - 0,000000 1,000000 - 0,000000 0,545455
hm05r ANN Spec 0,272727 0,272727 MEME 0,500000 1,000000 MEME 0,295455 0,636364
hm06g MotifSampler 0,555556 0,222222 MotifSampler 0,555556 1,000000 MotifSampler 0,555556 0,611111
hm07m YMF 0,333333 0,500000 oligodyad 0,166667 1,000000 YMF 0,238095 0,750000
hm08m AACE & ANNS & W. 0,615385 0,384615 Weeder 0,888889 1,000000 Weeder 0,752137 0,692308
hm09g ANN Spec 0,600000 0,300000 ANN Spec 0,285714 1,000000 ANN Spec 0,442857 0,650000
hm10m Weeder 0,545455 0,272727 Weeder 0,545455 1,000000 Weeder 0,545455 0,636364
hm11g ANN Spec 0,315790 0,210526 ANN Spec 0,333333 1,000000 ANN Spec 0,324561 0,605263
hm12r ANNS & MS 0,400000 0,400000 Weeder 0,500000 1,000000 MotifSampler 0,450000 0,700000
hm13r ANNS & YMF 0,222222 0,333333 YMF 0,153846 1,000000 YMF 0,188034 0,666667
hm14r YMF 0,250000 0,500000 YMF 0,200000 1,000000 YMF 0,225000 0,750000
hm15r - 0,000000 0,500000 - 0,000000 1,000000 - 0,000000 0,750000
hm16g - 0,000000 0,285714 - 0,000000 1,000000 - 0,000000 0,642857
hm17g ANN Spec 1,000000 0,500000 MEME & MITRA & YMF 1,000000 1,000000 MEME 0,950000 0,750000
hm18m - 0,000000 0,428571 - 0,000000 1,000000 - 0,000000 0,714286
hm19g Impro. & MEME & MS & SS 0,250000 1,000000 SeSiMCMC 0,200000 1,000000 SeSiMCMC 0,225000 1,000000
hm20r - 0,000000 0,025641 - 0,000000 1,000000 - 0,000000 0,512821
hm21g MEME 1,000000 0,428571 MEME 0,388889 1,000000 MEME 0,694444 0,714286
hm22m ANN Spec 0,800000 0,800000 MEME 0,400000 1,000000 ANN Spec 0,566667 0,900000
hm23r ANN Spec 0,400000 0,800000 MEME & MITRA 0,333333 1,000000 ANN Spec 0,283333 0,900000
hm24m ANN Spec 0,750000 0,500000 Weeder 0,571429 1,000000 Weeder 0,535714 0,750000
hm25g MEME 0,400000 0,400000 GLAM & MEME 0,500000 1,000000 GLAM & MEME 0,350000 0,700000
hm26m MITRA & SeSiMCMC 0,200000 0,300000 SeSiMCMC 0,222222 1,000000 SeSiMCMC 0,211111 0,650000
mus01r Improbizer 0,500000 0,833333 Improbizer 0,500000 1,000000 Improbizer 0,500000 0,916667
mus02r MEME 0,166667 0,250000 MEME 0,142857 1,000000 MEME 0,154762 0,625000
mus03g AlignACE 0,333333 0,555556 AlignACE 0,333333 1,000000 AlignACE 0,333333 0,777778
mus04m GLAM & oligo & YMF 0,071429 0,285714 GLAM 0,142857 1,000000 GLAM 0,107143 0,642857
mus05r MEME 0,500000 0,500000 QuickScore 0,222222 1,000000 MEME 0,350000 0,750000
mus06g MS & oligo & QS 0,600000 0,400000 oligodyad 0,500000 1,000000 oligodyad 0,550000 0,700000
mus07g - 0,000000 0,750000 - 0,000000 1,000000 - 0,000000 0,875000
mus08m SeSiMCMC 0,333333 0,666667 SeSiMCMC 0,200000 1,000000 SeSiMCMC 0,266667 0,833334
mus09r MEME & SeSiMCMC 0,500000 0,500000 MEME 0,333333 1,000000 MEME 0,416667 0,750000
mus10g YMF 0,600000 0,133333 Weeder 0,500000 1,000000 Weeder 0,483333 0,566667
mus11m Improbizer 0,666667 0,266667 Weeder 1,000000 1,000000 Weeder 0,666667 0,633334
mus12m Csus & MS 0,428571 0,714286 MotifSampler 0,300000 1,000000 MotifSampler 0,364286 0,857143
yst01g Improbizer 0,285714 0,428571 Weeder 0,200000 1,000000 Improbizer 0,198413 0,714286
yst02g Weeder 1,000000 0,600000 SeSiMCMC & YMF 1,000000 1,000000 Weeder 0,857143 0,800000
yst03m Improbizer 0,444444 0,222222 oligodyad 0,700000 1,000000 oligodyad 0,544444 0,611111
yst04r AACE & Csus & MS 0,571429 0,428571 MITRA 0,428571 1,000000 Csus & MS 0,485714 0,714286
yst05r MS & SeSiMCMC 1,000000 1,000000 MS & Weeder 1,000000 1,000000 MotifSampler 1,000000 1,000000
yst06g Weeder 1,000000 0,714286 MEME & MS & YMF 1,000000 1,000000 Weeder 0,937500 0,857143
yst07m N/A N/A N/A N/A N/A N/A N/A N/A N/A
yst08r AACE & MEME 0,642857 0,285714 MotifSampler 0,700000 1,000000 MotifSampler 0,600000 0,642857
yst09g AACE & Improbizer & W. 0,615385 0,230769 Csus & YMF 0,857143 1,000000 Csus & YMF 0,659341 0,615385
yst10m N/A N/A N/A N/A N/A N/A N/A N/A N/A
MS es MotifSampler; ANNS es ANN Spec; AACE es AlignACE; QS es QuickScore; odyad es oligodyad; Csus es Consensus; W. es Weeder;
SS es SeSiMCMC e Impro es Improbizer.
9.6. Resumen
En este cap´ıtulo hemos presentado el primer y ma´s importante trabajo de paralelismo realizado a
lo largo de esta tesis doctoral. Primero hemos presentado el problema que supone a un no experto en
Informa´tica el escoger una u otra te´cnica a la hora de resolver determinadas instancias. Hemos visto
como los cuatro algoritmos evolutivos analizados (DEPT, MOABC, MO-FA y SPEA2) presentan
comportamientos interesantes. Si las instancias que queremos resolver no son demasiado complejas,
el algoritmo que realiza mejores predicciones es SPEA2; si las instancias son complicadas, la te´cnica
que mejor funciona es el algoritmo MO-FA; y finalmente, si las instancias presentan una complejidad
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media, debemos aplicar los algoritmosMOABC y DEPT. Aunque estas conclusiones son interesantes,
es posible que a muchos investigadores no les interese disponer de distintos algoritmos para resolver
distintos tipos de instancias, sino que prefieran disponer de una u´nica te´cnica que permita obtener
buenos resultados en todas ellas. Aunque en principio vimos como el algoritmo MOABC obten´ıa
los mejores resultados en te´rmino medio, estos resultados pueden ser mejorados si combinamos el
funcionamiento de las diferentes metaheur´ısticas de algu´n modo. Por esta razo´n hemos presentado
una Hiper-Heur´ıstica Paralela Multiobjetivo (PMHH-OpenMP) basada en OpenMP que combina
las propiedades y capacidades de los cuatro algoritmos para resolver el PDM. Hemos disen˜ado tres
versiones: la primera combina te´cnicas avariciosas con te´cnicas aleatorias en el proceso de generacio´n
de las soluciones; la segunda emplea una te´cnica de ordenacio´n por ranking basada en el concepto
de dominancia, finalmente, la tercera aplica una te´cnica de conservacio´n de soluciones que permite
a los algoritmos continuar con su proceso evolutivo tras la realizacio´n de una sincronizacio´n. Tras
llevar a cabo los experimentos correspondientes, concluimos que la tercera versio´n (PMHH-OpenMP-
v3) permite a nuestro equipo obtener mejores resultados. Demostramos tambie´n como combinar las
propiedades de varios algoritmos favorece el descubrimiento de motifs de calidad, encontra´ndose
mejores soluciones que las obtenidas por los algoritmos ejecutados durante ma´s tiempo. Por u´ltimo,
hemos realizado tambie´n un estudio comparativo a nivel biolo´gico. En este estudio demostramos que
nuestra propuesta paralela realiza tambie´n predicciones con una alta relevancia biolo´gica.
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CAPI´TULO 10
Otros trabajos paralelos
En este cap´ıtulo presentamos otros trabajos paralelos realizados a lo largo de la presente tesis
doctoral. El primero de ellos lo describimos en la Seccio´n 10.1 y tiene como objetivo acelerar las
ejecuciones de la Evolucio´n Diferencial con Torneos de Pareto (Differential Evolution with Pareto
Tournaments - DEPT) y del Algoritmo Gene´tico de Ordenacio´n No-Dominada II (Non-Dominated
Sorting Genetic Algorithm II - NSGA-II) mediante la aplicacio´n de directivas OpenMP. Como ya
veremos, los dos nuevos algoritmos paralelos disen˜ados y denominados Evolucio´n Diferencial Par-
alela con Torneos de Pareto (Parallel Differential Evolution with Pareto Tournaments - PDEPT)
y Algoritmo Gene´tico Paralelo de Ordenacio´n No-Dominada II (Parallel Non-Dominated Sorting
Genetic Algorithm II - PNSGA-II) presentan unos buenos resultados paralelos, consiguiendo unas
altas eficiencias y unos elevados Speedups. Por otro lado, en este cap´ıtulo presentamos tambie´n el
disen˜o de una hiper-heur´ıstica paralela multiobjetivo desarrollada utilizando MPI (Parallel Multi-
objective Hyper-Heuristic using MPI - PMHH-MPI) en la Seccio´n 10.2. Esta nueva te´cnica paralela
combina el funcionamiento de cuatro algoritmos evolutivos multiobjetivo como son DEPT, NSGA-
II, MO-VNS y una variante del algoritmo MO-VNS denominada Bu´squeda de Entornos Variables
Multiobjetivo Sesgada (Multiobjective Skewed Variable Neighborhood Search - MO-SVNS). Como
ya veremos, hemos realizado pruebas con distintos sistemas con hasta 128 nu´cleos y los resultados
obtenidos presentan una buena calidad.
10.1. Paralelizacio´n de los algoritmos DEPT y NSGA-II con
OpenMP
En esta seccio´n presentamos la Evolucio´n Diferencial Paralela con Torneos de Pareto (Parallel
Differential Evolution with Pareto Tournaments - PDEPT) y el Algoritmo Gene´tico Paralelo de
Ordenacio´n No-Dominada II (Parallel Non-Dominated Sorting Genetic Algorithm II - PNSGA-II).
Estos dos nuevos algoritmos han sido paralelizados con OpenMP [155] (ver Seccio´n 8.1) con el fin
de acelerar sus ejecuciones. Como veremos en las pro´ximas secciones, el disen˜o de ambos algoritmos
permite una paralelizacio´n relativamente sencilla que nos permite obtener unas altas eficiencias sin
tener que modificar en gran medida sus esquemas originales. Una versio´n preliminar del trabajo
presentado en esta seccio´n puede encontrarse en [175].
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10.1.1. PDEPT: Evolucio´n Diferencial Paralela con Torneos de Pareto
Si analizamos el esquema general del algoritmo DEPT descrito en la Seccio´n 4.4.2 (Algoritmo 3)
y detallado en los trabajos [141] y [140], podemos observar como su funcionamiento es relativamente
sencillo. Ba´sicamente lo que hace el algoritmo es ir procesando los individuos de la poblacio´n de uno
en uno (el individuo procesado adopta el rol de individuo objetivo) para generar nuevas soluciones,
denominadas individuos de prueba, mediante la aplicacio´n de unos determinados esquemas de se-
leccio´n (ver Tabla 4.1). Una vez hecho esto, la u´nica dificultad radica en el proceso de comparacio´n
de soluciones que, como ya hemos argumentado, no es trivial cuando se trabaja con problemas de
optimizacio´n multiobjetivo. A este proceso de comparacio´n lo hemos llamado Torneo de Pareto (ver
Algoritmo 4). Una vez familiarizados con el funcionamiento del algoritmo que queremos paralelizar
(algoritmo DEPT), debemos estudiar como podemos hacerlo. Analizando el esquema del algorit-
mo, podemos comprobar como no existen dependencias de datos en el bucle principal, por lo que
podemos paralelizarlo. Con este fin hemos incrustado la directiva OpenMP ‘#pragma omp parallel
for ’ en el bucle principal del algoritmo, especificando adecuadamente que´ variables son pu´blicas y
cua´les son privadas. Teniendo en cuenta que el algoritmo DEPT en cada iteracio´n del bucle principal
aplica el esquema de seleccio´n una vez para cada individuo de la poblacio´n (individuo objetivo),
y considerando una poblacio´n de 8 individuos adema´s de una ma´quina de 8 nu´cleos; cada nu´cleo
solamente procesara´ un individuo objetivo, generando el correspondiente individuo de prueba que,
posteriormente, competira´ con el individuo objetivo en cuestio´n en el Torneo de Pareto. De este
modo, nuestra versio´n paralela (algoritmo PDEPT) gestiona las iteraciones del bucle principal en
varios hilos. Dicho de una manera ma´s formal, si disponemos de un sistema de n nu´cleos y consid-
eramos una poblacio´n formada por NP individuos, cada hilo ejecutara´ NP/n iteraciones del bucle.
En la Figura 10.1 mostramos una representacio´n gra´fica del proceso de paralelizacio´n suponiendo
una poblacio´n de 32 individuos en un sistema de 8 nu´cleos. En este ejemplo generamos 8 hilos y
cada uno procesa 4 individuos en cada iteracio´n del bucle. Finalmente, hasta que todos los hilos no
completan sus ejecuciones, no comenzamos la siguiente generacio´n.
Figura 10.1: Esquema general del algoritmo PDEPT.
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10.1.2. PNSGA-II: Algoritmo Gene´tico Paralelo de Ordenacio´n No-Dominada II
El caso del algoritmo NSGA-II es un poco ma´s complicado. Si analizamos el esquema general
del algoritmo descrito en la Seccio´n 4.4.9 (Algoritmo 11) y detallado en el trabajo [146], podemos
observar como su funcionamiento presenta algunas dependencias de datos que pueden obstaculizar
nuestra tarea de paralelizacio´n. El funcionamiento del algoritmo es similar al del Algoritmo Gene´tico
(GA) [70]. Primero generamos una poblacio´n padre P de taman˜o NP que se utilizara´ para generar la
correspondiente poblacio´n hija Q tambie´n de taman˜o NP aplicando los correspondientes operadores
de seleccio´n, cruce y mutacio´n. A continuacio´n, ambas poblaciones se unen para formar una nueva R
de taman˜o 2∗NP . Una vez hecho esto, el algoritmo debe seleccionar las NP mejores soluciones de R.
Para ello aplica la funcio´n de ordenacio´n no-dominada que organiza la poblacio´n por frentes, teniendo
en cuenta el valor de los objetivos de cada individuo. Las mejores soluciones formara´n la poblacio´n
P de la siguiente generacio´n. Puede darse el caso de que al an˜adir las soluciones de un frente X , P
supere los NP individuos. En este caso, NSGA-II aplica el concepto de distancia crowding [146] para
seleccionar las soluciones ma´s dispersas dentro del frente X . Las funciones que hemos paralelizado
son la generacio´n de la poblacio´n hija y la funcio´n previa a la ordenacio´n no-dominada, la funcio´n que
calcula el valor de dominancia de cada individuo. Suponiendo una poblacio´n formada por 8 individuos
y un sistema de 8 nu´cleos, al paralelizar la primera funcio´n, cada hilo generara´ una solucio´n hija en
cada generacio´n. Por otro lado, al paralelizar la funcio´n previa a la ordenacio´n no-dominada, cada
hilo calculara´ el valor de dominancia de cada solucio´n, es decir, el nu´mero de soluciones por las que
es dominada, a cuantas soluciones domina y a que´ frente pertenece cada una. El problema viene a la
hora de realizar la ordenacio´n (funcio´n sort), una vez conocidos los frentes a los que pertenece cada
individuo. Esta funcio´n no puede ser paralelizada y penaliza los resultados paralelos obtenidos por el
algoritmo. Para paralelizar las dos funciones anteriormente mencionadas hemos vuelto a hacer uso
de la directiva OpenMP ‘#pragma omp parallel for ’, especificando adecuadamente que´ variables son
pu´blicas y cua´les son privadas.
10.1.3. Comparando los algoritmos PDEPT y PNSGA-II
Con los algoritmos PDEPT y PNSGA-II paralelizados podemos proceder con las comparati-
vas de rendimiento. Para comparar el funcionamiento de ambos algoritmos hemos considerado co-
mo condicio´n de parada la realizacio´n de 3000 generaciones, utilizando las mismas configuraciones
parame´tricas que se indican en las Secciones 6.1.3 y 6.1.1 y la misma plataforma que se describe
en la Seccio´n 5.1. Es importante destacar que los resultados obtenidos por las versiones paralelas y
secuenciales de los dos algoritmos son los mismos, solo que se obtienen de una forma ma´s ra´pida.
Por esta razo´n ma´s detalles sobre los resultados obtenidos por ambos algoritmos pueden encontrarse
en las Secciones 6.1.3 y 6.1.1. Para analizar los rendimientos de los algoritmos hemos utilizado las
me´tricas de Speedup (Sp) y Eficiencia (Ep) definidos del siguiente modo:
Sp =
T1
Tp
(10.1)
Ep =
Sp
p
=
T1
pTp
(10.2)
donde p es el nu´mero de procesadores utilizados, T1 es el tiempo de ejecucio´n secuencial logrado por
el algoritmo y Tp es el tiempo de ejecucio´n del algoritmo paralelo utilizando p procesadores. De esta
forma, con un Speedup Sp = p obtenemos un Speedup Lineal o Speedup Ideal.
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En la Tabla 10.1 mostramos los tiempos de ejecucio´n secuenciales presentados por los algoritmos
DEPT y NSGA-II y los Speedup y Eficiencias obtenidos por las correspondientes versiones paralelas
(algoritmos PDEPT y PNSGA-II) cuando se ejecutan en distintos sistemas multi-nu´cleo (2, 4 y 8
nu´cleos). Los resultados mostrados indican los valores medios de tiempos, Speedup y Eficiencias
conseguidos en las 30 ejecuciones independientes realizadas en cada caso. Analizando los resultados
mostrados en la Tabla 10.1, podemos ver como ambos algoritmos presentan unos buenos resulta-
dos paralelos. Si analizamos en primer lugar los resultados obtenidos por los algoritmos PDEPT y
PNSGA-II cuando son ejecutados sobre un sistema de 2 nu´cleos, podemos observar como ambas
te´cnicas consiguen Speedups muy cercanos al ideal (1,88 PDEPT y 1,78 PNSGA-II) y, consecuente-
mente, unas altas eficiencias (94% PDEPT y 89% PNSGA-II). Cuando pasamos a utilizar un sistema
de 4 nu´cleos, los resultados paralelos obtenidos empiezan a diferir entre ambos algoritmos. Por un
lado tenemos al algoritmo PDEPT que mantiene la calidad de los resultados, consiguiendo una efi-
ciencia media del 89% (Speedup igual a 3,56) y, por otro lado, tenemos al algoritmo PNSGA-II
que baja su rendimiento, consiguiendo una eficiencia del 75% y un Speedup de 3,01. Como ya expli-
camos en la Seccio´n 10.2, el algoritmo PNSGA-II presenta una pequen˜a parte secuencial (ordenacio´n
no-dominada) que, a medida que aumentamos el nu´mero de nu´cleos del sistema utilizado, provoca
una penalizacio´n mayor en los resultados paralelos. Finalmente, ejecutando los dos algoritmos en un
sistema compuesto por 8 nu´cleos, PDEPT logra resultados buenos, una eficiencia media cercana al
80% (76% y un Speedup de 6,08) y PNSGA-II consigue una eficiencia media del 53,4% (Speedup
de 4,27).
Para hacernos una idea de la capacidad media de paralelizacio´n que presentan los algoritmos
PDEPT y PNSGA-II cuando resuelven el conjunto de instancias indicado en la Tabla 10.1, mostramos
en la Figura 10.2 los Speedup y Eficiencias medias conseguidos por ambas te´cnicas. Centrando nues-
tra atencio´n en la primera gra´fica, podemos notar como, aunque ejecutados sobre un sistema con
2 nu´cleos ambos algoritmos consiguen Speedups cercanos al ideal, cuando aumentamos el nu´mero
de nu´cleos, el algoritmo PDEPT consigue unos mayores rendimientos. En la Figura 10.2 mostramos
tambie´n las eficiencias medias conseguidas por los algoritmos. Finalmente, en la Figura 10.3 rep-
resentamos los tiempos de ejecucio´n necesarios por los algoritmos para resolver las 12 instancias
Tabla 10.1: Rendimiento de los algoritmos PDEPT y PNSGA-II utilizando distintos sistemas
multi-nu´cleo (X representa el tiempo medio en segundos, Sp es el Speedup y Ep es la
eficiencia, ambos considerando p nu´cleos).
Secuencial 2-Nu´cleos 4-Nu´cleos 8-Nu´cleos
DEPT NSGA-II PDEPT PNSGA-II PDEPT PNSGA-II PDEPT PNSGA-II
Instancias X X S2 E2 S2 E2 S4 E4 S4 E4 S8 E8 S8 E8
dm01g 139,0 176,6 1,90 95,1% 1,80 90,0% 3,63 90,7% 3,13 78,4% 6,51 81,3% 4,58 57,3%
dm04g 139,1 168,6 1,90 94,9% 1,90 95,1% 3,62 90,6% 3,16 79,0% 6,50 81,2% 4,89 61,2%
dm05g 107,2 43,2 1,89 94,3% 1,68 84,0% 3,57 89,2% 2,38 59,6% 6,21 77,6% 2,80 35,0%
hm03r 150,7 115,6 1,87 93,7% 1,74 86,9% 3,48 87,0% 2,78 69,4% 5,42 67,8% 3,63 45,3%
hm04m 130,5 132,3 1,81 90,4% 1,73 86,4% 3,33 83,3% 2,85 71,2% 4,33 54,1% 3,75 46,8%
hm16g 156,8 170,6 1,88 94,0% 1,77 88,6% 3,59 89,8% 3,08 77,1% 6,31 78,8% 4,56 56,9%
mus02r 177,6 141,7 1,88 93,9% 1,76 88,2% 3,60 90,0% 2,92 73,0% 6,26 78,3% 4,15 51,9%
mus03g 131,7 180,8 1,91 95,3% 1,75 87,7% 3,60 90,1% 3,30 82,4% 6,41 80,1% 4,83 60,4%
mus07g 173,1 142,3 1,85 92,5% 1,82 90,8% 3,51 87,7% 3,06 76,4% 5,73 71,6% 4,06 50,7%
yst03m 175,9 190,1 1,88 94,1% 1,83 91,7% 3,61 90,1% 3,20 80,0% 6,52 81,5% 4,84 60,5%
yst04r 172,9 218,2 1,90 94,8% 1,82 91,0% 3,63 90,7% 3,19 79,9% 6,50 81,3% 4,87 60,9%
yst08r 200,1 160,6 1,89 94,7% 1,78 89,1% 3,61 90,1% 3,09 77,1% 6,26 78,2% 4,30 53,7%
Media 154,6 153,4 1,88 94,0% 1,78 89,1% 3,56 89,1% 3,01 75,3% 6,08 76,0% 4,27 53,4%
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Figura 10.2: Speedup y Eficiencia media conseguida por los algoritmos PDEPT y PNSGA-II
en todas las instancias.
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Figura 10.3: Tiempos de ejecucio´n (segundos) de los algoritmos PDEPT y PNSGA-II eje-
cutados en distintos sistemas multi-nu´cleo.
utilizadas cuando se utilizan los 4 sistemas estudiados (secuencial, 2-nu´cleos, 4-nu´cleos y 8-nu´cleos).
Como podemos observar, ambos algoritmos presentan unos tiempos secuenciales similares (ya que
ambos realizan 3000 generaciones) y en ambos, tambie´n, se aprecia claramente las aceleraciones
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obtenidas al aumentar el nu´mero de nu´cleos utilizados. Por todas estas razones podemos concluir
que, aunque el esquema del algoritmo DEPT hace de su paralelizacio´n un trabajo sencillo y eficiente,
ambas adaptaciones paralelas (PDEPT y PNSGA-II) son capaces de conseguir unas aceleraciones
importantes que pueden permitirnos realizar numerosos experimentos en un tiempo razonable.
10.2. Una Hiper-Heur´ıstica Paralela Multiobjetivo con MPI
(PMHH-MPI)
En esta seccio´n presentamos una Hiper-Heur´ıstica Paralela Multiobjetivo implementada bajo
MPI (PMHH-MPI). Teniendo en cuenta que el problema abordado en esta tesis doctoral, el PDM,
es un problema de optimizacio´n biolo´gica complejo (tipo NP-completo); el disen˜o y aplicacio´n de te´c-
nicas basadas en paralelismo no es para nada descabellado. En esta seccio´n proponemos la utilizacio´n
de MPI como una herramienta para combinar las capacidades y propiedades de diferentes metaheur´ıs-
ticas en una u´nica aplicacio´n paralela. De este modo, podremos aprovechar al ma´ximo la capacidad
computacional de sistemas compuestos por un gran nu´mero de ma´quinas y nu´cleos. Como ya vere-
mos, en nuestra experimentacio´n hemos utilizado la plataforma descrita en la Seccio´n 5.1 y hemos
realizado pruebas utilizando un total de hasta 128 nu´cleos. En las pro´ximas secciones describire-
mos los algoritmos utilizados en esta propuesta (Seccio´n 10.2.1), detallaremos el funcionamiento de
la PMHH-MPI (Seccio´n 10.2.2) y, finalmente, analizaremos los resultados obtenidos por el equipo
disen˜ado (Seccio´n 10.2.3). Una versio´n preliminar del trabajo presentado en esta seccio´n puede en-
contrarse en [176].
10.2.1. Algoritmos utilizados en la PMHH-MPI
El trabajo presentado en esta seccio´n es uno de los primeros trabajos realizados por el doctor-
ando durante su primer an˜o de tesis. Por ello, tanto los algoritmos utilizados como la formulacio´n
del problema empleada en estos experimentos carecen de algunas de las u´ltimas mejoras realizadas y
detalladas en la Seccio´n 2.3. De todos modos, hemos querido incluir este trabajo en este documento
porque nos parecio´ interesante la idea de combinar el funcionamiento de diferentes te´cnicas evolu-
tivas multiobjetivo en un equipo paralelo con MPI. Como ya veremos en las pro´ximas secciones, la
heur´ıstica paralela disen˜ada permite modificaciones como, por ejemplo, la incorporacio´n de nuevas
metaheur´ısticas, o la sustitucio´n de las ya utilizadas por otras. Esta puede tambie´n adaptarse para
resolver otros problemas de optimizacio´n de, incluso, otras a´reas de investigacio´n.
Los algoritmos utilizados en la versio´n presentada de la PMHH-MPI son cuatro: Evolucio´n Difer-
encial con Torneos de Pareto (Differential Evolution with Pareto Tournaments - DEPT), Algoritmo
Gene´tico de Ordenacio´n no-Dominada II (Non-dominated Sorting Genetic Algorithm II - NSGA-
II), Bu´squeda de Entornos Variables Multiobjetivo (Multiobjetive Variable Neighborhood Search -
MO-VNS) y una variante de este u´ltimo algoritmo basado en trayectoria denominado Bu´squeda de
Entornos Variables Multiobjetivo Sesgada (Multiobjective Skewed Variable Neighborhood Search -
MO-SVNS). Los tres primeros algoritmos (DEPT, NSGA-II y MO-VNS) ya han sido descritos en
las Secciones 4.4.2, 4.4.9 y 4.4.1 respectivamente, por lo que no entraremos en ma´s detalles. Por otro
lado, el algoritmo MO-SVNS no ha sido utilizado hasta el momento. Este algoritmo es una variante
del algoritmo MO-VNS un poco ma´s flexible. Para comprender mejor su funcionamiento incluimos
su pseudoco´digo en el Algoritmo 18. Como podemos observar, el funcionamiento del algoritmo es
ide´ntico al del algoritmo MO-VNS descrito en la Seccio´n 4.4.1 y presentado en el Algoritmo 1 salvo
en las l´ıneas 16 a la 23. Si recordamos el funcionamiento del algoritmo MO-VNS, la solucio´n de
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Algoritmo 18 Bu´squeda de Entornos Variables Multiobjetivo Sesgada (MO-SVNS).
Entrada: Para´metros: NV , M y α
Salida: Conjunto de soluciones PF
1: PF ← ∅
2: mientras no condicio´n de terminacio´n hacer
3: S ← generarSolucionInicial()
4: S ← evaluarSolucion(S)
5: si noEsDominada(S,PF ) entonces
6: PF ← insertarSolucionAlFrenteDePareto(S,PF )
7: PF ← actualizarFrenteDePareto(PF )
8: fin si
9: k ← 1 //Inicializamos el entorno de vecindad
10: mientras k < NV hacer
11: S2 ← mutarSolucion(S,k,M)
12: si noEsDominada(S2) entonces
13: PF ← insertarSolucionAlFrenteDePareto(S2,PF )
14: PF ← actualizarFrenteDePareto(PF )
15: fin si
16: si S2 domina a ( S + α × Distancia(S2,S) ) entonces
17: S ← S2
18: k ← 1
19: si no
20: k ← k + 1 //Incrementamos el entorno de vecindad
21: fin si
22: fin mientras
23: fin mientras
referencia S solo se modifica si la nueva solucio´n generada S2 es capaz de dominarla. El algoritmo
MO-SVNS define un nuevo para´metro α que flexibiliza esta decisio´n. α puede adoptar valores entre 0
y 1 y su funcio´n es la de suavizar las diferencias entre ambas soluciones teniendo en cuenta la distan-
cia Euclidea existente entre las dos soluciones. De este modo, siempre que la solucio´n generada S2
este suficientemente cerca de la solucio´n de referencia S (suficiencia indicada por el valor α), ambas
soluciones se intercambiara´n. Tras realizar numerosas pruebas con diferentes valores del para´metro
(α = 0,1; 0,2; 0,3; 0,4; 0,5; 0,6; 0,7; 0,8; y 0,9) conseguimos los mejores resultados con α = 0, 2.
10.2.2. Descripcio´n de la PMHH-MPI
Para combinar las propiedades de los cuatro algoritmos evolutivos multiobjetivo descritos en la
Seccio´n 10.2.1 hemos disen˜ado una Hiper-Heur´ıstica Paralela Multiobjetivo utilizando MPI (PMHH-
MPI) que permite el trabajo colaborativo de todos ellos en un equipo paralelo. Este equipo ha sido
disen˜ado e implementado siguiendo un esquema maestro-esclavo que distingue dos comportamien-
tos distintos. En primer lugar, describimos el comportamiento del proceso maestro, encargado de
gestionar las poblaciones que reciben los algoritmos y de procesar las soluciones obtenidas por los
mismos. El funcionamiento de este proceso se detalla en el Algoritmo 19. Como vimos en la Seccio´n
8.2, lo primero que tenemos que hacer en cualquier aplicacio´n MPI es inicializar el sistema MPI
a trave´s de la funcio´n MPI Init. Una vez hecho esto, el maestro genera y evalu´a la poblacio´n P
que utilizara´n inicialmente los algoritmos (l´ınea 2 y 3 del Algoritmo 19). A continuacio´n el maestro
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Algoritmo 19 Pseudoco´digo del proceso maestro de la PMHH-MPI.
Entrada: Para´metros: NP , NSincro, y NProcesos
Salida: Conjunto de soluciones P
1: MPI Init(argc, argv)
2: P ← generarPoblacionInicial(NP )
3: P ← evaluarPoblacion(P ,NP )
4: para i = 1 : NSincro todas sincronizaciones hacer
5: /* Lanzamos los algoritmos DEPT, MO-VNS, MO-SVNS y NSGA-II */
6: ArgumentosSpawn[] ← inicializarArgumentosMPISpawnMultiple()
7: MPI Comm spawn multiple (ArgumentosSpawn[])
8: /* Enviamos la poblacion correpondiente a los algoritmos */
9: para j = 1 : NProcesos todos procesos hacer
10: ArgumentosSend[] ← inicializarArgumentosMPISend()
11: MPI Send (P , esclavoi, ArgumentosSend[]);
12: fin para
13: /*****************************************
14: El proceso maestro espera los frentes de Pareto
15: *****************************************/
16: /* Recibimos las soluciones obtenidas por los algoritmos */
17: para j = 1 : NProcesos todos procesos hacer
18: ArgumentosRecv[] ← inicializarArgumentosMPIRecv()
19: MPI Recv (PAux, esclavoj, ArgumentosRecv[]);
20: P ← P ∪ PAux
21: fin para
22: P ← limpiarSolucionesPoblacion(P )
23: fin para
24: MPI Finalize()
comienza su ejecucio´n teniendo siempre en cuenta el nu´mero de sincronizaciones NSincro que debe
realizar (este valor se especifica por para´metros). En primer lugar lanza los algoritmos utilizando
la funcio´n MPI Comm spawn multiple (l´ınea 6) y, despue´s, env´ıa la poblacio´n correspondiente a
cada algoritmoMPI Send (enviamos la poblacio´n inicial en la primera sincronizacio´n y la poblacio´n
resultante tras la funcio´n de limpieza en los dema´s casos). En este punto la ejecucio´n del maestro
queda dormida pendiente de comenzar con la recepcio´n de las soluciones generadas por los algorit-
mos tras sus correspondientes procesos evolutivos (l´ınea 14). Una vez finalizadas las ejecuciones de
las metaheur´ısticas (determinadas por los tiempos de sincronizacio´n), el proceso maestro comienza
a recibir las soluciones generadas utilizando la funcio´n MPI Recv (l´ıneas 17 a 21). Es importante
destacar que el maestro almacena todas las soluciones generadas por los algoritmos para obtener de-
spue´s el frente de Pareto no-dominado (l´ınea 22). La poblacio´n P resultante de la funcio´n de limpieza
sera´ la poblacio´n que se enviara´ a los algoritmos en la siguiente sincronizacio´n o sera´ el conjunto
de soluciones no-dominadas final en el caso de que hayamos terminado la u´ltima sincronizacio´n. De
este modo, la PMHH-MPI aprovecha las capacidades de los diferentes algoritmos, permitiendo una
buena colaboracio´n entre todos ellos.
Para que el esquema maestro-esclavo funcione adecuadamente debemos adaptar tambie´n el fun-
cionamiento de los algoritmos que actu´an como esclavos en el equipo. En el Algoritmo 20 mostramos
el esquema general que siguen todos ellos. Al igual que ocurre con el proceso maestro, lo primero que
debe hacer cada proceso esclavo lanzado mediante la funcio´n MPI Comm spawn multiple es ini-
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Algoritmo 20 Pseudoco´digo general de los algoritmos adaptados.
Entrada: Para´metros: NP , T iempoSincro y dema´s para´metros de configuracio´n
Salida: Nada
1: MPI Init(argc, argv)
2: /* Obtenemos el comunicador del padre para enlazar el proceso con su maestro */
3: MPIComm ← MPI Comm get parent()
4: fijarTiempoSincronizacion(T iempoSincro)
5: /* Recibimos las soluciones procesadas por el maestro */
6: ArgumentosRecv[] ← inicializarArgumentosMPIRecv()
7: MPI Recv (P , maestro, ArgumentosRecv[]);
8: /*****************************************
9: Ejecutamos el algoritmo correspondiente durante T iempoSincro
10: *****************************************/
11: /* Enviamos las soluciones generadas al maestro */
12: ArgumentosSend[] ← inicializarArgumentosMPISend()
13: MPI Send (P , maestro, ArgumentosSend[]);
14: MPI Finalize()
cializar el sistema MPI llamando a la funcio´n MPI Init (l´ınea 1 del Algoritmo 20). A continuacio´n,
para comunicar a los procesos esclavos con su padre (proceso maestro que los genero´), cada uno de
ellos debe cargar el comunicador del maestro haciendo uso de la funcio´n MPI Comm get parent
(l´ınea 3). Hecho esto, y tras establecer el tiempo de sincronizacio´n correspondiente, procedemos con
la recepcio´n de la poblacio´n generada por el proceso maestro. Obse´rvese como el equipo paralelo lo
componen algoritmos de distinta naturaleza, tenemos algoritmos basados en poblacio´n como DEPT y
NSGA-II, y tenemos algoritmos basados en trayectoria como MO-VNS y MO-SVNS. Es por todo ello
que la poblacio´n de soluciones recibida por cada algoritmo no es tratada siempre por igual. Mientras
que en los algoritmos basados en poblacio´n las soluciones recibidas pasan a formar sus poblaciones,
en los algoritmos basados en trayectoria, las soluciones son almacenadas en sus correspondientes
frentes de Pareto. En este punto, el siguiente paso es ejecutar los algoritmos durante el tiempo es-
tipulado por el para´metro T iempoSincro. Una vez finalizadas sus correspondientes ejecuciones, lo
u´nico que queda pendiente es enviar el conjunto de soluciones obtenidas por cada metaheur´ıstica al
proceso maestro para que pueda gestionarlas y, si procede, preparar la poblacio´n para la siguiente
sincronizacio´n.
10.2.3. Resultados de la PMHH-MPI
En esta seccio´n comparamos los resultados obtenidos por la PMHH-MPI con los obtenidos por
las metaheur´ısticas ejecutadas de forma individual. Para medir la calidad de los resultados hemos
utilizado la me´trica hipervolumen descrita en la Seccio´n 5.3.2 y hemos seguido la misma metodolog´ıa
que hasta el momento. Los resultados experimentales analizados en esta seccio´n representan los
hipervolu´menes medios y las desviaciones t´ıpicas obtenidos en 30 ejecuciones independientes. En la
Tabla 10.2 mostramos los primeros datos comparativos. Es importante recordar que los resultados
incluidos en esta seccio´n no son comparables con los presentados en los cap´ıtulos anteriores debido
a las modificaciones existentes en la formulacio´n del PDM. Como ya explicamos, estos experimentos
se han realizado en las fases iniciales de la tesis doctoral y presentan algunas carencias que hemos
ido supliendo a medida que adquir´ıamos conocimiento sobre el problema de optimizacio´n abordado.
Como dec´ıamos, en la Tabla 10.2 comparamos los resultados obtenidos por los algoritmos y por la
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PMHH-MPI (utilizando un sistema distribuido de 4 nu´cleos) cuando resuelven las doce instancias
reales utilizadas como benchmark (disponibles en [170]). Analizando los datos, podemos observar
como la PMHH-MPI consigue mejorar los resultados obtenidos por los algoritmos. De este modo, el
equipo paralelo permite a cada algoritmo aprovechar las capacidades evolutivas de las dema´s te´cnicas
y, as´ı, descubrir soluciones de mejor calidad.
Una vez probado la PMHH-MPI utilizando un sistema distribuido de 4 nu´cleos, hemos realizado
experimentos con distinto nu´mero de nu´cleos y distintas repeticiones de cada algoritmo: 8, 16, 32, 64 y
128 nu´cleos (2, 4, 8, 16 y 32 re´plicas de cada algoritmo, respectivamente). La Tabla 10.3 incluye estos
resultados. Podemos ver como, incrementando el nu´mero de re´plicas de cada algoritmo, conseguimos
mejorar los hipervolu´menes resultantes en muchos casos. Sin embargo, en algunos conjuntos de datos
no logramos mejorar significativamente la calidad de los resultados (aquellas celdas representadas con
guiones). Esto se produce debido a que nos estamos limitando a lanzar ma´s instancias de las mismas
te´cnicas sin proporcionar nuevas te´cnicas ni definir nuevos sistemas que aporten una mayor diversidad
al sistema. Este trabajo supone un primer paso en la utilizacio´n de MPI para el descubrimiento
Tabla 10.2: Comparativa entre los algoritmos y la PMHH-MPI ejecutada sobre un sistema
de 4 nu´cleos.
DEPT MO-VNS NSGA-II MO-SVNS PMHH-MPI
Instancia H˜V STD H˜V STD H˜V STD H˜V STD H˜V STD
dm01r 76,71% 0,0071 70,53% 0,0402 73,40% 0,0127 69,47% 0,0465 77,85% 0,0050
dm04r 77,07% 0,0229 71,37% 0,0363 73,30% 0,0142 71,18% 0,0248 79,08% 0,0064
dm05r 80,09% 0,0075 73,17% 0,0626 77,68% 0,0128 74,94% 0,0268 81,28% 0,0036
hm03r 67,96% 0,0103 56,67% 0,0391 63,49% 0,0205 56,90% 0,0634 68,51% 0,0109
hm04r 42,20% 0,0086 42,72% 0,0385 50,16% 0,0206 43,32% 0,0615 57,12% 0,0220
hm16r 69,33% 0,0264 62,43% 0,0484 67,56% 0,0245 64,33% 0,0403 76,80% 0,0206
mus02r 66,47% 0,0048 54,77% 0,0376 61,84% 0,0152 54,55% 0,0583 67,41% 0,0074
mus07r 72,76% 0,0131 69,94% 0,0233 71,49% 0,0171 69,99% 0,0258 77,26% 0,0038
mus11r 63,25% 0,0060 50,56% 0,0642 58,86% 0,0123 50,39% 0,0372 63,75% 0,0102
yst03r 67,75% 0,0052 61,19% 0,0488 66,15% 0,0094 60,50% 0,0854 69,76% 0,0057
yst04r 75,32% 0,0035 67,13% 0,0466 70,48% 0,0169 66,38% 0,0384 75,55% 0,0063
yst08r 73,31% 0,0041 61,97% 0,0356 68,38% 0,0209 63,98% 0,0379 73,39% 0,0043
Tabla 10.3: PMHH-MPI ejecutado con distinto nu´mero de nu´cleos.
4 Nu´cleos 8 Nu´cleos 16 Nu´cleos 32 Nu´cleos 64 Nu´cleos 128 Nu´cleos
Instancia H˜V STD H˜V STD H˜V STD H˜V STD H˜V STD H˜V STD
dm01r 77,85% 0,0050 78,37% 0,0047 78,91% 0,0026 79,03% 0,0027 79,20% 0,0025 79,39% 0,0022
dm04r 79,08% 0,0064 79,80% 0,0031 80,16% 0,0024 80,26% 0,0021 80,42% 0,0017 80,57% 0,0018
dm05r 81,28% 0,0036 81,78% 0,0039 82,31% 0,0026 82,40% 0,0021 82,54% 0,0017 82,79% 0,0010
hm03r 68,51% 0,0109 69,16% 0,0088 69,52% 0,0093 69,71% 0,0089 - -
hm04r 57,12% 0,0220 59,67% 0,0159 61,01% 0,0125 61,45% 0,0115 62,62% 0,0086 63,00% 0,0101
hm16r 76,80% 0,0206 78,07% 0,0144 79,44% 0,0170 79,58% 0,0139 80,14% 0,0110 80,56% 0,0115
mus02r 67,41% 0,0074 68,11% 0,0066 68,54% 0,0063 - - -
mus07r 77,26% 0,0038 77,55% 0,0035 77,95% 0,0024 78,08% 0,0022 78,24% 0,0023 78,36% 0,0028
mus11r 63,75% 0,0102 64,79% 0,0073 65,13% 0,0067 65,22% 0,0064 65,52% 0,0092 -
yst03r 69,76% 0,0057 70,11% 0,0062 - - - -
yst04r 75,55% 0,0063 76,02% 0,0044 76,33% 0,0047 76,53% 0,0050 76,68% 0,0051 -
yst08r 73,39% 0,0043 73,59% 0,0051 73,65% 0,0103 - - -
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de motifs y tan solo hemos querido proponer una primera aproximacio´n paralela para tratar de
aprovechar las caracter´ısticas computacionales que nos proporcionan las ma´quinas actuales (clu´steres
de computacio´n, grids...). Como hemos visto, u´nicamente lanzando un mayor nu´mero de re´plicas de
cada algoritmo hemos conseguido mejorar la calidad de los resultados obtenidos. Esto quiere decir
que el potencial de este tipo de propuestas o aplicaciones es enorme, ya que si integra´semos, por
ejemplo, funciones de sincronizacio´n o nuevas te´cnicas evolutivas, podr´ıamos conseguir resultados
mucho mejores sin demasiado esfuerzo.
10.3. Resumen
En este cap´ıtulo hemos presentado otros trabajos paralelos realizados a lo largo de esta tesis
doctoral. En el primer trabajo hemos paralelizado los algoritmos DEPT y NSGA-II dando lugar a
dos nuevos algoritmos que hemos denominado Evolucio´n Diferencial Paralela con Torneos de Pareto
(Parallel Differential Evolution with Pareto Tournaments - PDEPT) y Algoritmo Gene´tico Paralelo
de Ordenacio´n No-Dominada II (Parallel Non-Dominated Sorting Genetic Algorithm II - PNSGA-
II). Como hemos podido comprobar, ambos algoritmos obtienen unos buenos resultados paralelos en
sistemas compuestos por 2, 4 y 8 nu´cleos, consiguiendo eficiencias de hasta el 95%. Estas propuestas
paralelas nos permiten resolver instancias que normalmente nos supondr´ıan unos tiempos cercanos a
los 150 segundos en poco ma´s de 25. Por otro lado, en este cap´ıtulo hemos presentado tambie´n una
heur´ıstica paralela multiobjetivo desarrollada con MPI (PMHH-MPI). Esta nueva te´cnica paralela
combina el funcionamiento de cuatro algoritmos evolutivos multiobjetivo como son DEPT, NSGA-II,
MO-VNS y MO-SVNS. Las conclusiones obtenidas tras analizar los datos presentados demuestran
que los resultados obtenidos por este equipo paralelo presentan una buena calidad.
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CAPI´TULO 11
Conclusiones, trabajo futuro y me´ritos cient´ıficos
En este cap´ıtulo ofrecemos un resumen de las conclusiones alcanzadas en los cap´ıtulos anteriores.
Asimismo, presentamos sus relaciones y algunos de los trabajos futuros de mayor intere´s a la luz de
estas conclusiones. Por u´ltimo incluimos algunos de los me´ritos cient´ıficos logrados por el doctorando
durante la realizacio´n del presente trabajo. Para ello, la Seccio´n 11.1 contiene las conclusiones sobre
los procesos de desarrollo y resultados de este trabajo, la Seccio´n 11.2 plantea algunas cuestiones de
intere´s para la investigacio´n futura, algunas de los cuales ya esta´n en marcha y han permitido dar
solidez a las aportaciones realizadas y, finalmente, la Seccio´n 11.3 presenta algunos de los me´ritos
cient´ıficos conseguidos.
11.1. Conclusiones
En esta tesis doctoral se estudia la aplicacio´n de te´cnicas metaheur´ısticas, optimizacio´n multiob-
jetivo y paralelismo para resolver un importante problema biolo´gico, el Problema del Descubrimiento
de Motifs (PDM) en secuencias de ADN. Para ello, y con el objetivo de abordarlo mediante opti-
mizacio´n multiobjetivo, realizamos en primer lugar una revisio´n de la literatura en busca de los
trabajos biolo´gicos e informa´ticos ma´s relevantes que trabajan con motifs. Este ana´lisis, incluido en
la Seccio´n 2.1, demostro´ que las herramientas y algoritmos existentes presentan importantes limita-
ciones desde un punto de vista multiobjetivo. De los numerosos trabajos existentes solamente uno
de ellos aplica una aproximacio´n multiobjetivo y lo hace de un modo poco realista, presentando
comparativas biolo´gicas inexactas y no reproducibles. Partiendo de algunos conceptos presentados
por este autor, esbozamos una formulacio´n multiobjetivo para el PDM que optimizaba tres objetivos
en conflicto, satisfacie´ndose un conjunto formado por tres restricciones (los detalles se encuentran
desarrollados en la Seccio´n 2.2). Con el disen˜o de esta nueva formulacio´n multiobjetivo cumplimos
con el primer objetivo fijado al inicio de este trabajo (Seccio´n 1.1): 1. Definir, formular y abordar el
Problema del Descubrimiento de Motifs a trave´s de la optimizacio´n multiobjetivo.
El siguiente objetivo y, por consiguiente, el siguiente paso ha consistido en 2. Disen˜ar y analizar
nuevas te´cnicas de optimizacio´n multiobjetivo. Dado que existen un gran nu´mero de te´cnicas desar-
rollables, realizamos una nueva revisio´n de la literatura para comprender que´ tipo de te´cnicas existen
y cuales pueden resolver mejor el problema planteado. Los conocimientos adquiridos nos permitieron
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optar por una de las clasificaciones ma´s utilizadas de las metaheur´ısticas. Aquella que las organiza
teniendo en cuenta el nu´mero de soluciones que optimiza, metaheur´ısticas basadas en una u´nica
solucio´n o metaheur´ısticas basadas en poblacio´n (toda esta informacio´n esta´ incluida en el Cap´ıtulo
3). Observando como la gran mayor´ıa de las te´cnicas estaban disen˜adas para abordar problemas de
optimizacio´n mono-objetivo, seleccionamos algunos de estos algoritmos y los adaptamos al contexto
multiobjetivo. Haciendo esto cumplimos con el segundo objetivo de la tesis y podemos aplicar esta
clase de algoritmos para resolver el PDM. Los algoritmos adaptados son el VNS, DE, TLBO, ABC,
GSA, FA y SFLA, dando lugar a las te´cnicas MO-VNS, DEPT, MO-TLBO, MOABC, MO-GSA,
MO-FA y MO-SFLA (descritos en las Secciones 4.4.1-4.4.7). Adema´s, con el fin de aprovechar las
caracter´ısticas de dos de nuestros mejores algoritmos, disen˜amos una nueva te´cnica h´ıbrida que per-
mite aprovechar las caracter´ısticas de los algoritmos ABC y DE, el algoritmo MO-ABC/DE (Seccio´n
4.4.8). Con esta nueva metaheur´ıstica h´ıbrida multiobjetivo cumplimos con el tercer objetivo de la
tesis: 3. Hibridizar te´cnicas multiobjetivo.
A medida que fuimos disen˜ando nuevas adaptaciones multiobjetivo de los algoritmos previamente
mencionados, fuimos aplica´ndolos para resolver el PDM, comparando los resultados conseguidos con
los obtenidos por dos algoritmos esta´ndar en optimizacio´n multiobjetivo: NSGA-II y SPEA2 (Sec-
cio´n 6.1). De este modo, hemos ido demostrando la calidad de los resultados conseguidos por las
te´cnicas desarrolladas. Durante el desarrollo de estas nuevas versiones fuimos tambie´n investigan-
do la posible aplicacio´n de paralelismo para abordar instancias del PDM. Para ello tratamos de
aprovechar las ventajas que ofrece tanto la programacio´n paralela como la distribuida a trave´s de
los dos entornos de programacio´n ma´s empleados en cada uno, OpenMP y MPI (Cap´ıtulo 8), re-
spectivamente. Teniendo en cuenta las ventajas computacionales que ofrece la aplicacio´n de estos
entornos disen˜amos una Hiper-Heur´ıstica Paralela Multiobjetivo con OpenMP (PMHH-OpenMP)
que nos permite combinar el funcionamiento de diferentes algoritmos multiobjetivo en una u´nica
aplicacio´n (Cap´ıtulo 9). Adema´s, investigamos tambie´n la aplicacio´n de OpenMP para acelerar los
tiempos de ejecucio´n de los algoritmos DEPT y NSGA-II (Seccio´n 10.1) y utilizamos MPI para
proponer un esquema maestro-esclavo que, a trave´s de una Hiper-Heur´ıstica Multiobjetivo con MPI
(PMHH-MPI), permite combinar el funcionamiento de diferentes te´cnicas en un entorno distribuido.
Todos estos trabajos demuestran las ventajas ofrecidas por el paralelismo en la resolucio´n del PDM
y cumplen con el cuarto objetivo de esta tesis doctoral: 4. Estudio de como el paralelismo puede
ayudarnos a resolver el PDM.
Cuando disen˜amos te´cnicas para resolver un problema de optimizacio´n no solo debemos tratar
de conseguir buenos resultados en un conjunto determinado de instancias, debemos demostrar tam-
bie´n que las conclusiones obtenidas al resolver ese conjunto de instancias pueden generalizarse a
casi cualquier otro conjunto de datos. Para que esta generalizacio´n pueda hacerse de la forma ma´s
adecuada posible, debemos disen˜ar algoritmos capaces de resolver la mayor cantidad de escenarios
que el problema permita definir. Para poder demostrar que nuestras te´cnicas son capaces de obtener
buenos resultados en la mayor´ıa de las instancias del PDM, estudiamos a fondo el problema y con-
cluimos que los factores que lo complicaban son el nu´mero de secuencias de ADN y el taman˜o de cada
una de ellas. Teniendo esto en consideracio´n, estudiamos el comportamiento de los diez algoritmos
implementados en esta tesis doctoral cuando la complejidad del PDM aumenta al variar estos dos
para´metros. Este estudio nos permitio´ obtener interesantes conclusiones sobre que´ te´cnicas son ma´s
adecuadas para resolver cada tipo de instancias: con pocas o muchas secuencias; o con taman˜os de se-
cuencia cortos o largos. Este estudio se describe en la Seccio´n 7.1. Otro aspecto importante a tener en
cuenta es la capacidad presentada por las te´cnicas desarrolladas para encontrar soluciones de calidad
en un tiempo razonable. Para estudiar esta propiedad, analizamos tambie´n los tiempos requeridos
por cada metaheur´ıstica para converger, es decir, para obtener los mejores resultados posibles. De
nuevo, comparamos el funcionamiento de los diez algoritmos y obtuvimos interesantes conclusiones
que pueden facilitar a futuros investigadores la labor de escoger el algoritmo ma´s adecuado segu´n
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sus necesidades. Este segundo estudio se incluye en la Seccio´n 7.2. Ambos trabajos cumplen con el
quinto objetivo: 5. Realizar estudios de escalabilidad y eficiencia.
Con el problema formulado adecuadamente, las metaheur´ısticas adaptadas al contexto multiobje-
tivo y las te´cnicas paralelas desarrolladas, lo u´nico que queda es comparar todas estas aproximaciones
para cumplir con el penu´ltimo objetivo fijado al inicio de este trabajo: 6. Comparar las ventajas e
inconvenientes de cada metaheur´ıstica multiobjetivo y de cada te´cnica paralela disen˜ada cuando re-
solvemos el PDM. Para ello hemos realizado numerosas comparativas a lo largo de toda la tesis.
Comparamos, como ya explicamos, el funcionamiento de cada te´cnica adaptada con los algoritmos
NSGA-II y SPEA2 (Seccio´n 6.1); comparamos el funcionamiento de todas las metaheur´ısticas entre
ellas (Seccio´n 6.2.1), adema´s de comparar las predicciones realizadas por nuestro mejor algoritmo
con las realizadas por otras trece herramientas biolo´gicas bien conocidas (Seccio´n 6.2.2); compara-
mos las ventajas ofrecidas por cada te´cnica en los estudios de escalabilidad y convergencia realizados
(Secciones 7.1 y 7.2); y, finalmente, comparamos los resultados obtenidos por las propuestas paralelas
con los algoritmos (Seccio´n 9.4). Las conclusiones obtenidas demuestran las ventajas que ofrece la
aplicacio´n de metaheur´ısticas, optimizacio´n multiobjetivo y paralelismo para abordar el PDM.
Finalmente, todo el trabajo realizado, tal y como se indicara´ en la Seccio´n 11.3, ha sido publicado
en diferentes revistas con impacto internacional y congresos tanto internacionales como nacionales
con el fin de cumplir con el u´ltimo objetivo de este trabajo: 7. Transferir y difundir el conocimiento
adquirido.
11.2. Trabajo futuro
En estos u´ltimos an˜os hemos planteado diferentes adaptaciones multiobjetivo de diferentes al-
goritmos. Hemos adaptado algoritmos basados en poblacio´n, basados en trayectoria, basados en
inteligencia colectiva... Sin embargo, todos los disen˜os realizados esta´n directamente orientados a la
resolucio´n de un problema concreto, el PDM. Dado que estos nuevos algoritmos multiobjetivo han
conseguido buenos resultados, adema´s de en este problema biolo´gico, en otros muchos pertenecientes
a otras a´reas como, por ejemplo, las telecomunicaciones [177]; ser´ıa interesante proponer formalmente
estos algoritmos con funciones de test estandarizadas, como pueden ser las funciones propuestas en
las competiciones del congreso IEEE CEC [178].
Igualmente interesante ser´ıa disen˜ar nuevos algoritmos o adaptaciones multiobjetivo basadas
en algoritmos de distinta naturaleza. Hemos estado trabajando con algoritmos basados trayectoria,
poblacio´n o en inteligencia colectiva, sin embargo, el funcionamiento interno de todos ellos se ha
basado en los mismos fundamentos, los conceptos de dominancia, crowding o densidad. Una posible
alternativa ser´ıa aplicar descomposicio´n [179], un concepto que esta´ empezando a cobrar una gran
importancia en la literatura.
Finalmente, en lo que concierne a la formulacio´n del PDM y la forma en la que las te´cni-
cas disen˜adas abordan este problema, puede ser una buena idea estudiar la posibilidad de utilizar
tomadores de decisio´n (decisio´n makers) [180] para tratar de dirigir mejor la bu´squeda de solu-
ciones y mejorar la calidad de las mismas. Con el mismo propo´sito, podr´ıamos tambie´n estudiar la
incorporacio´n de nuevas funciones objetivo o la utilizacio´n de nuevas estrategias de ajuste parame´tri-
co auto-adaptativas para acercar aun ma´s la formulacio´n del PDM a los requerimientos reales del
problema [181], [182].
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11.3. Me´ritos cient´ıficos
En este seccio´n presentamos los trabajos que han sido publicados como fruto de las investigaciones
desarrolladas a lo largo de este trabajo. Directamente relacionadas con la tema´tica de la tesis doctoral
(ver Seccio´n 11.3.1) hemos conseguido un total de 20 publicaciones, 2 revistas internacionales JCR
(ambas pertenecientes al primer cuartil) y 18 en congresos internacionales y nacionales. Tambie´n
hemos realizado otros 5 trabajos parcialmente relacionados con la tema´tica de la tesis doctoral (ver
Seccio´n 11.3.2) que hemos considerado oportuno incluir tambie´n en este ape´ndice. Para disponer de
una visio´n global del trabajo realizado, un resumen de las publicaciones obtenidas, junto con las
relaciones existentes entre ellas, es mostrada en la Figura 11.1.
PARALELISMO (PDM)
MPI
OpenMP
DCAI 2010 [13] JP 2010 [20]
JP 2011 [18]
JP 2012 [17] EUROCAST 2011 [4] [12]
IEEE HPCC 2012 [8]
METAHEURÍSTICAS (PDM)
DEPT MO-VNS MO-TLBO
MOABC
MO-GSA
MO-SFLA
IEEE SMC-C [2]IEEE CEC 2010 [10] MAEB 2012 [16]
IEEE CINTI 2012 [9]
(Multiobjetivizacion)
EVO* 2012 [3]
EVO* 2011 [7]
ELSEVIER EAAI [1]
MAEB 2012 [15] IWANN 2011 [6]
EUROCAST 2013 [11]
MAEB 2010 [19]
SOCO 2010 [14]
(Híbrido MO-ABC/DE)
EVO* 2013 [5]
Software Scheduling Problem 
(SPS)
Reporting Cells Problem (RC)
JP 2009 [25] SOCO 2010 [24]
Metaheurísticas
(Funciones del CEC)
IEEE ISDA 2010 [23]
IEEE CINTI 2012 [22]
Logic IGPL [21]
Figura 11.1: Esquema de las publicaciones conseguidas durante esta tesis doctoral.
11.3.1. Publicaciones relacionadas directamente con la tesis doctoral
Las publicaciones realizadas avalan el intere´s, validez y las aportaciones realizadas durante estos
tres an˜os y medio. Todas las publicaciones han aparecido publicadas en congresos de prestigio inter-
nacional o nacional y en revistas con gran impacto (todas ellas en el primer cuartil de sus respectivas
categor´ıas) y, por lo tanto, han sido sometidos a exhaustivos procesos de revisio´n llevados a cabo
por reconocidos investigadores especializados. A continuacio´n mostramos las referencias a todas las
publicaciones realizadas.
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Juan A. Go´mez-Pulido y Juan M. Sa´nchez-Pe´rez. Actas del VII Congreso Espan˜ol sobre Metaheur´ıs-
ticas, Algoritmos Evolutivos y Bioinspirados (MAEB 2010), Ibergarceta Publicaciones S.L., 2010,
pag:11-18. ISBN:978-84-92812-58-5.
Congreso Nacional [20.] “Un Equipo Paralelo de Algoritmos Evolutivos Multiobjetivo para Re-
solver el Problema del Descubrimiento de Motifs”. David L. Gonza´lez A´lvarez, Miguel A. Vega
Rodr´ıguez, Juan A. Go´mez Pulido, Juan M. Sa´nchez Pe´rez. Actas de las XXI Jornadas de Paralelismo
(JP 2010), Ibergarceta Publicaciones S.L., 2010, pag:35-42. ISBN:978-84-92812-49-3.
11.3.2. Publicaciones parcialmente relacionadas con la tesis doctoral
Por otro lado, se han conseguido otras publicaciones parcialmente relacionadas con la tema´tica
de la tesis doctoral. Algunos de los trabajos continu´an las l´ıneas de investigacio´n abordadas antes
de comenzar a investigar el problema abordado en este trabajo, otros son fruto de colaboraciones
con otras universidades, y otros estudian el funcionamiento de metaheur´ısticas cuando resolvemos
conjuntos de prueba esta´ndares. Aun as´ı, todos estos trabajos contribuyen tambie´n a la formacio´n
investigadora del doctorando, por lo que hemos optado por incluirlas en esta seccio´n.
Revista JCR [21.] “Solving the Reporting Cells Problem by Using a Parallel Team of Evolutionary
Algorithms”. David L. Gonza´lez-A´lvarez, A´lvaro Rubio-Largo, Miguel A. Vega-Rodr´ıguez, So´nia
M. Almeida-Luz, Juan A. Go´mez-Pulido, Juan M. Sa´nchez-Pe´rez. Logic Journal of the IGPL, Vol.
20, Num. 4, Oxford University Press, 2012, pag:722-731, ISSN:1367-0751. (Factor de impacto= 0.913
en 2011)
Congreso IEEE [22.] “MO-ABC/DE - Multiobjective Artificial Bee Colony with Differential Evo-
lution for Unconstrained Multiobjective Optimization”. A´lvaro Rubio-Largo, David L. Gonza´lez-
A´lvarez, Miguel A. Vega-Rodr´ıguez, Juan A. Go´mez-Pulido, Juan M. Sa´nchez-Pe´rez. 13th IEEE
International Symposium on Computational Intelligence and Informatics, IEEE Computer Society,
2012, pag:157-162. ISBN:978-1-4673-5206-2.
Congreso IEEE [23.]“On the Scalability of Multi-Objective Metaheuristics for the Software Schedul-
ing Problem”. Francisco Luna, David L. Gonza´lez-A´lvarez, Francisco Chicano, Miguel A. Vega-
Rodr´ıguez. Proceedings of the 11th International Conference on Intelligent Systems Design and
Applications, IEEE Computer Society, 2011, pag:1110-1115. ISBN:978-1-4577-1675-1.
Congreso Internacional [24.] “A Parallel Cooperative Evolutionary Strategy for Solving the Re-
porting Cells Problem”, in: Soft Computing Models in Industrial and Environmental Applications.
Advances in Intelligent and Soft Computing, vol. 73. A´lvaro Rubio-Largo, David L. Gonza´lez-
A´lvarez, Miguel A. Vega-Rodr´ıguez, So´nia M. Almeida-Luz, Juan A. Go´mez-Pulido, Juan M.
Sa´nchez-Pe´rez. Springer-Verlag, 2010, pag:71-78. ISBN:978-3-642-13160-8.
Congreso Nacional [25.]“Resolucio´n del Problema Reporting Cells mediante Computacio´n Clu´ster
y un Equipo Paralelo de Algoritmos Evolutivos”.David L. Gonza´lez-A´lvarez, A´lvaro Rubio-Largo,
Miguel A. Vega-Rodr´ıguez, So´nia Almeida-Luz, Juan A. Go´mez-Pulido, Juan M. Sa´nchez-Pe´rez.
XX Jornadas de Paralelismo, Servizo de Publicacio´ns, Universidade da Corun˜a, 2009, pag:69-74.
ISBN:84-9749-346-8.
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11.3.3. Otros me´ritos cient´ıficos
En esta seccio´n describimos otros me´ritos cient´ıficos obtenidos por el autor de esta tesis doctoral.
Incluimos la participacio´n en proyectos de investigacio´n en la Seccio´n 11.3.3.1, las colaboraciones
realizadas con otras universidades, junto con los contactos mantenidos con empresas biolo´gicas,
en la Seccio´n 11.3.3.2, los trabajos realizados como revisor en revistas internacionales en la Seccio´n
11.3.3.3 y las actividades realizadas como organizador de congresos en la Seccio´n 11.3.3.4. Finalmente,
describimos las menciones y premios recibidos durante el transcurso de la Tesis en la Seccio´n 11.3.3.5.
11.3.3.1. Participacio´n en proyectos de investigacio´n
David L. Gonza´lez-A´lvarez ha participado activamente como investigador en los siguientes proyec-
tos de investigacio´n:
BIO: Optimizacio´n Multiobjetivo y Paralelismo en Bioinforma´tica
TIN2012-30685 (Duracio´n: Enero 2013 a Diciembre 2015)
BIO esta´ principalmente orientado a contribuir en el campo de la optimizacio´n dedicado al disen˜o
de algoritmos multiobjetivo capaces de resolver problemas complejos de un modo ma´s eficiente que
las herramientas actuales (a menudo basadas en un esquema mono-objetivo). Sin embargo, tambie´n
tiene como objetivo estudiar la aplicacio´n de paralelismo para mejorar la calidad de las propuestas
y de las soluciones obtenidas. Finalmente, todos estos conocimientos sera´n aplicados para resolver
importantes problemas biolo´gicos reales, dada la creciente importancia de este a´rea de investigacio´n.
Metaheur´ısticas Multiobjetivo y Paralelismo en Comunicaciones (MSTAR)
TIN2008-06491-C04-04 (Duracio´n: Enero 2009 a Diciembre 2011)
MSTAR utiliza la optimizacio´n multiobjetivo desde la perspectiva de las te´cnicas metaheur´ısticas
dedicadas a resolver problemas de distintos dominios. Nuestro nodo aborda problemas de redes y
telecomunicaciones utilizando los u´ltimos avances computacionales en computacio´n paralela y dis-
tribuida, as´ı como en computacio´n reconfigurable o embebida, para tratar de acelerar la computacio´n
de los algoritmos.
11.3.3.2. Colaboraciones con otras universidades y empresas biolo´gicas
A lo largo del desarrollo de la presente tesis doctoral hemos realizado diferentes colaboraciones
con otras universidades y empresas biolo´gicas. En esta seccio´n describimos los trabajos realizados en
cada una de estas colaboraciones y las organizaciones con las que hemos mantenido contactos:
1.- Colaboracio´n con la School of Technology and Management del Polytechnic In-
stitute of Leiria, Portugal: Esta colaboracio´n, realizada con la profesora So´nia Maria Almeida da
Luz, trata de unir los conocimientos adquiridos por ambas partes para resolver un importante proble-
ma de telecomunicaciones, el problema del uso de Reporting Cells (RC). Dado nuestros conocimientos
en metaheur´ısticas y los conocimientos de la profesora So´nia Maria Almeida da Luz en los aspectos
relativos al problema, unir esfuerzos nos ha permitido disen˜ar nuevas te´cnicas para optimizar el prob-
lema. En los trabajos realizados ([21], [24] y [25] de la Seccio´n 11.3.2) aplicamos una te´cnica paralela
basada en MPI que aprovecha las ventajas de un total de seis algoritmos evolutivos: Differential Evo-
lution (DE), Population-Based Incremental Learning (PBIL), Greedy Randomized Adaptive Search
Procedure (GRASP), Scatter Search (SS), Genetic Algorithm (GA) y Artificial Bee Colony (ABC).
Tras disen˜ar diferentes esquemas paralelos y estudiar detalladamente el comportamiento del equipo
paralelo finalmente implementado (ma´s de 250 ejecuciones de 30 minutos), obtuvimos una aplicacio´n
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paralela que logra resolver el problema RC descubriendo soluciones de una muy buena calidad.
2.- Colaboracio´n con el Departamento de Lenguajes y Ciencias de la Computacio´n
de la Universidad de Ma´laga (UMA): El objetivo principal de esta colaboracio´n fue aplicar te´c-
nicas metaheur´ısticas multiobjetivo para resolver un importante problema de planificacio´n software.
El Problema de Planificacio´n de Proyectos (Software Project Scheduling - SPS) es un importante
problema que trata con la asignacio´n de recursos a la hora de desarrollar un proyecto sofware. Este
problema es de gran importancia para las compan˜´ıas del software, donde el presupuesto y los recursos
humanos que intervienen en el desarrollo de los mismos debe ser gestionado de forma o´ptima. Las
compan˜´ıas esta´n principalmente dedicadas a reducir la duracio´n y el coste de los proyectos, y estos
dos objetivos esta´n en conflicto. Una aproximacio´n multiobjetivo es, por ello, una forma adecuada
de abordar este problema (SPS) y las metaheur´ısticas multiobjetivo una herramienta que puede
permitir la obtencio´n de buenas planificaciones.
Los primeros resultados obtenidos fueron publicados en el 11th International Conference on Intel-
ligent Systems Design and Applications (ISDA 2012) que se celebro´ en Co´rdoba el pasado Noviembre
de 2011: “On the Scalability of Multi-Objective Metaheuristics for the Software Scheduling Problem”.
Francisco Luna, David L. Gonza´lez-A´lvarez, Francisco Chicano, Miguel A. Vega-Rodr´ıguez. Pro-
ceedings of the 11th International Conference on Intelligent Systems Design and Applications, IEEE
Computer Society, 2011, pag:1110-1115. ISBN:978-1-4577-1675-1.
3.-Colaboracio´n con la empresa biolo´gica AMGenomics (Ana´lisis Molecular y Geno´mi-
co S.L.): Esta empresa, gestionada por Elena Garc´ıa Mart´ın y Jose´ Augusto Garc´ıa-Agu´ndez Pe´rez-
Coca, proporciona servicios de investigacio´n, ana´lisis, desarrollo e innovacio´n en el sector de la salud.
Su actividad se dirige a particulares, empresas y organismos a los que se ofrecen servicios adaptados
a sus necesidades espec´ıficas. La excelencia, la innovacio´n, las tecnolog´ıas propias y la estrecha inter-
accio´n con grupos de investigacio´n la situ´an a la vanguardia de la biotecnolog´ıa aplicada a la salud.
Se especializan en ana´lisis gene´ticos humanos aplicados al diagnostico gene´tico, la medicina person-
alizada en el ca´ncer y otras patolog´ıas, la fa´rmaco-geno´mica y la identificacio´n humana. Tambie´n
ofrecen servicios en el campo de la salud animal y la seguridad alimentaria.
Los contactos mantenidos con esta empresa, adema´s de con Emilia del Carmen Botello Cambero
del Departamento de Bioqu´ımica y Biolog´ıa Molecular y Gene´tica (Facultad de Ciencias, Universidad
de Extremadura); nos han permitido proporcionar una aplicabilidad biolo´gica real a los conocimien-
tos, te´cnicas y algoritmos desarrollados en esta tesis doctoral. En esta colaboracio´n estamos tratando
de detectar y analizar ciertas zonas de determinados genes donde se acumulan varias mutaciones.
Estas mutaciones pueden presentarse de muchas formas, por lo que las tareas de deteccio´n y ana´lisis
son bastante complejas.
11.3.3.3. Actividades como revisor
David L. Gonza´lez-A´lvarez ha servido como revisor para varias revistas con impacto interna-
cional. Hasta la fecha ha revisado un total de 17 manuscritos en las 7 revistas listadas a continuacio´n:
1. Revista: IEEE Transactions on Evolutionary Computation
ISSN: 1089-778X y Factor de Impacto: 3,341 en 2011
Fecha: Mayo de 2011 - En Activo
2. Revista: IEEE Transactions on Systems, Man & Cybernetics, Part B - Cybernetics
ISSN: 1083-4419 y Factor de Impacto: 3,080 en 2011
Fecha: Julio de 2012 - En Activo
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3. Revista: Chemometrics and Intelligent Laboratory Systems
ISSN: 0169-7439 y Factor de Impacto: 1,920 en 2011
Fecha: Agosto de 2012 - En Activo
4. Revista: Engineering Applications of Artificial Intelligence
ISSN: 0952-1976 y Factor de Impacto: 1,665 en 2011
Fecha: Enero de 2012 - En Activo
5. Revista: Journal of Systems Architecture: Embedded Software Design
ISSN: 1383-7621 y Factor de Impacto: 0,444 en 2011
Fecha: Diciembre de 2012 - En Activo
6. Revista: International Journal of Advanced Robotic Systems
ISSN: 1729-8806 y Factor de Impacto: 0,375 en 2011
Fecha: Diciembre de 2012 - En Activo
7. Revista: Revista Iberoamericana de Automa´tica e Informa´tica Industrial
ISSN: 1697-7912 y Factor de Impacto: 0,231 en 2011
Fecha: Octubre de 2011 - En Activo
11.3.3.4. Actividades como organizador de congresos
David L. Gonza´lez-A´lvarez ha colaborado en la organizacio´n de diferentes Workshop en los
siguientes congresos internacionales: Genetic and Evolutionary Computation Conference (GECCO
2013) y Recent Advances in Message Passing Interface (EuroMPI 2013). A continuacio´n incluimos
el t´ıtulo del Workshop junto con una pequen˜a descripcio´n de los trabajos que se solicitan:
GECCO 2013 - Genetic and Evolutionary Computation Conference - 6-10 Julio 2013
BIO 2013 - Int. Workshop on Evolutionary Computation in Bioinformatics
Numerous problems encountered in Bioinformatics can be formulated as optimization problems,
and thus lend themselves to the application of very diverse Evolutionary Computation tech-
niques. In fact, Bioinformatics is one of the most exciting research areas in which Evolutionary
Computation finds application. In conclusion, we seek original, high-quality research papers,
clearly focused on the application of Evolutionary Computation to any possible Bioinformatics
problem.
EuroMPI 2013 - Recent Advances in Message Passing Interface - 15-18 Septiembre 2013
PBio 2013 - Int. Workshop on Parallelism in Bioinformatics
In Bioinformatics, we can find a variety of problems which are affected by huge processing times
and memory consumption, due to the large size of biological data sets and the inherent com-
plexity of biological problems. Successful examples are mpiBLAST or ClustalW-MPI, among
many others. In conclusion, Bioinformatics allows and encourages the application of many
different parallelism-based technologies. The focus of this workshop is on MPI-based approach-
es, but we welcome any technique based on: multicore and cluster computing, supercomputing,
grid computing, cloud computing, hardware accelerators as GPUs, FPGAs, or Cell processors,
etc. The goal of PBio is therefore to bring together researchers in the fields of Parallelism and
Bioinformatics, hence establishing a forum for discussing challenges, new ideas, results, ap-
plications, and future directions. In conclusion, we seek original, high-quality research papers,
clearly focused on the application of Parallelism to any possible Bioinformatics problem.
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11.3.3.5. Menciones y premios
Durante el desarrollo de esta tesis doctoral varios de los trabajos realizados han logrado impor-
tantes menciones en diferentes congresos internacionales y nacionales:
Premio a mejor art´ıculo de la sesio´n general en el 11th International Conference on
Intelligent Systems Design and Application (ISDA 2011, IEEE) con el trabajo: “On the Scal-
ability of Multi-Objective Metaheuristics for the Software Scheduling Problem”.
Nominacio´n a mejor art´ıculo en The European Conference on Evolutionary Computation,
Machine Learning and Data Mining in Computational Biology (EVOBIO 2013, LNCS) con el
trabajo: “Hybrid Multiobjective Artificial Bee Colony with Differential Evolution Applied to
Motif Finding”.
Nominacio´n a mejor art´ıculo de cara´cter aplicado/aplicacio´n en el VIII Congreso
Espan˜ol sobre Metaheur´ısticas, Algoritmos Evolutivos y Bioinspirados (MAEB 2012) con el
trabajo: “Prediciendo Motifs en Secuencias de ADN Aplicando Bu´squeda de Entornos Vari-
ables Multiobjetivo”.
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