e degree distribution is one of the most fundamental properties used in the analysis of massive graphs. ere is a large literature on graph sampling, where the goal is to estimate properties (especially the degree distribution) of a large graph through a small, random sample. e degree distribution estimation poses a signi cant challenge, due to its heavy-tailed nature and the large variance in degrees.
INTRODUCTION
In domains as diverse as social sciences, biology, physics, cybersecurity, graphs are used to represent entities and the relationships between them. is has led to the explosive growth of network science as a discipline over the past decade. One of the hallmarks of network science is the occurrence of speci c graph properties that are common to varying domains, such as heavy tailed degree distributions, large clustering coe cients, and small-world behavior. Arguably, the most signi cant among these properties is the degree distribution, whose study led to the foundation of network science [7, 8, 20] .
Given an undirected graph G, the degree distribution (or technically, histogram) is the sequence of numbers n(1), n(2), . . ., where n(d) is the number of vertices of degree d. In almost all real-world scenarios, the average degree is small, but the variance (and higher moments) is large. Even for relatively large d, n(d) is still non-zero, and n(d) typically has a smooth non-increasing behavior. In Fig. 1 , we see the typical degree distribution behavior. e average degree in a Google web network is less than 10, but the maximum degree is more than 5000. ere are also numerous vertices with all intermediate degrees. is is referred to as a "heavy tailed" distribution. e degree distribution, especially the tail, is of signi cant relevance to modeling networks, determining their resilience, spread of information, and for algorithmics [6, 9, 13, 16, [33] [34] [35] [36] 42] .
With full access to G, the degree distribution can be computed in linear time, by simply determining the degree of each vertex. Yet in many scenarios, we only have partial access to the graph, provided through some graph samples. A naive extrapolation of the degree distribution can result in biased results. e seminal research paper of Faloutsos et al. claimed a power law in the degree distribution on the Internet [20] .
is degree distribution was deduced by measuring a power law distribution in the graph sample generated by a collection of traceroute queries on a set of routers. Unfortunately, it was mathematically and empirically proven that traceroute responses can have a power law even if the true network does not [1, 11, 27, 37] . In general, a direct extrapolation of the degree distribution from a graph subsample is not valid for the arXiv:1710.08607v1 [cs.SI] 24 Oct 2017 underlying graph. is leads to the primary question behind our work.
How can we provably and practically estimate the degree distribution without seeing the entire graph?
ere is a rich literature in statistics, data mining, and physics on estimating graph properties (especially the degree distribution) using a small subsample [2, 3, 5, 17, 28, 30, 31, 39, 46, 47] . Nonetheless, there is no provable algorithm for the entire degree distribution, with a formal analysis on when it is sublinear in the number of vertices. Furthermore, most empirical studies typically sample 10-30% of the vertices for reasonable estimates.
Problem description
We focus on the complementary cumulative degree histogram (o en called the cumulative degree distribution) or ccdh of G.
is is the sequence {N (d)}, where N (d) = r ≥d n(r ). e ccdh is typically used for ing distributions, since it averages out noise and is monotonic [12] . Our aim is to get an accurate bicriteria approximation to the ccdh of G, at all values of d. Computing an (ε, δ )-estimate is signi cantly harder than approximating the ccdh using standard distribution measures. Statistical measures, such as the KS-distance, χ 2 , p -norms, etc. tend to ignore the tail, since (in terms of probability mass) it is a negligible portion of the distribution. From a network science standpoint, the few vertices that are of extremely high degree are essential for graph analysis. An (ε, δ )-estimate is accurate for all d. e query model: A formal approach requires specifying a query model for accessing G. We look to the sub elds of property testing and sublinear algorithms within theoretical computer science for such models [22, 23] . Consider the following three kinds of queries.
• Vertex queries: acquire a uniform random vertex ∈ V .
• Neighbor queries: given ∈ V , acquire a uniform random neighbor u of V .
• Degree queries: given ∈ V , acquire the degree d . An algorithm is only allowed to make these queries to process the input. It has to make some number of queries, and nally produce an output. We discuss two query models, and give results for both. e Standard Model (SM) All queries allowed:
is is the standard model in numerous sublinear algorithms results [18, 19, [22] [23] [24] . Furthermore, most papers on graph sampling implicitly use this model for generating subsamples. Indeed, any method involving crawling from a random set of vertices and collecting degrees is in the Standard Model. is model is the primary se ing for our work, and allows for comparison with rich body of graph sampling algorithms. It is worth noting that in the Standard Model, one can determine the entire degree distribution in O(n log n) queries (the extra log n factor comes from the coupon collector bound of nding all the vertices through uniform sampling). us, it makes sense to express the number of queries made by an algorithm as a fraction of n. Alternately, the number of queries is basically the number of vertices encountered by the algorithm. us, a sublinear algorithm makes o(n) queries. e Hidden Degrees Model (HDM) Vertex and neighbor queries allowed, not degree queries: is is a substantially weaker model. In numerous cybersecurity and network monitoring se ings, an algorithm cannot query for degrees, and has to infer them indirectly. Observe that this model is signi cantly harder than the standard model. It takes O((m + n) log n) to determine all the degrees, since one has to at least visit all the edges to nd degrees exactly. In this model, we express the number of queries as a fraction of m. We stress that other query models are possible. Recent work of Dasgupta, Kumar, and Sarlos argues that vertex queries are too powerful, especially in social network contexts [14] . In their query model, a small set of random seeds are provided, but only neighbor and degree queries are subsequently allowed.
Our contributions
Our main theoretical result is a new sampling algorithm, the Sublinear Approximations for Degree Distributions Leveraging Edge Samples, or SADDLES. is algorithm provably provides (ε, δ )-approximations for the ccdh. We show how to design SADDLES under both the Standard Model and the Hidden Degrees Model. We apply SADDLES on a variety of real datasets and demonstrate its ability to accurately approximate the ccdh with a tiny sample of the graph.
• Sampling algorithm for estimating ccdh: Our algorithm combines a number of techniques in random sampling to get (ε, δ )-estimates for the ccdh. A crucial component is an application of an edge simulation technique, rst devised by Eden et al. in the context of triangle counting [18, 19] . is (theoretical) technique shows how to get a collection of weakly correlated uniform random edges from independent uniform vertices. SADDLES employs a weighting scheme on top of this method to estimate the ccdh.
• Heavy tails leads to sublinear algorithms: e challenge in analyzing SADDLES is in nding parameters of the ccdh that allow for sublinear query complexity. To that end, we discuss two parameters that measure "heaviness" of the distribution tail: the classic h-index and a newly de ned z-index. We prove that the running time of SADDLES is sublinear (for both models) whenever these indices are large. is yields a provably sublinear time algorithm to get accurate (ε, δ )-estimates for the ccdh.
• Excellent empirical behavior:
We deploy an implementation of SADDLES on a collection of large real-world graphs. In all instances, we achieve extremely accurate estimates for the entire ccdh by sampling at most 1% of the vertices of the graph. Refer to Fig. 1 . Observe how SADDLES tracks various jumps in the ccdh, for both graphs in Fig. 1 .
• Comparison with existing sampling methods: A number of graph sampling methods have been proposed in practice, such as vertex sampling, snowball sampling, forest-re sampling, induced graph sampling, random walk, edge sampling [5, 17, 28, 30, 38, 39, 47] . A recent work of Zhang et al. explicitly addresses biases in these sampling methods, and xes them using optimization techniques [47] . We run head-to-head comparisons with all these sampling methods, and demonstrate the SADDLES gives signi cantly be er practical performance. Fig. 1 shows the output of all these sampling methods with a total sample size of 1% of the vertices. Observe how across the board, the methods make erroneous estimates for most of the degree distribution. e errors are also very large, for all the methods. is is consistent with previous work, where methods sample more than 10% of the number of vertices.
eoretical results in detail
Our main theoretical result is a new sampling algorithm, the Sublinear Approximations for Degree Distributions Leveraging Edge Samples, or SADDLES. We rst demonstrate our results for power law degree distributions [7, 8, 20] . Statistical ing procedures suggest they occur to some extent in the real-world, albeit with much noise [12] . e classic power law degree distribution sets n(d) ∝ 1/d γ , where γ is typically in [2, 3] . We build on this to de ne a power law lower bound.
De nition 1.2. Fix γ > 2. A degree distribution is bounded below by a power law with exponent γ , if the ccdh satis es the following property. ere exists a constant τ > 0 such that for all d, N (d) ≥ τn/d γ −1 . e following is a corollary of our main result. For convenience, we will suppress query complexity dependencies on ε and log n factors, using O(·).
Suppose the degree distribution of G is bounded below by a power law with exponent γ . Let the average degree be denoted by d. For any ε > 0, the SADDLES algorithm outputs (with high probability) an (ε, ε)-approximation to the ccdh and makes the following number of queries.
In most real-world instances, the average degree d is typically constant. us, the complexities above are strongly sublinear. For example, when γ = 2, we get O(n 1/2 ) for both models. When γ = 3, we get O(n 2/3 ) and O(n 3/4 ).
Our main result is more nuanced, and holds for all degree distributions. If the ccdh has a heavy tail, we expect N (d) to be reasonably large even for large values of d. We describe two formalisms of this notion, through fatness indices.
De nition 1.4.
e h-index of the degree distribution is the largest d such that there are at least d vertices of degree at least d.
is is the exact analogy of the bibliometric h-index [26] . As we show in the §2.1, h can be approximated by min d (d + N (d))/2. A more stringent index is obtained by replacing the arithmetic mean by the (smaller) geometric mean.
De nition 1.5.
e z-index of the degree distribution is z = min d :N (d )>0 d · N (d).
Our main theorem asserts that large h and z indices lead to a sublinear algorithm for degree distribution estimation. eorem 1.3 is a direct corollary obtained by plugging in values of the indices for power laws. T 1.6. For any ε > 0, the SADDLES algorithm outputs (with high probability) an (ε, ε)-approximation to the ccdh, and makes the following number of queries.
• SM: O(n/h + m/z 2 ) • HDM: O(m/z)
Challenges
e heavy-tailed behavior of the real degree distribution poses the primary challenge to computing (ε, δ )-estimates to the ccdh. As d increases, there are fewer and fewer vertices of that degree. Sampling uniform random vertices is ine cient when N (d) is small. A natural idea to nd high degree vertices to pick a random neighbor of a random vertex. Such a sample is more likely to be a high degree vertex.
is is the idea behind methods like snowball sampling, forest re sampling, random walk sampling, graph sample-and-hold, etc. [5, 17, 28, 30, 38, 39, 47] . But these lead to biased samples, since vertices with the same degree may be picked with di ering probabilities.
A direct extrapolation/scaling of the degrees in the observed graph does not provide an accurate estimate. Our experiments show that existing methods always miss the head or the tail. A more principled approach was proposed recently by Zhang et al. [47] , by casting the estimation of the unseen portion of the distribution as an optimization problem. From a mathematical standpoint, the vast majority of existing results tend to analyze the KS-statistic, or some p -norm. As we mentioned earlier, this does not work well for measuring the quality of the estimate at all scales. As shown by our experiments, none of these methods give accurate estimate for the entire ccdh with less than 5% of the vertices. e main innovation in SADDLES comes through the use of a recent theoretical technique to simulate edge samples through vertex samples [18, 19] . e sampling of edges occurs through two stages. In the rst stage, the algorithm samples a set of r vertices and sets up a distribution over the sampled vertices such that any edge adjacent to a sampled vertex may be sampled with uniform probability. In the second stage, it samples q edges from this distribution. While a single edge is uniform random, the set of edges are correlated.
For a given d, we de ne a weight function on the edges, such that the total weight is exactly N (d). SADDLES estimates the total weight by scaling up the average weight on a random sample of edges, generated as discussed above. e di culty in the analysis is the correlation between the edges. Our main insight is that if the degree distribution has a fat tail, this correlation can be contained even for sublinear r and q. Formally, this is achieved by relating the concentration behavior of the average weight of the sample to the h and z-indices. e nal algorithm combines this area with vertex sampling to get accurate estimates for all d. e hidden degrees model is dealt with using birthday paradox techniques formalized by Ron and Tsur [41] . It is possible to estimate the degree d using O( √ d ) queries neighbor queries. But this adds overhead to the algorithm, especially for estimating the ccdh at the tail. As discussed earlier, we need methods that bias towards higher degrees, but this signi cantly adds to the query cost of actually estimating the degrees.
Related Work
ere is a rich body of literature on generating a graph sample that reveals graph properties of the larger "true" graph. We do not a empt to fully survey this literature, and only refer to results directly related to our work. e works of Leskovec & Faloutsos [30] , Maiya & Berger-Wolf [31] , and Ahmed, Neville, & Kompella [2, 5] provide excellent surveys of multiple sampling methods.
ere are a number of sampling methods based on random crawls: forest-re [30] , snowball sampling [31] , and expansion sampling [30] . As has been detailed in previous work, these methods tend to bias certain parts of the network, which can be exploited for more accurate estimates of various properties [30, 31, 39] . A series of papers by Ahmed, Neville, and Kompella [2] [3] [4] [5] have proposed alternate sampling methods that combine random vertices and edges to get be er representative samples. Notably, this yields one of the best streaming algorithms for triangle counting [4] .
Zhang et al. observe that the degree distribution of numerous sampling methods is a random linear projection of the true distribution [47] . ey a empt to invert this (ill-conditioned) linear problem, to correct the biases. is leads to improvement in the estimate, but the empirical studies typically sample more than 10% of the vertices for good estimates.
A recent line of work by Soundarajan et al. on active probing also has avors of graph sampling [44, 45] . In this se ing, we start with a small, arbitrary subgraph and try to grow this subgraph to achieve some coverage objective (like discover the maximum new vertices, nd new edges, etc.). e probing schemes devised in these papers outperform uniform random sampling methods for coverage objectives.
All these results aim to capture numerous properties of the graph, using a single graph sample. Nonetheless, the degree distribution is typically considered as the most important, and empirical analyses always focus on estimating it accurately. Ribiero and Towsley [39] and Stumpf and Wiuf [46] speci cally study degree distributions. Ribiero and Towsley [39] do detailed analysis on degree distribution estimates (they also look at the ccdh) for a variety of these sampling methods. eir empirical results show signi cant errors either at the head or the tail. We note that almost all these results end up sampling up to 20% of the graph to estimate the degree distribution.
Some methods try to match the shape/family of the distribution, rather than estimate it as a whole [46] . us, statistical methods can be used to estimate parameters of the distribution. But it is reasonably well-established that real-world degree distributions are rarely pure power laws in most instances [12] . Indeed, ing a power law is rather challenging and naive regression ts on log-log plots are erroneous, as results of Clauset-Shalizi-Newman showed [12] . e sub eld of property testing and sublinear algorithms for sparse graphs within theoretical computer science can be thought of as a formalization of graph sampling to estimate properties. Indeed, our description of the main problem follows this language. ere is a very rich body of mathematical work in this area (refer to Ron's survey [40] ). Practical applications of graph property testing are quite rare, and we are only aware of one previous work on applications for nding dense cores in router networks [25] . e speci c problem of estimating the average degree (or the total number of edges) was studied by Feige [21] and Goldreich-Ron [23] . Gonen et al. and Eden et al. focus on the problem of estimating higher moments of the degree distribution [19, 24] . One of the main techniques we use of simulating edge queries was developed in sublinear algorithms results of Eden et al. [18, 19] in the context of triangle counting and degree moment estimation. We stress that all these results are purely theoretical, and their practicality is by no means obvious.
On the practical side, Dasgupta, Kumar, and Sarlos study average degree estimation in real graphs, and develop alternate algorithms [14] . ey require the graph to have low mixing time and demonstrate that the algorithm has excellent behavior in practice (compared to implementations of Feige's and the Goldreich-Ron algorithm [21, 23] ). Dasgupta et al. note that sampling uniform random vertices is not possible in many se ings, and thus they consider a signi cantly weaker se ing than Model 1. Chieriche i et al. focus on sampling uniform random vertices, using only a small set of seed vertices and neighbor queries [10] .
We note that there is a large body of work on sampling graphs from a stream [32] . is is quite di erent from our se ing, since a streaming algorithm observes every edge at least once. e speci c problem of estimating the degree distribution at all scales was considered by Simpson et al. [43] . ey observe many of the challenges we mentioned earlier: the di culty of estimating the tail accurately, nding vertices at all degree scales, and combining estimates from the head and the tail.
PRELIMINARIES
We set some notation.
e input graph G has n vertices and m edges. For any vertex , let Γ( ) be the neighborhood of , and d be the degree. As mentioned earlier, n(d) is the number of vertices of degree d and N (d) = r ≥d n(r ) is the ccdh at d. We use "u.a.r." as a shorthand for "uniform at random".
We stress that the all mention of probability and error is with respect to the randomness of the sampling algorithm. ere is no stochastic assumption on the input graph G.
We use the shorthand
We will apply the following (rescaled) Cherno bound.
. We will require the following "boosting through medians" lemma, which is a routine application of the Cherno bound. It will be convenient to x the approximation parameter ε > 0 at the very outset. So we will not pass ε as a parameter to our various subroutines.
More on Fatness indices
e following characterization of the h-index will be useful for analysis. Since (d + N (d))/2 ≤ max(d, N (d)) ≤ d + N (d), this proves that min d (d + N (d))/2 is a 2-factor approximation to the h-index. N (d) ) and let the minimum be a ained at d * . If there are multiple minima, let d * be the largest among them. We consider two cases. (Note that N (d) is a monotonically non-increasing sequence.) Case 1: N (d * ) ≥ d * . So s = N (d * ). Since d * is the largest minimum, for any d > d * , d > N (d * ). (If not, then the minimum is also a ained at
If s h, then d * < N (d * ). en, N (d * + 1) < N (d * ), otherwise the minimum would be a ained at d * + 1. Furthermore, max(d * + 1, N (d) ). We take the minimum over all d to complete the proof.
To give some intuition about these indices, we compute the h and z index for power laws. e classic power law degree distribution sets n(d) ∝ 1/d γ , where γ is typically in [2, 3] . Plugging in values, for γ = 2, both h and z are Ω( √ n). For γ = 3, h = Θ(n 1/3 ) and z = Θ(n 1/4 ).
Simulating degree queries for HDM
e Hidden Degrees Model does not allow for querying the degree d of a vertex . Nonetheless, it is possible to get accurate estimates of d by sampling u.a.r. neighbors (with replacement) of . is can be done by using the birthday paradox argument, as formalized by Ron and Tsur [41] . Roughly speaking, one repeatedly samples neighbors until the same vertex is seen twice. If this happens a er t samples, t 2 is a constant factor approximation for d . is argument can be re ned to get accurate approximations for d using O( √ d ) random edge queries. T 2.6. [ eorem 3.1 of [41] , restated] Fix any α > 0. ere is an algorithm that outputs a value in (1 ± α)d with probability > 2/3, and makes an expected O( √ d /α 2 ) u.a.r. neighbor samples.
For the sake of the theoretical analysis, we will simply assume this theorem. In the actual implementation of SADDLES, we will discuss the speci c parameters used. It will be helpful to abstract out the estimation of degrees through the following corollary. e procedure DEG( ) will be repeatedly invoked by SADDLES. is is a direct consequence of se ing α − ε/10 and applying eorem 2.2 with δ = 1/n 3 . C 2.7. ere is an algorithm DEG that takes as input a vertex , and has the following properties:
• For all : with probability > 1 − 1/n 3 , the output DEG( ) is in (1 ± ε/10)d .
• e expected running time of DEG( ) is O(ε −2 √ d log n).
We will assume that invocations to DEG with the same arguments use the same sequence of random bits. Alternately, imagine that a call to DEG( , ε) stores the output, so subsequent calls output the same value.
De nition 2.8.
e output DEG( ) is denoted byd . e random bits used in all calls to DEG is collectively denoted Λ. ( us, Λ completely speci es all the values {d }.) We say Λ is good if ∀ ∈ V , d ∈ (1 ± ε/10)d . e following is a consequence of conditional probabilities. P . e probability that Λ is not good is at most the probability that for some , DEG( ) (1 ± ε/10). By the union bound and Corollary 2.7, the probability is at most 1/n 2 .
Note that Pr[A] ≥ Λgood Pr[Λ] Pr[A|Λ] ≥ p Pr[Λ is good]. Since Λ is good with probability at least 1−1/n 2 , Pr[A] ≥ (1−1/n 2 )p ≥ p−1/n 2 .
For any xed Λ, we set N Λ (d) to be |{ |d ≥ d}|. We will perform the analysis of SADDLES with respect to the N Λ -values.
THE MAIN RESULT AND SADDLES
We begin by stating the main result, and explaining how heavy tails lead to sublinear algorithms. 3.1. ere exists an algorithm SADDLES with the following properties. For any ε > 0, β > 0, it outputs an (ε, ε)-approximation of the ccdh with probability > 1 − β. e total representation size is O((log n)/ε). e expected running time depends on the model.
• SM: O((n/h + m/z 2 )(ε −3 log(n/εδ ))).
• HDM: O((m/z)(ε −3 log(n/εδ ))).
Observe how a larger h and z-index lead to smaller running times. Ignoring constant factors and assuming m = O(n), asymptotically increasing h and z-indices lead to sublinear algorithms. Suppose the degree distribution was a power law with exponent γ > 1. e average degree is constant, so m = O(n). Using the index calculations in §2.1, for SM, the running time is O(n 1−1/γ ). For HDM, it is O(n 1−1/2(γ −1) ). For γ = 2, the running times are O( √ n) for both models. For γ = 3, the running times are O(n 2/3 ) and O(n 3/4 ) respectively.
We now describe the algorithm itself. e main innovation in SADDLES comes through the use of a recent theoretical technique to simulate edge samples through vertex samples [18, 19] . e sampling of edges occurs through two stages. In the rst stage, the algorithm samples a set of r vertices and sets up a distribution over the sampled vertices such that any edge adjacent to a sampled vertex may be sampled with uniform probability. In the second stage, it samples q edges from this distribution.
For each edge, we compute a weight based on the degrees of its vertices and generate our nal ccdh estimate by averaging these weights. Additionally, we use vertex sampling to estimate the head of the distribution. Straightforward Cherno bound arguments can be used to determine when to use the vertex sampling over the edge sampling method.
In the following description, we use c to denote a su ciently large constant. e same algorithmic structure is used for the Standard Model and the Hidden Degrees Model. e only di erence is the use the algorithm of Corollary 2.7 to estimate degrees in the HDM, while the degrees are directly available in the Standard Model.
We abuse notation somewhat, and use SADDLES to denote the core sampling procedure. As described, this works for a single choice of d to estimate N (d). e nal algorithm simply invokes this procedure for various degrees. 
P
. Each X i is an iid Bernoulli random variable, with success probability precisely N Λ (d)/n. We split into two cases. 
Furthermore, if N Λ (d) ≥ (2c/ε 2 )(n/r ), then with probability at least 99/100, i ≤r X i ≥ (1 − ε/10)r N Λ (d)/n ≥ c/ε 2 . A union boun proves (the contrapositive of) the second part.
We de ne weights of ordered edges. e weight only depends on the second member in the pair, but allows for a more convenient analysis. e weight of , u is the random variable Y i of Step 12.
De nition 4.2.
e d-weight of an ordered edge , u for a given Λ (the randomness of DEG) is de ned as follows. We set wt Λ,d ( , u ) to be 1/d u ifd u ≥ d, and zero otherwise.
For vertex , wt Λ,d ( ) = u ∈Γ( ) wt Λ,d ( , u ).
e utility of the weight de nition is captured by the following claim. e total weight is an approximation of N (d), and thus, we can analyze how well SADDLES approximates the total weight.
Since Λ is good, ∀u,d u ∈ (1 ± ε/10)d u , and d u /d u ∈ (1 ± ε/9). Applying in (1), ∈V wt Λ,d ( ) ∈ (1 ± ε/9) N Λ (d). We come to an important lemma, that shows that the weight of the random subset R (chosen in Step 2) is well-concentrated.
is is proven using a Cherno bound, but we need to bound the maximum possible weight to get a good bound on r = |R|. .
P
. Let wt(R) denote ∈R wt Λ,d ( ). By linearity of expectation, E[wt(R)] = (r /n)· ∈V wt Λ,d ( ) ≥ (r /2n) N Λ (d). To apply the Cherno bound, we need to bound the maximum weight of a vertex. For good Λ, the weight wt Λ,d of any ordered pair is at most 1/(1 − ε/10)d ≤ 2/d. e number of neighbors of such that
By the Cherno bound of eorem 2.1 and se ing r ≥ cε −2 n/d,
With probability at least 9/10, wt(R) ∈ (1 ± ε/20)E[wt(R)]. By the arguments given above, E[wt(R)] ∈ (1 ± ε/9)(r /n) N Λ (d). We combine to complete the proof. Now, we determine the number of edge samples required to estimate the weight wt Λ,d (R). 
. We de ne the random set R selected in Step 2 to be sound if the following hold. (1) wt(R) = ∈R wt Λ,d ( ) ∈ (1 ± ε/8)(r /n) N Λ (d) and (2) ∈R d ≤ 100r (2m/n). By Lemma 4.4, the rst holds with probability > 9/10. Observe that E[ ∈R d ] = r (2m/n), since 2m/n is the average degree. By the Markov bound, the second holds with probability > 99/100. By the union bound, R is sound with probability at least 1 − (1/10 + 1/100) > 8/9. Fix a sound R. Recall Y i from Step 12. e expectation of Y i |R is ∈R Pr[ is selected]· u ∈Γ( ) Pr[u is selected]wt Λ,d ( , u ). We plug in the probability values, and observe that for good Λ, for all ,d /d ∈ (1 ± ε/10).
Note that
Since R is sound, the la er is in (1 ± ε/4) N Λ (d). Also, note that
By linearity of expectation,
Observe that Y i ≤ 1/d. We can apply the Cherno bound of eorem 2.1 to the iid random variables (Y i |R).
We use (3) to bound the (positive) term in the exponent is at least
us, if R is sound, the following bound holds with probability at least 0.99. We also apply (2) .
e probability that R is sound is at least 8/9. A union bound completes the proof. e bounds on r and q in Lemma 4.5 depend on the degree d. We now bring in the h and z-indices to derive bounds that hold for all d. We also remove the conditioning over a good Λ. 
. We will rst assume that Λ is good. By Claim 2.10, N Λ (d) ∈ [N ((1 + ε/9)d, N ((1 − ε/9)d)].
Suppose N Λ (d) = 0, so there are no vertices withd ≥ d. By the bound above, N ((1 + ε/9)d) = 0, implying that N ((1 + ε/2)d) = 0. Furthermore N (d) = 0, since the random variables X i and Y i in SADDLES can never be non-zero. us, N (d) = N ((1 + ε/2)d), completing the proof.
We now assume that N Λ (d) > 0. We split into two cases, depending on whether Step 6 outputs or not. By Claim 4.1, with probability > 9/10, if Step 6 outputs, then N (d) ∈ (1 ± ε/9) N Λ (d). By combining these bounds, the desired bound on N (d) holds with probability > 9/10, conditioned on a good Λ.
Henceforth, we focus on the case that Step 6 does not output. By Claim 4.1, N Λ (d) < 2cε −2 (n/r ). By the choice of r and Claim 2.10, N Λ ((1 + ε/9)d) < h. By the characterization of h of Lemma 2.3,
is implies that r ≥ cε −2 n/d. By the de nition of z, z 2 ≤ N (min(d max , (1 +ε/9)d)) · min(d max , (1 +ε/9)d). By the Claim 2.10 bound in the rst paragraph, N Λ (d) ≥ N ((1+ε/9)d).
us, m ≤ cε −2 m/(d N Λ (d)). e parameters satisfy the conditions in Lemma 4.5. With probability > 7/8, N (d) ∈ (1 ± ε/4) N Λ (d), and by Claim 2.10, N (d) has the desired accuracy.
All in all, assuming Λ is good, with probability at least 7/8, N (d) has the desired accuracy. e conditioning on a good Λ is removed by Claim 2.9 to complete the proof.
We nally prove eorem 3.1.
. (of eorem 3.1) e overall algorithm is the same for both models, involving multiple invocations to SADDLES. e only di erence is in DEG, which is trivial when degree queries are allowed. We rst argue about correctness.
Consider the set D = { (1 + ε/10) i |0 ≤ i ≤ 10ε −1 log n}. We will run a boosted version of SADDLES for each degree in D. e output for an arbitrary d will be N (d ), where d is the largest power of (1 + ε/10) smaller than d (rounding down). e boosting is done through eorem 2.2, which ensures we can get the desired estimate for each d with probability > 1 − εβ/100n. A union bound over all d ∈ D yields a total error probability of at most β.
Observe that the query complexity and running time of SADDLES are within constant factors of each other. Hence, we only focus on the number of queries made. For the Standard Model, the bound for a single invocation of SADDLES is simply O(r + q) = O(ε −2 (n/h + m/z 2 )).
For the Hidden Degrees Model, we have to account for the overhead of using Ron-Tsur birthday paradox algorithm of Corollary 2.7 for each degree estimated. e number of queries for a single call to DEG(d) is O(ε −2 √ d log n). e total overhead of all calls in Step 
where the expectation is over a uniform random vertex. We can bound r
e total overhead of all calls in Step 11 requires more care. Note that when DEG( ) is called multiple times for a xed , the subsequent calls require no further queries. ( is is because the output of the rst call can be stored.) We partition the vertices into two sets S 0 = { |d ≤ z 2 } and S 1 = { |d > z 2 }. e total query cost of queries to S 0 is at most O(q f ) = O((ε −2 log n)m/z). For the total cost to S 1 , we directly bound by (ignoring the ε −2 log n factor)
All in all, the total query complexity is O((ε −4 log 2 )(n/h + m/z)). Since m ≥ n and z ≤ h, we can simplify to O((ε −4 log 2 n)(m/z)).
EXPERIMENTAL RESULTS
We implemented our algorithm in C++ and performed our experiments on a MacBook Pro laptop with 2.7 GHz Intel Core i5 with 8 GB RAM. We performed our experiments on a collection of graphs from SNAP [29] , including social networks, web networks, and infrastructure networks. e graphs typically have millions of edges, with the largest with more than 100M edges. Basic properties of these graphs are presented in Table 1 . We ignore direction and treat all edges as undirected edges.
Implementation Details
For the Hidden Degrees Model, we explicitly describe the procedure DEG, which estimates the degree of a given vertex. In the algorithm 3 Output |S | 2 /k as estimated DEG, a "pair-wise collision" refers to a pair of neighbor samples that yield the same vertex. If S has size t, the expected number of pair-wise collisions is t 2 /d . We simply reverse engineer that inequality to get the estimated . Ron and Tsur essentially prove that with high probability, |S | = Θ( √ d ) and furthermore, this su ces to bound the variance of the estimate [41] .
Our implementation of SADDLES is identical to the pseudo-code given in Alg. 1. e only constant to be set is c/ε 2 in Step 5, which our implementation xes at 25. ere are two parameters r and q that are chosen to be typically around 0.005n. To get the entire degree distribution, we run SADDLES on all degrees d = 1.1 i .
Evaluation of SADDLES
e sample size of SADDLES in the Standard Model is exactly r + q. We will typically x this to be 1% of the number of vertices in our runs, unless otherwise stated.
Accuracy over all graphs. We show results of running SADDLES with the parameters discussed above for a variety of graphs. Fig. 1, and Fig. 2 show the results for the Standard Model on all graphs in Tab. 1. For all these runs, we set r + q to be 1% of the number of vertices in the graph. For the Hidden Degrees Model, we show results in Fig. 3 . For space reasons, we only show results on HDM for the graphs in Fig. 2 , though results are consistent over all our experiments. Again, we set r + q to be 1%, though the number of edges sampled varies quite a bit. e required number of samples are provided in Tab. 1. Note that the number of edges sampled is well within 10% of the total, except for the com-youtube graph.
Visually, we can see that the estimates are accurate for all degrees, in all graphs, for both models. is is despite there being su cient irregular behavior in N (d). For example, the web-BerkStan ccdh (Fig. 1) is quite "bumpy" between degree 10 2 and 10 4 , and the extreme tail has sudden jumps. Note that the shape of the various ccdhs are di erent and none of them form an obvious straight line. Nonetheless, SADDLES captures the distribution almost perfectly in all cases by observing 1% of the vertices.
Convergence. To demonstrate convergence, we use the following setup. In the gures, we x the graph com-orkut, and run SADDLES only for the degrees 10, 100, and 1000. For each choice of degree, we vary the total number of samples r + q. (We set r = q in all runs.) Finally, for each se ing of r + q and each degree, we perform 100 independent runs of SADDLES.
For each such run, we compute an error parameter α. Suppose the output of a run is M, for degree d. e value of α is the smallest value of ϵ, such that
(It is the smallest ϵ such that M is an (ϵ, ϵ)-approximation of N (d).) Fig. 4 shows the spread of α, for the 100 runs, for each choice of r + q. Observe how the spread decreases as r + q goes to 10%. In all cases, the values of α decay to less than 0.05. We notice that convergence is much faster for d = 10.
is is because N (10) is quite large, and SADDLES is using vertex sampling to estimate the value.
Large value of h and z-index on real graphs. e h and z-index of all graphs is given in Tab. 1. Observe how they are typically in the hundreds. Note that the average degree is typically an order of magnitude smaller than these indices. us, a sample size of n/h + m/z 2 (as given by eorem 3.1, ignoring constants) is signi cantly sublinear.
is is consistent with our choice of r + q = n/100 leading to accurate estimates for the ccdh.
Comparison with previous work
ere are several graph sampling algorithms that have been discussed in [2, 17, 28, 30, 38, 39, 47] . We describe these methods below in more detail, and discuss our implementation of the method.
• Vertex Sampling (VS, also called egocentric sampling) [5, 17, 28, 30, 38, 39] : In this algorithm, we sample vertices u.a.r. and scale the ccdh obtained appropriately, to get an estimate for the ccdh of the entire graph.
• Edge Sampling (ES) [5, 17, 28, 30, 38, 39] : is algorithm samples edges u.a.r. and includes one or both end points in the sampled network. Note that this does not fall into the standard model. In our implementation we pick a random end point.
• Random walk with jump (RWJ) [5, 17, 30, 38, 39] : We start a random walk at a vertex selected u.a.r. and collect all vertices encountered on the path in our sampled network. At any point, with a constant probability (0.15 in our implementation, based on previous results) we jump to another u.a.r. vertex.
• One Wave Snowball (OWS) [5, 17, 28] : Snowball sampling starts with some vertices selected u.a.r. and crawls the network until a network of the desired size is sampled. In our implementation, we typically stop at the one level since that accumulates enough vertices.
• Forest re (FF) [5, 17, 30] : is method generates random sub-crawls of the network, and is related to snowball sampling. A vertex is picked u.a.r. and randomly selects a subset of its neighbors. In previous work, this is done by choosing x such neighbors, where x is a geometric random variable with mean 0.2. e process is repeated from every selected vertex until it ends. It is then repeated from another u.a.r. vertex.
We run all these algorithms on the amazon0601, web-Google, cit-Patents, and com-orkut networks. To make fair comparisons, we run each method until it selects 1% of the vertices. e comparisons are shown in Fig. 1 . Observe how none of the methods come close to accurately measuring the ccdh. ( is is consistent with previous work, where typically 10-20% of the vertices are sampled for results.) Naive vertex sampling is accurate at the head of the distribution, but completely misses the tail. Except for vertex sampling, all other algorithms are biased towards the tail. Crawls nd high degree vertices with disproportionately higher probability, and overestimate the tail.
Inverse method of Zhang et al [47] . An important result of estimating degree distributions is that of Zhang et al [47] , that explicitly points out the bias problems in various sampling methods.
ey propose a bias correction method by solving an ill-conditioned linear system. Essentially, given one of the above sampled networks, it applies a constrained, penalized weighted least-squares approach to solving the problem of debiasing the estimated degree distribution. We apply this method for the sampling methods demonstrated in their paper, namely vertex sampling (VS), one-wave snowball (OWS), and induced sampling (IN) (sample vertices u.a.r. and only retain edges between sampled vertices). We show results in Fig. 1 , again with a sample size of 1% of Figure 2 : e result of runs of SADDLES on a variety of graphs, for the Standard Model. We set r + q to be 1% of the number of vertices, for all graphs. Observe the close match at all degrees between the true degree distribution and output of SADDLES.
the vertices. Observe that no method get even close to estimating the ccdh accurately, even a er debiasing. Fundamentally, these methods require signi cantly more samples to generate accurate estimates. e running time and memory requirements of this method grow superlinearly with the maximum degree in the graph. e maximum degree is not known in advance, but the algorithm needs to know this value , so it uses an upper bound. e largest graph processed by [47] has a few hundred thousand edges, which is on the smaller side of graphs in Tab. 1. SADDLES processes a graph with more than 100M edges in less than a minute, while our a empts to run the [47] algorithm on this graph did not terminate in hours. Figure 3 : e result of runs of SADDLES on a variety of graphs, for the Hidden Degrees Model. We set r + q to be 1% of the number of vertices, for all graphs. e actual number of edges sampled varies, and is given in Tab. 1. is research was partially supported by the Israel Science Foundation grant No. 671/13 and by a grant from the Blavatnik fund. Talya Eden is grateful to the Azrieli Foundation for the award of an Azrieli Fellowship.
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