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SHARP TUNNELING ESTIMATES FOR A DOUBLE-WELL
MODEL IN INFINITE DIMENSION
MORRIS BROOKS AND GIACOMO DI GESU`
Abstract. We consider the stochastic quantization of a quartic double-
well energy functional in the semiclassical regime and derive optimal
asymptotics for the exponentially small splitting of the ground state en-
ergy. Our result provides an infinite-dimensional version of some sharp
tunneling estimates known in finite dimensions for semiclassical Witten
Laplacians in degree zero. From a stochastic point of view it proves
that the L2 spectral gap of the stochastic one-dimensional Allen-Cahn
equation in finite volume satisifies a Kramers-type formula in the limit
of vanishing noise. We work with finite-dimensional lattice approxi-
mations and establish semiclassical estimates which are uniform in the
dimension. Our key estimate shows that the constant separating the
two exponentially small eigenvalues from the rest of the spectrum can
be taken independently of the dimension.
1. Introduction
The study of the semiclassical eigenvalue splitting due to tunneling effects
in multiwell systems has a long history dating back to the beginnings of
quantum mechanics. In the original setting one deals with the Schro¨dinger
operator in finite dimensions
Hh = −h2∆+ V, (1)
and with the semiclassical approximation h → 0, describing the transition
from quantum to classical mechanics [27, 50]. If V : RN → R is a confining
symmetric double-well potential, the difference E
(1)
h −E(0)h between the two
smallest eigenvalues of Hh turns out to be exponentially small in h, and
the exponential decay rate of this eigenvalue splitting is determined by the
so-called Agmon distance [44, 29, 27].
Besides the original motivation of the semiclassical approximation for
quantum systems, the analysis of the eigenvalue splitting for Schro¨dinger
operators has been proven to be fruitful in a large number of different sit-
uations. These include problems in statistical mechanics, following Kac’s
early ideas [32] on eigenvalue degeneracy as ultimate characteristic of first
order phase transitions; and in particular the problem of metastability, an
example of a dynamical phase transition [25, 40, 14]. Other applications
can be found in Differential Topology, more specifically regarding Morse
Homology [13], following the pioneering paper of Witten [49].
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In both types of applications, a multiwell potential V naturally appears.
However, the relevant Schro¨dinger operator turns out to be not (1), but
rather of the form
H˜h = −h2∆+Wh, where Wh := 14 |∇V |2 − h2∆V. (2)
This operator is sometimes referred to as Witten Laplacian or, more pre-
cisely, Witten Laplacian in degree zero, since it is the restriction on the level
of 0-forms (i.e functions) of the full-fledged Witten Laplacian acting on the
exterior algebra of differential forms. The peculiar form of H˜h might be best
understood by observing that, up to a factor h, it is unitarily equivalent via
ground state transformation to the diffusion operator
Lh = −h∆+∇V · ∇. (3)
The latter acts as selfadjoint operator on the weighted space L2(e−V/hdx)
and its associated quadratic form is given by
Eh[f ] = h
∫
RN
|∇f |2e−V/hdx. (4)
Moreover Lh is the L
2-generator of the stochastic Langevin dynamics
X˙ = −∇V (X) +
√
2h η, (5)
where t 7→ X(t) is a stochastic process in RN and η is an N -dimensional
white noise in time. From this stochastic point of view the semiclassical
asymptotic h→ 0 turns out to be a small noise asymptotic for a reversible
diffusion process. The procedure which, starting from V , constructs the
essentially equivalent objects (2)-(5) and thus establishes a connection be-
tween the formalism of Quantum mechanics and diffusion processes is also
called stochastic quantization [39, 5, 41, 31].
There exists a large literature concerning the semiclassical eigenvalue
splitting for the stochastic quantization (2)-(5), see e.g. [25, 17, 30, 34, 35, 38]
and references therein. Sharpest possible results have been obtained on the
asymptotic behaviour of all the exponentially small eigenvalues in the case
of rather general multiwell potentials in [28, 15, 22, 48, 37]. For exam-
ple, in the case of a potential V with nondegenerate critical points, exactly
two quadratic minima and growing sufficiently at infinity, the two smallest
eigenvalues E
(0)
h , E
(1)
h of (2) satisfy E
(0)
h = 0 and, in the limit h→ 0,
E
(1)
h = hA exp(−B/h) (1 + o(1)) . (6)
Here A,B > 0 are constants which can be computed explicitly from the
potential V . Note that λ1(h) :=
E
(1)
h
h is nothing but the L
2-spectral gap
of (5).
Semiclassical tunneling in infinite dimensions. This paper concerns
the problem of obtaining sharp asymptotics of the type (6) in infinite-
dimensional models. In the presence of spatially extended systems with
infinite degrees of freedom, as occuring in statistical mechanics and quan-
tum field theory, the underlying finite-dimensional manifold of states is re-
placed by a suitable infinite-dimensional topological space. A typical energy
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functional for a system described by a field ξ : Λ→ R then takes the form
V (ξ) =
∫
Λ
F (ξ(s)) ds + J2
∫
Λ
|∇ξ(s)|2 ds, (7)
where Λ is some region in Rd, J > 0 is a constant and F : R → R is a
local potential. Analogous functionals appear in topological applications
when considering e.g. infinite-dimensional Riemannian manifolds of loops,
as Witten already had in mind (see Section 4 of [49] and e.g. [2, 18]).
In most situations of interest the energy landscape determined by V is
rather complex and in particular V might have several distinct local minima.
In analogy to the finite-dimensional case one expects then that exponential
eigenvalue splitting occurs for the corresponding stochastic quantization of
V in the semiclassical regime.
Our aim is to put forward a general strategy for extending (6) to infinite-
dimensional situations. We illustrate this strategy by giving a complete
proof of (6) for a special and relatively simple instance of (7), where Λ is
the one-dimensional torus and F is a symmetric quartic double-well. More
specifically we restrict to the case
F (ξ) = 14ξ
4 − 12ξ2.
For simplicity we also assume that J is large enough (sepecifically J > 4π2 ),
so that V admits exactly two minima, given by the constant states ±1. The
resulting double-well functional V is sometimes referred to as Ginzburg-
Landau or Allen-Cahn energy functional. While infinite-dimensional ver-
sions of the Schro¨dinger Operator (2) are generally ill-defined, it is well-
known that mathematically sound interpretations of (3)-(5) can be given in
the case of the Ginzburg-Landau functional considered here, see e.g. [19]. In
particular the Langevin dynamics (5) becomes now the semilinear stochastic
partial differential equation
∂tu = J ∂
2
xu− u3 + u+
√
2h η,
where t 7→ u(t) is a stochastic process taking values in a space of functions
on T and η is a space-time white noise [23].
Our main result, Theorem 2.3 below, states that for this infinite-dimensional
quartic model the asymptotic relation (6) holds true with B = 14 (the height
of the barrier separating the wells), an explicit prefactor A, expressed for
notational convenience in terms of µ := π
2J
4 , and with the o(1) remainder
term of order O(h). We emphasize that the difficult part of this result con-
cerns the lower bound. The upper bound follows indeed rather easily from
a suitable choice of test functions already introduced in [21].
Previous results. Several studies have been devoted to questions of semi-
classical analysis in large and infinite dimension. Early contributions are [45,
46, 20] and also [36] for semiclassical estimates with uniform bounds on
the dimension, mainly restricted to one-well situations. Further we men-
tion Aida’s extensive work on infinite-dimensional Schro¨dinger operators,
see [4] for an overview, and in particular his paper [3] on semiclassical tun-
neling. The latter concerns an infinite-dimensional version of (1) with a
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renormalized polynomial potential V and shows one-sided estimates on the
exponential decay rate in terms of a suitable Agmon estimate.
To our knowledge no rigorous results on spectral asymptotics comparable
in precision with (6) have been established so far even in simple double-
well situations. There exist at least three possible methods to show (6) in
finite dimension: 1) the potential-theoretic approach which goes through
the computation of hitting times for the stochastic dynamics (5) and ex-
ploits variational principles for capacities [14]; 2) the semiclassical approach
a` la Helffer-Klein-Nier based on WKB expansions and supersymmetry argu-
ments [28]; 3) the approach in [37] exploiting variance decompositions and
optimal transport techniques.
The first method has been used also in infinite-dimensional settings, both
for generalizations of the quartic model over T treated here [9, 8, 12] and
for the corresponding renormalized problem over the two-dimensional torus
T
2 [11]. These papers yield a result for the average time needed for the
stochastic process to pass from one well to the other. A result of this type
is commonly called Kramers’ Law and comparable in precision with (6).
The deduction of sharp eigenvalue asymptotics from an infinite-dimensional
Kramers Law is however missing.
A first attempt to generalize approach 2) to the infinite-dimensional model
considered here was made in [21]. The authors consider finite-dimensional
lattice approximations and show that (6) holds uniformly in the dimension
if the two exponentially small eigenvalues are well separated from the rest
of the spectrum [21, Theorem 1.2]. We shall refer to the latter property as a
rough spectral separation. As explained in [21] the usual finite-dimensional
estimates fail to produce a rough spectral separation that holds uniformly
in the dimension. This is indeed the major issue when trying to lift tunnel-
ing calculations to infinite dimensions. A very similar problem arises with
approach 3): here, a rough spectral separation for each basin of attraction
is needed, and the method based on Lyapounov functionals employed in [37]
does not produce uniform estimates.
Methods. The main technical contribution of this paper is to solve the
above mentioned problem and to show that the rough spectral separation
holds uniformly in the dimension (see Theorem 2.1 below).
One part of the proof consists in a suitable landscape decomposition and
a careful choice of reference potentials for the localized problems. These lead
via ground state transformations to infinite-dimensional Schrdinger opera-
tors replacing the ill-defined infinite-dimensional version of (2). A second
part provides the estimates for the localized problems. The main ingredient
here is the NGS bound [26, 42], which is well-known from quantum field the-
ory and has already been used in [1] in a semiclassical context, see also [24].
It provides a quantitative operator bound in case of a singular Schrdinger
potential. The NGS bound follows from (and is indeed equivalent to) the
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regularizing effect of a logarithmic Sobolev inequality. To obtain the neces-
sary hypercontractive properties we exploit the convexity poperties of the
reference potentials and the Bakry-E´mery criterion.
All our computations are performed for finite-dimensional lattice approx-
imations with uniform estimates in the approximation. The analogous com-
putations could, however, also be done directly in infinite dimension. Our
approach has the advantage to include also uniform estimates for the lattice
approximation. The latter, we believe, has its own interest, both as a phys-
ical model and for numerical schemes. Moreover our approach substantially
reduces the technical prerequisites for the proof: the infinite-dimensional
objects enter only in the final limiting procedure.
Outline of the paper. In Section 2 we present our main results: the
crucial estimate is stated in Theorem 2.1, which provides the rough spec-
tral separation for the lattice approximation of the model. Theorems 2.2
and 2.3 provide the sharp spectral gap asymptotics respectively for the lat-
tice approximation and the infinite-dimensional model. While the former
is a direct consequence of Theorem 2.1, for the latter some additional ap-
proximation results are needed. These are straigthforward and are discussed
in the final Section 6 for completeness. The core of the paper is given by
the Sections 3-5, where we prove Theorem 2.1. More precisely, in Section 3
we reduce the problem to localized problems around and off the diagonal.
In Section 4 we recall some abstract auxilary tools, in particular the NGS
Bound, in the form needed for the subsequent analysis of the localized prob-
lems. In Section 5 we prove all the necessary local estimates which permit
to conclude the proof of Theorem 2.1.
2. Results
As in [21] we fix µ > 1 and consider for every dimension N ∈ N the function
VN : R
N → [0,∞) defined by
VN (x) :=
N∑
k=1
1
4
(
x2k − 1
)2
+
µ
8 sin2( πN )
N∑
k=1
(xk − xk+1)2, (8)
where xN+1 := x1. We shall refer to VN as the energy. It is straightforward
to show (see e.g. [21, Lemma 2.1]) that, due to the assumption µ > 1, for
every N ∈ N the function VN admits exactly three critical points: the two
global minimum points given by the constant states I+ = (1, . . . , 1) and
I− = (−1, . . . ,−1) and the critical point of index one given by the origin
O = (0, . . . , 0). One might think of 1N VN as a lattice approximation of the
double-well functional V : H1(T)→ [0,∞) defined by
V (ξ) :=
∫
T
1
4
(
ξ2(s)− 1)2ds+ µ
8π2
∫
T
|ξ′(s)|2ds,
where T is the one-dimensional torus R/Z.
Let C∞b (R
N ) be the space of smooth real functions on RN which are bounded
together with all their derivatives. For each N ∈ N and h > 0 we denote by
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Eh,N : C∞b (RN )→ R the quadratic form defined by
Eh,N [f ] := hN
∫
RN
|∇f(x)|2 e−VN (x)hN dx,
define for each finite-dimensional linear subspace S ⊂ C∞b (RN )
κ
(S)
h,N := sup
{
Eh,N [f ] : f ∈ S and
∫
RN
f2e−
VN (x)
hN dx = 1
}
, (9)
and finally consider for each j ∈ N0
λ
(j)
h,N := inf
{
κ
(S)
h,N : S ⊂ C∞b (RN ) and dimS = j + 1
}
. (10)
It follows from standard arguments that for each h > 0, N ∈ N the set
{λ(j)h,N}j∈N0 gives counting multiplicities both the spectrum of the closure in
L2(e−VN /hNdx) of the diffusion-type differential operator
f 7→ −hN∆f +∇VN · ∇f, f ∈ C∞b (RN ),
and the spectrum of the closure in L2(dx) of the Schro¨dinger-type differential
operator
f 7→ −hN∆f + ( 14hN |∇VN |2 − 12∆VN )f, f ∈ C∞c (RN ), (11)
where C∞c (RN ) is the space of smooth compactly supported real functions
on RN . The differential operator (11) is also known as (the restricion on
0-forms of) the Witten Laplacian corresponding to the energy VN [49].
Note that λ
(0)
h,N = 0 and λ
(1)
h,N > 0 for each h > 0 and N ∈ N. Moreover,
considering a suitable test function for the upper bound and rough perturba-
tion arguments for the lower bound, one can show that λ
(1)
h,N is exponentially
small in the regime h ≪ 1, uniformly in the dimension N . More precisely
[21] there exist C,C ′ > 0 such that for all h ∈ (0, 1] we have
e−
C
h ≤ λ(1)h,N ≤ e−
C′
h .
The main technical result of the present paper is to prove that λ
(2)
h,N is
bounded from below, uniformly both in h and N .
Theorem 2.1. There exist constants C, h0 > 0 such that for every h ∈
(0, h0] and every N ∈ N we have
λ
(2)
h,N ≥ C.
Thus, in the semiclassical regime h→ 0, the spectrum separates sharply into
a “low-lying spectrum” consisting of the two exponentially close eigenvalues
λ
(0)
h,N , λ
(1)
h,N and the rest of the spectrum, which is uniformly bounded from
below by a strictly positive constant. A statement of this type is well known
to hold for a general class of energies V when the dimension N is fixed.
In general one finds indeed a cluster m0 of exponentially small eigenvalues,
where m0 is the number of local minima of V ; then there is a large gap,
with the rest of the spectrum being bounded away from zero, uniformly in h.
However the usual arguments, based on suitable Harmonic approximations
of the Schro¨dinger operator (11) [43, 29, 16, 33], do not permit to get bounds
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uniform in N when applied to the sequence of quartic energies VN defined
in (8).
As a corollary of Theorem 2.1 we are able to compute the precise asymptotic
behaviour in the limit h→ 0 of the spectral gap λ(1)h,N , with uniform control
in the dimension N : The exponential decay rate of λ
(1)
h,N equals the height
of the barrier 1N VN (0) − 1N VN (I+) = 14 separating the two wells, with an
explicit h-independent pre-exponential factor given by
p(N) :=
1
π
∣∣∣∣detHess VN (I+)detHess VN (0)
∣∣∣∣ 12 . (12)
More precisely we obtain as immediate application of Theorem 2.1 and [21,
Theorem 1.2] the following uniform Kramers Law, which, together with its
infinite-dimensional version stated below, is the main result of our paper.
Theorem 2.2. Let p(N) be given by (12). Then there exist h0, C > 0 such
that the error term (h,N) 7→ ǫ(h,N) defined for h > 0 and N ∈ N by
λ
(1)
h,N = p(N)e
− 1
4h
(
1 + ǫ(h,N)
)
,
satisfies for all h ∈ (0, h0] and N ∈ N the bound |ǫ(h,N)| ≤ Ch.
As already noted in [47] for N →∞ the prefactor converges:
p(N)→ sinh(π
√
2µ−1)
π sin(π
√
µ−1)
. (13)
Since our bounds are uniform in N we can thus pass to the limit N → ∞
and get the corresponding infinite-dimensional version of Theorem 2.2. To
formulate the latter, we shall introduce the following notation. We fix a mass
m > 0 and consider the trace class operator G : L2(T) → L2(T) defined as
the inverse of the selfadjoint operator on L2(T) given by H2(T) ∋ x 7→
mx − µ
(2π)2
x′′. We denote by γh the centered Gaussian measure on L2(T)
with covariance operator hG and define U : L2(T)→ R ∪ {+∞} by
U(ξ) :=
∫
T
(1
4
ξ4(s)− 1
2
(m+ 1)ξ2(s)
)
ds+
1
4
. (14)
Finally we define for every h > 0
λ
(1)
h := infF
{
h
∫
L2(T))
‖DF‖2L2(T) e−
U
h dγh
}
,
where the infimum is taken over all F ∈ FC∞b (L2(T)) satisfying the con-
straints
∫
L2(T)) |F |2 e−
U
h dγh = 1 and
∫
L2(T)) F e
−U
h dγh = 0 and where DF
is the gradient of F . Here F ∈ FC∞b (L2(T)) means that F is a cylindri-
cal test function on L2(T), i.e. there exist n ∈ N, y1, . . . , yn ∈ L2(T) and
f ∈ C∞b (Rn) such that F (x) = f(〈x, y1〉, . . . , 〈x, yn〉) for every x ∈ L2(T).
Theorem 2.3. There exist h0, C > 0 such that the error term h 7→ ǫ(h)
defined for h > 0 by
λ
(1)
h =
sinh(π
√
2µ−1)
π sin(π
√
µ−1)
e−
1
4h
(
1 + ǫ(h)
)
,
satisfies for all h ∈ (0, h0] the bound |ǫ(h)| ≤ Ch.
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Analogously to the finite-dimensional case, we have now that λ
(1)
h equals the
smallest non-zero eigenvalue of the closure in L2(e−U/hγh) of the infinite-
dimensional diffusion-type differential operator
F 7→ −LhF + 〈DU,DF 〉L2(T) , F ∈ FC∞b (L2(T)), (15)
where Lh denotes the Ornstein-Uhlenbeck operator which has γh as invariant
measure. Note that, after suitable unitary transformation, one might think
of (15) also as a rigorous version of the infinite-dimensional Schro¨dinger-type
differential operator in L2(γh) formally given by
F 7→ −LhF + ( 14h‖DU‖2L2(T) − 12hLhU)F. (16)
We remark explicitly that (15) is the L2-generator of the following nonlin-
ear stochastic heat equation, which is known under various names as e.g.
stochastic Allen-Cahn, or Chafee-Infante equation:
∂tu =
µ
4π2
∂2xu− u3 + u+
√
2hξ.
On the other hand the operator (16) might be seen as an infinite-dimensional
Witten Laplacian (restricted to 0-forms).
3. Reduction to local problems around and off the diagonal
We denote by x := 1N
∑N
k=1 xk the average of x ∈ RN . The first step of the
proof of Theorem 2.1 consists in decomposing the problem into two pieces:
one localized in a small neighbourhood of the space of constant states, i.e.
satisfying x− x = 0, and one in the complementary set, which will turn out
to be negligible for the low-lying spectrum in the h → 0 limit. Since we
want to analyze a quadratic form, the decomposition is most conveniently
realized via a smooth quadratic partition of unity:
We fix a χ ∈ C∞c (R; [0, 1]) such that χ ≡ 1 in [−12 , 12 ] and χ ≡ 0 in R\[−1, 1].
Further, for each N ∈ N and R > 0 we define θN,R, θ˜N,R : RN → [0, 1] by
setting
θN,R(x) := χ
(
1
NR2
∑
k
(xk − x)2
)
, θ˜N,R(x) :=
(
1− θ2N,R(x)
) 1
2 , (17)
so that θ2N,R + θ˜
2
N,R ≡ 1. Note that θN,R, θ˜N,R ∈ C∞(RN ) for all N ∈ N,
R > 0.
From a straightforward computation of commutators one gets for all N ∈ N,
h,R > 0 and all f ∈ C∞b (RN ) the identity (in general also known as IMS
localization formula, see [16, Theorem 3.2])
Eh,N [f ] = Eh,N [θN,Rf ] + Eh,N [θ˜N,Rf ] + hFh,N,R[f ], (18)
where the localization error Fh,N,R[f ] is given by
Fh,N,R[f ] := −N
∫
RN
(
|∇θN,R|2 + |∇θ˜N,R|2
)
f2 e−
VN
hN dx.
Since for each R > 0 there exists a constant c(R) such that for every N ∈ N
N
(
|∇θN,R|2 + |∇θ˜N,R|2
)
≤ c(R), (19)
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one obtains immediately for all N ∈ N, h,R > 0 and f ∈ C∞b (RN )
|Fh,N,R[f ]| ≤ c(R)
∫
RN
f2 e−
VN
hN dx. (20)
As we show below at the end of this section, Theorem 2.1 will then be an
easy consequence of the following two propositions. The first one concerns
the term Eh,N [θ˜N,Rf ] on the right hand side of (18). Indeed it implies that
away from the diagonal the quadratic form Eh,N is large in h and therefore
does not contribute to the low-lying spectrum.
Proposition 3.1. For every R > 0 there exist constants C = C(R) > 0
and h0 = h0(R) > 0 such that for all h ∈ (0, h0], N ∈ N and f ∈ C∞b (RN )
with supp f ⊂
{
x ∈ RN : 1N
∑
k(xk − x)2 ≥ R2
}
we have
Eh,N [f ] ≥ h−1C
∫
RN
f2e−
VN
hN dx.
The second proposition concerns the term Eh,N [θN,Rf ] on the right hand side
of (18). It states that, when restricting to a sufficienlty small neighbourhood
of the diagonal, Eh,N is larger than a constant except on a linear subspace
of dimension at most 2.
Proposition 3.2. There exist constants R0, h0, C > 0 and, for every h >
0, N ∈ N, there exist functions φ+h,N , φ−h,N ∈ C∞b (RN ) such that for all h ∈
(0, h0], N ∈ N and f ∈ C∞b (RN ) with supp f ⊂
{
x ∈ RN : 1N
∑
k(xk−x)2 ≤
R20
}
we have
Eh,N [f ] ≥ C
∫
RN
f2e−
VN
hN dx−
( ∫
RN
fφ+h,Ne
− VNhN dx
)2
−
(∫
RN
fφ−h,Ne
−VNhN dx
)2
.
(21)
The proofs of Proposition 3.1 and Proposition 3.2 will be given respectively
in Section 5.1 and Section 5.2.
Proof of Theorem 2.1. Thanks to Proposition 3.2 we can fix R0, h
′
0, C
′ > 0
and, for every h > 0, N ∈ N, functions φ+h,N , φ−h,N ∈ C∞b (RN ) such that (21)
holds true for all h ∈ (0, h′0], N ∈ N, f ∈ C∞b (RN ) with supp f ⊂
{
x ∈ RN :
1
N
∑
k(xk − x)2 ≤ R20
}
and with C ′ instead of C. In particular, denoting
by SN a generic 3-dimensional linear subspace of C
∞
b (R
N ) and picking for
every N ∈ N, h > 0 a function f∗h,N ∈ SN which in L2(e−V/hNdx) has norm
one and is orthogonal to both θN,R0φ
+
h,N and θN,R0φ
−
h,N , one obtains
Eh,N [θN,R0f∗h,N ] ≥ C ′
∫
RN
|θN,R0f∗h,N |2e−
VN
hN dx ∀h ∈ (0, h′0], N ∈ N. (22)
Moreover it follows from Proposition (3.1) that there exist C ′′, h′′0 > 0 such
that for all h ∈ (0, h′′0 ], N ∈ N it holds
Eh,N [θ˜N,R0f∗h,N ] ≥ h−1C ′′
∫
RN
|θ˜N,R0f∗h,N |2e−
VN
hN dx. (23)
10 M. BROOKS AND G. DI GESU`
Recalling the definition (9) and putting together the decomposition (18),
the estimates (22), (23) and the bound (20) on the localization error one
gets for every N ∈ N and h ∈ (0,min{1, h′0, h′′0}) the lower bound
κ
(SN )
h,N ≥ C ′
∫
RN
|θN,R0f∗h,N |2e−
VN
hN dx+ C ′′
∫
RN
|θ˜N,R0f∗h,N |2e−
VN
hN dx− hc(R0) ≥
≥ min{C ′, C ′′} − hc(R0).
Taking C := 12 min{C ′, C ′′}, h0 := min{1, h′0, h′′0 , c(R0)C } and recalling Defini-
tion (10) finishes the proof. 
4. Auxiliary Tools
In this section we review briefly some auxiliary tools which will be used in
the remainder of the paper. The key ingredient in the proofs of Proposi-
tion 3.1 and Proposition 3.2 is the so-called NGS Bound [26, 42], which we
recall below for the sake of the reader. We shall use the following standard
conventions. We say that a probability measure m on Rd satisfies a loga-
rithmic Sobolev inequality with constant ρ > 0 if for all f ∈ C∞b (Rd) the
inequality ∫
Rd
|∇f |2dm ≥ ρ
2
Entm[f
2] (24)
holds true, where we have denoted by
Entm[f
2] :=
∫
Rd
f2 log f2dm−
∫
Rd
f2dm log
∫
Rd
f2dm
the entropy of f2 with respect to m.
Proposition 4.1 (NGS Bound). Let m be a probability measure on Rd and
let M : Rd → R and Ω ⊂ Rd be respectively a continuous function and an
open set. If there exist constants ρ,Λ > 0 such that m satisfies a logarithmic
Sobolev inequality with constant ρ and such that
∫
Ω e
− 2M
ρ dm ∈ (0,Λ], then∫
Rd
|∇f |2dm+
∫
Rd
M |f |2dm ≥ C
∫
Rd
|f |2dm , ∀f ∈ C∞b (Rd) : supp f ⊂ Ω,
(25)
where the contant C ∈ R is given by
C := −ρ2 log Λ.
Note that in case that M is bounded from below by a constant M0 one
recovers the trivial bound C = M0. But crucially, for the finiteness of the
integral
∫
Ω e
− 2M
ρ dm, the boundedness of M from below is not needed.
Remark 4.2. The NGS Bound is usually stated with Ω = Rd. The slightly
more general variant presented in Proposition 4.1 can be easily proven by
repeating the original proof given in [26] and inserting suitable indicator
functions of Ω.
The NGS Bound will be used in combination with the following two facts.
The first one follows from a simple computation which permits to transform
by a unitary transformation the quadratic form Eh.N into an equivalent qua-
dratic form where a 0-order term appears as in the left hand side of (25).
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This transformation is also called ground state transformation. More pre-
cisely the following holds.
Lemma 4.3 (Ground State Transformation). Let U,W ∈ C2(Rd). Then
for every f ∈ C∞c (Rd), defining g := exp
(−U−W2 ), one has∫
Rd
|∇f |2e−Udx =
∫
Rd
|∇g|2e−W dx+
∫
Rd
Mg2e−Wdx,
where M : Rd → R is given by
M := 14
(|∇U |2 − |∇W |2)− 12∆(U −W ).
The second important ingredient in order to exploit the NGS-Bound is the
well-known Bakry-E´mery criterion [7]. The latter permits to give a quan-
titative bound on the logarithmic Sobolev constant in case of a uniformly
convex potential (see also [10] for an extension to singular nonconvex po-
tentials). For the sake of the reader we recall the precise statement of the
Bakry-E´mery criterion, which we use in the present paper.
Proposition 4.4 (Bakry-E´mery criterion). Let U ∈ C2(Rd) and assume
that there exists a C > 0 such that HessU(x) ≥ C for all x ∈ Rd. Then the
probability measure m(dx) on Rd proportional to e−Udx satisfies a logarith-
mic Sobolev inequality with constant C.
We shall use also the following fact, which might be deduced as a simple
corollary of the Bakry-E´mery criterion: if U ∈ C2(Rd) and if there exists
a C > 0 such that HessU(x) ≥ C for all x ∈ Rd, then the probability
measure m(dx) on Rd proportional to e−Udx satisfies the following Poincare´
inequality:∫
Rd
|∇f |2dm ≥ C
(∫
Rd
f2dm− ( ∫
Rd
fdm
)2)
, ∀f ∈ C∞b (Rd). (26)
5. Proofs of the local estimates
This section is devoted to the proofs of Proposition 3.1 and Proposition 3.2.
We first introduce some notation and discuss basic porperties of the inter-
action part in the energy VN .
Following the notation of [21] we denote by K = KN : R
N → RN the nor-
malised discrete Laplacian defined by setting for x ∈ RN and k ∈ {1, . . . , N}
(Kx)k :=
µ
4 sin2( πN )
(
2xk − xk+1 − xk−1
)
,
with the conventions xN+1 := x1 and x0 := xN . The interaction term in the
energy VN can then be written more compactly in terms of K, since
µ
8 sin2( πN )
N∑
k=1
(xk − xk+1)2 = 12〈x,Kx〉,
where 〈·, ·〉 is the standard scalar product in RN . The operator K is diago-
nalised through the discrete Fourier transform xˆ ∈ RN of x ∈ RN , defined
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by
xˆk :=
1√
N
N∑
j=1
xj e
−i2π j
N
k .
More precisely we have for every k ∈ {0, . . . , N − 1},
(K̂x)k = νk xˆk , where νk = νk,N := µ
sin2(k πN )
sin2( πN )
. (27)
Note that νk ∼ k2 for large N . As a consequence, due to the convergence of
the series
∑∞
k=1
1
k2
, the resolvent of K is uniformly trace class in N . More
precisely we shall use the following fact, whose proof is elementary.
Lemma 5.1. For every α > −µ there exists a γ(α) > 0 such that for every
N ∈ N we have ∑N−1k=1 1νk+α ≤ γ(α).
Observe also that ν0 = 0 is a simple eigenvalue of K corresponding to the
eigenspace of constant states and that its smallest non-zero eigenvalue equals
µ for every N ∈ N, N ≥ 2. This implies immediately the following Poincare´
inequality, where we recall that x = 1N
∑
k xk =
1√
N
xˆ0:
〈x,Kx〉 ≥ µ
∑
k
(xk − x)2 , ∀x ∈ RN . (28)
We note also the following Sobolev-type inequality, which, at the cost of
lowering the constant µ, allows to substitue on the right hand side of (28)
the Euclidean norm with a supremum norm. This will be useful later in
analysing the regions of convexity of VN .
Lemma 5.2. Let γ(0) > 0 as in Lemma 5.1. Then
〈x,Kx〉 ≥ 1γ(0)N sup
k
|xk − x|2 , ∀x ∈ RN .
Proof. Let x ∈ RN and assume that x = 0. Then
sup
k
|xk| ≤ 1√N
N−1∑
k=0
|xˆk| = 1√N
N−1∑
k=1
√
νk|xˆk| 1√νk ≤
≤ 1√
N
(
N−1∑
k=1
νk|xˆk|2
)1
2 √
γ(0) = 1√
N
〈x,Kx〉12
√
γ(0),
which finishes the proof in this case. If x 6= 0 one can apply the argument
to x− x. 
5.1. Away from the diagonal: Proof of Proposition 3.1. In order to
prove Proposition 3.1 we consider the decomposition RN = C ⊕ C⊥, where
C := {x ∈ RN : x − x = 0} (the space of constant states) and C⊥ :=
{x ∈ RN : x = 0} (the space of mean zero states). On C we consider the
coordinate ξ with respect to the (non-normalized) basis vector (1, . . . , 1).
On C⊥ we fix an arbitrary orthonormal basis, denote by y = (y1, . . . , yN−1)
the corresponding coordinates and by A the N ×N − 1 matrix so that each
x ∈ RN is uniquely determined by its coordinates (ξ, y) ∈ (R,RN−1) via
x = ξ(1, . . . , 1) +Ay.
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Note that in the (ξ, y) coordinates we have
V˜N (ξ, y) := VN (ξ(1, . . . , 1) +Ay) = F
(ξ)
N (y) +
N
4 (ξ
2 − 1)2,
where for each ξ ∈ R and N ∈ N we have defined the function F (ξ)N : RN−1 →
R by
F
(ξ)
N (y) :=
1
4P4(y) + ξP3(y) +
3
2ξ
2P2(y) +
1
2Q(y),
with
Q(y) := µ
4 sin2( π
N
)
N∑
k=1
((Ay)k − (Ay)k+1)2 − P2(y),
and with Pm(y) :=
∑N
k=1(Ay)
m
k form = 2, 3, 4. Note that P2(y) =
∑
k y
2
k for
every y ∈ RN−1, since we have chosen the coordinates y to be orthonormal.
Proposition 5.3. Fix R > 0. Then for every ξ ∈ R, N ∈ N and for every
φ ∈ C∞b (RN−1) such that suppφ ⊂ {y ∈ RN−1 : P2(y) ≥ NR2} we have
hN
∫
RN−1
|∇φ(y)|2e−
F
(ξ)
N (y)
hN dy ≥ C(h,N, ξ)
∫
RN−1
|φ(y)|2e−
F
(ξ)
N (y)
hN dy,
where
C(h,N, ξ) :=
µ− 1
2
(
log
∫
RN−1
e−
F
(ξ)
N (y)
hN dy − log
∫
{P2≥NR2}
e−
F
(ξ)
N (y)
hN dy
)
.
Proof. It follows from the Poincare´ inequality (28) that the Hessian of y 7→
F
(ξ)
N (y) is strictly positive, uniformly in y and ξ. More precisely,
HessF
(ξ)
N (y) ≥ µ− 1 ∀ξ ∈ R, y ∈ RN−1.
It follows then from the Bakry-E´mery criterion (Proposition 4.4) that for
each ξ ∈ R the probability measure on RN−1 with density proportional
to exp (−F
(ξ)
N
hN ) satisfies a logarithmic Sobolev inequality with constant
µ−1
hN .
Thus the claim follows by applying for each ξ ∈ R to this probability measure
the NGS Bound (Proposition 4.1) with M = 0 and Ω = {P2 ≥ NR2}. 
In order to estimate the constant C(h,N, ξ) defined in Prop. 5.3 we shall use
the following two simple lemmata, which give uniform estimates on suitable
Gaussian integrals. We define for t > −(µ− 1), h > 0 and N ∈ N
Zh,N(t) :=
∫
RN−1
e−
tP2(y)+Q(y)
2hN dy = h
N−1
2 Z1,N (t),
and write for short ZN (t) := Z1,N (t) .
Lemma 5.4. Fix t0 > −(µ−1). Then there exists a constant C = C(t0) > 0
such that for all t ≥ t0 and for all N ∈ N it holds
1
ZN (t)
∫
RN−1
1
NP4(y)e
− tP2(y)+Q(y)2N dy ≤ C.
Proof. Fix t0 > −(µ− 1) and let ν0, . . . , νN−1 be the eigenvalues of K given
by (27). We denote for short for each t ≥ t0 by gt(dy) the Gaussian measure
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on RN−1 given by 1ZN (t)e
− tP2(y)+Q(y)2N dy. Then for each t ≥ t0 and N ∈ N
an explicit computation of Gaussian 4th order moments gives
3
(
1 +
N−1∑
k=1
1
νk − 1 + t
)2
= 1
ZN (t)
√
2πN
∫
RN
1
N
∑
k
x4k e
−〈(K−1+t)x,x〉2N −
(2−t)x2
2 dx =
∫
R
(∫
RN−1
1
N
∑
k
(ξ + yk)
4
k gt(dy)
)
1√
2π
e−
ξ2
2 dξ =
1√
2π
∫
R
ξ4e−
ξ2
2 dξ + 6ZN (t)
∫
RN−1
1
NP2(y) gt(dy)
1√
2π
∫
R
ξ2e−
ξ2
2 dξ +
∫
RN−1
1
NP4(y) gt(dy) =
3 + 6
∫
RN−1
1
NP2(y) gt(dy) +
∫
RN−1
1
NP4(y) gt(dy).
Since ∫
RN−1
1
NP2(y) gt(dy) =
N−1∑
k=1
1
νk − 1 + t ,
we obtain∫
RN−1
1
NP4(y) gt(dy) = 3
(
1 +
N−1∑
k=1
1
νk − 1 + t
)2
− 3− 6
N−1∑
k=1
1
νk − 1 + t ≤
3
(
1 +
N−1∑
k=1
1
νk − 1 + t0
)2
,
which finishes the proof by Lemma 5.1. 
Lemma 5.5. For every t0 > −(µ− 1) there exists a γ(t0) > 0 such that for
all N ∈ N and for all t > −(µ− 1) it holds
ZN (t)
ZN (t0)
≥ e−
γ(t0)|t−t0|
2 .
Proof. Fix t0 > −(µ− 1) and let ν0, . . . , νN−1 be the eigenvalues of K given
by (27). Then, using log(1 + x) ≤ x for x > −1, one gets for all N ∈ N and
for all t > −(µ− 1)
2 log
(
ZN (t)
ZN (t0)
)
= −
N−1∑
k=1
log
(
νk − 1 + t
νk − 1 + t0
)
=
−
N−1∑
k=1
log
(
1 +
t− t0
νk − 1 + t0
)
≥ −(t− t0)
N−1∑
k=1
1
νk − 1 + t0
≥ −|t− t0|γ(t0),
where γ(t0) satisfies
∑N−1
k=1
1
νk−1+t0 ≤ γ(t0) for all N ∈ N (see Lemma 5.1).

The next proposition provides an estimate on the constant C(h,N, ξ) defined
in Prop. 5.3.
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Proposition 5.6. Fix R > 0. Then there exist constants C, h0 > 0 such
that for every h ∈ (0, h0], N ∈ N and ξ ∈ R it holds
log
∫
RN−1
e−
F
(ξ)
N
(y)
hN dy − log
∫
{P2≥NR2}
e−
F
(ξ)
N
(y)
hN dy ≥ Ch .
Proof. Fix R > 0. We first show that there exists a constant C ′ > 0 such
that for all h > 0, N ∈ N and ξ ∈ R it holds∫
RN−1
e−
F
(ξ)
N (y)
hN dy ≥ (1− hC ′)Zh,N(3ξ2). (29)
In order to do so we write for short
Z˜h,N (3ξ
2) :=
∫
RN−1
e−
F
(ξ)
N (y)−ξP3(y)
hN dy,
and P
(ξ)
h,N for the probability measure on R
N−1 with density e−
F
(ξ)
N (y)−ξP3(y)
hN /Z˜h,N (3ξ
2).
It follows then from Jensen’s inequality, the symmetry of P
(ξ)
h,N and the an-
tisymmetry of P3 that∫
RN−1
e−
F
(ξ)
N (y)
hN dy = Z˜h,N(3ξ
2)
∫
RN−1
e−
ξP3(y)
hN Ph,N(dy) ≥
Z˜h,N (3ξ
2) e−
ξ
hN
∫
RN−1
P3(y)Ph,N (dy) = Z˜h,N (3ξ
2).
Moreover, using for the quartic term the inequality e−t ≥ 1 − t, t ∈ R, one
gets
Z˜h,N(3ξ
2) =
∫
RN−1
e−
P4(y)
4hN e−
3ξ2P2(y)+Q(y)
2hN dy ≥∫
RN−1
e−
3ξ2P2(y)+Q(y)
2hN dy − 14hN
∫
RN−1
P4(y)e
−3ξ
2P2(y)+Q(y)
2hN dy =
Zh,N(3ξ
2)
(
1− h 14N
∫
RN−1
P4(y)e
−3ξ
2P2(y)+Q(y)
2N Z−11,N (3ξ
2)dy
)
.
The claim (29) follows then by applying Lemma 5.4 with t0 = 0 and t = 3ξ
2.
As second step we pick a δ ∈ (0, µ − 1) and show that for all ξ ∈ R, h > 0
and N ∈ N the estimate∫
{P2≥NR2}
e−
F
(ξ)
N (y)
hN dy ≤ e−
ξ2+δ
2h R
2
Zh,N(−δ) (30)
holds true. Indeed, using with α = 2 the inequality ξt3 ≤ αξ2t2 + t
4
2α , valid
for every ξ, t ∈ R and α > 0, one gets for every N ∈ N, ξ ∈ R and y ∈ RN−1
the lower bound
F
(ξ)
N (y) ≥ 12ξ2P2(y) + 12Q(y).
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It follows that for all ξ ∈ R, h > 0 and N ∈ N it holds∫
{P2≥NR2}
e−
F
(ξ)
N (y)
hN dy ≤
∫
{P2≥NR2}
e−
(ξ2+δ)P2(y)
2hN e−
Q(y)−δP2(y)
2hN dy ≤
e−
ξ2+δ
2h R
2
Zh,N (−δ),
i.e. (30) is proven.
To finish the proof of the proposition we observe that it follows from (29), (30)
and Lemma 5.5 that there exists constants C ′, δ′ > 0 such that, chosing
h′0 ∈ (0, 12C′ ), for every h ∈ (0, h′0], N ∈ N and ξ ∈ R it holds
log
∫
RN−1
e−
F
(ξ)
N (y)
hN dy − log
∫
{P2(y)≥NR2}
e−
F
(ξ)
N (y)
hN dy ≥
≥ log (1− hC ′)+ ξ2+δ2h R2 − δ′2 (3ξ2 + δ) ≥
≥ 12
(
R2
h − 3δ′
)
ξ2 + 1h
(
R2δ
2 − hδ( δ
′
2 − log 2δ )
)
.
It follows that, fixing any C < R
2δ
2 , we can find an h0 ∈ (0, h′0] such that
the statement of the proposition holds. 
We can now easily complete the proof of Proposition 3.1 by integrating over
the diagonal:
Proof of Proposition 3.1. Fix R > 0. It follows from Proposition 5.3 and
Proposition 5.6 that there exists constants C, h0 > 0 such that for every
N ∈ N, every h ∈ (0, h0] and every f ∈ Cb(RN ) with the property that
supp f ⊂
{
x ∈ RN : 1N
∑
k(xk − x)2 ≥ R2
}
, denoting for each ξ ∈ R by f (ξ)
the function y 7→ f(x(ξ, y)) ∈ C∞b (RN−1) and by ∇f (ξ) its gradient, it holds
Eh,N [f ] ≥ hN
∫
R
(∫
RN−1
|∇f (ξ)(y)|2e−F
(ξ)(y)
hN dy
)
e−
1
4h (ξ
2−1)2√Ndξ ≥
C
h
∫
R
(∫
RN−1
|f (ξ)(y)|2e−F
(ξ)(y)
hN dy
)
e−
1
4h (ξ
2−1)2√Ndξ = Ch
∫
RN
f2e−
VN
hN dx.

5.2. Around the diagonal: Proof of Proposition 3.2. In order to prove
Proposition 3.2 we shall consider another quadratic partition of unity, which
permits to isolate and treat separately various contributions to Eh,N : the
contribution coming from a large convexity region of VN (containing the
two local minima I+, I−), see Proposition 5.10 below; the contribution due
to a neighbourhood of the saddle point, see Proposition 5.11 below; and
finally the contribution coming from the small remaining region, see Propo-
sition 5.12 below.
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We consider in the sequel for every N ∈ N and R > 0 the strip around the
diagonal given by
SN (R) :=
{
x ∈ RN : 1N
∑
k
(xk − x)2 ≤ R2
}
.
Moreover we define for all N ∈ N, R > 0 and r ≥ 0 the sets
ΩminN (R, r) := SN (R) ∩
{
x ∈ RN : |x| ≥ r
}
,
which, for 0 ≤ r < 1, are neighbourhoods of the two minima ±I and the
sets
Ω0N (R, r) := SN (R) ∩
{
x ∈ RN : |x| ≤ r
}
,
which, for r > 0, are neighbourhoods of the saddle point 0.
As a preliminary step we show in Lemma 5.7 below that the energy VN is
uniformly convex on suitable sectors containing the two global minima (and
thus in particular on ΩminN (R, r) if R is small enough and r is large enough).
This is a rather straightforward consequence of the Sobolev inequality given
in Lemma 5.2.
Lemma 5.7 (Convexity around I+, I−). For every r > 1√3 there exist con-
stants α0 = α0(r), C = C(r) > 0 such that for all N ∈ N and for all x ∈ RN
such that |x| ≥ r and ∑k(xk − x)2 ≤ Nα20|x|2 one has the bound
HessVN (x) ≥ C.
In particular there exists an R0 > 0 such that for every r >
1√
3
there exists
a constant C(r) > 0 such that
HessVN (x) ≥ C(r) , ∀N ∈ N and ∀x ∈ ΩminN (R0, r).
Proof. We note first that for all N ∈ N, x ∈ RN and ω ∈ RN such that∑
k ω
2
k = 1 it holds
〈Hess VN (x)ω, ω〉 = 3
∑
k
x2kω
2
k − 1 + 〈Kω,ω〉.
We fix r > 1√
3
, ε > 0 and let N ∈ N and ω ∈ RN with ∑k ω2k = 1. If
〈Kω,ω〉 ≥ 1+ε we use 3∑k x2kω2k ≥ 0 and conclude that 〈HessVN (x)ω, ω〉 ≥
ε for all x ∈ RN . Thus we can assume in the sequel that 〈Kω,ω〉 ≤ 1 + ε.
In this case, using 〈Kω,ω〉 ≥ 0 and the decomposition x = x+ (x− x), one
gets for every x ∈ RN the estimate
〈Hess VN (x)ω, ω〉 ≥ 3x2 − 1 + 6x
∑
k
(xk − x)ω2k + 3
∑
k
(xk − x)2ω2k ≥
≥ 3x2 − 1 + 6x
∑
k
(xk − x)ω2k.
It follows then from the decomposition ω = ω + (ω − ω) and the Cauchy-
Schwarz inequality that, for every α > 0 and every x ∈ RN with ∑k(xk −
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x)2 ≤ Nα2|x|2,
〈Hess VN (x)ω, ω〉 ≥ 3x2 − 1− 12αx2 − 6αx2
(
N
∑
k
(ωk − ω)4
)1
2
. (31)
The Sobolev inequality of Lemma 5.2 implies that there exists a constant
γ > 0 such that(
N
∑
k
(ωk − ω)4
)1
2
≤ γ〈Kω,ω〉 ≤ γ(1 + ε). (32)
Thus (31) implies that, for every α > 0 and every x ∈ RN with ∑k(xk −
x)2 ≤ Nα2x2 and |x| > r, defining for short δ := 3r2 − 1 > 0 and t :=
6(2− γ(1 + ε)) ∈ R,
〈Hess VN (x)ω, ω〉 ≥ 3 [1− 6α(2 − γ(1 + ε))] r2 − 1 =
[1− αt] (1 + δ)− 1 ≥ δ(1 − α|t|)− α|t|.
We conclude that, taking α0 > 0 such that α0|t| ≤ min{12 , δ4}, the estimate
〈HessVN (x)ω, ω〉 ≥ δ4
holds for every x ∈ RN with ∑k(xk − x)2 ≤ Nα20x2 and |x| > r. 
Remark 5.8 (Convex modifications of VN ). It follows from Lemma 5.7
that there exists R0 > 0 such that for every r >
1√
3
there exist a constant
C(r) > 0 and, for every N ∈ N, functions V +N,r, V −N,r ∈ C∞(RN ) with the
following property:
(i) HessV ±N,r(x) ≥ C(r) for all N ∈ N and x ∈ RN ,
(ii) V ±N,r(x) = VN (x) for all N ∈ N and x ∈ ΩminN (R0, r) ∩ {±x ≥ 0}.
Remark 5.9. Note that it would be enough to have a Sobolev inequality for
the 4-norm appearing on the left hand side of (32) instead of the stronger
∞-norm statement of Lemma 5.2. This remark permits to extend our argu-
ments to space dimension two and three.
In regions where VN is uniformly convex we can now estimate Eh,N from
below by the Bakry-E´mery criterion for the spectral gap given by (26):
Proposition 5.10 (Estimates in convex regions around the minima). There
exists an R0 > 0 such that for every r ∈ ( 1√3 , 1) the following holds: there
exist constants C = C(r) > 0 and, for every h > 0, N ∈ N, there exist
functions φ+h,N = φ
+
h,N,r, φ
−
h,N = φ
−
h,N,r ∈ C∞b (RN ) such that for all h > 0,
N ∈ N and f ∈ C∞b (RN ) with supp f ⊂ ΩminN (R0, r) it holds
Eh,N [f ] ≥ C
∫
RN
f2e−
VN
hN dx−
( ∫
RN
fφ+h,Ne
− VNhN dx
)2
−
(∫
RN
fφ−h,Ne
−VNhN dx
)2
.
Proof. Take R0 > 0 as in Remark 5.8, let r ∈ ( 1√3 , 1) and consider the
constant C = C(r) and the functions V +N := V
+
N,r, V
−
N := V
−
N,r as in Re-
mark 5.8. Moreover define for shortness Z±h,N :=
∫
RN
exp (−V
±
N
hN )dx and take
χ+, χ− ∈ C∞b (RN ) such that χ± ≡ 1 on {±x ≥ r2} and χ± ≡ 0 on {±x ≤ 0}.
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Then for all h > 0, N ∈ N and f ∈ C∞b (RN ) with supp f ⊂ ΩminN (R0, r) it
follows from (26) that
Eh,N [f ] = hN
∫
RN
|∇(χ+f)|2e−
V +N
hN dx+ hN
∫
RN
|∇(χ−f)|2e−
V −N
hN dx ≥
≥ C
(∫
RN
|χ+f |2e−
V +N
hN dx−
(
1√
Z+
h,N
∫
χ+fe−
V +N
hN dx
)2)
+
+ C
(∫
RN
|χ−f |2e−
V −N
hN dx−
(
1√
Z−
h,N
∫
χ−fe−
V −N
hN dx
)2)
=
= C
∫
RN
f2e−
VN
hN dx−
( ∫
f
√
C
Z+
h,N
χ+e−
VN
hN dx
)2
−
( ∫
f
√
C
Z−
h,N
χ−e−
VN
hN dx
)2
.
Thus the functions φ±h,N :=
√
C
Z±h,N
χ± satisfy the statment of the proposi-
tion. 
The next proposition gives a lower bound on Eh,N on Ω0N (R, r) for R, r
small enough. The proof is elementary if one first bounds the norm of the
full gradient of f from below by the norm of the directional derivative in
direction of the constants and then performs a one-dimensional version of
the ground state transformation (Lemma 4.3).
Proposition 5.11 (Estimate around the saddle point). Let δ, C > 0 with
C < δ2 < 12 and define r(δ) :=
√
(1−2δ2)
3 > 0 and R(δ) :=
√
2
3 (δ
2 − C) > 0.
Then the following holds: for every h > 0, N ∈ N and f ∈ C∞b (RN ) with
supp f ⊂ Ω0N (R(δ), r(δ))
Eh,N [f ] ≥ C
∫
RN
f2e−
VN
hN dx.
Proof. Let f ∈ Cb(RN ). Setting g := e
−VN
2hN f we get
Eh,N [f ] ≥ hN
∫
RN
∣∣∇f(x) · (1,...,1)√
N
∣∣2e− VNhN dx = h∫
RN
∣∣∑
k
∂kf
∣∣2e− VNhN dx =
= h
∫
RN
{∣∣∑
k
∂kg
∣∣2 + 14h2N2 ∣∣∑
k
∂kVN
∣∣2g2 − 12hN ∑
k,j
∂2k,jVN g
2
}
dx ≥
− 12N
∫
RN
∑
k,j
∂2k,jVN f
2e−
VN
hN dx. (33)
Moreover for every x ∈ RN
− 12N
∑
k,j
∂2k,jVN (x) = − 12N
∑
k
(3x2k − 1) = 12 − 32x2 − 32N
∑
k
(xk − x)2.
Thus for every x ∈ Ω0N(R(δ)r(δ))
− 12N
∑
k,j
∂2k,jVN (x) ≥ 12 − 32r(δ)2 − 32R(δ)2 ≥ C.
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This gives the desired resultn by taking f with supp f ⊂ Ω0N (R(δ), r(δ))
in(33). 
Note that the domains covered by Proposition 5.10 and Proposition 5.11 do
not match. In order to fill the gap we consider now domains in RN of the
form
Ω˜N (R, r1, r2) := SN (R) ∩
{
x ∈ RN : r1 ≤ |x| ≤ r2
}
.
where r1, r2 ∈ (0, 1), r1 < r2 and R > 0. One expects the restriction of
the Dirichlet form E on functions supported in such a Ω˜N (r1, r2, R) to be
bounded from below by a term of order h−1, uniformly in N . The next
proposition shows that this is the case, at least if (r1, r2) ⊂ (0, 1√2) and R is
sufficiently small. This will be enough for our purposes, since for our main
proof we will need only to cover the case in which (r1, r2) is an arbitrarily
small neighbourhood of the inflection point 1√
3
and R is arbitrarily small.
Proposition 5.12 (Estimates around infliction points). For every δ ∈ (0, 13)
there exist constants C = C(δ), R0 = R0(δ), h0 = h0(δ) > 0 such that for all
h ∈ (0, h0], N ∈ N and f ∈ C∞b (RN ) with supp f ⊂ Ω˜N (R0,
√
δ, 1√
2
√
1− δ)
we have
Eh,N [f ] ≥ Ch
∫
RN
f2e−
VN
hN dx. (34)
Proof. Fix δ ∈ (0, 13). We set for short κ := min{ δ2 , µ − 1} and consider for
each N ∈ N the function UN : RN → R given by
UN (x) := VN (x) +
1+κ
2 Nx
2 − N4 = 14
∑
k
x4k +QN (x),
with QN (x) :=
κ
2Nx
2+ 12〈x− x, (K − 1)x− x〉. Observe that HessUN (x) ≥
κ > 0 for every N ∈ N and every x ∈ RN . Further, given f ∈ C∞b (RN ),
according to Remark 4.3 we compute
Eh,N (f) =∫
RN
[
hN |∇g|2 + ( 14hN |∇VN |2 − 14hN |∇UN |2 − 12∆(VN − UN )) g2] e−UNhN dx,
where g = e
−VN+UN
2hN f . It follows then from the NGS Bound (Prop. 4.1),
the Bakry-Emery criterion (Prop. 4.4) and the estimate ∆(VN − UN )(x) =
−(1 + κ) ≤ 0 that for every R > 0, N ∈ N and f ∈ C∞b (RN ) with supp f ⊂
ΩN,δ,R := Ω˜N
(
R,
√
δ, 1√
2
√
1− δ) we have
Eh,N(f) ≥ C(h,N,R)
∫
RN
f2e−
VN
hN dx, (35)
where
C(h,N,R) :=
κ
2
(
log
∫
RN
e−
UN (x)
hN dx− log
∫
ΩN,δ,R
e−
GN (x)
hN dx
)
,
with
GN :=
1
2κ
(|∇VN |2 − |∇UN |2)+ UN =
1
2κ |∇(VN − UN )|2 + 1κ∇UN · ∇(VN − UN ) + UN .
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A straigthforward computation (see below for details) shows that there exists
a constant c ∈ R such that for every N ∈ N and every R > 0 we have the
lower bound
GN (x) ≥ N
(
δ2
4κ − cR2
)
+QN (x) , ∀x ∈ ΩN,δ,R. (36)
Thus, letting C˜(R) := δ
2
4κ − cR2 and denoting for short by γN (dx) the
Gaussian probability measure on RN with density e−
QN (x)
N , one gets for
all h,R > 0, N ∈ N
C(h,N,R) ≥ κ
2
(
log
∫
RN
e−
UN (x)
hN dx− log
∫
RN
e−
QN (x)
hN dx
)
+ κC˜(R)2h =
=
κ
2
log
∫
RN
e−
h
∑
k x
4
k
4N γN (dx) +
κC˜(R)
2h ≥ −hκ8 1N
∑
k
∫
RN
x4k γN (dx) +
κC˜(R)
2h .
An explicit computation of the Gaussian integrals
∫
RN
x4k γN (dx) (see also [21,
Lemma 2.2] for details) shows that there exists a constant M > 0 such that
1
N
∑
k
∫
RN
x4k γN (dx) < M , ∀N ∈ N.
Thus, chosing R0 > 0 small enough, such that C˜(R0) =
δ2
4κ − cR20 > 0 and
h0 =
√
2C˜(R0)
M , one gets for every N ∈ N and every h ∈ (0, h0]
C(h,N,R0) ≥ κC˜(R0)4h .
Together with (35) this provides the final estimate (34) with C := κC˜(R0)4 .
In order to complete the proof, we give now the details on how the esti-
mate (36) can be proven. First, to obtain a more explicit formula for GN ,
we observe that [∇(VN − UN )(x)]j = −(1 + κ)x for every j = 1, . . . , N and
that ∑
j
[∇UN (x)]j =
∑
j
(
x3j − xj + [Kx]j
)
+ (1 + κ)Nx =
=
∑
j
x3j + κNx = Nx
3 + κNx+ 3x
∑
j
(xj − x)2 +
∑
j
(xj − x)3.
It follows that
GN (x) =
(1+κ)2
2κ Nx
2 − 1+κκ
(
Nx4 + κNx2 + 3x2
∑
j
(xj − x)2 +
+ x
∑
j
(xj − x)3
)
+ 14
∑
j
x4j +QN (x) =
= N2κθN (x)x
2 +HN (x) +QN (x),
with
θN (ξ) :=
[
1− κ2 − 12 (4 + 3κ)ξ2
]
,
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and
HN (x) :=
1
4
∑
j
(xj − x)4 − 1κx
∑
j
(xj − x)3 − 32 2+κκ x2
∑
j
(xj − x)2.
Note that for x2 ≤ 12(1 − δ) one has θN(x) ≥ δ − (κ2 + 34κ) ≥ δ2 , where for
the last inequality we have used δ < 13 and κ ≤ δ2 . Moreover, the inequality
ab ≤ αa2 + 14αb2 with a = (xk − x)2, b = x(xk − x) and α = κ4 yields
HN (x) ≥ −c˜x2
∑
j
(xj − x)2 , with c˜ := 32 2+κκ + 1κ2 .
It follows that
GN (x) ≥
(
δ2
4κ − c˜2(1− δ)R2
)
N +QN (x) , ∀x ∈ ΩN,δ,R,
i.e. (36) with c = c˜2(1− δ).

We can now wrap up all the estimates of this section and prove Proposi-
tion 3.2.
Proof of Proposition 3.2. We fix a0, b0, amin, bmin > 0 such that
a0 < b0 <
1√
3
< amin < bmin <
1√
2
and two functions χmin, χ0 ∈ C∞b (R; [0, 1]) such that χmin ≡ 1 on (−∞,−bmin]∪
[bmin,+∞), χmin ≡ 0 on [−amin, amin], χ0 ≡ 1 on [−a0, a0], χ0 ≡ 0 on
R \ [−b0, b0]. We then define ζminN , ζ0N , ζ˜N : RN → [0, 1] by setting
ζminN (x) := χ
min(x) , ζ0N (x) := χ0(x) , ζ˜N (x) :=
(
1−[ζminN ]2(x)−[ζ0N ]2(x)
) 1
2 ,
(37)
so that [ζminN ]
2+ [ζ0N ]
2+ [ζ˜N ]
2 ≡ 1. Note that ζminN , ζ0N , ζ˜N ∈ C∞(RN ) for all
N ∈ N.
It follows from the IMS localization formula that for all N ∈ N, h > 0 and
all f ∈ C∞b (RN )
Eh,N [f ] = Eh,N [ζminN f ] + Eh,N [ζ0Nf ] + Eh,N [ζ˜Nf ] + hGh,N [f ], (38)
where the localization error Gh,N [f ] is given by
Gh,N [f ] := −N
∫
RN
(
|∇ζminN |2 + |∇ζ0N |2 + |∇ζ˜N |2
)
f2 e−
VN
hN dx.
Computing the gradients in this formula shows that there exists a constant
c > 0 such that for all N ∈ N, h > 0 and f ∈ C∞b (RN )
|Gh,N [f ]| ≤ c
∫
RN
f2 e−
VN
hN dx.
Using for the first, second and third term on the right hand side of (38)
respectively Proposition 5.10, Proposition 5.11 and Proposition 5.12 gives
then the following estimate: there exist constants R0, h˜0, Cmin, C0, C˜ > 0
and, for every h > 0, N ∈ N, there exist functions ϕ+h,N , ϕ−h,N ∈ C∞b (RN )
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such that for all h ∈ (0, h˜0], N ∈ N and f ∈ C∞b (RN ) with supp f ⊂ SN (R0)
it holds
Eh,N [f ] ≥ Cmin
∫
RN
[ζminN f ]
2e−
VN
hN dx
−
(∫
RN
f ζminN ϕ
+
h,Ne
− VNhN dx
)2
−
( ∫
RN
f ζminN ϕ
−
h,Ne
−VNhN dx
)2
+C0
∫
RN
[ζ0Nf ]
2e−
VN
hN dx+ C˜h0
∫
RN
[ζ˜Nf ]
2e−
VN
hN dx− ch
∫
RN
f2 e−
VN
hN dx.
Taking C := 12 min{Cmin, C0, C˜}, h0 := min{h˜0, 1, Cc } and φ±h,N := ζminN ϕ±h,N
conlcudes the proof. 
6. Spectral Gap Asymptotics in infinite dimension
In this section we provide the proof of Theorem 2.3. The latter is split into
two parts: The lower bound will be shown with Proposition 6.4 below, and
the upper Bound with Proposition 6.5 below. Both lower and upper bound
are obtained by rather straightforward approximation procedures starting
from the corresponding uniform result on the lattice. Thus the lower bound
given in Proposition 6.4 will be essentially a corollary of Theorem 2.2.
We start by introducing our notation. We fix m > 0 and consider for
each h > 0 the centered Gaussian measure γh on L
2(T) introduced after
Theorem 2.2. The Fourier transform of ξ ∈ L2(T) is denoted by k 7→ ξˆ(k) :=∫
T
ξ(s)e−i2πks ds. For the approximation procedure it will be enough and
notationally convenient to consider only odd N . We shall then denote by
N
′ := 2N − 1 the set of odd natural numbers and label generic elements of
R
N for N ∈ N′ by x = (xk)
k∈Z:|k|≤N−12
. We still assume periodic boundary
conditions, i.e. x 1
2
(N+1) := x− 1
2
(N−1).
For each N ∈ N′ and h > 0 we consider the centered Gaussian probability
measure γh,N on R
N defined by
γh,N (dx) := Z
−1
h,N exp
(
−m
2
∑
k
x2k −
µ
8 sin2( πN )
∑
k
(xk − xk+1)2
)
dx,
where Zh,N is the normalization constant. Note that for every N ∈ N′, h > 0
and k, j ∈ Z with |k|, |j| ≤ 12 (N − 1) the covariances are given by∫
RN
xkxj γh,N(dx) = h
∑
|ℓ|≤ 1
2
(N−1)
1
m+ νℓ,N
exp
(−i2π ℓN (k − j)), (39)
where the νℓ,N ’s are the eigenvalues of KN as introduced in (27). In or-
der to relate γh and γh,N we introduce for each N ∈ N′ a random vector
X(N) = (X
(N)
k )k∈Z:|k|≤N−12
on the probability space (L2(T), γh) which has
the property to be distributed according to γh,N . This can be done as fol-
lows [42]. We define for each N ∈ N′ the function σ := σN : Z → R by
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setting
σN (k) :=

(
m+µk2
m+νk,N
) 1
2
if |k| = 0, . . . , N−12 ,
0 otherwise.
(40)
Note that limN→∞ σN (k) → 1 for every k ∈ Z and that there exists a
C > 0 such that |σN (k)| ≤ C for all k ∈ Z and N ∈ N′. Further let
X(N) = (X
(N)
k )k∈Z:|k|≤N−12
: L2(T) → RN be the continuous linear map
given by
X
(N)
k (ξ) :=
∫
T
ξ(s)
∑
ℓ∈Z
σN (ℓ) e
−i2πℓ(s− kN ) ds , ∀ξ ∈ L2(T), |k| ≤ N−12 . (41)
Then X(N) is a centered Gaussian random vector on the probability space
(L2(T), γh) with covariance given by∫
L2(T)
X
(N)
k X
(N)
j γh(dξ) = h
∑
|ℓ|≤ 1
2
(N−1)
1
m+ νℓ,N
exp
(−i2π ℓN (k − j)).
Thus, it follows from (39) that X(N) has Law γh,N as desired. Furthermore,
we introduce in analogy to [DaPrato, 11.2], point evaluation on L2(T) for
all s ∈ T and ξ ∈ L2(T) as ξ(s) := δs(ξ), where δs is defined as the limit in
L2(dγh) of
δs,N (ξ) :=
∑
|ℓ|≤ 1
2
(N−1)
ξˆ(ℓ)ei2πℓs. (42)
Next, recalling the functional U introduced in (14), we consider for each
N ∈ N′ its discrete version UN : RN → R given by
UN (x) :=
∑
k
(
1
4
x4k −
1
2
(1 +m)x2k +
1
4
)
. (43)
We shall consider for each h > 0 and N ∈ N′ the perturbed probability
measures γ˜h and γ˜h,N , defined respectively on the Borel sets of L
2(T) and
R
N , and given by
γ˜h(dξ) := Z˜
−1
h e
−U(ξ)h γh(dξ) , γ˜h,N(dx) := Z˜−1h,Ne
−UN (x)hN γh,N(dx),
where Z˜h and Z˜h,N are normalization constants.
Remark 6.1. An explicit Gaussian computation shows that ξ 7→ ∫
T
ξ4(s) ds
is in L1(dγh) for every h > 0. This implies, by Jensen’s inequality, Z˜h > 0
and thus γ˜h is well-defined. It is well-known that not only γh(L
4(T)) = 1,
but even γh(C
α(T)) = 1 for α < 12 , where C
α(T) is the space of α-Ho¨lder
continuous functions on T.
Now fix F ∈ FC∞b (L2(T)). Then by definition of FC∞b (L2(T)) there exist
n ∈ N, y = (y1, . . . , yn) with yi ∈ L2(T) and f ∈ C∞b (Rn) such that F (ξ) =
f([ξ,y]) for every ξ ∈ L2(T), where we have set for short
[ξ,y] :=
(〈ξ, y1〉L2(T), . . . , 〈ξ, yn〉L2(T)) .
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In particular F ∈ C1(L2(T)) and, denoting by DF : L2(T) → L2(T) the
gradient of F , we have ∀ξ ∈ L2(T)
‖DF (ξ)‖2L2(T) =
n∑
j,ℓ=1
∂jf([ξ,y]) ∂lf([ξ,y])〈yj , yℓ〉L2(T). (44)
In order to perform the approximation procedure it will be convienent to
introduce for each N ∈ N′ the function f˜N : RN → R defined by
f˜N (x) := F (η
(N)(x)) = f([η(N)(x),y]), (45)
where ηN : RN → L2(T) and η(N)(x) is is given by
s 7→ 1
N
∑
|j|,|ℓ|≤ 1
2
(N−1)
xℓ e
i2πj(s− ℓN ). (46)
Before we can prove the following approximation result, we introduce the
covariance functions
Q(s, t) :=
∫
L2(T) ξ(s)ξ(t) γh(dξ),
QN (s, t) :=
∫
L2(T)X
(N)
ks
(ξ)X
(N)
kt
(ξ) γh(dξ),
Q˜N (s, t) :=
∫
L2(T)X
(N)
ks
(ξ)ξ(t) γh(dξ),
defined for all s, t ∈ T where ks := int(N · s) is the next lattice point to
s. Note that QN is just the step function associated to the discrete covari-
ance
∫
L2(T)X
(N)
k (ξ)X
(N)
ℓ (ξ) γh(dξ). Using the boundedness and convergence
of σN , a simple argument shows that Q
N , Q˜N are uniformly bounded and
Q = lim
N→∞
QN = lim
N→∞
Q˜N pointwise. Furthermore, we recall that we can
express higher momenta of Gaussian random variables via a polynomial of
their covariances. Particularly, there exists a polynomial p(x, y, z) such that∫
L2(T)(
1
4φ
4 − 12(m+ 1)φ2)(14ψ4 − 12(m+ 1)ψ2) γh(dξ) can be expressed by
p
(∫
L2(T)
φ · φγh(dξ),
∫
L2(T)
ψ · ψ γh(dξ),
∫
L2(T)
φ · ψ γh(dξ)
)
,
for all Gaussian distributed random variables φ,ψ.
Lemma 6.2. . Let UN , X
(N) and η(N) be defined respectively as in (43), (42)
and (46). Then, in the limit N →∞, we have
(i) UN◦X
(N)
N → U(ξ) in L2(dγh),
(ii) 〈η(N)(X(N)(ξ)), y〉L2(T) → 〈ξ, y〉L2(T) for all ξ, y ∈ L2(T).
Proof. For a series {ak : |k| ≤ 12(N−1)}, we have the identity 1N
∑
|k|≤ 1
2
(N−1) ak =∫
T
aktdt, hence we obtain∫
L2(T)
∣∣∣U(ξ)− UN (X(N)(ξ))N ∣∣∣2 γh(dξ) =
=
∫
L2(T)
∣∣∣∣∫
T
1
4
ξ4(s)− 1
2
(m+ 1)ξ2(s)− 1
4
(
X
(N)
ks
(ξ)
)4
+
1
2
(m+ 1)
(
X
(N)
ks
(ξ)
)2
ds
∣∣∣∣2 γh(dξ)
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Rewriting this expression in terms of the covariances Q,QN , Q˜N and poly-
nomial p(x, y, z), yields∫
L2(T)
∫
L2(T)
(
p
(
Q(s, s), Q(t, t), Q(s, t)
) − 2p(Q(s, s), QN (t, t), Q˜N (s, t))
+ p
(
QN (s, s), QN (t, t), QN (s, t)
))
ds dt,
where we have expanded the square and changed the order of integration.
Because of Q = lim
N→∞
QN = lim
N→∞
Q˜N , statement (i) follows by dominated
convergence. In order to prove (ii) note that
〈η(N)(X(N)(ξ)), y〉L2(T) =
1
N
∫
T
∑
|j|,|ℓ|≤ 1
2
(N−1)
X
(N)
ℓ (ξ) e
i2πj(s− ℓ
N
))y(s) ds =
1
N
∑
|j|,|ℓ|,|p|≤ 1
2
(N−1)
e−i2π
ℓ
N
(j+p)σN (p)ξˆ(−p)yˆ(−j) =
∑
|j|≤ 1
2
(N−1)
σN (j)ξˆ(j)yˆ(−j) N→∞−−−−→
∑
j∈Z
ξˆ(j)yˆ(−j) = 〈ξ, y〉L2(T).

The next lemma provides for fixed h > 0 the crucial approximation proper-
ties for the objects appearing in the functional inequality which defines the
spectral gap λ
(1)
h .
Lemma 6.3. Let F ∈ FC∞b (L2(T)) and consider for each N ∈ N′ the
corresponding f˜N ∈ C∞b (RN ) defined in (45). Then for each h > 0
lim
N→∞
∣∣∣∣∣
∫
L2(T)
‖DF (ξ)‖2L2(T) γ˜h(dξ)−N
∫
RN
|∇f˜N(x)|2 γ˜h,N (dx)
∣∣∣∣∣ = 0. (47)
Moreover, for each h > 0, we have
limN→∞
∣∣∣∫L2(T) |F (ξ)|2 γ˜h(dξ) − ∫RN |f˜N (x)|2 γ˜h,N (dx)∣∣∣ = 0,
limN→∞
∣∣∣∫L2(T) F (ξ) γ˜h(dξ)− ∫RN f˜N(x) γ˜h,N (dx)∣∣∣ = 0.
Proof. We shall prove only (47), since the statements (i) and (ii) are proven
similarly, with even some simplifications. Fix h > 0 and F ∈ FC∞b (L2(T)).
Then ∫
L2(T)
‖DF (ξ)‖2L2(T) γ˜h(dξ)−N
∫
RN
|∇f˜N (x)|2 γ˜h,N (dx) =
R1(N) +R2(N),
where
R1(N) :=
∫
L2(T)
[
Z˜−1h ‖DF (ξ)‖2L2(T) − Z˜−1h,NN |∇f˜N (X(N)(ξ))|2
]
e−
U(ξ)
h γh(dξ),
R2(N) := Z˜−1h,N
∫
L2(T)
N |∇f˜N (X(N)(ξ))|2
[
e−
U(ξ)
h − e−
UN (X
(N)(ξ))
hN
]
γh(dξ).
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In order to prove the convergence of the first term, we shall show that
lim
N→∞
N |∇f˜N(X(N)(ξ))|2 = ‖DF (ξ)‖2L2(T) for all ξ ∈ L2(T). (48)
The convergence R1(N)→ 0 will then follow by dominated convergence. To
prove (48) observe that for every x ∈ RN we have
|∇f˜N (x)|2 =
n∑
j,ℓ=1
∂jf([η
(N)(x),y]) ∂ℓf([η
(N)(x),y])
1
N2
∑
|k|≤ 1
2
(N−1)
y˜j(k)y˜ℓ(k),
where for generic y ∈ L2(T), every N ∈ N′ and k ∈ Z : |k| ≤ 12(N − 1) we
define y˜(k) = y˜(N)(k) :=
∑
|p|≤ 1
2
(N−1)
∫
T
y(s)ei2πp(s−
k
N
) ds. It follows that
for every ξ ∈ L2(T) we have
N |∇f˜N (X(N)(ξ))|2 =
n∑
j,ℓ=1
∂jf([η
(N)(X(N)(ξ)),y]) ∂ℓf([η
(N)(X(N)(ξ)),y])
1
N
∑
|k|≤ 1
2
(N−1)
y˜j(k)y˜ℓ(k).
Statement (48) follows then from the convergence result of Lemma 6.2 (ii),
the representation of ‖DF (ξ)‖2L2(T) given in (44) and the following compu-
tation:
1
N
∑
|k|≤N−1
y˜j(k)y˜ℓ(k) =
1
N
∑
|k|≤ 1
2
(N−1)
ei2π
k
N
(q+p)
∑
|p|,|q|≤ 1
2
(N−1)
yˆj(−p)yˆℓ(−q) =
∑
|p|≤ 1
2
(N−1)
yˆj(p)yˆℓ(−p) N→∞−−−−→
∑
p∈Z
yˆj(p)yˆℓ(−p) =
∫
T
yj(s)yk(s) ds.
Note that N |∇f˜N (X(N)(ξ))|2 is uniformly bounded for F ∈ FC∞b (L2(T)).
Regarding the convergence of the second term R2(N), we use this fact to-
gether with Lemma 6.2 (i) to obtain Z˜h,N → Z˜h as well as R2(N)→ 0. 
We can now prove the lower bound in the statement of Theorem 2.3.
Proposition 6.4 (Asymptotic lower bound on λ
(1)
h ). There exist h0, C >
0 such that for every h ∈ (0, h0] and every F ∈ FC∞b (L2(T)) satisfying∫
L2(T) |F (ξ)|2 γ˜h(dξ) = 1 and
∫
L2(T) F (ξ) γ˜h(dξ) = 0, we have
h
∫
L2(T)
‖DF (ξ)‖2L2(T) γ˜h(dξ) ≥
sinh(π
√
2µ−1)
π sin(π
√
µ−1)
e−
1
4h
(
1− Ch).
Proof. Take h0 > 0 as in the statement of Proposition 2.2. Fix h ∈ (0, h0]
and F ∈ FC∞b (L2(T)) such that
∫
L2(T) |F (ξ)|2 γ˜h(dξ) = 1 and
∫
L2(T) F (ξ) γ˜h(dξ) =
0. It follows then from Lemma 6.3 that
h
∫
L2(T)
‖DF (ξ)‖2L2(T) γ˜h(dξ) = hN
∫
RN
|∇f˜(x)|2 γ˜h,N (dx) + o(1) ≥ (49)
λ
(1)
h,N (1 + o(1)) + o(1),
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where o(1) denotes a possibly on h dependent sequence which vanishes in
the limit N →∞. Proposition 2.2 implies that there exists C > 0 such that
for all N ∈ N′
λ
(1)
h,N ≥ p(N) e−
1
4h
(
1− Ch),
which together with (49) gives
h
∫
L2(T)
‖DF (ξ)‖2L2(T) γ˜h(dξ) ≥ p(N) e−
1
4h
(
1−Ch) (1 + o(1)) + o(1). (50)
Passing to the limit N →∞ on the right hand side of (50) and recalling (13)
finishes the proof. 
The proof of Theorem 2.3 is completed by the following proposition.
Proposition 6.5 (Asymptotic upper bound on λ
(1)
h ). There exist h0, C > 0
such that for every h ∈ (0, h0] we have
λ
(1)
h ≤
sinh(π
√
2µ−1)
π sin(π
√
µ−1)
e−
1
4h
(
1 + Ch
)
. (51)
Proof. We consider for each h > 0 and N ∈ N′ the FC∞b (L2(T)) function
χh(ξ) := χh,0(
∫
T
ξ(s) ds), where we define
χh,0(x) :=
2√
2πh
∫ x
0
e−
s2
2h ds.
Because of symmetry, we obtain
∫
L2(T) χh(ξ) γ˜h(dξ) = 0, and therefore the
proof is complete, if we can show
h
∫
L2(T)
‖Dχh(ξ)‖2L2(T) γ˜h(dξ) ≤
sinh(π
√
2µ−1)
π sin(π
√
µ−1)
e−
1
4h
(
1 + Ch
) ∫
L2(T)
|χh(ξ)|2 γ˜h(dξ).
A straightforward computation yields (˜χh)N := χh(η
(N)(x)) = χh,0(x),
which are exactly the approximate eigenfunctions χh,N introduced in Def-
inition 3.10 in [21]. Moreover it was shown in [21, Lemma 3.12 and Prop.
3.13] by computing the relevant Laplace asymptotics that for all N ∈ N′
and h ∈ (0, 1]
hN
∫
RN
|∇χh,N(x)|2 γ˜h,N(dx) ≤ p(N) e−
1
4h
(
1 + Ch
) ∫
RN
|χh,N(x)|2 γ˜h,N (dx).
Together with (13) and Lemma 6.3, this gives us the desired statement. 
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