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Preface
Often, the term “intelligent transportation systems” (ITS) is associated with road traffic only.
We at the Institute of Traffic Telematics of the “Friedrich List” Faculty for Transport and Traf-
fic Sciences of Technische Universität Dresden have always seen it in a broader way: each
transport mode should be regarded as an intelligent transportation system itself, but also as
part of one intelligent transportation system with “intelligent” intramodal and intermodal in-
terfaces. Only such an “intelligent” transportation system will be able to meet the challenges
of increasing traffic demand, limited resource availability and growing quality expectations
of the customers.
A similar concept is followed by the bi-annual series of conferences “Models and Technolo-
gies for Intelligent Transportation Systems” (2009 in Rome, 2011 in Leuven). It provides a
forum for excellent scientific contributions with an intensive exchange between theory and
practice and the presentation of case studies for all transport modes. We applied to host
the third conference in the series to give a discussion forum for control engineers, computer
scientists, mathematicians and other researchers and practitioners about the variety of traffic
management problems that can be solved using similar methods and technologies, but with
application specific models, objective functions and constraints.
This book comprises fifty short papers accepted for presentation at the Third Interna-
tional Conference on Models and Technologies for Intelligent Transportation Systems (MT-
ITS 2013), which has been held in Dresden in December 2013. All submissions have under-
gone intensive reviews by the organisers of the special sessions, the members of the scientific
and technical advisory committees and further external experts in the field. We are grateful
for their voluntary work.
As the conference itself, the proceedings are structured in twelve streams: the more
model-oriented streams of Road-Bound Public Transport Management, Modelling and Con-
trol of Urban Traffic Flow, Railway Traffic Management in four different sessions, Air Traffic
Management, Water Traffic and Traffic and Transit Assignment, as well as the technology-
oriented streams of Floating Car Data, Localisation Technologies for Intelligent Transporta-
tion Systems and Image Processing in Transportation.
With this broad range of topics the book will be of interest to a number of groups: ITS
experts in research and industry, students of transport and control engineering, operations
research and computer science. The case studies will also be of interest for transport opera-
tors and members of traffic administration.
We wish to thank all the authors for devoting their time and energy to preparing their
excellent papers and for submitting them to the MT-ITS 2013 conference.
I
Furthermore we wish to express our gratitude to the financial support of the conference
by industry sponsors, the German Academic Exchange Service (DAAD) and the Deutsche
Forschungsgesellschaft (DFG). Without it, the publication of the conference proceedings as
a book would not have been possible.
Thomas Albrecht (Conference chair), Birgit Jaekel and Martin Lehnert
The Editors, Dresden, 2013
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A Microscopic Simulation Approach for
Optimization of Taxi Services
Michał Maciejewski1, 2, Kai Nagel2
1Poznan University of Technology
2Berlin Institute of Technology
Abstract
This paper presents a simulation platform along with several on-line dispatching algorithms
developed in order to optimize taxi services. First, the issue of simulation-based optimization
of modern transport services, especially taxi services, is presented. Next, the proposed
approach to microscopically simulate taxi services is explained, followed by a description of
the on-line taxi dispatching algorithm framework and three selected dispatching strategies
implemented within this framework. The next section presents the simulation scenario of
Mielec that the strategies were tested on. Then, the simulation results obtained are analysed
and the strategies compared. The paper ends with conclusions on the main properties and
other possible applications of the proposed simulation approach, as well as on future plans
concerning further improvements of the taxi dispatching algorithms.
Keywords: dynamic taxi dispatching, dynamic vehicle routing, demand-responsive transport,
on-line optimization, simulation-based optimization, multi-agent simulation, MATSim, traffic
flow simulation
1 Introduction
As a result of the development of Information and Communications Technology (ICT), trans-
port services have become more intelligent, that is more flexible, demand-responsive, safe
and energy/cost-efficient. This concerns both substantial improvements in the traditional
means of transport, such as regular public transport or taxis, as well as the introduction of
novel services, such as demand-responsive transport or personal rapid transit. However, the
growing complexity of modern transport systems, besides all the benefits, increases the risk
of failure due to the lack of precise design, implementation and testing. One way of dealing
with this problem is the use of simulation tools that offer a wide spectrum of possibilities for
validating transport service models (e.g. [Reg98; Bar07; Lia08]).
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Concerning taxi services, such a simulation tool has to take into account the high dy-
namism of demand (since demand patterns change often daily and a significant number of
orders are immediate ones, therefore it is hard to predict future demand accurately), the
specificity of fleet management operations (due to the partial independence of taxi drivers,
the dispatcher does not have a full control over them) and realistic traffic flow phenomena (as
the urban traffic is highly dynamic). Therefore, the use of microscopic traffic flow simulation
combined with microscopic travel demand models (e.g. activity-based) is crucial for accurate
evaluation of the service under different circumstances, ranging from low to high load (e.g.
large events, bad weather or public transport strikes). These issues, however, remain almost
unexplored. To the best knowledge of the authors, traffic flow simulators have been applied
only in Singapore [Lee04; Seo10]. Both approaches do not include realistic on-line demand
generation; one cannot, for instance, model the impact of traffic or transport service avail-
ability on customer demand. Moreover, the systems were used only for small-scale problems,
where a road network was of limited size and the number of customers was not high.
2 Microscopic Simulation of Taxi Services
As stated in Section 1, in the case of taxi services, a comprehensive approach should allow for
running large-scale simulations with microscopically modelled demand, supply and traffic.
Out of various simulation platforms considered, MATSim [Bal08] is arguably the one that is
closest to meet all the requirements stated; see [Mac12] and references therein for additional
justification. MATSim, however, does not provide taxi among the built-in means of transport,
and therefore, has been extended and coupled with the DVRP Optimizer [Mac12] that is
responsible for dispatching taxis. Whenever a new event occurs (such as a request submission,
a vehicle departure/arrival) during the simulation in MATSim, the DVRP Optimizer reacts and
adapts taxi drivers’ schedules to the current state. Each taxi driver follows his/her schedule
that consists of tasks of the following types:
• DriveTask – driving along a given route (the shortest path between two points).
• ServeTask – picking up a passenger at a given location.
• WaitTask – waiting at a given location for a new request.
A typical sequence of events associated with a single request is presented in Figure 1. A
taxi customer calls the taxi service (request i; event E0i at time T 0i ) and waits until the taxi
arrives. In response, the taxi dispatcher assigns the new request to one of taxis, according
to a predefined algorithm (see Section 3). The selected taxi sets off for the customer (E1i ,
T 1i ) and arrives at the pick-up location (E2i , T 2i ). Then the customer is picked up and the
taxi departs (E3i , T 3i ). Finally, the taxi drops off the passenger at the destination location
(E4i , T 4i ). Since taxi demand and traffic are stochastic, times T 1i , T 2i , T 3i and T 4i are subject to
change during simulation.
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Figure 1: A planned taxi leg and the corresponding sequence of taxi tasks.
The traffic flow simulation in MATSim is based on queue approach, where each link is
a FIFO queue and constitutes the basic network element. This is a simplification, as the
FIFO approach does not allow vehicles passing each other. The advantage of this approach is
that vehicles are processed computationally only when entering and leaving a link, allowing
simulations to run at least a factor of 10 faster than those with dynamics on a link. Since
we are mostly interested in the congested periods in an urban scenario, this is arguably an
acceptable compromise as long as all vehicles that contribute to congestion have similar
acceleration capabilities and maximum speed. For an approach to introduce vehicles of
different capabilities see [Aga12].
The DVRP Optimizer operates on a directed graph where arcs are the shortest paths
between a given pair of locations (i.e. links). As link travel times change over day, arcs are
time dependent, i.e. their travel times and routes depend on departure time. By default, it is
assumed that both link and arc travel times are calculated with the accuracy of 15 minutes.
This is enough to reliably model the dynamics of traffic flow, and at the same time, limits the
amount of shortest path searches (arc travel times and paths are cached for each time bin).
3 On-line Taxi Dispatching
Some studies propose the use of multi-agent approach to model (partial) independence of
taxi drivers [Che11; Seo10; Als09], while other assume a fully centralised management
[Lee04; Wan09]. All on-line taxi dispatching algorithms currently available in the DVRP
Optimizer implement a certain pattern of collaboration between customers, taxi drivers and
the dispatcher. Some algorithms are customizable and offer a choice between several patterns.
A collaboration pattern is defined by the following set of properties:
• destination knowledge – the destination is known a priori if a customer informs the
dispatcher about his/her destination.
• request and taxi monitoring – the dispatcher may monitor taxis and constantly update
the timing of their schedules. Otherwise, taxi drivers notify the dispatcher only about
switching between the busy and idle states.
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• requests reassignment – already assigned requests can be dynamically reassigned be-
tween drivers. Request swapping is expected to be beneficial for both customers and
drivers, and is usually coordinated by the dispatcher.
Each option implies some cooperation between interested parties. The first one involves
additional customer-to-dispatcher communication, the second one imposes extra driver-
to-dispatcher communication, while the last one requires real-time collaboration between
drivers and the dispatcher.
Taxi fleets operate in a very dynamic environment, where demand, supply and traffic are
stochastic and to some extend unknown. On-line taxi dispatching algorithms have to react
to events representing changes in the system. In the simplest approach, commonly used by
taxi companies, the dispatching procedure are performed only in response to submissions
and completions of requests (E0i and E4i , respectively). More sophisticated algorithms may
be triggered also when taxis set off for, arrive at and depart from pick-up locations (E1i , E2i
and E3i , respectively). Additionally, all taxicabs can be monitored on-line and the dispatching
procedure may be executed for vehicles en-route if the expected arrival time changes.
In this paper, three dispatching strategies are analysed: no-scheduling that mimics the
simplest approach, re-scheduling that monitors vehicles and responds to all possible events,
and a modification of the latter that minimizes pick-up trip times instead of waiting times.
All three strategies are based on the following assumptions:
• Dispatching procedures are fast enough to operate on a static snapshot of the current
system state.
• Customers perform only immediate taxi calls and then wait for a taxi to come. To assure
fairness, all taxi requests are scheduled based on the first-come, first-served policy.
• By default, nearest taxi means the nearest one in time. However, the first and third
strategies may also use any measures of closeness in space.
• Although the second and third strategies may take advantage of the a priori destination
knowledge [Mac13b], this aspect is beyond the scope of this paper – it is assumed that
the destination remains unknown to the dispatcher until time T 3i .
No-scheduling strategy (NOS) This strategy responds to E0i and E4i events in the follow-
ing way:
• E0i – the nearest vehicle among the idle ones is dispatched to this request; if no vehicle
is available at that time, the request is queued in the FIFO queue.
• E4i – the vehicle that has just completed request i is dispatched to the first request in
the FIFO queue; if the queue is empty, the vehicle becomes idle.
Despite its simplicity, this strategy has several advantages over more elaborate ones. It has
low demand for computational power. Additionally, it does not require travel times to be
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known since it does not build schedules; one can even use straight-line distance to find the
nearest idle taxi. Among the drawbacks is performance deterioration with the decreasing
number of idle taxis — in an overloaded system, the first idle taxi may appear on the opposite
side of a city.
Re-scheduling strategy (RES) This strategy extends the existing taxi schedules by ap-
pending a new request to the schedule of the nearest (in time) vehicle among all vehicles
(both idle or busy), which requires the knowledge of travel times. This strategy monitors
execution of requests and movement of vehicles. In response to some delays (or speed-ups),
it updates the timelines of schedules and reassigns requests between taxis if the other one
appears to be nearer. The strategy acts in the following way:
• E0i – request i is appended to the schedule of the nearest taxi
• E1i – E4i – if the vehicle serving request i is ahead of/behind time, full rescheduling
is carried out (all planned requests are removed from schedules and scheduling is
performed again according to the FCFS rule)
• link-to-link moves – if the vehicle is ahead of/behind time, the timing of its schedule is
updated, while the assignments remain unchanged
This strategy considers all vehicles, both idle and busy, which increases the chances of finding
better assignments. However, as destinations are unknown, the planning horizon is limited
up to one pickup ahead (event E3i ), and therefore, vehicles with already one planned pickup
cannot be considered when scheduling a new request (before arriving at the pick-up location).
Frequent reassignments cause higher demand for computational power, compared to NOS.
Re-scheduling strategy for minimizing pick-up trip times (RES-PT) This strategy is
a slightly modified RES, where the measure of closeness does not represent passenger’s
waiting times (T 2i − T 0i ) but pick-up trip times (T 2i − T 1i ), or other arbitrary pick-up trip
distance measures. This modification shifts the preference from customers to taxi drivers.
In an overloaded system, however, the reduction of pick-up trip times increases the system
throughput, and hence, reduces the amount of time passengers wait for a taxi.
4 Test Scenario
In order to evaluate different strategies a simulation scenario was created in MATSim. The
scenario represented a hypothetical private car traffic in the city of Mielec (south-eastern
Poland, over 61,000 inhabitants) between 6:00 am and 8:00 pm, including both peak hours.
The network consisted of 200 nodes and over 600 links and traffic was made up of over
56,000 private car trips. Detailed description of the model can be found in [Mac13a].
First, the simulation of Mielec was carried out for 20 regular iterations without taxis,
which was enough for the relaxation process to converge. Next, a given fraction of intracity
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private car trips were changed into taxi trips. Since such a conversion introduces extra traffic
related to pick-up trips, the travel times increased. Additionally, the original private car paths
may differ from the derived taxi drop-off paths, so the geographical layout of traffic may
change. Therefore, before benchmarking each algorithm, five fully-functional (i.e. with taxis)
warm-up iterations were carried out, which helped to obtain correct travel times. Finally, 20
benchmark iterations were executed.
The performance of the proposed optimization strategies was tested against different
amounts of demand and supply. The taxi demand was modelled as n = 406, 636, 840, 1069,
1297, 1506 and 1719 requests, which corresponds to approximately 1, 1.5, 2, 2.5, 3, 3.5 and
4 per cent of private car trips converted into taxi ones. The spatio-temporal distribution of
the taxi demand was identical to the regular traffic, as a result, the rush hours were the most
challenging for taxi dispatching. On the supply side, the size of the fleet m was set to 25 and
50, and it did not change during a simulation period.
5 Simulation Results
Many different measures, all described in [Mac13a], were used to assess the performance
of the proposed strategies, both from the taxi customers’ and taxi company’s points of view.
In this paper, the following two measures are analysed: average passenger waiting time,
TW =
∑
i∈N (T 2i − T 0i )/n, and average pick-up trip time, TP =
∑
i∈N (T 2i − T 1i )/n, where
the former represents the customers’ perspective and the latter defines the interest of the
company. One may say that NOS and RES minimize TW whereas RES-PT minimizes TP.
Figures 2 and 3 present the results obtained for the Mielec scenario and different n and
m values. Separate curves were plotted for m = 25 (n/m between 16.24 and 68.76) and
m = 50 (n/m between 8.12 and 34.38). All algorithms were run with time as the measure
of taxi-to-request closeness. The results are averages over 20 benchmark iterations.
Figure 2 shows that neither of the strategies turned out superior for all demand-to-supply
ratios. At low load, up to n/m ≈ 30, NOS performs best while RES is slightly worse. At
medium load, n/m between 30 and 55, RES is definitely the best performing strategy. How-
ever, at high load, above 55 requests per cab, RES-PT yields lowest TW.
At first sight, the most curious is the advantage of NOS over RES at low load. One would
expect that RES, having a broader choice set (idle and busy taxis) and using exactly the
same travel time data, should outperform the former. That would happen in a scenario
with uniformly distributed origin and destination locations, which is not true in the Mielec
scenario, where people leave homes in the morning and return there in the evening. As
a result, one can imagine a situation presented in Figure 4, where pick-up and drop-off
locations are concentrated in two different parts of the city. Initially, request 1 is already
submitted and cab 1 is idle. Soon request 2 will be submitted and cab 2 will become idle.
In such a situation, NOS would assign request 1 to cab 1 and then request 2 to cab 2, while
RES would do the opposite (assuming that cab 2 is closer in time to request 1 than cab 1).
The decision made by RES is better from the perspective of request 1, which has priority
6
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Figure 2: Average passenger waiting time TW at different demand-supply ratios.
Figure 3: Average pick-up trip time TP at different demand-supply ratios.
over request 2. However, the opposite would be better for the overall minimization of TW,
as it would increase slightly the waiting time of request 1 and, at the same time, reduce it
significantly for request 2.
As expected (see Section 3), RES-PT outperforms RES at high load. By minimizing TP,
instead of TW, taxis spend less time on pick-up rides, which, in turn, increases the system
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Figure 4: A comparison of the operation of NOS and RES.
throughput. Eventually, higher throughput means lower TW.
Looking at Figure 3, the results there seem very plausible. RES-PT gives the lowest values
since the main aim of this strategy is the minimization of the pick-up trip times. RES is better
than NOS, as the possibility of choosing a busy taxi reduces the pick-up trip times — not only
does it help in minimization of T 2i , but also it allows for higher T
1
i , which eventually results
in lower TP. At low load, where almost all taxis are idle, NOS and RES perform similarly.
This changes as demand rises and the number of idle taxis drops, which narrows the choice
of taxis in NOS.
There is an interesting relation between 25- and 50-taxi series in Figure 3. They are
not adjacent and we obtain higher values for smaller fleets. This is due to the fact that the
average distance to the closest taxi drops with the growing number of taxis. The same pattern
occurs in Figure 2 for NOS, and partially for RES, however, not for the RES-PT series. This is
caused by the fact that minimization of TW (NOS and RES) requires TP to be small as well.
Additionally, NOS results in the equality TW = TP as long as the system is not overloaded
(i.e. there is always at least one taxi at the dispatcher’s disposal; in the Mielec scenario, this
is true up to n/m ≈ 30). On the other hand, minimization of TP (RES-PT) does not require
low TW. Moreover, it works better if the choice of awaiting requests is large, which relates
to higher values of TW. For example, one can imagine a strategy that waits until the end of
a day (i.e. until all requests are submitted) and then builds routes for taxis. This strategy
would provide very low TP but at the cost of unacceptably high TW.
Last but not least, all strategies fulfil the real-time execution criteria; in the case of the
Mielec scenario, the total computation time spent on optimization varies between 0.5 and
4 seconds (depending on the strategy, demand and supply), whereas traffic flow simulation
takes less then 1 second (on the Intel Core i7-2600K processor). Of course, running bigger
scenarios, with larger and more detailed networks, higher supply and demand, will result in
longer computation times.
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6 Conclusions
The developed simulation system combining MATSim and the DVRP Optimizer proved to be
useful for realistic simulation of taxi services. The high level of detail used for describing
demand, supply and traffic allows for modelling precisely collaboration between the main
actors, that is customers, taxi drivers and the dispatcher, all embedded into a larger transport
system of a city. This collaboration takes advantage of modern ICT solutions that enable
the dispatcher to smoothly coordinate the fleet, including (re-)assignments of requests to
taxis. Although the Mielec scenario is not a fully real-life scenario (some data were generated
artificially), there is an ongoing work on simulation of taxi dispatching for Berlin and Poznan
(Poland’s fifth largest city) that is both microscopic and large in its scale. Moreover, after
some adaptations, the software may be used for a broad spectrum of vehicle routing and
scheduling models (e.g. emergency services, demand-responsive and shared transport, or
commercial fleet operations) in order to facilitate development of efficient ITS systems.
The detailed analysis of the simulation results gives us insight on the characteristics and
performance of various implemented dispatching strategies, out of which three have been
described in this paper. The outcomes obtained show that neither of them is best, and
therefore, there is a need for a kind of ‘super strategy’ that would combine different qualities
of the original ones. Compared to RES, the new strategy should apply a broader perspective
when assigning requests to taxis. In particular, it should consider all awaiting requests (at
high load), anticipate future ones (at both low and high load), and finally, focus not only on
the first queued request but on the whole system’s performance.
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Abstract 
The establishment of Intelligent Transport Systems and Services (ITS) seems to be nowadays 
an indispensable step for the promotion of more sustainable transport systems, especially in 
urban networks. In order to evaluate these strategies, often times we heavily depend on 
traffic models and simulations. Unfortunately, the results from all these models are only as 
good as the models themselves. Our ability to emulate reality is constrained by the 
underlying formulations of the used model, as well as our selection of input parameters. 
These elements are crucial to the quality and reliability of results. However, their importance 
is often underestimated, and results are taken from granted without a proper study of the 
simulated scenarios, and their similarities (or lack of) with the real networks been analysed. 
This paper builds on the experience of the City of Zurich on modelling urban traffic. The 
goal is to highlight the complexities associated with the process, the different steps taken 
throughout, and the existing need for further research in some specific areas. Special 
attention is given to the integration of macroscopic demand models with microscopic traffic 
models; the availability of new data sources; the interactions between different transport 
modes; and the need for a better understanding of local conditions. We believe that to reach 
high quality performance when simulating urban traffic, it is important to improve our 
observation/monitoring methods, increase the accuracy of our modelling tools, and improve 
our calibration procedures.  
Keywords: micro-simulation, calibration, urban traffic, transport models, ITS 
1 Introduction 
Sustainability has become a main issue in many cities around the world. The increasing 
population density and transport demand, and the resulting externalities (e.g. pollution, 
noise, energy consumption), have made the promotion of sustainable development a big 
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challenge for many city authorities. One promising approach for facing this challenge is the 
establishment of Intelligent Transport Systems and Services (ITS). They aim at improving the 
transportation system through the use of information and/or adaptive and self-management 
capabilities that respond to transport conditions on real time. 
Unfortunately, due to the novelty of these systems and services, often times they have not 
been fully tested on the specific conditions for which they will be implemented. Nonetheless, 
most city authorities demand reliable facts before making ITS investment decisions. Some of 
these facts can be compiled from best practices and related tools [2DE11]. Experiences from 
other authorities with same or similar ITS measures have to be interpreted with caution, 
paying attention to the circumstances under which they were implemented. Such 
circumstances may differ significantly across locations and time periods. In those cases, as 
well as in the cases where the ITS measures are simply too new and have not been 
implemented before, transport modelling is a suitable tool (sometimes the only one) to assist 
decision makers.  
Transport models and simulations allow us to analyse the effects of different ITS 
measures both for the actual situation, and for different forecasted scenarios. Thus, city 
authorities can perform ex-ante evaluations of ITS. Microscopic traffic models are 
particularly useful for this, as they model vehicular traffic (sometimes interacting with other 
modes) at an operational level. Thereby, accurate estimation of traffic related indicators at a 
disaggregated level (e.g. queue length, still stand time, number of stops) is possible. This is 
important, as the interactions among vehicles and with traffic control facilities are often 
crucial to the results of ITS measures. Moreover, due to its disaggregated nature, such models 
can be linked to other tools to estimate other impacts and externalities, e.g. pollution, noise, 
energy consumption (see [Tec12], [Ede12] and [ICT13] for examples).  
Unfortunately, the results from all these models are only as good as the models 
themselves. Our ability to emulate reality is constrained by the underlying model 
formulations, and our selection of input parameters. These elements are crucial to the quality 
and reliability of results. However, their importance is often underestimated, and results are 
taken from granted without a proper study of the simulated scenarios, and their similarities 
(or lack of) with the real networks been analysed. 
2 The Zurich approach 
As the City of Zurich follows the vision of sustainability and its associated strategies (e.g. 
[Zur11]), there is a huge motivation to promote related ITS measures even though the 
promotion of sustainable measures is a rather complex issue. The road network in Zurich 
corresponds to a non-uniform layout, with mainly narrow streets and intersections close to 
each other. This network is shared by many public transport lines (i.e. buses and trams) 
besides motorised individual traffic and soft modes (i.e. pedestrians and bicycles). In 
addition, most of the traffic signals are actuated to provide full priority to public transport.  
In order to look for sustainable strategies to address the complexity associated with those 
characteristics while accommodating the increasing demand, the Division of Transport in the 
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City of Zurich (DTZ) established a multimodal micro-simulation model. The model is linked 
to the traffic control programs of Zurich, and uses all common state-of-the-art model 
resources. In its current state it covers the city centre, an area of 2.6 km2. It is mainly 
focussed on public transport and motorised individual traffic, and is intended as a permanent 
maintained microscopic model. The goal is for it to be the main tool for testing ITS strategies 
as well as other potential measures to improve transport systems in the city. Figure 1 shows 
the overall framework for the model and its interfaces. More details are provided below. 
 
Figure 1: Framework for modelling transport in the City of Zurich. Source: [Hei12]. 
On the one side, the VISSIM (traffic simulation software, PTV Group, Karlsruhe) micro-
simulation model is based on the transport demand model of the Canton of Zurich [Zur10]. 
As this demand model was established with VISUM (transport assignment modelling 
software) and VISEVA (transport demand modelling software), the interface from VISUM to 
VISSIM offers the possibility to connect the network elements and demand data (Figure 2). 
Demand from VISUM is exported directly into VISSIM in the form of origin-destination tables 
and assigned routes. To implement this connection the demand model network was modified 
to reach a level of disaggregation consistent with the micro-simulation model requirements 
(for details see [Fro12], [Hei12]). The overall tool and interface is maintained in order to 
ensure that the so obtained consistency between the microscopic and macroscopic models is 
kept in case of updates to the demand model. This involves not only technical, but also 
organizational challenges, as the two models belong to different authorities.  
 
Figure 2: Underlying macroscopic demand model (left), and traffic micro-simulation model 
(right). Source: [Hei12] and [Zur10]. 
On the other side, the VISSIM micro-simulation model is linked with the operational level 
control schemes in the city of Zurich. In that regard, the core element is the interface that 
links the micro-simulation model with the signal plans. As Zurich’s traffic control system 
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(VRZ) is not a standard product, it was necessary to develop a special interface. Given that 
the control system is clocked on a real time based process flow, and VISSIM has its own and 
variable process speed, it was not possible to create a direct link. The solution was found in 
VRZSim, a simulation that emulates the traffic control system, linked to VISSIM. Since no 
standard interface existed for that, a new one was developed. 
A second link to the operational level concerns the use of sensor based traffic counts. 
These counts were used for the calibration of both the macroscopic demand model, and the 
microscopic traffic model. Moreover, through this linkage the counts can also be used for 
validating purposes or as quantitative bases for the establishment of certain specific traffic 
volume situations.  
A third and final link to the operational level concerns the use of Floating Car Data (FCD) 
from TomTom Traffic Stats [Tom11]. That FCD was used as the foundation for an overall 
concept of model calibration, which included not only the calibration with traffic counts, but 
also with speeds. More details are provided in Section 3. 
It is worth noticing that the traffic simulation model has already been used successfully 
for project works for the City of Zurich and a case study [Hei12], as well as some research 
projects [Ort12][Sch13][Ge13a], taking into account the challenges figured out later on in 
this paper. 
3 Ways to high quality performance 
VISSIM, the software used by the DTZ, is a microscopic, time step and behaviour-based 
simulation model. It is a well-known commercial software with many applications and high 
potential. It has proved to be a valid tool to model specific links and intersections, as well as 
large networks. Nonetheless, before any results can be expected from it, it must be properly 
calibrated as is the case of any other simulator.  
In the case of the Zurich network, a detailed calibration process was undertaken. The goal 
was to calibrate for both flows and speeds, in order to ensure that the model replicated 
reality as much as possible. However, given the complexity of the network (see details in 
Section 2) and the process itself, a manual calibration was not feasible. VISSIM currently 
includes 192 parameters, and evidently, the calibration of all of them is simply impossible. A 
more feasible solution is the calibration of just a few parameters, the ones that the model is 
more sensitive to. The selection of those parameters is rather important. A calibration 
performed with an incomplete (or wrong) set of parameters may lead to multiple issues, 
including but not limited to, model imprecisions, and unrealistic values for the calibrated 
parameters. Regrettably, despite the importance of the process, there is usually no standard 
procedure for it [Mul11]. A sensitivity analysis (SA) is sometimes recommended as an 
intermediate step, especially for computationally expensive models. The SA can provide both 
quantitative and qualitative information regarding the effects of the different model input 
parameters (and their variations) on the simulation results [Sal08]. This can be helpful for 
identifying the most important parameters (i.e. those that should be included in the 
calibration process). Unfortunately, to the authors’ knowledge, there are very few examples 
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of the application of SA in the calibration of microscopic traffic models [Ge13a]. The huge 
quantity of parameters contained in commercial simulators, combined with the fact that 
many of them are unobservable in the field and/or hard to measure, can make the SA also 
rather difficult. In addition, for the case of the Zurich network, given not only the size and 
complexity of the network, but the interface with the traffic signals control scheme (VRZSim), 
running simulations is very time consuming (around 30 minutes for a 1-hour simulation). 
This further complicates the process. Below is a brief explanation of the methodology used. 
The sensitivity analysis was divided into three steps. The first step was done based on 
Zurich inner city’s traffic patterns and characteristics, model intended uses and available 
data. 148 relevant parameters were chosen among the 192 (e.g. parameters related to bicycle 
lanes were discarded as bicycles were not included in the model). The second step was done 
based on the existing literature, common sense, and the authors’ experience. Values for 55 
parameters were extracted from the macroscopic demand model; default values were used 
for 79 parameters regarded as not very influential or not highly variable; and 14 parameters 
were selected for a more in-depth analysis. For the third step, those 14 parameters were 
evaluated according to their influence on the model outputs. Given the lack of standard 
procedure to conduct the SA of computationally expensive microscopic traffic models, for this 
we developed a new method: the quasi Optimized Trajectories Elementary Effects (quasi-
OTEE), based on a modification of a well-known SA method (for more details see [Ge13b] 
and [Ge13c]). The proposed approach was used as a preliminary screening tool to find the 
parameters with the biggest influence on travel time (a proxy for speeds in the system). An 
automatic SA tool was developed based on this approach and implemented through 
programming with the VISSIM COM interface and MATLAB. For the travel time 
measurements, data was collected for one hour, after a 15 minutes warm-up period, in 20 
road sections. Notice that these road sections were rather large relative to the size of the 
network, and the sum of them covered almost all the streets in the network.. As the lengths of 
the 20 sections were different, we used the Travel Time per Meter Traveled (TTMR, calculated 
as travel time divided by the length of the corresponding section) (see [Men12] for more 
details), and compared with TomTom Traffic Stats. The obtained sensitivity indexes (i.e. μ* 
(absolute mean), and σ (standard deviation) of the elementary effects) of each parameter are 
plotted in Figure 3. Notice that the values for the sensitivity indexes are context dependent 
and their scale could be totally different in other studies. 
 
Figure 3: Plots of μ* versus σ of the elementary effects with respect to TTMR for the 14 
parameters. Source: [Ge13c].  
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In order to systematically separate the parameters into different groups according to their 
importance, we used K-Means Clustering [Mac67]. As can be seen, parameters in cluster 5 
have the lowest μ* and σ, therefore they are deemed to be the least influential ones (i.e. they 
are almost independent of the other parameters and the model is rarely sensitive to their 
variations). The parameter in cluster 1 has the highest μ* indicating that it is the most 
influential parameter. In addition, its high σ indicates that it has strong non-linear effects 
and/or interactions with other parameters. Same is true for the parameters in clusters 2 and 
3. As for the parameters belonging to Cluster 4, further analysis revealed that they all have 
relatively low μ (mean of the elementary effects) but high μ* and σ. This indicates that these 
parameters will have both positive and negative effects depending on the adopted values of 
other parameters. Therefore, in order to avoid the Type II error (i.e. considering an 
important parameter as non-important), we expanded the set of most influential parameters 
by including Parameters 4, 13 and 14 (i.e. the parameters with the highest μ* and σ in Cluster 
4). To sum up, Parameters 1, 2, 3 (the Average Standstill Distance, the Additive Part of 
Desired Safety Distance, and the Multiplicative Part of Desired Safety Distance, from the car-
following model), Parameter 4 (the Maximum (Own) Deceleration from the lane-changing 
model), and Parameters 13 and 14 (the Lane Changing Distance, and the Emergency Stop 
distance, from the lane model) are the most influential parameters in this case study. For a 
full definition of all the parameters and more details on the analysis see [Ge13c]. Notice that 
these results differ slightly from previous evaluations carried out in older versions of the 
network (i.e. the network has been modified to improve the layout, etc.). Although the 
majority of the most and least important parameters remain the same, their ranking has 
changed slightly.  
Figure 4 shows the resulting flows and travel times for the 20 measurement sections after 
a preliminary calibration was carried out based on the SA results described above. The 
graphs reveal the significant differences in travel times between the simulation and the 
TomTom Traffic Stats. The VISSIM Zurich model consistently over-predicted speeds for all 
possible values of the analysed parameters. As a result, and although calibration of flows was 
successfully carried out, the calibration of speeds could not be finished. It is pending on 
further improvements to the network (more details are discussed in Section 4). Once the 
network is fully ready, such calibration can also be done automatically by modifying the 
values of the selected parameters. For that we developed a tool based on the Pattern Search 
algorithm [Kol03]. This software was implemented via VISSIM COM interface programming, 
and it can calibrate the model fast and efficiently. Caution must be exercised during that part 
of the calibration process, in order for the flows to continue to match reality even when 
parameters are changed to match speeds. 
4 Facing the challenge 
Given that the differences between simulation results and empirical values were 
unexpectedly large, some questions about the models/process arose. Through these 
questions we tried to gain a deeper understanding on those discrepancies [Hei12]. 
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Figure 4: (a) 1 hour traffic counts. (b) Travel times. Source: [Men12]. 
1. Are the TomTom Traffic Stats and other traffic counts inaccurate? 
We performed an additional validation of the FCD from TomTom Traffic Stats by collecting 
the data ourselves for the nine most problematic sections. The experiments showed that the 
FCD was plausible. However, its real characteristics could not be identified in a concluding 
manner due to the confidentiality used by the data suppliers. 
2. Is the quality/performance of the VISSIM model not high/good enough? 
We noted that small network errors in VISSIM could have a big impact on the traffic flows. 
For example, in one case an extra lane for turning was too short, in another case there was a 
one-lane connector between two links with two lanes each. The result in both cases was not 
enough traffic flow downstream. These mistakes were initially made in the macroscopic 
network, however their effects lingered through the microscopic model as well. Another 
issue was the absence of uncontrolled pedestrian crossings in VISSIM, which do have a 
significant impact on traffic flows and travel times in the real network. In order to address 
these issues, all the identified network errors were corrected, and additional pedestrian 
crossings were added into VISISM to emulate uncontrolled crossings in Zurich. Unfortunately, 
it is unfeasible to estimate the influence of any left-over errors until they are fully identified 
and corrected. Hence, the network continues to have minor errors that are detected and fixed 
on an on-going base.  
3. Is the quality/performance of the refined VISUM model not high/good enough? 
As the VISUM model was calibrated on the basis of traffic counts located on certain links, it 
can be assumed that it is most accurate concerning these links. The turning values in 
intersections, however, are not so accurate (as they were not specifically calibrated). In one 
case, for example, the wrong turning value caused a non-realistic blockage of the lanes going 
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straight within the VISSIM simulator. Efforts were made to correct all turning values based on 
real data/experience. However, although we have visually checked the presence of 
congestion in VISUM and the resulting VISSIM network, calibration only based on flows 
cannot guarantee that the proper density/speed is achieved. 
4. Does the connection between VISUM and VISSIM have systematic problems? 
The method to combine a macroscopic demand with a micro-simulation model can be seen in 
an ambivalent way. On the one hand, it is actually the only way to implement the proper 
demand patterns in a big micro-simulation network. On the other hand, the demand model 
does not take into account all the operational aspects that are important at the microscopic 
level. For example, in macroscopic demand models car density is not considered for the 
calibration process. However, it is highly relevant for the microscopic traffic models (e.g. 
same traffic counts might correspond to different density levels in peak and off-peak hours 
respectively). As a result, especially in peak hours, it is possible to underestimate traffic flow 
levels in certain non-calibrated areas of the network, if density (or occupancy of detector 
loops) is underestimated in other (even calibrated) areas. To address these issues, we 
recommend to look at both, flows and densities when integrating macroscopic demand 
models with microscopic traffic models. 
5. Was something else overlooked? 
In order to address other possible causes of discrepancies after all corrections described 
above were made, we performed multiple experiments with the VISSIM network by changing 
different aspects of it. For example, we ran a number of simulations with variations across 
random seeds, demand levels, warm up times, and desired speed distributions [Men12]. At 
the end, traffic counts were fitted more accurately, but travel speeds remained significantly 
overestimated (see Figure 4). The differences were still so high that the automatic calibration 
process was not applicable. The surveyed values could not be fitted with a reasonable 
variation of the input parameters. Given that significantly higher demand levels, combined 
with lower desired speeds did not lead to better results, it became clear that the solution was 
not trivial at all. 
Evidently, given the complexity of the issues at hand, and the importance of their solution 
for the proper modelling and simulation of ITS, this is quite a big challenge and task for the 
research community. As it has become evident with this project, decision makers today 
cannot get completely reliable facts from ex-ante traffic network oriented analysis. The 
results of any traffic related impact analysis must be interpreted with regard to the above 
described aspects, especially because the current general understanding of urban traffic 
flows is still very limited. Therefore, and due to the fact that urban traffic flows are often 
unstable, over saturated, and lead to costly externalities, the above outlined challenge has to 
be faced to stay consistent with a strategy of sustainability. Hence, the motivation to promote 
related research activities is big for city authorities. We now understand better where to 
focus our future efforts. 
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 Increasing accuracy in observing/monitoring urban traffic 4.1
First we must gain new insights through observing/monitoring urban traffic using both 
traditional and state-of-the-art methods. While the supply, including road infrastructure and 
urban traffic management is nowadays easily observed, ITS offer new potential for 
monitoring other aspects of urban traffic even in real time. For example, with regard to the 
transport demand, in addition to traffic counts and loop detector occupancies, FCD based on 
GPS or Bluetooth technology offers new possibilities to identify real trajectories of vehicles 
and persons, and therewith related traffic flows. This could be helpful for identifying which 
demand patterns refer to which operational situation, and how to accurately define them 
(e.g. origins, destinations, turning values, and routes including the ‘last mile’ per mode); as 
well as understanding the ability of drivers to adapt to new planned or unplanned situations 
(e.g. changes in routes to avoid congestion). The combination of new and traditional sources 
of data could establish a good basis for demand modelling and its calibration. Note, however, 
that FCD in most cases might be obtained from companies that are not willing to provide full 
transparency on the data collection/processing methodology, so the confidence in such data 
is an important issue. Regarding travel and driving behaviour there is the need for further 
empirical analysis (e.g. video based) and visual on-site observations. Specific attention 
should be paid to: unregulated pedestrian crossings and its effects on traffic; cooperative 
behaviour in intersections/networks in case of (over)saturation; speeds of vehicles at, and 
approaching intersections specially compared to those in the simulation; illegal driving 
manoeuvres; conflicts and other interactions between private vehicles and other modes (e.g. 
bicycles, buses, trams, pedestrians); on street parking and its negative effects on the road 
capacity and the moving traffic; and lane changing behaviour. Notice that some of these 
aspects do not vary much as a function of the location and could be applied similarly to 
analogous situations. On the other hand, local aspects are explicitly dependent on the specific 
local situation, and their value for the proper modelling of real scenarios should not be 
underestimated. 
 Increasing accuracy in modelling urban traffic 4.2
Based on an accurate observation of the network, the second step is to improve the 
performance of urban traffic models. Nowadays, micro-simulation models typically need 
information about origins and destinations of trips. If prediction of scenarios and their 
related effects on the demand is an issue to investigate, then the integration of a demand 
model is inevitable. To do this it could be suitable to integrate a microscopic agent based 
approach (e.g. MATSim [Ins13]). However, as of today, the computational requirements of 
this type of models is very big for microscopic and operation oriented networks. Hence, there 
is still a need to aggregate the microscopic operational aspects of urban traffic to a 
macroscopic level. As software tools offer more applications to exchange data between 
different levels of aggregation this process should become at least feasible.  
Microscopic simulators can typically model the network and traffic rules rather well for 
both private and public transport. In regards to soft modes, the situation is different. Even 
though the modelling of pedestrians has rapidly developed in the last years, still major 
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improvements are needed for modelling cycling. To model travel and driving behaviour, 
approaches like the car following model are well established. Caution must be exercised, 
however, given that even this type of models might have some weaknesses, especially in 
(over)saturated networks and intersections, where behaviour becomes more cooperative, 
and drivers more adaptive. Research on using alternative approaches as for example the 
social force model (see [Hua12]) has to be strengthened.  
At the macroscopic level, some improvements were achieved especially in the last year to 
include many operational elements (e.g. signal plans, detectors). Nonetheless, the accurate 
modelling of these elements to better replicate urban traffic conditions (e.g. influence of 
pedestrian crossings on speeds, accurate aggregation of actuated traffic control) remains an 
issue for further improvement. In terms of demand modelling, more research is required to 
evaluate how additional insights, especially gained from FCD, could assist in obtaining a 
macro model that fits better from an operational point of view (e.g. calibration of trip 
distribution, choice of trip start time). In that regard, we must proceed with caution when 
using traffic counts from congested areas for calibration, as this might lead to an 
underestimation of car density and the related congestion effects. In addition, it would be 
worthwhile to check the possibility for estimating demand patterns based on real time and 
predicted data, possibly in combination with short term prediction tools (e.g. OPTIMA real-
time traffic forecast and traffic management decision support tool, PTV Group, Karlsruhe). 
Searching the most suitable dynamic oriented assignment methods with regard to the points 
addressed above is also an important task. State-of-the-art static traffic assignment may lead 
to link and node loads that overestimate traffic capacities (see [Bue04]). This is related to the 
fact that the whole demand goes through the network during the regarded time period (e.g. 
peak hour), without taking into account further effects of congestion on link and node loads 
(e.g. by a demand transfer to an earlier or later time period). One approach could be the 
increased integration of assignment at the micro level. Taking into account soft modes, 
related interactions, and intermodality, poses additional challenges for the above mentioned 
tasks. Nevertheless, modelling that accurately, as well as their effects on capacities and 
speeds could lead to additional insights.  
 Increasing accuracy in calibrating urban traffic models 4.3
On the basis of the above proposed investigations the calibration process has to be 
emphasized more. In addition to the calibration method described in Section 3, we believe 
that an in-depth SA examining different demand elements (e.g. number of trips between 
origins and destinations, number of trips per route, turning values) might be highly useful. 
This could definitely help identify which aspects of the overall modelling approach on the 
micro and the macro level are really significant.  
It is our opinion that the aspects described above have to be addressed and put together 
like a patchwork/puzzle. It is an iterative process: to establish high quality urban traffic 
simulators, we must improve our monitoring schemes, increase the accuracy of our 
modelling tools, and develop our calibration procedures. Although the challenge is 
substantial and the increased weight of soft modes does not make it easier, this is the best 
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path to establish reliable decision support tools for ITS investments. If we intend to promote 
ITS as a measure of sustainability, these challenges have to be faced. 
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Inflow-Regulating Traffic Light Control
to Avoid Queue-Spillovers
in Urban Road Networks
Stefan Lämmer, Martin Treiber, Markus Rausch
Technische Universität Dresden
Abstract
The capacity of a road network is predetermined by the green times at its intersections. As
these are typically designed for expected traffic demands, spontaneous demand peaks or lane
blockings will likely lead to congestion spreading over larger parts of the network, possibly
ending up in a gridlock situation. We show that critical queue spillbacks can be avoided by
an inflow-regulating traffic light control that does not serve more vehicles than subsequent
roads can accommodate. In this way, vehicular queues only build up within designated
areas of the roads segments, whereas upstream intersections remain fully accessible for non-
affected flow directions. The accelerated propagation of segmented queues allows drivers to
notice obstructions along their chosen route early enough to consider alternative routes or
alternative modes of transport. In consequence, congested parts of the network are relieved
from some traffic, whereas remaining capacities on surrounding roads are utilized. In a
simulation study, the inflow-regulation principle noticeably prevented the emergence of a
gridlock situation in two incident scenarios.
Keywords: vehicular traffic - road network - traffic light control - incident management -
gridlock
1 Introduction
The signal timing of traffic lights is typically designed to provide the intersections of a road
network with a throughput significantly higher than the average expected demand. A com-
prehensive overview of traffic light control strategies is given, for example, in Refs. [Por97;
Hou01; Pap03]. Green times classically follow a cyclic scheme, with which a coordination of
arterial roads is intended [Gar75]. In order to cope with variable traffic flows, some strate-
gies, such as SCOOT [Bre04], dynamically adapt the control parameters. SCATS [Sim79], for
example, recombines the pairs of intersections in coordination depending on actual demands.
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More recent developments apply more advanced optimization techniques such as rolling-
horizon methods [Por96], genetic algorithms [Bra08], and model predictive control [Lin12].
Nevertheless, the optimal control of traffic networks remains an unsolved problem of high
computational complexity [Pap99]. Current research activities approach this complexity by
designing rules that let desired dynamical properties such as synchronization or coordination
emerge in a self-organized way. Relevant candidates are the “organic traffic light control”
[Pro09], the “self-organizing traffic lights” [Ger12], the “schedule-driven control” [Xie12],
or the “self-control” [Lam08]. A review on multi-agent approaches to traffic signal control is
provided in [Che10].
The adaptation of intersection capacities towards variable traffic demands becomes prob-
lematic, however, in cases where the demand exceeds the maximum available intersection
capacities or where queues start to spill back from one intersection to another. As soon as
the growth of queues from cycle to cycle is inevitable, it becomes crucial to utilize remain-
ing capacities in the most efficient way. An option would be to allocate maximum green
times to those roads with the highest number of lanes at the cost of the other roads [Gaz02].
More generally, it is important to maximize the potential outflow from a critical region while
restricting its inflow [Dag07]. Daganzo further distinguishes between “jam” and “gridlock”
states. A gridlock state characterizes the precarious situation where an accumulation of vehi-
cles in the network implies a blockade of potential outflow capacity, i.e. where the vehicles
hinder themselves from leaving the network. Such gridlocks occur when vehicle queues spill
back from one intersection to the next and eventually obstruct other flows. This might, in
consequence, trigger a cascade. Therefore, efficient traffic light control requires an efficient
prevention of queue spillovers.
This paper transfers Daganzo’s principle of restricting the inflow into congested regions to
a local traffic light control strategy, which reduces the amount of green times for those traffic
flows that lead into congested road segments. Sec. 2 presents the basic idea and postulates
particular features. Sec. 3 develops an analytical formulation of how traffic lights can avoid
queue spillbacks by regulating its green times. Sec. 4 depicts the simulation study and its
results. The key findings are concluded in Sec. 5.
2 Inflow-Regulation Principle
Inflow-regulation keeps the length of vehicle queues within certain bounds. As this local
principle prevents intersections from gridlocks, it has several interesting implications on
traffic flow at network scale. Some distinct features are illustrated in Fig. 1 and explained in
the following.
2.1 Delimiting the Queue Length on a Road Segment
On a single road segment, congestion grows as soon as its inflow demand exceeds its outflow
capacity. Extending the outflow capacity is often not possible, in particular if the downstream
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Unregulated Network
a
b
c
Inflow-Regulated Network
a
b
c
Figure 1: In a simple road network, where the main road is blocked due to an accident,
the traffic situation evolves differently dependent on whether the intersections are
inflow-regulated or not. Left: In the unregulated case, queues spill back and let
larger parts of the network collapse. Right: (a) The purely local inflow-regulation
hinders traffic from entering road segment before its queue exceeds a maximum
length. Fewer cars encounter a standstill and the accident area remains accessible
for rescue vehicles. (b) Intersections are not blocked and remain passable for
unaffected flows. (c) The accelerated propagation of segmented queues lets drivers
perceive the obstruction far ahead from the accident allowing them to decide for
alternative routes.
intersection is over-saturated or if a lane is blocked. Instead, the upstream intersection can
instantaneously limit the inflow into the congested road segment as soon as its queue tends
to exceed a certain length. This can be accomplished by skipping or shortening associated
green times. This imposes some requirements on the traffic light that controls the inflow into
the regarded road segment. It must in particular be able to estimate the remaining queuing
capacity of the road segment and how it evolves dependent on measured inflow and outflow
rates. The analysis in Sec. 3 develops a formula with which conventional traffic light controls
could be extended.
2.2 Keeping Intersections Passable for Unaffected Flows
As inflow-regulating traffic lights avoid the spillback of vehicle queues, the intersection re-
mains passable for all flow directions that lead not into congested road segments. The in-
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tersection remains accessible for other modes of transport as well as for emergency vehicles.
Notice also, that drivers that intended to enter the congested road segment now face long
red times. Since available turning directions are signalized with regular or even extended
green times, however, drivers are able to consider alternative routes and use them.
2.3 Segmented Queue Growth Inhibits Global Gridlock Effects
Applying the inflow-regulation principle to multiple intersections in a network has several
implications on how traffic and congestion evolves as a result of an incident. Most importantly,
vehicular queues do not grow in a continuous manner. Instead, as they are restricted to build
up within road segments only, queues grow segmentally. Since they spare out some space,
segmented queues propagate faster towards the origins of traffic. While this means that
drivers are held back earlier than in unregulated networks on the one hand, they are also able
to notice obstructions further ahead on the other hand. Consequently, if some drivers decide
to choose alternative routes or alternative modes of transport, traffic is redistributed such
that remaining road capacities are utilized. Each vehicle that leaves a congested part of the
network allows another vehicle to enter it a certain time later. One might observe that vehicle
gaps start to propagate backwards from the exits to the entrances as analytically explained
in [Hel06]. Congested parts of the network are relieved from traffic while unaffected flows
can leave the network unrestrictedly. Since the emergence of gridlock situations is largely
inhibited in regulated networks, the outflow capacity is only limited by the incident itself.
3 Traffic Light Control
The intersections of a road network are operated with traffic light controllers that, for example,
optimize traffic flow with respect to minimum delays or vehicle stops. In order to incorporate
the proposed inflow-regulation, the control algorithms are to extend by an additional rule
saying “Do not let more than ds(h) vehicles depart from traffic stream s within the next h
seconds.” The following analysis develops a formula for ds(h).
3.1 Queue Model
Consider a single-lane road segment i as depicted in Fig. 2. It has a length of Li meters, on
which only the most downstream Ri meters are allowed for queues to build up. If vehicles
require an effective space of l meters each in a queue, the number of queued vehicles is
limited to Ri/l. In free traffic, vehicles travel at the maximum allowed velocity of v meters
per second with which they would need Li/v seconds to pass through.
The cumulated count of vehicles arriving and departing from road segment i at time t is
denoted by Ai(t) and Di(t), respectively. These numbers can be constructed, for example,
from pulse counts of induction loops that are positioned at the upper and lower end of the
road segment. Note, that there are two calibration conditions, Ai(t − Li/v) −Di(t) = 0 in
case of free traffic, and Ai(t) − Di(t) = 0 in case of an empty road, that allow to correct
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Figure 2: Left: The traffic lights along a road regulate the inflow into subsequent road seg-
ments such that vehicles only stop in reserved areas (shaded). Right: Associated
vehicle trajectories indicate that maximum queue lengths are never exceeded. Vehi-
cles are being served with a green light in a way, that they join subsequent queues
at exactly those time points, at which they can fill in gaps departing vehicles created
before.
detection errors. Also note, that, if the in- and outflow of a homogeneous road section is
given, the temporal evolution of the queue length xi(t) can be analytically estimated with
section-based methods, which assume flow continuity and a piecewise linear flow-density-
relation [Dag94; Hel03; Tre13]. The following analysis is based on an estimate of the current
queue length xi(t) and then balances the number of vehicles joining the queue against the
number of vehicle-gaps that become available at the end of the queue after vehicles departed.
3.2 Anticipation of Queuing Capacity
At time t a queue of length xi ≤ Ri has built up. The remaining Ri − xi meters of queuing
space has a capacity for (Ri − xi)/l additional vehicles. Since this space is being partially
filled with vehicles that arrived within the past (Li − xi)/v seconds, there remains space for
Ri − xi
l
−
[
Ai(t)−Ai
(
t− Li − xi
v
)]
(1)
additional vehicles to arrive.
Departures from the queue create gaps that allow subsequent vehicles to move up. Gaps
propagate through the queue in opposite driving direction at a characteristic negative velocity
c ≈ −5 m/s. This means, the gap a vehicle created due to its departure at time t + xi/c
compensates for another vehicle joining the queue at time t. The sum of gaps currently
present within the queue, i.e. those that departing vehicles created within the past −xi/c
seconds, can be filled with
Di(t)−Di
(
t+ xi
c
)
(2)
vehicles reaching position xi up to time t. If a vehicle arrives at road segment i at some future
time point t+h, it will find a gap in the queue to fill in, if another vehicle has departed before
time point t+ h+ (Li − xi)/v + xi/c. Moreover, the sum of all vehicles that departed before
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that time point will allow another
Di
(
t+ h+ Li − xi
v
+ xi
c
)
−Di(t) (3)
vehicles to enter the road segment up to time point t+ h.
In order to answer the question, how many more vehicles
ai(h) := Ai(t+ h)−Ai(t) (4)
are allowed to arrive at road segment i within time horizon h, the sum of Eqs. (1) to (3) has
to be computed. As a result, the queue will not exceed a maximum length of Ri meters, as
long as there will not arrive more than
ai(h) =
Ri − xi
l
+Ai
(
t− Li − xi
v
)
−Ai(t) +Di
(
t+ h+ Li − xi
v
+ xi
c
)
−Di
(
t+ xi
c
)
(5)
vehicles at road section i within the next h seconds.
3.3 Green Time Adjustment
At the intersection upstream of the investigated road segment i, there are several incoming
traffic streams s. Ideally, each stream would lead to exactly one outgoing road segment i,
which is the case for separate turning lanes. In more general cases with mixed lanes, however,
there will only a certain fraction αsi of the vehicles of traffic stream s turn into road segment
i. Obviously,
∑
i αsi = 1 is valid for all streams s. Since the number of vehicles that arrive at
i is restricted by Eq. (5), the maximum number of vehicles allowed to depart from stream s
within horizon h follows to be:
ds(h) = min
i
ai(h)
αsi
(6)
In order to ensure that the queues on neither of its outgoing roads i exceed a certain critical
length Ri, the corresponding traffic light control must not allocate more green time to its
incoming traffic streams s within time horizon h than ds(h) vehicles require to depart.
3.4 Discussion
In the more general case of multi-lane traffic, the effective length l of a vehicle in a queue
has to be divided by the number of lanes. Note also that the turning fractions αsi will vary in
time as soon as drivers consider alternative turning directions. Even if Eq. (6) only serves as a
rough estimate, using it with historical turning fractions obtained from non-perturbed traffic
situations is still safe with respect to a reliable inflow-regulation. As drivers tend to avoid
congestion, historical αsi values overestimate the actual turning rate into congested road
segments i, which results in rather under-critical green times for the corresponding streams
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s. Another practical issue is that safety directives may impose maximum red times. In these
cases, at least a short green light must be given after a certain while. Furthermore, the time
shift h + (Li − xi)/v + xi/c in Eq. (5) might become positive, which implies a reference to
future departures at the subsequent intersection. If the signal timing of that intersection
is not known in advance, a safe measure could be to assume that future departures will
not take place, i.e. to assume Di(t′) = Di(t) for future time points t′ > t. The available
queuing capacity will thereby be underestimated. In a scenario, however, with Li = 500 m,
v = 15 m/s, c = −5 m/s, and xi = 200 m, the respective time shift will not become positive
for horizons h ≤ 20 s.
A particularly well suited control strategy to be combined with the proposed inflow-
regulation is the “Self-Control” as introduced in [Lam08]. It is not restricted to cycle times
or to a fixed order of phases. It does instead calculate a priority index for each traffic stream
based on the short-term anticipation of the number of cars expected to arrive in the queue
within the next few seconds, and gives green to those non-conflicting streams for which
the priority index is highest. In case of variable inflows, this naturally results in irregular
switching sequences, in which some streams might be served more often than others. An
implementation of the inflow-regulation principle would require to calculate the priority in-
dices over no more than ds(h) vehicles according to Eq. (6). If a particular stream leads into
a queued road, the corresponding priority index will drop, and green times are automatically
allocated to other streams.
4 Simulation Results
The proposed inflow-regulation principle was validated by using the example network de-
picted in Fig. 1. The simulation runs were accomplished with the commercial traffic flow
simulation tool PTV Vissim (Version 5.40). The road segments between two intersections
have a length of 70 m. Roads on which traffic enters the network, however, were chosen long
enough to accommodate all queues that result from the regarded incidents. The inflow traffic
volume was set to 1200 veh/h on the main road and to 300 veh/h on the others. Turnings were
generally not permitted. The intersections were operated with fixed-time controllers and a
common cycle time of 60 s. Green times were set to 40 s for the main road direction and
to 20 s for the other flow directions. The offsets were chosen to let a green wave propagate
along the main road. The inflow-regulating principle was implemented such that a scheduled
green time is given only if the vehicle queue on downstream road segments does not exceed a
maximum length of 35 m. Saved green times were not redistributed to other flow directions.
Two incident scenarios, A and B, are considered. Both reflect an accident near the most
downstream stop line of the main road. In scenario A, drivers can bypass the accident via
one lane at walking speed. In scenario B, the accident blocks both lanes of the road. Both
incidents are active for a duration of 800 s.
For a quantitative comparison of the regulated and unregulated network, Fig. 3 shows
how the accumulation of vehicles N evolves in each case. As the regarded incidents cause a
29
MT-ITS 2013
Figure 3: For both scenarios A (left) and B (right), the accumulation of vehicles is signifi-
cantly lower in the inflow-regulated network (solid) as compared to the unregu-
lated network (dashed). This is due to the fact that inflow-regulated intersections
avoid the spillover of queues and, thereby, remain fully passable for all non-affected
flows. In both scenarios, the outflow capacity of the regulated network is only lim-
ited by the incident itself.
queue to grow along the main road in any case, the difference is on how much non-affected
flows were involved. The unregulated network resulted in a distinct gridlock situation, in
which eventually no vehicle was able to leave the network anymore. Contrarily, the inflow-
regulation principle prevented the main road queues from spilling back to upstream inter-
sections such that the flows from the other roads were not obstructed by the incident. In
consequence, the number of vehicles in the network could be reduced by 48.4 %. Results are
summarized in Table 1.
Table 1: Accumulation of vehicles N at the end of each simulation run (t = 1000 s).
Scenario A Scenario B
Unregulated Network 703 857
Inflow-Regulated Network 363 442
Relative savings 48.4 % 48.4 %
5 Conclusion
The proposed inflow-regulation principle prevents vehicle queues from spilling back to the
most upstream intersection. Traffic lights regulate the inflow into congested road segments by
shorter green times to make sure its queue does not exceed a certain predefined length. This
purely local principle has several implications. First of all, the corresponding intersections
remain fully accessible for traffic with different destinations and, additionally, for traffic
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that bypasses congestion. Hence, precarious gridlock effects are largely inhibited and the
impact of the incidents is limited to a much lesser extent. Taking all effects together, the
inflow-regulation principle manages incidents in a much faster and more efficient way.
Only being allowed to build up on road segments, queues grow segmentally. This implies
that information of obstructions along a certain route propagates faster through the network.
This gives drivers a chance to consider and choose alternative routes soon enough. However,
drivers may experience that the traffic lights along a chosen route are red for an exceptionally
long time. Neither the reason of this obstruction is obvious, nor will the drivers by themselves
be able to estimate expected travel times along alternative routes, nor will they know what
routes are accessible at all. Consequently, each individual driver will face a complex decision
process in which he must heuristically decide to either stay on the original route for a certain
while, or to move on to one of the potentially available turning directions. Online navigation
systems [Coh09] might support this decision process.
The simulation study has resulted in a significant reduction of the accumulation of vehicles
in the inflow-regulated network. Vehicles of other flow directions were not hindered from
crossing the intersections and, thus, from leaving the network. The regulated network,
therefore, was relieved from some traffic and could also avoid the emergence of a gridlock
situation. In the simulation study, drivers were not allowed to turn. It remains a future task
to develop an according route choice model of individual drivers. It is to expect that the
redistribution of traffic among available bypass roads will further decrease the accumulated
number of vehicles in the network.
We further propose to extend the inflow-regulation principle by additionally reallocating
the green times of possibly present turning directions. While the green times for flows into
congested roads are shortened or skipped, the green times for available turning directions
could be likewise expanded. This provides capacity to those drivers that decide for an
alternative route. Both, the inflow-regulation principle and the instantaneous reallocation
of green times, give rise to a purely autonomous capacity regulating control concept in
partially obstructed networks. If it was possible to redistribute all affected traffic flows along
the remaining network capacities, the network would have “healed” itself. Several, more
theoretical, questions remain to be addressed in further studies. These questions include
how non-equilibrium traffic states in networks with capacity regulating traffic lights can be
modeled, and what preconditions a network must have in terms of road capacity, traffic load,
or routing alternatives, in order to satisfy given traffic demands also in case of incidents.
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Abstract 
Travel demand models describing demand-supply-interaction of individual transport are 
important building blocks of transport planning and traffic management systems. Weather 
conditions, e.g. top weather or adverse weather like rainfall or snow, can affect several levels 
of demand-supply-interaction. In order to quantify weather impact on travel demand models, 
traffic and weather data from an inter-urban motorway in Bavaria, Germany and the intra-
urban road network in the Austrian capital Vienna have been analysed in the framework of a 
cooperative research project. 
By combining absolute and relative thresholds, which were defined relative to local 
climate summary values, standardised weather classes were defined. 
On the inter-urban motorway, weather impact on travel demand differed among 
weekdays. Demand increase for days with top weather and demand decrease for rainy and 
snowy days was quantified. In the intra-urban road network, weather impact depended 
mainly on the type of precipitation. Whereas snow decreased passenger car demand, rain 
and even heavy rainfall had no significant impact on demand. 
On the inter-urban motorway, free speed reduction and capacity reduction due to heavy 
rain and snowfall was quantified. In the intra-urban road network, the network flow-speed 
relation was similar for dry road, wet road combined with rain and slush combined with 
snow. Only for snowy road combined with snow, lower network speeds were observed for 
given flows. 
Based on the quantified weather impacts, recommendations are given on how to integrate 
weather impact in travel demand models. 
Keywords: travel demand model, weather impact 
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1 Objectives 
Travel demand models describing demand-supply-interaction of private transport are 
important building blocks of transport planning and traffic management systems. Commonly 
travel demand is represented by a table of (estimated) origin-destination flows. An 
assignment model is used to assign the OD flows to routes, which are propagated on links 
along the routes. A performance function is used to calculate flow-dependent supply costs, 
which are frequently measured as travel time delays. Weather conditions, e.g. top weather or 
adverse weather like rainfall or snow can affect several levels of demand-supply-interaction. 
The severity of the impact depends on other factors (e.g. day of year, time of day, traffic 
composition). 
Whereas a variety of methods have been described for calibration of travel demand 
models in general (see i.a. [Cas09]), an integrated approach for model calibration taking into 
account weather impact on all levels of demand-supply-interaction could not be directly 
derived from existing studies and methods (see e.g. [Che12], [Liu13], [Rak07], [Zha09]). 
A comprehensive summary of weather impact on macroscopic and microscopic traffic 
characteristics, on traffic safety as well as on road surface conditions has been elaborated by 
COST Action TU0702 “Real-time monitoring, surveillance and control of road network under 
adverse weather conditions” (see [Fau11], pp. 21 – 47). 
The evaluated studies targeting impact of weather on traffic demand have reported a wide 
impact range. Impact of rain on demand ranged from no measurable effect to about 4 % 
decrease on working days and from 20 % increase to 20 % decrease on weekends. 
Differences could be due to the population’s different reaction to local climate for each trip 
purpose or differing availability of transport mode (especially availability of public transport 
facilities in urban areas). Whereas the impact of adverse weather on driving speed is 
comparable for different regions, analysis revealed large ranges for road capacity (e.g. 
between about 5 and 20 % for light rain). This can be attributed to missing comparability of 
the actual road surface state. In order to improve comparability of results, standardisation of 
weather classifications for demand analysis taking local climate into account as well as for 
speed and performance analysis have been identified as an important objective. 
Classifications of road weather situations and methods for demand and supply 
performance analysis are introduced in chapter 2. As a basis for quantifying weather impact 
on travel demand models in a standardised way, traffic and weather data from the inter-
urban motorways A8 and A93 in Bavaria, Germany and the intra-urban road network in the 
Austrian capital Vienna have been analysed in the framework of a cooperative research 
project. The main results of this project are presented in chapter 3. Based on the quantified 
impacts, recommendations are given in chapter 4 on how to integrate weather impact in 
travel demand models. 
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2 Methods 
 Classification of road weather situations 2.1
As a prerequisite for impact analysis, a separate weather classification for demand analysis 
and for speed and performance analysis were elaborated. 
For demand analysis, daily weather values of the region under investigation were used. As 
the Bavarian region and the Viennese region belong to different climates, resulting in 
different yearly amount of precipitation, a combination of absolute and relative thresholds, 
which were defined relative to local climate summary values, were applied for classification 
(see Table 1). 
Table 1: Classification for impact analysis on demand 
 sunshine precipitation type precipitation intensity 
(mm/d water equivalent)  
dry - - - 
top weather >= 90% of max. 
sunshine duration 
- <= 0.2 mm/d 
snow - snow >= 1mm/d 
rain - rain > 0.2 mm/d 
heavy rain - rain > 95th perc. (of monthly 
cumulative distribution) 
A threshold for heavy rain was defined as the 95th percentile of the monthly cumulative 
distribution of daily rainfall. This threshold for heavy rain therefore differed between regions 
and between seasons. 
For the analysis of weather impact on traffic speed and performance, a separate weather 
classification was applied (see Table 2 and [Kir12]). As the immediate impact of the local 
road surface condition on driving behaviour was investigated, classification thresholds were 
defined for 15 min aggregated road weather sensor data. 
 Methods for demand analysis 2.2
Demand on the inter-urban motorway (Federal Motorways A8 and A93) 
Travel demand in the Bavarian survey area is influenced by a couple of factors. On the one 
hand the motorways A8 and A93 are typically used for intra-European holiday trips in 
summer and in winter, with peaks during the country-specific school holidays, but also 
outside of these periods (seasonal effect and holiday effect). On the other hand many short-
trips on Fridays and long weekends undertaken by regional travelers could be observed 
(special days). To isolate these effects from weather impact, a three-fold analysis was done: 
 A linear regression analysis was applied for every count location and weekday 
separately. The regression function integrated the main factors, especially weather, 
influencing daily traffic volume.  
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Table 2: Classification for impact analysis on supply performance. 
 A cluster analyses was done, to examine weather impact on load curves of traffic flow. 
 A household survey was evaluated to derive typical travel behaviour parameters like 
trip production rates and trip distance distribution according to several weather 
situations. 
The ANPR (Automated Number Plate Recognition) systems load curves in the survey area 
provided additional information about the local origin of the detected vehicles. Hence 
regression and cluster analysis was applied to total traffic flows as well as to partial traffic 
flow with certain origins. 
Demand on the intra-urban road network (city of Vienna) 
In the city of Vienna, demand was measured at 58 measurement sites, which were located on 
urban arterial roads with a free speed level between 30 and 60 km/h. Demand flow was 
measured separately for passenger cars and heavy goods vehicles (including all larger 
vehicles) and summed up for all measurement sites during a one hour interval, resulting in 
an intra-urban demand flow level. Distribution of demand flow levels was compared among 
the weather classes, applying a Wilcoxon rank sum test. In addition, daily time series plots 
for different weather classes were compared, in order to check for temporal effects as e.g. 
during rush hours. 
 Methods for supply performance analysis 2.3
Supply performance on the inter-urban motorway (Federal Motorways A8 
and A93) 
In order to determine weather impact on speed and capacity at cross sections of motorways 
 precipitation 
type 
precipitation 
intensity 
(mm/h water 
equivalent) 
wet bulb 
temperature 
(°C) 
road surface 
temperature 
(°C) 
dry - = 0 * * 
wet road / rain rain < 0,5 >= 0 > - 2 
slippery road / rain rain < 0,5 >= 0 <= - 2 
wet road  / strong rain rain >= 0,5 >= 0 > - 2 
slush / snow snow < 0,5 < 0 > - 2 
snowy road / snow snow < 0,5 < 0 <= - 2 
slush / medium snow snow >= 0,5; < 3,5 < 0 > - 2 
snowy road / medium 
snow 
snow >= 0,5; < 3,5 < 0 <= - 2 
slush / heavy snow Snow >= 3,5 < 0 > - 2 
snowy road / heavy 
snow 
Snow >= 3,5 < 0 <= - 2 
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A8 and A93, road weather data combined with traffic data were analysed in the period from 
2008 to 2012. Road weather data (road surface temperature, road condition, type and 
intensity of precipitation, air temperature and humidity) were measured in 1 minute 
intervals. Traffic data (average speed, traffic flow and average time gap per 1 minute interval) 
were acquired separately for each lane and classified into passenger cars and trucks. 
In order to determine vehicle free speed and capacity, data of selected cross sections were 
aggregated in 15 min intervals and classified according to the defined road weather classes. 
Two basic models were used to describe the fundamental diagram for each road weather 
class. For macroscopic modeling, the traffic flow – vehicle speed relation described by Van 
Aerde [VAe95] was used. The Van Aerde equation parameters for each weather class were 
computed by regression analysis. For microscopic modeling of weather impact, the 
fundamental diagram model described by N. Wu [Wu00] was applied. The parameters of the 
phase equations of the Wu model were computed by a regression method (ordinary least 
square estimator) for each road weather class. 
In order to enhance the accuracy of the modelling, a continuous model was developed, 
which avoids using weather classes. The input of the model uses predictable weather 
parameters like air- and dew-point temperature, precipitation as well as road surface 
temperature. The model structure was derived from basic principles of driving dynamics, tire 
friction and visibility resp. stopping distance and certain road construction features. The 
parameters of the model were estimated by multiple regression methods. The model outputs 
free speed and capacity reduction corresponding to road weather data (see [Sch12]). 
Supply on the intra-urban road network (city of Vienna) 
On intra-urban road links, measurement of performance functions (e.g. volume-delay 
functions) proves to be difficult due to instationary traffic flow. Network flow-speed relations 
show a more stable behaviour than flow-speed relations on single links (see e.g. [Gero2010]). 
To this aim, each link of the Viennese road network was grouped according to its free speed 
(20 to 30 km/h up to 80 to 90 km/h). Within each group, harmonic average network speed 
for a one hour interval was calculated. Network speeds of urban arterial roads with a free 
speed level between 30 and 60 km/h and average demand flow were compared in a network 
flow-speed relation (“network fundamental diagram”). 
3 Results 
 Demand on the inter-urban motorway (Federal Motorways A8 and A93) 3.1
On motorway A8 between Munich and Salzburg, weather impact differed locally and among 
weekdays. On a representative count location (see Figure 1), weather impact on daily traffic 
flow could be observed on Friday, Saturday and Sunday (see Table 3). The strongest impact 
could be observed on Sundays. Moreover, snow decreased traffic flow more than rain.  
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Table 3: Deviation of weekday specific average daily traffic flow [%]. 
 
The left part of Figure 1 illustrates rain impact for different locations in the network. 
Analogously to top weather, rain impact decreases with increasing distance to the regional 
capital Munich. The right part shows the shift of the origin-specific daily traffic volume 
detected on the ANPR location. The detected traffic volume of vehicles is increasing for 
number plates registered in administrative districts located in the South-Eastern region of 
Munich, which indicates weather related origin-destination choice. 
Figure 1: Percentage shift of daily traffic volume on Sunday due to rain. 
The evaluation of the household survey confirms the weather related travel behaviour: 
Weather influences the number of trips and also the resulting trip distance distribution. The 
average trip length increases during top weather and decreases during rain. Furthermore 
cluster analysis reveals that the load curves of local traffic are also affected by current 
weather situations. 
 Demand on the intra-urban road network (city of Vienna) 3.2
Top weather increased passenger car demand by 6% on working days during vacation 
periods, whereas it did not increase passenger car demand during holidays. Top weather also 
increased heavy goods vehicle demand on working days during vacation periods. As the 
share of heavy goods vehicles constituted less than 5% of intra-urban traffic flow, the impact 
of heavy goods vehicles was considered to be small. 
Rainfall and also heavy rainfall (exceeding the 95% percentile of the monthly distribution) 
had no significant impact, neither on passenger car demand nor on heavy goods vehicle 
demand. Snow resulted in an 11% reduction of passenger car demand on working days and a  
 Top weather Rain Snow 
Friday +5% -3% -17% 
Saturday +4% -8% -21% 
Sunday +6% -10% N.A. 
 
 
8
8
93
Representave
count location
8
8
93Representave
count location
and ANPR 
location
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Table 4: Comparison of weather impact on travel demand. 
 
Intra-urban road network 
(Vienna) 
Inter-urban motorway (A8, A93) 
Target of analysis 
Hourly traffic flow level of 58 
detectors 
Daily traffic flow of single detectors 
Preclassification 
Day classes (working day, vacation 
period, holiday), vehicle class 
Day classes (weekdays) 
Method 
Comparison of distribution with 
rank sum test 
Regression analysis 
Cluster analysis 
Evaluation of household survey 
Top weather 
impact 
Increase on working days during 
vacation periods  
Increase, largest impact on Saturdays 
and Sundays 
Rain impact No impact 
Reduction, largest impact on 
Saturdays and Sundays 
Snow impact 
Reduction on working days 
and holidays 
Reduction larger than during rain, 
largest impact on Saturdays 
Additional 
remarks 
similar impact in the whole city 
Different impact in different 
locations  
 
17% reduction of passenger car demand on holidays. In the same way, snow resulted in a 
decrease of heavy goods vehicle demand on holidays (-13%) and most likely on working days 
(-11%).  
The main findings of demand analysis in both regions are summarised in Table 4. 
 Supply performance on the inter-urban motorway (Federal Motorways 3.3
A8 and A93) 
On the Federal Motorway A8 between Munich and Salzburg, archived road weather and 
traffic data from 48 measurement sites in the period from 2008 until 2012 were evaluated. 
An explicit clustering of the flow-speed relation as a function of the weather classes could be 
observed (see Figure 2). During heavy rain and increased waterfilm depth, the distribution of 
vehicle free speeds was reduced considerably, while effect on capacity was minor. During 
snowfall and snow-covered road surface, a significant decrease of chosen vehicle free speed 
and also of capacity was encountered.  
For cross sections with two lanes in each direction and no significant longitudinal and 
transversal slope, the following average reduction factors for each observed road weather 
class could be calculated (see Table 5). 
Based on measured route travel times from 2011, reliability of travel times and causes of 
delays on three sections of the inter-urban motorway were investigated. Increased demand 
was found to be the main cause for delays (83% of cases). In 3% of cases, rain could be 
identified as the only cause of delays, in 7% of cases a combined impact of travel demand and 
rain was detected. 
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 Figure 2: van Aerde flow – speed diagram for different weather classes. 
 Supply performance on the intra-urban road network (city of Vienna) 3.4
Network speeds of urban arterial roads with a free speed level between 30 and 60 km/h and 
average demand flow were combined in a network flow-speed relation. For each speed 
category, a linear decrease of network speed with increasing average demand flow could be 
observed. This relation was similar for dry road, wet road combined with rain and slush 
combined with snow. For snowy road combined with snow, the relation was shifted towards 
lower network speeds for given flows. 
In spite of the clear shift of the flow-speed relation during snowy road combined with 
snow, an impact of this road weather situation on network speed could not be detected. Only 
the modes of network speed distributions were lowered. This small impact is likely due to a 
compensatory effect by reduced total passenger car flow on snowy days. 
Table 5: Observed reduction factors due to road weather condition on 2-lane motorway. 
 Class 
number 
Free Speed 
Reduction 
Capacity 
Reduction 
dry 1 0% 0% 
wet road / rain 2 -31% 0% 
slippery road / rain 3 -54% -18% 
wet road  /strong rain 4 -39% -15% 
slush / snow 5 -31% -3% 
snowy road / snow 6 -39% -15% 
slush / medium snow 7 -57% -40% 
snowy road / medium snow 8 -67% -15% 
slush / heavy snow 9 -67% -54% 
snowy road / heavy snow 10 -69% -57% 
 
MT-ITS 2013
42
For wet road combined with rain, network speeds were shifted towards lower speeds, 
resulting in a small reduction of median network speed of less than 3 %. 
The main findings of supply performance analysis in both regions are summarised in 
Table 6. 
Table 6: Comparison of weather impact on traffic supply performance. 
 
Intra-urban road network (Vienna) Inter-urban motorway (A8, A93) 
Target of analysis 
Network speed, traffic flow - speed 
relation 
Density – speed relation, traffic flow 
– speed relation, travel time 
reliability 
Measurement 
values 
58 stationary sensors, taxi travel 
times for entire road network 
48 stationary sensors, 4 ANPR 
cameras 
Method 
Comparison of network speed per 
road class and average traffic flow 
Local analysis of sensor data, travel 
time distribution from ANPR data 
weather impact 
on speed 
Small reduction of network speed 
on wet road during rain 
Reduction of free speed during heavy 
rain (increased water film depth), 
snow and snowy road 
Weather impact 
on performance 
/capacity 
Impact of snowy road combined 
with snow on flow – speed relation 
Capacity reduction during snowfall 
and snowy road 
minor capacity reduction during rain 
Weather impact 
on travel time 
reliability 
no investigation Small reduction during rain 
Model results 
Traffic flow – travel time relations 
for different road classes and road 
weather classes 
Density – speed relations, traffic flow 
– speed relations for different road 
weather classes 
factors for travel time reliability 
4 Discussion and recommendations 
For each day class and weather class with proven impact on supply-demand interaction, 
either the travel demand model or the traffic supply model or both have to be re-calibrated. 
 Re-calibration of demand model 4.1
Trip generation, trip distribution, time-choice or mode choice within the travel demand 
model could be the target of re-calibration. As further information is needed to be able to 
calibrate the right level of the demand model, the calibration depends on the available data 
sources. Table 7 shows the application of available data sources to integrate weather impact 
on several demand model levels.  
The result of re-calibration is an OD matrix for different day classes in combination with 
different weather classes (e.g. for different weekdays combined with dry weather, top 
weather, rain and snowfall). 
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Table 7: Application of different data sources to calibrate and validate the demand model. 
 
Derivable parameters for different weather 
classes 
Possible validation level 
ANPR-Data destination-specific load curves (directly) 
trip generation 
trip distribution 
Mobile phone 
data 
parameters for destination choice model 
(directly) 
parameters of mode choice model (directly) 
trip distribution 
mode choice 
(route choice) 
Data from 
household 
survey 
trip production rates (directly) 
parameters for destination choice model 
(indirectly) 
parameters of mode choice model (indirectly) 
trip generation 
trip distribution 
mode choice 
Traffic volumes 
of local detectors 
- 
route choice / 
assignment 
 Recalibration of supply model 4.2
Inside the supply model, the performance function is re-calibrated for different weather 
classes. Based on the estimated fundamental diagrams for each weather class, free speed 
reduction and capacity reduction is estimated for each weather class. The reduction factors 
for free speed and capacity are applied to the performance function in the supply model, 
resulting in different performance functions for different weather classes. On intra-urban 
road links, network flow-speed relations show a more stable behaviour than flow-speed 
relations on single links. Therefore, observed network flow-speed relations for different road 
classes can be used as substitutes for flow-speed relations on individual links. 
After recalibrating demand model and supply model, prediction capability of the adapted 
model has to be validated. For this purpose, the model is used for prediction of traffic state or 
travel time during a defined validation period in the investigated road network. During this 
validation period, all weather situations with proven impact on supply-demand interaction 
should be included. 
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Abstract 
In the field of transportation the organization of daily activity chains has become more 
stressed, because the fast execution of the numerous tasks is a primary aspect. In order to 
reach high performance in the organization of the tasks, the attributes of the demand points, 
the transportation network and the external circumstances, as the changing traffic situation 
also have to be taken into account. A theoretical model was developed to organize and 
supervise the daily activity chains. Our aim is to improve the basically for logistic processes 
used TSP method and apply it for personal transportation purposes. The method offers a 
location based service, which results the optimal order of the tasks based on subjective 
parameters. 
Keywords: daily activity chains, method development, TSP, flexible points, priorization of 
activities 
1 Introduction 
The ITS developments are widely spread in the field of passenger transportation. One 
direction of them is the LBS (= Location Based Services) technology, which uses the 
geographical data of a journey in order to utilize the demanded services of the passengers. 
The service is realized by the passengers’ mobile devices using ITS, mobile internet and 
localization technology. With this extra information the passengers can plan their daily 
journeys in a more intelligent and optimized way. 
The organization of the daily activity chains has been scrutinized in many articles [Hin12], 
[Tim03], [Mil03] and books [Tim05]. Organizing the chains some periodical repeated activity 
can be revealed (e.g. going to the office), which depends on the demographical [Ker07], on 
the spatial situation [Bul08] and on the personal characteristics of the user [Kan10]. More 
measurements were conducted in order to define the visited points, the average travel 
distance and time [Kam11], and in general the way of organizing the chains [Nij12], [Doh05]. 
Nevertheless only few articles were written in the topics related to the spatial and temporal 
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solutions [Doh06], to dynamic planning [Roo05], [Nij09], [Mar11] and to resolving possible 
conflicts [Aul08]. 
For sorting and ordering each activity the TSP (= Traveling Salesman Problem) method 
offers a solution [Rei94], [App07], which popular version is often called VPR (= Vehicle 
Routing Problem) [Tot02], [Gol08]. The solution for this problem was developed already 50 
years ago, and since numerous versions were implemented. The basic problem is that an 
order has to be set among the points to be visited according to a specified aspect. This aspect 
could be travel distance, cost, number of transfers or the combination of these. 
Basically the TSP method is used in logistics systems, but we propose an application for 
passenger transportation. In our case another constraint has to be defined, because the 
opening times of the shops and institutions have to be considered. Therefore our proposed 
algorithm is based on the TSP-TW (= TSP Time Window) version. Numerous articles deal 
with the problems and solutions of the TSP-TW method [Bal11], [Kos92], [Dum95], [Sav92], 
[Kol87], [Ghi11], [Das12]. The method has to be extended with flexible points, which are 
variable in time and space. The aim of the research would be to prove the benefits of this 
method compared to the basic TSP method. 
2 The concept of the method 
While establishing activity chains it is assumed that the passenger is already aware of the 
activities, which he/she would like to realize on the given day. The aim of the method is to set 
an order of the activities using the existing data (time, location, importance). The nowadays 
available methods (Fig. 1.), which we call basic TSP are based on activity points, which have 
to be explored and cost functions, which describe the values among the points.  
We consider a TSP method flexible, if – according to the subjective demands of the 
travelers – some points can be arbitrarily replaced with another point of the same function. 
Therefore using the flexible TSP method a solution could exist, which would not exist using 
the basic TSP. 
The idea of the predictive TSP can be explained as an extension of existing services , which 
can be derived from the demands. These latent demands of the passengers can be guessed 
from the demands of passengers with similar characteristics.  
In this research we consider the flexible TSP, which includes the following steps: 
 
Figure 1: Types of TSP methods. 
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1. Definition of the daily activity chain: 
 The list contains all the regular and non-regular activities of a passenger. 
 The spatial and temporal parameters of the regular activities are usually fixed (e.g. 
school, workplace), while in many cases the non-regular activities are flexible. 
 We assume that the passenger knows the activities of the certain day in advance and 
prepare the list of them, in which the time windows (TW) and processing time, which 
is the time spent at the points (TP), are also set. 
2. Solving the basic TSP: 
 The originally chosen points of the activity chain are the inputs for a TSP-TW method. 
 The TSP-TW algorithm calculates an order of the points, which result could be the 
basic for a comparison with the proposed method. 
 We generally assume that the basic problem is solvable, thus each point is reachable 
during the given TW (the TW-s are long enough and the TD-s are short enough). 
3. Priorization of the activities: 
 To each point a value is assigned, which represents its importance. 
 The regular points of the activities get usually high priority, because they are spatially 
and temporally bounded, while the non-regular activities get lower priority. 
 The subjective parameters are defined, all non-regular activities get a priority 
according to the personal demands and characteristics of the passenger. 
4. Replacement of the flexible points: 
 In the case of the flexible points the demanded service is reachable in more spatial 
places (e.g. instead of the point C, also in the point C’). Thus a new set of points could 
be installed, which is a new version of the activity plan, and the total travel cost could 
be reduced (Fig. 2.)  
 The search for new points in the case of flexible demands is conducted according to 
the spatial distance with weighting, thus the closer is the new point to an existing 
point, the higher is its weight.  
 Using the subjective parameters a further modification of the points is possible, but it 
has to be taken into account, when the passenger wants to perform the activity. 
 If the basic problem would not be solvable (e.g. 2 points have the same TW, and the 
travel time is too long between them), it could be solved with the spatial and temporal 
replacement of the points (Fig. 2.). 
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Figure 2: Presentation of the flexible points. 
 
Figure 3: Temporal reachability of the points. 
5. Optimization: 
 For each version a TSP-TW is calculated. 
 The version with the lowest total journey time (T) is chosen. 
 The result of the basic TSP-TW is compared to the best version of the flexible TSP. 
Concerning the points (Fig. 3.) the real time window (TR) of the arrival is defined by the 
original time windows (TW), which are usually the opening times of the shops and by the 
processing time (TP), which is the time needed for some operations executed (e.g. shopping). 
An average TP value (TPa) can be defined, which can be modified to a minimal value (TPm), if 
a delay occurs. The TPm value is the time, which has to be minimal spent at the given point. 
TR = TW− TPa (1) 
By the flexible points if the next point (in the figure the point C) is not reachable during 
the travel time (TT) between the two points, then the algorithm searches for another point 
(C’), which is the closest to the prior point. Thus the needed activity can be performed at the 
new point (C’).  
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The following constrains have to be fulfilled when using the model: 
 each time window (TW) is at least as long as the processing time (TP), 
TW ≥ TP (2) 
 a point is reachable, if the real time window (TR) and the demanded time window of 
the passenger (TD) suits the processing time interval (TP), 
 each (already replaced) point is reachable during the travel time (TT), 
TT ≥ TRn − TRm (3) 
 the total journey time (T) is the sum of all travel time (TT) and processing time (TP) 
and potentially waiting time (Twait), which can occur between the points. 
T =∑TT+∑TP+∑Twait 
(4) 
3 First steps of the application’s realization 
The first step of the implementation is the elaboration of a data model (Fig. 4.), which is 
important to the construction of the daily activity chain. The model contains a Passenger 
table, where data about the passengers are stored. Some personal parameters belong to all 
passengers, which can be found in the Preferences table. These could denote preference of 
the transportation mode, disabilities or other factors. All preferences can be set in the 
interval of 1-5, which defines, how much the passenger demands the given service. 
The certain points are contained in the POI table, which describes the name of the point, 
its address, opening hours and other information. These POI-s can be classified into types 
(e.g. food, sport, institutes and other categories), which is important because usually the 
passengers do not search for specific shops, but activity types. Using these categories finding 
the demanded activity becomes easier. 
The most important table is the Activity, where the passengers can construct their daily 
activity chains. To each activity, which can be realized at the point (POI), belong time 
intervals. The duration, the time when passenger would demand the service (TD) and the 
processing time (TP), which is the duration of the service. The POI_ID field is optional, when 
filled, it is a fix point. Furthermore the priority should be filled, which denotes the 
importance of the activity. These can take the following values: 
 1: fix point, definitely has to be arranged on the certain day, 
 2: temporally fix, but spatially flexible, 
 3: temporally and spatially reduced flexible, namely the point has to be visited on the 
given day, 
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 4: totally flexible, the point could be shifted to another day if necessary (e.g. if reaching 
the point would take more, than 1 hour and the schedule is too tight). 
In the next step using the TSP-TW method the travel times can be calculated and 
optimized according to the activity chain. Then the order of the points to be visited can be 
defined. The exact elaboration and implementation of this algorithm is the next relevant step 
of the research. 
 
Figure 4: Data model and connections. 
4 Further development 
The theoretical model building has to be followed by the elaboration of practical part of the 
method and the analysis with VISUM simulation models. Still already some extensions and 
development directions emerged during the research process. 
In our model we assumed that the passenger’s start and end point is the same location. In 
the most cases it is valid, because usually the daily activity chains start from home and after 
finishing all activities the destination is home again. But in some cases the destination can be 
different, which requires another TSP method. 
In the general case the cost function possesses fix values, thus among each points a fixed 
travel time (TT) is defined, but considering the actual traffic situation, the elements of the 
matrix could be changed in every hour. Using the same method the results of traffic jams and 
accidents could also be built in the model, which means the changing of the travel times. 
The travel times could be defined according to the time tables of the public transportation 
and using real-time data the proper travel times could be assigned, which would contain the 
waiting times, the transfer times and the delays. 
The cost matrix could be interpreted as a general resistance function, which takes into 
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account the travel times, the costs, the number of transfers and the personal preferences. 
Enhancing the dynamics of the model the changes of the activity plan during the day could 
be taken into consideration (Fig. 5.). Compared to the original activity chain (Activity) some 
changes could occur, as appearing a new demand (and a new point) or a delay at a point 
(Changes). Thus the daily plan has to be re-planned and recalculated during the day 
(Algorithm). Using this method the real activity list could be followed and modeled (real 
Activity). Using the predictive TSP also the latent demands of the passengers could be served, 
and other services could be recommended for the certain passenger based on crowd 
sourcing data. 
 
Figure 5: Dynamic modeling.  
5 Summary 
The organization of the passengers’ daily activity chains is a complex ITS development field, 
which can be solved using the TSP-TW method. In the article we explored the problems of 
the organization and elaborated a method, which introduces flexible points and priorization. 
The highest priority means an important task, which definitely has to be arranged on the 
certain day. Lower priorities mean that the task can be even shifted to another day if 
necessary. Thus better results can be achieved than using the general TSP method. As the 
first step of the research a data model was defined, which contains data of the passengers, 
the points and the activities. Using this database an algorithm can be executed, which results 
in an optimal order of the points to be visited. The future development directions were also 
specified. 
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Minimization of Vehicle Stops
by an Early Termination of Green Times
in Traffic-Light Controlled Road Networks
Kathleen Tischler, Stefan Lämmer
Technische Universität Dresden
Abstract
Traffic lights are typically operated with cycle times and green splits being optimized for
average expected demands. Unexpected demand fluctuations on shorter time scales require
reactive adjustments to the green times. A commonly applied technique is to terminate green
times within a scheduled period if the time interval to the next arriving vehicle exceeds a
pre-defined value. However, this so-called vehicle interval method does not consider arrivals
on subsequent stages.
The present paper proposes to anticipate the number of vehicle stops in the current as well
as in the next stage as a function of possible termination time points. A stage transition is
initiated when the total number of stops is at a minimum. The window of possible termination
time points can be defined for each stage separately. Additionally, synchronization time points
guarantee fixed cycles and offsets for coordinated movements between intersections. As a
model based alternative to the vehicle interval heuristics, the proposed method is compatible
with cycle-based control strategies. Comparative simulations of a coordinated arterial indicate
highly significant reductions of both, the number of vehicle stops and delay times.
Keywords: traffic light control, urban traffic, coordination, vehicle stops
1 Introduction
Vehicular traffic has shaped urban mobility throughout the last decades. As the function-
ality of the underlying infrastructure crucially depends on how road intersections are op-
erated, much effort has been put into the investigation of traffic light control strategies
that increase throughput and reduce delays. The first advancements have been made by
fixed-time strategies that were optimized offline based on historical traffic data, for example,
TRANSYT [Rob69]. In contrast, online control strategies aim to adapt to steadily changing
traffic conditions by a permanent feedback of real-time detector data. The probably most
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famous examples are SCOOT [Hun81] and SCATS [Sim80]. A broad overview of these and
other approaches is given in the review articles [Hou01; Pap03; Pap07].
A particular difficulty in the optimization of signal timings is the anticipation of traffic
demands. As both the adaption and re-optimization of control parameters take place on time
scales of several 10 minutes even with modern technology, assumptions have to be made.
Some optimization methods assume periodic arrival patterns, such as OPAC [Gar83] or
RHODES [Mir01] whereas others assume uniform or stochastic arrivals, such as TUC [Dia03]
or MOVA [Vin88] which is based on Miller’s algorithm [Mil63]. Although MOVA detects
arrivals for the current stage as our proposed method, it further anticipates a uniform traffic
flow rate.
In order to react on short-term demand fluctuations, these strategies generally incorpo-
rate traffic-responsive elements. Cycle-based techniques commonly use the vehicle interval
method. It terminates green times if (besides other conditions) the time gap to the next
arriving vehicle is larger than a specified threshold. As large time gaps usually imply that
an initial queue has been resolved and the majority of arrivals have been served, an early
transition to the next stage will in most cases be more beneficial in terms of total vehicle
delays and stops than the continuing with the present one. This heuristics fails, however,
in two distinct situations: (a) A significant number of vehicles arrive after the critical gap
was exceeded so that all of them have to stop at red. (b) A few stray vehicles postpone the
transition to the next stage where an earlier green start would have prevented a larger vehicle
platoon from being stopped.
With the purpose to overcome these problems, this paper presents an alternative way
to identify suitable termination time points. The method anticipates the number of vehicle
stops caused by an early termination of the current green times. Then, they are compared
against the expected number of stops that can be avoided by an earlier green start of the next
stage. The chosen transition time point is determined by mimimizing the total number of
stops under the conditions that (i) the termination time is within a specified time window,
(ii) all initial queues have been cleared. As the proposed method optimizes for approaching
vehicles within a detection horizon, it can be classified as a rolling horizon technique.
The paper is organized as follows. Chapter 2 introduces the concept of stop anticipation,
chapter 3 formulates the control strategy, and chapter 4 quantifies the potential of stop mini-
mization by the simulation of a coordinated arterial. The paper concludes with a discussion
of the most relevant results.
2 Methodology
We consider a traffic light controlled intersection with a given cycle-based signal timing. The
cycle is divided into stages s, in which all associated signal groups i show green simultane-
ously and control traffic movements on one or more lanes l. Since the green times of the
signal groups often do not start (or end) at the same time point, a stage is defined as the
period in which each associated signal group displays green. Hence, the duration of a stage
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Figure 1: (a) The cycle of a given signal timing plan is divided into stages s (green), and
interstage timing periods (blank). Possible stage termination time points ts are
defined by the window ws (light green). (b) The individual green end for an
associated signal group i is shifted by ∆ti and lies within [∆ti,Ws + ∆ti] (light
green bar).
is generally shorter than the green times of the individual signal groups. Interstage timing
periods separate the stages.
2.1 Stage Transitions
Each stage s might be associated with a window ws of possible termination time points. A
window is assumed to cover the last Ws seconds of the correspondig stage period as Fig. 1
indicates. As soon as such a window is reached and all the conditions to be developed below
are fulfilled, the controller immediately proceeds with the subsequent interstage timing period
and thereby initiates the transition to the next stage. An early termination of the previous
stage causes all signal groups of the following stage s + 1 to start its green times and its
asociated window earlier by the same amount of time. The window end can be forwarded
as well, or it remains fixed in the cycle. If we decide for fixed window ends, the previously
saved green times are applied to extend the window.
In order to compensate for an undesired time drift, and to guarantee fixed cycle and
offset times as required for coordination, at least one synchronization time point per cycle
has to be included. Whenever the potentially advanced controller’s time coincides with such
a synchronization time point, it pauses until it is synchronized with the actual time again.
Synchronization time points are to be placed within a stage period before the start of a
window. Hence, the windows of those stages remain fixed. Typically, all stages that control
coordinated traffic flows should be synchronized.
2.2 Termination Time Points
The termination time point of stage s relative to the associated window ws is denoted by ts.
The value of ts = 0 (ts = Ws) corresponds to the start (end) of an associated window ws,
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such that ts ∈ [0,Ws], see Fig. 1 (a). Note that, in terms of absolute time, the green times of
the associated signal groups i ∈ Is do not end simultaneously at the termination of stage s.
Since the green ends are constantly shifted by a time interval ∆ti, which is set according to
the signal timing plan, some signal groups might end within the subsequent interstage timing
period, as shown in Fig. 1 (b). Therefore, it is necessary to consider individual termination
time points ti = ts + ∆ti. The same applies to the signal groups j ∈ Is+1 of the next stage
s + 1. Their individual starts tj are linked to ts by tj = ts + ∆tj , where ∆tj are generally
scheduled to be larger than ∆ti because of the intergreen times. This notation will be used in
the following to anticipate the number of vehicle stops that different termination time points
will produce or avoid.
2.3 Arrival Detection
At least one inflow detector at each lane l of signal group i measures the crossing time points
of the approaching vehicles sufficiently far ahead. A stop line detector per lane detects
vehicles that pass the stop line. The free-flow travel time from the inflow detector to the stop
line is assumed to be known and should be larger than the previous interstage timing period
plus the time required to clear an initial queue. For example, given them to be 5 s and 8 s, the
free-flow travel time should be larger than 13 s. At a velocity of 50 km/h, it requires an inflow
detector distance of at least 180 m. To satisfy the minimum desired distance if intersections
are closely spaced, stop line detectors of upstream intersections could be utilized. Possible
additional inflow detectors allow to correct the arrival prognosis in case of variable velocities
and lane changes. Under the assumption that detector failures are neglectable, this setup
allows an estimation of queue lengths, for example, by applying the section-based-model
[Hel03; Tre13]. Furthermore, it allows an anticipation of the green time required to clear a
queue under the presence of irregular arrivals [Lam07].
Each detection impulse at an inflow detector indicates that a new vehicle v ∈ Vs,l,i is about
to arrive at the associated lane l. Under free traffic conditions, i. e. if the regarded vehicle is
neither delayed nor stopped, it will pass the stop line later than the detector impulse occured,
namely after the according free-flow travel time. Its earliest possible arrival time point at the
stop line of lane l of signal group i is anticipated, and denoted by tarrv,l,i. In order to account
for the number of vehicle stops, we need to evaluate for all approaching vehicles whether
the traffic light shows green and whether the queue is cleared at the time when they could
arrive at the stop line. The initial queue length can be anticipated by first checking remaining
queues at the end of a green time from the balance of the time-shifted inflow and the stop
line detector count. Additionally, we count the inflow detection impulses for all vehicles that
will arrive at the stop line during red and during the queue clearing process.
2.4 Vehicle Stops in the Current Stage
We consider a state in which all signal groups i of stage s show green, first, discharging
initial queues and then serving arrivals. Since the control strategy as developed below will
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Figure 2: Anticipated number of vehicle stops as a function of the termination time (a) in
the current stage, (b) in the next stage, and (c) in total.
not optimize for a termination before all queues have been cleared, it is not neccessary to
account for queue-related stops. We will also not account for vehicles that arrive after the
window end Ws, as they always have to stop for a red light independent of whether the stage
was terminated earlier or not. Therefore, the total number of vehicle stops As(ts) that result
from an early termination of the present green times can be written as a function of the
termination time point ts.
As(ts) =
∑
i,l,v
αi,l,v(ts) with αi,l,v(ts) =
1, if (ts + ∆ti < t
arr
v,l,i < Ws + ∆ti)
0, otherwise
(1)
If vehicles v ∈ Vs,l,i of lane l ∈ Ls,i arrive later than the associated signal group i ∈ Is
terminated, they have to stop. Hereby, the indicator function αi,l,v(ts) is used to select those
vehicles. The function As(ts) describes a stepwise decreasing curve that reaches zero at the
window end ts = Ws. Any earlier termination time point ts < Ws might result in a positive
number of stops dependent on how many vehicles arrive between ts and Ws, see Fig. 2 (a).
2.5 Vehicle Stops in the Next Stage
After the current stage s is to terminate at time point ts, the green times of the signal groups
j of the next stage s + 1 will start accordingly sooner. Consequently, initial queues will
be cleared earlier and further arrivals are potentially prevented from being stopped. Since
the queued vehicles can only leave one after the other, the earliest time at which vehicle
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v ∈ Vs+1,l,j on lane l can pass the stop line is the time tj = ts + ∆tj at which signal group j
has turned to green, plus the time τv that all other vehicles in front of v needed to depart.
Here, we count from the first stopped vehicle v = 1 in the initial queue. Hence, τv can be
estimated as the number of vehicles in front of v divided by the saturation flow rate sl of
the associated lane: τv = (v − 1)/sl. Accordingly, vehicle v will have to stop if it arrives
before tj + τv, i. e. before all previous vehicles have departed on green. This leads to the
following expression for the number of stops Bs+1(ts) that occur on lane l ∈ Ls+1,j of signal
group j ∈ Is+1 in the next stage s+ 1 as a function of the termination time point ts.
Bs+1(ts) =
∑
j,l,v
βj,l,v(ts) with βj,l,v(ts) =
1, if (∆tj + τv < t
arr
v,l,j < ts + ∆tj + τv)
0, otherwise
(2)
The indicator function βj,l,v(ts) accounts for only those stops that can be avoided if the
previous stage terminates at ts. Since the earliest possible green start of signal group j is
tj = 0 + ∆tj , the above formula does not capture vehicles with arrival time points earlier
than ∆tj + τv, i. e. it ignores stops that occur in any case (contrary to the estimation of τv).
Therefore, the function Bs+1(ts) is zero at ts = 0 and increases stepwise from there on.
Note the strong sensitivity of Bs+1(ts) on arriving vehicle platoons. Every vehicle v will
extend the τv-value of its successor, denoted by τv+1. Hereby, v enlarges the lower bound
∆tj + τv+1 as well as the upper bound ts + ∆tj + τv+1 of arrival time points and the scope
of vehicles which βj,l,v(ts) accounts for. In consequence, a platoon of n closely following
vehicles will cause Bs+1(ts) to jump by the same amount n as soon as the termination time
point ts causes the platoon to stop, see Fig. 2 (b). Another implication of this oberservation
is that Bs+1(ts) is not strictly limited. It can, unlike As(ts), be larger than the number of
vehicles that arrive within the associated windowws.
3 Control Strategy
The following control strategy is being applied: Given the window ws of stage s has started,
i. e. 0 ≤ ts < Ws, and all vehicle queues of the associated signal groups have been cleared.
Then, the current stage s is terminated, and the transition to the subsequent stage s + 1 is
initiated as soon as the total number of anticipated stops
As(t) +Bs+1(t) (3)
over all remaining termination time points ts ≤ t < Ws is at the minimum for the current
time point ts.
In case of multiple minima, i. e. if several different termination time points lead to the same
minimum number of stops, the above strategy decides for the first time point. In particular,
if the minimum ranges over a continuous time interval due to larger arrival headways, this
strategy terminates the current green times right after the last vehicle has passed the stop
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Table 1: Demand and Flow relations.
Approach Origin traffic demand Right turns Through Left turns
West (I1, I3, I5) 840 veh/h (I1) 5 % 95 % –
East (I1, I3, I5) 640 veh/h (I5) 10 % 90 % –
East/West (I2, I4) 10 % 80 % 10 %
North (I1-I5) 250 veh/h (I4: 200 veh/h) 30 % 50 % 20 %
South (I1-I5) 250 veh/h (I2: 200 veh/h) 40 % 30 % 30 %
Figure 3: Arterial with five irregularly placed intersections.
line and turns on the green lights of the next stage sooner.
4 Simulation Results
The above control strategy, referred to as stop-minimization, has been implemented in Java
and integrated to the microscopic simulation tool VISSIM using the COM-interface. We
simulated an artificial arterial consisting of five intersections, as depicted in Fig. 3. Based
on a set of fixed-time signal timing plans that was designed and optimized according to the
Traffic Signal Timing Manual [Tra08], we implemented the fixed-time, the vehicle interval,
and the proposed stop-minimization control at unsaturated conditions.
We applied inflow rates and turning relations as given in Tab. 1. Arrivals in the network
were Poisson distributed. The signal timing was designed to propagate a green wave east-
wards at a velocity of 50 km/h. Based on the most saturated intersection I4, a common cycle
length of 90 s, the following green splits, and four stages were chosen: (1) the coordinated
bidirectional arterial with through movements and right turns (split: 42 %), (2) main street
left turns (12 %), (3) all northern movements (22 %), and (4) all southern movements (23 %).
The other intersections give 42 % of the cycle to the coordinated main street as well. For
those without main street left turns, the spared green times were proportionally assigned
to the north and south approaches. In order to keep the saturation of green time at a level
below 75%, the inflow at I2 south and I4 north was reduced (see Tab. 1).
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Table 2: Average stops and delay times per vehicle based on 40 simulation runs of one hour,
each. The relative savings refer to the fixed-time control. Corresponding t-values
indicate a high significance (p < 10−9).
Strategy Stops t-value Delay t-value
Fixed-time control 1,410 – 53,43 s –
Vehicle interval control 1,356 (-3,9 %) 20,28 51,52 s (-3,6 %) 21,32
Stop-minimization 1,318 (-6,5 %) 36,96 49,71 s (-7,0 %) 39,75
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Figure 4: To compare the performance of the stop-minimization (crosses) and the vehicle
interval control (dots), the control parameters of each were measured at the stage
termination point. Vertical axis: The relative stop savings for both stages as ratio
of undelayed vehicles to total arrivals that could have been stopped. Horizontal
axis: The time gap from the green end to the next arriving vehicle at the stop line.
For the stop-minimization and the vehicle interval control, equivalent windows were
allocated within the so specified green times. The window starts were defined: (a) for the
non-coordinated stages immediately after a minimum green of 5 s, (b) for the coordinated
stage after the green time that is necessary to serve the average expected number of vehicles
at maximum flow rate. For the vehicle interval control, we chose a critical time gap of 4 s as
Akçelik [Akc99] suggests in his study on queue discharge characteristics. For both strategies,
saved green times from early terminations were allowed to extend further windows of the
next stages up to the coordinated stage, in which a synchronisation time point was assigned
to.
By setting the fixed-time control as the reference, the other two strategies performed
significantly better (see Tab. 2). The proposed stop-minimization even outperfomed the
vehicle interval control. Most termination decisions of the two strategies had the same effect
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on stop savings as Fig. 4 (b) illustrates. Whereas the vehicle interval method was designed
to wait for gaps above 4 s, the stop-minimization occasionally accepts smaller gaps in cases
where many stops are prevented (see Fig. 4 (a)). Furthermore, the red dots in Fig. 4 (c)
indicate that the vehicle interval control fails to save stops by waiting for large enough time
gaps.
5 Conclusion
We proposed a method to enhance a coordinated traffic light control by traffic-responsive
elements. In order to miminize vehicle stops, a stage is allowed to be terminated between
a minimum and a maximum green time. The coordination based on common cycle length
and fixed offsets was maintained due to (i) introducing synchronization time points and (ii)
applying the concept of windows.
This concept is compatible with any cycle-based control strategy that is arranged in stages.
Furthermore, it appears to be a significantly better performing alternative compared to the
heuristic vehicle interval control in terms of vehicle stops and delay times. Since the proposed
model-based approach considers all arrivals within the available prognosis horizon, and as
it also accounts for arrivals in subsequent stages, it is more anticipative than the vehicle
interval control. This might be the reason for the improved adjustment to short-term traffic
fluctuations.
The way how the chosen termination time points influence the stages after the next is not
explicitly evaluated. If a stage is terminated earlier, it can induce more vehicles waiting at
the next start of the same stage, and this may postpone its termination. As well, the effect
on the next intersection, for example, by an earlier starting platoon, is disregarded. The
results of the simulation indicate that in most cases the controller of that intersection is able
to react on the time changed arrivals in the same way. While the stop-minimization concept
operates on a limited temporal as well as spatial horizon, it seems still able to adapt to global
requirements. More broadly, research is needed to validate the effects in a more complex and
realistic simulation scenario, for example, by implementing a real-world traffic network.
Further investigations have to be made on how to overcome limitations of vehicle detec-
tion. So far, a sufficient prognosis horizon has been assumed to detect every vehicle that is
affected by an early termination. However, especially long queues in the next stage would
require extensive horizons and thus impracticable large detector distances. Short lanes are
not yet considered. Besides additional inflow detectors they need an advanced anticipation
of how many vehicles will enter that lane. An additional objective is to enhance the control
for oversaturated traffic conditions, for example, by extending the strategy with a capacity
maximizing mode. Then, green times could be adjusted within the windows to increase
departure flow rates.
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Abstract 
The increäsing träffic demänd due to growing urbänisätion results in higher emission density 
in urbän regions. The mäin goäls of todäy's reseärch änd development äre leäding to different 
systems änd topics for more energy-efficient technologies in powerträins änd intelligent 
driver ässistänce systems. Furthermore träffic äctuäted träffic lights äre stäte of the ärt to 
optimize the träffic flow. The reciprocäl effects ämong these improvements cän be eväluäted 
by ä new simulätion äpproäch introduced in the present work. 
This publicätion deäls with än interfäce between detäiled nänoscopic vehicle simulätion 
with MATLAB/Simulink änd träffic flow simulätion with SUMO. The integrätion of the träffic 
simulätion into MATLAB is described. To demonsträte the benefit of this simulätion 
environment ä träffic light ässistänce system is implemented in MATLAB änd the results of 
the combined simulätion äre shown. The impäct of different träffic situätions on the globäl 
energy consumption cän be determined. With this simulätion (främework) different 
pärämeters like speed limits, träffic light control, number of länes, änd density of träffic flow 
cän be eväluäted. 
Keywords: SUMO, MATLAB, Simulink, ADAS, träffic light ässistänce, efficiency, träffic 
simulätion, urbän, nänoscopic, microscopic, TräCI, TrääS 
1 Introduction 
Increäsing träffic volume änd growing urbänisätion result in higher emission in urbän 
regions. So the mäin goäls of todäy's reseärch änd development äre on different systems änd 
topics for energy-efficient technologies in engines, powerträins, intelligent driver ässistänce 
systems änd the infrästructure to provide higher träffic flow. Hence, increäsing the efficiency 
of the control system 'driver-vehicle-träffic' is indispensäble. According to [Dor04], to 
ächieve this increäse three opportunities änd feäsible meäsures exist:  
 The infrästructure: e.g. intelligent träffic light control systems. 
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 The vehicle: e.g. control strätegies for hybrid powerträins. 
 The driver änd his driving style: ädvänced driver ässistänce systems (ADAS). 
Simulätion of these systems is used to ensure the fulfilment of reläted quälity, security änd 
cost objectives prior to the implementätion to the reäl environment. These systems äre 
strongly interconnected äs they mutuälly influence eäch other. In fäct, most träffic scenärios 
häve numerous äspects thät influence ä driver änd the energy consumption of ä vehicle, e.g. 
speed limits, träffic lights änd other roäd users. These influences häve to be identified änd 
änälysed using ä tool for träffic simulätion in combinätion with detäiled vehicle simulätion. 
2 Current Approaches for detailed Vehicle Simulation in traffic 
scenarios 
For simulätion of vehicle dynämics [Tem12], Control strätegies for hybrid änd electric 
vehicles [Kut11] änd Advänced Driver Assistänce Systems (ADAS) [Sch11] different tools cän 
be used. The most preferred tool for thät purpose is MATLAB®. It is very powerful for 
numericäl computätion, visuälizätion, optimizätion änd progrämming [MAT13]. However, in 
most cäses only generäted or recorded driving cycles äre used for simulätion. Methods äre 
needed to änälyse the usäbility of ADAS änd their effects in ä träffic simulätion. First 
äpproäches in thät field äre provided in [Biä05], [Häb11] änd [Ved13]. But they äre only 
suitäble for very simple scenärios. 
For the simulätion of träffic scenärios numerous commerciäl softwäre suites äre äväiläble 
e.g. VISSIM, PARAMICS, AIMSUN äs well äs free softwäre like SUMO (DLR) or MATSim 
[Kok11]. These tools äre mäinly used to determine incidents or congestions in träffic 
networks. There häs been ä trend in recent yeärs towärds äpproäches thät divides the vehicle 
into single pärts to simuläte eäch component sepärätely. On the one side some commerciäl 
tools äre designed for the simulätion of vehicle dynämics like PELOPS [FKA13] or CärMäker 
[IPG13]. On the other side there äre tools to compute the emission of vehicles äväiläble e.g. 
Pärämics Softwäre Suite [Quä13]. In order to ensure individuäl ädäptätion to the purpose on 
the simulätion of nänoscopic Simulink models the Open Source microscopic träffic simulätion 
SUMO [Ber11] is ä good choice. SUMO is very fäst, powerful änd äväiläble for different 
operätion systems (MS Windows, Mäc OS änd Linux). Another ädväntäge is the developer 
community which provides ä softwäre updäte neärly every däy. Further more thän five 
different cär-following-models äre älreädy implemented which cän be ädjusted in ä 
configurätion file. At leäst the most importänt fäct is the possibility to interäct with the 
simulätion using än I/O-interfäce during runtime [Ber11]. Thät interfäce is frequently used 
änd extended in numerous reseärch topics e.g. [Kru13c], [Som11].  
SUMO älreädy contäins ä model for emissions änd fuel consumption [Ber11] which is 
bäsed on the HBEFA dätäbäse [INF13]. But the current model läcks of detäil, e.g. no regärd to 
the selected geär änd the dependent RPM which leäds to än inäccuräte computätion of 
emission välues. There äre some äpproäches for the integrätion of more detäiled electric 
vehicle energy models in SUMO [Mäi11], [Kur13], to get ä first impression for the need of 
higher precision välues of the simulätion results. 
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Also different äpproäches using MATLAB [MAT13] for simulätion of träffic scenärios exist. 
In [Mäc13] ä coupled simulätion of SUMO änd MATLAB using än interfäce cälled TräSMAPI is 
described. The Informätion from SUMO is cäptured änd processed in MATLAB/Simulink. 
According to this, it is evident thät they läck of ä feedbäck from MATLAB to SUMO. It is not 
possible to mänipuläte pärts of the simulätion for the eväluätion of ADAS. Thus is necessäry 
to give MATLAB the opportunity to interäct with SUMO bidirectionälly. 
3 Extend detailed vehicle dynamic models with microscopic 
traffic simulations 
Todäy it is ächieväble to häve huge microscopic simulätions which händle every vehicle 
(ägent) sepärätely in every simulätion time step. In generäl there äre two models which 
represent the specific driver behäviour änd so the träffic flow. On the one händ this is the cär-
following model which describes the äccelerätion änd decelerätion behäviour of the vehicles. 
And on the other händ ä läne-chänge model which describes the wäy vehicles will chänge 
their läne due to the träffic situätion. The reäctions of these models äre cälculäted upon the 
behäviour of surrounding vehicles. 
 Microscopic traffic simulation based on SUMO 3.1
The Open Source Softwäre SUMO wäs founded in 2002 ät the Germän Aerospäce Center DLR 
[Ber11]. The mäin concept wäs to creäte ä träffic micro simulätion which is äs fäst äs possible 
änd provides eäsy opportunity of extension. The softwäre is written in C++ änd uses some 
libräries to mänäge severäl täsks e.g. XML händling. Severäl projects with SUMO in the 
äcädemic field häve shown its suitäbility for äcädemic purposes. To get än exäct model of the 
reäl träffic scenärio it is useful to integräte reäl-time träffic informätion from värious sensors 
[Kru13c]. To cälibräte the distribution of the vehicle fleet it is väluäble to use the cäptured 
dätä of äutomätic träffic counters. Furthermore än äpproäch to insert live träffic light dätä 
into the simulätion is conceiväble. The sensor dätä cän either be used äs än input source for 
the simulätion e.g. träffic volume, träffic distribution or for välidätion purposes for exämple 
the journey times for specific routes. 
 Interaction with SUMO during the Simulation 3.2
For mäny reseärch studies in the field of träffic simulätions it äppeärs to be useful to interäct 
with ä simulätion ät runtime. For thät purpose the microscopic träffic simulätion softwäre 
SUMO häs ä reäl-time I/O dätä interfäce (TraCI) implemented. This interfäce offers the 
possibility for ä bidirectionäl communicätion between the user äpplicätion änd the 
simulätion. In the simulätion suite ä nätive Python Client äpplicätion is äväiläble. 
Furthermore änother äpplicätion wäs designed to offer neärly äll TraCI functions within ä 
Web service. This softwäre is nämed “TraCI äs ä Service – TraaS” [Kru13b] änd it is published 
under the terms of the Generäl Public License. The implementätion of the Web service wäs 
done with the progrämming länguäge Java which offers two different possibilities of usäge 
[Kru13ä]. TraaS cän either be used äs ä ständ-älone Web service with multiple clients 
(Figure 1) or äs ä nätive Java libräry. 
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 Figure 1: Structure of the communicätion främework. 
For the integrätion in MATLAB the usäge äs libräry is convenient due to the fäct thät 
MATLAB is bäsed on Java änd offers good opportunities for Java Code integrätion. At the 
current stäte over 200 functions äre äväiläble for getting or setting different pärämeters of 
the simulätion. 
 Bidirectional Communication between SUMO and MATLAB 3.3
The TraaS Libräry häs to be integräted into the MATLAB Workspäce to use the Java-methods 
to interäct with pärts of the SUMO simulätion. Beneäth MATLAB ä compätible Java Runtime 
Environment (JRE) is necessäry. After importing the TraaS-Libräry ä bidirectionäl 
communicätion between SUMO änd MATLAB becomes äväiläble. As shown in Figure 2 the 
TraaS Libräry is embedded in MATLAB to äccess äll the methods provided by TraaS (further 
informätion on methods provided by TraaS is äväiläble in the Documentätion [Kru13b]). 
With this främework it is possible for MATLAB äs ä client to open ä new SUMO instänce äs 
TraCI-server änd estäblish ä connection for communicätion.  
 
Figure 2: Structure of the communicätion främework between SUMO änd MATLAB. 
ADAS need some necessäry inputs from SUMO to compute the speed profile of ä vehicle. In 
Section 4 the simulätion främework will be used to änälyse ä träffic light ässistänt system 
(TLAS) described in [Sch10]. Hence, än optimäl speed profile for ä vehicle driving towärds ä 
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träffic light is cälculäted on the bäsis of värious inputs (e.g. current driving speed, mäximum 
permitted speed, distänce to next träffic light, time until next red or green phäse, current 
queue length). At the current stäte TraaS does not provide this informätion. Consequently 
some ädvänced functions (see Täble 1) äre creäted in MATLAB bäsed on the fundämentäl 
TraaS Java methods.  
Table 1: Some ädvänced functions implemented in MATLAB using the TraaS-Libräry. 
function description 
getLSAInfo() returns time until the next green änd red phäses 
getLSADistance() returns the distänce from vehicle position to next träffic light 
getLSAOnRoute() returns än list of äll träffic lights on Route 
 
With those new implemented functions it is possible to interäct with certäin SUMO 
specific simulätion pärts. An excerpt of the functionälity is listed below: 
• Initiälising ä new simulätion instänce including the TraCI Server, 
• Mänäging the simulätion process (configure, stärt, stop, päuse simulätion, etc.), 
• Getting dätä from vehicles, länes, edges, träffic light systems, 
• Sending dätä to mänipuläte vehicles, länes, edges, träffic lights, etc. 
• Computing the distänces to next träffic lights änd 
• Computing the durätion until the next red änd green phäses. 
These functions äre constäntly being extended with regärd to the cläims of current 
reseärch projects. This främework ällows ä wide ränge of future änälyses on ädvänced driver 
ässistänce systems änd älso on detäiled vehicle simulätion in the context of träffic scenärios. 
4 First Application of the Framework 
To illusträte the främework änd to show the benefit of the simulätion environment ä TLAS 
[Sch10] is implemented in MATLAB. A roäd network with ä single intersection controlled by ä 
fixed träffic light progräm is generäted. The incoming roäds ät the intersection consist of two 
länes. The träffic flow äpproäching the intersection is modelled äs ä continuous streäm 
without groups of vehicles. A pärämeter väriätion wäs done by simuläting different träffic 
scenärios.  
As älreädy described in Section 3.3 the TLAS cälculätes än optimäl speed on the bäsis of 
värious inputs listed in Täble 1. After simuläting different scenärios the results cän be 
änälysed änd visuälised. In Figure 3 some vehicles (solid blue line) driving towärd the träffic 
light which is locäted ät position s=1000 m päss through the stretch without stopping ät the 
intersection. At position s=530 m they get ä speed ädvise by the TLAS änd reduce their speed 
to the tärget välue. The resulting speed profiles äre used for the simulätion in Simulink. The 
energy consumption of eäch driving situätion is determined by using ä model of än electric 
vehicle. A speciäl component implemented in this model is the recovery of bräke energy 
(recuperätion). 
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 Figure 3: Värious driving situätions in front of ä träffic light 
In Figure 4 the difference in speed änd energy consumption between ässisted änd not 
ässisted situätion is illusträted. It cän be seen thät the ässisted driver reduces the speed ät 
position s=530 m to äpprox. v=35 km/h. This permits ä significänt recuperätion of bräke 
energy. Also ä lower energy consumption of the ässisted vehicle until ä covered distänce of 
s=900 m is illusträted. This leäds to ä cleär reduction in energy consumption for the 
described scenärio. As ä first result it is cleärly visible thät ä TLAS häs ä significänt benefit in 
numerous situätions of vehicles driving towärd ä träffic light. Indicätions for the potentiäl of 
energy recuperätion while bräking cän be seen. 
  
Figure 4:  Exämple for vehicle speed cälculäted in SUMO using ä TLAS progrämmed in 
MATLAB. Not ässisted situätion compäred to ässisted situätion. 
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With the främework it is eäsy to chänge different pärämeters like speed limits, träffic light 
control, number of länes, density of träffic flow änd mäny more. Also the impäct of different 
träffic situätions on the energy consumption of the whole träffic cän be determined. With the 
integrätion of TraaS into the Workspäce of MATLAB ä very powerful wäy for the änälysis of 
träffic scenärios is creäted. 
5 Conclusion 
This contributed work is to be understood äs än excerpt of the extensive possibilities thät 
ärise through the use of this new simulätion environment. The främework between MATLAB 
änd SUMO is described. It gives ä first impression on how it works änd whät is intended to do 
with it. First results of the usäbility änd the effect of ä träffic light ässistänce system äre 
shown. In further reseärch studies the benefits will be eväluäted with the described 
främework. However mäny äspects towärds improved usäbility in further reseärch projects 
äre still in development. 
Currently the energy consumption is determined by simuläting vehicle models in post-
processing. In the future it will be possible to simuläte Simulink models during träffic 
simulätion in SUMO to eväluäte änd optimise control strätegies for e.g. hybrid electric 
vehicles or trucks mentioned in [Kut11] änd [Tem12]. For simplificätion of the äpplicäbility 
änd usäbility ä Simulink libräry is built [Kot13] which ällows users to integräte their models 
into the träffic flow simulätion. 
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Abstract 
In the Dutch municipality Assen, a large national R&D project on sensor networks is going on. 
The main goal is to improve traffic flow and environment in the city centre and surrounding 
region, by developing real-time intelligent traffic management systems making use of 
different sensing sources of real-time traffic data. For this purpose, a real-time traffic 
estimation and prediction model will be developed and deployed. A novel calibration 
approach is developed using a macroscopic model of a larger region. Different monitoring 
data sources consisting of both fixed-point and floating car data are used. This offers new 
opportunities, such as better estimation of origin-destination matrices and simulation in 
urban environments, which will be used to give better travel information towards travellers 
concerning the traffic situation in the Assen region. This paper presents the implementation 
of the on-line forecasting model structures and the first findings on the model system design. 
Keywords: Sensor City Assen, On-line traffic model, sensor networks, short-term prediction, 
Omnitrans, StreamLine,  Rolling Horizon 
1 Introduction 
Sensor City Mobility is a striking innovative mobility project with one main goal: to facilitate 
travelers with a personal travel advice so that they can easily choose the most comfortable 
and smart way of traveling. The project aims at a revolution in traffic and travel information 
services through smarter use of data from sensor technology. From January until November 
2013, the Dutch City of Assen is a 'living lab' where a large-scale practical experiment is 
conducted. In this experiment hundreds of travellers try new in-car services and smartphone 
apps. This project is implemented by a consortium of companies and government.  
In this paper we will present the development of an on-line traffic model which 
continuously monitors the current traffic status in Assen and makes a forecast of the 
expected traffic situation for half an hour and the next hour. The model will be updated every 
5 minutes for the prediction of half an hour period and separately on another machine every 
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10 minutes to predict until one hour ahead. The reason for this splitting of calculations is that 
it is (at this time) not possible to do the prediction up to one hour ahead every 5 minutes. 
The model forecasts in terms of expected traffic flows, travel times and remaining road 
capacities will be used as input for the in-car services and smartphone apps. The on-line 
traffic model is build in Omnitrans, the transport planning application designed for 
integrated modelling of multi-modal transport systems. The dynamic traffic assignment 
model used in Omnitrans is called StreamLine [RAA10], an approach based on the cell 
transmission model (CTM), which is a derivative of the LWR model of Lighthill and Witham 
[LIG55] and Richards [RIC56].. This framework is capable of integrating aspects like route 
choice effects, traffic management, blocking back effects and departure time choices in a 
single software suite. 
2 Comparison with other real-time traffic models 
Later in this paper we will present the framework and results of the traffic model of Assen 
using the Omnitrans StreamLine model software. But first we like to discuss comparisons 
and differences with other real-time systems available. A comparison is made with Aimsun 
Online and PTV Optima. This is a basic comparison on what we found in literature. 
 Aimsun Online 2.1
The architecture of Aimsun Online [AIM13] is comparable with our framework. The most 
important difference in the short term forecasting is that in Aimsun Online a pattern 
recognition module is used to select the best suitable OD-matrix from an historical OD-
matrix database, where we use a matrix calibration module. In our opinion it is quite a 
challenge to possess a historical database which includes all possible day-to-day variability 
and therefore it is more appropriate to use a matrix calibration procedure. 
 Optima 2.2
The idea of the OPTIMA architecture [GEN11] is comparable with our approach. Also a matrix 
calibration procedure is used to estimate the current OD-matrix using traffic counts. The 
dynamic network loading is similarly based on kinematic wave theory (macroscopic flows) 
apart from the fact that OPTIMA used turn splitting rates where our approach uses route 
flows. The disadvantage of using splitting rates in a dynamic model is that it isn’t ensured 
that all trips in the OD-matrix will reach their real destination. 
3 Process description 
In [KLU11] a sensor network design was described to determine the best possible sensor 
locations. This design was based on the static transport model of the city of Assen in such a 
way that (1) it captures a maximum number of OD pairs and trips; (2) it is located at major 
decision points or road sections; and (3) it avoids too much overlapping with adjacent 
sensors. 
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 Based on local knowledge of the network situation and their limitations at some locations 
this technically derived network design was somewhat adjusted and in 2011 a start was 
made with implementing this sensor network. At this moment (June 2013) about 90% of the 
sensors planned are implemented and the live data streams are started and being tested. The 
implementation process has taken much longer than was foreseen at the start of the project 
in 2010. The following reasons for the delay can be put forward for this: 
 Tender procedures 
 Different providers of traffic lights data 
 Technical problems in the construction of pipes 
 Construction of the sensor network had to be matched with municipal road works. 
The reasons mentioned above meant that the implementation of the sensor network 
could not always be done in the most efficient way and therefore took longer as planned. The 
most important lesson that can be learned from above is to be aware of possible delays (for 
different reasons: legal, technical and practical) in implementing such a big sensor network. 
Therefore a tight planning schedule is needed including risk management.  
 
Figure 1: Sensor network Assen. 
In Figure 1 an overview of the actual status of the sensor network in Assen is shown.  The 
sensor network consists of 17 traffic lights, 6 cameras (2 for counting and 4 automatic 
number plate recognition) 49 highway loop detectors and 40 Bluetooth sensors. 
Furthermore, Floating Car Data will become available from navigation devices and OBU (On 
Board Units).  From these devices different kind types of data become available like traffic 
flows, speeds, travel times and OD pairs. The on-line traffic model uses the traffic flows as 
input and the other types of data as validation tools. Important aspect in the data handling is 
the filtering of unreliable measurements. For example, in this urban area where with their 
mobile phones are also on the road or parallel cycling paths and will also be measured by 
Bluetooth sensors. These measurements have to be filtered out of the dataset. 
On-Line Traffic Modelling In Assen: The Sensor City
81
4 Architecture on-line traffic model 
The on-line traffic model is run every 5 minutes to make a traffic state prediction of up to 30 
minutes ahead. On a separate machine a second run is made every 10 minutes to predict up 
to an hour ahead. From the traffic model flows, spare capacities and travel times are deduced. 
The architecture of the on-line traffic model consists of three basic components, which are 
run subsequently to make the state estimation. The overview of the architecture is displayed 
in Figure 2 below and described in detail thereafter. 
 
Figure 2: Architecture on-line traffic model. 
At first the current traffic counts and travel times are taken from the Real-time traffic 
database within the Sensor City Assen project. These traffic counts contain loop data on the 
motorway, as well as loop data at traffic lights. In the future counting camera’s and Bluetooth 
estimation may be added to this. The travel times are made up from Bluetooth measurements 
and TomTom floating car data. At the moment only the traffic counts are used in the online 
model calibration and forecasting. 
After the traffic counts have been collected the current OD-matrices are picked up from a 
large collection of matrices. Within the project a matrix has been estimated for every 5 
minutes of the week, resulting in a total of 2.016 base matrices. These base matrices have 
been estimated by adding a demand pattern over the original static matrices. The demand 
patterns are determined from  yearly household travel surveys by OViN (Onderzoek 
Verplaatsingen in Nederland) [CBS13]. For the peak periods a different static matrix has been 
used than for the off-peak period, considering the different flow pattern between periods. 
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 The next step is to calibrate the current demand matrix on the basis of the current traffic 
counts. The calibration procedure is a information minimization algorithm [ZUY80]. On the 
result the calibration effect is calculated and partially taken along on the future matrices to 
create the traffic forecast matrices. The calibration effect is in fact the difference between the 
actual situation and the average situation. This relative effect is also progressed to the short 
term forecast. At the moment a large part of the calibration effect is taken along in the 
forecast matrices. Starting with 95% for the first 5 minutes and decreasing continuously to 
70% for 30 minutes ahead.  The a priori matrices are continuously updated every 5 minutes 
by adding the calibration effect partly (initial value is 3%, which has to be evaluated further 
on) to the current a priori matrix, to let the system learn by itself. 
With the current and traffic forecast matrices ready, the dynamic traffic assignment is 
executed, resulting on all links in traffic flows, speed, travel time and spare capacity. In order 
to keep the start-up phase of the dynamic assignment short, a rolling horizon method is used. 
Seeing the significance of this, it is described in more detail in section 4.1. After the dynamic 
simulation the results are send back to the real-time traffic database of Sensor City Assen, so 
that other applications can use this additional information, for example for Smart Routing 
purposes. 
In the near future it is planned to include also an auto-validation of the calculated travel 
times on the basis of measured travel times. This is future research however, though it is 
likely to have been concluded before the conference in December 2013. 
 Rolling horizon 4.1
Predicting the traffic’s condition requires a realistically, dynamically loaded network. 
Normally a DTA simulation starts with an empty road network and traffic starts flowing from 
all zones into the network, based on the OD-matrices, routes, route choices etc. In order to 
obtain a realistic traffic situation for a prediction, the network has to be loaded entirely, 
otherwise an unrealistic prediction would be made. In order to obtain a loaded network the 
DTA-simulation uses a pre-loading period prior to the actual simulation period.  
 
Figure 3: Pre-loading simulation. 
The pre-loading depends on the network’s size. In our case a 30 minute pre-loading 
simulation is required to obtain a fully loaded network prior to making the actual prediction 
of one hour. With an update interval of 5 minutes, this means that the same approach will be 
repeated every 5 minutes based on new measurements and OD matrices. This process has to 
be finished within 5 minutes in order to be ready for the next interval. 
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Figure 4: Simulation process. 
It needs no explanation that the approach above using pre-loading consumes considerably 
amounts of computing time just for obtaining a realistic prediction every 5 minutes.  
Observing the approach, one can argue that restarting the entire simulation including the 
pre-loading phase is not essential as long as it is possible to change the OD-matrices, routes 
and route-choice between each 5 minute-interval. 
Our solution for this is the ability to store the simulation’s condition at any time during 
the simulation. Therefore we have adapted StreamLine so it writes its internal situation to 
file. This internal situation represent everything the simulation knows about the condition on 
all links, link’s cells, speeds, spill back, junctions, zones etc. This process is called serialization 
[COG05] based on the Boost library. 
 
Figure 5: Serialization to save computation time. 
Using the stored internal situation in a file on disk, StreamLine can reproduce that 
particular situation simply by reading the file and configuring all objects internally as if the 
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 simulation never stopped. From that situation new OD-matrices, route choices etc. can be 
applied to the new simulation run. The process of using serialization eliminates the pre-
loading phase and starts off with a realistically, dynamically loaded network. As can be seen, 
this saves enormous amount of computing time and enables StreamLine to run within the 5 
minute update interval as discussed in this paper. 
5 Results off-line model simulation 
For the results of the model we will refer to a 1-day simulation based on real traffic data. In 
other words, as if the data is coming in online and used for the current demand model 
calibration and prediction of flows, travel times etcetera. Results are mainly presented as the 
effect of the use of data for the traffic forecast and the variation in the forecast compared to 
the current situation. 
On a first positive note, with a near empty log file, the simulation was able to run well 
within 5 minutes for each time period. Since this will be essential during the online 
simulation it is just as essential to keep the log file small during simulation, or store it at a 
different location for each time period. 
 
Figure 6: Result off-line simulation 22 hour period (Motorway A28). 
Figure 6 and Figure 7 show results of the 22 hour simulation. In Figure 7 a more detailed 
picture is given, with the focus on the morning peak. Input for the graphs is a single 
motorway A28 link to the southwest of Assen. The fat line (0) is the flow at the current time, 
where the other 6 lines show  the flow at the traffic forecast times, up to 30 minutes ahead. 
0
500
1000
1500
2000
2500
F
lo
w
 
Time 
Comparison flow forecast with current flow 
0
5
10
15
20
25
30
On-Line Traffic Modelling In Assen: The Sensor City
85
 Figure 7: Result off-line simulation morning peak period (Motorway A28). 
On a first impression the traffic forecast shows a lot of fluctuation. But also the current 
traffic isn’t a ‘smooth’ line, something which is the case in the current base matrices. Since a 
large part of the calibration effect is currently taken into account, a slight upsurge from the 
traffic flow will result in the same upsurge in the forecast matrices. The same effect holds 
true if the flow is lower then would be estimated from the base matrices. Also, if there is a 
shift in the traffic demand a few minutes late compared to the reality, the flow for the 
upcoming half hour will be underestimated. As is clearly visible in Figure 7 around 6 am. 
On a local road the same effects as for the motorway are found. In Figure 8 we once again 
focus on the morning peak period. As clearly shown a sudden rise or fall in the current flow 
has a strong effect on the traffic forecast, resulting in flow forecasts of nearly three times the 
volume found as the real time arrived (at 6:15 am) or more than half as low (at 7:15 am).  
 
Figure 8: Result off-line simulation morning peak period (local road). 
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 Clearly the pattern from the demand matrices does not yet match the pattern shown on 
the road. Taking into account the calibration effect partly in the base matrices will result in a 
better traffic pattern over time in a few weeks of online simulation and calibration, as the 
model system needs some time to learn the regular traffic patterns in Assen. Think of the fact 
that the current base OD-matrices are based on a static transport model that was build a 
couple of years ago and the demand patterns are based on household surveys, so it is 
therefore not surprising that a running-in period is needed to stabilize. Also it is shown that 
at current, the calibration effect has too much effect on the traffic forecast, and different 
calibration effect percentages as well as the muting (from 95% to 70%) as described in 
chapter 4 will be tested in the near future. 
6 Conclusions 
In this paper the first results from an offline simulation in an online model environment are 
presented. The model is clearly technical operational and the first results are promising. The 
upcoming months the online model will go ‘live’. Additional research is needed on calibration 
of the model parameters. In particular the optimal percentage calibration effect applied on 
the short term prediction matrices and updating the set of a priori matrices (‘the learning 
principles’) will be determined. Also a monitoring module will be implemented where 
besides the comparison of predicted flows with observed flows also the predicted speeds and 
travel times will be compared with observed speeds and travel times. 
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Reducing the Impact of Traffic Incidents
Using Capacity-Regulating Traffic Lights
Markus Rausch, Stefan Lämmer, Martin Treiber
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Abstract
Traffic incidents are spontaneous events that obstruct the vehicle flow in road networks and
might lead to significant congestion. In order to complete the set of countermeasures, which
typically include the information of drivers, we propose to additionally regulate intersection
capacities by the use of traffic lights in such a way that an incident-regarding traffic flow
distribution in the network is attained. Provided that the incident is identified, the capacity-
regulating traffic lights give shorter green times to flows towards congestion, while they
expand the green times for those flows that bypass congested areas. The effective green
times are obtained by an iterative optimization of signal plans with respect to the disturbed
network and the anticipated travel times therein. We demonstrate the proposed method
numerically for two distinct incident scenarios in a simple road network and also in the main
road network of Dresden (Germany). In both networks, we reduce the impact of incidents in
terms of travel time increase significantly as compared to the unregulated network.
Keywords: traffic incidents - traffic light controls - traffic management - gridlock prevention
1 Introduction
In recent times, the motorized individual transport increasingly gained influence on people’s
lives. However, the increased traffic demand often stresses even fully developed infrastruc-
tures and causes drivers to spend more time on reaching their destinations than would be
necessary in light traffic [Sch12]. In addition, spontaneous events that affect the free flows
of traffic, called incidents, induce congestion and further decrease the performance of those
infrastructures. The National Traffic Incident Management Coalition estimates that incidents
account for roughly 25 % of the overall congestion on U.S. roadways, suggesting to put more
efforts into the management of those incidents.
Following the Traffic Incident Management Handbook [Uni00], we define incidents as
non-recurring events that, on short time scales, cause either a reduction of the road capacity
(e. g. lane blocking) or an increasing demand (e. g. mass events). If the demand exceeds
89
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the capacity, incidents result in congestion that typically spreads over larger parts of the
network, even although unused capacities are still available elsewhere [Dud75]. Ultimately,
incidents can lead to traffic breakdowns or, yet worse, to gridlock situations in which the
accumulation of cars in the network restricts potential outflow capacities [Dag07]. Since
traffic flows are obstructed and infrastructure is less accessible, congestion dissolves only
slowly after its cause (e. g. the incident) is no longer active. While the incident itself is not
directly controllable, its impact can be reduced by applying suitable countermeasures that
inhibit as well as relieve congestion. In particular, we consider driver information combined
with traffic management.1
Being a precondition for the application of countermeasures, much efforts has been put
into methods to detect incidents. Trivedi, Mikic and Kogut [Tri00], for instance, proposed
to use distributed video camera networks. Concurrently, a number of authors developed
algorithms based on detector data, e. g. Samant and Adeli [Sam00], Tang and Gao [Tan05]
and Gall and Hall [Gal89], or based on floating car data, e. g. Kerner et al. [Ker05]. Detection
methods cannot actively influence the transport scene but allow, amongst others, the appli-
cation of driver information. Abuelela, Olariu and Weigle [Abu08], for example, proposed a
notification system in which cars bidirectionally communicate with sensor belts installed on
the road, allowing to detect incidents and, if actually detected, to disseminate information
about their occurrence among the drivers. In this way, drivers are enabled to decide for
bypass routes and to escape potential jams, thereby reducing the impact of this incident. This
concurs with the investigations of Arnott, de Palma and Lindsey [Arn91] and Wunderlich
[Wun98] who found that driver information in itself may lead to lower travel times.
We go one step further and propose an active traffic management during incidents by
changing the signaling of existing traffic lights on an event-critical basis. Assuming that
drivers tend to adopt a new user equilibrium (supported by driver information), we expect a
significant reduction of the average travel time.
The present paper is organized as follows: In the first section, we elaborate on our propo-
sition to utilize traffic lights regulating capacities during incidents. Further, we present our
method to adjust the signal plans in disturbed networks, followed by simulation results.
Subsequent to a discussion, future prospectives are provided.
2 Capacity Regulation During Incidents
We follow the idea that the impact of incidents could be reduced if green times of intersec-
tions in or near affected areas are reallocated such that more capacity is given in directions
circumventing the congested area. Drivers can then utilize available bypass routes and, thus,
experience a reduction of the travel time increase. Simultaneously, longer red times for flows
heading towards the incident relieves the area from further inflows.
1 Concurrently, the Traffic Incident Management Handbook (2000) [Uni00] has a more general perspective and
summarizes (1) Detection, (2) Verification, (3) Driver information, (4) Response, (5) Site management, (6)
Traffic management and (7) Clearance as incident management activities.
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Generally, incidents induce a process in which the distribution of traffic flows drifts away
from a present user equilibrium state towards a new state in which traffic flows utilize
remaining road capacities on bypass routes. This transition is supported by informing the
drivers about the incident. However, if signal plans do not adequately serve bypassing traffic,
the efforts put into informing the drivers are largely given away. For that reason, we propose
to simultaneously apply adapted signal plans right after the incident has occurred. This
corresponds to a purposeful provision of capacity on bypass routes that are beneficial to be
used.
As the essential idea is to regulate the capacity of intersections during incidents, we do
not consider the correlation of signal timings between intersections (such as green waves)
for which the effect is limited in disturbed networks anyway. Consequently, the regulation
of capacities is completely realized by changing the green time fractions (splits) at affected
intersections while keeping their cycle times fixed. We specify signal plans by minimizing the
average travel time concerning all OD pairs in the network under the present incident. To
this end, we use an iterative method illustrated in the next section.
3 Signal Timing Adjustment
The evaluation of adequate signal plans can be accomplished by minimizing the average travel
time T on the condition of a present user equilibrium. The assumption of a user equilibrium
can be justified by considering informed drivers. We employ the following objective function
T =
∑
j QjTj∑
j Qj
, (1)
which concerns the average travel time Tj and the demand Qj of all OD pairs j. According to
Wardrop [War52], all used routes r of OD pair j have the same average travel time Tr such
that
Tj = Tr =
∑
i∈r
Ti +
∑
n∈r
Tn.
Consequently, Tr is the sum of the average travel times needed to pass all road segments i,
Ti, and intersections (node) n, Tn, that are part of the route r, respectively. While the route
fractions ωrj largely influence Ti, the green times τg,p of phase p largely influence Tn. For
modeling the average travel time Ti on road segment i, we employ a capacity-restraint (CR)
function that was developed by the Bureau of Public Roads (BPR) and is given as follows:
Ti = T 0i
1 +
∑
j
∑
r(j)
δi,r ωrjicl
Qj
Ci
γ  ,
where T 0i is the free travel time on link i, r(j) is the set of routes related to OD pair j,
Ci = Qmaxi is the road capacity, and δi,r is 1 if route r proceeds via road segment i, and zero
otherwise. In the present study, we use the parameter value γ = 2. On nodes, CR functions
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Table 1: Reference signal plan of the undisturbed simple network defined by the fraction of
the green times τg/τc per intersection (IS).
IS τg/τc (WE) τg/τc (NS)
I1 21.67 % 78.33 %
I2 78.33 % 21.67 %
I3 50.00 % 50.00 %
I4 78.33 % 21.67 %
I5 21.67 % 78.33 %
are applied to every turning direction where values of Tn are estimated with the aid of an
interpolation method according to the Intersection Capacity Analysis (ICA) [Boa10].
We perform our calculations by using the commercial transportation planning software
PTV Visum (version 12.0). We assign fixed steady-state traffic demands Qj to our road net-
work and obtain average travel times Tj for all OD pairs j of the regarded network. Starting
with the present signal plans (reference) that were applied before the incident has occurred,
we obtain the adapted signal plans by iteratively varying the green-time fractions until the ob-
jective function in Eq. (1) is minimal with respect to the user equilibrium assignment. While
we have reassigned the traffic demand to the network with Visum, one can also consider
to use offline-optimization tools such as TRANSYT [Rob69]. Note that the adapted signal
plans are only optimized for the regarded incident and might no longer be optimal after the
incident became inactive. By comparing the average travel times T in the disturbed network,
based on either the reference or the adapted signal plans, respectively, one should find that
Tadapted < Treference
using Eq. (1). By finding this inequality fulfilled, the application of adapted signal plans can
reduce the incident-related increase of travel times.
4 Simulation Results
We considered two example networks (Fig. 1), a simple artificial urban road network and the
main road network of Dresden (Germany). While the simple network is considered in detail,
we only give a summary of the results for the Dresden network.
4.1 The Simple Network
12 non-trivial OD pairs are connecting the source/sink districts 1–4. For simplicity, we assume
both a symmetrical network where all links have the same capacity of C = 1800 vehicles per
hour, and a symmetrical demand structure by assigning a stationary demand Qj = 333 Veh/h
to each OD pair. All five intersections I1-I5 are equipped with fixed-time traffic light controls
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I1
I3 I4
I5
I2
N
Figure 1: Urban road networks we considered in our study. For the left network, we explicitly
show the iterative signal plan optimization for our two regarded incident scenar-
ios. The improvements are principally the same in the more complex network of
Dresden (Germany) on the right side.
with a common cycle time of τc = 60 s, neglecting intergreen times and phase offsets. Every
intersection has four main flow directions controlled by two phases: Phase WE for the west-
east axis and phase NS for the north-south axis, respectively. Turnings to the left and right
are generally permitted but not explicitly controlled; nor exist exclusive turning lanes. The
road length between two adjacent nodes is 1 km.
For reasons of symmetry, the optimized fractions of green times for the undisturbed net-
work (and also for Incident A) belong to the following one-parameter family:
τg1
τc
(WE) = τg5
τc
(WE) = α,
τg2
τc
(WE) = τg4
τc
(WE) = 1− α
τg3
τc
(WE) = 12 .
Evidently, the green fractions of the WE and NS phases add to unity.
The Undisturbed Simple Network
To set the reference to which the adapted signal plans are compared to in the disturbed
network, we evaluated optimal signal plans in the undisturbed network as displayed in
Table 1. With these reference signal plans, we obtain an average travel time of T undisturbedref =
6.0 min in the undisturbed network. We refer to any value that a driver has to spend longer
on reaching his or her destination as travel time increase (TTI).
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Table 2: Optimized green splits τg/τc per intersection (IS) in case of incident A (left) and
incident B (right) in the simple network.
IS τg/τc (WE) τg/τc (NS)
I1 60 % 40 %
I2 40 % 60 %
I3 blocked
I4 40 % 60 %
I5 60 % 40 %
IS τg/τc (WE) τg/τc (NS)
I1 23.33 % 76.67 %
I2 96.67 % 3.33 %
I3 53.33 % 46.67 %
I4 76.67 % 23.33 %
I5 60.00 % 40.00 %
Incident A – Intersection Blockage
In the first incident scenario, we assume that the central intersection I3 is completely blocked.
Thus, traffic cannot use the inner links but has to utilize the outer ones. Therefore, we aim
for providing capacity to all routes proceeding along the periphery. Apparently, all remaining
intersections (I1, I2, I4, I5) are affected by the incident. After readjusting the green time
fractions, we obtain signal plans as summarized in Table 2 (left).
By applying the reference signal plans (Table 1), drivers experience an average travel time
of TAref = 22.6 min which means a travel time increase of about 16 minutes. The adapted
signal plans, that fully regard the incident, result in TAadptd = 14.6 min and, thus, in a travel
time increase of 8 minutes. Consequently, we could reduce the travel time increase by 8
minutes.
Incident B – Higher Demand between Two Districts
In the second incident scenario, the traffic demand between the districts 1 and 4 is increased
by a factor of six. As there are no blockages, the infrastructure remains fully accessible. We
firstly expected that only intersections I2, I3, and I5 are affected. We found, however, that
intersections I1 and I4 indeed exert some influence on the average travel time. Thus, all
intersection are considered for readjustment.
In order to serve the higher demand, we give significantly more green time (96,67 %) to
the WE phase of intersection I2. Intersections I3 and I5 also obtain more green times for their
WE phases. Additionally, we marginally increase the green times for the WE and NS phases
of intersections I1 and I4, respectively. The optimal signal plans are shown in Table 2 (right).
The average travel time becomes TBref = 19.2 min using the reference signal plans. With
the adapted signal plans however, drivers only experience an averaged travel time of TBadptd =
14.3 min. Taken together, we could lower the travel time increase by 4.9 minutes.
Table 3 summarizes the obtained values in both incident scenarios using the reference
and adapted signal plans. The reduction of the travel time increase related to the travel time
increase for the reference case yields a relative improvement of 48.2 % in incident scenario A
and 37.1 % in incident scenario B, respectively.
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Table 3: Comparison between the average travel times in the simple network for the incident
scenarios A and B. The travel time increase (TTI) compared to the undisturbed net-
work could be significantly reduced if incident-regarding signal plans were applied.
Travel Times No Incident Incident A Incident B
Reference Tref 6.0 min 22.6 min 19.2 min
Adapted Tadptd – 14.6 min 14.3 min
Reduction of TTI – 8.0 min 4.9 min
4.2 The Simplified Road Network of Dresden
The main road network of Dresden (Fig. 1, right) was modeled by fourteen signalized inter-
sections and a total road length of approximately 40 km. We chose a symmetrical demand
structure containing four districts. Similarly, we simulated a blocked intersection and a suf-
ficiently higher demand between two districts and iteratively optimized the signal plans of
affected intersections. We found that the travel time increases could be reduced by approxi-
mately 50 % in both incident scenarios.
5 Discussion
Based on two specific incident scenarios, we anticipated an incident-regarding, user equilib-
rium traffic flow distribution and adapted the original signal plans of affected intersections
such that the resulting traffic flow distribution is minimized in terms of the average travel
time of all OD pairs. The reference signal plans, which were optimized for the undisturbed
case, do not regard the incident and, if applied during the incident, give away capacities
that are urgently needed for bypass routes even if drivers are fully informed and act accord-
ingly. In comparison, the adapted signal plans fully regard the incident scenario and perform
much better in terms of the average travel time (see Table 3). Therefore, we conclude that
travel time increases due to incidents can be reduced by an event-driven traffic management.
Moreover the vicinity of the incident is relieved from traffic if bypass routes are utilized. This
prevents both further congestion and gridlock situations.
We have demonstrated this by examining two distinct incident scenarios in a simple
artificial road network and obtained reductions of travel time increase by approximately
40 % and 50 %, respectively. However, in order for the measures to be effective, the traffic
management must be accompanied by driver information to accelerate the shift towards the
new traffic flow state. Moreover, we applied similar incident scenarios to the main road
network of Dresden. Here, we observed that the travel time increases reduced by 50 %. We
therefore conclude that, if drivers are sufficiently informed, green time reallocation during
incidents also performs very well in more complex networks.
In this paper, we demonstrated the feasibility of lowering the negative consequences of
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incident-related congestion by adapting the signal plans of affected intersections. Although
the state of information among drivers may vary significantly in reality, we assumed a present
user equilibrium for our simulations. The impact of the idea presented in this paper strongly
relies on driver information as it accelerates the redistribution process in case of an incident.
Thus, although the traffic flow distribution is far from being in a user equilibrium in incident
situations, informed drivers are able to quickly respond to it such that a new user equilibrium
can be established.
Notice that our presented results serve as a best case estimate. They are only valid after
the user equilibrium traffic flow distribution is fully reattained. Quantitatively more accu-
rate results could be obtained by using a dynamic assignment procedure that also covers
congestion dynamics.
A different aspect concerns network robustness. In simple terms, network robustness
measures the ability of a network to cope with exceptional conditions like incidents. Snelder
[Sne10] formulated, besides other measures, that a fastest-possible re-routing of drivers to
alternative routes (if available) makes the network more robust against the incident. By
informing the drivers and adapting the signaling of affected intersections, our proposed inci-
dent management pursues this objective. However, the improvement of network robustness
by driver information crucially depends on the driver’s response to the information [Li08].
It remains to be shown if the optimization problem in Eq. (1) has a unique solution and if
so, under which conditions. However, this does not invalidate the proposed measures since
only the reduction of the average travel time T is relevant.
A further improvement of the proposed method could be to use self-organized traffic
light controls [Lam08]. This allows to restrict green times based on local measurements
at downstream road segments. In the future, we aim to develop a new concept to model
non-balanced traffic states. This includes a decision model for drivers facing long red times
due to blockages on upstream road segments.
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based on Vehicle-Infrastructure
Communication
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Abstract
Vehicle-infrastructure communication opens up new ways to improve traffic flow efficiency at
signalized intersections. In this study, we assume that equipped vehicles can obtain informa-
tion about switching times of relevant traffic lights in advance, and additionally counting data
from upstream detectors. By means of simulation, we investigate, how equipped vehicles
can make use of this information to improve traffic flow. Criteria include cycle-averaged
capacity, driving comfort, fuel consumption, travel time, and the number of stops. Depending
on the overall traffic demand and the penetration rate of equipped vehicles, we generally
find several percent of improvement.
Keywords: Traffic light assistant, intelligent-driver model, adaptive cruise control, ACC, V2X,
infrastructure-to-vehicle communication
1 Introduction
Individual vehicle-to-vehicle and vehicle-to-infrastructure communication, commonly refer-
red to as V2X, are novel components of intelligent-traffic systems (ITS). Besides more
traditional ITS applications such as variable speed limits on freeways or traffic-dependent
signalization [Hun81; Low82], V2X promises new applications to make traffic flow more
efficient or driving more comfortable and economic. While there are many investigations
focussing on technical issues such as connectivity given a certain hop strategy, communica-
tion range, and percentage of equipped vehicles (penetration rate), e.g., [Thi08], few papers
have investigated actual strategies to improve traffic flow characteristics. On freeways, a
jam-warning system based on communications to and from road-side units (RSUs) has been
proposed [Kra08]. Furthermore, a traffic-efficient adaptive-cruise control (ACC) has been
proposed which relies on V2X communcation to determine the local traffic context influenc-
ing, in turn, the ACC parameterization [Kes10]. Regarding city traffic, early forms of V2X
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have been investigated in the European projects Prometheous/Drive [Cat91]. However, these
initiatives were more focussed on safety and routing information without explicitely treating
any interactions with traffic lights. The investigation which is arguably most related to our
work is the thesis [Ott11] on cooperative traffic control in cities discussing in depth the
possibly destructive interplay between V2X (traffic-dependent signalization) and X2V (driver
information relying on predetermined signalization).
In this contribution, we focus on city traffic at signalized intersections and investigate a set
of strategies that is complementary to the self-controlled signal control strategy of Lämmer
and Helbing [Lam08]: While, in the latter, the traffic lights “know” the future traffic, we
assume that equipped vehicles know the future states of the next traffic light. In principle,
the resulting traffic-light assistant (TLA) can operate in the information-based manual mode,
or in the ACC-based automatic mode on which we will focus in this work.
In the next section, we lay out the methodology of this simulation-based study and define
the objectives. Section 3 presents and analyzes the actual strategies “economic approach”,
“anticipative start”, and “flying start”. In the concluding Section 4, we discuss the results and
point at conditions for implementing the strategies in an actual TLA.
2 Methodology
2.1 Car-Following Model
In order to get valid results, the underlying car-following model must be (i) sufficiently
realistic to represent ACC driving in the automatic mode of the TLA, (ii) simple enough
for calibration, and (iii) intuitive enough to readily implement the new strategies by re-
parameterizing or augmenting the model. We apply the “Improved Intelligent-Driver Model”
(IIDM) as described in Chapter 11 of the book [Tre13]. As the original Intelligent-Driver
Model (IDM) [Tre00], it is a time-continuous car-following model with a smooth acceleration
characteristics. Assuming speeds v not exceeding the desired speed v0, its acceleration
equation as a function of the (bumper-to-bumper) gap s, the own speed v and the speed vl
of the leader reads
dv
dt := aIIDM(s, v, vl) =

(1− z2) a z = s∗(v,vl)s ≥ 1,(
1− z
2a
afree
)
afree otherwise,
(1)
where the expressions for the desired dynamic gap s∗(v, vl) and the free-flow acceleration
afree(v) are the same as that of the IDM,
s∗(v, vl) = s0 + max
[
vT + v(v − vl)
2
√
ab
, 0
]
, (2)
afree(v) = a
[
1−
(
v
v0
)δ]
. (3)
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The IIDM has the same parameter set as the IDM: desired speed v0, desired time gap T ,
minimum space gap s0, desired acceleration a, and desired deceleration b. However, it
resolves two issues of the basic IDM when using it as an ACC acceleration controller: (i)
the IIDM time-gap parameter T describes exactly the time gap in steady-state car-following
situations while the actual IDM steady-state time gaps are somewhat larger [Tre00], (ii) a
platoon of vehicle-drivers with same desired speed v0 will not disperse over time as would
be the case for the IDM. Notice that a slightly different formulation, the “IDM plus” with the
acceleration function aIDM+(s, v, vl) = min[afree, (1− z2)a], would serve this purpose as well.
By describing the vehicle motion with a time-continuous car-following model, we have
neglected the in-vehicle control path since such models implicitely reflect an acceleration
response time of zero. It might be necessary to explicitely model vehicle responses by a
sub-microscopic model (e.g., PELOPS) when actually deploying such a system.
Distance [m]
Figure 1: Calibration of the microscopic model with respect to the starting times and posi-
tions of a queue of waiting vehicles relative to the begin of the green phase (solid
circles). Data are of the measurements in [Kuc08].
2.2 Calibration
Since we will investigate platoons travelling from traffic light to traffic light, the acceleration
model parameters v0, T , s0, a, and b and the vehicle length lveh (including their variances)
should be calibrated to data of starting and stopping situations.
For calibrating a, T , and the combination leff = lveh + s0 (effective vehicle length), we use
the empirical results of Kücking [Kuc08] taken at three intersections in the city of Hannover,
Germany. There, the “blocking time” of the nth vehicle of a waiting queue (the time interval
this vehicle remains stopped after the light has turned green) has been measured vs. the
distance of this vehicle to the stopping line of the traffic light. Figure 1 reproduces these data
together with the simulation results (orange bullets) for the calibrated parameters leff = 6.5 m,
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a = 1.5 m/s2, and T = 1.2 s assuming identical driver-vehicles. Further simulations with het-
erogeneous drivers and vehicles reveal that independently and uniformly distributed values
for leff , T and a with standard deviations of the order of 30 % of the respective expectation
value can reproduce the observed data scatter and its increase with the vehicle position (for
positions n = 5 and higher, the scattering does no longer allow to identify n). Moreover, since
trucks are excluded from the measurements, it is reasonable to assume that the observed cars
have an average length of 4.5 m resulting in an expectation value s0 = 2 m for s0.
For estimating the comfortable deceleration, the approach to a red traffic light is relevant.
Investigations on the Lankershim data set of the NGSIM data [NGS12] including such situ-
ations show that a typical deceleration is b = 2 m/s2 [Vit10]. Finally, for the desired speed,
we assumed a fixed value of v0 = 50 km/h representing the usual inner-city speed limit in
Germany.
2.3 Simulation
While the parameters clearly are distributed due to inter-vehicle and inter-driver variations, it
is nevertheless necessary to use the same vehicle population for all the following simulation
experiments. Specifically, we use following sequence of four vehicle-driver combinations: 1.
average driver (expectation values for the parameters), 2. agile driver (a increased to 2 m/s2,
T = 1.8 s), 3. less agile but anticipative driver (a and b decreased to 1.2 m/s2 and 1 m/s2,
respectively), and 4. a truck (lveh = 12 m, T = 1.7 s, and a = b = 1 m/s2). If necessary, this
sequence is repeated. Figure 2 shows the simulation result for the start-and-stop reference
scenario against which the strategies of the traffic light assistent will be tested in the next
section.
2.4 Traffic Flow Metrics
In the ideal case, the TLA reduces the travel time of the equipped and the other vehicles,
increases driving comfort and traffic flow efficiency, and reduces fuel consumption. To assess
travel time, we use the average speed of a vehicle, or average over all vehicles during the
complete simulation run. As proxy for the driving comfort, we take the number of stops dur-
ing one simulation, or, equivalently, the fraction of stopped vehicles. Traffic flow efficiency
is equivalent to the cycle-averaged dynamic capacity, i.e., the average number of vehicles
passing a traffic light per cycle in congested congestions in the absence of gridlocks. Finally,
we determine the fuel consumption by a physics-based modal consumption model as de-
scribed in Chapter 20.4 of the book [Tre13]). Such models take the simulated trajectories
and some vehicle attributes as input and return the instantaneous consumption rate and the
total consumption of a given vehicle. To be specific, we assume a mid-size car with following
attributes: Characteristic map of a 118 kW gasoline engine as in Fig. 20.4 of [Tre13], idling
power P0 = 3 kW, total mass m = 1 500 kg, friction coefficient µ = 0.015, air-drag coefficient
cd = 0.32, frontal cross-section A = 2 m2, a dynamic tyre radius rdyn = 0.286 m. Furthermore,
we assume a five-gear transmission with transmission ratios of 13.90, 7.80, 5.25, 3.79, and
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Figure 2: Start and stop of the simulated platoon of heterogeneous vehicle-drivers in the
reference case.
3.09, respectively, and chose the most economic gear for a given driving mode characterized
by v and dvdt . The engine power management includes overrun-fuel cutoff, idling when the
vehicle is stopped, and no energy recuperation during braking.
3 Strategies of the Traffic Light Assistant and their Simulation
The appropriate TLA strategy depends essentially on the arrival time at the next traffic light
relative to its phases. We distinguish following approaching situations (cf. Fig. 3):
• A stop is unavoidable (the first seven of the red trajectories of Fig. 3),
• anticipative start compensating for the reaction time of the first vehicle (last red trajec-
tory),
• flying start realized by anticipative braking (blue trajectories),
• free passage (green trajectories),
• temporary “boost” to catch the last part of the green phase (violet trajectories).
Nothing can be done in the situation of a free passage while the “boost” strategy implies
temporarily exceeding the speed limit. Therefore, we will only develop and simulate strate-
gies for the first three situations. Generalizing the above sketch, we will also investigate
how other (equipped or non-equipped) vehicles will affect the strategies. Furthermore, by a
complex simulation over several cycles, we investigate any (positive or negative) interactions
between the strategies and between equipped and non-equipped vehicles.
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Figure 3: Approach situations relative to the phases of the traffic light. Each trajectory corre-
sponds to an individual simulation of the considered vehicle with no interactions
to other vehicles. For the color coding, see the main text.
3.1 Approach to a Stop
In certain situations, a stop behind a red light or a waiting queue is unavoidable. This
situation is true if (i) extrapolated constand-speed arrival occurs during a red phase, and
(ii) the “flying-start” strategy of Sect. 3.3 would produce minimum speeds below a certain
threshold which we assumed to be vflyingmin = 10 km/h. Notice that this szenario may also
apply for approaching green traffic lights if the car cannot make it to the traffic light before
switching time: In such a situation, drivers of non-equipped cars would just go ahead braking
later and necessarily harder. While this situation is not relevant for improving flow efficiency,
it is nevertheless possible to reduce fuel consumption by early use of the engine brake, i.e.,
early activation of the overrun cut-off.
In the car-following model, we implement this strategy by reducing the comfortable decel-
eration from b = 2 m/s2 to 1 m/s2 (homogeneous driver-vehicle population), or by 50 % for
each vehicle (heterogeneous population). Reducing the desired deceleration means earlier
braking, in line with this strategy.
Figure 4 shows speed and consumption profiles for an equipped vehicle (solid lines) vs.
the reference (dotted). The equipped vehicle itself saves about 3.5 ml of fuel (6 % for the
complete start-stop cycle). The two next (non-equipped) followers save about 3 % and 1 %,
respectively.
3.2 Anticipative Start
The rationale of the strategy of the anticipative start is to compensate for the reaction time
delay τ . Since the reaction time is only relevant for the driver of the first vehicle in a queue,
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Figure 4: Fuel-saving approach to a waiting queue. Left: speed profile and instantaneous
consumption rate; right: cumulative consumption during the complete start-stop
cycle.
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Figure 5: Start at green from the first position of a queue of waiting vehicles. (a) reference;
(b) anticipative start; (c) anticipative start plus 1 m additional gap; (d) anticipative
start plus 3 m additional gap.
the anticipative-start strategy is restricted to this vehicle. In the reference case corresponding
to the calibrated parameters (Fig. 5 (a)), the front of the first vehicle crosses the stopping
line about 1.5 s after the change to green corresponding to τ ≈ 0.7 s (the rest of the time is
needed to move the first meter to the stopping line). If this vehicle started one second earlier,
i.e., before the switching to green (Fig. 5 (b)), the situation is yet save but an average of
0.5 additional vehicles can pass during one green phase assuming an outflow of 1 800 veh/h
after some vehicles. Considering the 12 vehicles that would pass in the reference scenario
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during the 30 s long green phase of the 60 s cycle, this amounts, on average, to an increase
by 4 %. An additional second can be saved, allowing 13 instead of 12 vehicles per green
phase, if the first vehicle stops 4 m upstream of the stopping line (instead of 1 m) allowing an
even earlier start without compromising the safety (Fig. 5(d)). However, there are limits in
terms of acceptance and available space, so stopping 2 m before the stopping line (Fig. 5(c))
is more realistic. In effect, the latter strategy variants transform the anticipative start in a
“flying start” which we will discuss now.
3.3 Flying Start
If, relative to the phases, a vehicle arrives later than in the previous two situations but too
early to have a free passage, preemptive braking may avoid a stop or, at least, increase the
minimum speed during the approaching phase. As depicted in Fig. 6, the strategy consists in
controlling the vehicles’s ACC such that a certain spatiotemporal target point (∆x,∆t) relative
to the stopping line and the switching time to green is reached. This point is determined
such that a minimum of speed reduction is realized without impairing traffic efficiency by
detaching this vehicle from the platoon of leaders.
Figure 6: Preemptive braking to avoid a stop: Spatiotemporal target for the 4th vehicle (pink
circle). The arrows indicate how the target changes when varying the reaction
time τ or the effective length leff .
From basic kinematic theory [Lig55] and the properties of the IDM it follows that the
propagation velocity c of the positions of the vehicles at the respective starting times is
constant and given by c ≈ −leff/T˜ where T˜ is of the order of the IDM parameter T . Assuming
a gap s∗0 of the first waiting vehicle to the stopping line and a reaction delay τ of its driver,
the estimated spatiotemporal starting point of the nth vehicle reads
(∆x,∆t) = (s∗0 + (n− 1) leff , τ + (n− 1) T˜ ). (4)
The points lie on a straight line which is consistent with observations (filled circles in Fig. 1).
While we assume that, by additional V2X communication from a stationary detector to the
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vehicle, the equipped vehicle knows its order number n, there are uncertainties in τ , leff , and
T which depend on unknown properties of the vehicles and drivers ahead. Furthermore,
since the strategy tries to avoid a stop, the target point lies several meters upstream of and/or
a few seconds after the anticipated starting point.
Figure 7: Robustness of the premptive braking strategy. Shown is its efficiency for the 3rd
vehicle in terms of the minimum speed during the approach (left) and the gap once
this vehicle is 50 m downstream of the traffic light (right).
Is this strategy nevertheless robust? In order to assess this, we treat τ and leff as free
parameters of (4) to be estimated and plot the performance metrics minimum speed vmin
characterizing driving comfort and spatial gap s to the platoon (cf. Fig. 6) characterizing the
dynamic capacity as a function of τ and leff .
Figure 7 shows these metrics for the n = 3rd vehicle arriving at a timing such that the
minimum speed would be vmin = 10 km/h if this vehicle were not equipped. For the best
estimates (e.g., leff = 6.5 m and τ = 2 s), this minimum speed is nearly doubled without
compromising the capacity which would be indicated by an increased following gap s. The
simulations also show that estimation errors have one of three consequences: (i) if the queue
length and dissolution time are estimated too optimistically (leff and τ too small), there is still
a positive effect since the minimum speed is increased without jeopardizing the efficiency;
(ii) if the queue is massively overestimated (leff and τ significantly too large), the whole
strategy is deemed unfeasible and the approach reverts to that of non-equipped vehicles; (iii)
if, however, the queue is only slightly overestimated, the strategy kicks in (vmin increases) but
the capacity is reduced since s increases as well: the car does no longer catch the platoon. A
look at the parameter ranges (the plots range over factors of five in both τ and leff) indicates
that this strategy is robust when erring on the optimistic side, if there is any doubt.
Finally, we mention that counting errors (e.g. due to a vehicle changing lanes when
approaching a red traffic light meaning that this vehicle has not passed the correct stationary
detector) will lead to similar errors for the estimated target point as above. Consequently,
this strategy should be robust with respect to counting errors as well.
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3.4 Complex Simulation
In the previous sctions, we have investigated the different strategies of the TLA in isolation.
However, there are interactions. For example, the optimal target point of the flying-start
strategy is shifted backwards in time when equipped leading vehicles apply the anticipative-
start strategy. Furthermore, the question remains if the TLA remains effective if there is
significant surrounding traffic (up to the level of saturation) and whether the results are
sensitive to the order in which slow and fast, equipped and non-equipped vehicles arrive.
We investigate this by complex simulations of all strategies over several cycles where we
vary, in each simulation, the overall traffic demand (inflow) Qin, and the penetration rate p of
equipped vehicles. Unlike the simulations of single strategies, we allow for full stochasticity in
the vehicle composition. At inflow, we draw, for each new vehicle, the model parameters from
the independent uniform distributions specified in Sect. 2.3 and assign, with a probability p,
the property “is equipped”.
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Figure 8: Complex simulation of the overall effectiveness for all vehicles over several cycles
(see the main text for details).
Figure 8 shows the results for the performance metrics “average speed” (which is related
to the average travel time), and “average consumption” as a function of the penetration
rate for a small traffic demand (top row), and a demand near saturation (bottom). Each
symbol corresponds to a simulation for given values of Qin and p. Due to the many stochastic
factors and interactions, we observe a wide scattering. Determining the local average (solid
lines) and ±1σ bands (colored areas) by kernel-based regression (kernel width 15 %), we
nevertheless detect significant systematic effects. For low traffic demand, we observe that
both travel times and fuel consumption are reduced by about 4 % when going from the
reference to p = 100 % penetration. Furthermore, the effects essentially increase linearly
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with p, so the relative performance indexes IT and IC with respect to travel time Tt and fuel
consumption C,
ITt = −
1
Tt
∂Tt
∂p
, IC = − 1
C
∂C
∂p
(5)
are both constant and of the order of 4 %. Similar performance indexes are obtained for the
performance metrics “number of stops”. For higher traffic demand (lower row of Fig. 8), the
relative performance of the TLA decreases except for the metrics “dynamic capacity”.
4 Discussion
We have investigated, by means of simulation, a concept of a traffic-light assistant (TLA)
containing three strategies to optimize the approach to and starting from traffic lights: “eco-
nomic approach”, “anticipative start”, and “flying start”. The strategies are based on V2X
communication: In order to implement the TLA, equipped vehicles must obtain switching
information of the relevant traffic lights and – as in the self-controlled signal strategy [Lam08]
– counting data from a detector at least 100 m upstream of the traffic light. Complex simula-
tions including all interactions show that, for comparatively low traffic demand, the TLA is
effective. To quantify this, we introduced relative performance indexes which we consider
to be the most universal approach to assess penetration effects of individual-vehicle based
ITS. For our specific setting (maximum speed 50 km/h, cycle time 60 s, green time 30 s), we
obtained performance indexes of about 4 % for most metrics if traffic demand is low. We
obtain higher values for higher maximum speeds and lower cycle times, and lower values
for a higher demand. While the relative performance is generally lower than that of the
traffic-adaptive ACC on freeways (about 25 %) [Kes10], the individual advantage kicks in
with the first equipped vehicle, in contrast to traffic-adaptive ACC.
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Abstract
The paper deals with application of VANETs technology to road traffic monitoring and presents
a distributed communication protocol, aiming at vehicular traffic monitoring. A realistic sim-
ulation of a main expressway in Roma, Italy, calibrated by exploiting information provided
by a significant sample of floating car data, allows to individuate the operational limits of the
communication protocols and to evaluate the accuracy of the estimates of traffic state.
Keywords: Traffic measurement, VANET, dissemination protocol, trace driven traffic simula-
tion.
1 Introduction
Vehicular ad hoc networks (VANETs) are the technology for building wireless networks among
mobile vehicles equipped with On Board Units (OBU), and including also fixed Road Side
Units (RSU). Thanks to the Dedicated Short Range Communications (DSRC) standards like
Wireless Access in Vehicular Environments (WAVE) [Mor10] vehicles are able to exchange
data messages for accessing both safety and infotainment applications.
VANETs constitute a diffuse, autonomous, scalable network that can perform distributed
traffic monitoring and traveler information together. VANETs can support Intelligent Trans-
portation Systems (ITS) with both Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure
(V2I) communications. Not only traffic monitoring and communication tasks are transferred
to vehicle communication devices. Also a significant part of data processing can be dis-
tributed and conveyed to the vehicle communication network, since on-board devices can
do in-network processing with data coming from other vehicles, without requiring that each
single vehicle communicate with a traffic control centre.
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This work defines a VANET based road traffic monitoring system, based on a distributed
communication protocol. To gauge the feasibility of the approach, we have set up a realistic
simulation of a main expressway in Roma, Italy, calibrated by exploiting information provided
by an extensive sample of floating car data. Joint vehicular mobility and communication
network simulations have been carried out, pointing out that the designed protocol can
collect quite accurate average speed estimates for different section of the road with a very
limited effort. No infrastructure is needed, except a single RSU for a road span of almost
70 km, collection times are within few seconds and relative errors range between 4% and
5.6% on the average.
The rest of the paper gives a short survey of related works (Section 2), then the VANET
communication and monitoring protocol is defined (Section 3). The considered test case and
the performance evaluation are presented in Section 4 and 5. respectively. Final remarks are
given in Section 6.
2 Related Work
VANETs provide a distributed in-vehicle technology for localization-based systems [Ban01]
and many authors studied their possible applications to different kinds of ITS. Applications
on active safety ranged from danger warning system [Mit10], Cooperative Adaptive Cruise
Control [Kia12], and cooperative driving [Sep13]. Applications of cooperative collision
warning at intersection approaching allow integrating Advanced Driver Assistance (ADAS)
and Advanced Traffic Management Systems (ATMS) and implementing a sort of virtual signal,
as firstly proposed by [Hua04]. Further enhancements were later introduced, among others,
by [Naf12][Far12]. [Nas12] studied an intersection traffic signalling system and evaluated
its stability properties by applying the microsimulation model SUMO [Beh11] to an isolated
road intersection. [Far12] presented one of first on the field experiment of an infrastructure-
to-vehicle system aimed at assessing the impacts of cooperative driving on users’ behaviour
under real traffic conditions on a 17-km long motorway segment in Austria.
[Ger12] highlighted the need for careful evaluation of VANET by simulation models be-
fore large scale deployments. Several software packages have been developed to evaluate
VANET performances in simulation environment. A review is provided by [Zea12]. Several
authors studied the effectiveness of VANET inter-vehicle communications to recognize traffic
conditions by using probe vehicle information and evaluated the performances of the commu-
nication system by simulation on simple idealistic test cases, with the possible exception of
[Leo11], who carried out a simulation of a VANET-based ITS systems in the downtown area of
Portland, Oregon (USA). [Che12] tested connectivity among vehicles by analyzing different
inter-vehicle spacing probability distributions. [Qiu12] remarked that most of the previous
network performance models paid little attention to vehicle distribution, or simply assumed
homogeneous car distribution. Based on the knowledge of car density at each location from
the traffic model, they developed an IEEE 802.11p broadcasting model and introduced a new
metric to better characterize the broadcasting performance and packet collision probability
112
Vehicular Traffic Monitoring through VANETs: Simulation and Analysis
in VANETs. [Yin13] proposed analytical models for the vehicle connectivity on two parallel
roadways, by assuming general distributions for vehicle headways.
[Som11] argued that the mobility models used in many network simulation tools do not
take into account driver behaviour or specific characteristics of the urban environment and
highlighted the need for bidirectional coupling of realistic mobility models with network sim-
ulation tools in evaluations of VANET protocols. They applied a hybrid simulation framework
composed of the network simulator OMNeT++ and the road traffic simulator SUMO and
tested several incident scenarios in a realistic urban road network. Unlike the road network,
traffic scenario was purely hypothetical and consisted in a simulation of 200 cars leaving
a parking lot, on average one every 6 s. We agree with [Qiu12] and [Som11] arguments.
So, we tackled the simulation of VANET monitoring system by building a realistic test case,
on a 68 km long ring road expressway in Roma, Italy, which was calibrated through about
50,000 traces of GPS equipped vehicles, which provided a detailed picture of the actual traffic
conditions.
3 The VANET Monitoring System
Several solutions have been proposed for message dissemination in a VANET [Pan12], with
the goal of extending the coverage area reached by message flows originating from a given
node, thanks to vehicle-to-vehicle multi-hop communications. A key issue is to avoid the
broadcast storm problem [Ni99]. An effective distributed approach has been introduced
in [Sun00], the so called Distance Defer Transfer (DDT). The basic principle is that the
forwarding vehicle is picked as the one farthest away from the sender among all those vehicles
that have received the message to be forwarded. To do that, each vehicle that receives a
new message waits for a defer timer that decreases with the sender-receiver distance before
retransmitting the message (forwarding rule, FR). Moreover, a vehicle receiving multiple
copies of a message is inhibited from forwarding it (inhibition rule, IR). To this end, GPS
positions are assumed to be available to nodes, which is plausible in the VANET case.
The dissemination protocol can be implemented as a separate layer from MAC, sitting
on top of it, or it can be merged with the MAC protocol itself. The latter approach implies
modifying the MAC logic and designing new firmware, so inter-operability with legacy MAC
versions should be carefully tackled as well. Defining an independent upper layer, called
Forwarding Layer (FL) yields flexibility and decouples the design of MAC from dissemina-
tion logic. This is useful since the MAC protocol can also serve different traffic flows, not
necessarily to be broadcast for dissemination.
Given that the dissemination logic is implemented in the FL on top of MAC, we must
account for the effect of a non ideal MAC protocol. With IEEE 802.11p CSMA/CA MAC
protocol, if messages are issued well separated in time, so that each message propagates
through the VANET without interacting with previous and subsequent messages, then the
MAC service time is upper bounded by a constant value θ = DIFS + σW0 + TMAC , where
DIFS is the DCF Inter-Frame Spacing of IEEE 802.11p, σ is the back off slot, W0 is the basic
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contention window size and TMAC is the time required to send out a MAC frame (it depends
on the frame payload length and on the air bit rate). As a matter of example, with payload
length of 1000 bytes and air bit rate of 6 Mbps, it is θ ≈ 1.7 ms.
Then, once the FL timer of a vehicle A expires, say at time t0, the message moves down
to the MAC layer entity (the network interface card) to be sent out on the radio channel.
Vehicles within range of A cannot receive the message from A until time t0 + θ, due to the
processing of the MAC protocol and of the physical layer. If the timer of another nearby
vehicle B expires after t0 and before time t0 + θ, the FL entity of B will not be inhibited, since
B has not received the message from A yet. As a consequence, B as well will commit its
MAC entity to sending a copy of the message. This additional, undesired forwarding actions
are referred to as spurious forwarding and have first been noticed in [Sal13].
Spurious forwarding stops the packet dissemination. This catastrophic effect is triggered
since vehicles that receive both the first forwarded message and the subsequent spuriously
forwarded copies of the same message will apply the IR. This harmful effect can be avoided
by means of a hop count field in the message header. Let us denote as h this hop count
number. A vehicle receiving a new message with sequence number k and hop count h, will
schedule the forwarding of that message, by changing the hop count to h + 1. While this
message is pending, waiting for the FL defer timer to expire, if A receives a message with the
same sequence number k, the newly received message is considered a duplicate only if it has
also hop count equal to h + 1. In that case, the node applies the IR and drops its copy of
the message. If instead, the received message has sequence number k, but hop count h, that
one is not considered as a duplicate and it does not trigger the IR, since it is from a spurious
forwarder of the previous hop zone.
Leveraging on the DDT idea, but accounting for the spurious forwarding effect, we define
a so called Distance Based Forwarding (DBF) dissemination protocol. DBF operations is based
on the Forwarding and Inhibition Rules. Let A be a vehicle located at a point of coordinates
PA, forwarding a message with sequence number k and hop count h, at time t. Any other
vehicle V , at position PV within range of A, receives the message sent by A. Let kV the
biggest message sequence number already seen and completely dealt with by V .
• Forwarding Rule. By checking that k ≤ kV , V can discard old or duplicated messages.
If the message, is new, V schedules its forwarding (FR), by setting a timer TV,k =
Tmax(1 − PV PA/Rmax), where Tmax is the maximum forwarding delay, Rmax is an
upper bound of the coverage radius of OBU transceivers, and PV PA is the distance
between V and A. Hence, V schedules the forwarding of the message at time t+ TV,k
with sequence number k and hop count h+ 1.
• Inhibition Rule. If during the time interval (t, t+TV,k], V receives another message with
sequence number k and hop count h′, V checks that h′ = h+ 1. In that case, V drops
the scheduled message and will not forward it. Otherwise, no inhibition takes place.
Figure 1 shows an example where A sends a message with h = 1 and both B and C
receive it. Since C is farther from A, its FL timer will expire first, then C will end up sending
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the message first, thus inhibiting B. Hence, D and E receive the message forwarded by C,
with h = 2. They both set their timers. Since the difference PDPC − PEPC is too small, the
difference between the two timer values TD and TE falls below θ, and both D and E will
commit their radio interface equipment to sending a frame containing an instance of the
same message, both of them with h = 3. Node F receives those two duplicated messages
one after the other. The first received one is scheduled for forwarding with h = 4, while the
second received one is discarded with no harm, thanks to its hop count value (h = 3) being
smaller than the one scheduled by F (h = 4).
Figure 1: An example of distance based forwarding: the sequence of forwarding vehicles
A-C-E-F is the ideal one. A spurious forwarding occur with node D.
We consider two Road Side Units (RSUs) located along a road span, RSUa and RSUb. RSUa
originates a stream of messages, issuing one call for measurement collection (cmc) message
every time interval Tm. The cmc message is passed over from vehicle to vehicle by using a
DBF logic, until it reaches RSUb, that is the final sink of the collected measurements.
The logic defined to monitor the traffic on the road with the VANET is implemented by
having a distributed collection of a vector m = (m1, . . . ,mn) where the ith element is a 3-
tuple mi = 〈vi, Pi, ti〉. Here vi is the current speed of i-th sampled vehicle, Pi its geographical
coordinates and ti a timestamp. The size of m depends on the number of vehicles that collect
this information, that is the number of vehicles forwarding the message (or the number of
hops) from the source RSU up to the sink RSU. The message initially issued by RSUa has
an empty payload. Each sampled vehicle, namely a vehicle acting as a forwarding node
according to DBF, appends its 3-tuple to the current payload of the message. When the
message reaches RSUb, it carries all n collected measurements. n is related to the average
hop length and to the length of the monitored road span. A fast polling is possible, since
each forwarding hop takes a time in the order of ms and typical hop lengths can be several
hundred of meters. The traveling speed of the monitoring messages can be thus in the order
of 50 km/s, three orders of magnitude more than vehicle speed.
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4 Description Of A Real-Size Test Case
To set up a realistic simulation, we analyzed a large database of about 104 millions of GPS
traces collected by about 80,000 equipped vehicles that made about 9 millions trips during
the month of May 2010 in the metropolitan area of Roma (Italy). We have selected a subset
of 50,220 vehicle traces on the Ring Road (GRA), the 68 km long ring-shaped expressway
surrounding the city of Roma, which collects and distributes long-haul traffic entering and
exiting from the city. Each vehicle sends its GPS trace record every 30 seconds. A variety of
information was captured in each record, including the record ID, vehicle ID, geographical
coordinates, speed, quality of GPS signal.
The first step of our analysis was based on the segmentation of the GRA in 29 different
segments of length Lj , j = 1, . . . , 29, where the main exits from the GRA highway are the
starting and ending points of each segment. Then vehicles were divided in two sets according
to their traffic direction: clockwise and counterclockwise. Four different time periods of four
hours each have been considered, starting from 7 am until 11 pm. Inter-vehicle distance
distribution and speed distribution were obtained for each of the four time periods. This
analysis showed that the highest density of vehicles is in the time period between 3 pm and
7 pm, which has the largest number of detected vehicles (9732 vehicles).
To set up a realistic mobility simulation of the urban traffic in the GRA the available
sample of data have been inferred to the universe of vehicles by assuming a random uniform
sampling. Let ∆t be the sampling interval (30 s in our study), vi the average speed of vehicle
i, nj the estimated number of vehicles traveling in the j-th segment, gj(t1, t2) the number of
detected GPS signals in the j-th segment during the observation time interval [t1, t2], Lj the
length of the j-th segment, a the probe vehicles penetration rate (a ≈ 2.3% in our study) and
qj the estimated flow on the j-th segment. Then nj =
∑gj(t1,t2)
i=1
vi∆t
Lj
and the resulting flow
is qj = nja(t2−t1) . The above inference relations have been applied to the traffic flows in the
peak period and have been used to enter into each segment j a flow of vehicles with intensity
qj . The flows qj have been used to estimate the OD matrix, where Origins and Destinations
correspond to the exits of GRA. Vehicle attributes have been tuned so that the average speed
values measured per lane and per segment from the mobility simulation software match with
the corresponding values estimated by the inferred experimental data.
5 Performance Evaluation
The map of the GRA was accurately imported from Openstreetmap, including all the infor-
mation about speed limits and lanes.
Vehicular mobility simulation has been carried out by using the micro-traffic simulator
SUMO (Simulation of Urban Mobility, v0.15.0 [Beh11]) fed with the OD matrix derived as in
Section 4. It is a microscopic traffic simulator, able to generate a micro-mobility pattern that
captures real drivers behavior. SUMO implements a car following model, accounts for speed
limits, lane changing and vehicle overtaking. Given vehicle space-time trajectories produced
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with SUMO, the simulation of V2V communications has been implemented in NS-2 [TNS11].
The main simulation parameters are summarized in Table 1. For every scenario, the vehic-
ular simulation lasts 1 hour, and statistics are collected from the simulation trace only in the
last 300 s, so as to let the transient for vehicle distribution die out. The monitoring protocol
samples vehicle according to the hop length, that in turn depends on the communication link.
For a correct reception of a MAC frame, it must be SNR > γ, where γ is a SNR threshold
depending on modulation and coding of the transmitted signal. With our parameter setting
(QPSK with coding rate 1/2, at 6 Mbps), it is γ = 8 dB. We have SNR = G(d)Ptx/PN , where
G(d) is the path gain at distance d (two ray ground model on NS2), Ptx is the transmitted
power, and PN is the background noise power, equal to −104 dBm in our case. By setting
Ptx, we can obtain different target values of the hop length. So, for each chosen value of Ptx,
the maximum range Rmax is found from G(Rmax)Ptx = PNγ.
Table 1: Simulation parameter values
Parameter Value
Road length (km) 68.2
Number of lanes 3
Average vehicle density (veh/km) 31.02
SUMO Simulation duration (s) 3600
Network Simulation duration (s) 300
Frequency of generated messages (msg/s) 1
Transmission Power (mW) 500, 260, 100, 16, 8.7
Rmax for each tx power value (m) 830, 700, 550, 350, 300
Max forwarding delay, Tmax (ms) 100
Link Rate (Mbit/s) 6
MAC, PHY parameters IEEE 802.11p
Propagation Model Two ray ground
The vehicular traffic monitoring process as described in Section 3 is started by a RSU
located in the S-E quadrant of the GRA (exit 19) and by multi-hopping the message returns
to the same RSU, after touring the whole GRA in a time ranging between about 0.3 s for a
hop length of 830 m up to about 2.6 s for 300 m, on the average.
The average speed values estimated from the data collected by the VANET based mon-
itoring protocol are listed in Table 2 for each of the 29 segments of the GRA and as an
overall average. The relative error is defined as E = |V V ANET − V SUMO|/V V ANET . The
average number of vehicles sampled for the considered values of Ptx and hence of Rmax are
[82, 101, 129, 202, 242], as Rmax goes from 830 m down to 300 m. As the hop length decreases,
the probability of disconnections and of failing to complete the GRA tour grows up. Message
loss rate grows from about 5% for Rmax = 830 m up to 96% for Rmax = 300 m.
In spite of the quite small number of sampled vehicles (in the order of one or a few
hundreds out of several thousands) and of the possibly large message loss rate, the average
speed estimate obtained by the monitoring protocol attain a good approximation of the “true”
value taken directly from SUMO. Errors of per segment estimates are occasionally between
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Table 2: Speed in km/h when sampling distance varies
Seg# SUMO 830m E (%) 700m E (%) 550m E (%) 350m E (%) 300m E (%)
1 79,88 85,50 6,57 83,46 4,28 89,77 11,01 79,59 0,37 82,86 3,59
2 95,23 98,12 2,94 97,53 2,35 96,85 1,67 98,11 2,93 96,68 1,50
3 92,41 93,93 1,63 93,65 1,33 93,99 1,69 90,98 1,57 89,25 3,54
4 90,61 98,47 7,98 100,04 9,42 97,86 7,40 98,14 7,67 92,53 2,07
5 87,41 91,30 4,26 89,61 2,46 96,29 9,22 93,62 6,64 91,60 4,58
6 76,47 74,42 2,76 80,79 5,34 81,60 6,28 79,75 4,10 82,26 7,03
7 79,52 89,18 10,83 90,03 11,67 90,09 11,73 90,39 12,02 86,02 7,55
8 86,35 98,32 12,18 99,27 13,02 100,19 13,82 99,90 13,56 102,39 15,67
9 87,74 95,25 7,88 96,06 8,66 95,30 7,93 98,02 10,49 98,69 11,10
10 88,31 96,66 8,64 93,38 5,43 96,43 8,42 91,03 3,00 86,82 1,71
11 88,24 85,95 2,66 86,51 2,00 83,26 5,97 89,97 1,93 83,48 5,69
12 86,43 90,63 4,63 88,35 2,17 86,11 0,38 86,03 0,47 92,01 6,06
13 88,42 90,59 2,39 91,63 3,50 90,74 2,56 90,20 1,97 83,95 5,32
14 90,43 97,15 6,91 92,64 2,39 97,83 7,56 99,36 8,99 100,82 10,30
15 90,43 79,80 13,32 70,79 27,74 81,49 10,97 89,15 1,44 95,38 5,19
16 90,43 89,78 0,73 90,76 0,37 91,05 0,67 90,56 0,14 94,32 4,13
17 90,40 82,17 10,02 91,22 0,90 86,31 4,74 89,73 0,75 93,19 2,99
18 89,00 88,39 0,69 90,95 2,14 91,41 2,63 92,83 4,12 88,30 0,80
19 85,58 92,84 7,82 90,88 5,83 90,38 5,31 86,82 1,43 85,78 0,23
20 88,77 92,61 4,14 91,60 3,08 95,92 7,45 89,11 0,38 88,56 0,24
21 89,21 81,96 8,85 87,38 2,09 87,24 2,26 91,08 2,05 97,89 8,86
22 89,21 92,30 3,35 92,86 3,94 93,38 4,47 95,01 6,10 96,02 7,10
23 88,35 94,60 6,61 94,69 6,70 83,84 5,38 91,22 3,15 97,76 9,63
24 87,95 95,06 7,48 94,58 7,01 94,24 6,67 92,65 5,07 94,89 7,31
25 91,10 93,85 2,93 95,15 4,26 96,75 5,84 94,52 3,61 97,78 6,83
26 89,93 96,01 6,33 92,33 2,60 89,39 0,60 92,13 2,39 82,57 8,91
27 91,47 95,96 4,68 94,85 3,56 97,77 6,44 98,42 7,06 100,85 9,30
28 91,48 93,19 1,84 92,99 1,63 93,30 1,96 92,16 0,75 90,88 0,65
29 87,40 85,61 2,10 89,66 2,51 86,81 0,68 88,00 0,68 87,38 0,02
Avg 88,21 91,02 5,63 91,16 5,12 91,57 5,58 91,67 3,96 91,76 5,45
10% and 15% and in one case it reaches 27.7%, due to sampled vehicles that are slower or
faster than average. In any case, this still provides an information which is considerably good
when trying to estimate traffic or problems on road segments.
Result accuracy is only marginally affected as we decrease Rmax, until we get under 500 m.
At 350 m we notice an improvement in the average speed estimation and we also notice a
substantial decrease of the peaks that we experience with other samplings. If we try to
sample vehicles with shorter distances with respect to 350 m (e.g., 300 m) we see that the
error gets worse. This happens because of too many disconnections that do not allow the
effective message dissemination. Hence, there is an optimum sampling hop length for the
communication protocol.
These results demonstrate that by sampling a little percentage of the vehicles with a
message rate that only puts a very light load on the VANET (1 message per second), the
vehicles speed estimation can be accurate and above all it is obtained in real time and can
be refreshed very often (e.g., every 5 min) with very low cost (no infrastructure is required,
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except a single RSU for a 68 km road span).
6 Conclusions And Further Developments
The paper has introduced a new communication protocol for VANET networks aimed at de-
tecting road traffic conditions. A simulation experiment has been conducted in a realistic
traffic context by applying SUMO and N2 software to simulate the road traffic and the com-
munication network, respectively. The test case consists of a 68 km long ring road expressway
around the town of Rome, simulated in the peak hour traffic conditions.
The results of the experiment have shown that the designed communication protocol can
perform a monitoring of the whole expressway every 2.6 s or at a higher rate, depending on
the sampling rate. The average error of speed estimation ranges from 3% to 5%, as for the
whole road; the maximum speed estimation error on a single road segment is about 27%.
Such performances are very suitable for a traffic monitoring system addressed to incident
detection and real-time traveler information systems. Since traffic phenomena are affected
by a large randomness, a very high accuracy of the instantaneous speed estimation is not
necessary for these applications. However, a very quick update is crucial to detect traffic
instabilities promptly. Finally, the VANET traffic monitoring minimizes the use of cellular
telephone network and considerably reduces the high communication costs beard by the
vehicular monitoring systems based on GPS positioning and GPRS/UMTS communications.
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Abstract
In this work we present Revenue Management applications for air cargo and discuss the most
relevant issues that currently limit their effectiveness. We explain how these concerns may
be tackled by decreasing uncertainty on customer data and improving communication along
the supply chain and we illustrate how integration with Intelligent Transportation Systems
may play a key role in delivering such improvements.
Keywords: Air transport, Air cargo, Revenue Management
1 Introduction
The International Air Transport Association (IATA) estimated that air cargo is a market that
accounts for tens of millions of dollars in revenue for airlines every year (for updated forecasts
on market development see https://www.iata.org/publications/economics); both cargo and
passenger markets sunk into recession following the 2008 crisis. Passenger market has been
increasing since then, while cargo market stabilised and shows some weak signs of reprise
in certain markets (http://www.iata.org/pressroom). As the air cargo market is foreseen to
grow steadily in future years, many experts view this as a right moment to start a systematic
application of Revenue Management (RM) to the air cargo part of business for passenger
airlines (see for example [Ama11] and [Mor09]). So far, no more than 35% of the largest
passenger airlines have invested in RM for air cargo, according to a research by Air Cargo
World [Med12].
Intelligent Transportation Systems (ITS) that we refer to here are Information and Com-
munication Technologies (ICT)-based solutions that aim at improving efficiency from a func-
tional and environmental point of view in most fields of transportation. Making transporta-
tion “smarter” can involve either the development of new applications and solutions or the
improvement of existing ones. Airline industry is relying on ICT applications for decades al-
ready: seat reservation, air traffic management, check-in and so on. Air cargo is no exception,
and all the reservation-related decisions are managed through complex ICT systems. There
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is, however, much innovation coming from other ITS solutions that could affect positively
the airlines’ air cargo business, improving the efficiency of the service. Here we will consider
only the innovations that affect RM application within air cargo.
To further the discussion, air cargo RM has different requirements from the one for pas-
sengers. While on one hand academic research on cargo RM has been extremely productive
in the last 10 years (see for example [Ama07][Bil03][Kas96] and [Pop06]), when it comes
to actual implementations of commercial software there is very little information on how the
RM process is performed. This is obviously due to restrictions and non-disclosure agreements
regarding the intellectual property of the software houses. This also proves how crucial RM
techniques have become for any cargo booking/management system that wishes to compete
on the market; practically speaking, RM has become a part of the core business for these soft-
ware companies. However, there is still a lot of room for improvement that can be explored
through research, as suggested by the aforementioned literature.
The reminder of this paper is organised as follows: Section 2 describes the characteristics
of RM and the classes of problems that if resolved could make RM more efficient, Section
3 links the innovations coming from ITS that could better the current RM systems with the
particular RM characteristics, and Section 4 offers conclusions and our expectations on the
future development of RM and ITS-RM links.
2 The air cargo revenue management (RM) system
An RM system generally consists of four main components (see [Tal05]):
• Data-collection engine: collects and stores historical data for analysis (i.e., prices, de-
mand, causal factors).
• Forecasting and estimation engine: forecasts relevant quantities (demand, capacity,
cancelation rates, show-ups) based on historical data.
• Optimisation engine: using the forecasted values, finds the optimal set of controls
(capacity allocations, prices, overbooking levels) to be applied until the next re-optimisa-
tion.
• Control engine: applies the optimised controls to sell inventory.
The RM process typically iterates through these steps at repeated intervals, the frequency
of which varies by industry. In air cargo the re-optimisation is usually run on a daily basis
in the four weeks prior to flight departure, less frequently in the preceding weeks (see
[Sab04]). This is due to the fact that in the air cargo industry a consistent portion of booking
requests usually comes in during the few days before the take-off. Traditionally, before the
application of RM, air cargo was mostly managed through a “first come, first served” or a
“max loading” approach [Pop06]. Neither of these approaches guarantees optimal choices
related to profitability that, instead, can be significantly enhanced by addressing the following
five classes of problems, sometimes referred to as “techniques” or “applications” [Sab04]:
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Capacity forecasting. Capacity available for future flights can be estimated based on
aircraft dimension and configuration, where parameters such as passenger, baggage and fuel
weight can be predicted using the flight’s historical data. The capacity is also affected by
the estimated weight of air-mail parcels, the size of allotments (i.e., weight and container
dimensions) and eventually, environmental conditions (i.e., weather forecasts).
Demand forecasting and overbooking. Demand forecasting aims at estimating how
much cargo will tender for a particular flight. Having the historical and present data on
bookings, it is possible to forecast the cargo demand in terms of day of the week of departure
etc. One important component of Demand Forecasting is the estimation of cancellations and
of no-show rates; these allow for the calculation of an appropriate overbooking limit. Over-
booking is a well-known practice among airlines and, in general, service-based companies,
who sell more units of capacity than those physically available. For air cargo the objective is
to set the overbooking limit in order to maximise space utilisation at departure (and hence,
to maximise revenue) and to minimise the spoiled (unutilised) capacity and the cost for
off-loading and re-routing of the excess cargo.
Allotment management. Allotments are long term contracts (usually 6 or 12 months) for
space reservation on future flights; such agreements are generally stipulated between an
airline and a customer, such as a freight forwarder, who generates a big amount of traffic.
Allotment management analyses historical behaviour of customers in order to determine
the corresponding show-up rate. From this data the airline is able to determine whether
a contract should be accepted or not. While most cargo revenues usually come from such
few, big customers, granting an allotment to a customer that systematically leaves his space
unused increases spoilage cost. Additionally, if anticipated demand for the flight yields higher
revenues than the one coming from the contract, allotting that space to the contract results
in a revenue loss.
Price optimisation and capacity management. The primary purpose of price optimisa-
tion in RM is the estimation of the value created for customers and subsequent price setting
to capture that value; it is tightly coupled with capacity management, that instead deals
with pricing of the available capacity in order to maximise revenue. As a direct consequence,
capacity management establishes the criteria by which a booking for a shipment should be
accepted or rejected. Differently from the passenger scenario, capacity management in cargo
is a difficult problem to solve because of the three-dimensionality of the shipments. Thus the
loading strategy, together with the booking acceptance strategy is crucial to the effectiveness
of RM. The decision whether to accept or reject a reservation can be based on different
control strategies, the most common in the passenger airline segment are:
• Booking limits: a fixed amount of capacity is assigned to each fare class;
• Protection levels: a certain amount of capacity is reserved exclusively for a class (or a
set of classes);
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• Bid pricing: a threshold value is set and only requests that generate a revenue that is
higher than the threshold are accepted; the threshold is updated every time a booking
is accepted.
Note that the first two are capacity based controls while the third is revenue based. In the
air cargo industry bid pricing is by far the most commonly used, mostly because it has an
intuitive meaning and usually guarantees good revenues [Tal05]. The bid price for a flight
represents the minimum amount that should be charged for the cargo, and is proportional to
the level of the demand: when demand is low the bid price is low (trying to avoid capacity
spoilage), when the price is high the bid price is high (avoiding exceeding the available
capacity).
Routing optimisation. Calculates the optimal route for shipments in order to maximise
the revenue for the airline. The aspect of network generation (to obtain all possible routes
from origin to destination) and the one of network optimisation (to optimally allocate de-
mand to the available capacity) need to be considered. Air cargo routing optimisation can
be carried out at leg level, segment level, or origin and destination (O/D) level, depending
on the structure of the network and the data that is available on user behaviour. Network
optimisation is also necessary in the case of oversale, that is, when a shipment has to be
deviated on another route because the assigned flight was overbooked. The new route should
respect the schedule for delivery while still being profitable for the company, and take into
account the availability of the cargo handling equipment along the route.
3 ITS and air cargo revenue management
The strength (and key to success) of ITS solutions is interoperability and mutual positive
influence, meaning that improving one system has beneficial fallouts on several others that
are related or operate together with it. As illustrated in the previous section, applying RM
to air cargo and enhancing its effectiveness involves addressing several sub-problems. The
issues listed below arise in the mentioned sub-problems, and can be responsible for reduction
of the effectiveness of RM [Tal05]:
• Uncertainty on the available capacity for cargo;
• Uncertainty of the cargo size due to multiple dimensions and density;
• Loss of revenue coming from no-shows since they are usually not charged;
• Loss of revenue coming from oversales due to the necessity to re-route or cancel a
booking.
We can identify three main causes for all the issues above: the first deals with the way
contracts are stipulated with long term customers, the second with uncertainty of users’
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behaviour, the third with uncertainty of shipment data. Allotment contracts are the factor
influencing the most the performance and revenues in air cargo transportation but are also
a source of inefficiency where ITS can deliver only minor improvements. In fact, once a
contract is settled, there is little an airline can do to guarantee that it will be as profitable as
expected [Sab04]. Under contracts today, no-shows are not charged for spoiled space and
no incentives are offered to customers to inform the airline when they are not going to use
their space that would otherwise be made available for sale to other customers. Changing
contracts would require both airlines and forwarders to disclose information that is usually
kept confidential. [Ama07] and [Ama11] study the role of asymmetrical information on
customers’ demand, operating cost, margin and reservation profit. They investigate under
which conditions the maximum combined profit of the involved agents can be obtained in the
presence of such an asymmetry and propose new contract models that take this into account.
Uncertainty on users’ behaviour and shipment data, on the other hand, can be tackled by
providing a continuous, reliable and detailed information flow. Giving the RM system access
to data originating in other ITS applications, i.e., electronic shipment documentation, or
tracking data, may improve the effectiveness of RM, directly and indirectly. New and more
reliable information would have direct impact on RM by enabling development of innovative
optimisation models. Furthermore, improvement of communication among the supply chain
actors and of information flow along the whole cargo transportation process could have
significant, if indirect impact on RM.
3.1 Improving demand forecasting
Commercial software packages today typically describe demand through a stochastic process
which takes into account several factors, such as historical data, seasonality and expected
weather conditions. Demand is forecasted by clustering previous booking data into classes
based on revenue and density of the shipment [Sla04]. This classification enables forecasting
and optimisation to be performed by rate and load mix: for each of these classes, the system
estimates the volume of each revenue type to be tendered at departure. Moreover, RM
systems are usually able to predict demand at leg, segment or O/D level and to optimise
accordingly.
The underlying mathematical models however are far from being ideal for the cargo sce-
nario. In fact, traditionally, demand forecasting for air cargo has been carried out by adapting
models that were first developed for passenger RM. This approach is far from being optimal,
since cargo shows no or very little of the recurrence patterns that are instead easy to recog-
nise for passengers (i.e., more traffic on certain routes during holidays). The factors that
can affect cargo demand are usually erratic and difficult to forecast, i.e., harvests, climatic
events, trends and special events, and so on. A new approach to RM, called Customer Centric
Revenue Management, has recently been developed within the hospitality industry, and is cur-
rently spreading among passenger transportation businesses, especially railways and airlines.
In [Vin08] Customer-Centric Revenue Management is defined as a Customer-Relationship
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Management (CRM) enabler to increase an airline’s profitability based on customer insight.
It requires a combination of marketing, revenue management and real-time inventory control
to facilitate one-to-one targeted responses to manage the customer’s life-cycle. Real-time
inventory control could be provided through integration with freight tracking ITS solutions,
paired with electronic documentation, allowing the determination of the freight status in
real-time (i.e., did it obtain customs clearance). Applying this novel approach implies devel-
oping new demand forecast models that use the historical and real-time data and thus can
based on the customer behaviour analysis as well.
According to [Fre07] benefits coming from the adoption of an RM system that is customer-
centric include lowering customer costs, providing shipping alternatives, and tracking net-
work performance. More recent sources, such as [Mor09] consider customer-centricity among
the best practices for a successful RM strategy in the cargo field.
3.2 Improving communication across supply chain
Unfortunately, a lot of time is wasted in the air cargo supply chain due to poor coordina-
tion and communication between shippers, freight forwarders, airlines and the other actors
[Pop06]. This is related to RM as long as providing more precise data decreases the un-
certainty that must be taken into account when applying RM optimisations. At the same
time, inefficiencies and errors in communication affect the effectiveness of RM: optimisations
become useless if the shipments are not cleared from customs on time for the scheduled take-
off for example. The only viable way to solve these issues lies in the adoption of common
protocols in communications, to allow interoperability among different information systems.
In general, when aiming at interoperability, several levels of standardisation can be applied,
i.e., on the data format, on the message structure, on the communication protocol or on the
whole information systems (i.e., by imposing adoption of the same software package). We
believe that in order to obtain a smooth flow of information across the supply chain actors,
standardisation of data format and message structure would be enough, since the Internet
delivers a well established set of communication protocols (on which all ITS already rely)
and system-level standardisation would deliver no further benefits in this context.
Today, one major reason for inefficiency within cargo industry is related to shipment doc-
umentation: a shipment can be accompanied by up to 30 documents, ranging from invoices
over airwaybills to customs declarations [PTV09]. Handling of these documents in paper
form is highly inefficient: it requires a lot of time and manual check is often needed, causing
further delays. To face these issues, solutions like Intelligent Cargo (for generic freight trans-
portation, see http://www.euridice-project.eu and http://i-cargo.eu for further reference)
and e-freight (specific to air traffic, see http://www.iata.org/whatwedo/cargo/efreigh) have
been proposed. As stated by IATA, “e-freight aims to take the paper out of the air cargo
supply chain and replace it with cheaper and more reliable electronic messaging”. E-freight
is an initiative involving shippers, carriers, freight forwarders, ground handlers, and customs
authorities that uses the existing air cargo industry messaging infrastructure and relies on
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open standards such as EDI (Cargo-IMP or XML) or common electronic image file formats
(for scanned documents).
Electronic data on shipments can be even more beneficial to the industry if it can be
exchanged through a common infrastructure. Today, most providers for cargo RM and reser-
vation software are migrating their products to a cloud-computing infrastructure, more specif-
ically to the SAAS (Software As A Service) paradigm. For many businesses, cloud computing
is a cost-savvy option when compared to having an in-house dedicated IT department. It
offers more flexibility, since: resources can be rented on a usage basis; device and location
independence; resources are accessible from anywhere over the internet and are more secure;
bug fixes and updates are installed by the service provider instead by the end user. This inno-
vation is relevant, since it allows access to RM systems by potentially every airline, including
those that are too small to afford the purchase of dedicated computer hardware. Thanks to
Cloud Computing, these airlines can rent the computing power from the RM software vendor
and can access the application through web browsers.
From the customer’s perspective, a combination of user-tailored demand prediction (as
described in sec. 3.1) and standardised formats for data exchange could lead to the develop-
ment of highly customisable products (i.e., optional services that are selectable rather than
bundled together) and aggregation solutions (i.e., rate comparison services). Certain opera-
tors already offer services such as alerts, tracking, special offers, pick-up reservation, delivery
notification to their customers through emails, websites or mobile applications. These are
so far isolated solutions that are not interoperable and do not offer any data interchange
services.
3.3 Information on cargo and ground operations
Ground operations are not strictly connected to RM, since they deal with cargo manipulation
once it is delivered to the airline’s warehouse. However, inefficiency in ground operations
can make RM optimisations unreliable, when, for example, a shipment expected for a certain
flight did not arrive on time to the warehouse, or the shipment was tampered with, or it is
not cleared at customs, and so on. The efficiency of ground operations affect not only the RM
effectiveness but also that of the whole transportation service, so the same considerations
made for communication among the supply chain actors apply here as well. The paradigm
of Intelligent Cargo (see [PTV09]) states that the wide adoption of advanced systems for
freight localisation and identification is likely to make hub and transport operations faster
and smoother; this holds true for ground operations at the airports too. ITS can help automate
some and speed up most ground operations, thus making them smoother and reducing the
need for manual checks, which is usually greatly expensive in terms of time.
Ground operations and information systems for ground operations that could benefit from
ITS usage are the following [PTV09]:
• Border clearance: in order for freight to be cleared, its transportation documents must
be checked. Electronic documentation (as previously discussed) circumvents manual
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control of up to 30 paper documents per cargo shipment.
• Remote freight information (RFI): it is of vital importance to know the characteristics
of freight (i.e., hazardous material, perishable items etc.) in order to know how to
handle it properly. RFI is a major ITS application in road transport and is relevant to
air transport, especially in an inter-modality context.
• Weight screening: precise data on cargo weight can improve RM decisions. Moreover,
it can speed up border and customs clearance.
• Warehousing: efficient storage and localisation influence time required for loading oper-
ations. Indoor localisation and identification enable better management of warehouses.
To this end, the positioning (i.e., GPS) and identification technologies (i.e., RFID) com-
bined with wireless communication technologies (i.e., mobile networks) are key enablers.
Some pilot projects aim to integrate all these technologies on the cargo boxes, the so-called
“smart Unit Load Devices (ULDs)” that should provide the following [Pan07] :
• Theft of ULDs will become difficult, if not impossible;
• Accuracy of current location data of ULD will result in savings when airlines know for
certain where the asset was last time recorded, at which time, and in which agency’s
control area;
• Make other airlines/Ground Handling Agencies accountable while taking custody of
airlines’ ULDs during interline transfers;
• Faster turnover of assets over network, thus increasing the utilization rate, and reducing
ULD inventories;
• Standardisation of cargo handling processes at the airports.
4 Expectations and conclusions
In the present work we identified a roadmap towards growing automation and integration
that could effectively solve some issues that are currently weighting on the cargo supply
chain, starting from inter-modal operations and warehousing, up to travel documents such
as airwaybills and customs clearance papers. Clearly, some of these expectations are easier
to fulfil than others. On one hand, for example, IATA estimates that e-freight will be adopted
by 100% of airports within 3 or 4 years. On the other hand, most technologies employed for
warehousing automation (i.e., RFID tags) do lack a common operational standard, and are
thus lagging behind where interoperability is concerned. We thus expect that a longer time is
required for implementation. As soon as common standards for interoperability are defined,
however, we expect technology adoption to run smoothly.
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From the RM point of view, implementing a higher level of automation in ground oper-
ations and related information services implies that real-time information on freight status
will become available. If it is also made accessible in a standard data format, then it can be
used for making capacity management dynamic, thus reducing capacity spoilage and deliv-
ering a more efficient service. Exploiting the wide availability of real-time data generated
from other ITS is probably the fulcrum of future development in RM. We can expect several
improvements coming from a “real-time enabled” Revenue Management approach: a reduc-
tion of spoiled space due to improved capacity management, better quality of service due to
more reliable predictions, more services and options available to customers due to increased
flexibility.
From the algorithmic point of view, since RM for air cargo has received growing interest as
a research topic in the last years, we expect innovative and improved models to be developed
in the near future, and implemented in new generation of software products shortly after. We
expect user behaviour prediction to be the first to be tackled due to the growing popularity
of machine learning and data mining techniques, paired with the massive amounts of data
(either user or machine generated) that shall be provided through integration with ITS. New
dynamic capacity management algorithms that can take advantage of real-time data are
expected to follow shortly after. Innovations in routing will most likely involve multi-leg
flights and optimisation spanning over different modes of transportation.
Most of the software technologies that are helpful for RM deployment in air cargo, are
already mature or in an advanced stage of development. Cloud computing is a good example
of this; we faced a massive migration of software and services to a cloud-based environment
in recent years. We can thus only expect this trend to continue and, as far as RM is concerned,
we can also assume that software solutions are going to completely migrate to the cloud
paradigm within the next couple of years. In order to fulfil this, the only underlying necessity
we can identify is the wide availability of high-speed Internet connections.
From the hardware based ITS point of view (i.e., smart ULDs, freight tracking, freight
identification) most applications have more than one alternative for technological implemen-
tation. For example identification nowadays can use either barcodes or RFID tags. It is not
clear at the moment which level of standardisation each of these applications will require, but
in order to allow interoperability among systems some common standard is required at least
at data and message format level. The Internet of Things relies on open standards such as
XML for sharing sensor data among smart appliances (i.e., for home automation). A similar
approach is likely to be a viable choice for sharing data among ITS solutions as well.
To sum-up, many ITS applications and hardware that RM can benefit from are in the range
from widely available to close to being available. In order to enable improvement in air cargo
RM these need to be in wide-spread use and offer interoperability within the supply chain.
The improvements to be gained are two-fold: more sources and real-time data that offer a
base for improved models within RM, and at the same time inform and keep up-to-date the
RM system, thus improving its efficiency.
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Abstract
This work addresses the real-time optimization of take-off and landing operations at a busy
Terminal Control Area (TCA) in case of traffic congestion. These areas are becoming the
bottleneck of the entire air traffic control system, in particular in the major European airports
where there is a limited possibility to build new infrastructure. The problem of effectively
optimizing TCA operations is particularly challenging, since a detailed solution, incorporating
safety rules, has to be quickly computed. Also, key performance indicators should be consid-
ered in order to evaluate the quality of the proposed action plan. This paper proposes new
aircraft scheduling and routing models, formulating detailed TCA safety rules and different
objective functions. The minimization of the largest delay and the total travel time spent
in the TCA are investigated. Computational experiments are performed via a commercial
solver on a real test case for Roma Fiumicino airport, the largest Italian airport. Disturbances
are generated by simulating various sets of random landing/take-off aircraft delays. This
analysis makes possible the selection of those solutions offering the best compromise among
the different objectives.
Keywords: Efficient Landing and Take-Off Operations, Microscopic Air Traffic Control Models,
Mixed Integer Programming.
1 Introduction
The ever growing demand of air transport is increasing the pressure on air traffic controllers,
since air traffic in peak hours is getting closer to the capacity of the Terminal Control Area
(TCA). In fact, at least in the major European airports, there is limited possibility of creating
new infrastructure. Aviation authorities are thus seeking intelligent methods to better use
the available infrastructure and to improve the overall system performance [And13; Cas11;
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DAr12; Kim11; Pel12]. However, the development and implementation of effective optimiza-
tion methods for such operational problems require paying attention to a number of aspects
that are rarely taken into account simultaneously in scheduling theory:
• The optimization model should be able to incorporate all detailed information that
is important for ensuring the schedule to be compliant with TCA safety regulations,
including the capacity of air segments and runways in the TCA. Due to the high level of
detail required in the formulation, those information are often neglected in macroscopic
models for large networks with multiple airports [Ber11; Chu10; Kuc00].
• The time available for developing a new schedule can be very limited, since a comput-
erized scheduler should be able to promptly react to changes of aircraft position and
speed occurring during operations.
• To a large extent, ATC operations and related issues are still scheduled by human
controllers, who develop feasible schedules based on their past experience and intuition.
Without using any formally defined procedure, there is a lack of a generally recognized
performance indicator.
This paper addresses the three items above. The first item is approached by developing
new scheduling and routing models for Air Traffic Flow Management in a Terminal Control
Area (ATFM-TCA). We started from the approach of Bianco et al. [Bia06] that is based on the
no-wait job shop scheduling problem with aircraft routing and timing variables. However,
we use the alternative graph model of [Mas02] to increase the level of detail of the ATFM-
TCA formulation. Other relevant TCA aspects are modelled, such as holding circles, speed
intervals for aircraft, capacitated use of air segments and no-store constraints at runways.
Compared with previous works from our research group [DAr10; DAr12; Sam13b; Sam13a],
we optimize routing and scheduling simultaneously.
The second and third items require to test the optimization model with a short computation
time and to pay special attention to the definition of the indices. We follow a most common
choice in the literature that is the use of a single objective function, typically as a combination
of various performance indicators (see, e.g., the reviews in [Bar12; Ben11; Cla10; Koh07]).
In fact, single objective approaches are faster than multi-objective optimization.
Computational experiments have been carried out via the commercial solver IBM ILOG
CPLEX MIP 12.0. The test bed is the main Italian airport, Roma Fiumicino (FCO). We
consider practical size instances with several delayed aircraft and solve the related ATFM-TCA
problems. As for the indices, we analyze the minimization of aircraft delays and/or travel
times. A weighted sum of them is also investigated in order to identify a reasonable balance.
The structure of the paper is the following. Section 2 formally describes the ATFM-TCA
problem, including a description of the specific constraints and objectives, while Section
3 presents the mathematical formulations. Section 4 reports a campaign of experiments.
Section 5 summarizes the paper results and outlines on-going research directions.
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2 Problem description
The problem of managing aircraft in a TCA can be divided into: (i) Routing decisions, where
an origin-destination route for each aircraft has to be chosen; (ii) Timing decisions, where
routes are fixed under traffic regulation constraints and aircraft passing timing have to be
determined in each air segment, runway and (possibly) holding circle. In this work, routing
(i) and timing (ii) decisions are taken simultaneously.
The ATFM-TCA problem is defined as follows: given a set of landing and take-off aircraft
and, for each aircraft, a set of possible paths in the TCA, its current position, its scheduled
runway occupation time and a time window to accomplish the landing/departing procedures,
assign an entry time to each aircraft in each resource (holding circles, air segments, runways)
traversed by the aircraft in the chosen path in such a way that the resulting schedule is
conflict-free. A potential conflict occurs whenever two aircraft traversing the same resource
do not respect the minimum longitudinal/diagonal safety distance.
Figure 1 presents the scheme of Fiumicino Terminal Control Area (FCO TCA). Three
runways (RWY 16L, RWY 16R, RWY25) can be used for departing and landing procedures,
but two of them (RWY 16R and RWY 25) cannot be used at the same time and are thus
considered as one. The airport resources are 3 airborne holding circles (CIA, CMP, TAQ, 1-3),
7 air segments for landing procedures (4-10) and 3 for departing ones (14-16), 2 runways
(12-13) and 1 common glide path (11). Black Triangles represent merging points between
air segments.
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Figure 1: Fiumicino Terminal Control Area
In the TCA, landing aircraft moves from an entry point to a runway, following a standard
descend profile, while maintaining a minimum safety distance with the other aircraft, de-
pending on their type and position. Similarly, departing aircraft leaves the runway flying
toward the assigned exit point along an ascent standard profile, still respecting separation
safety distances. Since the variability of aircraft speed in the TCA is limited, this distance
can be translated into a setup time. Setup times are sequence-dependent, since the minimum
distance between heavy, medium or light aircraft depends on the relative order of processing
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of the common resources. Each aircraft has a minimum entry time in the TCA, named release
time.
The runway can be occupied by only one aircraft at a time, and each aircraft has a process-
ing time on a runway and on the air segments before or after it, according to its landing/take-
off profile. On the air segments, the processing time can vary within a pre-defined time
window, due to the limited possibility of aircraft speed changes.
Once an aircraft enters the TCA, it should proceed to the runway. However, in case of
congestion, airborne holding circles can be used as buffers until aircraft can be guided through
their landing procedure. Once entered a holding circle, the landing aircraft must fly at a fixed
speed for a number of half circles, as prescribed by the air traffic controller. We assume that
holding circles are uncapacitated and there is a maximum number of allowed half circles.
Departing aircraft instead can be delayed in entering the TCA at ground level, before
entering the runway. A departing aircraft is supposed to take-off within its assigned time
window and is late whenever it is not able to accomplish the departing procedure within its
assigned time window. Following the procedure commonly adopted by air traffic controllers,
we consider a time window for take-off between 5 minutes before and 10 minutes after the
Scheduled Take-off Time (STT). A departing aircraft is considered late if leaving the runway
after 10 minutes from its STT. So a ground delay does not necessarily cause a delay at the
runway. Arriving aircraft are late if landing after their Scheduled Landing Time (SLT).
We use the following notation for the aircraft delays. Entrance delay is the delay of each
aircraft at the entrance in the TCA. Exit delay is the delay of each aircraft at the runway. The
latter value is partly a consequence of a possible late entrance, which causes an unavoidable
delay at the runway, and partly due to additional delays caused by the resolution of potential
aircraft route conflicts in the TCA, which is named consecutive delay [DAr07; DAr10; DAr12].
A landing aircraft can have a consecutive delay at the entrance, if it is delayed in entering
the TCA due to other aircraft scheduled on its entrance air segment. Landing and take-off
aircraft can have a consecutive delay on a runway, if they have to give precedence to other
aircraft in one or more TCA resources.
Two objective functions are considered: the minimization of the maximum consecutive
delay and of the total travel time spent by aircraft in the TCA. The latter can be considered
as a good surrogate for the energy consumption.
3 Formulation of the aircraft scheduling and routing problem
In the general job shop scheduling formulation of the ATFM-TCA problem, an operation
denotes the traversing of a resource (i.e. air segment, common glide path, runway, holding
circle) by an aircraft (i.e. job). The sequence of operations of an aircraft represents its route.
Once a route has been assigned to each aircraft (routing problem), the ATFM-TCA problem
(with fixed routes) is reduced to the Aircraft Scheduling Problem (ASP). The variables of
the ASP are the start time ti of each operation i to be performed by an aircraft on a specific
resource. For a given operation i, we denote with σ(i) the operation following i on its route
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and with wiσ(i) a minimum processing time of i. A set of feasible route timings is conflict-
free if, for each pair of operations associated to the same resource, the minimum separation
constraints are satisfied.
The ASP can be represented by an alternative graph [DAr10] as follows. Let G = (N,F,A)
be the graph composed by the following sets: N = {0, 1, ..., n} is the set of nodes, where 0
and n represent the start and the end operations of the schedule, while the other nodes are
related to the start of the other operations; F is the set of fixed arcs that model the sequence
of operations to be executed by an aircraft; A is the set of alternative pairs that model the
sequencing decision. Each pair ((i, j), (h, k)) is composed by two alternative arcs, either (i, j)
or (h, k) must be selected in a feasible schedule.
Each node of the graph is thus associated to the start time ti of operation i. By definition,
the start time of the schedule is t0 = 0. Each arc (i, j), either fixed or alternative, has a length
wij , which indicates a minimum separation time between operations i and j, i.e. tj ≥ ti+wij .
A detailed description of the constraints related to the specific TCA resources can be found in
[DAr12; Sam13b; Sam13a].
A selection S is a set of alternative arcs, at most one from each pair. A solution is a complete
selection S, where an arc for each alternative pair of A is selected and it is feasible if the
connected graph (N, F, S) has no positive length cycles. Given a feasible schedule S, a timing
ti for operation i is the length of a longest path from 0 to i (lS(0, i)).
The alternative graph with flexible routing can be viewed as a particular disjunctive pro-
gram. Adding the constraint for the different routes for each aircraft, we let X be the set of
feasible ATFM solutions:
X=

t ≥ 0, x ∈ {0, 1}|A|, y ∈ {0, 1}|C| :
tσ(i) − ti +M(1− yab) ≥ wiσ(i) ∀(i, σ(i)) ∈ F
tj − ti +M(1− xijhk) +M(1− yab) +M(1− ycd) ≥ wij
tk − th +Mxijhk +M(1− yab) +M(1− ycd) ≥ whk
∀((i, j), (h, k)) ∈ A∑R
a=1 yab = 1 b = 1, ..., Z

(1)
The variables are the following: |N | real variables ti associated to the start time of each
operation i ∈ N , |A| binary variables xijhk associated to each alternative pair ((i, j), (h, k)) ∈
A, and |C| real variables associated to the routes of the set of aircraft considered. Further, Z
is the number of aircraft, and R the number of routes for each aircraft. The constant M is a
sufficiently large number, e.g. the sum of all arc lengths.
Variable yab(ycd) ∈ {0, 1} indicates if route a (c) is chosen (1) or not (0) for aircraft b (d).
Exactly one route for each aircraft must be selected, e.g. for aircraft b:
∑R
a=1 yab = 1. When a
route a is chosen for aircraft b, each constraint related to the fixed arcs of route a and aircraft
b must be satisfied, i.e. tσ(i) − ti ≥ wiσ(i) must hold.
If yab = ycd = 1 and aircraft b and d are scheduled on a same resource of the TCA, a
potential conflict exists on that resource and an ordering decision has to be taken. This is
modelled by using the variable xijhk ∈ {0, 1} for the alternative pair ((i, j), (h, k)), related to
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the two aircraft travelling on that specific resource. If xijhk = 1 then tj − ti ≥ wij must be
satisfied (i.e. (i, j) ∈ S), otherwise tk − th ≥ whk must be satisfied (i.e. (h, k) ∈ S).
In order to formulate the objective functions, we must introduce two types of due date
arcs: entrance due date arcs, associated with the first operation of each landing aircraft to
measure its entrance delay; exit due date arcs, associated with the runway operation of each
aircraft to measure the consecutive delay in the TCA.
We let j be the first operation of a landing aircraft in the TCA, βj be its scheduled entrance
time and fj be the entrance delay, that we assume not controllable by the traffic controller.
The length of entrance due date arc is dj = −βj − fj . The consecutive delay at the entrance
of the TCA is max{0, tj + dj}.
We let i be the arrival/departure operation at/from a runway r of a landing/take-off
aircraft A, βi be its scheduled arrival/departure time and τi be the earliest possible entrance
time in the runway r. The total exit delay of A at r is ti − βi.
The total exit delay is composed by the unavoidable delay (which cannot be recovered by
aircraft rescheduling) plus the consecutive delay (required to solve potential conflicts). In the
graph, these delays are computed at the runway as follows. Let’s fix the exit due date arc
length as di = −max{τi, βi}, the unavoidable delay is max{0, τi − βi}, while the consecutive
delay is max{0, ti + di}.
The Maximum Tardiness MT corresponds to the minimization of the maximum consecutive
delay [DAr07; DAr10]. Both for the entrance and exit due dates, MT is the largest positive
deviation from the entrance and due date times. A feasible schedule S is optimal if lS(0, n)
is minimum over all the solutions. The MT formulation is therefore:
min tn
s.t
tn − tk +M(1− yab) ≥ dk ∀(k, n) ∈ F
{x, y, t} ∈ X
(2)
The minimization of the Total Travel Time Spent TTTS is the objective function we use
as a surrogate for the energy consumption in the TCA. For an aircraft a, let taf be the finish
time of its last operation and let tar be its release time, the travel time spent in the TCA by
this aircraft can be computed as taf − tar. The TTTS formulation is the following:
min∑|Z|a=1 taf − tar
s.t
{x, y, t} ∈ X
(3)
The two objective functions reported in (2)–(3) support specific aspects of the ATFM-
TCA problem. We also study a convex combination of the two objective functions, named
MT-TTTS:
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minαδtn + (1− α)γ∑|Z|a=1 taf − tar
s.t.
tn − tk +M(1− yab) ≥ dk ∀(k, n) ∈ F
{x, y, t} ∈ X
(4)
where δ = 1/t∗n, γ = 1/
∑|Z|
a=1 t
∗
af − t∗ar and α is a value between 0 and 1. The latter value
is used to balance the importance of each objective function.
4 Experimental results
This section presents the computational results for the ATFM-TCA formulations of Section
3. The tests have been performed in a laboratory environment by using real-world instances
of FCO TCA. The ATFM-TCA solutions are computed by using CPLEX MIP solver 12.0. The
experiments are executed on processor Intel Core 2 Duo E6550 (2.33 GHz), 2 GB of RAM
and Windows XP operative system.
Table 1 gives information on the 20 ATFM-TCA instances considered. We generated
randomly 20 disturbed scenarios, with delays up to 5 minutes.
Column 1 reports the time period of traffic prediction (in minutes), Columns 2-3 the num-
ber of landing and departing aircraft, Columns 4-5 the maximum entrance and unavoidable
delays (in seconds), and Column 6 the total number of aircraft routes considered.
Table 1: Fiumicino airport instances
Time Landing Departing Max Entrance Max Unavoid. Aircraft
Period (min) Aircraft Aircraft Delay (sec) Delay (sec) Routes
0–30 16 4 294 160 36
We next show the results obtained for single and combined objective functions.
4.1 Single Objective Functions
Table 2 reports the results for MT (Columns 2-5) and TTTS (Columns 6-9). Row 1 gives
the objective function (OBJ) used to solve the 20 ATFM-TCA instances. Row 2 presents
the studied ATFM-TCA problems: Scheduling is the problem with aircraft routes fixed off-line
(fixed so that the workload of the runways is well balanced and there is no conflict at runways
when aircraft are on time), and Routing is the problem with routing flexibility. Rows 3–5 are
the results obtained with a maximum computation time of 1 minute: Row 3 is the number
of optimal solutions (Optimality) found by CPLEX within a given time limit, Row 4 is the
objective function value (UB, in seconds), Row 5 is the Lower Bound on the optimal solution
given by CPLEX (LB, in seconds). Rows 6–8 present the same type of information of Rows 3–5
but a time limit of 60 minutes is now given to CPLEX. Rows 9–10 give the values obtained for
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the other performance indicators for the solutions obtained after 1 minute of computation.
For each problem (Scheduling or Routing) we report the average results obtained by CPLEX
plus the gap (in %) between the value obtained for each performance indicator and the
corresponding best known value for the corresponding problem.
Table 2: ATFM-TCA solutions computed for single objective functions
OBJ MT TTTS
Problem Scheduling Gap Routing Gap Scheduling Gap Routing Gap
Time Limit of 1 Minute
Optimality 20 2 1 0
UB (sec) 61 89 13189 13026
LB (sec) 61 0 12338 11079
Time Limit of 60 Minutes
Optimality 20 20 20 0
UB (sec) 61 24 13183 12521
LB (sec) 61 24 13183 11661
MT (sec) - - - - 315 421.1 184 179.1
TTTS (sec) 13414 1.8 13790 9.7 - - - -
When evaluating the number of optimal solutions found in Table 2, it is clear that MT
minimization is easier to solve than TTTS minimization. In fact, MT is influenced by fewer
aircraft compared to TTTS.
From a comparison of the results obtained in 60 seconds with the ones computed in
60 minutes, the solution found for the scheduling problem in the initial 60 seconds it is
(near)optimal. The routing problem is by far more difficult to solve due to the larger number
of variables. However, the optimal solution for MT is always found in one hour computation.
Differently, a small gap still exists for the routing problem with TTTS minimization.
We now look at the gaps between the best solutions computed after 1 minute for one
objective function and evaluated with the other. The solutions found for the minimization of
TTTS have poor performance in terms of MT, while the solutions found for MT have small
gaps (< 6%) regarding TTTS. This trend can be justified by a low correlation between
the travel time and the aircraft delay minimization, since several aircraft may satisfy their
scheduled time even in presence of delays. This is especially true for landing aircraft that
have, by construction, a large recovery time in their assigned time window of departure.
4.2 Combined Objective Functions
To study the combined approach, we analyze the average results obtained for the 20 ATFM-
TCA instances by varying the parameter α in the window [0; 0.1; ...; 0.9; 1], as reported in
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Figure 2. Also, we use as δ and γ the UB values computed by CPLEX with one-hour computa-
tion time, see Table 2. In this section, we give a computation time of 1 minute (2 minutes)
to the scheduling (routing) problem.
Figure 2: MT-TTTS for various values of α
A good trade-off between the single objective functions is obtained for α = 0.1 in the
scheduling case and α = 0.8 in the routing one. Specifically, MT is stable around its best
value, in particular for fixed routing. TTTS deteriorates quickly when it loses weight in the
objective function.
We conclude that no one objective function outperforms the others in terms of both
performance indicators. In fact, the solutions resulting from the combination of the single
objective functions have the drawback to deteriorate the performance of at least an indicator.
5 Conclusions and further research
This paper presents microscopic formulations of the ATFM-TCA problem with two objective
functions of practical interest: minimization of the largest delay and the total travel time
spent in the TCA. Experimental results show the existence of relevant gaps between the
different ATFM-TCA solutions computed by CPLEX. From our experiments, the combination
of the two objective functions offers a good trade-off between the performance indicators.
In general, we believe that this work moves the interest of researchers and practitioners
in paying more attention to the various performance indicators and thus on the inherent
multi-objective nature of the ATFM-TCA problem.
Ongoing research is dedicated to the study of additional objective functions and more
severe traffic disturbances, including temporary blocked runways. Future research will also
be focused to the development of real-time scheduling and routing algorithms for multi-
objective optimization models in order to reduce the optimality gap found by CPLEX.
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Abstract
This paper presents a mixed-integer optimal control method applied to aircraft landing prob-
lem. The optimization task is to minimize fuel consumption under speed constraints depend-
ing on the discrete valued control, representing the flaps position of the aircraft.
Keywords: Mixed-Integer Optimal Control, Vanishing Constraints, Aircraft Landing Model
1 Introduction
The rapid growth of worldwide air travels and the constant demand of efficiency require fuel
consumption reduction. Modern transport aircrafts are designed to operate in cruise flights.
Nevertheless, efficiency of the aircraft in configurations away from the optimal one, such as
taking off and landing can be further optimized.
In this paper we propose an aircraft model aiming to reduce fuel consumption during
landing. Due to speed reduction during the manoeuvre, flaps have to be extended in order to
increase the lift force acting on the aircraft. A continuous approximation of the flaps position
was already studied in [Lau11], while in [Lau10] automatic flaps for decelerations were
investigated. Our approach is different from that proposed in [Lau11] and [Lau10], since we
consider flaps as control, which is forced to assume only a discrete number of values. This
leads to a mixed-integer optimal control problem (optimal control problem in which both
discrete and continuous valued controls appear). The obtained optimal trajectory can be
used as a reference solution for adaptive controllers as the ones proposed in [H C10] and
[Dal13]
2 Problem Formulation
An abstract formulation of our mixed-integer optimal control problem is given as follows:
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(MIOCP) Minimize ϕ(x(tf )), with respect to x ∈ W 1,∞([t0, tf ],Rnx), u ∈ L∞([t0, tf ],Rnu)
and v ∈ L∞([t0, tf ],R), subject to
x˙(t)− f(x(t), u(t), v(t)) = 0 a.e. t ∈ [t0, tf ],
g(x(t), u(t), v(t)) ≤ 0 a.e. t ∈ [t0, tf ], (1)
ψ(x(t0), x(tf )) = 0,
v(t) ∈ {v1, . . . , vM} a.e. t ∈ [t0, tf ].
For n ∈ N, the space L∞([t0, tf ],Rn) consists of all measurable functions f : [t0, tf ] → Rn
with
‖f‖∞ = ess sup
t∈[t0,tf ]
‖f(t)‖ <∞
where ‖ · ‖ denotes the Euclidean norm in Rn. The space W 1,∞([t0, tf ],Rn) consists of all
absolutely continuous functions f : [t0, tf ]→ Rn with
‖f‖1,∞ = max{‖f‖∞, ‖f˙‖∞} <∞
where f˙ is the derivative of f.We assume that the functions ϕ : Rnx → R, f : Rnx×Rnu×R→
Rnx , g : Rnx × Rnu × R → Rng and ψ : Rnx × Rnx → Rnψ are continuously differentiable
with respect to all variables.
There are several ways to solve (MIOCP) numerically. One way is to formulate and solve
necessary optimality conditions given by the Pontryagin maximum principle, as done in
[Iof79, Theorem 1, p. 234]. However, this method is problem depending and turns out to
be complex for complicated problems. An alternative approach proposed in [Ger05] is to
discretize the problem and solve a large scale finite dimensional mixed-integer mathematical
program using Branch&Bound method, however this method becomes inefficient as the
number of discretization points grows. In this paper, we follow a different approach based on
a suitable time transformation. The first formulation of this method appears in literature in
[Dub65, Section 7, p. 47], while in [Ger06] its application to mixed-integer optimal control
problems is considered.
Variable Time Transformation
Let us define for every n ∈ N the following grid, which we will call major grid GN :={
ti = t0 + ih
∣∣ i = 0, . . . , N, h = tf−t0N } . We need now to partition each time interval of the
major grid [ti, ti+1) into M disjoint subintervals [τi,j , τi,j+1), where M is the number of values
assumed by the discrete control v. Thus, we obtain the minor grid defined by GN,M :={
τi,j = ti + j hM
∣∣ i = 0, . . . , N − 1, j = 0, . . . ,M} under the convention τi,M = τi+1,0 = ti+1
for every i = 0, . . . , N − 1. Let us now define the piecewise constant function on the minor
grid vG(τ) := vj for every τ ∈ [τi,j−1, τi,j), i = 0, . . . , N − 1, j = 1, . . . ,M, and the time
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transformation
t(τ) := t0 +
∫ τ
t0
w(s)ds ∀ τ ∈ [t0, tf ] (2)
where w ∈ L∞([t0, tf ],R). The following constraints have to be imposed on the function w :
w(s) ≥ 0 a.e. s ∈ [t0, tf ] and
∫ ti+1
ti
w(s)ds = h ∀ i = 1, . . . , N. (3)
Note that (3) prevent the time of running backward and keep the length of major grid time
intervals fixed. In this way we control the length of the minor time intervals [t(τi,j−1), t(τi,j)),
while keeping fixed the length of the major time intervals [t(ti), t(ti+1)). Under constraints
(3) , the transformation t(·) maps [t0, tf ] onto itself. Furthermore, it is absolutely continuous
and its derivative is given by dtdτ (τ) = w(τ) for almost every τ ∈ [t0, tf ]. Note that t(·) is not
invertible, in fact all time intervals in which w ≡ 0 are mapped into a single point. Anyway,
it becomes invertible under the convention
t−1(s) = inf
{
τ
∣∣ t(τ) = s}. (4)
Note that every feasible discrete control v(·) of (MIOCP) can be written as
v(s) = vG(t−1(s)) (5)
Using now (2) in (MIOCP), we obtain the following transformed mixed-integer optimal
control problem
(TMIOCP) Minimize ϕ(x(tf )), with respect to x ∈ W 1,∞([t0, tf ],Rnx), u ∈ L∞([t0, tf ],Rnu)
and w ∈ L∞([t0, tf ],R), subject to
x˙(τ)− w(τ)f(x(τ), u(τ), vG(τ)) = 0 a.e. τ ∈ [t0, tf ], (6)
w(τ)g(x(τ), u(τ), vG(τ)) ≤ 0 a.e. τ ∈ [t0, tf ], (7)
w(τ) ≥ 0 a.e. τ ∈ [t0, tf ], (8)∫ ti+1
ti
w(τ)dτ = h ∀ i = 0, . . . , N − 1, (9)
ψ(x(t0), x(tf )) = 0. (10)
Note that we have obtained (7) multiplying (1) by the function w. This makes sense, since
g(x(τ), u(τ), vG(τ)) ≤ 0 has only to be considered on those intervals on which w(τ) > 0.
Solving (TMIOCP) by direct discretization method on the minor grid GN,M leads to the
optimal solutions x∗, u∗, w∗. Approximated solutions of (MIOCP) are given by
x(s) := x∗(t−1(s)), u(s) := u∗(t−1(s)), v(s) := vG(t−1(s))
where t(τ) = t0 +
∫ τ
t0
w∗(s)ds, while t−1(s) is given by (4).
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2.1 Numerical Solution
In order to solve (TMIOCP) numerically, we consider continuous and piecewise linear approx-
imation of the functions x, u and w on the minor grid: x(τ) := xi,j , xi,M = xi+1,0, x(tf ) =
xN,0, u(τ) := ui,j , w(τ) = wi,j for every τ ∈ [τi,j−1, τi,j), where i = 0, . . . , N − 1, j =
1, . . . ,M. The system of differential equations (6) is discretized by an s−staged Runge-Kutta
method with coefficients bk, ck, akµ, 1 ≤ k, µ ≤ s, on the minor grid GN,M :
xi,j+1 − xi,j − h
M
s∑
k=1
bkξ
i,j
k = 0 i = 0, . . . , N − 1, j = 0, . . . ,M − 1
where ξi,jk = wi,jf(xi,j + hM
∑s
µ=1 akµξ
i,j
µ , ui,j , vj). Furthermore, (7)-(10) become
wi,jg(xi,j , ui,j , vj) ≤ 0, wi,j ≥ 0,∑M
j=1wi,j = M, ψ(x0,0, xN,0) = 0.
In this way, after discretization on the minor grid, (TMIOCP) is transformed into the following
mathematical program
(MPVC) Minimize ϕ(xN,0), with respect to xi,j , xN,0 ∈ Rnx , ui,jRnu and wi,j ∈ R, subject to
xi,j+1 − xi,j − h
M
s∑
k=1
bkξ
i,j
k = 0,
wi,jg(xi,j , ui,j , vj) ≤ 0, (11)
wi,j ≥ 0, (12)
M∑
j=1
wi,j −M = 0,
ψ(x0,0, xN,0) = 0
for all i = 0, . . . , N − 1 and j = 1, . . . ,M.
We would like to emphasize the particular structure of (MPVC), more precisely constraints
(11) and (12). Such a type of constraints are called vanishing, since (11) is automatically
satisfied for every i = 0, . . . , N −1 and j = 1, . . . ,M for which (12) is active (i.e. wi,j = 0). A
first formal treatment has been done in [Ach08], where also necessary optimality conditions
had been obtained. An extensive overview of the argument can be found in [Hoh09].
In general, it is not possible to solve (MPVC) directly using sequential quadratic program-
ming (SQP) method. This is due to the combinatorial nature of constraints (11)-(12). This
is the reason why (MPVC) have to be approximated by a non-linear mathematical program,
whose solution converges to the solution of the original one. So far, two main techniques
are used in literature, a smoothing and relaxation approach. Formulation and convergence
properties for both of them can be found in [Hoh09, Chapter 10]. We will follow the second
one. Let us relax constraint (11) by the positive parameter τ > 0, i.e wi,jg(xi,j , ui,j , vj) ≤ τ.
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Substituting the last inequality in (MPVC), we obtain the relaxed non-linear mathematical
program
(NLP(τ)) Minimize ϕ(xN,0) with respect to xi,j , xN,0 ∈ Rnx , ui,jRnu and wi,j ∈ R, subject to
xi,j+1 − xi,j − hM
∑s
k=1 bkξ
i,j
k = 0,
∑M
j=1wi,j −M = 0,
wi,j ≥ 0, wi,jg(xi,j , ui,j , vj) ≤ τ,
ψ(x0,0, xN,0) = 0
for all i = 0, . . . , N − 1 and j = 1, . . . ,M.
3 Aircraft Model
In order to optimize a three dimensional approach trajectory a suitable 3DOF model of the
aircraft dynamics is necessary. The model consists of position (in a local NED-North East
Down frame), translatory (kinematic frame) as well as a fuel flow differential equations.
Wind influence is not taken into account. Therefore the kinematic states are equal to the
aerodynamic states. A list of all the states can be seen below.
Parameter Symbol Unit
x-Position in local NED Frame xO [m]
y-Position in local NED Frame yO [m]
z-Position in local NED Frame zO [m]
Speed V [m/s]
Course Angle χ [rad]
Climbing Angle γ [rad]
Mass m [kg]
Bank Angle µ [rad]
In the same way we list the controls applied on the aircraft:
Parameter Symbol Unit Range
Lift Coefficient CL [−] [0, 2.68]
Side Force Coefficient CQ [−] [0, 0]
Bank Angle Time Derivative µ˙ [rad/s] [−0.2618,+0.2618]
Thrust Lever Position δT [−] [0, 1]
Please note that for the bank angle of the aircraft the time derivative is commanded, which
otherwise would introduce strong oscillations in the OCP solution. Therefore the bank control
µ is an additional state in the aircraft dynamics. Since we want to prevent any angle of sideslip
we set the lower and upper bound for the side force coefficient to zero.
Calculating the time derivative of the position is straight forward. Position is given relative
to an origin in a local NED frame (please note that the z-axis points downwards):
x˙ = V · cosχ · cos γ, y˙ = V · sinχ · cos γ, z˙ = −V sin γ.
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Formulas (13) describe the translatory differential equations of the aircraft:
V˙ = X
T
m
− sin γ · g, χ˙ = Y
T
m · V · cos γ , γ˙ = −
ZT
m · V −
cos γ · g
V
. (13)
The forces acting on an aircraft are aerodynamic (XA, Y A, ZA), propulsive (P ) and
ground forces. Since we will not simulate an actual touch down and our final boundary
condition is the final fix point for the runway ground forces are not taken into account.
Furthermore the propulsive force is regarded to act along the x-axis of the kinematic frame.
XT = XA + P, Y T = Y A, ZT = ZA.
The aerodynamic forces acting on the aircraft are the lift L, the side force Q and the drag D.
The drag is calculated using the symmetric quadratic polar. All coefficients used in the model
are taken from the Base of Aircraft Dataset (BADA) from Eurocontrol [BAD39].
q = ρ2 · V 2, L = q · S · CL,
Q = q · S · CQ, D = q · S · (CD0 + CD2 · C2L).
The forces calculated above are the aerodynamic forces if the x-axis of the aerodynamic frame
points to the back of the aircraft. Since the aerodynamic frame here points to the aircraft
nose, a correction needs to be applied. The aerodynamic forces (XA)A, (Y A)A, (ZA)A are:
(XA)A = −D, (Y A)A = Q, (ZA)A = −L.
However, the aerodynamic forces are needed in the kinematic frame K (XA, Y A, ZA,). To
achieve this a rotation has to be applied around the x-axis
XA = (XA)A, Y A = (Y A)A · cosµ− (ZA)A · sinµ, ZA = (Y A)A · sinµ+ (ZA)A · cosµ.
In order to model the propulsive force the Aircraft Noise and Performance database (ANP)
is used. The available thrust is dependent on the aircraft speed V , the altitude h (which
influences the air density ρ and pressure p) and the thrust lever position δT . First the Cali-
brated Air Speed (CAS) is calculated by VCAS =
√
ρ
ρ0
· V. Then the maximum corrected netto
thrust of one engine is calculated which is multiplied with the thrust lever position to obtain
the corrected netto thrust of one engine. Please note that the symbols [x2y] refer to the unit
conversion factor of unit x to unit y.
P corr,max,eng,lbf = E + F · VCAS · [ms2kt]
+Ga · h · [m2ft] +Gb · h2 · [m2ft]2
P corr,max,eng = P corr,max,eng,lbf · [lbf2N ]
P corr,eng = P corr,max,eng · δT
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Afterwards the current thrust can be calculated from the corrected thrust using the air pres-
sure correction. Finally the current thrust is multiplied with the number of engines neng to
obtain the overall thrust:
P eng = P corr,max,eng · p
p0
, P = neng · P eng.
To take into account the mass change of the aircraft throughout its flight, the fuel flow
to the engines and therefore the change of mass has to be modelled. The fuel flow model
is taken from the BADA dataset. This results in the following differential equation for the
aircraft mass: m˙ = −fflow. The fuel flow is mainly influenced by the thrust lever position
δT . However if δT = 0, the engine still has an idle fuel flow fmin. Therefore the fuel flow is
interpolated between the minimum and maximum fuel flow
fflow = fmin + δT · (fmax − fmin),
where fmin is dependent on the fuel flow coefficients Cf3 and Cf4 as well as the geopotential
altitude HG, while Re represents the earth radius.
fmin = Cf3 · (1− HG
Cf4
), HG =
Re · h
Re + h
, h = −z.
In order to create a realistic aircraft trajectory which is comfortable for the pilots and
passengers a few additional path constraints have to be introduced to the problem. First
of all the bank angle is limited to ±32◦. Secondly the aircraft must not perform high g
manoeuvres. Therefore the load factor in z-direction is limited to nz ∈ [0.8, 1.2]. Finally for
the approach to the runway both, passengers as well as pilot, prefer trajectories in which the
aircraft altitude and the speed is reduced only. This results in the following path constraints:
V˙ ≤ 0, z˙ ≥ 0.
On any aircraft the speed flight envelope (the speed range the aircraft is allowed to fly)
is dependent on the flap position. Since the flap position depends on the control, the speed
range has to be adapted dynamically. We use Vanishing Constraint as mentioned above to
account for them. For every discretization step and every discrete control value two Vanishing
Constraints have to be defined (one for each lower an upper bound):
V CVmin = wi · (Vmin − V ), V CVmax = wi · (V − Vmax).
4 Switching Costs
With the Variable Time Transformation the optimizer is able to alter the discrete controls at
every time step. However the optimal solution may have a discrete control switch at every
time step. Since in our case flaps are modelled by the discrete control, they should be changed
as few times as possible. Therefore to limit the switches, a speed dependent cost function is
introduced in order to penalize discrete control switches. The idea for the speed dependent
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switching cost lies in the fact that the flaps need to be changed whenever the speed reaches
a flap dependent limit. If this is the case the switching cost becomes zero which enables the
optimizer to try different discrete controls. The function which models the speed dependent
cost is defined by multiple hyperbolic tangent functions added together (see Fig.1). A switch
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Figure 1: Speed Dependent Switching Cost
is detected by multiplying the corresponding w values from the Variable Time Transformation
(see (14) for speed dependent penalty for switch from cruise to approach)
JP = p(V ) · wi,CR · wi+1,APR. (14)
5 Optimization
In the example optimization the approach trajectory from Munich airport on runway 08L
from MIKE VOR is optimized. In our case the approach trajectory is given by four waypoints.
For the second and third waypoint the x, y, z-coordinates have been relaxed since the pilot
is allowed to deviate from these points. The discrete controls were initialized equally, which
Location χ γ V
48◦34′′N, 11◦36′′E, 5000ft 227◦ 0◦ 108ms
48◦25′′N, 11◦22′′E, 5000ft − − −
48◦20′′N, 11◦27′′E, 5000ft − − 80ms
48◦21′′N, 11◦41′′E, 2320ft 82◦ −3◦ [58, 65]ms
Table 1: Boundary Condition for Optimal Control Problem
means a switch at every discretization step. This way the optimizer is in charge of choosing
the correct switching sequence itself. As can be seen in Fig.2 the resulting trajectory follows
all waypoint with straight flights between them. The aircraft speed over time plot is shown in
Fig.3. It can be seen that the aircraft switches from cruise to approach at around 500 seconds.
The switch to the landing configuration occurs approximately 14 seconds later. The overall
time lies at 880.2 seconds.
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6 Conclusions
In summery, we propose a method for solving mixed-integer optimal control problems, capa-
ble to deal with constraints depending on the discrete valued control. Since the combinatorial
nature of the problem vanishes after reformulation, gradient based methods have been used
in order to obtain optimal solution. We apply the method on aircraft landing model, in which
fuel reduction during the manoeuvre is aimed. Flaps position is considered as additional
discrete control and speed constraints depending on flaps are considered.
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Abstract
This paper presents a novel approach for pattern extraction and anomaly detection in mari-
time vessel traffic, based on the theory of potential fields. Potential fields are used to represent
and model normal, i.e. correct, behaviour in maritime transportation, observed in histori-
cal vessel tracks. The recorded paths of each maritime vessel generate potentials based on
metrics such as geographical location, course, velocity, and type of vessel, resulting in a
potential-based model of maritime traffic patterns.
A prototype system STRAND, developed for this study, computes and displays distinctive
traffic patterns as potential fields on a geographic representation of the sea. The system
builds a model of normal behaviour, by collating and smoothing historical vessel tracks. The
resulting visual presentation exposes distinct patterns of normal behaviour inherent in the
recorded maritime traffic data. Based on the created model of normality, the system can
then perform anomaly detection on current real-world maritime traffic data. Anomalies
are detected as conflicts between vessel’s potential in live data, and the local history-based
potential field. The resulting detection performance is tested on AIS maritime tracking data
from the Baltic region, and varies depending on the type of potential.
The potential field based approach contributes to maritime situational awareness and
enables automatic detection. The results show that anomalous behaviours in maritime traffic
can be detected using this method, with varying performance, necessitating further study.
Keywords: Anomaly Detection, Maritime Traffic, Potential Fields
1 Introduction and Motivation
Maritime traffic safety is of vital importance. According to the UN [Uni12], over 80 percent
of the world trade traverses the seas by ship. Entities such as the Coast Guard continuously
watch and safeguard the vessel traffic. Their work is aided by various surveillance technolo-
gies. Vessel maneuvers are primarily observed using marine radar. Today ships are usually
equipped with more advanced navigational aids, such as an Automatic Identification System
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(AIS) transponder. AIS is a surveillance system used on ships and by vessel traffic services
to identify and locate vessels by electronically exchanging data with other nearby ships and
fixed receiving stations. It integrates a positioning device (GPS), a gyrocompass, a speed
meter and a rate of turn indicator to measure geographic location, course, heading, speed
and rate of turn. Together with draught and static information (ID, name, size etc.) these
measurements are packed in a standardized digital report and broadcast via VHF. The AIS
communication range is further extended using satellites in low earth orbit for improved data
exchange [Cha12].
The development of a globally available vessel tracking system opens the possibility of
advancing maritime security far beyond simple local collision prevention. However, the
few recent maritime detection solutions are still far from perfect [Riv09]. The existing
tools are prone to false detections. Additionally, many maritime anomaly detection systems
inform their users about detected anomalies but do not provide a meaningful explanation
of why the detections were reported in the first place. The frequent misdetections and
deficient explanations have a negative effect on users’ trust in the detection system, further
compromising its purpose.
This study introduces a novel method for data modelling and anomaly detection in mar-
itime traffic. The novelty lies in employing the concept of potential field for data abstraction
and representation. One of the aims is to improve understandability and maritime situational
awareness, by visualizing the potential fields using modern rendering techniques. This would
provide the maritime operators with a form of automated incident warning and analytical
help in identifying traffic situations that merit further investigation.
The impetus for this study is that the content, quality and availability of the maritime traffic
surveillance records have been drastically improved by the introduction of the international
AIS standard in 2007. AIS transmission can be openly received and is standardised with
regard to data content and format of messages. The use of AIS is currently mandated by an
international maritime convention, however the quality of data cannot be fully relied upon.
The precision of position and movement related data in AIS is limited by the quality of other
integrated onboard sensors, such as GPS receivers or a compass. Moreover, some other static
or voyage-related data, such as vessel name, size, destination port or ETA, are provided by
the crew, thus making AIS prone to human errors, neglect and fraud. In practice, a large
part of received AIS data is unusable due to misspellings, failure to update information and
the like. For these reasons the AIS attributes considered unreliable are excluded from this
investigation. This study limits the use of AIS attributes to the following set: longitude,
latitude, speed, course, vessel type and timestamp.
2 Related Work
Two main types of approaches to maritime anomaly detection emerge: one focusing on defin-
ing anomalous behaviour explicitly, the other on inferring anomalous behaviour indirectly as
an exception from the modelled normal behaviour.
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Anomalous behaviour is often defined based on expert knowledge. This approach led
to a number of studies identifying and listing anomalies [Lae09]. The collection of expert
knowledge is conducted in various ways, such as expert surveys and workshops, practitioners
brainstorming sessions [Lae09], or open maritime information extraction [Kaz13]. The
resulting collection of expert knowledge is then used to define which vessel behaviours are
considered anomalous. The definitions of known anomalous behaviours are then used as a
base for anomaly recognition rules and detection.
This study may be counted among a number of approaches opposite to expert systems,
in that they reverse the process of detection. These studies advocate that anomalous be-
haviour should not be defined directly, but implicitly — as a deviation from normal behaviour.
Consequently, these approaches focus on the construction of a model of maritime traffic, rep-
resenting all normal traffic behaviours. Tools used for defining normal behaviour stem from
various scientific domains. Ristic et al. [Ris08] applied statistics to extract normal behaviour
patterns from raw “messy” data. They define and model normal behaviour as motion inside
areas implied by an extracted pattern, with normal speeds bound to them. The resulting “mo-
tion anomaly detection applied to AIS data” detected instances of anomalous trajectories (i.e.
vessel passing through locations not belonging to the normal model) and velocity. Riveiro
and Falkman [Riv09] proposed applying visualization techniques to enrich their rule-based
anomaly detection and promote user interaction. Another joint work of Riveiro, Falkman
and Ziemke [Riv08] combines a visual approach (self-organizing maps) with non-parametric
statistics (density estimation by Gaussian mixture modelling) and probabilistic theory (Bayes
theorem).
The need for automatic pattern extraction and detection has also been addressed by
applying various machine learning techniques, e.g. neural networks [Per12], Similarity
based Nearest Neighbour [Lax11], or proprietary solutions for normalcy learning [Rho06].
3 Method
The intention of this study is to develop a maritime data modelling method that enables
extracting traffic patterns and detecting anomalies in a clear, understandable and informative
way. Applying a potential field based method was inspired by game AI research, where it
is used to create realistic bot movements. The potential fields used here to model maritime
traffic are analogous to actual physical phenomenon of potential fields, e.g. electrostatic or
gravitational [Jek81], and are described in a similar manner. The general idea in applying po-
tential fields for maritime traffic is for the observed movement of each vessel to assign charges
along its track. A collection of charges distributed over an area generates a potential field,
which is locally weaker or stronger depending on the density and strength of surrounding
charges.
The three main concepts derived from the physical potential fields are the charge accumu-
lation, the decay of potential fields, and the distribution of potential around a charge.
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3.1 Local Charge
The accumulation of charges is directly affected by the traffic surveillance data. Each vessel
tracked by AIS is characterized by a collection of n numerical and textual properties. Those
properties include vessel’s static parameters, (e.g., name, flag, type), as well as the cur-
rent state of its dynamic behaviour (e.g., speed, course, location), and are either inherently
nominal or discretized to a nominal scale. A single vessel carries a set of charges of equal
strength, representing its state and behaviour on these scales. For each AIS report, the set of
charges c that a vessel carries is assigned to a location characterized by geographical position
coordinates. Mathematically this can be expressed by a vector clatk,lonl with n components:
clatk,lonl =
〈
c1latk,lonl , c
2
latk,lonl
, ..., cnlatk,lonl
〉
, (1)
where c1latk,lonl to c
n
latk,lonl
are the component charges reflecting reported vessel properties:
type, course, etc.; and latk, lonl are the geographical latitude and longitude coordinates at
point (k, l).
The total charge at a location is calculated as the sum of all local charges. In electrostatics
the greater an electric charge is, the stronger the electric potential field that surrounds it.
Analogically, the more vessels visits are reported at a location, the higher potential builds up
in and around it. Hence the aggregate charge Clatk,lonl accumulated at a location (k, l), over
a time period τ would be computed as:
Clatk,lonl =
τ∑
t=0
clatk,lonl (2)
3.2 Field Decay
This equation assumes no loss of charge. In continuous data collection over time that would
allow charge to accumulate with no upper bound. This is undesirable, as it would undermine
the ability to compare and follow trends of the maritime traffic behaviours over time. For ex-
ample, once established real-world traffic patterns may get abandoned in time. It is desirable
for the potential fields that model maritime traffic, to evolve over time to reflect such pattern
changes. The addition of a field decay effect accomplishes this.
Researchers representing different approaches often address the problem of real time
continuity by applying constructs such as a sliding time frame or a data window [Ris08;
Bra10]. Potential field theory offers an alternative construct of potential decay. Adding a
decay factor allows the charge at a location to be represented by a function of time:
Clatk,lonl(t) =
τ∑
t=0
d(t)clatk,lonl (3)
where d(t) is a non-increasing decay function with limit at zero. The function d(t) describes
the decrease of a local charge over time.
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3.3 Field Distribution
Each local charge gives rise to a local potential. The potential field formed by a single charge
clatk,lonl is most intensive in the location of the charge (k, l), and dissipates with increasing
radius r. The dissipation of a physical potential field is represented by an equation specific
to the type of field. Here it is defined as a decreasing function f(r) of the distance r from
the source charge. The distance r between points (k, l) and (x, y) is the Euclidean distance√
(latk − lati)2 + (a(lonl − lonj))2, where a is the longitude coefficient with value in the
range (0,1) compensating the disproportion between real geographical distances per unit of
longitude versus latitude.
A global potential field is instantiated by geographically distributed local charges. The
intensity of the field varies depending on the geographic location and is determined by the
strength of the surrounding local charges affected by their decay, and the distance to them.
Areas where a potential is very strong represent an emergent traffic pattern and describe a
model of normal behaviour. Areas where a potential is very weak or non-existent signalize a
lack of discernible normal traffic patterns.
An anomaly is here defined as a deviation from normal behaviour, thus an observed vessel
behaviour that does not conform to the normal model described by the potential fields, is
considered anomalous. This is made feasible by the fact that the vast majority of maritime
traffic occurs normally, i.e. in wide understanding not abnormal, and can be described by
such a model of normal behaviour. Based on this assumption, the presence of potential
represents normal behaviour, and its absence — an anomaly.
One of the advantages of the proposed method is the ability to detect and signalize differ-
ent severity of perceived threats (i.e. anomalies), depending on the intensity of the discrep-
ancy with the potential fields. In this study the anomaly levels are determined using minimal
potential thresholds. Another benefit is the possibility of visualizing the potential fields for
enabling prompt perception and comprehension of what exactly the violation of the normal
models entails.
4 Potential Fields Applied
For the purpose of this study, a maritime traffic modelling and detection system named
STRAND (Seafaring TRansport ANomaly Detection) was prototyped. It implements the pro-
posed method of potential fields applied to maritime surveillance data.
4.1 Discretization
In AIS-based maritime surveillance, the continuous parameters are time, space, speed, course
and other related. For the potential field to generalise knowledge of normal behaviour (and
for computational efficiency reasons) the continuous parameters need to be binned. This
section describes how the variables are discretized.
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The time is represented by a POSIX timestamp, which limits the precision to 1s. Each
AIS message contains such a timestamp, however the global load of AIS messages is updated
once every 90s, making 90s the basic the time unit for detection. Latitude and longitude
precision in AIS transmission (0.0001’) translates to ca. 18.5cm in the real world. Meanwhile,
the declared maximal precision of navigation devices in vast majority of AIS transponders
is 10m [IMO02]. For data modelling and detection this precision is adjusted to represent
an approximately square grid with tile size 10m. Course and speed over ground are stored
without alterations with a precision of 0.1◦ and 0.1 knot respectively. For maritime traffic
modelling and detection, however, they are binned into ranges. Course is divided into 8 equal
intervals: N, NE, E, SE, S, SW, W, and NW. Speed ranges are not equal in size, and correspond
to the speed classes common in maritime circles, from Static (0–1 knot) to Probably flying
(exceeding 60 knots). The precision of course and speed is reduced to a nominal scale for
twofold reasons: to build an understandable parameter selection in the user interface, and
to define the speed and course value granularity for data modelling and detection sensitivity.
The other attributes are the nominal vessel type (Passenger, Cargo, Tanker, etc.) and the
time of day. The time of day divides 24 hours into four equal time bins: Morning (6–12),
Afternoon (12–18), Evening (18–24), and Night (0–6).
4.2 System Implementation
The prototype system implements the three aspects of the proposed method. Live AIS tracking
data is gathered over time in order to collect a representative traffic history required for
building a normal model. The first element of the method concerning the local charge is
implemented as the sum over the iterated traffic history. A single iteration handles one stored
AIS position report consisting of the attributes: latitude, longitude, course, speed, vessel type
and timestamp. The report contributes to the cumulative charge of the nearest grid node
represented by the discretized latitude and longitude pair. The complete grid of local charges
is stored once for every 24 hours.
The field decay is implemented as an exponential decrease of the charge. The prototype
builds a normal model based on a real world AIS data set spanning 20 days. The aggregated
charge is divided by a constant in each iteration over the days of the traffic history, making
the decay function d(t) from equation 3 an exponential function of time. For testing purposes
a daily charge decay rate of 10% was used. In large or continuous data sets there is a need
for a termination condition, excluding most decayed charges from the normal model.
Field distribution was implemented using the two-dimensional Gaussian smoothing equa-
tion [Jek81]. The local potential value is evaluated as:
Platk,lonl(t) =
∑
i
∑
j
1
2piσ2 e
− (latk−lati)
2+(lonl−lonj)2
2σ2 . (4)
The standard deviation is set to one grid side length, i.e. approximately 10m. The radius of
the smoothing around location (k, l) is defined by the latitude and longitude limits.
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An observed consequence of using AIS position reports as charges is an imbalance between
the amount of charge generated by vessels traveling with different speeds. The need for
compensating this issue in the modelling and detection phase was addressed by introducing
a charge multiplier. All components of a single charge set, representing one AIS message, are
multiplied by the square root of the vessel speed, thus moderately weakening the charges
dropped by very slow vessels and increasing the charge for faster ships.
A Web-based prototype system was built for this study. It was implemented using the
Django Python Web framework. Figure 1 presents a view of the system interface with an
example of map-based display of a potential field and detection. Small black arrows represent
vessels conforming to the normal behaviour patterns. The anomalously behaving vessels are
marked by larger red arrows.
Figure 1: STRAND user interface with area, time frame and potential type selection.
The STRAND user interface includes a map with overlays (from Google Maps API v3),
a set of controls and a page navigation panel. The controls include menus for setting the
coordinate limits, potential metric (speed, course, vessel type, day time) and range of the
metric value, as well as the optional time frame.
5 STRAND System Case Based Demonstration
In the detection process, the examined position reports are crosschecked with all potential
field values for the corresponding position grid coordinates. The current version of STRAND
detects anomalous incidents associated with faulty position, time of day, speed, course and
type of the vessel. An example of a detection situation is presented in Figures 2, 3 and 4.
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In an observation of traffic nearby the Swedish Blekinge coast most vessel behaviours are
considered normal (small black arrows). A red arrow icon visible on the right side of all
Figure 2: Course S. Figure 3: Course SW. Figure 4: Course NE.
images marks an anomaly. This situation is illustrated in the figures 2, 3 and 4, with relevant
potential fields for courses S, SW and NE respectively. The potential intensity is represented
by heat maps overlaying the geographical map, i.e. the colour palette from green to red
represents increasing potential values. In the observed situation, the anomalous vessel is
moving southwards in an area where southward traffic is unusual (Fig. 2) and dominant
traffic course is northeast (Fig. 4). The southward traffic patterns (Fig. 2) are located further
to the west and to the east from the vessel’s position, but absent at the current position. In
figure 3 the observed southwestern traffic pattern is weak, but present at vessel’s location.
Based on such observations, it is possible to notice and understand the nature of the
anomaly and, furthermore, to formulate a recommendation how to correct the anomalous
behaviour. In this case one would recommend correcting the course to SW to conform to
the local SW traffic pattern (Fig. 3), or, if the southern course is strongly desired, correcting
position and route to follow one of the southern traffic patterns (Fig. 2).
The detection itself is performed only based on the potential fields directly correspond-
ing to the vessel behaviour. In the observed case the comparison of vessel course to the
southward traffic pattern raised the alarm. The NE and SW traffic patterns were used to
enhance comprehension and situational awareness, however they did not participate in the
computation that led to that particular detection.
6 Discussion
The presented tool demonstrates modelling and visualizations of attributes: course, speed,
daytime and vessel type, using three concepts; the charge aggregation, the distribution of
potential field around its source, and the field decay. Implementation of the method brings
to light the benefits of using a normal model in contrast to expert based anomaly recognition
rules. The normal model is built based on actual maritime traffic avoiding possible human
bias and limits of knowledge or comprehension of behaviours occurring in maritime traffic.
By the implementation of the STRAND prototype a number of issues were raised and
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described but not exhaustively addressed. The system demonstrates the applicability of the
method using a set of prototypical parameters and algorithms, which are not intended as the
ultimate solution. The numerical parameters that require tuning are e.g., the grid size, and
the detection thresholds for speed, course, vessel type and time of day. Algorithmic issues
include the total charge calculation, the potential field dissipation and decay equations, and
the speed compensation.
The grid size tuning is especially challenging since for one it represents a non-flat area —
an ideal grid would adjust the longitude to always fit the same Euclidean distance. Secondly,
the grid is uniform, the node size for open sea and harbour-like areas is the same. The
precision of AIS data gives the possibility to vary the density of geographical grid. This allows
for fine-tuning a grid size starting from figuratively the size of the ship to thousands of meters.
A vessel with a speed of ten knots will travel almost 500 meters within 90 seconds, i.e. the
possible discretization of involved values is far too precise to be handled by the prototype
tool. Therefore a balance where each stored vessel position should correlate to a unique grid
position without being too spread out over the grid net is desirable. In practice this can be
achieved by introducing different local grid precisions, i.e. sizes of nodes in the potential
field, depending on the local maritime situation (e.g. small grid size in harbours, larger on
the open sea). In the current STRAND tool this is not implemented.
7 Conclusion and Future Work
The STRAND prototype system demonstrates the applicability of the proposed method. The
three aspects of potential field theory: charge accumulation, potential decay and dissipation,
enable the modelling of vessel traffic. The resulting normal model facilitates customizable
visualization and anomaly detection. An advantage of the method is the ability of creating a
normal traffic model based on the traffic history, without a need for expert knowledge. The
geographical map-based grid is filled by a potential field derived from the observed traffic.
Anomalies are identified as a lack of normal behaviour — local absence of potential.
The outline implementation structure provided by the method opens space for algorithmic
and computational optimization. Field decay and dissipation functions used in this study,
exemplified and enabled the demonstration of the devised method, but also raised questions
for future study. Another open issue is the visual anomaly reporting as well as normal model
representation. Here choices need to be made concerning the manner of displaying extracted
patterns and traffic information in the user interface. The discretization of AIS attributes and
its impact on detection performance should also be studied further.
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Abstract
The increasing traffic on inland waterways demands the adaption of extended routing and
manoeuvre planning in order to increase the safety and to improve the time and resource
efficient transport of goods and passengers. A basis is the calculation of an optimal trajectory
for a vessel taking infrastructures in the fairway into account. A further prerequisite is the
ability to monitor and to react to changes in the fairway, such as other traffic participants, and
to update the trajectory in a timely manner. Mathematical optimisation methods can be used
to meet these requirements. This paper discusses two different algorithms and compares both
in terms of calculation effort and real-time computation. Finally one method, the Optimal
Control Problem-solver (OCP), will be chosen to be implemented in the manoeuvre guidance
system.
Keywords: Trajectory Optimisation, PNT-Unit, Maneuver Guidance System
1 Introduction
The seaborne and inland water transports of goods are an essential basis for Europe’s eco-
nomic development, competitiveness, and prosperity. Inland water transportation becomes
more important taking into account current ecological and economic challenges. The inland
water traffic system has also a direct impact on the quality of life of citizens, both as tourists
and inhabitants of islands and peripheral regions.
The need to enhance the maritime traffic system was recognised by the International Mar-
itime Organization (IMO) and resulted into the initiative ’e-Navigation’ initiative initiated in
2006 [IMO07]. Europe started similar activities in the inland water sector with the devel-
opment and implementation of International River Information Systems (IRIS) to provide
traffic and transport related information [IRI13]. External traffic and transport information
in combination with vessel specific state information are the necessary data basis to enable a
time- and resource-efficient manoeuvring of vessels.
155
MT-ITS 2013
The project Precise and Integer Localisation and Navigation in Rail and Inland Water
Traffic (PiloNav), whose goals are described in Chapter 3, meets this challenge for inland
water transport. In this context the passing of bridges, the locking of ships and docking
manoeuvres in ports are crucial phases with a need for optimised vessel trajectories.
The remainder of the paper is structured as follows. Where Chapter 2 gives a short
overview over the related work, Chapter 3.1 discusses the challenge to provide highly accurate
Position, Navigation and Timing (PNT) data of the own vessel as input for safety-critical
applications, such as a manoeuvre guidance system. Chapter 3.2 introduces the modular
concept of an inland water manoeuvre guidance system. Before concluding the paper in
Chapter 5, two different mathematical optimisation procedures will be analysed in Chapter
4, using simulated and data resulting from a measurement campaign.
2 Related Work
The topic of a real-time trajectory optimisation implementation has been extensively dis-
cussed by Miele et al in [Mie05; Mie06; Mie99; Tze98] with the provision of the so-called
Multiple-Subarc Gradient Restoration Algorithm via the usage of realistic vessel’s kinematic
models [Mie03; Mie74] plus complex -though effective- cost functional, demonstrating its
suitability for maritime applications in open waters by virtue of its high performance and
accuracy, lacking however of the use of autonomous sensors for the enhancement of the
calculation of the vessel’s position and navigational state.
With his work on the direct solution of optimal control problems via the sequential
quadratic programming approach in [Fab12; Fab98; Fab08a; Fab08b; Fab13], Fabien has
developed a robust set of efficient programming tools able to handle the trajectory optimisa-
tion problem allowing the definition of several functional and kinematic models dependent
of user-defined variables, with an interesting susceptibility for the real-time applications.
In his PhD work [Lut11], A. Lutz goes further and proposes a collision detection system
for inland waters with the use of modern technologies, such as Global Navigation Satellite
Systems (GNSS), Automated Identification System (AIS) and other ship-side sensors, incor-
porating the use of hydrodynamic models to increase to adequacy of his models but missing
the usage of integrity functions to determine and to monitor the quality and reliability of the
calculated PNT-data, which is a must considering troubling scenarios and complex manoeu-
vres.
3 Project PiloNav
The goal of PiloNav is the development of a generic location platform which can be used on
different transport carrier to determine highly accurate and integer position, navigation and
timing data with the focus on rail and inland-water traffic.
Due to its availability Global Navigation Satellite Systems are used in every traffic carrier.
When it comes to signal degraded environments, the requirements, formulated exemplary for
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maritime and inland water traffic in Table 1, cannot be achieved using GNSS only [Vie12b].
Therefore, carrier-specific sensors (IMU, radar, optical sensors, etc.) will be merged with
position, navigation and timing information obtained by GNSS and therefore to form an
integrated navigation system (INS). In case of inland-water traffic this is referred to as a
Positioning, Navigation and Timing-Unit (PNT-Unit) and in case of rail traffic as a Train
Location Unit (TLU) respectively.
On the application layer this PNT data will be used as input for driver assistance and
manoeuvre guidance systems which continuously provide reliable information and assist the
user with critical manoeuvres in order to optimise rail and inland water traffic and to meet
the requirements in terms of efficiency and environmental challenges [Vie12b; Alb13]. This
work, however, focuses on the inland water aspect, where the inland water transport-relevant
goals of the project can be formulated as:
• the development of an inland water PNT-Unit,
• the development of a manoeuvre guidance system to enable a time- and resource
efficient passing of bridges, locking of vessels, and to plan and to perform evasion
manoeuvres in case of oncoming traffic,
• and the validation of the integrated manoeuvre guidance system with simulated data
and by experimentation.
The next paragraph shortly describes the components of the PNT-Unit as data source.
3.1 Concept of the inland water PNT-Unit
In order to evaluate the determined PNT-data, accuracy and integrity requirements have to
be formulated. Requirements on navigational parameters are defined within the mentioned
’e-Navigation’ initiative by the IMO for seaborne navigational systems and services [IMO07;
IMO07a; IMO09], where inland water is defined as sections between the open sea and the
harbour. However, in this work denotes inland water application as vessel navigation on
rivers. First requirements on navigational parameters are formulated by the projects IRIS
Europe 2 and PiloNav [IRI13; Vie12b]. Table 1 gives an overview over the requirements on
the PNT data for inland water traffic and compares them with requirements formulated by
the IMO.
Considering the opportunity of trajectory optimisation, the projects Iris Europe II and
PiloNav formulated extended requirements on navigational parameters for aimed project
developments which are significantly higher than maritime requirements formulated by the
IMO.
Due to the good availability of global navigation satellite systems, GNSS became a widely
used technique for positioning and navigation on inland water vessels. They are also part
of the maritime communication system AIS (Automated identification System), which is
also widely used in inland water traffic. Here, only 1 frequency receivers are mainly used to
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Table 1: Accuracy requirements on PNT data for Inland water traffic [IMO09; Vie12b; IRI13]
3-D Pos. Req. IMO PiloNav/IRIS Europe 2
Horizontal Position Accuracy 10.0 m (Regular Waterways) 3.0 m (Regular Waterways)
1.0 m (Port Approach) 0.10 m (Locking)
0.1 m (Automated Docking) 0.10 m (Bridge Passing)
Vertical Position Accuracy 1.0− 10.0 m (Regular Waterways) 0.10 m (Bridge Passing)
Heading 0.75◦ 0.1◦ (Locking)
Integrity Risk 10−5/15 min 10−5/15 min
determine the position and attitude of a vessel for information purposes. Using this technique
a determination of the navigational state with the desired accuracy is not possible [Lan13].
Consequently, two GNSS sensors are used as main sensor for the generic location platform.
Compared to deep sea, inland water vessel navigation has the advantage that ground-based
reference services can be used to improve the positioning by satellite based sensors. Therefore,
Real-Time Kinematics (RTK) will be used to complete the satellite-based part of sensors.
Measurement campaigns show that the application of GNSS-based sensors and additional
GNSS-based services only does not suffice the demanded requirements due to environmental
or infrastructural conditions as shown in [Vie12b]. Moreover, additional sensors have to be
integrated to compensate loss of satellite signals and multipath effects in signal degraded
environments. In particular, an Inertial Measurement Unit (IMU) will be used to measure
accelerations in all axis as well as rotation angles. This type of measurement can be used to
track and to predict the movement of the vessel over a short period.
3.2 PNT-Unit based Vessel Manoeuvre Guidance System
Knowing the position and navigational states of a vessel only is not sufficient to design and
conduct sensible vessel movements. Uncertainties which have an impact on the traffic flow
have to be detected and analysed. These uncertainties one distinguishes between static
(bridges, locks, quay walls) and dynamic (position and navigational states of other vessels)
factors. Both have to be analysed to be able to predict the development of the traffic situation
and respond in a timely manner. While digital maps, such as Electronic Navigational Charts
(ENC), can be used to recognise the occurrence of static factors affecting the calculation
of optimal trajectories or evasive manoeuvres, dynamic factors have to be monitored using
ship-borne or so-called application sensors such as radar and the communication system AIS.
Figure 1 displays the architecture of the manoeuvre guidance system for inland water ves-
sels. The Sensor & Data module delivers further PNT-independent information used for the
manoeuvre guidance system. This is information about the vessel itself (size, hull geometry,
thresholds for manoeuvring data such as max. velocity and turn rates) and external informa-
tion (AIS-data of other vessels, radar images or digital maps like the Electronic Navigational
Chart (ENC)). Influences such as wind, currents (natural and self-induced due to interaction
with river banks, locks and walls) or the Squat effect will not be taken into account as this
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Figure 1: Architecture of the PiloNav Manoeuvre Guidance System for Inland Water Vessels
system is implemented as a first application defining requirements for using integer PNT data
as derived by the PNT-Unit described in the previous section.
The Data Preprocessing contains the determination of the traffic situation and prediction
(Tactical Traffic Images - TTI), the positioning of the ships contour and the consideration of
water level in static environmental data.
Within the Data Processing module distances to obstacles will be determined and a short-
term collision detection performed. For a detailed description of these modules the reader is
referred to Vierhaus et al in [Vie12a].
This information is used as data input for the manoeuvre planning module. The subject of
this work, however, is the computation of the elements for the trajectory optimisation which
is part of the manoeuvre planning module (green box in Figure 1).
Based on the PNT-data and TTI the manoeuvre guidance system provides the elements of
the optimal trajectory consisting of velocities and heading information as well as strategic
navigational tasks such as encounters with other ships as well as tactical tasks like bridge
and lock passing. In the first step this allows the manoeuvre guidance not only to follow the
defined trajectory and returning in case of deviation. It is also capable to interact with other
vessels, i.e. to plan evasion or overtaking manoeuvres, and providing course and velocity for
the upcoming stretch of the river to the skipper in a timely manner. An interaction in terms
of bidirectional planning of theses manoeuvres with other vessels will not be implemented
as this exceeds the AIS specification. The planned manoeuvres will be optimised in terms of
the criteria safety as well as time- and resource-efficiency. In the next chapter two different
mathematical approaches are be presented and compared.
4 Trajectory Optimisation for a Vessel Manoeuvre Guidance
System
Once the PNT-data have been collected and properly processed by the manoeuvre guidance
system, the topic of collision avoidance becomes the central issue for inland water navigation;
thus, inland vessels should include an optimal manoeuvring system capable to address these
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scenarios. Over time, several physical models have been developed to work out this kind of
manoeuvres [Mie05; Mie06; Mie99; Tze98; Yav97; Vie12a], but it is widely accepted that
in order to cope with the trajectory optimisation procedure, these models should meet at
least the key criterion of minimising the course deviation with smallest control effort [Mie05;
Mie99].
Based on these ideas, in order to calculate optimised trajectories for the PiloNav test
vessel, the following simplified model describing the kinematics of a ship is implemented:
For navigation in river corridors, it is considered a model where the vessel moves only in the
x− y plane with the orientation defined by the Course over the Ground (CoG) - relative
to the x axis. The speed of the ship is defined by its velocity v in the direction of the CoG,
with the acceleration a also pointing towards this direction. The angular velocity of the ship
is regarded as the so-called Rate of Turn (r), ˙CoG = r. Therefore, within the scope of this
problem, a and r are considered the control inputs. Hence, the optimal control problem can
be written as:
State Variables: y = [x, y, v(t), CoG(t)]′ (1)
Control Variables: u = [a(t), r(t)]′
Cost Functional: min
tf ,a(t),r(t)
[
c1 · tf +
∫ tf
t0
(
c2 · a2(t) + c3 · r2(t)
)
dt
]
(2)
Subject to
Dynamic Equations: y˙ = [v(t) cos(CoG(t)), v(t) sin(CoG(t)), a(t), r(t)]′
Inequality Constraints: [(0, vu), (al, au), (rl, ru)]′ (3)
Path Constraints: d(x,Obstacle) ≥ ε
Where the sub-indices l and u denote the lower and upper values, respectively. Finally, the
inclusion of static and moving elements that alter the original course of the ship are taken
into account by mean of a set of path constraints, where the euclidean distance d between
the current position of the ship and the location of the obstacle is calculated. Both state
and control variables are bounded by the inequality constraints, determined for the PiloNav
demonstration vessel in previous measurement campaigns as the average of the observed
values for each variable, and defined as:
0 [m/s] ≤ v ≤ 5.5 [m/s],
−0.1[m/s2] ≤ a ≤ 0.05 [m/s2], (4)
−120◦/min ≤ r ≤ 120◦/min.
While is true that the height component plays an important role in all navigation applications,
given the nature of the used data used for the scope of this work where the majority of
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the measured points have vertical clearance, it is sufficient to consider a 2D optimisation
approach; however, since the safe passing under bridges can be eventually threatened by the
height clearance, further models involving 3D optimisation shall be considered.
4.1 Available Tools
For evaluating the suitability of the aforementioned kinematic model, several scenarios under
different traffic conditions are simulated and processed to obtain the desired optimal paths
and, in order to ensure the quality of these trajectories, two different software packages
where tested. Among the variety of software packages available for the solution of optimal
control problems, these two were selected due to their versatility when recreating several
kind of scenarios with the key feature of the multiple-phase definition of the problem, in the
pursuit of a suitable tool able to deal with PNT-data in near real-time. A brief description of
these software packages is presented below.
MatLab Optimal Control Software: GPOPS-II
The Gauss Pseudospectral Optimisation Software (GPOPS-II) is a set of MATLAB routines
intended to solve optimal control problems. GPOPS-II uses the Gauss pseudospectral method
developed at The University of Florida to transform the optimal control problem into a
nonlinear programming problem (NLP) [Rao10], which are solved using the large-scale NLP
solver IPOPT: the Interior Point OPTimizer [Wac06].
OCP: An Optimal Control Problem Solver
The package OCP: An optimal control problem solver (OCP), is a group of C-code routines
developed by B.C. Fabien at the University of Washington. OCP is a multi-purpose tool which
solves the optimal control problem by transforming them to a nonlinear programming prob-
lem, which are solved using the sequential quadratic programming (SQP) technique [Fab13].
4.2 Numerical Simulations
Further on in this document three scenarios for the path optimisation with different traffic
conditions will be considered: Way point approaching, way point approaching while a station-
ary obstacle has to be avoided and way point approaching while avoiding an oncoming vessel;
which, according to previous measurement campaigns, are the most frequent manoeuvres
carried out when sailing inland river corridors. Of particular interest for the scope of this
work is the performance of the the software tools against real-time data, thus a quantitative
analysis of their efficiency will be regarded.
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Way point Approaching
With no elements obstructing the path of the vessel, this scenario attempts to solve the simple
task of approaching the following destination point. It is required to find the optimal trajec-
tory that will move the vessel from [0m, 0m, 2.5m/s,CoG0]′ to [200m, 0m, 2.5m/s,CoGf ]′
minimising time, acceleration and rudder movements.
While is obvious that, when considering a planar coordinate system, the optimal path
between the two points is a straight line; it is important to note that when the CoG is
altered the trajectory will display a more complex behaviour. Figure 2 shows the trajectories
calculated with the two different packages for three different combinations of [CoG0,CoGf ],
namely [0, 0], [pi/2, 0] and [pi/2, pi/2], and labelled as CoGa, CoGb and CoGc, respectively.
To illustrate the performance of the different software packages, Table 2 shows the terminal
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Figure 2: Way point approaching
time (time needed for the ship to complete the manoeuvre), number of iterations and the time
of calculation employed by the software to solve each one of the aforementioned cases. An
Table 2: Parameters of the solutions (I – [0, 0], II – [pi/2, 0], III – [pi/2, pi/2])
[CoG0,CoGf ] OCP GPOPS-II
I II III I II III
Terminal time [s] 57.8 81.8 115.2 59.7 79.4 106.8
Solution time [s] 0.17 1.1 1.3 2.67 4.15 7.40
No. of iterations 46 74 161 83 142 237
evident qualitative and quantitative difference, yet in both solutions satisfactory, is observed
in both Figure 2 and Table 2, which is supported by the fact that both tools use different
methods to address the solution of the underlying NLP.
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Static Obstacle Avoidance
A stationary obstacle located at the position (100 m, 0) has to be avoided. Within this sce-
nario a buffer of 10 m around the obstacle has been defined as safely margin. To meet this
requirement the path constraint
√
(x− 100)2 + (y − 0)2 ≥ 10 should be considered in the
model. Figure 3 illustrates the manoeuvres for the same scenarios described on Section 4.2.
Clearly the incorporation of obstacles within the model define expressly the results, not only
0 50 100 150 200
−40
−20
0
20
40
East [m]
N
or
th
[m
]
CoGa
CoGb
CoGc
(a) OCP
0 50 100 150 200
−40
−20
0
20
40
East [m]
(b) GPOPS-II
Figure 3: Static Obstacle Avoidance
by affecting the trajectory and the terminal time of the manoeuvre, as can be seen in Table 3,
but also by compromising the times of calculation and the number of iterations used to solve
numerically the problem. Once again both pieces of software show disparate solutions; the
Table 3: Parameters of the solutions (I – [0, 0], II – [pi/2, 0], III – [pi/2, pi/2])
[CoG0,CoGf ] Static Obstacle Oncoming Vessel
OCP GPOPS-II OCP GPOPS-II
I II III I II III
Terminal time [s] 58.0 81.8 115.4 60.1 85.4 106.3 90.4 99.7
Solution time [s] 0.44 0.48 0.79 3.58 4.15 10.4 2.23 3.56
No. of iterations 44 63 115 123 162 253 137 179
determined trajectories display similar behaviour, although both solutions match much less
than those in Section 4.2, but specially the technical details of the solutions exhibit a bigger
contrast that the ones presented above. While both solution are satisfactory in the sense that
they are feasible in terms of manoeuvring, the technical parameters of the one obtained by
using the OCP tool proof its usability for this kind of applications.
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Oncoming Vessel Avoidance
An overtaking manoeuvre involving an oncoming vessel with constant velocity (4 m/s) and
course over the ground (pi) is considered. The safety region for the avoiding vessel is defined
by a buffer of 10 m. Therefore, it is sought the optimal trajectory that will take the vessel
state from [0 m, 0 m, 4 m/s, 0]′ to [200 m, 0 m, 4 m/s, 0]′. A path constraint of the form√
(x− (100− 4 · t))2 + (y − 0)2 ≥ 10 should be then included in the model.
Figure 4 and Table 3 illustrate the results obtained and exemplifies again the different -both
valid- solutions that can be achieved due to the conceptual differences that were implemented
in each package. It is worth to mention that, in spite of they seem very different, the
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Figure 4: Oncoming Vessel Avoidance
optimised trajectories elude the oncoming ship while maintaining the desired safe distance
and minimising time, acceleration and rudder movements. Although both trajectories are
equally feasible in terms of manoeuvring and both accomplish the optimisation task, the OCP
solution shows again better results in terms of computational effort which suggests a better
performance when working with real-time data.
4.3 Approach for PNT-Data based Optimal Trajectories
After an evaluation of theoretical results that extend those scenarios discussed in the last
section, for convenience in the implementation and the latency of the results, it was decided
to assess the performance of the tool OCP, mentioned in Section 4.1, with real PNT-Data
collected in a measurement campaign on the river Mosel in the city of Koblenz (Germany) in
August 2012. A set of ca. 400 points collected and processed by the PNT-Unit were used to
test the robustness of the software in a real environment over the simple case of way point
approaching (see Table 4). To overcome need of actual way points for the passage of the
vessel at every stage of the channel, a set of coordinates representing the ideal trajectory
of a ship within the river was provided by the German Federal Waterways and Shipping
Administration for Navigation Techniques.
The ideal trajectory, calculated as the average of a series real trajectories corresponding to
different kind of vessels transiting the river for a period of one week that includes the day of
the measurement campaign, was considered as the best practice scenario for the navigation
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Table 4: Sample of Koblenz Data
Timetag East (UTM) [m] North (UTM) [m] v [m/s] CoG [rad]
Epoch α 398859.55 5580658.1 2.29 4.9394563
Epoch β 398857.31 5580658.9 2.36 4.9179888
Epoch γ 398855.05 5580659.4 2.33 4.8958231
Epoch δ 398852.82 5580660.0 2.30 4.8743555
Epoch  398850.52 5580660.6 2.37 4.8532371
in this section of the river; therefore their positions and directions of two consecutive way
points were taken as the values for (xf ,yf ) and CoGf for the definition of the optimal
control problem. Thus, the following scenario is proposed: it is required to find the optimal
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Figure 5: Way point Approaching: Koblenz PNT-Data
trajectory that will move the vessel state from [Ek,Nk,vk,CoGk]′ to [Ew,Nw,vk,CoGw]′,
minimising time, acceleration and rudder movements. Here the subscripts k and w stand for
Koblenz Data and the closest way point. Notice that it was assumed that the final velocity will
be equal to the initial one, and that CoGw is calculated as the direction of two consecutive
way points.
Figure 5 illustrates the behaviour of the calculated trajectories, while Table 5 displays
some of the technical characteristics of the obtained solutions.
Table 5: Parameters of the solutions using OCP
Point
1 2 3 4 5 6 7 8
Terminal Time [s] 53.5 34.6 31.4 30.8 38.3 29.8 36.4 35.4
Solution Time [s] 2.86 3.85 2.50 2.40 1.45 1.32 2.30 3.009
No. of Iterations 56 106 92 59 55 51 50 82
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From Figure 5 and Table 5 it can be seen that the calculated trajectories follow the desired
path while minimising effort and time for the navigation, with a smooth transition between
the initial and final points which guaranties their feasibility when manoeuvring. Although
the figure only depicts the results for the a small sample of the actual trajectory, it is worth
to mention that in the set of ca. 400 points more than 95% of the solutions were satisfactory
from the point of view of the convergence of the algorithm, providing optimal solutions in
terms of numerical stability and computational effort. The depicted points comprise the
different phases of the route, spanning a variety of scenarios that represent the difficulties
of this problem and the proposed method is successful in calculating them. It is notorious
that the performance of the investigated OCP method is applicable for near-real-time ap-
plications due to the low latency of its solution: 2-4 seconds per point, relatively high for
real-time applications such as the PiloNav manoeuvre guidance system. Nevertheless, since
the number of steps to calculate each optimal trajectory has been set arbitrarily meeting only
mathematical requirements, the possibility to reduce the load of calculation and therefore
to increase its performance by reducing those intermediate steps is still latent and has to be
considered. Moreover, the values selected for the final state of the system should be tailored
to the different stages required to navigate the channel. Thus, for instance, the determination
of the final value for the CoGw could be calculated using not only the direction between to
consecutive points but by using a smoother curve, such as a Bezier Curve or a Spline, between
three or more successive waypoints, allowing a simpler transition between the initial and
final states and theoretically contributing to cut down the time of calculation.
5 Conclusion and Future Work
This work introduced a manoeuvre guidance system for inland water vessels based on highly
accurate Position, Navigation and Timing (PNT) data. Where the manoeuvre guidance system
consists of multiple modules, this article discusses the computation of optimal trajectories.
Therefore, different evasion manoeuvres have been simulated considering static obstacles or
oncoming vessels.
Two promising mathematical optimisation methods have been investigated with respect
to performance and computational effort. For the presented project PiloNav the Optimal
Control Problem (OCP) solver based on Sequential Quadratic Programming (SQP) has been
used to be implemented into the system.
In a next step this approach has to be implemented into the DLR IKN real-time framework.
In order to meet the requirements for real-time applications, the solution time has to be
reduced significantly. Therefore the reduction of the number of steps in the calculated
trajectory along with the smoothing of the ideal path will be investigated in more detail.
Additionally, it can occur that slower or moored vessels have to be overtaken. Therefore
it has to be investigated under which circumstances an overtaking of these vessels can be
calculated using the presented OCP and SQP.
Moreover, more complex cost functional shall be analysed with the purpose of incorporat-
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ing additional meaningful variables. River currents, wind, and the vertical component will
be acknowledge with data from future measurement campaigns with the aim of coping more
demanding navigation scenarios and address a broader kind of maritime applications.
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Approach in Video-Based Traffic Data 
Acquisition 
Jan Grimm 
Fraunhofer Institute for Transportation and Infrastructure Systems IVI 
Abstract 
For traffic data acquisition and automatic incident detection, video detection has become a 
reasonable alternative to established detection technologies, especially due to a potential for 
more flexible application and lower installation costs. However, achieving a high level of 
quality and reliability in video-based traffic data acquisition is still a challenge in research. 
The objective of this paper is to present the general approach as well as advantages, practical 
limitations and implementation issues of the video-based algorithms developed by the 
Fraunhofer Institute for Transportation and Infrastructure Systems (Fraunhofer IVI). The 
traffic data acquisition algorithms are based on a dual approach, combining the tripwire 
method for vehicle counting and classification, and the tracking method for speed 
measurement. At first, the relevant use cases and requirements for video-based traffic data 
acquisition are identified. Then, the Fraunhofer video detection algorithms are described, 
and advantages as well as limitations found during field operational tests and in practical 
implementations are summarised. In addition, approaches for an online and offline quality 
evaluation are discussed, considering both the aspect of data quality and system 
performance. Finally, an outlook is given on what still needs to be done to ensure a sufficient 
level of quality even under adverse conditions and to convince traffic engineers and decision 
makers of the benefits of video detection compared to conventional traffic data acquisition 
techniques. 
Keywords: video detection, traffic data acquisition, incident detection, image processing, 
quality evaluation 
1 Introduction 
Image processing has become an indispensable instrument in various fields of application, 
including automated quality control, security, and medical technology. In recent years, video 
detection has also gained importance for road traffic applications. Even if limited to this 
context, video detectors may be used for a wide range of tasks, including object detection and 
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identification, incident detection, and traffic data acquisition. This paper concentrates on the 
latter, i.e. video-based traffic data acquisition. In this context, one of the key advantages of 
video detectors is that installation is much more flexible, less costly and does not require 
pavement intrusion. 
However, video-based traffic data acquisition is a difficult task. In opposition to many 
other video detection applications, surrounding conditions, such as lighting and weather 
conditions, or distance and alignment of objects to be detected, cannot be controlled. 
Therefore, fulfilling the requirements of real-world traffic information and traffic control 
applications is still a matter of research and development. 
The aim of this paper is to present an efficient, robust and field-proven approach of video-
based traffic data acquisition. This includes a discussion of advantages and practical 
limitations, a summary of related quality evaluation approaches, and a brief description of 
current and planned research and development activities. 
2 Use Cases and Requirements of Video Detection 
Traffic data is the base of various applications and processes, including real time traffic 
information, control and management. In addition, archived traffic data is a valuable source 
of information for planning, control optimisation, research, and quality assurance. The 
remainder of this section focuses on traffic information and traffic management, as these rely 
on online traffic data provision and thus have higher requirements than the remaining offline 
use cases. 
In traffic information systems, it is usually sufficient to classify the current traffic situation 
in levels of service. This includes the identification of congested areas. The resulting 
information may be visualised on a map, or may be used to generate congestion messages to 
be distributed through the traffic message channel. In a traffic control application, 
macroscopic traffic characteristics like traffic flow or mean speed are used for automatically 
or semi-automatically applying certain traffic control strategies like collective re-routing, 
speed limits, local congestion warning, or altering the signal programmes of a traffic light 
intersection or corridor. 
The quality of traffic information and traffic control, however, depends on the availability 
of traffic detectors. This is especially true if a short-term or mid-term prediction of the traffic 
situation shall be provided. Model-based approaches to estimate traffic flow and/or traffic 
distribution in a given road network may help to improve information and prediction quality. 
However, such models also rely on traffic detector data, and the fewer detectors are used to 
support the model, the more will detection errors have an impact on the resulting state 
estimation. 
Conventional detection technologies like inductive loops are too costly for a wide-spread 
use throughout the road network. Their installation is only justified at certain strategic 
locations or where needed for traffic control applications. Video detectors, however, are 
available at much lower cost and thus suitable to fill detection gaps at a much better cost-
benefit ratio. In addition, as the installation of video detectors does not require pavement 
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intrusion, video detectors can be easily adapted to changes in infrastructure. For instance, 
they can be used as temporary replacement at construction sites, where lane shifts may put 
conventional detectors out of service. At such bottlenecks, keeping traffic detection 
functional is of particular importance. Furthermore, in opposition to other traffic detector 
technologies, video detectors may be configured to provide live images of the traffic scene to 
a traffic control centre. This enables operators, for example, to identify the cause of an 
incident, or to verify the outputs of the video detection algorithms. 
Both traffic information and traffic control applications have the following basic 
requirements concerning traffic data acquisition: 
 Traffic data must be available and ready to be processed in real time. 
 Traffic data must be correct, i.e. must match the actual traffic situation. 
 Traffic data acquisition has to be robust, i.e. must work under all traffic and 
environmental conditions. 
In the context of video detection, the latter point is of particular importance. A major 
disadvantage of video detection compared to other traffic detector technologies is its 
sensitivity to adverse weather conditions such as precipitation and fog, poor lighting at night, 
or blinding at dusk or dawn. In addition, in case of congestion or dense traffic, objects may 
mask one another, or multiple separate objects may appear to be merged into one. However, 
for the use in real-world applications, it is not sufficient for video detection algorithms to 
work under ideal conditions only. 
From an operational point of view, a traffic detector should require as little maintenance 
effort as possible. The system should allow remote access, and should be able to restart itself 
in case of failure. 
If live images of the video detectors are transmitted to a traffic control centre or even 
published as webcam images on a traffic information platform, privacy issues have to be 
taken into consideration, as well. Measures should be taken to avoid recognisability of 
individuals, license plates or similar details. 
3 The Fraunhofer Video Detector 
Fraunhofer IVI has more than ten years of experience in developing and operating video 
detection systems for road traffic applications. The Fraunhofer video detector can be used to 
obtain local macroscopic traffic characteristics such as traffic flow, mean speeds, occupancy, 
and queue lengths. It is suitable for both urban and motorway applications. The following 
description is based on [Blo05], [Rys13a] and [Rys13b]. 
 System Architecture 3.1
The Fraunhofer video detection system can be divided into three levels: (1) detector level, (2) 
server level and (3) client level. 
The detector level comprises local processing units and one or more digital or analogue 
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cameras per unit. For each camera, multiple detection zones can be configured, each of which 
usually represents a single lane of a roadway segment. A detection zone can be more than 
100 metres long and may be configured to follow curved trajectories. The local processing 
units run the algorithms to generate real-time traffic data, which are described in 
subsection 3.2. Traffic data and sample images may be submitted to the server, and access 
from the server to the local processing unit is available for remote maintenance purposes. 
The bidirectional connection to the server can be realised by means of mobile or network 
communications; typically, UMTS is used. 
The server level contains a central data repository for traffic data and sample images, and 
enables communication to the detector, to the client, and between these two levels. 
Configuration parameters are stored at server level, as well. 
The client level comprises a viewer application and a configuration tool. The viewer 
application is a flexible means to visualise traffic data of the server database. The data can be 
presented either as a time series or in a fundamental diagram. The user can choose between 
various aggregation levels, and integrate multiple data sources into one diagram. The 
configuration tool is used to configure detection zones for a camera or to set detector 
parameters. 
 Algorithm Description 3.2
The basic principle of the Fraunhofer algorithm is to detect and track moving objects within 
pre-defined detection zones and to count them at certain tripwire locations. By combining 
the tracking and tripwire methods, the advantages of each individual method can be 
exploited, while some of their disadvantages are compensated. This dual approach, including 
image pre-processing steps, is described below. 
For each image acquired out of a video sequence, the Fraunhofer algorithm conducts a 
series of processing steps for object detection, which are illustrated in figure 1.  
In steps 1 to 4, the image entropy, i.e. the amount of information contained in an image, is 
reduced until a clear, binary differentiation between objects and background is achieved. 
Through the extraction of the detection zone subareas from the overall image (step 1), all 
pixels outside the detection zones are excluded from further processing. The resulting 
images are still distorted, i.e. remote objects appear to be smaller than those closer to the 
camera, even if they are equal in size. Thus, normalisation (step 2) is used to transform the 
scene from a camera-based to a world-based reference system. The next step, segmentation 
(step 3), is needed to separate foreground (i.e. objects) from background. First, the 
background is adaptively estimated based on recent previous images. Then, the foreground 
image is generated by subtracting the background image from the normalised original image. 
Through binarisation (step 4), the resulting image is converted from grey scale values to 
binary values, i.e. black or white, by means of a threshold value. The dilatation operator (step 
5) is then applied to fill gaps within an object or to merge objects that are located very close 
to each other. As the dilatation operator has the side effect of increasing an object‘s size, the 
erosion operator (step 6) is used to restore its initial size. 
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 Figure 1: Processing steps for object detection within the Fraunhofer video detector. 
For each object detected in a video image, certain features are extracted, particularly the 
object width and length. Too small objects are considered noise and excluded from further 
processing. The remaining objects are matched to those of the previous image by comparing 
their characteristics and assuming a maximum speed and a fixed driving direction as 
plausibility criteria. Through the spatial shift of an object’s area centre and the known frame 
rate, the speed at which the object moved along the detection area can be calculated. If such a 
movement passes across the tripwire line, the vehicle is counted. This process is illustrated in 
figure 2. 
 
Figure 2: Speed measurement and vehicle counting with the Fraunhofer video detector. 
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Single speeds and vehicle counts are aggregated to one-minute intervals 
 by accumulating the number of vehicles that passed the tripwire while resetting 
the counter to zero at the beginning of each interval and 
 by calculating the average speed as arithmetic mean of the speeds represented by 
each movement vector within the detection area and the time interval. 
In addition to vehicle counting and speed measurement, the occupancy of the detection 
area is estimated as the percentage of active cells out of all cells of a detection zone. Active 
cells, in this context, are cells which are at least partly occupied by an object. 
To support traffic control or optimisation at signalled intersections, the queue length, i.e. 
the distance from the rear of the last stopped vehicle to the stop line, may also be calculated. 
In this case, the stop line position within the detection area has to be configured. The queue 
length value should only be used if the entire queue remains within the detection area in 
most cases. 
 Field Implementations 3.3
The Fraunhofer video detection system has been implemented on urban streets (Dresden 
and Nuremberg) as well as on motorways (North Rhine-Westphalia). 
The Dresden system was established within the intermobil project (1999-2005). It 
became part of the VAMOS traffic management system and currently comprises 17 camera 
locations. 
The Nuremberg system emerged from the ORINOKO project (2004-2008) and comprises 
five camera locations. The video detectors were used to alert the operators of the local traffic 
control centre in case of congestions by means of the eWatcher tool. In addition, traffic data 
of the video detectors was used to optimise control programmes for certain signalled 
intersections [Nur10]. 
By order of the North Rhine-Westphalia road administration authority (Landesbetrieb 
Straßenbau Nordrhein-Westfalen), around 90 cameras have been installed at strategic 
locations throughout the motorway network of North Rhine-Westphalia. Installation and 
configuration of the camera network was completed by July 2013. The system is used both 
for webcams and as traffic data source for a traffic information system. 
At urban locations, the cameras and local processing units are typically attached to traffic 
signal standards or lamp poles (figure 3a), or mounted on top of large buildings like office 
towers (figure 3b). On motorways, most cameras are installed at walkable gantries and 
positioned above the median for optimal view in both directions (see figure 3c). 
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 Figure 3: Examples of video detector locations. 
 Advantages and Practical Limitations 3.4
Through field implementations, the capabilities and advantages of the Fraunhofer video 
detector were demonstrated. In addition to the general advantages of video detectors over 
conventional detection technology described in section 2, the Fraunhofer video detector 
satisfies the requirements of real-world applications through: 
 compatibility with various camera types, including low-cost and low-resolution 
cameras (which may be needed for privacy issues), 
 limited maintenance effort through remote access and restart on failure, 
 sufficient detection quality even in dense traffic and for most weather and lighting 
conditions as well as 
 integrated traffic state analysis and congestion detection. 
However, some practical limitations of the Fraunhofer algorithms remain, including: 
 quick merge of stopped vehicles into the background due to adaptive background 
estimation, 
 reduced quality of speed measurement at night, 
 limited capabilities for vehicle classification; no vehicle classification at night, 
 no wrong way driver detection and 
 incident detection limited to congestion detection. 
These issues are the matter of current research and further development. Section 5 
provides an overview on current activities. 
4 Quality Evaluation Approaches 
In the context of video-based traffic data acquisition, quality evaluation is necessary for the 
following purposes: 
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1. To identify and flag data for which a reduced level of quality can be expected, e.g. 
due to adverse weather conditions, 
2. To identify and eliminate systematic errors, e.g. attributed to sub-optimal detector 
configuration, 
3. To identify accumulations of device, communication or software failures which 
need attention of maintenance personnel. 
To mark data for which a low level of quality is assumed, a quality index is attributed to 
each one-minute interval data record. The quality index is based on an estimation of the 
noise component of the image signal. To improve the significance of the quality index, plans 
for further development include environmental conditions to be considered, as well. 
To identify systematic errors, a combination of random plausibility checks and reference 
data comparison is a well-tried approach. As some systematic errors occur only under 
certain conditions, it is useful to conduct such evaluations individually for different situation 
classes. Situation classes, in this context, may be characterised by time of the day, weather 
conditions, and traffic situation. The reference data may be obtained through manual 
evaluation of sample video sequences, or – if available – from conventional traffic detectors 
(e.g. inductive loops) located within or close to the detection area of the video detector under 
test. 
However, in more complex video detection systems, this approach may prove to be too 
time-consuming. Thus, it is only applicable for algorithm or configuration tests, or for 
tracking down the cause of issues already identified. Likewise, monitoring and tracking 
hardware and software failures manually may turn out to be impractical. For this reason, 
within the Traffic IQ project (2010-2013), Fraunhofer IVI developed and implemented an 
automated tool to detect and visualise errors and failures in complex video detection 
systems. This tool is even capable of automatically handling certain issues (e.g. rebooting a 
local processing unit on hardware failure). For quality management purposes, the system 
performance may be summarised in availability, timeliness and correctness parameters, 
which may be aggregated by time, region and infrastructure hierarchy level [Ruh13]. 
5 Outlook: Future Research Activities 
As discussed in section 3.4, the Fraunhofer video detector is ready to be used in real-world 
applications, but there is still a potential for research and further development. This section 
discusses three examples of current research and development activities in detail. 
Currently, a high priority is assigned to the improvement of vehicle classification. The 
existing algorithm is able to distinguish passenger cars from large vehicles (lorries, buses) 
using the vehicle length and width. However, classification quality proved to be insufficient 
under certain circumstances, particularly at night. In addition, for some applications, a 
classification of more than these two vehicle types is desired. As a first step, a multi-criteria 
maximum likelihood approach will be considered. Another approach for this task might be 
using pattern recognition and artificial intelligence. However, due to the variety of camera 
scenes, objects to be detected and surrounding conditions, such an algorithm will have to be 
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optimised for each camera individually, which will result in a high effort required for camera 
implementation. Thus, the former approach is preferred. 
Another field of activity is the background estimation algorithm. To prevent stopped 
vehicles from merging with the background, the potential for further development of this 
algorithm is evaluated. Hereby, stopped vehicles can be kept detectable for a longer time. 
However, the cause of the problem will remain. Thus, the vehicle tracking algorithm is 
planned to be expanded by integrating a simple traffic flow model and a Kalman Filter as a 
state predictor. 
Plans for future research activities also include the integration of automatic incident 
detection into the Fraunhofer video detector. In this context, automatic wrong way driver 
detection is of particular interest. Other detectable incidents include single stopped or slow-
moving vehicles, or accumulations of abrupt manoeuvres such as hard braking or swerving, 
just to name a few examples. 
In addition to these activities, Fraunhofer IVI continuously works on further improving 
the existing algorithms and quality evaluation tools in close co-operation with field experts 
using the Fraunhofer video detector. 
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A Comparative Study of Shadow Models for 
Video-Based Traffic-State Analysis 
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Abstract 
The recognition of shadows is an important object of research in the field of image 
processing. First of all in video-based traffic-state analysis, shadows cause significant 
disturbances. Today, shadow modelling and detection has been rather extensively examined, 
but there is a lack of systematisation and evaluation of basic concepts. Therefore, this paper 
contains a short introduction of the basic concepts and the use of these concepts in reliable 
methods. To get a comparative study, every method is applied to the same example images. 
The study points out the need for further investigation of basic technologies and applications.  
Keywords: shadow modelling, shadow identification, image processing, photometric 
invariants, colour models, video-based traffic-state analysis 
1 Introduction 
From an automatic image processing standpoint, shadows are changing the image content 
essentially and influencing the detection results negatively. In this paper, we focus on moving 
traffic, neglecting stationary traffic like parking and accidents. The main problems caused by 
shadows are: 1. Confusion of shadows and vehicles in recognition and tracking tasks. 2. The 
merging of vehicles and shadows, making classification more difficult or even impossible. 3. 
A general darkening of scenes, hindering the automatic image processing by increasing the 
contrast. The shadow itself occurs in two types. The first is the so-called cast-shadow, which 
is the projection of an object on to a surface because of the occlusion of a light source. The 
second is the self-shadow, a type of shadow that appears on the side of an object turned away 
from the light. Figure 1 shows some examples of these two types of shadows. In the case of 
strong self-shadows, the darkened part of the vehicle merges with the cast-shadow. So figure 
1 also illustrates the main challenge: The separation of cast-shadow and self-shadow. The 
following requirements for every shadow model or algorithm can thus be defined [Doe13]: I. 
Recognition of cast-shadows, II. Ignoring self-shadows to retain most of the vehicle. III. 
Recognition of “no-shadows” to avoid false detection of dark parts. 
These requirements are used in this study to evaluate and compare the different methods. 
The basic method for fulfilling these ambitious requirements is the so-called “photometric 
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invariant”: The road can be covered by a vehicle or a shadow. An invariant is a measurement 
based on the non-covered part of the road. In the case of the shadow-covered road the 
measure changes its value only slightly, while in the case of vehicle-covered road the change 
is significant. Typical invariants are the “Normalised RGB”, which relates to the 
corresponding colour model [Bun05][Fin02], and the “Reflection Ratio” [Nay93]. Both are 
described in this paper along with some applications. The results are summarised in table 1 
and table 2 to give an idea how each method fulfils the requirements defined above. This is 
only an overview of extensive material; for a more detailed description in English, please 
refer to the indicated sources or to [Doe13] in German. 
2 Basic concepts  
For the comparative study we have used three example images (figure 1). Instead of the 
image itself, a difference image is primarily used to extract dynamic image content like 
vehicles and vehicle shadows. Basic methods for distinguishing between the last two entities 
supply the “photometric invariants”. The result is a “shadow mask” with black pixels for the 
shadow and white pixels for the rest of the image content. 
 
Figure 1: The example images of the comparative study. Left: a coloured (red) vehicle with a 
strong self-shadow and cast-shadow. Middle: a white vehicle with a cast-shadow 
and a light self-shadow. Right: a white vehicle with a light cast-shadow and a light 
self-shadow. 
 Colour modelling  2.1
For the modelling of captured RGB components the following idea has been established in a 
number of variants [Bun05][Fin02][Fun95][Gev99][Sal95], while the following parameters –
depending on the wavelength 𝜆– are considered: sensitivity of the camera sensor 𝜎𝑥(𝜆), 
spectral reflectance of the surface  𝜚(𝜆) and the spectrum of the light source 𝐸(𝜆). 
The reaction of the RGB sensor is calculated along the whole range of wavelengths Λ: 
𝑏𝑥 = ∫ 𝜎𝑥(𝜆)𝜚(𝜆)𝐸(𝜆)Λ 𝑑𝜆, 𝑥 ∈ {𝑟, 𝑔, 𝑏}. 
(1) 
The sensors possess different sensitivities in their own spectral ranges, so one can expect 
that each sensor is responsible for exactly one wavelength. With this in mind, the equation  
(1)can be simplified, resulting in the basic equation for shadow modelling with the help of 
the so-called “invariants”: 
𝑏𝑥,𝑥∈{𝑟,𝑔,𝑏}(𝜆) = 𝜎𝑥(𝜆𝑥)𝜚(𝜆𝑥)𝐸(𝜆𝑥). (2) 
 
MT-ITS 2013
182
1.1 The “Normalised RGB” invariant 
The spectral radiance depending on the wavelength 𝜆 is described by Planck’s radiation law 
with the parameters of Planck’s constant ℎ, the velocity of light 𝑐, the solid angle Ω0, 
Bolzmann’s constant 𝑘 and the absolute temperature 𝑇: 
𝐸(𝜆) = 𝐶1𝜆
−5 (𝑒
𝐶2
𝜆 − 1)
−1
, 𝐶1 =
2ℎ𝑐2
Ω0
, 𝐶2 =
ℎ𝑐
Ω0𝑘𝑇
 . (3) 
Additionally, the parameter 𝛼 = (0. .1) models the darkening of every RGB component by 
a shadow. Inserting equation (3) into equation (2) and adding the parameter 𝛼 gives 
𝑏𝑥,𝑥∈{𝑟,𝑔,𝑏}(𝜆) = 𝜎𝑥(𝜆𝑥)𝜚(𝜆𝑥)𝐶1𝜆
−5 (𝑒
𝐶2
𝜆 − 1)
−1
𝛼. (4) 
Using equation (4) in the normalised RGB colour model [Bun05], the result is independent 
from the darkening, but still depends on the camera and background parameters. Therefore, 
“Normalised RGB” is a useful invariant for shadow detection [Fin02]: 
𝑏𝑥𝑛𝑜𝑟𝑚 =
𝜎𝑥(𝜆𝑥)𝜚(𝜆𝑥)𝐶1𝜆
−5 (𝑒
𝐶2
𝜆 − 1)
−1
∑ 𝜎𝑖(𝜆𝑖)𝜚(𝜆𝑖)𝐶1𝜆𝑖
−5 (𝑒
𝐶2
𝜆𝑖 − 1)
−1
𝑖∈{𝑟,𝑔,𝑏}
, 𝑥 ∈ {𝑟, 𝑔, 𝑏}. (5) 
 The “Reflection Ratio” invariant 2.2
The “Reflection Ratio” invariant is widely used and is described for instance in [Nay93]. It is 
based on the relation of the spectral reflectance 𝜚(𝜆) of two points on a surface. Applying 
equation (2) for the two points 𝑏𝑥,𝑥∈{𝑟,𝑔,𝑏}
𝑝1
 and 𝑏𝑥,𝑥∈{𝑟,𝑔,𝑏}
𝑝2
 leads to: 
𝑏𝑥,𝑥∈{𝑟,𝑔,𝑏}
𝑝1 = 𝜎𝑥(𝜆𝑥)𝜚
𝑝1(𝜆𝑥)𝐸
𝑝1(𝜆𝑥), 𝑏𝑥,𝑥∈{𝑟,𝑔,𝑏}
𝑝2 = 𝜎𝑥(𝜆𝑥)𝜚
𝑝2(𝜆𝑥)𝐸
𝑝2(𝜆𝑥). (6) 
The assumptions that the points are near together, so that 𝐸𝑝1(𝜆𝑥) ≈ 𝐸
𝑝2(𝜆𝑥), and the 
sensor sensitivities 𝜎𝑥(𝜆𝑥) are almost equal, leading to the formulation of the invariant in 
equation (7), while the variety   𝜚∗ avoids division by zero. 
𝜚 =
𝑏𝑝1
𝑏𝑝2
=
𝜚𝑝1
𝜚𝑝2
, 𝑟𝑒𝑠𝑝.    𝜚∗ =
𝑏𝑝1 − 𝑏𝑝2
𝑏𝑝1 + 𝑏𝑝2
 (7) 
3 Application of the basic concepts 
 Quotient image with smoothing 3.1
The idea of the quotient image is based on the assumption that shadow parts of an image are 
always darker than the rest of the image. In [Als04][Bev03] one can find the justification that 
the relation between shadow and background intensity values is almost constant. Finally, it is 
an application of the invariant “Reflection Ratio”. The quotient image 𝑩𝑞𝑢𝑜𝑡 can be calculated 
from a reference image 𝑩𝑅 and the image to be analysed 𝑩𝐴 where the operator ⊘ denotes 
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the piecewise division of the intensity values. The images 𝑩𝑅 , 𝑩𝐴 and 𝑩𝑞𝑢𝑜𝑡 are smoothed 
with a Gauss-Filter of third order. 
𝑩𝑞𝑢𝑜𝑡 = 𝑩𝑅 ⊘ 𝑩𝐴 (8) 
Because the intensity values in 𝑩𝑞𝑢𝑜𝑡 do not lie between 0 and 255 they are scaled  
𝑩𝑞𝑢𝑜𝑡,255 = 𝑩𝑞𝑢𝑜𝑡
255
max(𝑩𝑞𝑢𝑜𝑡)
, (9) 
and a shadow mask 𝑩𝑆 as shown in figure 2, depending on a threshold 𝑇 can be calculated. 
𝑩𝑆 = {
0 (𝑏𝑙𝑎𝑐𝑘), 𝑖𝑓 𝑩𝑞𝑢𝑜𝑡,255 ≤ 𝑇,
1(𝑤ℎ𝑖𝑡𝑒) 𝑒𝑙𝑠𝑒.
 (10) 
 
Figure 2: The shadow masks 𝑩𝑆 for the “quotient image”. 
 Mean and median of the image parts 3.2
Another way to find shadows automatically is the use of image parts [Sca90]. In our example, 
an image part contains 5x5 pixels. While 𝜇𝑖  is the mean of the intensity values of the i-th part, 
the median 𝑀 is calculated from all values 𝜇𝑖 . With these two values a shadow mask can be 
created according to equation (11). The idea behind this formula is that “The mean of the 
shadows’ intensity values is less than the median of all means”. For the present example, this 
idea is reviewed in [Doe13]. The use of half of the median leads to an increase of robustness 
against noise. 
𝑩𝑆 = {
 0 (𝑏𝑙𝑎𝑐𝑘), 𝑖𝑓 𝜇𝑖 ≤ 𝑀/2,
1 (𝑤ℎ𝑖𝑡𝑒) 𝑒𝑙𝑠𝑒.
 (11) 
 
Figure 3: Shadow masks 𝑩𝑆 for the “mean and median of the image parts”. 
 “Reflection ratio” invariant for RGB images 3.3
The “Reflection Ratio” invariant [Bun05][Nay93] can be used for colour models with 
comparable information in each channel, like the RGB model. According to [Bun05] we are 
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using equation (7) with a fourth neighbourhood, meaning that diagonal pixels are set into 
relation: 
𝜚𝑥
∗(𝑢, 𝑣, 𝑖, 𝑗) =
𝑏𝑥(𝑢, 𝑣) − 𝑏𝑥(𝑢 + 𝑖, 𝑣 + 𝑗)
𝑏𝑥(𝑢, 𝑣) + 𝑏𝑥(𝑢 + 𝑖, 𝑣 + 𝑗)
𝑟𝑒𝑠𝑝.
 𝜚𝑅,𝑥
∗ (𝑢, 𝑣, 𝑖, 𝑗) =
𝑏𝑅,𝑥(𝑢, 𝑣) − 𝑏𝑅,𝑥(𝑢 + 𝑖, 𝑣 + 𝑗)
𝑏𝑅,𝑥(𝑢, 𝑣) + 𝑏𝑅,𝑥(𝑢 + 𝑖, 𝑣 + 𝑗)
, 𝑥𝜖{𝑟, 𝑔, 𝑏}; 𝑖𝜖{−1,1};  𝑗𝜖{−1,1}.
 
(12) 
Referring to equation (7), the invariant is calculated for every pixel in the image to be 
analysed (𝜚𝑥
∗(𝑢, 𝑣, 𝑖, 𝑗)) and a reference image ( 𝜚𝑅,𝑥
∗ (𝑢, 𝑣, 𝑖, 𝑗)). The nature of an invariant is to 
be constant with and without the occurrence of shadows; therefore the shadow mask 𝑩𝑆 can 
be calculated from the difference of the invariants, which is less or equal to threshold 𝑇. 
𝑩𝑆 = {
 0 (𝑏𝑙𝑎𝑐𝑘), 𝑖𝑓 ∑ |𝜚𝑅,𝑥
∗ (𝑢, 𝑣, 𝑖, 𝑗) − 𝜚𝑥
∗ (𝑢, 𝑣, 𝑖, 𝑗)| ≤ 𝑇,
𝑥𝜖{𝑟,𝑔,𝑏}
1 (𝑤ℎ𝑖𝑡𝑒) 𝑒𝑙𝑠𝑒.
 
(13) 
 
 
 
 
Figure 4: Shadow masks 𝑩𝑆 for the “‘Reflection Ratio’ invariant for RGB images”. 
 Statistic characteristics of the “reflection ratio” for RGB images 3.4
The idea of the “Reflection Ratio” invariant, according to [Nay93] is supplemented in various 
ways. For instance, [Son07] assumed constant conditions in the colour channels. So the 
relation 𝑣𝑥(𝑢, 𝑣) between RGB values on the road 𝑏𝑟𝑜,𝑥(𝑢, 𝑣) (without shadows) and the RGB 
values in shaded parts 𝑏𝑠ℎ,𝑥(𝑢, 𝑣) can be calculated: 
𝑣𝑥(𝑢, 𝑣) =
𝑏𝑠ℎ,𝑥(𝑢, 𝑣)
𝑏𝑟𝑜,𝑥(𝑢, 𝑣)
, 𝑥𝜖{𝑟, 𝑔, 𝑏}. (14) 
Every 𝑣𝑥,𝑥𝜖{𝑟,𝑔,𝑏}(𝑢, 𝑣)   has a different mean 𝜇𝑥 and variance 𝜎𝑥, so that the shadow mask 
𝑩𝑆 can be calculated according to equation (15). The threshold 1.5𝜎𝑥 relates to the 88.6 % 
value of the Gaussian distribution. 
𝑩𝑆 = {
 0 (𝑏𝑙𝑎𝑐𝑘), 𝑖𝑓 |
𝑏𝑥(𝑢, 𝑣)
𝑏𝑟𝑜,𝑥(𝑢, 𝑣)
− 𝜇𝑥| ≤ 1.5𝜎𝑥, ∀𝑥𝜖{𝑟, 𝑔, 𝑏},
1 (𝑤ℎ𝑖𝑡𝑒) 𝑒𝑙𝑠𝑒.
 (15) 
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 Figure 5: Shadow masks 𝑩𝑆 for “statistic characteristics of the Reflection Ratio”. 
 “Normalised RGB” invariant 3.5
The “Normalised RGB” invariant [Bun05][Fin02] can be applied directly to the image to be 
analysed (𝑏𝑥𝑛𝑜𝑟𝑚) and a reference image ( 𝑏𝑅,𝑥𝑛𝑜𝑟𝑚). 
𝑏𝑥𝑛𝑜𝑟𝑚 =
𝑏𝑥
∑ 𝑏𝑖𝑖𝜖{𝑟,𝑔,𝑏}
, 𝑟𝑒𝑠𝑝.   𝑏𝑅,𝑥𝑛𝑜𝑟𝑚 =
𝑏𝑅,𝑥
∑ 𝑏𝑖𝑖𝜖{𝑟,𝑔,𝑏}
, 𝑥𝜖{𝑟, 𝑔, 𝑏} (16) 
Due to the character of the invariant, which is independent of the occurrence of a shadow, the 
shadow mask 𝑩𝑆 can be calculated by the evaluation of  
|𝑏𝑅,𝑥𝑛𝑜𝑟𝑚 − 𝑏𝑥𝑛𝑜𝑟𝑚| with the help of threshold 𝑇: 
𝑩𝑆 = {
 0 (𝑏𝑙𝑎𝑐𝑘), 𝑖𝑓 |𝑏𝑅,𝑥𝑛𝑜𝑟𝑚 − 𝑏𝑥𝑛𝑜𝑟𝑚| ≤ 𝑇, ∀𝑥𝜖{𝑟, 𝑔, 𝑏},
1 (𝑤ℎ𝑖𝑡𝑒) 𝑒𝑙𝑠𝑒.
 (17) 
 
Figure 6: Shadow masks 𝑩𝑆 for the “Normalised RGB” invariant. 
 Use of the HSV colour model 3.6
Independently from the variants discussed so far, the HSV colour model is also able to 
distinguish between vehicle, road and shadow. In [Cuc01][Cuc03] the following formula for 
the calculation of a shadow mask is suggested:  
𝑩𝑆 = {
 0 (𝑏𝑙𝑎𝑐𝑘), 𝑖𝑓 (𝛼 ≤
𝑏𝑉
𝑏𝑅,𝑉
≤ 𝛽)⋀(|𝑏𝑆 − 𝑏𝑅,𝑆| ≤ 𝜏𝑆)⋀(𝐷𝐻 ≤ 𝜏𝐻),
1 (𝑤ℎ𝑖𝑡𝑒) 𝑒𝑙𝑠𝑒.
𝐷𝐻 = min(|𝑏𝐻 − 𝑏𝑅,𝐻|, 360° − |𝑏𝐻 − 𝑏𝑅,𝐻|)
 (18) 
It consists of three ⋀-connected terms. The term(𝛼 ≤
𝑏𝑉
𝑏𝑅,𝑉
≤ 𝛽) contains the V-component 
of the image to be analysed (𝑏𝑉) and the V-component of the reference image (𝑏𝑅,𝑉), while 𝛼 
is the assumed darkening, and 𝛽 relates to the robustness against noise. The second and 
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third term (|𝑏𝑆 − 𝑏𝑅,𝑆| ≤ 𝜏𝑆) and (𝐷𝐻 ≤ 𝜏𝐻) take into consideration the change of the S and 
H-components by the rise of a shadow. 
 
Figure 7: Shadow masks 𝑩𝑆 for the “HSV colour model”. 
4 Evaluation of the basic concepts 
The presented methods can be divided in two categories: The first works on the dynamic 
parts of the difference image (table 1) and the second on the entire image (table 2).  
 
Table 1: Comparative evaluation of shadow models for the difference image. 
Method 
I. Recognition of  
cast-shadow 
II. Ignoring 
self-shadow 
III. No shadow in the 
image 
“Reflection Ratio” 
invariant for RGB 
images  
[Bun05][Nay93] 
The strong cast-shadow 
is completely recognised, 
but somewhat blurry. 
Very light parts of the 
cast-shadow are 
neglected. 
The strong  
cast-shadow is 
recognised but 
blurry. The light 
parts of the  
cast-shadow are 
hardly recognised. 
The complete top and 
front side of the white 
vehicles are incorrectly 
recognised as shadows. 
The darkening under the 
vehicle is partly 
recognised. 
Statistic 
characteristics of 
the “Reflection 
Ratio” invariant 
for RGB images 
[Son07] 
The strong cast-shadow 
is correctly recognised 
except on about 10% of 
the rear end of the 
vehicle. Very light cast-
shadows are neglected. 
Strong and light  
self-shadows are 
almost completely 
suppressed. 
Darkening under the 
vehicle is well 
recognised. Some dark 
parts of the vehicle front 
are falsely detected. 
“Normalised RGB” 
invariant 
[Bun05][Fin02] 
The strong cast-shadow 
is recognised but partly 
incomplete within the 
range of the wheels and 
under the vehicle. The 
light cast-shadow is not 
recognised. 
The self-shadow is 
partly recognised. 
The white vehicle’s tops, 
bonnets and car 
windscreens have a lot of 
falsely detected shadows.  
Use of the HSV  
colour model 
[Cuc01][Cuc03] 
Strong cast-shadows are 
well detected in every 
colour channel, 
particularly in the  
V-channel. Very light 
cast-shadows are not 
detected. 
It is difficult for the 
HSV colour model  
to neglect  
self-shadows. 
Dark areas of the image 
are often mistakenly 
recognised as shadows. 
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 Table 2: Comparative evaluation of shadow models for the entire image 
Method 
I. Recognition of  
cast-shadow 
II. Ignoring 
self-shadow 
III. No shadow in the 
image 
Quotient Image 
with smoothing 
[Als04][Bev03] 
Most of the cast-shadow 
is recognized. The light 
part of the cast-shadow 
is neglected.  
Strong and light parts 
of the self-shadow are 
effectively suppressed 
Some dark parts of the 
vehicle are incorrectly 
identified as shadows. 
Darkening under the 
vehicle is well 
recognised. 
Mean and 
median of image 
parts [Sca90] 
Most of the strong  
cast-shadows are 
recognised. The light 
part of the cast-shadow 
is not recognised. 
The strong  
self-shadow is 
misleadingly 
recognised. The light 
self-shadow is 
correctly recognised. 
Large parts of the vehicle 
front are recognised 
incorrectly. Darkening 
under the vehicle is well 
recognised. 
 
As a rule, strong cast-shadows are recognised well by every method. Very light self- 
shadows cause problems for all methods, but usually, self-shadows are partly recognised. 
Please note that the difference image a priori does not contain a lot of information in the area 
of self-shadows for the truck and the delivery van.  
Compared to grey values, colour models use extended information. The results of the 
experiments have shown that the advantage of colour models is only applicable for brightly 
coloured vehicles. In any other cases, the difference between the vehicle and the road is 
difficult for colour models to detect.  
5 Conclusion 
The present paper investigates, systematises and evaluates basic technologies for shadow 
recognition in traffic-state images. As part of a growing number of methods, the so-called 
“photometric invariants” supplies the basis for solving the difficult problems of 
distinguishing vehicles, cast-shadows and self-shadows. 
The approaches can be considered under the aspect of colour and grey value analysis. 
While the colour information extends the mathematical possibilities, one should remember 
that at night, normally greyscale images are used.  
The recognition of cast-shadows can be done successfully using most of the introduced 
approaches. On the other hand, the recognition of self-shadows as part of the vehicle is much 
more complicated. Further work on this topic is necessary, making it an interesting object of 
research. 
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Camera-Assisted Passenger Localization in
Public Transport Vehicles
Uwe Gosda, Richard Weber, Oliver Michler
Technische Universität Dresden
Abstract
Localization of people or objects is becoming an increasingly important task in a wide area
of ITS-related applications. In this paper we address the problem of localizing people in
public transport vehicles, e.g. as part of an automated ticketing system. In our application
positioning information is primarily acquired by means of radio detection and ranging in
a wireless sensor network (WSN). We show how to further improve the accuracy of the
positioning estimate by data fusion with the vehicle’s surveillance camera system. The
possible role of cameras in the localization process is examined through the example of
a single person that is observed from distinct viewpoints. We suggest a data fusion method
that is based on combining 2D-Gaussians in the WSN’s coordinate system and show how
incorporating positioning information from cameras can improve the overall localization
accuracy.
Keywords: Localization, Data Fusion, People Detection, Wireless Sensor Network
1 Introduction
Localization methods play an important role in many of today’s ITS (Intelligent Transporta-
tion Systems) applications. In the context of this paper we concentrate on improving the
localization accuracy of passengers in public transport vehicles. Our long-term goal is a fully
automated ticketing system that does not require user activities such as check-in or check-out
at terminals. A possible solution to this problem is the continuous localization of a radio
tag on each passenger’s electronic ticket in the vicinity of a public transport vehicle. In this
approach the tag could be assigned to a vehicle based on its position. Our primary source of
data for localization in this context is a Wireless Sensor Network (WSN) that is capable of
measuring the distances between mobile radio tags and a set of fixed anchor nodes inside a
vehicle. Based on the distance measurements the position of the mobile node can then be
estimated, e.g. using multilateration methods [Web11]. In this application the requirements
regarding positioning accuracy are quite challenging. In order to avoid false registrations it is
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crucial to improve the WSN’s localization accuracy. One way to achieve this goal is the incor-
poration of additional sensors in the positioning process using data fusion methods. While
there are many possible sources of additional data (e.g. accelerometers), we concentrate
on on-board cameras here. Within the scope of this paper we assume that a valid position
estimation of a mobile tag is available from a radio based method (WSN localization in our
case). Since the continuous tracking of multiple mobile tags in a WSN can be very time
consuming we also avoid state estimators like Kalman Filters in our approach. Instead, we
suggest a method based on the combination of two dimensional Gaussian distributions in
order to merge all the information available at a specific point in time. Furthermore, we
restrict the problem to estimating the position of a single person carrying a mobile node in
his hand while being observed by two cameras viewing the scene from opposing points in
the vehicle. Thus, the problem of assigning multiple mobile nodes to positions in the video
frames is circumvented in this work.
This paper is structured as follows: In the following section we introduce the setup of
sensors we used and as well give a brief overview of the geometry between the camera and
world coordinate frames. In Section 3 we describe our data fusion approach. We outline
a method for combining multiple 2D Gaussian distributions and describe the error models
for different sensor measurements. Section 4 contains results of our approach in a sample
scenario, followed by conclusions and future work in the last section.
2 Sensor Setup and Perspective Geometry
2.1 Sensor Setup for Localization
In this work we use a WSN as primary data source for localization. It typically consists of
several spatially distributed, autonomous sensor nodes, that communicate with each other
by multi-hop networking. For localization purposes the WSN can provide distance measure-
ments between the network’s individual nodes. This process is called ranging. Distances are
measured between pairs of nodes by time-of-arrival, time-of-flight or phase-of-arrival ranging
techniques [Lan06; Ben07]. Based on a set of distances a position can be computed using
multilateration. Although this kind of localization allows for the estimation of 3D coordinates,
we restrict the WSN-based localization to two dimensions by mapping all 3D positions to
a common height on a plane parallel to the vehicle floor. Throughout this work we will
refer to this as the WSN coordinate frame. Fig. 1c shows a map of the vehicle in this plane,
including the sensor node positions, camera positions and some vehicle interior. We rely on
two cameras in typical locations inside the vehicle for improving the WSN position estimation.
In Fig. 1c the coordinates of the camera positions are denoted with C1 and C2, respectively.
They observe the same scene from different viewpoints, i.e any object in the field of view of
one camera is visible in the other camera’s image provided it is not occluded. Fig. 1a and 1b
show sample images of the cameras corresponding to the same point in time.
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(a)
(b) (c)
Figure 1: Sample camera images and WSN coordinate frame: (a) sample image taken from
cameraC1, (b) sample image of camera C2, (c) map of the vehicle including camera
positions (C1 and C2) and WSN anchor nodes (squares) in the WSN coordinate
frame.
2.2 Geometric Relation between Coordinate Systems
A point in the 3D world coordinate system can be mapped to a point in the camera coordinate
frame using perspective transformation:
pC = PpW = KR[I | − C]pW , (1)
where points pW are denoted as homogeneous world coordinates (xW , yW , zW , 1)T . The
resulting point in homogeneous camera coordinates can be written as pC = w(u, v, 1)T ,
accordingly. It relates to the point (u, v)T in image coordinates, thus w is referred to as a
scaling factor. The 3 × 4 projection matrix P can be decomposed into the 3 × 3 matrix of
internal camera parameters K and the parameters R and C that relate the camera orientation
and position w.r.t. the world coordinate frame. Here R is a 3 × 3 rotation matrix and C is
the camera center in 3D world coordinates (xC , yC , zC)T , i.e. the displacement of the world
coordinate frame’s origin w.r.t. the camera position.
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The operation that reverses the projection of Eq. (1) is called back-projection. A point
(u, v)T in a camera image relates to a ray through the camera center and the corresponding
point in world coordinates. This relation can be written as [Har04]:
pW (λ) = λP+pC + C, (2)
where P+ is the pseudo-inverse of the projection matrix P . Thus, a point in world coordinates
can be mapped to image coordinates and back using Equations (1) and (2). The position λ on
the ray is then given by the scaling factor w of the forward projection, but remains unknown
in the general case.
3 Data Fusion Approach
3.1 Combining 2D-Gaussians
In this paper we consider localization in the Cartesian plane given in Fig. 1c. Furthermore,
we model the positioning error of the different sensor types as two dimensional Gaussian
distributions in this plane. Fig. 2a shows an example of a 2D Gaussian. Its mean is the center
of an ellipse whose semi-major and semi-minor axes are the standard deviations σmaj and
σmin of a 2D Gaussian distribution. The angle θ of the semi-major axis defines the orientation
of this distribution w.r.t. the WSN coordinate frame. Stroupe et.al. introduced a method for
(a) (b)
Figure 2: Merging of 2D Gaussians:(a) Parameters of a 2D Gaussian distribution, (b) plot of
two 2D Gaussians (left,right) and the resulting combined Gaussian (middle)
merging multiple two dimensional Gaussian distributions using simple matrix operations in
[Str00]. Their approach requires the estimation of a covariance matrix QL of an observation
in the form of:
QL =
[
σ2maj 0
0 σ2min
]
. (3)
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Since the orientation of QL with respect to the WSN coordinate system is given by the angle
θ the covariance matrix can be transformed to this coordinate frame using
Q = RT2DQLR2D, (4)
where the planar rotation matrix is given by:
R2D =
[
cos(−θ) − sin(−θ)
sin(−θ) cos(−θ)
]
. (5)
The combination Q′ of two covariance matrices Q1 and Q2 can then be computed as follows:
Q′ = Q1 −Q1(Q1 +Q2)−1Q1. (6)
The corresponding combined mean X ′ is the sum of the mean X1 and the weighted residual
of the individual means X1 and X2 :
X ′ = X1 +Q1(Q1 +Q2)−1(X2 −X1). (7)
There are several ways to compute the angle θ′ of the principle axis from the combined
covariance matrix. An easy approach is to apply singular value decomposition, yielding σmaj
and σmin of the merged distribution as the eigenvalues of Q′. The direction of the semi-major
axis can then be computed from the corresponding eigenvectors. Fig. 2b shows the result of
merging two 2D Gaussian distributions using the approach described above. The variance
of the distribution function is smaller than the variances of the individual distributions as a
result of their combination.
3.2 Finding the Parameters of Gaussians
In our data fusion approach each source of information is assigned with a two-dimensional
Gaussian distribution that serves as an error model. This means that at each point in time
the parameters of different distributions have to be estimated in order to combine them
into one merged distribution using the method introduced in Section 3.1. In the case of
WSN localization the estimated mean is the position computed by evaluating the measured
distances. It can be shown that the measurement error is affected by the geometric properties
of the network at the estimated position coordinates [Nie97]. We account for this by including
the horizontal dilution of precision (HDOP) into the computation of the standard deviation
of the WSN estimate. Thus, the WSN estimation errors along the coordinate axes can be
written as:
σWSNx = σsH(1,1) (8)
σWSNy = σsH(2,2), (9)
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where σs is the assumed standard positioning error of the WSN andH is the matrix of position
dependent dilution factors. The details of DOP computation determining H can be found
in [Kap05]. Fig. 3a shows the resulting positional error estimate for different positions in a
vehicle with σs = 0.7m. The geometry of the anchor nodes causes a higher error in horizontal
direction of the WSN coordinate frame in this case. The effect increases with the distance to
a central position in the network. Thus, it seems beneficial to include sensors that provide a
good horizontal accuracy in the positioning process.
(a) (b) (c)
Figure 3: Sensor measurements in the WSN coordinate frame: (a) Estimated WSN position-
ing error using HDOP, (b) ray and error ellipse for an object detected in one camera
view, (c) intersection of rays for the same object detected in two camera views
As pointed out in Section 2.2, an object visible in a camera image relates to a line in the
WSN coordinate plane as there is not sufficient information from 2D image coordinates to
determine the depth of an object. Thus, in order to model a 2D Gaussian for this kind of
measurement we align its semi-major axis with the direction of the ray and assume σmaj 
σmin to account for the lack of depth information. Fig. 3b shows the resulting distribution.
Its mean is assumed to be approximately the middle of the camera’s detection zone in vertical
direction.
In case two or more cameras detect the same object from different angles, its position in the
WSN coordinate frame can be determined using the intersection of rays. The measurement
error here relates to a inaccurate direction of the ray connecting camera center and the
detected object. Thus, the error of this position measurement can be determined as a function
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of the angle of intersection. The angle between two vectors can be written as:
arccosϕ = a.b|a||b| , (10)
where a.b is the dot product of the vectors a and b, representing the direction of rays from
the two cameras to the object in the WSN coordinate frame (see Fig. 3c). The values σmaj
and σmin for the corresponding Gaussian distribution are then computed as:
σmaj = ξϕ (11)
σmin = ξ(2pi − ϕ), (12)
for ϕ > pi. The factor ξ scales the standard deviations to reasonable values while preserving
the ration of angles. Fig. 3c shows the error ellipse resulting from detecting the same object
in two camera views. It indicates a higher error in vertical direction of the WSN coordinate
frame due to the geometry of the intersecting rays.
4 Experimental Results
Our data fusion approach takes input from two different cameras showing the same scene
inside a public transport vehicle from different angles. In the test scene used for experiments
a person walks a random path in this vehicle with a mobile sensor node in his right hand.
A new position of the mobile node is computed approximately once per second based on
the 10 latest distance measurements to the anchor nodes. Camera images are only retrieved
when a new WSN-based position estimate is available. Measurements resulting from image
evaluation are based on a state-of-the-art people detection algorithm [Dal05]. The result of
a successful detection can be seen in Figures 4a, 5a and 5b. The red bar in these camera
images connects the current WSN position estimate at a height of 0.8m and its projection on
the vehicle’s floor for reference. Both points are computed from 3D world coordinates using
Eq. (1).
If no information is available from the cameras the final position estimate and its standard
deviation in the WSN coordinate system are solely driven by the characteristics of the distance-
based positioning method, thus the result does not differ from the examples given in Fig.
3a.
By contrast, Fig. 4 shows a scenario where a measurement from one camera is available.
Combining the two 2D Gaussians that arise from the different sensors leads to an improved
position estimate. Its mean is shifted towards the direction where the standard deviation
of the camera measurement is assumed to be small, i.e. perpendicular the ray’s direction.
Contrary, we modeled the position of the detected person on the ray as highly uncertain.
Thus, the component of the combined mean in this direction is mainly influenced by the
WSN measurement, which features a much smaller standard deviation in this direction.
Furthermore, the remaining uncertainty w.r.t. the WSN coordinate system is driven by a
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(a)
(b) (c)
Figure 4: Sample scene with successful detection in one camera image: (a), (b) camera
images with result of people detection (blue box) and WSN position (red bar), (c)
WSN position estimat (red), camera-based position estimate (blue) and combined
estimation (black) with corresponding error ellipses
mixture of the parameters σmaj , σmin and the angel θ of the individual distributions. This
leads to the reasonable result that the combined standard deviation constitutes an ellipse
that is aligned similar to the direction of the camera position estimate.
Fig. 5 showcases a scene where the person is detected in both camera images. Thus, a
camera-based position estimate by computing the intersection of rays is possible. As described
in Section 3.1, the lengths of the corresponding semi-major and semi-minor axes are a
function of the angle of intersection. As in the previous case, the combined position estimate
is a weighted mean of the two independent measurements. In both cases (i.e. measurements
from one or two cameras available) the standard deviation in the direction of the y-axis of
the WSN coordinate frame is reduced as a result of our data fusion method. This outcome is
of particular interest as it helps improving the WSN position in the spatial dimension where
an accurate and reliable position estimate is needed for advanced applications.
5 Conclusions and Future Work
In this paper we introduced a data fusion method for improving the localization of a per-
son. This goal is achieved by combining two cameras and localization based on distance
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(a)
(b) (c)
Figure 5: Sample scene with successful detection in both camera images: (a), (b) camera
images with result of people detection (blue box) and WSN position (red bar), (c)
WSN position estimate (red), intersection of camera rays and corresponding error
ellipse (black dotted), result of combined estimation (black)
measurements acquired by a WSN. We showed how to model the positioning error of the
individual sensors as 2D Gaussians in the WSN coordinate plane and how to accordingly com-
bine them to one merged 2D Gaussian. This approach yields an improved positional mean
and a better estimation of the standard deviation in many cases. Our algorithm summarizes
the information available at one point in time and thus does not involve computationally
intensive methods like continuous tracking of a mobile node. In the context of this work we
simplified the problem significantly by restricting it to the localizing of only one person. In
order to generalize our method to cope with a multitude of users the challenging problem
of data association has first to be solved. That is, persons detected in different camera views
and multiple mobile tags must be assigned to entities that represent the same passenger first.
Furthermore, future work comprises the introduction of an improved camera-based detection
algorithm that can also recognize partially occluded people.
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Johnson Criteria applied for Traffic Incident 
Detection Systems 
Johannes Traxler 
TB-Traxler 
Abstract 
John B. Johnson did describe the image- and frequency domain approaches to determine the 
ability of observers to perform visual tasks using video signal sources. He was the first one 
who did develop a guideline to develop video systems based on their recognition 
requirements. Based on the “Johnson Criteria” many predictive models for image processing 
sensor systems have been developed to predict the performance under different 
environmental and operational conditions. 
Nearly 60 years later this theoretical knowledge to design video based automatic incident 
detection systems (IDS) is not used in traffic surveillance applications. This caused 
disappointed customer because installations did not reach their expectations and a lot of 
efforts for all project partners. This paper reports a hypothesis of how to determine the 
target detection performance of traffic incident detection systems based on the “Johnson 
Criteria”. It also suggests and explains a way of how traffic surveillance systems could be 
designed and tested.  
Keywords: Jonson Criteria, ITS, Incident Detection Systems, Video Detection, Performance, 
Design, Testing 
1 Introduction 
Management of crossroad by traffic policeman may be seen as the earliest form of traffic 
surveillance. Television cameras and monitors have liberated us from the need to be up close 
to the monitored scene. Using CCTV-System operators are able to observe multiple remote 
scenes at the same time. This is one of the reasons why CCTV-System have spread fast 
through many areas of applications in industrial production, public and building safety and 
public and individual transport. 
Video surveillance in traffic applications is a well-known and standardized technology. 
Because the video signals were already there, in the past decade many sites were extended 
with video based automatic incident detection systems (IDS). These installations are used to 
immediately detect any safety critical event. All the advantages of the IDS against common 
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sensor technology caused very high expectations of the customers. They started thinking 
about decreasing the amount of operators in the control rooms and building full automatic 
traffic surveillance systems. The manufacturer supported this expectations but nobody did 
take care on the technological limitations.  
The result was on the one hand unfortunate users and on the other hand many different 
field studies. Second were not based on theoretical but on empirical results which did never 
reach the expectations of the customers about recognition rates (true positive) and false 
positive rates, where recognition means that the target object is detected and classified as 
that kind of object based on its dimension and shape.  This is the reason why this paper 
presents a brief survey of the methods and procedure, which may be utilized in future for the 
designing of IDS in traffic surveillance. 
2 General system consideration  
Traffic surveillance systems with integrated IDS are using state-of-the-art camera technology. 
The Camera signals are transmitted over fibre optics or copper cable as analogue or digital 
signals to a control room. Depending on the kind of signal different kind of electronic 
equipment is receiving the video signals, encode, stream, store and analyse it. The streamed 
video signals are received in remote control rooms where operators are monitoring them or 
if necessary are accessing the video storages to play back past sequences. 
In order to obtain usable semantic information in form of incidents, a processing chain of 
computer vision algorithms has to be applied. A sequence of digital images provided by the 
acquisition step is used as an input. Since video compression may negatively influence 
detection quality, algorithms operate commonly on raw digital images thus, placing detection 
close to image acquisition. When detection of different incidents is desired, a variety of 
techniques have to be applied for just one input camera. Three major categories of 
algorithms can be identified. The first group deals with events of a static nature such as lost 
goods obstructing driveways or monitoring break-down bays, while the second is in charge 
of dynamic behaviour, such as detecting wrong-way-drivers, traffic jams or stopping vehicles. 
The last group is a collection of highly specialized algorithms dealing with tasks like smoke 
recognition or the detection of persons.  
Apart from the detection itself, another task has been added to digital CCTV-systems 
through the introduction of computer vision. When an incident has been identified through 
detection the surveillance system should respond in an appropriate manner. Usually the 
desired reaction includes automated creation of a recording and informing a human operator 
or an external security system about the incident through an alarm output. Therefore, the 
application has to be equipped with facilities to transport and deliver and visualize the alarm 
information. Therefore SCADA, short for Supervisory Control And Data Acquisition, is used. 
In General traffic surveillance systems do have to fulfil the requirement to gapless observe 
the road section of interest. This means for automatic incident detection systems that the 
cameras have to overlap and in the border area objects (vehicle, pedestrian, …) have to be 
detected high reliable. These regions are the most difficult place to create high detection 
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rates (true positive) and low false alarm rates because all the limitations of resolution, lenses 
and signal-noise ratio have their biggest impact. But of course any kind of traffic incident 
detection system has to deal with this requirement. Therefore it is important to be aware of 
the consequences of increasing camera distances and focal length or image resolution for 
gapless incident detection systems. 
 
Figure 1: General Workflow for traffic surveillance systems. 
3 Johnson Criteria 
Like in each video driven application the quality of the systems depends very much on the 
resolution of the camera and the signal-noise-ratio (SNR) of the transmitted and received 
video signal. This general principal were researched by Johnson in the 1950´s because first 
applications mostly in military applications were growing up and the usability of such 
systems had to be analysed in theoretical manner [Joh58].  
He found out that independent of what kind of detection algorithm or visual analysis you 
want to apply on the image there are always five distinct levels of activity: 
1. No detection 
2. Detection 
3. Shape detection 
4. Shape recognition 
5. Detail recognition 
These are the five distinct degrees of freedom or states of video systems. Obviously these 
decision states depend on the characteristics of the target object, the properties of the 
cameras and the quality of the detection algorithm or the physiological responses of the 
human readout process. To determine the value of decision he was looking for an arithmetic 
transformation. The result of this transformation would be the probable value of the decision 
state of the complete system as a function of the various components. 
Therefore Johnson explained the dependency of contrast and brightness resolution with 
camera spatial resolution and scatter coefficient. Spatial resolution can be determined using 
a circular or rectangular object and measuring the response function of the camera according 
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to the diameter of the circular. The fact that as the image diameter 𝑑 decreases below the 
dimension of the point response diameter 𝑑𝑟 the peak amplitude of the output image 
function falls rapidly shows the loss of effective image resolution as a function of target 
distance or size.  
For the theoretical description Johnson suggested the parameters: 
𝐶𝑖 = 𝑖𝑛𝑝𝑢𝑡 𝑡𝑎𝑟𝑔𝑒𝑡 𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 
𝐶0 = 𝑜𝑢𝑡𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒 𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 
𝑅𝑆 = 𝑐𝑎𝑚𝑒𝑟𝑎 𝑠𝑝𝑎𝑡𝑖𝑎𝑙 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 
𝐵0 = 𝑜𝑢𝑡𝑝𝑢𝑡 𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 𝑏𝑟𝑖𝑔ℎ𝑡𝑛𝑒𝑠𝑠 
𝐵0
𝑇 = 𝑜𝑢𝑡𝑝𝑢𝑡 𝑡𝑎𝑟𝑔𝑒𝑡 𝑏𝑟𝑖𝑔ℎ𝑡𝑛𝑒𝑠𝑠 
𝐵𝑖 = 𝑖𝑛𝑝𝑢𝑡 𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 𝑏𝑟𝑖𝑔ℎ𝑡𝑛𝑒𝑠𝑠 
𝐵𝑖
𝑇 = 𝑖𝑛𝑝𝑢𝑡 𝑡𝑎𝑟𝑔𝑒𝑡 𝑏𝑟𝑖𝑔ℎ𝑡𝑛𝑒𝑠𝑠 
𝐵0
𝑁 = 𝑜𝑢𝑡𝑝𝑢𝑡 𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 𝑛𝑜𝑖𝑠𝑒 
𝐾 = 𝑐𝑎𝑚𝑒𝑟𝑎 𝑠𝑐𝑎𝑡𝑡𝑒𝑟 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 
 
He showed that the output image contrast 𝐶0 is given by the equation: 
𝐶0 =
𝑅𝑆(𝐵0
𝑇 − 𝐵0)
(𝐵0
𝑇 − 𝐵0)
𝐶𝑖
+ 𝐾(𝐵0 + 𝐵0
𝑇) + 𝐵0
𝑁
 
(1) 
while the output image brightness is given by: 
𝐵0 =
𝐵𝑖
𝑇𝑇𝐺
4𝐹2𝑀2
+ 𝐵0
𝑁 + 𝑅𝑆
𝐵𝑖
𝑇 − 𝐵𝑖
4𝐹2𝑀2
 (2) 
 Image analysis in space frequency domain 3.1
In space domain image analysis and evaluation is based on the output-input relationship 
indicated by 
𝐵0(𝑥
𝑖, 𝑦𝑖) = ∫ ∫ 𝐵(𝑥, 𝑦)𝑓(𝑥𝑖 − 𝑥, 𝑦𝑖 − 𝑦)𝑑𝑥𝑑𝑦
+𝑤/2
−𝑤/2
+ℎ/2
−ℎ/2
 (3) 
where 
ℎ = ℎ𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑚𝑎𝑔𝑒 
𝑤 = 𝑤𝑖𝑑𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑚𝑎𝑔𝑒 
𝐵0(𝑥
𝑖, 𝑦𝑖) = 𝑜𝑢𝑡𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
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𝐵(𝑥, 𝑦) = 𝑖𝑛𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
𝑓(𝑥𝑖 − 𝑥, 𝑦𝑖 − 𝑦) = 𝑠𝑦𝑠𝑡𝑒𝑚 𝑝𝑜𝑖𝑛𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
It is obvious that image evaluation based on image in the space domain is a tedious 
operation that must be repeated for each view of each target of interest. Johnson suggested 
that the space frequency response method considerably simplifies the situation.  
The equation for space frequency response is given by a Fourier-Transformation: 
𝐼(𝜔) = ∫ 𝐵0(𝑥) ⋅ 𝑒
−𝑖𝜔(𝑥)𝑑𝑥
+∞
−∞
 (4) 
𝐼(𝜔) is the output frequency spectrum while 𝐵0(𝑥) is the output image function. However 
the resulting output image spectrum is given by 
𝐼(𝜔) = 𝑂(𝜔) ⋅ 𝑓(𝜔) (5) 
where 
𝑂(𝜔) = 𝑖𝑛𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒 𝑠𝑝𝑒𝑐𝑡𝑟𝑢𝑚 
𝑓(𝜔) = 𝑠𝑦𝑠𝑡𝑒𝑚 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 
 Optical image transformation 3.2
Intuitively it would seem that there must be a dependency between the number of lines 
resolved at the target and the corresponding decision of detection, recognition or 
identification. Johnson found out that the resolution required for a particular decision 
activity was a constant for nine different target types. Because Johnson was working in 
military application he focused on tanks.  
For the different types of tanks he got the following results about how many pair lines 
(interlaced) are required for the different decision levels: 
Table 1: Johnson Criteria for different target types. 
Broadside View Detection Recognition Identification 
Truck 0.90 4.5 8.0 
M48 Tank 0.75 3.5 7.0 
Stalin Tank 0.75 3.3 6.0 
Centurion Tank 1.00 3.5 6.0 
Jeep 1.00 4.0 6.0 
Car 1.20 4.5 5.5 
Soldier 1.50 3.8 8.0 
These target transformation were found to be independent of the contrast of the scene 
and the signal to noise ratio as long as the contrast of the object was similar to the contrast of 
the background. These results indicated that targets with equivalent resolution patterns 
reach the same decision level with similar spatial frequency. Johnson concludes that the 
decision level activity in any imaging system is similar and it is only necessary to determine 
the angular characteristic as a function of a few parameters. 
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4 Traffic incident detection systems 
The Johnson Criteria showed that independent of the kind of imaging system the decision 
states can be determined according to the image and frequency representation of the target 
objects (see section 3). Johnson uses the resolving power of an imager as a metric of sensor 
“goodness” for target acquisition purposes [Joh58]. For a given target to scene contrast, 
resolving power is the highest spatial frequency passed by the sensor and display and visible 
to the observer [Lea03]. He multiplies the resolving power of the imager (in cycles per 
milliradian) by the target size (in milliradians) to get “cycles on target”.  
It is required to assume some principal settings for the cameras and the video system, so 
that following calculations can be done. First we assume that for all the following calculations 
the viewing angle of the camera is the half of the opening angle of the lens.  Second we do not 
take care about light situation and camera sensor dynamic characteristics. This would 
require additional analyses that were not done here. But it has to be clear that this 
characteristics influence the results too and for the system design they have to be considered. 
Additionally we assume that the camera is producing analogue video signal in PAL or NTSC 
standard. 
 How to apply Johnson criteria described on traffic incident detection 4.1
systems?  
In traffic applications video based incident detection systems do have some general 
conditions coming from the kind of objects and movement. Primarily vehicles are the target 
objects to be detected. Of course also pedestrian, animals and cargo are important but this 
kind of target objects may be analysed afterwards. So coming back to the vehicles they have 
the characteristic to move in a linear manner. In other words this kind of object are not able 
to change their moving direction within a short time period. Also they are not changing their 
shape during their movement through the observation zone.  
This both important conditions of vehicles are the basis for tracking algorithms in traffic 
incident detection systems. It is not possible to explain all the possible solutions here, but 
they are well known and can be read in the “Wissenpapier” [Vid13]. All of the different kind 
of algorithms does need to detect as a minimum the incident types: 
 Wrong way driver, 
 Slow vehicle, 
 Stopped vehicle, 
 Traffic jam. 
The event types wrong way driver, slow vehicle and traffic jam are not position sensitive. 
Objects that are driving in the wrong direction or slow do move during the observation 
phase. So they enter the detection zone of the specific camera and move through it. So 
independent of they are moving towards or from the camera there will be a situation where 
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the object is occupying so many lines of the image that compared with the Johnson Criteria 
the level of shape recognition will be reached. Of course it will be necessary to do so in more 
than one frame because it is necessary to determine the speed of the object, but this could be 
done in the part of the image where the representation object size is at the maximum. In 
other words this detections are not influenced by the Johnson Criteria very much. 
Stopped vehicle, pedestrian, animals and lost cargo are left. These kinds of objects are of 
course different and do have different characteristics.  All of them can appear on each 
position in the image or on the road and do not move. So different to the other incident types 
described above they have to be detected also at the border of the detection zones. This is the 
reason why following section are focusing on object sizes in worst case situations and do not 
take care on common situations. It is important for each incident detection system to fulfil 
the true positive rates not only in the near field of the camera but everywhere. 
 Resolution depth 4.2
Using the optical image transformation of Johnson (see 3.2) the image can be transformed 
onto the road layer. Each milliradiant of the camera image represents a specific length on the 
road. At the far field of the road one miliradiant is representing a longer distance as in the 
near field. That means that objects situated in the far field occupy less milliradians and as a 
consequence less image lines than in the near field, what is quiet obviously.  
But how to determine the resolution limits for such an imager system? Similar to Johnson 
the minimum cycles on target do define the maximum detection distance. Obviously there is 
a dependency of focal length, viewing angle, mounting position and line resolution of the 
camera and the cycles on the target. Johnson did determine the minimum lines on the target 
for military targets.  
So the results from Johnson given in Table 1 can be used for vehicles as follows: 
Table 2: Results for different target types 
Rear View Detection Recognition Identification 
Truck 0.90 4.5 8.0 
Car 1.20 4.5 5.5 
Pedestrian 1.50 3.8 8.0 
Cargo 1.70 4.3 6.5 
In Table 2 the minimum amount of lines, i.e. cycles on the target, is shown. Each line is in 
real represented by two lines in the full frame. But because of the blur effect usual only half 
size of the image is used for automatic incident detection. These values are the physical limits 
where a human is able to reach the different level of activity.  
To get an idea of how objects do look like under this conditions the Fig. 2 – 4 show a car 
with the resolution for detection, recognition and identification with different line 
representations. 
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 Figure 2: Car image representation at level of activity “Detection” with 2 lines. 
 
 
Figure 3: Car image representation at level of activity “Shape detection” with 6 lines. 
 
 
Figure 4: Car image representation at level of activity “Shape recognition” with 12 lines. 
With level of activity „Detection“ it is for detection algorithm impossible to differentiate 
between a noise in the image or an object. Even the level of „Shape detection“ with a 
resolution of 6 lines (see Fig. 2) makes the detection algorithm unreliable. So for a real 
reliable and object type sensitive incident detection level of „Shape recognition“ with more 
than 12 lines is required. 
This means in the manner Johnson described his optical image transformation (see 3.2), 
that in the worst distance from the camera the detection algorithm requires this resolution. 
So if a gapless incident detection system is required it is necessary to reach this line 
resolution of at minimum 12 lines at each place on the observed road. Based on that 
information the following equation gives minimum angle dependent of the used focal length 
and camera chip dimension, assuming an ideal lens: 
𝛼𝑚𝑖𝑛 = 2 ⋅ 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑚𝑙𝑖𝑛𝑒𝑠 ∙
𝑑𝑐
2
𝑎𝑟 ⋅ 2 ⋅ 𝑟𝑐 ⋅ 𝑓𝑙
)  (6) 
where 
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𝑎𝑟 = 𝑎𝑠𝑝𝑒𝑐𝑡 𝑟𝑎𝑡𝑖𝑜 (𝑐𝑜𝑚𝑚𝑜𝑛 4: 3 𝑜𝑟 16: 9, ℎ𝑒𝑟𝑒 4: 3 𝑖𝑠 𝑢𝑠𝑒𝑑) 
𝑑𝑐 = 𝑐𝑎𝑚𝑒𝑟𝑎 𝑐ℎ𝑖𝑝 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 
𝑟𝑐 = 𝑐𝑎𝑚𝑒𝑟𝑎 𝑐ℎ𝑖𝑝 𝑙𝑖𝑛𝑒 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 
𝑓𝑙 = 𝑓𝑜𝑐𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ 
Using a standard analogue camera with PAL resolution a chip diagonal of ½” and a focal 
length of 18 mm equation 6 gives 𝛼𝑚𝑖𝑛 = 22 𝑚𝑟𝑎𝑑. Based on that result and the equation  
 𝐿 ≐
𝑂ℎ
tan (
𝛼𝑚𝑖𝑛
2
)
 (7) 
where  
𝐿 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒,  
𝑂ℎ = 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 ℎ𝑒𝑖𝑔ℎ𝑡,  
it is possible to calculate the maximum distance for the object to be detected in a reliable 
manner. If we assume the average height of a car with 1.4 m the maximum distance to detect 
the object using automatic algorithm is 127.3 m. Of course this is the theoretical maximum 
distance where a car can be detected if the signal-noise ratio is low and the contrast of the 
image is perfect. In Fig. 4 an example of a usual car in a distance of 127m is shown. Of course 
it is for a human easy to recognize that there is a car but for a mathematical algorithm it is on 
the theoretical limit.  
The conclusion of the results given above is, that the design of the video based incident 
detection system has to be done based on the required target object line representation in 
the video images. All system design efforts have to lean on this core requirement.  
 
 
Figure 5: Car image in a distance of 127m. 
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 Influence of focal Length 4.3
The quality of Video based Traffic incident detection systems can be described by two 
criteria. The sensitivity or true positive rate and the specifity or false negative rate. Both 
values depend of course very much on the object representation inside the image or in the 
words of Johnson the amount of lines that are captured by the object. Because object area 
inside the image is decreasing with increasing distance from the camera the worst-case 
situation that must be dealt with is at the end of the detection zone when the object is 
already entering the detection zone of the next camera.  
Because nowadays still most of the traffic incident detection systems are using analogue 
video cameras the maximum detection depth for cars is 127,3m with a focal length of 18mm 
(see 4.2). This is the theoretical maximum distance if the signal noise ration is perfect (above 
60 dB) and the contrasts are well. How is it possible to use these results for the designing of 
video based incident detection systems? 
On the one hand it is obviously that the maximum working depth of the incident detection 
system influences the amount of camera in the way that for straight roads the length of the 
road divided by the maximum depth 
𝑁𝑐𝑎𝑚 =
𝐿𝑅
L
 (7) 
where  
𝐿𝑅 = 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑜𝑎𝑑 𝑡𝑜 𝑏𝑒 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑  
It is natural that if you want to detect other kind of objects like pedestrian or cargo with 
other object height 𝑂ℎ (see eq. 7) decrease L what leads to a higher amount of cameras, if 
resolution or focal length can not be increased. 
Focal length is not a one-way solution because you do improve the detection depth but 
you also increase the distance where the image shows the complete road. This is the first 
position objects can be detected from the following camera.  
 
 
 
Figure 6: Focal length influence for the field of view. 
In Fig. 6 the detection shift is shown between a 18mm and a 25 mm lens. Obviously 
occlusion is getting worth if the viewing angle because of the focal length is getting flat. Also 
the measurement of the moving speed of vehicles determined by the pixel movement of the 
object is less accurate if the viewing angle is lower. Not only the theoretical resolution 
limitations but also occlusion, moving speed measurement and deviated values are 
127,3m 
fl=25 mm 
fl=18 mm 
detection shift 
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influenced by the focal length and viewing angle. It is important to recognize all these 
influences when designing an automatic incident detection system. 
 Speed measurement for stopped and slow objects 4.4
The moving speed is especially important for the incident type stopped and slow vehicle. At 
the end of the detection zones the objects are smallest, i.e. the measurement of the 
movement is not accurate. This is influenced by the viewing angle of the camera the 
dispersion 𝛿𝑣  for the velocity is: 
𝛿𝑣 =
h ∙ tan (arctan (
𝐿
ℎ) + 2 ⋅ arctan (
𝑑𝑐 ∙ 𝑎𝑟
−1
2 ⋅ 𝑓𝑙 ⋅ 𝑆𝐿
)) − 𝐿
𝑡𝑓𝑝𝑠
 (7) 
where 
𝑎𝑟 = 𝑎𝑠𝑝𝑒𝑐𝑡 𝑟𝑎𝑡𝑖𝑜 (𝑐𝑜𝑚𝑚𝑜𝑛 4: 3 𝑜𝑟 16: 9, ℎ𝑒𝑟𝑒 4: 3 𝑖𝑠 𝑢𝑠𝑒𝑑) 
𝐿 = 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒  
ℎ = 𝑚𝑜𝑢𝑛𝑡𝑖𝑛𝑔 ℎ𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑎𝑚𝑒𝑟𝑎 
𝑆𝐿 = 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑙𝑖𝑛𝑒𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑎𝑚𝑒𝑟𝑎 𝑖𝑚𝑎𝑔𝑒 𝑠𝑒𝑛𝑠𝑜𝑟 (𝑓. 𝑒. 288 𝑜𝑟 640) 
𝑓𝑙 = 𝑓𝑜𝑐𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑙𝑒𝑛𝑠𝑒𝑠 
𝑡𝑓𝑝𝑠 = 𝑡𝑖𝑚𝑒𝑝𝑒𝑟𝑖𝑜𝑑 𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑡𝑜 𝑡ℎ𝑒 𝑓𝑟𝑎𝑚𝑒𝑠 𝑝𝑒𝑟 𝑠𝑒𝑐𝑜𝑛𝑑 
𝑑𝑐 = 𝑐𝑎𝑚𝑒𝑟𝑎 𝑠𝑒𝑛𝑠𝑜𝑟 𝑐ℎ𝑖𝑝 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 
For example for a mounting height of ℎ = 4.5m with a focal length of 𝑓𝑙 = 18 mm, 𝑆𝐿=288 
(non interlaced lines) and at a Distance of 127.3 m the dispersion of the speed is 
𝛿𝑣 =  45,89 𝑘𝑚/ℎ. This appears to be quiet high but if you imagine that one image line is 
representing 6.6 m and using  𝑡𝑓𝑝𝑠 = 40 𝑚𝑠𝑒𝑐 it results in such a huge dispersion if the object 
tracking only fails for one line caused by noise.   
Table 3: Results for different target types for speed measurement. 
Rear View Recognition Incident Detection 
Truck 14.5 16.3 
Car 12.0 14.0 
Pedestrian 8.0 8.0 
Cargo 9.0 12.0 
5 Performance requirements 
Considering the physical limitation described in section 4.1 – 4.4 about resolution depth, 
focal length and speed measurement the results based on the Johnson Criteria in Table 2 
have to be reworked. The limitation of the speed measurement, described in section 4.4, 
obviously the detection depth based on the object resolution can not be reached for the 
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incident types stopped vehicle, slow vehicle, pedestrian or lost cargo. The results for 
common traffic incident detection systems then are: 
Please consider that all these values have been calculated for a straight road. Special road 
features like curves influences the detection depth.  In any case the minimum amount of lines 
described in Table 3 is valid but perspective distortion may have bad impact. So these kinds 
of environmental conditions require specific effort to get an optimum system design and 
cannot be described general.  
6 Concluding remarks 
Using the Johnson Criteria it has been presented that the resolution performance of the video 
camera system is essential for planning and designing of video based traffic incident 
detection systems. The minimum amount of lines representing an object type gives the 
design according to distance and mounting position. It was shown that in addition to the 
Johnson Criteria motion determination based on object tracking results is limited. This 
causes an additional limitation of detection depth for special kind of detection types like 
stopped vehicle or slow vehicle. Of course all these methods are approximations that require 
refinement for the conditions of the special site.  
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Vehicle Tracking using 3D Particle Filter in
Tunnel Surveillance and Incident Detection
Adrian Fazekas, Michael Bommes, Markus Oeser
RWTH Aachen University
Abstract
Traffic surveillance aims at detecting incidents and accidents to provide prompt and appro-
priate reaction. Tunnels deserve special safety concerns, since accidents in tunnels occur
less often than outwards, but include a highly increased risk potential. Automatized video
surveillance is preferable, since humans suffer from operator fatigue on long term surveil-
lance tasks. Tracking can be used to understand individual traffic participant’s behaviour,
allowing the extraction of stable properties such as vehicle velocity and trajectory in order
to forecast incidents. The research presented in this paper shows how particle filtering can
be used to enable vehicle tracking in traffic surveillance tasks. The presented method is
qualitatively evaluated for a recorded real tunnel traffic data use case, while quantitative
run-time performance analysis shows real-time capability on standard hardware.
Keywords: tracking, video surveillance, tunnel, particle filter, condensation, camera calibra-
tion, cpu, real-time, coarse 3D models
1 Introduction
In the past years, intelligent transportation systems (ITS) have been an area of active research
as the continuous increase of on-road traffic not only leads to an inefficient usage and degra-
dation of present infrastructure but also induces additional risk of accidents. Incidents in
tunnels require thorough considerations due to the limited space and hazardous environment
in case of fires. This leads to the necessity of developing automated tunnel surveillance sys-
tems which help tunnel operators to instantly detect incidents and react accordingly. Different
sensor technologies can improve traffic surveillance and deliver necessary data for roadside
traffic and incident management. Notably, inductive loops are widely used and reach high
measurement accuracies but also suffer some considerable drawbacks. On one hand, ground
loop detectors are inconvenient and costly to install and to maintain as implementation re-
quires excavation of road surface. On the other hand, as they are spot monitoring sensors
they can only deliver a limited amount of data such as vehicle count and speed. Incident
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detection methods are based on this few traffic parameters and this technology often has
long detection delay times [Lan12]. In contrast, video sensor technology is cheap and easy
to install and to maintain. Furthermore a video-based traffic monitoring which constitutes
an area monitoring system is able to directly detect various incidents rather then indirectly
conclude from other measured traffic parameters. Video based detection has come more and
more into focus of research while the performance of computers has risen to a level where
sophisticated image processing algorithms can be used in real-time traffic monitoring systems
[Kim13].
Although some research has been done on the topic of automated traffic monitoring, at
present many deployed systems have algorithmic limitations due to the necessity of real-
time application. Some of the work surveyed in [Buc11] was based on detection techniques
through background modelling which tend to suffer in accuracy from shadows, change of
direction and size in perspective and occlusion. To overcome these difficulties authors have
proposed algorithms including 3D modelling of vehicles combined with perspective calibra-
tion of the camera, a technique introduced in [Kol93]. In [Buc10] a method was proposed,
which combined background estimation with the 3D model comparison, for initial detection
and classification of road users. Another approach to vehicle classification was presented in
[Hod12] where initial detection was realised through a general object detector [Fel10] whilst
for classification and pose detection edge based methods were used.
A robust and prompt incident detection requires stable tracking method of road users.
Approaches using tracking-by-detection tend to have low accuracy due to shortcomings at
the detection step in image areas where the size of the perspective projection of the tracked
object lessens. In [Haa99] a Kalman Filter method is used for tracking, which is able to
deliver prognosis on the movement of objects. Similar technique with enhanced flexibility on
the prediction was employed in [Zha10] by using particle filters. State of the art detection
systems combine edge based detectors with additional feature extraction methods, include
3D modelling of the scene and vehicles whilst tracking by prediction.
In this work we present the use of particle filters with three-dimensional state vectors.
Camera calibration represents the basis of the tracking technique, thus we will give a short
description of the this method in section 2.1. We will continue on to describe general
probabilistic tracking techniques in section 2.2 and the theory behind discrete representation
of distributions in section 2.3. In section 2.4 the state spaces used will be presented while
section 2.5 will introduce particle filtering as a specialisation of Bayesian filters. The following
subsection will introduce the similarity measure used in the correction step, after which
implementation details of a specific application will be presented in section 2.7. Section 3
contains a summary of the result and a discussion including ideas for future work will finalize
the paper.
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2 Methods
2.1 3D calibration
The calibration of the scene is done by using image features on the road surface like edges of
markings. These feature points have a known relative position either through the expectation
of normed road marking lengths and lane widths, or through exact measurement of strong
edge points in the scene. By the knowledge of enough points on the road surface and their
projected pixel coordinate in the image a fast calibration can be performed using [Zha00].
This gives the possibility to project each scene point to the image plane. Underlying trans-
formation for the calibration is homography which translates two dimensional points from
one plane to the other and vice-versa. In this case we make the assumption that the road
is plane and constitutes one of the two planes of the homography-transformation, the other
being the image plane. This gives us the possibility to make an inverse projection of points in
the image plane to the road surface, which is needed in the initialization phase of our work.
2.2 Bayesian tracking
In vehicle tracking tasks, we are interested in extracting object motion information from a
sequence of frames to infer information about driver behaviour or traffic incidents.
Simple tracking methods include tracking by detection and tracking using matching [For12].
In tracking by detection, object candidates are detected in each frame by an appropriate
detector and linked to previous frames’ objects by examining spatial relations. In tracking
using matching tracked objects’ candidates will be searched in a region of prediction and
compared to the original object, until a convenient candidate is found. Bayesian tracking
instead is an approach considering likelihoods over the whole time sequence, enabling more
plausible results with less dead ends.
In Bayesian tracking the hidden state xk ∈ Rd represents position and other relevant prop-
erties of the tracked object described by random variable Xk, regarding the k-th frame of
a video stream. The measurement/observation yk ∈ Rc is the observable state described by
random variable Yk. Random variable histories we will abbreviate as Ri:j = [Ri, Ri+1, . . . , Rj ]
of random variables R. In Bayesian tracking the aim is to estimate the posterior probability
p(Xk|Y0:k) which is the distribution of object states at frame number k given the complete
history of measurements. Given the assumptions, that the current measurement/observation
is independent from previous measures and states (1) and that a new real state is only
influenced by the last real state (2) (first-order Markov chain model). The posterior proba-
bility distribution can be rewritten as shown in (3) using these assumptions, Bayes rule and
marginalization, while the constant κ =
∫
P (Yk|Xk) · P (Xk|Yk−1) dXk is used for normaliza-
tion to receive a distribution.
P (Yk|Xk, Y0:k−1) = P (Yk, Xk) (1)
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P (Xk|Xk−1, Y0:k−1) = P (Xk|Xk−1) (2)
P (Xk|Y0:k) = P (Yk|Xk) ·
∫
P (Xk|Xk−1) · P (Xk−1|Y0:k−1) dXk−1 (3)
The integral holds the posterior probability P (Xk−1|Y0:k−1) of the previous frame and the
probability of the new state knowing the old state P (Xk|Xk−1), which will be evaluated by a
model describing the object movement/dynamics (sometimes called the temporal prior). The
observation likelihood P (Yk|Xk) can be computed by knowledge about the object appearance
in the video frame for a given stateXk. Depending on the previous states posterior probability
distribution, this clearly is a recursive computation of posterior probabilities.
To extract the most likely object state, the posterior probability density function finally has
to be evaluated by an appropriate method.
2.3 Weighted sample representations of distributions
Often posterior probability is a multi-modal distribution, which makes it hard to be rep-
resented and evaluated. One way of representation is to use weighted samples as a non-
parametric approximation. In principle, any probability distribution P (U) can be represented
by a discrete set of N weighted samples [For12] M = {x(i), w(i)} with |M | = N which
approximates the distribution. This is, the distribution is sampled in regular or irregular
intervals. The weights are computed relative to their function value and the probability in
which the corresponding sample was chosen. Hence for regular intervals weights are chosen
proportional to the function values. Irregular intervals aim to represent high density function
values with more samples, since these values contribute more to applications on distributions
like computation of expectation values. On the other hand, regions represented by fewer
samples need their weights to be increased to approximate the real distribution. So samples
m(i) = {x(i), w(i)} consist of states x(i) drawn by distribution S(X) (with density function
s(x)) and their corresponding weights w(i) = f(x
(i))
s(x(i)) for density function f(X) of represented
distribution.
To approximate the original distribution, a Gaussian mixture component can be con-
structed for each sample {x(i), w(i)}, building a mixture distribution p˜(v) which can be evalu-
ated at each value v as shown in (4).
p˜(v) =
∑
w(i)Nx(i),σ2(v) (4)
However the samples are mostly used directly to evaluate the integral by Monte Carlo
sampling methods.
2.4 State space and temporal dynamics
In visual tracking applications, the state includes some representation of the object posi-
tion within the image, together with all relative or interesting information. General state
space models include the 2D image position of an object and some scale information (uni-
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variate scale factor or perspective deformation), possibly enhanced by some velocity and/or
acceleration information for importance sampling.
In specialised applications, state space can be adjusted according to the understanding of
the object behaviour and properties in the real world.
We have chosen a state consisting of a 2D object position on the street embedded in
3D space, assuming that the street is planar, and a 2D velocity component, describing the
position change per time on the street. We assume vehicle i to be a rigid object of constant
size (length, width, height). In addition we assume it to be aligned basically along the street,
so no rotations are used to describe the alignment more precisely. This way, a state xt,i of
vehicle i at time t is described by its embedded position p3D = (px, py, 0) and its velocity
(vx, vy), with relevant information combined as in equation (5).
xt,i = (px,t,i, py,t,i, vx,t,i, vy,t,i) (5)
To evaluate the visual information corresponding to that state, a 3D vehicle extent is com-
puted from the embedded 3D position and the constant vehicle size information. This repre-
sentation is projected to the camera image plane, where its extent defines the image region
corresponding to the vehicle state. On the other side, given an image pixel, the corresponding
Figure 1: Vehicle states – This image shows a typical tunnel camera view. The red projections
of 3D boxes mark some sample vehicle position states: Five passenger cars of equal
size and a large goods vehicle. Comparison to the image of a real car shows the
similarity to the state sizes.
point on the 3D street plane can be determined with help of the camera the calibration, so
it is possible to convert an object state to the corresponding image region and vice-versa. In
figure 1 example state projections are shown for two different vehicle sizes.
Since we describe the objects in scene space, the temporal dynamics describes object
motion in scene domain. Object motion is evaluated by a first-order autoregressive model
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where velocity is modified by a random acceleration, while the new position is determined
by the sum of old position and velocity.
xt+1,i = (px,t+1,i, py,t+1,i, vx,t+1,i, vy,t+1,i) (6)
vx,t+1,i := vx,t,i +N (0, σ2x) (7)
vy,t+1,i := vy,t,i +N (0, σ2y) (8)
px,t+1,i := px,t,i + vx,t+1,i (9)
py,t+1,i := py,t,i + vy,t+1,i (10)
In scene domain temporal dynamics for special object classes it might be possible to use
background knowledge to limit the random acceleration to known constraints1. In addition,
scene domain states allows us to extract object dynamics from measured object positions.
2.5 Particle filter
Particle filtering is an implementation of recursive Bayesian filter by Monte-Carlo simulations,
which is a Sequential Monte Carlo method. In particle filtering, the demanded posterior
probability (3) is represented by a set of samples and weights which are called particles. To
compute the posterior probability distribution of the next time step, particles are propagated
according to a temporal dynamics model approximating the possible objection motion to get
a prior. The outcome is modified by the likelihood of the measured image displaying the
object with particles’ new states, which again is a sampled distribution considered weight
adjustement.
In Bayesian tracking context, it has been shown that application of temporal dynamics to
each samples’ state and adjustment of each samples’ weight according to the likelihood of
the prior results in the correct posterior probability distribution represented by those new
samples [For12, pp. 385-391].
In detail the following steps have to be performed to track vehicle number i first appearing
in time t:
Initialization: Samples have to be drawn to represent the first state distribution of the object.
A set of samples M = {(xkt,i, wkt,i)} has to be randomly selected to represent P (Xt,i) for
k ∈ {0, . . . , N − 1}, where the weights are chosen as described in 2.3.
Prediction: In the prediction step P (Xi|Y0:i−1) is represented by applying temporal dynam-
ics to samples of P (Xi−1|Y0:i−1). To represent the prior for time step t+ 1, all particles
are moved according to the temporal dynamics model as shown in 2.4 while the weights
are adopted unaffectedly.
Correction: Represent the posterior probability P (Xi|Y0:i) using prior and likelihood. To
1 i.e. the fastest street legal vehicles’ acceleration at present is approximately 12.1m/s2.
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compute the posterior probability, the likelihood of the object being at a concrete posi-
tion is computed for each particle position. Multiplying the weight of a prior with the
likelihood results in a sample for the posterior probability distribution representation.
Resampling: Represent the same posterior probability by a different set of samples to reduce
variance of weights. Therefore the wanted number of samples is drawn according to
the distribution built by the weights.
In detail these steps are explained in the literature [For12, pp. 385-391]. The number of
particles that have to be used to expect good results depends on the dimensionality of the
state space, the accuracy of the motion model and the expected number of peaks of the
likelihood.
The assumed object state in time step t + 1 can now be approximated as the expected
value of the sampled posteriorEposterior = 1N
∑N−1
i=0 wt+1,i ·xt+1,i or the maximum a posteriori
approximated by the maximum weighted particle Emap = max
wi
(xt+1,i)
2.6 Similarity measure
In Bayesian tracking (and therefore particle filtering), the likelihood P (Yk|Xk) has to be
evaluated, which is the likelihood of the measured data to represent a vehicle in state Xk.
From the image region corresponding to that state, a similarity to the tracked object has
to be computed if a high similarity indicates a high likelihood. In literature, comparison of
color histograms are often used to measure similarity because of its invariance to some object
transformations and its relationship to probability distributions. We use sum-of-absolute-
differences (SAD) of image intensities as shown in (11) given two grayscale image regions
A,B ∈ {0, . . . , 255}w×h of equal size.
SAD(A,B) =
w−1∑
j=0
h−1∑
i=0
|Ai,j −Bi,j | (11)
To estimate the likelihood from a given sum-of-absolute-differences, it is useful to know
that finding the corresponding image area with minimal SAD is equivalent to a maximum
likelihood estimator (ML estimator) with the assumption that remaining differences follow
independent Laplacian distributions [Pat07].
The density function f(x, µ, σ) of the Laplacian distribution with mean µ and variance 2σ2
f(x, µ, σ) = 12σe
− |x−µ|
σ (12)
is used as the likelihood of two image regions A,B representing the same object for µ = 0,
x = SAD(A,B) and a fixed σ. Patras et al. choose σ depending on the variance of image
region pixels intensity [Pat07].
The model is chosen as the initial visual representation of the tracked object in the image,
either chosen manually by a user or extracted by an object detector.
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Figure 2: Particle seeding – The images show particle seeding of the current frames, active
particle state positions are displayed in white, the maximum likelihood particle
is shown in black. on the left, the large goods vehicle is initialized, leading to a
bigger number of particles and an increased standard deviation while the image
on the right shows the situation 3 frames (≈ 120ms) later with a low variance set
of particles.
2.7 Implementation details
Vehicles expected starting velocities are initialized to vx,start = 90km/h. The number of
particles is fixed to 30 per tracked vehicle, but to find an initialization, 90 particles are seeded
with a standard deviation equalling the start velocity, such that about 70% of the particles
will be seeded with guessed velocities within [0, . . . , 180]km/h, regarding very most of all
vehicles. Impressions of particle seeding for initialization and basic iterations are shown in
figure 2. Real-time performance is critical for surveillance tasks to achieve fastest response
times. Since the complexity of the method grows linearly in the number of particles and
the number of particles is fixed per vehicle, we are interested in the time needed to perform
one tracking iteration of a single vehicle. We have implemented the particle filter using task
parallelism on CPU, allowing to perform tracking for different vehicles in parallel. We resize
the image regions used in SAD similarity measure to achieve a constant SAD processing time
and to compare equal sized regions unaffected by the difference of projective foreshortening.
The similarity is computed on grayscale images, since we noticed a strong color noise in our
image data. At any time t the assumed object state can be evaluated as being the maximum
a posteriori of the sampled posterior distribution. We have chosen to resample the particles
in each iteration.
3 Results
For evaluation we had access to a 8:19 minutes real world tunnel surveillance video sequence
consisting of 12489 single images recorded with a frame rate of 25Hz. This sequence contains
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250 vehicles leading to a moderate traffic volume. Evaluating the video sequence using a
preliminary detection module, 240 vehicles could be detected, but 5 of them were detected
inaccurately resulting in initial states covering less than 50% of the vehicle visible in the
image. Considering the other 235 vehicles correct tracking of 97.44% was achieved, where a
vehicle is tracked correctly if more than 50% of the vehicle image is covered by the projected
state in every time step until a maximum distance to the camera is reached. The maximum
distance was chosen empirically, at a point where the perspective foreshortening becomes
too big, resulting in tracking a vehicle for about 85 meters. Our implementation was tested
on an Quad-Core Intel(R) Core(TM) i7 CPU 920 @ 2.67GHz using OpenMP task parallelism
over vehicle representations. Since the number of vehicle and hence the number of particles
varies over the sequence, the mean value of a single vehicle tracked was computed over all
images where at least one vehicle occurs, leading to an average computation time of 2.02 ms
tracking time per frame. The standard deviation of 1.12 ms appears to the costly initialization
phase and the influence of interpolating image regions of larger vehicles during scaling.
Discussion and future work
While high tracking success rate is achieved, our method seems to be real-time capable for
a fair amount of concurrently tracked vehicles. To increase the tracking performance, the
used likelihood estimation might not be distinguishable enough, especially regarding low
structured vehicles like some large good vehicles. In future work we would like to combine
different similarity measures to build a more sophisticated likelihood estimation.
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Abstract 
In this paper we propose a modelling framework and an associated algorithm for the 
positioning of vehicles by means of a low-cost 802.15.4 wireless sensor network (WSN). The 
performances of the proposed approach are simulated with respect to different positioning 
algorithms and different steps and schemes for sensor distribution. The role of signal 
strength noise is also made explicit. Several simulations are run and the obtained results are 
shown and discussed. 
Keywords: ITS, ADAS, Positioning, Wireless Sensor Networks, IEEE 802.15.4 
1 Introduction 
This work aims to estimate the suitability of dynamic positioning of vehicles by exploiting a 
road-side low-cost Wireless Sensor Network (WSN). Positioning enables Intelligent 
Transportation Systems (ITS) applications, as navigation services (ATIS – Advanced Traveller 
Assistance Systems) or Advanced Driving Assistance Systems (ADAS). Positioning can be 
obtained by two main techniques [Aon98], using absolute sensors such as GPS (Global 
Positioning Systems), and dead-reckoning ones (gyroscopes, accelerometers, etc.). In dead-
reckoning the positioning error grows over time as a result of successive small uncertainties 
due to the integral error. GPSs work well with no overhead obstructions, in absence of 
multipath propagation phenomena, a sufficient number of satellites in the line of sight and a 
favourable Geometrical Dilution Of the Precision (GDOP); measures are quite accurate in 
many conditions and stable in the long term; in these conditions (and not relying on 
differential correction) the error of GPS is claimed to be in the magnitude of 10 metres 
[Abb99]. Otherwise, the GPS measurements can be lost (e.g.: tunnels) or dramatically 
inaccurate (e.g. canyons). 
In this paper we analyse a third positioning technique via a low-cost 802.15.4 WSN based 
on a ZigBee specification. WSNs are widely used in many applications ([Yic08]). There is a 
large literature both for 2D and 3D positioning, mainly for indoor environments where GPS is 
problematic or impossible. Positioning from a WSN can be inferred from the Time of Arrival 
223
(ToA) of the transmission, the Time Difference of Arrival (TdoA) or the Received Signal 
Strength Indicator (RSSI). In this paper we adopt the RSSI technique in an outdoor 
environment. We focus on positioning accuracies that can be obtained depending on different 
distribution schemes of the sensors and different positioning algorithms. The approach of 
this work is numerical, in the sense that a WSN is supposed to be in place (with different 
possible configurations) and experimental simulations are carried out. 
2 The positioning model and the proposed algorithms 
The WSN adopt the 802.15.4 standard with the ZigBee specification. In particular, without 
loss of generality, we refer to the CC2530 chipset by Texas Instruments. The nodes are placed 
road-side with a known pattern; given their role in positioning, they are called anchor nodes 
and are uniquely identified by a known MAC (Media Access Control) Address and an 
associated known position. A vehicle cruises in such an environment; it is equipped with a 
receiving beacon and knows MAC addresses and positions of anchor-nodes. Only the polling 
mechanism between nodes is exploited, and it is not required that a communication is 
actually established. Indeed an estimate of the distance can be made just using the RSSI, on 
the base of an equation given by Texas Instruments and adopted in several experiments and 
analyses (e.g.: [Zha09] and [Qia12]), : 
𝑅𝑆𝑆𝐼 = 𝑔(𝑑) = −(10𝑛𝑙𝑜𝑔10𝑑 − 𝐴) (1.a) 
𝑑 = 𝛾(𝑅𝑆𝑆𝐼) =  10(
𝐴−𝑅𝑆𝑆𝐼
10  𝑛 ) 
(1.b) 
where n is a propagation constant, d is the transmission distance in metres, A is the received 
strength when the transmission distance is 1 metre, g(·) is the function of RSSI with respect 
to distance, γ(·) is the inverse function. Equation (1.a) is graphically shown in Figure 1. 
Parameters in equation (1.a) are empirically estimated; moreover, many biases disturb the 
signal, including multipath phenomena. Thus the measured RSSI and the related estimated 
distance are random variables: 
𝑅𝑆𝑆𝐼𝑀  = 𝑅𝑆𝑆𝐼 + 𝜀  ⇒ 𝑑𝑀 = 𝑑 + 𝜂 (2) 
where E[ε] = 0, E[RSSIM] = RSSI, Var[RSSIM] = Var[ε] = σ2ε and Var[dM] = Var[η] = σ2η. Note also 
that, given the standard deviation of ε, that of η can be approximated as:  
𝜎𝜂 ≅ 𝜎𝜖 ∙ [
𝑑𝛾(∙)
𝑑 𝑅𝑆𝑆𝐼
]
𝐸[𝑅𝑆𝑆𝐼𝑀]
= 𝜎𝜖 [10
(
𝐴−𝑅𝑆𝑆𝐼
10 𝑛 ) ∙ 𝑙𝑛(10)] (3) 
Here we will assume that ε is normally distributed with zero mean and known (fixed and 
independent on distance) standard deviation σε. This means that, according to equation (3), 
the standard deviation ση depends on the signal strength measured on average at the 
considered position, as shown by Figure 2 below. Note that ση rapidly grows toward extreme 
values as the signal strength decreases. 
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Figure 1: RSSI as a function of the transmission distance (ideal case) 
 
Figure 2: standard deviation of the estimated distance as a function of the measured signal, 
for different variances of signal strength dispersion. 
Several algorithms can be used for positioning based on anchor nodes. Obviously, due to 
equation (2), a random error is introduced when the measured RSSIm is adopted in equation 
(1.b). As a result, error-minimising algorithms are required. Among the existing algorithms, 
MinMax and Maximum Likelihood are considered here. The MinMax algorithm is as 
introduced in [Sri02], and is a heuristic approach. The main idea is to construct a bounding 
box for each detected anchor node where the anchor node is the centre of the bounding-box, 
and its side is equal to twice the estimated distance. Thus the bounding box of an anchor 
node i is created by adding and subtracting the estimated distance, dMi, from the anchor 
position (xi, yi): 
[𝑥𝑖 −  𝑑𝑖
𝑀 , 𝑦𝑖 − 𝑑𝑖
𝑀 ] × [𝑥𝑖 + 𝑑𝑖
𝑀 , 𝑦𝑖 + 𝑑𝑖
𝑀 ] (4) 
The estimated position is computed as the centre of the intersection of all the bounding 
boxes, obtained by means of the maximum of all minima of coordinates and the minimum of 
all maxima of coordinates [Lan03]: 
[max (𝑥𝑖 − 𝑑𝑖
𝑀 ), max (𝑦𝑖 −  𝑑𝑖
𝑀  )] × [min (𝑥𝑖 + 𝑑𝑖
𝑀 ), min (𝑦𝑖 +  𝑑𝑖
𝑀  ) ] (5) 
As an alternative, the Maximum Likelihood method can be used. It is known to be 
equivalent to the Least Squares (LS) problem obtained by minimising the sum of squares of 
all differences between measured and estimated distances, where the estimated distances 
depend on the known positions of anchor points (xi, yi) and the unknown position (x0, y0) of 
-90
-70
-50
-30
0 20 40 60 80 100
R
SS
I 
(d
B
m
) 
d [m] 
A = -40, n = 1.6 
Exploiting Vehicle Communication with Infrastructures for Accurate Positioning
225
the vehicle. These differences (for any of the detected anchor points) can be written as: 
𝑓𝑖(𝑥0, 𝑦0) = [𝑑𝑖
𝑀 − √(𝑥𝑖 − 𝑥0)2 + (𝑦𝑖 − 𝑦0)2 ] (6) 
Equation (6) above assumes that all discrepancies from measured distances 
(dMi=γ(RSSIMi)) and unknown distances have the same variance; equation (3) and Figure 2 
show that such an assumption is really too rough, and the variance ση should be estimated at 
any given point. Thus, a Generalised Least Squares (GLS) algorithm should be implemented: 
𝑓𝑖(𝑥0, 𝑦0) =
𝑑𝑖
𝑀 − √(𝑥𝑖 − 𝑥0)2 + (𝑦𝑖 − 𝑦0)2 
𝜎𝜂 (𝑅𝑆𝑆𝐼𝑖)
 (7) 
However, the GLS algorithm should rely on the mean RSSIi value in order to compute the 
variance ση or, at least, on a good estimate of it. If the vehicle is stationary, the estimate could 
be made by averaging several measures RSSIMi,j, where i represents a given vehicle position 
and j represents a trial of the sample of measures.  
 
Figure 3: RSSI threshold for limiting the effect of signal strength noise.  
Unfortunately, given that the vehicle cruises, the sampling rate should be really high in 
order to consider the trial j as representative of the same position i; in practice, this is 
unlikely to occur. Thus, we forgo applying the GLS and opt for the LS algorithm in an 
enhanced version that tries to limit the error induced by excessively feeble signals. This is not 
done by explicitly considering the associated variance, but by cutting-off from the 
computation an excessively feeble anchor point. This mimics the behaviour of the GLS where, 
consistent with equation 7, the measures with extremely low (and unreliable) RSSI give a 
negligible contribution. In practice, in order to control the influence of unreliable distance 
estimates affected by a potentially disruptive noise, we limit the accepted signal strength to a 
value (RRSILIM) such that the noise in the measured signal strength results in a maximum 
distance error in 95% of cases (Δ’’, see Figure 3) no greater than a given value ΔLIM, that can 
be heuristically fixed as the minimum distance between any pair of anchor points. In 
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conclusion, we propose to deal with the model presented in this section by means of two 
different algorithms and, for each, two different variants, as shown in Table 1. 
Table 1: Algorithms used in our simulation. 
Error minimisation 
approach 
Cut-off of disruptive noise 
2 
NO YES 
MinMax Algorithm 1 Algorithm 3 
Least Square Algorithm 2 Algorithm 4 
3 The simulated scenarios 
For the purposes of this paper we considered a straight 1-km section of a typical Italian 
motorway consisting of two carriageways, each with three lanes 3.75 m wide (nl=3), an 
emergency lane 3.0 m wide, and a central reservation 3.4 m wide. As a result, the total 
motorway width is 31.9 m. A vehicle cruises with uniform speed on a given lane (the 
emergency lane is not considered, without loss of generality). Sensors along the motorway 
were placed according to three different schemes (ns=3) for which an offprint is shown in 
Figure 4 below. It is worth noting that the linear density of the sensors is the same for all 
schemes (one sensor every p metres, where p here stands for the step of the sensor 
distribution). Three different steps (np=3, with p=10, 20 and 30 metres) were tested in our 
work in order to understand how they impact on positioning accuracy. In the simulation, as 
the vehicle cruises, the distance from any anchor node is known. Thus the RSSI that should 
be detected by the vehicle is known in accordance with equation (6.a). In order to simulate 
the signal strength bias, the RSSI is perturbed with a random draw of ε, as in equation (2). 
Different values were tested for the signal strength bias σε, in different simulations; they are 
in number of ne=5 and their values are 0 (no randomness), 0.25, 0.50, 1.0 and 1.5 dBm. It is 
worth noting that the higher of the standard deviations also implicitly (and roughly) 
accounts for serious multipath phenomena. The perturbed RSSI is assumed to be measured 
by the vehicle and used in equation (1.b). As in the real world, our vehicle is not able to 
detect all signals; anchor points for which the signal is less than -70 dB (that correspond to 
an estimated distance greater than 75 m) are considered as not being detected or as 
neglected by the vehicle. Moreover, a further threshold could be considered to implement the 
variant oriented to cut-off anchor points with potential disruptive noise, as discussed in the 
previous section with reference to figure 3. The value of ΔLIM, the minimum distance between 
any pair of anchor points, depends on both the scheme and the sensor distribution step and 
is computed by geometrical considerations.  
Generating all possible combinations leads to (ns×np×ne = 3×3×5) 45 different scenarios. 
Moreover, in each scenario the positions of the vehicles in each of the three lanes (nl=3) were 
considered. Finally, the position was estimated by using the MinMax, and Least Square 
algorithms (na=2) with the variants in Table 1 of section 2 (nw=2, with and without 
considering disruptive noises). Estimation accuracy was evaluated differently for the two 
coordinates (nc=2) x and y. From all this it results that (45×nl×na×nw×nc=45×3×2×2×2) 1080 
scenarios have to be run and analysed and for each scenario the positioning algorithm is 
Exploiting Vehicle Communication with Infrastructures for Accurate Positioning
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applied several times, each 0.1 seconds (10 Hz) of the simulation. 
 
Figure 4: Schemes for sensor distribution. 
4 Results of the simulations and discussion 
In order to understand the more relevant variables of the process, evaluation of the 
positioning performance was based on the root mean square error (RMSE): 
𝑅𝑀𝑆𝐸𝑋 =
√∑ (𝑥𝐸,𝑖 − 𝑥𝑅)
2𝑛
𝑖=1
𝑛
            𝑅𝑀𝑆𝐸𝑦 =
√∑ (𝑦𝐸,𝑖 − 𝑦𝑅)
2𝑛
𝑖=1
𝑛
 
(8) 
where 𝑥𝐸,𝑖 [𝑦𝐸,𝑖] is the estimated x [y] coordinate, 𝑥𝑅  [𝑦𝑅] is the actual x [y] coordinate of the 
vehicle and n is the number of estimated positions along the vehicle’s trajectory. Positioning 
along x is defined as longitudinal positioning, while positioning along y transversal. 
Another measure to be taken under control is the (horizontal) DOP (Dilution Of 
Precision), the HDOP. It measures the occurrence of unfavourable reciprocal position of the 
anchor points with respect to the vehicle. If the DOP is high it means that, given the number 
of anchor points considered, they are not well distributed in the space around the vehicle, 
and this reduces the accuracy. Of course, given two configurations both with acceptable DOP, 
the most convenient is the one with the higher RSSI and not with the lower DOP. 
In order to attain a robust estimation of the RMSE, and considering the randomness of the 
signal strength bias, 100 simulations were carried out for each of the scenarios (except for 
those in which σε was set to 0). Figure 5 shows the results of the longitudinal and the 
transversal positioning for the different algorithms (and variants) as described in Table 1. 
MT-ITS 2013
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Simulated scenarios are numbered in descending order of performance (increasing RMSE). 
Longitudinal positioning is more successful than transversal; this could be due to the total 
width of the roadway that is not negligible and comparable with the less frequent of the 
sensor distribution steps.The LS algorithm without cut-off of disruptive noise is the worst 
performing. The best performing algorithm, overall for longitudinal and transversal 
positioning, is the algorithm number 3 (LS with cut-off of disruptive noise), Algorithms 2 and 
4 (MinMax with and without cut-off of disruptive noise) perform very similarly and are 
definitely robust with respect to the signal strength noise. 
 
Figure 5: Performance of the algorithms tested. 
The analyses that will follow will refer only to algorithm 3. Longitudinal positioning seems 
to be scarcely affected by the distribution schemes shown in Figure 4, while scheme 2 clearly 
performs best for transversal positioning (see Figure 6). Given that the accuracy of 
transversal positioning is more problematic than the longitudinal one, we will adopt for all 
further analyses scheme 2. 
 
Figure 6: Performance of the distribution schemes. 
Once algorithm 3 and scheme 2 have been proved to perform best, the role of the 
distribution step and of the signal noise can be investigated in Figure 7, where low variances 
of the signal strength have not been shown, as in these cases the RMSE is really low and 
almost independent on the step of the sensor distribution. Three RMSE points are depicted 
for each step and, for each standard deviation, these show the RMSE for three different lanes 
(the right, middle and left lanes). In the case of longitudinal positioning, assume that the 
system is in place with step 30 m and signal strength standard deviation σε =0.5 dBm. Now, 
according to Figure 7, assume that the signal strength standard deviation moves toward 
1 dBm; thus the RMSE moves from 2 to 4.5 m. If the distribution step now decreases to 20 m 
(or 10 m), the RMSE decreases from 4.5 to 4 (or 3) m, we are thus not able to compensate 
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what we have lost. In other words, with respect to longitudinal positioning, a controlled 
variance of the signal strength is more important than a more frequent distribution of the 
sensors, and hence a step distribution of 30 m ensures a good cost-benefit performance. 
Things are different for the transversal distribution. First of all, it is evident that the RMSE 
depends more clearly on the lane on which the vehicle cruises. This is more evident for step 
10 and, in any case, the dispersion over lanes increases as the variance of the signal strength 
increases. In the case of transversal positioning, if one considers a distribution step of 30 m, 
the increase in the RMSE due to an increased variance of the signal strength is dramatic but 
can be quite well compensated by moving to a 20 m step distribution. The same 
compensation does not hold if from the 20 m step one moves to a 10 m step; moreover, the 
20 m step is less sensitive than the 10 m one on the lane it refers to. In summary, for 
transversal positioning, the 20 m step distribution seems to be the best cost-benefit balance 
(and still a relatively small variance in the signal strength is a key variable for successful 
positioning). 
 
Figure 7: Role of distribution step and RSSI noise. 
The employed algorithms, as well as the relative performances in terms of longitudinal 
and transversal positioning, have been analysed in terms of DOP too. Figure 8 shows that the 
DOP computed for the algorithms with and without the cutting-off the extremely low RSSI is 
in both cases excellent (less than 3.5), even if slightly better in case the cutting-off is adopted. 
With respect to the algorithm with cutting-off, Figure 9 shows that the values of DOP are 
always excellent, that the transversal DOP is slightly sensitive to the lane and that the 
transversal positioning is slightly better in terms of DOP than the longitudinal one. This last 
consideration is contradictory with the better accuracy of longitudinal positioning that has 
been evidenced by Figure 7. Of course, as already said, if the value of DOP is good, then the 
accuracy depends on the RSSI and is constant with respect to the DOP. 
 
Figure 8: DOP evaluated with and without anchor-nodes cutting-off. 
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Figure 9: Longitudinal, transversal DOP and H (total) DOP. 
5 Conclusions 
We tested the use for vehicle positioning of a low-cost and low-consumption 802.15.4 WSN, 
based on the ZigBee specification. The approach allows for positioning vehicles with 
sufficient accuracy, using appropriate algorithms, distribution schemes and steps. A Least 
Squares algorithm with appropriate cut-off of potentially disruptive sensors (because of high 
distance and feeble signal) gives good results, without need to use a generalised least squares 
method. The positioning accuracies are comparable with those of GPS, and the system can be 
used where the GPS cannot (canyons, tunnels, etc.). Some results obtained for indoor 
environments [Gol10] are also confirmed for the outdoor one; a cost-effective step for the 
distribution of the sensors is 20 m. Such a step is able to minimise disturbance induced by a 
noisy received signal strength intensity. Interestingly, the solution proposed entails a low 
power consumption and a low cost. Assuming that the investment cost is 30 euro per anchor 
point, the selected distribution step ensures that an infrastructure can be equipped at a cost 
of 1500 euro/km, which is a reasonable investment cost. 
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Location Forwarding for Dense Urban
Environments
Alireza Ghods, Stefano Severi, Giuseppe Abreu
Jacobs University
Abstract
This paper addresses the problem of vehicle position estimation in dense urban environments,
where traditional Global Positioning System (GPS)-based localisation techniques are severely
affected by non line-of-sight (NLOS) signal propagation and multipaths presence. Assuming
that GPS signals are fairly received only by a very small fraction of vehicles at the border of the
urban environment, we propose a solution based on vehicle to vehicle (V2V) communication
to propagate this information to the whole network. As a consequence, this multihop scheme
allows vehicles to estimate its own position collecting their cumulative distances to border
vehicles.
Finally we introduce a new analytical framework to verify the fundamental performance
of the proposed solution in term of position estimate error bounds, jointly considering the
uncertainty introduced by the multihop process and by the GPS localization.
Keywords:
1 Introduction
In this paper we consider a typical dense urban environment in which global positioning
system global positioning system (GPS) signal is weakened by buildings and other similar
obstacles that cause non line-of-sight non line-of-sight (NLOS) and multipath propagation.
Under these circumstances, vehicle localization precision can be severely affected, resulting
in inaccurate position estimations.
We therefore propose a new method to augment the localization information, and con-
sequently to increase the reliability of the process, introducing a vehicle to vehicle (V2V)
multihop communication scheme, that does not rely on any fixed infrastructure. Vehicle
that are at the border of the dense urban environment are assumed to have a stronger GPS
signal with respect to those inside, hence they have a more accurate position estimate. Tak-
ing advantage from this, we will use these vehicles as anchor nodes for a multihop scheme
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to improve the localization accuracy of any possible vehicle driving inside the dense urban
environment.
Two main problem are therefore considered and solved: the lack of direct path between
target and anchors and the uncertainty of anchor position estimates, which is then inevitably
propagated during the localization process. We combine, as a consequence, a multihop
localization scheme [Sev12] with a unified framework for target localization with anchors
uncertainty.
We finally compute the fundamental limits of this combined approach via newly refor-
mulated Fisher information matrix (FIM) that allow us to consider jointly the uncertainty
introduced by the multihop process and by the GPS localization, and we validate the theoret-
ical model via simulations1.
2 Cooperative Network Localization
2.1 Cramèr-Rao lower bound of Target Specific Approach
A vehicular network is understood as a set of N nodes (vehicles), whose η-dimensional
coordinate (column) vectors are indexed as [θ1, . . . ,θnT ,anT+1 , . . . ,aN ]. In particular, for
bidimensional case, the element of the i-th vehicle in the dimension “x” and “y” are denoted
by xi and yi, respectively. While the position of the first nT vehicles (referred to as targets)
is unknown, the location of a small fraction (K = N − nT) of vehicles, (anchors), out of the
dense urban area, can be determined via GPS. The uncertainty of the position estimate of
the k-th anchor ak is described by the η-by-η covariance matrix Σk.
Let dij denote the mutual distance between nodes i and j, such that, dij , ‖θi − θj‖ =√
〈θi − θj ,θi − θj〉, where ‖·‖ and 〈·〉 denote Euclidean norm and inner product, respectively.
We refer to the neighborhood set of the i-th node Ni as the group of nodes j in the vicinity of i,
to which distance measurements2 d˜ij of dij can be obtained directly. For further convenience,
define also the neighborhood function INi(j), which takes value 1 if the j-th node belongs to
Ni and 0 otherwise.
Having defined this notation, we want now to independently localize each single target
inside the dense urban environment, only relying on the position information sent by anchor
vehicles and propagated by other targets within the network. To clarify, let a route between a
generic target at θ (we drop the subscript i without any loss of generality) and an anchor at
location ak involves nk hops. We assume a distance measurement d˜k, related to the k-th hop
within the route, being affected by zero-mean Gaussian error (see [Jou08] and [Nic09] for a
general description of the error model) with variance σ2k linearly proportional to the inverse
of the signal-to-noise ratio (SNR) over the radio link between two intermediate vehicles, that
is
σ2ij , σ20 ·
(
dij
d0
)α
, (1)
1 We will presented simulation results in the camera-ready version of the paper.
2 We will distinguish between direct measurements and multihop distance estimates by adding accents ˜ and ,¯
respectively, to the letter denoting the referred quantity.
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where α ≥ 0 and σ20 = 0.2/(
√
10SNR/10) is the ranging variance at a reference distance d0.
Then the measured multihop distance to the k-th anchor vehicle is
d¯k ,
nk∑
d˜k, (2)
where d˜k ’s are zero mean Gaussian random variables with variances σ2k, such that the variance
of d¯ij becomes
σ¯2k ,
nk∑
σ2k. (3)
Let now θˆ denote the estimate of the location of a generic single target, obtained with
basis on the set of multihop distance estimates between itself and the anchors, that is, d¯ ,
[d¯nT+1 , · · · , d¯N ]. Associated with θˆ there is the η-by-η covariance matrix:
Ωθ , E
[
(θˆ − θ)(θˆ − θ)T
]
. (4)
The Cramèr-Rao lower bound (CRLB)
Ωθ  F−1θ , (5)
relates the covariance matrices Ωθi to (FIM). Clearly under this classic formulation, Fθ
depends only on the distances estimates between the target vehicle and the anchors, collected
via multihop paths from the target to the anchors. Consequently the (CLRB) on the errors
of θˆ ultimately depends on the error processes affecting the multihop distance estimates
between nodes composing the route from node i to the anchors, without considering the
uncertainty on anchor positions due to GPS localization.
We therefore augment θ with the anchor positions, obtaining a new parameter vector
Θ =
[
θT, aT1 , aT2 , · · · , aTK
]T
, (6)
that allows us to define a new η(K + 1)-by-η(K + 1) covariance matrix
ΩΘ , E
[
(Θˆ−Θ)(Θˆ−Θ)T
]
, (7)
where quantities denoted by ˆ denote estimates. The joint anchors-target (CLRB) now relates
eq. (7) to a new (FIM) as follows:
ΩΘ  F−1Θ . (8)
2.2 Reformulated Fisher information matrix Considering Anchor Uncertainty
The (FIM) in eq. (8) can be accurately approximated by the sum of two matrices, namely FM
and FΣ the former accounting for uncertainty due to multihop measurements, and the latter
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corresponding to the GPS error on anchor position estimates. We can then write:
FΘ ≈ FM + FΣ, (9)
where the approximation holds whenever the anchor-to-target distances are much greater
then GPS error is , i.e. when ‖θ − ak‖  tr(Σk),∀ k.
The standard approach to compute the (FIM) is based on the derivation of the log likeli-
hood function of the measurements [Kay93]. However, computing FΘ element by element
can be a complex task for large number of targets; therefore we have decided to compute FM
and FΣ separately, employing also a more systematically approach resulting from a simpler
and faster algorithm.
In particular the (FIM) related to the uncertainty over a single target θ equivalent to the
inverse of the right term in eq. (5), can be expressed as:
Fθ =
∑
k∈K
ukuTk, (10)
where k is the index number of the anchor and uk is defined as:
uk =
∂‖ak − θ‖
∂θ
√
Fk =
1
d¯k
[(xak − xθ), (yak − yθ)]T
√
Fk, (11)
where
Fk =
1
σ¯2k
(
1 + α
2 σ20
2 dα0
(‖ak − θ‖)α−2
)
, (12)
and α is the pathloss exponent, typically around 1.8 for V2V communication [Pai08].
Back to eq. (9), we can now compute the FM inserting the augmented vector Θ into eq.
(11) and (12), thus obtaining:
∂‖ak −Θ‖
∂Θ =
1√
Fk
[
uTk, 01×η·(k−1), −uTk, 01×η·(K−k)
]T
, (13)
where 0n×m denotes a null matrix with n rows and m columns.
Having defined the vectors
vk ,
√
Fk · ∂‖ak −Θ‖
∂Θ , (14)
we can express
FM =
K∑
k=1
vkvTk =
[
A BT
B C
]
, (15)
where A , ∑Kk=1 ukuTk, BT , [−u1uT1 , · · · , −uKuTK] and C is the block diagonal matrix
with blocks given by ukuTk, that is, C , diag
(
u1uT1 , · · · , uKuTK
)
.
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The GPS error related FΣ matrix is defined by
FΣ ,
[
0M×M 0M×MK
0KM×M Σ−1
]
(16)
where Σ is a block-diagonal matrix Σ , diag (Σ1, · · · , ΣK).
An expression of the (FIM) that also considers anchor uncertainty in contrast to eq. (5),
corresponding to a generic target vehicle θ, can finally be obtained by taking the η-by-η Schur
complement of FM + FΣ, which yields to:
F∗θ = A−BT
(
Σ−1 + C
)−1
B,
=
K∑
k=1
ukuTk −
K∑
k=1
ukuTk
(
Σ−1k + uku
T
k
)−1
ukuTk,
=
K∑
k=1
uk
(
1− uTk
(
Σ−1k + uku
T
k
)−1
uk
)
uTk,
=
K∑
k=1
uk
(
1− uTk
(
Σk − Σkuku
T
kΣk
1 + uTkΣkuk
)
uk
)
uTk,
=
K∑
k=1
uk
(
1− uTkΣkuk +
uTkΣkukuTkΣkuk
1 + uTkΣkuk
)
uTk,
=
K∑
k=1
uk
(
1− νk + ν
2
k
1 + νk
)
uTk,
=
K∑
k=1
1
1 + νk
ukuTk, (17)
where we have made use of the Sherman-Morrison formula and implicitly defined νk ,
uTkΣkuk.
Therefore the target (FIM) considering the anchor uncertainty will be
F∗θ =
K∑
k=1
ukuTk
1 + νk
. (18)
3 Error Bounds
From eq. (18) and eq. (5) we can employ the (CLRB) to lower bound the new covariance
matrix
Ω∗θ  F∗−1θ , (19)
where, for a bidimensional case, we have
Ω∗θ =
[
σ2x σxy
σxy σ
2
y
]
. (20)
237
MT-ITS 2013
Figure 1: CRLB for Accurate vs Inaccurate Anchor Estimation Given Fixed SNR
It is well known that the directions of maximum dispersion in the space for the random
vector θˆ are proportional, up to a factor κ, to the eigenvalues associated to Ω∗θ.
Specifically, the axis of the ellipse that better describes such a dispersion in the space are
given by 2
√
κλ1, 2
√
κλ2 respectively [Sev12], where
λ1 ,
1
2
[
σ2x + σ2y +
√
(σ2x − σ2y)2 + 4σ2xy
]
, (21)
λ2 ,
1
2
[
σ2x + σ2y −
√
(σ2x − σ2y)2 + 4σ2xy
]
. (22)
In presence of Gaussian random vectors, the proportionality factor κ is related to proba-
bility Pe that the target θˆ is enclosed in ellipse, and is given by
κ = −2 ln(1− Pe). (23)
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Figure 2: CRLB for Varying SNR Given Anchor Position Uncertainty
The Fisher Ellipse for the generic target θˆ is described by the following equation [Tor84]
[(x− θx) cos γ + (y − θy) sin γ]2
κ · λ1
+ [(x− θx) sin γ − (y − θy) cos γ]
2
κ · λ2 = 1, (24)
where γ is the rotation angle used to describe the offset between the principal axis for the
ellipse and reference axis of the system, and it is given by
γ , 12 arctan
(
2σxy
σ2x − σ2y
)
. (25)
4 Results and Comparison
In this section we evaluate the theoretical performance of the proposed multihop solution for
dense urban scenario. We have therefore considered a road of a total length of 500 meters,
which is supposed to go through a dense environment where GPS signal is either poor or not
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Figure 3: Error Variance for the Bidimensional Scenario. X- and Y-axis are not following the
same scale.
available at all. Only a few vehicles, at the beginning and the end of this road, are assumed
to correctly self-estimate their own position via GPS. Then we are interested in assessing how
much the uncertainty on the GPS position estimates propagates to the rest of the network,
and which level of accuracy is possible to reach in anchor vehicle localization.
In order to address the first goal, and therefore to focus only on the impact of GPS
accuracy, we have considered a mono dimensional scenario. This can be done without any
loss of generality for two reasons: first because the width of the road can be ignored as its
ratio to the length is much smaller than one, and second because the road is already a bound
for vehicles in the dropped dimension (i.e. cars are supposed not to be out of track). As can
be seen from eq. (18), the anchor vehicle position uncertainty effects the (FIM) and hence
the (CLRB) of the individual targets.
We initially compare the performance limits of the accurate (i.e. no GPS error) versus
inaccurate (Σk > 0) anchor position estimates. Then we consider the effect of (SNR) on the
error bounds of the estimated target positions. We deployed 51 uniformly spaced cars inside
the road: the first and the last one, laying at the border of the dense environment, referred
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to as anchor vehicles, are able to successfully employ GPS localization system. The error
standard deviation (computed according to sec. 3 but for monodimensional case) on the
position estimate of the remaining 49 GPS-blinded vehicles, referred to as targets, is then
used as metric to evaluate the accuracy of the proposed multihop scheme.
In fig. 1, different values of Σk are considered, with a reference (SNR) of 5 dB for 1
meter path and α = 1.8 [Pai08]. Clearly the GPS error does not strongly propagate within
the network; in particular, for the target at the centre of the road, the standard deviation
for Σk = 0.9 is almost the same as the case without anchor uncertainty. In fig. 2 we have
evaluated the accuracy for different values of (SNR). With only 10 dB the mean error, in the
worst case (for the vehicles at centre of the road) is less than 2 meters; surprisingly, even for
poor (SNR) values (such as 0 dB) a quite accurate localization is still possible.
In order to prove the validity of the proposed scheme, we are then back to the bidimen-
tional case scenario, where we consider the same 500 meters road (x-dimension) with a width
of 10 meters (y-dimension). We assumed that vehicle positions along the x-dimension road
follow a Poisson distribution with λ = 49, while on the y-dimension they follow a bivariate
gaussian distribution, placing them in two different lanes (µ1 = 2.5, µ2 = 7.5) with unitary
variance. We have now 4 anchor vehicles, two at each border of the lane; two vehicles are
considered connected if their mutual direct distance is less than 70 meters, creating the cor-
responding neighbourhood set for each target. Each vehicle propagates its relative distance
set to its neighbours to the whole network and consequently computes the shortest path, in
term of lowest σ¯2k, to each anchor vehicle. For each target vehicle we then determined the
corresponding 95%-confidence error ellipse and we used the resulting semiaxis along the
x-dimension to asses the error interval around their true positions. For sake of clarity, we
then plotted the only a sample of 8 vehicles along the two lanes: fig. 3 shows that even for
targets quite far away from anchors, the dispersion along the x-dimension is small enough to
make reliable position estimates.
5 Conclusion
We provided theoretical evidence to the fact that V2V multihop communication schemes
can be used to localize, with a satisfying precision, mobile vehicles inside dense urban
environment, where GPS signal is typically poorly received. We validated such fundamental
localization limits assessing the multihop scheme with a newly formulated version of the
(FIM) to compute the final (CRLB). The theoretical evidence corroborates and strengthens
similar indications found in a growing body of work in which V2V multihop communication
scheme is analyzed to be a practical algorithm in order to estimate the position of any vehicle
inside an urban dense environment. As seen from the results (and how it would be clear by
simulation in the camera ready version of the paper), under multihop framework, anchor
uncertainty has negligible effect on the target error position estimates. This advocates for
practical algorithms based on multihop framework.
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Abstract 
Various ITS applications need localization or positioning, such as those for people or 
different types of objects or equipment. In order to support the planning and evaluation of 
localization based services, a simulation tool for radio wave propagation will be investigated 
here. Even though radio wave propagation simulation is a suitable and accepted tool for 
evaluating different transmitter stations (i.e. access points) and versions of antennas, it is not 
commonly used for the planning and evaluation of positioning applications. By the example 
of an ITS use case for an aircraft cabin, we will demonstrate in this paper that radio 
propagation simulation is also a valuable tool to support positioning application planning. 
Keywords: radio wave propagation simulation, multipath conditions, ranging, positioning 
planning 
1 Introduction 
Wireless Sensor Networks (WSNs) have gained increasing importance in modern traffic 
telematics applications during the past years. They enable numerous communication 
applications like the propagation of sensor data or control of actuators. Beyond that, the field 
of WSN based localization is growing more and more. The main advantage compared to 
Global Navigation Satellite Systems (GNSS) lies in their applicability in indoor environments 
and other situations with poor GNSS availability. Applying WSN in aircraft seems promising 
as well. A common use case is the monitoring of important elements of the aircraft structure, 
which is called structural health monitoring (cp. [Yed11], [Oli12]). In addition, various 
applications inside the aircraft cabin, such as backrest or seat belt monitoring and life vest 
localization, are possible (cp. [Bac11]). WSN planning for aircraft cabin applications is 
challenging. Firstly, indoor environments have strong multipath characteristics. Secondly, the 
costs of timeslots for in-aircraft measurement are very high, so measurements have to be 
reduced to a minimum.  
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For this reason, physical aircraft mock-ups are built to perform radio measurements in 
similar environments. Going one step further, radio propagation simulation programs 
provide the ability to investigate all questions of coverage and localization with a digital 
model, including electrical properties of an aircraft cabin. [Bac11], [Hoc08] and [Rie02] focus 
on developing channel models for radio propagation for different types of aircraft cabins, but 
no conclusions about ranging or localization are drawn so far. Current projects dealing with 
this topic are e.g. “Neue Elektronische Luftfahrtsystem Ansa tze” (NELA) and “Cool Public 
Transport Information” (CPTI). Within NELA localization is used to identify positions of 
different objects, e.g. live vests, inside aircraft cabins. Here radio propagation simulation 
helps to assess position accuracy. The more general issue of how radio ranging is effected by 
indoor environments is one objective of CPTI. As the considered environments of public 
transportation vehicles can serve as examples, the results are also valuable for similar 
environments like aircraft cabins.  
This paper is structured as follows: In the beginning, it will give a brief introduction to 
modeling and simulation concepts for radio wave propagation in general. In chapter 3, the 
specific use case of radio wave propagation simulation within an aircraft cabin model will be 
considered. In it, we will suggest suitable evaluation metrics and discuss the results for this 
use case from the positioning point of view. This way, we will show that radio wave 
propagation simulation is a valuable tool to support positioning planning e.g. in the context 
of an ITS application. 
2 Principles of radio wave simulation modeling 
 Radio propagation algorithms 2.1
Radio propagation algorithms can be classified as empirical, semi-empirical, numerical and 
ray based approaches [Gen98]. As empirical models are derived from measurements, they 
are valid only for situations similar to those in which their data base was obtained. Even 
though some are enhanced by additional sub-models considering physical processes, the 
resulting semi-empirical models cannot be utilized for arbitrary environments like aircraft 
cabins. Examples of typical areas of application and descriptions of several approaches are 
given in [Sau07] and [Rap02]. The most accurate solutions would be obtained by solving the 
Maxwell’s equations. This class of numerical models requires intense processing power. An 
overview of the most common approximation methods for this class is given in [Gus06].  
Regarding all relevant transmissions as separate paths is an assumption that leads to ray 
based propagation models. By way of example, [Gen98] depicts that for the numerical Finite 
Difference Time Domain Method (FDTD) the computational time was 10 times higher than 
that for the ray based model, while the results showed wide conformance. Compared to 
empirical models, ray based models can be more flexible if the used software implementation 
supports individually modeled environments. 
Hence, a ray based approach is best suited for the examination of radio wave propagation 
within an aircraft cabin. As software implementation, the program Radiowave Propagation 
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Simulator (RPS), version 5.5, by the company Actix GmbH was used [Act11]. Principles of the 
applied software’s components are illustrated by Figure 1. 
 
Figure 1: Components of the applied ray based radio propagation simulation model. 
The applied simulation tool requires an environment model, a radio system model and 
propagation algorithm parameters as input data. These components will be described in the 
two subsequent sections. On this basis, the implemented ray based radio propagation 
algorithm creates output data for result analyses described in section 2.4. 
 Environment model 2.2
An environment model for radio wave propagation comprises the radio propagation relevant 
elements of the environment, such as geometric and electrical characteristics. The detection 
and computation of multipath effects reflection, refraction, penetration, scattering and 
diffraction are based on them. The following investigations will be carried out using a CAD 
model of an Airbus A320-300 aircraft cabin (see Figure 2). It was provided by Airbus 
Operations GmbH in the aforementioned project NELA. 
 
Figure 2: Two different representations of the 3D CAD model of the aircraft cabin 
The visualization in Figure 2 contains the complete CAD model, with (left) and without 
(right) the outer skin. The shown aircraft parts are about 31.50 m in length, 3.80 m in width 
and have a height of about 4.15 m. The model consists of nearly 456,000 surfaces. These are 
grouped by material into specific layers of different colors. Besides geometric environment 
characteristics, the model also comprises material specific electric parameters. The relative 
complex permittivity r  is formed as shown in (1):  



 rrr j  (1) 
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Hereby 

r  is the real part, or dielectric constant, and 

r  an imaginary part, also termed 
as loss factor. Table 1 contains permittivity values for specific materials used in material 
layers of the environment model. These values are valid for the frequency range from 
900 MHz to 5.2 GHz. 
Table 1: Relative permittivity values of different types of materials and corresponding model 
layers (material characteristics from [Hoc08] and [Mer08]). 
Material 
r  

r  Layers 
Aluminum 1 -1000000 
cargo floor, doors, pressure 
bulkhead, stabilizer rings, outer skin 
PVC 2.7 -0.1 cabin floor, cockpit wall 
Glass 7.76 -0.01167 windows 
 Radio system model and propagation algorithm parameters 2.3
The radio system model includes all radio communication devices and their characteristics 
for a given use case. It consists of at least one transmitter and one receiver. The transmitters 
may represent fixed installed components, the receivers the objects to be localized. Receivers 
are often modeled as an array or line of individual receiver spots in order to record and plot 
spatial distributions. In that case, each single spot represents the potential position of an 
object to be localized. Every transmitter and every receiver has exactly one antenna. Each 
antenna is characterized by a respective radiation intensity pattern, gain and type of 
polarization. Different specifics of transmitters and receivers are reached by allocating 
different antennas. A simplified radio system model is shown in Figure 3. 
 
Figure 3: Components of the Radio System Model. 
The propagation algorithm parameters define the range of radio wave spread effects 
within the calculation as well as the termination criteria. Concurrently, these key parameters 
define the trade-off between processing time and accuracy of calculation results. These 
settings can be manipulated in every individual simulation experiment. 
 Result analyses 2.4
The applied software RPS [Act11] offers to analyze results referred to transmitter, receiver 
with point, path or spatial context. Output options are different diagram types like surface-
plots or histograms as well as tables and raw data. They contain diverse metrics like signal 
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strength, signal runtimes, direction or angle of rays as well as derived quantities like Signal-
to-Interference Ratio (SIR) or best serving transmitter. 
The decision about the most suitable metrics for evaluation depends on the underlying 
physical effects of ranging and positioning. There are three basic properties in relation to 
electromagnetic propagation [Ben08]: 
 Received signal strength (RSS): The distance is estimated based on the measured 
signal strength, typically based on the free space loss equation. 
 Angle of arrival (AOA) or direction of arrival (DOA) utilizes the measured direction of 
the radio wave. 
 Time of flight (TOF): Here, a distance is derived from time of flight of the 
electromagnetic signal. Versions of this ranging principle are time of arrival (TOA), 
time difference of arrival (TDOA) and phase of arrival (POA). 
Within the used software RPS the signal strength delivered by the so called coverage plot. 
Multipath propagation modifies the angle and the runtime of the received signal. These 
changes are expressed by plots of angular spread and delay spread. More precisely, the delay 
spread in RPS corresponds to the total-excess-delay   in equation (Eq. 2), where min is the 
signal runtime of the shortest and max  is the signal runtime of the longest ray. 
minmax    (2) 
As RPS also supplies all considered rays at each receiver, any delays, as shown in [Bac11], 
can be received from the Power-Delay-Profile as well. So besides the total-excess-delay, the 
mean-excess-delay   considering the magnitude )( iP   of all incoming rays can be 
obtained by the difference of the mean and the minimum signal runtime as given in Eq. 3: 
min
1
1
)(
)(



 




i
N
i
i
N
i
i
P
P
 (3) 
3 Use case: ranging in an aircraft cabin 
 Specification of the radio system model  3.1
3D positioning based on ranging requires a minimum three values between different known 
positions and the object to be localized. As additional known positions enhance the ranging 
accuracy, a WSN configuration with six fixed anchor nodes, respective transmitters, is 
considered. Further assumptions for the radio system are based on the properties of WSN 
transceivers [Atm13], selected by example and illustrated in Figure 4. 
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 Figure 4: Two WSN transceivers [Atm13a] for ranging. 
Even though the modules would provide antenna diversity the model was reduced to one 
antenna per node due to simulation complexity. All antennas are assumed as dipoles with 
vertical polarization, a transmit power of 0 dBm and a gain of 2 dBi. Carrier frequencies were 
set to the center frequency of the medium communication channel of the 2.4 GHz-ISM-Band 
as 2.44 GHz. Receivers are arranged as an array at a height of 1 m above the cabin floor, 
following from the height of life vests below passenger seats. The grid size of the receiver 
field is set to 5 cm resulting from a trade-off between simulation runtime and results 
resolution. All simulations were calculated with a 2.5D ray tracing algorithm, considering 
reflections also at non-vertical planes. The number of reflections and penetrations was 
restricted to five. Diffraction and scattering was disabled because of the expected low 
impacts compared to the additional computation time.  
 Results related to radio planning 3.2
Coverage is the typical result parameter in radio planning. It indicates whether the received 
signal is sufficient. The sensitivity of the radio modules is given in the specification sheet 
[Atm13] with -88 dBm in the case of maximum data rates. Consequently, each receiver spot 
must have at least -88 dBm – providing that no interference exists. The focus of this paper is 
on how to locate the transmitters so as to provide sufficient signal strength at each receiver 
spot. So for each of the six planned transmitters a single simulation run is required. The 
objective is to achieve sufficient signal strength for each of the receiver spots in order to be 
able to identify objects at each possible location. 
Figure 5 shows two coverage plots, each gained by a separate simulation run with exactly 
one active transmitting antenna. Active transmitters are depicted with red circles, all others 
as blue circles.  
The coverage plot indicates suitable signal strength even for the most distant receiver 
spot. Since there are no obstacles between transmitter and receiver, the distance between 
them has the highest impact on the result. A similar result was found for the antennas at the 
opposite end of the aircraft cabin. Even better results were found for antennas in the center 
section. Furthermore all opposite antennas induced symmetrical coverage likewise the two 
plots in Figure 5. 
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 Figure 5: Two Coverage plots of an aircraft cabin (A320-200), - each simulated with one 
active transmitter in the front section. 
 Results related to ranging accuracy 3.3
Effects caused by multipath propagation can be identified from delay spread, delay mean 
spread and from angular spread. 
Delay based results 
In order to achieve exactly identical color scales, the delay plots in Figure 6 and Figure 7 were 
created from exportable raw data because the simulation software does not offer a mean 
spread plot. Figure 6 shows the delay spread plots as described in Eq. 2 for two different 
transmitters. 
 
 
Figure 6: Delay Spread for two different transmitters in the aircraft cabin center. 
The increased delay spread values marked with (1) in the front section of Figure 6 
originate from reflections at the front cargo room. The shapes are caused by shadowing of 
the stabilizer rings. Reflections from windows and cabin doors lead to the spots in the 
aircraft cabin center (area (2) in Figure 6). In the aft section of the right hand side of Figure 6 
two different phenomena can be identified. First, the pressure bulkhead acts as a concave 
mirror causing high delay spread values in area (3). Second, increased delays in the lower 
figure in area (4) arise from reflections at the rear cargo door, located on the right side. As 
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this effect is not visible for the antenna on the right side (upper plot in Figure 6) one can 
conclude that more accurate ranging results are produced here. Hence, in area (4), ranging 
values from the antenna at the right side should be preferred to those from the left to 
increase positioning accuracy. A conclusion for the project NELA is that real positioning 
values for live vests within areas (1), (2) and (4) should be tested particular carefully. Area 
(3) needs no special consideration as no seats and therefore no life vests are placed there. 
The delay mean spread plots, calculated with Eq. 3, are depicted in Figure 7 for the same 
transmitter locations as in the previous figure. 
 
Figure 7: Delay Mean Spread for two different transmitters in the aircraft cabin center. 
Similar to Figure 6, Figure 7 also shows increased delay mean spread values caused by 
reflections of the front cargo room (area (1)), windows, doors opposite the transmitters (2) 
and the pressure bulkhead (3). In contrast, effects of the rear cargo door (area (4) in 
Figure 6) are not visible in Figure 7. This is due to the low impact of signals penetrating the 
cabin floor and being reflected at the cargo door on the composite signal.  
Generally, compared with the mean spread in Figure 7, the delay spread in Figure 6 shows 
a broader range of colors, and respectively higher values. Therefore, the delay spread might 
be regarded as the more sensitive of the metrics. In exchange, the delay mean spread 
considers the magnitude of all rays at one receiver and gives better insight into the impact of 
multipath propagation. Finally, with the help of the propagation speed, the speed of light, one 
can also infer the achievable ranging accuracy. Disregarding any source of errors from 
electronic modules or measuring procedures, a resulting signal-run-time increased by 1 ns 
through multipath effects would lead to a distance measure 30 cm too high. 
Results gained from different metrics 
As can be seen above, delay based results can help to assess the accuracy of TOA based 
ranging techniques in different areas of a specific use case. While applying other ranging or 
positioning techniques, different metrics for accuracy assessment have to be considered as 
well. Figure 8 shows angular spread plots for the same transmitters.  
In comparison with Figure 6 and Figure 7, the angular spread analysis in Figure 8 reveals 
reflections from the pressure bulkhead in the rear section (area (3)), as well as from 
windows and cabin doors opposite the transmitter (area (2)), whereas reflections from the 
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front and the rear cargo room (area (1) and (4) in Figure 6) are not visible. This means that 
by angular spread analysis, fewer areas influenced by multipath propagation are identified. 
 
Figure 8: Angular Spread for two different transmitters in the aircraft cabin center. 
Figure 9 visualizes how ray paths lead to different results for delay compared to angular 
spread. The two ray paths between one transmitter and one receiver in front of the center 
cabin door cause a high angular spread value of about 50 degrees while delay spread values 
are only about 3 ns. Hence, positioning based on TOF would be more eligible for this area 
than positioning based on AOA. 
 
Figure 9:  Ray paths from central left transmitter to an exemplary receiver position with 
reflection at a central cabin door. 
Depending on the applied measurement quantity, the occurring areas influenced by 
multipath propagation are partly different. So if for a given environment a decision about 
positioning techniques with different underlying physical effects has to be made, radio wave 
simulation can also support. This procedure can be executed also for other use cases such as 
for public transport vehicles which were considered in the project CPTI. 
4 Conclusions and outlook 
 Conclusions 4.1
Our exemplary study of an aircraft cabin demonstrates how radio wave propagation 
simulation is applicable not only for coverage evaluation, but also to identify the influence of 
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different surroundings on ranging and position accuracy. Similar to radio coverage planning, 
a simulation approach can be used to find areas that show different levels of ranging 
accuracy caused by environmental conditions. Comparing the different result parameters can 
contribute to finding the most useful ranging technology. So, the results gained with radio 
wave propagation simulation can help to develop locating approaches for ITS applications as 
in the projects NELA and CPTI.  
 Outlook 4.2
Future work will have to analyze the received phase compared to the phase to be received 
without multipath spread. This additional metric is especially valuable for ranging purposes 
based on POA, e.g. [Atm13]. In addition, simulation results will be compared to measured 
values for relevant ITS use cases. This can be done for signal level, signal run times and other 
quantities. On the other hand, a comparison of real ranging accuracies in correlation to 
environmental effects with respect to receiver and measurement accuracy could be valuable 
as well. 
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Network-wide application of Floating Car 
Data (FCD) Particularly in Cities Using Data 
Fusion with Measurement Data of Existing 
Stationary Traffic Detection 
Ralf Kohlen 
VMZ Berlin Betreibergesellschaft mbH 
Abstract 
An important task of traffic management systems is the generation of a current traffic 
situation map. Therefore stationary traffic detectors are often installed and operated at 
strategically relevant locations of the road network. In most cases, for all other streets the 
traffic situation is being calculated by a traffic model. The resulting quality of those online 
models and the expenses to operate and to maintain the models and the input data often not 
fit the operator’s requirements. 
This paper shows an alternative solution for the city use case as well as for the application 
outside the cities. It is based on a data fusion method. It combines travel times measured by 
floating car data (FCD), which are available by now extensively, with measurement data of 
the existing stationary traffic detection. The method starts with the definition of quality 
requirements on the resulting traffic situation map. Using the example of Berlin Traffic 
Information Centre (TIC) the process to implement this method in a real environment and 
the reached output quality will be shown. 
This method to calculate the network-wide current traffic situation produces more 
realistic results than it was possible using a traditional traffic model in the past. Especially 
unforeseeable events like accidents or the results of parking cars in second lane will be 
respected by the FCD data source. Furthermore the data fusion process enables a consistent 
picture of the current traffic situation, at street sections with existing stationary traffic 
detection as well as at those without. 
Keywords: traffic management, traffic situation, cities, motorways, FCD, floating car data, 
data fusion, traffic model, traffic detection, quality, coverage, resolution, actuality 
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1 Introduction 
The VMZ Berlin Betreibergesellschaft mbH (hereafter referred to as “VMZ Berlin”) operates 
the Berlin Traffic Information Centre (TIC) on behalf of the State of Berlin. VMZ Berlin is a 
SIEMENS subsidiary and operates this former traffic management centre since the year of 
2001. 
In the year of 2010 the State of Berlin published a tender for the operation of the new 
Berlin TIC until the end of 2020. The traffic situation map is a kernel module of this centre. A 
lot of applications use this data. Therefore the State of Berlin has defined a set of special 
quality requirements on the traffic situation map. These requirements are based on the 
experiences with the legacy system. 
 First requirement: The coverage of the new traffic situation map has to be extended 
from approx. 900 km to approx. 1.600 km without installing more stationary traffic 
detectors.  
 Second requirement: The actuality of traffic information has to be improved. To 
reduce latency, the update interval should be reduced from 15 minutes to approx. 5 
minutes.  
 Third requirement: The quality of the traffic information should fit the reality much 
better. There are defined threshold values. 
The State of Berlin has not forced requirements on the method to calculate the current 
traffic situation, but on the results. Therefore it was possible to continue operating the 
existing online traffic model as well as to look for advanced technologies. VMZ Berlin has 
decided to make a pre-commitment on a special system. In fact there has been an extensive 
analysis of solutions for this problem being now available on the market, e. g. macroscopic, 
mesoscopic and microscopic models as well as FCD sources. In the result the decision has 
been made in favour of a data fusion method described in the following sections. 
2 Objectives 
Based on the experiences of the existing traffic model used to calculate the current traffic 
situation, the State of Berlin has defined requirements on the results of the new Berlin TIC 
system as described above. In the past VMZ Berlin used a macroscopic traffic model (called 
MONET resp. VISUM online). At the time of its implementation in 2002 the objectives have 
been focused on the modelling of known traffic issues like road works. But with increasing 
experiences in live operation the requirements have been increasing as well: 
 The network coverage should be extended from a road network of about 900 km to 
approx. 1.600 km. This requirement follows the Urban Traffic Development Plan of  
the State of Berlin [Sen11] with the definition of road classes in this document. The 
challenge of this requirement is to double the covered network without installing new 
stationary traffic detectors. 
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 The network resolution has to be increased. That means, the street segments of the 
digital network model have to be defined in a way, so that there is no traffic lights 
controlled junction inside of the segments. At least every junction with traffic lights 
defines an end of a street segment. This is an advantage for the presentation of the 
traffic map, but it is an additional challenge for the technology, because it increases 
the number of nodes and links in this model in a significant way. 
 The legacy system has calculated the current traffic situation every 15 minutes. This 
period is too long for most applications, especially for traffic control. Therefore the 
refresh period has to be reduced, in best case to an interval of about 5 minutes. This 
has to be respected as well as the network coverage extension as described above. 
 The results shown in the traffic situation map should fit the reality much better than 
before. In 70 per cent of all cases the calculated level of service (LOS, three levels: free 
flow, slow-moving traffic, congestion) should fit the reality exactly. In 20 per cent of all 
cases a deviation of one level will be tolerated. These are high-level requirements on 
the technology, because they are focused on the result, regardless whether the reasons 
for traffic disturbances are known or not. For instance, the traffic effects of blocked 
roads due to demonstrations, accidents or tunnel closures should be reflected. 
The experiences of the operator have shown high costs for the set-up and for the 
maintenance of the traffic model, including the network models as well as the demand 
matrices for 7 days a week and 24 hours a day. And last but not least, the calculation of LOS 
values for traffic jams due to road works etc. did not fit the requirements of the operator nor 
those of the user. 
3 Evaluation of current methods and models 
VMZ Berlin has evaluated different technologies available on the market by now. This 
includes macroscopic, microscopic as well as mesoscopic traffic models. Other data sources 
like floating car data and data fusion approaches have been reviewed. The criteria have been 
as follows: 
 Quality of the results: Can the model guarantee, that the results will fit the quality 
requirements as defined by the State of Berlin? 
 Requirements on the input data: What kind of data are required and what are the 
requirements on the actuality and on the quality of that data? 
 Calculation time: How long will it take to calculate the current traffic situation if there 
is an update of the input data available? 
 Costs: How much is it to set up the system and to operate and to maintain it for a 
period of about 10 years? 
This evaluation resulted in the fining that every model has the disadvantage of being not 
Application of Floating Car Data with Data of Existing Stationary Traffic Detection
257
able to respect missing input data – regardless of the kind and of the quality of the model. But 
a traffic information centre often has no information about the reason of traffic jams. In live 
operation this happens very often. Therefore a direct measurement of the traffic effect has 
real advantages for the application in a real traffic information centre. 
The only open questions are about the price and how to fuse the FCD with the local data in 
an way, that there is no conflict between both data sources. All these questions have been 
answered by VMZ Berlin for the use case of the new Berlin TIC. 
4 Brief description of the new method 
The concept of the new data fusion method is based on using pre-processed floating car data 
in terms of current road segment speeds. Therefore VMZ Berlin uses HD Flow data by 
TomTom for a network of about 1.600 km in Berlin and, by now, of about 400 km in the 
surrounding State of Brandenburg (see Figure 1). 
 
 
Figure 1: Network coverage in Berlin TIC. 
The new fusion technology interprets the FCD in a way that there is no conflict with the  
LOS information of the local detectors (approx. 1.000). And it respects traffic news like road 
works, tunnel closures or accidents. 
The internal update rate is about 15 seconds, the external rate on the VIZ website (see 
www.viz-info.de) is about 5 minutes. 
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5 Results of application in Berlin Traffic Information Centre 
The new traffic situation map has been tested in cooperation with both contraction 
authorities: The State of Berlin and the State of Brandenburg. At august 14th, 2012 the system 
has been set live on the Berlin TIC’s website. 
Beginning with the going live the quality of the results have been monitored continuously. 
The method is to compare the LOS values at all local detectors with the results before the 
data fusion process. The results fit the requirements not only in all cases of the reporting 
quarter. They fit the requirements as well in the morning rush hour and in the evening rush 
hour (see Figure 2) 
 
 
Figure 2: Quality report (example). 
6 Conclusions 
VMZ Berlin has decided to use da new data fusion method for FCD and local data for 
calculation of the current traffic situation in Berlin TIC instead of using a traffic model. 
Because of missing input data  concerning reasons for traffic jams the results of no model can 
fit the requirements. This is the main advantage of using FCD. The traffic effects of known 
events like road works and unknown events like accidents will be monitored. The new 
method ensures, that the LOS of the data fusion will fit the LOS measured at local detectors in 
a high degree within the quality requirements. 
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New Challenges in FCD Research 
Günter Kuhns, Elmar Brockfeld, Thorsten Neumann, Alexander Sohr, Louis Touko 
German Aerospace Center (DLR)  
Abstract 
While algorithms to process FCD from raw spatio-temporal data became common and more 
sophisticated during the last years, these data are already widely used by applications for 
operational traffic management or by traffic data providers which are mostly based only on 
travel or delay times. To improve the quality of FCD and deduce further traffic parameters 
new research is conducted, which also creates new use cases for these data. Based on new 
devices (e.g. smartphones) and lower cost for wireless communication new data sources are 
available whose different characteristics require adaptions or even different algorithms for 
processing. This paper will show algorithms to assess and improve quality of FCD by 
including additional information as well as handling new data sources or extracting 
additional information for new FCD use cases. 
Keywords: FCD, Quality, Applications, Network Models, Fundamental Diagram 
1 Introduction 
To assess the current traffic situation, predict further developments and react accordingly, 
operational traffic management requires a good coverage of the road network with accurate 
real-time traffic information. Sources of these are usually induction loops, roadside cameras, 
automatic vehicle identification (AVI) systems and lately also Floating Car Data (FCD).  
Due to high installation and maintenance costs the deployment of dedicated static sensors 
for whole road networks is in most cases not feasible. In contrast collection of FCD or similar 
data is very cost-effective since it uses existing infrastructure (GNSS / mobile communication 
networks), does not require special devices or sensors (only GPS enabled smartphones) or 
uses already installed systems (e.g. in taxi fleets) to collect spatio-temporal data and thus 
constitutes an attractive source of traffic information.  
While other systems store information that allows identification of individual drivers (e.g. 
AVI), FCD only requires the re-identification of a vehicle during one trip and allows collection 
of traffic data while respecting the privacy of its users. DLR has running FCD systems for 
several years now and current work is mostly focused on assessing and improving quality of 
generated FCD results, to develop new sources of traffic data with similar characteristics and 
on creating new fields of FCD applications. 
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2 Improving quality of FCD 
While first reactions on FCD as a new source for traffic information where sceptical at best, 
during the last years it became a valuable data source for traffic providers and end users. 
This increase in trust is based on improvements of algorithms for FCD processing as well as 
successful measurement campaigns conducted to assess its quality [Bro07]. But based on 
characteristics of FCD and the raw positional data it is computed from, at least two sources 
for errors remain: low sampling rates of raw data and spatial errors due to inaccuracy of 
GNSS.  
Due to low sampling rates routes driven by vehicles between subsequent measurements 
could not be determined unambiguously, especially if not the optimum route but a detour 
was used. Also the time between two samples has to be distributed on road segments as a 
combination of travel and waiting times which becomes ambiguous for low sampling rates. 
Spatial errors can also affect the distribution of travel times but in addition cause errors in 
the map matching process, if positions are mapped to wrong street segments. This would 
cause detours which were not part of original routes driven by affected vehicles and result in 
wrong travel times. 
To improve quality of FCD further information can be integrated into the processing of 
spatio-temporal data or used for alternative methods of quality assessment – two examples 
to be presented here are historic data and also turn relations of vehicles. 
 Self-Evaluation approach 2.1
While measurement campaigns are often costly, based on small fleets which can only cover a 
limited area, the Self-Evaluation approach uses measurements conducted by FCD fleets to 
assess the quality of algorithms used to process these data. For each vehicle trip the route 
with its travel time is used as ground truth, since it can be measured with sufficient 
confidence and wrong distribution of travel times between road segments can be mostly 
neutralized for a route as a whole. Route travel times are then compared with the sum of 
travel times on each link which are generated in the same way as the results of the FCD 
system. 
In a first analysis [Kuh11] historic speeds were included in the comparison, since they 
have high influence on results if there are not enough current measurements. In general 
travel times were underestimated by the FCD system and since this was even more 
significant in comparison with historic values, these were identified as the most likely cause 
for this deviation. The systematic error was highest at times with a high variability of travel 
times (e.g. morning or afternoon peaks), when also the granularity of historic travel times 
was not detailed enough to reproduce rapid changes in traffic situation. One possible way to 
deal with this problem is introduced in the following section.  
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 Figure 1: Comparison of travel times (x - trajectory vs. y - system) and average course of 
systematic error during the day. 
Since trajectories which are used as ground truth in this approach are based on raw 
measurements and are affected only by map matching, most parts of FCD algorithms – like 
underlying models, distribution of travel times or additional values included in the result - 
can be tested by this approach to evaluate positive or negative effects on the results. Detailed 
analyses (e.g. by street type, time of day, area) can identify other specific influences on FCD 
quality.   
 Historic speeds based on Lomb Periodograms 2.2
Since travel times are usually similar for same times or weekdays, historic speeds that 
represent the typical traffic situation for a given time on a road segment are valuable 
information for predictions. Especially on minor roads FCD are usually not delivered at 
regular intervals, so historic speeds can be used here to fill gaps in data, if no measurements 
are available or to smoothen fluctuating or noisy FCD values.  
While one of the easiest ways to represent historic speeds are tables of speed values for an 
edge at given intervals (e.g. over the course of a week), a more elegant and memory efficient 
way is to use Lomb Periodograms. Here the development of speeds for a given day is 
represented by a simple trigonometric function with only a few parameters. Thus less 
information is required (parameters of the function vs. values for all intervals) and values can 
be stored in a continuous way that is not restricted by interval sizes.  
As a first step of the algorithm developed by DLR [Soh09] the raw data for each link is 
analysed. To ensure that the typical behaviour is represented, data of all public- and school-
holidays were rejected and only links in the road network with a significant amount of data 
are used. To avoid the influence of seasonal changes, the used period of time is limited to the 
last 3 months.   
Based on that pre-filtered data for each used link in the road network and each day of 
week, the power spectrum of the speed distribution is estimated (curve in Fig. 2b). Due to 
irregular time intervals, we use a method invented by Lomb [Lom76, Pre07], which is quite 
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 Figure 2: a) Raw FCD with Lomb function and b) power spectrum with significance lines. 
different from the normal fast Fourier transformation. Lomb’s method delivers, in addition to 
the power spectrum, also significance levels (horizontal lines in Fig. 2b for 0.1%, 0.2%, 0.5% 
and 5%) of the frequencies, which is then used to select the most significant ones (vertical 
lines in Fig. 2b). 
These are used in a subsequent step to compute the resulting daily course function: 
v(t) = v0+ ∑ ai sin ωit + bi cos ωit
N
i=1
 (1) 
Here N is the number of chosen frequencies, ωi = 2πfi, and f1, … , fN are the chosen 
frequencies. Missing parameters are: 
 v0 – base speed level (50.1 km/h in the example at Fig. 3) 
 a1, … , aN and b, … , bN- amplitudes of the trigonometric functions  
 
Figure 3: Daily curve (purple) composed from three trigonometric functions. 
These parameters can be fitted in one step with singular value decomposition fit (SVD fit), 
which produces for an over-determined system a solution which is the best in least-squares 
sense [PVT+07]. The resulting sine and cosine functions are shown in Fig 3. Summed up, 
these functions give one function (purple) to describe the daily curve of a day with a clear 
morning and afternoon breakdown, a comeback in the evening and over midday. 
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A first positive side-effect is the high memory-efficiency of the proposed speed profiles: 
since the used periodic functions are always sums of sines and cosines, all that has to be 
saved is v0, the base speed level, chosen frequencies f1, … , fN, and parameters a1, … , aN and 
b, … , bN as the amplitudes of used trigonometric functions. A second advantage is the ability 
of Lomb-based speed profiles to serve as basis for arbitrary granularities beyond usual day-
of-the-week, hour-of-the-day granularity of conventional speed profiles. This is possible 
since they are a description of speed profiles by means of periodic functions, which of course 
allows for evaluation in arbitrary intervals. 
 Turn dependent travel times 2.3
Depending on intersection geometry, concurrent traffic flows, traffic signals and congestion 
level different turning relations for intersections often have varying delays. While FCD 
processing usually yields one delay time per intersection inflow, which is the average value of 
the delay times, it is also possible to extract and analyse this information separated by 
turning relations. This can be done either by analysing trajectories by inflow-outflow 
relations of intersections after processing or using a more granular network model that 
incorporates and separates different turning relations during FCD processing by design. 
A first research was conducted for several junctions with high density of measurements in 
Berlin [Bro10] where DLR has the biggest fleet of FCD vehicles. Each trajectory passing one 
of these junctions was analysed by its inflow / outflow relation and delay times were 
determined over the course of normal working days. While in most cases the expected result 
of the lowest delay for the straight direction could be confirmed, in some cases it was even 
reverted especially in highly congested traffic situations or if another relation was privileged 
by traffic signals.  
 
Figure 4: Separation of intersection inflows and delay times per turn relations. 
While these results are generated by post-processing and are only available for a limited 
set of selected junctions a more general approach was incorporated into FCD processing 
itself which only requires an automated pre-processing of junctions to determine possible 
inflow/outflow relations. Based on the results of this pre-processing the base network is 
extended accordingly with new separate inflow links for each turning relation, that are 
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connected only with one specified outflow. The FCD algorithm will then generate for all 
vehicles routings on respective inflow links, which are associated with the used turning 
relations and also map travel or delay times on those. 
 
Figure 5: Network model with separate intersection inflows (simple and complex case). 
3 New Data sources and applications 
As generation of traffic data from Floating Cars became an accepted source of traffic 
information also similar sources of spatio-temporal data are being developed lately by 
tracking mobile devices like GPS enabled smartphones. As classic FCD is usually based on 
data from devices that are connected with vehicles of a fleet, vehicle type and traffic mode of 
measurements were fixed, which usually does not apply for these new data sources. 
Smartphones could for example also record traces of pedestrians, so the traffic mode has to 
be transmitted or determined from collected data, to filter results before they are used for 
further applications.  
Lower costs for communication allows the transfer of data with higher sampling rates or 
additional information like local speeds or bearings. By using this information for FCD 
processing more precise results can be generated.  
 Mode detection 3.1
If measurements from different traffic modes are mixed much valuable information is lost, 
which can be preserved if measurements are filtered by traffic mode. The most important 
information to determine the traffic mode are speed or acceleration, which can be detected 
either directly by sensors of smartphones or derived from subsequent spatio-temporal 
measurements. According to the course of trajectories some modes could be excluded, but 
also additional less obvious information like charging can be used. If it is feasible (privacy 
issues) to generate profiles for certain devices, an assumption about the traffic mode can also 
be made from past behaviour.  
For selected roads (e.g. highways) where measurements can only be caused by vehicles 
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data collected from GPS enabled smartphones could be used without mode detection for a 
high detailed traffic monitoring [Her09].   
 High frequency FCD 3.2
With higher sampling rates the travel or delay times can be determined with a higher 
accuracy and better assignment to road segments or intersections. Also the progress of 
trajectories or accumulations of measurements at congested areas or before traffic signals 
can be determined with sufficient accuracy for new applications (e.g. determine acceleration 
or length of traffic jams) which were not possible with currently usual sampling rates for FCD 
fleets. Most data used by DLR so far has sampling rates in the range between 10 to 120 
seconds, but due to the reasons named above, we expect to see FCD with higher sampling 
rates (e.g. 1 to 10 seconds) more often in the future and have already collected and evaluated 
some of these during measurement campaigns. 
Due to higher proximity of subsequent measurements the influence of GPS-errors or 
deviations becomes more significant compared to errors caused by low sampling rates. If 
erroneous positional measurements are assigned to wrong road segments, this will cause 
virtual detours in vehicle trajectories resulting in wrong or too low travel times for the 
affected street segments.  
An approach that could be used before map matching would be “spatial smoothing” – 
since trajectories are often curves, values that do not fit into the current curve could be 
corrected or ignored, since they are often caused by GPS-errors. But this could also remove 
trajectories which are caused by abnormal driving behaviour (e.g. abrupt change in 
direction). 
After positions are mapped on a street network and the route of a vehicle is computed, 
speeds on this route can be checked for plausibility. This approach can fix detours caused by 
wrong map matching (e.g. position mapped on a nearby lane with opposite direction) but 
could also filter out real detours. Since this is also feasible for FCD with lower sampling rate 
that plausibility check is also used by the FCD algorithm of DLR. 
A comparison of speeds between subsequent measurements on a route and smoothing of 
speeds could fix GPS-errors in or against current driving direction, but would also filter out 
rapid acceleration or braking. 
Except for the second one these approaches work only with FCD of higher sampling rates 
and are part of further research resulting in FCD of higher quality based on the benefits of a 
higher sampling rate.  
 Deriving traffic flows from FCD using the Van Aerde model 3.3
Traffic volumes are one of the most important figures for operational traffic management, 
infrastructural planning and traffic models or simulations. Due to high infrastructure costs it 
is currently not feasible to measure those on the network level. Instead models are used to 
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interpolate these values from punctual measurements of traffic flows at selected points of the 
road network [Vor06, Hen 07].  
While FCD does only measure travel speeds, it is available area wide. Based on travel 
speeds from FCD combined with a Van Aerde model [VAe95], that uses the speed-flow 
relationship of the fundamental diagram, it is also possible to determine traffic flows, not 
only at certain locations but on the network level.  
This model is based on the assumption that the headway h(𝑣) of vehicles is based on the 
free flow speed v𝑓 and a current speed 𝑣 <  v𝑓  together with suitable variables c1, c2  and c3 
which are specific for a road class. By 𝑑(𝑣) =  
1
h(𝑣)
  and 𝑞(𝑣) =  𝑣 𝑑(𝑣) the original model can 
be used to show the relation between current speed 𝑣 and flow q(𝑣): 
q(𝑣) =
𝑣
c1 +
c2
v𝑓 − 𝑣
+ c3𝑣
 (2) 
The first step is to calibrate Van Aerde models for different road classes, that are specified 
by speed limit, number of lanes and road class (e.g. highway, minor road) and for which 
measurements of the speed and traffic flow are available. For this the deviation of 
measurements and the Van Aerde curve has to be minimized.  
 
Figure 6: Model calibration. 
The resulting curve (Fig. 6) is then used to determine v𝑓 , maximum capacity q𝑚𝑎𝑥 , speed 
at maximum capacity v𝑚𝑎𝑥 and l0 as gross vehicle headway for jammed traffic, which define 
the model parameters for a road segment. Based on the Van Aerde model, traffic volumes can 
be computed from FCD speeds also for road segments with the same or similar 
characteristics for which no direct measurements of traffic flows are available. 
This method was applied for the city of Berlin where DLR had access to data from 
induction loops and also FCD from about 4,300 taxis to calibrate Van Aerde models for 25 
road classes [Neu13b]. Detectors which were not used for calibration were used as reference 
sensors to evaluate traffic flow results based on these models and FCD speeds. 
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 Figure 7: Comparison of measured flow with model results for good FCD coverage. 
While roads with good FCD coverage and medium or high saturation level show good 
results (see Fig. 7), for roads that do not fit these criteria results were often not usable. 
Reasons for this are either insufficient coverage from FCD results or low changes in speed 
depending on the flow in under saturated conditions. In an extension of this approach 
Bayesian Networks were used to model traffic states and temporal dependencies in the 
transition between these states [Neu13a] which provides even more reasonable results for 
traffic flows. Further research will take the effect of variable message signs and traffic signals 
into account and will optimize the road classification schema used so far. 
4 Summary 
While basic algorithms for FCD processing usually have only a limited scope which is focused 
on one vehicle and a limited amount of positional data, FCD of higher quality or further 
information can be gained by extending this scope. This extension could be either temporal 
by inclusion of historic data or spatial by using whole trajectories instead of small parts, to 
determine turn relations or construct routes as new ground truth for quality evaluations. 
Data collected by new devices will improve the amount and availability of FCD as well as 
improve the quality of raw data by including additional information and through higher 
sampling rates. Changes in underlying network models can be used to generate more fine 
granular results by assigning travel or delay times more accurately. Based on these data new 
applications can be created (e.g. use of FCD for operational traffic management or to 
determine driver acceleration profiles) or existing ones improved due to better quality of 
traffic data generated by FCD. 
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Abstract 
There is a growing interest in the traffic community about the relation between traffic data 
quality and the efficiency of traffic management. Data collection is expensive and if the same 
level of traffic performance can be reached with less data or if traffic management becomes 
more efficient with better data, then that is interesting for a lot of transport organisations. In 
this paper the problem is introduced and illustrated by presenting the results of a study into 
the effect of different loop detector distances and floating car data (FCD) penetration rates on 
a queue tail warning system. It shows that for a detector distance of more than 300 meters 
the performance deteriorates quickly and that the addition of only 1% FCD increases the 
performance considerably. 
Keywords: Floating Car Data, Traffic Data Quality, Queue Tail Warning 
1 Introduction 
Generally speaking, more and more data is coming available. In a study from IBM [IBM11] it 
was stated that 90% of the data in the world of today has been created in the last two years 
alone. As a consequence, in just a few short years the challenge has shifted from 'if we only 
had the data' to 'how can we derive better intelligence from the data' (K. T. PARKER, President 
and CEO VIA Metropolitan Transit). The growth in data also holds in the traffic world. Not 
only more data is coming available, but also different types of data from different sources, 
such as loop detector data, floating car data (FCD), GPS or GSM data, blue tooth data etc. 
Especially, floating car data is a rapidly growing data source, fed by the recent growth of 
smartphones and smartphone GPS applications. 
Dynamic traffic management and information is used by road operators in order to 
improve network utilization, safety or the environment. Examples are influencing the traffic 
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flow by influencing speeds, lane use, route choice or merging operations by employing 
variable message signs (VMS), Dynamic Route Information Panels (DRIPs), ramp metering 
etc. In order to operate the measures, to generate traffic information and to choose the best 
suitable measure, traffic data are required. Accurate, reliable, high quality traffic data are a 
prerequisite for effective traffic management and information services.  
Each data type has its own characteristics and quality. The required quality for a dynamic 
traffic management (DTM) measure or traffic information service differs, depending on the 
type of measure or information needed. Some measures are more time critical than others, 
while also the required accuracy requirements may differ. However, good research to 
establish requirements for the quality of traffic data in relation to the intended traffic 
management goals is lacking, while more and more new traffic data is coming available and 
the demand for reliable traffic information is increasing. Therefore more research on this 
subject is needed. 
If the requirements for traffic data can be determined accurately for certain traffic 
management applications, this will give new possibilities for better traffic management: It 
will lead to a better achievement of the traffic management goals with the same data, i.e. 
more efficient data use. Also, better requirements for data acquisition can be imposed to 
traffic data providers, which may lead to cost reduction when less detailed/accurate data is 
sufficient, or when data acquisition can be tuned better for better results. For example by 
choosing optimal monitoring locations. An advanced possibility to improve the performance 
of traffic management applications is to select dynamically the best algorithm and data 
processing technique for the current situation and available data. 
In this paper some background on the topic is given and some developments are 
described. After that the topic is illustrated with the relation between different spatial 
resolution data of loop detectors and floating car data on the performance of a queue tail 
warning system. The queue tail warning system was chosen, because it is a widely applied 
system in the Netherlands that uses dynamic speed limits on overhead matrix signs to warn 
drivers about downstream congestion. The system now operates on data from (induction) 
loop detectors, which have been installed widely on the Dutch motorway network. However, 
for cost saving reasons, one is interested if the system can function well enough with less 
loop detectors and/or with the use of other data sources. A first analysis of this interesting 
case is presented in this paper. 
2 Background 
 State-of-the-art 2.1
An important development concerning collecting and distribution of traffic data in the 
Netherlands is the National Data Warehouse for Traffic Information (NDW), in which road 
authorities work closely together to develop and exploit a database for traffic data and to 
effectively use this data for traffic management and traffic information. The NDW collects, 
processes, stores and distributes all relevant traffic data to provide complete, reliable and up-
to-the-minute information on the status of the main Dutch road network. Quality 
MT-ITS 2013
272
requirements have been defined by the NDW and imposed to traffic data suppliers. Currently, 
there are discussions about redefining the quality requirements, especially to differentiate 
them for different road types or traffic management applications, because the current quality 
requirements cannot always be met and will lead to high costs, as presented in [Fel12]. 
In [Klu12], a preliminary study was performed on the relation between inaccurate traffic 
data and route choice, which concluded that accurate traffic counts are important for route 
choice information in case both route alternatives are close to oversaturation. In [Tam11], a 
study was performed on the relation between data quality and dynamic traffic management. 
However, this research studied only the effect on the resulting information or traffic 
management measure, not the impact on the traffic system, and they concluded that more 
thorough research is needed on this. Also at European level it has been identified that there is 
a lack of common quality criteria for traffic data and services. The QUANTIS project [O o r10] 
aimed to provide preliminary insights into the issue. Also in the U.S. it is recognized that the 
matter of data quality has become more urgent in recent years by the increase of ITS 
applications and various travel information systems, as reported in the “Data Quality White 
Paper" from the Federal Highway Administration [Ahn08]. 
Concerning the use and comparison of induction loop data and FCD data, research had 
been done already for example in [Gaz71]. In this article, a new method is put forward for 
fusing heterogeneous and semantically different data from different traffic sensors. In 
[Lin07] they compared and used both induction loop data and FCD for traffic state 
estimation, and also performed a cost-benefit estimation. 
 Organizational aspects of data monitoring 2.2
Apart from the quantitative aspects, also organizational aspects are important, because many 
different parties need to cooperate in order to get access to the different data sources, to 
define data format standards and to implement data processing algorithms. These include 
private parties who collect traffic data, such as navigation system providers, and public 
parties like road operators and traffic management centres. It seems that while data fusion 
techniques have been developed since the seventies of the previous century [Lin09], still few 
of them have been implemented in practice. Probably the cause of this is both a lack of good 
data as well as organizational problems.  
Furthermore, the current operational traffic management systems such as the queue tail 
warning system, have been developed many years ago and in the meantime the systems and 
algorithms have evolved to such a complexity that it is not easy to switch to another (more 
efficient) system. If the current situation would be totally blank without any monitoring 
system, one could design a much more efficient traffic management system then the current 
one. In order to make this switch now, high initial costs are needed and many organizational 
issues will need to be solved. As such, the Netherlands has to deal with the law of the 
handicap of a head start, being one of the countries with the most extensive and oldest traffic 
monitoring system. In that sense, countries that don’t have an extensive monitoring system 
yet have an advance to design new efficient traffic management systems combining old and 
new data sources. 
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3 Application for queue tail warning 
On the Dutch motorway network a queue tail warning system is applied (also known as AID, 
Automatic Incident Detection), which has the aim to prevent (secondary) accidents at the tail 
of traffic jams by lowering the maximum speed for vehicles approaching the traffic jam. A 
side benefit is that it helps to solve congestion quicker, especially shockwaves, because it 
reduces the inflow to the queue. It does this by detecting a traffic jam (low speeds), and 
gradually lowering the maximum speed upstream of the traffic jam tail. The first sign where 
the traffic jam is measured shows 50 as maximum speed, the next sign upstream 50 with 
flashers and the next sign upstream 70 with flashers. The portals are placed at a distance of 
around 500 meters from each other. It uses the available loop detection monitoring system as 
input and portals with variable message signs that show the maximum speed to the drivers. 
The system is already operational since the seventies of the previous century and proved to 
have lowered the number of head-tail accidents due to traffic jams. Based on research in 
1984 [Bos07], the number of  accidents was lowered with 16% in total, 36% of secondary 
accidents and 19% less vehicles involved in accidents.  
The algorithm is based on speed detection of individual passing vehicles. First, outliers 
are filtered (speeds higher than 200 km/h are removed and speed slower than 18 km/h are 
set to 18 km/h). The algorithm works on reversed speeds instead of speeds, because that 
responds faster to speed differences for small speeds [Kli11]. A weighted moving average is 
calculated of the reversed speeds to smooth out speed fluctuations, by weighting the current 
smoothed speed with the current measured speed with a certain factor. This factor is higher 
for the measured speed when the new measured speed is smaller than the smoothed average 
speed then when the new measured speed is larger. In this way the system responds faster to 
low measured speeds than to high measured speeds. The system is triggered to start when 
the smoothed average speed gets below 35 km/h on one of the lanes, based on at least n 
vehicles. In the current research, n=3 is chosen. The trigger to turn off is when the average 
speed on all lanes gets above 50 km/h. This last condition is chosen in order to prevent too 
frequent on-off behavior of the system. The algorithm is responsive and not predictive: it is 
activated after the congestion has arisen and turned off after the congestion has been solved.  
Though the system has proven to be successful, it is complex and expensive for 
maintenance. It needs a high density loop detection monitoring system which is currently 
under investigation in the Netherlands for lower cost alternatives, as explained before. Also, 
in other countries there usually is a much less dense monitoring network available. This 
justifies the current research into the performance of the system for different detector 
densities and including other data sources such as FCD.  
 Research questions for the queue tail warning case 3.1
In order to determine the effect of different spatial resolutions of detector data and 
penetration rate of FCD data on the performance of the queue tail warning system, 
calculations have been done with a detailed real-world dataset. Details of this dataset are 
given in the next paragraph. It was used to answer several main questions: 
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 Which loop detector distance is needed for a sufficient performance of the queue tail 
warning system? 
 With which penetration rate of FCD is it possible to reach a comparable performance? 
 Which improvement is possible for a combination of FCD and loop detectors? 
 Real-world data 3.2
As a test dataset, empirical microscopic loop data from a densely used motorway in the U.K. 
are used. The data come from the Active Traffic Management section of the M42 motorway 
near Birmingham [Wil11]. This section has an unprecedented coverage of inductance loop 
detectors, with a nominal spacing of around 100 m. During 2008/09, 16 consecutive 
detectors on the northbound carriageway were enhanced so that, among other 
improvements, the full individual vehicle data of all vehicles driving through the 1-mile 
section were recorded. For the research described in this paper a dataset of 10 days (1st to 
10th October 2008) was used for a motorway stretch of one kilometre which contained 10 
detectors. 
The individual vehicle data include the passage time, speed, lane number, and length of 
each vehicle as it passes each of the sites. With this high resolution, one can track most 
individual vehicles through the section in most traffic conditions and thus in effect 
reconstruct their trajectories [Wil08]. As such, a floating car data set was constructed by 
interpolating the individual vehicle recordings between the detectors. The FCD data was 
subsequently generated by sampling the trajectories at a resolution of one Herz. During the 
10 measured days, a sufficient amount of congestion and shockwaves occurred to test the 
AID algorithm.  
 Experimental set-up 3.3
Since the goal of the queue tail warning algorithm (AID) is to prevent accidents when 
approaching the tail of the traffic jam, the performance of the system should ideally be tested 
in practice by counting the number of accidents over a long period of time. Since this is a long 
and unreliable process and doesn’t allow for experimenting, the performance is checked 
using indicators that are related to the safety of the vehicles approaching a traffic jam. These 
are the time to detection of the traffic jam, the error in the estimated location of the tail of the 
traffic jam and the number of detected traffic jams. In this study time to detection is defined 
as the difference between the first time of detection of the traffic jam (average speed < 35 
km/h) in the baseline situation and the situation under investigation, where the baseline 
scenario is defined as the 100% FCD scenario, since this provides complete information 
about the traffic state. The error in the estimated location of the tail of the traffic jam is 
defined as the difference between the most upstream location of the detected traffic jam in 
the baseline and the situation under investigation at the same time. The number of detected 
traffic jams is defined as the number of times that the AID algorithm was triggered to go on 
(ones it is on, it needs to go off before it can be triggered to go on again). The idea behind 
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these indicators is that the risk reduction is larger when there are less vehicles that approach 
a traffic jam without passing the lower speed warning of the system (or equivalently, when 
there are more vehicles warned by a lower speed limit).  
To test the effect of the detector distance on the performance, several distances have been 
tested by leaving out the detector data of part of the detectors. Since the length of the 
measured motorway stretch is 1 kilometre and contains 10 detectors, only a limited number 
of detector configurations were possible. The following detector distances have been used: 
1000 m, 550 m, 385 m, 288 m, 192 m and 97 m. This is done by selecting a subset of the 
detectors (2,3,4,…,10 detectors) with as much as possible equal distances in between, 
covering as much as possible the full length of the measured section. For example, for 1000 
m, the first and last detector have been selected, for 550 m the middle detector was selected, 
for 385 m the fourth and eighth detectors were selected, and so on. 
Since the basic AID algorithm has been developed for loop detector data, it is as such only 
suitable for data measured at fixed locations. In order to be able to apply it with FCD data, 
some additions were needed to the algorithm. This has been done as follows: the FCD 
second-by-second data was interpolated at fixed locations, namely at every meter. The AID 
algorithm was now applied at each meter (as if there was a detector at every meter). Again at 
least three vehicle measurements are needed to trigger the system. In this way, the location 
of a vehicle driving with low speed can be detected very accurately, though with low 
penetration rates the time to detection of a queue could be long.  
The penetration rate was varied by a random draw (uniform, one draw per penetration 
rate) of all measured vehicles and taking into account only the data of this selected set of 
vehicles. The following FCD penetration rates have been simulated: 0%, 1%, 2%, 10%, 50% 
and 100%. Also combinations of FCD and loop detector data have been simulated. This was 
easily possible in the above explained algorithm, by applying the algorithm both for all 
vehicle measurements at the loop detector locations and for the set of FCD vehicles at every 
meter. 
By using 100% FCD, the exact moment of all congestion occurrences and locations of the 
traffic jam tail have been determined. To determine the ground truth, the location and timing 
of commencement of the traffic jam tail was determined at every second and every meter as 
the most upstream location where the AID was triggered on. 
4 Results  
The results of the analysis are shown in Figure 1, 2 and 3. Looking at the detection rate in 
Figure 1, a 100% penetration rate logically shows a detection rate of 100%, while loop 
detectors without FCD only detect up to 30% of the congestion in the base case. This large 
difference is caused by the high resolution (1 second and 1 metre) of ground-truth 
congestion and as a result the on-off behaviour with the high-resolution FCD. A penetration 
rate of 50% FCD detects 60%-75% of the traffic jams. 
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 Figure 1: Detection rate for various detector distances and penetration rates of FCD vehicles. 
As shown in Figure 2, the time to detection varies from 10 seconds to 100 seconds 
without FCD, while with 50% FCD the detection time stays below 40 seconds. Also the 
location error benefits from FCD data, as is shown in figure 3. While with loop detectors the 
location error increases up to 250 meters, with the addition of 1% FCD this is reduced to 200 
meters, and with 50% FCD it stays below 80 meters. 
 
Figure 2: Time to detection for various distances and penetration rates. 
It may seem strange that the time to detection goes down after 550 meters. This is 
probably a boundary effect because two detectors where used (one at the upstream 
boundary and one at the downstream boundary) which capture traffic jams better than one 
detector in the middle for the case of a detector distance of 550 meters. Another remark can 
be made about the influence of flow on the results. In the used dataset, the flow was rather 
high; this is to be expected in a situation where shockwaves occur. However, in some cases 
(such as when an incident occurs) the flow can be much lower while still congestion will 
form. Using low penetration FCD for Queue Tail Warning will be less effective in this case, 
since the probability will be larger that the minimum detection boundary of the algorithm 
(three FCD vehicles with a speed below 35 km/h) will not be achieved. 
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 Figure 3: Location error for various distances and penetration rates. 
5 Conclusions 
Linking traffic data quality to the efficiency of traffic management is an unexplored field. 
While more and more traffic data are coming available, not much is known about the needed 
data quality in order to reach the desired goals of traffic management. If the requirements for 
traffic data can be determined accurately for certain traffic management applications, this 
will give new possibilities for better traffic management. It will lead to a better achievement 
of the traffic management goals with the same data, i.e. more efficient data use, and cost 
reduction, for example when less detailed/accurate data can be sufficient. However, in order 
to achieve this in the current world of traffic management practitioners, a change of view is 
needed: start with what you want to achieve, instead of what data you have. 
Looking at the results of the data study to the effect of different loop detector distances 
and FCD penetration rates on a queue tail warning system, we can answer the research 
questions stated in paragraph 3.1 as follows: 
The first question was which detector distance is needed for a sufficient performance of 
the queue tail warning system. Up to 300 meter detection distance, the performance seems to 
be reasonable: the detection time stays below 25 seconds and the location error below 200 
meters. With larger detector distances, the time to detection and location error increase 
quickly.  
The second question, with which penetration rate of FCD is it possible to reach a 
comparable performance, it can be concluded that the detection time and location error is 
already shorter with 1% FCD.  
Thirdly, which improvement is possible for a combination of FCD and loop detectors? 
Looking at a detector distance of 500 meters, adding 1% FCD reduces both the detection time 
and the location error with 20%.  
It must be noticed though that the used indicators are related to the final aim, i.e. 
increasing traffic safety, but the exact relationship is not known. 
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6 Further research 
Further study is needed to determine the relation between the used indicators and the effect 
on traffic safety, i.e. the relation between the time to detection and location of the traffic jam 
tail in combination with reduced speed limits on the risk of traffic jam tail collisions. Options 
to study this are for example driving simulator studies, camera observation in practice or 
using surrogate safety measures in a traffic micro simulation study. 
Also more accurate results could be achieved with a larger dataset and more experiments 
to reduce stochastic effects. The presented results are based on data from a quite short road 
section and also influenced by the random draw of FCD vehicles. The long computational 
time of the experiment (due to the very detailed data of individual trajectories on a 1 Hz 
base) made it too time consuming to repeat the experiment for a high number of random 
draws. Furthermore it would be more realistic to use a larger set of real-world measured FCD 
on a longer track. Another approach to overcome the problem of a limited dataset would be 
to use simulation. However, simulation models need to be calibrated thoroughly with real-
world data as well in order to be sufficiently representative. 
This research is part of a PhD research, which aims to address the problem of the relation 
between traffic data quality and traffic management/information in a broad perspective. 
Therefore, in future research quality requirements will be established for several traffic 
management and information applications and situations. This will be done both for time 
critical applications such as ACC, medium time critical applications such as queue length 
estimation for urban control and less time critical applications such as routing and network-
wide traffic management. In order to be able to generalize the results, a general framework 
will be designed. Also the type of errors that occur in reality on different types of traffic data 
will be investigated, as well as statistical relations between different types of errors.  
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Abstract 
The paper deals with the opportunities and difficulties to exploit large sets of sparse floating 
car data for modeling purposes, more specifically for route choice analysis. A methodology is 
introduced for path identification and selection. It explores all possible routes between an 
origin-destination pair starting from a set of sparse observed vehicle positions; it identifies 
the most likely routes for each trip and finally selects a limited set of representative paths 
that appear significantly different on the road network model. Finally, an application is 
presented on a set of 62 routes between one origin-destination pair, selected from a database 
of several million of trips tracked in the metropolitan area of Rome. The corresponding set of 
representative paths is shown which provides the best balance of complexity and accuracy in 
representing users’ behavior on the road network model. 
Keywords: Floating Car Data, Route Choice, Path Set Generation, Representative Routes 
1 Introduction 
The increasing diffusion of vehicular and personal satellite positioning devices supplies a 
huge amount of floating car data, which provides an unprecedented detail of vehicular traffic 
on the road network and users’ mobility patterns. The analysis of repeated observations of 
trips performed by many individuals can disclose many aspects of travellers’ mobility 
behaviour, such as route choice process, as trip chaining propensity to a day-to-day revision 
of previous choices. These aspects have been until now difficult to observe directly on large 
samples of users or uncertain to estimate in their actual extent. Other than giving new 
insights on analysts’ knowledge about mobility patterns and perhaps inspiring the 
development of new models, floating car data can be exploited to validate the numerous 
behavioural models that were developed in the last years.  This is mainly true for route 
choice models, which are usually calibrated on small samples of users’ route choices and 
validated on the basis of their aggregate results on link flows. However, repeated 
observations of current road performances and corresponding route choices by the same 
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 user provide a direct source of information for a thorough calibration of the random utility 
models, which means solving the following problems: determine the most reasonable 
method for generation of the path choice set; specify the most suitable mathematical 
structure, which indeed should capture the correlation among different paths; determine the 
most likely values of the coefficients of the choice model. In order to reduce the number of 
paths that compose the choice set, various indicators have been proposed that measure the 
dissimilarity of route alternatives. [Akg00] introduced the dissimilarity in terms of length of 
shared links between two paths. [Del05] used the concept of a buffer zone to characterize 
heterogeneous paths. [Mar09] proposed an indicator evaluated at nodes, which eliminates 
problems related to the buffer area and is more representative of the drivers’ choice 
behavior. The problem of route dissimilarity is closely related to the covariance analysis. 
[Cas96] were the first to capture the correlation between route alternatives explicitly. They 
introduced a correction attribute, called commonality factor, in the deterministic part of the 
logit model formulation, which is proportional to the overlap of each generic path with the 
other paths in the choice set. [Bek02] adapted a logit kernel model to the route choice  
problem; [Mar04] developed a link based path-multivel logit model. [Cas01] reduced the 
computational complexity of choice set generation by viewing the choice set as a fuzzy set in 
an implicit model of availability/perception of choice alternatives.  The management of large 
data sets of floating car data gives rise to some computational problems that require pre-
processing data. Floating car data are taken as successive geographical coordinates and have 
to be matched on the road network before being applied in transport modelling. Although 
many map matching algorithms have been developed in the last years for navigation systems, 
they are not suitable for statistical analyses. In fact, floating car data are usually collected 
with much lower frequencies than those applied by on-board navigation systems. Thus, the 
problem arises to recognize the route followed by the vehicle from sparse sample points. 
Specific methods for dealing with sparse positions data are to be implemented. Moreover, the 
most recent digital road maps developed for route guidance provide a so high level of detail 
that amplifies the problems due to the sparseness of position data without adding any useful 
information for analysis and modelling purposes. [Rah13] developed a two-step method that 
first applies a map matching algorithm to individuate a set of candidate links and then 
performs a path inference by connecting all matched points to build a candidate graph and 
finally finding the most likely path in such candidate graph. [Fre07] introduced the concept of 
subnetwork, which tries to capture the most important correlation among similar paths on 
the network without considerably increasing the model complexity. They assumed the choice 
set be composed by all possible paths on the network and developed a method for building 
the subnetwork by applying factor analysis. 
In this paper, we focus on a quite different goal. Other than recognizing the most likely 
routes from sparse floating car data, we aim more specifically at identifying a limited number 
of significantly different paths that represent drivers’ route choices with the level of accuracy 
required by traffic models. The paper is structured as follows. The next section explains the 
methodology applied for identification and selection of the route choice set. Related results 
are illustrated in Section 3. Final remarks summarize conclusions and provide suggestions 
for further development of the ongoing research. 
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2 Methodology for Route Choice Set Identification 
The methodology developed to determine some significantly different paths that represent 
the actual route choice alternatives consists of the following operations: 
 map matching of single "points" on the road network graph;  
 path reconstruction, which explores a reasonable number of feasible paths connecting 
two successive projected points and identifies the most likely path for each trip in the 
data set;  
 path selection, which analyzes the whole set of the reconstructed routes, splits it into 
several clusters and selects the most representative path for each cluster. Such 
representative paths compose the final route choice set of alternatives as it can be 
used for behavioral models.  
The first operation has already been addressed in a previous project work using a semi-
probabilistic map matching algorithm and illustrated in [Ram12].  The latter points are 
described in the following. The aim is to obtain a set of feasible paths representative of users’ 
preferences and significantly different with each other.  
 Path Reconstruction 2.1
Data of vehicle trips have been stored in a database. Each trip is described by a sequence of 
records, which depict the instantaneous states of the vehicle and the travelled distance since 
the origin. Each pair of consecutive records belonging to the same trip forms a segment. For 
each segment, we calculate the k-shortest paths between the sampled points by 
implementing the algorithm designed by Russo and Vitetta [Rus06]. To identify the most 
likely path that represents the actual vehicle’s route, we choose the path having the minimum 
difference of length with the observed travelled distance. Then, for each trip we reconstruct 
the whole route followed by the vehicle from the origin O to the destination D as the 
sequence of most likely paths from consecutive sample points. We also compute the 
difference between the measured distance of each segment and the corresponding value 
calculated on the graph.  
The processing time is a critical issue in large databases of floating car data.  The time for 
processing a single trip varies with the number of lines that compose it, that is, with the 
length of the trip and the level of detail of the graph. For the k-shortest paths calculation, we 
fixed the value k=7, after some experimental results, which showing that larger values of k 
increased the processing time considerably without producing a significant reduction of the 
error. We have executed these calculations sequentially, but an ongoing research consists of 
testing parallel algorithms that use General purpose Programming on Graphics Processing 
Unit (GPGPU), which is expected to reduce the computation time.  
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 Path Selection 2.2
The path selection procedure takes in input the results of the path reconstruction routine, 
which supplies the set of routes most likely folowed by the road users in their diferent trips; 
then, the problem is to select from the whole set of routes a subset of diferent paths that can 
be perceived by the users as diferent alternatives. This problem is solved by a heuristic 
algorithm that clusters the reconstructed routes in diferent sets and selects the most 
representative route on each set. The clustering criterion consists in maximizing the 
dissimilarity of paths belonging to diferent sets and minimizing that between paths of the 
same set. The folowing dissimilarity index D(i, j) between route i and j is introduced 
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
L(PiPj) and  are the length of path i and the length of the overlapping part of 
paths i and j, respectively. Low index values indicate highly overlapping routes whilst unit 
values denote truly dissimilar routes. More complex indicators that introduce the travel time, 
the number and the category of links can be introduced. However, they require an extensive 
knowledge of the trafic speed on al links of the network in diferent hours of the day and 
take into account weekly and seasonal efects. However, such an in-depth knowledge of the 
road network performances is very dificult to achieve, so we prefer using the pure distance-
based indicator.  
After the final route choice set has been obtained, a representative route is chosen for 
each set. Such a route should represent at best drivers’ choices and also the most relevant on 
the graph model; thus, a simple rule is applied that maximizes a weighted function of the 
users’ frequency of choice and the relevance of the links traveled in the hierarchy of the road 
network model. The path selection procedure applies the folowing steps: 
 Step 0 (Initialization). Get the set P = {Pi; i=1, 2, …, n} of reconstructed paths and take 
it as the current set of representative paths, S = P. Initialize the number of path sets 
m=1. Let M be the desired number of path choice sets. 
 Step 1 (Dissimilarity analysis). For each pair of paths Pi and Pj of S, identify the road 
links shared by Pi and Pj, and compute their dissimilarity index D(i, j) from Eqn (1). 
 Step 2 (First split). Find the most dissimilar pair of paths in the set S
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Take each of these two paths as the first item of two new distinct sets of paths, S1={Ph} 
and S2={Ph’}. Update the number of sets m=m+1. Let k=1,2,…nk, with k=1,2…,m, be the 
cardinality of the set Sk. 
 Step 3 (Path classification). For each path Pi, i=1,…, n, find the set Sl  {S1, S2,… Sm} of 
minimum dissimilarity with Pi  
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and put Pi in Sl. If m<M, go to Step 4. Otherwise, go to Step 5. 
 Step 4 (New set identification). For each set of paths Sk  { S1, S2,… Sm
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 Step 5 (Selection of representative routes). For each set of paths Sk  { S1, S2,… Sm
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representative route of the path set Sk. End. 
 
3 Experimental Analysis of Individual Route Choices 
This section presents the results obtained by applying the method for path identification and 
path selection on a large database, composed by about 100 milion of records, provided by 
tracking about 100,000 vehicles for one month in the metropolitan area of Rome. An onboard 
unit tracks vehicle positions and speeds at a high frequency rate but records the folowing 
data only every 2 km: vehicle identifier, timestamp, geographic coordinates, instantaneous 
speed, distance traveled from the previously sampled point. Unlike an aggregate analysis of 
mobility patterns, conducted on the whole database, the individual analysis is limited to the 
drivers traveling on a single Origin-Destination. Specificaly, the O-D relationship with the 
greatest number of trips and a distance larger than 8 km is investigated. Such a data sample 
is composed by 62 trips made by 20 diferent GPS equipped vehicles traveling along the 
selected O-D destination during the month of May 2010. A more extensive analysis on the 
whole dataset is undergoing. The reference network graph is formed by 274,000 nodes, 
32,948 arcs and 1,331 centroid nodes. The highest level of detail is in the urban area, which 
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 covers an area of about 300km2 and contains the largest number of graph elements so that 
the sampling points, collected every 2 km, are very sparse with respect to the detail of the 
road network. 
 Path Reconstruction Results 3.1
The results of the path reconstruction algorithm applied to the sample of 62 trips made by 20 
users show that the reconstructed paths are composed on average by 171 road links and 
have an average estimated length of 13.3 km; the average travelled distance measured by GPS 
equipments is 12.1 km, with an average error of about 1.2 km, corresponding to about 10%. 
Figure 1 depicts the correlation between the observed and the measured length of all trips 
and highlights how larger errors are due to few outliers. Since k-shortest path algorithm 
always considers the path of minimum distance and the algorithm overestimates the 
measured distance, it is reasonable to think that so large errors are due to inaccuracies of 
GPS positions. 
 
Figure 1: Maximum deviation between routes chosen by the same traveler 
Display reconstructed paths on the road network highlights that many routes followed by 
the same vehicle differ by only slight differences. The two most dissimilar routes followed by 
the same vehicle depicted in Figure 2; they differ with each other by 30 road links and 1 km 
length. Their dissimilarity index is 0.45. The picture highlights also that the deviations 
between the two paths have not only a limited extent, but –more important for modeling 
purposes– they are restricted to local streets and concentrated on the initial and end 
extremes of the trip. It is unlikely that the driver perceived the two routes as two distinct 
alternatives, and it is likely that he or she decided slight changes to the path because of 
contingent factors, which are not worth being included in a behavioral model.  
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 Figure 2: Correlation between observed and estimated travelled distance 
 Path Selection Results 3.2
To illustrate the performances of the path selection procedure in selecting the most 
representative routes to compose the path choice set, it is useful to compare the initial set of 
reconstructed routes (only a selection of 13 out of 62 is depicted in Figure 3) with the final 
set of 4 representative routes, shown in Figure 4 and obtained by assuming in the 
representativeness function =1 and wa =1 for all arcs a. The difficulty to recognize different 
relevant routes in the initial set explains the need for a systematic path selection procedure 
that clusters similar route alternatives and selects only the routes that represent significantly 
different alternatives for road users. The complex overlapping of reconstructed paths 
highlights the difficulty of the task. 
 
Figure 3: Visualization of (some) reconstructed routes on the road  network 
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Figure 4 : Visualization of the final route choice set of representative paths 
The four routes selected represent alternatives that are significantly different both 
spatially qualitatively. Quantitative characteristics are summarized in Table 1. Route 62 is the 
most direct and shortest alternative (11.3 km), which follows the main road artery in that 
urban sector, with many signalized intersections. Route 5 uses the local streets, and a stretch 
of the ring road expressway to follow a more distant radial artery with fewer intersections to 
go toward the city centre. Routes 6 and 10 have similar qualitative characteristics. They both 
are winding paths that use preferably minor roads and then join the less direct radial artery 
to reach the final destination. Frequency of choice indicates the relevance of each subset of 
routes in drivers’ route choice. Route 10 represents a large number of similar routes (having 
a frequency of choice of 52%), routes 5 and 62 are chosen by about 24% of users. Route 6, 
although it has been chosen just once, is significantly different from the other ones and then 
has been selected as a relevant alternative. The last two indicators highlight the result of the 
clustering algorithm. The external dissimilarity is the average dissimilarity index of the paths 
of each subset with respect to the paths of the other subsets while the internal dissimilarity 
is the average dissimilarity index of the paths of each subset with respect to the other paths 
of the same subset. All the 4 subsets selected have an external dissimilarity higher than 0.85 
(so, they are significantly different with each other) and an internal dissimilarity lower or 
equal to 0.45 (that is, they are homogenous, and their representative route stands for a large 
number of similar alternatives). 
Table 1: Characteristics of the final route choice set 
Route id 
N. of 
choices 
Rel. Frequency 
of choice 
N. of 
Links 
Length 
(km) 
Avg. External 
Dissimilarity 
Avg. Internal 
Dissimilarity 
5 15 0.24 169 15.3 0.92 0.45 
6 1 0.02 190 13.4 0.90 0.00 
10 32 0.52 203 13.3 0.86 0.33 
62 14 0.23 143 11.3 0.90 0.21 
5 
6 
10 62 
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4 Final Remarks 
The paper has illustrated a procedure for reconstructing vehicle paths from a large set of 
sparse floating car data and to select a limited number of significantly different routes that 
are representative of actual drivers route choices. 
The research is still on-going and is continuing in the following directions: extend the 
analysis to the whole database; apply a parallel data processing for path identification; 
introduce a new dissimilarity index that takes into account road network hierarchy. Further 
research will be addressed to calibrate behavioural random utility models on observed 
patterns and develop dynamic process models to reproduce the day-to-day users’ route 
choice behaviour. 
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Abstract 
There is a growing pressure on urban public transport companies and authorities to improve 
efficiency, stemming from reduced budgets, political expectations and competition between 
operators. In order to find inefficiencies, bottlenecks and potentials in the public transport 
service, it is useful to learn from recorded operational data. We first describe the state of 
publicly available transit data, with an emphasis on the Dutch situation. The value of insights 
from Automatic Vehicle Location data is demonstrated by examples. Finally, a software tool is 
described that makes quick comprehensive operational analysis possible for operators and 
public transport authorities, and was able to identify several bottlenecks when applied in 
practice. 
Keywords: public transport, AVL data, service reliability, monitoring 
1 Introduction 
Similar to in other countries, public transport in the Netherlands has to face substantial cost-
cutting measures. Although higher quality and more capacity are needed, funding for public 
transport is reduced. Improving public transport quality and extending capacity under 
reduced finances is a hard challenge, but we believe that several possibilities exist. The key 
factors to enhanced and more cost efficient public transport are travel time and service 
reliability. 
Service reliability is the certainty of service aspects compared to the schedule as 
perceived by the user and is, next to travel time, one of the main quality aspects in public 
transport. (Potential) public transport passengers take these aspects explicitly in 
consideration while planning their trip mode [Oor13]. 
In several studies reliability-related attributes have been found among the most 
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important service attributes in a variety of situations. Balcombe et al. [Bal04] report that 
service reliability is considered by passengers twice as important as frequency. Ko nig and 
Axhausen [Kon02] conclude that the research done over the last decade shows that the 
reliability of the transportation system is a decisive factor in the choice behaviour of people.  
Much research illustrates the potential of improving travel time and service reliability. 
One could think of improvements of vehicles, infrastructure, planning and operations. 
Literature shows that in urban public transport, substantial attention is given to ways to 
improve services at the operational level [Vuc05, Ced07, Oor09a]. Concerning strategic and 
tactical instruments, much research is already available on the planning instruments of 
priority at traffic lights, exclusive lanes and synchronization. The implementation of bus lane 
schemes and traffic signal priority are the most used solutions in this field (as shown by e.g. 
Waterson et al. [Wat03]). Both Ceder [Ced07] and Vuchic [Vuc05] present the different 
methods and effects, and also give an overview of the issues which need to be considered in 
synchronization. During the design of the schedule, optimising trip time determination and 
holding are potential instruments improving operational quality [Oor12, Del12, Xua11]. 
Less researched so far, but potential instruments are available during network design as 
well, for instance line length and design of terminals [Oor09b, Oor10]. A study of a new tram 
line in Utrecht, the Netherlands [Oor13], showed that about 65% of the (societal) benefits 
are related to these aspects, being over € 200 million during the total lifetime of the tram 
infrastructure. On busy bus trunks in Utrecht, a reduction of 30 seconds of trip time per bus 
saves about € 100,000–400,000 in operational costs per year. 
The first step to increase operational performance is a proper analysis of historical 
operations. This paper focuses on bus and tram modes. Operations performance for heavy 
railways based on track occupation data is described in [Gov11]. Automatic vehicle location 
systems (AVL systems [Str00, Hic04]) are of great help to provide databases of historical 
performance with regard to travel time and reliability. Although such data has already been 
available for years to many operators, it is only recently that this valuable data is becoming 
available also to Dutch transit authorities, researchers and developers. In addition to 
facilitating analysis of performance, proper data also enables forecasts of future service 
quality [Kan08, Wil09]. In this paper we analyse a practical example of such a data set to 
illustrate the usefulness of these kinds of analyses: several bottlenecks are identified, 
providing transport authorities with insight into setting investment priorities.  
2 Public transport and open data 
Public transport companies have always dealt with large amounts of data when designing 
timetables, scheduling vehicles and staff, collecting fares and more recently tracking vehicle 
locations. However, it has only recently become possible to store large amounts of historic 
vehicle location and fare collection data, and therefore to analyse this data. Furthermore, in 
line with other “Open Data” initiatives in the public sectors, data related to public transport is 
currently becoming publicly available in more and more areas, notably in North America and 
more recently in certain European cities. 
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The first type of public transport data that became publicly available is timetable 
information. Besides supplying public transport route planners with timetable data, 
computer-readable timetable information also allows for efficient analysis and comparison of 
public transport networks, describing spatial coverage, commercial speeds, frequencies, and 
connections to adjacent public transport networks. Timetable information provides no 
insight yet, however, in the performance of the timetable realization and hence the service 
reliability of public transport and the real-time timetable information. 
Accurate real-time vehicle location data (Automatic Vehicle Location systems, AVL) has 
become available for public transport operators with the wide availability of GPS and GSM 
devices. AVL data has also become publicly available in many areas in the recent years, albeit 
often with the condition that it is only used for passenger information. Early examples 
include the transit agencies of Washington, Boston and some other US bus companies. We 
note that these days most Western public transport operators provide some kind of real-time 
vehicle location (or expected vehicle arrival time) information to the public, but often this 
information is still not technically or legally available for storing or further processing by 
third parties. 
 The Dutch example 2.1
In the Netherlands, most public transport operators are on board with the initiative called 
Borderless Public Transport Information (“Grenzeloze Openbaar Vervoer Informatie”, GOVI 
[Gov13]), aiming at making a wide range of public transport information available and 
processable from timetables to fares, vehicle location and punctuality. The data exchange 
interfaces (“koppelvlakken”) are defined by the set of standards called BISON [Bis13]. 
Another source of open public transport information, such as a GTFS feed on the national 
level, is the company 9292 REISinformatiegroep BV [Rei13], a company specialized in 
passenger information owned by Dutch operators. 
GOVI was designed to facilitate data communication between vehicles and the land side to 
enable dynamic passenger information. As an additional benefit, the actual and scheduled 
vehicle positions and times are logged in a database. Although this database was not the 
objective of the GOVI system, it is extremely helpful to monitor and analyze public transport 
performance. 
In particular, in 2012, the first Dutch public transport operator agreed to legally release 
AVL data via GOVI for storage and analysis by third parties, such as researchers and 
developers [Gvb13]. Since then several other operators joined. Such data streams are in 
practice publicly available via the Dutch OpenGeo Foundation [Ope13]. The source of the 
data later presented in this paper is either directly from the transit authorities or via 
OpenGeo. 
3 Insights from AVL data 
As a first step, it is important to understand the structure and the quality of the data source. 
In our case, AVL data was available for several months from multiple operators in the format 
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described by interface KV6 of the BISON standard mentioned earlier. An example extract of 
the most important data attributes and the first and last few records related to a single public 
transport vehicle trip is presented in Table 1. 
Table 1: Example data output from BISON interface KV6. 
Time Message type Operator Line Journey Stop Punctuality 
08:29:00 INIT ... B120 7001 99990140  
08:29:00 ONSTOP ... B120 7001 99990140 60 
08:29:22 DEPARTURE ... B120 7001 99990140 82 
08:31:28 DEPARTURE ... B120 7001 99990290 88 
…       
08:51:04 ONROUTE ... B120 7001   
08:52:37 ARRIVAL ... B120 7001 99990500 -202 
08:52:37 END ... B120 7001 99990500  
 
This data table consists of timestamped messages of important events of the vehicle trip. 
In particular, a trip starts with an INIT initial message and ends with an END message, and all 
departures are logged with a DEPARTURE message. In case of some stops an ARRIVAL 
message is recorded too, allowing for an estimate of the dwell time. Furthermore, in case that 
there is no departure and arrival event taking place for a longer time duration (about a 
minute), an ONSTOP or an ONROUTE message is recorded, including exact location. Our data 
source already includes a value for delay, which equals to the difference of the message 
timestamp and the planned arrival or departure time. 
Line-based analysis  
A commonly used visualization [Fur06, Oor09a] of the performance of a transit line is 
plotting each trip as a line chart in a coordinate system of stops versus delay. Figure 1 (left) 
shows one month of bus trips of a certain line, as well as the median and 15th and 85th 
percentiles. Such a chart is useful to see both the level of variations in the execution of the 
timetable and the systematic deviations. Other phenomena that are shown by this particular 
chart are the ample time reserve used just before the last stop and the use of some holding 
points during the trips. 
Another way to look at the same data is to plot vehicle headways instead of delays. A high 
frequency line with a high level of delays but regular headways remains attractive to the 
passengers. The chart is shown on Figure 1 (right), the scheduled headway is 10 minutes. 
This location-headway chart points out the regularity of high-frequency services along the 
line, as well as possible bus bunching. 
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 Figure 1: Vehicle delays (left) and headways (right) along a single route. 
Network-wide analysis  
The ubiquitous availability of vehicle locator devices allows one to take a step further from 
line-based performance evaluation and investigate patterns at the network level. Phenomena 
only visible on the network-level are the reliability of transfers, area-related issues and 
possible bunching or interference on multiple lines with shared sections. An example of a 
network-level data visualization is the average delay at each stop, including stops with 
several transit lines, shown on Figure 2. 
 
Figure 2: Average delay per stop (green: early,  yellow: on time, red: late). 
Inter-operator transfers 
An aspect of public transport travel that was previously invisible to the public and to each 
operator, but of substantial importance to the passenger, is the reliability of transfers 
between multiple operators, such as between a long-distance train and a local bus. With open 
data, it is possible for anyone (so also to any operator) to investigate the actual reliability of 
inter-operator transfers – and for the operator to take steps if necessary.  
Figure 3 shows a discrepancy between vehicle punctuality and passenger experience, for 
an example transfer that is scheduled to take 5 minutes excluding walking time. It is common 
that a public transport timetable includes a substantial time reserve before an important 
stop, and therefore as the left part of the figure shows, the vehicles are consistently early at 
the transfer stop. However, this means that the passengers structurally have to wait much 
longer at the transfer stop than they can expect from the timetable. As waiting time on the 
platform is perceived much less comfortable than in-vehicle time [Waa88], this means that 
trips including this transfer are perceived of a less quality than expected from the timetable. 
 
Optimizing Public Transport using Automatic Vehicle Location Data
295
 Figure 3: Arrival punctuality of a vehicle and transfer waiting time for the passenger at a 
transfer location. 
The relevance of open AVL data with regard to improving transfers is the following: open 
information on the reliability of inter-operator transfers makes it possible for any operator 
and the transport authorities to gain insight into the reliability of these transfers and take 
steps if necessary, such as synchronizing timetables, holding vehicles in case of minor delays 
and informing passengers. See Sparing and Goverde [Spa13] for example for identifying 
transfers of interest and choosing which vehicles to hold in a multi-operator setting. 
4 The GOVI-tool 
To generate helpful insights from AVL data, the transport planning consultant firm 
Goudappel Coffeng developed a tool that translates data to information: the GOVI-tool. The 
GOVI database consists of all actual and scheduled arrival and departure times at all stops of 
all trips of the participating public transport operators in the Netherlands. This implies big 
data sets: a month contains 100.000-200.000 records per line. By subtracting the actual 
departure and actual arrival time, dwell time may be calculated. Comparing actual and 
scheduled times provide insights in the level of punctuality of the service. Finally, trip times 
may be calculated using departure times at a certain stop and arrival times at the following 
stop. Since information about stop distances is available as well, operating speed may also be 
generated. 
To gain insight in the performance, mean values, 15- and 85-percentile values are 
calculated for the above mentioned aspects. This way, information about the variability is 
provided. The tool also provides information about cumulative values, such as total trip time, 
thereby illustrating the quality of actual performance compared to the schedule along the 
line. All information may be presented for every stop, per line and direction, period of the 
week (working day, Saturday or Sunday) and period of the day (AM peak, PM peak, daytime 
or evening). 
In addition to showing the data in tables and figures, the tool is also capable of finding 
bottlenecks. The tool easily finds its way through all the data and selects (predefined) outlier 
values. The tool could for instance present a list of all stops where the average dwell time is 
larger than 30 seconds or where the schedule deviation is below zero (i.e. operating ahead of 
time). 
The above described GOVI-tool has been used in the Utrecht region to analyze all bus 
lines, gaining insights in the actual performance and the largest bottlenecks. For 4 periods 
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per working day and Saturday and Sunday, insights where generated with regard to driving, 
dwelling and punctuality. Several performance indicators were compared to the Sunday 
values to gain insights into the maximum improvement potential. Below, we present 
examples of the generated graphs from both Utrecht and another line in North Holland, 
applying the GOVI tool (Figure 4-Figure 6): punctuality along a line, travel speed between 
stops and dwell times. 
 
Figure 4: GOVI-tool graph of schedule deviation, bus line 7 Utrecht, evening rush hour. 
 
 
Figure 5: GOVI-tool graph of speeds between stops. 
 
 
Figure 6: GOVI-tool graph of dwell times at stops. 
5 Conclusions 
While the funding of public transport is under pressure, the need to enhance quality is 
increasing. The key element to better and more efficient public transport are shorter and 
more reliable trip times. By removing bottlenecks of the operations, costs may be reduced 
while the quality will be increased, thereby increasing ridership and revenues. This way, the 
cost effectiveness of public transport is improved in two parallel ways. 
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To find the bottlenecks and the potential benefits of improvements, data of historical 
operations is required. In the Netherlands, this data is has become recently available via 
GOVI. The objective of the GOVI system was to facilitate dynamic travel information, but the 
recorded data also provide huge insights into actual and scheduled performance. Goudappel 
Coffeng developed a tool to translate all these data into information, so that bottlenecks can 
be identified and measure can be taken by the transport authorities to solve them, enhancing 
public transport. 
A next step in the development of the tool is translating vehicle data into passenger 
impact. When additional data on passenger behaviour and flows is available, service 
reliability impacts per passenger per stop may be calculated (i.e. additional travel time and 
its distribution [Oor13]). 
This research is performed in cooperation with BRU, the transit authority in the region 
Utrecht, the Netherlands; Delft University of Technology, Department of Transport & 
Planning; Goudappel Coffeng; the Netherlands Organisation for Scientific Research (NWO); 
and the Dutch OpenGeo Foundation. The authors thank their partners for their support. 
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Effects of Cooperative Traffic Signals on 
Tramway Operation 
Christian Gassel, Jürgen Krimmling 
Technische Universität Dresden 
Abstract 
Traffic lights have significant impact on traffic conditions at all, but also on energy 
consumption of approaching vehicles. The Dresden University of Technology is investigating 
several paths to reduce unnecessary stops at traffic lights. Finally, two energy saving 
strategies have been examined in depth: (I) Energy savings by traffic signal control and (II) 
by an onboard Driver Advisory System (DAS). As a result of research, a system was developed 
where cooperative traffic lights fulfil multi-model needs. Furthermore, the first DAS for 
energy efficient tramway control was designed, named COSEL. COSEL receives data about 
green phases from cooperative traffic lights and is already used in tramway operation. 
Keywords: Energy efficiency, Tramway, Cooperative Traffic Lights, Traffic Management, ITCS 
1 Introduction 
Since automotive industry has been researching intensively on low-emission car mobility for 
some years, public transport has to compete with private transport on ecological aspects. In 
addition, energy prices tend to become more relevant for public transport operators. 
At present industry and scientific institutions are researching intensively on energy 
storage systems for public transport, which increase the possibilities of recovering the 
kinetic energy of vehicles under regenerative braking. In contrast, this paper concentrates on 
operational measures to reduce tractive energy consumption already in advance.  
In case of not having unlimited preemption, tractive energy consumption of tramways is 
influenced by traffic lights. Several strategies have been examined, which reduce unnecessary 
stops at traffic lights causing additional tractive energy consumption. This paper describes 
two approaches to reduce energy consumption of tramways in combination with traffic 
lights: 
I – Energy savings by traffic light control 
Energy consumption can be reduced by fitting the green phase to the arrival time of the 
approaching vehicle. The driver passes the traffic signal without being informed about green 
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phases. In this case, unlimited preemption for public transport represents the maximum 
reduction of unnecessary stops. However, unlimited preemption cannot be realized in each 
case due to conflicts of several vehicles approaching an intersection at the same time. The 
Dresden University of Technology developed a multi-criteria signal control (MCSC) system to 
decide about public transport preemption at traffic lights.  That system significantly 
influences the stopping rate of public transport vehicles and is described in section 2. 
II – Energy savings by DAS onboard 
Driver advisory systems supporting energy efficient driving have already been developed 
for European railways and metro systems [Rai09]. These systems calculate optimal 
trajectories in real-time. The algorithms used differ in single-train and multi-train 
optimisation, single-section and multi-section optimisation as well as heuristic and 
numerical optimisation approaches [How95],[Liu03]. In railways DAS can provide in average 
energy savings of 5-10%. For tramways DAS for energy efficient driving never have been 
used in practise. The reasons are linked with the specific transport mode characteristics, e.g. 
vehicle actuated signal control with green phases, which are difficult to predict. In section 3 
various onboard control measures for tramway operation are described to reduce 
unnecessary stops. Furthermore, the approach of COSEL (Computer Optimised Speed Control 
for Energy-efficient Light-rails) is presented. COSEL represents the first driver advisory 
system for tramways in regular operation.  
2 Multi-criteria signal control 
MCSC determines tramway preemption under consideration of operational issues 
(punctuality, headway regularity, connection services and optimal order of tramway vehicles 
at intersections, where the order can be influenced) and private transport issues (traffic 
flow). Therefore, MCSC evaluates all feasible green stages with configurable multi-criteria 
cost functions (see Formula 1).  
Each green stage  𝑖  gets costs on influencing deviation from schedule 𝑞𝐹𝑃 of public transport 
vehicles (Figure 1 left side). In addition, the influence on hindering motorized individual 
traffic is defined by 𝑞MIT. (Figure 1 right side). The relationship of costs 𝑞𝐹𝑃  and deviation 
from schedule is modelled linearly. Green stages leading to high deviation are evaluated with 
higher costs, than green stages which reduce deviation. No costs are set for vehicles being 
slightly early or punctual.  
The costs concerning individual traffic are composed of constant costs  𝐺𝑀𝐼𝑇 and dynamic 
costs. Dynamic costs are calculated for each private traffic flow 𝑗 which is influenced by the 
green phase. These costs 𝑞VL depend on current LOS (Level of Service) of the specific traffic 
flow 𝑗 and a weight 𝑓 between public transport and private transport. The traffic flow with 
maximum costs is decisive.  
Optionally, green stages also get costs at places where traffic lights may support 
connection services 𝑞Con and where they are able to arrange an optimum order of vehicles 
𝑞Or. In general, 𝑞Con and 𝑞Or  can only assume two different values. Either costs are set (goal is 
not fulfilled) or not (goal is fulfilled). 
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 Figure 1: Consideration of private traffic flow (left) and deviation from schedule of public 
transport vehicles (right) in cost functions 
Finally,  MCSC chooses the optimum green phase  𝑄∗ with the minimum sum of 
multimodal costs.  
𝑄∗ = min
∀𝑖
(𝑞MIT,𝑖 +  𝑞FP,𝑖 + 𝑞Con,𝑖 + 𝑞Or,𝑖) (1) 
𝑞MIT,𝑖 = 𝐺MIT,𝑖 +  max
∀𝑗
(𝑞VL,𝑗 ∙ 𝑓𝑖𝑗) (2) 
The stopping rate depends on the criteria mentioned above and the parameter settings 
used. However, the amount of energy savings ∆𝐸 by avoiding a stop at traffic lights is affected 
by several parameters (vehicles attributes, track infrastructure, energy supply management 
and operational restrictions). With respect to operational restrictions maximum speed limits 
𝑣𝑚𝑎𝑥 in the conflict area have intensive impact on energy savings in combination with 
stopping rates (Figure 2 right side).  
In case of low speed limits (e.g. due to switches close to traffic lights) an additional stop 
has less impact on energy consumption, because of short-term acceleration activities to 
reach the speed limit again. Considering that the driver receives no information about green 
phases the vehicle is not approaching traffic lights with anticipating driving style.  
Figure 2 illustrates on the left side the driving behaviour assumed with and without a 
stopping event. The dependency of energy savings and maximum speed restriction in the 
conflict area are shown on the right side. Calculations base on a vehicle mass of 41000kg. In 
this example gradients and recuperation rate while braking are assumed to be zero.  
 
Figure 2:  Driving trajectories (left) and energy savings avoiding one stop (right) using 
intelligent traffic light control 
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3 Onboard control measures 
Various onboard control measures are feasible to reduce unnecessary stops in tramway 
operation. Basically, this paper concentrates on measures with cooperative systems (traffic 
lights or ITCS) which supply an onboard DAS with information about future conflicts areas. 
These conflict areas are signalled intersections as well as commercial stops being occupied 
by other vehicles where unnecessary stops may occur. However, the specific advice is derived 
on running time reserves based on optimal target times at conflict areas.  
 Optimum target time 3.1
In general, the optimum target time 𝑡𝑜𝑝𝑡 is an element of the set of target times T at the 
conflict (time span at the, f.i. green phases). Because transport capacity always plays a 
significant role at conflict points, the optimum target time firstly result from capacity 
consideration. In case of traffic lights, tramways usually should pass them as early as possible 
to reduce the influence of public transport on the whole intersection. At stopping areas, 
vehicles should arrive at stops as soon as the stop is not occupied anymore. In addition, these 
rules also fulfil the operational requirement of reduced journey times. However, due to safety 
reasons, the optimum target point at traffic lights is set some seconds later than the 
beginning of the green phase. Therefore, the driver approaching traffic lights has been aware 
of a green signal aspect for some seconds and is not concerned of approaching at red signals.  
The optimum target time is shifted to a later point of time, not until the driver is unable to 
approach at the conflict area in time, even with time-optimal driving. 
 Dwell time control 3.2
Originally, the control of dwell times is an approach to guide the tramway driver to a 
target point without any influence the driving style between two commercial stops. The 
driver gets information about the optimum time of departure while waiting at the stop. For 
tramway movement toward the conflict area time-optimal driving is assumed. Figure 3 
illustrates dwell time control on the left side. At the stop the advice “Drive” is shown as long 
as the driver would be able to reach the first green phase at the following traffic light (second 
40 to 55 after the vehicle started at the previous stop). If the driver is not able to departure 
until second 20, the first green phase would be missed. Therefore, the system calculates 
another dwell time to reach the optimum target time 𝑡𝑜𝑝𝑡,2 and shows a waiting advice with 
remaining dwell time.  
That approach is already applied in practise of tramway operation, but not as solution on-
board. Signals are positioned at the commercial stop to indicate the optimum departure time.  
However, dwell time control being used solely is not able to influence a vehicle which has 
already departed. The energy efficiency only results from avoiding an unnecessary stop at the 
conflict area not from energy efficient driving towards the conflict area. In addition, conflicts 
have to be predicted at least when the vehicle stands at the previous commercial stop.  
MT-ITS 2013
304
 Figure 3: Difference between dwell time control (left) and speed control (right) 
 Speed control 3.3
In contrast, speed control is used to guide moving vehicles towards the optimum target point 
at the conflict area. In order to arrive with minimum energy consumption, the maximum 
principle of Pontryagin is used [Liu03]. It results in four regimes, which can occur in various 
sequences [Alb12]: 
 acceleration with maximum permitted acceleration,  
 cruising at constant speed, 
 coasting without tractive energy consumption and  
 braking with maximum permitted deceleration. 
Multiple relevant parameters are considered in optimisation like vehicle attributes (e.g. 
driving dynamics) and track parameters (e.g. gradients, maximum speed profile).  
In contrast to dwell time control, speed control not only saves energy by avoiding an 
additional stop. Additionally, energy is being saved by anticipatory driving when approaching 
a traffic light (for instance the coasting regime without tractive energy consumption). 
However, tramway infrastructure and operational issues result in limited applicability of 
speed control - especially in city centres where several public transport lines are being 
operated and public transport interferes with motorised individual transport waiting times 
at conflict areas strongly vary (0s-80s). Due to short distances between two consecutive 
stops (about 300m-600m) and operational constraints (minimum speed constraints and a 
very few changes of driving advice) these waiting times cannot be eliminated exclusively by 
energy efficient speed control. Figure 3 shows speed control on the right side. The optimum 
trajectory depends on the optimum target time at the traffic light. Though, the green phase 
being realised later (target point t*opt,2) cannot be reached because of minimum speed 
restrictions. 
 COSEL - Combination of dwell time control and speed control 3.4
The advisory system COSEL combines the advantages of both dwell time control and speed 
control. At the commercial stop the driver gets information about the optimum departure 
time. A countdown indicates the earliest departure time, which avoids approaching the 
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conflict area with cruising speed below minimum speed. Additionally, the driver gets 
information about the maximum dwell time which can be used for passenger interchange 
without taking the risk of missing the time window at the next conflict area. If the driver 
departures at the commercial stop COSEL will give speed advice. 
Figure 4 illustrates several optimum trajectories depending on departure time at the 
previous stop. In the case shown, the driver has to wait 22 seconds at the commercial stop 
until a valid trajectory is given by DAS, which fulfils the minimum speed restriction and 
allows an arrival at the traffic light exactly at the optimal target time (dotted trajectory 
coloured light blue). If the driver waits longer because of passenger interchange, the running 
time reserves will decline, respectively approaching speed will increase. In case of not 
existing running time reserves, the optimal target time at the traffic light is shifted to a later 
point of time as long as the target time represents a part of the green phase (departure 
between second 45 to second 62). Thereby the driver is able to avoid a stop at the traffic light 
with time-optimal driving (trajectories coloured navy blue).  
 
Figure 4: Optimum driving trajectories with respect to tramway specific restrictions 
4 Implementation and experience of regular operation 
Since July 2011 MCSC has been running in practical operation in Dresden, Germany. In order 
to use traffic data for multi-criteria optimisation MCSC receives current data from two central 
management systems. Firstly, the Dresden traffic management system VAMOS supplies 
information about road traffic conditions [Kre12]. Secondly, the Dresden ITCS being used by 
the Dresden Transport Operator provides specific operational data of public transport. 
 Data communication 4.1
In order to avoid an isolated solution data communication bases on several standardised 
interfaces being used in several European countries.  
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Approach I only requires unidirectional data transfer from the vehicle to MCSC. No data 
are sent to the vehicle. Since VDV (Association of German Transport Companies) defines 
various data interfaces/standards which are used in public transport systems all over 
Europe, MCSC is able to use a set of VDV interfaces. Both, operational issues of public 
transport considered in multi-criteria cost function and automatic vehicle location data, are 
derived by data already being contained in VDV 45x- as well as in VDV R09.16. 
Communication between MCSC and the local signal control unit bases on OCIT (Open 
Communication Interface for Road Traffic Control Systems). Using OCIT makes the approach 
usable for a wide range of signal control units (e.g. already tested with Siemens and Swarco).  
Approach II additionally involves bi-directional data transfer from MCSC to public 
transport vehicles. Since data required are not covered by an existing standard interface the 
specific interface VLP100 (TU Dresden development) is used. Thereby, WLAN (IEEE 802.11n) 
is used as wireless networking standard during the pilot phase. With lessons learned from 
applicability of VLP100 further standardisation actions are planned. 
 Effects from traffic light control 4.2
MCSC influences traffic light control on a section with a total length of one kilometre, where 
two tramway lines (3, 8) and two bus lines (61, 66) are operating. On that section three 
intersections are controlled by MCSC (Nürnberger Platz, Fr.-Löffler-
Straße/Reichenbachstrasse and Fr.-List-Platz). At these intersections unlimited preemption 
for both tramway lines cannot be applied in each case because of conflicts with the major 
road legs (for instance tramway routes at Nürnberger Platz have conflicts with average daily 
road traffic of 28,000 vehicles, in addition diversion route of the motorway nearby and 
coordinated green phases with intersections in neighbourhood). MCSC is evaluating road 
traffic conditions of the major road as well as operational aspects of the public transport. 
Figure 5 demonstrates the influence of schedule delay on tramway preemption at the 
traffic signal Nürnberger Platz. As a result of cost function 𝑞𝐹𝑃 , MCSC tends to result in 
higher priority for trams being late, than trams which are on time or trams which are 
operating even too early. Thus, average time losses and the stopping rate are declining, when 
delay increases. Respectively, MCSC will be able to influence the energy consumption of a 
tramway system, even if the driver has no advisory system onboard (approach I). In 
comparison with common vehicle actuated control (CVAC) previously used at Nürnberger 
Platz, MCSC reduces the stopping rate from 75% to 46% (line 3, delay>2min). Because MCSC 
not only respects punctuality, further dependencies may occur, e.g. in case of good road 
traffic conditions (LOS A/B) tramway preemption can be higher – respectively the stopping 
rate even declines below 40%. 
 Effects from driver advisory system 4.3
In addition, the Dresden Transport Operator (Dresdner Verkehrsbetriebe AG) has been 
applying the driver advisory system COSEL since June 2012 (approach II).  
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 Figure 5: Average time loss (left) and stopping rate (right) depending on deviation from 
schedule at Nürnberger Platz (Line 3 direction Coschütz, approach I without DAS) 
For the first time such a DAS has been designed for tramways, supporting drivers to avoid 
unnecessary stops at traffic lights. Therefore MCSC receives status data of cooperative traffic 
lights as well as operational data from the ITCS (Intermodal Transport Control System). In 
addition, green phases at traffic lights are chosen by MCSC (similar to approach I) and driving 
trajectories of other vehicles are predicted to estimate occupation times at stops. These 
spatial and temporal data about expected conflicts are sent to the DAS onboard. Finally, 
COSEL calculates the optimum driving trajectory ensuring smooth driving without 
unnecessary operational stops.  
Since, such an advisory system never has been used in regular tramway operation before, 
several migration stages have been arranged to prove the effects on energy consumption. In 
summer 2012 twelve voluntary drivers evaluated the system performance of COSEL in 
regular operation. The results of several hundred runs per month document the drivability of 
given advice by COSEL in urban tramway environment. 
 
Figure 6: Driver advisory system COSEL (left: two trajectories recommended and actual 
driven in regular operation; right: integration of COSELmobile in the driver’s 
cabin) 
Figure 6 (left side) illustrates two runs between stop Reichenbachstrasse and stop 
Nürnberger Platz. COSEL calculates optimum trajectories depending on green phases of two 
traffic lights running independently of one another. Even if gradients strongly vary on this 
section (0 to 4%) the drivers are able to follow advice and finally avoid stops at traffic lights. 
For the sake of high acceptance the experiences of the drivers have also been implemented in 
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software updates. As long as COSEL is not implemented on an OBU (On-Board-Unit) the 
software runs on a smartphone (COSELmobile). The device is installed in the driver’s cabin 
(see Figure 6 right side).  
The average stopping rate of tramway vehicles being equipped with COSEL declined to 
24% (Table 1). Despite the fact that COSEL only gives advice, the system actually has an 
impact on the driver’s behaviour, respectively the stopping rate of the vehicles. Some 
tramway vehicles still stopped because of technical reasons, which cannot be detected 
automatically (e.g. defect infrastructure components, being relevant for operation) and 
human reasons, like deviating driving styles from recommendation to test possibilities and 
limitations of that new system. 
Table 1: Effects on average stopping rate of line 3 direction Coschütz at Nürnberger Platz 
Case 
se 
Survey period Average stopping rate 
CVAC 10.2010-11.2010 0.70 
MCSC (Approach I) 12.2011 0.52 
COSEL (Approach I+II) 06.2012-08.2013 0.24 
The effects on energy consumption depend on the distribution of running time reserves, 
acceptance rates, recuperation rates and system availability. For data analysis, power data 
recorded by the Dresden Measuring Tram are used [Har09]. According to that, tractive 
energy consumption was reduced by 4-12% per run on the section analysed (between stop 
Reichenbachstrasse and stop Nürnberger Platz). In summary, operational measures like 
intelligent traffic control and driver advisory systems are able to make additional potentials 
accessible to reduce energy consumption in tramway networks. These measures have to be 
considered as a part of a bundle of measures on various fields of research, which complete 
each other (e.g. energy recovery systems and operational measure described in this paper) to 
maximise energy efficiency of public transport at all. 
Having tested the system successfully with voluntary drivers, the Dresden Transport 
Operator arranged the next migration stage in autumn 2013, involving all tramway drivers. 
Therefore, the system was installed on 83 tramway vehicles (about 50% of the whole 
tramway vehicle fleet), which are operating in more than 90% of all cases on the sections 
being supplied with traffic light information for COSEL.   
5 Future actions 
In 2013/14 approach II will be applied on one of the heaviest charged transport corridors in 
Dresden. By then, MCSC will control traffic lights on at total length of 4.2 kilometres, where 
the headway of tramways partly falls below two minutes during rush hour. Moreover, COSEL 
will be implemented as a module of OBU. In this regard, data transmission will not base on 
WLAN standard anymore, but on an existing digital data transmission network owned by 
Dresdner Verkehrsbetriebe. In addition, a third approach will implemented, which also 
considers energy savings in MCSC. The cost function of MCSC is extended by energy/fuel 
consumption of public and private transport vehicles. The green phase with minimum costs 
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will be calculated by MCSC and transmitted to the DAS onboard. Algorithms used by DAS 
equal to approach II. 
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Pre-signals for Bus Priority: Basic 
Guidelines for Implementation 
S. Ilgin Guler, Monica Menendez 
ETH Zurich 
Abstract 
Buses operating mixed with cars can often get stuck in car congestion. One commonly used 
solution is to dedicate a lane for bus use only. However, when bus flows are low, dedicated 
lanes running through intersections can reduce the discharge flows from these locations and 
lead to increased car delays. Therefore, a commonly used solution is to discontinue the 
dedicated lane upstream of the main signal. In this paper, we advocate the use of pre-signals 
at these locations to continue providing bus priority while minimizing disruptions to car 
traffic. Pre-signals can allow buses to jump the car queues upstream of signalized 
intersections, while allowing cars to utilize the full capacity of the main signal when buses 
are not present.  
The goal of this paper is to provide a basic summary of previous research done on pre-
signals. Using this information, ideas on how to operate pre-signals and practical guidelines 
on how to implement them at signalized intersections will be provided. Lastly, insights on 
when pre-signals can reduce the system wide (buses and cars) person hours of delay will 
also be given.  This information can then be used to determine where and when pre-signals 
should be implemented in real urban networks. 
Keywords: Pre-signals, Bus priority, Traffic flow, Signalized intersections 
1 Introduction 
Reliable and fast public transportation (i.e., buses) is an important tool to relieve urban areas 
of car congestion. However, the operation of buses in urban environments can often be 
impeded by interactions with cars. Bus operations can become slow and unreliable when 
buses are caught in car queues. Also, car operations can be hindered by buses which stop 
frequently and pull in and out of bus stops. As a result, both car and bus modes operate less 
efficiently and the capacity for both can be reduced.  
A commonly used solution is to dedicate a lane for bus use only. Bus lanes have been 
studied as early as 1975 [Lev75]. However, theoretical analysis of roadway capacities with 
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the use of bus lanes has only been recently done. These lanes can allow the buses to bypass 
car queues in order to reduce travel time and increase their reliability. Nevertheless, their 
effect on the system-wide (i.e., buses and cars) person hours travelled can differ greatly 
especially based on the bus frequency.  
When bus frequencies are high, dedicated bus lanes can also benefit cars by reducing the 
number of conflicting maneuvers experienced between the two modes. If these dedicated 
lanes are run through bottleneck locations the discharge flows can even be expected to 
increase [Men07]. However, if bus frequencies are very low and the bus lanes are severely 
underutilized, then even the increased discharge flows from the adjacent lanes might not be 
enough to compensate for the wasted space. In this case, bus lanes will lead to additional car 
delays due to reduced capacities at intersections, and also longer queue lengths since there is 
one less lane available for cars to queue on. The longer queues can also increase the risk of 
queue spill overs to other intersections and further reduce discharge flows.  
In order to mitigate the negative effects of bus lanes on the system, dynamic use of bus 
lanes have been proposed on links and at intersections. On signalized arterials, intermittent 
bus lanes were proposed [Vie01, Vie04]. Intermittent bus lanes allow cars to use all lanes on 
a roadway except for when buses are present. Whenever buses are arriving, a space in front 
of the bus is dedicated for bus use only allowing the bus to always pass without interfering 
with cars. However, since buses receive priority on the roadways only when they are present, 
cars can fully utilize the capacity of the roadway when there are no buses. A similar idea, 
named bus lanes with intermittent priority, was proposed by Eichler and Daganzo, 2006 
[Eic06].  Guler and Cassidy, 2012 [Gul12] theoretically determined the bounds for which 
dynamically shared lanes would increase the total capacity of the system. Intermittent bus 
lanes were field tested in Lisbon, Portugal [Vie07], and in Melbourne, Australia [Cur08]. 
These experiments found a varying range for bus delay reductions.  
With a special focus on intersections, the use of pre-signals, which are additional signals 
upstream of the main signal, was proposed by Wu and Hounsell, 1998 [Wu98]. The goal was 
to increase discharge flows from intersections while still providing bus priority. That paper 
provides three different operating strategies for the pre-signal and theoretically evaluates the 
delays associated with each. A similar idea, but with a slightly different operating strategy, 
was proposed by Guler and Menendez, 2013 [Gul13a]. They analyzed the car and bus delays 
encountered at pre-signals when the main signal is under saturated [Guler13a], and when 
the main signal is over saturated [Guler13b]. 
There are only a few places where pre-signals have been implemented in the real world. 
These locations include London, U.K. [TFL05], and at least one implementation in Zurich, 
Switzerland. In London, Transport for London provides guidelines on how to assess and 
design pre-signals. This document qualitatively talks about the different points to consider 
when assessing the feasibility, design and implementation of pre-signals. However except for 
a general suggestion for the distance from the intersection of a pre-signal location, 
quantitative assessment tools are not provided in this document [TFL05].  The car and bus 
delays encountered at the Zurich pre-signal were empirically evaluated [Gul13c], and used to 
validate the theoretical analysis presented in [Guler13a].  
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The goal of this paper is to provide a comprehensive view on the operation of pre-signals. 
This paper presents basic guidelines on how and when pre-signals can be implemented in 
urban environments. These guidelines are drawn from the analytical findings of Guler and 
Menendez [Guler13a, Guler13b, Guler13c]. However, the results have are presented to 
provide practitioners with tools to assess the feasibility of pre-signals and present basic 
guidelines for design. To do so, Section 2 will describe the operation of pre-signals. Section 3 
will discuss the conditions for which pre-signals can improve the system for under saturated 
and over saturated intersections. Finally, Section 4 will offer some final remarks for the 
implementation of pre-signals.  
2 Operation of pre-signals 
A pre-signal is used when there are 2 or more lanes approaching the intersection in the same 
direction as the bus, and one is dedicated for bus-use only. The idea is to discontinue this bus 
lane some distance upstream of the intersection, and use a pre-signal to stop cars at this 
location in order to still provide bus priority at the main signal (see Figure 1). The pre-signal 
allows cars to use all lanes to discharge from the main signal, except when a bus arrives. At 
that time, the pre-signal turns red for cars. This allows buses to maneuver into the 
intersection without encountering conflicts from cars, and provides bus priority by allowing 
them to jump the car queue present upstream of the pre signal (Guler and Menendez, 2013a).  
Pre-signals operate as described below [Guler13a]. This described operation provides the 
smallest combined bus and car delays. This statement is justified later.  
 The pre-signal turns red for cars: 
- In advance of a red main signal such that cars queue only upstream of the 
pre-signal. This ensures that an arriving bus can move to the stop line at 
the main signal and discharge immediately when the main signal turns 
green.  
- When a bus arrives to the pre-signal, regardless of the main signal's phase. 
This gives the bus priority to move to the main signal without encountering 
conflicting maneuvers from cars.    
 The pre-signal turns green for cars: 
- In advance of the green main signal such that no gaps are created in the car 
discharge from the main signal. This implies that if the number of car lanes 
upstream of the pre-signal is less than the number of mixed use lanes (as is 
in Figure 1), cars discharging from the pre-signal would briefly form a 
queue again at the main signal to not starve the main signal of flow.   
- When a passing bus clears the pre-signal (given that pre-signal would have 
been green if no bus were present).  
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Now imagine that the duration of red at the pre-signal is different than described above. If 
the red time at the pre-signal is shorter, this would imply that a longer queue would form at 
the main signal every cycle. This is true since now there exists a longer duration between the 
green at the pre-signal and at the main signal. In this case, a bus arriving during the red main 
signal, but green pre-signal would queue behind more cars, leading to a larger average bus 
delay. The cars would experience no benefit from this type of operation since they would still 
be able to discharge from the main signal at the same time. 
 
Figure 1: Schematic of a pre-signal [12]. 
Now imagine the opposite, where the red at the pre-signal is longer than described above. 
In this case, cars could not discharge from the main signal at saturation rate for as long as 
they could if the above described operation was used. This is true since the pre-signal has 
less number of lanes than the main signal. In this case, cars would experience additional 
delays. While the buses could benefit from this operation since the queue of cars at the main 
signal would be shorter, further investigation of this strategy showed that this reduction in 
delay was not enough to compensate for the increase in car delay.  
The queuing of cars at the pre-signal and at the main signal for the operation described 
above when buses are not present can be visualized in Figure 2. This figure represents a 
signalized intersection where the cycle length is C hours, the red duration at the main signal 
is rms hours, and the red duration at the pre-signal is rps hours. The virtual arrival of cars to 
the main signal is shown as line A with slope a veh/hour. The virtual arrival of cars to the 
pre-signal is shown as line Dps with a maximum slope of s’ veh/hour. Here s’ represents the 
capacity of all the car lanes upstream of the pre-signal. The departure of cars from the main 
signal is shown as line Dms with a maximum slope of s veh/hour. Here s represents the 
capacity of all lanes at the main signal. Notice that s ≥ s’ since there are more (or the same 
number of) lanes present at the main signal as compared to the pre-signal.  
As can be seen in Figure 2, cars initially start queuing at the pre-signal during the pre-
signal red time. Then the pre-signal turns green in advance of the main signal (i.e., rps<rms) 
and cars are required to queue at the main signal for a short duration. This happens since 
typically there is one less lane available at the pre-signal and the discharge flow is not 
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enough to saturate the green at the main signal. Thus, cars queue at the main signal in order 
to fully utilize its capacity. However, this does not imply that cars experience additional 
delays. For a cycle during which buses are not present, the car delay is exactly the same as it 
would be if the pre-signal did not exist, even though the number of stops is increased for 
some cars. For a cycle during which a bus is present, cars will experience some additional 
delays. 
 
Figure 2: Queuing diagram for an under saturated signalized intersection with pre-signals 
when buses are not present [Gul13a]. 
For a perfectly saturated main signal (when the demand is equal to the capacity of the 
signal) there needs to be enough space between the pre-signal and the main signal such that 
the main signal can be fully utilized by the queued cars (when s>s’). Therefore, the section of 
the lane where the lane allocation is intermittently changed, needs to extend at least for a 
distance of d km (see equation below). In other words, the pre-signal must be located at least 
at a distance d upstream of the stop bar at the main intersection.  
𝑑 = (𝐶 − 𝑟𝑚𝑠) ∙ 𝑠 ∙
1
𝑘𝑗𝑎𝑚
 (1) 
where kjam is the jam density of all lanes at the main signal in veh/km. In the case when  s=s’, 
d is only limited by the space required for the bus to be able to maneuver into the 
appropriate lane.   
The next step is to determine the duration of red at the pre-signal (rps). Note that Figure 2 
shows the virtual departure curve from the pre-signal. This implies that the departures from 
the pre-signal have been shifted by the free flow travel time between the main signal and the 
pre-signal (d vf⁄ , where vf is the free flow speed) . Hence, in real implementations the 
pre-signal turns red in advance of a red main signal by the free flow travel time. Then the  
duration of rps can be found as: 
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𝑟𝑝𝑠 =  
𝑠 ∙ (𝑠′ − 𝑎)
𝑠′ ∙ (𝑠 − 𝑎)
∙ 𝑟𝑚𝑠 (2) 
Since rps depends on the demand rate, it could either be pre-determined by using 
historical data or determined dynamically by measuring the arrival rate with the use of loop 
detectors.  
In the case when s=s’, the pre-signal would still turn green d vf⁄  in advance of a green main 
signal, but rps would be equal to rms. Hence, the first car queued at the pre-signal would 
arrive to the main signal just as it was turning green and would not be required to stop again. 
Therefore, no secondary queue of cars would form at the main signal. The pre-signal would 
turn red again d vf⁄  in advance of a red main signal   
If a bus arrives when the cars have a green pre-signal, the pre-signal needs to turn red for 
cars for a certain duration rb. This duration needs to be enough to allow the bus to maneuver 
into the appropriate lane downstream of the pre-signal. This duration is typically around 5 
seconds, however, it could be as high as 10 seconds as it was observed at the Zurich pre-
signal.  
3 Bounds of application for pre-signals 
This section presents the bounds for which pre-signals can provide the lowest system-wide 
(car and bus) total person hours of delay. These bounds represent when the system will 
benefit more by the use of pre-signals compared to mixed use lanes (where only cars would 
benefit) and dedicated bus lanes (where only buses would benefit). These bounds, for which 
pre-signals outperform the two other strategies, are calculated using two metrics: (i) ratio of 
bus occupancy to car occupancy; and, (ii) mode share of buses assuming a car occupancy of 1 
for the intersection of interest (notice that this is the most conservative scenario possible).  
Figure 3a shows the ratio of the bus occupancy to the car occupancy, and Figure 3b shows 
the mode share of buses for which each strategy would provide the lowest system-wide delay 
for a range of car demands at under saturated intersections. Above the solid line, dedicated 
bus lanes perform the best; between the solid line and the dashed line, pre-signals perform 
the best; and below the dashed line, mixed use lanes perform the best. These results are 
based on the analytical formulations presented in Guler and Menendez [Gul13a]. However, 
the analytical formulations of [Gul13a] have been extended to also look at mode share as a 
decision metric. As can be seen in Figure 3a, pre-signals can improve the system for a wide 
range of bus occupancies. As the upstream car demand increases these bounds become 
wider. Overall, pre-signals always outperform the two other strategies when bus occupancies 
are between 18 and 70 times greater than car occupancies. Figure 3b shows the same bounds 
using the bus mode share of only the specific intersection considered as the metric of 
analysis. Similar to Figure 3a, the domains of application of pre-signals increase (i.e., the 
difference between the solid and dashed lines become wider) as the car demand increases. 
For pre-signals to be the best for the system, buses are required to carry between 60-90 % of 
the passengers when car demands are low, but only 20% (still up to 90%) of the passengers 
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when car demands are high. Notice that a high bus mode share for the specific intersection is 
not representative of the mode share of the entire city. The mode shares in Figure 3b are 
representative of intersections with high bus flows, where a high number of people would be 
expected to be traveling by bus. It is unclear how the entire city’s mode share would be 
reflected in these calculations. However, it is expected that the bus mode share for the city 
would be much lower than at the specific intersection considered. 
  
   (a)  (b) 
Figure 3: Bounds on (a) occupancy [Gul13a], and (b) bus mode share for which pre signals 
reduce total person hours of delay at under saturated intersections  [s = 5400 
veh/hr, s’ = 3600 veh/hr, rms = 40 sec, C = 80 sec, additional red time at pre-signal = 
5 sec, headway = 80 seconds]. 
Figure 4 shows a similar analysis for over saturated signals [Gul13b] assuming that there 
exists a non-peak hour demand equal to 85% of the main signal’s capacity. Figure 4a shows 
the ratio of the bus occupancy to the car occupancy, and Figure 4b shows the mode share of 
buses for which each strategy would provide the lowest system-wide delay for a range of car 
demands at over saturated intersections.  
Notice that, with such a high non-peak demand, the queues would never clear and delays 
would be infinite if dedicated lanes were used. Even if the non-peak demand was 0, for 
dedicated bus lanes to improve the system the bus occupancies would need to be at least 
1000  times greater than car occupancies, and bus mode shares would need to be ~100%. 
This result directly follows from the discussion in the introduction. When the signal becomes 
over saturated, dedicating a lane for bus use only significantly reduces the discharge flow 
from the main signal and the car delays increase very rapidly. Therefore, even if there are 
many passengers in the bus, this does not compensate for the additional delay all cars incur.  
Based on that, only the comparison between pre-signals and mixed use lanes is non-trivial 
in the case of an over saturated intersection. As can be seen in Figures 4a and b, when the 
intersection is barely over saturated mixed use lanes are better for the system for realistic 
bus occupancies. However as the car demands increase further the pre-signals start 
becoming more competitive with mixed use lanes. 
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   (a)  (b) 
Figure 4: Bounds on (a) occupancy [Gul13a], and (b) bus mode share for which pre signals 
reduce total person hours of delay at over saturated intersections [s = 5400 
veh/hr, s’ = 3600 veh/hr, rms = 40 sec, C = 80 sec, additional red time at pre-signal = 
5 sec, headway = 80 sec]. 
Combining the results of Figures 3a and 4a, Figure 5 can be obtained as a summary of the 
range for which pre-signals benefit the system as compared to mixed lanes. The bus 
occupancies for which pre-signals provide the lowest system delays are quite low except 
when the main signal is slightly over saturated. For a small range of demands (between 
100% and 105% of the main signal’s capacity) the bus occupancy needs to be >100 times 
greater than a single car’s occupancy.   
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Figure 5: Bounds on occupancy for which pre-signals reduce total person hours of delay 
for under saturated and over saturated intersections [𝑠 = 5400 veh/hr, 𝑠’ = 3600 
veh/hr, 𝑟𝑚𝑠 = 40 sec, 𝐶 = 80 sec, 𝑟𝑏 = 5 sec, ℎ = 80 sec] [Gul13b]. 
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In light of these findings, it is important to take precautions in the operation of pre-signals 
to always minimize the system-wide delays. To improve the traffic operations and avoid 
causing excessive system-wide delays the pre-signal could be turned off (i.e., turned green for 
both buses and cars) when the traffic operations at the main signal are detected to approach 
over saturated conditions. The criteria for turning off/on a pre-signal could be determined in 
advance by considering demand as a fraction of the main signal’s capacity (e.g., as demand 
approaches 95% of the signal capacity the pre-signal could be turned off). This would allow 
buses to always jump the car queues present, at least until they reach the location of the 
pre-signal. Notice, however, that the additional benefits gained by buses from the presence of 
the pre-signal would not be observed while the pre-signal is turned off. In other words, 
turning off the pre-signal would cause additional delays to buses, but when demand is close 
to the main signal’s capacity, it can also keep the main signal from becoming over saturated 
and avoid excessive car delays.  The pre-signal could be turned back on whenever the 
demand decreases or increases further. Again, the criteria for how large the demand needs to 
be can be determined in advance as a fraction of the signal capacity (e.g., as demand reaches 
110% of the signal capacity the pre-signal could be turned on again). According to Guler and 
Menendez, [Gul13b], pre-signals can benefit the system for reasonable bus occupancy values 
if the car demand is smaller than the main signal capacity, or 1.05 times greater than the 
main signal capacity. The examples described above used 95% and 110% to include some 
buffer for demand variations. 
Note that the bounds above are shown for headways of 80 seconds. These are relatively 
short headways (high bus frequencies) which would only be observed along busy bus 
corridors where perhaps multiple lines meet. For longer headways, the bounds would 
become lower making pre-signals even more attractive compared to the two other bus-car 
operating strategies. Hence, the bounds shown in the above figures can be considered as the 
most conservative scenario possible. To determine bounds for a specific location with 
specific input values, the equations in Guler and Menendez [Gul13a, Gul13b] can be used. 
4 Conclusions 
This paper provided a summary of the analytical evaluations of pre-signals. The results show 
that for realistic bus occupancies and mode shares, pre-signals can provide the lowest 
system-wide delays. Especially at key intersections within an urban environment where car 
delays are large, rather than running bus only lanes through the signalized intersection, 
pre-signals can be seen as a good compromise that benefits both buses and cars. A word of 
caution is necessary here since, if the main signal is barely over saturated, pre-signals could 
increase the system-wide delays. Therefore, when implementing these strategies in real life, 
the car demand should be closely monitored, so when demand gets close to the main signal’s 
capacity the pre-signal can be turned off. This will allow for buses to still have priority over 
cars, at least until the location of the pre-signal, but can also maximize the discharge flow 
from the main signal avoiding additional delays.  
Even though there are cases where pre-signals are not the best for the system, in most 
scenarios they do perform better than dedicated bus lanes. Since they result in similar bus 
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delays, and also improve bus reliability at many signalized intersections, the use of 
pre-signals should be considered as an alternative to dedicated bus lanes running through 
intersections.  
In comparison with mixed use lanes, pre-signals evidently provide higher bus reliability, 
and lower delays, potentially encouraging mode changes. In addition, they are more 
conducive to implementing transit signal priority, especially in over saturated conditions. The 
arrival time of the bus to the main signal can be predicted with greater accuracy, and the bus 
is at the head of the main signal in more situations as compared to mixed lanes. Thus, more 
accurate changes can be made to the main signal timings to further reduce the bus delays.  
Looking at the analytical evidence presented in this paper, pre-signals can be beneficial to 
the system over a range of situations. The number of implementations of these strategies can 
be widely extended to provide bus priority in a politically feasible fashion. By improving bus 
service, this mode can be made more attractive to users in order to induce mode changes. 
These mode changes could further reduce car delays and queues. Overall, this then could lead 
to more efficient and sustainable transportation systems in urban environments.  
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Abstract 
The tränsmission of messäges from Public Tränsport (PT) vehicles to träffic light system still 
täkes pläce in än änälogue männer. In this päper, älternätive digitäl tränsmission methods 
will be presented. These methods äre änälysed in order to determine whether they meet the 
requirements of PT operätion in terms of ä präctice-cäpäble releäse time correctness änd 
reliäbility of the tränsmission.  
Here, the focus is on the use of the dätä service (GPRS / UMTS) in the public mobile rädio 
systems. Since regionäl PT vehicles äre often equipped with än Automätic Vehicle Locätion 
(AVL) on-boärd computer änd ä wireless GPRS / UMTS modem, it is exämined how suitäble 
this existing equipment is for reälizing the quälity oriented influencing of träffic signäls.  
By äppropriäte meäsures, such äs chänging the position of the reporting point änd time-
deläy compensätion of tränsmission by timestämp method, the effects of inbuilt lätencies 
should be compensäted. In this päper the results of ä pilot project to influence träffic signäls 
viä GPRS / UMTS in Dresden’s regionäl PT äre presented änd eväluäted.  
Keywords: Träffic Signäl Preemption, Digitäl Tränsmission, Prioritisätion of Public 
Tränsport, Accelerätion of Public Tränsport 
1 Introduction 
The äccelerätion of Public Tränsport (PT) vehicles ät träffic light systems in urbän äreäs with 
dense träffic on the one händ increäses the ätträctiveness of PT, for instänce by shorter 
trävelling times änd punctuäl depärture times ät stops on the other händ it improves the 
efficiency of operätions, for instänce ä lesser vehicle demänd to provide the säme offer,. For 
äccelerätion meäsures, the communicätion between the PT vehicle änd the light signäl 
system is indispensäble – in order to obtäin än optimäl phäse by ä timely pre-ässignment , äs 
well äs to keep the obstruction of other träffic pärticipänts äs low äs possible by timely cleär 
ässignment. In Germäny, the mäjor pärt of messäge tränsmission from PT vehicles to ä träffic 
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light system is still cärried out by meäns of änälogue rädio frequency (RF) dätä tränsmission 
bäsed on ständärds of the eärly 1980s. Although digitäl messäge tränsmissions äre used 
increäsingly, for instänce on the bäsis of TETRA änd Teträpol, they constitute, due to ä läck of 
ständärdizätion, spot solutions which äre not compätible with eäch other. At present, public 
mobile rädio networks äre used in initiäl pilot projects. The äim of this päper is to show the 
digitäl älternätives to the conventionäl tränsmission of messäges in PT by meäns of änälogue 
rädio systems, with speciäl focus on the specific feätures of digitäl dätä tränsmission. 
2 Basics of digital Transmission 
 Overview of mobile radio 2.1
For the tränsmission of voice änd dätä from änd to mobile terminäls (MT), mobile rädio 
networks äre required, which provide äccess to services änd äpplicätions independently of 
time änd pläce. These MT äre connected to the telecommunicätion infrästructure (TCI) by 
rädio viä än äir interfäce. In their rädio cell, bäse stätions (BS) receive änd tränsmit the 
signäls for the corresponding terminäl änd forwärd them to the wire-bound TCI. The TCI 
consists of ä hierärchicälly designed structure of värious components. This structure serves 
for the control änd orgänisätion of the connection äs well äs for ä guäränteed exchänge of 
informätion. Mobile rädio networks could be designed for ä wide ränge of customers with ä 
public äccess network, on the one händ, for instänce in the form of GPRS änd UMTS 
networks. On the other händ, there could be ä corporäte need for ä sepäräte closed network. 
For this äpplicätion, the professionäl mobile rädio (PMR) is used, on the bäsis of the TETRA 
ständärd, for instänce. [Säu11] 
 Operational modes in digital radio 2.2
Operätionäl modes indicäte the connection between the MT änd thus determine the use of 
frequency resources. They äre divided into 
 Trunked Mode (TM)  
 Direct Mode (DM)  
In this cäse, TM represents the ständärd operätion of digitäl rädio. Since the MT äre 
communicäting viä ä network infrästructure, this operätionäl mode is used for both mobile 
rädio networks of public digitäl rädio änd PMR. The ränge depends on the äreä coveräge of 
the BS.  
Alternätively, the DM provides ä direct connection between the MT, without the 
integrätion of äny network infrästructure. Bäsicälly, this ällows for shorter lätency times. 
Unlike TM, DM häs only ä locäl ränge, which depends on the topogräphy änd the 
electromägnetic näture of the environment. Repeäters cän be used to increäse the ränge of 
reception. [Ber03]  
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 Figure 1: Operäting Model. 
 System examples 2.3
Professional mobile radio (PMR) 
PMR is ä closed system (defined user group), which is used by public äuthorities änd 
emergency service for voice änd dätä communicätion, for instänce.  
Compäred with public digitäl rädio, the group of users is smäller, änd the communicätion 
behäviour is chäräcterised by shorter conversätion times änd ä smäller number of 
connections. The signäl deläy of the connection is shorter. Exämples for PMR systems äre 
TETRA, Teträpol änd DMR.  
Public mobile radio 
The public mobile rädio systems like GSM/GPRS änd UMTS were developed for än 
informätion exchänge of ä wide customer ränge. The MT communicätion runs viä ä public 
äccessible TCI, which the network operätor pläces ät the disposäl of the user. It is än open 
system which provides ä network infrästructure for the tränsmission of voice änd dätä. It is 
more äccessible thän PMR, with less technicäl expenditure. 
With the ägreement “Third Generätion Pärtnership Project” (3rd GPP), compätibility 
between the systems GPRS, UMTS änd LTE häs been brought äbout. Since the user behäviour 
is highly volätile, lätency time is longer änd less continuous thän in PMR. [Säu11]  
Local networks 
For the estäblished reporting point method Wireless Locäl Areä Networks (WLAN) could be 
used äs än älternätive detection method. Concerning the detection method WLAN could 
determine the position änd the moving direction of the vehicle. By meäns of signäl tränsfer 
deläy änd signäl strength, softwäre could eväluäte the distänce to än äccess point. For more 
detäiled informätion on this topic pleäse refer to further reäding. 
Trunked Mode
Direct Mode
TKI
ED 1 ED 2 
ED 1 ED 2 
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Sensor networks 
The use of sensor networks on the bäsis of the IEEE 802.15.4 ständärd is änother new 
äpproäch for the positioning of PT äs well äs speciäl vehicles neärby träffic lights. They 
constitute än independent locäl network. The vehicle is equipped with ä mobile sensor 
(reflector). The mäst of ä träffic light is equipped with ä sensor (coordinätor) which is 
connected to the träffic light system controller viä än interfäce. This sensor introduces the 
phäse-bäsed distänce meäsurement to the mobile reflector, which ällows to äscertäin the 
vehicle position.  
3 Basics V2I in public transport (PT) 
The PT vehicles communicäte with the infrästructure to ä very lärge extent. This concerns 
both the own non-public infrästructure, such äs the point controls of räil vehicles änd the 
public infrästructure, such äs träffic light systems. 
As ä rule, ä three-step method with the following messäge types is used for träffic light 
system influence: 
 Pre-ässignment (äbout 300 to 500 m before träffic light) [1] 
 Mäin-ässignment (äbout 100 to 150 m before träffic light ) [1] 
 Cleär-ässignment (äbout 5 m äfter träffic light) [1]  
[1] Distänce detäils äre determined individuälly for eäch träffic light system änd trävel relätion 
within the främework of ä träffic engineering exäminätion änd could in individuäl cäses 
deviäte from the välues mentioned. 
It is älso possible to use ä four-step method with än ädditionäl tränsmission of the 
reädiness of depärture (doors closed, Stop-ässignment). In simple cäses, it is älso possible to 
reduce the number of steps to two (Mäin-ässignment, Cleärässignment).  
The messäge telegräms tränsmit ät leäst the following informätion from the vehicle to the 
träffic light system: 
 reporting point (contäins the requested träffic flow, messäge type) 
 timetäble situätion  
Additionäl informätion cän be tränsmitted [Lem13]: 
 priority (between PT vehicles) 
 line number 
 course number (vehicle identificätion) 
 destinätion änd  
 träin length.  
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4 Application examples in public transport (PT) operation 
 Terrestrial trunked radio (TETRA) 4.1
TETRA is än open ständärd of PMR. For civiliän use in PT, TETRA cän be used for the 
tränsmission of messäges to the träffic light controller.  
For the tränsmission, TETRA is using the Time Division Multiple Access (TDMA) method. 
Therefore, dätä from värious MT cän be tränsmitted in one chännel. In this process, severäl 
users shäre the säme tränsmission frequency. By meäns of timeslots, which recur in fixed 
time interväls, the users äre sepäräted. Eäch MT häs its own timeslot for the tränsmission of 
the individuäl dätä päckets, which run through the shäred chännel consecutively. [Bu l09], 
[Wäl00] 
 
Figure 2: Messäge Point. 
Becäuse of the ällocätion of the timeslots, synchronisätion must be performed in cäse of ä 
chänge-over between DM änd TM, which restricts the äväiläbility in voice communicätion too 
heävily. For this reäson, TM is given preference in TETRA for träffic signäl preemption. 
In [Lem13] äre listed two exämples. The tränsport Ko ln PT compäny (KVB) uses the 
TETRA digitäl rädio for the implementätion of träffic signäl preemption. Becäuse of longer 
lätencies compäred to the änälogue rädio, the positions of the reporting points äre ädäpted. 
The TETRA digitäl rädio is älso used by the eäst Ruhr PT cooperätion (Ko R). Their method is 
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bäsed on the änälogly minted träffic signäl preemption too. In both cäses the telegräm is 
tränsmitted in the trunked mode (TM). 
 
Figure 3: TDMA. 
 Tetrapol 4.2
Teträpol is ä non-open ständärdised digitäl änd cellulär trunked rädio system which uses the 
multiple äccess method Frequency Division Multiple Access (FDMA). In this system, severäl 
users shäre än äväiläble frequency bänd. This frequency bänd is decomposed into mäny 
single närrow frequency bänds änd ällocäted to the tränsmitting MT. [Bu l09], [Wäl00]  
 
Figure 4: FDMA. 
As this method does not require äny time-consuming synchronisätion like the TDMA 
method in TETRA, the chänge-over between TM änd DM cän be performed quickly. 
Therefore, it cän use the ädväntäge of ä tränsmission without TCI änd thus releäse fäster 
träffic signäl preemption. 
The Berlin PT compäny (BVG) uses Teträpol in the direct mode (DM) with än exclusive 
simplex chännel. Considering the reporting point method telegräms äre sent directly to the 
träffic light system. [Lem13] 
 GPRS / UMTS 4.3
An älternätive for träffic signäl preemption is the use of ä public mobile rädio network. Viä ä 
rädio module fitted to the vehicle, which is implemented with the Automätic Vehicle Locätion 
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(AVL) on-boärd computer, for instänce, the telegräm cän be tränsmitted viä the public digitäl 
rädio system to the PT receiver of the träffic light controller which is älso to be equipped with 
ä corresponding module to this end. This constitutes integrätion into the existing reporting 
point method for träffic signäl preemption. Tränsmission in the public mobile rädio system is 
älwäys designed to täke pläce viä ä TCI. A communicätion under DM is not envisäged. Since 
the dätä päckets run through ä TCI of complex design, änd since they must be routed within 
the network, there äre lätencies which depend on the räte of utilisätion of the BS, ämong 
other things. In äddition, it should be noted thät public mobile rädio network operätors 
proceed to ä prioritisätion of the dätä streäms, which is normälly oriented towärds end users 
(Internet, Streäming, …) änd which händle sporädic short dätä päckets like in V2I with ä 
lower priority  
As ä result, the lätency is correspondingly discontinuous änd is situäted between 250 ms 
änd 2,000 ms in GSM/GPRS, for instänce. This discontinuity must be compensäted by using 
än äppropriäte method. 
 Sensor networks 4.4
The phäse-bäsed distänce meäsurement for positioning offers än älternätive to the 
estäblished reporting point method. It could be used independently of the äväiläble on-boärd 
computer.  
Becäuse of the continuous distänce meäsurement, the previous fixed reporting point 
bäsed method cän be repläced by ä system offering ä consideräbly higher precision. Thus, the 
vehicle could be supervised during the entire run of the träin, änd fäult situätions (träffic 
congestion) cän be recognized more eäsily. 
However, it is not possible to tränsmit äll those contents (lines, deviätion, …) which äre 
tränsmitted when using the reporting point method. As ä result, änother type of träffic 
engineering plänning is to be täken into considerätion.  
5 Evaluation of pilot projects with different systems for traffic 
signal preemption 
 Latency as a comparison parameter 5.1
The Quälity of Service (QoS) fixed in the Internätionäl Telecommunicätions Union (ITU) -Z 
Recommendätion E.800 defines the properties of ä quälitätive änd efficient network, 
chäräcterizing the tränsmission speed, the lätency time änd the susceptibility, for instänce. In 
order not to distort the releäse time ät the träffic light signäl, the focus is on lätency.  
In the DM, the lätencies äre so smäll thät they cän be neglected. 
On the conträry, äs ä result of the dätä tränsfer viä ä TCI, there äre lätencies in the TM 
which must be täken into considerätion. The extent cän be änälyzed with the use of ä time 
stämp in the telegräms. This exäminätion results in the development of methods which äre 
äble to compensäte ä longer durätion of tränsmission. [Säu11], [Sch12]  
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 GPRS/UMTS 5.2
At present, initiäl field tests äre conducted under the pilot project for “Regio-RBL Oberelbe” 
By meäns of stätisticäl änälyses, the records of the telegräms äre studied in order to check 
the lätency änd the reliäbility of tränsmission with regärd to the requirements of ä timely 
träffic light system influence. In this connection, ä time stämp method is täken into 
considerätion, for instänce, where the vehicles änd the infrästructure must be equipped with 
synchronous clocks.  
In order to compensäte the discontinuous lätencies, ä telegräm must be tränsmitted 
eärlier änd deläyed on the receiver side äccording to the äctuäl lätency, before it is händed 
over to the träffic light system controller. To this end, the reporting point must be ädvänced in 
dependence of the mäximum running time to be expected änd of the vehicle speed.  
Detäiled results will be äväiläble ät the MT-ITS.  
 Sensor networks 5.3
The pilot project is älso used to check the necessäry requirements on lätency änd äccuräcy 
for the äpplicätion in PT.  
Initiäl results will be äväiläble ät the MT-ITS. 
6 Summary and outlook 
In the course of digitälisätion, the previously dominäting änälogue tränsmission methods 
used in PT will älso be repläced gräduälly. The träffic signäl preemption is än importänt rädio 
system for operätion, becäuse fäst händling processes ensure reduced wäiting times ät 
intersections or, when leäving loäding isländs, provide for shorter running änd turnover 
times. Tränsmission methods bäsed on public digitäl rädio ällow for communicätion with the 
träffic light system, independently of the set-up of än own TCI. Especiälly for regionäl träffic, 
this is ä cost-effective possibility of communicätion with the träffic light system. A low-
expenditure technology is bäsed on sensor networks the potentiäl of which could be 
developed to bring äbout ä method for träffic signäl preemption.  
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Interfacing Conflict Resolution and Driver
Advisory Systems in Railway Operations
Birgit Jaekel, Thomas Albrecht
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Abstract
For the integration of Conflict Resolution Systems and Driver Advisory Systems the paper
presents the concept of train path envelopes. The Conflict Resolution System determines the
order of trains for each section along a line and their routes through the network. Based on
this information feasible time and speed intervals are computed and form the envelope, which
can be used for optimisation of train driving without impact on capacity. The paper describes
different optimisation stages: first the energy optimal paths for all trains are computed, then
the buffer times are allocated. A case study is presented for freight train optimisation on a
single-track line.
Keywords: Conflict Resolution, Driver Advisory System, Energy Consumption, Capacity, Op-
timisation, Pertubation Management, Railway
1 Introduction
1.1 Motivation
The European research project ON-TIME (Optimal Networks for Train Integration Manage-
ment in Europe) aims at improving capacity in railway networks by introducing technologies
for real-time traffic control [OTP13]. Conflict Resolution Systems (CRS) and Driver Advisory
Systems (DAS) are seen as key technologies in this field.
A summary of the development of CRS has been given e.g. in [DAr08]. The most recent
approaches perform train re-routing and replanning times of train services close to real time.
Resulting outputs are in most cases train sequences on critical infrastructure elements (or
on all elements), planned stops and routes. These systems are supposed to be integrated in
track-side Traffic Control Centres in the next few years.
DAS were originally developed to support the driver in energy-efficient operation, but
the use of DAS also enables the train driver to reach planned running times more exactly.
Different systems are operational and described in the literature, see [Mit09] for an overview.
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Recently, developments have been made to integrate CRS and DAS in order to e.g. avoid
passing restricted signal aspects or stopping in front of red signals and thereby further increase
capacity, energy efficiency and driving comfort. A few systems are already operational on
networks of reduced complexity [Lag11; Mon09]. There is some literature on the subject of
how additional target points (of times and velocities for specific positions) or time windows
– speed and time restrictions for passing a certain location – can be used in the process of
trajectory optimisation, e.g. [Alb12; Pud11].
This paper focusses on how target windows for DAS can be computed based on the result
of CRS, which to the knowledge of the authors has not been described in the literature
before. The sequence of target windows along a train run shall be called train path envelope.
Train path envelopes shall be computed in such a way, that they enable maximal throughput
through the bottlenecks, and – whenever possible – ensure maximum freedom for energy-
efficient driving.
1.2 Drivability of Train Path Envelopes
The physical ability of a train to drive within a given envelope is called drivability of an
envelope, it can be determined using microscopic train simulation.
The drivability of an envelope mainly depends on the given times and the velocity restric-
tions on the track. For a maximal flow at bottlenecks the velocity of the trains has to be close
to the design speed of the infrastructure [Alb12], the ability to reach it depends mainly on
train traction and track characteristics.
In Fig. 1 a sequence of time windows along a train run – a train path envelope – is
illustrated. In order to reach the time window between sections s2 and s3 the train needs to
drive quite slowly (close to the slowest possible running time without stop on this section
which is illustrated with the dashed line). The next time window (between sections s3 and
s4) cannot be reached even with time-minimal driving on section s3 as can be seen from the
dash-dotted line which arrives just after the end of the time window, therefore the train path
envelope as a whole is not drivable.
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Figure 1: Non drivable envelope; boxes: envelope time windows, dashed: slowest path
without stop on each section, dash-dotted: fastest path on each section.
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2 Computing Envelopes with Potential for DAS Energy
Optimisation
It should be noted, that some CRS use static train running times for train movement prediction
due to the NP-hardness of the problem. As shown in [Sob11], this hardly influences the
quality of the solution of CRS in terms of overall delay, but the times given as output of CRS
(passing times, blocking times) might actually not be drivable. Therefore it was decided to
use only a part of the CRS output for train path envelope computation, that is the train routes,
train sequence over track sections and the information on planned stops. Train path envelope
computation then takes place in two stages:
1. a drivable path is computed for each train, so that energy consumption for all trains
becomes minimal.
2. the available times between each two consecutive train paths are then allocated to the
train paths in order to obtain the envelope.
The remainder of this section explains in detail first the system model used and then each of
the two optimisation steps.
2.1 System Model
As train service times on track sections are to be optimised there is a need to define the
variables
trains θi ∈ Θ(i = 1 . . . n), (1)
sections sj ∈ S(j = 1 . . .m). (2)
The occupation of a section sj by a train θi is called event eij . The following relations are
defined for section occupations of trains:
relation RE = {(i, j) | θi operates on sj} (3)
relation <θ,i= {j ≤i k | eik is planned to take place before eij} (4)
relation <s,j= {i ≤j l | eij is planned to take place before elj} (5)
relation Rθ,i = {(j, k) ∈ S2 | j ≤i k∧ 6∃ sp ∈ S : j ≤i p ∧ p ≤i k} (6)
relation Rs,j = {(i, l) ∈ Θ2 | i ≤j l∧ 6∃ θp ∈ Θ : i ≤j p ∧ p ≤j l} (7)
Relation RE holds all planned events. Rθ,i is the relation of all events of a single train
θi which follow directly one after the other and Rs,j is the relation of the events of a single
section sj which follow directly one after the other. The sets (Θ,S,RE , <θ,i, <s,j , Rθ,i, Rs,j)
will be given by CRS. Fig. 2 gives an example of these sets and relations.
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Figure 2: Event graph of a simple example system.
For each event eij are additionally defined
maximal and minimal duration Tmaxij and T
min
ij (8)
maximal and minimal time tmaxij and t
min
ij (9)
maximal and minimal velocity vmaxij and v
min
ij (10)
minimal buffer time σij (11)
For a DAS a minimal velocity can be given for reasons of passenger comfort, driver acceptance
or security concerns. If this is the case for an event a maximal duration is set, too. If a
train’s last event is followed by a stop, the intended arrival time tarrij can be taken from the
commercial timetable or a prediction of train running.
2.2 Computation of Drivable Train Paths with Potential for Energy-Efficient
Driving for a Given Train Order
A non-linear constraint programming approach is used to determine an energy-optimal driv-
able paths for each train. For each event eij in RE optimal times and velocities are searched:
optimal time after event eij : t∗ij (12)
optimal velocity after event eij : v∗ij (13)
The optimal times shall lay in intervals which can be restricted by time-minimal running for
the given order of trains (tmin) or by longest running times determined from the arrival times
as given in the commercial timetable. Furthermore the minimal velocity [Alb12], if it exists,
and the maximal velocity restriction of the section form the interval borders for the velocity
variables. If unplanned intermediate stops are to be allowed, the maximal running times and
the minimal velocities can be skipped.
tminij ≤ t∗ij ≤ tmaxij (14)
vminij ≤ v∗ij ≤ vmaxij (15)
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Linear constraints are given with the minimal train separation time σ between each two
consecutive train paths
∀j∀(i, l) ∈ Rs,j : t∗ij + σij ≤ t∗lj (16)
which are like the running times Tij considered as given. From Tij result non linear constaints
∀i∀(j, k) ∈ Rt,i : Tminik (vij , vik) ≤ t∗ik − t∗ij ≤ Tmaxik (vij , vik). (17)
A drivable train path is searched for each of the trains. The objective function represents the
approximate energy consumption of all paths, if the time-velocity tuples act as destination
points for DAS optimisation. Additionally velocities lower than the DAS advisable velocity
vDAS are penalised with the weighting factor ω:
min
∑
(i,j)∈RE
(
Eij(tij , vik, vij) + ωmax(0, vDAS − vij)2
)
. (18)
The energies Eij summed here are the estimated minimal consumptions of DAS optimised
train runs with the given start velocities vij , destination velocities vik and running times tij .
For high start velocities and low destination velocities the energy consumption is lower than
in other cases because of the trains high kinetic energy at the start. Lower start velocities in
combination with higher destination velocities lead to higher energy consumptions. Therefore
as initial guess for the optimisation process a train path with low fluctuations in velocity
between train services can be used.
2.3 Computation of Envelopes out of Train Paths
To gain envelopes which offer a wide space for DAS optimisation the time intervals should
be as large as possible. The following goal function is used:
max
∑
(i,j)∈RE
(
tmax∗ij − tmin∗ij
)
. (19)
For services which are not affected by the needs of other train’s services, envelopes with
time intervals of maximal length are constructed by
((i, l) ∈ Rs,j ∧ tminlj ≥ tmaxij + σij) ∨Rs,j = ∅ ⇒ tmax∗ij = tmaxij , tmin∗ij = tminij (20)
For all other times an optimisation using (20) as objective is performed, where for each
event eij in RE the optimal minimal and maximal times tmin∗ij and t
max∗
ij after the event are
searched. To ensure that the envelope built contains at least one drivable path, borders of
the solution space are formed to guarantee that the computed times enclose the times t∗ij of
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the path computed in the previous step.
tminij ≤ tmin∗ij ≤ t∗ij ≤ tmax∗ij ≤ tmaxij (21)
The train separation times again form linear constraints to the involved time variables.
∀j∀(i, l) ∈ Rs,j : tmax∗ij + σij ≤ tmin∗lj (22)
3 Case Study
The applicability of the algorithm to a real-world problem was verified in a case study for the
single-track iron ore line in northern Sweden, which is part of the demonstrator scenarios
of the ON-TIME project. A small part of the line with a length of about 50 km, maximal
speeds around 60 km/h, gradients between -14h and 10h and a travel time of around one
hour was chosen. A section was generated between each two signals on the line, all of the
sections on the open track could be travelled in both driving directions. Two freight trains
with electric locomitives and a weight of about 1500 t were simulated which crossed at an
overtaking loop with one train having to stop.
To make use of the described constraint programming approaches continuous functions
of possible driving times and energy consumptions needed to be computed.
3.1 Computation of Feasible Running Times
For each section the minimal and maximal running time (see formula (17)) depend on start
and target velocity. These functions tmin(vstart, vend) and tmax(vstart, vend) are obtained by
computing discrete velocity points of the curve by train running simulation and constructing
a cubic polynomial spline from the results. The latter is used to interpolate running times
in the constraint programming. An example of such a spline and its original data is given in
Fig. 3. Table 1 shows mean square errors of the spline approximation of running time for
different velocity pitch lengths on a sample section (minimal running time tmin = 385 s). A
spline with 7.2 km/h step-size (corresponds to 2 m/s) has finally been adopted.
pitch in kmh mse in seconds mse in % of tmin
5 0.1479 0.038
7.2 0.7460 0.19
10 2.0529 0.53
15 6.3923 1.66
Table 1: Mean square error of spline approximated running times for different velocity
pitches
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Figure 3: Minimal running time in dependence of start and target velocity; original data and
cubic spline with preset border derivatives.
3.2 Energy Consumption on a Section Between Two Signals
The energy consumption of a DAS optimised run and its main influencing variables – which
are namely start and target velocities, running time, track length and height profile, train
parameters and the possibility to recuperate – form a hyperplane. The results obtained using
train running simulation show that track length and vehicle parameters mainly affect the
height of this plane while the gradient of the plane is affected by the difference of start and
target velocity. It was chosen to model driving time, start velocity and target velocity the
energy consumption as decision variables for drivability. So, for this case study the minimal
energy consumption for each train on each section for a set combinations of start and target
velocity and running time was computed using a dynamic programming approach.
It turned out that the velocities have a much higher influence on the energy consumption
than the running times (see Fig. 4). With growing target velocity the energy consumption
grows more than linearly. It decreases in a similar way with growing start speed. To model
the dependencies between these four variables as a continuous function the MATLAB DACE
toolbox was used (see [Lop02]). This toolbox provides the functionality to interpolate values
out of given neighboured data samples under the assumption of stochastic dependencies by
constructing a Kriging model (see also [Sas02]).
3.3 Results
The variability of the energy consumption of a single section causes the energy minimising
goal function to have many local minima in which the non-linear programming solver can be
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Figure 4: Energy consumption of runs with different running times and start and end target
velocities shown in dependence of start velocity (left) and running time (right).
caught, particularly when used with the non-linear constraints. So, in order to get a better
result, a multi-start function was used by constructing random drivable initial guesses for the
optimisation process. Unfortunately minimality can still not be guaranteed.
To check the suitability of the solver for the dedicated problem, 160 runs were done with
different start solutions generated with a Latin Hypercubes Designpattern on intervals of
[0, 1] and mapped to the drivable region for each decision variable. The obtained objective
function values were rated against the best of them and their distribution obtained from all
experiments is given in Fig. 5. It shows out that about 95 % of the solutions perform not
worse than 104% of the best solution. The obtained velocity profiles are shown in Fig. 6. After
constructing non-conflicting and reachable envelope times one gains the complete envelopes
like shown in Fig. 7.
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Figure 5: Distribution of goal function values of solutions computed with multistart function.
3.4 Computational Aspects
The simulation of the running times and the energy consumptions is based on train running
simulation with E U L E R ’s method (described in [Jae13]). The computation of the energy
consumption Eij(tij , vik, vij) consumed a noticeable amount of time (about six hours), but
can be reduced by adjusting discretisation pitches in the dynamic programming approach or
340
Interfacing Conflict Resolution and Driver Advisory Systems
ti
m
e
in
s
position in km
ve
lo
ci
ty
in
km
/h
0 5 10 15 20 25 30 35 40 45 50
1000
2000
3000
0
20
40
60
80
Figure 6: Energy optimised, drivable paths inside their envelopes; boxes: time windows for
train one; solid/dashed lines: paths of the two regarded trains.
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by approximating energy consumptions of different train types. These computations can be
done in a pre-optimisation step with no real-time needs. The train mass is the train property
with the highest influence on energy consumption, so it should be taken into account as a
weighting factor. This could also reduce the amount of data needed to hold.
For the optimisation, the non-linear constraints programming solver of the MATLAB op-
timization toolbox was used. One optimisation run for the two train paths in the scenario
takes between one and two minutes on an Intel core i5 processor with 3.1 GHz without sim-
plification and parallelisation. It should be noted that the examined scenario is simple, but
the number of constraints is quite significant with 78 decision variables with their upper and
lower bounds, 156 linear constraints and nonlinear constraints (see formula (17)) for each
of the variables. A significant reduction of the computation time in this scenario could be
reached by inserting a simplification step before executing the optimisation, e.g. by reducing
the number of sections to the overtaking loops. In this case study the number of sections
would be reduced from 39 to 6 with a corresponding reduction of variables and constraints.
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It is expected that through such a simplification step even complicated scenarios involving
multiple trains could be formulated with less constraints and thus be computed in acceptable
computation time.
4 Conclusions and Outlook
The case study shows that applying non-linear constraint programming for train path enve-
lope construction is possible and delivers reasonable results. In order to achieve the necessary
performance for an integration in real-time traffic management systems, further investiga-
tions concerning the calculation and representation of energy consumptions are needed. It
has to be evolved whether a simple approximation using polynomials or splines instead of
the Kriging-model would be sufficient.
Furthermore the multistart procedure is very time consuming, but could be bypassed by
using a good heuristic initial guess. Also the number of starts which are needed to find a
satisfying solution has to be investigated further. To get authoritative results more and more
complex case studies have to be done.
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Railway Operation
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Abstract
We present a method for modelling a railway system with serveral trains, their routes, and
track sections. Our model is based on Kronecker Algebra and enables us to get all possible
train movements within the system. Furthermore we can find deadlocks and calculate the
travel time for each train. Blocking time is incorporated into the calculated travel time. Kro-
necker Algebra consists of Kronecker product and Kronecker sum and is used to manipulate
matrices, which represent the train routes and the shared resource (e.g. track section).
Keywords: Kronecker Algebra, Travel Time Analysis, Deadlock Analysis, Semaphore
1 Introduction
We present a graph-based method for calculating the travel time of trains within a railway
network on a fine-grained level. The routes of trains are modelled by graphs. Train sections
may be part of routes of several trains. We assume that at the same time only one single train
occupies a train section. Our model employs semaphores in the sense of computer science
to guarantee that only one train enters a train section. These semaphores are modelled by
simple graphs.
Graphs can be represented by matrices. Interestingly, simple matrix operations can be
used to model concurrency and synchronization via semaphores [Mit11; Mit12b; Vol12].
These matrix operations are known as Kronecker sum and Kronecker product. With help of
these operations we build a graph describing the overall railway system.
By traversing the resulting graph we compute the travel time of the trains within the
network. Blocking among trains occurs due to sharing of train sections, connections, and
overtaking. Blocking time is incorporated into the calculated travel time.
In comparison to simulation tools we determine all possible train movements within the
railway system, we find blocking situations and calculate the travel time for each train at
once. Thus our approach does not need several simulation runs to find all possible solutions
(including blocking situations). Common simulation tools calculate only a single result in
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one simulation run and so they can not ensure the detection of blocking situations, which
might be present in the given railway system.
In [Cui10] Banker’s algorithm is modified such that it can be employed for deadlock anal-
ysis in railway systems. Since Banker’s algorithm has been designed for standard computer
systems it is not well-suited for railway systems. For example it may prohibit allocating a
resource (track section) although a potential deadlock can be bypassed. In contrast to our
approach both track sections and switches have to be modelled.
In [Pac93] Movement Consequence Analysis (MCA) and Dynamic Route Reservation
(DRR) are introduced for deadlock analysis. Both are rule-based methods for which cor-
rectness cannot be proved. It delivers false positives.
2 Preliminaries
This paper is based on [Mit12a], which is concerned with the Timing Analysis of Concurrent
Programs. Instead of using processors or threads, we will discuss operations with trains and
instead of shared memory, track sections are used for our purpose. For the synchronization
of the trains on a track section semaphores in the sense of computer science (cf. [Dij65]) are
used. Thus a train can enter or reserve a track section only if it is not blocked by another
train using the semaphore of the track section. Blocking may occur only in succession of
semaphore calls.
To model the movements of trains in a railroad system we use graphs, which are repre-
sented by adjacency matrices. We assume that the edges in a graph are labeled by elements
of a semiring. Definitions and properties of the semiring can be found in [Kui86; Mit11]. Our
semiring consists of a set of labels L representing semaphore calls denoted by pi and vi (cf.
[Dij65]):
• pi means reserving or entering a shared resource (e.g. track section).
• vi means releasing or leaving a shared resource.
Usually two or more distinct train route graphs refer to the same track section to model
synchronization.
2.1 Modeling Synchronization and Interleavings
Kronecker product and Kronecker sum form Kronecker algebra. In the following we define
both operations. From now on we use matrices out ofM = {M = (mi,j)|mi,j ∈ L} only.
Definition 1 (Kronecker product) Given a m-by-n matrix A and a p-by-q matrix B, their
Kronecker product denoted by A⊗B is a mp-by-nq block matrix defined by
A⊗B =

a1,1 ·B · · · a1,n ·B
...
. . . . . .
am,1 ·B · · · am,n ·B

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(a) Train
L1
(b) Train L2 (c) L1 ⊕ L2
Figure 1: Example: Different track sections
Kronecker product allows to model synchronization (cf. [Buc02; Mit11; Pla85]).
Definition 2 (Kronecker sum) Given a matrix A of order m and a matrix B of order n, their
Kronecker sum denoted by A⊕B is a matrix of order mn defined by A⊕B = A⊗ In + Im⊗B,
where Im and In denote identity matrices of order m and n respectively.
In general, a railroad system consists of a finite number of trains and track sections which
are represented by graphs. As already mentioned the graphs are represented by adjacency
matrices, the track sections are represented by binary semaphores in the sense of computer
science. The matrices have entries which are referred to as labels l ∈ L.
Formally, the system model consists of the tuple 〈T ,S,L〉, where T is the set of graph
adjacency matrices describing routes of trains, S refers to the set of adjacency matrices
describing track sections (semaphores) and the labels in T ∈ T and S ∈ S are elements of L,
respectively. The matrices are manipulated by using Kronecker algebra.
As already mentioned, there is a correspondence between matrices and graphs. In general
a directed labelled graph C = 〈V,E, ne〉 consists of a set of labelled nodes V , a set of labelled
edges E ⊆ V × V and an entry node ne ∈ V . The sets V and E are constructed out of
the elements of 〈T ,S,L〉. In this paper we label graph nodes simply by positive integers.
Correspondence between graphs and matrices – frequently called adjacency matrices – is as
follows: If there exists an edge labelled a from node i to node j, then the corresponding
adjacency matrix M has mi,j = a. If there is no edge between node i and node j, then
mi,j = 0. The following example illustrates some interleavings of two train routes in a
railway system and how Kronecker sum handles it.
2.2 Example: Different track sections
Let the matrices L1 =

0 p1 0
0 0 v1
0 0 0
 and L2 =

0 p2 0
0 0 v2
0 0 0
. The graphs of matrices L1 and
L2 are shown in Fig. 1a and Fig. 1b, respectively. Now interpret L1 and L2 as being train
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Figure 2: Graph of R = (L1 ⊕ L2)⊗ S
routes and p1, v1, p2, and v2 as being actions of the trains with the following meaning: p1
denotes train L1 enters track section 1, v1 means L1 has left track section 1, p2 denotes train
L2 enters track section 2, and v1 means train L2 has left track section 2. All possible timing
interleavings by executing L1 and L2 are shown in Fig. 1c.
2.3 Example: Same track section
Now assume that both trains use the same track section. It is clear that in this case the tempo-
ral interleavings of the previous example are no more valid. The trains have to synchronize
in order to perform their actions correctly. This can be modelled by Kronecker product and an
additional matrix of the form S =
(
0 p
v 0
)
where p denotes the action Enter the track section
and v means Train has left the track section. The correct system behavior can be described by
the matrix R = (L1 ⊕ L2)⊗S. As a result the graph will be decomposed into sub-graphs (Fig.
2). Clearly only the part reachable from the entry node (node 1) is responsible for the system
behavior, the others can safely be ignored. Since node 1 is the entry node, we see that now
the trains enter the track section one after the other. Note that the two paths in the subgraph
correctly mirror the two cases where L1 enters the track section before L2 and vice versa. A
proof that Kronecker product models synchronization correctly can be found in [Mit11]. To
increase readability of the resulting graph we distinguish the following node types:
• Red nodes denote deadlocks1 or nodes from which only deadlocks can be reached (The
final node can not be reached from such nodes).
• Green nodes denote safe states. A state is safe if all trains can perform their actions
without having to take into account the moves of the other trains in the system, provided
that the track section which they are to enter is not occupied by another train2.
1 Deadlock analysis for railway systems via our approach is studied in [Mit12b].
2 If a track section is occupied by another train, the movement of the train wanting to enter may be delayed
(blocked) but no deadlock can occur.
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• From orange nodes both red and green nodes can be reached.
• Filled nodes are synchronizing nodes (at least two trains must be synchronized).
3 System Model
We model a general railway system S by a set of track sections T = {Ti|1 ≤ i ≤ r}. Each
track section Ti is modelled by matrix Ti =
(
0 pi
vi 0
)
. In addition, a railway system consists
of a set of trains L = {Lj |1 ≤ j ≤ t}. The route Rj of train Lj is a sequence of track sections
Tl1 , . . . , Tls for 1 ≤ ln ≤ r and 1 ≤ n ≤ s. Each route is modelled by a 2s× 2s-matrix. The set
of routes is denoted by R = {Rj |1 ≤ j ≤ t}.
The behavior of railway systems S〈T, L,R〉 is modelled by
S =
 t⊕
j=1
Rj
⊗
 r⊕
j=1
Ti

where during the evaluation of the Kronecker product, for simplicity we let pi = pi · pi and
vi = vi · vi.
The different paths in the graph corresponding to matrix S mirror all possible behaviors of
the railway system in terms of temporal interleavings of the actions of trains, namely entering
and leaving track sections.
Special cases like overtaking or waiting for other trains, which need some additional sema-
phores are discussed in the following examples.
4 Travel Time Analysis
Each node of the graph is assigned a variable and an equation is setup based on the predeces-
sors of the node. A variable is represented by a vector, where each component of the vector
corresponds to a train. The equations are used to calculate the worst-case travel time for
each train.
Synchronizing nodes are nodes where blocking occurs. These nodes have an incoming edge
labeled by a semaphore v-operation, an outgoing edge labeled by a p-operation of the same
semaphore, and these edges are part of different trains. In this case the train with the p-
operation has to wait until the other train’s v-operation is finished.
Let the vector X = (X1, . . . , Xl, . . . , Xp)T . We write X(l) = Xl to denote the lth compo-
nent of vector X.
Definition 3 Let X = (X1, . . . , Xp)T and Y = (Y1, . . . , Yp)T . Then we define
max(X,Y) := (max(X1, Y1), . . . ,max(Xp, Yp))T .
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Figure 3: Railway system
Definition 4 A synchronizing node is a node s such that
• there exists an edge ein = (i, s) with label vk and
• there exists an edge eout = (s, j) with label pk,
where k denotes the same semaphore and ein and eout are mapped to different trains.
Definition 5 (Setting up equations) If n is a non-synchronizing node, then
Xn = max
k∈Pred(n)
(Xk + t(k → n)),
where the lth component of vector t(k → n) is the time assigned to edge k → n and edge k → n
is mapped to train l. The other components of t(k → n) are zero. The set of predecessor nodes of
node n is referred to as Pred(n).
Let s be a synchronizing node. In addition, let λi and λj be the trains where the edges i→ s and
s→ j are mapped to. Then for l 6= λj
X(l)s = max
k∈Pred(s)
(
X
(l)
k + t(k → s)(l)
)
(1)
and
X
(λj)
s = max
(
X
(λi)
i + t(i→ s)(λi),X(λj)k + t(k → s)(λj)
)
(2)
where the first term considers the incoming v-edge and the second one the incoming edge of train
λj .
The system of equations can be solved easily by inserting one equation into another. An
example of setting up the equations is be given in section 5.2. Our approach enables us to
calculate the travel time (including the blocking time) for each train in a complex railway
system. Blocking might occur due to occupied track sections or connections for instance.
5 Examples
In this section we give a small example which is represented in Fig. 3. At first we calculate
the travel time for one train (L2). After that we add the other trains (L2, L3 and L4) step by
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step and analyze the results. To calculate the travel time for the following examples we make
the following assumptions:
• Trains L1 and L3 are slow trains and need two time units for each track section.
• Trains L2 and L4 are fast trains and need only one time unit for each track section.
(a) Example I (b) Example II
Figure 4: Results of Example I and II
5.1 Example I
Train L2 starts at track section 1 and has the following route:
R2 = p2, v1, p9, v2, p7, p8, v9, v7, p10, v8, p11, v10, v11
As there is only one train within the system, the resulting graph only consists of the 13
operations along the train’s route, which result in a graph with 14 nodes (Fig. 4a). The
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resulting travel time is the sum of the travel time of each track section and is calculated to
be 6 time units.
5.2 Example II
Now the train L1 is added to our railway system, which starts at track section 2. At section
3 it has to stall until it is overtaken by train L2. As a result there must be a synchronization
between the two trains and thus the travel time of train L2 increases due to the blocking time.
To ensure synchronization of two trains an (additional) artificial track section is added to the
routes (track section 12). These track sections are used to ensure the desired order of some
trains. The modified routes of the two trains read as follows:
R1 = p3, v2, v12, p7, p8, v3, v7, p10, v8, p11, v10, v11
R2 = p2, v1, p9, v2, p7, p8, v9, v7, p10, v8, p12, p11, v10, v11
The resulting graph has 44 nodes, including 3 synchronizing nodes and can be found in
Fig 4b. The travel time of train L1 is calculated to be 13 time units and that of train L2 is 8
time units because train L2 has to wait caused by a headway conflict and train L1 has to wait
until the overtaking has been finished.
Calculation of the travel time for non-synchronizing nodes
To calculate the travel time for a non-synchronizing node node (e.g. X241155), the travel time
of each predecessor plus the travel time of the connecting-edge are computed. So we get the
travel time for each incoming edge. The maximum of these values is taken as the travel time
for node X241155. For example node X237063 is connected to X241155 by an edge labeled with
L2.v10, which means that train L2 executes v10. As a result v10 is used in the second vector of
the equation for L2. Because there are no other trains involved in the transition from X237063
to X241155, the other value of the vector is set to 0. The same procedure is done for node
X179716, which is connected to X241155 by an edge labeled with L1.v12 and thus the vector will
have value 0 for the second train, and v12 for the first one. The complete equation for node
X241155 reads as follows:
X241155 = max
(
X237063 +
(
0
v10
)
,X179716 +
(
v12
0
))
Calculation of the travel time for synchronizing nodes
As described in equation (1) and (2), there is a difference between trains which should be
synchronized with others and trains which act independently (at the current node). For
independent trains, the equation is setup as for non-synchronizing nodes (second line in the
vector for node X486419). The first line, which describes the travel time for train L1 will use
the travel time value of the second train L2 because L1 has to be synchronized with L2 and
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thus train L1 has to wait for L2. If there would be other incoming edges with an action
from train L1, then their travel time values would also be considered in the equation and the
maximum of these values would be taken as the train’s travel time at the current node. The
complete equation for node X486419 reads as follows:
X486419 =
 X(2)482327 + v10
max
(
X
(2)
482327 + v10,X
(2)
425011
)
5.3 Example III
The last example contains the railway station with all four trains, which results in two situa-
tions where trains must be synchronized:
• Train L2 has to overtake train L1 (as in the example above)
• Train L4 has to overtake train L3
Thus, there must be an additional artificial track section with p13 and v13. The routes of the
four trains read as follows:
R1 = p3, v2, v12, p7, p8, v3, v7, p10, v8, p11, v10, v11
R2 = p2, v1, p9, v2, p7, p8, v9, v7, p10, v8, p12, p11, v10, v11
R3 = p5, v10, p4, v5, v13, p2, v4, p1, v2, v1
R4 = p10, v11, p5, v10, p6, v5, p7, p9, v6, v7, p2, v9, p13, p1, v2, v1
The resulting graph has 992 nodes and thus 992 equations must be solved to calculate the
traval time of each train. Our implementation of the algorithm will calculate the travel time
for this example within 400 ms. A detailed description of the algorithm can be found in
[Vol12].
The resulting graph of this example can be be found in Fig. 6 (including deadlocks). Due
to the fact that we are only interested in deadlock-free situation, a reduced graph can be
generated which contains all train movements which don’t result in a deadlock (Fig. 5).
The results of these three examples can be found in Table 1.
Example Number of Travel times
nodes L1 L2 L3 L4
I 14 6
II 44 13 8
III 992 15 15 8 10
Table 1: Results of the examples
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Figure 5: Reduced graph of Example III
6 Conclusion
We have presented a graph-based method for calculating travel time of trains and finding
deadlocks within a railway network on a fine-grained level. Kronecker algebra is applied to
manipulate matrices and to create graphs, which are represented by adjacency matrices. Our
approach can be used to model complex railway systems including the calculation of travel
times and the aspects of being deadlock-free and being conflict-free.
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Figure 6: Resulting graph of Example III
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Abstract 
Systems Engineering integrates all the disciplines and specialty groups into a team effort 
forming a structured development process that proceeds from concept to production to 
operation. In 2010 a questionnaire study was performed among the users of railway ITS 
subsystems and the survey results allowed formulating the proposals of changes to the 
functional structure of the systems. Evaluation of this systems, based on systems engineering 
(V-Model) and results of questionnaire survey (as one of others validation procedure), have 
been presented. 
Keywords: Systems Engineering, ITS, Train Dispatcher Support System, System of 
Operational Work Evidence, System of Temporary Warnings Registration, Validation, 
Verification, Survey Methods in Transport. 
1 Introduction 
Train dispatcher is a highly skilled job position directly involved in the train operations 
within the relevant signalling control areas and on the adjacent routes or railway sections. 
Line controller is a member of the current supervision staff responsible for regulation and 
coordination of the whole of the activities related to the train traffic in a specific railway area, 
indirectly, by means of the orders issued to the train dispatchers. Similarly as in the case of a 
line controller, the dispatcher’s job requires the knowledge of a number of instructions and 
regulations, however it is this particular position which bears a direct responsibility for the 
safe and regular train operations. The duties of the train dispatcher include making decisions 
about the correct preparation of the route, about the right sequence and direction of train 
dispatching, in agreement with the current rules and with the timetable. Above all, the duty 
of the train dispatcher is to react immediately in case of a danger or a disturbance of a 
normal train operation due to the emergency situations and to the deviations from the 
timetable operations. The scope of duties of a train dispatcher includes also the registration 
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and issuing of the current warnings of speed limit. The current warnings are all speed 
limitations not included in the Permanent Speed Limitations Register and which have been 
introduced by the current orders. These warnings are registered in the Current Warning Log. 
The SERWO system (System of Electronic Propagation of Current Warnings) has to support 
the correct and efficient implementation of these processes. This is an application supporting 
the train dispatchers in the area of registering, issuing and handling of current warnings. A 
part of the system is a database storing the information about the railway lines, the routes, 
the trains and the reasons for the warnings. It allows (among others) the printout of the 
orders and stores an electronic log of current warnings. It substitutes the old wire message 
system for sending the information on the warnings and for confirming the receipt and the 
recording of a warning [Her13, Kar12a]. The train dispatcher is supported in the decision 
making process by the SWDR system (Train Dispatcher Support System). This system contains 
all the information needed by the train dispatcher such as the timetables, planned train runs, 
train delays (and the reasons for these), planned and actual parameters of the trains, the 
trains carrying hazardous materials and trains with oversize loading gauge as well as the 
routes of all trains. The SEPE (System of Operational Work Evidence) is another system which, 
apart from the information about train operation, stores the information about all the 
disturbances to the train runs. Currently the PLK (Polish Railway Lines) makes the 
infrastructure available to over 50 carriers. The data of the trains which are planned to be 
running are input by the planning controllers into the SEPE system. The system displays the 
actual hour of the departure of the train as well as the hour of its arrival at the terminal 
station together with the information of any delays or arrivals ahead of time, in minutes. This 
information allows to control in real time the execution of the operational plan and the 
analysis of any incurred delays. The controllers input the information about the actual run of 
the train (hours of calling at each subsequent station, train data such as its gross weight, 
length, type of engine – the so called train analysis). This data is normally received by 
telephone from the train dispatchers operating at individual stations of the Area Railway Line 
Bureaus. The registration of the incidents and events is performed based on the reports from 
train dispatchers and is being input in the system by the line controllers. The stored 
information contains the data on the time of the event, time at which the event ended, on the 
exact location of the event, its influence on the operation of the trains (i.e. the delays) as well 
as the person in default of the event. The SEPE system permits the line controller to record 
the actual graph of the train run, which includes among others: annual schedule, the 
individual schedule, the actual routes, line track closures, permanent and temporary 
warnings, arrival, departure or passing times, train delays and the reasons for these [Her13, 
Kar12a].  
The systems described herein, supporting the work of the train dispatchers and of the line 
controllers are continuously developed and modified as to adapt them to the changing 
requirements and conditions of the job positions at which the systems are used.  
The survey results described in this paper and in [Her11b, Kar12b] allowed formulating 
the proposals of changes to the functional structure of the systems (Fig 1). For example, 
version 2.2 of the system includes the module of trains ride time input (operated by line 
dispatchers) and a subsequent change should provide an option of inputting the train 
analyses (concerning the trains deployed by the dispatchers). 
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Figure 1:  Communication diagram between Train dispatcher, Line controller and Supporting 
Systems: on the left side – without modifications, on the right side – proposed 
changes. 
2 Verification and validation in systems engineering  
As mentioned in [FHW07] definition of systems engineering by INCOES (International 
Council on Systems Engineering) is: Systems Engineering is an interdisciplinary approach and 
means to enable the realization of successful systems. It focuses on defining customer needs 
and required functionality early in the development cycle, documenting requirements, then 
proceeding with design synthesis and system validation while considering the complete 
problem. ITS projects are identified and funded through transportation planning [Kar11, 
Kar12d] and programming/budgeting processes in each state, planning region (e.g., 
metropolitan planning area) [Kar12c], and agency. The “V” diagram and the systems 
engineering process (Fig 2) begin once a need for an ITS project has been identified. The 
early steps in the “V” define the project scope and determine the feasibility and acceptability 
as well as the costs and benefits of the project. The latter steps support project 
implementation, then transition into operations and maintenance, changes and upgrades, 
and ultimate retirement or replacement of the system [FHW06]. Systems Engineering 
integrates all the disciplines and specialty groups into a team effort forming a structured 
development process that proceeds from concept to production to operation. In systems 
engineering there are distinction between verification and validation. This is an important 
distinction because there are lots of examples of well-engineered products that met all of 
their requirements but ultimately failed to serve their intended purpose. Verification 
confirms that a product meets its specified requirements - verification ensures that system is 
built right. There are four basic techniques to verify requirements: test, demonstration, 
inspection and analysis. Summary of the verification results should provide evidence that the 
system (subsystem, component) meets the requirements and identify any corrective actions 
that were recommended or taken as a result of the verification process . It is important that 
stakeholders and end users should also be materially involved in verification, particularly in 
the system verification activities. In systems engineering as the verification proceeds from 
detailed component verification to end-to-end system verification, the implementation team 
(software and hardware specialists) becomes less involved and the stakeholders become 
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more involved. The majority of system verification can be performed before the system is 
deployed [FHW07]. Validation confirms that the product fulfills its intended use - validation 
ensures that we built the right system. Validation can’t be completed until the system is in its 
operational environment and is being used by the real users. This step in V-model is when 
the system has been put into operation and is beginning to be used for its intended purpose 
(Fig 2). 
 
Figure 2: Proposed validation procedure as one of others in “V” diagram of systems 
engineering for ITS. Source: own work based on V-diagram from [FHW07]. 
But systems engineering approach, called in-process validation, seeks to validate the 
products that lead up to the final operational system to maximize the chances of a successful 
system validation at the end of the project. In-process validation is performed on an ongoing 
basis throughout the process by decision makers during the initial feasibility study and by 
stakeholders during the system concept of operations development, system requirements, 
system designing, building, implementation, and finally during the operation. Key aspect of 
validation during the implementation and operation is validating the user interface design 
since it has a strong influence on user satisfaction. In addition to objective performance 
measures (quantitative and qualitative), the system validation may also measure how 
satisfied the users are with the system. This can be assessed directly using surveys, 
interviews, in-process reviews, and direct observation [FHW07]. Between verification and 
validation is initial deployment. In this step system is installed in the operational 
environment and transferred from the project development team to the end-user that will 
own and operate it. The transfer also includes support equipment, documentation, operator 
training, and other enabling products that support ongoing system operation and 
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maintenance. It is important that all operations and maintenance staff should be in place and 
properly trained [FHW07]. During this period, operators, maintainers, and users of the 
system may identify issues, suggest enhancements, or identify potential efficiencies. The 
system will evolve over its lifetime as stakeholder priorities change and technology advances. 
Changes can also result from user-reported issues and recommendations and from system 
improvements identified from the review of operational data [FHW07]. Proposed validation 
procedure based on questionnaire survey among end-users (example in next topic) is shown 
in Fig. 2 as part of validation process in V-model of systems engineering. 
3 Example of functionality evaluation of the train dispatcher 
system by users – selected problems 
Effective and quick data input and acquisition during a railway operations and the proper 
processing of the data by the users (train dispatchers and traffic controllers) are the main 
objectives of the systems supporting the railway staff. A survey performed in 2010 allowed a 
functional evaluation of the SWDR (Train Dispatcher Support System) as well as the collection 
of information on suggested future modifications of the system (Fig 1). Modifications was 
proposed by the authors of surveys based on the analysis of respondents' answers to the 
open questions. The module of train running time input operated by line dispatchers is 
primary modification that was introduced after survey. Next modification should be an 
option of inputting the train analyses concerning the trains departures by the dispatchers 
[Her13, Kar12b]. Aim of this surveys was to evaluate the system's functionality by users in 
terms of individual assessment (perception) of these systems and usefulness of the 
information in operational work (daily operational). Next step of system evaluation will be 
statistical evaluation of train punctuality for both the periods before and after the installation 
of the systems. 
The surveys were carried out mainly using the CAWI method (Computer Aided Web 
Interview - a questionnaire available on a Web page) - 150 questionnaires (42.1%). In order 
to include the persons not using the Internet (or using it incidentally) in the survey, the study 
was performed in parallel using CAPI (Computer Aided Personal Interview) - 102 
questionnaires (28.7%), CATI (Computer Aided Telephone Interview) and PAPI (Paper and 
Pencil Interview) methods as well as by regular mail - 104 questionnaires (29.2 %). Taking 
into account the fact that in the scale of the whole railway network of PLK (Polish Railway 
Lines) the SEPE and SWDR systems was (at the moment when the survey was carried out) 
installed at 1696 work posts and with an average of 5 persons of staff operating at one work 
post, the estimated total population consists of 8480 persons having contact with the 
systems evaluated. Therefore, the collected sample of 356 questionnaires (with incomplete 
or erroneous ones rejected) constituting 4.2% of the population may be considered a 
representative one (the estimated maximum error of the survey is d=5%).  
Almost half of the respondents (49%) have noticed an improvement in the punctuality of 
the trains as an effect of the implementation of SWDR and SEPE systems (Fig 3a). However, at 
the same time a large percentage of respondents (39%) see no relation between the 
functionality of the systems and the punctuality of the trains. Such evaluation may come from 
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the train dispatchers of the station with small volume of rail traffic, small number of 
operations and small number of delayed trains or from rail traffic small stations (points) with 
simple layout and one railway junction which can not change the order of trains. A second 
reason for the latter answers may be low awareness of the users as to the right utilization of 
the information from the system in further traffic management (this has also been confirmed 
by the fact that 12% of responses were ‘Do not know’) [Her13, Kar12b]. 
a)  b)  
Figure 3: Distributions of the answers to questions: a) „ Do you think that introduction of the 
system improved the punctuality of trains?”; b) „Do you think the introduction of the 
system increased the capacity?” [Her13, Kar12b]. 
As many as 46% of the respondents see no relation between the speed at which the 
information is provided and the efficiency of traffic management, leading to the high traffic 
smoothness and to maintaining the current capacity reserves (Fig 3b). This result may be due 
to two factors. The first one (and the most important one) is the lack of data in the system, 
such as an accurate and current information about the position of the train and real times of 
trains passing the individual stations. The second factor is the potential inability of the users 
to utilise the information provided and the lack of trust for the data. Furthermore 
respondents do see the opportunity of using the information provided by the system to 
increase the capacity of the elements of railway network (of a route – 23% of answers, of a 
section – 25% of answers and of a line – 34% of the answers). The total percentage in not 
100% as this question was of a multiple choice nature [Her13, Kar12b]. 
The advantages of the system in increasing speed of access to the information were 
appreciated by as many as 90% of the respondents (the answers included 77% of ‘Largely 
Increased’ and 13% of ‘Somewhat increased’ answers – Fig 4a). Unfortunately, the remaining 
10% of the respondents do not see any advantages of an efficient access to actual 
information. Until now a train dispatcher could obtain all the information on a specific train 
(route, carrier, scheduled departure, scheduled passing time etc.) by phone to a relevant line 
controller. [Her13, Kar12b]. Train dispatchers on their shifts make a number of traffic-related 
decisions on train receiving, dispatching and managing the traffic on adjacent routes. The 
respondents have rated the comfort of working with the system high and of decision-making 
(82% of respondents). The remaining 18% of respondents were of an opposite opinion (Fig 
4b) [Her13, Kar12b]. 
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a)  b)   
Figure 4: Distributions of the answers to questions: a) „Did the introduction of the system 
increase the speed of access to the needed information about a train?”; b) „Did the  
system improve the comfort of your work and of the decision-making?” [Her13, 
Kar12b]. 
The responses at the question “Is the level of access to various system tabs and the 
possibilities of their edition satisfactory at your work position?” indicate that the opinions on 
that point are divided. Only 36% of respondents were satisfied while 54% assessed the 
access to the data as unsatisfactory (Fig 5a). This may be due to several reasons. The first 
reason may be the workplace structure of the respondents. The participants of the survey 
were the personnel of large traffic control stations for which more access to the system 
would mean more efficient job, hence the ‘unsatisfactory’ responses were most frequent in 
that group. For the system users from small stations, just the basic view of the data is 
satisfactory. In addition some of them could fall into the group of users who responded ‘do 
not know’ (10%). [Her13, Kar12b]. 
Moreover, the definitive majority of respondents consider an extended access to the 
system to be helpful. The analysis of the open answers has shown that [Her13, Kar12b]: 
 in 80% cases ‘the possibility of inputting a real train passing time’  was indicated, 
 almost 67% of respondents indicated the drawback to be ‘lack of possibilities of 
inputting an analysis of a train dispatched’. The analysis of a dispatched train requires 
the collaboration with the line controller and proceeds as follows [Her13, Kar12b]: 
o the train operator calls into the train dispatcher, providing the filled in The 
list of wagons in the train. This list comprises the detailed data on the train, 
o the train dispatcher checks in the SWDR system whether that train has 
been planned and if its parameters (the serial number and the type of the 
locomotive, gross weight, train length) are aligned with the plan, 
o the train dispatcher copies the train data into the Train Analyses Journal, 
o the train dispatcher contacts the line controller, providing him with the 
data and informing him about potential delays and their causes, 
o the line controller inputs the information provided by the train dispatcher 
into the system, 
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o it is therefore clear that this set of time consuming activities could be 
largely modified and simplified and partially eliminated. 
Before the system was installed and configured on the computers of the train dispatchers, 
only a short version of user manual was provided to the work posts (either in paper or 
electronic format). The information in the manual was limited to the general description of 
the functions and the procedure of logging into the system. In 25% cases the information and 
knowledge on system use was being obtained from the co-workers, during the breaks in train 
traffic operations (Fig 5b). 
a)  b)  
Figure 5: Distributions of the answers to questions: a) „Is the level of access to various system 
tabs and the possibilities of their edition satisfactory at your work position?”; b) 
„Have you done any training concerning the operation of these systems?” [Her13, 
Kar12b]. 
The remaining percentage of the respondents (68%) declared they have learned to use 
the system by themselves. Such a way of deploying a new system certainly does not help the 
knowledge of the way it needs to be operated and does not provide knowledge on the system 
functions. And therefore in the next question the need to be trained on the use of the system 
was raised by 70% of the respondents. This may be a result of a purely technical approach to 
the application - users know where and when to click. However not always the user of the 
system is fully aware of the possibilities of using the data provided in the subsequent traffic 
operations. Thus, a training cycle should not be limited to passing basic information on the 
use of the application but also should include the studies of concrete examples of practical 
application of the information available in the system [Her13, Kar12b]. 
4 Conclusions 
The analysis and evaluation of the functionality of the railway ITS systems  in relation to the 
duties of train dispatchers and railway traffic controllers permits drawing the following 
conclusions [Her13, Kar12b]: 
 from the functionality point of view the systems perform well and the majority of 
functions available corresponds to the needs of the users, 
 some modifications are recommended to allow enhanced access to the system for 
individual users, 
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 data acquisition from the operating environment should be automated to a higher 
extent, so that the unnecessary intermediating links are eliminated, 
 introduction of changes in the mutual communication of traffic controllers and train 
dispatchers will improve the ergonomic parameters of their jobs, 
 systems integration into one application will make the operation of the system and the 
information processing more simple; it will also enhance the connectivity with the 
external transponders; this conclusion is based on results of open–ended questions 
[Her11a, Her11b] not included in this paper and other own research and analysis, 
 effective utilisation of the systems supporting the work of train dispatchers and 
railway traffic controllers requires that the software implementation is supported by a 
system of professional trainings, 
 the implementation of subsequent system versions should be preceded by direct 
consultations with the users, who possess the best knowledge about the current 
problems and the requirements of the system users in daily operations. 
The proposed directions of changes within the discussed systems and in their user 
interface layer may be viewed in two dimensions: a technological one and a procedural one. 
In the technological change category, the important elements are the need to provide the 
railway tracks with the track equipment transmitting data signals to the server or 
alternatively equipping all the rail engines with GPRS (GSM-R) transmitters. These changes 
are also related to the European Railway Traffic Management System project (ERTMS), which 
has a GSM-R, telecommunication network which will provide digital radio communication. 
The category of procedural changes includes the enhanced access to the system for the train 
dispatchers. Some of the postulated changes have already been included in the system 
version 2.2 of February 2011 and some other changes will appear in the newest version. 
These changes allow direct input of the data which previously were being passed by the 
dispatcher to the traffic controller over the phone (Fig 1). It is also important to remember 
about the additional equipment and the modification of the workplace (some of these were 
previously not categorized – both financially and technically – as computerised positions). All 
of these measures should allow breaking the staff resistance towards the new technology and 
change the perception of the change meaning the additional workload. [Her13, Kar12b] 
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Abstract 
Optimal operation of rail transport systems has become an increasingly challenging task over 
the last decades. To allow for a better understanding of the system dynamics in different 
operational states (including disruptions) and in order to evaluate and to improve control 
strategies, a multi-component simulation framework, representing a closed-loop operation 
environment for railway networks, is being developed. This framework is based on a time 
controlled and partially automated operational concept. Time control requires all operational 
processes to be continuously monitored with respect to the production schedule. Deviations 
exceeding some pre-determined tolerance thresholds will result in a re-adjustment of the 
production plan in real-time. A dedicated (re-)scheduling algorithm is implemented to 
achieve this goal.  
Involved parties (agents) are explicitly taken into account. For instance, train drivers 
might be technically enabled to follow new operational targets like re-adjusted train speeds 
while approaching conflict points. The framework, called Rail Transport Service Environment 
(RTSE), consists of three main modules: (i) a traffic simulation environment, (ii) a system 
state monitoring module, and (iii) the scheduling module. The modules are interconnected 
through standard communication interfaces so that each module can be exchanged easily 
depending on the user environment. Railway traffic simulations are carried out using the 
dedicated railway simulation tool OpenTrack. The simulated traffic situations are interpreted 
by an automated monitoring module including a threshold detection mechanism, which 
compares actual and planned process states and induces rescheduling actions executed by 
the (re-)scheduling algorithm, if required. Rescheduling actions take eventually reduced 
availability of resources into account. 
Keywords: Rail traffic – Rail traffic simulation– Rail traffic state monitoring – Real-time 
dispatching – Network performance – Service intention 
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1 Introduction 
Modern railway operational processes abandoning accumulated legacy cases, explicit 
description of the service to be delivered to the customer, and increased computational and 
communication performance allow to make rail transportation service more predictable as 
well as to orient operations to customer benefit even in case of incidents. Operation 
according to plan even in case of delay or disruption allows for a better use of contested 
capacity. With our proposed framework we aim to demonstrate and evaluate this 
opportunity. 
 Motivation 1.1
The identification of increasing capacity problems that ask for a redesign of railway 
operations is the main motivation of the project participants for developing the proposed 
framework. In order to derive the elements of the proposed approach, we will first have a 
closer look at the major problems. 
Challenges in service delivery 
The Swiss railway network and the services delivered through it can be characterized as a 
multiple hub-and-spoke network with integrated clock-face timetable and it is well known to 
be strongly interconnected. This means that there are lots of point to point services that 
require one or more train transitions. In these cases individual delays often have impacts on 
a large part of the network. This is the case if train dispatchers decide to hold back the 
connecting trains affected or if they decide not to keep communicated connections.  
On the other hand, the operations staff as well as the customers are facing typical 
problems that result from the lack of timely information on the system as illustrated in 
Figure 1.  
 
Figure 1: Operating staff and customers confronted with decreasing service reliability, each 
with different responsibilities within the service process chain. 
Another red signal! 
Now that I have just 
caught up 4 minutes 
of my 5-minute-delay. 
„I am sorry, I am unable to 
tell you if you are going to 
reach the train to Cham! 
Please listen to the loud-
speaker announcement at 
the station!“ 
“The Interregio to 
Lucerne was unable to 
guarantee the connection. 
We are sorry for any 
inconvenience caused” 
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Following the above explanations, the major service delivery challenges can be 
summarized as follows: 
 a tight regular timetable due to an increasing gap between peak hour and off peak 
hour demand. 
 decreasing service reliability due to operational volatility and technical disturbances. 
 limited usability of public transport due to communication problems. 
 significant total passenger delays due to local dispatching decisions. 
If we analyse specific cases and try to figure out what happened before the occurrences of 
major network delays, we observe similar patterns. We see that in most cases operational 
disturbances lead to blocked resource assignments and hence unusable production plans. As 
the production plan is the technical basis for operating the timetable, it is the main task of 
operational control to reassign resources such that the normal timetable and the planned 
services will be restored as soon as possible. This is a complex task that requires, even in the 
case of small delays, the consideration of numerous operational and technical constraints.  
2 Solution approach 
 Service Intention 2.1
Usually timetable development is an extensive, iterative planning process starting years 
ahead of the beginning of the actual timetable period. The main objective is to find train runs 
with departure, arrival and dwell times that simultaneously meet functional requirements 
(Service Intention, SI) connecting each origin and destination in the network with required 
travel times, frequencies and service levels as well as technical requirements. Technical 
constraints concern the utilization of resources, such as track topology, rolling stock and 
operations staff, which partly still have to be implemented for the planned time horizon. The 
central part of the proposed approach is the assumption that any timetable is one out of 
several possible technical realizations of an underlying service intention. Because the SI can 
be regarded as a functional requirement for the scheduling task, it is defined in terms of 
frequencies between origins and destinations, travel times and service levels rather than of 
exact departure and arrival times, rolling stock utilization or even trains numbers. Although 
these attributes are information typically provided by a public transport timetable, it is 
nothing else than the result of an assignment of processes and resources to these functional 
requirements, while considering numerous spatio-temporal constraints. As a consequence, 
operational irregularities or disruptions, which, for a certain period of time prohibit further 
operation of the timetable planned, require a new assignment of available resources to the 
functional requirements. To formalize this approach, we define the periodic service intention 
similar to [Cai09] as 
 , , , ,SI Z C D   (1) 
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where Z denotes the set of all train runs z  (with z Z ), C is the set of all connections, D 
denotes the set of all technical and operational dependencies and  is a given time period 
(for details see [Cai09]). 
 Production plan 2.2
Taking the SI defined in (1) as well as available resources (e.g. rolling stock, signal and track 
topology) as input, a dedicated (re-)scheduling procedure - initially or when triggered by 
operational disturbances - generates a production plan, which contains all necessary 
information for operating the train service. Its formal representation is a list of assignments 
of event times di(k) to triples (Ei, Li, Si), where Ei  represents the event type (arrival, 
departure, passage), Li the train line, Si a location (station, signal, junction) and k the kth 
occurrence of a periodic event i within a given time period T. In the (re-)scheduler 
optimization model the SI-requirements enter as constraints. However, as we cannot 
guarantee that each rescheduling instance will be feasible under the requirements, they are 
used as a soft constraint, which means we allow constraint violation for a certain penalty. 
These constraint violations are then penalized in the objective function and the constraint 
violation penalty is minimized. This general approach includes, e.g., the minimization of 
knock-on delays as a special case, as a delay is a particular case of a constraint violation. If, in 
real time, the dispatcher is not satisfied with the resulting solution, she can manually relax 
some SI-requirement, which will automatically give more flexibility to satisfy other, more 
important SI-requirements. In this iteration process the (re-)scheduler creates production 
plans for several variants of SI that are provided by the dispatcher (see process loop in the 
Management Layer of Figure 3). For each train in the system the production plan contains 
optimized 
 departure times and speed instructions 
 route allocations, route reservation  and release times 
 connections, platform assignments etc. (see Figure 5) 
 Process model 2.3
Technical and operational dependencies mainly result from allocations of resources (for 
instance track segments) to operation processes (e.g. departure of train xy).  In our 
framework, planned and logged time extensions of operation processes as well as state 
transitions of affected resources are modeled as ‘Timed Event Graph’ (TEG). For instance, 
safety blocks are treated as resources which are assigned to train runs by the (re-)scheduler. 
A typical snapshot of this process model is shown in Figure 2 as a timed petri net 
representation of the departure process of a train run. The benefit is twofold. On one side, we 
have the perfect structure to monitor time stamps of planned events with those recorded by 
the system (mainly the safety system) or human actors.  As this method is robust against the 
exact order of message occurrence we can also find out in this way if a planned event is 
overdue.  
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 Figure 2: Integrated process model: example of departure process and its representation as 
timed event graph.  
On the other side, we are able to forecast the system behavior by evaluating the process 
dependencies in the model - assuming that all process will execute as planned due to the 
information in the output of the rescheduling procedure. We do this by implementing the 
delay propagation procedure according to [Gov10] extending the method to the resources 
involved. This framework also enables us to analyze timetable stability, e.g. using max-plus 
algebra according to [Gov07].  
3 System design 
To address the problems outlined in chapter 1 and to incorporate the fundamental 
conceptual elements described in detail in chapter 2, we developed the general framework 
shown in Figure 3. The system consists of three layers, each with dedicated functionalities. 
The Management Layer is at the top. One of its components is the dispatcher who 
represents the highest decision level in the Management Layer. The dispatcher’s task is to 
manage the functional requirements, i.e. the SI. The SI is entered into the (re-) scheduler 
component of the Management Layer (interface number 1) as a basis for the calculation of 
the normal production plan. In case of an operational rescheduling requirement that cannot 
satisfy original SI-requirements, the dispatcher has to relax the SI such that the (re-) 
scheduler can find a feasible solution for a new temporary production plan (interface 4). The 
production plan (see 2.2) is displayed either as a list (see Figure 4 a) or as a timed petri net 
(see Figure 4 b). 
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 Figure 3: The functional components of the system, the feedback loop and the 
corresponding interfaces (interface numbers are shown in blue circles): (I0) 
configuration data, (I1) service intention, (I2) production plan and unfeasible train 
runs (if any), (I3) timetable and actor instructions for real-time process 
configuration, (I4) position and process state messages, (I5) new scheduling 
constraints related to the resources available. 
 
Figure 4: production plan representation a) list, b) timed petri net. 
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After actor specific formatting, the production plan is used by the Logical Layer for (re-) 
configuration of the railway network. During run time, position and process state messages 
generated in the railway network (interface 4) are evaluated permanently by the operation 
control part in order to detect threshold exceedings and new constraints and to initiate 
rescheduling (interface 5) in the Management Layer. The message interfaces of the Logical 
Layer (interfaces number 2, 3, 4 and 5) are easy to standardize. This ensures that conclusions 
that can be drawn from the simulation environment are transferable to real world conditions. 
On the other hand, different rescheduling modules (Management Layer) can be used without 
changing anything in the Logical Layer. 
Components of the Logical Layer execute (simulate) physical processes and generate 
messages with time stamps that are supposed to correspond to those of the production plan 
(interface 3, see Figure 5).  
 
Figure 5: Actor instructions to train drivers, operators (resp. traffic management system) 
and train guards affected by the (re-)scheduling action (interface I3). 
The Physical Layer consists of the operational environment, represented either by the 
simulation environment (in our case the railway simulation tool OpenTrack [OpT12]) or by 
the real-world system. It carries out all transport operation, safety, customer and disruption 
processes and contains detailed information about resources (interface 0). 
4 System behaviour 
The system behaviour is strongly influenced by the precision, with which the dynamics of 
train runs can be approximated by the (re-)scheduling algorithm of the Management Layer. 
But as the behaviour of the simulated train runs is only controlled via data configuration and 
message instructions (train departure, train speed etc.) it is essential to generate the right 
speed instructions at the right time.  
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An example of an intercity train run in the given test scenario (see Figure 6) is illustrated 
in Figure 7. The train dynamics calculated in OpenTrack are considered to be realistic. The 
shown data result from a simulation with a train run that was completely controlled by 
instructions of the production plan (see Figure 5). The plotted event time deviations result 
from system delay resp. earliness due model discrepancies between (re-)scheduler and 
OpenTrack (route reserve commands are executed immediately if safety blocks are free). It 
shows that the precision of the dynamic behavior of our framework is reasonable in normal 
(undisturbed) situations. Deviations above threshold are corrected instantaneously by a new 
production plan which again results in undisturbed conditions for a certain period (closed 
control loop). In the RTSE rescheduling module we use the model from Caimi et al 2012 and 
solve it with the MIP solver IBM ILOG CPLEX Version 12.5.1 (IBM, ILOG, and CPLEX are 
trademarks of International Business Machines Corporation, registered in many jurisdictions 
worldwide. Other product and service names might be trademarks of IBM or other 
companies). 
 
Figure 6: Topology of test scenario with 12 stations. Path of example train in red. 
5 Conclusion and outlook 
The behaviour of the RTSE framework, which we present in this paper is of sufficient 
accuracy to simulate train operations in a closed loop. Our next steps will be to implement 
the entire system setup in an online architecture and to use this to investigate the dynamic 
closed loop behaviour of a railway network in real time. Thus we will establish a system 
environment that allows us to benchmark dispatching decisions in terms of good choices for 
relaxed SI’s under conditions of disturbed train operations. 
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 Figure 7: Deviation of planned vs. recorded event times of intercity train run. 
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Abstract
In the process of timetable creation, sufficient time should be scheduled between any pair
of trains using a common infrastructure section in order to avoid that a delay on the first
train will cause a delay on the second train too. However, when this time buffer becomes
very high, the positive incremental buffering effect diminishes and other negative effects may
appear, like reduced timetable efficiency or lower than optimal remaining time between the
other trains on the same infrastructure resource. This means there is a trade-off to make.
We make this trade-off by analytically deriving the knock-on delays as passengers experience
it in practice and by including these delays in our goal function: total expected passenger
journey time in practice.
We use this goal function in our Mixed Integer Linear Programming (MILP) model to
optimise from scratch, the timetable of all 203 hourly passenger trains in Belgium. We then
also compare our resulting timetable with the original schedule, and conclude that both the
knock-on component as well as the total expected passenger time are reduced.
Keywords: Knock-On Delay Model, Expected Passenger Time, Integer Linear Programming,
Goal Function
1 Introduction
A railway timetable can be aptly represented by a graph. Graph vertices are train arrival and
departure times. The graph’s edges are either primary edges representing intra-train actions:
ride and dwell, or secondary edges, representing inter-train actions: transfer or turn-around.
Other secondary edges represent a required time difference: headway requirements [Kro09].
For all edges, primary or secondary, a minimum time is required and we also add a non-
negative supplement. Note that we use the term supplement also in the meaning of buffer
between two trains on a common infrastructure resource. The purpose of the supplements can
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be twofold. First they are sometimes needed as slack between two already planned timetable
times. Indeed, imagining that one would plan the primary edges first, some slack would
result for the inter-train transfer, turn-around and headway edges. Secondly a larger than
slack-only supplement could be needed to make a timetable robust against delay. However,
supplements may also not become too large, resulting in trains riding too slow or idling
too much and as such resulting in an inefficient planning. So, obviously there is a trade-off,
per supplement, between robustness and efficiency. Additionally, when edges are part of a
common graph cycle, the sum of minimum process times and supplements over all edges of
the cycle have to sum up to a multiple of the timetable period [Gov10]. This means choices
of supplements of these edges are related and one also has to be able to properly weigh
the costs and benefits of the supplement choices on different edges. We consider one train
more important than another when it has more passengers present on it. We could introduce
artificial train class priorities, but prefer to directly weigh importance with passenger numbers
instead. In [Sel11] we derived passenger numbers on all trains at all locations, starting from
ticket sales data. With this information, we can formulate the total expected passenger time
in practice [Dew11; Sel13b] as a function of the timetable. More specifically, it is a function
of 3 parameters sets: (1) the action minima, (2) the assumed primary delays and (3) the
planned supplements. Secondary delays also increase this expected passenger time, but are
itself a function of the three mentioned parameter sets. The resulting total function is to
be minimised to generate an optimal timetable for passengers. The minima are fixed, so in
each timetable it will generate the same amount of expected time. The supplements are the
decision variables of the timetable, so given the delay assumptions, their values determine
any quality criterium of the timetable as expected passenger time, robustness and efficiency.
The total expected passenger time has been analytically derived as a function of minima
and supplements in [Sel13b] for departing, through, transfer and arriving passengers. In
this paper we add the derivation of the knock-on delay as a function of the minimum and
supplement present on a headway edge. Indeed both a headway minimum time as well as a
knock-on delay should be modelled whenever two trains on a common resource occur. So a
hard headway constraint and a soft knock-on cost as a term in the goal function are always
modelled on the same edge.
Section 2 lays out an analytical derivation of the knock-on delay function. Section 3
presents the results obtained when using these knock-on delay functions as terms in the goal
function for a system of all 203 trains currently departing between 7 and 8 am in the cyclic
Belgian timetable. Section 4 draws conclusions and hints at some further work.
2 Knock-On Delay Derivation
When train i is riding or dwelling on a track and it gets delayed, it can delay train j which
follows it on the same track. We will derive a cost function that gives us the expected delay
for all passengers on the second train as a function of the planned time in between the two
trains and the expected delays on these trains.
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We define the number of passengers on train i as fi and on train j as fj . As [Sel13a]
explains, for trains riding in the same direction on a common track, headway edges exist
between both the vertices representing the beginning of the trains’ ride actions in both
directions, cyclically and also between the endings of the trains’ ride actions again in both
directions, cyclically. For trains riding in opposite directions on a common track, a headway
edge exists between the end of the first train’s ride action and the beginning of the other
train’s ride action and vice versa, cyclically. In the sequel, when we mention a knock-on edge
between train i and j, we more specifically mean the knock-on edge between two vertices vi
and vj , where these vertices can be a begin or end vertex of a ride edge.
We can suppose the vertices vi and vj , which represent event times, to experience primary
delays according to (commonly used [Han08]) negative exponential distributions
pi(x) = aie−aix, pj(y) = aje−ajy, (1)
where x and y are the primary delays of time points vi and vj and pi(x) and pj(y) their
respective probabilities. The expected delays of these distributions are calculated to be
ci =
∫ ∞
0
xaie
−aix = 1
ai
, cj =
∫ ∞
0
yae−ajy = 1
aj
. (2)
Say that, on top of the mandatory heading time h between trains i and j, which has to
be respected at any time, there is a planned supplement time si,j and similarly a planned
supplement sj,i between trains j and i. Then, the probability that due to combined delays of
trains i and j one train will delay the other is calculated by adding all cases where the delay
difference of both trains exceeds the supplement between them, weighting these cases with
the probability that they occur. This is done by integrating over a triangle area where the
delay difference x− y ≥ si,j so x ≥ y + si,j and over another where y ≥ x+ sj,i as in
px≥y+si,j (ai, aj , si,j) =
∫∞
0
∫∞
y+si,j aie
−aix · aje−ajydxdy = aje
−aisi,j
ai+aj ,
py≥x+si,j (ai, aj , sj,i) =
∫∞
0
∫∞
x+sj,i aie
−aix · aje−ajydydx = aie
−ajsj,i
ai+aj .
(3)
In the area where x < y + si,j and y < x + sj,i, si,j respectively sj,i are large enough to
absorb primary delays and avoid knock-on delays. The total expected knock-on delay of train
i on train j is calculated by multiplying, for each case where a knock-on delay occurs, its
probability, with the knock-on delay amount occurring and then integrating these products
over the same triangular integration areas as before. Via partial integration, one can prove
tKOi,j(ai, aj , si,j) =
∫∞
0
∫∞
y+si,j aie
−aix · aje−ajy(x− y − si,j)dxdy = aje
−aisi,j
ai(ai+aj) ,
tKOj,i(ai, aj , sj,i) =
∫∞
0
∫∞
x+sj,i aie
−aix · aje−ajy(y − x− sj,i)dydx = aie
−ajsj,i
aj(ai+aj) .
(4)
From equations (4), two properties can be derived. First, the larger the planned separation
time si,j between the trains, the lower tKOi,j , so the lower the expected knock-on delay on
train j. Second, the lower the expected primary delay ci = 1/ai on train i, the higher ai,
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the lower tKOi,j , so the lower the expected knock-on delay on train j. These tendencies are
indeed what we expect in practice as well. Since we are interested in the knock-on delays
as passengers experience them in practice, we multiply the train knock-on delay with the
number of passengers on the knocked-on train and get
pKOi,j(ai, aj , si,j) = fj · tKOi,j = fj · aje
−aisi,j
ai(ai+aj) ,
pKOj,i(ai, aj , sj,i) = fi · tKOj,i = fi · aie
−ajsj,i
aj(ai+aj) .
(5)
If only two trains i and j are to be planned on a common resource, in a one hour period,
what are the ideal supplement times si,j , sj,i to be planned in between them? This will depend
on their passenger numbers fi, fj and their expected delays ai and aj . First, note that there
is a relation to respect between si,j and sj,i. Indeed, the constraint for the cycle formed by
the two headway edges between trains i and j is
h+ si,j + h+ sj,i = T or equivalently sj,i = T − 2h− si,j . (6)
After substitution of T − 2h − si,j for sj,i in pKOj,i, pKOj,i is clearly a function of si,j .
Since pKOi,j and pKOj,i are both convex functions of si,j , their sum is a convex function
of si,j as well. This means the optimal spreading of two trains per time period T can be
calculated by minimising the total expected delay on all passengers of both trains as
0 = ddsi,j
(
pKOi,j + pKOj,i
)
⇔ 0 = ddsi,j
(
fj · aje
−aisi,j
ai(ai+aj) + fi ·
aie
−aj(T−2h−si,j)
aj(ai+aj)
)
⇔ 0 = −fj · aje
−aisi,j
ai+aj + fi ·
aie
−aj(T−2h−si,j)
ai+aj
⇔ fj · aje−aisi,j = fi · aie−aj(T−2h−si,j)
⇔ ln
(
fj ·aj
fi·ai
)
= −aj(T − 2h− si,j) + ai(si,j)
⇔ si,j =
aj(T−2h)+ln
(
fjaj
fiai
)
ai+aj
(7)
It follows from symmetry that
sj,i =
ai(T − 2h) + ln
(
fiai
fjaj
)
ai + aj
. (8)
The right hand sides of equations (7) and (8) sum up to T − 2h as equation (6) requires.
As an example, for T = 60 minutes and h = 3 minutes, a train i with an expected delay
of 1/ai = 3 minutes and fi = 100 passengers on it and a train j with an expected delay of
1/aj = 1 minute and fj = 300 passengers, would be spread according to equations (7) and (8)
as si,j = 1(60−2·3)+ln(300·1/(100·1/3))1/3+1 = 42.15 minutes and sj,i =
1/3(60−2·3)+ln(100·1/3/(300·1))
1/3+1 =
11.85 minutes and indeed as equation (6) requires 42.15 + 3 + 11.85 + 3 = 60 minutes.
This kind of balancing of supplements between trains on the same resource will be done
by our solver when we add the costs in equation (5) to the goal function. (Note that also
choices of supplements on graph edges in common cycles can affect the choice of si,j and sj,i
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and vice versa.) We take the approach of generating all knock-on costs between all train pairs
using the same infrastructure resource, irrespective of their order. This has two reasons. First,
unlike the method where we add only knock-on costs between directly subsequent trains, this
method works without relying on the yet unknown order of trains. Second, suppose trains i,
j and k follow each other in this order on a resource and train i has a large expected primary
delay 1/ai, train j has a small 1/aj but has very few people fj on it while train k has a lot of
people fk on it. Then pKOi,j and pKOj,k can be small for low si,j and low sj,k, allowing the
three trains, ordered as i, j, k, to be scheduled close together in time, even though pKOi,k
will then be large. The fact that cases where pKOi,k  pKOi,j + pKOj,k can occur, shows
that pKOi,k has to be added to capture all potential knock-on costs.
For N trains using the same resource during every timetable period T cyclically, this
method generates N · (N − 1) knock-on terms in the goal function. For each resource R, we
define the index set IR as the set of indices of trains that use R. Then, according to equation
(5), the total knock-on cost pKOR for all trains which use resource R is
∀R : pKOR =
∑
i,j∈IR
i6=j
fj · aje
−aisi,j
ai(ai + aj)
. (9)
For evaluation of the knock-on cost of a given schedule or for non-linear optimisation,
equation (9) can be directly used. For a linear solver though, we need to linearise it first.
Since each of the terms in (9) is convex in the variable si,j , we can use a standard linearisation
trick for convex cost functions. This entails two steps. First, for each of the terms, we define
a helper variable pKOR,i,j and impose on them
∀R : ∀i,j∈IR
i6=j
: pKOR,i,j ≥ fj · aje
−aisi,j
ai(ai + aj)
. (10)
All helper variables KOR,i,j are added to the global goal function of expected passenger
time. Units match. Since we minimise our global goal function, all KOR,i,j are pushed down
so that they will be equal to instead of greater than the right hand side of equation (10).
Second, the right hand side of (10) is replaced by a number of line segments approximating
it. Here, we use 2 segments. So for each KOR,i,j term, we define three points
∀R : ∀i,j∈IR
i6=j
:

(si,j,0, koi,j,0) = (0, fj · ajai(ai+aj))
(si,j,1, koi,j,1) = (T/15, fj · aje
−aiT/15
ai(ai+aj) )
(si,j,2, koi,j,2) = (T, fj · aje
−aiT
ai(ai+aj)).
(11)
The low and high end of the segments are 0 and T so that the whole supplement range is
covered. We use T/15, or 4 minutes for T equal to one hour, as the abcis of the middle point,
because, in our tests, this resulted in the closest approximation to the curve KOR,i,j for most
practical cases. Then, with these known values, equation (10) is linearised to
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∀R : ∀i,j∈IR
i6=j
:
 pKOR,i,j ≥ koi,j,0 +
koi,j,1−koi,j,0
si,j,1−si,j,0 · (si,j − si,j,0)
pKOR,i,j ≥ koi,j,1 + koi,j,2−koi,j,1si,j,2−si,j,1 · (si,j − si,j,1)
(12)
We add all pKOR,i,j as variables to our goal function and add the inequalities (12) with
the values calculated as in (11) as hard constraints to our MILP model. As such, we have
extended our model with a method that accounts for knock-on delays in a way that is properly
balanced with the other goal function terms. Note that the obtained estimation of passenger
knock-on delay cost can also be used in other than timetable optimisation models. A linear
optimisation model maximising capacity consumption with the goal of capacity estimation,
as for example [Mus13], could forbid or penalise scenarios with too much knock-on delay.
3 Optimisation Results
For all 203 hourly passenger trains in Belgium, departing between 7 and 8 am in the timetable
of June 12th 2013, visiting 1770 open line track sections and calling at all 550 stations, the
macroscopic model of constraints as described in [Sel13a] has been set up. (Overtaking
is only allowed in stations with 4 or more platform tracks.) The goal function - expected
passenger time in practice - as described in [Sel13b] and now extended with the cost terms
for knock-on delays, as derived here in section 2, has been constructed. For each ride and
dwell action we assumed varying primary delay distributions with an average of a% of each
action’s minimum time. a is given in column 1 of table 1. We compare properties of the
original and optimised timetable in the next sections.
3.1 Feasibility: A Solution is Always Returned
Since our model has a goal function that properly penalises the choice of big supplements
in a soft yet passenger optimal way, there is no reason for us to add a hard constraint that
restricts supplements to any arbitrary value lower than T − δ, where δ is the time resolution
of the timetabling model. Other research groups (e.g. Delft [Spa13], e.g. Rotterdam [Kro09])
lack a goal function that automatically restricts all supplements and so have to enforce lower
more arbitrary upper bounds as a hard constraint on their supplements. As a result they
sometimes struggle with infeasibility of their model. We believe we have resolved this issue.
3.2 Quality: The Solution has Lower Expected Passenger Time in Practice
We assume for each action, a primary delay distribution with an average of 2% of the action
minimum time. This value of a is Infrabels current best estimate for morning peak hours.
Similarly, [Gov07] also uses percentages between 0 to 5%.
Consider figure 1 and its caption. The left half of the figure shows the planned train
time total minima and total supplements, both for the oRiginal timetable (R) and for the
oPtimised timetable (P). The right half represents passenger weighted planned time for all
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Figure 1: The planned time domain. The left half shows total planned train time for all trains.
The right half show total passenger time for all passengers. In each box, the left
bargraph shows a quantity for the oRiginal timetable while the right half shows the
same quantity for the oPtimised timetable. min = sum of all minima, sup is sum of
all supplements. The sum is not weighted for train time and passenger weighted for
passenger time. Source corresponds to boarding passengers and sink to alighting
passengers. In this planned domain, the shading with blue lines indicates that these
actions were summed with ride actions.
origin-destination passenger streams with at least 50 people, again both for original and
optimised timetable. There are dark and light versions of some colours (e.g.: yellow, orange).
The dark colour indicates the sum of minimum times, while the lighter version indicates
the sum of supplement times. The left half of figure 1 shows a decrease of total planned
train supplements from 12.85% down to 8.89%. This train time supplement reduction is
advantageous for the operator, since, if total train trip time now becomes less than the next
lower multiple of hours, the same hourly service can be operated with one less train. [Lie07]
also gave an example of this, optimising the Berlin Underground timetable.
The right hand side of figure 1 shows that the planned passenger weighted time reduc-
tion is a much more pronounced one, from 10.40% down to 3.40% of the same ride+dwell
supplements. This is the case because they are now weighted by number of passengers.
In figure 2, instead of planned time, we show expected time, which includes primary
delays and their consequences like secondary delays and missed transfers. The left half
again represents train time. The right half shows passenger weighted time. The top row
is the linear approximation of time as used in the optimisation model. The bottom row
shows the actual non-linear time as it is evaluated post-optimisation. The same advantageous
stronger supplement reduction in column 2 compared to column 1 is also present in this
figure. This is the case for ride+dwell supplements but also for knock-on time. The knock-on
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Figure 2: The expected time domain. Left and right are train and passenger time as in figure
1. The bottom row shows the non-linear time as used during evaluation. The top
row represents the linearised approximation of it as is used during optimisation.
So row 1, column 2 shows the totals achieved by optimisation of the goal function.
In this planned domain, blue line shading indicates these actions were convoluted
with ride actions. All figures show the case a = 2% as also reported in table 1.
component, shown as the top (purple) rectangle of the bar graphs, is reduced in percentage
of the total expected passenger time from 4.55% in the original schedule to 2.12% in the
optimised schedule. This is for the linearised function as used in optimisation (column 2,
row 1). For the non-linearised function (column 2, row 2), post-optimisation evaluation
results in a reduction from 4.04% to 2.60%. In both cases, in absolute terms, we more
than halve the amount of total expected passenger knock-on delay. The solver achieves this
goal by changing orders of trains on common resources and optimally choosing headway
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supplements, weighing with passenger numbers and also balancing these with other goal
function terms. Note that our model assumes the absence of dispatching interventions but
with fewer knock-ons happening, the number of necessary dispatching interventions will be
lower than in the original timetable as well.
The decrease of the ride+dwell and knock-on times is compensated only slightly by the
small increase in expected transfer time. In column 2, representing evaluation on all origin-
destination flows of 50 and more passengers, the total time net reduction is 8.66% (row 1,
linear) and 7.06% (row 2, non-linear). The fact that the two pictures in column 2 are quite
similar, demonstrates that our linearisation, even if only using 2 segments, is effective.
When we evaluate on all passenger streams, also the ones with fewer than 50 passengers,
the result is a less grand, but still positive 0.42% reduction (non-linear). Plotting distribu-
tions of planned passenger journey time versus number of people, we saw that distributions
corresponding to the major flows of column 2 are more realistic than the ones corresponding
to all passenger streams. None of the major passenger flows, but a minority of the smaller
ones have journey times between 2 and 3 hours for a single trip. Some of these are caused
by an overenthusiastic diffusion of the zone-OD matrix to the station level [Sel11]. These
travellers would most likely prefer other modes of transport. So we consider 7.06% to be
our best prediction for reduction of total expected passenger time. Note that an average
planned buffer of 8.89% is not enough to totally eliminate all knock-on delays, even though
the assumed primary delays have only an average of 2%, seen in train time. The non-zero
spread in the primary distribution explains this.
4 5
As table 1 shows, compared to the current timetable, our optimised timetables have quite
some advantages. First, they respect all minimum ride- and dwell-times and all headway time
buffers of 3 minutes between all train pairs on the same track section. In the original timetable
sometimes minimum run times and headway times are not respected. Second, we calculated
that, over all primary delay assumptions of table 1, the average chance of missing a transfer
in the current timetable is at least 14.1% while in our optimised timetables it is at most 4.4%.
Depending on the primary delays assumed, in our timetables the expected passenger times
are between 7.06% and 0.42% lower than in the original schedule. This decrease is significant,
because, of the total passenger time, the irreducible part of minimal ride and dwell times
already consumes 67% in the original and 73% in the optimised timetable.
3.3 Computation Speed: The Solution is Returned Quickly
Using the solver abstraction part of the software library milp-logic [Sel12], which we devel-
oped and open sourced, as shown in table 1, Gurobi 5.5.0 was able to return a solution for
the whole train set, for any primary delay distributions assumed, within about one hour. This
is a big improvement compared to the current manual timetabling process that takes many
4 All periodic trains are repeated every hour. The P trains occur just once in practice, but due to our cyclic
timetable, time slots are automatically reserved for them in every non-peak hour too.
5 Outside the peak period, these empty P slots can be used for freight trains if desirable.
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Table 1: Increasing primary delays, characterised by their average of a% of minimum dwell
and ride times. The first column shows a%. Column 2 and 3 show the computation
time and the MILP gap achieved. We ran Gurobi 5.5.0 on an Apple MacBook Pro
with 2.6GHz Intel i7 processor and 16GB 1.6GHz DDR3 memory. For the first set of
result rows, the gap desired was set slightly above what was obtained as the gap of
the first returned solution in earlier trials. The results in the last row are obtained
by reduction of the desired gap by 1% compared to the first row. Graph size: 203
hourly trains, 5355 ride, 5152 dwell, 17553 major transfer, 31696 knock-on and 166
turn-around edges. Model size: 42609 supplement decision variables, 49415 integer
decision variables, 41128 goal function terms for major flows and 58441 evaluation
function terms for all flows.
major major major all all missed
solver MILP flows flows flows non- flows flows non- transfer
a time gap linearised linearised linearised linearised linearised probability
ko-time time time time time orig. opt.
reduction reduction reduction reduction reduction
% min. % % % % % % % %
2 95 76.2 57 8.66 7.06 1.71 0.42 14.1 2.2
4 43 71.0 52 6.61 4.42 0.84 -1.41 14.6 4.2
6 75 61.3 63 7.65 5.73 2.07 0.13 15.1 1.8
8 66 61.3 59 5.83 3.86 0.40 -1.61 15.6 4.4
2 112 72.6 66 10.58 9.19 2.54 1.31 14.1 2.6
human planners many months.
4 Conclusions and Further Work
This paper has three main contributions. Firstly, we analytically derived the expected passen-
ger time experienced due to knock-on delays as a function of (i) the headway minima, (ii)
the chosen headway supplements in a timetable and (iii) expected train delays and linearised
this function, so that it can be used for linear optimisation. Secondly, we used the linearised
functions as a method to minimise secondary delays, together with other expected passenger
time, in a system containing all hourly trains in Belgium. Our results show that we can more
than halve the amount of expected passenger knock-on delay in practice. Also, even with
addition of many terms to the goal function, optimisation times for the Belgian timetable
are only about one hour. Supposing primary delay distributions with an average of 2% of
the minimal time of their corresponding actions, our improved timetable reduced expected
passenger time for realistic passenger streams by 7.06% compared to the current one. Finally,
although restricting the search space and using curtailed goal functions are the easy way
to try to reduce solver time, we show that defining an all-encompassing goal function and
searching the full solution space can lead to more desirable results: guaranteed feasibility,
optimality and even lower solver times.
As for further work, we want to reduce our MILP gap, refine our minimum transfer time
differentiating it by station and calibrate our primary delay distributions with train and
location specific delays measured in practice.
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Capacity-Utilized Integration and
Optimization of Rail Freight Train Paths into
24 Hours Timetables
Peter Großmann, Alexander Labinsky, Jens Opitz, Reyk Weiß
Technische Universität Dresden
Abstract
Timetables for railway networks are still manually constructed and in most cases not opti-
mized. Besides the fact that scheduling software for periodic timetabling exists, in reality
both periodic and non-periodic train paths have to be included into operating timetables.
Therefore, we propose a new model based on the Periodic Event Scheduling Problem for inte-
grating and optimizing all, non-periodic train paths into periodic timetables simultaneously,
utilizing the capacity of the network. The corresponding LP model will be introduced and
discussed in detail which reflects all constraints for efficient and conflict-free freight train
path timetabling.
Keywords: rail transport, rail freight transport, scheduling, timetabling, 24 hours timetables,
optimization, Periodic Event Scheduling Problem, PESP
1 Introduction
Railway networks must be designed and operated intelligently to ensure conflict-free and
optimized railway traffic. Every train movement between two stops has to be scheduled
in advance guaranteeing a safe journey without conflicts with other train movements on
the same track [Pac08]. Therefore, the construction of timetables is a core part of railway
operations.
This paper gives insight in a new project currently under development at the Chair of
Traffic Flow Science at TU Dresden in close collaboration with DB Netz AG, which allows
the construction of automatically optimized rail freight train paths into an already existing
passenger rail timetable for 24 hours periods of time as depicted in Fig. 1. For the first
time, this allows the direct transfer of the timetable into daily operations and introduces
automatically constructed timetables ready to use in real operations. Additionally, these
timetables will be generated much faster and thus, offer quick comparisons of different
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Figure 1: Cutout of a service planning diagram for a periodic timetable without additional
non-periodic train paths (left) and with additional non-periodic train paths (right)
scenarios with altered constraints. For this aim, we formulate a cubic objective function with
linear constraints. This objective function has to be linearized while all boundary conditions
inherent to railway traffic have to be met.
The following section explains the realization of today’s railway timetabling. Section 3 de-
scribes the insertion of non-periodic trains into existing timetables, whereas in Subsection 3.1
the boundary conditions needed for the model to work are identified, while in Subsection 3.2
the mathematical model is introduced. In Section 4 we present results obtained by case
studies for a theoretical test case and a heavy-loaded railway section in Southern Germany.
Section 5 concludes our findings and gives an outlook on further investigations.
2 Railway Timetabling
Scheduling trains is a very complex task which until today still needs experienced specialists
to construct reliable timetables for heavily loaded railroads [Pac08]. Finding new train paths
in an already crowded timetable is a time-consuming, iterative process which often results
in lower quality, for example unnecessary long travel times for individual train paths. Today
most rail companies use computer software for timetabling. However, is more related to a
virtual drawing board than an automatic scheduling program (for example RUT-K as used
by Deutsche Bahn AG). Hence, timetables are still mainly generated by manual effort – and
therefore, not mathematically optimized – as they were in the 19th century.
On the other hand, the Periodic Event Scheduling Problem (PESP) as introduced by Ser-
afini and Ukovich [Ser89], which is known to be NP-complete, is the origin of a new approach
to schedule periodic timetables automatically [Nac98].
A Periodic Event Network (PEN) is defined by a network that consists of a set of nodes N
and a set of edges E whose events are repeated by the period tT and every edge a ∈ E
provided with a modulo time span [tmin,a, tmax,a]tT defined by lower and upper bound ~tmin
and ~tmax, respectively. A PEN is feasible if and only if for all a = (i, j) ∈ E
~tmin,a ≤ Tj − Ti − tT · za ≤ ~tmax,a (1)
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with Ti point of time for event i and za integer modulo parameter of tT . All Ti together form
a timetable for the PEN. PESP is the decision problem whether a valid timetable for a PEN
exists [Ser89].
This allows the development of highly advanced scheduling software like TAKT which is
able to generate optimized timetables for complex networks in hours compared to weeks
needed even by experienced specialists [Opi09]. Nevertheless, these programs still are not
able to cope with non-periodic trains and changing frequencies during the day. Further-
more, they cover only parts of a given day like reflecting peak hours and off-peak periods.
Therefore, timetables generated with these programs are not suited for daily operations as
non-periodic trains and train lines changing frequencies during the day are common problems
in timetabling [Pac08].
3 Non-periodic Train Path Insertion into Existing Timetables
The current project focuses on rail freight train paths as non-periodic train paths and works
with fixed rail passenger train paths. This limitation has several practical reasons: Firstly, rail
passenger services in Germany are often fixed by long-term contracts with political bodies
and therefore inelastic; secondly, rail passenger services are mostly periodic and can already
be solved by state-of-the-art software as shown above; thirdly, non-periodic train paths as
needed for rail freight trains are currently constructed manually, therefore non-optimized
and thus, need most attention.
Nevertheless, the insertion of rail freight train paths will serve as an initial, important
step towards fully automatized timetabling in the future, optimizing both periodic and non-
periodic train paths simultaneously.
3.1 Boundary Conditions
In order to generate optimized non-periodic train paths, several boundary conditions have
to be fulfilled. First of all, we need a given timetable with fixed rail passenger services. This
timetable works as a frame for non-periodic train paths, since these cannot use tracks which
are already used by passenger train paths.
After the initial frame of rail passenger train paths is loaded and fixed, the operator
specifies the number of necessary new non-periodic train paths. While these train paths are
expected to have a requested order of departure, it is mandatory that routing is chosen freely
by the algorithm. Hence, infrastructure data of all usable railroad tracks has to be available.
On behalf of the given data, all possible train paths are split into a finite set of sub paths, so
called InfraAtoms, which are discretized and used to construct the new non-periodic train
paths, always reflecting actual driving dynamics. This approach already showed remarkable
results [Wei12].
The way day change-overs are harmonized must be regarded as well. A timetable is only
useful if it seamlessly adjoins to its preceding and following timetables. For this purpose, the
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Figure 2: Example network with a set of 15 InfraAtoms N = {1, ..., 15} including
4 source InfraAtoms O(Q) = {1, 2, 3, 4} and 2 sink InfraAtoms I(S) = {13, 15}.
Source: [Wei12]
loaded timetable is longer than an actual day to allow the construction of rail freight train
paths which affect the next 24 hour period. These train paths will be copied into the fixed
timetable for the next day and cannot be altered to allow the construction of a consecutive
chain of timetables, for example a week or even longer periods.
3.2 Insertion Model of Optimized Non-periodic Train Paths
Our goal is scheduling a timetable with reasonable quality. Therefore, our model aims to
minimize the measurement of quality for single rail freight train paths, the parameter BFQ
which is defined as: ∑
i
ξi =
∑
i
ti
tmin
(2)
with ξi as BFQ of train path i, ti as total runtime of the current train path, and tmin as fastest
runtime possible for a train path.
For our model we define the entirety of all InfraAtoms as A, further mapping the subset
of InfraAtoms going into a given node n (or set of nodes) as I(n), whereas the subset of
outgoing InfraAtoms of a given node n (or set of nodes) is mapped as O(n). The set of all
nodes is defined asN while the subset of all starting nodes is defined asQ, whereas the subset
of all destination nodes is defined as S. Figure 2 visualizes such a graph by example. Since
every InfraAtom has only one periodic event [Wei12], nodes and InfraAtoms are handled
equivalently.
Additionally, the number of train paths to be newly inserted is defined as τ and all already
existing train paths are defined as P.
Furthermore, we need the binary variable xi,j , which shows whether the InfraAtom j is
used by train path i (xi,j = 1) or not (xi,j = 0). The travel time for xi,j is defined as ti,j and
the departure time of train i at the beginning of InfraAtom j is defined as Ti,j . Halting times
at the end of InfraAtoms are defined as TH and headways between two trains i and l are
defined as thead;i,l.
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We further need a C  0 and a binary variable zi,j;l,k, indicating whether InfraAtom l used
by train path k follows on InfraAtom j used by train path i (zi,j;l,k = 1) or not (zi,j;l,k = 0).
We additionally state that for any y ∈ {0, 1} : y + y = 1 and use this relation for binary
variables accordingly.
Finally, we introduce a variable ϕ, which defines the maximum allowed permutation for a
given event. By a smart choice of ϕ, we are able to reduce the number of constraints of the
model substantially, since this results in a complexity of O(ϕτ) in contrast to a complexity
of O(τ2) without ϕ.
With the definitions given above, we formulate our objective function and accompanying
constraints as follows:
∑
i∈{1,...,τ}
∑
j=(n1,n2)∈A
(
ti,j · xi,j +
∑
k∈O(n2)
xi,j · xi,k · (Ti,k − Ti,j − ti,j)
)→ min (3)
s.t.
∀i ∈ {1, ..., τ} :∑
j∈Q
xi,j =
∑
j∈S
xi,j = 1, (4)
∀i ∈ {1, ..., τ} ∀n ∈ N \ (Q ∪ S) :∑
j∈I(n)
xi,j −
∑
j∈O(n)
xi,j = 0, (5)
∀i ∈ {1, ..., τ} ∀n ∈ Q ∀j ∈ O(n) :
Ti,j;min ≤ Ti,j ≤ Ti,j;max, (6)
∀i ∈ {1, ..., τ} ∀n ∈ Q ∀j, k ∈ O(n) :
Ti+1,j − Ti,k ≥ 0, (7)
∀i ∈ {1, ..., τ} ∀j = (n1, n2) ∈ A ∀k ∈ O(n2) :
Ti,k − Ti,j + C · xi,j + C · xi,k ≥ ti,j + tH,min, (8)
Ti,k − Ti,j − C · xi,j − C · xi,k ≤ ti,j + tH,max, (9)
∀j, k ∈ A ∀m ∈ {1, ..., ϕ} ∀i ∈ {1, ..., τ −m}; j, k share blocks :
Ti+m,k − Ti,j + C · zi,j;i+m,k + C · xi,j + C · xi+m,k ≥ thead;i,i+m;1, (10)
Ti+m,k − Ti.j − C · zi,j;i+m,k − C · xi,j − C · xi+m,k ≤ −thead;i,i+m;2, (11)
∀i ∈ {1, ..., τ − (ϕ+ 1)} ∀j, k ∈ A; j, k share blocks :
Ti+ϕ+1,k − Ti,j + C · xi,j + C · xi+ϕ+1,k ≥ thead;i,i+ϕ+1;min (12)
∀p ∈ P ∀i ∈ {1, ..., τ} ∀j ∈ A; j, p share blocks :
Ti,j + C · zi,j;p + C · xi,j ≥ thead;i,p;1 + Tp, (13)
Ti,j − C · zi,j;p − C · xi,j ≤ −thead;i,p;2 + Tp. (14)
∀i ∈ {1, ..., τ} ∀l ∈ {i, ..., i+ ϕ} ∀j, k ∈ A : Ti,j ∈ Z, xi,j , zi,j;l,k ∈ {0, 1}
The objective function (3) minimizes the sum of the travel time for all used InfraAtoms by
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all new train paths. Additionally, the halting times for all j → k which include a halt at the
end of InfraAtom j have to be added up and minimized as well. For this reason, our model
has a cubic objective function with linear constraints. For convenience, we did not note the
linearized form of (3) as this would have resulted in more complex constraints.
The following constraints have to be formulated: As shown in (4), every given train path i
has only one starting node and only one destination node. For all other nodes on i, for
every ingoing InfraAtom must also exist an outgoing InfraAtom (see (5)). Furthermore, we
state in (6) that the departure of i at the starting node has to be between the minimum and
maximum departure time specified in advance and in (7) that it has to be scheduled before
the departure of the following train path i+ 1. Therefore, we need the fixed number of train
paths τ to ensure a feasible model.
The travel time for a given train path i which is halting at the end of InfraAtom j has to be
set between the sum of the travel time for j and the minimum halting time (as shown in (8))
and the sum of the travel time for j and the maximum halting time (see (9)).
Of most interest are blocking times, as these ensure that two InfraAtoms j and k do
not use the same block at the same time guaranteeing conflict-free train paths. Hence, we
formulate constraint (10) indicating if zi,j;i+m,k = 1 is given, the specified headway for both
InfraAtoms thead;i,i+m;1 has to be less than the difference of Ti,j and Ti+m,k. This holds as
well if both trains change sequence. In this case, as shown in (11), the headway has to be
less than the difference of Ti,j and Ti+m,k. To further simplify the problem, we also state
that permutation of train paths at a given node, or event, is limited to ϕ. Therefore, we can
propose in (12) that the headway between train paths i and i+ϕ+1 always has to be greater
than minimum the headway thead;i,i+ϕ+1;min.
At last, we have to ensure that blocking times already used by existing train paths must
not be violated. As these train paths p are fixed, in (13), we set Ti,j greater than the sum of
the specified headway and Tp if train path i follows on p and in (14) less than the difference
of Tp and specified headway if p follows on i depending on the sequence zi,j;p.
Based on the fact that the model is discrete (all variables are binary or integer), the
whole model is encoded into a propositional formula to formulate a Boolean satisfiability
problem (SAT) [Bie09]. This transformation is not part of this paper and will be outlined in
a subsequent publication.
With the help of state-of-the-art SAT solvers, an initial assignment for the proposed prob-
lem can be found [Gro12]. This initial solution can be further optimized by using state-of-
the-art LP solvers.
4 Computational Results
In order to prove feasibility of the presented model, we calculated both a theoretical test case
and a real-world instance. Figure 3 shows a timetable obtained for the theoretical test case.
The goal was to include 18 new rail freight train paths (dark grey) with two different classes
of maximum speed into an already existing five hours frame of rail passenger train paths,
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Figure 3: Timetable for test case with 18 rail freight train paths (dark grey) included into
existing rail passenger timetable
which proved successful. We could include all new train paths into the required departure
time spans. As for quality, we obtain an average BFQ as described in (2) of 1.076 and a
maximum BFQ of 1.162 in about half an hour. The optimization process is stopped when
reaching a sufficient level of quality which impedes to give an exact amount of time needed
to fully solve the problem.
Based on these results, we solved another instance, this time for the real-world railway
line between Mannheim and Basel, which is part of the heavily loaded railway network along
the river Rhine. Our goal was to include 90 new rail freight train paths during a period of
24 hours, which proved successful as well. All required new train paths could be included into
the defined departure time spans. The average quality as expressed by BFQ is 1.311, with a
maximum BFQ for a single train path of 1.605. Overall calculation time is approximately 6
hours.
This findings correspond to the remarkable results already obtained by previously used
methods for automated timetabling [Nac98; Opi09; Gro12].
5 Conclusion
In this paper, we showed a new approach for automatic scheduling of optimized rail freight
train paths. We modified PESP to allow the insertion of non-periodic trains into an already
existing 24 hours timetable. This allows the use of these timetables for daily operations, due
to the fact that periodic and non-periodic train paths will be constructed conflict-free.
Consequently, we are able to optimize railway traffic and schedule timetables much faster
than today. This allows a more intelligent use of the existing infrastructure as the specialists
currently needed for timetabling are able to invest more time in investigating alternative
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timetable scenarios. On the other hand, customers get faster and more optimized train paths
as currently sold. Therefore, railway operation will be hopefully more efficient than today.
Of course, the findings as presented in this paper can only be considered as a first step
in a chain of further investigation. The future goal has to be a fully automatic constructed
timetable which includes both periodic and non-periodic train paths. Nevertheless, our
findings are an important step for intelligent railway scheduling as we showed that the
insertion of high-quality railway freight train paths into existing railway passenger timetables
is possible in reasonable computing times.
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Abstract
We describe the Periodic Event Scheduling Problem (PESP) including extensions like symme-
try and its power, solving it using SAT solvers and optimizing timetables as implemented in
the software system TAKT. PESP still lacks efficient applications for large-scale intermeshed
railway networks. Thus, we discuss several strategies for efficiently resolving conflicts and
intelligently splitting timetable problems. First applications give promising results.
Keywords: intelligent timetabling, timetable optimization, PESP, timetabling, SAT
1 Introduction
Today, planning and disposition of railway transport is often manual labor – computers only
hold, manage and visualize data. These labor-intensive processes lead to mostly evolutionary
timetabling, such that every year only the necessary changes are done to fit the timetable
to changed infrastructure or changed route network. Using state-of-the-art techniques, it
is nearly impossible to build only one fully optimized railway timetable from scratch for
large and intermeshed railway networks like the German one. As this obviously does not
tap the railway’s full potential, diverse high-quality timetable variants have also a key role in
intelligent design of tomorrow’s railway infrastructure and in reliable stability and capacity
analysis leading to efficient and sound railway networks.
The key to automation of railway timetabling and real-time rescheduling is the utilization
of proper models and algorithms. As railways are a quite long-standing business, they have
grown large bundles of complicated operational rules and versatile constraints. Hence, a
model is needed which covers a wide range of possible constraints.
The Chair of Traffic Flow Science at TU Dresden develops since several years in close
collaboration with DB Netz AG the software system TAKT that tackles exactly these kind of
issues and solves them by state-of-the-art operations research techniques. The connection
and interaction between the different approaches will be subject of this work.
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In Section 2 we give the preliminaries for periodic event scheduling. After showing the
possibilities for solving timetabling instances in Section 3, we introduce in Section 4 the state-
of-the-art conflict resolving of infeasible instances. Presenting our computational results in
Section 5, we conclude the work in Section 6 and give a further scientific outlook.
2 Periodic Event Scheduling Problem
In the last 15 years, the Periodic Event Scheduling Problem (PESP) established as one of
the most suitable problem formulations for periodic timetabling. It is introduced by Serafini
and Ukovich [Ser89]. The related periodic event network permits flexible representation
of almost all periodic timetable’s constraints. For instance, PESP and its implications are
discussed in detail by Nachtigall [Nac98] and Opitz [Opi09].
The operating program, which is the base of the timetabling problem, contains routes L
running on a railway network with stations S. Each Route L ∈ L serves a specified sequence
of Stations S ∈ S. All constraints are modeled into an event network. Its nodes in V represent
arrival events (L, arr, S) ∈ V and departure events (L, dep, S) ∈ V. The schedule ~T ∈ Z|V |
assigns to every event i ∈ V a potential Ti ∈ Z, 0 ≤ Ti < tT . In a periodic timetable with
period tT ∈ N+ the event happens periodically at all times Ti + ztT , z ∈ Z.
The network’s arcs a ∈ A : i→ j are basically time consuming processes. All arcs’ process-
ing times are constrained by lower bounds tmin,a and upper bounds tmax,a. This range is also
written as [tmin,a, tmax,a]tT . A timetable ~T is considered valid if and only if
∀a ∈ A : ∃za ∈ Z : tmin,a ≤ Tj − Ti − zatT ≤ tmax,a. (1)
The lower slack ya is the deviance of the actual processing time from the lower bound such
that
0 ≤ ya = Tj − Ti − zatT − tmin,a < tT . (2)
The periodic event scheduling problem (PESP) is the decision, whether there exists any
valid timetable for a given periodic event network N = (V,A, ~T ). For feasible problems, a
timetable can be calculated.
This universal model allows the modeling of running times, dwell times, headways and
transfer times. For instance, trains are encoded as alternating sequences of running ac-
tivities (L, dep, S) → (L, arr, S′) and stops (L, arr, S) → (L, dep, S). Headways between
different routes include both safety headways representing the permitted minimum headway
and also evenly distributed headways of different trains running partly on the same railway
line. Transfer times include several of different requirements: vehicle transfers, staff transfers
and passenger transfers.
Likewise, symmetry is a common requirement in periodic timetabling. A route and its
associated returning route are considered to be symmetric, if their arrival and departure times
are aligned symmetrically along symmetry axis in time (see Eq. (3)), which is called symmetry
minute s and is equal in the whole network. Hence, the trains meet themselves at point of
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1,dep,A running time 1,arr,B dwell time 1,dep,B running time 1,arr,C
2,arr,A running time 2,dep,B dwell time 2,arr,B running time 2,dep,C
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constrainthead
way
head
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constraint
Figure 1: An event network of two routes on a single track line with stations A, B and C
time s. The symmetric timetables’ advantage is the satisfied symmetric property of transfers.
Thus, all transfers automatically are fulfilled in both directions. This constraint is special, as it
cannot be modeled by Eq. (1) as it was proven by Liebchen [Lie06]. Subsequently, the model
has to be extended by additional constraints a ∈ AS : i → j, where i is the arrival event
of one route and j the departure event of the associated returning route. Exact symmetry
for every routes’ stops would often result in too restricted problems due to infrastructural
restrictions and slightly different running times. Therefore, a certain maximum absolute
deviation from symmetry da ∈ N is permitted. The actual symmetry deviation is denoted as
symmetry slack ya ∈ Z. Applying the permitted slack (5) to formulation of symmetry axis (3)
results in an inequation (6) quite similar to (1).
Tj − (s+ ya)− zatT = (s+ ya)− Ti (3)
Ti + Tj − zatT = 2s+ 2ya (4)
−da ≤ ya ≤ da (5)
2s− 2da ≤ Ti + Tj − zatT ≤ 2s+ 2da (6)
Thus, in extension of requirement (1) a timetable is only considered valid if it holds as
well:
∀a ∈ AS : ∃za ∈ Z : 2s− 2da ≤ Ti + Tj − zatT ≤ 2s+ 2da (7)
The PESP extended by symmetry constraints allows fully modeling the standard inte-
grated timetables [Opi09]. Figure 1 shows a simple example PESP network with symmetry
constraints.
3 Solving PESP in TAKT
PESP is proven to be NP-complete [Ser89]. Hence, solving real-world PESP instances is a
challenging task [Opi09]. The currently most efficient approach solving PESP is conducted
by using state-of-the-art SAT solvers [Gro11]. SAT is the boolean satisfiability problem de-
termining if there exists any interpretation satisfying a given propositional formula. SAT is
likewise NP-complete [Coo71], yet, for SAT very efficient solvers exist [Man10]. It was shown
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that SAT solvers outperform all previously known approaches for solving PESP despite the
additional time needed for encoding and decoding SAT instances [Gro12b].
Propositional logic uses boolean variables p ∈ R. Literals L are either variables p or
their negation ¬p. Clauses are disjunctions of literals c = ∨i Li. Propositional formulas in
conjunctive normal form (CNF) are conjunctions of clauses F = ∧j cj . An interpretation J
assigns to every variable either the value true or false, denoted as t or f , respectively. An
formula F is satisfiable (FJ = t) if and only if there exists a J such that all clauses contain
at least one literal assigned to t under J .
The periodic event network’s constraints are encoded to propositional formulas using
order encoding which is introduced for general finite ordered domains [Tan11]. All poten-
tials Tn are encoded to tT − 1 boolean variables pn,i, whereas pn,i = t represents Tn ≤ i
and thus, pn,i = f represents Tn > i. Subsequently, all constraints can easily be encoded
to clauses by excluding for each constraint all invalid combinations of values (Ti, Tj). This
results in the equivalence of searching for an interpretation J satisfying F and searching for
a valid timetable ~T for periodic event network N . For further reading on encoding PESP to
SAT we refer to the literature [Gro12b].
An interpretation J satisfying F can be easily decoded to a timetable ~T by reversing the
described encoding. Solving PESP by this approach results in one valid timetable, since it
is a decision problem. Global timetable optimization can be achieved by minimizing the
weighted sum of slacks using integer linear programming (ILP). Lots of different objectives
can be modeled by weighting factors, for example sum of journey time for all passengers or
the number of needed train sets [Opi09].
4 Resolving Conflicts
Although, solving PESP is a challenging task, usually only solving the initially formulated
timetable problem is not the scope of work as almost all real timetable problems initially
are not satisfiable. This is reasoned by the fact that at first the constraints are arranged
idealistically tight, for example dwell times are set to the minimum possible dwell time
as this would result in minimal journey times if satisfiable. Therefore, the real task is the
identification and resolving of conflicts resulting in a minimally relaxed yet valid timetable.
A conflict is an infeasible periodic event network. A conflict C = (V,Z, ~T ) with Z ⊆ A is
called local conflict for N if and only if C is infeasible and C gets feasible by removing any
constraint in Z. A simple example conflict is outlined in figure 2. As the event network’s
constraints are encoded to separate clauses, local conflicts have a counterpart in SAT: A
formulaM in CNF is called minimally unsatisfiable subformula (MUS) if and only ifM is
unsatisfiable andM becomes satisfiable by removing any clause c ∈M. Likewise, there are
highly efficient extractors for finding MUS [Ryv11]. Once a MUS is found, it can be decoded
back to local conflicts [Gro12a].
Constraints in Z are relaxed by increasing the upper bound tmax,a (a ∈ Z), whereas
symmetry constraints are relaxed by increasing maximum symmetry deviation da. Several
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Figure 2: local conflict within a quite small sample event network
constraints, especially safety headway constraints, but also other constraints by user’s request,
are prohibited to be relaxed. In real world railway periodic event networks, the majority
of constraints are unrelaxable headway constraints. Consequently, every conflict at first
has to be checked on whether any relaxation of the relaxable arcs could solve the conflict.
This is done by removing all relaxable arcs from the network and solving the remaining
network. Remaining conflicts are intrinsic conflicts of the railway networks infrastructure
and its operating program and thus, have to be manually resolved by modifying the operating
program or the infrastructure. The extraction of local conflicts offers a detailed analysis of
the bottlenecks [Opi09].
Resolving conflicts involves two steps: Firstly, the network is resolved by a quick heuristic,
resulting in far too high relaxations. The most simple heuristic relaxes evenly all relaxable
constraints by the same slack until the network is feasible. Afterwards, the relaxations are
minimized under preservation of the network’s feasibility. Minimization is done by either
iterative usage of SAT solvers or direct usage of ILP solvers. The iterative process does not
achieve the global minimum, but features much lower calculation times, whereas ILP solvers
enable the use of more advanced objective functions.
Despite the impressive speedup achieved by using SAT solvers [Gro12b], a lot of time-
tabling problems are still too vast to be resolved directly in one piece in reasonable time.
Therefore, strategies for an intelligent split of the timetabling problem is a necessity. In
general, two methods were established: On the one hand, in hierarchical planning, the train
network is sub-classified in several levels, for instance long-distance trains, local trains and
freight trains as shown in figure 3. The trains of the highest level are scheduled first and
then are left fixed, then the next level is scheduled and so on. This procedure represents
the current manual timetabling processes well and easily fits with established paradigms. It
reduces calculation time vastly, but it also cuts down the solution space remarkably.
On the other hand, a second method does not influence the solution space and also results in
a considerable reduction of computation time. Some infeasible parts of the timetable network
are extracted and resolved separately. Afterwards, all found out relaxations are adopted into
the full network, which is then resolved again. Two automatic algorithms for determination
of such network parts were developed: local conflict search, as described above and corridor
analysis. Corridor analysis extracts the nodes and arcs of a route and its returning route and
adds a defined amount of neighboring nodes and arcs. Far more sophisticated algorithms and
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long distance trains only + local trains + freight trains
Figure 3: example for hierachical planning
combined strategies are currently under intensive research. Manual extraction of few heavily
crowded and closely intertwined urban networks out of regional or national networks deliver
effective results as well.
Both methods allow an intelligent and quick way of incremental scheduling, as they enable
to fit small changes easily into existing timetables. Whereas solving whole networks takes
hours, it is only a matter of minutes to include changes and to generate again valid timetables.
Furthermore, it is possible to evaluate different operating programs and infrastructural states
quickly.
5 Application and Results
As described in the beginning, the presented algorithms were implemented in the timetabling
software system TAKT of the Chair of Traffic Flow Science at TU Dresden. The periodic
event network is generated automatically from given input data. This is necessary, as large
timetabling problems can consist of up to one million arcs and ten thousands of nodes, which
cannot be calculated manually. The program automatically assigns the optimal route on the
track layout to each train and calculates the running times within seconds. All minimum
headways are calculated individually based on microscopical infrastructure data.
For instance, two passenger networks were studied: The German long-distance passen-
ger railway network and the regional trains within the German region south-east (Saxony,
Thuringia, Saxony-Anhalt). Firstly, the two networks were solved separately. As the network
of regional trains is more dense, a particular complex part (Leipzig region) was extracted and
the relaxtions needed for this part were calculated afore. Calculating a completely conflict-
free timetable for the long-distance network takes about 2.5 hours. Determining a valid
timetable for the regional trains in the described two iterations took approximately 2 hours
each. In the joint network of both long-distance and regional trains, the long-distance trains
were fixed to the determined timetable, whereas the regional trains were not fixed, but the
relaxations computed before adopted to the event network. Solving the joint network took
about 30 minutes. Providing fully correct input data, the program does not need any assis-
tance to calculate applicable timetables. Having large amounts of input data, flaws like wrong
402
The State-of-the-art Realization of Automatic Railway Timetable Computation
event network
all regional routes
event network:
fixed and feasible long-distance routes + regional routes
feasible event network
timetable
operating program
event network
some regional routes
event network
all regional routes
relaxations
conflict resolving
feasible event network
long-distance routes
conflict resolving
timetable
long-distance routes
event network
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Figure 4: example for hierachical planning
train routes, missing stops, bogus connections are common. Thanks to the relaxation han-
dling described before, the flaws can be detected and removed iteratively without calculating
the timetable from scratch over and over again.
Based on PESP a more advanced model for completely automatic calculation of freight
train paths along corridors is developed, that allows dynamic track allocations and dynamic
selection of suitable speed profiles for freight trains. It outperforms the work of experienced
experts even on highly crowded lines by far – same or even more train paths with a better
quality are achieved in much lower time [Wei12; Opi09].
Additionally, TAKT features several visualization tools for evaluation of the resulting timeta-
bles, one example is displayed in figure 5.
6 Conclusion
As it was shown in this paper, SAT-based PESP solving and local conflict search provide a
powerful base for fully automatic timetabling. Whereas prior approaches only solved small
academic samples or needed significant simplification for solving real-world networks, the
usage of SAT rose the size of calculable networks tremendously. Intelligent problem reduction
and partition algorithms allow further increments in network size respectively reductions in
calculation time. These improvements permit additional extensions to the PESP model as
well. For instance dynamic track allocation for passenger trains will rise the flexibility of PESP
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Figure 5: screenshot of timetable visualization in TAKT
in practical applications further.
The described management of relaxations offers an easy and efficient way for evolving
timetables from scratch, which was successfully field-tested on large-scale railway networks.
The possibility of fast rescheduling and the variety of realizable constraints opens periodic
event scheduling for new fields like capacity research of several infrastructure states or railway
traffic management in a completely new manner.
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Abstract 
A wide literature is available on models and tools for the optimal real-time management of 
railway traffic, but the knowledge of their effects on real operations is still blurry and very 
limited due to the scarce implementation of these systems in practice. This paper analyses 
how these tools perform when interfaced in a closed-loop setup with a realistic traffic 
environment. A framework is developed that couples the rescheduling tool ROMA with the 
microscopic simulation model EGTRAIN. Railway traffic is managed for different perturbed 
scenarios using a rolling horizon scheme where optimal plans are periodically computed 
based on current traffic information and implemented in the simulation model. The closed-
loop setup is investigated for different combinations of its parameters relatively to quality 
and stability of rescheduling plans. A comparison is performed against a typical open-loop 
approach that implements only the plan computed on the basis of expected train entrance 
delays. Both the closed-loop and the open-loop approaches are evaluated against the case in 
which no rescheduling is considered and trains keep on following the original timetable. 
Results obtained for the Dutch corridor Utrecht-Den Bosch show that the closed-loop always 
outperforms the open-loop in terms of traffic performances. Short rescheduling intervals give 
more stable control strategies and higher quality improvements, but strongly increase 
computation times. Enlarging the prediction horizon beyond a given threshold do not 
improve the solution neither in terms of quality nor of stability. 
Keywords: Real-time rescheduling, Closed-loop model predictive control, Stability analysis, 
Quality of dispatching plans. 
1 Introduction 
Railway operations are affected by unforeseen disturbances (e.g. extensions of dwell times at 
stations, unplanned stops at red signals) that induce deviations from the timetable and 
thereby reducing performances (e.g. punctuality). When time allowances in the timetable are 
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not enough to absorb such deviations it is necessary to reschedule railway traffic in real-time 
in order to mitigate the delay propagation and keep the capacity levels required by 
infrastructure managers. Railway dispatchers must therefore solve the so-called rescheduling 
problem, that is to find a plan (i.e. a combination of control measures like reordering, 
retiming and/or rerouting trains) that reduces the impact of delays on traffic. Such a plan is 
therefore called also a “solution” of the rescheduling problem.  
In practice the rescheduling problem is currently solved on the basis of rules-of-thumb or 
the own experience of the dispatcher, with the aim of restoring the original timetable as soon 
as possible. These plans can be however ineffective or counterproductive due to the limited 
view that the human dispatcher has on downstream traffic behaviour. Advanced tools could 
be used instead that mathematically solve the rescheduling problem, providing to 
dispatchers plans that minimize the delay propagation on the network. In literature several 
models have been proposed so far for computing optimal rescheduling plans that guarantee 
operations free of track conflicts (where a conflict occurs when two trains want to occupy the 
same block section contemporarily). These approaches use different formulations for the 
rescheduling problem and adopt diverse objective functions and algorithms to solve it (see 
e.g. [To r07], [Cor11], [Maz09]). The most of them are designed to be included within a rolling 
horizon setup (e.g. [Lu t09], [Cai12]) where at regular time intervals (rescheduling interval RI) 
current train information (e.g. measured speeds and positions) is used to predict track 
conflicts over a time period ahead (prediction horizon PH). If conflicts are detected a new 
conflict-free plan is computed. 
Very few works (e.g. [Men11], [To r07]) instead evaluate the quality of rescheduling 
solutions computed in a rolling horizon scheme considering the presence of stochastic traffic 
disturbances. However, the main shortcoming with such approaches is that no one has ever 
realized a closed-loop interaction (i.e. a bidirectional communication) between the 
rescheduling tool and a realistic traffic environment, to reliably evaluate the effects of 
optimal plans on train services. Practitioners are indeed still sceptic about using 
rescheduling tools into real operation, mainly because their implications on traffic are not 
investigated and not clear yet. This is also due to the scarcity of installations in practice (e.g. 
[Maz09], [Man09]) that prevent from having an extensive overview of their consequences.  
This paper wants to clarify these issues by analysing the interaction of an optimal 
rescheduling  tool with realistic traffic settings. We study a closed-loop rolling horizon setup 
for different configurations of the parameters RI and PH, evaluating the computed plans in 
terms of quality (i.e. effects on several measures of performance) and stability. A plan is 
defined as stable when it does not change if recomputed at later stages with respect to 
updated traffic information. A stable plan is therefore insensitive to the dynamic propagation 
of stochastic disturbances on the network. Stability is an essential requirement for 
rescheduling tools to prevent nervous behaviours of continuously changing solutions, that is 
hardly manageable by human dispatchers.  
The effects of the closed-loop are then compared with those of a classic open-loop scheme 
in which the dispatcher only implements the plan computed at the beginning of the 
observation horizon on the basis of only the estimated train entrance delays. The benefits 
given by both the closed-loop and the open-loop rescheduling are assessed against the case 
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in which no rescheduling is applied at all and trains continue following the original timetable. 
The whole study is conducted over multiple disturbed scenarios and limited information on 
actual train dwell times. 
A framework is developed that interfaces the state-of-the art rescheduling tool ROMA 
[Cor11] and the microscopic railway simulation model EGTRAIN [Qua11] , surrogate of the 
real field. The Dutch railway corridor Utrecht-Den Bosch is used as case-study. 
In Section 2 the framework is described while the methodology is reported in Section 3. A 
practical application is reported in Section 4. Conclusions are supplied in Section 5. 
2 Approach description 
A closed-loop framework has been developed which connects the rescheduling tool ROMA 
(Railway Optimization by Means of Alternative Graphs) to a detailed stochastic microscopic 
model for the simulation of railway traffic, EGTRAIN (Environment for the desiGn and 
simulaTion of RAIlway Networks). EGTRAIN is considered realistic since it is validated by 
verifying that within undisturbed conditions simulated train running times were congruent 
with those scheduled in reality. Further research might include validation of the system for 
the full envelop of disturbed conditions. A detailed description of ROMA and EGTRAIN can be 
found respectively in [Cor11] and [Qua11]. 
 
Figure 1. Architecture of the closed-loop framework. 
As shown in Figure 1 both the rescheduling and the simulation models are initialized by 
specifying input data relative to the infrastructure, the rolling stock, the signaling and 
Automatic Train Protection (ATP) systems, the original timetable, and the entrance delays. To 
emulate a realistic traffic setting, random disturbances to dwell times are set only in the 
simulation model (since it represents the real field) but unknown to the rescheduling tool. 
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At a given time instant the simulation core of EGTRAIN sends current traffic information 
(positions and speeds of trains) to the Conflict Detection module of ROMA. Based on this 
information a deterministic prediction (i.e. train running and dwell times are considered as 
deterministic) of possible track conflicts is performed over a given period PH. Conflicts are 
identified by means of the blocking time theory [Han08] as overlaps between the blocking 
times of two trains for a certain block section. If no conflict is detected, the current schedule 
can still be operated without any modification. Otherwise, the predicted conflicts are sent as 
input to the Conflict Resolution module, which generates a new conflict-free plan by retiming 
(i.e. shifting the scheduled departure/arrival/passing times) and reordering (i.e. changing 
the passage order) trains in order to minimize the delay propagation on the network. This 
module represents the train scheduling problem as a job-shop model with no-store 
constraints that is solved by using a truncated version of a Branch and Bound algorithm 
[DAr07].  
Train orders given by the new rescheduling plan at given locations (called checkpoint CP) 
are transferred to the Traffic Management System of EGTRAIN and implemented in the 
simulation core. Once implemented, the traffic is microscopically simulated (using a time-
driven and synchronous approach) respecting the order supplied by the new plan for each 
specific location.  
The interaction between the rescheduling and the simulation models follows a rolling 
horizon scheme (Figure 2). This means that the entire observation horizon H is subdivided in 
n successive stages, which are partially overlapping and spaced at regular time intervals 
called rescheduling intervals RI.  
 
Figure 2. Rolling horizon scheme with inputs to ROMA (blue arrows) and to EGTRAIN 
(orange arrows) . 
At the beginning of each stage (t0, t1,…, tn-1) ROMA receives traffic information (considered 
not affected by measurements error) from EGTRAIN; predicts track conflicts over a 
prediction horizon PH that is constant for all stages, and provides (within the computing time 
δ0, δ1,…, δn-1) a new plan (Plan0, Plan1,..,Plann-1) that is implemented in EGTRAIN. In brief the 
complete closed-loop depicted in Figure 1 is performed after each RI. For the sake of 
simplicity we assume that the time to implement the plans is null, i.e. the simulation is frozen 
while ROMA computes, and the plans of ROMA are implemented in EGTRAIN as soon as they 
are computed. 
The closed-loop setup has been tested for different combinations of RI and PH in order to 
understand how these parameters affect the performances of computed plans in terms of 
quality and stability.  
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A comparison is then performed against an open-loop approach that implements a 
rescheduling plan computed for the whole observation horizon H, only on the basis of the 
expected entrance delays. That is to say that the open-loop only puts into operation Plan0 
calculated by ROMA using a length of PH equal to the observation horizon (PH=H). In this 
case Plan0 provides for the entire H, the solutions to all track conflicts that are expected to 
happen on the basis of only the entrance delays. This comparison consents us to evaluate 
which are the benefits given by the closed-loop when constantly updating the rescheduling 
plans with respect to current traffic conditions. In addition we also report what would 
happen if no rescheduling was applied at all, and trains operate according to the original 
timetable. In this way it is possible to understand which advantages the use of optimal 
rescheduling plans can bring to a situation in which no real-time management is considered. 
The whole study is realized over different perturbed scenarios generated in a Monte-Carlo 
scheme, by randomly sampling: the entrance delays and disturbances to dwell times at 
stations. These latter are only considered in EGTRAIN and unknown to ROMA. 
The metrics used for evaluating the stability of the rescheduling plans are: 
Number of Relative Reordering (NRR). This metric describes for a certain location CP the 
similarity in terms of ordering between two plans computed at consecutive stages. 
Considering the plan given at stage s, we assume that a train is reordered if it is scheduled 
before some train that was preceding it, in the plan provided at stage s-1. The value of NRR is 
then calculated by counting all reordered trains. 
The average NRR over all the rescheduling stages gives a measure of how stable in terms 
of reordering are the optimal plans provided by the rescheduling tool. The lower this average 
the higher is the plan stability. A condition of full stability is achieved when plans computed 
at consecutive stages are all the same, i.e. when the average NRR is zero.  
The quality of all the plans (when traffic is rescheduled with the closed and the open loop) 
and the timetable (when no rescheduling is applied) is calculated with respect to the final 
station of trains by means of the following metrics: 
Average total arrival delay (AvTotDelay). The total arrival delay of a train at a station is 
intended as the difference between the actual and the arrival time fixed by the original 
timetable at that station.  AvTotDelay is the average of the total arrival delay over all delayed 
trains reaching their final station. 
Average consecutive delay (AvConsDelay). For each train the consecutive delay at the final 
station is obtained by subtracting from its total arrival delay the unavoidable delays (i.e. 
entrance delays and dwell time disturbances cumulated at the previous stations). 
AvConsDelay is the average of this delay over all delayed trains reaching their final station. 
This metric gives a measure of how much trains are hindered during their run by the 
presence of other conflicting trains. 
Max Consecutive Delay (MaxConsDelay) is the maximum value of the consecutive delay 
over all trains reaching their final station.  
Punctuality at the final station with respect to a threshold of 3 (P3min)and 5 minutes (P5min). 
These numbers give the percentage of trains whose total arrival delay at the final station is 
less than 3 and 5 minutes respectively.  
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3 Case Study: The Dutch corridor Utrecht-Den Bosch 
The proposed framework is applied to the railway corridor between Utrecht (Ut) and Den 
Bosch (Ht) in the Netherlands. This has a length of more than 48 km with 6 intermediate 
stations: Lunetten (Ln), Houten (Htn), Houten Castellum (Htnc), Culemborg (Cl), 
Geldermalsen (Gdm), and Zaltbommel (Zbm). The schematic layout is presented in Figure 3, 
together with the locations in which trains can overtake each other and a reordering is 
possible (CP1, CP2, CP3). The network is equipped with a fixed-block signalling system and 
the traditional Dutch automatic train protection ATB system. The hourly periodic timetable 
schedules 4 intercity trains (IC) per hour per direction between Ut and Ht without 
intermediate stops; and 4 regional trains, two of which are limited between Ut and Gdm, 
while the other two run all the way till Ht. No freight trains are taken into account in the 
study. For the sake of simplicity, only trains running along the Ut-Ht direction are considered, 
as in this double-track corridor there is no interaction between trains running in opposite 
directions. The observation horizon in which the rescheduling is applied is H= 120 min. The 
closed-loop setup has been tested for 9 different parameter combinations obtained by 
coupling 3 values of RI: 30, 60 and 120 s, with 3 lengths of the PH: 15, 30 and 60 min. The 
only solution (Plan0) implemented within the open-loop has been calculated by adopting a 
PH equal to the whole observation horizon, i.e. PH = 120 min. The study is performed over 30 
different perturbed scenarios obtained by sampling: i) entrance delays from a Weibull 
distribution fitted to real data [Cor11] with scale, shape and shift parameters that are 
different for ICs and regional trains; ii) station dwell times have been considered normally 
distribution with a lower truncation to the minimum dwell time, the planned duration as 
mean, and 60% of this latter as standard deviation; this distribution results in a cumulative 
delay over all stops that is averagely 1.5 to 2 min per train, in accordance to reality.  
 
Figure 3. Schematic layout of the Utrecht - Den Bosch corridor, with the locations (CP1, CP2 
and CP3) in which train reordering is considered. 
 Results 3.1
The results obtained for all the stability and quality metrics are computed as the average 
over the 30 disturbed scenarios. Figure 4 shows how the rescheduling plans vary over time 
in terms of NRR for different RIs and PHs of the closed-loop setup. For a given stage the value 
of NRR is aggregated over the three CPs, i.e. it is the sum of their corresponding NRR. For the 
first 18 minutes the rescheduling solution is practically stable and equal to Plan0, i.e. the plan 
computed on the basis of only expected entrance delays. This is because in this period only 
two trains have entered the network and stochastic disturbances have not propagated yet. As 
such disturbances start progressing over the network, the rescheduling plans become 
unstable and vary over time. The reason of such instability is that the propagation of 
disturbances induces a deviation between actual and predicted train trajectories, altering 
from time to time the conflicts detected by ROMA and the corresponding solutions (i.e. the 
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plans). For a fixed RI, the variation in terms of train reordering NRR is higher for longer PHs. 
For example when fixing RI=30 (see Figure 4a), this average has a very strong increase of 
109% when extending the PH from 15 to 30 min and then only a slight increment of 11% 
when further enlarging the PH to 60 min. The same behaviour is shown for the other tested 
values of RI (see Figure 4b-4c). These results suggest that for a fixed RI the plan stability 
decreases when enlarging the PH, until a threshold τ (in this case τ =30 min) beyond which it 
remains more or less constant. The motivation is that shorter PHs are less affected by 
prediction errors since only the closest future is estimated. Moreover in this case only a 
limited knowledge is available of traffic evolution and time margins exploitable for 
reordering. In this myopic situation the rescheduling tool can mostly solve conflicts by 
retiming (i.e. propagating delays to later trains) rather than reordering, as verified in 
[Qua13].  
This explains why the value of NRR at a certain stage is generally lower for shorter PHs. 
For longer PHs, conflict predictions are more uncertain (therefore more variable), given that 
more errors are possible when estimating traffic over a farther future. When progressively 
enlarging the PH it will be achieved a threshold length τ beyond which computed plans do 
not consistently differ since traffic predictions (and their errors) are basically the same.  
Although the presence of sharper peaks in the value of NRR, more stable plans (hence 
more easily manageable by human dispatchers) are obtained for short RIs. In this case the 
average NRR is indeed lower than the one relative to larger RIs. This is because smaller 
errors affect the prediction if this latter is updated more frequently on the basis of current 
train information. For example for PH=30 min, such average increments of 30% when 
enlarging RI from 30 to 60 s. When RI is widened from 60 to 120 s, a smaller increase of 19% 
is instead observed.  
Table 1. Quality indices for the different traffic management approaches. 
RI [s] PH [min] 
AvTot 
Delay [s] 
AvCons 
Delay [s] 
MaxCons 
Delay [s] 
P3min 
[%] 
P5min 
[%] 
TEGTRAIN [s] TROMA [s] 
Timetable n/a 118.30 28.31 107.42 87.45 89.52 56.37 n/a 
Open-loop 120 106.57 23.52 105.84 90.15 92.79 56.66 1.82 
120 
15 102.08 22.02 96.64 90.33 93.13 57.50 91.97 
30 100.72 21.41 95.44 90.61 93.24 57.31 92.87 
60 100.72 21.41 95.44 90.61 93.24 58.36 98.37 
60 
15 99.85 18.02 76.20 90.33 93.96 57.30 178.36 
30 97.51 16.58 71.20 90.78 94.27 57.86 188.07 
60 97.51 16.58 71.20 90.78 94.27 57.91 196.94 
30 
15 94.36 15.21 77.47 90.61 94.85 57.10 322.75 
30 94.24 15.07 68.65 90.91 94.85 57.57 333.66 
60 91.65 14.52 68.65 91.19 94.85 56.81 357.44 
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 Figure 4. NRR and average NRR (aggregated for all the CPs) for the different configurations 
of the closed-loop setup. 
In Table 1 the effects on traffic are reported in terms of the mentioned quality indices for 
the timetable, the open-loop and the different configurations of the closed-loop. The last two 
columns report the total computation time for simulation (by EGTRAIN) and for rescheduling 
(by ROMA); this latter is in average 1.5 second per stage. 
This table clearly highlights the benefits of implementing optimal rescheduling plans 
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instead of leaving traffic operating according to the timetable. A large improvement in traffic 
performances is already reached when adopting the open-loop approach. In this case we 
obtain a reduction of AvTotDelay, AvConsDelay and MaxConsDelay that is respectively of 10%, 
17% and 1.5% with respect to the timetable. Consistent gains are also achieved in 
punctuality since the number of punctual trains increases of 21.5% for the threshold of 3 min 
and 31.2% for the one of 5 min. Larger improvements are achieved when applying the 
closed-loop rescheduling. Indeed the closed-loop outperforms the open-loop for all tested 
combinations of its parameters RI and PH. For instance the closed-loop with RI=120 s and 
PH=15 min improves the open-loop solution of 4.5%, 6.4%, 8.7% respectively for the three 
measures of delay while 2% and 4.8% in terms of punctual trains at 3 and 5 min. When the 
PH is enlarged to 30 min these measures of performance are further improved respectively 
of: 1.3%, 3%, 1.2%, 2.9% and 1.6%. Widening the PH up to 60 min no improvement is instead 
observed. For a fixed value of RI, we can say that the quality of rescheduling solutions 
improves when enlarging the PH until the threshold value of 30 min. Beyond this value the 
improvement seems to be null (as in the case of RI=120 and 60s) or only marginal (when 
RI=30s). Very short PHs (i.e. 15 min) are less effective than larger ones since the rescheduling 
tool is forced to solve conflicts mainly by retiming rather than reordering. On the other hand, 
PHs larger than the threshold of 30 min can only marginally improve the solution, while 
certainly increasing the total computation time of the rescheduling tool (reported in the 
column TROMA in Table 1). This conclusion is fully in line with what previously deduced by 
To rnquist in [To r07].  
The improvement of the solution is much more sensitive to the variation of RI than to the 
one of PH. When fixing for example the PH to 30 min, the closed-loop with RI = 120 s 
improves the open-loop solution of 6%, 9%, 10%, 4.7% and 6.3%, respectively for 
AvTotDelay, AvConsDelay, MaxConsDelay, and the amount of punctual trains at 3 and 5 min. 
When RI is reduced to 60 s, such measures of performance are further improved respectively 
of: 3.2%, 22.5%, 25.4%, 2% and 15%. If RI is further reduced to 30 s, these performances are 
still improved of 3.4%, 9.1%, 8.8% 1.4% and 10%. The closed-loop setup with short RI 
heavily improves the quality of the rescheduling plans with respect to an open-loop 
approach. In this case the critical point is constituted by the total computation time of the 
rescheduling tool that practically doubles each time that RI is reduced. The total simulation 
time TEGTRAIN is instead more or less constant and averagely equal to 57.34 s. The value of RI 
that guarantees the best performances of the closed-loop setup must be chosen on the basis 
of an optimal trade-off between solution quality and total computation time.  
4 Conclusions 
This paper presents an innovative analysis of a closed-loop rolling horizon approach for the 
optimal real-time management of railway traffic. A framework has been developed that 
dynamically integrates the tool for optimal rescheduling ROMA, with the microscopic railway 
traffic simulation model EGTRAIN, that is considered as a valid substitute of the real field. A 
practical application is realized to the Dutch railway corridor Utrecht-Den Bosch.  
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Results underline the beneficial impacts on traffic that optimal rescheduling can bring 
with respect to the case in which no rescheduling is applied and trains keep on following the 
original timetable. The closed-loop rescheduling approach always outperforms the open-
loop. Specifically we observed that the solution quality strongly improves when shortening 
the RI of the closed-loop, although the computation times of the rescheduling tool heavily 
increase. The choice of the best value for RI must therefore allow a satisfactory trade-off 
between solution quality and computation times. A smaller role has instead the PH which 
improves solution quality if not too short. On the other hand PHs longer than a threshold τ 
bring only marginal improvements while increasing computation times. As for quality, the 
closed-loop shows a similar behaviour for the stability of its plans. Indeed short RIs give on 
average more stable plans in terms of train reordering, although they vary more sharply. 
Short PHs return slighter variations in the plans since in this case less reordering is 
performed. Plan stability is more or less constant while enlarging the PHs over a threshold τ.  
The main conclusion of this study on closed-loop setups is the recommendation for a 
short value of RI and a length of the PH beyond which the quality of the plans do not 
consistently improve anymore. Preliminary studies are advised to identify for each specific 
case these values of RI and PH. 
Future research will be addressed to determine these values for different case-studies and  
how the closed-loop performs in the case of both heavy and slight perturbations. Moreover 
we will investigate the impacts on traffic performances when plans of the closed-loop are 
implemented after a certain time needed by the dispatcher to practically communicate them 
to the field.  
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Abstract
Unexpected events often perturb railway traffic. The impact of these events may be very
remarkable in terms of delay propagation. We analyze a mixed integer linear programming
(MILP) formulation which aims at minimizing the delay propagation when traffic is perturbed.
It does so by modifying train routing and scheduling at junctions. This formulation is able
to solve to optimality many realistic instances in a computation time which is in line with
real-time purposes. However, for the most difficult instances, finding the optimal solution
is too time consuming. In this paper, we assess the performance of the MILP formulation
when a short time limit is imposed. Moreover, we propose different methods for boosting this
performance. We tackle instances representing traffic in the Lille-Flandres station (France),
and we show that the boosted MILP formulation achieves very positive results, finding the
optimal solution in more than 75% of the experimental runs.
Keywords: real-time railway traffic management problem, mixed-integer linear program-
ming, track-circuit, complex junction
1 Introduction
Railway traffic is often perturbed by unexpected events which cause primary delays. These
primary delays may cause the emergence of conflicts: when a train does not respect its
original schedule, it may claim a track section in concurrence with another train; one of these
trains must then slow down, or even stop, to ensure safety. Hence, one of these trains will
suffer a secondary delay due to the traffic perturbation: secondary delay is the delay that
trains incur into due to the emergence of conflicts, opposed to the primary delay that is due
to unexpected events, such as the presence of snow on the tracks.
The emergence of conflicts is particularly remarkable at junctions, that is, at locations
where multiple lines cross. Here, several routes are often available for connecting an entry to
419
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an exit line: train routes may possibly be changed with respect to the originally chosen ones,
still respecting the train origins and destinations. Furthermore, the fact that different lines
cross allows interventions on the train schedule: dispatchers may decide to impose a precise
train order at critical locations. The secondary delay deriving from a traffic perturbation may
potentially be strongly limited through wise routing and scheduling decisions.
In the practice, these decisions are mostly made manually by the dispatchers. However,
a noticeable number of academic studies have recently been devoted to finding effective
algorithms for real-time railway traffic management (see, e.g., [Cai12; Cor09; Lus12; Maz07;
Pel13; Rod07; Tor07]).
In previous works [Pel12; Pel13], we proposed a mixed-integer linear programming (MILP)
formulation for solving to optimality the problem of routing and scheduling trains in case
of railway traffic perturbation, using a fixed-speed model and representing the route-lock
sectional-release interlocking system. Although very often this MILP formulation quickly
finds the optimal solution to realistic instances, it fails sometime in delivering it within a
computation time in line with real-time purposes.
In this paper, we study the performance of the MILP-based heuristic. We obtain it by
running the MILP formulation proposed in our previous works for a limited computation
time: we quit the search process after this time has elapsed. We assess the ability of the MILP-
based heuristic to find the optimal solution within the time limit, and its error rate when it
fails to do so. Moreover, we propose different methods for boosting the MILP-based heuristic
performance, and we show that the results achieved on instances representing traffic on the
Lille-Flandres station (France) become extremely promising.
The rest of the paper is organized as follows. In Section 2, we present the MILP formu-
lation. In Section 3, we present the methods proposed for boosting its performance. In
Section 4 and 4, we report the experimental setup and the results of the analysis, respectively.
Finally, in Section 6, we draw conclusions.
2 Mixed-integer linear programming formulation
In the MILP formulation, we model the infrastructure in terms of track-circuits, that is, into
track sections on which the presence of a train is automatically detected. In addition to
the existing track-circuits, we introduce two dummy ones: tc0 and tc∞. They represent the
entry and the exit locations of the infrastructure, respectively. Sequences of track-circuits are
grouped into block sections, which are opened by a signal indicating their availability. Before
a train can enter (start the occupation of) a block section, all the track-circuits belonging to
the same block section must be reserved for the train itself. In the following, we will name
the sum of reservation and occupation time as utilization time. If a train starts its trip at null
speed from a platform, then we consider the beginning of the occupation to correspond to
the moment in which the train starts moving. If it remains still at the platform, its actual
utilization will be ensured in the model through reservation. We consider the case of the
signal opening the block section having three possible aspects (green, yellow and red). In the
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model, this translates into the need for the train to reserve two consecutive block sections
before being allowed to enter the first of them. Moreover, each block section is reserved
by the train some time before its entering, to allow the route formation, and it remains
reserved after its leaving, to allow the route release. Finally, we consider routes which do not
include any stop within their starting and ending point. If a train is scheduled to stop at an
intermediate point of the infrastructure, we double this train into two trains using the same
rolling stock. In the MILP formulation, we use this notation:
T,R,TC ,PL set of trains, routes, track-circuits and platforms (PL ⊂ TC ),
tyt type corresponding to train t (indicating train characteristics),
e(tc, r) indicator function: 1 if track-circuit tc belongs to an extreme (either
the first or the last) block section on route r, 0 otherwise,
Rt,TC t set of routes and track-circuits which can be used by train t,
TC r set of track-circuits composing route r,
bsr,tc block section including track-circuit tc along route r,
pr,tc, sr,tc track-circuits preceding and following tc along route r,
ref r,tc reference track-circuit for the reservation of tc along route r,
TC (tc, tc′, r) set of track-circuits between tc and tc′ along route r,
rtty,r,tc, ctty,r,tc running and clearing time of tc along r for a train of type ty,
for , rel formation and release time,
initt, schedt earliest time at which train t can be operated, and earliest time at which
train t can reach its destination given initt and the route assigned to t
in the timetable,
i(t, t′) indicator function: 1 if trains t and t′ use the same rolling stock and t′
results from the turnaround, join or split of train t, 0 otherwise,
ms minimum separation between the arrival of a train and the departure
of another train which uses the same rolling stock,
M large constant.
We define continuous variables, all non-negative:
for all trains t ∈ T :
Dt = secondary delay suffered by train t;
for all triplets of train t ∈ T , route r ∈ Rt and track-circuit tc ∈ TC r:
ot,r,tc = time in which t starts the occupation of tc along route r,
dt,r,tc = delay suffered by t in tc along route r (defined if bsr,tc 6= bsr,stc,r);
for all pairs of train t ∈ T and track-circuit tc ∈ TC t:
sU t,tc, eU t,tc = time in which tc starts and ends being utilized by t, respectively.
Moreover, we define binary variables:
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for all pairs of train t ∈ T and route r ∈ Rt:
xt,r = 1 if t uses r; 0 otherwise,
for all triplets of train t, t′ ∈ T and track-circuit tc ∈ TC t ∩ TC t′:
yt,t′,tc = 1 if t utilizes tc before t′ (t ≺ t′); 0 otherwise (t  t′).
The objective function which we consider in this paper is the minimization of the total
secondary delay suffered by trains:
min
∑
t∈T
Dt. (1)
Indeed, the objective function could capture different train priorities, which may play a role
in practical railway traffic management: the secondary delay suffered by each train may be
multiplied by a factor representing its importance. The total delay is to be minimized while
respecting the following sets of constraints:
ot,r,tc ≥ initt xt,r ∀t ∈ T, r ∈ Rt, tc ∈ TC r : (2)
trains cannot be operated earlier than initt;
ot,r,tc ≤Mxt,r ∀t ∈ T, r ∈ Rt, tc ∈ TC r : (3)
the start of track-circuit occupation along a route is zero if the route itself is not used;
ot,r,tc ≥ ot,r,pr,tc + rtr,tyt,pr,tcxt,r ∀t ∈ T, r ∈ Rt, tc ∈ TC r : (4)
a train cannot start occupying track-circuit tc along a route if it has not spent in the preceding
track-circuit at least its running time, if the route is used;
∑
r∈Rt
xt,r = 1 ∀t ∈ T : (5)
exactly one route is used by each train;
Dt ≥
∑
r∈Rt
ot,r,tc∞ − schedt ∀t ∈ T : (6)
variables Dt must be coherent with the actual and the scheduled arrival times;
dt,r,tc = ot,r,sr,tc − ot,r,tc − rtr,tyt,tcxt,r ∀t ∈ T, r ∈ Rt, tc ∈ TC r : bsr,tc 6= bsr,sr,tc : (7)
the delay variable is equal to the time in which t starts occupying the track-circuit following
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tc, minus the time in which it starts occupying tc itself, minus the running time;
∑
r∈Rt,tc∈TCr:
pr,tc=tc0
ot,r,tc ≥
∑
r∈Rt′ ,tc∈TCr:
sr,tc=tc∞
ot′,r,tc + (ms + rtr,tyt′ ,tc)xt′,r ∀t, t′ ∈ T : i(t′, t) = 1 : (8)
a time ms must separate the arrival and departure of trains using the same rolling stock. If
two trains are in connection, an equivalent constraint is to be imposed;
∑
r∈Rt,tc∈TCr:pr,tc=tc0
sU t,tc ≤
∑
r∈Rt′ ,tc∈TCr:sr,tc=tc∞
eU t′,tc ∀t, t′ ∈ T : i(t′, t) = 1 : (9)
the track-circuit where the turnaround, join or split takes place is reserved by t′ until it arrives
at the platform, plus the release time, and then it is immediately reserved by t;
∑
r∈Rt:tc∈TCr
xt,r =
∑
r∈Rt′ :tc∈TCr
xt′,r ∀t, t′ ∈ T : i(t′, t) = 1, tc ∈ PL : (10)
trains using the same rolling stock must use routes including the same platform;
sU t,tc =
∑
r∈Rt:tc∈TCr
(
ot,r,ref r,tc − for xt,r
)
∀t ∈ T, tc ∈ TC t : (@ t′ ∈ T : i(t′, t) = 1)
∨(∀ r ∈ Rt : ref r,tc 6= sr,tc0) : (11)
a train’s utilization of a track-circuit starts as soon as the train starts occupying the track-
circuit ref r,tc along one of the routes including it, minus the formation time. If we are
considering a track-circuit of the first two block sections of the route (ref r,tc = sr,tc0) and the
concerned train t results from the turnaround, join or split of one or more other trains, we
must impose these constraints as inequalities. This is due to the need of keeping platforms
utilized. In fact, if t results from the turnaround of t′, Constraint (9) ensures that the platform
where the turnaround takes place is starts being reserved by t as soon as t′ arrives. However,
t needs to wait at least for a time ms before departing. The occupation of the platform by t
is however considered starting form its actual departure, for guaranteeing the coherence of
the occupation variables and the running time (Constraints (4)). Hence, t’s reservation starts
much earlier than its occupation;
eU t,tc =
∑
r∈Rt:tc∈TCr
ot,r,ref r,tc + ult,r,tc ∀t ∈ T, tc ∈ TC t : (12)
the utilization of a track-circuit tc lasts as long as the train utilizes it along any route (ult,r,tc,
which includes the running time of all track-circuits between ref r,tc and tc, the delay and the
release time), plus the formation time;
yt,t′,tc + yt′,t,tc = 1 ∀t, t′ ∈ T, tc ∈ TC t ∩ TC t′ , (13)
eU t,tc −M(1− yt,t′,tc) ≤ sU t′,tc ∀t, t′ ∈ T : tc ∈ TC t ∩ TC t′ : (14)
423
MT-ITS 2013
i(t, t′)∑r∈Rt e(tc, r) = 0 ∧ i(t′, t)∑r∈Rt′ e(tc, r) = 0,
eU t′,tc −Myt,t′,tc ≤ sU t,tc ∀t, t′ ∈ T : tc ∈ TC t ∩ TC t′ : (15)
i(t, t′)∑r∈Rt e(tc, r) = 0 ∧ i(t′, t)∑r∈Rt′ e(tc, r) = 0 :
track-circuit utilizations by two trains do not overlap. These constrains are disjunctive ones,
as those used, for example, by Törnquist and Persson [Tor07]. For further discussion on the
formulation, we refer the reader to our previous works [Pel12; Pel13].
The main difference between this formulation and the ones that have been proposed in
the literature, as the one by Corman et al. [Cor09], is that here we can model the route-lock
sectional-release interlocking system. Instead, Corman et al. [Cor09] report a model based
on alternative graphs considering either the route-lock route-release or the sectional-lock
sectional-release interlocking system. The authors state that a sophistication of the model
can be used to consider the route-lock sectional-release interlocking system, but they do not
present the details of such a sophistication.
3 Performance boosting methods
In this paper, we propose different methods for boosting the performance of the MILP formu-
lation within a fix time limit: the MILP-based heuristic.
The first boosting method consists in changing the setting of one parameter of the solver
that we use in the computational analysis: IBM ILOG CPLEX Concert Technology for C++
(IBM ILOG CPLEX version 12) [IBM12]. In particular, we set the MIP emphasis switch
parameter (MIPEmphasis) to 4. It controls the trade-offs between speed, feasibility, opti-
mality, and moving bounds. By default, CPLEX works toward a rapid proof of an optimal
solution, but balances that with effort toward finding high quality feasible solutions early
in the optimization. Here, we impose that CPLEX works hard to find high quality feasible
solutions. When using this parameter setting, we will add “m” to the algorithm reference.
The three other boosting methods are algorithmic expedients. First of all, we apply a
backward shift to all time references: we move both initt’s and schedt’s backwards of a
time interval equal to mint∈T initt − for . Second, we include the solution process in a two
optimization step cycle. In the first step, we perform an optimization imposing the use
of the routes fixed in the timetable. In the second step, we use the solution so obtained as
starting point for the optimization with all possible train routes. Third, we exploit the solution
obtained in the first optimization step for reducing the value of M, the large constant used
in the formulation. For ensuring the coherence of Constraints (14) and (15), the value of the
constant M needs to be at least equal to the latest end of a concerned track-circuit utilization.
In the first optimization step, we set M conservatively high, for ensuring this coherence. Let
S∗1 be the optimal solution in the first optimization step. Let
∑
t∈T D
∗1
t be the total delay
associated to S∗1 . When increasing the number of available routes, all solutions improving
over S∗1 will have, by definition, an associated total delay smaller than
∑
t∈T D
∗1
t . Hence,
even if the whole delay was assigned to a single train, its latest reservation of track-circuit tc
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would be at most equal to the sum of: the maximum across all available routes of the earliest
possible exit time from tc along each route; the difference between the length of the shortest
and scheduled route (which might not be the shortest one, but with respect to which schedt is
computed);
∑
t∈T D
∗1
t . In a constraint involving more than one train, we set M equal to the
maximum of these quantities computed for the trains involved on the concerned track-circuit.
When applying these expedients, we will add “s”, “2” and “M” to the algorithm reference,
respectively.
4 Experimental setup
As mentioned in Section 3, we implementes the MILP formulation and the boosting methods
through the IBM ILOG CPLEX Concert Technology for C++. We ran the experiments on Intel
Xeon 2.67GHz processor with 24 GB RAM, under Linux Ubuntu distribution version 12.04.,
and we executed CPLEX excluding parallel computation. For each run, we imposed a limit of
either 1 or 3 minutes of CPU time, which is in line with real-time purposes [Rod07].
We tackle instances representing perturbations of the timetable of a weekday in 2002 in the
control area including the main station of Lille in the North of France, i.e., the Lille-Flandres
station. In particular, we consider a Wednesday timetable including 589 trains. Being the Lille-
Flandres a terminal station, all rolling stocks are used for both an arriving and a departing
train, but for what concerns the first trains departing in the morning (which arrived the day
before to the platform) and the last ones arriving at night (which will leave the platform
the day after). Besides 259 turnarounds, the timetable contains 8 joins and 10 splits. The
station is linked to seven regional, national and international lines and it has 17 platforms. A
total of 2409 routes exist and they are composed by 299 track-circuits. We consider formation
and release times of 15 and 5 seconds, respectively. Starting from the original timetable, we
impose a delay to 20% of trains that do not represent shunting movements: we randomly
select the trains to be delayed and we randomly draw their delay in the interval between
5 and 15 minutes [Lus12]. Both these random selections are based on uniform probability
distributions. By replicating the random assignment of train primary delay 30 times, we
obtain 30 different perturbed one-day timetables. For each of these 30 perturbed one-day
timetables, we solve ten 60-minute instances, randomly drawing the starting time of ten time
horizons between 5 am and 5 pm: we tackle 300 instances including 25 to 50 trains (mean
31). In these experiments, we consider instances independently from one another, neglecting
the transition between consecutive time horizons. For a discussion of how such a transition
can be implemented, we refer the reader to Pellegrini et al. [Pel12].
For each instance, we perform 15 runs for each version of the algorithm considered: we
test all the combinations of the boosting methods discussed in Section 3, considering that if
a single optimization step is performed, then the reduction of M makes no sense.
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m→ MIP emphasis switch pa-
rameter =4
s→ backward shift
2→ two optimization step cy-
cle
M → reduction of the value of
M
Figure 1: Number of runs in which each setup finds a feasible and an optimal solution.
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Figure 2: Absolute (top) and percentage (bottom) error. Whole distribution (left) and zoom
on the y-axis (right).
5 Experimental results
In this analysis, we assess the performance of the algorithm obtained by running the MILP
formulation described in Section 2 for a short computation time: the MILP-based heuristic.
Moreover, we assess the performance improvements achieved when applying the boosting
methods proposed in Section 3.
As mentioned in Section 4, we tackle 300 instances and we perform 15 runs for each of
them. Hence, we employ each version of the MILP-based heuristic 4500 times. Figure 1
reports the number of instances in which a feasible or an optimal solution is found within
the time limit of either 1 or 3 minutes. Only eight versions always find at least one feasible
solution: all the versions excluding the two optimization step cycle sometime fail in delivering
any solution. This is a major failure, and hence we do not consider them in the rest of the
analysis. As for the eight successful versions, the figure shows that the number of runs in
which an optimal solution is found increases over time, as expected, and it attains a very high
level (always around 75%) within 3 minute computation.
Figure 2 depicts through boxplots the distributions of the absolute (value of the best
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Table 1: Statistical significance according to the Wilcoxon rank-sum test with confidence
level 0.95. A 1 (3) indicates a significant difference in favor of the setup indexing
the line with respect to the one indexing the column, in runs of 1 (3) minute(s).
s,2 m,s,2 s,2,M m,s,2,M 2 m,2 2,M m,2,M
s,2 - 1 3 1 3 1 3 1 3 3
m,s,2 1 3 - 1 3 1 3 1 3 1 3 1 3 1 3
s,2,M -
m,s,2,M 1 3 - 1 1
2 1 3 -
m,2 3 1 3 1 3 1 3 - 1 3 3
2,M 1 3 1 -
m,2,M 1 3 1 3 1 3 1 3 -
solution found minus value of the optimal solution) and percentage (value of the best solution
found minus value of the optimal solution, divided by the latter) error made by the successful
versions of the MILP-based heuristic within 1 and 3 minutes, with respect to the optimal
solution. Both from an absolute and a percentage perspective, sometimes rather high errors
are registered, but the error is null in the great majority of the cases: the solution returned in
1 minute computation is often the optimal one, and this is true even more often in 3 minute
computation. In many cases, the boxplots do not allow the identification of differences
between the various versions. However, these differences exist, and Table 1 reports the
statistical significance of the difference between each couple of setups. The meaning of this
significance, for example in the case of m,s,2 being significantly better than s,2, is that, if we
consider further instances with similar characteristics to the ones used here, we can expect
to achieve a better solution through m,s,2 than through s,2. As the second line of the table
shows, the setup including the appropriate setting of the MIP emphasis switch parameter,
the backward shift and the two optimization step cycle (m,s,2) is always better than the
other setups in statistical terms. Even if it common knowledge that a small value of M
contributes to the strength of a model, in these experiments we do not detect any advantage
brought by the reduction of the value ofM : the versions of the MILP-based heuristic including
this boosting method are often outperformed by the versions excluding it. The backward
shift appears useful, but actually not crucial: what really makes the difference is the two
optimization step cycle. Finally, despite being less influential than this latter boosting method,
the appropriate setting of the MIP emphasis switch parameter positively contributes to the
performance improvement of the MILP-based heuristic.
6 Conclusions
In this paper, we have proposed different methods for boosting the performance of a MILP-
based heuristic for the problem of routing and scheduling trains in case of railway traffic
perturbation. The MILP-based heuristic consists in solving instances through a MILP formula-
tion, interrupting the search process after a fix time limit.
We performed a thorough experimental analysis based on instances representing one hour
traffic at the Lille-Flandres station, in France, to assess the impact of the boosting methods
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individually and in combination with each other within either 1 or 3 minute computation.
The results show that the performance of the MILP-based heuristic are very promising when
the appropriate boosting methods are implemented.
In future research, we will test the impact on the performance of the introduction of valid
inequalities in the model. Moreover, we will more deeply focus on the parameter settings of
the MILP solver for identifying possible further performance improvements achievable thanks
to a more appropriate configuration.
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Abstract 
In the recent literature on real-time train rescheduling, at least two main research lines can 
be distinguished. On the one hand, rescheduling approaches focus on the feasibility of 
disposition schedules for practical applications. Thus, the models in this research line tend to 
incorporate as many practical details as it is necessary to ensure the schedule feasibility in 
practice, while the objective function is typically the minimization of train delays. Some of 
these approaches are currently being implemented in practice. On the other hand, delay 
management approaches focus more on the customer point of view, and tend to manage the 
rail service in real time in order to minimize the discomfort of the passengers. Models in this 
research line tend to be simplified, while the main focus is on the design of the objective 
function, which is typically related to the minimization of passengers' delays. This work 
combines the two approaches by incorporating the passengers’ point of view into a detailed  
train rescheduling model. The overall problem is decomposed into two optimization 
problems, namely the rescheduling of trains by taking into account the number of passengers 
per train and the rerouting of passengers by taking into account the train schedule. An 
illustrative example shows the approach. Computational experiments on a preliminary test 
case, using a commercial solver, show that the approach is very promising to increase railway 
customer satisfaction. 
Keywords: train rescheduling, real-time railway traffic control, delay management, transit 
assignment, MILP. 
1 Introduction and literature review 
Railway service is a key factor to reduce congestion on highways and other means of 
transport, especially in densely populated areas, and to provide an eco-friendly and 
sustainable way of transport. In order to attract new customers from other transport modes 
it is particularly important to improve the quality of service (QoS) offered to the passengers. 
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Despite the many efforts aiming at improving the QoS through carefully designed offline 
plans (timetable), delays and other sources of passengers’ discomfort are experienced every 
day. The originating causes of disruptions and perturbations, such as bad weather conditions 
or power outages, cannot be always avoided and result in primary delays. Real-time 
rescheduling aims at mitigation of the consequences of primary delays, i.e., at minimization 
of the secondary delays caused by widespread propagation of primary delays. Thus, any 
small improvement in the performance of real-time rescheduling has a direct positive impact 
on the QoS perceived by passengers. This fact motivates the remarkable amount of research 
recently to the development of advanced decision support systems for real-time railway 
traffic management.  
The complexity of the train rescheduling problem stems from the limited overtaking 
capacity of railway lines and the constraints of the safety system, such as the signal status 
and speed restrictions. One of the most effective approaches to tackle such complexity is 
based on the blocking time theory and on the alternative graph model [Mas02]. Advanced 
scheduling approaches based on these concepts are able to quickly solve real-life train 
instances in which train arrival times, orders and routes, are considered variable (see e.g. 
[Dar07, Man09, Cor10, Cor11]). There are, however, other promising approaches based on 
MILP formulations [Tor11]. All these approaches focus on the practical feasibility of the 
schedules produced and are able to manage train traffic in practical size networks within a 
computation time compatible with real-time operations. The objective functions typically 
focus on train delays and the solutions produced demonstrated remarkable improvement 
with respect to the current practice and/or to the basic dispatching rules adopted in most 
practical applications. One weakness of all these models is the limited view of passenger 
needs and expectations, which are taken into account only indirectly, i.e., by penalizing train 
delays, platform changes or broken transfer connections. Among the works trying to enlarge 
the scope of these approaches, [Cor11] proposes an iterated lexicographic optimization of 
train delays, given a division of trains into classes. The delay of each class is minimized 
provided that the delay of higher priority classes does not increase. This approach might be 
applied by defining priority classes according to the estimated importance of particular 
trains for the overall passenger QoS. A biobjective optimization approach is proposed by 
[Cor12], in which a weight is associated to each passenger connections, depending on its 
importance for the passenger QoS, and then the Pareto frontier is computed where the two 
objective functions are the train delays and the total weight of broken connections.  
One stream of research which directly faces the optimization of the QoS perceived by the 
passengers is based on the concept of customer-oriented dispatching [Suhl01]. Among this 
stream of research, the delay management problem [Sch07, Dol12] decides whether to keep 
or not transfer connections during operations, a crucial decision for passenger flows. The 
approaches in this stream of research are currently based on macroscopic models, whose 
major drawback is the gap between the QoS promised by the optimal solutions and the one 
achieved when implementing the solutions in practice.  
A combination of the delay management approach with the microscopic models based on 
the alternative graph concept is proposed by [Cor13], in which passengers delays are 
optimized by iteratively solving a microscopic scheduling problem (without knowledge of 
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passenger flows) and a macroscopic delay management problem (without explicit modelling 
of limited infrastructure capacity).  
We address the problem of finding microscopically feasible train schedules minimizing 
passenger delays. Differently from [Cor13], scheduling and traffic control decisions are taken 
by a single model. Compared to [Tam13], a detailed microscopic optimization model for 
rescheduling is used together with a comprehensive assignment of passengers to time-space 
paths in the network. The solution procedure, at each iteration, alternates a rescheduling 
phase, in which train orders and times are optimized for given assignment of passengers to 
train services, to a passengers rerouting phase, in which passengers’ delay is minimized for 
the given train schedules. In this phase passengers are assigned to the shortest-path in a 
time-distance graph for each origin-destination pair. The procedure alternates the two 
phases until convergence (i.e., until the optimal solution in one phase is equivalent to the 
solution found in the previous iteration). 
A formal description of the problem is provided in Section2; the proposed model is 
explained with the help of an example in Section 3. Section 4 introduces a test case and 
evaluation of the models; Section 5 gives conclusions and future research directions. 
2 Problem definition 
Train traffic is typically planned through a detailed timetable, defined months in advance, 
which satisfies the expected passenger demand by suitable choice of lines, 
arriving/departure times and transfers between train services at major stations.  During 
their services, trains run in the network following their given routes and are supposed to 
obey to published departure times. However, delays and disturbances often occur that cause 
a positive difference between the realized and published arrival time, thus requiring 
rescheduling decisions to be taken. In this context, primary delays are caused by external 
disturbances that can be recovered only at a certain extent by exploiting running time 
supplements. Secondary delays are determined by rescheduling decisions in response to 
primary delays, and are necessary to solve train conflicts.  
To ensure safe movements and no collision between trains, the railway network is divided 
into block sections, where only one train at a time is allowed. Signalling and safety systems 
regulate train movements by allowing access to at most one train at a time to each block 
section. A conflict occurs whenever two trains require the same block section at the same 
time. The train rescheduling problem consists in solving all conflicts by finding a passing 
order for trains at each block section and platform of the network in a given time horizon.  
We make the following simplified assumptions. Trains have infinite capacity and each 
passenger chooses the route allowing him/her to reach his/her destination as soon as 
possible, called in the following the shortest OD path. We assume to know the number of 
passengers willing to reach the same destination D from the same origin O in the same time 
window W (e.g., the time between two consecutive departures from the same origin). With 
these assumptions, all passengers in a triple (O,D,W) will follow the same shortest OD path 
(we assume this path as unique, possibly breaking ties arbitrarily).  
Railway Traffic Control with Minimization of Passengers’ Discomfort
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 Optimization model for scheduling railway traffic 2.1
Most optimization models for train rescheduling associate trains to jobs and block sections to 
machines. Thus, the problem corresponds to a job shop scheduling problem with blocking 
no-swap constraints [Mas02]. The latter constraint ensures that a train on a given block 
section cannot move forward if the block section ahead is not available (e.g. if occupied by 
another train). This prevents any other train to enter the given block section. More details on 
job shop based models for railway traffic can be found on [Cor11]. 
The entrance of a train in a block section is an operation, and its minimum starting time h 
is a decision variable. Operations are associated to the traversing of block sections by each 
train, as well as to the dwell time in each station. For each operation is given  a minimum 
processing time p, equal to the traversing time of the associated block section or to the 
minimum dwell time in a station. Hence, the starting times of successive operations i and j of 
the same train are linked by a fixed constraint tj ≥ ti + pi. Let F be the set of fixed constraints. 
Conflicting operations of different trains on the same block section need to be separated by a 
minimum headway separation s. A passing order x for the two trains must also be chosen. If 
k, i are successive operations of a train, j, h are successive operations of another train and k 
and j are two conflicting operations associated to the entrance of the two trains in the same 
block section, then there is a pair of alternative constraints (hj ≥ hi + sij)OR(hk ≥ hh + shk). The 
first inequality of the alternative pair corresponds to the precedence given to k over i, since j 
can start only sij time units after the completion of k (i.e., after the start of i). The second 
inequality corresponds to i preceding k. The MILP formulation of a pair requires to introduce 
a binary variable xijhk associated to the choice of the precedence between the conflicting 
operations, equal to 1 if k precedes j and 0 otherwise. P is the set of alternative pairs. As for 
the objective function to be used for the scheduling problem, we propose the minimization of 
the total weighted tardiness (z) of the trains at a set E of due-date points, each point e 
associated with a planned arrival time pe, that include the published stops and the exit from 
the network. The weight fe corresponds to the expected number of passengers on the train at 
point e. The resulting rescheduling model reads as follows: 
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 Transit assignment model 2.2
The transit assignment problem forecasts the distribution of passengers onto the railway 
network. The simplified behavioural assumptions made on the infinite capacity of the trains 
and on the passengers’ reaction to disturbances make possible to decompose the transit 
assignment problem and to solve it independently for each triple (O,D,W). Given a timing h 
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for the trains at each station, it is possible to build a time-space graph G=(N,A) in which 
nodes in N correspond to the arrival/departure time of a train at/from some station, i.e., each 
node iN is associated to operation i defined in Section 2.1, with associated time hi. There are 
two types of arcs in G: there is a travel arc in G for each train service between two consecutive 
stopping stations. Arc (i,j) is therefore associated to a departure time hi and an arrival time hj. 
Besides travel arcs, there are waiting arcs (hi,hj) in G between the arrival time hi of a train at 
some station and the departure time hj of some train (the same or another) from the same 
station, with hj > hi. Each arc has a weight equal to (hj – hi). With this definition, all passengers 
in a triple (O,D,W) will choose the shortest path in G from a node OW, associated to the 
departure time hOWW of the first train leaving O, to a node DW, associated to the arrival time 
hDW of the first feasible train arriving in D. Note that G is acyclic and is the same for all 
(O,D,W) pairs. Letting nODW be the number of passengers of a triple (O,D,W), and 
ODW
ijq a flow 
variable equal to 1 if arc (i,j) belongs to the shortest OD path and 0 otherwise, the transit 
assignment problem for a triple (O,D,W) can be formulated as a MinCostFlow problem: 
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 Integration and illustrative example 2.3
The passenger assignment model is inspired by [Dol12]; the main difference is that here 
times of operations (h) are not decision variables, but rather the result of the optimization 
performed in a stage of the scheduling model. This simplifies the transit assignment problem 
and allows for faster computation, even if in principle there is no guarantee that the final 
solution produces the global minimum passengers’ discomfort.  
The overall algorithm alternates the solution of a rescheduling problem and a transit 
assignment problem. We start by solving the train rescheduling problem with fe =1 for all 
eE. Based on the rescheduling solution, we perform the assignment of passengers to trains 
by choosing the shortest OD path for each triple (O,D,W) in the updated traffic situation. The 
expected passenger flows are then used to update the value fe in the rescheduling problem. 
The new solution to the rescheduling problem is then again used to compute a new 
assignment, and so on iteratively until convergence. For the small test cases here considered, 
convergence is always achieved within the third iteration.  
We next illustrate the application of the algorithm on an illustrative network, based on the 
fictional network shown in Figure 1. We consider a single (O,D,W) triple that originates in the 
leftmost station and has its destination in the rightmost station, as shown by the Origin and 
Destination reported in Figure 1. Passengers appears at the Origin with a constant rate of 10 
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passengers per minute. The timetable considers 5 trains (labelled A-E), with different 
stopping patterns (identified by a box in correspondence of a station) and two operating 
speeds (trains A and C are fast, in solid lines in Figure 1; Trains B D and E are slow and 
depicted with dotted lines); trains of different categories can overtake each other at each 
station if there are platforms available for overtaking. 
 
 
Figure 1: Network and stopping pattern considered. 
Figure 2 (left) reports the time-distance plot of the solution found at the first iteration of 
the rescheduling problem: time is on the y axis, increasing upwards; distance on the x-axis. 
Though the infrastructure available allows for overtaking at stations, this possibility is not 
exploited in this schedule. The average total train delay is 9 minutes, while the average 
consecutive delay is 2 minutes. This solution is optimal concerning the maximum consecutive 
delay, that equals 8 minutes. 
Given this schedule, the solution of the transit assignment problem is given in Figure 
2(right) in terms of the resulting flow of passengers. At time 60, passengers in the Path OD_4 
leave train D to board on train C in order to reach their destination. The total travel time of 
the 580 passengers is 50100 minutes. As a comparison, note that the fastest train take 47 
minutes to go from origin to destination, therefore a lower bound to the optimum 
passengers’ travel time is 27260 minutes. 
At the second step, a new instance of the train rescheduling problem is solved with the 
updated values fe of Figure 2 (right). The new rescheduling solution is shown in Figure 3 
(left). Passengers on train D board train C in order to reach the destination in the fastest way 
possible. The average total delay increases to 13 minutes; the average consecutive delay to 
7minutes. This increase is mainly due to Train E, which is scheduled last, since in this 
solution there are no passengers on this train. This is of course a consequence of the 
simplified ODW considered in this illustrative example, while reality shows more complex 
patterns of passenger demand. Train A overtakes train D at the second station, as the former 
transport more passengers than the latter. 
Figure 3(right) reports the new optimal assignment of passengers to train services 
associated to the new schedule. The resulting total travel time for the 580 passengers is now 
47900 min, 5% less than the first iteration. At the 3rd rescheduling iteration, the same 
schedule of iteration 2 is obtained, convergence is thus reached and the procedure is 
completed. 
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 Figure 2: Time-distance plot for 1st iteration of train rescheduling (left); Corresponding 
transit assignment solution (right). 
 
 
Figure 3: Time-distance plot for 2nd iteration of train scheduling (left); Corresponding transit 
assignment solution (right). 
3 Experimental assessment 
Based on the infrastructure and timetable given in Figure 1, we next report on some 
preliminary computational results, based on 5 random delay instances (every train is 
subjected to a uniform random delay between 0 and 15 minutes). We evaluate three different 
approaches. The first is the First-In-First-Out (FIFO) dispatching rule, that assigns a shared 
block section to the first train requiring it. The FIFO rule is a common benchmark for the 
assessment of train rescheduling algorithms. The second approach is the solution minimizing 
the maximum consecutive delay, adopted by the ROMA system (see e.g. [Cor12]). The third 
one is the approach proposed in this paper (labelled PaxFlows), for which the results 
achieved at the first two iterations are provided. For this toy example, convergence is always 
achieved within two iterations. The computation time to solve at optimum with CPLEX the 
scheduling and assignment problem was always well below 1 second. 
In Table 1, we report the averages over the 5 instances, describing the solutions in terms 
of a variety of performance indicators, namely: the total travel time of passengers,  
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the average consecutive delay per train, and the maximum consecutive delay, all in minutes. 
From the results we can conclude that, even for this small example, the minimization of the 
total travel time of passengers allows a sharp reduction of passenger discomfort: passenger 
travel time is reduced by 10% compared to ROMA and by 12% compared to FIFO; a strong 
reduction is also achieved with regard to the weighted train delay. As expected, some 
performance indicators show a degree of conflict, since decreasing the passenger travel time 
may result in an increase of the maximum consecutive delay. This can also be due to the fact 
that in this example there are no running time supplements for the trains.  
Table 1: Performance of the approaches regarding passenger and train delays. 
Model 
Passengers 
Travel 
Time 
[min] 
Weighted 
train  
delay 
[min] 
Average  
total  
delay 
[min] 
Average 
consecutive  
delay 
[min] 
Maximum 
consecutive 
delay 
[min] 
FIFO 45128    5103   9.7 2.2    8.4 
ROMA 44190    5988 11.3 3.6 5 
PaxFlows 1st iter 40598 12348   8.9 1.3 5 
PaxFlows, 2nd iter  40014    4413 10.4 2.9   12.8 
Analysing the iterative approach PaxFlows, the passenger travel time decreases slightly 
across the iterations even in this very simple test case; the average total delay suffers from an 
increase of 16%; the average and maximum consecutive delay are both more than doubled. 
This is due to the fact that trains carrying few passengers never get the precedence over 
trains carrying many passengers. Concerning the convergence of the algorithm, for the 
considered instances two iterations are always sufficient to reach convergence, and the 
second iteration only provides minor adjustments to the objective function, while the first 
transit assignment step provides the most significant benefits. The improvement in terms of 
passenger travel time is already 8% at the first iteration, compared to ROMA that minimizes 
exclusively delay propagation. 
The results suggest that it is worth considering passenger flows in the rescheduling phase 
in order to reduce the passengers’ discomfort. Optimization approaches with a global view 
address better passengers’ discomfort than local myopic rules such as FIFO. We also found 
that rescheduling models can consider more elaborated objective functions without losing 
too much in terms of computation times.  
4 Conclusions and further work 
This paper moves a step forward in the integration of rescheduling and delay management 
techniques. An iterative approach is proposed, solving a train rescheduling problem and a 
passenger assignment problem in sequence, until convergence is reached. Experiments on a 
small fictional test case demonstrate the potential of this approach for increasing the 
passenger satisfaction and the quality of railway service. 
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The next steps would require to carry out experiments with realistic test cases of suitable 
size and complexity, including a larger set of OD pairs. A larger set of real-life delays would 
allow a more extensive evaluation of the approach proposed, as well as the possibility to 
generalize results to other networks. 
Different research directions should focus on the increase of computational efficiency to 
allow for real-time usage, and on the design of suitable exact or heuristic algorithms for 
solving the decomposed problem defined in this paper. It would be also interesting to analyse 
the exact solution of the problem as a whole, i.e. without decomposition into rescheduling 
and passenger assignment. In principle, the integration of the two models into a single MILP 
model is easy, but it would be interesting to see how this would influence the computation 
time of solution algorithms and the quality of the resulting solutions.  
More sophisticated assignment models could be studied, e.g., by considering the finite 
capacity of each train, more accurate measures of the passengers’ discomfort, or other 
approaches in the literature [Mes07]. For example, the time spent by each passenger on the 
train or in the station could be weighted differently, the passenger discomfort while traveling 
on a train could be increasing with the number of passengers traveling on the same train, or 
even could be taken into consideration the anxiety of the passengers as a factor of 
discomfort, which increases with the train delay as the risk of missing a connection with the 
next train increases. 
A further set of interesting open challenges concerns the design of more realistic models 
for the passengers’ behaviour: how are passengers going to react when a change to their 
preferred path is suggested? Are they going to stick to their (offline) decision, are they going 
to follow the suggestion for alternative modes of connectivity (i.e. another line), or disregard 
travelling at all? Approaches based on discrete choice theory might be helpful to model these 
questions, and analysis of recorded passenger flows might provide insights on how 
passenger flows react to unexpected events [Hur12]. This might increase the degree of 
realism of the passenger assignment and forecast of the OD pairs.  
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Analyzing Railroad Congestion in a Dense
Urban Network Through the Use of Road
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Abstract
Transilien, the branch of SNCF in charge of operating the main urban railroad network in the
area of Paris, faces a regular increase of passengers flows. The planning of railway operations
is made carefully: simulation runs permit to assess the timetable stability. However, many
disturbance appear and cause trains delays. Due to the nature of the railroad network those
delays are cumulative and an on-line update of the timetable is not always successful in
maintaining the trains schedule. In this tensed context, operators are searching solutions to
better use the infrastructure capacity and enhance the quality. A needed step towards this
objective is a better understanding of the phenomena of disruptions. In particular because
the expansion of congestion is not clearly understood until now. This paper explores the
possibility to transpose a traffic flow theory tool, the network fundamental diagram, in the
field of dense railroad traffic. Railroad traffic is different of road traffic by many ways:
railways are a planned system, traffic volume does not satisfy the continuum hypothesis,
stations force stops and the signalization system brings a discrete behavior. Despite those big
differences we show how to build a network fundamental diagram for a railroad system and
how to interpret some obtained shapes for those diagrams. These diagrams gives us some
means to compare planned timetable and reality. We also identify the limits that need to be
overcome to take benefits of the road traffic tools in railroad traffic analysis.
Keywords: Railroad, mass transit, congestion, Network Fundamental Diagram
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1 Introduction
In dense urban regions, the railway system is frequently operating not as scheduled. Indeed,
it is a common fact that theoretical schedules of trains are not respected and that in reality,
the train circulation system is operating differently than what is planned. Deviations from
schedules are observed in two cases: 1/ exceptional situations with the occurrence of an
external event (due to meteorological conditions for example) 2/ everyday situations where
the schedule is not strictly respected (for example a small delay in one station induces a
bigger in the next one). Whatever the cause of the delay, railroad users are impacted and this
is decreasing their confidence into railway mode, destroying therefore the efforts of modal
shift to a more energy-efficient mode.
To face this problem, railway companies add margins to the theoretical schedule to in-
crease the probability of schedule adherence; however, the added margins reduce the avail-
ability of track capacity for additional rail transport service. [UIC96; UIC04; Gov05]. Af-
terwards, the robustness of the obtained schedule is frequently evaluated with microscopic
simulation tools [Nas04; Rad01]. Nevertheless, those increased efforts towards more realistic
theoretical schedules are not effective. This is even truer if, like in dense urban regions, both
political orientations toward sustainable transportation and the economic grow cumulate in
an increasing demand.
Therefore, the lack of positive results for those approaches leads us to search for an-
other intellectual scheme to reduce the differences between observed and planned schedules
in urban dense railway operations. Analysis tools initially developed for other congested
transportation modes can be considered and their transfer to the railway context has to be
examined. A paper present the adaptation of Personal Car Equivalent concept to take into
account the difference in mechanical abilities among trains in computing the capacity of a
railroad [Lai13].
As a start, we consider a recently re-discovered tool for road traffic data analysis (the
network fundamental diagram) and study its transfer to the case of the railway network of
the Paris region, one of the most congested railway systems in Europe. The main aim of this
paper is therefore to build the network fundamental diagram of railway lines (NFD-R) and
to study the link between congestion and the shape of the NFD-R.
The paper is organized as follows. From a brief literature overview of road traffic network
fundamental diagrams, we identify the main reported causes of dispersion of their points. A
description of the railroad network and of the data collection technique is thus given. The
results and their analysis is presented before a discussion. The paper ends with conclusions
and recommendations for future research.
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2 Network fundamental diagram : state of the art for road traffic
networks
For more than half a century, road traffic is measured through local detectors (double elec-
tromagnetic loop detectors) that measure at a given point the time between the passing of
two successive vehicles and the speed of each of them. Macroscopic variables characterizing
the traffic flow seen as a whole can be extracted from those observations. Those variables
are the spatial mean speed and the flow (number of vehicles passing the detector during a
given period).
Expanding those measurements to compute mean accumulation and flow of vehicles
for a given period over a whole network is not a new idea. After the initial publication
of this idea in [God69], Herman and Prigogine propose in [Her79] a formulation of the
relationship between mean speed and mean concentration. This idea was further developed
in many papers of those authors and collaborators, where the idea was to examine the
relationship between the mean flow on a road network and its total accumulation. Those
papers are devoted to the free flow part of the diagram: the mean flow increases with the
accumulation. In particular[Mah84] evokes the possibility of random events of lane blockages
in a rectangular grid urban network simulated with NETSIM. The bigger the ratio between
time with lane blockage and total simulation time is, the lower the slope of the relationship.
Even with such lane blockages, it is worth noticing that the congested part of the relationship
between global flow and global accumulation was not observed.
In [Dag07] Daganzo hypothesized that above a given threshold in total accumulation
(critical value of accumulation), an increase of this accumulation leads to a decrease of the
total flow. This was experimentally observed for the first time by Geroliminis and Daganzo
one year after[Ger08; Ger07] for the congested center of Yokohama city. This relationship
between total flow and total accumulation averaged during periods of typically a few minutes
on a (sub-) network was initially named by Daganzo and Geroliminis Macroscopic Funda-
mental Diagram. Following the authors of [MSa12] in their introduction, we do prefer the
term “Network fundamental diagram” which is to our opinion more precise, “macroscopic”
referring to the variables (flow and concentration) by opposition with the microscopic ones
like inter-vehicular time or individual speed.
Since 2008, network fundamental diagram exploration, has known many developments
as a particular sub domain of road traffic flow studies. A recent and promising direction of
research is the control of the most congested parts of a city network. It consists in splitting
the city network into more than one reservoir and controlling the entry and exit flows of
those reservoirs to decrease congestion (see for example [Had12; Key12]). Recently, one of
these groups of authors proposed a method to partition the network into homogeneous zones
to reduce the scatter of the diagram and increase the network controllability [Ji12].
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Globally, as was first put into evidence in [Bui09] and further on mentioned in [Cas11], the
NFD for a highway network is not well defined in the sense of [Ji12]. Indeed, the congestion
level of the highway network is not homogeneous. In recently published papers, the impact of
combining various traffic states among various parts of the considered network for computing
the NFD has been explored in parallel by two teams: [MSa12] and also by [Dag11]. We will
now present the transposition of the concept of Network Fundamental Diagram in the case
of the dense and highly congested railroad network surrounding Paris.
3 Data and methods
3.1 Network
With a population of 11.5 millions inhabitants, Paris urban area is the most dense conglomer-
ation in Europe. This density implies high levels of transportation demand and mass transit
issues. For this paper we choose to focus on the SNCF (french national railroad) operated
part of the RER (Local Express Network). Today, the growing demand makes the RER over-
saturated. In this paper, we focus on the north part of B line and the central part of C line.
The interest of those lines lies on their very high train traffic.
Figure 1: Analysed sections: the North-B line in blue and the central section of C line in
yellow. This table provide the station name, the distance between consecutive
stations, and in bracket the number of beacons in each station sector: (→,←).
3.2 Data
Beacons are located over the railway network and detect the passage of trains and record
their identifiers and events times. The beacon density over the network is variable and its
order of magnitude is more than one beacon per station. Figure 1 is a description of the
two analysed areas: the northbound of B line between Paris gare du nord, CDG Aeroport
terminal 2 and Mitry Claye, and the central section of C line between Champ de Mars and
Choisy le Roi. The results of this paper are based on a SNCF database which gathers all
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the informations from the beacons and the corresponding theoretical times of passage over
the beacons. Since each lines also got two directions, this gives four sets of data per day.
Days with reduced demand (like week-end and holidays) or a special traffic event (planned
public work...) are rejected. In the end, thirty-three days of data are available for B line and
thirty-four for C line. The list of days used for each line is presented in table 2.
November
2012 1 2 3
4 5 6 7 8 9 10
11 12 13 14 15 16 17
18 19 20 21 22 23 24
25 26 27 28 29 30
March
2013 1 2
3 4 5 6 7 8 9
10 11 12 13 14 15 16
17 18 19 20 21 22 23
24 25 26 27 28 29 30
31
April
1 2 3 4 5 6
7 8 9 10 11 12 13
14 15 16 17 18 19 20
21 22 23 24 25 26 27
28 29 30
May
1 2 3 4
5 6 7 8 9 10 11
12 13 14 15 16 17 18
19 20 21 22 23 24 25
26 27 28 29 30 31
June
1
2 3 4 5 6 7 8
9 10 11 12 13 14 15
16 17 18 19 20 21 22
23 24 25 26 27 28 29
30
Figure 2: List of days selected for analysis. The red-bold days are for B and C lines and the
green-italic ones for C line only.
4 Results and analysis
4.1 First observations of the network fundamental diagram for railroad
For one day and one set of data, the number of beacon events over time and the number of
trains were counted and filtered with a running average (window time: 10 minutes, step
time: 1 minute). We consider that at any given instant, the total number of trains present in
a line is directly proportional to the average train concentration. We further assume that the
number of trains passing over all the beacons of a line during a given period is proportional
to an average flow on the same section. Note that this is not completely true in our case,
since the distance between two consecutive beacons is not homogeneous over the line. Then,
when plotting the number of events reported by all the beacons of a line against the number
of trains of this line during the same period, we construct the NFD-R (Railroad) diagram.
Figure 3 presents the NFD-R for 2 lines: the B line - North direction (left column) and
the C line - West direction (right column). To facilitate incident identification, markers were
colored according to hours. The top diagrams of figure 3 represent the planned situation (T
stands for Theoretical) on a typical day. The diagrams below present the results obtained in
operation for various days. Depending on the day, a dispersion is observed or not. In any
cases, most points are aligned along a line. We now examine the slope of the diagrams and,
if present, the possible causes of spreading.
We can see from figure 3 that various shapes were observed for real diagrams. We visually
selected days and lines where the realized NFD-R was almost linear (for example, diagrams
(B-R2) and (C-R2) from figure 3 were rejected). This set of NFD-R is further referred as
the “filtered NFD-R”. The numbers of filtered NFD-R are given in table 1. For those days and
those lines, we made a proportional regression. Examples are presented in figure 4.
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Figure 3: examples of NFD-R. (B-T) & (C-T) represent theoretical diagrams, (B-R1), (B-R2),
(C-R1) and (C-R2) represent real diagrams.
Table 1: Average value for the residuals in different cases.
Line direction B south T B south R B north T B north R C east T C east R C west T C west R
Days 16 16 14 14 24 24 24 24
y_1 0.0116 0.0129 0.0101 0.0102 0.0117 0.0162 0.0090 0.0136
4.2 Comparison between theoretical and real NFD-R
It is well known that the slope of the left, uncongested part of a fundamental diagram is
homogeneous to the speed in free flow conditions. To estimate a proxy for the railroad
network, we use the β value which is homogeneous to a speed. β is then used to compare
theoretical and realised NFD-R over all NFD-R. Figure 5 represents the frequency of the
relative difference between the β values obtained for the actual and planned timetables
(βrealised − βtheoretical) for the two studied lines. This figure shows that the trains of B line
(resp. C line) travel often slower than planned. C line appears also more constant than B line.
The lower size of the B line filtered sample compared to the C line might be an explanation
for the higher spreading. The lower values of the slopes for the realized NFD-R compared
444
Analyzing Railroad Congestion using a Traffic Network Fundamental Diagram
y = β.x y y = β.x y
(B-T) β = .570 res = .0113 (C-T) β = .563 res = .0118
(B-R) β = .577 res = .0131 (C-R) β = .558 res = .0147
Figure 4: examples of NFD-R, fitted with two mathematical relationship. (B-T) and (B-R):
theoretical and real NFD-R for the B line in south direction. (C-T) and (C-R):
theoretical and real NFD-R for the C line in east direction. β = [min−1.train−1]
to the theoretical NFD-R reflects a lower operating speed of the system, compared to what
is planned. This has to be linked with the results obtained in simulations and presented in
[Mah84], where the slope of the NFD of a urban road traffic network is lower when then
duration of red phases of traffic lights is higher.
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Figure 5: Comparison of β value fit for all NFD-R. For B line and for 60% of days βR < βT .
For C line and for 89% of days βR < βT .
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4.3 Impact of abnormal conditions of operations of the railroad network
The local fundamental diagram (FD) represents the traffic flow function of the concentration
on a single point of a network. The figure 8.a presents the theoretical FD of operations of
the trains for a network without stations. Traffic regulation over the French Network rely
on blocking. The points U, C and FC of figure 8.a illustrate respectively three behaviours
corresponding to three block aspects. Note that this FD is only theoretical for the moment.
However, it can help us to construct theoretically a fictitious network fundamental diagram
(see figure 8.b). In this NFD, the observed points are the result of a combination of various
states of FD. If some trains do not operate in the free flow part of the FD, the NFD will not
be linear. The figure 8.b illustrates this in the case of a combination of two different states of
the network: points B and C of this figure are a combination of points b1 and b2 and c1 and
c2 respectively. Logically, the point A, resulting of two free flow states, is located in the free
flow part.
Nevertheless, in figure 4, for the case B-R2 the points located below the sloped line
associated with congested operations. A first exploration has shown that in some cases, the
occurrence of those abnormal points is linked in time with unplanned events. We have to
better establish this point.
Figure 6: local (a) and network (b) theoretical fundamental diagrams of railroad operations
in absence of stations. The bold lines of figure a presents the various equilibrium
states associated with the train operations blocking rules.
5 Discussion and conclusion
We have shown in this paper that a network fundamental diagram (NFD-R) can be built for
dense railroad Systems. This diagram is usually constructed for road traffic network both
urban or freeways, and the literature is numerous where analysis of its shape is presented.
Here we proposed a way to build it from identification by beacons of the passing of trains
and we applied it to two lines where trains frequency is particularly high. With this diagram,
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We highlight the existence of congestion phenomena. For most of the days, the slope of the
NFD-R, which is an equivalent of the average speed, is lower than planned. This congestion
phenomenon can appear in several ways: the first is discussed in this article and consist in
a simple decrease of the speed while a NFD-R still exhibits a linear shape. On some of the
NFD-R, on the contrary, we observe another shape, with dots below the sloped line. Those
points will be analyzed in a further publication.
The research presented in this paper was only a first step of a larger project. The research
directions to explore are numerous. Among them one can cite a better exploration of the data:
a more precise study must be undertaken prior to eliminate the influence of variable beacons
density and reinforce our results. An exploration of other lines will be needed to confirm the
validity of our first results. Also the database of unplanned events has to be examined jointly
with the points of the NFD-R located below the slope line. The impact of the stations and the
accelerations they generate on the NFD-R must also be examined. Simulating at a large scale
a railroad network with stations and realistic decelerations and acceleration will permit us to
better understand the real NFD-R. We might also in a farer future explore through the NFD-R
tool the feasibility of using cordon regulations to better cope with undesired congestion. The
transposition of the recent findings of road traffic theory might help us in finding better ways
of identifying and reducing congestion if the Paris suburban railroad network, provided that
we keep in mind the significant differences among the two modes.
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Abstract 
In the last decades advanced simulation models have been more and more used by railway 
timetable designers and dispatchers to support both the off-line planning and the real-time 
management of traffic. Fundamental requirements for these models are the accuracy and 
reliability of describing the train dynamics. Current models use default train behaviour that 
tend to significantly differ from the behaviour applied by drivers. To this aim it is necessary 
to estimate train running parameters against real data collected from the field. In this paper a 
simulation-based calibration approach is proposed to determine the parameters for the 
different phases of train motion (acceleration, deceleration, coasting and cruising) from track 
occupation data. A customized genetic algorithm is developed that minimizes the error 
between observed and simulated data. Model parameters are calibrated for different classes 
of trains against a significant number of real time-distance trajectories collected on the Dutch 
railway corridor Driebergen-Maarn. The model is validated by verifying the congruence of 
calibrated speed-distance profiles with those measured from the field with GPS devices. 
Results show that even in case of limited availability of track occupation data, our approach 
returns robustly calibrated parameters which accurately reproduce observed train 
behaviour. Reliable predictions are provided that can be used in practice to effectively 
support timetable planning and real-time traffic management. 
Keywords: Train dynamics, running time models, simulation-based calibration, speed profile 
estimation, validation 
1 Introduction 
Traffic prediction models are increasingly spreading out and being used by practitioners in 
the railway field to support both off-line timetable design and real-time traffic management. 
The aim of both these activities is to generate a conflict-free schedule that allows the 
requested level of service availability also in presence of disturbed traffic conditions. The 
strategies that consent to achieve conflict-free train services are generally identified by the 
following three main steps: i) prediction of train trajectories, ii) detection of potential track 
conflicts (generated by trains that want to occupy the same block section at the same time), 
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iii) resolution of detected conflicts by solving a mathematical problem (e.g. optimization) and 
using measures such as retiming (i.e. delaying train departures), reordering (i.e. changing the 
order of trains at critical locations), rerouting (i.e. detouring trains on alternative routes), 
and/or speed adjustments. The effectiveness of computed schedules strongly depends on the 
reliability of the prediction model adopted to forecast the evolution of train trajectories. 
Indeed, only if train behaviour is described accurately it is possible to correctly detect 
possible conflicts and identify a suitable solution. To this purpose a proper calibration phase 
is needed to identify the parameters of the prediction model that allow to precisely describe 
real train dynamics. These model parameters must be fine-tuned against train data (i.e. speed 
and position) collected from the field in order to minimize the error between forecast and 
observed train paths. 
In literature several authors [Alb06, Alb10, Med11] adopt different running time 
prediction models and calibration approaches. The main shortcomings of these works are 
that: a) [Alb06] and [Alb10] calibrate only the parameters of the kinematic motion equations 
which are trajectory-dependent and cannot be used anymore when considering a different 
train run even if the rolling stock is the same; b) [Med11] refer to the calibration of dynamic 
motion equations (e.g. Newton’s motion law) but fine-tune only a single performance 
parameter for each phase of the motion, neglecting relevant inputs (e.g. coefficients of the 
tractive effort or the motion resistances) that strongly can influence the performance of the 
model; c) No validation phase is considered to verify the consistency of the calibrated model 
with observed train trajectories. 
This paper presents a simulation-based model to estimate the parameters of the dynamic 
Newton’s motion formula from real track occupation data collected from the field. Model 
parameters are calibrated for different classes of trains against a significant number of time-
distance trajectories collected on the Dutch railway corridor Driebergen-Maarn. A genetic 
algorithm is developed to minimize the difference between observed and simulated 
trajectories. Validation of our approach is performed by verifying that speed-distance 
profiles derived from the calibrated model are congruent with those gathered from the field 
with GPS devices.  
In the following the methodology and model used are described in Section 2. Section 3 
reports the case-study adopted for the calibration experiment. Conclusions and final 
comments are given in Section 4. 
2 Framework description 
The calibration process is performed by means of a simulation-based framework that 
integrates a genetic algorithm (GA) with a microscopic running time model based on the 
dynamic motion equations of Newton [Han08]. Figure 1 illustrates the architecture and the 
components constituting the framework. Input of the running time model is represented by 
microscopic characteristics of the infrastructure (e.g. track length, gradients, speed limits, 
signals and station positions) and the rolling stock (e.g. train length), as well as the set of 
model parameters β to be calibrated. The vector β is composed of the coefficients of the 
resistance and tractive-effort equations as well as parameters which are specific for each 
phase of the motion: acceleration, cruising, coasting, and braking. 
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Figure 1: Functional scheme of the simulation-based optimization framework.  
The value of each parameter of the vector β is randomly set by the GA at each iteration of 
the optimization and a corresponding train trajectory is computed by the running time 
model. This trajectory is then compared with the measured one from the field by means of 
track occupation data. Track occupation data are gathered by the Dutch train describer 
system TROTS [Kec12] which records for a given train (identified by an ID number) the times 
at which a certain track section is occupied/released. Only unhindered trains are considered 
(i.e. trains not running into restrictive signal aspects due to train path conflicts) since we are 
interested in  understanding the unconstrained behaviour of train drivers when driving in 
free flow conditions. The objective function of the optimization problem is the absolute error 
between observed and simulated time-distance trajectories. If this error is too large, the 
algorithm will provide a new set of parameters and a new iteration is performed. Otherwise, 
the optimization process stops and the optimal set of parameters is returned as output 
together with the calibrated train trajectories (i.e. time-distance and speed-distance). 
Our calibration process is then validated by verifying that calibrated speed-distance 
profiles are congruent with the real ones collected via GPS. The process is validated by 
quantifying the average error between simulated and measured GPS speed-distance profiles. 
In brief, we calibrate train parameters against time-distance trajectories observed from track 
occupancy data and successively validate the values with the speed-distance profiles 
collected by GPS. This framework is applied over a significant set of train runs for different 
train compositions (i.e. different multiple units sets) in order to estimate probability 
distributions for each of the parameters. 
  The microscopic running time model 2.1
The developed running time model is based on Newton’s dynamic motion equation which is 
expressed as 
𝑓𝑡(𝑣) − 𝑟(𝑣) = 𝑓𝑠(𝑣) = 𝑞 ∙ 𝑚 ∙ 𝑣 ∙ 𝑑𝑣/𝑑𝑠 (1) 
Here, 𝑓𝑠(𝑣) is the surplus force used to accelerate the train obtained as the difference 
between the tractive effort, 𝑓𝑡(𝑣), and the resistance forces,  𝑟(𝑣), at speed 𝑣. Additional 
resistance produced by rotating train parts is expressed with rotating mass factor and 
denoted q. The tractive effort is generated by the traction unit and modelled as 
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𝑓𝑡(𝑣) = { 
𝑐0 + 𝑐1𝑣,                                   𝑣 ≤ 𝑣𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑡
𝑐𝑖,𝑘 𝑣⁄ ,                 𝑣𝑘 < 𝑣 < 𝑣𝑘+1, 𝑖 = 2. . 𝑛
 (2)    
where the linear part of the function (𝑐0 + 𝑐1𝑣) is valid for values of speed lower than the 
overheat speed limit, 𝑣𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑡 , while hyperbolic characteristics are valid for higher speeds 
representing a limitation due to adhesion and tractive power. It should be noted that engine 
characteristics may be defined with more than one successive hyperbolic curves [Han08]. 
The resistance forces are represented by 
𝑟(𝑣) = 𝑟0 + 𝑟1𝑣 + 𝑟2𝑣
2 + 𝑓𝐶 + 𝑓𝐺, (3) 
where the second-order polynomial of speed (𝑟0 + 𝑟1𝑣 + 𝑟2𝑣
2) depicts the sum of the 
resistances due to rolling and air viscosity, while 𝑓𝐶 and 𝑓𝐺  are the resistances due to curve 
alignment and track gradients. Coefficients r0 and r1 are relative to the mechanical resistance 
of the rolling stock, while r2 refers to the aerodynamic resistance. The three coefficients also 
incorporate wind speed. The coefficients of both the tractive-effort and the resistance 
equations are considered in this research as mass specific, therefore equation (1) is divided 
by 𝑞 ∙ 𝑚 and expressed in i.e., N/kg or kN/t.  
Additional model parameters are considered to describe the cruising, coasting and 
braking phases of train motion. The parameter 𝜃𝑐𝑟𝑢𝑖𝑠𝑖𝑛𝑔 is used to define the cruising phase 
and represents the ratio between the speed limit on a track and the cruising speed actually 
operated. In other words, this parameter defines the compliance of the train driver to the 
track speed limit. The coasting phase is described by 𝜃𝑐𝑜𝑎𝑠𝑡𝑖𝑛𝑔
  which is the ratio between the 
speed at the end and at the beginning of the coasting phase. The braking phase is depicted by 
𝑏𝑠𝑡𝑜𝑝, namely the braking rate adopted by the train driver.  
Figure 2 illustrates the four train motion phases for a train running between two 
consecutive stops. As can be seen the running time model takes into account all 
characteristics of the network like static speed limits (dashed line), track gradients (lower 
black line), signal locations (purple circles) and dynamic speed limits provided by the 
Automatic Train Protection (ATP) system when approaching the arrival station (yellow 
rectangle). 
 
Figure 2: Phases of train motion and relative parameters. 
Acceleration Cruising Coasting Braking
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  The optimization model 2.2
The calibration process is formulated as an optimization problem that aims at minimizing the 
error between simulated and observed time-distance trajectories. Table 1 reports the 
parameters to calibrate, i.e. the decision variables of the optimization problem.  
Table 1: Decision variables. 
c0 max starting tractive effort due to overheating limit[N/kg] 
c2 hyperbolic parameter of tractive effort function[Nm/s/kg] 
r0 constant resistance coefficient [N/kg] 
r2 quadratic resistance coefficient [Ns2/m2/kg] 
𝑏𝑠𝑡𝑜𝑝
  braking rate [m/s2] 
𝜃𝑐𝑜𝑎𝑠𝑡𝑖𝑛𝑔
  coasting performance [%] 
𝜃𝑐𝑟𝑢𝑖𝑠𝑖𝑛𝑔 cruising performance [%] 
 
The linear coefficients c1 and r1 are considered fixed and not calibrated since they are not 
sensitive parameters for the model as shown by previous analyses [Bes 13a]. 
The mathematical formulation of the optimization problem is given as 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ |𝑡𝑗
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑡𝑗
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑|
𝑗∈𝑁
 (4) 
Such that 
𝑑𝑣
𝑑𝑠
=
𝑓𝑡(𝑣) − 𝑟(𝑣)
𝑣
 (5) 
𝑑𝑡
𝑑𝑠
=
1
𝑣
   (6) 
𝑐𝑖 ∈ [𝑐𝑖
𝑙𝑏 , 𝑐𝑖
𝑢𝑏],   for 𝑖 = 0, 2 (7) 
𝑟𝑖 ∈ [𝑟𝑖
𝑙𝑏 , 𝑟𝑖
𝑢𝑏],   for 𝑖 = 0, 2 (8) 
𝑏𝑠𝑡𝑜𝑝 ∈ [𝑏𝑠𝑡𝑜𝑝
𝑙𝑏 , 𝑏𝑠𝑡𝑜𝑝
𝑢𝑏 ] (9) 
𝜃𝑐𝑟𝑢𝑖𝑠𝑖𝑛𝑔(𝑠) ∈ [𝜃𝑐𝑟𝑢𝑖𝑠𝑖𝑛𝑔
𝑙𝑏 (𝑠), 𝜃𝑐𝑟𝑢𝑖𝑠𝑖𝑛𝑔
𝑢𝑏 (𝑠)] (10) 
𝜃𝑐𝑜𝑎𝑠𝑡𝑖𝑛𝑔
 (𝑠) ∈ [𝜃𝑐𝑜𝑎𝑠𝑡𝑖𝑛𝑔
𝑙𝑏 (𝑠), 𝜃𝑐𝑜𝑎𝑠𝑡𝑖𝑛𝑔
𝑢𝑏 (𝑠)] (11) 
𝑣(0) = 𝑣0 = 0,    𝑣(𝑁) = 𝑣𝑒𝑛𝑑 = 0.  (12) 
The term |𝑡𝑗
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑡𝑗
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑| of equation (4) is the absolute error between the 
simulated (𝑡𝑗
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑) and observed (𝑡𝑗
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑) passage time over the jth track section joint. 
The objective function is therefore the total absolute error computed over all N occupation 
data points collected from the field. At each iteration of the optimization algorithm the 
objective function is assessed by numerically integrating the speed and the running time as 
shown in (5) and (6).  The integration process follows the adaptive Dormand-Prince method 
[But03] which is one from the Runge-Kutta family. Lower (lb) and upper (ub) bounds of each 
parameter are given in (7) - (11). Equation (12) gives the initial and final speed conditions : a 
train starts from a standstill and stops at the end of route.  
A solution to the optimization problem is represented by the vector 
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𝛽 = (𝑐0, 𝑐2, 𝑟0, 𝑟2, 𝑏𝑠𝑡𝑜𝑝, 𝜃𝑐𝑟𝑢𝑖𝑠𝑖𝑛𝑔, 𝜃𝑐𝑜𝑎𝑠𝑡𝑖𝑛𝑔
 ) (13) 
which contains the optimal value for each decision variable.  
 The customized genetic algorithm 2.3
A customized GA is developed in this research to solve the optimization problem. The 
algorithm works with a population of individuals (i.e. sets of train parameters 𝛽), each 
representing a possible solution. Each individual produces a different value of the objective 
function. The population evolves through generations towards better solutions (i.e. lower 
values of the objective function) by means of randomized processes of selection, crossover, 
and mutation (see [Mit96] for more information). The developed GA is customized to 
improve the performance of the algorithm according to the specific problem in such a way 
that computed individuals are stored in a list and not re-computed if proposed again within 
following generations. The algorithm runs in parallel to improve computing times of the 
optimization.  
3 Case study: the Driebergen-Maarn corridor  
The model parameters are calibrated against trajectories of trains running along the Dutch 
railway corridor Driebergen-Maarn, an eight kilometres long double-track line. The Dutch 
speed signalling system NS’54 with ATB automatic train protection [Alb10] is implemented 
over the corridor. Local, Intercity (IC) and international (ICE) trains operate on this line. The 
approach is applied only to the local trains since GPS data were available only for these ones. 
 
Figure 3: Schematic layout of the corridor Driebergen-Maarn. 
Four different classes of local train compositions are analysed, but for brevity only the 
results relative to one of them is reported in this paper. Similar results were obtained for the 
others. The composition analysed is the Sprinter Light Train (SLT) consisting of six electrical 
units. The SLT6 has a length of 101 m and a maximum speed of 160 km/h, with the maximum 
track speed being 140 km/h. All observed trajectories used for the calibration have the same 
route, i.e., the same platform tracks, in-/outbound interlocked routes and block sections. 
Trains running in the Driebergen-Maarn direction are analysed. 
For each train a total of N=10 track occupation points from TROTS are available, while GPS 
speed-distance measurements were collected each 5 s [She12]. Both TROTS and GPS data 
refer to the period September-November 2012. Although GPS data were initially processed, it 
may be considered that the noise due to the collection process and the accuracy of GPS 
device is still present to some extent and therefore might produce an additional error.  
The calibration has been carried out on an AMD Athlon 3300 GHz processor with six cores 
and 4GB of RAM. The computation of a single train trajectory takes less than 10-2 seconds, 
while the computing time needed to complete a single calibration experiment is always lower 
than one minute. 
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 Model calibration and validation 3.1
Results of the calibration are reported in Figure 4 for a single train. As can be seen, the 
calibrated time-distance trajectory (solid blue line) completely fits with the measured 
trajectory in the ten track occupation data points (red circles). The values of the train 
parameters calibrated for this train are also reported. As already done in [Bes 13a, Bes 13b], 
we have tested the stability of the optimization algorithm by repeating 30 times the 
calibration experiment for a given train and verifying the convergence of the calibration 
model.  
 
Figure 4: Estimated vs. nominal time-distance diagram for a single train run. 
The train parameters of the SLT6 have been calibrated for 30 different observed train 
runs. Therefore, we are able to describe the statistical variation for each of the parameters 
due to the behaviour of train drivers when driving in free-flow conditions . Table 2 shows for 
each train parameter: the corresponding distribution function, the values of the distribution 
parameters and the KS-statistic of the Kolmogorov-Smirnov goodness-of-fit (the smaller it is 
the higher is the fit). 
Table 3: Distributions of train parameters. 
Parameter 
Distribution 
Name Parameters KS-statistic 
c0 Weibull (3 parameters) α=1,2792·10+8; β=7,5841·10+6; γ=-7,5841·10+6 0,099 
c2 Generalized extreme value k=-0,84333; σ=1,3676; μ=8,7108 0,133 
r0 Uniform a=0,00625; b=0,00785 0,195 
r2 Generalized Pareto k=-0,55525; σ=4,3414·10-5; μ=1,5422·10-5 0,057 
𝑏𝑠𝑡𝑜𝑝 Jonhson  γ= -0.1337; δ= 0.6; λ=0.3146; ξ=0.244 0,073 
𝜃𝑐𝑟𝑢𝑖𝑠𝑖𝑛𝑔
  Generalized extreme value k=-0,77022; σ=0,02837; μ=0,98762 0,118 
𝜃𝑐𝑜𝑎𝑠𝑡𝑖𝑛𝑔
  Johnson  γ = -0.7267; δ = 0.735; λ =0.289; ξ=0.721  0,065 
 
For each train the mean absolute error (𝑀𝐴𝐸𝑡𝑖𝑚𝑒) is computed: 
𝑀𝐴𝐸𝑡𝑖𝑚𝑒 = ∑
|𝑡𝑗
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑡𝑗
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑|
𝑁
𝑁
𝑗=1
 (14) 
over the N=10 track occupation points. Table 3 presents the mean, the standard deviation 
and the maximum of the 𝑀𝐴𝐸𝑡𝑖𝑚𝑒 over the 30 observed trajectories. The small values 
obtained by these metrics confirm that the calibrated model is able to reproduce reliable 
train trajectories in terms of running times.  
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Table 3: Errors between estimated and measured train trajectories (average over 30 trains). 
    Error 
    Mean Standard deviation Max 
Calibration Time error [s] 0.42 0.25 1.24 
Validation Speed error [km/h] 2.48 0.81 7.24 
However, if a model is reliable in assessing running times it does not necessarily imply 
that it is also reliable in estimating the speed profiles of trains. To this purpose the proposed 
calibration approach is validated by verifying that the parameters calibrated against track 
occupation data are also able to reproduce the real train speed profiles measured via GPS. 
The GPS speed-distance data collected for each one of the 30 train runs are illustrated in 
Figure 5.  
 
Figure 5: GPS train trajectories. 
To quantify the deviation between simulated (given by the calibrated model) and real 
(GPS) speed profiles we calculate for each GPS point (measured each 5 s) the mean absolute 
error (𝑀𝐴𝐸𝑠𝑝𝑒𝑒𝑑):  
𝑀𝐴𝐸𝑠𝑝𝑒𝑒𝑑 = ∑
|𝑣𝑗
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑣𝑗
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑|
𝑁
𝑁
𝑗=1
 (15) 
where 𝑣𝑗
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 and 𝑣𝑗
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 are respectively the observed and simulated speed 
corresponding the jth GPS point. 
The MAE are computed for each train, and the mean, standard deviation and maximum of 
the MAE over all 30 trains are reported in Table 3. The error of only 2.48 km/h implies a high 
reliability of the calibrated model in describing also the train speed profiles. This result is 
highlighted by Figure 6 that shows how close the simulated speed profile (solid line) is to the 
real one measured by the GPS (dotted line). The speed-distance profile is reconstructed well 
both for trains with (Figure 6a) and without (Figure 6b) coasting phase. For this latter case it 
is worth noticing the accuracy of the calibrated model to determine the slope, the beginning, 
and the end of the coasting phase. 
Moreover, it is important to underline the ability of our approach in reliably describing 
both time-distance and speed-distance train profiles for calibrating parameters even when a 
small amount of track occupation data is available. This characteristic makes this approach 
suitable to be used also in corridors with limited availability of track occupation data.  
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 Figure 6: Estimated (solid) vs. GPS (dashed) dynamic speed profiles and time-distance 
trajectoryies (dotted) for a train: a) with coasting b) without coasting. 
4 Conclusions and future work 
This paper presented an approach to calibrate parameters of the dynamic motion equation of 
trains against track occupation data. A simulation-based optimization framework has been 
adopted to calibrate the coefficients of the tractive effort and the motion resistance 
equations, as well as specific parameters for each phase of the motion, i.e., braking, cruising, 
and coasting. Model parameters are calibrated for different classes of compositions for local 
trains running on the Dutch railway corridor Driebergen-Maarn. Calibrating the parameters 
against a significant set of observed train runs has consented to identify the statistical 
variation for each parameter due to the unconstrained behaviour of the train driver when 
driving in free-flow regime. Moreover, the small deviation between simulated and observed 
time-distance trajectories confirms the accuracy of the calibrated model in estimating train 
running times. A validation phase was realized to verify the congruency of the simulated 
speed-distance profile versus the real one measured from the field via GPS. The small average 
error between simulated and measured speeds underline that the calibrated model returns 
reliable train speed profiles as well. This conclusion is valid for all observed trains 
independently from the fact that they present coasting phases or not. In particular, the model 
estimates remarkably well the slope, the beginning, and the ending points of the coasting 
phases. 
The proposed approach reproduces train behaviour also if calibrated against the  
measurement points of track occupation data. It has been shown that the model is accurate 
even when a small number of measurement points is provided. This makes it suitable to real-
world applications also with corridors having a limited availability of these kind of data. 
Future research will be addressed to understand how train parameters vary between off-
peak and peak train runs, as well as between delayed versus non-delayed trains. Moreover, 
the method will also be extended to estimate the speed profiles of hindered trains.  
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Calibration of a Data-driven Railway Traffic
Prediction Model
Pavle Kecman, Rob M. P. Goverde
Delft University of Technology, Department of Transport & Planning
Abstract
Monitoring and traffic state prediction are important tasks of railway traffic controllers. Re-
cently developed prediction model gives accurate predictions of departure and arrival times,
and route and connection conflicts for all trains in the controlled area. The process times of
the graph model are learned from the historical data extracted from train describer log files.
In this paper we test and validate the assumptions that running and dwell times depend on
actual delays, analyse the usage of running time supplements and determine the time loss
resulting from route conflicts. Findings from the data analysis are built in the data-driven
prediction model. The model is validated in a simulated real-time environment on a real-life
case study of a busy corridor between Leiden and Dordrecht in the Netherlands.
Keywords: Railway traffic, Track occupation data, Data analysis, Prediction
1 Introduction
Railway traffic controllers have a complex task to keep track of current train positions on their
part of the network, predict the future evolution of traffic, and provide a set of control actions
that will reduce the deviations of train paths from the planned schedule [Lue09]. In current
practice, only the last measured train delays are known in the traffic control centers and
dispatchers must predict the arrival times of trains using experience only, without adequate
computer support. This often results in simple extrapolation of the current delays for the
expected arrival delays. This method neglects the fact that some trains may (partially) recover
from a delay using running time supplements, while others may get (more) delayed due to
route conflicts.
Variability of process times and its influence on reliability of railway schedules has been
studied intensively in recent years. Medeossi et al. [Med11] used track occupation data
along with train event data recorded on-board to calibrate the train motion parameters in
the process of computing stochastic blocking times for individual trains. In another approach,
Büker & Seybold [Bue12] modelled delays as random variables, described with suitable
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distribution functions, and applied analytical methods to compute delay propagation in a
mesoscopic graph-based model. The large-scale character of the models does not allow
precise modelling of train interactions and the resulting variability in running times.
Another stream of research was directed to short-term predictions of train traffic in real-
time. Microscopic simulation tools such as OpenTrack [Nas04] or RailSys [Sie06] are able to
give accurate predictions of running times, and possible route conflicts and resulting delay
propagation. Due to a high level of detail in modelling infrastructure and train dynamics,
such models are not suitable for real-time applications on large and heavily utilised networks.
Hansen et al. [Han10] presented a macroscopic model for prediction of train running
times using historical track occupation data. An on-line prediction tool based on a directed
acyclic graph with arc weights that are computed using train motion equations has been
implemented in the Swiss traffic control system RCS-DISPO [Dol09]. Prediction errors smaller
than 1 minute were obtained for events within 20 minutes prediction horizon.
In an earlier work, Kecman & Goverde [Kec13b] presented an approach based on comput-
ing arc weights of a microscopic graph model using historical data. A depth-first search based
algorithm for computing the predicted event times over a graph with dynamic arc weights
gives predictions for all reachable events within the horizon. This approach was extended
[Kec13a] by precise modeling of route conflicts and incorporating time losses, due to braking
and re-accelerating of hindered trains, in the predictions. Moreover, an adaptive component
that exploits the feedback information about the actually realized blocking times of running
trains has been implemented.
This paper focuses on analysing process times using historical track occupation data. By
relying on actually realized processed times, learned from the data, rather than on theoretical
values of process times, the prediction of event times for an individual train captures the
phenomena of train behaviour. Running and dwell times as well as minimum headway times
and route conflicts were analysed from historical track occupation data. The findings are
incorporated in a dynamic computation of graph weights for a traffic state prediction model.
After describing the prediction model (Section 2), methodology and results of data analyis
aare given in Section 3. Results form a real-life case study are presented in Section 4 and
conclusions and directions for future research in Section 5.
2 The Online Traffic Prediction Model
The online prediction model is based on a directed acyclic graph with dynamic arc weights
[Kec13b]. The graph topology is built and updated based on the actual train orders, route
and connection plan. We distinguish between signal events (passing of a signal by a running
train) and station events (arrival/departure at at/from a platform track). Events of a train
are connected by running and dwelling arcs. Interactions between trains are modeled by
headway and connection arcs. The graph is constructed in a way that fully reflects the
microscopic operational constraints of railway traffic, described by blocking time theory on
open track segments (between two stations) and the route setting and release principle in
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station areas [Han08].
We assume that the actual route and connection plans are continuously provided by the
traffic control system for the period of the prediction horizon. Each change of the actual plans
or new information from the real-time operations results in an update of the graph topology,
i.e., adding new trains, modifying train routes, updating connections and removing passed
events. The predictive model can also be used to evaluate the effect of potential dispatching
actions before implementing them in the form of a working timetable.
Arc weights represent the predicted process times for running and dwelling arcs and mini-
mum process times for headway and connection arcs. The weight of a running or dwell arc
is time-dependent and assigned in a dynamic way, depending on the (estimated) starting
time of the modeled process. Arc weights depend on the actual delays (difference between
realized and scheduled event times) and predicted delays (difference between predicted and
scheduled event times). That way the dependence of running and dwell times on current
(predicted) delays is incorporated in the model. Moreover, the graph weights are adjusted
dynamically to incorporate the effects of predicted route conflicts and to minimize the pre-
diction error for running trains based on the already realized running times [Kec13a].
3 Analysis of track occupation data
Track occupation data, obtained by processing the train describer log files of the Dutch
train describer system TROTS (Train Observation and Tracking System) [Kec12], are used
to calibrate the prediction tool with actually realized rather than theoretical process times.
Three months of data from a busy corridor between Leiden and Drodrecht in the Netherlands
were split into a training set containing 80 days and test set of 10 days of track occupation
data. Route conflicts are identified and only conflict-free process times are used in the analysis
of process times and model calibration.
The weights of running and dwell arcs are assigned dynamically [Kec13b]. The main
idea behind this approach is that the running and dwell time of a train depends on the
current delay. Delayed trains may run with full performance in order to use the running time
supplements to reduce the delay. On the other hand, trains running on time or ahead of their
schedule run with in lower performance regime, thus avoiding early arrivals and achieving
energy efficient driving.
Similarly, the dwell times of trains in stations may depend on arrival delay. Since trains
cannot depart from a station before the scheduled departure time, early trains have longer
dwell times than scheduled in order to avoid early departures. On the other hand, trains with
a positive arrival delay spend minimum dwell time in order to minimize the departure delay.
These general assumptions were tested on the data set of track occupation data. Track
occupation data of each train line were analysed separately, thus ensuring that the stopping
pattern and routes of all observed trains are the same. Correlations between running and
dwell times with actual delays are tested using least trimmed squares (LTS) robust linear
regression resisting 25% of outliers [Rou06].
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The assumption about the different behaviour of delayed (delay larger than 60 seconds)
and punctual trains was tested by separating the set of observed running and dwell times into
corresponding sets of delayed and punctual trains and applying the Wilcoxon rank sum test
at 5% significance level. The null hypothesis is that samples have continuous distributions
with equal medians.
3.1 Running Times
Observed running times over a section between two stations show no correlation (R2 =
0.0012) with departure delay. Figure 1 (left) shows observed running times of train line 2200
between The Hague HS and Delft. The red and black dashed line represent the robust fit and
the 10th percentile of running times, respectively. Scheduled running time is 420 seconds.
The null hypothesis was accepted for this data set (p = 0.4028) indicating that no signifi-
cant difference in running time distributions for delayed and punctual trains was determined.
The right side of Figure 1 shows the box-plots of running times for different delay values.
Small variation of running times depending on departure delay can be observed.
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Figure 1: Dependence of running time on delay (left), box-plots of running times for punctual
and delayed trains (right).
We expected the difference in performance regimes to be reflected to the greatest extent
at the last part of the section before the scheduled stop where punctual or early trains have
longer running times due to coasting or cruising with lower speed. The realised running
times were presented relative to the departure delay. Weak correlation between running
times and departure delays was found on the level of block sections (R2 = 0.0376). This is
illustrated in Figure 2 (left) which shows the dependence of running time over the last block
before the scheduled stop in stations Delft of train line 2200.
The Wilcoxon rank sum test rejected the null hypothesis with p ≈ 0. Box-plots in Figure
2 (right) show small differences in distributions of six data samples specified based on the
value of departure delay.
Figures 1 and 2 show that delayed trains indeed tend to run faster to recover the departure
delay. However, for punctual, early or slightly delayed train no such correlation can be
462
Calibration of a Data-driven Railway Traffic Prediction Model
Figure 2: Dependence of running time on delay (left), box-plots of running times for punctual
and delayed trains (right).
established. Earlier analyses of running times over sections between two scheduled stops,
conducted in the Netherlands [Han10] and Switzerland [Lue09] show similar results.
Since no or weak correlation between running times and actual delays was discovered,
it is important to determine how the running time supplements are actually used. In order
to do so, delay accumulation over all scheduled stops for each line was analysed. Figure 3
shows how the delay of line 2200 trains changes over the route along the corridor Leiden -
Dordrecht. The red line indicates the mean of delay change over space. No distinction can be
made between early, punctual and delayed trains. It is visible that time reserves are spent on
extended dwell times. Trains generally run full performance thus compensating for departure
delay (delayed trains) or having more slack during dwell times (punctual trains).
Figure 3: Delay over corridor Leiden - Dordrecht for train line 2200.
We emphasise here that the methodology for deriving the arrival and departure times
relies solely on train describer data, thus an error of up to 10 seconds can occur depending
on the topology of track circuits [Kec12].
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3.2 Dwell Times
Availability of data from door sensors and on board equipment has inspired recent research
in detailed modelling of train dwell times [Med11]. In this paper we rely solely on train
describer data, thus detailed analysis of different phases of dwelling in scheduled stops was
not possible [Kec12].
Dependence of dwell times on arrival delays was examined. Figure 4 (left) shows the
dependence of dwell times on arrival delays for the train line 2200 in station Delft. Horizontal
black dashed line represents the 10th percentile of all dwell times, whereas the red line
represents the robust linear fit for punctual trains. Scheduled dwell time is 60 seconds.
Strong correlation (R2 = 0.8704) was captured for early and punctual trains. Wilcoxon rank
sum test rejected the null hypothesis (p ≈ 0) and different distributions of dwell times for
punctual and late trains are clear from the box-plots in Figure 4 (right). However, variation
of dwell times for delayed trains needs to be explained by other factors and therefore, the
data set is divided into a set of punctual and delayed trains.
Figure 4: Dependence of dwell time on delay (left), box-plots of dwell times (right).
Variability of dwell times of delayed trains is explained by dependence on the time of the
day. Dwell times of delayed trains normally equal the minimum dwell time required for pas-
senger operations and route setting. We assumed that passenger volumes and consequently
time needed for boarding and alighting increases during peak-hours. Figure 5 shows dwell
times (weekends and holidays were not considered) relative to scheduled arrival times of the
train line 2200 in Delft. The increase in dwell times during peak-hours is clearly visible. The
red line indicates the median dwell time.
This clear distinction between causes of variability of dwell time for punctual and delayed
trains requires a bimodal approach to prediction of dwell times. Therefore, for punctual and
early trains, dwell time can be predicted based on the correlation with arrival delay. On the
other hand, dwell time for a delayed train will be estimated from historical data based on
dwell times of the same train number and adjacent train numbers of the same series (e.g. if
train 2245 arrived with a delay, the dwell time will be predicted as the average dwell time of
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Figure 5: Dependence of dwell time on scheduled departure time.
trains 2243,2245 and 2247 obtained from the data set of delayed trains).
3.3 Headway and Connection Times
The weight of a headway arc represents the minimum time from the moment when the head
of the first train leaves a block section to the moment when the next train can occupy the
same block. Minimum headway time equals the sum of block clearing time by the first train,
and setup and release time of the signalling system [Han08]. In this paper a constant value
of 2 seconds is used for the setup and release time on open track and 12 seconds for route
setting time in stations. Clearing time is estimated from the data as the 10th percentile of the
clearing times of a block by a specific train line.
In order to model the principle of sectional release using only signal passing events, the
minimum headway time between two trains with diverging or intersecting routes is esti-
mated from the data as the 10th percentile of the time headways between train runs of the
corresponding train lines from the historical track occupation data. By choosing a small
percentile of the realised time headways, the impact of buffer times on minimum headway
times estimates is excluded.
The weight of a connection arc is equal to the minimum transfer time for passenger
connections or the time needed to perform activities that enable planned rolling-stock and
crew circulations, for logistic connections.
3.4 Route Conflicts Analysis
The impact of a route conflict on the running time of the hindered train over the subsequent
block depends on the conflict duration and the route and running time of the hindering train.
The typical situation that occurs in practice when the two conflicting trains follow the same
route is the ‘conflict wave’, where the hindered train keeps passing signals that show yellow
aspect and is thus unable to re-accelerate to full speed [Gov11]. We therefore consider the
time loss due to re-acceleration only after the hindered train passes a green aspect signal.
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Since the running time estimates are computed based on the free running times, arc
weights that model the running processes over affected blocks need to be adjusted to take
into account braking (and possible waiting time in front of the signal), running at a lower
speed and re-acceleration for every predicted route conflict.
In order to estimate the effects of route conflicts on train running times, all route conflicts
in three months of traffic on the busy corridor Leiden–Dordrecht in the Netherlands were
filtered out. The impact of the conflict duration on time loss after passing a yellow signal
was analyzed. The duration of a conflict is computed using the process mining conflict
identification tool [Kec12] and the resulting time loss is obtained as a difference between
the realized running time over a block and the predicted conflict-free running time derived
depending on the current train delay.
Figure 6: Dependence of time loss on conflict duration for conflicts shorter than 150 s (left)
and longer than 150 s (right)
A regression analysis was performed based on 20130 data points split into points for
conflicts shorter than 150 seconds (Figure 6 left) and points for conflicts longer than 150
seconds (Figure 6 right). A robust quadratic fit resisting 25% of the outliers showed the best
performance in terms of coefficient of determination R2 = 0.79 for conflicts shorter than
150 seconds. Even though the data points are scarce for conflict duration longer than 150
seconds, the slope of the linear regression line (R2 = 0.92) can be interpreted easily as the
waiting time in front of the signal and intercept as the time loss due to braking to standstill.
The time loss due to re-acceleration (after passing the green aspect signal) was also
analyzed but no correlation with conflict duration was found. This can be explained by the
fact that a train starts re-accelerating before it passes the green signal aspect, independent of
the conflict duration at the previous signal.
The prediction algorithm [Kec13b] identifies predicted route conflicts and their duration.
Running times of hindered trains are than adjusted to incorporate the time loss [Kec13a].
4 Case Study
The predictive model has been tested and validated on the busy corridor Leiden–The Hague–
Rotterdam–Dordrecht in the Netherlands. The 60 km long corridor is (partially) traversed
466
Calibration of a Data-driven Railway Traffic Prediction Model
daily by approximately 300 trains per direction.
For model validation (and example of application) we simulate the real-time environment
by scanning the train describer log file from the test set that contains the chronologically
sorted infrastructure and train messages from the train describer log files of two traffic control
areas (Rotterdam and The Hague) for one day of traffic. Traffic control input is included in
the form of a list of trains described by train number, timetable, route plan (block sections)
and expected entrance time to the observed part of the network (or the first departure times
if the train starts within the observed area).
4.1 Comprehensive evaluation
We tested the model performance by sweeping the test set train describer log file with rolling
prediction horizons of different length. The prediction algorithm is initiated and the rolling
horizon is moved after receiving a message that reports the realization of each of the 9776
signal and station events during one day of traffic on the corridor. Table 1 shows the average
absolute prediction error, standard deviation, the average number of events that are predicted
in each algorithm execution, and the average number of arcs for prediction horizons of 2
hours, 1 hour, 30 minutes, 20 minutes and 10 minutes.
Table 1: Model performance for different prediction horizons
Prediction horizon [min]
120 60 30 20 10
Average error [s] 58.69 53.80 46.56 39.72 24.07
Standard deviation [s] 94.21 93.55 84.07 76.76 57.96
Average no. events 1040 532 269 180 90
Average no. arcs 2288 1117 590 389 202
Since the prediction algorithm is linear, computational complexity, which depends on the
size of the input graph is not considered as a criterion for choosing the most appropriate
prediction horizon. Even for the longest prediction horizon, the algorithm execution takes
less than one second. Average prediction error, as well as the average number of nodes and
arcs are monotonically decreasing as shorter prediction horizons are considered.
Figure 7 (left) shows box-plots of errors of event time predictions for each considered
prediction horizon. Standard deviation of prediction error reduces with the decrease of
horizon length. The right side of the figure presents distribution of prediction error of
process times. It is clear that dwell times are the major sources of inaccuracy that are further
propagated through the graph. Therefore, dwell times need to be modelled with higher
precision since the variation of prediction error is significantly larger than for running times.
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Figure 7: Box-plot of prediction errors for different horizon length (left) and prediction error
for process times (right)
5 Summary and conclusions
This paper presented a data driven approach for calibrating the model for traffic prediction.
The model has been applied in a real-life case study on a busy corridor in the Netherlands
in a simulated real-time environment, and produced accurate estimates for train traffic and
route conflicts within prediction horizon.
Weak dependence on actual delays has been established for running times. The analysis
showed that the majority of trains run in full performance regime regardless of departure
delays. Furthermore, clear bimodal behaviour of dwell times was captured. Dwell times of
punctual trains show strong correlation with arrival delays, whereas delayed trains are more
sensitive to impact of peak hours. Time loss due to route conflicts depend on the conflict
duration. Bimodal behaviour was established depending on whether the hindered train has
to halt to a standstill before the red signal. Finally, absolute prediction error and its standard
deviation for different prediction horizons was presented. In future work, more accurate
predictions can be made by focusing precise modelling of dwell times. However, this requires
measurements and data from other sources than train describers.
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Abstract
An approach for timetabling of regional railway lines is presented which explicitly considers
the stochasticity of the dwelling process and the properties of modern driver advisory sys-
tems for energy-efficient train running time control. A stochastic optimization approach is
presented to determine the expected values of the optimization goals for different timetables.
The algorithm is applied in a case study for a German regional railway line.
Keywords: Allowance time allocation, multi-criterian timetabling, stochastical dwell times
1 Motivation
Within railway systems the given timetable represents the basis upon which operation is
carried out [Han08]. This paper focuses on planning of regional and suburban trains which
constitute the majority of European railway traffic. In the EU-project ON-TIME [OTP13] a
survey among railway infrastructure managers (IMs) in Europe was carried out. One point
that was observed in the answers is that it is desirable to have these regional services planned
at regular headways throughout the day with easily recallable departure times [Gov13].
These departure times have severe impact on rail operation:
1. Passenger trains must never depart before the published departure time given to the
railway costumer within the passenger information system.
2. Delays and delay penalties (of trains and of passengers) are determined with respect
to the times published in the timetable.
3. The capability of a timetable to absorb short term requests for additional train paths is
determined to a large extent by the fixed frequent service patterns.
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Figure 1: Hierarchy of timetabling and operation processes
The timetable and in particular the departure times are determined in a multi-stage process.
First, railway undertakings (RUs) make general decisions on the lines, stops, rolling stock and
train frequencies in the step called operational and line planning in Fig. 1. Then, the IM must
work out a feasible timetable for all RUs operating in a network which is mainly determined
by the bottlenecks in the infrastructure, where trains pass, cross or overtake. In the next two
stages of finetuning of the timetable, allowances are finally allocated to the timetable and all
departure times are fixed. The real-time operational control measures which make use of the
allowances in the timetable are running time control and energy-efficient driving – working
at the level of seconds. Both are part of a few advanced driver advisory systems for regional
train operation [Bin12; Alb12].
This paper deals with the allowance allocation process or finetuning of the timetable (gray
in Fig. 1). Allowances need to exist in the timetable in order to cope with statistical variations
of operations. For the running times, a minimal running time can be computed, the size of
running time allowances added to the minimal running time is often prescribed by some IM
rules [UIC00]. For dwell times, a minimal technical duration can be computed as well. The
rest of the dwell time depends on the number and distribution of alighting and boarding
passengers, station and train layout and other environmental parameters which have been
studied and described in the literature in multiple ways for heavy-rail or metro-like systems,
e.g. [Har07]. However, for dwell time allowance allocation there are no rules known in
Europe. Dwell times are often planned using standard time values per station or service kind.
No experience is reported, which quantile of the dwell time distribution needs to be used for
planning. Additionally, dwell time allowances can be used as running time allowances, this is
particularly true for regional services and frequent stops of durations shorter than the usual
precision of published timetables of 1 min. In that case, dwell and running time allowances
can hardly be distinguished (from a planning point of view).
The paper presents an approach which considers the stochastic of the dwelling process
already in the timetable planning phase. It starts with the description of an algorithm for
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Figure 2: Definition of the search space
energy-efficient train running time allowance allocation along a line which considers dwell
time uncertainties. This algorithm is constrained in its actions by the planned departure
times. In section 3 it is described how an optimal timetable along a line can be obtained.
The whole algorithm is applied in a case study on a regional line in Germany, the results
are presented in section 4. The last section concludes the main aspects of the papers and
presents ideas for further research.
2 System model
2.1 Description of the search space
Definitions
The search space represents the volume of all potential solutions of the running time opti-
mization problem. The definitions are illustrated in Figure 2. Thereby a railway line with a
total amount of I stations -each identified by i- will be considered. Station i = I is defined as
target station and the section between station i and i+ 1 is indexed with j. The total number
of sections between station 1 and I is given by J = I−1. A timetable Φ consisting of planned
arrival and departure times, taplan,i and t
d
plan,i, shall be analyzed:
Φ =
{
tdplan,1 · · · tdplan,I−1; taplan,2 · · · taplan,I
}
The minimal and maximal running times on the sections, TRmin,j and T
R
max,j , j ∈ [1; J ], and the
minimal and maximal dwell times at each intermediate station, TDmin,i and T
D
max,i, i ∈ [2; I−1]
are given. The minimal times are defined by technical limitations, the maximal times depend
on definitions given by the operator, e.g. minimum allowed speed on the sections and
maximum dwell time at the intermediate stations in undisturbed operation.
Possible arrival and departure times at the intermediate stations are denominated with tai
and tdi . The total amount of allowance time U which should be allocated among the section
is defined by
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U = taplan,I − tdplan,1 −
I−1∑
i=2
TDmin,i −
J∑
j=1
TRmin,j . (1)
Stage transition
In contrast to the previously published approach of the authors [Bin12] in which the dwell
times are assumed as constant, the stochasticity of the dwelling process shall be considered
here. Each intermediate station stop is modeled with an arrival and departure stage. The
transition of the departure from a station i to the following arrival stage at station i + 1 is
assumed to be a deterministic process. This assumption can be ensured by the use of driver
advisory systems or in automatic train operation. Consequently, the arrival time depends on
the minimal running time and the used allowance uj on this section j:
tai+1 = tdi + TRmin,j + uj , (2)
0 ≤ uj ≤ TRmax,j − TRmin,j .
Because no departure before the planned departure time shall be allowed, the departure
time tdi does not only depend on the arrival time t
a
i and dwell time T
D
i , but is determined by
tdi = max
(
tai + TDi , tdplan,i
)
. (3)
In contrast to the running time, the dwell time can hardly be controlled and random devi-
ations in the dwell time within the operation have to be handled. Consequently, the dwell
time cannot be assumed to be a predictable constant value. The dwell times follow a ran-
dom distribution fi(TDi ) which reflect the variations in the dwelling process and lead to the
dependency
tdi
(
tai ; fi(TDi )
)
.
In the system model each dwelling process is regarded as independent event in undisturbed
operation below the limit of capacity. The dwell time distribution fi(TDi ) is normalized
between the defined TDmin,i and T
D
max,i. However, the total planned allowance time U might
not be sufficient to cover all randomly occurring long dwell times along a line. There is still
the probability that the trains will arrive with a delay at target station. Hence, a maximum
tolerated threshold at the target station ϑ and the minimum percentage of trains Ψ which
shall arrive with a maximum delay of ϑ have to be defined and limit the search space.
Limitation of the search space
The upper borders for arrival and departure times at the intermediate stations are limited by
the probability P (OI |tai ) and P (OI |tdi ) which illustrate the probability of the event OI that
the train will arrive at the target station I within the tolerated threshold ϑ (see formulas
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(4) and (5)). If the probability is below Ψ this arrival or departure time will not satisfy the
constraints given by the operator and is therefore not a possible solution. Consequently, each
tolerated arrival or departure time must fulfill the equation
P (OI |tai ) = P (taI ≤ taplan,I + ϑ) ≥ Ψ, (4)
P (OI |tdi ) = P (taI ≤ taplan,I + ϑ) ≥ Ψ. (5)
Based on the initial values for the arrival times at the target station given in (6)
P (OI |taI ) =
1 t
a
I ≤ taplan,I + ϑ
0 taI > taplan,I + ϑ
(6)
these limits of tolerated departure stages can be calculated recursively by
P (OI |tdi ) =
P (OI |t
d
plan,i) tdi < tdplan,i
P (OI |tai+1 = tdi + TRmin,j + uj) tdi ≥ tdplan,i
(7)
The values at the arrival stages are determined recursively, as well, by the convolution of the
departure stages and the dwell time distribution at station i:
P (OI |tai ) =
∫ TDmax,i
TDmin,i
fi(τ) · P (OI |tdi = tai + τ)dτ. (8)
2.2 Quality criteria determination
For quantifying the quality of a timetable, three criteria Qq, q ∈ [1, 2, 3] are chosen which are
considered important from the operators or passengers point of view. As these criteria are
influenced by the stochastic of the dwell times and the non-linear constraints of the given
taplan,i and t
d
plan,i, they depend on fi(TDi ) and cannot be determined nominally, but their
expected values at each arrival and departure stage have to be calculated with a recursive
approach. Thereby the constraint that early departures (tdi < t
d
plan,i) are not permitted has to
be ensured.
Expected energy consumption
The amount of consumed energy depends on rolling stock and infrastructure characteristics of
the line, but also on the available time allowance uj on each section – which is assumed to be
used for energy-efficient driving. The energy consumption Ej(uj) for a given time allowance
can be calculated for each section j using algorithms described in the literature [How94].
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The expected energy consumption for each arrival and departure stage can be determined by
formulas (9)- (11).
Qd1,i(tdi ) =
Q
d
1,i(tdplan,i) tdi < tdplan,i
Ej(uj) +Qa1,i+1(tai+1 = tdi + uj + TRmin,j) tdi ≥ tdplan,i
(9)
Qa1,i(tai ) =
∫ TDmax,i
TDmin,i
fi(τ) ·Qd1,i(tai + τ)dτ (10)
Qa1,I(∀taI ) := 0 (11)
Expected delay at target station
As described in section 2.1 delays at the target station cannot be avoided. However, an
expected delay at the target station which could be important from the operators point of
view can be calculated for each departure and arrival time at all intermediate stations in the
following way:
Qd2,i(tdi ) =
Q
d
2,i(tdplan,i) tdi < tdplan,i
Qa2,i+1(tai+1 = tdi + uj + TRmin,j) tdi ≥ tdplan,i
(12)
Qa2,i(tai ) =
∫ TDmax,i
TDmin,i
fi(τ) ·Qd2,i(tai + τ)dτ (13)
Qa2,I(tai ) := max(0, taI − taplan,I) (14)
Expected delay at intermediate stations
Although the intermediate stations are regarded as minor objective concerning the opera-
tional stability, occurring delays are relevant from the passenger point of view. Therefore the
total amount of expected intermediate delay is the third optimization criteria which is given
by
Qd3,i(tdi ) =
Q
d
3,i(tdplan,i) tdi < tdplan,i
Qa3,i+1(tai+1 = tdi + uj + TRmin,j) tdi ≥ tdplan,i
(15)
Qa3,i(tai ) = max(0, tai − taplan,i) +
∫ TDmax,i
TDmin,i
fi(τ) ·Qd3,i(tai + τ)dτ (16)
Qa3,I(∀taI ) := 0 (17)
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3 Optimization Process
3.1 Multi-criteria running time allowance allocation
All quality criteria depend on the allocation of the allowance time uj along the train run.
Thereby they are modeled as “Markovian”, i.e. the value of a criterion at a certain state
Qdq,i(tdi ) does not depend on the previous states, but on the present state and the sequence of
decisions uj ...uJ that follow. Because the all quality criteria are Markovian, the multi-stage
optimization problem can be solved by dynamic programming [Bel57]. Thereby for each
departure time a decision has to be made about the amount of allowance time uj to spend
until the arrival stage at the next station. The decision is made based on the expected values
of the criteria within a multi-criteria approach.
Here, the weighted metrics method is used to determine a substitute objective criterion Q˜,
as this method is supposed to be less sensitive to the choice of weighting factors wq compared
to other methods of multi-criteria decision making [Ehr05]. The optimal time allowance u∗j is
determined for each departure time by the minimization of the distance to the optimal value
for each criterion:
Q˜(uj , tdi ) =
√√√√∑
q
wq
(
Qdq,i(uj , tdi )−min∀uj Q
d
q,i(uj , tdi )
)2
(18)
The optimal allowance time u∗j has to be found for each possible departure time tdi at each
stop using the substitute optimization criterion:
u∗j (tdi ) := min∀uj
Q˜(uj , tdi ) (19)
3.2 Timetable evaluation
The output of the allowance allocation process are for each possible departure and arrival
time at each station expected values of the relevant criteria for the remaining train run
until the target station. Hence, the values obtained for the given departure time at the first
station Qdq,1 give an indication about the timetable itself, because the criteria are significantly
influenced by taplan,i and t
d
plan,i.
In order to find the optimal timetable, multiple timetables Φk can be analyzed. In this
first approach, complete enumeration is used to find all potential combinations of taplan,i and
tdplan,i with respect to the minimal running and dwell times and following the constraint
taplan,i ≤ tdplan,i. After the stochastic running time allocation process the optimization criteria
Qd1,1(Φk), Qd2,1(Φk) and Qd3,1(Φk) can be used within a further multi-criteria optimization
approach to determine the best timetable Φ∗ (see (20)). The applied weighted metrics
method requires the definition of weighting factors vq for each timetable evaluation criteria.
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Φ∗ := min
∀Φk
√√√√∑
q
vq
(
Qdq,1,(Φk)−min∀Φk Q
d
q,1(Φk)
)2
(20)
4 Case study on a German regional train line
The algorithm has been tested on the regional railway line from Halberstadt (LHB) to As-
chersleben (LAL) in Germany which consists of six track sections. The planned travel time
today is 29 minutes, the sum of minimal running times is 21 minutes with one of the diesel
multiple units used here, i.e. 8 minutes must be used for dwelling at the five intermediate
stops and can partly be allocated as running time allowances. The timetable is given with
a precision of 1 min. The energy consumption as function of the running time has been
taken from the calculations of a driver advisory system application [Alb12]. The dwell time
distributions have been taken from historical data of the traffic control system. In order to
obtain departure times which are good for an entire day, only one dwell time distribution per
stop was used which contains data for entire operating days including morning and afternoon
peak as well as the off-peak hours.
For this line, 1287 different reasonable timetables exist (combinations of planned depar-
ture times at the intermediate stops, the planned arrival times were set equal to the planned
departure times). For all of them, the expected values for the optimization criteria were
determined using the following parameters: Ψ = 97%, ϑ = 2 min, w1 = w2 = w3 = 1 (quality
criteria given by the RU). Thereby the current computation time is about 4 hours which meets
the demands of the timetabling process. In Table 1 the obtained values for four timetables
are given: the three timetables which represent the minima for the individual criteria and the
best timetable using v1 = v2 = v3 = 1. The departure times for each of them can be taken
from Fig. 3. For each of the timetables, one specific run is illustrated in that figure, for which
it was assumed that each of the dwelling processes at the intermediate stops takes as long as
its 50%-quantile value.
Table 1: Expected values (Ev) and specific results (Sr) for train run with dwell time quan-
tile 0.5 for different timetables
Φ1 Φ2 Φ3 Φ4
Q1 Q2 Q3 Q1 Q2 Q3 Q1 Q2 Q3 Q1 Q2 Q3
Ev 96.8 115.6 39.95 111.1 0.2 587.1 101.2 62.1 0.2 106.4 1.7 2.0
Sr 95.2 103.0 38 110.0 0 456 99.4 45 0 103.1 0 0
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Figure 3: Schematic comparison of different timetables and corresponding optimized run-
ning times relating to dwell time quantile 0.5
4.1 Energy-optimal timetable Φ1
The gray diamonds show the arrival and departure times for the timetable which minimizes
the consumed total energy consumption during the run (dash-dotted line). As energy con-
sumption is the single optimization criteria, the other optimization criteria are not considered
besides the hard constraints (maximum tolerated delay at target station of 2 minutes is almost
exploited). Therefore the target station is not reached on time, but the additional running
time is used to increase the running times on almost all sections which decreases the en-
ergy consumption. The arrival and departure times at the intermediate stations are planned
according to a huge running time reserve which can be used for energy efficient driving.
4.2 Timetable with minimal delay at target station Φ2
The minimization of the expected target station delay leads to the optimal timetable which
is illustrated by the square-marked arrival and departure stages and the gray dashed line.
The timetable which leads to the minimal expected target station delay is a tensely planned
timetable which spends all the available allowance time on the last section. In addition, as
the running times are rounded down to the full minute, the planned running time is even not
sufficient to be punctual at the intermediate stops. Therefore, time optimal driving is applied
on every section except for the last section (LFE - LAL). No time allowance is neither used
for energy efficient driving nor waiting within a station for the departure time. As an obvious
result, this leads to high intermediate delay and energy consumption.
479
MT-ITS 2013
4.3 Timetable with minimal intermediate delay Φ3
The timetable which results in minimal intermediate arrival delays is represented by the
gray crosses at the stations and the dotted gray line. The calculations have shown, that for
higher assumed dwell time quantiles the arrival times at the intermediate stations can be
ensured, as well. Due to the fact that enough running time is allocated on each section, small
intermediate departure delays at the intermediate sections (e.g. at LHEW) can be caught up
until the next station. However, as for the choice of this timetable the target station delay is
not regarded, the remaining running time on the last station is not enough to arrive on time
at the target station.
4.4 Balanced timetable Φ4
The resulting timetable of a balance weighting between the three criteria is illustrated by the
black circles and the corresponding black time-space line. Apparently, the first intermediate
arrival and departure time are similar to the timetable Φ3. As the target station delay is
considered, as well, the running time on the following sections is shortened, in order to
enable a punctual arrival at the target station. In the displayed run with the 0.5-dwell time
quantile the train has to wait for the planned departure time at the stations LGAL and LNHM.
This leads to a higher total energy consumption, but to a significantly smaller delay at the
target station compared to timetables Φ1 and Φ3.
5 Conclusions and outlook
The proposed algorithm considers the uncertainties of the dwelling process in the timetabling
of regional railway lines explicitly and thus can provide mathematically optimized timetables.
It is important to notice that opposed to todays understanding of the timetabling process,
planned arrival and departure times have to be considered as goals which can be reached
with certain probabilities only.
As the approach consists of two multi-criteria optimization levels, the choice of the weight-
ing factors are a highly sensitive task. Therefore sensitive analysis towards the weighting
factors will be executed. At the moment, only the dwell times are regarded stochastic and
only the variations caused by the passenger boarding and alighting process have therefore
been considered. In further research the approach shall be extended for stochastic running
times (driving without DAS) and dwell times resulting from conflicts with other trains. Fur-
thermore, a benchmark shall be made with other stochastic timetabling approaches where
energy consumption is not considered at the moment [Vro05].
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Abstract 
Equilibrium models under congested traffic conditions, and especially those addressing 
blocking back, are very useful to estimate the demand conditions that ITS policies should be 
able to manage, for instance to maintain congestion within controlled areas and avoiding that 
they further spillback and cause more serious and/or less controllable congestion states. 
The objective of this paper is to supplement the equilibrium model, developed by the 
authors in recent research, with a more thorough analysis of merge behaviour, especially in 
cases of blocked nodes. Regulating the merger behaviour together with the demand pattern 
can lead to certain desired stationary states. It has a great practical significance when 
congestion is inevitable, while demand management and merge control are able to retain 
queues and spill-backs within the local area. 
Keywords: Equilibrium, Queuing, Merging, Blocking back, Merging control policy. 
1 Introduction 
This paper integrates and extends recent modelling developments of the authors in the area 
of quasi-dynamic traffic assignment problems [Smi13], which are recently being proposed as 
a convenient trade-off between modelling parsimony requirements sought in network 
equilibrium analysis and the more complex network effects caused by traffic congestion. 
By adopting a novel spatial queuing approach, in our previous work we derived 
equilibrium conditions that explicitly consider buffer spaces occupied by queues on links, 
which in turn determine the extent to which vehicles move in free driving mode within a link 
and the capacity restrictions due to blocking back at nodes. This allowed us to study the 
effect of limited queue storage capacity, and to determine signal time responses to both 
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saturation and buffer space capacities that guarantee an equilibrium to be reached, under 
certain conditions.  
In this study we focus on the impact of different merging policies on queue sizes and on 
equilibrium. Furthermore, a better understanding of the relationship between node models 
and equilibrium conditions allows us to assess different control strategies and give 
recommendations on how to manage (sub-)networks in an efficient way, either by metering 
competing flows so that they match both equilibrium and merging requirements, or by 
adopting specific signal setting policies on the merges that would guarantee solution 
convergence to equilibrium. 
The findings in this paper are relevant for ITS as they will contribute to network-wide 
dynamic traffic management by means of dynamic demand and supply control strategies 
which will be quickly found and used to control traffic in real time. A clear advantage of these 
models is their simplicity and their applicability within more complex online control 
systems. 
2 Equilibrium with queuing, block-back and capacity constraints 
This section summarizes the main model developments in [Smi13], which represent the 
basic information used to apply and analyse different merge models. 
Under congested conditions, queues emerge at bottlenecks, and under some condition 
they back-propagate. In line with the philosophy adopted in [Smi13] we are not considering 
in this study the spatio-temporal propagation of the queue fronts within a link and onto 
nodes. Instead, we account for the effects of space taken up by traffic queues and spillback 
onto nodes within an equilibrium model, which requires only the explicit calculation of steady 
state conditions, and not necessarily its transient evolution. This type of approach is being 
referred to as quasi-dynamic equilibrium formulation (see e.g. [Dag98], [Bli12]). 
2.1 The basic link model  
The quasi-dynamic assignment formulation developed in [Smi13] lays its foundations on a 
special link model, which explicitly takes into account the reduced space in free-driving mode 
due to the occurrence of a queue in the link. 
Let 𝑣𝑖 be the flow entering link 𝑖, 𝑠𝑖 the saturation flow at the exit of link 𝑖, and 𝑄𝑖  the 
queue of vehicles waiting to exit link 𝑖; let the maximum possible value of 𝑄𝑖  be 𝑀𝑎𝑥𝑄𝑖 and 
the time to traverse the entire length of link  𝑖 (when the queue  𝑄𝑖 = 0) is  𝑐𝑖(𝑣𝑖). Feasibility 
conditions are the inequalities 𝑣𝑖 ≤ 𝑠𝑖 and 𝑄𝑖 ≤ 𝑀𝑎𝑥𝑄𝑖 . 
Let also 𝑏𝑖 be the delay due to queuing experienced by vehicles, from the moment they 
joined the queue until they exited link 𝑖. Using the classical Little’s law we can assume 
𝑏𝑖 = 𝑄𝑖 𝑠𝑖⁄ . 
Consider the case where 0 ≤ 𝑄𝑖 ≤ 𝑀𝑎𝑥𝑄𝑖. In this case, the queue occupies part of the 
length of link 𝑖, so the cost in free-driving mode tends to decrease with increasing 𝑄𝑖 . The 
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time for traversing link 𝑖 will thus be the sum of a non-queueing component and a queueing 
component, which are mutually varying. This mutual consistency can be modelled in a rather 
simple manner with the following relationship, which provides the total cost spent to 
traverse link 𝑖: 
𝑆𝑢𝑚𝑖 = 𝑐𝑖(𝑣𝑖) + 𝑘𝑖𝑏𝑖 (1) 
where ki is denoted as the ‘shrinkage’ factor.  In [Smi13] it has been shown that in case of no 
blocking back this shrinkage factor takes the expression 
𝑘𝑖 = 1 − 𝑠𝑖𝑐𝑖(𝑠𝑖)/𝑀𝑎𝑥𝑄𝑖 (2) 
Expression (2) prevents the typical overestimation problem when vertical queuing is 
used; in fact, if 𝑄𝑖 = 0 then 𝑆𝑢𝑚𝑖 = 𝑐𝑖(𝑣𝑖), which is rather straightforward as the total costs is 
consisting of only the driving time to traverse the whole link as function of the flow, while if 
𝑄𝑖 = 𝑀𝑎𝑥𝑄𝑖 then 𝑆𝑢𝑚𝑖 = 𝑀𝑎𝑥𝑄𝑖 𝑠𝑖⁄ = 𝑀𝑎𝑥𝑏𝑖, so the total cost to traverse the fully congested 
link consists of only the queuing delay. For all values 0 < 𝑄𝑖 < 𝑀𝑎𝑥𝑄𝑖 it can be observed that 
𝑘𝑖 > 0. 
Note that it would be more ‘natural’ to adopt a shrinkage factor to multiply 𝑐𝑖(𝑣𝑖), as it 
seems more intuitive to observe a reduced space in free-driving mode. However, it can be 
shown that a multiplier ℎ𝑖 = [𝑀𝑎𝑥𝑄𝑖 − 𝑄𝑖] 𝑀𝑎𝑥𝑄𝑖⁄  associated to 𝑐𝑖(𝑣𝑖) leads to the same 
expression. In addition, 𝑘𝑖 does not depend on 𝑄𝑖 , which is found only solving the equilibrium 
problem, while expression (2) solely depends on constant and predetermined parameters. A 
demonstration of the equivalence between shrinkage factors 𝑘𝑖 and ℎ𝑖 can be found in 
[Smi13]. 
Expressions (1)-(2) assume no blocking back, so that the condition 𝑄𝑖 > 0 can occur only 
if 𝑣𝑖 = 𝑠𝑖. When link outflow is restricted by downstream queue filling a downstream link 
and overflowing, the flow along link 𝑖 can be less than 𝑠𝑖. The shrinkage factor 𝑘𝑖 becomes in 
this case dependent on 𝑣𝑖 and is no longer constant: 
𝑆𝑢𝑚𝑖 = 𝑐𝑖(𝑣𝑖) + 𝑘𝑖𝑏𝑖 = 𝑐𝑖(𝑣𝑖) + [1 − 𝑣𝑖𝑐𝑖(𝑣𝑖)/𝑀𝑎𝑥𝑄𝑖]𝑏𝑖 (3) 
2.2. Network representation 
The network representation in this study follows the multi-level framework used extensively 
in past studies to model multi-commodity flows. For more details one should look at [Smi13]. 
2.3. Equilibrium formulation 
We use the standard Wardrop [War52] notion that for each OD pair more costly routes are 
unused. Again, details on equilibrium conditions and the Variational Inequality formulation 
derived are found in [Smi13]. For sake of keeping the paper to the required size limits we 
directly deal with the problem analysing a simple network example, which serves as proof of 
concept. 
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2.4 A simple numerical example 
Consider the network in Figure 1; two OD pairs are joined by three routes as follows. 
 
Figure 1: Simple network with one bottleneck, two origins and one destination. 
 Route 1 (the bypass) joins the OD pair [A,B], and has just link 1. 
 Route 2 joins OD pair [A,B], and has links 2, 3 and 0.  
 Route 3 joins OD pair [C,B], and has links 4, 3 and 0. 
Link 2 has a saturation flow at the exit of  𝑠2 vehicles per minute and link 3 has a 
saturation flow at the exit of  𝑠3  vehicles per minute. All other links will have very large 
saturation flows and 𝑠2 > 𝑠3 so the exit of link 3 is a bottleneck. Links 2 and 4 merge at M. 
The steady OD flow rate from A to B is fixed at  𝑇𝐴𝐵 vehicles per minute where 𝑇𝐴𝐵 > 0.  The 
steady OD flow rate from C to B is fixed at  𝑇𝐶𝐵  vehicles. If 𝑣𝑖 is the flow rate along link 𝑖, we 
suppose that with no queueing the time taken to traverse link 𝑖 (i = 0, 1, 2, 3, 4) will be 𝑐𝑖(𝑣𝑖). 
We assume that link 0 has zero travel time as it does not influence the results. 
In case of no merging traffic, 𝑇𝐶𝐵=0. We assume that  𝑇𝐴𝐵 > 𝑠3 so that not all the demand 
can be served in the considered time period (here and for all the analysis considered 
unitary), and that 𝑐2(𝑣2) + 𝑐3(𝑣3) < 𝑐1(𝑣1) ≤ 𝑐2(𝑣2) + 𝑀𝑎𝑥𝑏3so at equilibrium queuing 
occurs at link 3, but conditions are such that this queue does not get longer than the 
maximum buffer space 𝑀𝑎𝑥𝑄3. To determine the bottleneck delay on link 3 at equilibrium we 
use link performance model (3). Then 𝑐1(𝑣1) = 𝑐2(𝑠3) + 𝑐3(𝑠3) + 𝑘3𝑏3, and considering that  
𝑇𝐴𝐵 = 𝑣1 + 𝑠3 + 𝑄3 hence 
𝑏3 =
𝑐1(𝑇𝐴𝐵 − 𝑠3 − 𝑄3) − (𝑐2(𝑠3) + 𝑐3(𝑠3))
[1 − 𝑠3𝑐3(𝑠3)/𝑀𝑎𝑥𝑄3]
 (4) 
considering  𝑘3 = [1 − 𝑠3𝑐3(𝑠3)/𝑀𝑎𝑥𝑄3] by (2), and 𝑄3 = 𝑏3𝑠3 by the Little’s law. Thus, the 
steady-state equilibrium queueing delay (and the equilibrium queue) depends on the 
uncongested travel times, the outflow capacity of link 3 and the storage-capacity of link 3. 
We now consider the case of blocking back occurring at node M; we also assume that there 
is not yet merging traffic flow. Suppose that𝑐2(𝑣2) + 𝑀𝑎𝑥𝑏3 < 𝑐1(𝑣1) ≤  𝑀𝑎𝑥𝑏2  + 𝑀𝑎𝑥𝑏3. 
The link 3 queue must then spillback onto link 2. The equilibrium queues will be such that 
the total delay incurred on the two queued links 2 and 3 equals the uncongested travel time 
1 
2 3 
4 
BOTTLENECK  
                              
A B 
 C 
M 
bypass 
0 
MT-ITS 2013
486
difference between two alternative routes joining A and B. So, now 𝑐1(𝑣1) = 𝑐2(𝑠3) + 𝑘2𝑏2 +
𝑀𝑎𝑥𝑏3 using (3). Considering now that 𝑇𝐴𝐵 = 𝑣1 + 𝑠3 + 𝑄2 + 𝑀𝑎𝑥𝑄3  in this case 
𝑏2 =
[(𝑐1(𝑇𝐴𝐵 − 𝑠3 − 𝑄2 − 𝑀𝑎𝑥𝑄3) − (𝑐2(𝑠3) + 𝑐3(𝑠3)))– (𝑀𝑎𝑥𝑄3/𝑠3– 𝑐3(𝑠3))] 
[1– 𝑠3𝑐2(𝑠3)/𝑀𝑎𝑥𝑄2]
 
(5) 
considering 𝑘2 = [1 − 𝑠3𝑐2(𝑠3)/𝑀𝑎𝑥𝑄2] and 𝑄2 = 𝑏2𝑠3. Queuing delay becomes this time a 
function of the link travel times, the link saturation flow of link 3 and the storage-capacity of 
both links 2 and 3. These equations show the dependence of the steady-state queue on a link 
upstream of the block back node M and on the queue storage-capacity of the blocked link 3. 
One may easily verify that equilibrium cannot be achieved in this network if 𝑐1(𝑣1) >
𝑀𝑎𝑥𝑏3 + 𝑀𝑎𝑥𝑏2, i.e. route 1 is not appealing even with fully saturated links 2 and 3. Any 
queue in this case would spillback onto origin node A, and thus outside the analysed 
network. 
We have so far analysed situations where no merging flow enters the system from node M 
coming from origin C. If  𝑇𝐶𝐵 > 0 some portion of the flow and the queue observed at link 3 is 
taken by this demand, and reduces the opportunity for link 2. Given therefore a fixed 
demand, 𝑇𝐶𝐵, we should specify a realistic merge operation. To add this extra complexity, we 
need to specify a merge model. In the following section we introduce different merge models 
proposed in literature, and analyse how the choice of a specific model form affects the 
existence of equilibrium. 
3 Merge models 
To analyse the impact of different merge models we refer again to the example network of 
Figure 1, therefore we deal with the problem in this study of only two merging flows onto 
one capacitated link. We will elaborate a general formulation with multiple merging and 
diverging links in future research. 
 It is straightforward to observe that, to have equilibrium, and if conservation of vehicles 
principle holds, there must be no distinction between sending and receiving flows, as it is 
instead done in dynamic network loading models. No stationariety would otherwise be 
observed in the system and queues would be time dependent. This can be formulated as: 
𝑟2 =
𝑣2
𝑣2 + 𝑣4
, 𝑟4 =
𝑣4
𝑣2 + 𝑣4
 ⇒  𝑝 =
𝑟2
𝑟4
=
𝑣2
𝑣4
 (6) 
Therefore, the type of priority observed at the merge determines the proportion between 
flows 𝑣2 and 𝑣4 to be met at equilibrium. This holds for any arbitrary time period, and 
therefore also for the analysed unitary time period. 
At equilibrium, four possible states can occur, involving two merging links: 1) No queue is 
observed at any of the entering links as demand is low; 2) Only link 2 is queued; 3) Only link 
4 is queued; and 4) Both links are queued.  
Various merge ratios are suitable for different layouts, different junction geometries and 
different “controls”. A variety of factors in real life determine how these output flows and 
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delays are distributed among the two approaching traffic streams. Here we distinguish and 
discuss some basic rule: 
 Fixed merge models 
Merge ratios can be assumed constant, and the ratio 𝑝 can be fixed according to observed 
behaviour in real merging situations. Examples of these models in literature are the 
Daganzo’s fixed merge model [Dag98], where 𝑝 can take any arbitrary value. An instance of 
Daganzo’s fixed merge model is the “zipper” rule, which assumes that drivers give way to the 
other approach in such a way that vehicles from the two approaches alternate with equal 
frequency. The model is obtained by letting the distribution fractions in the previous model 
be ½. 
  “Fair shares” merge models 
These models assume that merge behaviour is in dependent on the traffic load of each 
merging link, or has some relationship with the importance of the roads, normally 
represented by their capacity. In this class of models distribution fractions are proportional 
to the flows along the incoming links, i.e. the higher flow tends to get more priority. This 
means, in mathematical terms, that  𝑝 =  𝑣1/(𝑣1 + 𝑣2), or they can be proportional to the 
saturation flows of the incoming links, i.e. more capacitated links get more priority. This 
means, in mathematical terms, that 𝑝 =  𝑠1/(𝑠1 + 𝑠2). 
 Equal delay merge models 
A third and perhaps more sophisticated merge rule is that merge priority is in some way 
proportional to the queue lengths or the delay incurred at each merging link. This rule 
mimics the natural behaviour of drivers who tend to get more risk prone and less inclined to 
give way to if they had to wait longer for their turn. In mathematical terms, this means that a 
new equilibrium condition is imposed in the system. In this paper we do not distinguish the 
two equilibrium conditions (equal queue length or equal delay) as they are equivalent due to 
the adoption of Little’s law. 
 Equilibrium and merging constraints 3.1
We assume that link 1 is used and link 3 is fully saturated. We assume initially that no queues 
are observed at links 2 and 4, but only, eventually, at link 3. It holds straightforwardly: 
𝑐1(𝑣1) = 𝑐2(𝑣2) + 𝑐3(𝑠3) + 𝑘3𝑏3 
𝑇𝐴𝐵 = 𝑣1 + 𝑟2(𝑠3 + 𝑄3) = 𝑣1 +
𝑝
𝑝 + 1
(𝑠3 + 𝑄3) 
𝑇𝐶𝐵 = 𝑟4(𝑠3 + 𝑄3) =
1
𝑝 + 1
(𝑠3 + 𝑄3) 
(7) 
Equations (7) are necessary conditions to observe equilibrium on the simple network in 
Figure 1, which satisfies the merging fraction 𝑝 introduced in eqn (6) while no queue 
emerges on both merging links. Considering 𝑘3 = [1 − 𝑠3𝑐3(𝑠3)/𝑀𝑎𝑥𝑄3]  by (2), and 
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𝑄3 = 𝑏3𝑠3 by the Little’s law, we obtain 
𝑏3 =
𝑐1(𝑇𝐴𝐵 −
𝑝
𝑝 + 1
(𝑠3 + 𝑄3)) − (𝑐2(𝑠3) + 𝑐3(𝑠3))
1 − 𝑠3𝑐3(𝑠3)/𝑀𝑎𝑥𝑄3
 (8) 
If instead maximum queue is reached at link 3, 𝑀𝑎𝑥𝑄3, while link 2 is the only one queued 
(point C), using eqn (2) to account for the relation between free-driving and queuing delay 
onto the link, we obtain: 
𝑐1(𝑣1) = 𝑐2(𝑣2) + 𝑘2𝑏2 + 𝑀𝑎𝑥𝑏3  
𝑇𝐴𝐵 = 𝑣1 + 𝑄2 + 𝑟2(𝑠3 + 𝑀𝑎𝑥𝑄3) = 𝑣1 + 𝑄2 +
𝑝
𝑝 + 1
(𝑠3 + 𝑀𝑎𝑥𝑄3) 
𝑇𝐶𝐵 = 𝑟4(𝑠3 + 𝑀𝑎𝑥𝑄3) =
1
𝑝 + 1
(𝑠3 + 𝑀𝑎𝑥𝑄3) 
(9) 
resulting in  
𝑏2 =
𝑐1(𝑇𝐴𝐵 − 𝑄2 −
𝑝
𝑝 + 1
(𝑠3 + 𝑀𝑎𝑥𝑄3)) − (𝑐2(𝑠3) + 𝑐3(𝑠3))
1 − 𝑠3𝑐3(𝑠3)/𝑀𝑎𝑥𝑄3
 (10) 
The case of a queuing delay observed only at link 4 results in 
𝑐1(𝑣1) = 𝑐2(𝑣2) + 𝑀𝑎𝑥𝑏3 
𝑇𝐴𝐵 = 𝑣1 + 𝑣2 + 𝑟2(𝑠3 + 𝑀𝑎𝑥𝑄3) = 𝑣1 +
𝑝
𝑝 + 1
(𝑠3 + 𝑀𝑎𝑥𝑄3) 
𝑇𝐶𝐵 = 𝑄4 + 𝑟4(𝑠3 + 𝑀𝑎𝑥𝑄3) = 𝑄4 +
1
𝑝 + 1
(𝑠3 + 𝑀𝑎𝑥𝑄3) 
(11) 
Finally if at both merging links stationary queues are observed it holds: 
𝑐1(𝑣1) = 𝑐2(𝑣2) + 𝑘2𝑏2 + 𝑀𝑎𝑥𝑏3 
𝑇𝐴𝐵 = 𝑣1 + 𝑄2 + 𝑟2(𝑠3 + 𝑀𝑎𝑥𝑄3) = 𝑣1 + 𝑄2 +
𝑝
𝑝 + 1
(𝑠3 + 𝑀𝑎𝑥𝑄3) 
𝑇𝐶𝐵 = 𝑄4 + 𝑟4(𝑠3 + 𝑀𝑎𝑥𝑄3) = 𝑄4 +
1
𝑝 + 1
(𝑠3 + 𝑀𝑎𝑥𝑄3) 
(12) 
resulting in a similar formulation for 𝑏2 as (10). 
We want to stress out that the above components are summed considering a unitary time 
dimension. For example looking at eqn (15), one should read for the demand equations of 
𝑇𝐴𝐵 and 𝑇𝐶𝐵 that they are sum of an amount of vehicles flowing (𝑣1 + 𝑠3 and 𝑠3, respectively), 
and an amount holding in queue (𝑄2 +
𝑝
𝑝+1
𝑀𝑎𝑥𝑄3 and 𝑄4 +
1
𝑝+1
𝑀𝑎𝑥𝑄3, respectively) during 
a certain unitary period. 
Looking at eqns (7)-(12), a desirable condition in managing (sub-)networks such as the 
one depicted in Figure 1, would be to coordinate the inflow into such systems and the 
merging priorities in such a way that equilibrium could be met. This could be a very basic 
area traffic control strategy, which may prevent congestion to back-propagate outside of the 
controlled area, so that the “damage” of blocking back could be contained to a maximum 
acceptable extent. It could be even more desirable if an automatic and local control policy 
would be able to adapt the priority 𝑝 parameter such that a range of feasible demand 
conditions could be handled and equilibrated. In the following section we aim at deriving a 
very simple analytical model with this goal. 
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 A combined demand management and merge control strategy 3.2
Taking again the example network of Figure 1, a combined inflow and merge control can be 
designed regarding specific management objectives. For example, if higher priority is given to 
link 2 in order to make sure that queues stay within downstream links, the merge 
distribution fraction is determined to guarantee higher merge fractions to flow 2. 
Here we analyse the case where we do not put priority to any of the two merging flows, 
and we derive analytically the conditions for the inflows and the priority 𝑝 in case of fixed 
merge models. Considering only the case of a queue blocking node M and back-propagating 
onto links 2 and 4 (thus equilibrium conditions (12)), if we assume desired queue states 
𝑄2 ≤ 𝑀𝑎𝑥𝑄2 to avoid spillback onto node A, and no restriction is imposed on queue 𝑄4 we 
have to simply add the constraint 
𝑇𝐴𝐵 − 𝑣1 −
𝑝
𝑝 + 1
(𝑠3 + 𝑀𝑎𝑥𝑄3) ≤ 𝑀𝑎𝑥𝑄2 
(13) 
which sets a specific range of possible priority fractions 𝑝, given 𝑇𝐴𝐵. Vice-versa, 𝑇𝐴𝐵 could be 
limited in such a way that a certain merge priority 𝑝 is allowed. 
If the equal delay merge model replaces the fixed merge as the merge constraint, an 
additional constraint determines the extent to which  𝑄4  can vary. Considering the 
concurrent use of link 3 determined by the assumed merge priority 𝑝 we obtain 
𝑄2
𝑟2𝑠3
=
𝑄4
𝑟4𝑠3
  
(14) 
which, considering that 𝑟2 = 𝑝/(1 + 𝑝) and 𝑟4 = 1/(1 + 𝑝) it makes the simple constraint 
𝑄2 = 𝑝𝑄4. 
More generally, from the manager’s point of view, it is more desirable to control the merge 
behaviour in a way that by adjusting the merge distribution fraction, equilibrium results can 
be obtained with conditions on feasible demand sets. The P0 control policy of [Smi79] is 
analysed here. The main motivation to use this classical local control policy is to complement 
the spillback-avoiding strategy, guaranteed by inequality (13), with a control policy aimed at 
maximising the total network throughput, instead of being fair towards each merging link, as 
guaranteed by the equal delay condition (14). 
A P0-like control policy aimed at managing the system while keeping congestion within 
the controlled system should take into account the different pressure coming from the 
merging links (represented by the link saturation flows), but in the same time guarantee that 
a maximum number of vehicles is sent to the downstream link, which means in Figure 1, to 
make sure that 𝑠3 + 𝑀𝑎𝑥𝑄3 is sent. This is achieved by adding the following extra constraint 
to the network equilibrium condition: 
𝑠2. [𝑟2(𝑠3 + 𝑀𝑎𝑥𝑄3)/𝑟2𝑠3] + 𝑄2 = 𝑠4. [𝑟4(𝑠3 + 𝑀𝑎𝑥𝑄3)/𝑟4𝑠3] + 𝑄4 (15) 
where the first component of each side controls the flowing part of the system, while the 
second depends on the queued part. 
In future papers we will discuss the properties of this control strategy (especially in terms 
of stability) and test it onto different networks, and we will compare it with other policies 
such as the equal delay policy. 
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4 Conclusions 
This paper has extended an equilibrium model for congested networks, previously developed 
by the authors, by analysing the impact of different merge models. 
Adding merge priorities imposes additional constraints to the existence of an equilibrium. 
Inversely, using these constraints in combination with Wardrop conditions enables one to 
identify desirable control states, for which if queues emerge and eventually back-propagate 
onto the nodes internal to the controllable network, they are likely to stabilize and stay 
within the controlled area. 
Future steps will be to make a more thorough analysis of uniqueness and stability of these 
control strategies, and to test different management objectives, which could integrate the 
introduced basic constraints, for instance throughput maximization. 
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Abstract 
Intersections are the most critical elements of road networks, especially in urban contexts. In 
the representation of junctions for macroscopic DTA models, the usual assumption is that 
every conflict among intersecting traffic streams of different manoeuvres is fully solved by 
traffic signals. This simplifies the simulation of intersections, given that only merging and 
diversions are to be reproduced, and most DTA models are capable of addressing these basic 
topologies. However, quite often in practice we have intersecting manoeuvres that comply 
with some precedence and/or gap-acceptance rule, even in signalized junctions. These 
phenomena are very well tackled by micro-simulation models, while limited research has 
been produced to successfully and efficiently represent nodes with conflict areas in 
macroscopic models for Dynamic Traffic Assignment. This article addresses the above issue, 
providing a new formulation for conflicting traffic streams in the context of the General Link 
Transmission Model. To this end, the merging model with priorities is extended by 
associating a capacity to each manoeuvre, while the scarce resource to be split becomes the 
time of the conflict area. A specific parameter to reproduce different driver behaviour from 
polite to aggressive is also introduced. The model has been implemented in the software for 
Dynamic Traffic Assignment called TRE. Numerical results are presented to show how the 
model works for different combinations of flows, capacities and priorities. 
Keywords: junctions with conflicting manoeuvres, Link Transmission Model, Dynamic 
Network Loading, turn priorities, polite vs. aggressive driver behavior. 
1 Introduction 
Dynamic Traffic Assignment (DTA) has recently received a considerable attention as an 
effective tool for real-time traffic management [Gen11]. Reliable DTA models are necessary 
for realistic estimation of current traffic states and prediction of traffic conditions in the near 
future. 
The node model plays a crucial role in macroscopic DTA, since most delays actually occur 
at intersections, especially in urban networks. A conflict area model is meant to simulate in 
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this framework a junction point where multiple flow streams intersect each other without 
signal regulation, with enough realism to correctly reproduce travel times and turn flows. A 
typical junction has three different types of conflicts: merging, diversion and crossing. In this 
paper we concentrate on crossing conflicts. 
In most traffic assignment models, intersections are topological elements with no space 
dimension, i.e. no time or cost is spent by the users to cross them; at most, a turn delay is 
considered. Due to the common assumption of arc cost separability, the reciprocal influence 
among crossing flows is neglected, even if they cross the same junction at the same time. 
Some models consider a total capacity for intersection nodes, with the unrealistic 
assumption that the total volume crossing the node contributes to its impedance and the 
impedance is the same for all flows. In real traffic, vehicles interact only at specific conflict 
points, usually between two maneuvers, that are delayed increasingly to the opposite flow 
volume. 
In the Highway Capacity Manual (HCM), which is often used by traffic engineers to 
evaluate the level of service of an intersection, a left turn adjustment factor is introduced 
depending on the level of protection and on the effective opposing flow. In microscopic 
models, a gap-acceptance approach is typically implemented, as is the case of Vissim 
[PTV10]. This is based on the critical gap value, which represents the minimum average 
headway between vehicles of the opposite stream that will be accepted by drivers to cross 
the conflict point. 
Macroscopic models avoid to reproduce interactions among individual vehicles by 
adopting a representation of traffic as a mono-dimensional partly compressible fluid, to gain 
simulation robustness and computation runtimes. A recent approach to improve the 
simulations of conflict points in DTA is based on representing junctions as mini-networks 
[Cor12] and [Tid12]. This spatial intersection model introduces dummy nodes and links to 
simulate conflict areas with internal constraints. Our model further develops this approach. 
The proposed conflict area model, preliminary validated against a microsimulator 
(Vissim), has proved to be successful in reproducing with suitable accuracy several different 
situations, including: non-controlled junctions, junctions with different kinds of precedence 
or yield-of way, such as: two-way stop junctions, two-way yield junctions, and four-way stop 
junctions. It can also be used with roundabouts and junctions equipped with traffic lights. 
Given this flexibility, it was also implemented in the node model of the General Link 
Transmission Model (GLTM), which is the propagation engine of the software TRE - Traffic 
Realtime Equilibrium, by SISTeMA. 
The paper is organised as follows. The second chapter provides the mathematical 
formulation of the model. It also shows how conflict areas can be coded in Visum – the travel 
demand modelling software by PTV Group. The third chapter demonstrates the validation of 
the model through numerous examples and different scenarios. Last chapter provides 
concluding remarks. 
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2 Model Description 
The model aims at representing the effects of different factors influencing each turning 
movement, and that thus affect the efficiency of the junction. It should be mentioned that 
there are no restrictions in the number of conflict areas in a junction, or in the number of 
conflict areas encountered (in a specific order) by one turn. 
 Mathematical Formulation 2.1
The notation used to formulate the model is presented in the Table 1 below.  
Table 1: Notation and description of used terms 
Notation Description 
N  the set of nodes 
,i j N  generic nodes 
A N N   the set of arcs 
,a b A  generic arcs 
[ ]a a N    the final node, or head, of arc a A  
[ ]a a N    the initial node, or tail, of arc a A  
( , )G N A  graph, representing the road network 
Y A A   the set of turns, representing the permitted manoeuvres 
[ ]iY Y i Y   the set of turns of node i N  
y Y  generic turn 
[ ]i i A    the forward star of node i N ,  :i a A a i     
[ ]i i A    the backward star of node i N ,  :i a A a i     
[ ]y y A    the final arc, or head, of turn y Y  
[ ]y y A    the initial arc, or tail, of turn y Y  
C  the set of conflict areas 
iC  the set of conflict areas of node i N  
c C  generic conflict area 
cY  the set of turns of conflict area c C  
rem
cY  the remaining turns of conflict area c C  
y  the capacity of turn y Y  
y  the capacity reduction factor of turn y Y  
send
yq  the total sending flow of turn y Y  
recv
yq  the total receiving flow of turn y Y  
rem
yq  the remaining sending flow of turn y Y  
yq  the actual flow of turn y Y  
y  the priority factor of turn y Y  
[0,1]c   the driving behaviour parameter of conflict area c C  
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Notation Description 
c  the capacity reduction factor of conflict area c C  
rem
c  the remaining time share of conflict area c C  
Note that most of these variables are temporal profiles, i.e. functions of times. However, 
the conflict area model is a particular specification of the node model in the Link 
Transmission Model, which is as usual solved for each instant (or time interval). For this 
reason there is no need to make explicit reference to the current instant. 
The proposed model is an iterative process where the remaining demand is possibly 
assigned to the remaining supply. All variables with rem as a superscript refer to the current 
status of the iterative process. 
The model introduces a reduction factor for the capacity of each turn; these can be 
asymmetrical, due to different prudential approach to the junction, decrease in speed, safety 
considerations, and type of control. The model takes also into account the general loss of 
efficiency in the usage of the junction due to the presence of the conflict area; this is provided 
through a reduction factor that is applied to the time share of the conflict area itself (that is 
the resource to split among manoeuvres). 
Then, turn priority factors are included, in a way that each turn gets proportional share of 
remaining time of the conflict area (also depending on turn capacities). 
Finally, vehicle behaviour is modelled through a coefficient that represents the 
“politeness” vs the “aggressiveness” of the drivers regarding the possibility of occupying the 
conflict area, even when there is no available space for them downstream due to queue 
spillback (represented in our case by a limited receiving flow). This results in blocking the 
conflict area with a wasting of its available time. 
The mathematical formulation of the model is presented below. 
:remc c   
: (1 ) min{ , }rem send send recvt c t c t tq q q q       
:remc cT T  
do until remcT   or 0
rem
c   
for each remct T  
min ,
rem
c
rem rem t t t
t t t t c
u u u
u T
q
  
   
  

 
  
    
  
 

 
:t t tq q    
:rem remt t tq q    
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:rem rem tc c
t t

 
 
 

 
if 0remtq   then : { }
rem rem
c cT T t   
next t  
loop 
: (1 ) min , ;1
recv
t
t c c t c t
t
q
q t T q q
q
 
 
        
 
 
The above procedure can be synthetized in the following Conflict Area Model: 
 , , ; , ; , , , ,CAM send recvt t u u c c c u u u c cq q q q u T u T t T           . 
 Modelling Conflict Areas in Visum 2.2
To reproduce conflict areas in TRE, they first have to be coded in a data structure. In Visum 
this is ensured by creating five user-defined attributes for lane turns: 
 CONFLICTAREA. Each conflict area is denoted with a string (in the examples we used 
capital letters: A, B…). A conflict area is composed of exclusively two manoeuvres. 
Flows of lane turns intersecting in a conflict area are both tagged with that string. In 
case a lane turn flow crosses several conflict areas, they are reported in order of 
crossing and are comma separated (i.e. A, B). 
 PRIORITY. The non-negative priority factor is a parameter of proportionality, 
together with turn capacities, to the time share of a conflict area that is reserved to 
each conflicting flow.  
 REDUCTIONFACTOR. Capacity reduction factor due to prudential approach to the 
junction. It acts as a multiplier of the remaining time share of conflict area. It takes 
values in the range of [0, 1], meaning that 1 represents no reduction in the remaining 
time share, and 0 means that there is no time available. 
 CONFLICTAREAREDUCTION. The general loss of efficiency in the usage of the 
junction due to the presence of the conflict area. 
 DRIVERBEHAVIOUR. Represents the human factor that affects the efficiency of a 
junction in case when the sending flow of a turn is constrained by its forward star, 
which cause disturbances and can affect the conflicting flow. This is the parameter of a 
conflict area, not the turn itself. Therefore, every turn of a conflict area should have 
the same value of the parameter. It takes values in the range of [0, 1], where 0 
represents “polite” behaviour (no effect of the constrained flow on its conflicting flow) 
and 1 is used for “impolite” behaviour (conflicting flow is influenced by minimum 
capacity ratio). 
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Once lane turns are created, they have to be filled in with values for all conflict areas. It is 
done in Junction editor/Geometry/Lane turns. If no value is entered in some of the fields, it is 
assumed to be 1. If turn belongs to several conflict areas and only one value is entered in the 
field, it is assumed value for all the conflict areas. Different values for different conflict areas 
are comma separated. 
3 Model Analysis 
Several tests have been conducted to demonstrate the behaviour of the model. The structure 
of the junctions used in the tests is shown in the Figure 1. The model proved to be very 
robust during the whole testing. 
a)     b)  
Figure 1: Test junctions: a) for scenarios 1-4 and b) for scenarios 5, 6 
Scenario 1 – General conflict area effect. Here we introduce the general effect of the 
conflict area. All the input parameters are set to be equal. Results of this test can be used as a 
reference to be compared with other scenarios. Table 2 shows the values that are used in the 
simulation, as well as the simulation results. 
Since all the supply and demand characteristics are identical, calculation for the 
competing flows to pass the junction is quite straightforward. From available time share of 
the conflict area, both flows are assigned equal share of it (50%). 
Table 2: Scenario 1: input and output values 
Movement 
 Input Output 
t  
send
tq  t  t  c  c  tq  
Straight move. 2000 1800 1 1 
1 1 
1000 
Left turn 2000 1800 1 1 1000 
Scenario 2 – Effect of priority (x, 0), where x > 0. The case when one priority is set to 0 
and the other has positive value corresponds to the situation where the priority flow doesn’t 
have any constraints from the conflicting flow ( sendt tq q ). If there is any capacity left 
unused ( sendt tq  ), this time share of conflict area will be allotted to the non-priority flow. 
The table below depicts this situation. In our specific example, after the whole priority flow 
freely passes the intersection, the remainder of the available time share is then dedicated and 
used by the left turn. 
A
B
1
2
3
A
1
2
A
1
3
B
2
4
A
B
1
2
3
A
1
2
A
1
3
B
2
4
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Table 3: Scenario 2: input and output values 
Movement 
 Input Output 
t  
send
tq  t  t  c  c  tq  
Straight move. 2000 1800 2 1 
1 1 
1800 
Left turn 2000 1800 0 1 200 
Scenario 3 – Effect of priority (x, y), where x > 0 and y > 0. When both flows have 
certain positive-valued priorities, calculation gets more complex. This depicts the real-world 
situation where non-priority flow is competing to get through the junction. This competing 
results in splitting the available time share of a conflict area.  
 
Figure 2: Scenario 3: Influence of priority parameters on turn capacities 
In this analysis we show the relation between capacities in case when one turn has fixed 
priority parameter of 1, and the other one has increasing priority from 1 to 10. Figure 2 
shows graphical results. 
Scenario 4 – Effect of capacity. This represents the case where vehicles on wider lane 
turn have the same time available but more space to flow contemporaneously.  
Table 4: Scenario 4: effect of capacity 
Case 
Priority parameter Turn capacity 
Manoeuvre 1 Manoeuvre 2 Manoeuvre 1 Manouvre 2 
1 1 1 333 1333 
2 2 1 500 1000 
3 3 1 600 800 
4 4 1 667 667 
5 5 1 714 571 
6 6 1 750 500 
7 7 1 778 444 
8 8 1 800 400 
9 9 1 818 364 
10 10 1 833 333 
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Priority parameter (πt) for manoeuvre 1  
Effect of priorities on turn capacities 
Manoeuvre 1 
πt = [1,10] 
κt = 2000 veh/h 
Manoeuvre 2 
πt = 1 
κt = 2000 veh/h 
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Here the turn with higher capacity (2000 veh/h) has constant priority parameter of 1. The 
conflicting turn has capacity of 1000 veh/h, and raise priority (Table 5). 
Scenario 5 – Two conflict areas on one lane turn – the first one constraining. In this 
case we test the junction with two conflict areas on one lane turn. The first one is more 
constraining than the second one, in order to show how the non-used time share from one 
turn is used by the other one. 
Conflict area A consists of straight turns 1 and 3, while conflict area B consists of straight 
turns 2 and 3 (Figure 1b). Straight turn 3 has lower priority factor in both conflict areas. For 
conflict area A, straight movements 1 and 3 get 1333 veh/h and 667 veh/h respectively. In 
this case, straight turn 2 gets 900 veh/h, while straight turn 3 gets 800 veh/h. After 
calculating the share of unused time (133/2000), this result is multiplied with capacity of the 
straight movement 2 and added to the initially calculated capacity, which ultimately gives the 
value of 1000 veh/h. 
Table 5: Scenario 5: input and output values 
Movement 
 Input Output 
t  
send
tq  t  t  c  c  tq  
Straight m. 1 2000 1800 1 1 
1 1 
1333 
Straight m. 2 1500 1800 1 1 1000 
Straight m. 3 2000 1800 0.5 1 667 
Scenario 6 – Two conflict areas on one lane turn – the second one constraining. In 
this case, in contrast to the previous scenario, we put that the second conflict area is the 
constraining one, to show the spillback from one conflict area to another. Geometry and 
notation are the same as in the previous scenario. 
Table 6: Scenario 6: input and output values 
Movement 
 Input Output 
t  
send
tq  t  t  c  c  tq  
Straight m. 1 1500 1800 1 1 
1 1 
750 
Straight m. 2 2000 1800 1 1 1333 
Straight m. 3 2000 1800 0.5 1 667 
Straight movement 3 has lower priority in both conflict areas. Under these circumstances, 
conflict area B reduces the capacity of straight movement 3, calculated for conflict area A. 
Going back to conflict area A, due to the minimum ratio (because of aggressive driving 
behaviour defined by 
c ), capacity of straight movement A is reduced accordingly. 
Scenario 7 – The effect of driving behaviour parameter. The effect of driving 
behaviour parameter (αc) will be explained using the following example (Figure 3). Consider 
the case where sending flows ( sendtq ) of both turns are set to 2000 veh/h. Receiving flow (
recv
tq ) of constrained flow (left turn in Figure 1a) is with downstream capacity constraint (0 
veh/h), and the affected flow (straight movement) has the receiving flow of 2000 veh/h. For 
the simplicity, all other parameters are considered to be equal. The figure below depicts how 
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the flow values, initial remaining flows remtq  and actual turn flows tq , change for different 
values of αc. The red line shows that the value of affected flow changes in the non-linear 
fashion. Further development of the model should go in the direction of ensuring linear 
dependence between driver behaviour parameter and actual flow of the affected turn (black 
line). 
 
Figure 3: The effect of driving behaviour parameter (αc) 
4 Conclusion 
We presented the new Conflict Area Model for modelling and simulation of conflict areas at 
junctions. Detailed mathematical model is shown. We introduced several factors that affect 
the performance of the junctions and turns. They are capacity reduction factor, due to the 
prudential approach to the junction; reduction factor for conflict area due to the general loss 
of effectiveness; priority factor, to address the precedence at the junction; and driving 
behaviour characteristic, which represents the “politeness” of drivers with respect to 
blocking the conflicting flow. Various scenarios are tested and numerical results confirmed 
the model to be very robust. Further developments should include corrected effect of the 
driving behaviour parameter. 
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Abstract 
The proposed paper describes how Advanced Traveller Information Systems (ATIS) can 
affect the equilibrium properties of traffic networks. The analysis is carried out within a day-
to-day dynamic framework, where the equilibrium is a fixed-point state of a deterministic 
process, expressed as a time-discrete non-linear Markovian dynamic system. Under ATIS, 
original theoretical conditions are proposed for: existence and uniqueness of fixed-point 
states; dissipativeness of the deterministic process; stability properties and stability region 
of the fixed points. Identification of the stability region as a function of ATIS market 
penetration is of great importance from both a theoretical and practical point of view. 
Keywords: ITS, ATIS, Stability Analyses, Deterministic Processes 
1 Introduction 
This paper develops some considerations about the topic of ATIS (Advanced Traveller 
Information Systems) treated in some previous works ([Bif05]; [Bif13]). Here the attention is 
focused on a rigorous theoretical approach to identification of some mathematical properties 
for both traffic equilibrium and stability. The paper collects in a coherent formulation 
previous findings in order to enhance the theoretical insights of some and give theoretical 
background and robustness to others. One of the results is identification of the stability 
region of the fixed points as a function of ATIS market penetration. This confirms that ATIS 
are a powerful tool for enhancing the stability of traffic systems, ensuring the stability of 
optimised network configurations which are otherwise unstable, a matter of crucial 
importance when traffic systems are planned and designed. 
The big picture in which our work is contextualised is that of unified equilibrium and day-
to-day dynamic process models, established by [Can95] and [Wat03]. Recurrent conditions 
are considered, meaning that the boundary conditions of the traffic system are constant, but 
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the system still evolves over a day-to-day dynamic process. The traffic system is considered 
in static conditions with respect to the within-day dynamics; the reasons for this are 
introduced and discussed in [Bif13]. Here we only recall that very often technicians and 
decision-makers plan and design transport systems under recurrent-conditions hypotheses 
and that within-day-static systems allow mathematical formalisations that are easier to 
manage from a theoretical point of view; otherwise, many of the analyses carried out here 
would be only based on numerical simulations. 
The practical effect of the theoretical results described in this paper is that network-
design options (signal-setting and/or set of one-way rules), selected by adopting an 
optimisation process, are actually feasible even if the equilibrium is not stable in the absence 
of ATIS. This means that downgrading to sub-optimal options is no longer necessary. 
2 Notation and mathematical formulation 
The notation here is voluntarily repeated from [Bif13], with some minor adaptation. Assume 
that: 
i is a generic demand class with given characteristics (e.g. the O/D pair); 
t is a generic simulation day in the day-to-day dynamic process; 
Bi is the time-independent link-route incidence matrix for all routes (set Ki) of class i, 
with entries Ba,k equal to one if link a belongs to route kKi, zero otherwise; 
di is the time-independent travel demand (e.g. vehic/hour) for class i   (di0  i); 
pti is the vector of route-choice probabilities for class i at day t, with entries pk  kKi; 
these are computed from route travel times by using a time-independent route choice 
map pi(), just to fix the idea we could refer to route-choice maps based on the 
random utility theory (e.g.: [Dom75] or [Ben85]); 
ft is the link flows vector at day t; it belongs to the feasibility set Sf, accounting for non-
negativity and ensuring both demand conservation between O/D pairs and flow 
conservation at nodes; 
c() is the congestion model, which depends on (time-independent) network-design 
variables (say, a vector g) and gives link travel times at day t as a function of link 
flows at day t; it should be written as c(/g); however, as it is considered below that g 
is fixed, we omit the dependency on it; 
xt  are the expected utilities associated to network links at day t; 
fNL() is the network loading function; it maps link costs to the link flows (f). 
We refer to the simple but effective exponential-smoothing approach. It has a mathematical 
structure particularly suited to our theoretical goals. The dynamics of the utilities-learning 
process and of the choice updating process can be described (in the absence of ATIS) as: 
 xt = β c(ft-1) + (1 – β) xt-1 with xt=0 = x0 (1.a) 
 ft = α fNL(xt) + (1 – α) ft-1 with ft=0 = f0 (1.b) 
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where β is the utilities-learning dynamic parameter; α is the choice-updating dynamic 
parameter and x0 and f0 are some known initial points of the dynamic process. In turn, the 
network loading function, considering the within-day stationary hypothesis, is expressed by 
a linear model: 
fNL(xt) = Σi di Bi pi( BiT xt)  (2) 
In the case of ATIS some other elements have to be introduced and travelers should be 
distinguished with respect to their access and use of information. Three traveller groups are 
considered in our model. Non-equipped travellers do not have access to information; the 
fraction of these travellers is 1  η, η being the time-independent ATIS market penetration. 
Compliant travellers are equipped and make decisions whilst taking the information 
dispatched by ATIS into account; the fraction of these travellers at day t for class i is here 
identified as mti (≤ η). Non-compliant travellers make decision without taking into account 
information dispatched by ATIS; the fraction of these travellers at day t for class i is η  mti. 
Fractions of compliant travellers for different classes can be arranged, at any day t, in a vector 
mt = [...,mt,i,…]T. A descriptive ATIS is assumed to be in-place and the dispatched information 
is the ATIS-estimated travel times. The information dispatched to all equipped travellers 
(compliant and non-compliant) can be arranged in a vector rt = [… | rti T | …]T, where rti T is the 
vector of information dispatched to class i (say, the i-th O/D pair). On the basis of the received 
information, compliant travellers choose their route according to a route-choice map that is 
πi(); it is possibly different from pi() for compliant travellers; for instance, in the case of 
random utility, πi() could be more deterministic than pi(). Under ATIS, the network loading 
function fNL() should be specialised for compliant and non-compliant travellers (or non-
equipped, in the following they will not be re-specified and will be implicitly associated to 
non-compliant travellers), respectively fC() and fU(). As in our framework compliant 
travellers trust the information dispatched by the system and use it for their route choice 
model, the (within-day static) network loading functions for compliant and non-compliant 
travellers are: 
 fC(rt, λt) = Σi mit di Bi πi(rti)  (3) 
 fU(xt, λt) = Σi (1 – mit) di Bi pi(BiT xt)  (4) 
Note that the network loading function for non-compliant travellers fU() is here assumed 
to be different from the network loading function in the absence of ATIS only because of the 
term (1 – mit) (compare equation 4 with equation 2 above). Route-choice maps for non-
equipped and non-compliant travellers are considered as being the same, equal to pi(), and 
invariant in the presence or absence of ATIS. This assumption was made here in order to 
simplify the notation. With equations 3) and 4) above, the choice to update equation 1.b can 
be rewritten as: 
 ft = α (fC(rt, λt)+fU(xt, λt)) + (1 – α) ft-1 with ft=0 = f0 (5.b) 
A dynamic process can also be applied to the compliance, using exponential-smoothing 
with parameter μ and initial point mi0 ( i): 
 mit = μ m(Init-1, η) + (1 – μ) mit-1 with mit=0 = mi0  i (5.c) 
In equation 5.c) a compliance-function m(Init-1, η) is adopted. Compliance is considered, for 
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any class i, to be dependent, amongst others, on the (in)accuracy of the information system, 
as perceived by the travellers. The inaccuracy can be computed as: 
Init = ||rit  – BiT c(ft)|| / || BiT c(ft)|| (5.d) 
where ||.|| is the Euclidean Norm of a vector and Init represents the distance between the 
travel times dispatched by the ATIS and the actual travel times of the network. For instance, a 
linearly decreasing function can be adopted, starting from the market penetration in the case 
of perfectly accurate information rit  = BiT c(ft), and reaching a null value in the case of a given 
critical (minimal) inaccuracy Incr: 
m(Init, η) = max(  0, η/Incrt (Incrt- Init)  ) (6) 
Of course, equation 6) represents an analytical approximation for much more complex 
phenomena; see for instance [Bif07] or [Ben12]. Renumbering equation 1.a) for the sake of 
consistency, the dynamic process can be summarised as: 
 xt = β c(ft-1) + (1 – β) xt-1 with  xt=0 = x0 (5.a) 
 ft = α (fC(rt, λt)+fU(xt, λt)) + (1 – α) ft-1 with ft=0 = f0 (5.b) 
mit = μ m(||rit-1  – BiT c(ft-1)|| / || BiT c(ft-1)||, η) + (1 – μ) mit-1 with mit=0 = mi0  i (5.c) 
The information strategy determines the information (rt) dispatched by the ATIS. Several 
strategies can be considered. For example, exogenous a-priori-known and fixed information 
can be dispatched (rt = r  t). This is the kind of information supplied by the majority of 
(static) route navigators today available on the market. As an alternative, an exogenously pre-
defined day-to-day profile could be tested (rt = ȓt), even if it seems to be of little significance 
for practical applications. A more practical implementation could consist in applying a 
smoothing filter to the dispatched information as well, with a given dynamic parameter ρ, in 
order to adjust the information to the observed travel times in previous days  i rit = ρ BiT ct-1 
+ (1- ρ) rit-1. Finally, a very particular strategy is the fully-accurate one, where the inaccuracy 
is null and the compliance attains the level of market penetration  i, t  rit  = BiT c(ft), Init =0,  
mit = η. 
A particular point of the dynamic process is a fixed point, where the information is fixed 
over time rt = rt-1 = r,  mit-1= mit = mi*   t  and  ft-1= ft = f*   t. This corresponds to an 
equilibrium point: 
f* = Σi mi* di Bi πi(ri) + Σi (1 – mi*) di Bi pi(BiT c(f*)) (7) 
With mi*  = m(||ri – BiT c(f*)|| / || BiT c(f*)||, η) 
In the case of fully accurate information, a specific dynamic process can be defined: 
 xt = β c(fAt-1) + (1 – β) xt-1 with xt=0 = x0  (8.a) 
 fAt = α (fC(BiT c(fAt), η)+fU(xt, η)) + (1 – α) fAt-1 with fAt=0 = fA0  (8.b) 
It is worth noting that in equation 8.b at each day a fixed point problem has to be solved 
since the flow vector at day t (fAt) is both the value and in the argument of equation 8.b, 
which is not the case for ft in equation 5.b. This is due to the fact that the full accuracy 
hypothesis introduces the so-called anticipatory-route-guidance problem ([Bot03]) in which 
the dispatched information has to be consistent with the travel times it induces via the 
compliance and congestion mechanisms. Fixed point 7) can be rewritten in the case of fully 
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accurate ATIS as: 
fA* = η Σi di Bi πi(BiT c(fA*)) + (1 – η) Σi di Bi pi(BiT c(fA*)) (9) 
The model is easier if the route choice maps for compliant and non-compliant travellers 
coincide, πi() = pi() i, and the information is still fully accurate: 
fAS* = (η + (1 – η)) Σi di Bi pi(BiT c(fAS*)) = Σi di Bi pi(BiT c(fAS*))  (10) 
Actually, previous equation 10) describes a problem in which the ATIS do not play a role 
with respect to the equilibrium. It exactly coincides with a traditional fixed-point problem 
without ATIS. Indeed this result is expected. If the route choice mechanism for informed and 
non-informed travellers is the same, if the ATIS dispatch the exact travel times that can be 
experienced on the network and if the network is in equilibrium, then there is no reason for 
the ATIS to play a role. The same does not hold with respect to the dynamics: 
 xt = β c(fASt-1) + (1 – β) xt-1 with xt=0 = x0 (11.a) 
 fASt = α (fU(BiT c(fASt), η)+fU(xt, η)) + (1 – α) fASt-1 = 
  = α Σi di Bi ( η pi(BiT c(fASt)) + (1–η) pi(BiT xt) ) + (1 – α) fASt-1 
  with fASt=0 = fAS0 
(11.b) 
Given that c(fASt) ≠ xt , the ATIS have an effect. It could be said that the difference is that 
compliant travellers have instantaneous and perfect learning of network performance, while 
non-compliant travellers are subject to a dynamic learning process. 
3 Theoretical properties 
Theoretical properties will be shown for both the equilibrium and the dynamic process 
under ATIS. This will be made under two main hypotheses, which are not unusual in the 
framework of traffic assignment theories: 
I. The congestion model c(f) is continuous and continuously differentiable with respect 
to arc flows, with positivedefinite Jacobian Jc(f) = Jac[c(f)]; 
II. The route-choice map, is based on the random-utility paradigm; it is continuous and 
continuously differentiable; the Jacobian matrix of the route map choice for non-
compliant travellers is Jip(BiT x) = Jac[ pi(BiT x)] and is symmetric and negative semi-
definite ( i); the same applies for compliant travellers with reference to Jiπ(ri) = 
Jac[πi(ri)], and thus the Jacobian of the loading map Jf(c) is negative semi-definite too. 
Theoretical conditions for existence and uniqueness of the fixed point, as well as for the 
stability of the equilibrium, will be discussed for the case of accurate ATIS. In this case the 
mathematical burden is reduced, given that equations from 8.a) to 11.b) do not actually 
depend on the information vector r. Moreover, for the sake of simplicity, the same route-
choice model is applied to both compliant and non-compliant travellers, πi() = pi(). 
Given that the equilibrium is defined by fAS=φ(fAS) as in equation 10), which is a standard 
fixed point problem, it is well known that the domain of the function is a simplex and that the 
codomain is contained in the domain. Moreover, from hypotheses i) and ii) function fAS=φ(fAS) 
is continuous and Brouwer’s theorem ([Bro12]) can be applied; thus the equilibrium exists. 
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Uniqueness too is ensured under usual hypotheses of the equilibrium theory. However, a 
weaker-than-usual condition can also be identified. Fixed point fAS* = Σi di Bi pi(BiT c(fAS*))= 
f(c(fAS*)) as defined in equation 10) has at most one solution if condition 12) below holds. 
| I Jf  Jc |  0 (12) 
It is worth noting that hypotheses i) and ii) state that Jf(c) is negative semi-definite and 
Jc(f) is positive definite. These conditions are standard hypotheses for uniqueness of 
equilibrium; they ensure that the real part of matrix Jf(c) Jc(f) eigenvalues are not positive: 
Re[eigenvalue(Jf  Jc)] < 0 (13) 
Equation 13) a fortiori implies that Re[eigenvalue(Jf Jc)] < 1, which implies condition 12), 
hence the uniqueness. This also means that uniqueness condition 12) is weaker than 
standard ones. 
In order to assess the stability of the equilibrium, the Jacobian of the transition function of 
the dynamic process has to be calculated. By introducing a function  
ψ2(y) = y  α η f(c (y )) in equations 8.a) and 8.b), these become: 
xt =  (1 – β) xt-1 + βc(fASt-1) (8.c) 
ψ2 (fASt) =(1 η )fU(xt)) + (1 – α) fASt-1 (8.d) 
Considering that α η is no greater than one by construction, condition 13) implies 
Re[eigenvalue(Jf Jc)] < 1, which in turn implies Re[eigenvalue(α η Jf Jc)] < 1 thus the Jacobian 
of function ψ2(y) is non singular, | I α η Jf  Jc |  0, actually | I α η Jf  Jc | > 1 (see below). By 
the global inverse function theorem this condition also ensures the existence of the inverse 
function ψ2-1. Hence the transition equations can be written explicitly as: 
xt = β c(fAt-1) + (1 – β) xt-1 (8.e) 
fASt = ψ2-1 [α (1- η ) fU(β c(fASt-1) + (1 – β) xt-1)) + (1 – α) fASt-1]   (8.f) 
Given that at equilibrium xt-1= xt= c(fASt-1) and fASt-1= fASt  and considering that Jac[ψ2–
1(y)]y= ft
AS
 = [ Jac[ψ2(y)]y= ft
AS
 ]–1 = [I– α η Jf  Jc ]–1, the Jacobian of the transition function φ can 
be calculated as: 








  ])1( )1([][][ ) - (1)1(
)1(
(.)][ 1
c
1
c
c
IJJJJIJJJI
JI
Jac
cffff 

  
(14) 
If |Jφ| = | Jac[φ] | is everywhere less than 1, the dynamic process is dissipative and converges 
toward some attractor (possibly a fixed point). Given that the determinant of any block 
matrix L is equal to: BACDA
DC
BA
L 1||  . 
By simple algebra, the determinant of Jac [φ(.)] can be calculated as: 
| Jφ | = (1 – β)n | [I– α η Jf Jc ]–1 [α β (1- η) Jf Jc + (1 – α) I ] +   
  – (α β (1- η) (1- β))/( 1- β) | [I– α η Jf Jc ]–1 =  
= (1 – β)n |  [I– α η Jf Jc ]–1 (1 – α) I |= (1 – α)n (1 – β)n  | [I – α η Jf Jc ]–1 |  
(15) 
where n is the dimension of the link flows vector. Hence the condition for dissipative 
processes is: 
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(1 – α)n (1 – β)n < | [I – α η Jf Jc ] | (16) 
which always holds for equation 13). Indeed, consider matrix [I – α η Jf Jc ]: its eigenvalues are 
equal to 1 – α η eigenvalue[Jf Jc], and, because of equation 13), have a real part greater than 1. 
Thus the determinant at right-hand of inequality 16) is greater than 1 while the left-hand 
term is evidently no greater than 1 (by definition of α and β). 
It is worth noting that condition 13) for uniqueness also implies that, as already noted 
above: 
|[I– α η Jf Jc ]| > 1 (17) 
The above equation 17) will be useful in the stability analysis below. The stability of the 
dynamic process could be investigated through analysis of eigenvalues (λ) of the Jacobian of 
the transition function at the equilibrium point. These are the solutions of the equation: 
0
])1( )1([][][ ) - (1)1(
)1(
|| 1
c
1
c
c




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
  IIJJJJIJJJI
JI
IJ
cffff 

  
 
The previous determinant can be calculated for a block matrix  as: 
| Jφ – λ I | = (1 – β – λ)n  | [ I – α η Jf Jc ]–1 [α (1 – η) β Jf Jc + (1 – α)I +  
 – α β ( 1 – η) (1 – β)) / (1 – β – λ) Jf Jc ] – λ I |   
 
After some algebra: 
| Jφ – λ I | = b/a   
where  a = | [I – α η Jf Jc] | and 
b = | (1 – α– λ) (1 – β – λ) I – [λ α β (1 – η) – (1 – β – λ) λ α η ] Jf Jc | 
Given that a is positive because of equation 17), the eigenvalues λ are the solution of the 
equation b = 0. Eigenvalues λ can be related to the eigenvalues (γ) of the matrix Jf Jc; as for 
each γk two λs can be calculated. Indeed, consider equation 18) below: 
(1 – α– λ) (1 – β – λ) = [λ α β (1 – η) – (1 – β – λ) λ α η ] γk  (18) 
  
Substituting equation 18) in b we obtain: 
| (1 – α– λ) (1 – β – λ) I – [λ α β (1 – η) – (1 – β – λ) λ α η ] Jf Jc | =  
=   [λ α β (1 – η) – (1 – β – λ) λ α η ]n | γk I – Jf Jc |  
 
However, | γk I – Jf Jc |  is null by definition of eigenvalue γ. Then the searched eigenvalues λs 
can be obtained by solving equation 18). As 18) is quadratic, for each γ, two λs can be 
obtained:  
λk1 = L1 (α, β, η, γk )  λk2 = L2 (α, β, η, γk )  (19) 
where α, β, η are real scalars, while γk is complex. The stability condition to be imposed is 
that the maximum modulus of λs is less than 1: 
maxk {max{| λk1, λk2|}}<1 (20) 
Decomposing γk in its real and imaginary part (γRk, γIk), making L1 and L2 explicit, 
condition 20 is: 
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𝑅 , 𝛾𝑘
𝐼 , 𝛼, 𝛽, 𝜂) < 1
  
(21) 
where 
𝜓(𝛾𝑘
𝑅 , 𝛾𝑘
𝐼 , 𝛼, 𝛽, 𝜂) = 𝜓1(𝛾𝑘
𝑅 , 𝛾𝑘
𝐼 , 𝛼, 𝛽, 𝜂) ∙ 𝜓2(𝛾𝑘
𝑅 , 𝛾𝑘
𝐼 , 𝛼, 𝛽, 𝜂) + 𝜓3(𝛾𝑘
𝑅, 𝛾𝑘
𝐼 , 𝛼, 𝛽, 𝜂) 
𝜓1(𝛾𝑘
𝑅, 𝛾𝑘
𝐼 , 𝛼, 𝛽, 𝜂) = 𝛼2 ∙ 𝜂 ∙ (𝛾𝑘
𝑅2 + 𝛾𝑘
𝐼 2) − 2 ∙ 𝛼 ∙ 𝛾𝑘
𝑅  
𝜓2(𝛾𝑘
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𝐼 , 𝛼, 𝛽, 𝜂) =∙ −𝛼2 ∙ 𝜂2 ∙ (𝛾𝑘
𝑅2 + 𝛾𝑘
𝐼 2) + 2 ∙ 𝛼 ∙ 𝜂 ∙ 𝛾𝑘
𝑅 − 2 ∙ [1 − (1 − 𝛼)2 ∙ (1 − 𝛽)2]2 + 
   +(2 − 𝛼 − 𝛽 + 𝜗 ∙ 𝛾𝑘
𝑅)
2
+ 𝜗2 ∙ 𝛾𝑘
𝐼 2 
𝜓3(𝛾𝑘
𝑅 , 𝛾𝑘
𝐼 , 𝛼, 𝛽, 𝜂) =  𝛼 ∙ (1 − 𝛼) ∙ (1 − 𝛽) ∙
∙ {2 ∙ [(2 − 𝛼 − 𝛽 + 𝜗 ∙ 𝛾𝑘
𝑅)
2
− 𝜗2 ∙ 𝛾𝑘
𝐼 2] ∙ 𝛾𝑘
𝑅 + 4 ∙ (2 − 𝛼 − 𝛽 + 𝜗 ∙ 𝛾𝑘
𝑅) ∙ 𝜗 ∙ 𝛾𝑘
𝐼 2} 
𝜗 =  𝛼 ∙ 𝛽 ∙ (1 − 𝛽) − 𝛼 ∙ 𝜂 ∙ (1 − 𝛽) 
Condition 21) identifies in the Argand plane the boundary of the stability region as a 
quartic. In the absence of ATIS (η = 0), the quartic is an ellipse as expected ([Can97]). The 
quartic can be explored with respect to ATIS market penetration (η) once α and β have been 
fixed. For instance, assuming α = 0.5 and β = 0.6, four different patterns can be viewed in 
Figures 1.a to 1.d below for η = {0.2, 0.29, 0.32, 0.57}, where the no-ATIS ellipse is also shown 
in red. From figure 1.a to 1.c the stability region grows and rapidly includes the whole region 
with a negative real part, that is the actually interesting part, given that under conditions i) 
and ii) the eigenvalues γk cannot have a positive real part. In correspondence to η=0.57 the 
stability region covers almost all the Argand plane (Figure 1.d). 
 
 
 
 
a) η=0.20  b) η=0.29 
 
 
 
c) η=0.32  d) η=0.57 
 
Figure 1: Stability domain depending on ATIS market penetration (α = 0.5 and β=0.6). 
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4 Conclusions 
A dynamic process in the presence of ATIS was formalised, as well as the corresponding 
equilibrium model. In the particular case of accurate ATIS with the same route choice model 
for informed and non-informed travellers, the presence of information has no effect on the 
equilibrium pattern. By contrast, ATIS have a significant impact on the dynamic process and 
on the stability of the equilibrium. This impact can be identified in a theoretical way. The 
stability region can be described as a function of (amongst others) ATIS market penetration. 
Unlike non-ATIS networks, the stability region is a quartic (instead of an ellipse) that rapidly 
grows with increasing market penetration. The stability induced by ATIS can be exploited in 
order to stabilise network-design solutions that are, per se, not stable. 
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Abstract 
This article addresses the problem of simulating en-route path choices on transport 
networks. In particular, by rerouting, we mean changing the currently chosen path, after 
receiving some information about a traffic event. Indeed, when the forecasted performance 
pattern of travel times and costs, known or only perceived, changes significantly, drivers may 
react by shifting their current route to a better one. The representation of such situations is 
particularly challenging if the information reaches a driver who is already travelling toward 
the destination. At the state-of-the-practice, most traffic assignment models are not capable 
of reproducing these phenomena. We will model rerouting in the framework of within-day 
Dynamic Traffic Assignment (DTA). Two different solutions are presented here, both 
exploiting the rolling horizon technique. The first solution can be summarized as an alternate 
sequence of two fixed point problems for each traffic event: a Dynamic User Equilibrium 
(DUE) with warm start through saved flows, and a Dynamic Network Loading (DNL) for 
given route choices; this model is called DTA with Rolling Horizon Events (DTA-RHE) and 
allows setting the information time of each event before or after the event itself. The second 
one is a simplified version of the first one, under the assumption that all the events are 
communicated not later than their start time; this model is called DUE with Rolling Horizon 
Events (DUE-RHE), and is a sequence of Dynamic User Equilibria with warm start. Numerical 
examples show the results of the proposed models where rerouting phenomenon can be 
observed. 
Keywords: traffic events and information, en-route path choice, Dynamic User Equilibrium, 
Dynamic Network Loading, Link Transmission Model. 
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1 Introduction 
The main objective behind the proposed models is to reproduce drivers’ behaviour in terms 
of en-route path choices when facing unexpected events in traffic networks. By unexpected 
event we mean any relevant traffic information that is not known in advance by at least some 
percentage of drivers and implies changes in the perception of the supply side, as well as 
different travel times. This can include: incident, road closure, longer queue, different signal 
plan, sport event, demonstration, planned road work, etc. In the above cases, the driver 
behaviour is the following: travel along the usual route, until the information of the event is 
received; then find a new route subject to known events, as well as their forecasted 
consequences, and follow it, until the next information is received, or the destination is 
reached. 
Classic paradigms of Dynamic Traffic Assignment (DTA) are incapable of handling such 
cases. In a destination based dynamic Route Choice Model, the shortest trees are calculated 
for the given arrival time. This implies that the route is chosen at the origin based on future 
states of the network, taken from the previous iteration of the supply model – i.e. from 
previous experiences, in behavioural terms. It implicitly means that the drivers departing 
from origin know the state of the network up to the time of arrival at the destination. For 
recurrent traffic congestion this is perfectly consistent with the learning process that defines 
the routing behaviour on the next day, based on the experience acquired in previous days. 
Unfortunately such paradigm is wrong for modelling unexpected traffic events, which by 
definition are not known in advance nor recurrent, but change significantly the performance 
pattern of travel cost and times for that day.  
For these cases, we propose to perform a set of simulations executed in rolling horizon, 
where the information on unknown events cannot be used by travellers before its 
communication. Our model is capable of updating route choices based on new information 
about the network state and apply them to traffic flows which are already on the network. 
2 Dynamic Traffic Assignment 
This section introduces the mathematical formulation of two versions of Dynamic Traffic 
Assignment (DTA) as a fixed point problems, namely the Dynamic User Equilibrium (DUE) 
and the Dynamic Network Loading (DNL), whose framework will be utilized in the reminder 
of the paper. In this paper, the focus is on the demand side, mostly Route Choice Model (RCM) 
and Network Flow Propagation (NFP), while the supply side, with the Link Transmission 
Model (LTM) is treated here as a black-box. 
As the analysis is carried out within a dynamic context, all model variables are temporal 
profiles, here represented as piecewise C1 functions of the time variable τ. Users trips on the 
road network are modelled through a strongly connected oriented graph G = (N, A), where N 
is the set of the nodes and A is the set of the arcs.  
Notation: 
qod dem(τ) demand of users from origin o to destination d willing to depart at time τ 
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pod dem(τ) probability of the above users to actually make the trip; produced by the Elastic 
Demand Model 
qod(τ) flow of users travelling from origin o to destination d departing at time τ 
pad(τ) probability of using arc a conditional on being at its initial node at time τ for 
users travelling to destination d; produced by the Route Choice Model 
qad(τ) inflow of arc a at time τ of users travelling toward d 
qa(τ) inflow of arc a at time τ, produced by the Network Flow Propagation 
qo(τ) flow of users departing from origin o at time τ 
pa(τ) splitting rate of arc a at time τ 
a() characteristics of arc a at time  
fa() inflow of arc a at time ; produced by the Link Transmission Model 
ea() outflow of arc a at time ; produced by the Link Transmission Model 
ta(τ) travel time of arc a for users entering it at time τ 
ca(τ) cost of arc a for users entering it at time τ 
cid(τ) minimum cost to travel from node i to destination d departing at time τ 
nad(τ) number of vehicles on arc a travelling towards destination d at time τ 
na(τ) number of vehicles on arc a at time τ 
τe time at which e-th event is communicated 
ae() characteristics of arc a expected after the e-th event is communicated 
cae(τ) cost of arc a expected after the e-th event is communicated 
tae(τ) travel time of arc a expected after the e-th event is communicated 
tareal(τ) real travel time of arc a for users entering it at time τ 
The DTA model consists of the following sub-models: 
 Link Transmission Model (LTM) – can be any kind of model which takes as an input: 
splitting rates pa(τ), demand flows departing at origins qo(τ), network characteristics 
a(), and allows to obtain for each arc the performances as a function of time τ. In our 
case the General Link Transmission Model [Gen10b] is used to yield inflows fa() and 
outflows ea(); we use here a different symbol for time just to emphasize that the LTM 
is typically implemented at a much denser time discretization than the rest of the 
assignment model ( is in the order of seconds, while τ is in the order of minutes). 
This model can be easily substituted by a micro or meso simulation. 
 First-in-first-out Travel Time (FTT) – can be seen as complementary model to 
calculate travel times ta(τ) from the results of the LTM in terms of cumulative inflows 
and outflows [Gen05]. 
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 Arc Cost Function (ACF) – in general works on each element of the network separately 
and calculates, starting from ta(τ), its generalized cost ca(τ) based on network 
parameters and user preferences. The non separability in time and space of the supply 
model is in the travel times. 
 Route Choice Model (RCM) – is destination based and it calculates the arc conditional 
probabilities pad(τ) for given performance pattern of travel times and costs. Dynamic 
shortest trees are calculated preliminary to obtain trajectories for specific arrival 
times at the destination. Then a Dial like algorithm can be used to obtain a Logit 
loading on the efficient arcs, thus passing from deterministic to stochastic model 
[Bel05, Gen07]. As an alternative, a temporal layer approach can be adopted. The 
latter allows for a simpler presentation, but its practical implementation with discrete 
time intervals introduces relevant approximations (systematic flow shifts in time) 
with respect to the continuous theoretical solution; see [Gen04] for details. 
 Network Flow Propagation (NFP) – loads the demand qod(τ) towards a single 
destination using the arc probabilities pad(τ) from RCM and travel times ta(τ) from 
LTM. When adopting a trajectory approach, the travel times from each node to the 
destination are actually provided by the RCM for given arrival times. NFP calculates 
arc inflows qad(τ) destination by destination. 
 
Figure 1: Fixed point formulations of Dynamic Traffic Assignment. 
 Aggregation (SUM) – simply sums-up the destination specific inflows qad(τ) into origin 
flows qo(τ) and arc inflows qa(τ). The latter are used to compute the splitting rates 
pa(τ).  
 Elastic Demand Model (EDM) – is an optional sub-model that computes the actual 
travelling flows qod dem(τ) based on potential demand and travel costs, through the 
probability pod dem(τ) to make the trip. The latter are the result of a stochastic discrete 
choice model. 
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The Dynamic User Equilibrium (DUE) can be then formalized as a fixed-point problem in 
terms of the arc (and origin) flows, as shown in Figure 1: 
DUE = LTM → FTT → ACF → RCM (→ EDM) → NFP → SUM → [MSA] → LTM . 
The Dynamic Network Loading (DNL) is a sub-problem of DUE, which consists of seeking, 
for given route choices, an arc flow pattern consistent with the travel times through the arc 
performance model. DNL can be seen as a simplified DUE, without route-choice RCM. 
However, it has still a circular dependency to be solved iteratively to guarantee temporal 
consistency (not more than few iterations in practice). Arc (and origin) flows can be again 
considered as pivot variables of this fixed-point problem, as shown in Figure 1: 
DNL = LTM → FTT → ACF → NFP →SUM → [MSA] → LTM . 
Both fixed point problems, DUE and DNL, can be solved through the Method of Successive 
Averages (MSA). Although this algorithm does not converge very well in practice, it is a very 
flexible and robust tool; no handy alternative is yet available. 
3 Rolling Horizon Assignments 
A Rolling Horizon Assignment (RHA) can be seen as a sequence of fixed point DTA models. 
For each new (set of) information regarding traffic events in chronological order of 
communication, we introduce a new restart. 
The first proposed solution is called Dynamic Traffic Assignment with Rolling Horizon 
Events (DTA-RHE). For n restarts, 2(n+1) classic DTA runs are needed, with saving flows for 
the instant τe of information relative to the e-th event. At each run different network 
characteristics need to be considered for LTM (the real travel times) and RCM (the perceived 
performances) to obtain appropriate results. DTA-RHE is an alternate sequence of two fixed 
point models for each event: a Warm DUE and a Cold DNL, as defined below. 
 Warm DUE 3.1
The Warm DUE (scheme of Figure 2) is a Dynamic User Equilibrium with warm start based 
on saved number of vehicles nad(τe) directed to each destination, that runs from τe (the time 
when the e-th event is communicated) to the end of the simulation. It allows to determine the 
performance pattern in terms of travel cost cae(τ) and times tae(τ) estimated by users to make 
their routing choices, taking into account the first e events that have been already 
communicated.  
Thus e does not include the real state of the network, but only the base scenario 0 and 
the first e known events – note that an event can be communicated after its start time. This 
performance pattern should also reflect the idea that user have on the consequences of 
communicated events. In Warm DUE we assume that each user is capable to forecast not only 
the direct consequences of events he gets informed of, but also the reaction of the other 
users. This strong hypothesis can be alleviated by performing a smaller number of DUE 
iterations, like if the learning process has not been completed. For e = 0 the Warm DUE is the 
base DUE. 
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Figure 2: Warm Dynamic User Equilibrium. 
 Cold DNL 3.2
The Cold DNL (scheme of Figure 3) is a Dynamic Network Loading that runs from τe to τe+1. It 
allows to simulate the network and propagate the flows under real-time modifications of the 
supply real with respect to the expected scenario. Modifications of arc flows due to traffic 
measures are also allowed in the LTM, but they will affect drivers flow patter only through 
travel times. The demand side (route choice and elastic trips) is instead consistent with the 
performance pattern cae(τ), tae(τ) computed in the previous Warm DUE. The Cold DNL 
reproduces the state that actually occurs on the network, rather than a perceived state. 
Travel choices are stochastic; this allows to retrieve through the RCM and the EDM the same 
pattern pad(τ) , pod dem(τ) resulting from the Warm DUE for given performances cae(τ) , tae(τ). 
The idea underlying the Cold DNL is that until a user does not get a new information at 
time τe+1 he will follow the choice pattern based on his current status of knowledge cae(τ), 
tae(τ), although the actual travel times and costs may be different from those expected. In 
particular, the route choice pattern is given by the arc probabilities pad(τ); that is, a user does 
not necessarily follow a given path but adapts his route accordingly with the times he reaches 
the different nodes. Travel times may actually change, given that real events occur in the 
meanwhile and can change the characteristics of the arcs and the flows on the network. Note 
that the DNL is different from the LTM since propagating the flows accordingly with pa(τ) 
under the occurrence of travel times changes does not guarantee that the OD matrix is 
satisfied. 
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 Figure 3: Cold Dynamic Network Loading. 
 DUE with Rolling Horizon Events 3.3
If we assume that all events are communicated not later than their start time (perfect traffic 
information), then there is no need to make a distinction between reality and perception 
(like in DTA-RHE), while the only difference with a classical DUE is that some users are 
informed of events after they already began their trip. 
For this case we then propose an alternative model, called Dynamic User Equilibrium with 
Rolling Horizon Events (DUE-RHE). This is a sequence of DUE with warm start in rolling 
horizon, where each simulation, possibly performed in real time at time τe+1 as in [Gen11], 
starts at time τe , incorporates (in particular in the LTM) all events that are communicated in 
the interval [τe , τe+1), makes a picture of the flows nad(τe+1) – i.e. the number of vehicles for 
each arc distinguished by destination – at time τe+1 , that will be the next re-starting time. The 
scheme of this model is depicted in Figure 4. 
4  Numerical examples 
Both models DTA-RHE and DUE-RHE were tested on a toy network using the software Traffic 
Realtime Equilibrium (TRE), by SISTeMA (www.sistemaits.com), which includes also 
procedures for DUE and DNL. 
The toy network (see Figure 5) was designed for a single OD pair with two connections: 
lower - fast and efficient, and upper - alternative used only when lower connection is affected 
by the event. ‘Escape-links’ between two routes are inefficient to travel from O to D, they can 
be useful only to avoid event effects on lower route. The assignment lasts one hour, the event 
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 Figure 4: DUE-RHE – Dynamic User Equilibrium with Rolling Horizon Events. 
happens at 40th minute at the lower route and cause speed drop to 5km/h (from 50 
km/h). When the event is active, major connection is no longer efficient and the optimal 
choice is to a) take upper route at the origin, or b) escape lower route at the earliest 
convenience for users already on the network.  
Two simulation results are presented below (figures 6-9): a) for an event communicated 
with 5 minute delay, and b) for an event known far in advance. Results for three links are 
presented here: 1) lower link towards the event, 2) ‘escape-link’, 3) initial link of upper route, 
thick vertical line indicates the time of the event. 
If the event is known far in advance, people will reroute even before the event happens 
(~31st min) and no one uses ‘escape-links’. In this case, the event doesn’t cause any 
congestion, because by the time of the event the affected link is already empty. When 
everyone is informed, results of DTA-RHE and DUE-RHE do not vary from DUE.  
On the contrary, DTA-RHE simulation of unknown event shows that users use ‘escape-
links’ to avoid the effects of the event and reroute only after the event is communicated (45th 
minute). Flow is propagated accordingly with the base DUE route choice for five minutes 
after the event happened (during this time it was affecting supply side - LTM, but not demand 
side - RCM) causing congestion at the event link. At τe the new RCM is calculated and upper 
route becomes effective. The escape links are now used by users who were at the lower route 
at the time of event communication. Flows departing from origin after τe use upper route, no 
one chooses lower route after the event is communicated. This situation cannot be simulated 
by DUE-RHE or DUE. 
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Figure 5: The toy network. 
 
 
Figure 6: Flows against time at three result links for event communicated far in advance. 
 
 
Figure 7: Flows on the network at the time when event communicated far in advance 
happens (40th minute). 
 
 
Figure 8: Flow against time at three links for event communicated with 5 minute delay. 
 
 
Figure 9: Flows on the network shortly after unknown event is communicated (47th minute). 
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Travel Demand for a One-Way Vehicle 
Sharing System: a Model of Traffic 
Assignment to a Multimodal Network with 
Supply-Demand Equilibrium 
Fabien Leurent 
Universite  Paris-Est, LVMT, Ecole des Ponts ParisTech 
Abstract 
A one-way Vehicle Sharing System (VSS) is strongly linked to the street network which 
provides not only the conditions of travel and of terminal access but also modal alternatives. 
Thus the system demand and especially the origin-destination pattern of flow between the 
VSS stations stems from the multimodal conditions and the multimodal travel demand. A 
three-layer framework is introduced to model a VSS in a multimodal setting, involving (i) a 
local station model that is a simple, Markovian system of double-ended capacitated queue 
[Leu12], (ii) a parking model taken from [LeB12] for customers alighting from the VSS mode 
with eventual cruising for parking, (iii) hyperpath choice on the multimodal network. 
“Availability hyperpaths” (AP) make the ex-ante travel options, from which stem the ex-post 
paths possibly with local adaptations due to cruising for parking [Leu13]. In an AP, local path 
bundling may arise from the probability of availability of a vehicle at a station for boarding. 
System state and traffic equilibrium are addressed in a static setting. The existence of 
equilibrium is demonstrated and a Method of Successive Algorithm is provided as 
computation method. A stylized instance is dealt with for numerical illustration. 
Keywords: Vehicle sharing, Network assignment, Capacitated traffic equilibrium, Cruising 
for parking, Availability hyperpath 
1 Introduction 
To the potential user, a Vehicle Sharing System (VSS) provides transportation options to 
travel along some parts, say legs, in a path from origin to destination. Such paths constitute 
intermodal trip options, which are compared by the trip-maker with alternative options 
involving different combinations of Walk and perhaps other public modes, in order to select a 
preferred option. By using a VSS leg, the trip-maker also contributes to the service operations 
by picking up a vehicle at the boarding station thereby providing an available locker and by 
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dropping off the vehicle at the station of alighting, thereby providing an available vehicle. The 
quality of service of the VSS leg is assessed by the trip-maker on the basis of the probability 
of availability of a vehicle at the leg tail and of that of a locker at the leg head, together with 
the expected wait time at each leg conditional on unavailability and the generalized time 
along the leg. The explicit representation of resource availability constitutes a refinement 
over previous travel demand models of VSS within a multimodal network, e.g. [Cia13]. 
The paper provides an analytical framework and a simulation model for the supply and 
demand of VSS legs in a network of VSS stations embedded in a multimodal transportation 
network within an urban area. The framework involves three layers as follows: (i) the 
individual VSS station is modeled as a simple Markovian system, (ii) the network of VSS 
stations makes a system of parking options for a customer willing to alight, with diversion 
from a saturated station to neighboring alternatives if the expected wait time is too costly, 
(iii) by origin-destination pair and user class, path options are identified along the 
multimodal network and evaluated prior to the trip on the basis of their expected 
generalized cost, and every user is assigned to a path of minimum cost to him. 
In a static setting, the system state is a four-fold vector that is made up of, respectively: (i) 
the vector of flows by link and destination on the upper layer, leg-based multimodal network, 
(ii) the vector of assignment proportion by destination, current node and travel strategy, (iii) 
the vector of assignment proportion by VSS leg and sub-network route, (iv) the vector of 
vehicle shortage probability by VSS station. Traffic equilibrium is defined as the joint 
fulfilment of all conditions within and between the sub-systems. It is characterized by a 
Variational Inequality Problem, of which the cost function is continuous. Then an equilibrium 
must exist under mild condition. A Method of Successive Averages is put forward as an 
Equilibration Algorithm. 
The rest of the paper is organized in six sections that deal with, respectively (1) the 
station model, (2) the VSS mode, (3) the multimodal network, (4) traffic equilibrium, (5) a 
toy instance, (6) conclusion. 
2 A vehicle sharing station as a dual waiting system 
In [Leu12] a stochastic model of a vehicle sharing station has been designed to derive 
indicators of performance and quality of service from macroscopic parameters. Its core 
assumptions are as follows: 
 The station has a docking capacity of   docks (or lockers). 
 Candidate customers arrive according to a Poisson process with time intensity  . If no 
vehicle is available then a proportion r  accept to wait, whereas the remaining r1  
choose to divert to external options. 
 Leaving customers i.e. riders arrive according to a Poisson process with time intensity 
 . If no dock is available then a proportion s  accept to wait whereas the remaining 
s1  divert to another station. 
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From these assumptions stems a bi-sided queuing system, of which the state variable is 
the number of busy docks i.e. of available, docked vehicles, extended to negative values for 
customers waiting for a vehicle and to values beyond capacity for excess vehicles waiting for 
a dock. The system has a stationary distribution which is unique and comprised of three 
pieces, each of which is a geometric (sub-)distribution: 
k
k pp  0   0k , wherein  /r . (1a) 
n
n pp  0   ],0[ n , wherein  / . (1b) 
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m pp     0m , wherein  /s . (1c) 
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(1d) 
The outcomes of interest to us pertain to (i) the probability of vehicle shortage at the 
instant of customer arrival, denoted  , (ii) that of dock shortage, denoted  , (iii) the 
average wait time conditional on vehicle shortage, w , (iv) that conditional on dock 
shortage, w : 
)1/(00    
 ppk k . 
(2a) 
)1/(00 

 
  ppk k . 
(2b) 
)/(1 rw  . (2c) 
)/(1 sw  . (2d) 
Furthermore, two conditions of compatibility must hold between the macroscopic 
parameters for the stationary distribution to exist: 
1   i.e.  r . (3a) 
1   i.e.  s . (3b) 
The detailed derivation of the model is included in [Leu12] together with a sensitivity 
analysis. The simple macroscopic properties (2) enable us to consider the station model as a 
sub-model in a network model. It is analogous to a travel time function for a roadway link in a 
static network: the network induces the link flow, from which the link sub-model (travel time 
function) derives the individual travel time along the link, which is the link feature relevant in 
the network setting. 
3 Vehicle sharing system as a travel mode 
VSS network. Let us assume that a one-way VSS mode is provided by a set I  of stations i  for 
access and egress, together with a network of roadway links – possibly a specific sub-
network with right of way that may differ from that of the general roadway traffic. 
VSS demand. To a user, the VSS mode provides travel conditions along entry-exit pairs 
IIL),(  si : these are called legs in analogy with transit services. The demand 
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consists in a vector L]:[L  xx  of trip flows: these could be further disaggregated by 
demand segment according to trip destination or user class. Let us assume that along 
),( si  the customer has obtained a vehicle at i  and wants to get a dock at s  or in a 
neighboring station, in order to arrive as a pedestrian at the “landing node” s  associated to 
alighting from station s : the alighting link ),( ss   is a pedestrian link that can be used only 
after dropping off the vehicle at a dock available at s . Between landing nodes n  of 
alternative stations In  and s , pedestrian paths are available with travel cost nsc . 
Parking and routing model. The exit station s , or equivalently its landing node s , is 
analogous to a destination node in the Parking and Routing model of [LeB12]. The sub-set sI  
of “neighboring stations” which a customer considers as attractive for leaving the vehicle and 
coming to s  is a “catchment area” of s  as an exit station. According to [LeB12], the customer 
destined to s  makes a two-stage choice of, first, a target station sn I  from which he begins 
to search for a slot and, second, a “main” path from i  to n . At n  he drops off the vehicle if a 
dock is available or he decides to wait or he chooses to divert to a neighboring station sm I  
- thus making a transition ),( mn  with generalized cost g . 
Flows by destination station. Conditional on exit station s , let sn  be the probability to drop 
off the vehicle at n  (either immediately or after some wait time nw ). With probability 
s
n
s
n  1 , the customer diverts to a neighboring station; the conditional probability to 
choose station m , snm , is related to the transition cost and the expected cost from m  to s  
on the basis of a Discrete Choice Model.  
Denote also nc  the generalized cost of drop-off at n  and rg  that of route r  from i  to n .  
The search process can be analyzed by focusing on the vector of candidate flows by exit 
station, ]I:[ s
s
n
s ny y . At n  the number of candidates, sny , is made of the ex-ante 
candidates, snq , plus the candidates diverted from unsuccessful requests, the n-th component 
of sss PBy , in which sB  is the diagonal matrix of term sn  for sn I  and 
sP  
]I,:[ s
s
nm mn  . Thus, in vector form, 
sssss PByqy   or equivalently, denoting by sU  
the identity matrix on sI , sssss qPBUy  )( . It has been shown in [LeB12] that 
sss PBU   is invertible. Denoting by sH  its inverse matrix, it holds that  
sss Hqy  . (4) 
From this stem the search flows of customers cruising for parking, along the transition 
sT   ss II  : denote by 
sP

 the matrix made up by juxtaposition of square blocks 
indexed by sn I , each of which is null save for its n -th row that is taken from 
sP : 
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ssssssss PBHqPByx

T . 
(5) 
Costs by destination station. The search cost amounts to the vector product of sTx  times the 
vector of generalized transition costs, sTc , so 
 ssssssssssssc TTTT .),,,(
~ cPBHqcxcPBq

 . 
A search that starts from station n  corresponds to a particular demand vector 
]I:1[ }{ snm
s
n m  , hence to a particular search cost as follows: 
sssss
n
ssss
ns
s
n cc TT),,,(
~~ cPBHcPB

 . (6) 
Moreover, the “final” cost of parking due to drop off and the eventual terminal transition 
by walk, also depends on demand vector sq  through the derived vector sy : letting 
]I:diag[ s
s
n
s nB  and s
s)I(c  be the vector of terminal costs w.r.t. alighting station, 
)(]I:[),,,,(ˆ )I()I()I()I(
s
s
s
s
sss
s
s
nns
sss
s
s
s
sss
s nccc ccBHqByccPBq  . (7) 
Starting from station n , the expected cost of search and park is 
))((),,,,(ˆ~ˆ )I()I(T)I()I(
s
s
s
s
ssssss
n
s
s
s
s
sss
ns
s
n
s
n ccg ccBcPBHccPB 

. (8) 
Demand functions. On the mode layer, the set of routes R  of a given leg ),( sn  includes 
any elementary path r  from initial station n  to any si I : here, a path is a pair sequence – 
leg, in which the leg part enables one to further specify a path instance. Denote the cost of 
path r  by rg  and its extension to include the search and park cost up to s  by sirr ggg ˆˆ 
 . 
The assignment of customers to target stations of minimum cost is stated as follows: Find 
vector L],R:[LR   rfrf  and dual variables L]:[    such that 
0rf   L,R  r , (9a) 



xfr r  R   L , (9b) 
0ˆ  

rg   and  0)ˆ(  

rr gf   L,R  r . (9c,d) 
At solution,   is equal to the minimum leg cost among the route options of the leg. 
Station demand sq  stems from route flows in a straightforward way: 
 
 ),R(I,
),(
inrn
sn
r
s
i fq
  for si I . (10) 
The interplay of model layers. Conditions (9) and (10) relate the mode layer to the 
multimodal network layer: the latter supplies the former with entry-exit flows Lx , whereas 
the former supplies the latter with leg costs L . 
The station and the mode layers interplay on the egress side of the VSS: the station layer 
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provides egress wait times nw  and dock shortage probabilities 
n , while the mode layer 
induces the egress flows, n , and the rates of acceptance to wait for egress, 
s
ns , as follows: 
  ns
s
nn y
sII,
, (11) 
}diversionthanbetterisatWait{Pr nssn  . (12) 
A Discrete Choice Model can be associated to sns , e.g. a multinomial logit model with 
options in sI , option disutility either nsn cw 
  or snmn gˆ  for nm s \I  and parameter  , 
yielding  
 
  nm
s
nmnnsnnsn
s
n
s
gcwcw \I ))ˆ(exp())([exp(/)](exp[s . 
(12a) 
nns
s
n
s
nn y    /)s(s sII, . 
(12b) 
4 Multimodal network 
Multimodal integration. As the VSS is a mode of public transport, it can be integrated to the 
multimodal network as a special kind of transit service on the basis of the modal legs 
between the stations of access and exit. Then, the optimal strategy treatment of a leg-based 
transit network [DCF93], extended to several features of congestion about passengers and 
vehicles by [LCP12], can be adapted to our multimodal network subject to one major change: 
put simply, the frequency of a transit service is replaced by the Probability of Immediate 
Availability of a vehicle at an entry station. This requires to specify further the notion of a 
local travel strategy: a general theory of modal availability for traffic assignment to a 
multimodal network has been developed in a companion paper [Leu13], of which a simple 
application is presented hereafter. 
Modal availability and travel strategy. At the boarding node of a VSS station n , the VSS 
mode provides a travel option to get to the destination z  with a given quality of service in 
terms of minimum run cost sznssnz gg  I
I min , of wait time nw  if no vehicle is 
available immediately and of the probability of unavailability, n . Alternative options have 
an initial link by Walk. A travel strategy involves either VSS or Walk or Combined, depending 
on the VSS minimum cost, Inzg , and the Walk average cost, 
W
nzg . If 
WI
nznz gg   then the Walk 
option is selected on a full basis; otherwise the VSS option is chosen at least with its 
probability of immediate availability,  n1 , and eventually on a full basis if WI nznzn ggw  . 
The pure Walk strategy is a “continuous strategy” in the theory of modal availability [Leu13], 
whereas the pure VSS is a singleton “discrete sequence” and the “VSS or Walk” is a “hybrid 
strategy”. 
For the two problems of Finding an optimal local strategy and Finding a hyperpath 
heading to a given destination, there exists an optimal solution and efficient algorithms have 
been provided [Leu13]. On the upper layer network made of the VSS legs and the pedestrian 
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links, the outcome for each destination z  consists in a vector of link proportions ]1,0[zah  
such that 1A   na
z
ah . Inefficient walk links or VSS legs have 0
z
ah , while the links 
belonging to an optimal strategy can get a positive share. The walk modal share is split 
between the walk links of identical minimum cost. Similarly, the VSS modal share is split 
between the VSS legs of minimum run cost. 
Loading the hyperpath with trip flows from origin nodes No  to a given destination 
node Zz  is performed in the classical way on the basis of the link proportions zah  and in 
the order of decreasing cost nzg  to the destination. 
The interplay of model layers. Figure 1 depicts a multimodal network: the intermediary 
level of pedestrian nodes and links is essential for access to and from the VSS mode, via the 
land nodes associated to the VSS stations. However Figure 2 depicts the model layers better: 
each public mode either VSS or a transit line is detailed at the lower level, whereas the upper 
layer is comprised only of pedestrian and modal legs.  
 
Figure 1: Multimodal network: topology of nodes, links and modes - taken from [Leu13]. 
 
Figure 2: Bi-layer organization: (a) lower level, (b) upper layer- taken from [LCP12]. 
On the upper layer, the flow state is a vector of flows by destination and link, 
Z]A,:[  zax
z
ax  with Z  the set of destinations and A  that of upper layer links. 
Based on x , the passenger flow arriving at land node n  and considering to enter the VSS 
mode at n  towards destination z  is  
 
na aznznz
xQx A  with nzQ  the origin-destination 
flow from n  to z . Let 1nz  if VSS is attractive at n  i.e. if WI nznz gg  , or 0  otherwise. In the 
latter case the VSS gets no flow for z  and 0nz . If VSS is attractive, let 
 nnz
~  if 
WI
nznz gg   or ],0[
~  nnz  if 
WI
nznz gg  . If 
WI
nznzn ggw 
  let 1I nzh  or ]1,[  n  in case 
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of equality. The proportion of customers assigned to VSS is nznzh 
I , within which nznz
~  
can board immediately and the remaining part has to wait, hence II /)~(r nznznz
z
n hh  . It 
must hold that: 
   Zz nzn . (13) 
nZz
z
nnzn    /)r(r . 
(14) 
5 Traffic equilibrium 
Model integration. The three sub-models constituted so far, namely VSS Station, VSS Mode 
and Multimodal Network, make building blocks in an integrated model. Each of the building 
blocks is shown in an input-output setting in figure 3: their integration  would give rise to a 
block diagram. A fourth model can be identified at that stage: that of roadway traffic. This 
traffic involves the two kinds of vehicle flow that pertain to the VSS mode, respectively initial 
flow from entry to target station ( LRf ) and cruising flow in transition between egress 
stations ( sTx  for each exit station s ); it also involves the plain roadway traffic of private cars 
and duty vehicles. On each roadway link a , the local flow av  determines the individual travel 
time at  on the basis of a link travel time function as follows: 
)(T aaa vt  . (15) 
It would be easy to model further the travel mode by private car or by any other private 
vehicle and to integrate it within our multimodal framework as an additional model block. 
For simplicity, let us use condition (15) only to represent the model of roadway traffic. 
State vector. In the integrated model, the endogenous variables can be synthesized on the 
basis of a four-fold state vector made of AZx , NZ , 
I  and LR , in which: 
 )](Z,N,:[NZ nzn
n
z    with 0
n
z  and 1)(   n
n
z  is the vector of 
strategy proportions on the upper layer network, as in [Leu13], 
 ]RL,:[LR    rr  with 0 r  and 1R    r r  is the vector of flow 
proportions to elementary paths serving leg ),( sn  on the VSS mode (with path 
head in sI ), 
The   and   vectors are required to share the demand flows among alternative strategies 
or alternative modal paths, respectively. 
Definition of traffic equilibrium. A state vector ),,,( ILRNZAZ

  xX  is a traffic 
equilibrium if and only if it solves the system of conditions (1)-(15). 
More rigorously, a condition about strategy proportions should be stated on the basis of 
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condition (9) about paths, by replacing rf  by r  and by introducing a function of strategy 
cost. 
VIP characterization. In this setting, the state vector belongs to an admissible set: a finite 
dimensional, bounded polytope which is nonempty and compact. The derivation of all 
remaining model variables from the state vector and the system of conditions is 
straightforward. It is also straightforward to associate a specific cost function to every 
strategy proportion: this cost function and the path cost function are continuous with respect 
to X . It is somewhat less straightforward but still easy to associate continuous cost 
functions to the AZx  and 
I  components (cf. [Leu13] as regards the AZx ), so as to restate 
the traffic equilibrium with respect to the state vector and in such a way that the cost 
function is continuous. From this stems a characterization theorem of traffic equilibrium as a 
Variational Inequality problem. Then, for a solution to exist, it is sufficient to check that the 
conditions of local compatibility are feasible within the admissible set. 
Existence of equilibrium and the issue of feasibility. The compatibility conditions pertain 
to the domain of vehicle shortage,  /r , and that of dock shortage,  /s . When 
solving for equilibrium, based on the current value of X , the nr  rate at n  stems from 
passengers willing to wait for a vehicle rather than to walk to a subsequent node, because the 
wait time is not so high. As )/(1 nnnn rw 
 , it increases with nr . If nn   then the 
compatibility condition is satisfied, otherwise nw  can take values as large as required by 
increasing nr , thus reducing the attractivity of the wait option and leading to reduce ir : so a 
fixed point must exist which ensures the compatibility. 
On the egress side, a similar argument applies: if nn   then the compatibility 
requirement about dock shortage is satisfied. Otherwise, as )/(1 nnnn sw 
  is an 
increasing function of ns , by increasing 

nw  it comes out that the wait option will be less 
demanded than the diversion to neighboring stations. In turn, this induces a lower ns , so a 
fixed point must exist, which ensures the compatibility. 
Equilibration algorithm. As the VIP is endowed with a regular cost function, it can be solved 
by successive approximations: at each iteration in this process, a related yet simpler problem 
called auxiliary is solved to yield an auxiliary state which is used to enhance the current state. 
This Auxiliary Program Principle as developed by Guy Cohen (1984) is well-known in 
assignment theory in the two instances of the Frank-Wolfe algorithm and the Method of 
Successive Averages (MSA). A typical step would proceed as follows. At iteration i , given 
current state ),,,(  xX , evaluate )(XF  and solve the VIP with cost function )(XF , 
which amounts to minimize the duality gap function )
~
).(( XXXF  . This yields an auxiliary 
state )~,~,
~
,~(
~
 xX . From X  and X
~
, the next current state X  is derived primarily by 
relaxation i.e. )
~
( XXXX  i  wherein 0)(  ii  is a decreasing sequence of positive 
numbers converging to zero sufficiently quickly. Some caution must be exerted to maintain 
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an acyclic lattice of optimal strategies on the upper layer network, cf. [LCP13]. 
However it would be computationally awkward to deal with the   and   parts explicitly. 
An alternative, simpler approach is to focus on AZx  on the upper layer, on 
I  for the VSS 
stations and on a vector of link flows on the VSS lower layer, say A(I)v , and to handle them 
jointly by a three-fold Method of Successive Averages. 
 
Figure 3: Sub-models as input-output functions. 
6 Toy instance 
A VSS mode with three stations }2,1,0{I   includes (0) a central station, (1) a first ring lot, 
(2) a second ring lot. Run cost by VSS, excluding exit cost, amounts to   between 2 and 1 or 1 
and 0 and to 2  between 2 and 0, whereas by walk it amounts to ~  or ~2 . Figure 4 depicts 
the lower-layer and upper-layer networks: assuming a single O-D pair from 2 to 0 and two 
exit nodes {0,1}s  with same catchment area {0,1}I s , only three legs can be used on 
the upper layer: })0,1(),1,2(),0,2({L  . 
Here our objective is restricted to illustrate the formation of travel costs along the VSS 
node. By exit station s  and egress node sn I  as “initial target”, the stopping probability is 
s
n  and the remaining users are diverted to node n1 , yielding that 









s
s
s
1
0
0
0
B , 






01
10
sP  and 








 
1
11
)(
1
01
s
s
s
ssss PBUH  with 
ss
s 101  . 
The vector of transition costs is ts ]00[T c . The exit cost at n  for exit station s  
is sn
s
n
s
n ccg ˆ
~ˆ  , wherein the search cost from n  is ss n
s
n
s
nc   /)1(
~
1  and the final cost 
at n  is 
sns
s
nsn
s
nnn
s
n
s
nnn
s
n
s
n wwc  




 /)](~)()[(ˆ 1,1111  . By modal path 
r  serving leg ),( si , the modal cost including run cost and exit cost is as follows: 
 )0,1( : path 1-0 costs 00
)0,1(
01 gˆg  . 
 )0,2( : path 2-0 costs 00
)0,2(
02
ˆ2 gg   and path 2-1 costs 
0
1
)0,2(
12 gˆg  . 
 )1,2( : path 2-0 costs 10
)1,2(
02
ˆ2 gg   and path 2-1 costs 
1
1
)1,2(
12 gˆg  . 
 s,r,, 
  w,   w,
  w,  w, Lx
 II s, L   w,
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 II r,
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Figure 4: Instance network: (a) lower level, (b) upper layer. 
7 Conclusion 
A framework has been provided to model travel demand for a Vehicle Sharing System within 
a multimodal setting, in both competition and complementariness to alternative modes. The 
basic principle is to treat the VSS mode as some kind of public service which provides 
station-to-station legs to the trip-makers. The service egress involves to park the vehicle at a 
capacitated station, eventually with cruising between stations. The service access involves 
the issue of availability at an entry station. The integrated model is comprised of building 
blocks by station and travel mode. The trip-makers’ paths are embedded into hyperpaths on 
the upper layer network but may involve loops for parking on the lower layer of VSS mode. 
By its modular construct, the model can be easily extended to include transit services as 
well as individual modes using private vehicles. Work is going on at LVMT to implement a 
model software and apply it to the Paris metropolitan area. After consolidating the 
simulation capability, it is planned to test a range of transportation policies, including 
capacity development, fleet sizing and tariff setting for the Vehicle Sharing System. 
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