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a b s t r a c t
In this paper, the system of two-dimensional Burgers’ equations are solved by local
discontinuous Galerkin (LDG) finite elementmethod. The newmethod is based on the two-
dimensional Hopf–Cole transformations, which transform the system of two-dimensional
Burgers’ equations into a linear heat equation. Then the linear heat equation is solved by the
LDG finite element method. The numerical solution of the heat equation is used to derive
the numerical solutions of Burgers’ equations directly. Such a LDG method can also be
used to find the numerical solution of the two-dimensional Burgers’ equation by rewriting
Burgers’ equation as a system of the two-dimensional Burgers’ equations. Three numerical
examples are used to demonstrate the efficiency and accuracy of the method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Burgers’ equation is a model example for several physical phenomena such as traffic, shock waves, turbulence problems
and continuous stochastic processes. It is one of a few well-known nonlinear partial differential equations, which have
been solved analytically for a restricted set of arbitrary initial conditions. In many cases, these solutions involve infinite
series which may converge very slowly for small values of viscosity coefficient. It can also be used to test various numerical
algorithms. Due to its wide range of applicability, several researchers have been constructed various numerical schemes for
finding its approximate solution, such as Adomian’s decompositionmethod, amixed finite difference and boundary element
approach, spline finite element method, the exact-explicit finite difference method, Douglas finite difference scheme, the
direct variational method and the variational iteration method [1–14].
Hopf–Cole transformation [15,16] is a powerful analytical tool for Burgers’ equation and yields various exact solutions.
Recently, it has been recognized as a promising numerical tool and some successful results have been obtained [2,3,6–8,13].
The Hopf–Cole transformation combined with the local discontinuous Galerkin method was used to obtain the numerical
solution of the one-dimensional Burgers’ equation [17]. Unlike the one-dimensional Hopf–Cole transformation,whichworks
perfectly in transforming the nonlinear one-dimensional Burgers’ equation into a linear heat equation, the two-dimensional
Hopf–Cole transformation cannot be used to reduce the two-dimensional Burgers’ equations into a linear heat equation in
general, because the condition of potential symmetry is not always satisfied by the two-dimensional Burgers’ equations.
In this paper, we consider the following system of two-dimensional Burgers’ equations:
∂u
∂t
+ u∂u
∂x
+ v ∂u
∂y
= ε

∂2u
∂x2
+ ∂
2u
∂y2

, (x, y, t) ∈ D× (0, T ], (1)
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∂v
∂t
+ u∂v
∂x
+ v ∂v
∂y
= ε

∂2v
∂x2
+ ∂
2v
∂y2

, (x, y, t) ∈ D× (0, T ], (2)
subject to the initial conditions
u(x, y, 0) = u0(x, y), (x, y) ∈ D, (3)
v(x, y, 0) = u0(x, y), (x, y) ∈ D, (4)
the boundary conditions
u(x, y, t) = f (x, y, t), (x, y, t) ∈ ∂D× (0, T ], (5)
v(x, y, t) = g(x, y, t), (x, y, t) ∈ ∂D× (0, T ], (6)
and the potential symmetry condition
∂u
∂y
= ∂v
∂x
, (7)
where D is an arbitrary domain and ∂D is its boundary.
Various numerical methods have been proposed to solve the above system of Burgers’ equations, such as Chebyshev
spectral collocation method [18], fourth order finite difference method [19], two algorithms based on cubic spline function
technique [20], a finite-element method using rectangular elements [21], lattice Boltzmann method [22], fully implicit
finite difference method [23], homotopy perturbation method based on the Pade approximation [24] and sixth-order finite
difference method [25]. The one-dimensional system of Burgers’ equations is solved by collocation method based on the
cubic B-spline [26]. Fletcher applied the two-dimensional Hopf–Cole transformation to generate the exact solutions of some
specified two-dimensional Burgers’ equations [27], so that the accuracy of these numerical methods can be tested.
The local discontinuous Galerkin (LDG) finite element method was developed by Cockburn and Shu in 1998 [28] and
has been widely used to solve some nonlinear differential equations. The LDG method has several attractive properties. It
can be easily designed for any order of accuracy. In fact, the order of accuracy can be locally determined in each cell, thus
allowing for efficient p adaptivity. Themethod has excellent parallel efficiency. It is extremely local in data communications.
The evolution of the solution in each cell needs to communicate only with immediate neighbors, regardless of the order
of accuracy. Finally, by designing the interface numerical fluxes correctly, the method can guarantee stability and local
solvability of all the auxiliary variables introduced to approximate the derivatives of the solution.
In this paper, we use the Hopf–Cole transformation to transform the system of Burgers’ equations to a linear heat
equation, then the LDG method is used to discretize the heat equation in space. A forward Euler and a third order
Runge–Kutta method is used to discretize the corresponding ordinary differential equations. Finally, the numerical solution
for the heat equation is used to obtain the numerical solutions of the system of Burgers’ equations directly. We give the
description of the LDG method based on the Hopf–Cole transformation in detail in Section 2. The numerical results of test
problem are compared with the exact solution in Section 3. Some conclusions are given in Section 4.
2. The local discontinuous Galerkin method
Using the Hopf–Cole transformations
u(x, y, t) = −2ε φx
φ
, v(x, y, t) = −2ε φy
φ
, (8)
(Eqs. (1)–(2)) can be transformed to the following equations
φt = ε(φxx + φyy)+ α1(y, t)φ, (9)
φt = ε(φxx + φyy)+ α2(x, t)φ, (10)
whereα1(y, t) andα2(x, t) are arbitrary functions depending on x, y and t only. Combining Eqs. (9) and (10),we can conclude
that φ satisfies the following heat equation:
φt = ε(φxx + φyy)+ α(t)φ, (11)
where α(t) is an arbitrary function depending on t only.
Theorem 2.1 ([18]). Let φ(x, y, t) be the solution of Eq. (11), u(x, y, t) and v(x, y, t) are defined in Eq. (8), then u(x, y, t) and
v(x, y, t) are independent of α(t).
Without loss of generality, we can choose α(t) = 0 in Eq. (11) to simplify the discussion and computation. Then the heat
equation to be solved in this paper is simplified to
φt = ε(φxx + φyy). (12)
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To obtain the numerical solution of the above heat equation, we need to derive the corresponding initial and boundary
conditions. For the sake of simplicity, we let D = [a, b] × [c, d], ∂D = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4, where Γ1 = {a ≤ x ≤ b, y =
c},Γ2 = {a ≤ x ≤ b, y = d},Γ3 = {x = a, c ≤ y ≤ d},Γ3 = {x = b, c ≤ y ≤ d}. In the following, we will give the
derivation of initial and boundary conditions in detail [19]. From the transformation defined in Eq. (8), we have
φx
φ
= −u(x, y, t)
2ε
⇒ ∂[log(φ)]
∂x
= −u(x, y, t)
2ε
. (13)
Integrating both sides of Eq. (13) with respect to x, we have
log(φ(x, y, t)) = log(φ(a, y, t))+
∫ x
a
−u(s, y, t)
2ε
ds, (14)
which can be written as
φ(x, y, t) = φ(a, y, t) exp
∫ x
a
−u(s, y, t)
2ε
ds

. (15)
Let t → 0 in Eq. (15), then the following initial condition is obtained:
φ(x, y, 0) = φ(a, y, 0) exp
∫ x
a
−u(s, y, 0)
2ε
ds

, (16)
where u(x, y, 0) is known. To derive the initial condition completely, we derive the formula of the φ(a, y, 0) using the initial
condition of v(x, y, t).
From the second part of the transformation in Eq. (8), we have
φy
φ
= −v(x, y, t)
2ε
⇒ ∂[log(φ)]
∂y
= −v(x, y, t)
2ε
. (17)
Integrating both sides of Eq. (17) with respect to y leads to
log(φ(x, y, t)) = log(φ(x, c, t))+
∫ y
c
−v(x, s, t)
2ε
ds, (18)
which can be written as
φ(x, y, t) = φ(x, c, t) exp
∫ y
c
−v(x, s, t)
2ε
ds

. (19)
Let t → 0 in Eq. (19), then we have
φ(x, y, 0) = φ(a, c, 0) exp
∫ y
c
−v(a, s, 0)
2ε
ds

. (20)
The initial condition is
φ(x, y, 0) = φ(a, c, 0) exp

−
∫ y
c
v(a, s, 0)
2ε
ds−
∫ x
a
u(s, y, 0)
2ε
ds

, (21)
where φ(a, c, 0) ≠ 0 is arbitrary constant and has no influence on the numerical solution of the linear heat equation [18].
For the convenience of calculation, we let φ(a, c, 0) = 1.
We first derive the boundary condition of φ(x, y, t) on Γ1. Let y → c in Eq. (15), the we have
φ(x, c, t) = φ(a, c, t) exp
∫ x
a
−u(s, c, t)
2ε
ds

, x ∈ [a, b], (22)
where the function u(s, c, t) is the boundary condition of u onΓ1. The integral in the above formula can be calculated exactly
or approximately by Simpson’s formula.
Similarly, let y → d in Eq. (15), then the boundary conditions on Γ2 is obtained as
φ(x, d, t) = φ(a, d, t) exp
∫ x
a
−u(s, d, t)
2ε
ds

, x ∈ [a, b], (23)
where the function u(s, d, t) is the boundary condition of u on Γ2. The function φ(a, d, t) is an unknown function of t . To
determine it, we let x → a, y → d in Eq. (19), then we have
φ(a, d, t) = φ(a, c, t) exp
∫ d
c
−v(a, s, t)
2ε
ds

. (24)
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Combine Eqs. (23) and (24) we obtain the boundary condition of φ(x, y, t) on Γ2:
φ(x, d, t) = φ(a, c, t) exp

−
∫ d
c
v(a, s, t)
2ε
ds−
∫ x
a
u(s, d, t)
2ε
ds

, x ∈ [a, b]. (25)
Similarly, the boundary condition of φ(x, y, t) on Γ3 is
φ(a, y, t) = φ(a, c, t) exp

−
∫ y
c
v(a, s, t)
2ε
ds

, y ∈ [c, d]. (26)
The boundary condition of φ(x, y, t) on Γ4 is
φ(b, y, t) = φ(a, c, t) exp

−
∫ b
a
u(s, c, t)
2ε
ds−
∫ y
c
v(b, s, t)
2ε
ds

, y ∈ [c, d]. (27)
We will determine the function φ(a, c, t) which is involved in all of the four boundary conditions above as follows. We
follow the procedure of Ref. [19].
Let {ti}Ni=1 be a partition of [0, T ] and 1ti = ti+1 − ti and N is a positive integer. Assume that φ(a, c, ti) is known, then
the problem is to determine φ(a, c, ti+1). Integrating both sides of Eq. (12) with respect t from ti to ti+1, we have
φ(x, y, ti+1) = φ(x, y, ti)+
∫ ti+1
ti
ε(φxx + φyy)dt. (28)
From Eq. (8), we have
ux = −2ε

φxx
φ
−

φx
φ
2
= −2ε

φxx
φ
− u
2
4ε2

. (29)
Solving Eq. (29) for φxx, we have
φxx =

− ux
2ε
+ u
2
4ε2

φ. (30)
In the same manner, we have
φyy =

− vy
2ε
+ v
2
4ε2

φ. (31)
Substituting φxx and φyy into Eq. (28), we have
φ(x, y, ti+1) = φ(x, y, ti)+
∫ ti+1
ti
φ(x, y, t)

u2
4ε2
+ v
2
4ε2
− ux
2
− uy
2

dt. (32)
Let ρ(x, y, t) = u2
4ε2
+ v2
4ε2
− ux2 − uy2 , then let (x, y)→ (a, c) in Eq. (32), then we have
φ(a, c, ti+1) = φ(a, c, ti)+
∫ ti+1
ti
φ(a, c, t) lim
(x,y)→(a,c)
ρ(x, y, t)dt. (33)
Assuming that u and v are sufficiently smooth, we can change the order of taking limit and partial differentiation. Thus,
we can derive ρ(a, c, t) as follows:
ρ(a, c, t) = lim
(x,y)→(a,c)
u2 + v2
4ε
− 1
2
lim
x→a(limy→c u)x −
1
2
lim
y→c(limx→a v)y. (34)
Applying the Trapezoid rule to calculate the integral in Eq. (33), we have
φ(a, c, ti+1) = φ(a, c, ti)+ 1ti2 (φ(a, c, ti+1)ρ(a, c, ti+1)+ φ(a, c, ti)ρ(a, c, ti)), 1 ≤ i ≤ N. (35)
Solving Eq. (35) for φ(a, c, ti+1), we have
φ(a, c, ti+1) = 1+
1ti
2 ρ(a, c, ti)
1− 1ti2 ρ(a, c, ti+1)
φ(a, c, ti), 1 ≤ i ≤ N. (36)
In the following, we construct the LDG finite element scheme for the linear heat equation (12) with initial condition (21)
and boundary conditions (22)–(27). Eq. (12) can be rewritten as
φt = ε1φ. (37)
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We introduce the new variable, q = ε∇φ, and rewrite the heat equation as
φt = ∇ · q, (x, y, t) ∈ D× (0, T ], (38)
q = ε∇φ, (x, y, t) ∈ D× (0, T ]. (39)
Let D = ∪NTj=1 Tj, with Tj being the triangle under consideration, be a non-structured mesh. Multiplying Eqs. (21)–(22) by
test functionsm andw and integrating over the element Tj, one has∫
Tj
∂φ
∂t
mdV +
∫
Tj
q · ∇mdV =
∫
∂Tj
q · njmdS, (40)∫
Tj
q ·wdV = −
∫
Tj
φ∇ · (εw)dV +
∫
∂Tj
εφnj ·wdS, (41)
wherenj is the outward normal unit vector to ∂Tj, the boundary of the element.Wedefine the finite element space consisting
of piecewise polynomials
Vh = V kh = {v ∈ L1(D) : v|Tj ∈ Pk(Tj), j = 1, . . . ,NT }, (42)
where Pk(Tj) denotes the set of polynomials of degree up to k defined on the cell Tj and L1(D) = {v : ∃M >
0, such that

D |v|dV ≤ M}. The semi-discrete LDG method for solving Eq. (12) is defined as follows: find the unique
functions φh, qh ∈ V kh such that, for all test functionsmh,wh ∈ V kh and all 1 ≤ j ≤ N , we have∫
Tj
∂φh
∂t
mhdV +
∫
Tj
qh · ∇mhdV =
∫
∂Tj
qˆh · njmhdS, (43)∫
Tj
qh ·whdV = −
∫
Tj
φh∇ · (εwh)dV +
∫
∂Tj
εφˆhnj ·whdS, (44)
where the numerical fluxes qˆh and φˆh are approximation to q and φ on the boundary of element Tj. The numerical fluxes
must be specified in terms of qh and φh. In this paper, we use the following numerical fluxes [29,30]
qˆh = {qh} − C11[φh] − C12[qh], φˆh = {φh} + C12[φh] − C22[qh], (45)
where
{qh} = 0.5(q+h + q−h ), [qh] = q+h · n+ + q−h · n−,
{φh} = 0.5(φ+h + φ−h ), [φh] = φ+n+ + φ−n−.
Here, the unit vectors n+ and n− are the boundary outnormal vectors to element Tj(j+) and its neighbor j−. φ+h and φ
−
h are
the numerical solutions on ∂Tj from the inner part of the element Tj and its neighbors.
The numerical solutions φh and qh in every element can be expressed as
φ =
Nj−
i=1
ϕ
j
iφj, qh,r =
Nj−
i=1
ϕ
j
iqj,r , r = x, y, (46)
whereϕji , i = 1, . . . ,Nj are the basis functions of element Tj, andNj is the number of nodes per element. For the convenience
of calculation,we use the area coordinates in the following. For a linear element, the corresponding basis functions for a finite
element space V kh are
ϕ
j
1 = η1, ϕj2 = η2, ϕj3 = η3, (47)
where η1, η2 and η3 are the area coordinates. For a quadratic element, the corresponding basis functions for a finite element
space V kh are
ϕ
j
1 = η1(2η1 − 1), ϕj2 = η2(2η2 − 1), ϕj3 = η3(2η3 − 1),
ϕ
j
4 = 4η1η1, ϕj5 = 4η2η3, ϕj6 = 4η3η1. (48)
Substituting the above local approximation into Eqs. (43)–(44) and after tedious calculation, we can get an ordinary
differential equation about φi. For the sake of simplicity, the final ordinary differential equations can be written as
M
dφ(j)
dt
+ Kφ(j) = F(j), (49)
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where φ(j) is the vector of nodal values of the variable φ associated with an element j.M,K and F(j) are the knownmatrixes.
For a linear element, such ordinary differential equations are solved by the forward Euler method.
φn+1j = φnj +1tH(φnj , tn). (50)
For a quadratic element, such ordinary differential equations are solved by the third order Runge–Kutta method.
f1 = 1tH(φnj , tn), f2 = 1tH(φnj + f1, tn +1t),
f3 = 1tH(φnj − f1 + 2f2, tn + 0.51t),
φn+1j = φnj +
1
6
(f1 + 4f2 + f3). (51)
In the above two time integration formulas, H(φnj , t
n) = M−1(F(j)(φnj , tn) − K(φnj , tn)φnj ). For details of derivation of the
matrixes, we refer to Ref. [30].
By using the LDG method, we get the solution of the heat equation. We can find the numerical solution of the system of
Burgers’ equations by the Hopf–Cole transformations (8) within each element. Compared with the finite difference method,
there is no need to reconstruct the derivatives used in the two-dimensional Hopf–Cole transformations. More important,
using the Hopf–Cole transformations to derive the numerical solutions of the system of Burgers’ equations, we will not
introduce additional numerical errors. This is one of the advantages of using the finite element method.
3. Numerical results
In this section, three numerical examples are used to demonstrate the efficiency and accuracy of themethodweproposed.
Example 1 ([19]). In this example, we consider the system of two-dimensional Burger’s equations given in Eqs. (1)–(2) over
a square domain D : [0, 1] × [0, 1], with the initial conditions
u(x, y, 0) = −4επ cos(2πx) sin(πy)
2+ sin(2πx) sin(πy) , (x, y) ∈ D,
v(x, y, 0) = −2επ sin(2πx) cos(πy)
2+ sin(2πx) sin(πy) , (x, y) ∈ D,
and boundary conditions
u(0, y, t) = −2επe−5π2εt sin(πy), t ≥ 0,
u(1, y, t) = −2επe−5π2εt sin(πy), t ≥ 0,
u(x, 0, t) = 0, t ≥ 0,
u(x, 1, t) = 0, t ≥ 0,
v(0, y, t) = 0, t ≥ 0,
v(1, y, t) = 0, t ≥ 0,
v(x, 0, t) = −επe−5π2εt sin(2πx), t ≥ 0,
v(x, 1, t) = επe−5π2εt sin(2πx), t ≥ 0,
for which the exact solutions are
u(x, y, t) = −2ε 2πe
−5π2εt cos(2πx) sin(πy)
2+ e−5π2εt sin(2πx) sin(πy) ,
v(x, y, t) = −2ε πe
−5π2εt sin(2πx) cos(πy)
2+ e−5π2εt sin(2πx) sin(πy) .
Different computational meshes are illustrated in Fig. 1. The time step for computation satisfies
dt = cfl ∗minh2, (52)
where cfl is a parameter dependent on the problem andminh is the shortest length of all the triangles. The L2 and L∞ errors
on different meshes and corresponding convergence rates are shown in Tables 1–4. In order to show the efficiency and
accuracy of this method for a different parameter ε, the numerical results for ε = 1 and ε = 0.01 are listed in Figs. 2 and 3.
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Fig. 1. Different meshes for calculation.
Table 1
Numerical results (L2error) of Example 1 by the LDG method using a linear element at T = 1 with ε = 0.1 and cfl = 0.05.
Mesh Mesh 1 Mesh 2 Mesh 3 Mesh 4
Eu 1.5335E−003 4.2805E−004 6.5220E−005 1.7693E−005
ru = Eu(mesh i)Eu(mesh i+1) – 3.5825 6.5631 3.6862
logru2 – 1.8410 2.7144 1.8821
Ev 1.3815E−003 3.6578E−004 4.7358E−005 1.3737E−005
rv = Ev (mesh i)Ev (mesh i+1) – 3.7767 7.7240 3.4476
logrv2 – 1.9171 2.9493 1.7856
Table 2
Numerical results (L∞error) of Example 1 by the LDG method using a linear element at T = 1 with ε = 0.1 and cfl = 0.05.
Mesh Mesh 1 Mesh 2 Mesh 3 Mesh 4
Eu 3.2995E−003 8.5481E−004 1.5239E−004 6.8944E−005
ru = Eu(mesh i)Eu(mesh i+1) – 3.8599 5.6094 2.2103
logru2 – 1.9486 2.4878 1.1443
Ev 3.1717E−003 7.8166E−004 1.3796E−004 5.5051E−005
rv = Ev (mesh i)Ev (mesh i+1) – 4.0576 5.6658 2.5061
logrv2 – 2.0206 2.5023 1.3254
Table 3
Numerical results (L2error) of Example 1 by the LDG method using a quadratic element at T = 1 with ε = 0.1 and cfl = 0.01.
Mesh Mesh 1 Mesh 2 Mesh 3 Mesh 4
Eu 1.4109E−004 3.1359E−005 6.5452E−006 1.4436E−006
ru = Eu(mesh i)Eu(mesh i+1) – 4.4994 4.7911 4.5340
logru2 – 2.1697 2.2604 2.1808
Ev 6.9830E−005 1.6080E−005 3.3715E−006 8.1077E−007
rv = Ev (mesh i)Ev (mesh i+1) – 4.3426 4.7694 4.1584
logrv2 – 2.1186 2.2538 2.0560
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Table 4
Numerical results (L∞error) of Example 1 by the LDG method using a quadratic element at T = 1 with ε = 0.1 and cfl = 0.01.
Mesh Mesh 1 Mesh 2 Mesh 3 Mesh 4
Eu 2.9414E−004 7.9074E−005 1.4304E−005 4.5056E−005
ru = Eu(mesh i)Eu(mesh i+1) – 3.7198 5.5281 3.1747
logru2 – 1.8952 2.4668 1.6666
Ev 1.3516E−004 3.4585E−005 7.7615E−006 2.2368E−005
rv = Ev (mesh i)Ev (mesh i+1) – 3.9080 4.4560 3.4699
logrv2 – 1.9664 2.1557 1.7949
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Fig. 2. Comparison of numerical and exact solutions at T = 0.05 with ε = 1 and cfl = 0.05 on mesh 3 using a linear element.
Example 2 ([31]).Weconsider the systemof two-dimensional Burger’s equations given in Eqs. (1)–(2) over a square domain
D : [0, 1] × [0, 1], with the exact solutions
u(x, y, t) = 3
4
− 1
4

1+ e (4y−4x−t)32ε
 ,
v(x, y, t) = 3
4
+ 1
4

1+ e (4y−4x−t)32ε
 .
The boundary and initial conditions are taken from the exact solutions. Four different computational meshes are the
samewith the meshes which are used in the numerical example (Example 1). To show the effect of mesh, the absolute error
with different meshes are showed in Figs. 4 and 5 respectively for linear and quadratic elements. Fig. 6 gives the numerical
results with ε = 0.05 on mesh 4. From the numerical results, we can conclude that the algorithm we proposed works
well for some moderate ε and the numerical results obtained by the quadratic element are better than those obtained by
the linear element. Compared with the numerical results in Ref. [31], unfortunately, our algorithm cannot work with more
smaller ε. Maybe the higher order element and a more excellent mesh may conquer such difficulties.
Example 3 ([19]).We consider the two-dimensional Burgers’ equation
ut + u

∂u
∂x
+ ∂u
∂y

= ε

∂2u
∂x2
+ ∂
2u
∂y2

(53)
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Fig. 3. Comparison of numerical and exact solutions at T = 0.05 with ε = 0.01 and cfl = 0.05 on mesh 3 using a quadratic element.
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Fig. 4. Absolute Error of u(x, y, t) at T = 0.1 with ε = 0.1 and cfl = 0.1 on different meshes using a linear element.
over a square domain D : [0, 2] × [0, 2]with the initial condition
u(x, y, 0) = 1
1+ e(x+y)/2ε , (x, y) ∈ D,
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Fig. 6. Comparison of numerical and exact solutions at T = 0.05 with ε = 0.05 and cfl = 0.1, 0.01 for linear and quadratic elements respectively on
mesh 3 and mesh 4.
and boundary conditions
u(0, y, t) = 1
1+ e(y−t)/2ε , y ∈ [0, 2], t > 0,
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Fig. 8. Comparison of numerical and exact solutions at T = 2 with ε = 0.1 and cfl = 0.05 for a linear element and cfl = 0.01 for a quadratic element.
u(2, y, t) = 1
1+ e(2+y−t)/2ε , y ∈ [0, 2], t > 0,
u(x, 0, t) = 1
1+ e(x−t)/2ε , x ∈ [0, 2], t > 0,
u(x, 2, t) = 1
1+ e(2+x−t)/2ε , x ∈ [0, 2], t > 0,
for which the exact solution is
u(x, y, t) = 1
1+ e(x+y−t)/2ε , (x, y) ∈ D, t ≥ 0.
In Eq. (53), there is only one unknown function u(x, y, t). To use the method introduced in this paper, we introduce a
complimentary function v(x, y, t) = u(x, y, t), then a system of Burgers’ equations similar to that given in (Eqs. (1)–(2)) can
be obtained. As v(x, y, t) = u(x, y, t), it is easy to verify that the potential symmetry condition in Eq. (7) is satisfied. The
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Fig. 9. Comparison of numerical and exact solutions at T = 2 with ε = 1.0 and cfl = 0.05 for a linear element and cfl = 0.01 for a quadratic element.
x
0
0.5
1
1.5
2
y
0
0.5
1
1.5
2
u
-e
xa
ct
0
0.2
0.4
0.6
0.8
1
X Y
Z
x
0
0.5
1
1.5
2
y
0
0.5
1
1.5
2
0
0.2
0.4
0.6
0.8
1
u
-n
u
m
e
r-
p1
X Y
Z
x
0
0.5
1
1.5
2
y
0
0.5
1
1.5
2
0
0.2
0.4
0.6
0.8
1
u
-n
u
m
e
r-
p2
X Y
Z
(a) u-exact. (b) u-numerical-linear element—mesh 2
(ε = 0.08).
(c) u-numerical-quadratic element—mesh 1
(ε = 0.08).
Fig. 10. Comparison of numerical and exact solutions at T = 2 with cfl = 0.05 for a linear element and cfl = 0.01 for a quadratic element.
computational meshes we used for this example is illustrated in Fig. 7. The numerical results with different ε are shown in
Figs. 8–11.
4. Conclusions
In this paper, the LDG method based on the Hopf–Cole transformations is used for finding the numerical solutions of
the system of two-dimensional Burgers’ equations. This method is very reliable and efficient. More importantly, compared
with other numerical methods, using the LDG method we can calculate the solution φ and the auxiliary variable φx and φy
simultaneously. There is no need to reconstruct the derivative used in the Hopf–Cole transformations.
From the numerical results, we can conclude that our scheme can solve some Burgers’ equations very well. The results
with the quadratic element works better than the linear element. It can achieve the similar or better results even with more
coarse meshes. For a more smaller parameter ε, for example smaller than 0.05, the present algorithm can not achieve the
satisfied numerical results with the present meshes. We do believe that with higher order finite elements combining with
the more excellent meshes, the algorithm has the potential to deal with such problems more accurately. Accordingly, the
expense of computation increases sharply. In order to enhance the efficiency of the algorithm, the parallel computationmay
conquer such difficulties. We will do such work in the following days.
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