ABSTRACT The aim of an automatic video-based facial expression recognition system is to detect and classify human facial expressions from image sequence. An integrated automatic system often involves two components: 1) peak expression frame detection and 2) expression feature extraction. In comparison with the image-based expression recognition system, the video-based recognition system often performs online detection, which prefers low-dimensional feature representation for cost-effectiveness. Moreover, effective feature extraction is needed for classification. Many recent recognition systems often incorporate rich additional subjective information and thus become less efficient for real-time application. In our facial expression recognition system, first, we propose the double local binary pattern (DLBP) to detect the peak expression frame from the video. The proposed DLBP method has a much lower-dimensional size and can successfully reduce detection time. Besides, to handle the illumination variations in LBP, logarithm-laplace (LL) domain is further proposed to get a more robust facial feature for detection. Finally, the Taylor expansion theorem is employed in our system for the first time to extract facial expression feature. We propose the Taylor feature pattern (TFP) based on the LBP and Taylor expansion to obtain an effective facial feature from the Taylor feature map. Experimental results on the JAFFE and Cohn-Kanade data sets show that the proposed TFP method outperforms some state-of-the-art LBP-based feature extraction methods for facial expression feature extraction and can be suited for real-time applications.
I. INTRODUCTION
Facial expression is a major way of human emotional communication. It is reported that facial expression constitutes 55% of the effect of a communication message while language and voice constitute 7% and 38%, respectively. Recently, the computer vision and artificial intelligence has been applied in many fields [1] - [3] , and automatic facial expression recognition (FER) has made great progress for various potentials in human behavior recognition, sign language recognition, human-computer interaction, etc. Ekman [4] classifies the facial expressions into six different categories: happiness, sadness, anger, fear, surprise, and disgust. In order to encode the motion of various facial muscles, Ekman et al. develop the Facial Action Coding System (FACS) in which the facial movement is described by action units (AUs). AUs detection has been used in many facial expression recognition systems [5] , [6] . In addition, facial animation parameters (FAPs) are also used as a feature extraction method for facial expression recognition.
The traditional FER system has three basic steps: image acquisition, facial feature extraction, and classification. Recently, extensive works have been carried out towards the facial feature extraction with the objective of maximizing the between-class variability while minimizing the withinclass variability. Employing deep learning techniques to learn effective feature representations has swept a variety of computer vision tasks. Thanks to its deep architecture and large learning capacity, some deep neural networks even get close to human performance on recognition tasks. A number of well-established problems in computer vision have recently benefited from the rise in deep learning as feature representations or classifiers. For instance, DeepID2 [7] and DeepID2+ [8] utilize the idea of joint face identificationverification to reduce intra-personal variations which leads to a significant improvement on face recognition accuracy. VGG net [9] stacks multiple convolutional layers together to form complex features. GoogLeNet [10] incorporates multiscale convolutions and pooling into a single feature extraction layer coined inception which ranked in the top in general image classification in ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) 2014. Later, sparse ConvNet is proposed to learn high-performance deep networks with sparse neural connections [11] . In addition, deep learning technique has also been used in other fields. Reference [12] devises a simple yet effective unsupervised method for learning optical flow by directly minimizing photometric consistency. Xu et al. propose the fractal dimension invariant filtering (FDIF) method and re-instantiated approximately via a CNN-based architecture to detect complicated curves from the texture-like images. However, these deep architectures make particular demands, especially in terms of their requirement for big datasets and GPU, besides training a deep network is more troublesome and computational expensive. Thus, wide attention has been paid to hand-crafted feature extraction methods, recently. Human facial expression recognition is a challenging research topic which can be categorized into the image-based and the video-based method [14] . The video-based methods recognize the facial expressions according to the facial features of facial movement. The facial expression is regarded as dynamic evolving over time from the onset, the apex to the offset for the video-based methods [15] - [17] . Onset indicates the time from the start of the expression episode to the peak of the facial movement. Apex is defined as the amount of the time when the expression is held at the peak. And finally, the offset is the time from the fading of the expression until it stops. On the contrary, the image-based methods only consider the image at the apex of facial expression and try to extract an efficient feature from this single image. Recently, many works of the facial expression analysis tend to focus on ways of capturing a facial image at the apex stage or at the peak of an expression moment. Previous approaches have mainly attempted to capture expressions through either action units (AU) [18] , [19] or from discrete frame extraction techniques. However, all of these methods require either manual selection to determine where the particular behavior occurs or the subjective imposition of thresholds [20] . This means that the classification stage is highly dependent on the subjective information in the form of a threshold or other human-derived knowledge which is nearly impossible to handle in an automatic facial expression recognition system.
In this paper, a novel frame for automatic facial expression recognition system is proposed which extracts facial feature from the image sequence at the apex period but not relies on any subjective information or human-derived knowledge. The system mainly consists of two components: peak expression frame detection and facial expression feature extraction from this peak frame. In the first stage, the double local binary pattern (DLBP) method is proposed to extract the features of each frame in the video and a referential frame to detect the peak expression frame. LBP [21] is a representative feature extraction method which has been widely used in face recognition [22] , facial analysis [23] , texture classification [24] , and many other tasks [25] , [26] . In the second stage, the Taylor feature pattern (TFP) algorithm is applied to describe the facial expression in the peak frame. TFP is also a variant of LBP in which the Taylor expansion is first employed to help represent a facial expression. The proposed DLBP and TFP can get good results for facial expression recognition comparing with other state-of-art feature extraction methods. However, in some uncontrolled conditions, including varying illumination, poses and noise, the performance of FER system would be dramatically affected. Especially, when it comes to the local illumination variations, the recognition accuracy of most approaches would drop significantly. Considering the impact of the illumination variations and other challenges in the real-world application, LogarithmLaplace (LL) domain is further proposed to help getting a more robust facial expression feature. In summary, the contributions of this work are highlighted as follows:
• Firstly, a new feature extraction method DLBP is proposed to detect the peak frame in the image sequence. Comparing with LBP and other variant of LBPs, the proposed 24-dimenisonal DLBP can not only extract an efficient feature from the frames of the video but also satisfy the real-time application.
• Secondly, the Taylor expansion is successfully applied to the facial feature extraction for the first time. The feature of every pixel of the peak frame is considered and expanded into several terms according to the Taylor's Theorem which can provide more useful discriminative information and achieve a noticeable performance on facial expression recognition.
• Finally, considering the limitation in real-time application, the Logarithm-Laplace (LL) domain is proposed to solve the local illumination variations problem.
The remainder of this paper is organized as follows. Section II establishes some related work of our FER system. Section III describes the peak frame detection in the video for facial expression recognition. The DLBP and some theoretical analysis about the LL domain are also established in this section. In section IV, we will give some specific descriptions about the proposed TFP for facial feature extraction. Next, in section V, extensive experiments are conducted to evaluate the TFP algorithm for facial expression recognition compared with some other LBP variants methods on the JAFFE and Cohn-Kanade (CK) datasets. Section 4 concludes the paper.
II. RELATED WORK
Human faces provide facial information as a clue to better understand the current state of user's mind, therefore facerelated recognition and analysis tasks have been an active topic in the scientific community for over two decades. For instance, face recognition and facial expression recognition are two effective measures for human-computer interactions. Both of them are based on proper face detection and feature extraction strategies. Accurate object shape computation is the key to many visual tasks. However, human faces captured in real-world conditions present large variations in shape and occlusions. Thus, before some recognition tasks, face landmark estimation is usually applied to improve the performance. Besides, some landmarks can also be used as a kind of feature for recognition. Moreover, in many practical applications of computer vision, we need to generate new data points beyond those in the original data set. Face synthesis might be able to solve the problem of data sparsity or pose difference in some uncontrolled conditions to get a more satisfied recognition system.
A. FEATURE EXTRACTION
The most critical aspect for any successful facial expression recognition system is to find an efficient facial feature representation from the face. An extracted facial expression feature can be considered as an efficient representation with the objective of minimizing within-class variations of expressions while maximizing between-class variations. Besides, in order to ensure the computational speed during the classification step, the feature extracted from the raw face image should be described in a much lower-dimensional feature space.
Facial expression recognition approaches can be divided into two main categories: geometry-based features and appearance-based features. Geometric features present the shape and locations of facial components such as mouth, nose, eyes, and brows. Therefore, the geometric feature extraction requires accurate and reliable facial feature detection. However, in some real word applications, it is somewhat difficult to realize an expression from an automatic system. Moreover, for a facial expression system, it is also hard for geometric features to encode changes in skin texture such as wrinkles and furrows. In contrast, the appearance-based features can successfully describe the changes in wrinkle and furrows, thus shows some significant performance in vision recognition tasks. Gabor wavelets [27] have been extensively used in face feature extraction for many years and it can extract the multi-scale and multi-orientation information from a face image. Liu [28] , defined a ''mother'' wavelet and derived 40 Gabor filters by considering five scales and eight orientations. Each filter is convolved with the input image. Finally, all the features produced by the different Gabor filters are chained to derive an augmented vector of Gabor feature. The Gabor features are robust to changes in lighting. However, the Gabor-wavelet-based methods would result in a huge feature dimension such as the method mentioned in [28] and thus it is not benefit the real-time application. LBP is another effective feature extraction method proposed by Ojala et al. in 1996 . LBP can achieve impressive accuracy in pattern recognition fields with a strong texture discrimination capability. A specific description of the LBP algorithm would be given in the next section.
B. LOCAL BINARY PATTERN (LBP)
The basic LBP algorithm encodes the signs of the pixel differences between the central pixel and its neighboring pixels in a texture unit (TU). Fig. 1(a) shows a TU with 3×3 pixels 
2. Define the weight of every neighbor. 3. Calculate the LBP value by adding all the weighted neighbors.
LBP can achieve impressive accuracy in pattern recognition fields with a strong texture discrimination capability. However, in the real-world application, the basic LBP has two main limitations: sensitive to local illumination variations and huge feature dimension. Besides, it also could not accurately describe the texture of the facial muscles, wrinkles and other local deformation, and therefore does not work well in FER sometimes.
C. TAYLOR'S THEOREM

Theorem 1 (Taylor's Theorem):
Suppose f is the real function on [a, b] , n is a positive integer, f (n−1) is a continuous on [a, b] , f (n−1) (t) exists for every t ∈ (a, b). Let α, β be distinct points of [a, b] , and define
Then there exists a point x between α and β such that
In general, Taylor's theorem shows that f can be regarded as the approximation of a polynomial of degree n.
In the past period of time, the Taylor expansion has been regarded as a very efficient tool for studying the SAR imaging algorithms [29] , [30] . But to the best of our knowledge, this kind of theorem has not been investigated for facial expression feature extraction tasks. In the next section, we will consider the feasibility of its application in facial expression recognition field. VOLUME 5, 2017
III. THE PEAK FRAME DETECTION IN IMAGE SEQUENCE
The facial expression in a video shows as a successive process from the onset state, the apex state to the offset state. The peak frame is defined as the frame in the image sequence with a maximum expression state in the apex. Usually, a given image sequence contains a lot of frames, and it is impossible to consider every frame to recognize the expression in the video considering two aspects. The first one is that extracting the face feature of every frame is time-consuming which is not suitable for real-time application. Besides, an expression frame which is not in the maximum state contains too much ''noise'' information which is often caused by various emotions. Thus, the recognition result based on such a frame is not reliable.
In our automatic facial expression recognition frame, a referential frame in the natural expression is pre-captured. Then, we propose the DLBP algorithm to extract the feature of every frame in the image sequence and the referential frame, respectively, to detect the peak frame. The proposed DLBP is a variant of LBP with only 24-demension which can effectively reduce the peak frames detection time in the realtime applications.
A. DOUBLE LOCAL BINARY PATTERN (DLBP) Fig. 2 presents an illustration of the specific LBP facial feature extraction process in a 3×3 TU. In the basic LBP, there are totally 2 8 different kinds of modes in a 3×3 TU and it would result in a huge feature dimension in some real-time applications. Although, some literatures show that uniform LBP [31] can be used for dimension reduction, but it also loses some useful modes which would affect the performance for FER. Thus, in this paper, we propose the DLBP algorithm to improve the recognition accuracy and reduce the feature dimension at the same time. Fig. 3 gives a comparison of the coding schemes of LBP and DLBP. In the proposed DLBP, the 3×3 TU is divided into a top-TU with 4 pixels and a bottom-TU with 5 pixels. The detailed definition of the DLBP operator in a 3×3 TU is shown in the following equations. 
where DLBP t and DLBP b are the operators of the top-TU and bottom-TU, respectively. g c is the gray value of the central pixel and g i is the gray value of its neighbors in the corresponding sub-TU. Generally, there are four key steps in DLBP: 
B. THE IMPACT OF THE BLOCK NUMBER
In DLBP, the images are firstly divided into N blocks to get the local features of a facial image from the image sequence. It is clear that N is related with the detection rate and time of the detection stage. In this paper, N is set to 1×1, 2×2, 4×4, 8×8, 16×16, respectively, to discuss the impact of the block number to the performance of the proposed DLBP algorithm. Table. 1 shows the detection rates and average detection time of DLBP with different block numbers on the CK dataset.
The bold in Table. 1 indicates the best. Here, we want to illustrate that the recognition criterion used in this section is the nearest-neighbor classifier with Chi-square distance which has been defined in section V.A. We choose 50 expression image sequences from the CK dataset to discuss the impact of the block number. As can be observed from Table. 1, the best value to assign to the block number N is 8×8, as such value allows to have optimal detection rate. When the block number is more than 8×8, the rate of DLBP to detect the peak expression frame would no longer increase. On the contrary, too many blocks would result in a huge dimension which hurts realtime application during the peak expression frame detection stage. From now on, the block number will be always set to 8×8 in the following experiments.
C. THE IMPACT OF THE DIVIDING DIRECTION
We also discuss the influence of the dividing direction of the TU for DLBP. Fig. 4 shows four dividing schemes along different directions of the TU and the corresponding DLBP values. Table. 2 establishes the recognition rates along 0 • , 90 • , 180 • , and 270 • directions on the CK dataset and Chi-square distance is also used for the nearest-neighbor classifier. The dataset setting is the same with the experiment in Section III. B. As can be seen from Table. 2, we can get the optimal detection rate in 0 • direction. We name this direction the ''main direction'' and it is more suitable for the facial feature extraction in the image sequence compared with the other three directions. 
D. LOGARITHM-LAPLACE (LL) DOMAIN
Both the LBPs (LBP and its variants) and the proposed DLBP can extract effective features from the images and be used for FER peak frame detection. But the detection rates of these methods drop sharply under varying illuminations. In order to extract an illumination-invariant feature from the input face image, the LL-DLBP method is proposed. In the LL-DLBP, firstly the raw input image is transferred into the LogarithmLaplace (LL) domain. The LL domain is an illuminationinvariant domain and next we will give a detail description of this LL domain.
In the reflectance model, a gray face image I at point (x, y) can be expressed as:
where R(x, y) is reflectance component which is determined by the characteristics of the object. L(x, y) indicates the illumination component which depends on the lighting source. Usually, there is a common assumption [32] - [34] that L varies slowly while R varies abruptly. In order to obtain the illumination-invariant feature from this model, firstly, we transform the model into the logarithmic domain:
For simplicity, (9) is rewritten as:
where i(x, y) = log I(x, y), r(x, y) = log R(x, y), and l(x, y) = log L(x, y). We all know that the Laplace domain which takes the advantage of the relationships among pixel points in a neighborhood, could obtain more key facial features than pixel domain. Therefore, i(x, y) is then transformed into the Laplace domain:
where ∇ 2 x i(x, y) and ∇ 2 y i(x, y) denote the Laplace value of i(x, y) in x and y direction, respectively. According to the definition of Laplace transformation in image processing, (11) can be further expressed as:
Substitute (10) into (12) . l(x + 1, y), l(x − 1, y), l(x, y + 1), and l(x, y) are approximately equal since L varies slowly. Therefore, (12) is modified as follows:
y). (13)
From the above equation, we could see that ∇ 2 i(x, y) is only dependent on the reflectance component in (8) which can be regarded as an illumination-invariant domain of the face image and we name this domain the ''LL domain''.
Finally, we extract the DLBP feature from the LL domain and the newly extracted LL-DLBP feature is regarded as an illumination-invariant feature.
Algorithm 1 summarizes the procedures to construct the histogram of LL-DLBP for peak frame detection. 
E. THE PEAK FRAME DETECTION
Once we get the LL-DLBP feature of the test frame in the video and the referential frame, the similarity between extracted features can be evaluated by the nearest-neighbor classifier with different distance measures. In our system, we adapt the Chi-square distance (CS) which can be found in the following section. Fig. 5 shows some standard successive expression frames in the image sequence of a subject in the CK dataset. Here, each expression image sequence contains only ten frames considering the length of the paper. Fig. 6 plots the CS distance curves of the test frames (12 frames for happy, 19 frames for anger, 20 frames for disgust, 13 frames for fear, 21 frames for sad, and 15 frames for surprise) and the referential frames of the six different expression image sequences.
We can see from Fig. 5 and Fig. 6 that the max peaks of the curves occur at the last few frames which means that the expressions come to maximum states in these frames. The proposed DLBP can detect most of the peak frames in the image sequences. These frames are regarded as the peak frames and would be used for facial expression recognition in the next stage. Besides, the time of the peak expression frame stage is reduced to only 34ms which meets the realtime detection requirements.
IV. FACIAL EXPRESSION FEATURE EXTRACTION
In practice, for the LBP-based feature extraction algorithms, the raw image is usually divided into several blocks to handle the global illumination variations and can also get more crucial local wrinkle information of a face. Fig. 2 above shows a typical LBP-based facial expression feature extraction process. Most of the LBP-based methods directly obtain local features from the raw pixel of the image and then concatenate the sub-features into a long feature. However, in our experiments, we find that the feature of every pixel in the raw image can also be used as an effective tool to describe the facial expression. We all known that Taylor expansion has long been utilized to study the SAR images and get some satisfied results in SAR filed. Here, in our facial expression extraction stage, the feature per pixel is expanded into several terms according to the Taylor' theorem to get a more robust description of the raw image. That is to say, we can use some of the expanded terms to describe the feature of a single pixel and this new feature is named as Taylor pixel feature.
A. TAYLOR PIXEL FEATURE
Let f n (g c ) be the n th -order Taylor pixel feature of the central pixel g c . According to the Taylor expansion theorem in (2) and (3), f n (g c ) can be approximately defined as:
Fig . 7 shows the TUs of the first-order f 1 (g c ) and the second-order f 2 (g c ), respectively. The blue indicates the first layer of the TU and the green means the second layer of the TU.
According to (14) , the first-order pixel feature f 1 (g c ) is expressed as (15):
where f (0) (α) is defined as the mean gray value of all the pixels in the first-order TU1, while α is the mean gray value of the pixels in the first layer (marked in blue) of TU1. The second-order pixel feature f 2 (g c ) can be defined as:
Here, f (0) (α) is also the mean gray value of all the pixels in the second-order TU2, α 1 is the mean gray value of the first layer in the TU2 (the pixels marked in blue), α 2 is the mean gray value of the second layer in the TU2 (the pixels marked in green), and α is the mean gray value of all the pixels in the first layer and the second layer.
Similarly, we can get the pixel feature f n (g c ) in the case of n > 2 according to the (15) to (19) .When all the pixels of the raw images are mapped to the Taylor pixel feature domain, we get a Taylor Feature (TF) map for further discussion. 
B. TAYLOR FEATURE PATTERN (TFP)
Considering the real-time application, we then calculate the Taylor Feature Pattern of this TF map to further reduce the feature dimension. Fig. 8(b) is a TU with 3×3 pixels in the TF map. The TFP of f n (g c ) in Fig. 8(b) is defined as: Finally, the TFP histogram of the TP map is built as the feature vector of a facial expression image. Algorithm 2 summarizes the procedures to construct the histogram of TFP. 
C. THE IMPACT OF THE TAYLOR PIXEL FEATURE ORDER
A higher-order of f n (g c ) can extract more crucial texture information from the facial expression image and thus improve the recognition accuracy. However, the recognition rate would not increase all the time along with the order. We compare the recognition rates of 1 st -order TFP, 2 nd -order TFP, 3 rd -order TFP as well as 4 th -order TFP. Table. 3 shows the recognition rates and feature extraction time on the JAFFE dataset. The bold indicates the best in Table. 3. It can be seen from the Table. 3, with the increasing of the order, the recognition rate will not always increase. Specially, the recognition rate begins to decrease when it comes to the 3 rd -order TFP, since a much higher order TFP may be more sensitive to the noise contained in the raw image. In addition, the TFP feature extraction time would increase along with the order. Experimental results show that the 2 nd -order TFP (0.9484) achieves the best performance, thus from now on, the order n will be always set to 2 in the following experiments to get the optimal performance.
V. EXPERIMENTS AND DISCUSS
A. THE DATASETS AND IMPLEMENTATION DETAILS
In order to evaluate the performance of our proposed facial expression extraction method TFP, some experiments are designed on the JEFFE dataset and Cohn-Kanade (CK) dataset. Each dataset contains seven emotions: happy, anger, sadness, neutral, surprise, disgust, and fear. Fig. 9 shows some samples of JAFFE and CK datasets. The first line comes from the JAFFE dataset and the second line is from the CK dataset. 
1) JAFFE DATASET
It is one of the datasets which are most used to assess systems against expression variations. This dataset contains 213 images from 10 Japanese females and the image size is 256×256. Each subject includes six facial expressions plus one natural image. There are totally 31 sad, 31 happy, 30 surprise, 19 disgust, 32 fear, 30 angry, and 30 neural expressions in this dataset. The experiments are repeated 213 times so that each image can be used as a test sample for evaluation. In particular, we selected one face image from the dataset as the test sample per turn, and the rest as the gallery during the experiments.
2) COHN-KANADE (CK) DATASET
This dataset contains 100 university students aged from 18 to 30 years. Image sequences from neutral to the peak expression frame were digitized into 640 × 490 pixels with 8-bit precision for grayscale values. We select 50 subjects from the dataset to conduct our experiments, totally 700 images (100 happiness, 100 sadness, 100 surprise, 100 fear, 100 disgust, and 100 neutral).
In the classification process, the similarity between extracted features of the gallery set and the probe set is evaluated by the nearest-neighbor classifier with different distance measures. Chi-square distance, histogram intersection (HI) as well as Modified G-statistic (MG) are utilized in our experiments, which are defined as (21), (22) , and (23), respectively.
where x and y are the concatenated feature vectors, x i,j and y i,j are the j th dimension of the i th patch, respectively. We set 0 · log(0) = 0, when
The experiments in this paper are conducted on an Intel Xeon E5 2.4GHZ machine with 32G RAM.
B. FACIAL EXPRESSION RECOGNITION ON THE JAFFE DATASET
Experiment 1 was set to evaluate the performance of the proposed the TFP compared with LBP, uniform LBP, Local Gradient Code based on horizontal diagonal priority (LGC-HD) [23] and center-symmetric LBP (CS-LBP) [35] .
LGC-HD and CS-LBP are two effective variants of the LBP algorithm and have been used for facial expression recognition successfully. This experiment was conducted on the JAFFE dataset using different distance measures. Table. 4 reports comparative results of different methods for facial expression recognition on the JAFFE dataset. The bold indicates the best result in Table. 4. According to the results given by Table. 4, the proposed LFP reached maxima recognition rates of 0.9484 for CS, 0.9343 for HI and 0.9249 for MG, respectively, which indicates that the TFP features provide more crucial information needed for expression recognition comparing with the other methods (LBP, uniform LBP, CS-LBP, and LCG-HD) in the experiment.
C. FACIAL EXPRESSION RECOGNITION ON THE CK DATASET
In this experiment, the faces are cropped from the images of the CK dataset and then resized to 128×128. The experimental setting is the same with Experiment 1, one facial expression image was selected from the 700 face images as the probe set and the rest as the gallery set per turn. The recognition rates in Table 5 show that comparing with the other methods, the proposed TFP feature extraction method can always get the optimal recognition rate no careless of the distance measures. Especially, comparing with the LBP method, the recognition rate of the TFP has a nearly 16% increase for modified G-statistic. Besides, we also transplant the TFP algorithm to a handle device, the real world testing shows that our proposed system can achieve some satisfied recognition results in real-time application even under some uncontrolled conditions such as varying illuminations.
D. COMPARISON WITH A CNN NETWORK
Finally, in this section, we compare the proposed method with a CNN network to further evaluate the TFP feature extraction method. Here, the baseline network studied is the Alexnet and the specific configuration of the network is showed in Table. 6. The face image is resized to 227×227 and the output of Fc6 is used as the feature extracted by the baseline Alexnet with 4096 hidden neurons. Before the model is applied for feature extraction, we first fine-tune the model by CK dataset and make it applicable for facial expression recognition. The experiment setting of this experiment is different from Experiment 1 and 2. Table. 7 summarises the experimental results of the proposed TFP feature and CNN-based method. The Chi-square distance measure is utilized. ''Recognition Rate 1'' in Table. 7 indicates the recognition rate when one facial expression image is selected from the 700 face images as the probe set and the rest as the gallery set per turn. While, ''Recognition Rate 2'' in the table is the recognition rate when the CK dataset with 700 samples is selected as the gallery set and the JAFFE dataset with 213 samples as the probe set.
From the table, we can see that, the feature extraction time of the TFP is much longer than the Alexnet. And the Alexnet-based method outperforms the TFP when the gallery and probe set coming from the same dataset. However, the recognition rate of the Alexnet-based feature extraction method drops sharply (0.5869) when the probe set coming from different datasets with the training data which indicates that the deep learning model is easily over-fitted on the training data. On the contrary, the LFP still has an acceptable recognition performance (0.8685) even when the gallery set and the probe set coming from different datasets.
VI. CONCLUSION
Automatic facial expression recognition from image sequence is important in application and has drawn a lot of attention in recent years. In our designed system, there are two key components: the peak expression frame detection from the image sequence and the facial expression feature extraction. There are three main highlights of this paper: firstly, to reduce the time overhead for peak frame detection, we propose the DLBP algorithm to obtain the feature of every frame in the image sequence with a short feature size. DLBP is an effective variant of the LBP algorithm and LBP-based methods have been used in texture recognition tasks for a long time. Recently, there emerge many variants of LBP to further improve the performance in some recognition tasks. However, most methods only deal with global illumination variations and yield poorer recognition performances in the case of local illumination variations which are often uncontrolled in the real word. Thus, in order to address the illumination variation issue, we then introduce the LL domain in this paper for further improving the performance. Finally, although Taylor expansion has been long used to study the SAR images, it has never been used for facial image analysis. We applied the Taylor expansion theorem in the facial expression feature extraction stage and devise the TFP method.
Results in experimental section demonstrate that the proposed TFP method can obtain an effective facial expression feature vector from the facial images and works best compared with some other state-of-the-art LBP variants.
Future work might address a number of open issues. In the first place, the problem of automatic facial expression recognition in some other uncontrolled conditions must be considered and we might focus on investigating the relations between different facial expression frames in the image sequence.
