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Abstract 
This study provides a demonstration of an eight-parameter heliostat tracking-error correction method applied to heliostats at the 
National Solar Thermal Test Facility at Sandia National Laboratories. This method models the non-random physical error sources 
that arise from imperfect mount fabrication and installation processes. Previous work demonstrated this method for a single 
heliostat over a one-month period [1]. This study extends the previous work by expanding the number of heliostats modeled and 
tested to over 200. The duration over which errors were collected and modeled spanned 7 months. Smaller subsets of heliostats 
were observed and tested over an even longer, 10 month period. Error data was obtained by bringing heliostat beams (one by 
one) to a surveyed target on the Solar Tower and recording the measured elevation and azimuthal offsets. Beam position was 
determined by the centroid of the intensity image. Using automated sequencing, we were able to limit the time to process a 
heliostat to ~32 seconds. This allowed us to process the entire 200 heliostat field in just 2 full days (weather permitting). These 2-
day collections were performed about once every 2-3 months, to cover the full annual range of motion. All error data were 
automatically collected, time tagged and synchronized, in real-time. The error data were then converted, by a post-processor, to 
updated model parameters. The updated model data were subsequently uploaded to the heliostat field for model performance 
testing. In this way, almost 50,000 error observations were collected for 200 heliostats during the course of the study. In addition, 
19,000 model performance observations were also recorded. Initial results indicate this method was able to halve the RMS 
average pointing error from 1.5 mrad to 0.78 mrad across the field of 200 heliostats. 
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1. Introduction 
In a previous study in 2011, Khalsa et al. [1] successfully demonstrated the utility of applying a mathematical 
model to compensate for much of the error present when pointing a heliostat. The physical, non-random, error 
sources accounted for, in this model included pedestal tilt about E-W axis (H1), pedestal tilt about the N-S axis (H2), 
azimuthal reference bias (H3), elevation reference bias (H4), azimuth linear error (H5), elevation linear error (H6), drive-
axis non-orthogonality (H7), and boresight error (H8). As described in [1], the error parameters were estimated from a 
set of observations which captured the differences (errors in azimuth and elevation angle) between the heliostat 
reflected beam’s intended target and the beam’s actual position. These observations are then fed into a least squares 
algorithm which finds the error parameter values (coefficients) with the best fit to the following model [2]: 
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Once the error parameters are found, the model can then be applied by solving numerically for ߠᇱin the following 
equation, and then solving for ߙᇱ  
 
 
 ߠ ൌ ߠᇱ ൅ߝଵݏ݅݊ߠᇱݐܽ݊ߙᇱ ൅ ߝଶܿ݋ݏߠᇱݐܽ݊ߙᇱ ൅ ߝଷ ൅ ߝହߠᇱ ൅ ߝ଻ݐܽ݊ߙᇱ ൅ ఌఴ௖௢௦ఈᇲ  (2) 
 
Where  ߙᇱ ൌ  ఈିఌభ௖௢௦ఏᇲାఌమ௦௜௡ఏᇲିఌరଵାఌల  
 
Thus, given a desired azimuth and elevation angle (ߠߙ, respectively), you can solve for the “compensated” 
angles (ߠᇱ and ߙᇱ) that yield the desired pointing directions. 
In the previous study [1], the above method was applied to a single heliostat. Error data was collected for 2 
consecutive days. Based on this data, a model was generated and was tested one month later, over the course of one 
day. To stress the model, a deliberate tilt error of ~0.5 deg in both the N-S and E-W directions was inserted into the 
heliostat. This is considerably larger than is found in the rest of the field (typically no greater than 0.1 deg off 
vertical). But it demonstrates how well the technique can deal with relatively large errors. The results of the test 
were impressive. Over 95% of the pointing error was typically removed when the model was applied. This data was 
taken for only one heliostat and over a very limited time frame and range of positions. One of the questions this 
(current) study attempts to answer is whether the level of pointing improvement would hold over a much wider 
range of heliostats and positions. 
Tests were performed at the National Solar Thermal Test Facility (NSTTF) at Sandia National Laboratories in 
Albuquerque, NM. Observations and tests were done using heliostats from the main field, otherwise known as the 
Central Receiver Test Facility (CRTF). This field is comprised of 216 heliostats, each of which contains a 5x5 
matrix of mirrors, for a total of 37.1 m2 of mirror surface per heliostat. The Solar Tower is an integral part of the 
CRTF, it stands 61 m (200 ft) tall. The tower and all of the heliostats are on an X, Y, Z grid of surveyed positions. 
The origin of the grid is at the center of the Tower, at ground level. Each heliostat has its own on-board computer 
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which determines pointing angles based on XYZ tracking targets, assigned from the control room computer. Figure 
1 illustrates the CRTF layout. 
  
     
Figure 1. Central receiver test facility at Sandia (left) and typical heliostat beam image on the tower (right). 
The heliostat rows are numbered 5 through 14, with row 5 being the one nearest to the tower. The ones on row 5 
look white because they are in a stowed (face down) position. The rest of the field is at STANDBY which is an 
XYZ position that tracks the reflected beams high and to the East of the Tower. The red circle marks the position of 
12E13 (twelve east thirteen), which is the heliostat used in the first study [1]. The red arrow is pointing to a beam on 
the Tower that marks the fiducial for all the error measurements, otherwise known as the BCS (beam 
characterization system) hole. 
In order to reach the end goal of creating and testing mount models for some 200 heliostats, a number of 
significant intermediate goals had to be accomplished. First among these was automation of the error data collection 
process. This required not only real-time manipulation and time synchronization of key parameters, but also 
automatic control of all beam movement to and from the Beam Characterization System (BCS) hole. The next goal 
was to automate the post-processing steps to quickly reduce the data to a complete set of model parameters ready for 
uploading to the field. Specifically, the goal was to expedite processing of the error data so that the new models 
were ready for upload within 30 minutes. Finally, we desired automation of the upload process, so that the 200 
heliostats were ready to go within 30 minutes of the start of the upload process. 
The plan for accomplishing the end goal (multiple mount model testing) relied on building an error database over 
the course of a full year. This was necessary not only to get reliable models for daily use in operating the field, but 
also to reveal how well the modeling technique performs both within and outside of the range in which the error 
database exists. Pye et al. [3] have conducted an uncertainty analyses to evaluate the “goodness” of the data 
collected. 
2. Modeling Approach 
The CRTF field of 200 heliostats used in this study is a relatively small representative of the size of some of the 
production fields being considered today. These fields have heliostats numbering in the thousands to tens of 
thousands. Nonetheless, many of the lessons learned from a study of this scale should be applicable to these larger 
systems. It is no more practical for a person to monitor and control the data streaming in from 200 heliostats as it is 
for 2000 heliostats. Automation is the key to success in this endeavour. The following sub-sections describe some of 
the key automation tools that were essential to the success of the modeling process. 
2204   E.J. Smith and C.K. Ho /  Energy Procedia  49 ( 2014 )  2201 – 2210 
2.1. Error Data Collection 
As described earlier, the error data is a list of observations that show what your heliostat’s intended azimuth and 
elevation angle was, and what the actual angular deviations were for each axis. To get this data, the system has to 
move a beam as quickly as possible to the target, let the beam track for a minimal amount of time to collect the error 
data, and just as quickly remove the beam from the target area. 
2.1.1. Automated Beam Control 
 
To support error data acquisition, an automated sequencer was designed and integrated with the Field Controller 
software. This capability is designed to take over control of the heliostats once they are parked in an offset position 
close to the BCS target, and just East of the Solar Tower. The behavior of the sequencer is governed by an “Event” 
file which lays out which heliostats are to be moved, to which targets and in what order. Once activated, the 
sequencer moves the heliostats from offset to the BCS target. The beam is allowed to dwell for ~22 seconds in track 
at the target. It is then sent back to the target offset position to be ready for the next time the sequence is run. To 
keep things moving efficiently, the sequencer usually has 3 heliostats in motion at a time. One in track at the target, 
one on its way to the target and one on its way back to offset. Using this control scheme it is possible to process a 
heliostat once every 32 seconds, still allowing for a 22 second dwell time for each. The dwell time is used to allow 
the image (auto gain function) to settle down and to average out wind buffeting of the heliostat. 
For the CRTF field, 32 seconds/heliostat allows us to process ~108 heliostats per hour, with a little margin to 
spare. That equates to processing half the field in one hour or getting 7 to 8 complete sets of error data, for half the 
field, in one day. So, weather permitting, in two days we can sample the full field. This was the scheduling approach 
used in this study. 
2.1.2. Real-time Image Processing 
 
Determining the size of the errors was left to a separate program, the beam characterization system (BCS), 
running on a different workstation. The primary function of this program is to image the heliostat beam at the BCS 
target and determine its centroid position. It then returns that value to the Field Controller computer (approximately 
once/second), while the heliostat is in track at the target. The Field Controller posts the heliostat position designator 
to the BCS program, whenever a heliostat is in track at the BCS target. The BCS program, in turn, only generates 
the data stream when there is a beam on target. It also saves one image for each heliostat visit to target. 
This program was also modified to meet the new automation requirements. A critical change was one to enable 
the software to automatically adjust the gain control so that the image didn’t saturate. Because of the wide range of 
locations for the heliostats, some beams can arrive with fairly intense beams while others are relatively weak. The 
system must automatically adapt to this wide variation in intensity or it simply can’t maintain the 108 heliostats/hour 
rate. The implementation of this worked out quite well, with the gain adjustment usually stabilizing before the 
heliostat drops into track at the BCS target. 
After the beam tracks in and the auto gain function adjusts the intensities, the beam profile illustrated in Figure 1 
(right image) is the result. The BCS hole is about half way up the tower, centered (East-West) on the tower’s north 
face. The exact location is at (0.0, 8.8, 28.9) in meters. The BCS hole is comprised of a 2 ft diameter, circular plate, 
at the center of which is a flux gauge. While not used in this study, the flux gauge is normally used to calibrate the 
image flux profile. In Figure 1, the BCS hole is bounded by the 2 dark, bold crosshairs, marking the upper right and 
lower left corners. At the center of the BCS hole is a smaller crosshair which marks the exact center of the BCS hole 
(the intended target). 
The centroid is determined by taking the “center of mass” of the pixel intensities for the entire image. It is 
denoted in the image by the white crosshair. In this example, the centroid is on the outer edge of the BCS hole, 
located approximately 0.30 m East and 0.07 m down from the intended target. The BCS program timestamps and 
then returns the error as (-0.31, 8.80, 28.97), which is the position to which we would have to drive to correct the 
error. Going in the negative direction drives the beam West 0.31 m. Likewise, going in the positive direction drives 
the beam up 0.07 m. Using these error observations, along with the Sun, heliostat and target geometry at the time of 
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the image, we can calculate the error in terms of the angles the heliostat would have to move, to correct the beam 
location. This process of conversion from an XYZ to an azimuth/elevation (az/el) error parameter is reserved for the 
“post-processor” which is done after all of the data is collected. For each heliostat aimed toward the BCS target, a 
single picture is automatically saved. While not normally used in the modeling process, it is saved to aid in resolving 
discrepancies and explaining unusual trends in the data. 
2.1.3. Synchronized Data Collection 
 
Another key function that was automated is the collection and synchronization of time varying data from 
disparate sources within the system. The cornerstone of this capability is a GPS reciever which provides 
authoritative time to the Field Controller (FC) computer. The FC computer then acts as a time server to the 216 
heliostat computers as well as other networked workstations (such as the BCS computer). All computers on the 
system maintain time synchronization with the FC computer, to within a small fraction (2 – 3 hundredths) of a 
second. During the data collection process (either for errors or for model performance), the position data coming in 
from the heliostat, which is tracking at the BCS hole, must be synchronized with the centroid data coming in from 
the BCS computer. To do this, the timestamp of the data returned from BCS is then compared (in the FC computer) 
with time stamped position data from the heliostat. If the time of the BCS centroid is 0-2 seconds greater than the 
time of the position data, then the data point is logged as valid. Otherwise, the observation is not saved. The heliostat 
ID is also saved with the observation, all in real-time. At the end of the days collection activities, the log file is ready 
to be fed into the post-processor. 
2.2. Model Parameter Estimation 
The log file has everything the post-processor needs to convert the XYZ based errors to az/el based errors. A 
stand-alone program, referred to as the “TEC Post Processor” (Track Error Correction) was developed to perform 
this conversion. The resulting “processed” log files are tab delimited and can be reviewed / edited (using spread 
sheet or text editors) to remove anomalous entries that may have occurred during the days testing (e.g. tower shadow 
blocking a helio, sudden failure of a helio, etc.). Once the final processed log file has been filtered for any 
unforeseen anomalies, it is ready be used in generating model parameters. The TEC Post Processor is also used to 
generate the text based, tab delimited, error input files. By combining the previously described Final Processed Log 
files from one or more collection dates, one can control what observations go into the model makeup. An error input 
file is generated for each heliostat, and contains the intended heliostat azimuth and elevation, along with their 
respective errors. These files are then used by the post-processor to determine the model parameters as described in 
section 1 of this report. The model parameters are saved, once again, in text based output files, each associated with 
a single heliostat. These files are subsequently used to automatically update heliostat configuration files, again using 
the TEC Post Processor. 
2.3. Model Deployment and Application 
The updated heliostat configuration files are easily deployed to the heliostat field using a good FTP (network File 
Transfer Protocol) upload utility (in our case Filezilla). This process is essentially a one button operation and takes 
about 15-20 minutes to complete. A quick remote reboot of the field computers and we’re ready to use the new 
models. One other point to note is that the FC software and the software executing on each heliostat was modified to 
allow the operator to quickly switch between using the models and not using them. When the model is not being 
used, the operator is also allowed to choose between using static az/el index values or model baseline az/el index 
values. Both sets of values are captured in the previously mentioned heliostat configuration file. Normally, the static 
references are used for day to day operations. This allows the operator to “bias” the heliostats. Biasing is performing 
seasonal adjustments to the az/el reference indexes, to sharpen the pointing accuracy. It is a much simpler solution 
than modeling. But after 2-3 months, the pointing of the heliostats starts to degrade and biasing must be re-
accomplished. The system can be quickly switched to the model baseline set of indexes, whenever we are collecting 
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error data or we are testing the models. Otherwise, the system can be biased at any time without disturbing the 
model baseline set. 
3. Error Observations 
Early in the study, November 2011, an attempt was made to collect error observations for a large group of 100 
heliostats. While the automatic sequencer was essentially in place, most of the other automation tools had not yet 
been developed. Seven hours (sets) of data were collected for 100 heliostats. But that data had not been real-time 
synchronized into a single log file. All of the information was available, in separate log files, but it had to be 
synchronized after the error collection, manually. The azimuth and elevation reference indexes used for the 
November 2011 collection (and throughout the study) were based on a previous (November 16, 2011) biasing of the 
field. No deliberate mechanical errors were inserted into any of the heliostats. The only heliostat that had such an 
error was 12E13, which had been given a 0.5 degree N-S and E-W tilt in its vertical axis, in the first study [1]. That 
wedge remained in 12E13 throughout this study as well. While there were intervening collections of further data, 
they were limited to a very few heliostats or were aborted due weather (e.g. high winds) or other cause. The 
remaining successful error collections were as follows: 
 
1. August 9–27, 2012   Full field - 214 heliostats, full day of observation 
2. October 22–29, 2012 - 10/29/2012 Full field - 214 heliostats, full day of observation 
3. February 4–5, 2013   Full field - 214 heliostats, full day of observation 
4. Model Testing 
There were two large scale tests of the models: one set on October 30 – November 1, 2012 (Set 1), and one on 
February 12–27, 2013 (Set 2). Both Set 1 and Set 2 were tested, each for a full day. These tests yielded 6 hours of 
data for Set 1. Figure 2 is a screen capture of the FC computer’s display, which is used to monitor and control the 
CRTF heliostat field. As such, it is a top down view of the 216 heliostats currently operational on the field. Row 5, 
the southernmost row (nearest the Solar Tower), is at the top of the screen. The heliostats tested are either 
highlighted in bright green (Set 1), or not highlighted (Set 2). 
 
   
Figure 2. Heliostats tested: Set 1 (Highlighted) and Set 2 (Non-Highlighted). 
Both major test series involved using the same software and methods as were used in collecting the error data, 
only in this case the models were activated on the heliostats. As before, the heliostat were sent one-by-one to the 
BCS target and allowed to dwell on target for 22 seconds. The error data was collected while using the model and 
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then compared with the error data found without the model (during the same time frame). The results in Section 4.1 
are derived from the last series of collections (February 4–5, 2013) and model tests ( February 12–14, 2013). 
4.1. Test Results 
An informative way to examine the results of the model tests is to compare the pointing performance differences, 
with and without the model, through the course of the day. The charts in Figure 3 illustrate these differences for one 
of the closest heliostats to the tower, 05E01. This heliostat is located in the row closest to, and just North of the 
Solar Tower. 
 
 
Figure 3.  05E01 All Day Performance on February 13, 2013. 
The results in Figure 3 illustrate some of the results we can expect from this field. The heliostats at the CRTF each 
weigh about 4,000 lbs. and are driven by massive gear drives. The play in the gears (both drives) is about +/- 0.04 
degrees (+/- 0.7 mrad), so a best case performance level would be to see them point consistently within +/- 1 mrad. 
The encoders are on the drive axis output shafts, so theoretically we could point the heliostats to within 0.01 degree 
(0.2 mrad). In fact that is normally what the software attempts to do. But if there is any wind, then there will be 
some random jitter in the beam position.  Similar plots to Figure 3 were built for 122 other heliostats that were also 
tested. These plots were examined to see how well the heliostats held to target, throughout the full course of the day. 
Table 1, below, illustrates the number and percentages of heliostats, out of the 123 examined, that failed to stay within 
the +/- 1 mrad boundary at some time during the day. 
 
Table 1. Number of Heliostats with greater than 1 mrad error. 
 
 
 
 
 
The heliostats examined were from rows 5, 6, 7, 10 and 12 (complete rows, except for 05E/W09) and the ends 
and centers of rows 13 and 14. Heliostat 12E13 was also examined. The results of this analysis seem to shed light on 
where the application of the model is succeeding, and where it appears to be failing. Clearly, on the Azimuth axis 
the model is improving our pointing performance considerably. With the model, almost 80 percent of the heliostats 
are operating within the desired +/- 1 mrad tolerance for azimuth. Without the model, only 35 % are within that 
tolerance. The error performance for heliostat 10E07 (Figure 4) is an example of the kind of improvement we see 
when the model is applied. 
Applying the elevation model only slightly improves the percentage of heliostats that operate within the desired 1 
mrad tolerance. In addition, of the 43 heliostats that were out of tolerance for elevation, 32 were for heliostats that 
Heliostats with Azimuth Error > 1 mrad Elevation Error > 1 mrad 
 Raw  Percent  Raw Percent 
No Model 80 65 % 50 40 % 
Model 26 21 % 43 35 % 
2208   E.J. Smith and C.K. Ho /  Energy Procedia  49 ( 2014 )  2201 – 2210 
were previously in tolerance (when the model wasn’t used). For these 32 heliostats, the model made the pointing 
performance worse. The heliostat that best exemplifies this is 13E13, located at the extreme east side of the field. 
Figure 5, El Error performance shows what happens, typically at either end of the day. The error increases rapidly, 
increasing quickly outside the 1 mrad margin in the first and / or last 2 hours of the day. Figure 6, illustrates the same 
behavior, only now at the latter end of the day and from a heliostat (13W13) on the extreme west side of the field. In 
both instances the performance goes from a perfectly acceptable elevation performance, without the model, to an 
unacceptable one with the model. 
 
 
Figure 4. Az/El Errors for 10E07 on February 13, 2013. 
 
 
Figure 5. 13E13 Error Performance on February 13, 2013. 
 
 
Figure 6. 13W13 Error Performance on February 13, 2013. 
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This behavior does not appear to be correlated to just the position of the heliostat. Heliostats 12E/W14 exhibit no 
such behavior and yet the behavior is observed across a variety of other heliostat positions in the field. Of the 32 
heliostats whose model made the performance worse, 24 of them exhibited the kind of behavior just described. 
Clearly, the source(s) of this model failure needs to be identified and corrected if the model is to be made viable. 
They may be as simple as errors in the collection or processing of the data. Or there may be a number of 
contributing factors, related to the early and late times of day involved. The remaining eight, of the 32, cases involve 
elevation model failures that, based on their error profiles for the day, do not appear to be due to the same error 
sources. However, that remains to be established. 
A quicker and more condensed way of assessing the model performance is to calculate the RMS error for each 
heliostat. For comparison, we calculate the RMS error value with, and without use of the model. The RMS error is 
calculated using the following formula: 
 
ܴܯܵ௘௥௥௢௥ ൌ ටσ ሺ௬ഢෝି௬೔ሻ
మ೙೔సభ
௡       (3) 
Where:   ݕపෝ െ ݕ௜   is the difference between the actual and intended values for a given observation (the error).  In 
addition, rather than having one value for azimuth error and one for elevation error, we can report a single error 
value representing the true angular distance (d) between the actual vs. intended angles. Based on the spherical Law 
of Cosines, the true angular distance “d” is calculated as follows: 
 
݀ ൌ ሼሺ݈݁௜ሻ כ ሺ݈݁௔ሻ ൅ ሺ݈݁௜ሻ כ ሺ݈݁௔ሻ כ ሺܽݖ௜ െ ܽݖ௔ሻሽ   (4) 
݈݁௜ ൌ 
݈݁௔ ൌ  
ܽݖ௜ ൌ 
ܽݖ௔ ൌ  
 
Using this method one observation yields one true angular error value. These values can then be summed over a 
given heliostat to get a single overall RMS Error value.  This process was performed on both the error collection 
data (from Feb 4 – 5, 2013) and on the model test data (from Feb 12 – 27, 2013) as shown in Figure 7.  The average 
RMS error value was reduced from 1.5 mrad to 0.78 mrad with the inclusion of the correction factors in the model. 
5. Summary and Conclusions 
This study provided a demonstration of an eight-parameter heliostat tracking-error correction method applied to 
heliostats at the National Solar Thermal Test Facility at Sandia National Laboratories. This method models the non-
random physical error sources that arise from imperfect mount fabrication and installation processes. Previous work 
demonstrated this method for a single heliostat over a one-month period [1]. This study extends the previous work 
by expanding the number of heliostats modeled and tested to over 200. The duration over which errors were 
collected and modeled spanned 7 months. Smaller subsets of heliostats were observed and tested over an even 
longer, 10 month period.  
A significant portion of this effort was spent designing, implementing, and testing the software tools needed to 
collect and process this data. To meet speed, reliability, and automation requirements, most of these tools needed to 
be integrated seamlessly with the existing heliostat field control software. Error data was obtained by bringing 
heliostat beams (one by one) to a surveyed target on the Solar Tower and recording the measured elevation and 
azimuthal offsets. Beam position was determined by the centroid of the intensity image. Using automated 
sequencing, we were able to limit the time to process a heliostat to ~32 seconds. This allowed us to process the 
entire 200 heliostat field in just 2 full days (weather permitting). These 2-day collections were performed about once 
every 2-3 months, to cover the full annual range of motion. All error data were automatically collected, time tagged 
and synchronized, in real-time. The error data were then converted, by a post-processor, to updated model 
parameters. The updated model data were subsequently uploaded to the heliostat field for model performance 
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testing. In this way, almost 50,000 error observations were collected for 200 heliostats during the course of the 
study. In addition, 19,000 model performance observations were also recorded. Initial results indicate this method 
was able to halve the RMS average pointing error from 1.5 mrad to 0.78 mrad across the field of 200 heliostats. This 
brings the pointing performance right up to, and in some cases beyond,  the physical limit dictated by the gear play 
in the azimuth and elevation drives (typically +/- 0.7 mrad).  
The RMS pointing error results demonstrate that model use, on average, can significantly improve the pointing 
performance and, in most cases, bring it to within acceptable limits.  However, there are still issues that need to be 
addressed. For example, the model is not improving the elevation pointing accuracy as much as the azimuthal 
pointing accuracy. This assessment is based on a subjective review of the “all day” error plots (like Figure 5) showing 
sub-par performance at the beginning and end of the day. This may be a result of the models failure to account for 
all significant elevation error sources or the nature of those error sources (e.g. linear vs. non-linear). The source(s) of 
this failure must be resolved if this technique is to move forward as a viable tool. 
 
 
Figure 7. Model Performance Comparison - Feb 2013. 
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