Burgersin yhtälö ja Lax-Oleinikin kaava by Hyvärinen, Tommi
Tiedekunta/Osasto  Fakultet/Sektion – Faculty
 Matemaattis-luonnontieteellinen tiedekunta
Laitos/Institution– Department
Matematiikan ja tilastotieteen laitos
Tekijä/Författare – Author
 Tommi Hyvärinen
Työn nimi / Arbetets titel – Title
Burgersin yhtälö ja Lax-Oleinikin kaava 
Oppiaine /Läroämne – Subject
Matematiikka – Soveltava analyysi
Työn laji/Arbetets art – Level
Pro gradu -tutkielma
Aika/Datum – Month and year
 16.11.2015
Sivumäärä/ Sidoantal – Number of pages
 
46
Tiivistelmä/Referat – Abstract
Tutkielmassani käsitellään Burgersin yhtälön nimellä tunnettua kvasilineaarista osittaisdifferentiaali- 
yhtälöä, sekä paneudutaan osittaisdifferentiaaliyhtälöiden teoriaan yleisemmin. Fyysikko Johannes 
Martinus Burgersin mukaan nimetyllä yhtälöllä voidaan kuvata häiriöiden etenemistä fluideissa, ja sitä
voidaan soveltaa myös vaikkapa liikenneruuhkien kehittymisen analysointiin. Burgersin yhtälö on esi-
merkki yleisemmästä säilymislaista. Matemaattisessa fysiikassa säilymislakien mukaan eristetyssä 
systeemissä vuorovaikutustapahtumissa tiettyjen suureiden kokonaismäärät pysyvät muuttumattomina.
Tunnetuin esimerkki säilymislakeihin liittyen on Noetherin lause, jonka mukaan suurella on vastaa- 
vuus tietyn systeemin symmetriaominaisuuden kanssa. Esimerkiksi nestedynamiikan Navier-Stokesin 
yhtälö on esimerkki epähomogeenisesta versiosta säilymislakia. 
Tutkimukseni alussa esitellään Hamilton-Jakobin yhtälö, sekä sivutaan variaatiolaskentaa, Legendren 
muunnosta ja Euler-Lagrangen yhtälöitä. Näytetään, miten annettu osittaisdifferentiaaliyhtälö voidaan 
samaistaa karakteristiseen yhtälöryhmään, joka koostuu tavallisista differentiaaliyhtälöistä. Karakteris-
tinen yhtälöryhmä johdetaan kvasilineaarisen osittaisdifferentiaaliyhtälön tapauksessa ja sille annetaan
geometrinen tulkinta. Ensimmäisen luvun lopussa Hamilton-Jacobin yhtälö ratkaistaan Hopf-Lax kaa- 
van avulla. 
Toisessa ja kolmannessa luvussa esitellään Burgersin yhtälö ja ratkaistaan se karakteristisen yhtä- 
löryhmän avulla. Saatu ratkaisu ei kuitenkaan päde kaikkialla, vaan tapauksissa, joissa karakteris- 
tiset käyrät kohtaavat ("shokkikäyrä"), Burgersin yhtälön ratkaisu vaatii ratkaisufunktion ehtojen 
heikentämistä ja ingraaliratkaisun määrittelemistä. Rankine-Hugoniot-ehto johdetaan ja sen avulla 
voidaan löytää ratkaisuja tilanteessa, jossa karakteristiset käyrät leikkaavat. Esittelen myös entro-   
pia-ehdon, jonka avulla karsitaan 'epäfysikaaliset' ratkaisut pois ja täten saadaan yksikäsitteinen ja 
yleinen ratkaisu Burgersin yhtälölle. Lopuksi todistan Lax-Oleinikin kaavan, joka antaa ratkaisun 
yleisemmälle ongelmalle. Lopuksi tälle ratkaisulle räätälöidään entropia-ehto, jotta siitä saadaan 
yksikäsitteinen. 
Avainsanat – Nyckelord – Keywords
osittaisdifferentiaaliyhtälö, Burgersin yhtälö, shokkikäyrä, Lax-Oleinikin kaava
 
Säilytyspaikka – Förvaringställe – Where deposited
 Kumpulan tiedekirjasto
Muita tietoja – Övriga uppgifter – Additional information
Burgersin yhtälö ja Lax-Oleinikin kaava
Tommi Hyvärinen
27. marraskuuta 2015
1
Sisältö
I Johdanto 3
II Esitietoja 5
1 Hamilton-Jacobin yhtälöstä 5
1.1 Kvasilineaarisen yhtälön ratkaisu . . . . . . . . . . . . . . . . . . 5
1.2 Karakteristinen yhtälöryhmä . . . . . . . . . . . . . . . . . . . . 6
1.3 Alkuehdot ja lokaali yksikäsitteinen ratkeavuus . . . . . . . . . . 8
1.4 Variaatiolaskentaa ja Euler-Lagrange yhtälöt . . . . . . . . . . . 13
1.5 Lipschitz-jatkuvuus ja Legendren muunnos . . . . . . . . . . . . 16
1.6 Hopf-Lax ratkaisu . . . . . . . . . . . . . . . . . . . . . . . . . . 19
III Burgersin yhtälö ja Lax-Oleinikin kaava 27
2 Johdatus Burgersin yhtälölle 27
2.1 Rankine-Hugoniot-ehto . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Burgersin yhtälö . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3 Shokkikäyrät ja entropia-ehto . . . . . . . . . . . . . . . . . . . . 32
3 Lax-Oleinikin kaava 35
3.1 Johdatus Lax-oleinikin kaavaan . . . . . . . . . . . . . . . . . . . 35
3.2 Lax-Oleinikin kaava ja sen todistus . . . . . . . . . . . . . . . . . 36
3.3 Lax-Oleinikin kaavan soveltaminen Burgersin yhtälöön . . . . . . 40
3.4 Lisää entropia-ehdosta . . . . . . . . . . . . . . . . . . . . . . . . 41
2
Osa I
Johdanto
Graduni käsittelee Burgersin yhtälön nimellä tunnettua kvasilineaarista yhtä-
löä, joka on muotoa ut + uux = 0, sekä yleisempää ongelmaa ut + F (u)x = 0
alkuehdolla kun t = 0 niin u = g. Burgersin yhtälö kuuluu epälineaarisiin osit-
taisdiﬀerentiaaliyhtälöihin, joten gradussani tulen myös paneutumaan osittais-
diﬀerentiaaliyhtälöiden teoriaan yleisemmin. Pääasiallisena lähteenäni käytän
Lawrence C. Evansin kirjaa Partial Diﬀerential Equations, 2010. Evans pai-
nottaa osittaisdiﬀerentiaaliyhtälöiden tutkimista yleisessä avaruudessa Rn, kun
useat oppikirjat tyytyvät pysyttelemään kahdessa ulottuvuudessa. Myös notaa-
tion osalta tulen pitkälti noudattamaan Evanssin esimerkkiä.
Vaadittavat esitiedot käydään läpi ensimmäisessä luvussa. Evanssin mukai-
nen notaatio esitellään, sekä annetaan muutamien peruskäsitteiden määritelmät.
Ensimmäisessä luvussa keskitytään Hamilton-Jakobin yhtälöihin. Myös variaa-
tiolaskentaa, Legendren muunnosta ja Euler-Lagrangen yhtälöitä sivutaan, sekä
esitellään miten annettu osittaisdiﬀerentiaaliyhtälö voidaan samaistaa karakte-
ristiseen yhtälöryhmään, joka koostuu tavallisista diﬀerentiaaliyhtälöistä.
Karakteristinen yhtälöryhmä johdetaan kvasilineaarisen osittaisdiﬀerentiaa-
liyhtälön tapauksessa ja sille annetaan geometrinen tulkinta. Tätä käytetään hy-
väksi ensimmäisessä luvussa näyttämällä, että Hopf-Lax kaava ratkaisee Hamilton-
Jacobin yhtälön. Burgersin yhtälö esitellään luvussa kaksi ja se ratkaistaan ka-
rakteristisen yhtälörymän avulla. Saatu ratkaisu ei kuitenkaan päde kaikkialla,
vaan tapauksissa, joissa karakteristiset käyrät kohtaavat, Burgersin yhtälön rat-
kaisu vaatii ratkaisufunktion u ehtojen heikentämistä.
Luku kaksi keskittyykin ingraaliratkaisun määrittelemiseen ja Rankine-Hugoniot-
ehdon johtamiseen. Näiden avulla saadaan työkalut Burgersin yhtälön ratkai-
suun yleisemmässä tapauksessa, eli kun karakteristiset käyrät kohtaavat ja muo-
dostavat 'shokkikäyrän'. Luvun lopussa esitellään entropia-ehto, jonka avulla
karsitaan 'epäfysikaaliset' ratkaisut pois ja täten löydetään yksikäsitteinen rat-
kaisu Burgersin yhtälölle. Viimeisessä luvussa todistetaan Lax-Oleinikin kaa-
va, joka antaa ratkaisun yleiselle ongelmalle ut + F (u)x = 0 ja räätälöidään
entropia-ehto kyseiselle ratkaisulle, jotta siitä saadaan yksikäsitteinen.
Burgersin yhtälö on esimerkki yleisemmästä säilymislaista, joka on muotoa
ut + F (u)ux = 0. Matemaattisessa fysiikassa säilymislakien mukaan eristetyssä
systeemissä vuorovaikutustapahtumissa tiettyjen suureiden kokonaismäärät py-
syvät muuttumattomina. Tunnetuin esimerkki säilymislakeihin liittyen on Noet-
herin lause, jonka mukaan suurella on vastaavuus tietyn systeemin symmetriao-
minaisuuden kanssa. Esimerkiksi energiansäilymislaki seuraa systeemin aikariip-
pumattomuudesta ja liikemäärän säilymislaki on seurausta paikkariippumatto-
muudesta. Navier-Stokesin yhtälö on esimerkki epähomogeenisesta versiosta säi-
lymislakia [4] [5].
3
Burgersin yhtälö on prototyyppi yhtälöstä, joka voi kehittää epäjatkuvuuk-
sia, eli shokkikäyriä. Shokkikäyriä ei pystytä matemaattisesti tarkastelemaan
'klassisilla' yhtälönratkaisumenetelmillä, sen sijaan yleistetyillä funktioilla tämä
onnistuu (luku 3). Yleistettyihin funktioihin joudutaan turvautumaan, koska
shokkiaallot ilmentyvät äkillisinä epäjatkuvuuksina, ja fysikaalisessa mielessä
shokkiaalto onkin etenevä häiriö väliaineessa, kuten vaikkapa ääntä nopeam-
min liikkuva aalto ilmassa [7].
Kuvassa on mallinnettu Burgersin yhtälöä kahdessa ulottuvuudessa ja 'sho-
kin' muodostumissa ajan kuluessa [6].
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Osa II
Esitietoja
1 Hamilton-Jacobin yhtälöstä
Tässä luvussa haluamme löytää yleiselle ensimmäisen asteen osittaisdiﬀerenti-
aalyhtälölle karakteristisen yhtälöryhmän ja käyttää tätä ratkaisun löytämisek-
si Hamilton-Jacobin yhtälölle. Karakteristinen yhtälöryhmä koostuu tavallisista
osittaisdiﬀerentiaaliyhtälöistä [1] [4].
Hamilton-Jacobin yhtälö on muotoa{
ut +H(Du) = 0
u = g
(x, t) ∈ Rn × (0,∞)
(x, t) ∈ Rn × {t = 0} (1)
Tässä u(x, t) : Rn × (0,∞) −→ R on tuntematon ja Hamiltonin funktio
H : Rn −→ R sekä g : Rn −→ R ovat annettuja.
Aloitetaan tarkastelemalla seuraavaa yhtälöä:
F (Du, u, x) = 0,
jossa x ∈ U ja U on joukon Rn avoin osajoukko. Tässä F : Rn×R×U −→ R
on annettu ja u : U −→ R on tuntematon funktio u = u(x).
Oletetaan edelleen alkuehto
u = g joukossa Γ ⊆ ∂U,
missä Γ ja g : Γ −→ R ovat annettuja.
Oletetaan myös, että F ja g sileitä, eli niiden jokaisen kertaluvun derivaatta
on olemassa ja se on jatkuva. Voidaan määritellä, että funktio on sileä joukossa
A ⊂ Rn, jos se on sileä joukon A sisäpisteissä.
1.1 Kvasilineaarisen yhtälön ratkaisu
Aloitetaan etsimällä ratkaisu ensimmmäisen asteen kvasilineaariselle osittaisdif-
ferentiaaliyhtälölle. Yhtälö on kvasilineaarinen, kun se on muotoa
F (Du, u, x) = b(x, u(x)) ·Du(x) + c(x, u(x)) = 0.
Annetaan tälle ensin geometrinen tulkinta ja oletetaan, että u ∈ C1(U) on
ratkaisu. Pintaa z = u(x) kohtisuorassa oleva normaali pisteessä (x, u(x)) on
muotoa
n(x) := (Du(x),−1).
Tarkastellaan nyt vektorikenttää t(x, z) := (b(x, z),−c(x, z)) ∈ Rn+1 ja huo-
maamme, että
t(x, u(x)) · n(x) = b(x, u(x)) ·Du(x) + c(x, u(x)) = 0.
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Eli ongelma voidaan muotoilla seuraavasti: Etsi pinta, jonka normaali on
kaikkialla ortogonaalinen vektorikentälle t(x, u(x)).
Kuva: Karakteristinen käyrä γ avaruudessa R3.
Olkoot γ : I −→ Rn+1 derivoituva käyrä, γ(s) := (x(s), z(s)) ja I ⊂ R
yhtenäinen väli. Käyrä on tangentiliaalinen vektorikentälle t, jos γ′(s) = t(γ(s)).
Komponenteittain yhtälö voidaan ilmaista seuraavasti:
x˙1(s) = b1(x(s), z(s))
...
x˙n(s) = bn(x(s), z(s))
z˙(s) = −c(x(s), z(s))
.
Tämän yhtälöryhmän avulla voimme ratkaista annetun kvasilineaarisen osit-
taisdiﬀerentiaaliyhtälön (esimerkkinä katso kappale 2.2).
Olkoon x0 ∈ Rn ja z ∈ R ﬁksattuja. Tällöin vaadimme arvolta t0 ∈ I, että
pätee
x(t0) = x0
z(t0) = z0.
Okoon funktio b Lipschitz-jatkuva kaikkien muuttujien suhteen. Tällöin pisteen
t0 ympärillä on olemassa yksikäsitteinen ratkaisu kvasilineaariselle osittaisdif-
ferentiaaliyhtälölle, mikä seuraa suoraan lokaalista olemassaolo- ja yksikäsittei-
syyslauseesta tavallisille diﬀerentiaaliyhtälöille.
1.2 Karakteristinen yhtälöryhmä
Tarkastellaan nyt yleisempää tapausta, kuin edellisessä kappalessa. Tarkoitukse-
na on löytää karakteristinen yhtälöryhmä, joka muuntaa osittaisdiﬀerentiaaliyh-
tälön F (Du, u, x) = 0 yhtälöryhmäksi, joka koostuu tavallisista diﬀerentiaaliyh-
tälöistä. Ideana on tarkastella käyrää, joka kulkee joukossa U ja saa sen reunalla
arvon x0. Tavoitteena on pystyä laskemaan u tätä käyrää pitkin. Tarkastellaan
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nyt luvun alussa määriteltyä yleistä epälineaarista ensimmäisen asteen osittais-
diﬀerentiaaliyhtälöä
F (Du, u, x) = 0, (x ∈ U)
ja rajalla u = g. Parametrisoidaan kyseinen käyrä seuraavasti: x(s) := (x1(s), ..., xn(s))
siten, että parametri s kuuluu jollekin intervallille I ⊆ R. Oletetaan, että u rat-
kaisee ylläesitetyn ositaisdiﬀerentiaaliyhtälön ja määritellään:
z(s) := u(x(s))
p(s) := Du(x(s)),
eli p(s) = (p1(s), ..., pn(s)), jossa pi(s) = uxi(x(s)) ja i = (1, ..., n).
Voimme kirjoittaa yhtälölle ekvivalentin yhtälöryhmän:
(a)
(b)
(c)
p˙(s) = −DxF (p(s), z(s), x(s))−DzF (p(s), z(s), x(s))p(s)
z˙(s) = DpF (p(s), z(s), x(s)) · p(s)
x˙(s) = DpF (p(s), z(s), x(s))
(2)
Ja edelleen F (p(s), z(s), x(s)) ≡ 0 kun s ∈ I. Yllä esitetyssä yhtälöryhmässä
on siis 2n + 1 tavallista diﬀerentiaaliyhtälöä. Funktioita x(·) ja p(·) kutsutaan
karakteristisiksi funktioiksi, ja varsinkin funktioon x(·) = (x1(·), ..., xn(·)) tul-
laan luvuissa kaksi ja kolme viittaamaan projektoituna karakteristisena käyränä.
Yhtälöryhmän johtaminen sivuutetaan.
Nyt voimme tarkistaa kappaleessa 1.1 saadun, geometrisen tulkinnan avulla
ratkaistun kvasilineaarisen tapauksen käyttämällä hyväksi yllä johdettua yleisen
karakteristisen yhtälöryhmän kaavaa:
Käyttämällä kappaleessa 1.1 käytettyä merkintää, yhtälö F (Du, u, x) = 0
muuntuu muotoon F (p, z, x) = b(x, z) · p + c(x, z) = 0. Täten DpF = b(x, z).
Karakteristisen yhtälöryhmän (2) yhtälöt (b) ja (c) muuntuvat muotoon:{
z˙(s) = b(x(s), z(s)) · p(s) = −c(x(s), z(s))
x˙(s) = b(x(s), z(s))
Emme siis tarvitse kolmatta yhtälöä. Tulos on siis sama kaavaan sijoittaessa.
Siirrymme käyttämään karakteristista yhtälöryhmää (2) Hamilton-Jacobin
yhtälöön:
Merkitään
G(Du, ut, u, x, t) := ut +H(Du, x) = 0,
jossa Du = Dxu = (ux1 , ..., ux1). Muuttujasta t pääsemme eroon ottamalla se
(n+ 1):ksi muuttujaksi ja asettamalla q = (p, pn+1) ja y = (x, t). Siispä
G(q, z, y) = pn+1 +H(p, x) = 0 (3)
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Lasketaan edelleen
DqG = (DpH(p, x), 1)
DyG = (DxH(p, x), 0)
DzG = 0
Miellämme parametrin s ajaksi t. Yhtälö (2a) tulee muotoon{
p˙i(s) = −Hxi(p(s), x(s))
p˙n+1(s) = 0
(i = 1, ..., n)
Yhtälö (2b) tulee kaavan (3) nojalla muotoon
z˙(s) = DpH(p(s), x(s)) · p(s) + pn+1(s)
= DpH(p(s), x(s)) · p(s)−H(p(s), x(s)).
Yhtälö (2c) tulee muotoon{
x˙i(s) = Hp(p(s), x(s))
x˙n+1(s) = 1.
(i = 1, ..., n)
Siis kokonaisuudessaan
(a)
(b)
(c)
p˙(s) = −DxH(p(s), x(s))
z˙(s) = DpH(p(s), x(s)) · p(s)−H(p(s), x(s))
x˙(s) = DpH(p(s), x(s))
Yhtälö (b) huomataan triviaaliksi, koska se riippuu ainoastaan vektoreista
p(s) ja x(s), eikä z(s) esiinny yhtälöissä (a) tai (c). Funktio z(s) saadaan siis sel-
ville integroimalla, kunhan p(s) ja x(s) ovat selvillä. Jättämälle yhtälön (b) pois,
voimme määritellä Hamiltonin yhtälöiksi kutsutun yhtälöryhmän seuraavasti:{
x˙ = DpH(p, x)
p˙ = −DxH(p, x).
1.3 Alkuehdot ja lokaali yksikäsitteinen ratkeavuus
Tutkitaan seuraavaksi, miten karakteristinen yhtälöryhmä (2) auttaa ratkaise-
maan luvun alussa annetun alkuarvo-ongelman
F (Du, u, x) = 0 joukossa U ⊂ Rn
alkuehdolla
u = g joukossa Γ ⊆ ∂U,
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missä g ja F ovat sileitä. [1]
(i) Tarkastelun helpottamiseksi vaihdetaan ensin muuttujia siten, että suo-
ristetaan osa reunasta ∂U lähellä pistettä x0 ∈ ∂U . Oletetaan tunnetuksi, että
on olemassa sileät funktiot η, θ : R −→ R siten, että η = θ−1 ja θ suoristaa
reunan ∂U lähellä pistettä x0.
Kuva: Reunan suoristus
Tarkalleenottaen määritellään{
yi = xi =: θ
i(x)
yn = xn − γ(x1, ..., xn−1) =: θn(x)
(i = 1, ..., n− 1)
,
missä γ : Rn−1 −→ R on reunan ∂U parametrisointi ﬁksatun pisteen x0 ∈
∂U läheisyydessä. Voimme siis kirjoittaa y = θ(x).
Samoin{
xi = yi =: η
i(x)
xn = yn + γ(y1, ..., yn−1) =: θn(y)
(i = 1, ..., n− 1)
,
eli y = θ(x).
Olkoon u : U −→ R annettu ja oletetaan, että se ratkaisee yhtälön F (Du, u, x) =
0.
Määritellään V := θ(U) ja asetetaan
v(y) := u(η(y)) (y ∈ V ).
Tällöin
u(x) := v(θ(x)) (x ∈ V ).
Nyt ketjusäännön nojalla
Du(x) = Dv(y)Dθ(x),
eli
F (Du(x), u(x), x) = F (Dv(y)Dθ(η(y)), v(y), η(y)) = 0.
Yhtälö on muotoa
G(Dv(y), v(y), y) = 0 joukossa V.
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Lisäksi
v = h joukossa Γ,
missä 4 := θ(Γ) ja h(y) := g(η(y)).
Yhtälö on siis samaa muotoa kuin alussakin, joten reunan suoristaminen
ei olennaisesti muuta tilannetta. Täten voimmekin olettaa vastedes, että joukko
Γ lähellä annettua pistettä x0 ∈ Γ kuuluu tasoon {xn = 0}.
(ii) Olkoon
p(0) = p0, z(0) = z0, x(0) = x0
Nyt jos käyrä x(·) kulkee pisteen x0 kautta, niin vaadimme, että
z0 = g(x0).
Reunalla u = g, joten reunan läheisyydessä voimme vaatia
uxi(x
0) = gxi(x
0) (i = 1, ..., n− 1)
Yksinkertaisesti sijoittamalla alkuperäiseen osittaisdiﬀerentiaaliyhtälöön, saam-
me yhteensopivuusehdoiksi kutsutun yhtälöryhmän:
z0 = g(x0)
p0i = gxi(x
0) (i = 1, ..., n− 1)
F (p0, z0x0) = 0
Kolmikkoa (p0, z0x0) ∈ R2n+1, joka toteuttaa yhteensopivuusehdot, kutsu-
taan kelvolliseksi.
(iii) Oletetaan, että kolmikko (p0, z0x0) on kelvollinen ja x0 ∈ Γ on pisteen
x0 läheisyydessä taso {xn = 0}. Tarkastellaan pisteen x0 läheisyydessä olevaa
pistettä y ∈ Γ. Tarkoituksenamme on ratkaista karakteristinen yhtälöryhmä (2)
pisteen y läheisyydessä alkuehdoilla
p(0) = q(y), z(0) = g(y), x(0) = y.
Löytämme kelvollisen kolmikon (q(y), g(y), y) siten, että funktio q(·) = (q1(·), ..., qn(·))
toteuttaa ehdon q(x0) = p0, kunhan vain
Fpn(p
0, z0x0) 6= 0.
Tällöin kutsumme kelvollista kolmikkoa (p0, z0x0) epäkarakteristiseksi (vastedes
oletamme tämän).
Olkoon s ∈ R ja merkitään
p(s) = p(y, s) = p(y1, ..., yn−1, s)
z(s) = z(y, s) = z(y1, ..., yn−1, s)
x(s) = x(y, s) = x(y1, ..., yn−1, s)
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Käänteisfunktiolauseen nojalla voimme johtaa lauseen, jonka mukaan on ole-
massa avoin nollan sisältävä jana I ⊆ R, pisteen x0 ympäristö W ⊂ Rn−1, sekä
pisteen x0 ympäristö V ⊂ Rn siten, että jokaiselle x ∈ V on olemassa yksikäsit-
teinen s ∈ I ja y ∈W siten, että
x = x(y, s).
Täten voimme lokaalisti ja yksikäsitteisesti ratkaista yhtälön{
x = x(y, s)
y = y(x), s = s(x)
Lopulta voimme siis määritellä:{
u(x) := z(y(x), s(x))
p(x) := p(y(x), s(x))
(x ∈ V )
Näillä tiedoilla voimme viimein sitoa yhteen karakteristisen yhtälöryhmän
ratkaisun kappaleen alussa esitetyn alkuarvotehtävän ratkaisuun.
Lause (Lokaali olemassaolo) 1.1: Yllä määrtielty funktio u kuuluu jouk-
koon C2 ja se ratkaisee alkuarvotehtävän
F (Du(x), u(x), x) = 0 (x ∈ V )
alkuehdolla
u(x) = g(x) (x ∈ Γ ∩ V ).
Todistus:
(i) Olkoon y ∈ Γ lähellä pistettä x0. Oletetaan, että yllämääritellyt yhtälöt
p(s) = p(y, s)
z(s) = z(y, s)
x(s) = x(y, s)
ratkaisevat karakteristisen yhtälöryhmän.
(ii) Väitämme, että jos y ∈ Γ on tarpeeksi lähellä pistettä x0, niin
f(y, s) := F (p(y, s), z(y, s), x(y, s)) = 0.
Nähdäksemme tämän, voimme todeta, että yhteensopivuusehdon nojalla pä-
tee
f(y, 0) = F (q(y), g(y), y) = 0.
Lisäksi karakteristisen yhtälöryhmän (2) nojalla
fs(y, s) =
n∑
j=1
Fpj p˙
j + Fz z˙ +
n∑
j=1
Fxj x˙
j
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=n∑
j=1
Fpj (−Fxj − Fzpj) + Fz
 n∑
j=1
Fpj p˙
j

+
n∑
j=1
Fxj (Fpj)
= 0.
Yllä tehdyt tarkastelut osoittavat, että f(y, s) = 0.
(iii) Nyt siis F (p(x), u(x), x) = 0, joten jää tehtäväksi osoittaa
p(x) = Du(x).
Käyttämällä karakteristista yhtälöryhmää ja yhteensopivuusehtoa, voidaan
johtaa seuraavat kaavat:
zs(y, s) =
n∑
j=1
pj(y, s)xis(y, s)
ja
zyi(y, s) =
n∑
j=1
pj(y, s)xiyi(y, s). (i = 1, ..., n− 1)
Vihdoin
uxj = zssxj +
n−1∑
i=1
zyjy
i
xj
=
n∑
k=1
pkxkssxj +
n−1∑
i=1
n∑
k=1
pkxkyiy
i
xj
=
n∑
k=1
pk
(
xkssxj +
n−1∑
i=1
xkyiy
i
xj
)
=
n∑
k=1
pkxkxj =
n∑
k=1
pkδjk = p
j (j = 1, ..., n).

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1.4 Variaatiolaskentaa ja Euler-Lagrange yhtälöt
Olkoon L : Rn × Rn −→ R sileä funktio, jota kutsumme vastedes Lagrangen
funktioksi. Merkitään L = L(v, x) = L(v1, ..., vn, x1, ..., xn), sekä
DvL = (Lv1 , ..., Lvn) ja
DxL = (Lx1 , ..., Lxn).
Määritelmä 1.2: Olkoon pisteet x, y ∈ Rn ja t > 0 annettuja. Määritte-
lemme toimintafunktionaalin kaavalla
I[w(·)] :=
ˆ t
0
L(w˙(s), w(s))ds, (4)
jossa w(·) = (w1(·), ..., wn(·)) kuuluu luokkaan
F := {w(·) ∈ C2([0, t]);Rn|w(0) = y, w(t) = x} .
Perustavanlaatuinen tavoite variaatiolaskennassa on löytää käyrä x(·) ∈ F
siten, että
I[x(·)] = min
w(·)∈F
I[w(·)]. (5)
Siis etsimme funktiota x(·), joka minimoi funktionaalin I[·] kaikista mahdol-
lisista kanditaateista w(·) ∈ F .
Lause 1.3 (Euler-Lagrange yhtälöt): Kaavan (5) määrittelemä funk-
tio x : Rn −→ R ratkaisee yhtälöryhmän
− d
ds
[DvL(x˙(s), x(s))] +DxL(x˙(s), x(s)) = 0 (0 ≤ s ≤ t).
Todistus:
(i) Valitaan sileä funktio y : [0, t] −→ Rn, y(·) = (y1(·), ..., yn(·)) siten, että
y(0) = y(t) = 0.
Olkoon τ ∈ R ja määritellään w(·) := x(·) + τy(·). Tällöin w(·) ∈ F , joten
I[x(·)] ≤ I[w(·)].
Täten funktiolla i(τ) := I[x(·) + τy(·)] on minimi kohdassa τ = 0 ja tästä
johtuen derivaatta τ :n suhteen antaa meille i′(0) = 0, mikäli i′(0) on olemassa.
(ii) Lasketaan i′ origossa: Kaavan (4) nojalla
i(τ) =
ˆ t
0
L(x˙(s) + τ y˙(s), x(s) + τy(s))ds,
joten
i′(τ) =
ˆ t
0
∑
Lvi(x˙(s) + τ y˙(s)), x(s) + τy(s))y˙
i(s)
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+Lxi(x˙(s) + τ y˙(s)), x(s) + τy(s))y
i(s)ds
Asetetaan τ = 0 niin saamme
0 = i′(0) =
ˆ t
0
∑
Lvi(x˙, x)y˙
i + Lxi(x˙, x)y
ids
Siirretään integraali summan sisälle ja muistetaan alussa tehty oletus y(0) =
y(t) = 0:
0 =
n∑
i=0
ˆ t
0
(
− d
ds
Lvi(x˙, x) + Lxi(x˙, x)
)
yids.
Tämä pätee kaikille sileille funktioille y(·), jotka toteuttavat ehdon y(0) =
y(t) = 0. Siis kun 0 ≤ s ≤ t, pätee
− d
ds
[Lvi(x˙, x) + Lxi(x˙, x)] = 0 (i = 0, ..., n).
Väite on siis osoitettu .
HUOM: On mahdollista, että x(·) ∈ F ratkaisee Euler-Lagrangen yhtälön
ilman, että se toteuttaa yhtälön (5) (eli ilman, että se minimoi funktionaalin
I[·]). Käyrää x(·), joka ratkasee Euler-Lagrangen yhtälön, kutsumme funktio-
naalin I[·] kriittiseksi pisteeksi.
Esimerkkinä tällaisesta on yksinkertainen tilanne, jossa n = 1, L(w˙(s), w(s)) =
w(s). Nyt olkoon x(s) := x0−y0t s+ y0, eli suora käyrä pisteiden x0 ja y0 välillä.
Näemme, että nyt x(·) toteuttaa Euler-Lagrangen yhtälön:
− d
ds
[Lv(x˙(s), x(s)) + Lx(x˙(s), x(s))] = − d
ds
[0 + 1] = 0.
Kuitenkin on selvää, että x(s) ei minimoi integraalia
´ t
0
L(w˙(s), w(s))ds =´ t
0
w(s)ds. Lasketaan
ˆ t
0
x(s)ds =
ˆ t
0
x0 − y0
t
s+ y0ds = t
(
y0 +
x0 − y0
2
)
.
Aina voidaan löytää funktio w(s) siten, että w ∈ F ja ´ t
0
w(s)ds < t(y0+
x0−y0
2 ).
Esimerkiksi mikä tahansa funktio f , joka on kupera välillä [0, t], sekä f(0) = y0ja
f(t) = x0.
Määritelmä 1.4: Lagrangen funktioon liittyy Hamiltonin funktio, joka
määritellään
H(p, x) := p · v(p, x)− L(v(p, x), x), (p, x ∈ R) (6)
jossa p(s) := DvL(x˙(s), x(s)) (0 ≤ s ≤ t)
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ja v = v(p, x) on yhtälön p = DvL(v, x) yksikäsitteinen sileä ratkaisu, olet-
taen, että tällainen v on olemassa. Seuraavassa kappaleessa tiukennamme La-
grangen ja Hamiltonin funktioiden ehtoja siten, että pystymme osoittamaan
funktion v olemassaolon.
Seuraavaksi kirjoitamme Euler-Lagrangen yhtälöt 2n tavallisista ensimmäi-
sen asteen yhtälöistä koostuvana Hamiltonin yhtälöryhmänä.
Lause 1.5: Olkoon funktio x kaavan (5) määrittelemä ja p yllämääritelty
p(s) := DvL(x˙(s), x(s)). Tällöin funktiot x ja p toteuttavat Hamiltonin yhtälö-
ryhmän: {
x˙(s) = DpH(p(s), x(s))
p˙(s) = −DxH(p(s), x(s)),
lisäksi kuvaus s 7→ H(p(s), x(s)) on vakio.
Todistus: Tässä siis x(·) = (x1(·), ..., xn(·)) ja p(·) = (p1(·), ..., pn(·)) =
DvL(x˙(s), x(s)), sekä x˙(·) = v(p(·), x(·)) = (v1(·), ..., vn(·)). Lasketaan kaikille
i = 1, ..., n
Hxi(p, x) =
n∑
k=1
pkv
k
xi(p, x)−Lvkv((p, x), x)vkxi(p, x)−Lxiv((p, x), x) = −Lxi(q, x)
ja
Hpi(p, x) = v
i(p, x) +
n∑
k=1
pkv
k
xi(p, x)− Lvkv((p, x), x)vkpi(p, x) = vi(p, x)
määritelmän 1.4 nojalla. Täten
Hpi(p(s), x(s)) = v
i(p(s), x(s)) = x˙i(s)
ja edelleen
Hxi(p(s), x(s)) = Lxkv((p(s), x(s)), x(s)) = −Lxi(x˙(s), x(s))
= − d
ds
Lvi(x˙(s), x(s))
= −p˙i(s).
Lopuksi huomataan
d
ds
H(p, x) =
n∑
k=1
Hpi(p, x)p˙
i +Hxi(p, x)x˙
i
=
n∑
k=1
Hpi(p, x)(−Hxi(p, x)) +Hxi(p, x)Hpi(p, x) = 0
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
Hamiltonin ja Lagrangen yhtälöt nousevat esille klassisessa mekaniikassa,
jossa Hamiltonin yhtälö kuvaa systeemin kokonaisenergiaa ja Lagrangen yhtälö
kuvaa kineettisen energian ja potentiaalienergian erotusta.
1.5 Lipschitz-jatkuvuus ja Legendren muunnos
Lipschitz-jatkuvuutta tarvitsemme Lax-Oleinikin kaavan todistuksessa.
Määritelmä 1.5: Funktio f : R −→ R on Lipschitz-jatkuva, jos on olemassa
sellainen luku M ≥ 0, että
|f(x)− f(y)| ≤M |x− y|
kaikilla x, y ∈ Rn.
Määritelmä 1.6: Funktio f : Rn −→ R on konveksi, jos
f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y) (7)
kaikille x, y ∈ Rn, 0 < t < 1 .
Funktio f : R −→ R on konveksi, kun alue f :n yläpuolella on konveksi
joukko.
Lax-Oleinikin kaavan johtamisessa tarvitsemme Legendren muunnosta. Ol-
koon L : Rn −→ R Lagrangen funktio seuraavin ehdoin
kuvaus v 7−→ L(v) on konveksi
sekä
lim
|v|−→∞
L(v)
|v| =∞.
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Funktion L konvenksisuudesta seuraa myös, että L on jatkuva[8].
HUOM: Vastedes oletamme, että Lagrangen (ja täten myös Hamiltonin)
funktio ei riipu enää muuttujasta x.
Määritelmä 1.7: Legendren muunnos funktiolle L on
L∗(p) := sup
v∈Rn
{p · v − L(v)} (p ∈ Rn) (8)
Lause 1.8: Oletetaan, että L toteuttaa yllä esitetyt oletukset konveksisuu-
desta ja raja-arvosta, sekä H := L∗. Tällöin
(i)
kuvaus p 7−→ H(p) on konveksi (ja siis jatkuva)
sekä
lim
|p|−→∞
H(p)
|p| =∞.
(ii) Lisäksi
L = H∗ (9)
eli H ja L ovat duaalisesti konvekseja funktioita.
Lisäksi seuraavat yhtäläisyydet ovat ekvivalentteja:
p · v = L(v) +H(p)
p = DL(v)
v = DH(p)
, (10)
olettaen, että H on diﬀerentioituva kohdassa p ja L diﬀerentioituva kohdassa v.
HUOM: Lauseen oletukset funktioiden L ja H konveksisuudesta ja raja-
arvosta lim
|p|−→∞
H(p)
|p| =∞ oletetaan vastedes pätevän ellei erikseen mainita.
Todistus: (i) Olkoon v ∈ Rn vakio, jolloin funktio p 7→ p · v − L(v) on
lineaarinen. Näytetään, että kuvaus p 7→ H(p) = L∗(p) = sup
v∈Rn
{p · v − L(v)} on
konveksi:
Käytetään suoraan konveksisuuden määritelmää ja oletetaan, että 0 ≤ t ≤ 1,
sekä p, p0 ∈ Rn, ja saamme
H(tp+ (1− t)p0) = sup
v∈Rn
{(tp+ (1− t)p0) · v − L(v)}
≤ t sup
v∈Rn
{p · v − L(v)}+ (1− t) sup
v∈Rn
{p0 · v − L(v)}
= tH(p) + (1− t)H(p0)
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(ii) Olkoon µ > 0, p 6= 0 ja v = µ p|p| . Tällöin
H(p) = sup
v∈Rn
{p · v − L(v)} ≥ µ|p| − L(v = µ p|p| )
≥ µ|p| − max
B(0,µ)
L.
Tällöin lim inf |p|−→∞
H(p)
|p| ≥ µ kaikille µ > 0, joten lim|p|−→∞ H(p)|p| =∞.
(iii) Suoraan määritelmästä L∗(p) := sup
v∈Rn
{p · v − L(v)} saamme
L∗(p) := p · v − L(v) = H(p)
=⇒ H(p) + L(v) = p · v kaikilla p, v ∈ Rn.
Tästä seuraa, että L(v) ≥ sup
p∈Rn
{p · v −H(p)} = H∗(v). Toisaalta
H∗(v) = sup
p∈Rn
{
p · v − sup
r∈Rn
{p · r − L(r)}
}
= sup
p∈Rn
inf
r∈Rn
{p · (v − r) + L(r)} .
Nyt koska v 7→ L(v) on konveksi, on olemassa s ∈ Rn siten, että
L(r) ≥ L(v) + s · (r − v).
Asettamalla p = s, saamme H∗(v) ≥ inf
r∈Rn
{s · (v − r) + L(r)} = L(v), joten
kaava (9) on todistettu.
Näytetään vielä yhtälöryhmä (10) todeksi:
(i) Oletetaan p · v = L(v) +H(p). Ylläjohdetun kaavan (9) nojalla
p · v = L(v) +H(p) = L(v) + L∗(p)
=⇒ L∗(p) = p · v − L(v) määr.= sup
v∈Rn
{p · v − L(v)}
Eli L∗(p) saa suurimman arvonsa kohdassa v. Tästä seuraa, että tämä on
derivaatan DL∗(p) nollakohta, eli
0 = DL∗(p) = D(p · v − L(v)) = p−DL(v)
=⇒ DL(v) = p
Hyödyntämällä kaavan p · v = L(v) + H(p) symmetrisyyttä, päästään sa-
manlaisella tarkastelulla yhtälöön DH(p) = v.
(ii) Oletetaan DL(v) = p.
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Integroimalla saamme L(v) = p · v + C(p), jossa C(p) on muuttujasta p
riippuva funktio ja C : Rn −→ R. Kaavan (9) nojalla
H∗(v) = L(v) = p · v + C(p) = sup
r∈Rn
{v · r −H(r)} .
Supremumin epsilon-kriteerin nojalla kaikille ε > 0, pätee
v · r −H(r)− (p · v + C(p)) < ε,
kun r ja C valitaan sopivasti. Huomataan, että ryhmittelemällä
v · r −H(r)− (p · v + C(p)) < ε
⇐⇒ (r − p) · v − (H(r) + C(p) < ε.
Tämä pätee ainoastaan silloin kun r −→ p ja C(·) = −H(·). Tehdään sijoitus
ja saamme tuloksen
L(v) = p · v + C(p) = p · v −H(p)
⇐⇒ p · v = L(v) +H(p).
Eli pääsemme kohdan (i) oletukseen, josta edelleen voimme johtaa tuloksen
v = DH(p).
Olettamalla sen sijaan v = DH(p), pääsemme myös symmetrian takia tu-
lokseen p · v = L(v) +H(p) samanlaisella tarkastelulla kuin yllä.

1.6 Hopf-Lax ratkaisu
Tarkoituksena on siis ratkaista alkuperäinen Hamilton-Jacobin yhtälö (1) siten,
että lähdemme liikkeelle karakteristisesta yhtälöryhmästä
p˙ = 0
z˙ = DH(p) · p−H(p)
x˙ = DH(p)
Huomaa, että ensimmäinen yhtälö p˙(s) = −DxH(p(s), x(s)) typistyy nol-
laksi, kun tehdään oletus, ettei Hamiltonin funktiossa H esiinny argumenttia
x.
Toinen yhtälö muuntuu muotoon z˙ = DH(p) ·p−H(p) = L(x˙), mikä tarjoaa
avaimen ratkaisuun. Silloin kun Hamilton-Jacobin yhtälöllä on sileä ratkaisu,
pätee u(x(t), t) = z(t), joten tällöin
u(x, t) =
ˆ t
0
L(x˙(s))ds+ g(x(0)).
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Ideana on muokata ratkaisua variaatiolaskennasta saaduilla keinoilla niin,
että se sopii myös myöhemmille ajoille t, jolloin yhtälöllä ei ole sileää ratkaisua.
Pyrimme siis minimoimaan lausekkeen
ˆ t
0
L(w˙(s))ds+ g(w(0)),
eli määrittelemme
u(x, t) := inf
{ˆ t
0
L(w˙(s))ds+ g(w(0)) | w(t) = x,w(·) ∈ C1
}
. (11)
Oletamme, että alkuarvofunktio g : Rn −→ R on Lipschitz-jatkuva.
Lause 1.9 (Hopf-Lax kaava): Olkoon x ∈ Rn ja t > 0, sekä g Lipschitz-
jatkuva. Tällöin ratkaisu u = u(x, t) minimointiongelmaan (11) on
u(x, t) = min
y∈R
{
tL
(
x− y
t
)
+ g(y)
}
.
Tätä yhtälöä kutsumme Hopf-Laxin kaavaksi.
Todistus: Olkoon y ∈ Rn ja määritellään w(s) := y+ st (x−y), (0 ≤ s ≤ t),
joten siis w˙(s) = (x− y)/t. Tällöin kaavan (11) nojalla
u(x, t) ≤
ˆ t
0
L(w˙(s))ds+ g(y) = tL
(
x− y
t
)
+ g(y)
=⇒ u(x, t) ≤ inf
y∈R
{
tL
(
x− y
t
)
+ g(y)
}
.
Toisaalta Jensenin epäyhtälön nojalla
L
(
1
t
ˆ t
0
w˙(s)ds
)
≤ 1
t
ˆ t
0
L(w˙(s))ds
=⇒ tL
(
x− y
t
)
+ g(y) ≤
ˆ t
0
L(w˙(s))ds+ g(y)
=⇒ inf
y∈R
{
tL
(
x− y
t
)
+ g(y)
}
≤ u(x, t).
Nämä tulokset yhdistämällä saamme siis
u(x, t) = inf
y∈R
{
tL
(
x− y
t
)
+ g(y)
}
.
Osoitetaan vielä, että inﬁmum on todellakin minimi.
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Selvästi kun |y| −→ ∞, niin |x−yt | −→ ∞, kunhan x ∈ Rn ja t ∈ [0,∞[ ovat
vakioita. Nyt
tL
(
x− y
t
)
+ g(y) =
tL
(
x−y
t
)
+ g(y)
|x−yt |
· |x− y
t
| (kun x 6= y)
≥ tL
(
x−y
t
)
|x−yt |
+
g(y)
|x−yt |
kunhan |y| on tarpeeksi suuri. Oletusten nojalla
L
(
x−y
t
)
|x−yt |
−→ ∞, kun |y| −→ ∞.
Voimme laskea
g(y)
|x−yt |
= t
g(y)− g(x) + g(x)
|x− y| = t
g(y)− g(x)
|x− y| + t
g(x)
|x− y| .
Yllä saadussa lausekkeessa termi t g(y)−g(x)|x−y| on rajoitettu (Lipschitz-jatkuvuus)
ja t g(x)|x−y| −→ 0, kun |y| −→ ∞. Yhdistämällä tulokset, saamme
tL
(
x− y
t
)
+ g(y) −→∞, kun |y| −→ ∞.
ja tästä seuraa, että minimin on pakko olla myös inﬁmum.
Lause 1.10: Olkoon x ∈ Rn ja t > 0 ja olkoon funktio H : Rn −→ R
on konveksi (tällöin myös L = H∗ on konveksi) ja sileä, sekä g : Rn −→ R
Lipschitz-jatkuva. Tällöin Hopf-Laxin kaava
u(x, t) = min
y∈Rn
{
tL
(
x− y
t
)
+ g(y)
}
on derivoituva melkein kaikkialla joukossa Rn×(0,∞), sekä ratkaisee Hamilton-
Jacobin yhtälön{
ut +H(Du) = 0
u = g
(x, t) ∈ Rn × (0,∞)
(x, t) ∈ Rn × {t = 0} .
Todistus:
(i) Aloitetaan todistus osoittamalla, että jokaiselle x ∈ Rn ja 0 ≤ s < t,
pätee
u(x, t) = min
y∈Rn
{
(t− s)L
(
x− y
t− s
)
+ u(y, s)
}
21
eli voidaksemme laskea funktion u, voimme selvittää u:n ajanhetkellä s ja
käyttää funktiota u(·, s) alkuehtona jäljellejäävälle aikaintervallille [s, t]. Olkoon
y ∈ Rn ja valitaan z ∈ Rn siten, että
u(y, s) = sL
(
y − z
s
)
+ g(z).
Nyt funktion L konveksisuudesta ja ominaisuudesta x−zt = (1 − st )x−yt−s +
s
t
y−z
s , saamme
L
(
x− z
t
)
≤ x− z
t
= (1− s
t
)L
(
x− y
t− s
)
+
s
t
L
(
y − z
s
)
.
Edelleen
u(x, t) ≤ tL
(
x− z
t
)
+ g(z) ≤ (t− s)L
(
x− y
t− s
)
+ sL
(
y − z
s
)
+ g(z)
= (t− s)L
(
x− y
t− s
)
+ u(y, s).
Osoitetaan, että y 7→ u(y, s) on jatkuva. Olkoon t > 0, sekä x, y ∈ Rn.
Valitaan w ∈ Rn siten, että
tL
(
y − w
t
)
+ g(w) = u(x, t).
Kun muistetaan, että g on Lipschitz-jatkuva, saamme
u(y, t)− u(x, t) = min
z∈Rn
{
tL
(
y − z
t
)
+ g(z)
}
− tL
(
x− w
t
)
− g(w)
= tL
(
y − y + x− w
t
)
+ g(y − x+ w)− tL
(
x− w
t
)
− g(w)
= g(y − x+ w)− g(w) ≤M |y − x|, jollakin M > 0.
Siis
u(y, t)− u(x, t) ≤M |y − x|
eli funktio y −→ u(y, t) on jatkuva mielivaltaisesti valitussa pisteessä x ∈ Rn,
siis funktio on jatkuva kaikkialla.
Nyt koska y 7→ u(y, s) on jatkuva, saamme
u(x, t) ≤ min
y∈Rn
{
(t− s)L
(
x− y
t− s
)
+ u(y, s)
}
Olkoon w ∈ Rn edelleen sellainen, että
u(x, s) = tL
(
y − w
t
)
+ g(w) (12)
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ja asetetaan y := stx + (1 − st )w. Tällöin x−yt−s = x−wt = y−ws ja tästä seuraa,
että
(t− s)L
(
x− y
t− s
)
+ u(y, s)
≤ (t− s)L
(
x− w
t
)
+ sL
(
y − w
s
)
+ g(w)
= tL
(
x− w
t
)
+ g(w) = u(x, t)
siispä kaavan (12) nojalla
u(x, t) ≥ min
y∈Rn
{
(t− s)L
(
x− y
t− s
)
+ u(y, s)
}
.
Ja yhdistämällä tulokset
u(x, t) = min
y∈Rn
{
(t− s)L
(
x− y
t− s
)
+ u(y, s)
}
(13)
(ii) Funktio u on Lipschitz-jatkuva melkein kaikkialla ja tästä seuraa Rade-
macherin teoreeman nojalla se, että u on diﬀerentioituva melkein kaikkialla [9].
Näytetään Lipschitz-jatkuvuus ensin muuttujalle x ja sitten muuttujalle t:
Olkoon t > 0 ja x, xo ∈ Rn, sekä valitaan y ∈ Rn siten, että
tL
(
x− y
t
)
+−g(y) = u(x, t).
Tällöin
u(x0, t)− u(x, t) = min
z
{
tL
(
x0 − z
t
)
− g(z)
}
− tL
(
x− y
t
)
− g(y)
≤ g(x0 − x+ y)− g(y) ≤ Lip(g)|x0 − x|.
Yllä suoritettu toimitus voidaan suorittaa myös vaihtamalla x ja x0 päikseen,
jolloin Lipschitz-jatkuvuuden ehto täyttyy ja Lip(u(·, t) ≤ Lip(g).
Nyt olkoon x0 ∈ Rn ja t > 0. Valitsemalla y = x, saamme
u(x, t) ≤ tL(0) + g(x).
Edelleen
u(x, t) = min
y
{
tL
(
x− y
t
)
− g(y)
}
≥ g(x) + min
y
{
tL
(
x− y
t
)
− Lip(g)|x− y|
}
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= g(x) + tmax
z
{Lip(z)|z| − L (z)}
(
z =
x− y
t
)
= g(x)− t max
w∈B(0,Lip(g))
max
z
{w · z − L(z)}
= g(x)− t max
B(0,Lip(g))
H.
Tästä ja kaavasta u(x, t) ≤ tL(0) + g(x) saamme
|u(x, t)− g(x)| ≤ Ct,
jossa C := max
(|L(0)|, maxB(0,Lip(g)) |H|) .
Nyt kohdan (i) ja yllä esitellyiden laskutoimitusten nojalla voimme johtaa
|u(x, t)− u(x, t0)| ≤ C|t− t0|. (0 < t0 < t)
(iii) Olkoon v ∈ Rn ja h > 0, sekä oletetaan, että u on diﬀerentioituva
pisteessä (x, t) ∈ Rn+1. Nyt kaavaan (13) sijoittamalla ”s −→ t” ja ”t −→ t+h”
saamme
u(x+ hv, t+ h) ≤ min
y∈Rn
{
hL
(
x+ hv − y
h
)
+ u(y, t)
}
≤ hL(v) + u(x, t)
=⇒ u(x+ hv, t+ h)− u(x, t)
h
≤ L(v).
Antamalla h −→ 0, saamme v ·Du(x, t) + ut(x, t) ≤ L(v). Koska epäyhtälö
pätee kaikille v ∈ Rn, pätee
0 ≥ ut(x, t) + max
v∈Rn
{v ·Du(x, t)− L(v)} = ut(x, t) + L∗(Du(x, t))
= ut(x, t) +H(Du(x, t)).
(iv) Nyt valitaan z ∈ Rn siten, että u(x, t) = tL (x−zt )+ g(z). Olkoon h > 0
ja asetetaan s = t− h, sekä y = stx+ (1− st )z. Tällöin x−zt = y−zs ja edelleen
u(x, t)− u(y, s) ≥ tL
(
x− z
t
)
+ g(z)−
[
tL
(
y − z
s
)
+ g(z)
]
= (t− s)L
(
x− z
t
)
.
Eli
u(x, t)− u((1− ht )x+ ht z, t− h)
h
≥ L
(
x− z
t
)
.
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Antamalla h −→ 0, saamme
x− z
t
·Du(x, t) + ut(x, t) ≥ L
(
x− z
t
)
ja edelleen
0 ≤ ut(x, t) + x− z
t
·Du(x, t)− L
(
x− z
t
)
≤ ut(x, t) + max
v∈Rn
{v ·Du(x, t)− L(v)}
ut(x, t) + L
∗(Du(x, t)) = ut(x, t) +H(Du(x, t))
Yhdistämällä tulokset saamme ut(x, t) +H(Du(x, t)) = 0 ja lause on todis-
tettu. 
Esimerkki 1.11 (Hamilton-Jacobin yhtälön äärellinen etenemis-
nopeus): Osoitetaan, että pätee
u(x, t) = min
y∈Rn
{
tL
(
x− y
t
)
+ g(y)
}
= min
y∈B(x,Rt)
{
tL
(
x− y
t
)
+ g(y)
}
,
jossa R = supRn |DH(Dg)| ja H = L∗, eli näytetään, että Hamilton-Jacobin
yhtälöllä on ominaisuus nimeltään äärellinen etenemisnopeus. (H ja L ovat kon-
vekseja funktioita ja g : Rn −→ R on Lipschitz-jatkuva.)
Ratkaisu: Merkitään v(y) := x−yt , jossa x ∈ Rn ja t > 0 ovat ﬁksattuja.
Etsitään minimi derivoimalla funktio y 7→ tL (v(y)) + g(y), ja asettamalla se
nollaksi:
D (tL (v(y)) + g(y)) = v′(y) · tDL (v(y)) + g′(y),
jossa
v′(y) =
1
t

∂y1(x1 − y1) 0 · · · 0
0
. . .
...
...
. . . 0
0 · · · 0 ∂yn(xn − yn)
 = −Int (In on yksikkömatriisi).
Konveksi funktio L ja Lipschitz-jatkuva funktio g ovat melkein kaikkialla de-
rivoituvia [1, 9]. Siinä tapauksessa, että minimi löytyy epäderivoituvuuspisteestä
y0 ∈ Rn, funktion y 7→ tL (v(y))+g(y) voi approksimoida pisteen y0 läheisyydes-
sä derivoituvalla funktiolla, jolloin ongelmilta vältytään [10]. SiisD (tL (v(y)) + g(y)) =
−DL (v(y)) + g′(y) ja olkoon y¯ ∈ Rn se y, joka minimoi lausekkeen, eli
−DL (v(y¯)) + g′(y¯) = 0
⇒ DL (v(y¯)) = g′(y¯).
25
Muistamme kaavasta (10) p = DL(v) ja v = DH(p). Sijoitetaan v = v(y¯) ja
p = g′(y¯) ja ylläjohdetun kaavan nojalla
v(y¯) = DH(g′(y¯)).
Nyt voimme kirjoittaa:
|v(y¯)| = |DH(g′(y¯))| ≤ sup
r∈Rn
{DH(g′(r))} = R.
Eli
|v(y¯)| = |x− y¯
t
| ≤ R ⇒ |x− y¯| ≤ Rt,
siis y¯ ∈ B(x,Rt), joten väite on osoitettu.

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Osa III
Burgersin yhtälö ja Lax-Oleinikin
kaava
2 Johdatus Burgersin yhtälölle
Tässä luvussa määritellään ingraaliratkaisu ja johdetaan Rankine-Hugoniot-
ehto. Näiden avulla saadaan työkalut Burgersin yhtälön ratkaisuun yleisemmäs-
sä tapauksessa, eli kun karakteristiset käyrät kohtaavat ja muodostavat 'shok-
kikäyrän'. Luvun lopussa esitellään entropia-ehto, jonka avulla karsitaan 'epä-
fysikaaliset' ratkaisut pois ja täten löydetään yksikäsitteinen ratkaisu Burgersin
yhtälölle [1].
Tarkastellaan alkuarvo-ongelmaa yhdessä tilaulottuvuudessa{
ut + F (u)x = 0
u = g
(x, t) ∈ R× (0,∞)
R× {t = 0} (14)
Esimerkiksi jos F (u) = 12u
2, niin F (u)x = uux.
Ongelmalle (14) ei ole mahdollista löytää yleistä sileää ratkaisua, joten jou-
dumme heikentämään ratkaisulta u vaadittavia ehtoja. Seuraavassa johdatte-
len määritelmän käsitteelle integraaliratkaisu.
2.1 Rankine-Hugoniot-ehto
Olkoon
v : R× [0,∞) −→ R sileä ja olkoon v:n kantaja kompakti
Kutsutaan funktiota v testifunktioksi. Kerrotaan osittaisdiﬀerentiaaliyhtälö
ut + F (u)x = 0 testifunktiolla ja sovelletaan osittaisintegrointia:
0 =
ˆ ∞
0
ˆ ∞
−∞
(ut + F (u)x)vdxdt
=
ˆ ∞
0
ˆ ∞
−∞
uvtdxdt−
ˆ ∞
−∞
uvdx|t=0 −
ˆ ∞
0
ˆ ∞
−∞
F (u)vxvdxdt.
Käyttämällä alkuehtoa u = g kun t = 0, saamme yhtälön
ˆ ∞
0
ˆ ∞
−∞
uvt + F (u)vxdxdt+
ˆ ∞
−∞
gvdx|t=0 = 0 (15)
Määritelmä 2.1: Funktio u ∈ L∞(R× (0,∞)) on ongelman (14) integraa-
liratkaisu, kunhan (15) pitää paikkansa kaikille testifunktioile v.
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Oletetaan sitten, että jossain avoimessa alueessa V ⊂ R×(0,∞) funktio u on
sileä sileän käyrän C jommallakummalla puolella. Nimitetään käyrän C vasenta
puolta Vl ja oikeaa puolta Vr. Olkoon u ongelman (14) integraaliratkaisu ja että
funktion u ensimmäiset derivaatat ovat tasaisesti jatkuvia joukoissa Vl ja Vr.
Rankine-Hugoniot ehtoa havainnollistava kuva
Ensinnäkin valitaan testifunktio v siten, että sillä on kompakti kantaja jou-
kossa Vl. Kaavasta (15) osittaisintegroimalla saamme
0 =
ˆ ∞
0
ˆ ∞
−∞
vut + F (u)vxdxdt = −
ˆ ∞
0
ˆ ∞
−∞
(ut + F (u)x)vdxdt (16)
.
Osittaisintegrointi on sallittua, koska u on kerran jatkuvasti derivoituva ja
koska v katoaa joukon Vl reunalla. Kaava (16) pätee kaikille testifunktioille v,
joilla sopiva kantaja, voimme päätellä, että
ut + F (u)x = 0 joukossa Vl.
Samanlaisen tarkastelun voimme tehdä joukolle Vl, josta saamme samaan
tapaan
ut + F (u)x = 0 joukossa Vr.
Valitaan seuraavaksi testifunktio v siten, että supp(v) ⊂ V , mutta toisin kuin
yllä, funktion v arvo ei välttämättä mene nollaan käyrällä C. Jälleen kaavasta
(15) saamme
0 =
ˆ ∞
0
ˆ ∞
−∞
vut + F (u)vxdxdt
=
ˆ ˆ
Vl
vut + F (u)vxdxdt+
ˆ ˆ
Vr
vut + F (u)vxdxdt. (17)
28
Nyt yhdistämällä edellä saadut tulokset, saamme
ˆ ˆ
Vl
vut + F (u)vxdxdt
= −
ˆ ˆ
Vl
(ut + F (u)x)vdxdt+
ˆ
C
(ulν
2 + F (ul)ν
1)vdl
=
ˆ
C
(ulν
2 + F (ul)ν
1)vdl, (18)
jossa ν = (ν1, ν2) on joukosta Vl joukkoon Vr osoittava yksikkönormaali
käyrälle C ja l on raja-arvo lähestyttäessä vasemmalta. Voimme tehdä saman
oikealle puolelle: ˆ ˆ
Vr
vut + F (u)vxdxdt
= −
ˆ ˆ
Vr
(ut + F (u)x)vdxdt+
ˆ
C
(urν
2 + F (ur)ν
1)vdl
=
ˆ
C
(urν
2 + F (ur)ν
1)vdl (19)
Nyt yhdistämällä kaavat (18) ja (19) kaavaan (17), saamme
ˆ
C
[(F (ul)− F (ur))ν1 + (ul − ur)ν2]vdl = 0.
Koska ylläoleva on totta kaikille testifunktioille v, pätee
(F (ul)− F (ur))ν1 + (ul − ur)ν2 = 0 käyrällä C. (20)
Parametrisoidaan vielä käyrä C asettamalla C = {(x, t)|x = s(t)} jollekin
sileälle funktiolle s(·) = [0,∞) −→ R. Täten ν = (ν1, ν2) = [1 + s′2]−1/2(1, s′).
Sijoittamalla tämä kaavaan (20) saamme
F (ul)− F (ur) = s′(ul − ur) joukossa V pitkin käyrää C.
Ylläolevaa kaavaa kutsutaan Rankine-Hugoniotin ehdoksi pitkin shokkikäy-
rää C. Usein ehto kirjoitetaan muodossa
[[F (u)]] = σ[[u]],
jossa [[F (u)]] = F (ul)− F (ur), [[u]] = ul − ur ja σ = s′ käyrän C nopeus.
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2.2 Burgersin yhtälö
Tässä kappaleessa on tarkoituksena ratkaista Burgersin yhtälö [2, 3]. Burgersin
yhtälöstä kiittäminen on hollantilaista fyysikko Johannes Martinus Burgersia,
joka aloitti akateemisen uransa Leidenin yliopistossa valmistuen fysiikan toh-
toriksi 23-vuotiaana. Hänen väitöskirjansa aiheena oli Ruthefordin atomimalli,
mutta pian Burgersin mielenkiinto siirtyi ﬂuididynamiikan tutkimukseen. Saa-
tuaan professuurin Delftin yliopistosta, Burgers perusti aero- ja hydrodynamii-
kan tutkimukseen keskittyvän laboratorion. Tutkimuksen yhtenä tarkoituksena
oli turbulenssin teoreettinen ja tilastollinen käsittely ja siinä tärkeän aseman
sai hänen itsensä mukaan nimetty Burgersin yhtälö, jolla voidaan kuvata häi-
riöiden etenemistä ﬂuideissa. Nykyään yhtälö on käytössä myös kiinteän aineen
fysiikassa ja kosmologiassa, sekä sitä voidaan soveltaa myös esimerkiksi liikenne-
ruuhkien kehittymisen analysointiin. Uransa loppupuolella vuonna 1955 Burger
siirtyi Marylandin yliopistoon tutkimaan Boltzmannin yhtälöä ja sen sovelta-
mista ﬂuidimekaniikkaan [12].
Johannes Martinus Burgers (1895 - 1981) [11]
Tarkastellaan ongelmaa{
ut + F (u)x = 0
u = g
(x, t) ∈ R× (0,∞)
R× {t = 0} ,
jossa F (u) = 12u
2. Nyt 0 = ut + F (u)x = ut +Dx(
1
2u
2) = ut + uux. Yhtälöä{
ut + uux = 0
u = g
(x, t) ∈ R× (0,∞)
R× {t = 0} (21)
kutsutaan siis Burgesin yhtälöksi. Kyseessä on kvasilineaarinen yhtälö, eli
se on muotoa b(x, u(x)) · Du(x) + c(x, u(x)) = 0, jossa b(x, u(x)) = (u, 1) ja
c(x, u(x)) ≡ 0.
Käytämme kappaleiden 2.1 ja 2.2 notaatiota muuten, mutta koska nyt u =
u(x, t) käytämme parametrisoidulle käyrälle merkintää X(s) := (x1(s), x2(s)).
Nyt z(s) := u(X(s)) ja karakteristinen yhtälöryhmä on siis{
X˙(s) = b(X(s), z(s))
z˙(s) = −c(X(s), z(s))
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={
X˙(s) = z(s)
z˙(s) = 0
=

x˙1(s) = z(s)
x˙2(s) = 1
z˙(s) = 0
Toisesta yhtälöstä saamme x˙2(s) = 1, joten
x2(s) = s+ C = s
Se, että vakio C on nolla, seuraa suoraan alkuarvoehdosta.
Viimeisestä yhtälöstä saamme, että u on vakio karakteristista käyrää pitkin,
ja alkuarvoehdon nojalla saamme
z˙(s) = 0
=⇒ z(s) ≡ g(x0)
Nyt voimme sijoittaa tämän ensimmäiseen yhtälöön
x˙1(s) = g(x0)
=⇒ x1(s) = g(x0)s+ x0
Tästä saamme
x0 = x1(s)− g(x0)s = x1(s)− u(x0, 0)x2(s)
Nyt valitaan s siten, että (x1(s), x2(s)) = (x, t) ja näin saamme x0 = x − ut,
jonka voimme sijoittaa kolmannen yhtälön ratkaisuun
u = z(s) = g(x0) = g(x− ut). (22)
ja täten olemme löytäneet implisiittiratkaisun Burgersin yhtälölle (21). Löydetty
ratkaisu pätee kuitenkin vain alueella, jossa projektoidut karakteristiset käyrät
eivät risteä. Burgersin yhtälössä karakteristinen käyrä s 7→ (g(x0)s + x0, s) =
(x˙1(s), x˙2(s)). Tämä tarkoittaa myös sitä, että funktio u ei ole yleisesti ottaen
sileä. Tarvitsemme siis lisää keinoja yleisemmän ratkaisujen löytämiseen.
Esimerkki 2.2: Tarkastellaan Burgersin yhtälöä (21) siten että ajanhetkellä
t = 0,
g(x) =

1
1− x
0
jos x ≤ 0
jos 0 ≤ x ≤ 1
jos x ≥ 1
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Nyt voimme sijoittaa funktion g kaavaan (22) ja saamme suoraan ratkaisun
u(x, t) =

1
1−x
1−t
0
jos x ≤ t, 0 ≤ t ≤ 1
jos t ≤ x ≤ 1, 0 ≤ t ≤ 1
jos x ≥ 1, 0 ≤ t ≤ 1
Tämä metodi ei kuitenkaan enää kun t ≥ 1, eli kun karakteristiset käyrät
kohtaavat. Olkoon t ≥ 0 ja asetetaan s(t) = 1+t2 . Nyt
u(x, t) =
{
1
0
jos x ≤ s(t)
s(t) ≤ x
Nyt ul = 1, ur = 0, F (ul) =
1
2u
2
l =
1
2 ja F (ur) = 0. Tällöin [[F (u)]] =
1
2 =
σ[[u]] siis Rankine-Hugoniot ehto täyttyy.
Esimerkkiin 2.2 liittyvä kuva
2.3 Shokkikäyrät ja entropia-ehto
Ongelmana yllä esitetyssä lähestymistavassa on, että integraaliratkaisu ei ole
välttämättä yksikäsitteinen. tarkastellaan vaikka esimerkkiä, jossa yhtälö on
Burgersin yhtälö (21) ja
g(x) =
{
0
1
kun x < 0
kun x > 0
.
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Nyt esimerkin 2.2 tapainen ratkaisu karakteristiseen yhtälöryhmään vedoten
epäonnistuu alueessa {0 < x < t}. Tämä huomataan asetamalla
u1(x, t) :=
{
0
1
kun x < t2
kun x > t2
,
sekä
u2(x, t) :=

1
x
t
0
kun x > t
kun 0 < x < t
kun x < 0
.
Nyt molemmat funktiot ratkaisevat Burgersin yhtälön alkuehdolla g(x) ja
Rankine-Hugoniot-ehto toteutuu. Tarvitsemme lisäehdon, jotta löydämme yk-
sikäsitteisen ratkaisun.
Tarkastellaan edelleen yhtälöä ut+F (u)x = 0. Yllä tehdyn tarkastelun nojal-
la tiedämme, että ratkaisun u ollessa sileä, sen arvo on vakio g(x0) projektoitua
karakteristista käyrää s 7→ (F ′(g(x0))s+ x0, s) pitkin.
Käyrää, jolla karateristiset käyrät kohtaavat, kutsutaan shokkikäyräksi. Ai-
emmin yllä todettiin, että shokkikäyrällä s(t) = x pätee Rankine-Hugoniot-ehto
F (ul)− F (ur) = s′(ul − ur).
Päästäksemme yksikäsitteisyyteen haluamme ottaa mukaan ainoastaan rat-
kaisut, joilla shokkikäyrälle päästään vain ja ainoastaan kulkemalla ajassa eteen-
päin (tästä samaistus termodynamiikan entropia-käsitteeseen). Tällöin esimer-
kiksi alla olevan kuvan mukaiset tilanteet karsiutuvat:
Epäfysikaalinen ratkaisu
Tästä seuraa välttämättä se, että projektoitujen karakterististen käyrien kul-
makertoimet ovat shokkikäyrän kulmakerrointa pienempiä vasemmalla puolella
shokkikäyrää koordinaatistossa (x, t), koska muuten käyrät eivät koskaan koh-
taisi (niinkuin ylläolevan kuvan tilanteessa). Kyseessä on aito epäyhtälö, sillä jos
kulmakertoimet ovat yhtä suuret, shokkikäyrä ja projektoitu käyrä olisivat yh-
densuuntaiset. Samanlaisella päättelyllä shokkikäyrän kulmakerroin on aidosti
suurempi (x, t)-koordinaatistossa, kuin projektoidun karakteristisen käyrän kul-
makerroin.
Rankine-Hugoniot-ehdon tarkastelussa shokkikäyrä määriteltiin funktioksi
s(t) = x ja sen derivaataksi s′(t) = σ. Tällöin shokkikäyrän kulmakerroin (x, t)-
koordinaatistossa on käänteisluku 1/σ. Matemaattisesti ilmaisten ylläoleva tar-
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kastelu voidaan tiivistää epäyhtälöpariin (entropia-ehto):
F ′(ul) <
1
σ
< F ′(ur).
Seuraavassa kappaleessa teemme oletuksen, että F on aidosti konveksi, eli F ′
on aidosti kasvava. Tällöin entropia-ehto on yhtäpitävä ehdon ul > ur kanssa.
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3 Lax-Oleinikin kaava
Tässä luvussa todistetaan Lax-Oleinikin kaava, joka antaa ratkaisun yleiselle
ongelmalle ut +F (u)x = 0. Luvun lopussa räätälöidään entropia-ehto kyseiselle
ratkaisulle, jotta siitä saadaan yksikäsitteinen [1].
3.1 Johdatus Lax-oleinikin kaavaan
Tämän kappaleen tarkoitus on löytää ratkaisuehdotus osittaisdiﬀerentiaaliyhtä-
lölle {
ut + F (u)x = 0
u = g
(x, t) ∈ R× (0,∞)
R× {t = 0}
joka sitten todistetaan oikeaksi seuraavissa kappaleissa. Oletamme, että funk-
tio F : R −→ R on konveksi. Tämän lisäksi voimme olettaa, että F (0) = 0 il-
man, että ratkaisu olisi vähemmän yleinen, koska kaavassa F esiintyy ainoastaan
derivoituna. Olkoon g ∈ L∞(R) ja
h(x) :=
ˆ x
0
g(y)dy (x ∈ R).
Muistamme kappaleesta 1.6 Hopf-Lax-kaavan ja asetamme
ω(x, t) := min
y∈R
{
tL
(
x− y
t
)
+ h(y)
}
(x ∈ R, t > 0), (23)
jossa L = F ∗ eli funktion F Legendren muunnos. Täten ω on Hamilton-
Jakobin yhtälön {
ωt + F (ωx) = 0
ω = h
(x, t) ∈ R× (0,∞)
R× {t = 0}
yksikäsitteinen ratkaisu. Oletamme hetkeksi ratkaisun u(x, t) johtamista varten,
että ω on kerran jatkuvasti derivoituva. Nyt derivoimme ylläolevan yhtälön ja
alkuehdon kerran muuttujan x suhteen{
ωxt + F (ωx)x = 0
ωx = g
(x, t) ∈ R× (0,∞)
R× {t = 0}
Siispä, jos asetamme u = ωx, saamme ratkaisuehdotuksen kappaleen alussa
esitetylle osittaisdiﬀerentiaaliyhtälölle:
u(x, t) :=
∂
∂x
[
min
y∈R
{
tL
(
x− y
t
)
+ h(y)
}]
ja u on määritelty melkein kaikkialla. Tällöin u(x, t) on soviva kandidaatti
jonkinasteiseksi heikoksi ratkaisuksi alkuarvo-ongelmalle (14). Seuraavien kap-
paleiden tarkoituksena on todistaa tämä.
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3.2 Lax-Oleinikin kaava ja sen todistus
Lause 3.1 (lax-oleinikin kaava): Olkoon F : R −→ R sileä ja kaikkialla
konveksi, sekä g ∈ L∞(R).
(i) Jokaiselle t > 0 on olemassa kaikille x ∈ R, yksikäsitteinen piste y(x, t)
siten, että
min
y∈R
{
tL
(
x− y
t
)
+ h(y)
}
= tL
(
x− y(x, t)
t
)
+ h(y(x, t))
(ii) Kuvaus x 7−→ y(x, t) on kasvava.
(iii) Jokaiselle ajalle t > 0, yllämääritelty funktio u on
u(x, t) = G
(
x− y(x, t)
t
)
(24)
melkein kaikille x. Yllä on käytetty merkintää G := (F ′)−1.
Todistus:
(i) Todetaan ensin, että
L(v) = F ∗(v) = max
p∈R
(vp− F (p)) = vp∗ − F (p∗)
jollakin p∗ ∈ R. Koska F on konveksi, löytyy maksimi myös asettamalla
derivaatta ddp (vp− F (p)) = v − F ′(p) nollaksi:
v − F ′(p∗) = 0 =⇒ F ′(p∗) = v.
Koska G = (F ′)−1, pätee p∗ = G(v) eli
L(v) = vG(v)− F (G(v)) (v ∈ R)
ja edelleen
L′(v) = G(v) +G′(v)− F ′(G(v))G′(v) = G(v).
Koska funktio F on aidosti konveksi, on F ′ aidosti kasvava kuten on tällöin
myös (F ′)−1 = G. Täten edelleen G′(v) = L′′(v) > 0. Tämän, sekä oletuksen
F (0) = 0 nojalla voimme todeta, että L on epänegatiivinen ja konveksi.
(ii) Olkoon t > 0 ja x1 < x2. Kappaleen 2.2 nojalla on olemassa ainakin yksi
piste y1 ∈ R siten, että
tL
(
x1 − y1
t
)
+ h(y1) = min
y∈R
{
tL
(
x1 − y
t
)
+ h(y)
}
. (25)
Väitetään seuraavaksi, että
tL
(
x2 − y1
t
)
+ h(y1) < tL
(
x2 − y
t
)
+ h(y), jos y < y1. (26)
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Tämän näyttääksemme määrittelemme
0 < τ :=
y1 − y
x2 − x1 + y1 − y =< 1.
Täten
x2 − y1 = τ(x1 − y1) + (1− τ)(x2 − y) ja
x1 − y = τ(x2 − y1) + (1− τ)(x1 − y).
Suoraan konveksiuden määritelmästä (7) seuraa
L
(
x2 − y1
t
)
< τL
(
x1 − y1
t
)
+ (1− τ)L
(
x2 − y
t
)
ja
L
(
x1 − y1
t
)
< τL
(
x2 − y1
t
)
+ (1− τ)L
(
x1 − y1
t
)
joten
L
(
x2 − y1
t
)
+ L
(
x1 − y1
t
)
< τL
(
x1 − y1
t
)
+ (1− τ)L
(
x2 − y
t
)
+ τL
(
x2 − y1
t
)
+ (1− τ)L
(
x1 − y1
t
)
= L
(
x1 − y1
t
)
+ L
(
x2 − y
t
)
. (27)
Kerrotaan yhtälön (27) molemmat puolet luvulla t ja lisätään h(y1) + h(y)
molemmille puolille:
tL
(
x2 − y1
t
)
+ tL
(
x1 − y1
t
)
+ h(y1) + h(y)
< tL
(
x1 − y1
t
)
+ tL
(
x2 − y
t
)
+ h(y1) + h(y).
Kaavan (25) nojalla saamme, että
tL
(
x1 − y1
t
)
+ h(y1) ≤ tL
(
x1 − y
t
)
+ h(y).
Yhdistämällä ylläsaadut tulokset:
2tL
(
x2 − y1
t
)
+ 2h(y1)
≤ tL
(
x2 − y1
t
)
+ tL
(
x1 − y1
t
)
+ h(y1) + h(y)
< tL
(
x1 − y1
t
)
+ tL
(
x2 − y
t
)
+ h(y1) + h(y)
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≤ 2tL
(
x1 − y1
t
)
+ 2h(y),
josta pääsemme yhtälöön (26).
(iii) Yhtälön (25) valossa kaavan tL
(
x2−y
t
)
+h(y) minimiä laskettaessa, jou-
dumme ottamaan huomioon ainoastaan sellaiset arvot y joille pätee y ≥ y1,
jossa y1 toteuttaa kaavan (25) . Määritellään y(x, t) yhtä kuin pienin luku y,
joka minimoi lausekkeen tL
(
x−y
t
)
+h(y) jokaiselle x ∈ R ja t > 0. Täten kuvaus
x 7→ y(x, t) on kasvava ja jatkuva. Funktion x 7→ y(x, t) jatkuvuuspisteessä x,
arvo y(x, t) antaa yksikäsitteisen minimin y lausekkeelle tL
(
x−y
t
)
+ h(y).
(iv) Lauseen 1.10 nojalla jokaiselle t > 0, kuvaus
x 7→ ω(x, t) := min
y∈R
{
tL
(
x− y
t
)
+ h(y)
}
= tL
(
x− y(x, t)
t
)
+ h(y(x, t))
on derivoituva melkein kaikkialla. Edelleen kuvaus x 7→ y(x, t) on monotoni-
nen ja täten myös derivoituva melkein kaikkialla. Siispä kaikille t > 0, kuvaukset
x 7→ L
(
x−y(x,t)
t
)
sekä x 7→ h(y(x, t)) ovat derivoituvia melkein kaikkialla. Tästä
seuraa, että lauseke
u(x, t) :=
∂
∂x
[
min
y∈R
{
tL
(
x− y
t
)
+ h(y)
}]
tulee muotoon
u(x, t) =
∂
∂x
[
tL
(
x− y(x, t)
t
)
+ h(y(x, t))
]
= L′
(
x− y(x, t)
t
)
(1− yx(x, t)) + ∂
∂x
h(y(x, t)).
Kuvaus y 7→ tL (x−yt ) + h(y) saa miniminsä pisteessä y = y(x, t), joten
kuvaus z 7→ tL
(
x−y(z,t)
t
)
+ h(y(z, t)) saa miniminsä pisteessä z = x. Siksi
∂
∂x
[
tL
(
x− y(x, t)
t
)
+ h(y(x, t))
]
= −L′
(
x− y(x, t)
t
)
yx(x, t)+hx(y(x, t)) = 0
Nyt
u(x, t) = L′
(
x− y(x, t)
t
)
− L′
(
x− y(x, t)
t
)
yx(x, t) + hx(y(x, t))
= L′
(
x− y(x, t)
t
)
= G
(
x− y(x, t)
t
)
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mikä siis ratkaisee alkuarvo-ongelman{
ut + F (u)x = 0
u = g
(x, t) ∈ R× (0,∞)
R× {t = 0} .
Näin olemme todistaneet Lax-Oleinikin lauseen.

Lause 3.2 (Lax-Oleinikin kaava integraaliratkaisuna): Lauseen 3.1
oletuksin, kaavan (24) määrittelemä funktio u on integraaliratkaisu alkuarvo-
ongelmalle {
ut + F (u)x = 0
u = g
(x, t) ∈ R× (0,∞)
R× {t = 0}
.
Todistus: Kuten äskeisessä todistuksessa, määritellään
ω(x, t) := min
y∈R
{
tL
(
x− y
t
)
+ h(y)
}
(x ∈ R, t > 0)
eli u = ωx ja siis ωx(x, 0) = g(x) melkein kaikkialla. Tällöin lauseen 2.9
nojalla ω on Lipschitz-jatkuva, derivoituva melkein kaikkialla, sekä ratkaisee{
ωt + F (ωx) = 0
ω = h
(x, t) ∈ R× (0,∞)
R× {t = 0}
Olkoon v mielivaltainen testifunktio siten, että
v : R× [0,∞) −→ R sileä ja olkoon v:n kantaja kompakti.
Kerrotaan yhtälö ωt+F (ωx) = 0 testifunktiolla v, integroidaan ja asetetaan
integraali nollaksi
0 =
ˆ
R×(0,∞)
(ωt + F (ωx))vxdxdt =
ˆ ∞
0
ˆ ∞
−∞
(ωt + F (ωx))vxdxdt
=
ˆ ∞
0
ˆ ∞
−∞
ωtvxdxdt+
ˆ ∞
0
ˆ ∞
−∞
F (ωx)vxdxdt
Huomaamme, että osittaisintegroimalla ensin muuttujan t suhteen ja sitten
muuttujan x suhteen
ˆ ∞
0
ˆ ∞
−∞
ωtvxdxdt =
[ˆ ∞
−∞
ωvxdx
]t=∞
t=0
−
ˆ ∞
0
ˆ ∞
−∞
ωvxtdxdt
= 0−
ˆ ∞
−∞
ωvxdx|t=0 −
ˆ ∞
0
ˆ ∞
−∞
ωvxtdxdt
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= −
ˆ ∞
−∞
ωvxdx|t=0 +
ˆ ∞
0
ˆ ∞
−∞
ωxvtdxdt−
[ˆ ∞
0
ωvtdt
]x=∞
x=−∞
= −
ˆ ∞
−∞
ωvxdx|t=0 +
ˆ ∞
0
ˆ ∞
−∞
ωxvtdxdt− 0
=
ˆ ∞
−∞
ωxvdx|t=0 − [ωv|t=0]x=∞x=−∞ +
ˆ ∞
0
ˆ ∞
−∞
ωxvtdxdt
=
ˆ ∞
−∞
ωxvdx|t=0 − 0 + 0 +
ˆ ∞
0
ˆ ∞
−∞
ωxvtdxdt
=
ˆ ∞
−∞
gvdx|t=0 +
ˆ ∞
0
ˆ ∞
−∞
ωxvtdxdt
Sijoittamalla saamme siis
0 =
ˆ ∞
0
ˆ ∞
−∞
ωtvxdxdt+
ˆ ∞
0
ˆ ∞
−∞
F (ωx)vxdxdt
=
ˆ ∞
−∞
gvdx|t=0 +
ˆ ∞
0
ˆ ∞
−∞
ωxvtdxdt+
ˆ ∞
0
ˆ ∞
−∞
F (ωx)vxdxdt
=
ˆ ∞
−∞
gvdx|t=0 +
ˆ ∞
0
ˆ ∞
−∞
ωxvt + F (ωx)vxdxdt
=
ˆ ∞
0
ˆ ∞
−∞
uvt + F (u)vxdxdt+
ˆ ∞
−∞
gvdx|t=0
eli saamme ratkaisuksi määritelmän 2.1 edellyttämän yhtälön (15). Lause on
todistettu.

3.3 Lax-Oleinikin kaavan soveltaminen Burgersin yhtälöön
Burgersin yhtälö {
ut + F (u)x = 0
u = g
(x, t) ∈ R× (0,∞)
R× {t = 0} ,
jossa F : R −→ R ja F (u) = 12u2, voidaan nyt ratkaista Lax-Oleinikin kaavan
avulla, eli laskea auki ratkaisu
u(x, t) = G
(
x− y(x, t)
t
)
.
Ensinnäkin
G(x) = (F ′(x))−1 = (D(
1
2
x2))−1 = (x)−1 = x,
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eli ratkaisu saadaan muotoon
u(x, t) =
x− y(x, t)
t
.
Nyt pitää ainoastaan selvittää funktio y. Aloitetaan laskemalla
L(x) = F ∗(x) = sup
v∈R
[xv − F (v)] = sup
v∈R
[
xv − 1
2
v2
]
= x2 − 1
2
x2 =
1
2
x2,
sillä supremum 'hyvinkäyttäytyvälle' alaspäin kuperalle funktiolle v 7→ xv−
1
2v
2 löytyy derivaatan nollakohdasta: Dv(xv − 12v2) = x− v = 0 eli x = v. Nyt
tL
(
x− y(x, t)
t
)
+ h(y(x, t)) =
t
2
(
x− y(x, t)
t
)2
+ h(y(x, t))
=
(x− y(x, t))2
2t
+
ˆ y(x,t)
0
g(s)ds.
Funktio y(x, t) on sellainen, joka minimoi ylläolevan lausekkeen (ja se riippuu
siis alkuarvofunktiosta g).
3.4 Lisää entropia-ehdosta
Lax-Oleinikin kaavan antama ratkaisu
u(x, t) = G
(
x− y(x, t)
t
)
osittaisdiﬀerentiaaliyhtälöön (14) ei ole yksikäsitteinen, eikä välttämättä edes
paloittain sileä. Kuitenkin haluamme näyttää, että u on oikea ratkaisu kysei-
seen ongelmaan, joten on löydettävä sopiva entropia-ehto, joka takaa yksikäsit-
teisyyden [1].
Määritelmä 3.3: Funktio u ∈ L∞(R × (0,∞)) on entropia-ratkaisu yhtä-
lölle {
ut + F (u)x = 0
u = g
(x, t) ∈ R× (0,∞)
R× {t = 0} (28)
olettaen, että
(i)
´∞
0
´∞
−∞ uvt + F (u)vxdxdt +
´∞
−∞ gvdx|t=0 = 0 kaikille testifunktioille
v : R× [0,∞) −→ R, joilla on kompakti tuki ja
(ii) u(x+z, t)−u(x, t) ≤ C(1+ 1t )z jollekin vakiolle C ≥ 0 ja melkein kaikilla
x, z ∈ R ja 0 > t sekä z > 0.
Lause 3.4: Olkoon F konveksi ja sileä. Tällöin yhtälölle (28) löytyy enintään
yksi entropia-ratkaisu.
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Todistus:
(i) Olkoon u ja u˜ kaksi entropia-ratkaisua yhtälölle (28). Määritellään w :=
u − u˜ ja osoitetaan, että w = 0 melkein kaikkialla. Aloitetaan tarkastelemalla
pistettä (x, t) ja huomataan:
F (u(x, t))− F (u˜(x, t)) =
ˆ 1
0
d
dr
F (ru(x, t) + (1− r)u˜(x, t))dr
=
ˆ 1
0
F ′(ru(x, t) + (1− r)u˜(x, t))dr (u(x, t))− u˜(x, t))
ja määritellään b(x, t) :=
´ 1
0
F ′(ru(x, t) + (1− r)u˜(x, t))dr.
Olkoon v testifunktio. Nyt
ˆ ∞
0
ˆ ∞
−∞
uvt + F (u)vxdxdt+
ˆ ∞
−∞
gvdx|t=0
−
ˆ ∞
0
ˆ ∞
−∞
u˜vt + F (u˜)vxdxdt+
ˆ ∞
−∞
gvdx|t=0
ˆ ∞
0
ˆ ∞
−∞
(u− u˜)vt + (F (u)− F (u˜))vxdxdt
=
ˆ ∞
0
ˆ ∞
−∞
w[vt + bvx]dxdt = 0. (29)
(ii) Olkoon  > 0 ja määritellään ϕ : R×(0,∞) −→ R siten, että ´R×(0,∞) ϕ(x, t)dxdt =
1, lisäksi lim−→0 ϕe(x, t) = lim−→0 −2ϕ(x ,
t
 ) = δ(x, t) ja funktio ϕ on kom-
pakti kantaja. Nyt määritellään
u(x, t) := ϕ ? u(x, t) =
ˆ
R×(0,∞)
ϕ(y, τ)u((x, t)− (y, τ))dydτ
u˜(x, t) := ϕ ? u˜(x, t) =
ˆ
R×(0,∞)
ϕ(y, τ)u˜((x, t)− (y, τ))dydτ.
Oletetaan suoraan tiedetyksi
u −→ u ja u˜ −→ u˜ melkein kaikkialla, kun  −→ 0.
Entropiaehdon (ii) nojalla pätee myös
ux(x, t) ≤ C
(
1 +
1
t
)
ja
u˜(x, t) ≤ C
(
1 +
1
t
)
(30)
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jollakin sopivalla C ∈ R.
(iii) Määritellään
b(x, t) :=
ˆ 1
0
F ′(ru(x, t) + (1− r)u˜(x, t))dr.
Tällöin kaava (29) tulee muotoon
0 =
ˆ ∞
0
ˆ ∞
−∞
w[vt + bvx]dxdt+
ˆ ∞
0
ˆ ∞
−∞
w[b− b]vxdxdt. (31)
(iv) Olkoon T > 0 ja ψ : R×(0, T ) −→ R sileä funktio kompaktilla kantajalla.
Valitaan funktio v siten, että se ratkaisee yhtälön{
vt + bv

x = ψ
v = 0
(x, t) ∈ R× (0, T )
R× {t = T} . (32)
Ratkaistaan yhtälö (32) muuttamalla se karakteristisen yhtälöryhmän avul-
la. Kiinnitetään x ∈ R ja 0 ≤ t ≤ T ja käytetään ratkaisulle merkintää x(·).{
x˙(s) = b(x(s), s)
x(t) = x
(s ≥ t) .
Asetetaan v(x, t) := − ´ T
t
ψ(x(s), s)ds (x ∈ R, 0t ≤ T ).
Tällöin von sileä ja yksikäsitteinen ratkaisu yhtälölle (32). Koska |b| on
rajoitettu ja funktiolla ψ on rajoitettu kantaja, on tällöin funktiolla v rajoitettu
kantaja joukossa R× [0, T ).
(v) Seuraavaksi osoitetaan, että jokaiselle s > 0 on olemassa vakio Cs siten,
että
|vx| ≤ Cs joukossa R× (s, T ). (33)
Todetaan ensin, että jos 0 < s ≤ t ≤ T , niin tällöin
b,x(x, t) =
ˆ 1
0
F ′′(ru(x, t) + (1− r)u˜(x, t))(rux(x, t) + (1− r)u˜x(x, t))dr
≤ C
t
≤ C
s
.
Seuraavaksi derivoidaan osittaisdiﬀerentiaaliyhtälö (32) muuttujan x suh-
teen:
vtx + bv

xx + b,xv

x = ψx.
Nyt aseteaan a(x, t) := eλtvx(x, t), jossa λ =
C
s + 1.
Tällöin
at + bax = λa+ e
λt[vtx + bv

xx]
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= λa+ eλt[−bvxx + ψx]
= [λ− b,x]a+ eλtψx. (34)
Koska funktiolla v on kompakti kantaja, saa funktio a epänegatiivisen mak-
simin joukossa R× [s, t] jossakin pisteessä (x0, t0). Jos t0 = T, niin vx = 0. Jos
taas 0 ≤ t0 < T, niin at(x0, t0) ≤ 0 ja ax(x0, t0) = 0. Kaavan (34) nojalla
[λ− b,x]a+ eλtψx ≤ 0 pisteessä (x0, t0).
Nyt
[λ− b,x]a(x0, t0) = [C
s
+ 1− b,x]a(x0, t0) ≥ [C
s
+ 1− C
s
]a(x0, t0),
koska b,x ≤ Cs . Tällöin
a(x0, t0) ≤ −eλtψx ≤ eλT ||ψx||L∞ .
Samanlaisella perustelulla
a(x1, t1) ≥ −eλT ||ψx||L∞
pisteessä (x1, t1), jossa a saa ei-positiivisen minimin.
Koottuna
−eλT ||ψx||L∞ ≤ a(x1, t1) ≤ a(x0, t0) ≤ eλT ||ψx||L∞
⇒ −eλT ||ψx||L∞ ≤ eλtvx(x, t) ≤ eλT ||ψx||L∞ kaikilla (x, t)
⇒ −eλ(T−t)||ψx||L∞ ≤ vx(x, t) ≤ eλ(T−t)||ψx||L∞
⇒ |vx| ≤ eλ(T−t)||ψx||L∞ ,
joten väite (33) on perusteltu.
(vi) On olemassa vakio D ∈ R siten, että :
ˆ ∞
−∞
|vx(x, t)|dx ≤ D (0 ≤ t ≤ τ), (35)
olettaen, että τ on tarpeeksi pieni (todistus sivuutetaan). Tämä antaa vii-
meisen palasen todistuksen loppuun viemiseksi.
(vii) Kootaan tulokset:
Asetetaan v = vkohdassa (iii) johdettuun kaavaan (31) ja tehdään kaavan
(32) mukainen sijoitus:
ˆ ∞
0
ˆ ∞
−∞
wψdxdt =
ˆ ∞
0
ˆ ∞
−∞
w[b − b]vxdxdt
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=ˆ T
τ
ˆ ∞
−∞
w[b − b]vxdxdt+
ˆ τ
0
ˆ ∞
−∞
w[b − b]vxdxdt
=: Iτ + J

τ .
Kohdassa (ii) tehdyn raja-arvotarkastelun (u −→ u ja u˜ −→ u˜ melkein kaikkialla, kun  −→
0), kaavan (33), sekä dominoidun konvergenssin lauseen nojalla pätee:
Iτ , kun  −→ 0
jokaiselle τ > 0. Kaavan (35) mukaan, jos 0 < τ < T, saamme:
|Jτ | ≤ τC max
0≤t≤τ
ˆ ∞
−∞
|vx|dx ≤ τC.
Tällöin ˆ ∞
0
ˆ ∞
−∞
wψdxdt = 0
kaikille sileille funktioille ψ, joten välttämättä w = u− u˜ = 0 melkein kaikkialla.

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