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INTRODUCTION
w xM. Ishikawa and M. Wakayama IW1 have proved a formula, which
expresses a weighted summation of minors
a det t . k , . . . ,k i , k1 n j 1F i , jFn
1Fk - ??? -k Fp1 n
 .for a given matrix T s t in terms of a single Pfaffian in thei j 1F iF n, 1F jF p
case where the weights a are given by the subPfaffians of a skewk , . . . , k1 n
symmetric matrix. This is a generalization of the Okada minor-summation
w xformula O1 , which corresponds to the case where the weights are all 1.
Such a minor-summation formula and its combinatorial interpretation due
to J. Stembridge are successfully used to derive generating functions of
 w x .plane partitions. See IW1, O1, and Stem 1 . The Ishikawa]Wakayama
minor summation formula implies the so-called Cauchy]Binet formula.
In this paper, we apply these minor-summation formulas to give the
irreducible decompositions of some restrictions and tensor products for a
special class of representations, which we call rectangular-shaped repre-
sentations, of the classical Lie algebras. Here rectangular-shaped repre-
sentations for a classical Lie algebra are the irreducible representations
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with highest weight
s « q ??? q« for gl n , C , .  .1 k
s « q ??? q« for so 2n q 1, C , .  .1 n
s « q ??? q« for sp 2n , C , .  .1 n
s « q ??? q« " « for so 2n , C , .  .1 ny1 n
where « , . . . , « is a standard orthonormal basis of the dual space of the1 n
Cartan subalgebra and s is a non-negative integer or half-integer. We are
interested in the following restrictions and tensor products of the rectangu-
lar-shaped representations.
 .  .  .  .1 Restrictions from gl N, C to gl l, C [ gl N y l, C , from
 .  .  .  .  .so N, C to so l, C [ so N y l, C , and from sp N, C to sp l, C [
 .  .sp N y 1, C . See Theorems 2.1 and 2.2.
 .  .  .  .2 Restrictions from so 2n, C or so 2n q 1, C to gl n, C , from
 .  .  .sp 2n, C to gl n, C . See Theorem 2.3.
 .  .  .  . 3 Restrictions from gl N, C to so N, C or sp N, C . See Theo-
.rem 2.6.
 .  .4 Tensor products. See Theorems 2.4 and 2.5.
These decompositions turn out to be multiplicity-free. Some of these
decomposition formulas are new. One can prove some of them in several
ways by using the universal characters, standard monomial theory, Robin-
 wson]Schensted correspondence, etc. See, for example, BS, Ko, KoT1,
x .KoT2, Kr, M, O2, P3, Stem1, Stem 2 .
The minor-summation formulas are also used to derive other relations
 .of the characters of classical Lie algebras groups such as the Littlewood's
 w x .formulas and plethysms. See IW2, IOW, Su1, Su2 .
This paper is organized as follows: After preparing the notations in
Section 1, we state the results in Section 2. The minor summation formula
and the computations of subPfaffians are given in Section 3. The key role
to the proof is played by the determinant and Pfaffian identities analogous
to the Cauchy determinant, which are proved in Section 4. The proofs are
completed in Section 5.
The author is grateful to Professors M. Ishikawa and M. Wakayama for
fruitful discussions. Also he expresses his gratitude to Professors R. King
and G. Olshanski for their valuable comments.
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1. NOTATIONS AND PRELIMINARIES
We fix some notations concerning partitions and characters of classical
Lie algebras. In this paper, N denotes the set of non-negative integers.
 .A partition is a non-increasing sequence l s l , l , . . . of non-nega-1 2
 .tive integers. The length l l of a partition l is the number of non-zero
terms of l. A partition with length F n is regarded as an element of Nn.
 .A half-partition of length n is a non-increasing sequence l s l , . . . , l1 n
1of non-negative half-integers l g N q . Then we can write l s m qi 2
1 1 ., . . . , for some partition m of length F n. We also use the notation2 2
1ns s s, . . . , s for s g N. .  . 2^` _
n times
 .  n..For an integer s resp. a half-integer s , let P s be the set of all
 .partitions l with length F n resp. all half-partitions of length n such
that s y l g N for i s 1, . . . , n. If s is an integer, then we definei
E sn s l , . . . , l g P sn : l is even i s 1, . . . , n , 4 .  .  .  . .  .1 n i
E X sn s l , . . . , l g P sn : l s l i s 1, . . . , nr2 , 4 .  .  . ? @ .  .  .1 n 2 iy1 2 i
O sn s l , . . . , l g P sn : l is odd i s 1, . . . , n , 4 .  .  .  . .  .1 n i
OX sn s l , . . . , l g P sn : l s s, l s l .  .  . .  .1 n 1 2 i 2 iq1
i s 1, . . . , n y 1 r2 ,4 . .
? @  n..where x is the largest integer not exceeding x. Elements of E s are
called even partitions. We have
l g E sn m lX g E X ns , .  . .  .
X  n..where l is the conjugate partition of l. Elements l g O s and
X n..m g O s can be written in the form
n
l s n q 1, . . . , 1 for some n g E s y 1 , .  . .
l s s, r , . . . , r for some r g E X sny1 . .  . .1 ny1
If l is a partition of length F n or a half-partition of length n, then we
1define a sequence of N or N q by putting2
J l s l , l q 1, . . . , l q n y 2, l q n y 1 . .  .n ny1 2 1
 .  .  .Then l is recovered from J l s j , . . . , j j - ??? - j by the equa-1 n 1 n
tions
l s j y n q i .i nq1yi
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 .For a n-rowed matrix T and a sequence j , . . . , j of column-indices, we1 p
 .denote by T the n = p matrix with k, l -entry T .j , . . . , j k , j1 p l
We will consider the following four series of classical Lie algebras:
g s gl n , C , g s so 2n q 1, C , .  .An. Bn.
g s sp 2n , C , g s so 2n , C . .  .Cn. Dn.
Let « , . . . , « be a standard orthonormal basis of the dual space of the1 n
 .  .  .  .Cartan subalgebra of g . If X n s A n , B n , or C n , and l sX n.
 .l , . . . , l is a partition or a half partition, then we denote by l the1 n X n.
 .formal character of the irreducible representation of g with highestX n.
weight l « q ??? ql « . Here we regard a character l as a Laurent1 1 n n X n.
"1r2 " « i r2  .  .polynomial in x s e i s 1, . . . , n . In the D n case, we definei
"  .l to be the irreducible character of so 2n, C of highest weightDn.
q y  .l « q ??? ql « " l « . Note that l s l if l l - n. Also,1 1 ny1 ny1 n n Dn. Dn.
for convenience sake, we write
lq q ly if l l s n , .Dn. Dn.
l sDn. q y l s l if l l - n , .Dn. Dn.
l s lq q ly ,Dq n. Dn. Dn.
l s lq y ly .Dy n. Dn. Dn.
 .We note that, if l l - n, then l s 2l and l s 0.Dq n. Dn. Dyn.
In this paper we are concerned with the characters of ``rectangular-
shaped'' representations
"k n n ns s , s , s . .  .  .  . .  .  .  .A n B n C n D n
X n.  X n..We recall the Weyl character formula. Let T s Tik is1, . . . , n; k
 .X s A, B, C, D q , D y , D be the n-rowed matrix defined by
T An. s x k for k g N,i k i
1Bn. kq1r2 yky1r2T s x y x for k g N,i k i i 2
T Cn. s x kq1 y xyky1 for k g N,i k i i
1Dq n. k ykT s x q x for k g N,i k i i 2
1Dy n. k ykT s x y x for k g N,i k i i 2
1 if k s 0,Dn.T s k ykik  x q x if k ) 0.i i
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 X n..For X s A, B, C, D, let D s det T be the ``Weyl denom-X n. 0, 1, . . . , ny1
inator'' for g . Then the Weyl formula can be written in the bidetermi-X n.
nant form.
 .PROPOSITION 1.1. For a partition or a half partition l s l , . . . , l , we1 n
ha¨e
det T X n. .  .J l
l s for X s A , B , C ,X n. D X n.
det T Dq n. " det T Dy n. .  . .  .J l J l"l s .Dn. DDn.
In particular, the character of the rectangular-shaped representations
are given as follows:
 . m , n .  .  .COROLLARY 1.2. 1 Let V x; a be the m q n = m q n matrix
whose ith row is gi¨ en by
1, x , . . . , x my 1 , a , a x , . . . , a x ny1 . .i i i i i i i
Then we ha¨e
1
n m , n sqms s ? det V x ; x , .  . .A nqm
DAnqm.
k  k k .where x denotes the set of ¨ariables x , . . . , x .1 mqn
 . n .2 Let W x; a be the n = n matrix with ith row
1 q a x ny1 , x q a x ny2 , . . . , x ny1 q a . .i i i i i i i
Then we ha¨e
ysynq1r2x , . . . , x .1 n .n nq1 r2n n 2 sqns s y1 ? ? det W x ; yx , .  .  . .B n
DBn.
ysyn
x , . . . , x .1 n .n nq1 r2n n 2 sqnq1s s y1 ? ? det W x ; yx , .  .  . .C n
DCn.
ysynq1x ??? x .1 n ." n ny1 r2ns s y1 ? .  . .D n
DDn.
nn 2 sqny1 n 2 sqny1= det W x ; x " y1 det W x ; yx . .  .  .
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2. RESULTS
Now we can state the main theorems.
THEOREM 2.1. Let n G m be positi¨ e integers. Then we ha¨e
sn x , . . . , x , y , . . . , y .  . .A nqm 1 n 1 m
s s, . . . , s , l , . . . , l x . . 1 m^` _  .A nm ..lgP s n y m
= s y l , . . . , s y l y . .  . .A mM 1
Remark. Let LRl be the Littlewood]Richardson coefficient. That is,mn
if s denotes the Schur function corresponding to a partition l, thenl
s s s LRl sm n mn l
l
 w x .in the ring L of symmetric functions. See M . Then Theorem 2.1 shows
that
n 1 if m q n s s 1 F i F n , . s . i nq1yiLR smn  0 otherwise.
This can be proved by using a combinatorial rule called the Littlewood]
Richardson rule.
THEOREM 2.2. Let n G m be positi¨ e integers.
1 .1 For s g N, we ha¨e2
"nqmq1s x , . . . , x , y , . . . , y , 1 .  . .D nqmq1 1 n 1 m
s s, . . . , s , l , . . . , l x = l , . . . , l y . .  .  . .  .B m1 m 1 m^` _  .B nm ..lgP s n y m
 .2 For s g N, we ha¨e
snqm x , . . . , x , y , . . . , y .  . .C nqm 1 n 1 m
s s, . . . , s , l , . . . , l x = l , . . . , l y . .  .  . .  .C m1 m 1 m^` _  .C nm ..lgP s n y m
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1 .3 For s g N, we ha¨e2
"nqms x , . . . , x , y , . . . , y .  . .D nqm 1 n 1 m
q "s s, . . . , s , l , . . . , l x = l , . . . , l y .  .  . .  . D m1 m 1 m^` _  .D nm ..lgP s n y m .l l sm
y .q s, . . . , s , l , . . . , l x = l , . . . , l y .  .  . .  . 5D m1 m 1 m^` _  .D n
n y m
q s, . . . , s , l , . . . , l x = l , . . . , l y . .  .  . .  .D m1 m 1 m^` _  .D nm ..lgP s n y m .l l -m
 .Remark. One can derive the restriction rules from so 2n q 2m q 1, C
 .  .  .  .to so 2n q 1, C [ so 2m, C and to so 2n, C [ so 2m q 1, C by us-
ing the relations
l x s m x , .  .Bn. Dn.
m
where m runs over all partitions such that lrm is a horizontal strip i.e.,
.l G m G l G m G ??? G l G m , and1 1 2 2 n n
"nq1 ns x , . . . , x , 1 s s x , . . . , x . .  .  .  . .  .D nq1 B n1 n 1 n
 .See Lemma 5.4 below.
w xK. Koike and I. Terada KoT2, Theorem 2.5 gave general formulas for
these restrictions by using the universal characters. But their formulas are
of no practical use for our cases. In fact, when we apply them to
rectangular-shaped representations, we cannot avoid the specialization,
which causes many unmanageable cancellations.
1 .THEOREM 2.3. 1 For s g N, we ha¨e2
ysns x s x , . . . , x ? l x . .  .  .  . . B n 1 n An.
n . .lgP 2 s
 .2 For s g N, we ha¨e
ysns x s x , . . . , x ? l x . .  .  .  . . C n 1 n An.
n . .lgE 2 s
SOICHI OKADA344
1 .3 For s g N, we ha¨e2
¡ l x if n is e¨en . An.
X n . .lgE 2 sq ysn ~s x s x ??? x ? .  .  . .D n 1 n
l x if n is odd . An.¢ X n . .lgO 2 s
¡ l x if n is e¨en . An.
X n . .lgO 2 sy ysn ~s x s x ??? x ? .  .  . .D n 1 n
l x if n is odd. . An.¢ X n . .lgE 2 s
 . wRemark. The formula 1 was first obtained by I. Macdonald M, Ex.
x w xI.5.16, III.5.5 . By a similar method, J. Stembridge Stem2, Theorem 4.1
 .  w x .  .proved 2 . See also P2; P3; Stem1, Corollary 7.4; Go . Also 3 was
w x w xstated in BG . C. Krattenthaler KR, Theorem 2 gave a combinatorial
proof for the decomposition of these restrictions of ``nearly rectangular-
shaped'' representations.
By the same reason as in the remark after Theorem 2.2, it is hard to
derive these restrictions from the general formulas due to Koike and
w xTerada KoT2, Theorem A1 .
THEOREM 2.4. Let m F n, and s, t be non-negati¨ e integers. Then we
ha¨e
sm ? t n s l , .  . .  . A mqn A mqn Amqn.
m n .  ..lgT s , t
 m.  n..where T s , t is the set of all partitions l with length F m q n such
that
l q l s s q t , i s 1, . . . , m ,i mqnyiq1
l G max s, t , .m
l s ??? s l s t .mq 1 n
Remark. This theorem says that
1 if l g T sm , t n , .  . .l
m nLR s s . ,  t .  0 otherwise.
wThis is proved by using the Littlewood]Richardson rule in Stan, Lemma
x3.3 .
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1 .THEOREM 2.5. 1 If s, t g N and s F t, then we ha¨e2
sn ? t n s l q t y s, . . . , l q t y s . .  .  . .  . B n B n  .B n1 n
n . .lgP 2 s
 .2 If s, t g N and s F t, then we ha¨e
sn ? t n s l q t y s, . . . , l q t y s . .  .  . .  . C n C n  .C n1 n
n . .lgE 2 s
1 .3 If s, t g N and s F t, then we ha¨e2
q qn ns ? t .  . .  .D n D n
q¡ l q t y s, . . . , l q t y s if n is e¨en , .  .D n1 n
X n . .lgE 2 s~s q
l q t y s, . . . , l q t y s if n is odd .  .D n1 n¢ X n . .lgO 2 s
q yn ns ? t .  . .  .D n D n
y¡ l q t y s, . . . , l q t y s if n is e¨en , .  .D n1 n
X n . .lgO 2 s~s y
l q t y s, . . . , l q t y s if n is odd, .  .D n1 n¢ X n . .lgE 2 s
y qn ns ? t .  . .  .D n D n
q¡ l q t y s, . . . , l q t y s if n is e¨en , .  .D n1 n
X n . .lgO 2 s~s q
l q t y s, . . . , l q t y s if n is odd, .  .D n1 n¢ X n . .lgE 2 s
y yn ns ? t .  . .  .D n D n
y¡ l q t y s, . . . , l q t y s if n is e¨en , .  .D n1 n
X n . .lgE 2 s~s y
l q t y s, . . . , l q t y s if n is odd. .  .D n1 n¢ X n . .lgO 2 s
w xRemark. Krattenthaler Kr, Theorem 3 used the Littleman's Little-
wood]Richardson rule to give a combinatorial proof of these decomposi-
tions for ``nearly rectangular-shaped'' representations. Again, the general
w xformulas of Koike Ko, Theorem 3.1 are useless for rectangular-shaped
representations.
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w x w xG. Benkart and J. Stroomer BS and S. Okada O2 constructed Robin-
son]Schensted-type algorithms for the tensor products
"n n"1 1n ns ? , s ? . .  . .  . .  .B n D n /  /2 2 .  .B n D n
It would be interesting to construct bijections proving Theorem 2.5.
THEOREM 2.6. Let s be an integer. Then we ha¨e
sn x , . . . , x , xy1 , . . . , xy1 .  . .A 2 n 1 n 1 n
¡ l x , . . . , x if n is e¨en , . Cn. 1 n
X n .lgE s~s
l x , . . . , x if n is odd, . Cn. 1 n¢ X n .lgO s
¡ l x , . . . , x if s is e¨en , . Dn. 1 n
X n .lgE s~s
l x , . . . , x if s is odd, . Dn. 1 n¢ n .lgO s
sn 1, x , . . . , x , xy1 , . . . , xy1 .  . .A 2 nq1 1 n 1 n
s l x , . . . , x . Cn. 1 n
n .lgP s
¡ l x , . . . , x if s is e¨en , . Bn. 1 n
n .lgE s~s
l x , . . . , x if s is odd. . Bn. 1 n¢ n .lgO s
Remark. This theorem can be derived from the Littlewood formula
 w x.see KoT1, Proposition 1.5.3 , by computing the Littlewood]Richardson
coefficients LR s
n. .m, n
3. MINOR-SIMULATION FORMULA
First recall the definition of a Pfaffian. Let 2m be an even integer and
define a subset F of the symmetric group S by2 m 2 m
F s s g S : s 1 - s 3 - ???  .  .2 m 2 m
- s 2m y 1 , s 2 i y 1 - s 2 i 1 F i F m .4 .  .  .  .
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 .Then the Pfaffian of a 2m = 2m skew-symmetric matrix A s ai j 1F i, jF 2 m
is
 .l sPf A s y1 a a ??? a , .  . s 1.s 2. s 3.s 4. s 2 my1.s 2 m.
sgF2m
 .where l s is the number of inversions in s .
w xIshikawa and Wakayama IW1 proved a more general version of the
minor summation formula than the one mentioned in the Introduction.
THEOREM 3.1. Let n, p, q be integers such that n q q is e¨en and
 .  .0 F n y q F p. Let T s t be any n = p q q matrixi j 1F iF n, 1F jF pqq
 .and A s a be any skew-symmetric matrix. Then we ha¨ei j 1F i, jF p
Pf Ak1 , . . . , k ny q det T .  /k , . . . , k k , . . . , k , pq1, . . . , pqq1 nyq 1 nyq
1Fk - ??? -k Fp1 nyq
 . tGA G Hq qy1 r2s y1 Pf , . t /y H 0
k1, . . . , k ny q  .where A s a , G s T , and H s T .k , . . . , k k , k 1F i, jF nyq 1, . . . , p pq1, . . . , pqq1 nyq i j
If we consider the case q s 0, then we obtain
 .COROLLARY 3.2. Suppose n F p and n is e¨en. Let T s t be an n = pik
 .matrix and A s a be a p = p skew-symmetric matrix. Then we ha¨ek l
Pf Ak1 , . . . , k n det T s Pf TAtT . . .  .k , . . . , k k , . . . , k1 n 1 n
1Fk - ??? -k Fp1 n
0 I X 0 .  .Also, by taking A s and T s in the above corollary, we canyI 0 0 Y
 w x .derive the Cauchy]Binet formula. see IOW, Corollary 3.2 for detail.
 .CO RO LLARY 3.3. Let X s x and Y si k 1 F i F m , 1 F k F n
 .y be any m = n matrices. Thenik 1F iF m , 1F iF n
det X det Y s det X t Y . . .  . k , . . . , k k , . . . , k1 m 1 m
1Fk - ??? -k Fn1 m
When applying the minor summation formula in Corollary 3.2, one has
to compute all the subPfaffians of a skew-symmetric matrix A. In this
paper we need the following subPfaffians.
LEMMA 3.4. Let s and n be positi¨ e integers.
 .  .  .  .1 Let B be the s q n = s q n skew-symmetric matrix with i, j -
entry
B s 1, 0 F i - j F s q n y 1.i j
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 n..Then, for all l g P s , we ha¨e
Pf B J l. s 1. .J l.
 .  .  .  .2 Let C be the s q n = s q n skew-symmetric matrix with i, j -
entry, i - j, gi¨ en by
1 if i is e¨en and j is odd,
C si j  0 otherwise.
 n..Then, for l g P s , we ha¨e
1 if l g E sn , . .J l.Pf C s .J l.  0 otherwise.
 . w x  .  .3 Let D t be the s q n = s q n skew-symmetric matrix with
 .i, j -entry, i - j, gi¨ en by
1 if j s i q 1,¡~w xD t s t if i s 0 and j s s q n y 1,i j ¢
0 otherwise.
 n..Then, for l g P s , we ha¨e
¡ X n1 if l g E s , . .
 .J l X~ nw xPf D t s . t if l g O s ,J l /  . .¢
0 otherwise.
 .  . w xProof. Parts 1 and 2 are proved in IOW, Proposition 4.2 .
 . w x3 It follows from the definition of Pfaffian and D t that
w x w x w x w xPf D t s D t D t ??? D t . j j j j j jJ l 1 2 3 4 ny1 n
w x w x w xq D t D t ??? D t ,j j j j j j1 n 2 3 ny2 ny1
 .  .  .where J l s j , . . . , j . If the first resp., second summand does not1 n
X n..  X n...vanish, then l g E s resp. l g O s and the product is equal to 1
 .resp. t .
4. PFAFFIAN IDENTITIES
In this section, we will prove several determinant and Pfaffian identities,
which are analogous to the Cauchy determinant formula and can be
derived from it. These play an important role in the proof of our main
results given in the next section.
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First of all, recall the Cauchy determinant formula and its variations:
 .LEMMA 4.1. 1
1 D x D y .  .An. An.
det s .n /1 y x y  1 y x y .i j i , js1 i j1Fi , jFn
 .2
1 D x D y .  .An. An. .n ny1 r2det s y1 ? . . n /x y y  x y y .i j i , js1 i j1Fi , jFn
 .  .3 Let C x , . . . , x ; y , . . . , y , p G q, be the p = p matrix with ith1 p 1 q
row
1 1
pyqy1, . . . , , 1, x , . . . , x .i i /x y y x y yi i i q
Then we ha¨e
D x D y .  .A p. Aq. .q qy1 r2det C x , . . . , x ; y , . . . , y s y1 ? . .  .1 p 1 q p q  x y y .is1 js1 i j
w x  4For two subsets A and B of n s 1, . . . , n , we define
i A , B s a a, b g A = B : a - b . 4 .  .
n, n .THEOREM 4.2. Let V x, y; a, b be the 2n = 2n matrix defined in
 .Corollary 1.2 1 . Then we ha¨e
 .n nq1 r2a y b y1 .i j n , ndet s ? det V x , y ; a, b . .n /x y y  x y y .i j i , js1 i j1Fi , jFn
w x  4Proof. Let I and J be subsets of n s 1, . . . , n . Then the coefficient
I J  .  .  .  ..of a b s  a ?  b in det a y b r x y y is equal to theig I i jg J j i j i j
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 .determinant of the n = n matrix with i, j entry given by
¡ c c0 if i , j g I = J j I = J , .  .  .
1
cif i , j g I = J , .
x y y~ i j
y1
cif i , j g I = J , .¢x y yi j
c w x c w xwhere I s n y I and J s n y J. This determinant vanishes unless
aI q aJ s n. If aI s r and aJ s n y r, then this determinant equals
1 y1c c .  .i I , I qi J , Jy1 det ? det .  /  /x y y x y yc ci j i j .  .i , j gI=J i , j gI =J
r nyrc c .  .  .  .i I , I qi J , J qnyrq q
2 2s y1 .
D x D x c D y D y c .  .  .  .A r . I Anyr . I Anyr . J A r . J
=
c c x y y . i , j.g  I=J .j  I =J . i j
 .  4by Lemma 4.1 2 . Here x denotes the set of variables x : i g I .I i
I J n, n .On the other hand, the coefficient of a b in det V x, y; a, b is equal
to the determinant of the 2n = 2n matrix with ith row given by
¡ ny10, 0, . . . , 0, 1, x , . . . , x if 1 F i F n , i g I , .i i
ny1 c1, x , . . . , x , 0, 0, . . . , 0 if 1 F i F n , i g I , .i i~
ny10, 0, . . . , 0, 1, y , . . . , y if n q 1 F i F 2n , i y n g J , .iyn iyn
ny1 c¢ 1, y , . . . , y , 0, 0, . . . , 0 if n q 1 F i F 2n , i y n g J . .iyn iyn
This determinant also vanishes unless aI q aJ s n. And, if aI s r and
aJ s n y r, then this determinant is equal to
 c.  c. 2i I , I q J , J qr
c cy1 D x D x D y D y .  .  .  .  .A r . I Anyr . I Anyr . J A r . J
= y y x . . j i
c c .  .  .i , j g I=J j I =J
Hence the proof is reduced to showing the following congruence,
n q 1 r n y rc cq i I , I q i J , J q n y r q q .  . /  /  /2 2 2
' i I , I c q i J , J c q r1 mod 2 . .  .  .
c c 2 .  .  .  .This follows from i I, I q i I , I s r n y r and r ' r mod 2 .
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 .  .THEOREM 4.3. Let M x, y; a, b be the n = n matrix with i, j entry
1 y a b b y ai j j iq .
1 y x y y y xi j j i
Then we ha¨e
1
2 ndet M x , y ; a, b s ? det W x , y ; a, b , .  .n y y x 1 y x y .  .k , ls1 l k k l
2 n .  .where W x, y; a, b is the 2n = 2n matrix defined in Corollary 1.2 2 .
 .   .. I JProof. Let L I, J resp. R I, J be the coefficient of a b on the left
 .resp. right hand side.
I J 2 n .The coefficient of a b in det W x, y, a, b is equal to the determinant
of the 2n = 2n matrix with ith row
¡ 2 ny1 2 ny2x , x , . . . , 1 if 1 F i F n , i g I , .i i
2 ny1 c1, x , . . . , x if 1 F i F n , i g I , .i i~
2 ny1 2 ny2y , y , . . . , 1 if n q 1 F i F 2n i y n g J , .iyn iyn
2 ny1 c¢ 1, y , . . . , y if n q 1 F i F 2n , i y n g J . .iyn iyn
Hence we see that
D x D y .  .y2 nq1 An. An.x y I Js s R I , J s x y ? , . .  .I J n 1 y x y .k , ls1 k l
x  y.  .where s resp. s acts on the x-variables resp. y-variables as anI J
algebra automorphism such that
y1 yy1 if j g Jx if i g I jix ys x s s y s .  .I i J jc c x if i g I , y if j g J ,i j
and x I s  x , y J s  y .ig I i jg J j
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On the other hand, the coefficient of aI b J in the left hand side is equal
 .to the determinant of the n = n matrix with i, j entry
y1¡
if i , j g I = J , .
1 y x yi j
y1
cif i , j g I = J , .
y y xj i~
1
cif i , j g I = J , .
y y xj i
1
c cif i , j g I = J . .¢1 y x yi j
Hence we see that
1y2 nq1x y I Js s L I , J s x y ? det . . .  .I J  /1 y x yk l 1Fk , lFn
 .The theorem follows from Corollary 4.1 1 .
THEOREM 4.4. If we put
q a , b , g , d s b y a 1 y gd q 1 y ab d y g .  .  .  .  .
 .and define an n = n matrix Q x; a, b by
q x , x , a , a q x , x , b , b .  .i j i j i j i j
Q x ; a, b s , .  /x y x 1 y x x .  .j i i j i , js1, . . . , n
then we ha¨e
1
Pf Q x ; a, b s .
 x y x 1 y x x .  .1F i- jF n j i i j
= det W n x ; a det W n x ; b . .  .
 .  . I JProof. We denote the L I, J and R I, J the coefficients of a b in
the left-hand side and the right-hand side, respectively. First we can see
 .that R I, J is given by
ny1I Jx x s D x s D x .  .  . .  .I An. J An.
R I , J s .
 x y x 1 y x x .  .k - l l k k l
x y x 1 y x X x Xl k k l .  .s I qs Js y1 , .  
X X X X1 y x x x y xk-l k -lk l l k
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 .  . 4  w x.where s I s a k, l : k - l, k g I s i I, n and the products are taken
over all pairs k - l and kX - lX such that
c ck , l g I l J = I l J j I l J = I l J .  .  .  .  .
c c c c c cj I l J = I l J j I l J = I l J , .  .  .  .
X X c c c ck , l g I l J = I l J j I l J = I l J .  .  .  .  .
c c c cj I l J = I l J j I l J = I l J . .  .  .  .
By using
1 y x x¡ k l c cif k , l g J = J j J = J , .  .  .
1 y x x x y xk l l k~s sJ x y x / l kx y x c cl k if k , l g J = J j J = J , .  .  .¢1 y x xk l
we have
x y x x y xl k l k .  .s I qs J
s R I , J s y1 , .  . .  J 1 y x x 1 y x xk-l k-lk l k lck , lgK k , lgK
 c.  c .where K s I l J j I l J .
 .On the other hand, the coefficient L I, J is expressed by the Pfaffian.
 .Let Y I, J be the skew-symmetric matrix whose entries are
x y x¡ l k
if k , l g I l J = I l J .  .  .
1 y x xk l
c c c cj I l J = I l J , .  .
x y xl k c cy if k , l g I l J = I l J .  .  .
1 y x xk l
c cj I l J = I l J , .  .
1 y x xk l c cif k , l g I l J = I l J .  .  .
x y xl k~Y I , J s . c ck , l j I l J = I l J , .  .
1 y x xk l c cy if k , l g I l J = I l J .  .  .
x y xl k
c cj I l J = I l J , .  .
c c1 if k , l g I l J j I l J .  .  .
c c= I l J j I l J , .  .
c cy1 if k , l g I l J j I l J .  .  .
c c¢ = I l J j I l J . .  .
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Then we have
x y xl k¡ c cif k , l g K = K , .
1 y x xk l
x y xl k~y if k , l g K = K , .s Y I , J s . .k lJ 1 y x xk l
c1 if k , l g K = K , .¢ cy1 if k , l g K = K . .
It follows from the definition of the Pfaffian that
L I , J s Pf Y I , J , .  . .
so that we have
s L I , J s Pf s Y I , J . .  . .  . .k , lJ
 .  .Since s I s  n y i , we see thatig I
s K s s I l J c q s I c l J s s I q s J y 2 s I l J . .  .  .  .  .  .
  ..Now it follows from the following Lemma 4.5 that s R I, J sJ
  ..s L I, J .J
w xLEMMA 4.5. For a subset K of n , we ha¨e
x y x x y xl k l k .s KPf Y K s y1 , .  . .  1 y x x 1 y x xk-l k-lk l k l
k , lgK k , lfK
where
x y xl k¡y if k , l g K = K , .
1 y x xk l
x y xl k c c~ if k , l g K = K , .Y K s . k l 1 y x xk l
cy1 if k , l g K = K , .¢ c1 if k , L g K = K . .
Proof. This can be proved by using the same technique in the proof of
w  .xStem1, Proposition 2.3 e . But here we prove this identity by using the
minor-summation formula.
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Let T be the n rowed matrix with infinitely many columns indexed by
 4. . . , 2, 1, 0, 0, 1, 2, . . . , whose ith row is given by
¡ . . . 2 1 0 0 1 2 . . .
if i g K ,2 /. . . x x 1 0 0 0 . . .i i~
. . . 2 1 0 0 1 2 . . . cif i g K .2¢ /. . . 0 0 0 1 x x . . .i i
Let A be the skew-symmetric matrix with non-zero entries
A s A s A s 1kq1, k 0, 0 k , kq1
 4 in the upper triangle. If K s k - ??? - k and J s i - ??? - i -1 m l 1
4j - ??? - j , then the minor of T corresponding to J is equal to1 nyl
k q ??? qk qm Am. Anym.1 m¡ cy1 det T x det T x .  .  . .  .Il. K I m . K~det T s .J if l s m ,¢
0 otherwise,
 .  .  .  .where J l s i , . . . , i , J m s j , . . . , j , and x is the set of vari-1 l 1 nyl K
 4  .ables x : k g K . And, by Lemma 3.4 3 , the subPfaffian of A is given byk
1 if lX and mX are even,
Pf A s .J  0 otherwise.
 . tAlso a direct computation shows that the k, l -entry of TA T is
x y xl k¡y if k , l g K = K , .
1 y x xk l
x y xl k c c~ if k , l g K = K , .
1 y x xk l
c1 if k , l g K = K , .¢ cy1 if k , l g K = K . .
We can apply the minor-summation formula in Corollary 3.2 to the
matrices T and A defined above and obtain
l x m x c .  . Am. K Anym. K
l, m
Pf TAtT .k q ??? qk qm1 ms y1 , .
cD x D x .  .Am. K Anym. K
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 .  .where l and m range over all partitions with l l F m and l m F n y m
X X  .  .such that l and m are even. Since s K s nm y k y ??? yk and Y K1 m
is obtained from TAtT by multiplying the rows and columns labelled with
K by y1, we conclude that
Pf Y K . .
cl x m x s .  . Am. K Anym. K
X X cD x D x . .  .Am. K Anym. Kl , m : even
We complete the proof by using the Littlewood formula
y1
l x , . . . , x s 1 y x x . .  . An. 1 n i j
X 1Fi-jFnl : even
 w x .See M, Ex. I.5.6 .
By putting b s 0 in Theorem 4.4, we havei
COROLLARY 4.6.
q x , x , a , a 1 .i j i j nPf s det W x ; a . . /1 y x x  1 y x x .i j i- j i j1Fi , jFn
n .  .Proof. This follows from det W x; 0 s D x .An.
 .THEOREM 4.7. Let n G m be positi¨ e integers and P x; a, b be the
 .2n = 2n skew-symmetric matrix whose i, j entry, i - j, is gi¨ en by
¡ a y a b y b .  .j i j i
if 1 F i - j F n q m ,
x y xj i~
jynymy1a x if 1 F i F n q m - j F 2n ,i i¢0 if n q m - i - j F 2n.
Then we ha¨e
Pf P x ; a, b .
 .  .n ny1 r2qm my1 r2y1 .
m , n n , ms ? det V x ; a det V x ; b . .  .
D x .Anqm.
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w xProof. Let I and J be subsets of n q m . It follows from the definition
I  .of the Pfaffian that the coefficient of a in the Pfaffian Pf P x; a, b is
 .  .  .equal to the Pfaffian Pf Z I of the skew-symmetric Z I , whose i, j -en-
try Z , i - j, is given byi j
¡0 if 1 F i - j F n q m , i g I , j g I ,
b y bj i cy if 1 F i - j F n q m , i g I , j g I ,
x y xj i
b y bj i cif 1 F i - j F n q m , i g I , j g I ,~Z s x y xi j j i
c c0 if 1 F i - j F n q m , i g I , j g I ,
jynymy1x if 1 F i F n q m - j F 2n , i g I ,i
c0 if 1 F i F n q m - j F 2n , i g I ,¢
0 otherwise,
c w xwhere I s n q m y I. Since we have, for a p = q matrix B,
 .p py1 r20 B y1 det B if p s q , .Pf st  /y B 0 0 otherwise,
we see that
 .  c .n ny1 r2qi I , I Xy1 det Z I if aI s n , .  . .Pf Z I s .  0 otherwise,
X .where Z I is the n = n matrix with rows indexed by I, columns indexed
c  4  .by I j n q m q 1 . . . 2n , and i, j -entry
b y b¡ j i cy if j g I ,
X ~ x y xj iZ si j
jymyny1¢x if n q m q 1 F j F 2n.i
J X .Next we consider the coefficient of b in the determinant det Z I . It is
easy to see that this coefficient is equal to 0 if aJ / m. If aJ s m, then
Y .the coefficient is given by the determinant of the n = n matrix Z I, J ,
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 .whose i, j -entry is given by
0 if i g I l J , k g I c l J ,¡
1
c cif i g I l J , j g I l J ,
x y xj i
1
c cY ~y if i g I l J , j g I l J ,Z si , j x y xj i
c c c0 if i g I l J , j g I l J ,
0 if i g I l J , n q m q 1 F j F 2n ,
jymyny1 c¢x if i g I l J , n q m q 1 F j F 2n.i
 .  c c.We note that a I l J s a I l J if aI s n and aJ s m. Then the
J X .coefficient of b in det Z I is given by
 c .  c c c.i IlJ , IlJ qi I lJ , I lJ qry1 .
= det C x ; x c c det C x c ; x c , .  .I l J I l J I l J I l J
 .  .where r s a I l J . Therefore, from Lemma 4.1 3 , the coefficient of
I J  .a b is Pf P x; a, b is given by
D x D x c c D x c D x c .  .  .  .A r . I l J A r . I l J Anyr . I l J Amyr . I l J .P I , Jy1 , .
c c c c x y x .k , l .gw I l J .= I l J .xjw I l J .= I l J .x k l
where we put
n c c c c cP I , J s q i I , I q i I l J , I l J q i I l J , I l J .  .  .  . /2
r m y rq r q q . /  /2 2
We turn to the coefficients of aI b J on the right hand side. It is clear
I m , n .that the coefficient of a in det V x; a is the determinant of the
 .  .n q m = n q m matrix with ith row
0, 0, . . . , 0, 1, x , . . . , x ny1 if i g I , .i i
my1 c 1, x , . . . , x , 0, 0, . . . , 0 if i g I . .i i
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Hence this coefficient is equal to
 c.i I , I
cy1 D x D x if aI s n , .  .  .An. I Am. I 0 otherwise.
J n, m .Similarly, the coefficient of b in det V x; b is
 c.i J , J
cy1 D x D x if aJ s m , .  .  .Am. J An. J 0 otherwise.
 . I JIf aI s n, aJ s m, and a I l J s r, then the coefficient of a b in the
right hand side is given by
D x D x c c D x c D x c .  .  .  .A r . I l J A r . I l J Anyr . I l J Amyr . I l J .Q I , Jy1 , .
c c c c x y x .k , l .gw I l J .= I l J .xjw I l J .= I l J .x k l
where we put
m n c cQ I , J s q q i I , I q i J , J .  .  . /  /2 2
q i I l J , I c l J c q i I l J c , I c l J . .  .
 .  .  .Now it suffices to check that P I, J ' Q I, J mod 2 . We can use the
relations
i A , B q i AX , B s i A j AX , B , .  .  .
i B , A q i B , AX s i B , A j AX , .  .  .
i A , AX q i AX , A s aA ? aAX , .  .
for subsets A, AX, and B such that A l AX s B, and compute
i I l J c , I l J q i I c l J , I c l J c .  .
q i I l J , I c l J c q i I l J c , I c l J .  .
s i I l J c , J q i J , I c l J c .  .
s i I l J c , J q mr y i I c l J c , J .  .
' i J c ; J q mr . .
Hence we see that
r m y r mP I , J q Q I , J ' r q q q q mr .  .  /  /  /2 2 2
q i I c , I q i I , I c q i J c , J q i J , J c .  .  .  .
' r q r m y r q mr q mn q mn .
' 0,
and this completes the proof.
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5. PROOF
Before proving the theorems in Section 2, we prepare some relations
among characters of classical Lie algebras. The following lemmas can be
easily derived from the Weyl character formula by manipulating determi-
nants, so we omit their proofs.
 n.LEMMA 5.1. For l g P s , we ha¨e
ysy1 y1l x , . . . , x s x , . . . , x . .An. 1 n 1 n
= s y l , . . . , s y l x , . . . , x . .  . .A n1 n 1 n
LEMMA 5.2. Let s be an integer. Then we ha¨e
sn x , . . . , x , xy1 , . . . , xy1 .  . .A 2 n 1 n 1 n
nn¡ 1 s s q 1
x ? x .  .n 1r2 y1r2  /  / /  /2 2 x q x  . . B n  .is1 i i D n
if s is e¨en ,~s n ns y 1 s q 1
x ? x .  . /  / /  /2 2 .  .C n D n¢ if s is odd,
sn 1, x , . . . , x , xy1 , . . . , xy1 .  . .A 2 nq1 1 n 1 n
n ns s¡
x ? x if s is e¨en , .  . /  / /  /2 2 .  .B n C n~s n ns q 1 s y 1
x ? x if s is odd. .  .¢  /  / /  /2 2 .  .B n C n
 .  nq1..LEMMA 5.3. Let l s l , . . . , l g P s .1 nq1
 .1
l , . . . , l x , . . . , x , 0 .  . .A nq11 nq1 1 n
l , . . . , l x if l s 0, .  . .A n1 n nq1s  0 if l ) 0.nq1
 .  . s  .2 For X s B, C, D, x , . . . , x l x , . . . , x is a polyno-1 nq1 X nq1. 1 nq1
mial in x , . . . , x and1 nq1
s
x ??? x ? l x , . . . , x .  .1 nq1 Bnq1. 1 nq1 x s0nq 1
s
x ??? x ? l , . . . , l x , . . . , x if l s s, .  .  . .B n1 n 2 nq1 1 n 1s  0 if l - s,1
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s
x ??? x ? l x , . . . , x .  .1 nq1 C nq1. 1 nq1 x s0nq 1
s
x ??? x ? l , . . . , l x , . . . , x if l s s, .  .  . .C n1 n 2 nq1 1 n 1s  0 if l - s,1
s "x ??? x ? l x , . . . , x .  .1 nq1 Dnq1. 1 nq1 x s0nq 1
s .
x ??? x ? l , . . . , l x , . . . , x if l s s, .  .  . .D n1 n 2 nq1 1 n 1s  0 if l - s.1
 .  . s  nq1.  . y1 y1 .3 x ??? x ? s 1 , x , . . . , x , x , . . . , x ,1 nq1 A2 nq2q« . 1 nq1 1 nq1
« s 0, 1, is a polynomial in x , . . . , x and1 nq1
s nq1 y1 y1x ??? x ? s x , . . . , x , x , . . . , x .  .  . .A 2 nq21 nq1 1 nq1 1 nq1 x s0nq 1
s n y1 y1s x ??? x s x , . . . , x , x , . . . , x , .  .  . .A 2 n1 n 1 n 1 n
s nq1 y1 y1x ??? x s 1, x , . . . , x , x , . . . , x .  .  . .A 2 nq31 nq1 1 nq1 1 nq1 x s0nq 1
s n y1 y1s x ??? x s 1, x , . . . , x , x , . . . , x . .  .  . .A 2 nq11 n 1 n 1 n
LEMMA 5.4.
"nq1 ns x , . . . , x , 1 s s x , . . . , x . .  .  .  . .  .D nq1 B n1 n 1 n
Now we are in position to prove our main theorems in Section 2.
 .Proof of Theorem 2.1. From Lemma 5.3 1 , it is enough to prove in the
 .case where n s m. By applying the Cauchy]Binet formula Corollary 3.3
to
X s T An. , Y s T An. , .  .0, 1, . . . , sqny1 sqny1, . . . , 1 , 0
we obtain
l , . . . , l x = s y l , . . . , s y l y .  .  .  .  .  .A n A n1 n n 1
n ..lgP s
 .n ny1 r2 sqn sqny1 x y y . i js ? det . /D x D y x y y .  .An. An. i j 1Fi , jFn
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From Theorem 4.1 with a s x sqn and b s y sqn, we see thati i j j
 .n ny1 r2sqn sqnx y y y1 .i j n , n sqn sqndet s ? det V x , y ; x , y . .n /x y y  y y x .i j i , js1 j i
 .By using Corollary 1.2 1 , we obtain Theorem 2.1.
 .Proof of Theorem 2.2. By Lemma 5.3 2 , it is enough to consider the
 .cases where n s m. Applying the Cauchy]Binet formula Corollary 3.3 to
X s T X n. x , Y s T X n. y , .  .0, . . . , sqny1 0, . . . , sqny1
or
X s T X n. x , Y s T X n. y , .  .1r2, . . . , sqny1r2 1r2, . . . , sqny1r2
we have
l x = l y .  . Bn. Bn.
n ..lgP s
ysynq1r2x ??? x y ??? y .1 n 1 n 2 n 2 sq2 n 2 sq2 ns ? det M x , y ; yx , yy , .
D x D y .  .Bn. Bn.
l x = l y .  . Cn. C n.
n ..lgP s
ysyn
x ??? x y ??? y .1 n 1 n 2 n 2 sq2 nq1 2 sq2 nq1s ? det M x , y ; yx , yy , .
D x D y .  .Cn. Cn.
lq x q ly x = lq y q ly y .  .  .  . .  . Dn. Dn. Dn. Dn.
n .  .lgP s , l l sn
q2 l x = l y .  . Dn. Dn.
n ..  .lgP s , l l -n
ysynq1x ??? x y ??? y .1 n 1 n 2 n 2 sq2 ny1 2 sq2 ny1s ? det M x , y ; x , y , .
D x D y .  .Dn. Dn.
lq x y ly x = lq y y ly y .  .  .  . .  . Dn. Dn. Dn. Dn.
n ..  .lgP s , l l sn
ysynq1x ??? x y ??? y .1 n 1 ns
D x D y .  .Dn. Dn.
=det M 2 n x , y ; yx 2 sq2 ny1 , yy2 sq2 ny1 , .
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2 n .where M x, y; a, b is the 2n = 2n matrix defined in Theorem 4.3. By
using Theorem 4.3 and the relation
D x ? D y ? 1 y x y y y x .  .  .  .X n. X n. k l l k
k , l
n ns y1 x ??? x y ??? y D x , y , .  .  .1 n 1 n X 2 n.
we can conclude that
s2 n x , y s l x = l y , .  .  .  . . B 2 n Bn. Bn.
n ..lgP s
s2 n x , y s l x = l y , .  .  .  . . C 2 n Cn. Cn.
n ..lgP s
s2 n x , y .  . .Dq 2 n
s lq x q ly x = lq y q ly y .  .  .  . .  . Dn. Dn. Dn. Dn.
n ..  .lgP s , l l sn
q 2 l x = l y , .  . Dn. Dn.
n ..  .lgP s , l l -n
s2 n x , y .  . .Dy 2 n
s lq x y ly x = lq y y ly y . .  .  .  . .  . Dn. Dn. Dn. Dn.
n ..  .lgP s , l l sn
 .  .Then 2 is a consequence of the second identity above. Also 3 follows
 .from the last two identities. By using Lemma 5.4, we can derive 1 from
the first one.
Proof of Theorem 2.3. From Lemma 5.3, we may assume that n is even.
By applying the minor-summation formula in Corollary 3.2 to T s
 An.. w xT and A s B, C, D "1 in Lemma 3.4, we have0, 1, . . . , sqny1
l x , . . . , x . An. 1 n
n ..lgP s
n sqn sqn1 1 q x , x ; yx , yx .i j i js Pf ,  /D x 1 y x 1 y x x . is1An. i i j
l x , . . . , x . An. 1 n
n ..lgE s
n sqnq1 sqnq11 1 q x , x ; yx , yx .i j i js Pf , 2  /D x 1 y x x1 y x . is1An. i ji
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l x , . . . , x " l x , . . . , x .  . An. 1 n An. 1 n
X Xn n ..  ..lgE s lgO s
1 q x , x ;" x sqny1 , " x sqny1 .i j i js Pf . /D x 1 y x x .An. i j
 .By using Corollary 4.6 and Corollary 1.2 2 , we complete the proof.
U  .Proof of Theorem 2.4. If we put l s s q t y l , . . . , s q t y lsqn 1
 m.  n.. Ufor l g T s , t , then the correspondence l ¬ l is a bijection
 m.  n..  m.  n..between T s , t and T t , s . Hence, by Lemma 5.1, we may
assume s G t.
Apply the minor summation formula in Theorem 3.1 to the matrices
1 x ??? x sq tqmqny11 1
sqtqmqny11 x ??? x2 2
G s ,. . . .. . . .. . . . 0sq tqmqny11 x ??? xmq n mqn
x tqm x tqmq1 ??? x tqny11 1 1
tqm tqmq1 tqny1x x ??? x2 2 2
H s ,. . . .. . . .. . . . 0tqm tqmq1 tqny1x x ??? xmq n mqn mqn
 .  .and the s q t q m q n = s q t q m q n skew-symmetric matrix A s
 .a defined byi j
1 if 0 F i F t q m y 1, i q j s s q t q m q n
a si j  0 otherwise.
 .mq n.Then it is easy to see that, for l g P s q t ,
1 if l g T sm , t n .  . .J l.Pf A s .J l.  0 otherwise.
 m.  n..And, if l g T s , t , then we have
 .m nymy1 .
<l x s det G H . .  .Amqn. J l.D x .Amqn.
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Hence the minor-summation formula in Theorem 3.1 implies that
l x . Amqn.
m n .  ..lgT s , t
 .  . .m nym q nym nymy1 r2y1 .
tqm sqns ? Pf P x ; x , x , .
D x .Amqn.
 .where P x; a, b is the 2n = 2n skew-symmetric matrix defined in Theo-
rem 4.7. Now Theorem 2.4 follows from Theorem 4.7 and Corollary 1.2.
Proof of Theorems 2.5 and 2.6. By Lemma 5.3, we may assume that n is
even. We apply the minor-summation formula in Corollary 3.2 to T s
 X n.. w xT and A s B, C, D "1 in Lemma 3.4. Then a directtys, . . . , tqsqny1
 .and tedious calculation gives us the formulas
l q t y s, . . . , l q t y s .  .X n1 n
n . .lgP 2 s
nr2 ysytynq1r2y«r2y1 x ??? x .  .1 ns nD  1 y x .X n. is1 i
= Pf Q x ; yx 2 sqn , yd x 2 tqnq« , . .i i
l q t y s, . . . , l q t y s .  .X n1 n
n . .lgE 2 s
nr2 ysytynq1r2y«r2y1 x ??? x .  .1 ns n 2D  1 y x .X n. is1 i
= Pf Q x ; yx 2 sqnq1 , yd x 2 tqnq« , . .i i
q l q t y s, . . . , l q t y s .   .X n1 n /
X Xn n . .  . .lgE 2 s lgO 2 s
nr2 ysytynq1r2y«r2y1 x ??? x .  .1 ns
D X n.
= Pf Q x ; x 2 sqny1 , yd x 2 tqnq« , . .i i
y l q t y s, . . . , l q t y s .   .X n1 n /
X Xn n . .  . .lgE 2 s lgO 2 s
nr2 ysytynq1r2y«r2y1 x ??? x .  .1 ns
D X n.
= Pf Q x ; yx 2 sqny1 , d x 2 tqnq« , . .i i
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where
¡ 1, 0 if X s B , .
1, 1 if X s C , .~d , « s . y1, y1 if X s D q , .¢ 1, y1 if X s D y . .
 Dn..Also, by applying the minor summation formula to T s T 0, 1, . . . , sqny1
 .and A s D 0 , we see that, if s is even,
 . ysynq1n ny1 r2y1 x ??? x .  .1 n sqn sqnl s ? Pf Q x ; yx , x . . Dn. D x .n Dn. ..lgE s
By using Theorem 4.5 and Corollary 1.2, we have
l q t y s, . . . , l q t y s s sn ? t n , .  .  . .  . B n X n .X n1 n
n . .lgP 2 s
l q t y s, . . . , l q t y s s sn ? t n , .  .  . .  . D n X n .X n1 n
n . .lgE 2 s
q l q t y s, . . . , l q t y s .   .X n1 n /
X Xn n . .  . .lgE 2 s lgO 2 s
s sn ? t n , .  . .  .Dq n X n
y l q t y s, . . . , l q t y s .   .X n1 n /
X Xn n . .  . .lgE 2 s lgO 2 s
n n1 1¡ s y ? t q if X s B , .  . /  /2 2 .  .B n Dq n
n n
s y 1 ? t q 1 if X s C , .  . .  . .  .~ C n Dq ns
n ns ? t if X s D q , .  . .  .Dy n Dy n
n n¢ s ? t if X s D y , .  . .  .Dy n Dq n
n ns y 1 s q 1
l s ? . Dn.  /  / /  /2 2n  .  .C n D n ..lgE s
Here we used the notation
n1 1
ns s ? s q .  .C n n 1r2 y1r2  / /2 x q x .  .is1 i i B n
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1for s g N q . Now Theorem 2.5 is settled and the proof of Theorem 2.62
is completed by using Lemmas 5.2.
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