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Gauge field theories play a central role in modern physics and are at the heart of the Standard
Model of elementary particles and interactions. Despite significant progress in applying classical
computational techniques to simulate gauge theories, it has remained a challenging task to compute
the real-time dynamics of systems described by gauge theories. An exciting possibility that has been
explored in recent years is the use of highly-controlled quantum systems to simulate, in an analog
fashion, properties of a target system whose dynamics are difficult to compute. Engineered atom-
laser interactions in a linear crystal of trapped ions offer a wide range of possibilities for quantum
simulations of complex physical systems. Here, we devise practical proposals for analog simula-
tion of simple lattice gauge theories whose dynamics can be mapped onto spin-spin interactions
in any dimension. These include 1+1D quantum electrodynamics, 2+1D Abelian Chern-Simons
theory coupled to fermions, and 2+1D pure Z2 gauge theory. The scheme proposed, along with the
optimization protocol applied, will have applications beyond the examples presented in this work,
and will enable scalable analog quantum simulation of Heisenberg spin models in any number of
dimensions and with arbitrary interaction strengths.
I. INTRODUCTION
The invariance of physical systems under local transfor-
mations of fields leads to fundamental constraints on how
matter fields interact, and introduces new bosonic de-
grees of freedom, the gauge fields. Gauge field theories
coupled to matter are responsible for a wide range of
phenomena in nature, and permeate condensed matter,
nuclear, and particle physics. In the case of gauge the-
ories comprising the Standard Model (SM) of particle
physics, progress in perturbative tools has enabled pre-
dictions for high-energy experiments at the Large Hadron
Collider [1]. Furthermore, progress in non-perturbative
tools has led to theoretical input for precision experi-
ments in search of violations of fundamental symmetries
in nature, and to predicting hadronic excitations and
their internal structure [2]. Nonetheless, the computa-
tional complexity of such studies grows significantly with
the system size. In the strong-coupling regime, in which
non-perturbative Monte Carlo sampling of quantum vac-
uum configurations is a common practice, questions such
as the nature of the phase diagram of finite-density sys-
tems and the real-time dynamics of matter remain unan-
swered. It is therefore essential to explore a broader set
of computational approaches, including those based on
∗ The authors’ list is alphabetically ordered.
quantum simulation and quantum computation [3–5], to
tackle these problems.
While the idea of simulating a quantum system using
another quantum system with a higher level of control
dates back to Feynman [6], only the experimental ad-
vancements in recent years have enabled powerful and
sizable quantum simulations to become a reality. As in
the case of classical computations, digital computations
on quantum platforms may be the ultimate solution to
all computational problems, including quantum simula-
tions of physical systems. However, in the era of noisy
intermediate-scale quantum (NISQ) computing [7], the
number of high-fidelity operations that can be performed
on a device can be highly constrained by the short co-
herence time of the quantum state. As a result, the digi-
talization of complex dynamics, such as those associated
with gauge field theories, can be limited to small system
sizes and short evolution times. It is therefore important
to seek alternative approaches in the NISQ era. An in-
teresting possibility is offered by analog simulations, in
which the native Hamiltonian of the controlled quantum
system is engineered to be mapped to that of the tar-
get system. The quantum operations are then naturally
implemented once the system is prepared to evolve ac-
cording to the desired Hamiltonian.
Among the most compelling platforms for analog sim-
ulations of quantum systems, including those governed
by gauge theories, are cold neutral atoms in optical
lattices [8–15], optical tweezers [16, 17], and trapped
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2ions [18, 19]. Simple low-dimensional field theories
such as relativistic Dirac fermions, 1+1D1 and 2+1D
scalar and fermionic quantum electrodynamics (QED),
and non-Abelian SU(2) and SO(3) gauge theories have
been studied in this context, and proposals exist to
map the desired lattice Hamiltonians (or their approx-
imated forms) to that of the engineered Hamiltonian
of neutral atoms in optical lattices [20–41]. Recent
implementations of simple static and dynamical gauge
theories with neutral atoms in optical lattices [42–47],
however, demonstrate the challenge of simulating more
phenomenologically-relevant gauge theories. Given the
current size of controlled quantum systems, only a small
number of degrees of freedom can be studied, leading to
unavoidable truncations in the Hilbert space of a gauge
theory that lives in a continuous infinite-volume space-
time. Such a limitation is present in other digital and
analog quantum platforms as well. It is nonetheless im-
portant that theoretical developments in formulating and
mapping gauge theories for a quantum simulation pro-
ceed alongside the continual experimental progress that
aims to significantly improve capabilities and capacities
of simulating platforms.
Trapped ions provide a pristine platform for quantum
simulations [18]. Given the extremely high level of con-
trol enabled by laser-cooled and localized ions confined
by electromagnetic fields, exceedingly high fidelities in
state preparation and measurement, all-to-all entangling
capability enabled through control over the excitations
of the motional normal modes, and scalability potential
of such systems, this architecture has become a primary
candidate for digital quantum computations in recent
years [48–62]. A unique feature of the trapped ion ar-
chitecture is that global addressing of the ions using a
few laser beams allows the realization of tunable long-
range spin-spin interactions in the chain. With no need
for individual addressability, systems of a few tens of
ions have been successfully realized, and analog simu-
lations of sizable quantum spin systems are made possi-
ble [63–71]. More complex quantum many-body systems,
such as those described by gauge field theories, require
either some degree of individual addressing or higher-
order spin interactions among different species, as put
forward in several proposals for simulating the relativis-
tic Dirac equation [5, 72–74] a quantum field theory of
scalar fields [75], and 1+1D QED [56, 76]. A milestone in
quantum simulations of lattice gauge theories (LGTs) us-
ing trapped ions was achieved in Ref. [56], where the real-
time dynamics of 1+1D QED in a system of four trapped
ions in a linear trap was made possible through a digi-
tal protocol, but the number of operations required for
a Trotterized procedure prevented a long evolution time
1 Here and in the following, the first number denotes the space
dimension, and the second number refers to the time dimension.
When there is only one number, it is meant to refer to the space
dimension (or the spacetime dimension with a Euclidean metric).
to be achieved in the presence of noise. While fully ana-
log proposals exist for simulating simple low-dimensional
LGTs [76], none have been implemented so far due to
technical limitations.
It is important to classify gauge field theories of inter-
est in terms of whether analog simulation of their dynam-
ics is feasible given current technology. It is also essen-
tial to investigate whether fully analog implementations
can circumvent the accumulated noise due to digitaliza-
tion [77], and whether the noise in an analog setup can be
effectively mitigated. Finally, it would be beneficial to as-
sess the practicality of existing ideas, and to develop new
proposals for extending the quantum toolkit of trapped
ions, to enable a one-to-one mapping between the engi-
neered Hamiltonian of the ion-laser quantum system to
the dynamics of a fermionic system coupled to gauge de-
grees of freedom (bosons). This paper is a first step in
addressing these questions. Here, we focus on identifying
goals that can be achieved in the near term, by specify-
ing, in detail, practical proposals for a range of accessible
gauge theories.
The gauge field theories studied in this paper are exam-
ples of the theories whose discretized formulations can be
mapped entirely to systems with spin- 12 degrees of free-
dom. These examples include: i) 1+1D quantum electro-
dynamics (Schwinger model). This model has similari-
ties to quantum chromodynamics in 3+1D, including ex-
hibiting a non-trivial vacuum. ii) 2+1D Abelian Chern-
Simons theory coupled to matter fields. This model is an
example of a topological gauge theory with applications
in many areas of physics. iii) 2+1D Z2 gauge theory
with a non-trivial phase diagram on a lattice, including
exhibiting confinement. We discuss the mapping of these
theories to spin systems, and present experimental pro-
tocols for realizing these interactions in current and near-
term ion-trap systems. In order to provide a reference for
upcoming implementations in the case of the Schwinger
model, detailed examples for 4 and 8 fermion-site theories
will be presented.
A linear chain of trapped ions is often viewed as a
platform for simulating spin- 12 systems in 1+1D. How-
ever, once such a system is augmented with individual
addressing, it offers far more possibilities for quantum
simulations of arbitrary spin systems, including those in
higher dimensions. Such proposals have been put forth
in Ref. [78], and are explicitly taken advantage of in
the current work to simulate the dynamics of the LGTs
mentioned above. We also demonstrate the accessibil-
ity of nearly-perfect nearest-neighbor interactions by sim-
ply controlling the lasers’ phases and intensities on each
ion, and demonstrate the sensitivity of the evolution to
the imperfections of the engineered Hamiltonian in the
case of the Schwinger model. By controlling intensities,
phases and frequencies of laser beams addressing each
ion, a highly accurate mapping to spin-spin Hamiltoni-
ans with arbitrary interaction profiles is enabled. An
important feature of the protocols devised in this work
is a thorough optimization procedure that maximizes
3the closeness to the desired Hamiltonian, while simul-
taneously minimizes errors stemming from residual cou-
plings to motional excitations. The proposed experimen-
tal scheme will have applications beyond the examples
discussed, and is a general protocol for realizing interest-
ing spin systems described by a Heisenberg Hamiltonian
in arbitrary dimensions.
The paper is organized as follows. Sec. II includes de-
tails of ion-laser Hamiltonian considered in the scheme
of this work, and presents the effective Hamiltonian ob-
tained, its range of validity, and the associated undesired
contributions that must be minimized subsequently. The
two associated appendices A and B offer details on a par-
ticular experimental platform, and a scheme that elim-
inates an unwanted bias term in engineering the effec-
tive Hamiltonian. The full evolution operator is further
detailed in Appendix C. Sec. III presents the example
of the lattice Schwinger model, its purely spin represen-
tation, and explicit experimental proposals for simulat-
ing 4 and 8 fermion-site theories. The former case is
implemented with a single detuning for each set of the
lasers used, while the latter takes advantage of a multi-
frequency, multi-amplitude scheme, requiring a thorough
optimization of interaction couplings. Additional results
on the 8 fermion-site theory are presented in Appendix D.
The results of the numerical evaluation of the full evo-
lution operator up to the order considered are presented
in another associated Appendix (Appendix E) as well as
in Supplemental Material. Sec. IV presents examples of
LGTs in higher dimensions and their dual spin repre-
sentation, along with discussions on their amenability to
the quantum simulation scheme of this work. We con-
clude in Sec. V by highlighting the differing features of
the scheme presented here compared with the previous
work, the significance of the results obtained, and future
extensions that may enable addressing a wider class of
gauge theories.
II. 1D CHAIN OF TRAPPED IONS AND
ENGINEERED EFFECTIVE INTERACTIONS
Consider N ions confined in a radio-frequency Paul
trap [79]. The “qubit” in this system can be encoded
in two stable internal levels of the ion, denoted in the
following as |↑〉 and |↓〉. These states are separated in en-
ergy by an angular frequency ω0 (with Planck’s constant
~ = 1 here and in the rest of the paper). Coherent op-
erations on spin degrees of freedom are realized through
stimulated Raman transitions using two laser beams with
a momentum-vector difference ∆k. The physics of ion-
laser interactions and the single and two-qubit manipu-
lations in an ion trap is well known [19, 63, 65, 80–82].
However, the involved evolution of the system under mul-
tiple pairs of Raman beams, which are needed for engi-
neering the Hamiltonians of models considered here, re-
quires a few technical novelties, and warrants a dedicated
discussion which will follow in this section. For presenta-
tional clarity, further details of the proposed scheme and
a number of involved analytical forms will be presented
in the appendices.
The ion-laser interaction Hamiltonian for a system of
N trapped ions can be written as [65]
Hint =
N∑
i=1
nL∑
L=1
Ω
(i)
L e
−i∆ω(i)L t+i∆ϕ(i)L +i∆k(i)L ·∆r(i)
× (α0I(i) + α1σ(i)x + α2σ(i)y + α3σ(i)z ) + h.c., (1)
Index L in Eq. (1) runs over nL pairs of Raman beams.
Ω
(i)
L is the Rabi frequency associated with the laser L.
∆ϕ
(i)
L denotes the phase difference between the two lasers
in each pair of Raman beams, ∆ω
(i)
L is the difference in
their angular frequency, namely the beatnote frequency,
and ∆k
(i)
L is the difference in their momentum k-vector.
In general, each ion is addressed with multiple pairs of
Raman beams individually (hence the superscript (i) on
quantities), requiring both amplitude and frequency con-
trol of the beams. Such individual addressing of the
ions is widely used in digital ion-trap platforms, and can
be ported to analog platforms in upcoming experiments.
∆r(i) denotes the displacement vector of ion i from its
equilibrium position. The Pauli matrices σ(i) act on the
quasi-spin of ion i, and α0, α1, α2, and α3 are constants
related to the spin-dependent forces on the two states of
the qubit [65] and are controlled by the intensity, geome-
try and polarization of the laser beams, see Appendix B
for further details.
We assume that the confining potential is sufficiently
stronger along the transverse axes of the trap so that
the ions form a 1D crystal in space. With appropri-
ate anharmonic axial confinement forces, the ions can
be nearly equally-spaced [83, 84], with a typical spac-
ing between adjacent ions of a few micrometers. Due to
the long-range Coulomb force among the ions and the
common trapping potential applied, the motion of the
ions can be described in terms of a set collective normal
modes. Then, ∆r(i) in Eq. (1) can be expressed in terms
of phononic degrees of freedom, whose excitation energies
are quantized in units of the normal-mode frequencies of
the system. For the Hamiltonians of gauge theories con-
sidered in this work, it is necessary to introduce multiple
pairs of bichromatic Raman beams directed at each ion,
such that each pair couples to only one set of the three
independent sets of normal modes. Such a scheme can
be achieved with N individual beams and three global
beams. Each of the individual beams will have three fre-
quencies2 that are tuned sufficiently apart such that each
frequency will drive the qubit only by pairing with one of
the global beams. This setup will allow to tune indepen-
dently Hamiltonians acting along orthogonal directions
2 Or three sets of frequencies as required by the multi-frequency
scheme of Sec. III.
4FIG. 1. A schematic representation of a Raman-beams configuration that induces effective spin-spin interactions in the Heisen-
berg model. The N sets of individual beams can be chosen along the (ξXˆ, ξYˆ , χZˆ) unit vector (2ξ2+χ2 = 1). Global beams (I),
(II), and (III) are then chosen to propagate along (−ξXˆ, ξYˆ , χZˆ), (ξXˆ, ξYˆ ,−χZˆ), and (ξXˆ,−ξYˆ , χZˆ), respectively. These
will cause net ∆k vectors compared with the individual beams along the Xˆ, Zˆ, and Yˆ directions, respectively. Chosen values
of these parameters for the examples of this work are given in Appendix A.
of the Bloch sphere with negligible undesired cross cou-
plings as shown below. The chosen directionality of the
beams can ensure that each global-individual pair will
result in a net k-vector along one of the three orthogo-
nal principal axes of the trap, X,Y and Z, see Fig. 1.3
Here, X and Y denote the most-confined directions in the
trap, which will have the same normal-mode spectra for
symmetric traps commonly used. These will be denoted
as transverse directions. The least-confined direction is
denoted as Z and is named the axial direction.
Consider now the ion-laser system in the interaction
picture, in which all excitations arising from the free
Hamiltonian
H0 =
N∑
i=1
ω0
2
σ(i)z +
N∑
m=1
[
ωTm(a
†
mam +
1
2
)+
ωAm(b
†
mbm +
1
2
) + ωTm(c
†
mcm +
1
2
)
]
+ const. (2)
are rotated away by frequencies of the order of ω0, ω
T
m,
and ωAm.
4 am (a
†
m) annihilates (creates) a phonon ex-
citation of the transverse normal mode m with angu-
lar frequency ωTm along the X direction of the trap, i.e.,
∆kI = ∆kIXˆ. Similarly, bm and cm (b
†
m and c
†
m) are,
respectively, the phonon annihilation (creation) opera-
tors for the axial normal modes along the Z direction,
3 These Cartesian indices must not be confused with the x, y and z
indices introduced on quasi-spins of the qubit. While the former
(upper-case letters) correspond to the components of laser fields’
k-vector, the latter (lower-case letters) correspond to the Bloch-
sphere axes in the qubit Hilbert space
4 Although the axial modes are generally low in frequency, such a
rotating-frame approximation is still valid as long as lasers’ de-
tunings from these modes remain small compared to the sideband
Rabi frequencies of the axial motion.
i.e., ∆kII = ∆kIIZˆ and the transverse normal modes
along the Y direction, i.e., ∆kIII = ∆kIII Yˆ .
5 The cor-
responding normal mode frequencies are denoted as ωAm
and ωTm. Different superscripts are introduced to dis-
tinguish the transverse and axial normal modes which
have different spectra. Finally, in the Lamb-Dicke regime
where 〈∆k(i)∆r(i)〉  1, and when the laser frequencies
are chosen such that all transitions except for those near
the first sideband transitions6 are far off-resonant, the
three sets of Raman-beam pairs at each ion induce the
laser-ion Hamiltonians of the form
H˜I =
N∑
i=1
iΩ
(i)
I
(
eiµIt+i∆ϕ
(i)
I + e−iµIt+i∆ϕ
′(i)
I
)
×
N∑
m=1
η
(i)
I,m
(
ame
−iωTmt + a†me
iωTmt
)
(α1 − iα2)σ(i)+ + h.c.,
(3)
H˜II =
N∑
i=1
iΩ
(i)
II
(
eiµIIt+i∆ϕ
(i)
II + e−iµIIt+i∆ϕ
′(i)
II
) N∑
m=1
η
(i)
II,m
(
bme
−iωAmt + b†me
iωAmt
)
(α1 − iα2)σ(i)+ + h.c.,
(4)
5 At this point, such assignments of a given set of normal modes
to one of the Hamiltonians in Eqs. (3-5) appear arbitrary. The
rationale behind the choices made will become clear in applica-
tions of the scheme to nearest-neighbor Hamiltonians considered
in this work, see Sec. III.
6 The nth blue (red) sideband transition for mode m adds (re-
moves) n quanta of motion each with frequency ωm.
5H˜III =
N∑
i=1
iΩ
(i)
III
(
eiµIIIt+i∆ϕ
(i)
III + e−iµIIIt+i∆ϕ
′(i)
III
)
N∑
m=1
η
(i)
III,m
(
cme
−iωTmt + c†me
iωTmt
)
(α0I(i) + α3σ(i)z ) + h.c.,
(5)
where σ
(i)
± =
1
2 (σ
(i)
x ± iσ(i)y ), and tilde over the Hamil-
tonians imply the use of the rotated frame described
above. Here, it is assumed that |µI |  ω0 where
µI ≡ ω0−∆ωI = −ω0+∆ω′I . Similarly, |µII |  ω0 where
µII ≡ ω0−∆ωII = −ω0 + ∆ω′II . On the other hand, for
the Hamiltonian H˜III , it is assumed that |µIII |  ω0
where µIII ≡ −∆ωIII = ∆ω′III . Further, two distinct
Raman-beam phase differences are assigned to each of the
red (unprimed) and blue (primed) detuned frequencies of
the beam. η
(i)
I,m =
√
(∆kI)2
2MωTm
b
(i)
m , where b
(i)
m is the (normal-
ized) normal-mode eigenvector components between ion
i and mode m, and M denotes the mass of the ion. Sim-
ilarly, η
(i)
II,m =
√
(∆kII)2
2MωAm
b
(i)
m and η
(i)
III,m =
√
(∆kIII)2
2MωTm
b
(i)
m
for the axial and transverse modes, respectively. For each
pair of Raman beams L, the same ∆kL-vector is applied
at the location of each ion. α1 =
1
2 and α2 = 0 cor-
respond to the well-known Molmer-Sorenson scheme, al-
ready applied in a number of experiments. In order to
eliminate a bias σz interaction arising from H˜III , it is
essential that α0 is set to zero. With the scheme pre-
sented in Appendix B, it is shown that one can achieve
this requirement by tuning the Raman-beam frequencies
and polarization vectors. We further set α3 =
1
4 for con-
sistency between the effective spin-spin couplings arising
from H˜I , H˜II , and H˜III .
7 Now by setting the phases of
the blue and red-sideband detuned beams to ∆ϕ
(i)
I = 0,
∆ϕ
′(i)
I = pi, ∆ϕ
(i)
II = ∆ϕ
′(i)
II = ∆ϕ
(i)
III = ∆ϕ
′(i)
III = 0,
the Hamiltonians H˜I , H˜II , and H˜III can be seen to be
proportional to σ
(i)
x , σ
(i)
y , and σ
(i)
z , respectively.
Finally, an effective longitudinal magnetic field can be
introduced at the location of each ion by another N sets
of beams inducing a Stark shift to be tuned to the desired
value of the magnetic field. Alternatively, a Bz field can
be generated with the existing sets of Raman beams, i.e.,
by shifting the frequency of red and blue-detuned beams
by B
(i)
z . This can be seen by noting that if the rotating
frame that led to Eqs. (3-5) is assumed to rotate with
the Hamiltonian H0 +
1
2
∑N
i=1B
(i)
z σ
(i)
z instead of H0, in
addition to the interacting Hamiltonians in Eqs. (3-5),
7 There will be no ambiguity in the overall constants in the Hamil-
tonian. Rescaling these coefficients by a constant means the Rabi
frequencies must be rescaled accordingly so that the expected
strength of the state-dependent force is produced on a given ion,
and with given choices of the internal levels for the qubit.
an effective Hamiltonian
HB = −1
2
N∑
i=1
B(i)z σ
(i)
z (6)
is generated, but at the cost of the following change:
µI → µI + B(i)z and µI → µI − B(i)z to the laser
detuning in the first and second occurrences of µI in
Eq. (3), respectively. Similarly, µII must be replaced by
µII → µII + B(i)z and µII → µII − B(i)z in the first and
second occurrences in Eq. (4), respectively. The laser
detuning µIII , on the other hand, remains unchanged.
Note that this scheme requires a frequency control, as
the detunings are now generally different at the location
of each ion.
With the Hamiltonians in Eqs. (3-6), an evolution op-
erator can be formed by applying a Magnus expansion,
taking into account all contributions up to and including
O (η2, ηBz) in the exponent:
U(t, 0) = exp
[ ∑
α=x,y,z
(
N∑
i=1
φ
(α)
i (t) σ
(i)
α +
∑
i,j
χ
(α)
i,j (t) σ
(i)
α ⊗ σ(j)α
 , (7)
where
φ
(x)
i (t) =
N∑
m=1
α
(x)
i,m(t) a
†
m +
N∑
m=1
N∑
n=1
β
(x)
i,m,n(t) b
†
mcn + h.c.,
(8)
φ
(y)
i (t) =
N∑
m=1
α
(y)
i,m(t) b
†
m +
N∑
m=1
N∑
n=1
β
(y)
i,m,n(t) a
†
mcn + h.c.,
(9)
φ
(z)
i (t) = γ
(z)
i (t) +
N∑
m=1
α
(z)
i,m(t) c
†
m +
N∑
m=1
N∑
n=1
β
(z)
i,m,n(t) b
†
man + h.c. (10)
The definition of the rest of the functions in Eqs. (7-10)
are provided in Appendix C.
When B
(i)
z = 0, all contributions proportional to
phonon creation and annihilation operators in the ex-
ponent in Eq. (7) are bounded in time, provided
that µI 6= µII 6= µIII . As a result, an effec-
tive Heisenberg model can be achieved when t 
|µI − ωTm|−1, |µII − ωAm|−1, |µIII − ωTm|−1, so that the
terms linear in time in Eq. (7) (those proportional to
χ
(α)
i,j ) dominate the evolution. In such a limit, χ
(α)
i,j →
− i2J (αα)i,j t (see Eqs. (13-15)), and other contributions will
be subdominant. For practical (noisy) implementations,
one needs to minimize the spin-phonon entanglement
arising from the first term in the exponent in Eq. (7) at
6early times. This is achieved with |η(i)I,mΩ(i)I |  |µI−ωTm|,
|η(i)II,mΩ(i)II |  |µII−ωAm|, and |η(i)III,mΩ(i)III |  |µIII−ωTm|.
When B
(i)
z 6= 0, α(x)i,m(t), and α(y)i,m(t) in Eqs. (8) and (9)
develop an oscillatory time dependence but with a lin-
ear growth in the magnitude of its amplitude. These
terms are proportional to B
(i)
z σ
(i)
y and B
(i)
z σ
(i)
x . Assum-
ing that the magnetic field is comparable in size to the
effective spin-spin couplings, such contaminating terms
do not severely impact the desired evolution as long as
|B(i)z |  |η(i)I,mΩ(i)I |, |η(i)II,mΩ(i)II |. Unfortunately, this con-
dition limits the size of (effective) magnetic fields that
can be studied in models considered below. Nonetheless,
a range of interesting possibilities can still be explored.
Under the conditions described above, the time-
evolution operator in Eq. (7) can be approximated as
U(t) ≈ e−iHefft, (11)
where
Heff =
∑
i,j
j<i
[
J
(xx)
i,j σ
(i)
x ⊗ σ(j)x + J (yy)i,j σ(i)y ⊗ σ(j)y +
J
(zz)
i,j σ
(i)
z ⊗ σ(j)z
]
− 1
2
N∑
i=1
B(i)z σ
(i)
z . (12)
As a result, the individual-addressing scheme proposed
here enables analog quantum simulations of a rather
generic Heisenberg spin model. The spin-spin coupling
matrices in Eq. (12) are derived from discussions above
(see also Appendix C), and read
J
(xx)
i,j = Ω
(i)
I Ω
(j)
I RI
N∑
m=1
b
(i)
m b
(j)
m
µ2I − ωTm2
, (13)
J
(yy)
i,j = Ω
(i)
IIΩ
(j)
II RII
N∑
m=1
b
(i)
m b
(j)
m
µ2II − ωAm2
, (14)
J
(zz)
i,j = Ω
(i)
IIIΩ
(j)
IIIRIII
N∑
m=1
b
(i)
m b
(j)
m
µ2III − ωTm2
. (15)
Here, RL =
(∆kL)
2
2M is the recoil frequency of the ion given
the lasers L = I, II, III.
It is worth noting that despite the case of a usual
Molmer-Sorenson transition where the starting Hamil-
tonian is proportional to σx, the Magnus expansion
in the scheme described above is not cut off at any
order in the Lamb-Dicke parameter, due to the non-
zero commutation of Pauli operators in Eqs. (3-6).
It is therefore important to ensure that not only∣∣∣∣η(i)I,mΩ(i)IµI−ωTm
∣∣∣∣ , ∣∣∣∣η(i)II,mΩ(i)IIµII−ωAn
∣∣∣∣ , ∣∣∣∣η(i)III,mΩ(i)IIIµIII−ωTm
∣∣∣∣ 1 as stated before,
but also
∣∣∣∣ (η(i)I,m)(2p−2)(µI−ωTm)µI−pωTm
∣∣∣∣ , ∣∣∣∣ (η(i)II,m)(2p−2)(µII−ωAm)µII−pωAm
∣∣∣∣ ,∣∣∣∣ (η(i)III,m)(2p−2)(µIII−ωTm)µIII−pωTm
∣∣∣∣ 1 for integer p ≥ 2. This guar-
antees that contributions from the pth-sideband transi-
tions are suppressed compared to the first-sideband tran-
sitions. These conditions are easier to satisfy for trans-
verse modes than the axial modes. This is because the
axial modes have lower frequencies, and their correspond-
ing Lamb-Dicke parameters are larger. Finally, one notes
that coherent operations on a single spin correspond to
the zeroth-order terms in Eq. (1) in the Lamb-Dicke limit,
and with ∆ω
(i)
L = ω0. Hence, the laser frequencies ap-
plied must be far detuned from such “carrier transitions”
of the ions.
III. OPTIMIZED SPIN-SPIN HAMILTONIANS
IN AN ION TRAP: 1+1D SCHWINGER MODEL
A unique testbed for exploring theoretical and experi-
mental proposals for quantum simulations of gauge theo-
ries is the 1+1D QED, i.e., the Schwinger model. It is an
Abelian gauge theory, hence avoiding complexities of its
non-Abelian counterparts. It is also a low-dimensional
theory, allowing numerical and experimental studies of
its approximate dynamics with finite resources. Despite
these simplifications in the formulation, the theory ex-
hibits rich properties, similar to those seen in more com-
plex theories such as QCD. In particular, phenomena
such as confinement and spontaneous symmetry breaking
arise in the model. The spontaneous creation of electron-
positron pairs in the time evolution of the “vacuum”
exhibits a clear signature of such non-trivial dynamics.
Since the time evolution of quantum states is, in gen-
eral, a computationally intractable problem with classical
Monte Carlo methods, addressing such a problem using
a quantum simulation platform is of significant value.
The strong-coupling dynamics of the Schwinger model
can be studied through non-perturbative LGT methods.
In the staggered formulation of Kogut and Susskind [85,
86], the (scaled) lattice Hamiltonian takes the form
H = −ix
N−1∑
n=1
[
Φ†ne
iθnΦn+1 − Φ†n+1e−iθnΦn
]
+
N−1∑
n=1
L2n + µ
N∑
n=1
(−1)nΦ†nΦn, (16)
where Φn (Φ
†
n) is a one-component fermion field that
creates (annihilates) an electron on the odd site while
annihilates (creates) a positron on an even site. Due to
this distinction, there is a staggered mass term in the
Hamiltonian, with the fermion (scaled) mass µ. θn is
the U(1) gauge potential with the corresponding gauge
link eiθn originating at site n. The latter is introduced in
the Hamiltonian to render the fermion hopping (kinetic)
term gauge invariant. The pair creation and annihilation
in the theory originates from this term. The correspond-
ing electric field at site n is denoted as Ln (with the
operator relation [θn, Lm] = iδn,m), which adds a contri-
bution to the Hamiltonian due to the energy stored in the
electric field. The Hamiltonian in Eq. (16) is written in
7units of ag2/2, where a denote the lattice spacing and g
is the original fermion-gauge field coupling. The dimen-
sionless parameters x and µ are related to dimensionful
parameter g (with mass dimension one) and the original
mass m via: x = 1/(ag)2 and µ = 2m/(ag2).8
The familiar Jordan-Wigner transformations Φn =∏
l<n(iσ
(l)
z )σ
(n)
− and Φ
†
n =
∏
l<n(−iσ(l)z )σ(n)+ can be ap-
plied to Eq. (16) in order to map the fermionic degrees
of freedom to those of a qubit. A unique feature of
the lattice Schwinger model with open boundary con-
dition is that the remaining degrees of freedom that
are bosonic, namely gauge links and electric field, can
be entirely eliminated in favor of new spin-spin inter-
actions. Explicitly, by performing gauge transformations
σ
(n)
± →
∏
l<n e
±iθlσ(n)± , and further imposing the Gauss’s
law Ln − Ln−1 = 12
[
σ
(n)
z + (−1)n
]
, the Hamiltonian be-
comes [56, 87, 88]
H = x
N−1∑
n=1
[
σ
(n)
+ σ
(n+1)
− + σ
(n+1)
+ σ
(n)
−
]
+
N−1∑
n=1
[
0 +
1
2
n∑
m=1
(
σ(m)z + (−1)m
)]2
+
µ
2
N∑
n=1
(−1)nσ(n)Z .
(17)
Here, 0 is the electric field flux into the first lattice site
which can be set to zero without loss of generality. To
make explicit the mapping of this Hamiltonians to that
of the Hamiltonian of the ion-laser system in our pro-
posed scheme, Eq. (12), one can note that Eq. (17) can
be rewritten as
H = H(xx) +H(yy) +H(zz) +H(z), (18)
where
H(xx) =
x
2
N−1∑
n=1
σ(n)x σ
(n+1)
x , (19)
H(yy) =
x
2
N−1∑
n=1
σ(n)y σ
(n+1)
y , (20)
H(zz) =
1
2
N−2∑
m=1
N−1∑
n=m+1
(N − n)σ(m)z σ(n)z , (21)
H(z) =
µ
2
N∑
n=1
(−1)nσ(n)z −
1
2
N−1∑
n=1
(n mod 2)
n∑
l=1
σ(l)z .
(22)
H(xx) and H(yy) represent nearest-neighbor spin-spin in-
teractions and share the same coupling strength. H(zz)
8 x and µ here should not to be confused by the spin x axis and the
lasers’ detunings, respectively. Their meaning should be clear in
the context they appear.
is a long-range spin-spin interaction, representing the 1D
Coulomb interaction among the charged fermions.
Given the experimental setup presented in the previ-
ous section, engineering the Schwinger Hamiltonian for
given values of N (which maps directly to the number of
ions), x and µ amounts to finding values of lasers’ Rabi
frequencies, Ω
(i)
I , Ω
(i)
II , and Ω
(i)
III , and their detunings µI ,
µII , and µIII , as well as B
(i)
z values induced by a Stark
shift, such that the ion-laser Hamiltonian in Eq. (12) is
equal to the Schwinger Hamiltonian in Eq. (18). This
is a well-constrained optimization problem provided that
multiple laser frequencies are used with each set of beams
each with a corresponding Rabi frequency such that the
total number of free parameters, Nn˜µL , is no less than
the number of independent nonzero elements in each Ji,j
coupling matrix, that is N(N − 1)/2. Here, n˜µL is the
number of beatnote frequencies on each pair of lasers L.
Note that this can be achieved with n˜µL ≤ N . It is,
however, conceivable that in the first generation of ex-
periments planned, only the amplitude control of Raman
beams will be a reality. As a result, we first focus on
experimental proposals that do not require a frequency
control.
A single-detuning and multi-amplitude scheme
With a single beatnote frequency on each pair of Ra-
man beams, the Schwinger Hamiltonian on small lattices
can be realized with good accuracy. For this example,
an ion trap consisting of 171Yb+ ions will be considered.
The specifications of this system are presented in Ap-
pendix A. Consider the case of N = 4, and further set
the values of the parameters of the Schwinger Hamilto-
nian to x = 6 and µ = 1. The Hamiltonian H(xx) can be
achieved by first noting that a certain detuning from the
CM transverse mode with the same amplitude on each
ion produces the coupling matrix shown in the left panel
of Fig. 2. This matrix can be systematically turned into
a nearest-neighbor form: the slope of the decline in the
strength of nearest-neighbor couplings from the center of
the chain can be determined, and be used to systemati-
cally adjust the Rabi frequencies in such a way that an
equal strength is achieved on all Ji,j with |i− j| = 1, as
demonstrated in the right panel of Fig. 2. The most ac-
curate nearest-neighbor Hamiltonian achieved with this
procedure presents a ∼ 3% contamination on the non-
nearest-neighbor elements, and no contamination on the
nearest-neighbor elements.
As mentioned in Sec. II, the H(yy) effective Hamilto-
nian is chosen to arise from the Raman beams that ad-
dress the axial modes of the ions. If the transverse modes
were to be addressed, the Raman beams would have to
be detuned from the modes by the same amount as those
for the H(xx) Hamiltonian, as these appear with the same
coupling in the Schwinger Hamiltonian. This however
would cause the dynamics to deviate from the effective
Heisenberg model in Eq. (12), given the non-zero commu-
8ion index
� � � �
��
��
��
ion index i
ion index j
µ/2⇡ [MHz]
µI/2⇡
!Tm/2⇡
� � � � �
J
(xx)
i,j /2⇡ [kHz]
ion index
⌘
⌦
(i
)
I
/2
⇡
[k
H
z]
� � � �
�
��
��
��
��
���
ion index j
ion index i
µ/2⇡ [MHz]
µI/2⇡
!Tm/2⇡
� � � � �
H(xx) J
(xx)
i,j /2⇡ [kHz]
⌘
⌦
(i
)
I
/2
⇡
[k
H
z]
FIG. 2. [Left panel] The effective spin-spin coupling matrix J(xx) in Eq. (13) resulting from pairs of Raman beams addressing
4 individual ions at the Rabi frequency Ω(i), where i = 1, · · · , 4. All beams are detuned from the transverse COM mode,
ωT1 = 2pi × 4.135 MHz, by the same frequency, µI − ωT1 = −2pi × 830 kHz. The Lamb-Dicke parameter, η, multiplying the
Rabi frequencies in the figure is η =
√
(∆kI)2/4piMνT ≈ 0.068. [Right panel] With the same detuning, the Rabi frequencies
can be adjusted to match the magnitude of the J
(xx)
i,j matrix elements for |j − i| = 1 in the left panel, producing exactly
equal magnitude on these elements, in addition to small non-nearest neighbor contributions, as shown in the right panel. Here,
the J(xx) matrix is tuned to produce H(xx) of the 4 fermion-site Schwinger model in Eq. (19) with x = 6. Numerical values
associated with this figure are provided in Supplemental Material.
tations between H˜I and H˜II in Eqs. (3) and (4), generat-
ing phonon-dependent terms that grow (or decline) lin-
early with time. Such contaminations are circumvented
by producing the H(yy) Hamiltonian with the Raman
beams that couple to the axial modes. Note that the ax-
ial modes have a very different frequency spectrum com-
pared with the transverse modes. The same procedure as
for the H(xx) mapping can be used to find the values of
the laser beatnote and Rabi frequencies that generate a
nearest-neighbor interaction with these modes, see Fig. 3.
As discussed at the end of Sec. II, a critical check is to
ensure the higher-sideband contributions to the applied
Molmer-Sorenson scheme are not significant given the low
normal-mode frequencies in the axial direction, and given
the laser frequencies applied. It can be shown that the
largest contribution from these higher-order sidebands is
only a few percent of the contribution from the first side-
band, and will be ignored in the current proposal.
An effective H(zz) Hamiltonian that matches that of
the Schwinger model can be achieved with a single beat-
note frequency, and by addressing the other set of trans-
verse normal modes of the ions. Here, the values shown
in Fig. 4 allow the Ji,j coupling to be tuned to the de-
sired values with below-percent accuracy. However, in
contrast with the case of nearest-neighbor Hamiltonians,
the procedure that finds the adjusted Rabi frequencies for
H(zz) is not systematic, making it challenging to general-
ize such an ad hoc tuning procedure to a higher number
of ions. Finally, an effective H(z) Hamiltonian can be
induced using N sets of Raman beams with their Stark
shift tuned to reproduce H(z) of the Schwinger Hamil-
tonian in Eq. (22). The values of the effective magnetic
fields that are required given the chosen parameters of
the model are depicted in Fig. 5.
It is crucial to verify that the laser parameters found
in such a mapping do not violate the conditions enumer-
ated in the previous section, and the true dynamics is
that dictated by the effective Heisenberg Hamiltonian in
Eq. (12). This check can be done by a numerical evalua-
tion of all contributions to the exponent of the evolution
operator in Eq. (7), up to and including O(η2, ηB). Here,
we assume that the experiment can be initiated in a state
with zero phonon occupation in all modes. The results
of this investigation are shown in Fig. 14 of Appendix E
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FIG. 3. [Left panel] The effective spin-spin coupling matrix J(yy) in Eq. (14) resulting from pairs of Raman beams addressing
4 individual ions at the Rabi frequency Ω(i), where i = 1, · · · , 4. All beams are detuned from the axial COM mode, ωA4 =
2pi × 0.713 MHz, by the same frequency, µII − ωA4 = 2pi × 3160 kHz. The Lamb-Dicke parameter, η, multiplying the Rabi
frequencies in the figure is η =
√
(∆kII)2/4piMνA ≈ 0.081. [Right panel] With the same detuning, the Rabi frequencies can
be adjusted to match the magnitude of the J
(yy)
i,j matrix elements for |j − i| = 1 in the left panel, producing exactly equal
magnitude on these elements, in addition to small . 3% non-nearest neighbor contributions, as shown in the right panel. Here,
the J(yy) matrix is tuned to produce H(yy) of the 4 fermion-site Schwinger model in Eq. (20) with x = 6. Numerical values
associated with this figure are provided in Supplemental Material.
for the first ion, and in Supplemental Material for the
rest of the ions. As shown, the dominant source of error
is related to the nonzero commutations of HB in Eq. (6)
with H˜I and H˜II in Eqs. (3) and (4), introducing effective
magnetic fields along the x and y spin axes. These are a
small fraction of the desired field along the z direction,
but are however dependent upon the phonon occupation
in the system.
Hamiltonians of the lattice Schwinger model for a
larger number of fermion sites can be shown to be acces-
sible through the single-frequency and multi-amplitude
scheme described, but deviations from the exact Hamil-
tonian can be significant. For N = 10 and the nearest-
neighbor Hamiltonian with transverse modes, the best
parameters found give rise to errors as high as ∼ 20%
in the non-nearest-neighbor elements. To investigate the
effect of inexact Hamiltonians on the dynamics of the
Schwinger model, we have studied a lattice Schwinger
model with N = 4, x = 0.6 and µ = 0.1 with exact engi-
neered Hamiltonians H(zz) and H(z) but with a nearest-
neighbor Hamiltonian H(xx)(= H(yy)) that differs from
the exact form via nonzero non-nearest-neighbor ele-
ments. Twenty such Hamiltonians are considered, as
listed in Supplemental Material, with errors on the non-
nearest-neighbor elements in the range ∼ 3%−18%. The
evolution of the 4 fermion-site Schwinger model is then
considered. The quantity of interest here is the vacuum
persistence amplitude (VPA), defined as the (square) of
the overlap of the state of the system at time t, |ψ(t)〉
with the “vacuum” (a state in the physical sector of the
theory with no net electron-positron pair), |ψ(vac)〉. This
quantity is plotted for select times in the smaller panels of
Fig. 6 for all the twenty inexact Hamiltonians used in the
evolution. A procedure is described to estimate a mean
and uncertainty band from the most accurate Hamiltoni-
ans employed. Nonetheless, as is seen in the larger panel
of the figure, during certain times, the estimate of VPA
deviates significantly from the expected result, and this
feature is amplified at longer times.
This observation promotes adopting a multi-frequency
and multi-amplitude scheme,9 as proposed previously in
9 We use the term frequency for the beatnote frequency of the Ra-
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FIG. 4. [Left panel] The effective spin-spin coupling matrix J(zz) in Eq. (15) resulting from pairs of Raman beams addressing
4 individual ions at the Rabi frequency Ω(i), where i = 1, · · · , 4. All beams are detuned from the transverse COM mode,
ωT1 = 2pi × 4.135 MHz, by the same frequency, µIII − ωT1 = 2pi × 100 kHz. The Lamb-Dicke parameter, η, multiplying the
Rabi frequencies in the figure is η =
√
(∆kIII)2/4piMνT ≈ 0.068. [Right panel] With the same detuning, the Rabi frequencies
can be adjusted so that the J(zz) matrix produces the long-range couplings in H(zz) of the 4 fermion-site Schwinger model in
Eq. (21) with x = 6. Numerical values associated with this figure are provided in Supplemental Material.
ion index i
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FIG. 5. The effective magnetic field on each ion, B
(i)
z , that produces the H
(z) Hamiltonian of the Schwinger model, Eq. (22),
for N = 4 and µ = 1. Numerical values associated with this figure are provided in Supplemental Material.
Ref. [78] in the context of quantum simulation of the Ising
model on two-dimensional lattices. With this scheme,
mapping of the effective Hamiltonian of the ion-laser sys-
man beams unless it is identified as otherwise. A multi-frequency
scheme, therefore, refers to when multiple beatnote frequencies
are used, while a multi-amplitude scheme refers to when multiple
Rabi frequencies are applied.
tem to that of the Schwinger model can be achieved with
unprecedented accuracy, as is shown in the following.
A multi-frequency and multi-amplitude scheme
The extension of the formalism presented in Sec. II to
a multi-frequency scheme is straightforward. For exam-
ple, the effective spin-spin coupling engineered by Raman
11
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FIG. 6. Time evolution of the state |ψ(vac)〉 = | ↓↑↓↑〉 corresponding to the strongly-interacting vacuum of the 4 fermion-
site lattice Schwinger model with x = 0.6 and µ = 0.1. Open circles in the upper and left plots are the values of VPA at
select times with 20 inexact H(xx)(= H(yy)) Hamiltonians, as listed in Supplemental Material. The 9 data points that satisfy
∆(xx) ≡ J(xx)1,3
2
+ J
(xx)
1,4
2
+ J
(xx)
2,4
2 ≤ 10−4 are chosen to define central values (dark-pink lines) and uncertainties (pink bands)
on the VPA, and are compared with the exact expectations (blue lines). The plot in the lower-left panel represents the exact
time evolution of vacuum (blue curve) compared with the central value (dark-pink curve) and uncertainty (pink band) on the
VPA obtained from 9 Hamiltonians that give rise to ∆(xx) ≤ 10−4. Numerical values associated with these plots are provided
in Supplemental Material.
pairs I generalizes to
J
(xx)
i,j =
n˜µI∑
m′=1
Ω
(i)
I,m′Ω
(j)
I,m′RI
N∑
m=1
b
(i)
m b
(j)
m
µI,m′2 − ωTm2
, (23)
where n˜µI is the number of beatnote frequencies, and
where each detuning µI,m′ is associated with the Rabi fre-
quency Ω
(i)
I,m′ .
10 Similarly, the J
(yy)
i,j and J
(zz)
i,j coupling
matrices can be obtained by replacements µII → µII,m′ ,
Ω
(i)
II → Ω(i)II,m′ , µIII → µIII,m′ , and Ω(i)III → Ω(i)III,m′ ,
where a summation over m′ is assumed. For J (yy)i,j , one
must replace ωTm with ω
A
m. More generally, the full time
evolution operator in Eq. (7) can be constructed by per-
forming the changes described in the ion-laser Hamiltoni-
ans in Eqs. (3-5). This introduces additional off-resonant
10 We remind that the effective spin-spin Hamiltonian arises from
a bichromatic pair of Raman beams, one detuned by −µI,m′
(red detuned) and one by µI,m′ (blue detuned) from the carrier
transition, see discussions after Eq. (5).
terms that would scale as the number of beatnote fre-
quencies introduced. One therefore needs to ensure that
the cumulative effect of such terms remain negligible
compared with the desired effective Heisenberg Hamil-
tonian.
Fig. 7 demonstrates the success of this scheme in
an accurate generation of the long-range part of the
Schwinger Hamiltonian, H(zz), for the case of N = 8
ions. Here, the corresponding optimization problem is
solved, and the desired effective spin-spin Hamiltonian is
achieved with errors that are comparable with the ma-
chine precision. The laser frequencies are fixed such that
µI,m′ = ω
T
m′ + fs(ω
T
m′ − ωTm′+1), with fs = −0.5, and
where m′ runs from 1 to n˜III = 7, see the lower-right
plot of Fig. 7.11 The corresponding Rabi frequencies at
11 In the convention of this work, the normal mode frequencies are
ordered in a set from the highest value to the lowest value. There-
fore for the axial mode, ωAN denotes the CM mode, while for the
transverse mode, the CM mode is ωT1 . Because of this conven-
tion, the normal-mode eigenvectors b
(i)
m must be ordered accord-
ingly for the transverse and axial modes.
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FIG. 7. The effective spin-spin coupling matrix J(zz) in Eq. (15) resulting from multiple pairs of Raman beams addressing
N = 8 individual ions at the Rabi frequency Ω
(i)
III,m′ , where i = 1, · · · , 8 and m′ = 1, · · · , 7. The pairs of beams addressed at
ion i are detuned from the transverse COM mode by 7 different frequencies, µIII,m′ = ω
T
m′ + fs(ω
T
m′ − ωTm′+1) with fs = −0.5,
as denoted in the lower-right of the panel. The Lamb-Dicke parameter, η, multiplying the Rabi frequencies in the figure is
η =
√
(∆k)2/4piMνT ≈ 0.068. Here, the J(zz) matrix is tuned to produce H(zz) of the 8 fermion-sites Schwinger model in
Eq. (21). Numerical values associated with this figure are provided in Supplemental Material.
the location of each ion are plotted in the upper-right
plot of Fig. 7. As is seen, a perfect agreement between
J
(zz)
i,j and that in the Schwinger model with x = 6 and
µ = 1 is achieved. The reason for choosing a large value
of the coupling x in the original theory is to minimize the
error to the effective Heisenberg Hamiltonian due to the
unbounded contributions arising from the commutations
of the Bz Hamiltonian in Eq. (6) and H˜I and H˜II in
Eqs. (3) and (5). Note that the desired effective Bz field
in the Schwinger Hamiltonian grows with N even in the
limit µ = 0. Hence, in order to keep the undesired con-
tribution small compared with the effective Hamiltonian,
the strength of the nearest-neighbor terms is taken to be
stronger by setting x = 6. As is shown in Appendix E for
the first ion, and in Supplemental Material for the rest of
the ions, all the contributions to the exponent in the full
time-evolution operator (up to the order considered) are
small (and mostly bounded) compared with those that
constitute the Hamiltonian of the Schwinger model. The
laser parameters for a nearly exact engineering of H(xx),
H(yy), and H(z) are shown in Figs. 11-13 of Appendix D.
It must be noted that the optimization problem in all
cases is solved under two constraints: i) the sum of Rabi
frequencies at the location of each ion is less than or equal
to 2 MHz, ii) the contribution to the full evolution from
the first-order terms, those proportional to coefficients
α
(x)
i,m, α
(y)
i,m, and α
(z)
i,m in Eqs. (8-10), remains below 0.5 at
several random times up to 1 ms.
To summarize, we have provided detailed experimental
protocols for a fully analog simulation of the Schwinger
model for given parameters with i) a scheme that requires
only individual amplitude and phase control of the laser
beams and engineers an approximate Schwinger Hamil-
tonian, and ii) a scheme that takes advantage of indi-
vidual amplitude, phase and frequency control and en-
gineers the desired Hamiltonian with great accuracy (up
to errors associated with the difference between the full
ion-laser evolution and the effective Heisenberg model,
which are nonetheless assured to remain negligible in the
schemes proposed). It is clear that the second scheme
can be easily applied to any number of ions at the cost of
introducing a multitude of laser frequencies, the number
of which grows with the number of ions. This can be al-
ready achieved with current technologies for up to ∼ 30
ions, and most importantly is scalable, as it involves a
linear growth in the complexity of the classical control
hardware of the experiment.
In the following, other examples of LGTs whose dy-
namics can be mapped onto a spin-12 system will be dis-
cussed. The goal is to only point out the potential of an
ion-trap quantum simulator in addressing more complex
spin systems by providing examples of relevant gauge
theories. Explicit scenarios for given ion-trap architec-
tures are straightforward to obtain, following optimiza-
tion strategies presented for the case of the Schwinger
model.
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IV. ANALOG SIMULATIONS OF SYSTEMS IN
HIGHER DIMENSIONS WITH A 1D CHAIN OF
IONS
With a generic Heisenberg model and an effective mag-
netic field engineered in Sec. II, it is clear that a wide
range of couplings among spins can be tailored, as was
demonstrated for the case of the Schwinger model. In
particular, as seen in Sec. III, the H(αα) with α = x, y, z
does not have to be necessarily nearest neighbor or of any
particular form, as the multi-frequency, multi-amplitude
scheme of this work allows an arbitrary Ji,j to be pro-
duced. This observation implies that spin systems in
higher spatial dimensions can be engineered as well, as
was also noted in Ref. [78]. One only needs to map the
points on a 2D or 3D lattice to a linear chain of ions along
with their corresponding couplings. Of course, with a
fixed number of ions in a given experiment, this means
that the finite-size effects in the dynamics of the system
under study will be larger, as e.g., in the case of square
and cubic lattices the spatial extent of the system will be
N1/2 and N1/3, respectively. Nevertheless, this possibil-
ity implies that a linear quantum system can be used as a
platform for analog simulations of theories in any dimen-
sion, bringing the versatility of such an analog platform
closer to its digital counterpart.
A. 2+1D Abelian Chern-Simons theory coupled to
fermions
As an example of an interesting field theory in 2 + 1D,
consider the Chern-Simons theory coupled to fermions.
This theory is of broad impact on a range of problems
in theoretical physics, from the theory of the integer and
fractional quantum Hall effects to knot theory and par-
ity anomalies in quantum field theory, see Ref. [89] for a
review. Since the theory is topological in the continuum,
the construction of a discretized counterpart of the theory
turned out to be non-trivial as a lattice has explicit refer-
ence to a given coordinate system and metric. However,
it has been shown [90, 91] that one can still formulate a
U(1) LGT that retains gauge invariance on arbitrary 2D
planar graphs, has no local excitations (hence is topo-
logical) and in the long-wavelength limit approaches the
Chern-Simons theory in the continuum. As is discussed
in Ref. [91], a lattice formulation of the Chern-Simons
theory is invaluable in investigations of fractional Chern
insulators that occur in given lattice geometries. As a
result, it is interesting to ask if a quantum-simulation
protocol for this theory can be devised on the simulating
platform of this work.
A known result [90] in the context of the generalized
Jordan-Wigner transformation in higher dimensions is
Fradkin’s proof of equivalence between the spin- 12 XY
model on a 2D Bravais lattice and a Chern-Simons theory
in 2+1D coupled to fermions, provided that the strength
of the Chern-Simons’ term in the Lagrangian density:
LCS = a†(x)iD0a(x)−
∑
j=1,2
[
a†(x)eiAj(x)a(x+ nˆj)+
h.c.]− θ
4
µνλAµ(x)Fνλ(x) (24)
is θ = 12pi [90]. Here, time is assumed to be continuous
while spatial coordinates are defined on a square lattice,
i.e., x = (t,n) where n is a vector whose components are
integer multiples of the lattice spacing.12 µ, ν = 0, 1, 2
with the zeroth direction being the time direction, a is
a complex spinless fermion field, Aµ is the gauge field,
Dµ = ∂µ − iAµ is the covariant derivative, Fµν is the
field-strength tensor: Fµν = ∂µAν − ∂νAµ, and µνλ is
the Levi-Civita symbol. Note that the A0 field does not
have any dynamics and can be set equal to zero with
the choice of a temporal gauge. The physical sector of
the theory, i.e., states that satisfy the Gauss’s law, can
be identified from the condition δSδA0 = 0, where S is
the action. These states then correspond to those for
which a†(x)a(x) − θij [Aj(x+ nˆi)−Aj(x)] = 0. It is
also clear that the Hamiltonian of the theory vanishes in
the absence of matter fields, which is a desired feature of
the topological theory. In the presence of matter fields,
i.e., the Hamiltonian corresponding to Eq. (24) is
HCS =
∑
n
∑
j=1,2
[
a†(n)eiAj(n)a(n+ nˆj) + h.c.
]
.(25)
Note that the time dependence of the fields is now im-
plicit considering the Hamiltonian equations of motion.
As is shown in Ref. [90], the gauge links can be elimi-
nated from the Hamiltonian with the use of Gauss’s law,
at the cost of changing the equal-time commutation re-
lation of fermions. This is in fact a great advantage since
when θ = 12pi (or in general when
1
2θ is an odd multi-
ple of pi), the new commutation relations are those of
hardcore bosons, i.e., the spin- 12 matrices. As a result,
this procedure can be realized as a 2D generalization of
the familiar Jordan-Wigner transformation. Explicitly,
by performing the transformations a → eiφa ≡ a˜ and
a† → a†e−iφ ≡ a˜†, where Aj(n) ≡ φj(n + nˆi) − φj(n),
one arrives at
HCS =
∑
n
∑
j=1,2
[
σ
(n)
+ σ
(n+nˆj)
− + h.c.
]
, (26)
where the following identifications are assumed: σ
(n)
+ =
a˜†(n), σ(n)− = a˜(n), and σ
(n)
z = 1−2a†(n)a(n). Eq. (26)
clearly corresponds to an XY spin model. Note that a pa-
rameter h could be introduced to control the magnitude
of the hopping term in the Hamiltonian.
To perform an analog simulation of such a 2D XY
model within the scheme presented in Sec. II requires
12 For a general formulation on 2D planar lattices, see Refs. [91, 92].
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FIG. 8. The upper left panel shows a 4 × 4 lattice of spins (s = 1
2
) with nearest-neighbor interactions, corresponding to the
σx ⊗ σx (or equivalently σy ⊗ σy) interactions in the Hamiltonian in Eq. (26) with n = (nx, ny), where nx (ny) runs from 0 to
3, and where an open boundary condition is adopted. The nearest-neighbor interactions of a select site are depicted in green
links. This 2D configuration can be mapped to a 1D chain of ions, as shown in the lower panel, along with the couplings of the
select site in the new configuration. The obtained 1D coupling matrix Ji,j is shown in the upper right panel.
optimizing a (Ji,j ≡) J (XX)i,j = J (Y Y )i,j matrix by perform-
ing a multi-frequency, multi-amplitude Molmer-Sorenson
scheme using the transverse and axial normal modes of
motion. For a 4×4 lattice in the target theory, a system of
N = 16 ions can be used as is shown in Fig. 8, along with
the required Ji,j matrix. Obtaining the laser frequencies
and amplitudes is a straightforward optimization process,
as detailed in the previous section, and in fact machine
precision accuracy can be achieved, as demonstrated in
Ref. [78] for similar geometry and coupling profiles. Fi-
nally, we should remark that the full Hamiltonian in such
a 2+1D Abelian LGT must include the energy stored in
electric and magnetic fields, giving rise to the Maxwell-
Chern-Simons theory [93, 94].13 Aside from the ques-
tion of what is the proper formulation of a discretized
Maxwell-Chern-Simons theory, one needs to account for
the full dynamics of the gauge fields by mapping them to
those in an ion-trap quantum-simulation platform, which
is beyond the scope of the present work.
13 See also Ref. [95] for discussions regarding a non-Abelian case,
the Yang-Mills-Chern-Simons theory.
B. 2+1D pure Z2 lattice gauge theory
ZN gauge theories are discrete Abelian gauge theo-
ries that given their simple underlying symmetry have
long served as a testbed for gaining deeper perspectives
on gauge theories. Despite their simple structure, they
can have non-trivial phase diagrams exhibiting e.g., a
confining phase. In fact, since Z3 is the center of the
SU(3) group, the confinement in the Yang-Mills theory
is attributed to the Z3 symmetry. These gauge theo-
ries have been the focus of numerous theoretical and ex-
perimental proposals for quantum simulation of gauge
theories, in particular using neutral atoms in optical lat-
tices [32, 47, 96]. An interesting feature of ZN is its
duality with spin models. This connection has been de-
veloped over decades [97], starting from Wegner’s demon-
stration of such a duality for the case of a Z2 LGT [98],
and has inspired similar duality constructions for non-
Abelian gauge theories such as SU(N) [99]. Further, re-
cent work has suggested that the 4D Z2 LGT provides
a complete model for all classical spin models and all
Abelian discrete LGTs [100, 101].
The example that will be presented here is a 2+1D
Z2 LGT that is dual to a 2D Ising model, and is there-
fore amenable to the quantum simulation protocol of
this work. The Hamiltonian of the 2+1D Z2 LGT can
be expressed with a pair of conjugate spin operators
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FIG. 9. The upper-left panel shows a 5× 5 spatial lattice corresponding to the Z2 Hamiltonian in Eq. (27). An open boundary
condition is adopted, and a select plaquette term in the Hamiltonian is shown. The center of the plaquettes defines the sites of a
dual lattice, as depicted by the green points, and are separately shown in the right panel. Such a 2D configuration corresponds
to the Ising Hamiltonian in Eq. (28), which can now be mapped to a 1D chain of ions, as shown in the lower panel of the figure.
{σx(l), σz(l)}, where σx(l) = eipiE(l) and σz(l) = eiA(l).
Here, l denotes a link on the 2D spatial lattice, A(l) is
the gauge field evaluated on link l with A(l) = {0, pi}.
E(l) is the corresponding “electric field” with E(l) =
{0, 1}. Note that in order to keep the presentation sim-
ple, we have not used bold-faced quantities for the two-
dimensional vectors A(l) and E(l), as their directionality
on the 2D plane is implicit from the directionality of the
link arguments. The lattice Hamiltonian of such a pure
gauge theory consists of “electric” and “magnetic” terms:
H2+1D Z2 = −
∑
l
σx(l)− λ
∑
p
σz(l1)σz(l2)σz(l3)σz(l4).
(27)
Here, the first (second) sum runs over all links (plaque-
ttes) on the 2D lattice, and open boundary conditions are
assumed. A plaquette is defined as the product of four
gauge links staring from the lower-left corner and moving
counterclockwise, see the upper right panel of Fig. 9. The
Hamiltonian in Eq. (27) remains invariant under a local
gauge transformation which flips the sign of σz on links
sharing site n, but does not affect σx on links sharing the
same site. The Gauss’s law corresponding to this sym-
metry defines the physical sector of the theory, namely
states for which the eigenvalue of the Gauss’s law oper-
ator G(n) =
∏
n σx(ln) is unity, where ln denotes all the
four links that meet at point n.
To establish a duality relation with the 2D Ising model,
the gauge invariance can be taken into account to: i) fix
the gauge conveniently such that σz on all links along one
of the spatial directions is set to unity, ii) use the operator
identity G(n) = 1 in the physical Hilbert space of the the-
ory to replace σx along the same space direction as in i)
with those along the other direction. These two steps in-
spire the replacements σz(l1)σz(l2)σz(l3)σz(l4)→ σx(p),
and
∏
l˜′≤l˜ σx(l˜
′) → σz(p) (which is allowed as the new
{σx, σz} set has the same commutation relations as the
original set). In the first replacement rule, p denotes the
plaquette formed by links l1, l2, l3, l4, and in the second
rule, it denotes the plaquette whose left bottom corner
is the point at which l˜ starts. The product is over all
links prior to and including link l˜, and tilde is used to
denote the space dimension for which the gauge remains
unfixed. It is now easy to see that in terms of the new
spin operators, the Hamiltonian in Eq. (27) can be writ-
ten as
H2D Ising = λ
−∑
p
σx(p)− 1
λ
∑
〈p,p′〉
σz(p)σz(p
′)

≡ −λ
∑
n
σ(n)x −
∑
n
∑
j=1,2
σ(n)z σ
(n+nˆj)
z , (28)
where in the last line, n refers to points on the “dual”
lattice defined by the center of spatial plaquettes in the
original lattice, see Fig. 9. 〈p, p′〉 in the first line denotes
the nearest-neighbor plaquettes. For further detail on
the expected phase diagram of the theories at different
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coupling regimes, see e.g., Ref. [97].
The duality between Eq. (27) and (28) allows to simu-
late the dynamics of a Z2 LGT in 2+1D using a chain of
ions in 1D whose interactions are tailored to correspond
to the Ising Hamiltonian, as discussed in the previous ex-
ample of this section. The correspondence between the
original 2D lattice, the dual lattice, and the chain of ions
is depicted in Fig. 9. Engineering the nearest-neighbor
σz ⊗ σz interactions was detailed in Sec. II, and the ad-
ditional global transverse magnetic field can be easily in-
troduced by performing single-qubit rotations, with an
angle determined by the coupling λ in the original the-
ory.
V. CONCLUSION AND OUTLOOK
In this paper, we took on the question of how to best
leverage the current technologies in ion-trap analog quan-
tum simulators to engineer the Hamiltonian of gauge field
theories. Towards this goal, gauge theories that can be
experimentally realized in such platforms in the near fu-
ture are enumerated, and are shown to be amenable to
a particular quantum simulation scheme devised in this
work. The highlights of the scheme presented, and its
promising applications, can be summarized as:
B N sets of laser beams are used to address individ-
ual ions in a 1D chain. With the addition of three
global laser beams, the Hamiltonian of a Heisen-
berg model can be engineered. Certain orientations
and frequencies of the beams compared with each
other (see Fig 1) allow σ
(i)
x ⊗ σ(j)x , σ(i)y ⊗ σ(j)y , and
σ
(i)
z ⊗ σ(j)z spin-spin interactions to be generated
with negligible couplings among different Raman
processes. Each set of lasers couples to one set of
normal modes of motion (two transverse and one
axial), allowing arbitrary spin-spin couplings to be
engineered. Our scheme is inspired by that pre-
sented in Ref. [63] but does not require an asym-
metric trap in the transverse directions, as long as
one is interested in a Heisenberg XYZ and XXZ
models (see the example of the Schwinger Model in
Sec. III).
B The experimental scheme of this work offers the
capability of engineering a range of interesting dy-
namics with a single beatnote frequency for each set
of the lasers, denoted as µL with L = I, II, III, but
with tunable phases and with Rabi frequencies Ω
(i)
L
at the location of each ion. Moreover, introducing
a frequency control to the system, as is common
in the digital ion-trap platforms, allows arbitrary
spin-spin Hamiltonians to be engineered with un-
precedented accuracy.
B The frequency control allows an effective local mag-
netic field to be engineered via asymmetrically
shifting the frequency of the red- and blue-detuned
Raman beams, eliminating the need for introducing
another N laser beams to induce local Stark shifts
on the ions.
B Engineering an arbitrary Heisenberg Hamiltonian
is enabled in this work by a thorough optimization
procedure that minimizes the contributions arising
from unwanted couplings to phonon excitations,
contributions that drive the dynamics away from
the effective spin-spin Hamiltonians. This is a cru-
cial requirement for a reliable quantum simulation
that is addressed for the first time in this work. The
purely spin formulation of the lattice Schwinger
model exists, and corresponds to a Heisenberg XXZ
model with both short and long-range interactions,
and with an effective local magnetic field. The op-
timization procedure described above was applied
to this example with N = 8, and can be scaled
straightforwardly to any number of ions.
B In this work, equal-size nearest-neighbor couplings
along the spin axes xˆ and yˆ are achieved through
coupling to transverse and axial modes of the mo-
tion, respectively, eliminating any significant un-
desired coupling between the two resulting inter-
acting Hamiltonians in the evolution given the
Raman-beam detunings required. This feature
does not demand the use of a strong effective mag-
netic field to induce such nearest-neighbor interac-
tions [66, 67, 102], with its known limitations [103].
Although it may be challenging to implement such
a scheme in larger chains of ions with low axial
normal-mode frequencies, ideas such as that pro-
posed in Ref. [104] may allow a scalable scheme in
future investigations.
B Another feature of the proposed scheme is a high
degree of flexibility in tuning the spin-spin inter-
action couplings of arbitrary forms along each axis
of the qubit independently. This feature, which for
example is not offered in single Molmer-Sorenson
schemes [105], is shown to be particularly useful
for engineering the Hamiltonians of gauge theories
considered in this work.
B The high level of control allows quantum simula-
tion of models in higher dimensions. Two interest-
ing examples of lattice gauge theories presented in
this work (see Sec. IV) are Abelian Chern-Simons
theory coupled to matter, and a Z2 pure gauge the-
ory, both in 2+1D, whose dynamic can be mapped
to a planar Ising model with nearest-neighbor in-
teractions. Such capability opens up the possibility
of analog quantum simulations of systems beyond
what has been possible to date.
A few directions can be recognized as natural exten-
sions of the ideas presented in this paper. These include:
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C There are a range of methods that lead to a
truncated angular-momentum representation of the
gauge degrees of freedom in LGTs, such as the
quantum link models [32, 34, 40], or the use of a
tensor-network construction in Abelian gauge the-
ories coupled to matter [40, 106]. With the ma-
nipulation of a larger number of internal levels of
the ions, the approach advocated in this paper can
be applied to engineer interactions of spin systems
with s ≥ 12 . An experimental realization of a spin
Hamiltonian with s = 1 is presented in Ref. [107],
and can be extended to allow quantum simulation
of select gauge theories in spin-1 representations.
C For a wide range of phenomenologically-interesting
lattice gauge theories for which a purely spin rep-
resentation does not exist, it is essential to extend
the toolkit of ion-trap analog simulation to leverage
the control over phononic degrees of freedom. This
will require further technological advancement on
the experimental front, as well as new proposals for
engineering gauge and gauge-matter interactions in
a highly controlled spin-phonon system.
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Appendix A: Experimental specifications of the
trapped ion system considered for examples of this
work
In order to provide explicit protocols in the examples
provided in Sec. III and Appendix B, the ion-trap system
that is considered is assumed to share similar features as
those realized in Refs. [68–70]. Nonetheless, the general
procedure for obtaining these protocols can be identically
applied to systems containing other species of ions, and
exhibiting different laser characteristics.
Consider N 171Yb+ ions confined in a radio-frequency
Paul trap [79]. The “qubit” in this system has been
commonly encoded in a magnetically-insensitive clock
state of 171Yb+. However, for the quantum simula-
tions of the gauge theories considered in this study,
magnetically-sensitive hyperfine levels |F = 0,mF = 0〉
and |F = 1,mF = −1〉 will be needed, see Fig. 10.
The former (latter) level corresponds to sz = − 12 ( 12 )
component of a quasi-spin operator. These are split
in energy by a corresponding frequency ν0 ≡ ω0/2pi =
12.642819 GHz + 310.8B20 Hz/G
2, where B0 denotes an
external magnetic field [108]. Highly efficient state ini-
tialization and readout are performed using a laser tuned
to 369.5 nm, which strongly couples the ground 2S1/2 and
excited 2P1/2 states.
For the Paul trap considered in the proposals of this
work, νA = 0.713 MHz and νT = 4.1351 MHz, where νA
and νT are the axial and transverse frequencies of the
confining potential, respectively. The axial and trans-
verse normal-mode frequencies in such a trap are tabu-
lated in Table I for N = 4 and N = 8. Finally, to achieve
the values of Lamb-Dicke parameters used in the exam-
ples presented in Sec. III and Appendix D, the lasers are
aligned such that: ξ = 0.6960 and χ = 0.1767, where ξ
and χ are introduced in the caption of Fig. 1. As a result,
the angles between the individual beams and the three
global beams (I), (II), and (III) are 88.21◦, 20.36◦, and
88.21◦, respectively.
Appendix B: Tuning spin-dependent forces for the
proposed scheme of this work
The Hamiltonian H˜III in Eq. (5) is proportional to the
operator α0I(i) +α3σ(i)z . As was derived in Sec. II, the ef-
fective spin-spin interaction H(zz) arise from [H˜III , H˜III ]
commutation at O(η2) in the Magnus expansion of the
time-evolution operator. When α0 6= 0, this commuta-
tion creates an effective σ
(i)
z Hamiltonian with a strength
twice that of the effective σ
(i)
z ⊗ σ(i)z Hamiltonian. Such
a bias magnetic field introduces a significant error to
the desired evolution. Any attempt to null out such a
local magnetic field with additional sets of lasers will
cause further nonzero commutations with the H˜I and
H˜II Hamiltonians, that are generally non-negligible given
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1(COM) 2 3 4 5 6 7 8
 
(COM)
n -58.837 -58.837 -58.837 - - - - -
(1,1) (1,2) (1,3) (2,1) (2,2) (2,3) (3,1) (3,2)
5.598 0.269 2.511 8.010 1.700 -6.371 12.565 -6.092
(ion,mode) (3,3) (4,1) (4,2) (4,3) (5,1) (5,2) (5,3) (6,1)
⌘⌦i,n -2.467 42.683 4.632 -8.182 -13.841 -22.936 12.472 -4.909
(6,2) (6,3) (7,1) (7,2) (7,3) (8,1) (8,2) (8,3)
-13.534 -12.167 -1.508 4.581 -13.710 0 0 0
J (ZZ)
0BBBBBBBBBB@
0 1.500 1.250 1.000 0.750 0.500 0.249 0
1.500 0 1.250 1.000 0.750 0.500 0.249 0
1.250 1.250 0 1.000 0.750 0.500 0.249 0
1.000 1.000 1.000 0 0.750 0.500 0.249 0
0.750 0.750 0.750 0.750 0 0.500 0.249 0
0.500 0.500 0.500 0.500 0.500 0 0.249 0
0.249 0.249 0.249 0.249 0.249 0.249 0 0
0 0 0 0 0 0 0 0
1CCCCCCCCCCA
.
i, j
j<i.
mode m 1 2 3 4
!Tm/2⇡ 4135.100 4073.166 3984.525 3871.330
!Am/2⇡ 2175.334 1718.602 1234.952 713.000.
mode m 1 2 3 4 5 6 7 8
!Tm/2⇡ 4135.100 4073.166 3983.765 3868.867 3728.561 3561.477 3364.856 31341.543
!Am/2⇡ 3880.802 3473.033 3055.852 2627.192 2184.079 1722.123 1234.952 713.000
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TABLE I. Transverse normal modes of the motion of 4 (upper table) and 8 (lower table) ions in the Paul trap considered in
this work. Frequencies are in kHz.
the strength of the bias magnetic field.14 It is there-
fore important to investigate solutions that eliminate the
term proportional to α0 in the native Hamiltonian in
Eq. (5). One such solution relies on tuning the polariza-
tions and detuning of the Raman beams used to produce
the H˜III Hamiltonian such that the spin-dependent force
acting on the state |↑〉 is negative to that on the state |↓〉:
F↑ = −F↓. This then sets α0 = 0, which is the choice
used in our proposal in Sec. II. To demonstrate this so-
lution, we consider the example of 171Yb+, however, the
same approach can be taken to find schemes that work
for other ion traps as well.
As mentioned in Appendix A, the qubit is encoded
in the magnetically-sensitive |↑〉 ≡ |F = 0,mF = 0〉
and |↓〉 ≡ |F = 1,mF = −1〉 hyperfine 2S1/2 states of
171Yb+. Consider a set of Raman beams with frequencies
ωr and ωb, detuned from
2P1/2 manifold by ∆. In order
to produce a spin-dependent force as discussed in Sec. II,
the beams have to be detuned from each other by the mo-
tional mode’s frequency ωm, that is ∆ω = ωb−ωr = ωm,
see Fig. 10. In order to find appropriate polarizations and
detuning that allow a pure σz Hamiltonian, three quanti-
ties must be calculated in this scheme: i) the Stark shift
induced by red and blue lasers in the Raman pair, ii)
the spontaneous emission rate from excited states, and
finally iii) the spin-dependent force on the qubit. (iii)
must be studied to deduce the conditions under which
F↑ = −F↓, while at the same time (i) must be ensured
to vanish, and (ii) must be minimized.
Let us denote the polarization of each beam by ˆr =
r−σˆ− + r0pˆi+ r+σˆ+ and ˆb = b−σˆ− + b0pˆi+ b+σˆ+, where
|r−|2 + |r0|2 + |r+|2 = |b−|2 + |b0|2 + |b+|2 = 1. In cal-
culating these quantities, matrix elements in the form
〈α′F ′m′F |d · ˆ |αFmF 〉 need to be evaluated, where d is
the electric dipole operator, and α represents all other
quantum numbers of the state besides the total spin F
(nuclear spin added to electron’s total angular momen-
tum) and its component along the quantization axis, mF .
Such a matrix element can be evaluated using [109]
〈α′F ′m′F |d.ˆ |αFmF 〉 = (−1)J
′+I−m′F
√
(2F + 1)(2F ′ + 1)
{
J ′ F ′ I
F J 1
}(
F 1 F ′
mF q −m′F
)
〈α′J ′||d||αJ〉. (B1)
Here, q = −1 for the σˆ−-polarized light, q = 0 for the
pˆi-polarized light, and q = 1 for the σˆ+-polarized light.
I and J denote the total nuclear spin and the electron’s
total angular momentum, respectively. “()” corresponds
Wigner’s 3j symbol while “{}” corresponds to Wigner’s
6j symbols. The reduced matrix element 〈α′J ′||d||αJ〉 is
related to the spontaneous emission rate γ between states
with J and J ′ quantum numbers for an atom coupled to
free space:
|〈α′J ′||d||αJ〉|2 = c0(2J ′ + 1)γ, (B2)
where c0 is a number that depends on the transitions.
For simplicity, in the following we assume that the 2P1/2
and the 2P3/2 states have the same c0 and γ.
14 Such a bias magnetic field term is discussed in Ref. [65].
i) Stark shift: In the limit where ∆ γ, the Stark shift
for |mS〉 = |↑〉 , |↓〉 is given by [110]
δStark(mS) =
1
4
∑
j=r,b
∑
i
| 〈mS |d · ˆjEj |i〉 |2
∆i
, (B3)
where ∆i is the detuning from the states that are vir-
tually occupied, and Ej is the electric-field amplitude.
Using Eq. (B1), the net Stark shift is found to be
δStark(↑)− δStark(↓) = c0γωF
122∆(∆− ωF )
×
(
|b−|2 + |r−|2 − |b+|2 − |r+|2
)
. (B4)
As is evident, by choosing |b−|2 + |r−|2 = |b+|2 + |r+|2,
the net shift can be set to zero.
ii) Spontaneous emission: The spontaneous emission rate
19
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2P1/2
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FIG. 10. The level diagram of 171Yb+ relevant to the scheme presented in this Appendix.
can be evaluated using [110]
RSE =
1
4
∑
i
∑
j=r,b
∑
mS=↓,↑
PmSγi| 〈mS |d · ˆjEj |i〉 |2
∆2i
,
(B5)
where PmS is the probability of being in the mS ground
state. Under the constraint that sets Eq. (B4) to zero,
one finds that
RSE =
c0γ
2(2 + |r0|2 + |b0|2)
12
√
(1 + |r0|2)(1 + |b0|2)
[
1
∆2
+
2
(∆− ωF )2
]
.
(B6)
As is seen, with the choice ∆ = (
√
2− 1)ωF one is close
to a local minimum of the spontaneous emission rate.
iii) Spin-dependent force: Finally, the spin-dependent
force can be found by considering the resonant two-
photon Raman Rabi rate [110]
Ω(mS) =
ei(ϕb−ϕr)
4
∑
i
〈mS |d · ˆrEr |i〉 〈i|d · ˆbEb |mS〉
∆i
,
(B7)
where ϕr and ϕb are the phases of the red- and blue-
detuned beams, respectively. With ∆ϕ ≡ ϕb − ϕr = 0
and ∆ = (
√
2− 1)ωF , one find that
Ω(↓) = −γ(b0r
∗
0 + b−r
∗
− + b+r
∗
+)
12ωF
, (B8)
Ω(↑) = γ(−2b0r
∗
0 + (2 + 3
√
2)b+r
∗
+ − 3(2 +
√
2)b−r∗−)
24ωF
.
(B9)
In order to satisfy the condition Ω(↓) = −Ω(↑) or in turn
F↑ = −F↓,15 a choice for the polarization vectors is
ˆb =
3
2−√2(−1,
√
2 +
3√
2
, 1), (B10)
ˆr =
3
2−√2(1,
√
2 +
3√
2
, 1). (B11)
Of course, these analytical solutions rely on the approx-
imations that were made throughout these calculations,
such as equal spontaneous emission rate from all the ex-
cited states considered. When precise values of the phys-
ical parameters in the system are input, the optimal val-
ues for the parameters can still be evaluated numerically
using the formalism outlined. See also Ref. [111] for a
similar approach in achieving the condition F↑ = −F↓.
Appendix C: Details of the laser-ion evolution
operator
In this Appendix, the explicit forms of the functions ap-
peared in Eqs. (7-10) of the main text will be provided.
The following frequency parameters are used:
∆Tm ≡ µI + ωTm, δTm ≡ µI − ωTm, (C1)
∆Am ≡ µII + ωAm, δAm ≡ µII − ωAm, (C2)
∆˜Tm ≡ µIII + ωTm, δ˜Tm ≡ µIII − ωTm, (C3)
while the rest of the parameters/functions are already
defined in Sec. II.
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α
(x)
i,m(t) =
η
(i)
I,mΩ
(i)
I
2
[∫ t
0
dt1
(
ei∆
T
mt1 − e−iδTmt1
)
+
iB(i)
2
∫ t
0
dt2
∫ t2
0
dt1
[(
ei∆
A
mt1 + e−iδ
A
mt1
)
− t1 ↔ t2
]]
, (C4)
α
(y)
i,m(t) =
iη
(i)
II,mΩ
(i)
II
2
[∫ t
0
dt1
(
ei∆
A
mt1 + e−iδ
A
mt1
)
− iB
(i)
2
∫ t
0
dt2
∫ t2
0
dt1
[(
ei∆
T
mt1 − e−iδTmt1
)
− t1 ↔ t2
]]
, (C5)
α
(z)
i,m(t) =
η
(i)
III,mΩ
(i)
III
2
∫ t
0
dt1
(
ei∆˜
T
mt1 − e−iδ˜Tmt1
)
. (C6)
β
(x)
i,m,n(t) =
η
(i)
II,mη
(i)
III,nΩ
(i)
IIΩ
(i)
III
2
∫ t
0
dt2
∫ t2
0
dt1
[(
ei∆
A
mt2 + e−iδ
A
mt2
)(
ei∆˜
T
n t1 − e−iδ˜Tn t1
)
− t1 ↔ t2
]
, (C7)
β
(y)
i,m,n(t) = −
iη
(i)
I,mη
(i)
III,nΩ
(i)
I Ω
(i)
III
4
∫ t
0
dt2
∫ t2
0
dt1
[(
ei∆
T
mt2 − e−iδTmt2
)(
ei∆˜
T
n t1 − e−iδ˜Tn t1
)
− t1 ↔ t2
]
, (C8)
β
(z)
i,m,n(t) =
η
(i)
I,mη
(i)
II,nΩ
(i)
I Ω
(i)
II
4
∫ t
0
dt2
∫ t2
0
dt1
[(
ei∆
T
mt2 − e−iδTmt2
)(
ei∆
A
n t1 + e−iδ
A
n t1
)
− t1 ↔ t2
]
. (C9)
γ
(z)
i (t) =
iB(i)
4
∫ t
0
dt1. (C10)
χ
(x)
i,j (t) =
N∑
m=1
η
(i)
I,mη
(j)
I,mΩ
(i)
I Ω
(j)
I
8
∫ t
0
dt2
∫ t2
0
dt1
[(
ei∆
T
mt2 − e−iδTmt2
)(
ei∆
T
mt1 − e−iδTmt1
)]
, (C11)
χ
(y)
i,j (t) = −
N∑
m=1
η
(i)
II,mη
(j)
II,mΩ
(i)
IIΩ
(j)
II
8
∫ t
0
dt2
∫ t2
0
dt1
[(
ei∆
A
mt2 + e−iδ
A
mt2
)(
ei∆
A
mt1 + e−iδ
A
mt1
)]
, (C12)
χ
(z)
i,j (t) =
N∑
m=1
η
(i)
III,mη
(j)
III,mΩ
(i)
IIIΩ
(j)
III
8
∫ t
0
dt2
∫ t2
0
dt1
[(
ei∆˜
T
mt2 − e−iδ˜Tmt2
)(
ei∆˜
T
mt1 − e−iδ˜Tmt1
)]
. (C13)
Appendix D: Engineered Hamiltonian of the
Schwinger model with N = 8 ions
The multi-frequency, multi-amplitude scheme pre-
sented at the end of Sec. III describes the engineering
of the long-range Hamiltonian of the Schwinger model in
the 8 fermion-site theory, see Fig. 7. The same optimiza-
tion procedure can be adopted to engineer the nearest-
neighbor Hamiltonians in the same theory using sets of
laser beams that address transverse (for H(xx)) and ax-
ial (for H(yy)) normal modes of motion. The associated
results, as well as the required effective magnetic field
that produces H(z), are depicted in Figs. 11-13 of this
appendix. Associated numerical values are presented in
Supplemental Material.
15 Note that the spin-dependent force is related to the Rabi fre-
quency via FmS = ∆k Ω(mS).
Appendix E: Numerical evaluation of lasers-ions
evolution
In order to confirm that the evolution of laser-ion sys-
tems in the scheme proposed in this work follows that
of a Heisenberg spin model with a magnetic field, the
exponent of the full evolution operator up to O(η2, ηB)
(see Eq. (7)) can be numerically evaluated for each set
of laser beatnote and Rabi frequencies found. Here, we
assume that the ions are in their motional ground state,
which can be achieved in current ion-trap experiments.
The results of this evaluation are plotted, respectively,
in Figs. 14 and 15 for the case of the Schwinger-model
parameters with N = 4 and N = 8 that were studied in
Sec. III. These figures correspond to the evolution of the
first ion in the chain and the results for the rest of the
ions are included in Supplemental Material. To interpret
these plots, note that the quantities that are plotted are
contributions to the exponent of the evolution operator
as a function of time t in millisecond (ms), and that:
- (a) plots in different colors the real and imag-
inary parts of all contributions arising from
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FIG. 11. The effective spin-spin coupling matrix J(xx) in Eq. (13) resulting from multiple pairs of Raman beams addressing
N = 8 individual ions at the Rabi frequency Ω
(i)
I,m′ , where i = 1, · · · , 8 and m′ = 1, · · · , 7. The pairs of beams addressed at
ion i are detuned from the transverse COM mode by 7 different frequencies, µI,m′ = ω
T
m′ + fs(ω
T
m′ − ωTm′+1) with fs = 0.5,
as denoted in the lower-right of the panel. The Lamb-Dicke parameter, η, multiplying the Rabi frequencies in the figure is
η =
√
(∆kI)2/4piMνT ≈ 0.068. Here, the J(xx) matrix is tuned to produce H(xx) of the 8 fermion-site Schwinger model in
Eq. (19) with x = 6. Numerical values associated with this figure are provided in Supplemental Material.
!(t)m /2⇡ [MHz]
� � � � �
ion index i
ion index j
mode index
ion index
H(yy)
⌘⌦
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FIG. 12. The effective spin-spin coupling matrix J(yy) in Eq. (14) resulting from multiple pairs of Raman beams addressing
N = 8 individual ions at the Rabi frequency Ω
(i)
II,m′ , where i = 1, · · · , 8 and m′ = 1, · · · , 7. The pairs of beams addressed at
ion i are detuned from the axial COM mode by 7 different frequencies, µI,N−m′+1 = ω
A
N−m′+1 + fs(ω
A
N−m′ − ωAN−m′+1) with
fs = −0.5, as denoted in the lower-right of the panel. The Lamb-Dicke parameter, η, multiplying the Rabi frequencies in the
figure is η =
√
(∆kII)2/4piMνA ≈ 0.081. Here, the J(yy) matrix is tuned to produce H(yy) of the 8 fermion-site Schwinger
model in Eq. (20) with x = 6. Numerical values associated with this figure are provided in Supplemental Material.
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ion index i
H(z) B(i)z /2⇡Ji,j [kHz]
FIG. 13. The effective magnetic field, Bz, that produces the H
(z) Hamiltonian of the Schwinger model, Eq. (22), for N = 8
and µ = 1. Numerical values associated with this figure are provided in Supplemental Material.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
FIG. 14. Contributions to the exponent of the full laser-ion evolution operator up to and includingO(η2, ηB) for laser parameters
found in the single-frequency, multi-amplitude scheme in Sec. III to engineer the 4 fermion-site Schwinger Hamiltonian with
x = 6 and µ = 1. The quantities plotted are enumerated in this Appendix and are dimensionless. The horizontal axis is time
in ms. The plots shown correspond to the evolution of the first ion in the chain. The results for the rest of the ions can be
found in Supplemental Material.
−i ∫ t
0
dt1H
′
L(t1) with L = I, II, III acting on a state with phonon number nph = 0, and ignoring
23
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FIG. 15. Contributions to the exponent of the full laser-ion evolution operator up to and includingO(η2, ηB) for laser parameters
found in the multi-frequency, multi-amplitude scheme in Sec. III to engineer the 8 fermion-site Schwinger Hamiltonian with
x = 6 and µ = 1. The quantities plotted are enumerated in this Appendix and are dimensionless. The horizontal axis is time
in ms. The plots shown correspond to the evolution of the first ion in the chain. The results for the rest of the ions can be
found in Supplemental Material.
the O(1) numerical factor arising from spin opera-
tors acting on a general spin state. These are re-
ferred to as first-order terms, O(η), elsewhere.
- (b), (c), and (d) plot in different colors
the real and imaginary parts of all contribu-
tions arising from − 12
∫ t
0
dt2
∫ t2
0
dt1[H˜I(t2), H˜I(t1)],
− 12
∫ t
0
dt2
∫ t2
0
dt1[H˜II(t2), H˜II(t1)], and − 12
∫ t
0
dt2∫ t2
0
dt1[H˜III(t2), H˜III(t1)], respectively, acting on
a state with nph = 0, and ignoring the O(1) nu-
merical factor arising from spin operators acting
on a general spin state. As is seen, effective H(xx),
H(yy), and H(zz) Hamiltonians originate from the
imaginary part of these contributions, signified by
an almost exact linear dependence in time.
- (e), (f), and (g) plot in different colors the
real and imaginary parts of all contributions
arising from − 12
∫ t
0
dt2
∫ t2
0
dt1([H˜I(t2), H˜II(t1)] +
[H˜II(t2), H˜I(t1)]), − 12
∫ t
0
dt2
∫ t2
0
dt1([H˜I(t2), H˜III
(t1)] + [H˜III(t2), H˜I(t1)]), and − 12
∫ t
0
dt2
∫ t2
0
dt1([H˜II(t2), H˜III(t1)] + [H˜III(t2), H˜II(t1)]), re-
spectively, acting on a state with nph = 0, and
ignoring the O(1) numerical factor arising from
spin operators acting on a general spin state.
The small contributions observed show that the
choice of lasers’ detunings in our scheme leads to
negligible commutations among the two sets of the
lasers.
- (h) plots in different colors the real and
imaginary parts of all contributions aris-
ing from − 12
∫ t
0
dt2
∫ t2
0
dt1([HB(t2), H
′
L(t1)] +
[H ′L(t2), HB(t1)]) for L = I, II, III acting on a
state with nph = 0, and ignoring the O(1) numeri-
24
cal factor arising from spin operators acting on a
general spin state. While these contributions are
assured to remain a small fraction of the effective
magnetic field desired, they are not bounded in
time and couple to motional degrees of freedom.
As a result, these contributions constitute the
largest error to the desired effective-Hamiltonian
description that is engineered.
- (i) plots in different colors the real and imag-
inary parts of the contributions arising from
−i ∫ t
0
dt1HB(t1) acting on a state with phonon
number nph = 0, and ignoring the O(1) numeri-
cal factor arising from spin operators acting on a
general spin state. The real part of this contribu-
tion corresponds to the desired H(z) Hamiltonian.
Note that in the multi-frequency, multi-amplitude
scheme applied to the case of N = 8, the Hamiltonians
in Eqs. (3-5) must be generalized as described in Sec. III
(see discussions after Eq. (23)). The relation between the
contributions enumerated and those given in Eqs. (7-10)
and (C4-C13) is evident.
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