Abstract-Recently, large amount of data is widely available in information systems and data mining has attracted a big attention to researchers to turn such data into useful knowledge. This implies the existence of low quality, unreliable, redundant and noisy data which negatively affect the process of observing knowledge and useful pattern. Therefore, researchers need relevant data from huge records using feature selection methods. Feature selection is the process of identifying the most relevant attributes and removing the redundant and irrelevant attributes. In this study, a comparison between filter based feature selection methods based on a well-known dataset (i.e., hepatitis dataset) was carried out and four classification algorithms were used to evaluate the performance of the algorithms. Among the algorithms, Naï ve Bayes and Decision 
I. INTRODUCTION
Recently, thanks to innovations of computer and information technologies, huge amounts of data can be obtained and stored in both scientific and business transactions. This amount of data implies low quality, unreliable, redundant and noisy data to observe useful patterns [1] . Therefore, researchers need relevant and highquality data from huge records using feature selection methods.
Feature selection methods reduce the dimensionality of feature space, remove redundant, irrelevant or noisy data. It brings the immediate effects for application: speeding up a data mining algorithm, improving the data quality and the performance of data mining and increasing the comprehensibility of the mining results [2] .
In this study, the great interest of hepatitis disease was considered which is a serious health problem in the world and a comparative analysis of several filter based selection algorithms was carried out based on the performance of four classification algorithms for the prediction of disease risks [3] . The main aim of this study is to make contributions in the prediction of hepatitis disease for medical research and introduce a detailed and comprehensive comparison of Manuscript received November 5, 2014 ; revised February 20, 2015 . Pinar Yildirim is with the Okan University, Istanbul, Turkey (e-mail: pinar.yildirim@ okan.edu.tr). popular filter based feature selection methods.
II. FEATURE SELECTION METHODS
Several feature selection methods have been introduced in the machine learning domain. The main aim of these techniques is to remove irrelevant or redundant features from the dataset. Feature selection methods have two categories: wrapper and filter. The wrapper evaluates and selects attributes based on accuracy estimates by the target learning algorithm. Using a certain learning algorithm, wrapper basically searches the feature space by omitting some features and testing the impact of feature omission on the prediction metrics. The feature that make significant difference in learning process implies it does matter and should be considered as a high quality feature. On the other hand, filter uses the general characteristics of data itself and work separately from the learning algorithm. Precisely, filter uses the statistical correlation between a set of features and the target feature. The amount of correlation between features and the target variable determine the importance of target variable [1] , [4] . Filter based approaches are not dependent on classifiers and usually faster and more scalable than wrapper based methods. In addition, they have low computational complexity.
A. Information Gain
Information gain (relative entropy, or Kullback-Leibler divergence), in probability theory and information theory, is a measure of the difference between two probability distributions. It evaluates a feature X by measuring the amount of information gained with respect to the class (or group) variable Y, defined as follows:
Specifically, it measures the difference the marginal distribution of observable Y assuming that it is independent of feature X(P(Y)) and the conditional distribution of Y assuming that is dependent of X (P(Y/X)). If X is not differentially expressed, Y will be independent of X, thus X will have small information gain value, and vice versa [5] .
B. Relief
Relief-F is an instance-based feature selection method which evaluates a feature by how well its value distinguishes samples that are from different groups but are similar to each other. For each feature X, Relief-F selects a random sample and k of its nearest neighbors from the same class and each of different classes. Then X is scored as the sum of weighted differences in different classes and the same class. If X is differentially expressed, it will show greater differences for Filter Based Feature Selection Methods for Prediction of Risks in Hepatitis Disease samples from different classes, thus it will receive higher score (or vice versa) [5] .
C. One-R
One-R is a simple algorithm proposed by Holte [6] . It builds one rule for each attribute in the training data and then selects the rule with the smallest error. It treats all numerically valued features as continuous and uses a straightforward method to divide the range of values into several disjoint intervals. It handles missing values by treating "missing" as a legitimate value. This is one of the most primitive schemes. It produces simple rules based on one feature only. Although it is a minimal form of classifier, it can be useful for determining a baseline performance as a benchmark for other learning schemes [2] .
D. Principal Component Analysis (PCA)
The aim of PCA is to reduce the dimensionality of dataset that contains a large number of correlated attributes by transforming the original attributes space to a new space in which attributes are uncorrelated. The algorithm then ranks the variation between the original dataset and the new one. Transformed attributes with most variations are saved; meanwhile discard the rest of attributes. It"s also important to mention that PCA is valid for unsupervised data sets because it doesn"t take into account the class label [1] , [7] .
E. Correlation Based Feature Selection (CFS)
CFS is a simple filter algorithm that ranks feature subsets and discovers the merit of feature or subset of features according to a correlation based heuristic evaluation function. The purpose of CFS is to find subsets that contain features that are highly correlated with the class and uncorrelated with each other. The rest of features should be ignored. Redundant features should be excluded as they will be highly correlated with one or more of the remaining features. The acceptance of a feature will depend on the extent to which it predicts classes in areas of the instance space not already predicted by other features. CFS"s feature subset evaluation function is shown as follows [8] :
where Merit s is the heuristic "merit" of a feature subset S containing k features, r cf is the mean feature-class correlation ( s f  ), and r ff is the average feature-feature intercorrelation.
This equation is, in fact, Pearson"s correlation, where all variables have been standardized. The numerator can be thought of as giving an indication of how predictive of the class a group of features are; the denominator of how much redundancy there is among them. The heuristic handles irrelevant features as they will be poor predictors of the class. Redundant attributes are discriminated against as they will be highly correlated with one or more of the other features [9] .
F. Consistency Based Subset Evaluation (CS)
CS adopts the class consistency rate as the evaluation measure. The idea is to obtain a set of attributes that divide the original dataset into subsets that contain one class majority [8] . One of well known consistency based feature selection is consistency metric proposed by Liu and Setiono [10] .
where s is feature subset, k is the number of features in s, j D is the number of occurrences of the jth attributes value combination, j M is the cardinality of the majority class for the jth attribute"s value, and N is the number of features in the original dataset [10] .
III. CLASSIFICATION ALGORITHMS
A wide range of classification algorithms is available, each with its strengths and weaknesses. There is no single learning algorithm that works best on all supervised learning problems. This section gives a brief overview of four supervised learning algorithms used in this study, namely, J48, Naï ve Bayes, IBK and Decision Table [2] .
A. J48
J48 is the Weka implementation of the C4.5 algorithm, based on the ID3 algorithm. The main idea is to create the tree by using the information entropy. For each node the most effectively split criteria is calculated and then subsets are generated. To get the split criteria the algorithm looks for the attribute with highest normalized information gain.
The last step is called pruning, the algorithm starts at the bottom of the tree and removes unnecessary nodes, so the height of the tree can be reduced by deleting double information.
B. Naï ve Bayes
The Naï ve Bayes algorithm is a simple probabilistic classifier that calculates a set of probabilities by counting the frequency and combinations of values in a given data set. The algorithm uses Bayes theorem and assumes all attributes to be independent given the value of the class variable. This conditional independence assumption rarely holds true in real world applications, hence the characterization as Naï ve yet the algorithm tends to perform well and learn rapidly in various supervised classification problems [11] , [12] C. IBK IBK is an instance-based learning approach like the K-nearest neighbour method. The basic principle of this algorithm is that each unseen instance is always compared with existing ones using a distance metric; most commonly Euclidean distance and the closest existing instance are used to assign the class for the test sample [13] . Table  Decision Table summarizes the dataset with a "decision  table" , a decision table contains the same number of attributes as the original dataset, and a new data item is assigned a category by finding the line in the decision table that matches the non-class values of the data item. This implementation employs the wrapper method to find a good subset of attributes for inclusion in the table. By eliminating attributes that contribute little or nothing to a model of the dataset, the algorithm reduces the likelihood of over-fitting and creates a smaller, more condensed decision table [14] , [15] .
D. Decision

IV. DATA DESCRIPTION
Hepatitis dataset is available at UCI machine learning data repository contains 19 fields with one class attribute. The dataset includes both numeric and nominal attributes. The class shows whether patients with hepatitis are alive or dead. The intention of the dataset is to forecast the presence or absence of hepatitis virus given the results of various medical tests carried out on a patient (Table I ). The hepatitis dataset contains 155 samples belonging to two different target classes. There are 19 features, 13 binary and 6 features with 6-8 discrete values. Out of total 155 cases, the class variable contains 32 cases that died due to hepatitis [3] , [16] . Harb et al. proposed the filter and wrapper approaches with Particle Swarm Optimization (PSO) as a feature selection method for medical data. They applied different classifiers to the datasets and compared the performance of the proposed methods with another feature selection algorithm based on genetic approach. Their results illustrated that the proposed model shows the best classification accuracy among the others [20] .
Huang et al. applied a filter-based feature selection method using inconsistency rate measure and discretization, to a medical claims database to predict the adequacy of duration of antidepressant medication utilization. They used logistic regression and decision tree algorithms. Their results suggest it may be feasible and efficient to apply the filter-based feature selection method to reduce the dimensionality of healthcare databases [21] .
Inza et al. investigated the crucial task of accurate gene selection in class prediction problems over DNA microarray datasets. They used two well-known datasets involved in the diagnosis of cancer such as Colon and Leukemia. The results highlighted that filter and wrapper based gene selection approaches lead to considerably better accuracy results in comparison to the non-gene selection procedure, coupled with interesting and notable dimensionality reductions [22] .
VI. EXPERIMENTAL RESULTS
Hepatitis dataset was used to compare different filter based feature selection methods for the prediction of disease risks. Four classification algorithms reviewed above were considered to evaluate classification accuracy.
The feature selection methods are,  Cfs Subset Eval  Principal Components  Consistency Subset Eval  Info Gain Attribute Eval  One-R Attribute Eval  Relief Attribute Eval At first, feature selection methods were used to find relevant features in the hepatitis dataset and then, classification algorithms were applied to the selected features to evaluate the algorithms. Respectively, 10, 12, 16 and 19 features were selected by the feature selection algorithms. Same experiment was repeated for four classifiers. WEKA 3.6.8 software was used. WEKA is a collection of machine learning algorithms for data mining tasks and is an open source software. The software contains tools for data pre-processing, feature selection, classification, clustering, association rules and visualization [7] , [23] .
Some performance measures were used for the evaluation of the classification results, where TP/TN is the number of True Positives/Negatives instances, FP/FN is the number of False Positives/Negatives instances.
Precision is a proportion of predicted positives which are actual positive:
International Journal of Machine Learning and Computing, Vol. 5, No. 4, August 2015 Recall is a proportion of actual positives which are predicted positive:
Precision and recall measures are utilized to find the best method, but it is not easy to make decision. Thus, F-measure was used to get a single measure to evaluate results. The F-measure is the harmonic mean of precision and recall. The equation of the F-measure is as follows: The comparison analysis by root mean squared error was also performed and described in Table III where n is the number of data patterns, y p,m indicates the predicted, t m,m is the measured value of one data point m and m m t , is the mean value of all measure data points [24] .
According to Table III results, the root mean square error of Naï ve Bayes with Consistency Subset Eval is 0.3446 which is the lowest error rate among the algorithms. Considering the results of two tables, it is clearly seen that Naï ve Bayes classifer is predominantly better than others. 
VII. CONCLUSION
Feature selection is an important data processing step in data mining studies and many machine learning algorithms can hardly cope with large amounts of irrelevant features. Thus, feature selection approaches became a necessity for many studies.
In this study, a comparative analysis was carried out on the basis of filter based feature selection algorithms to predict the risks of hepatitis disease. Six feature selection algorithms were used to analyze the dataset and their performance was evaluated by using J48, Naï ve Bayes, IBK and Decision Table classifiers. The evaluation of results was performed based on four accuracy metrics: precision, recall, root mean squared error and F-Measure. Among the algorithms, Naï ve Bayes and Decision Table classifiers have higher accuracy rates on the hepatitis dataset than the others after the application of feature selection methods. In addition, Naï ve Bayes has the lowest root mean square error in the others. This study asserted that feature selection methods are capable to improve the performance of learning algorithms. However, no single filter based feature selection method is the best. Overall, Naï ve Bayes with ConsistencySubsetEval, InfoGainAttributeEval, OneRAttributeEval and ReliefAttributeEval methods performed better results than the others.
The results of this study can make contributions in the prediction of hepatitis disease in medical research and provide a deep comparison of popular filter based feature selection methods for machine learning studies.
As a future work, a study will be planned to investigate the effects of both continuous and discrete attributes of medical datasets in the performance of feature selection methods and classification accuracy. For example, when the number of features is 19, Naï ve Bayes perfomed the highest F-Measure with 0.848. Generally, the performance was varied based on the different features, therefore, we can conclude that feature selection algorithms significantly affect on the accuracy of classifiers.
