Panel studies typically suffer from attrition. Ignoring the attrition can result in biased inferences if the missing data are systematically related to outcomes of interest. Unfortunately, panel data alone cannot inform the extent of bias due to attrition. Many panel studies also include refreshment samples, which are data collected from a random sample of new individuals during the later waves of the panel. Refreshment samples offer information that can be utilized to correct for biases induced by non-ignorable attrition while reducing reliance on strong assumptions about the attrition process. We present a Bayesian approach to handle attrition in two-wave panels with one refreshment sample and many categorical survey variables. The approach includes (1) an additive non-ignorable selection model for the attrition process; and (2) a Dirichlet process mixture of multinomial distributions for the categorical survey variables. We present Markov chain Monte Carlo algorithms for sampling from the posterior distribution of model parameters and missing data. We apply the model to correct attrition bias in an analysis of data from the 2007-08 Associated Press/Yahoo News election panel study.
Introduction
The value of longitudinal or panel surveys, in which the same individuals are interviewed repeatedly at different points in time, is well recognized in political science, as are the threats from panel attrition. For example, in the most recent multi-wave panel survey of the American National Election Study (ANES), 47% of respondents who completed the first wave in January 2008 failed to complete the follow-up wave in June 2010. Such attrition can result in biased inferences when the propensity to drop out is systematically related to the substantive outcome of interest (e.g., Behr, Bellgardt, and Rendtel 2005; Olsen 2005; Bhattacharya 2008a ). Too often, however, diagnostic analyses of panel attrition are conducted and reported separately from substantive research (e.g., Zabel 1998; Bartels 1999; Clinton 2001; Kruse et al. 2009 ). Yet, panel attrition is not just a distinct technical issue of interest only to methodologists; it can have direct implications for the substantive knowledge claims that can be made from panel surveys. For example, Bartels (1999) found that estimates of political interest were too high in the second wave of the 1992-96 ANES panel because of differential dropout among respondents. Frankel and Hillygus (2013) show that attrition in the 2008 ANES panel study biased estimates of the relationship between sex and campaign interest.
Although there is considerable recognition about the potential problems of panel attrition, the way in which it is handled in panel survey research varies widely. The most commonly used approaches for handling panel attrition rely on tenuous assumptions about the attrition process. Perhaps most often, scholars simply ignore panel attrition entirely in their reliance on listwise deletion for all missing data (e.g., Wawro 2002)-an approach that assumes data are missing completely at random (MCAR) . The use of post-stratification weights (e.g., Henderson, Hillygus, and Tompson 2010) or standard approaches to multiple imputations (e.g., Pasek et al. 2009; Honaker and King 2010) assumes the data are missing at random (MAR)-dependent on observed, but not unobserved, data. Recognizing that MCAR or MAR assumptions may not be justifiable, some researchers use selection models (Hausman and Wise 1979; Brehm 1993; Kenward 1998; Scharfstein, Rotnitzky, and Robins 1999) or pattern mixture models (Little 1993; Kenward, Molenberghs, and Thijs 2003) to model attrition that is not missing at random (NMAR)-dependent on the values of unobserved data. Unfortunately, the parameters in such models cannot be identified by the panel data alone; strong and untestable assumptions about the attrition process are necessary (e.g., Schluchte 1982; Brown 1990; Diggle and Kenward 1994; Little and Wang 1996; Hogan and Daniels 2008) .
The key dilemma is that it is not possible to determine if the missing-data pattern from panel attrition is ignorable or non-ignorable using only the collected data. External sources of information are necessary. When looking for external data, it is common to rely on government studies like the Current Population Survey (CPS) or the American Community Survey. For example, in the construction of post-stratification weights, the characteristics of those who answered all waves of the panel (complete cases) are compared to estimates from these "gold standard" surveys. These sources, however, severely restrict the variables available for comparison to a handful of demographic characteristics. Frankel and Hillygus (2013) show that demographic variables alone may not be sufficient to fully account for panel attrition bias. Moreover, any observed differences could reflect differences in survey design features like mode, field period, or question wording, rather than bias due to panel attrition.
Refreshment samples-cross-sectional, random samples of new respondents given the questionnaire at the same time as a second or subsequent wave of the panel-are a preferred source of external data. These samples offer information that can be leveraged to correct for non-ignorable panel attrition via statistical modeling. In particular, analysts can correct bias via an additive nonignorable (AN) model, which comprises a joint model for the survey variables coupled with a selection model for the attrition process (Hirano et al. 1998) .
To date, applications of the AN model have been limited to low dimensional settings, for example only a handful of survey variables. With low dimension, specifying the joint model for the survey variables in the AN model is relatively straightforward; see Deng et al. (2013) for an overview. However, panel analyses in political science often involve a substantial number of variables, so specifying a joint model for the survey variables can be daunting. Consider, for example, specifying a joint model for a large number of categorical variables. When using log-linear models or sequences of conditional models (e.g., specify f(a), then fðbjaÞ, then fðcja, bÞ, and so on), the number of possible models is enormous. It can be difficult to identify the interaction terms to include in the model, especially in the presence of missing data (Erosheva, Fienberg, and Junker 2002; Vermunt et al. 2008; Su et al. 2011; Si and Reiter 2013) . Approaches that treat categorical variables as continuous-for example the multivariate normal assumption of Amelia II (King et al. 2001 )-can have undesirable properties even in low dimensions (Allison 2000; Cranmer and Gill 2013; Kropko et al. 2014) .
In this article, we propose a variant of the AN model for two-wave panels with many categorical survey variables. The underlying joint distribution for the survey variables is a Dirichlet process (DP) mixture of multinomial distributions, and the model for attrition is a probit AN selection model. The DP mixture model can capture complex dependencies among the survey variables automatically while being computationally efficient (Dunson and Xing 2009; Si and Reiter 2013) .
1 The Markov chain Monte Carlo (MCMC) algorithms for fitting the DP model can be easily modified to handle both attrition and item nonresponse simultaneously. The MCMC also produces completed data sets that, if desired, can be used for multiple imputation (Rubin 1987) . We call the proposed approach the semi-parametric AN model.
The remainder of the article is structured as follows. We first offer a brief background on the use of refreshment samples in panel studies in Section 2. We then describe the semi-parametric AN model in detail in Section 3 and the MCMC algorithms in Section 4. We present results of a simulation study of the performance of the method in Section 5. We apply the semi-parametric AN model to data from the Associated Press-Yahoo 2008 Election Panel Study (APYN) in Section 6, focusing on measuring political interest in the 2008 presidential campaign. 2 We find evidence that panel attrition is non-ignorable, and correcting for it results in different estimates of political interest in the population than complete-case analysis. The panel attrition bias is especially pronounced among some subsets of the population, especially white, partisan females and white, Republican males. We also describe approaches for model diagnostics in Section 6. Finally, we summarize the article and discuss future research directions in Section 7.
Background
Although panel surveys offer considerable advantages over cross-sectional surveys for modeling complex relationships, they are typically more complex logistically (and more costly) because they must find and interview respondents who had participated in the first wave of the survey to maintain representativeness. This has become an increasingly challenging task in recent years because people are harder to reach and, if reached, more likely to refuse participation (Olson and Witt 2011) . Thus, panel surveys tend to have more severe missing-data problems than crosssectional surveys. Not only do participants fail to respond to individual survey questions (item nonresponse), they also fail to respond to entire follow-up survey waves (panel attrition).
Refreshment samples have become a common design feature of panel surveys as a way to check or mitigate against panel attrition. Overlapping or rotating panels, in which a new study cohort completes their first wave at the same time a previous cohort completes a second or later wave, offer an equivalent benefit. The General Social Survey, CPS, and the 2008-09 ANES Panel are just a few examples of major studies that have included refreshment samples.
Although refreshment samples are relatively common, the way they are used varies widely. Most often, refreshment samples are used for basic exploratory checks and comparisons-as the basis for discussion about potential bias in the results without statistical correction (e.g., Frick et al. 2006; Kruse et al. 2009 ). As initially conceived, refreshment samples were used, as the name implies, to "refresh" the panel, using the fresh respondents to directly replace those who had dropped out (Ridder 1992 )-an idea that dates to some of the earliest survey methods work (Kish and Hess 1959) . Others simply add the refreshment respondents to the analysis to boost the sample size, disregarding the attrition process of the original respondents (e.g., Wissen and Meurs 1989; Heeringa 1997; Thompson et al. 2006) . Unfortunately, considerable research has shown that simply treating these refreshment respondents as substitutes without additional adjustments can introduce additional bias because they are more likely to resemble respondents rather than nonrespondents (Lin and Schaeffer 1995; Vehovar 1999) .
The key point is simply that refreshment samples have been under-utilized in analyses of panel surveys. This is despite the fact that methods have been developed to use the information in refreshment samples to statistically correct for non-ignorable panel attrition (Hirano et al. 1998 (Hirano et al. , 2001 Bartels 1999; Bhattacharya 2008b ). In particular, Hirano et al. (1998 Hirano et al. ( , 2001 prove that an AN selection model for attrition can be identified and can correct for attrition bias in two-wave surveys with refreshment samples at the second wave. Deng et al. (2013) extend the AN model to panels with more than two waves and one refreshment sample, including scenarios where attriters in one wave return in a later wave. Unfortunately, however, these methods have not filtered down to substantive applications in political science, perhaps because scholars must often contend with additional data complexities not dealt with in these previous applications of the AN approach-namely, item nonresponse and high-dimensional settings. Thus, we build on the previous research by proposing a joint model that offers a more flexible imputation engine to handle a large number of categorical survey variables and is able to efficiently handle item nonresponse. The proposed semi-parametric AN model uses a DP mixture model to estimate the underlying joint distribution of the quantities of interest rather than a succession of logistic or multinomial models-an approach that is challenging (or unfeasible) in applications with a large number of variables. In addressing the real-world complexities of survey data, we hope to help make the testing and correction of non-ignorable panel attrition more practical for political science analyses of panel surveys.
In the sections that follow, we introduce an AN selection model for non-ignorable panel attrition with refreshment samples for large-scale categorical data. All variables used here are either binary or nominal, but similar approaches could be used to handle mixed data types of continuous and ordered categorical variables.
Methods
Consider a two-wave panel of N p individuals with a refreshment sample of N r new subjects in the second wave. For all N ¼ N p þ N r subjects, the data include q time-invariant variables For each individual i ¼ 1, . . . , N, let W i ¼ 1 if individual i would remain in wave 2 if included in wave 1, and let W i ¼ 0 if individual i would drop out of wave 2 if included in wave 1. We note that W i is fully observed for all individuals in the panel but is missing for the individuals in the refreshment sample, since this latter set is not provided the chance to respond in wave 1. Table 1 offers a graphical representation of the data structure of the panel and refreshment samples.
With this setup, we have mixed types of missingness due to attrition, item nonresponse, and survey design as follows: W in the refreshment sample by design; Y 1 in the refreshment sample by design; Y 2 for the N ip individuals in the panel due to attrition; Y 1 in the panel due to item nonresponse; Y 2 for the N cp individuals in the panel due to item nonresponse; Y 2 in the refreshment sample due to item nonresponse; X in the panel due to item nonresponse; and X in the refreshment sample due to item nonresponse.
To handle both attrition and item nonresponse in inference, we require a joint model for Z and W. We specify this in two steps, using
where and Â represent sets of model parameters. For the selection model in (1), we use the probit regression
Here, we implicitly assume that the researcher uses dummy coding to represent the levels of each variable and a separate regression coefficient for each dummy variable. Crucially, this model Yajuan Si et al. assumes the probability of attrition depends on Y 1 and Y 2 through an additive function; that is, it excludes interactions between Y 1 and Y 2 . 3 This quasi-separability assumption is necessary to enable identification of the model parameters, as there is insufficient information to estimate interaction effects between Y 1 and Y 2 in equation (3). We note that the model also can accommodate interaction terms among subsets of ðX, Y 1 Þ and interaction terms among subsets of ðX, Y 2 Þ. Other proper link functions for binary response, such as logit, can be used in place of the probit. As a diffuse prior distribution, we use $ Nð0, AE 0 Þ with large variances.
As described by Hirano et al. (1998) , AN models include MAR and NMAR models as special cases. When Y 2 ¼0 and at least one element among f X , Y 1 g does not equal 0, the attrition is MAR. When at least one element among f Y 2 g does not equal 0, the attrition is NMAR. Hence, the AN model allows the data to decide between MAR and (certain types of) NMAR attrition mechanisms.
For the joint distribution of the survey variables in (2), we propose using the Dirichlet process mixture of products of multinomial distributions (DPMPM) originally developed by Dunson and Xing (2009) and used for multiple imputation of missing data by Si and Reiter (2013) . We use an approximation for computation in the DP model based on a finite number of mixture components. Without loss of generality, assume that each Z j takes on values in f1, . . . , d j g, where d j ! 2 is the total number of categories for variable j. The survey variables form a contingency table of
Let c j 2 f1, . . . , d j g be a particular value of Z j . For any cell comprising feasible combinations of c j , we define the cell probability as
Paraphrasing from Si and Reiter (2013) , the truncated DPMPM assumes that each individual i belongs to exactly one of H < 1 latent classes. We discuss an approach for determining H at the end of this section. For i ¼ 1, . . . , N, let s i 2 f1, . . . , Hg indicate the class of individual i, and let h ¼ Prðs i ¼ hÞ. We assume that ¼ ð 1 , . . . , H Þ is the same for all individuals. Within any class, each of the p variables independently follows a class-specific multinomial distribution, so that individuals in the same latent class have the same cell probabilities. For any c j , let 
where each multinomial distribution has sample size equal to 1 and the number of levels is implied by the dimension of the corresponding probability vector. Integrating out the component membership indicators, this model implies that Panel sample
For prior distributions on p and c, we follow Si and Reiter (2013) and use the truncated stickbreaking representation of Sethuraman (1994) . We have
We set a j1 ¼ . . . ¼ a jd j ¼ 1 for all j to correspond to uniform distributions. Following Dunson and Xing (2009) and Si and Reiter (2013) , we set ða ¼ 0:25, b ¼ 0:25Þ; which represents a small prior sample size and hence vague specification for the Gamma distribution. In practice, we find these specifications allow the data to dominate the prior distribution; see Si and Reiter (2013) for further discussion. It is desirable to make H as large as possible. To balance against required computational time, we recommend using an iterative process to determine H. Beginning with an initial proposal for H, say H ¼ 20, the researcher can examine the posterior distributions of the sampled number of unique classes across MCMC iterations to diagnose if H is large enough. Significant posterior mass at a number of classes equal to H suggests that the truncation limit be increased. We note that one can use other MCMC algorithms to estimate the posterior distribution that avoid truncation, for example a slice sampler (Walker 2007; Dunson and Xing 2009) or an exact blocked sampler (Papaspiliopoulos 2008) .
Posterior Computations
We estimate model parameters and generate completed data sets-that is, all missing values in ðX, Y 1 , Y 2 , WÞ are filled in-via a blocked Gibbs sampler (Ishwaran and James 2001) . The overall strategy proceeds in steps: (1) conditional on the previous iteration of completed data and parameter draws, update the latent class indicators; (2) conditional on the previous iteration of completed data set and the latest draws of latent class memberships, update the parameters ð, , Þ; (3) conditional on the latest draws of the parameters and latent class indicators, update the missing data in ðX, Y 1 , Y 2 , WÞ due to attrition and item nonresponse. We now describe each of these steps.
Step 1: Update the latent class indicators. Given a completed data set, for i ¼ 1, . . . , N sample s i 2 f1, . . . , Hg from a multinomial distribution with probabilities,
Step 2: Update model parameters.
We next update all model parameters using the completed data and the updated s i values from Step 1. For the parameters in the DPMPM, we require sampling from the following distributions.
For h ¼ 1, . . . , H À 1, sample a value of V h from the Beta distribution,
where n h ¼ P N i¼1 Iðs i ¼ hÞ for all h. Here, IðÁÞ ¼ 1 when the condition inside the parentheses is true and 
Sample a new value of from the Gamma distribution,
For from the AN selection model, we use latent Gaussian variables for binary probit regression models (Albert and Chib 1993) augmented with a N-dimensional latent variable t to improve mixing. Following Holmes and Held (2006) , we introduce t such that
where B ¼ VðZ 0 tÞ and
Thus, given a current value of t, drawing is straightforward. We sample a new value of t via a sequence of conditional steps.
For each i 2 f1, . . . , Ng, we draw a new value of t i from the distribution, are the values of B and t i before the update of t i , and S i denotes the ith column of S ¼ VZ 0 .
Step 3: Update missing data. We assume that all item nonresponse is MAR; thus, we do not require modeling the item response mechanism. We use subscripts mis to indicate missing data, and ref or pl to indicate the refreshment sample or panel, respectively. Thus, for example, Y 2misÀpl represents missing values of Y 2 in the panel. To update missing values in the refreshment sample, we need to sample from the full conditional distribution for ðX misÀref , Y 1misÀref , Y 2misÀref , WÞ. To facilitate computation, we write this as
This allows us to take advantage of the conditional independence in the DPMPM when imputing ðX misÀref , Y 1misÀref , Y 2misÀref Þ. Thus, we have the following sampling steps:
. For fði, jÞ : X ij 2 X misÀref g, sample a new value of X ij from
. For fði, jÞ :
. To impute the missing W in the refreshment sample, sample from the Bernoulli distribution with success probability PrðW i ¼ 1jÀÞ ¼ ÈðZ i Þ, where Z i is the current value of the completed data for record i. 
Þ: ð23Þ
The new draw Y Ã i, 2j is accepted with probability PrðW i ¼ 1jY
, ÀÞ ðW i ¼0Þ .
Simulation Study
In this section, we present results of a simulation study illustrating the properties of the semiparametric AN model. We also compare its performance with an application of multiple imputation of the missing data under an assumption of MAR attrition. To do so, we use the default imputation routines for categorical data in the popular software package, Amelia II.
In each replication, we generate N p ¼ 800 and N r ¼ 200 individuals in the panel and refreshment sample, respectively. Each individual has p 1 ¼ p 2 ¼ 5 binary survey variables in each wave; for simplicity we do not include X variables. We simulate values of Y 1 from a log-linear model such that
We simulate Y 2 from a sequence of logistic regressions such that This simulation design ensures that pairs ðY 1j , Y 2j Þ are strongly correlated across waves. It also results in complex dependencies among the variables.
We introduce attrition by sampling each W i from a Bernoulli distribution such that
Any record with a simulated W i ¼ 0 is treated as a case of panel attrition. We note that this attrition mechanism is non-ignorable since it depends on components of Y 2 . The attrition rate across replications is generally around 30%.
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During each repetition, when fitting the semi-parametric AN selection model we set H ¼ 20 and AE 0 ¼ I 10 . The MCMC chains converge quickly, so that we are able to use only T ¼ 3000 iterations per chain. We create m ¼ 20 completed data sets by selecting every fiftieth draw from the last 1000 iterations of the chain. We also create m ¼ 20 completed data sets using Amelia II.
We repeat the process of simulating new observed data and creating the sets of m ¼ 20 imputations for R ¼ 100 independent replications. In each replication, we compute point estimates and 95% confidence intervals using the multiple imputation inferences for PrðY 2j ¼ 1Þ and PrðY 1j ¼ 1, Y 2j ¼ 1Þ for j ¼ 1, . . . , 5, and also for PrðY 2j ¼ 1, Y 25 ¼ 1Þ for j ¼ 1, . . . , 4. We approximate the true values of these fourteen probabilities, fQ j : j ¼ 1, . . . , 14g, by concatenating all 1000 Â R records across the R replications (before introducing missing data) and computing the resulting probabilities.
The method used for multiple imputation inference follows Rubin (1987 
For each Q j , for each method we compute DIF j ¼ j
where " q r j is the corresponding estimate " q m for Q j during the replication r. For each j, for each method we also determine the percentage of the 95% confidence intervals that cover the corresponding Q j .
Figures 1 and 2 summarize the performances of the two methods. As seen in Fig. 1 , for nearly all probabilities, the semi-parametric AN selection model outperforms Amelia II, producing smaller values of DIF j and RMSE j . Not surprisingly, the MAR models in Amelia II fail to correct for the attrition bias in estimates of probabilities involving Y 2 , whereas the AN model generally does. As seen in Fig. 2 , the coverage rates of 95% confidence intervals when using the AN model are near the nominal 95% with one exception. This is not the case for the coverage rates that result from Amelia II, nearly all of which are far lower than 95%. In the bottom graph of Fig. 2 , we see that the variance estimates from the AN model are not much larger than, and often actually smaller than, those from the application of Amelia II, showing that the better coverage rates of the AN model are not simply a result of undesirable variance inflation. In sum, this simulation demonstrates that the semi-parametric AN model is able to diagnose and correct for biases from nonignorable panel attrition, producing inferences from panel survey data that are less biased than a standard multiple imputation approach.
Analysis of the AP-Yahoo News Panel
We next turn to an application of the semi-parametric AN selection model using the APYN election panel study. A number of scholars have used this study to examine opinion dynamics during the 2008 campaign (e.g., Pasek et al. 2009; Henderson and Hillygus 2011; Iyengar, Sood, and Lelkes 2012; Henderson, Hillygus, and Tompson 2010) . 4 The APYN study tracked the political attitudes and behaviors over the course of the 2008 presidential campaign with eleven waves of data collection and three refreshment samples. The survey was sampled from the probability-based KnowledgePanel Internet panel. Attrition and Refreshment Samples election-and was completed by 2735 respondents. 6 We assume that the wave 1 respondents are representative of the fielded individuals.
7 After the initial wave, these wave 1 respondents were invited to participate in each follow-up wave, even if they failed to respond to the previous one. Thus, wave-to-wave attrition rates vary across time toward the end of the panel. Three external refresh cross-sections were also collected: a sample of 697 new respondents in January, 576 new respondents in September, and 464 new respondents in October. Our analysis focuses on wave 1 (November 2007) and the final wave before election with a corresponding refreshment sample (October 2008), which we label wave 2 for presentational clarity. Of those who completed wave 1, 1011 (36.97%) respondents failed to complete the October wave.
Our motivating question is a simple one: given the extent of panel attrition in the survey, can we correctly estimate population estimates of various political outcomes? We focus on several variables about voting participation and preferences that were asked in both the November 2007 and October 2008 waves, summarized in Table 2 along with demographic and political profile variables. 8 Because wave 1 of the survey was fielded before the candidates were nominated, we rely on Obama favorability as a key proxy for vote choice. We also have a number of variables related to turnout (registration, campaign interest, and likelihood to vote). These are all key measures for defining likely voters in pre-election polls (Traugott and Tucker 1984) and proxies for political interest, a substantive outcome of interest in its own right (Prior 2010) . The measures are either nominal or ordinal with several fixed number of scales.
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Our political and demographic predictors include the following. Age (PPAGECT4) includes four categories: Age 18-29, 30-44, 45-59, and 60þ. Education (PPEDUCAT) includes four education degree categories: Less than high school, High school, Some college, and Bachelor's degree or higher. Gender (PPGENDER) includes two categories: male and female. Race (PPETHM) includes two categories: Non-Hispanic White and all others. Income (PPINCIMP) includes four income categories: Less than $29,999, $30,000 to $49,999, $50,000 to $74,999, and $75,000 or more. Marital Status (PPMARIT) includes two categories: married and all others. These demographic variables are included in X in our models. We also include several political control variables. Party (PARTYID) has been recoded to have three categories: Democrat, Republican, and all others. Ideology (ID1) is the standard five-point scale, with the categories of very liberal, somewhat liberal, moderate, somewhat conservative, and very conservative. REL3 describes frequency of religious service attendance: more than once a week, once a week, a few times a month, a few times a year, and never.
For some questions, participants selected "Refused/Not Answered" and "Don't know enough to say" in both the panel and refreshment samples. We treat both of these answers as item nonresponse. Table 2 displays the counts and proportions of item nonresponse for all variables for the participants in wave 1, the remaining participants in wave 2, and the new participants in the refreshment sample. Item nonresponse missing rates vary from 0.18% up to 20.11% in wave 1, from 0.29% up to 12.76% for the non-attriters in wave 2, and from 0.65% up to 12.28% in the refreshment sample. For item nonresponse, we assume the missing values are MAR and impute them during the MCMC steps.
Following previous research (Hirano et al. 1998 ), we do not use survey weights in our analysis. It is, however, straightforward to adapt the semi-parametric AN model to account for a complex survey design. Analysts can impute missing values due to attrition and item nonresponse multiple times via the semi-parametric AN model, and then use survey weighted estimates in multiple 6 This represents a 76.5% completion rate from those fielded the survey. Using the formula specified in Callegaro and DiSogra (2008) , this represents a cumulative response rate of 11.2% when you take into account the panel recruitment response rate, the household profile rate, and the survey completion rate, excluding the household retention rate. 7 That is, we assume that initial nonresponse is ignorable-a point we return to in the conclusion. 8 Demographic and political profile variables are provided by KN at the time of the wave 1 or refreshment survey, but the variables were collected in profile surveys. These items have few missing values because they are updated as the respondent completes additional surveys or they are at times imputed based on other survey responses. Only the demographic variables were assumed to be time invariant and included in the AN model. 9 Because of some extremely small marginal probabilities at some levels, some categories have been aggregated for FAV1-4, LV3, CND1, and LV31. imputation inferences. 10 After imputation, analysts can disregard any adjustments to the survey weights for panel attrition, because the semi-parametric AN model is used to account for nonignorable attrition. 
Estimating the model
We use the semi-parametric AN selection model with vague prior distributions, including (1) $ Betað0:25, 0:25Þ, (2) É $ Dirichletð1, . . . , 1Þ, and (3) $ Nð0, 1000IÞ. We use H ¼ 30 classes; posterior checks suggest that this is sufficiently large. We have p 1 ¼ p 2 ¼ 5 variables comprising Y 1 and Y 2 , and q ¼ 9 time-invariant variables comprising X.
We begin the MCMC sampler from Section 4 by initializing the parameters and filling in values for all missing data items. We set the initial value of ¼ 1. We generate initial values for each V h , where h ¼ 1, . . . , H À 1, by sampling independently from Betað1, 1Þ; this is equivalent to draws from H -1 uniform distributions. We generate initial values for missing data in ðX, Y 1 , Y 2 Þ due to item nonresponse by sampling from the marginal distributions of each variable based on an appropriate subset of observed cases. Specifically, we have the following initialization steps:
. For cases with missing X in the panel and the refreshment sample, sample initial values from the marginal distributions of X computed from the observed cases in the panel and the refreshment sample. 10 As in all multiple imputation settings, it is crucial to include variables in the imputation model that reflect salient features of the survey design, for example variables used to define primary sampling units (Reiter, Raghunathan, and Kinney 2006) . 11 For the APYN data, the wave 1 weights-which are the product of the inverse sampling probabilities and post-stratification factors to adjust for nonresponse in wave 1 (but not subsequent attrition)-would be appropriate to use for making population inferences after multiple imputation with the semi-parametric AN model. Using the wave 1 weights hardly changes our estimates, and the weighted and unweighted 95% confidence intervals overlap extensively. We prefer to report the model-based estimates simply to avoid the added complexity in explaining the results and to help focus on the semi-parametric AN model and its differences with complete-case results.
. For the missing values of Y 2 due to attrition in the panel ðW ¼ 0), we sample initial values from the conditional probabilities obtained by PrðY 2 jW¼0Þ ¼ ½PrðY 2 Þ À PrðY 2 jW¼1ÞPr ðW¼1Þ=PrðW¼0Þ, where the marginal distributions PrðY 2 Þ are calculated using the refreshment sample, the conditional distributions PrðY 2 jW¼1Þ are estimated on the cases with W¼1 in the panel, and the probability PrðW¼1=0Þ is based on the panel.
To initialize , we find its maximum-likelihood estimate in the probit regression of W on Z using the initially completed panel data. To initialize values for W in the refreshment sample, we independently draw from Bernoulli distributions with success probability defined by equation (3) and computed from the initialized values of and Z.
We run the MCMC chain for 100,000 iterations. After a burn-in period of 50,000 iterations, we keep every 50th draw, resulting in 1000 samples from the posterior distribution. To evaluate convergence of the MCMC chains, we examine trace plots for PrðZ j ¼ 1Þ, where j ¼ 1, . . . , p computed from the 1000 draws of Â and equation (4), the posterior samples of , and the posterior samples of . The trace plots of the thinned quantities display good mixing behaviors and suggest MCMC convergence. The posterior mode of the number of occupied clusters is 20 with a maximum of 27, indicating that H ¼ 30 is sufficient.
As a byproduct of the MCMC, we have 1000 completed versions of Z. We keep every twentieth one of these completed data sets to make m ¼ 50 multiple imputations for the missing data.
Results
We first consider the attrition model. Figure 3 displays the posterior medians and 95% credible intervals for the thirty-one coefficients in , based on the dummy coding for each variable in ðY 2 , Y 1 , XÞ. Several coefficients of variables in Y 2 have statistically significant effects, suggesting that analyses based on the panel data alone suffer from attrition bias. Most notably, the model suggests that individuals who remain in the panel are more likely at wave 2 to be registered and to have high interest in the campaign, but not to have indicated that they thought "a lot" about the candidates. Among the demographic variables, individuals who drop out are younger, less educated, male, and more likely to be married than single. These conclusions are largely consistent with previous research examining the predictors of panel attrition (Olson and Witt 2011) . The coefficient for registration switches signs from wave 1 to wave 2, a reflection of that fact that very few people change their registration status across the two waves, so that LV1 in wave 1 is highly correlated with LV1 in wave 2.
We next use the m ¼ 50 multiple imputations to estimate several quantities of substantive interest. Figure 4 displays multiple imputation inferences for PrðY 2 ¼1Þ and, to visualize the attrition effect, for PrðY 2 ¼1jWÞ, where W¼1 (non-attriters) and W¼0 (attriters). In other words, the figure reports the estimate of the marginal distribution for each political outcome (diamond marker) as well as the estimates for predicted attriters (circle marker) and non-attriters (triangle marker).
12 Thus, this figure allows us to compare how estimates would differ using the semi-parametric AN model (diamond marker) compared to listwise deletion (triangle marker), as is common in political science applications. 13 We see that correcting for panel attrition bias has little effect on 12 For analysis, all variables are coded as indicator variables based on the first category level. Specifically, FAV1-4 ¼ 1 represents favorable toward Obama; LV1 ¼ 1 means registered; LV3 ¼ 1 tells that the interviewers have interest on campaign; CND1 ¼ 1 represents that interviewers have given a lot of thought on campaign; and LV31 ¼ 1 shows the participants will very likely vote (recoded after imputation to be in the same substantive direction of the other variables). 13 The use of post-stratification weights that adjust for attrition is another common approach used in political science to correct for potential attrition bias, but the comparison to the AN results is not entirely straightforward because of the particular weights and variables available in the data file and the treatment of item nonresponse, which is simultaneously imputed by the AN model but is often ignored (listwise deletion) in most political science applications. We computed post-stratified estimates, based only on panel non-attriters and the reported wave 2 weights on the file (approximately the wave 1 weights for panel respondents multiplied by post-stratification adjustments for attrition). We compared these estimates to estimates from imputing wave 2 values for attriters using the AN model and weighted by the wave 1 weights (which correct for design effects and unit nonresponse in initial panel, but not attrition). We find large differences in the estimates for some of the outcomes, but not others. The largest difference is found for campaign some estimates-most notably, Obama favorability-but large effects on others. In contrast, we would have had inaccurate estimates of campaign interest, thought about candidates, and voter (1) Registered (1) Interest: Great Deal (1) Interest: Quite a Bit (1) Interest: Only Some (1) Thought: A Lot (1) Vote: Not Likely (1) Vote: Some Likely (1) Vote: Very Likely (1) Obama: Favorable (2) Registered ( Posterior summaries for coefficients in the attrition model interest (AN model estimates 48% interested compared to 66% using post-stratification weights adjusted for attrition). In contrast, there is little difference in the estimate of Obama favorability using the two approaches (AN model estimates 58% favorable compared to 57% favorable using post-stratification weights for attrition). registration using only non-attriters because these respondents are more likely to register, have more interest in the campaign, but say they have given less thought to the candidates.
14 Although we do not have external benchmarks available for most of these variables, we can compare our estimate of voter registration to that from a "gold standard" source. Using listwise deletion, the APYN survey estimates that 91% of citizens are registered to vote. The weighted estimate is 89%, although this is not directly comparable because the weights reflect design features and unit nonresponse. Correcting for panel attrition using the semi-parametric AN model reduces that estimate to 86%, which comes quite close to the 2008 ANES estimate of 87%.
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Although we must be cautious in drawing conclusions about the nature of panel attrition in other surveys or for other outcomes, these results are consistent with previous research and suggest that panel attrition in political surveys is more likely to bias outcomes related to political engagement than outcomes related to vote choice.
To offer a more detailed illustration of the impact of the attrition bias correction, we focus more closely on the outcome of campaign interest. We estimate the corrected and uncorrected level of campaign interest by party, gender, and race to see how correcting non-ignorable panel attrition bias can change subgroup estimates. 16 As evident in Fig. 5 , the inferences based on the attritionadjusted data set differ from those based on only the individuals who remain in the panel, even at a subgroup level. In particular, we would overestimate interest in the campaign among white Democratic and white Republican respondents if we had ignored attrition and considered only those who had stayed in the panel. For example, 77.2% of Democratic, white women are estimated to be interested in the campaign if we consider only those still left in the panel in October 2008, whereas the attrition-corrected estimate is 61.4%. Similarly, ignoring panel attrition would give us an estimate of 75.1% of Republican, white men being interested in the campaign, whereas the attrition-corrected estimate is 60.8%.
Model Diagnostics
To check the fit of the models, we follow the advice in Deng et al. (2013) and use posterior predictive checks (Meng 1994; Gelman et al. 2005; Burgette and Reiter 2010; He, Zaslavsky, and Landrum 2010) . We use the estimated semi-parametric AN selection model to generate T ¼ 500 data sets with no item missing data in ðX, Y 1 , Y 2 Þ. Let fD ð1Þ , . . . , D ðTÞ g be the collection of the T data sets with no item nonresponse. For each D ðtÞ , we also use the model to generate new values of Y 2 for the complete panel (cases in the panel with W i ¼ 1) and the refreshment sample, leaving any imputations for item nonresponse as fixed. This can be done after running the MCMC to convergence as follows. For given draws of parameter values and any item missing data, sample new values for the observed Y 2 using the distributions in Step 3 of Section 4. Let fR ð1Þ , . . . , R ðTÞ g be the collection of the T replicated data sets.
We then compare statistics of interest in fR ð1Þ , . . . , R ðTÞ g to those in fD ð1Þ , . . . , D ðTÞ g. Specifically, suppose that S is some statistic of interest, such as a marginal or conditional probability in our context. For t ¼ 1, . . . , T, let S R ðtÞ and S D ðtÞ be the values of S computed from R ðtÞ and D ðtÞ , respectively. We compute the two-sided posterior predictive probability,
IðS R ðtÞ À S D ðtÞ > 0Þ,
IðS D ðtÞ À S R ðtÞ > 0Þ
14 Substantively, it is perhaps initially surprising that attriters were less likely to have given a lot of thought to the candidates, but recall that the model includes wave 1 measures of all outcome variables. Indeed, separate analyses similarly suggested that non-attriting panelists-while generally more politically informed, engaged, and interested than attriters-may have gotten burned out on the campaign by Election Day. 15 The attrition-corrected numbers are closer to, but still higher than, the 2008 CPS November Supplement estimate of 71%, although those estimates are thought to be underestimated due to the ineligibility of felons and non-citizens. 16 For simplicity, for this analysis campaign interest (LV3) is coded as a binary measure: interested (a great deal and quite a bit) or not (only some, very little, and not at all).
When the value ppp is small, for example less than 5%, this suggests the replicated data sets are systematically different from the observed data set (after filling in the item nonresponse), with respect to that statistic. When the value of ppp is not small, the imputation model generates data that look like the completed data for that statistic.
As quantities S of interest, we use PrðY 2 ¼ 1jW ¼ 1Þ for individuals in the panel, and PrðY 2 ¼ 1Þ for individuals in the refreshment samples. This results in ten statistics. Figure 6 displays a histogram of the values of ppp. The results do not suggest any serious lack of model fit.
Conclusions
We have presented a Bayesian approach to correct for panel attrition bias in a two-wave panel with a refreshment sample in cases with many categorical survey variables and item nonresponse. The approach includes (1) an AN selection model for the attrition process; and (2) a DP mixture of multinomial distributions for the categorical survey variables. We apply the model to the APYN panel study, illustrating how ignoring attrition leads to biased inferences of some political outcomes of interest because the tendency of participants to attrite is systematically related to their political attitudes and preferences. Most notably, we find that we significantly overestimate campaign interest in many subgroups in the electorate if we fail to correct for panel attrition bias. Given that campaign interest was one of the key measures used to define likely voters in media analysis using this data set during the 2008 campaign, the potential substantive consequences of this finding could be quite severe.
In addition to drawing attention in political science to methods for correcting non-ignorable panel attrition using refreshment samples, this article builds on the previous methodological literature by extending the AN model for use in high-dimensional settings with item nonresponse. These are contributions that address some of the real data complexities researchers encounter in panel surveys, thus helping bring attrition correction methods out of the theoretical methodological literature and into the analyses of political science research.
We do want to note potential limitations in applying the proposed method. Although the DP mixture model can capture complex dependencies among the substantive variables, one still has to specify the selection model. In the APYN application we include only main effects. We do not have any specific a priori expectations that this is problematic in this application, but it is possible that there are interactions between variables (of course, like all AN models, for identification we require no interaction between Y 1 and Y 2 ) that are predictors of attrition. This approach might not be appropriate for applications in which there are expected complex dependencies in the attrition process that are not readily observable from the data. Second, and relatedly, the parameters of the selection model can be difficult to estimate, particularly when the dimension of the predictors is large. Binary regression models with many predictors are subject to separation problems, which can make estimation unstable. Bayesian MCMC for these models can be very slow to converge, particularly with large numbers of regression coefficients. In such cases, analysts may need to reduce the predictor space, for example by using various model selection techniques to predict W from X in the panel data.
Finally by ignoring unit nonresponse in wave 1 and the refreshment samples, we effectively rely on a (partially) ignorable missingness mechanism. Although this is common in the literature on panel attrition and AN models (e.g., Hirano et al. 1998; Bhattacharya 2008b) , it may not be desirable given recent trends in nonresponse to surveys. 17 This would be especially problematic if there were differential patterns of initial unit nonresponse to wave 1 compared to the refreshment sample. For example, suppose politically disinterested individuals refused to respond in the refreshment sample at higher rates than politically interested individuals (given covariates) because they were especially sick of politics by mid-October. The resulting over-representation of Y 2i ¼ 1 in the complete cases in the refreshment sample would show up as apparent non-ignorable attrition, even if in fact attrition was a MAR mechanism. Similarly, suppose individuals who are politically interested at both waves failed to respond to the initial wave-and hence are not available for wave 2-at higher rates than individuals who are politically interested in wave 1 and disinterested in wave 2. The under-representation of Y 2i ¼ 1 (given Y 1i ¼ 1 and X) in the complete cases in the panel again would present as apparent and perhaps specious non-ignorable attrition.
We are not aware of any published work in which non-ignorable nonresponse in the initial panel or refreshment samples is accounted for in inference. One potential path forward is to incorporate in the AN model non-ignorable mechanisms for unit nonresponse via selection or pattern mixture models developed for cross-sectional data (Little and Rubin 2002) . The analyst could then investigate the sensitivity of inferences to multiple assumptions about the non-ignorable missingness mechanisms in the initial wave and refreshment samples. Although the semi-parametric AN model does not address all potential sources of bias in panel surveys, the correction of non-ignorable panel attrition simultaneously with item nonresponse in a computationally efficient approach that can be applied to high-dimensional settings offers researchers an important tool for being able to draw inferences from panel surveys.
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