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ABSTRACT
Perfusion studies with Magnetic Resonance Imaging (MRI) techniques
traditionally require the injection of exogenous contrast agents. Arte-
rial Spin Labeling (ASL) technique permits to use water contained in the
blood as an endogenous contrast agent, reducing the intrinsic invasively
process required by this kind of examination.Furthermore it increases pa-
tient’s comfort and reduces cost effective of perfusion measurements in
clinical environment. This key feature allows to estimate perfusion in
particular patients, like children or in case of allergy to the tracer. An-
other advantage is the possibility to monitor perfusion levels over time
and since the quantification process allows to estimate perfusion in abso-
lute unit, it is possible to easily compare subjects in longitudinal studies.
The organization of this thesis is composed by an introductive section,
in which the principles of ASL are introduced (Chapter 1) and more gen-
eral MRI concepts are reviewed (Chapter 2). Chapter 3 will cover the
existing MRI sequences used to perform the labeling and how it is possi-
ble to measure its traveling through tissues.
Chapter 4 describes state-of-the-art for the quantification process. Mod-
els are required in this process in order to accurately describe the label-
ing and the readout steps. The most used model to perform quantifi-
cation has been proposed by Buxton et al. (1998). However, this model
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simplifies the tracer kinetics reducing the exchange phenomena to a sim-
ple mono compartment model. Other more complex models have been
presented, which can take into account the capillary system (Parkes and
Tofts, 2002) or the macro vascular component in major arteries (Chappell
et al., 2010). Estimators usually employedwith Buxtonmodel are non lin-
ear least squares. However, in the last years also Bayesian framework has
been proposed, based on a Variational Bayes approach (Chappell et al.,
2009).
The creation of new ASL sequences like Quantitative Star Labeling of
Arterial Region (QUASAR) (Petersen et al., 2006) has permitted to use
more flexible techniques, like deconvolution, to estimate the impulse re-
sponse of the system with as input a function retrieved directly from the
data. Methods used to solve this problem are based on truncated Singular
Value Decomposition (SVD) (Wu et al., 2003). However, these techniques
suffer the impossibility to introduce any constraint on the stability of the
system that describes the impulse response. The introduced oscillations
render the estimated residue function, which is needed to extract per-
fusion, not physiologically interpretable. This fact is responsible of un-
derestimation in perfusion estimates and of the introduction of negative
values in the estimated function.
In Chapter 5 of this work a novel non parametric deconvolution tech-
nique is presented, based on Stable Spline (SS) kernel (Pillonetto and De
Nicolao, 2010). It has been adapted to reduce the sensitivity on perfusion
estimates due to the delay between input and output of the system. SS
permits the introduction of constraints of non negativity and stability of
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the system and can overcome the problems introduced by standard SVD
based techniques. The novel approach will be tested in both simulation
and real clinical data contexts. Moreover, it will be compared to already
existing deconvolution techniques previously applied to QUASAR.
The sameASL sequence can be analyzed using amore restricted frame-
work. A model to take into account the major peculiarities of this se-
quencewas already presented by Chappell et al. (2013b). It uses a Bayesian
estimator to extract numerous parameters related to perfusion and com-
plementary for clinical evaluation, e.g. the arrival time of blood in themi-
crovasculature. This pre-existent model has been improved in this thesis
introducing a more complete relation between the sequence design and
its effects on the acquisition. These modifications allow to estimate a new
parameter, the mean blood velocity in the major arteries. A comparison
of the novel model will be carried out also with SS to verify how the two
approaches perform on the same dataset.
A number of other sequences have been proposed in literature to study
perfusion with ASL. One of the most applied, because of its appealing
properties of stability and elevated signal-to-noise ratio, is pseudo - con-
tinuous ASL (pCASL). In Chapter 6, a novel framework, based on a Max-
imum a Posteriori Bayesian estimator, has been built to take into account
a-priori information from the literature and to include supplementary
measurements into the estimation process. This new estimator will be
applied both to Buxton model and in the same context also to a new two
component model used to estimate both the macro and the micro vascu-
lature components.
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In the quantification process of ASL data it is necessary to fix some pa-
rameters to literature values. One of the most important is the labeling
efficiency. Aslan et al. (2010) proposed a method to estimate it in-vivo us-
ing a measure of the velocity of blood in the brain feeding arteries. This
approach needs a manual segmentation from a separate acquisition. In
Chapter 7 a new totally automatic method for the estimation of labeling
efficiency is presented, based on the use of a laminar flow model to esti-
mate the velocity in a circular profile.
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Neuroimmagini quantitative di perfusione con arterial
spin labeling: deconvoluzione e modelli basati sulla
fisiologia
SOMMARIO
Lo studio della perfusione con tecniche di Risonanza Magnetica per
Immagini (dall’inglese Magnetic Resonance Imaging, MRI) e` stato con-
dotto prevalentemente con l’ausilio dell’iniezione di liquidi di contrasto
esogeni. La tecnica Arterial Spin Labeling (ASL) permette di utilizzare
l’acqua contenuta nel sangue come tracciante endogeno, riducendo quindi
l’invasivita` dell’esame con aumento del comfort del paziente e diminu-
endo l’impatto del tracciante a livello di costo-beneficio per il sistema san-
itario. Ne rende inoltre possibile l’utilizzo anche in casi in cui il contrasto
non puo` essere utilizzato, come nel caso di bambini oppure per il moni-
toraggio ravvicinato dei livelli di perfusione. Inoltre, un altro vantaggio e`
la possibilita` di quantificare la perfusione in unita` assolute, permettendo
cosı` di confrontare piu` agevolmente soggetti in studi di gruppo oppure di
poter confrontare piu` acquisizioni in un contesto di studio longitudinale.
La presente tesi si articola in una parte introduttiva che descrive i prin-
cipi dell’ASL (Capitolo 1) e in generale della Risonanza magnetica (Capi-
tolo 2). Per poter poi introdurre le tecniche utilizzate per la creazione del
tracciante e le modalita` di lettura dello stesso (Capitolo 3).
Il Capitolo 4 descrive lo stato dell’arte per la procedura di quantifi-
cazione, che avviene utilizzando opportuni modelli, utilizzati per descri-
vere accuratamente il metodo impiegato per la creazione del tracciante e
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come esso interagisce con i tessuti che attraversa. Il modello piu` utiliz-
zato e` stato proposto da Buxton et al. (1998). Tuttavia il suddetto mod-
ello semplifica notevolmente la cinetica del tracciante, riducendo di fatto
il fenomeno a un modello mono-compartimentale. Altri approcci sono
stati utilizzati, che tengano conto della complessita` del sistema capillare
(Parkes and Tofts, 2002) o che tengano conto della componente macro
vascolare dei vasi maggiori (Chappell et al., 2010). Gli stimatori utilizzati
per la quantificazione con il modello di Buxton sono i minimi quadrati
non lineari. Negli ultimi anni sono stati proposti anche approcci di tipo
Bayesiano, ad esempio basati sul metodo delle variazioni (Chappell et al.,
2009).
La creazione di opportune sequenze ASL come la Quantitative Star La-
beling of Arterial Region (QUASAR) (Petersen et al., 2006) ha perme-
sso di utilizzare anche tecniche piu` flessibili come la deconvoluzione,
impiegata per stimare la risposta impulsiva del sistema sollecitata da
un ingresso ricavato direttamente dai dati. Le tecniche utilizzate per la
risoluzione di questo problema sono basate su Singular Value Decom-
position con troncamento (Wu et al., 2003). Purtroppo, queste tecniche
soffrono il fatto di non poter introdurre nessun vincolo di stabilita` nel sis-
tema che vanno a descrivere e quindi introducono delle oscillazioni non
fisiologiche all’interno della funzione che permette di ricavare la stima
della perfusione. Questo produce una sottostima nel livello di perfusione
e anche valori negativi nella funzione stimata, che sono non interpretabili
da un punto di vista fisiologico.
Nel Capitolo 5 di questo lavoro viene presentata una tecnica di decon-
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voluzione non parametrica basata sul kernel Stable Spline (SS) (Pillonetto
and De Nicolao, 2010) e adattata per risolvere il problema di sensitivita` al
ritardo che puo` intercorrere tra ingresso e uscita del sistema. SS permette
di introdurre vincoli di non negativita` e di stabilita` nel sistema descritto
e puo` superare i problemi delle tecniche tradizionali. La nuova tecnica
verra` testata sia in un ambito di simulazione il piu` prossimo possibile al
caso reale, che in un insieme di soggetti reali sani. Verranno anche con-
dotte delle analisi di confronto con altri metodi di deconvoluzione usati
in letteratura.
La stessa sequenza puo` essere studiata con metodologie modellistiche.
In particolare, recentemente e` stato presentato unmodello che con l’ausilio
di uno stimatore Bayesiano puo` ricavare un notevole numero di parametri
relativi alla perfusione (Chappell et al., 2013b), come il tempo di arrivo
nella microvasculatura. Questo modello e` stato migliorato in questa tesi
introducendo una nuova relazione che permette di stimare un ulteriore
parametro, la velocita` media del sangue nei vasi. Verra` proposto un con-
fronto tra i metodi con approccio basato sul modello e SS per verificarne
le prestazioni.
Altre sequenze sono state proposte per stimare la perfusione conmetodi
non invasivi. Una delle piu` utilizzate prevede un labeling differente da
QUASAR e che permette di ottenere un notevole aumento del rapporto
segnale disturbo (SNR). Questa tecnica e` chiamata pseudo-Continuous
ASL (pCASL). Nel Capitolo 6 verra` presentato uno stimatore Bayesiano
massimo a posteriori per tenere conto di ulteriori misure e di informazioni
a priori note da letteratura. Lo stimatore verra` prima applicato al modello
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di Buxton e successivamente, sempre in questo contesto verra` presentato
e validato un modello a due componenti per la stima della componente
macro-vascolare e micro-vascolare.
Nella procedura di quantificazione della tecnica ASL e` necessario fis-
sare alcuni parametri a valori noti da letteratura. Tra questi uno dei
piu` importanti e` rappresentato dall’efficienza di magnetizzazione. Aslan
et al. (2010) hanno proposto unmetodo per poterla stimare in vivo tramite
una misura della velocita` del sangue nei vasi dove avviene la creazione
del contrasto endogeno. Tale approccio necessita della segmentazione
manuale dei vasi in una immagine acquisita ad hoc. Nel Capitolo 7
viene presentato un nuovo metodo totalmente automatico per la stima
dell’efficienza dimagnetizzazione basato sumetodi di segmentazione dei
vasi e di stima della velocita` attraverso l’uso di un modello laminare del
flusso all’interno di un condotto.
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Imagination is more important than knowl-
edge...
Albert Einstein
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Introduction to quantitative ASL
1.1 BASIC PRINCIPLES OF ARTERIAL SPIN LABELING
Arterial Spin Labeling (or Arterial Spin Tagging) is a completely nonin-
vasive technique that provides a quantitative measure of perfusion (f).
The general principle of ASL is to use protons of water molecules in the
inflowing blood as an endogenous tracer to probe the blood supply to
tissues. The tracer employed is constituted by a magnetic labeling of
water molecules. This labeling is accomplished by manipulating blood
water magnetization, which is inverted at the location of the larger brain-
feeding arteries (such as the internal carotid arteries). The magnetiza-
tion of those protons can serve as tracer for perfusion process since water
transport across the blood brain barrier is relatively unrestricted, and wa-
ter protons diffuse (although not as a freely diffusible tracer) from capil-
laries to tissue with their labeling, allowing perfusion to be measured.
1
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Artery VeinCapillary Bed
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Figure 1.1.1: A schematic representation of the phenomenon that ASL measures
is shown. Water in arterial blood is delivered to tissue capillary bed by arterial ow
Here it is exchanged with tissue water and then drained by venous ow. This process
is magnetically detected by labeling arterial water at a location proximal to the tissue
to image, and isolated by a proper image subtraction. The ASL protocol, based on
tag and control subtraction, is conceptually shown in panel b).
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1.1 Basic principles of Arterial Spin Labeling
In a typical ASL experiment, a radiofrequency (RF) inversion pulse is
applied to flip the magnetization of arterial blood water, before imaging
region (a single slice or a volume) is reached. The water molecules, carry-
ing the labeled magnetization, flow into each tissue element proportion-
ally to the local perfusion. After a sufficient delay (typically denominated
inversion time, TI) to allow the tagged blood to reach the region of inter-
est, acquisition is performed, creating the so-called label (or tag) image.
Then the experiment is repeated without labeling of the arterial blood to
create the control image, in which no information about inflowing blood
is observable. If the tag and control images are carefully adjusted, so
that the signal from the static spins is the same in both images, then the
difference of the two of them (control and label) gives rise to a signal (a
magnetization difference signalM) proportional to the amount of blood
delivered to each voxel, nothing else than perfusion.
In each image (label and control) the voxel signal is proportional to the
longitudinal magnetization of the voxel at image acquisition. If no ar-
terial blood is delivered, the signal measured in tag and control images
should be the same, and so the difference image would be zero. But if
arterial blood is delivered to a voxel, it will carry an inverted magneti-
zation in the tag image and a fully relaxed magnetization in the control
image, and thus blood signal will not be canceled in the subtraction.
The major advantage of ASL comparing to other techniques used to
measure perfusion resides in its complete non invasive nature. It uses
magnetically labeled water as tracer instead of requiring injection into
blood stream of exogenous contrast agents or inhalation of radioactive
tracers (i.e. radioactive xenon studies). This confers to the technique a
great versatility, making ASL applicable to human studies without any
restriction regarding age (even pediatric population) or pathological con-
ditions (patient with kidney failure cannot undergo typical bolus track-
ing perfusion studies) and also to measure perfusion in other tissues than
brain. Moreover ASL opens the possibility of repeated perfusion mea-
surements, that were not possible with older techniques based on the
3
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Labelling 
LABEL CONTROL 
PERFUSION 
Figure 1.1.2: Basic principle of Arterial Spin Labeling: dierence signal formation.
The typical ASL experiment consists in the acquisition of the same image in two
dierent conditions. One si called label and contains the contribution of both static
tissue and blood. The contribution of the blood is obtained inverting water's spins
of the blood in the feeding arteries of the brain. The second image called control
is acquired with no blood contribution and contains only static tissue contribution.
The dierent magnetic state, that has the blood that reaching the tissue gives rise
to a coherent signal dierence proportional to perfusion. Ideally, it works if the main
assumption, that magnetization of tissue (often named static spins magnetization)
remains the same in the two states of ASL experiment, is valid.
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use of potential harmful and costly tracers, including the widespread
Dynamic Susceptibility Contrast (DSC) MRI. These serial measurements
could be useful in a number of applications, for example following per-
fusion changes after stroke or drug treatment, and for perfusion-based
functional MRI (fMRI).
Furthermore, ASL technique traces a phenomenon directly related to
perfusion. Especially, it provides a set of raw data, already showing a
clear perfusion-weighting, from which a quantitative measure of perfu-
sion, in absolute unit of [mL=100gmin], can be obtained.
Cerebral Blood Flow (CBF) represents the most common measure of
the perfusion state of the brain. Adopting a general notation, it is given
by:
P =
F
W
= CBF
where F is the blood flow rate in milliliters of blood per minute [mL=min],
W is the tissue mass in [100 g], and P is the perfusion, called CBF in brain
context.
Thus, CBF is the volume of arterial blood delivered to 100g of tissue
per minute, with [mL=100gmin] as nominal unit. A typical value is CBF =
60 mL
100gmin
for gray matter, and CBF = 20 mL
100gmin
for white matter.
In imaging applications, it is convenient to express CBF as flow deliv-
ered to a unit volume of tissue rather than a unit mass of tissue. With
these techniques, indeed, a signal is measured for a particular volume,
the imaging voxel, and the actual mass of tissue within that volume is
unknown, hence it easier define CBF in terms of a volume of tissue. Al-
ways using a general notation, we have:
f = P = 
F
W
where  is the tissue density in [100 g=mL], and f (called sometimes perfusion
rate) is expressed in milliliters of blood per milliliter of tissue per minute
(or second) [mL=mLmin] (or [mL=mLs]). This voxel-based definition of CBF is
the natural choice for image-based perfusion measurements and has the
5
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inverse time dimension as a rate constant. This dimensionality shows
the primary role that CBF plays in determining the delivery of metabolic
substrates and the clearance of metabolic products: the rate of delivery
to the tissue of any substrate is simply fCb, where Cb is the arterial blood
concentration of the substrate Buxton (2005). To express f in common
CBF definition terms, it must be scaled by the local density of the voxel,
knowing that the density of brain is close to 1 g
mL
:
mL
mLs
= 1
g
mL
mL
100g min
= 1
g
mL
mL
100g 60s
=
1
6000
mL
mLs
=) f = 1
6000
CBF
(1.1)
where the correcting factor to move from [mL=100gmin] to [mL=mLs] is made
explicit. Accepting a density value of 1 g
mL
as a good approximation in
brain tissue, a typical value for human is f = 0:6 mL
mLmin
, or equivalently
f = 0:01 mL
mLs
. In this thesis f refers to perfusion quantity, and is used to
indicate also CBF, keeping in mind the difference in unit and the conse-
quent conversion equation (1.1).
The big issue of ASL is intrinsically connected to the process that it
aims to measure, and in the way it is intended to be measured. The sig-
nal change associated with the tagged blood is small. It can be roughly
estimated by considering how much tagged arterial blood water can en-
ter the brain during the experiment. If f denoted local perfusion in units
of [s 1], and the volume of voxel is V (in [mL]), then the total rate of ar-
terial flow into the voxel is fV (measured in [mL=s]), and the volume of
arterial blood delivered during TI is fV TI . Therefore the fraction of
voxel volume that is replaced with the incoming arterial blood during
the interval TI is fV TI
V
= fTI . Since typical values for f and TI are re-
spectively 0:01s 1 and 1s, it results that the delivered volume of arterial
water is only about 1-2% of the voxel volume (Buxton, 2002). Moreover,
the magnetic label decays (with proper rate constant) in time, making the
measurements feasible only in a limited temporal window. At 3T the de-
cay of blood in healthy adult has been estimated to be 1:65s 1 (Lu et al.,
2004), thus the remaining signal after only 3s of decay is only 16% of the
6
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theoretically full magnetization achieved in the arterial side.
Due to the relative small magnitude of ASL signal, every other fac-
tor potentially liable to cause even a restrained signal variation must be
avoided or compensated for. A common source of error is the magne-
tization transfer (MT) effect (figure 1.1.3), which can cause a signal loss
substantially larger than the perfusion induced signal change, making
fundamental an adequate equalization of these effects between tagged
and control images.
Energy transferred
water
other molecules
Figure 1.1.3: Water protons in blood have a narrow frequency spectrum (plotted
in blue). Frequency spectrum of macromolecules in brain tissue is much broader
(red). Thus labeling pulses aect macromolecular spins even when they are located at
dierent positions, and this magnetization can be transferred to the free water signal.
If the total power of RF pulses in label image diers from the one in control image,
a net dierence in magnetization is created, and subtraction errors are introduced in
ASL images.
The small signal changes due to labeled blood make perfusion also
very sensitive to random noise. As a consequence signal averaging to
increase signal-to-noise ratio (SNR) becomes necessary (Fig. 1.1.4). Typi-
cally 20 to 40 pairs of subtracted control and label images are required in
the averaging procedure to get the desired SNR in the perfusionweighted
maps. This inevitably lengthens the acquisition time, to allow multiple
experiment repetitions.
ASL technique is based on a quite simple idea, but in practice its exe-
cution requires to consider several sources of systematic errors. Dealing
7
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#Averages: 1 #Averages: 5 #Averages: 10
#Averages: 20 #Averages: 40 #Averages: 60
Figure 1.1.4: SNR improvement following a dierent number of averaged images is
clearly shown in gure. To reach an adequate SNR level ASL experiment have to be
repeated more times, lengthening the total scan duration.
with these technical difficulties is a critical aspect of ASL technique, be-
cause any uncontrolled confounding effect may contribute to loose the
perfusion weighting of the small signal that is aimed to be measured.
1.2 ASL AS A BLOCK DESIGN EXPERIMENT
ASL implementation can be seen as a block design experiment. Indeed,
each experiment contains in a unique pulse sequence the tracer genera-
tion, and the capability of effectively detecting it, despite the intrinsically
small amplitude of its signal. The whole acquisition has to be imple-
mented avoiding any contamination of the labeling step onto the follow-
ing ones, and ensuring the right timing between them. Indeed, the mag-
netic label, progressively vanishes with time (the time scale is set by the
longitudinal relaxation time of blood and tissues, see Tab. 1.2.1), but also
needs a time delay before imaging to reach the tissue of interest.
As a consequence of these ASL principles, ASL is challenging to imple-
ment, and it requires advanced technical solutions to face a large set of
8
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Table 1.2.1: T1 relaxation of healthy brain tissues at 3T. T1 of arterial and venous
blood has been also reported. (Lu et al., 2004; Norris, 2003)
Tissue T1 [ms]
White Matter 832
Grey Matter 1331
Cerebrospinal Fluid 4123
Arterial Blood 1700
Venous Blood 1650
potential degrading factors.
A generic ASL experiment can be thought as composed of three phases:
1. labeling: in which bolus of labeled blood to be deliver to the tissue
is created by inverting magnetization of spins in protons water
2. post-labeling: in which a sequence of pulses is applied to improve
SNR or to facilitate the subsequent data quantification step. It is an
optional phase in a general ASL sequence
3. readout: in which the actual image (control or label) is acquired
There are a variety of methods both for spin preparation (labeling phase)
and imaging acquisition (readout phase). One important feature of the
ASL sequence is that the three components are almost independent from
each others. This fact allows them to be combined as desired in relation
to the specific application.
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Perfect courage means doing unwitnessed what
he would be capable of with the world looking
on.
Francois de La Rochefoucauld
2
Nuclear Magnetic Resonance
principles
In this chapter the principles of Nuclear Magnetic Resonance (NMR) are
reviewed. All the following material has been adapted from an extensive
introduction on NMR physics that can be found in Haacke et al. (1999).
Magnetic Resonance Imaging (MRI) takes its name fromNMR and its ap-
plication to radiological imaging. MRI was born in the late forty’s from
the work of Block and Purcell, sharing the Nobel prize in 1952. The basic
idea of MRI reflects the interaction of nuclear spin and magnetic field
(B0). The main proton used in MRI is the one of the hydrogen atom
and its interaction with an external magnetic field results in a precession
movement along the magnetic field direction. The precession motion can
be described as angular frequency (!0) (See Haacke et al. (1999), chap. 2):
!0 = B0 (2.1)
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where  is a constant called gyromagnetic ratio. The typical value for
hydrogen  (H) is 2:68  108rad=s=Tesla. This angular frequency of the
precession motion is called Larmor frequency. Following this considera-
tion, it is possible to describe the representative situation of a small vol-
ume of hydrogen proton spins immersed in a external magnetic field B0.
Comparing the field interaction with the thermal energy (that prevents
the spins to fully align with the external magnetic field) and from the
Botzmann’s probability distribution of the spins precessing the external
magnetic field, it is possible to describe only two energetic levels in which
spins can be located, one parallel and one antiparallel to B0. The differ-
ence between the number of spins in the two energy levels is only a very
small portion of the total, i.e. for a magnetic field of 0.3 T is only one
part per million. The net magnetization vector seen in a small volume of
interest (voxel) can be described asM = (Mx;My;Mz). With the presence
of only one external magnetic field the magnetization vector will have
only a parallel component. When more magnetic fields are present, it
will have also a traversal component. M can be decomposed in parallel
and transverse magnetization following:
Mk = Mz
M? = Mx + i My
(2.2)
The longitudinal equilibrium magnetization (M0) is the component of
the moment vector along the external field direction and can be com-
puted as the proton magnetic moment component multiplied by the dif-
ference between the number of spins in the parallel and anti-parallel ori-
entations:
M0 =
0
2~2
4kT
B0 (2.3)
where  is the spin density, ~ is the Planck’s constant, k is the Botz-
mann’s constant, T is the temperature. This value, even if limited by the
number of spins in surplus let to measure the NMR signal.
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2.1 RADIO FREQUENCY PULSES
The net magnetization, in presence of an arbitrary time dependent mag-
netic field, B(t) neglecting relaxation effects, can be described as:
dM
dt
= M(t)B(t) (2.4)
If the external magnetic field is constant B(t) = B0 and parallel to the
z axis, the transverse and parallel vector components ofM from 2.4 can
be separated into:
dMx
dt
=  B0 My
dMy
dt
=   B0 Mx
dMz
dt
= 0
(2.5)
This representation describes a transversal component M? precessing
the z direction with angular frequency !0 =   B0 and a constant longi-
tudinal component Mk. The magnetization can be manipulated directly
by interaction with radio frequency pulses (RF pulses). If a particular RF
pulse is considered, i.e. perpendicular to the z axis, induced by electro-
magnetic waves with angular frequency !HF and amplitude B1 :
B1(t) = B1  (cos(!HF  t); cos(!HF  t); 0) (2.6)
When this RF field interacts with the static B0 the resultant magnetiza-
tion can be described using 2.4
dM
dt
= M(t)B1  (cos(!HF  t); cos(!HF  t); B0) (2.7)
This relationship allows to manipulate the magnetization tailoring the
RF pulse or adding more than one RF pulse. Correctly choosing the fre-
quency and amplitude of the RF pulse, the magnetization can be redi-
rected as perpendicular or antiparallel to B0. A more general situation
can be achieved by using the larmor frequency as the RF pulse frequency.
It is possible to demonstrate that after a finite pulse length tp, M is un-
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aligned by a custom angle , called flip angle:
 =  
Z tp
0
B1()d =  B1  tp (2.8)
For inversion preparation (antiparallel magnetization) is used  = 180
and for saturation (transverse magnetization)  = 90 is used. However
several shapes of RF pulses exist and their principal properties are in-
fluenced by the spatial localization, the efficiency of the magnetization
achieved and on the total energy transferred using them. The net mag-
netization of a single voxel can be read by using coils located around the
probe since the magnetized voxel will emit radio frequent electromag-
netic waves.
2.2 RELAXATION TIMES
In Eq. 2.4 relaxation effects are neglected. In real applications, however,
there is a transitory effect after the RF pulse that can disturb the equilib-
rium magnetization of spins when only B0 is imposed. This effect can be
described by the Bloch equation, in the z direction:
dMk
dt
=
M0  Mk
T1
+   (MB) = M0  Mk
T1
+   (MxBy  MyBx) (2.9)
where T1 is the longitudinal relaxation and depends on probe material
and magnetic field strength. The relaxation process is due to spin-lattice
interaction and consists of exchange between spins and chemical bind-
ings of the lattice that surrounds them. As explained in section 2 after a
longitudinal magnetization is prepared a transverse componentM? pre-
cesses B0. This component can be also described by a transitory effect
known as transverse relaxation. The transverse relaxation time is called
T2 and is associated to spin-spin interactions: this leads to a relative spins
dephasing effect. From Eq. 2.2 the B ? component and the Bloch equa-
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tion associated to it can be written as:
dM?
dt
=  i  (M?Bz  MzB?)  M?
T2
(2.10)
Thus in an MRI observable experiment the system describing the mag-
netization phenomena will have a perpendicular and a parallel compo-
nent. Each of them will have a characteristic time constant associated to
them. It is useful to introduce also the concept of relaxation rates (i.e. the
inverse of the relaxation time):
R1 =
1
T1
R2 =
1
T2
(2.11)
2.2.1 INVERSION RECOVERY EXPERIMENT AND T1
If the RF pulse B1 is tailored to obtain an antiparallel net magnetization,
the relaxation phenomenon after it, is called Inversion Recovery (IR). The
main application of IR is to measure T1. In absence of the transversal
component only Eq. 2.9 should be considered in the calculations. The
solution for this type of RF can be written as:
Mk = M0 

1  2  e  tT1

(2.12)
To estimate T1 multiple acquisitions at different t should be used. How-
ever it is very popular to acquire a single image at a single t value, this is
called the Inversion Time (TI). Considering the decay, it is easy to under-
stand that changing this time will lead to different contrasts (Fig. 2.2.1).
Moreover, if TI is chosen appropriately (e.g. TI = TI0) it is possible to
null the signal of a specific tissue. The signal acquisition can be achieved
using another RF pulse of 90 flipping themagnetization of the transverse
axis.
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2.2.2 FREE INDUCTION DECAY AND T2
A Free Induction Decay (FID) experiment can be described when a 90
RF pulse is applied in the presence of only B0. After the pulse, the longi-
tudinal magnetization will be zero and the transversal one will be equal
to M0. From this experiment it is possible to estimate the transversal re-
laxation time T2. Indeed, the solution of Bloch Equation (Eq. 2.9) can be
written as:
M? = M0  e 
t
T2
 iB0t (2.13)
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Figure 2.2.1: In the top row T1 relaxation during an Inversion recovery experiment
(T1 simulated of 1.2s) while in the bottom row T2 relaxation during a Free Induction
Decay experiment (T2 of 100ms).
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The resulting complex magnetization has two parts: a magnitude one
describing an exponential decay and an imaginary one describing an os-
cillatory phenomenon of the phase. This curve should be sampled at
different values to estimate T2, as for the IR experiment. In the same way
as TI for T1, the chosen time for the readout in FID experiment is called
echo time (TE). The spin-spin interactions (Eq. 2.10) describe a relative
dephasing of near spins. If only the magnitude component ofM? is con-
sidered:
jjM?(t)jj = jjM?(t)jj  e 
t
T2 (2.14)
However, local B0 inhomogeneities (B0) amplify this effect. Neigh-
boring spins will experience slightly different magnetic fields leading to
relative phase differences over time. This degrading can be expressed by
an extra relation due to local mean field inhomogeneities:
T 02 =
1
 B0 (2.15)
This leads to a perceived faster decay of spins, governed by a new re-
laxation time, called T 2 :
1
T 2
=
1
T2
+
1
T 02
(2.16)
2.2.3 SPIN ECHO
T 2 relaxation seems to rule every experiment in MRI where transverse
magnetization is investigated. Using an empirical approach, Hahn (1950)
discovered the so called Spin Echo. This particular echo can be used to
prepare pure T2 images without any dephasing resulting in T 2 weighting.
This sequence is made up of four steps. Firstly a 90 RF pulse is applied to
start a FID experiment; secondly a short time is inserted as delay; thirdly
a 180 RF pulse is applied and finally, after another delay time, the read-
out can start. The reason why this image is a true T2 weighted comes
from field inhomogeneities that result in different larmor frequencies for
17
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spins disturbed by slightly different external fields. The results of this
are that there will be both faster and slower spins in the neighborhood
that precess the external field. After a 180 pulse the spins behind will
be flipped along the transverse axis, passing the faster ones, but keeping
precessing in the same direction with the same dephasing because the
inhomogeneities have not changed. During the second delay time the
faster spins are now behind the others but since they are faster, after the
same time all the spins will be again phased together. The spin-spin in-
teraction is not recoverable with this process and the magnetization seen
is only due to T2. The sum of the two delays is again the Echo time (TE).
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If there is anything in the world that can really be
called a man’s property, it is surely that which is
the result of his mental activity.
Arthur Schopenhauer
3
ASL Sequences
This chapter describes the three fundamental blocks of a typical ASL ex-
periment. Since many configurations and implementations of ASL has
been proposed, this overview will cover the most used methods accord-
ing to literature and the sequences used in themodeling task. The chapter
is divided into three sections, one for each of the three blocks.
3.1 LABELING
The first block needed in an ASL experiment is called labeling. Several
types of labeling techniques have been presented in the last decades with
the aim of inverting spins in arterial blood water. Two are the main ap-
proaches: Continuous ASL (CASL) (Detre et al., 1992; Williams et al.,
1992) and Pulsed ASL (PASL). In CASL arterial blood spins are inverted
in the meanwhile when pass through a plane fixed to a design location.
The typical inversion technique employed with CASL is a flow driven
19
ASL Sequences
adiabatic inversion RF pulse and its duration is about 2  4 s. Instead, in
PASL, a spatially defined labeling inversion pulse is applied to a larger
region. This technique avails of the use of adiabatic inversion, because
of its robustness to B1 inhomogeneity and as a result a large portion of
water spins is inverted simultaneously. The duration of a typical PASL
inversion pulse is about 10 50ms. The main advantage of CASL respect
to PASL is its higher signal to noise ratio and the possibility to set the end
of the bolus duration. Vice versa the main advantage of PASL compared
to CASL is its reduced specific absorption rate (SAR) due to the short
RF-pulses employed and a higher labeling efficiency (i.e. the fraction of
equilibrium magnetization that is actually inverted by labeling scheme,
denoted by the dimensionless number ). Moreover CASL suffers MT
effects more than PASL. Hence, an hybrid approach that improves CASL
has been presented. This technique is called Pseudo Continuous ASL
(pCASL (Dai et al., 2008)). This technique simulates a CASL protocol by
using a train of RF pulses and a gradient waveform adequately shaped in
order to overcome the limitations connected to practical realization of the
typical CASL scheme. The use of a train of RF pulses is more compatible
to the hardware used in modern scanner. Since its presentation, pCASL
has been considered to be the best approach for labeling water of blood
in ASL studies.
3.1.1 PULSED ASL
Pulsed labeling consists of a RF inversion pulse applied to produce a bo-
lus of labeled magnetization in a defined location. The spins of the water
protons in the blood are the target. The blood acts as a endogenous tracer
and permits the estimation of perfusion. The created bolus can travel
through the arteries down to the arterioles and reaches the capillary bed,
exchanges the labeled magnetization with the unlabeled magnetization
of the tissue water. Pulsed ASL techniques shares the same basic princi-
ples, but differs in strategy used to acquire control and label images. The
inversion is usually performed using a hyperbolic secant adiabatic inver-
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sion pulse. The characteristic of adiabatic pulses is to not be dependent
on how B1 varies across the magnetization field, i.e. the typical relation-
ship between flip angle and B1 is no longer valid for adiabatic pulses:
 = 
Z T
0
B1(t)dt (3.1)
where B1(t) is the RF modulation, which is 0 before t = 0. The in-
tegration in performed over the duration of the RF pulse. In PASL the
inversion should be as uniform as possible in the labeling region. This
is the reason why the use of adiabatic pulses is preferable. Indeed using
an opportune modulation shape of the RF pulse, is possible to uniformly
invert the magnetization of large areas even if B1 field is not homoge-
neous. Like all adiabatic pulses, adiabatic inversion pulses do not obey
to Eq. 3.1. Instead, the flip angle  of an adiabatic pulse depends on how
the B1 field varies its amplitude and modulation during the pulse.
3.1.1.1 SIGNAL TARGETING WITH ALTERNATING RADIOFREQUENCY
(STAR)
Signal TargetingwithAlternating Radiofrequency (STAR) (Edelman et al.,
1994) labeling scheme is shown in Fig. 3.1.1. As usual the sequence alter-
nates acquire both label (Fig. 3.1.1a) and control (Fig. 3.1.1b). Afterwards
the difference between the two images is performed offline on a separate
workstation to obtain a perfusionweighted image. The labeling sequence
starts with a slice selective 90 pulse located in the imaging region (green
band in Fig. 3.1.1c). This pulse saturates the imaging region protecting it
from any perturbation caused by the following inversion. The spatially
inversion pulse inverts the spins contained in a very thick slab (10 -15
cm in yellow band in Fig. 3.1.1c) positioned near to the imaging site.
Usually a gap of 1 cm between labeling and imaging region is needed to
avoid indesiderate effects due to non ideal profile of the labeling pulse.
The net magnetization produced by the inversion pulse has to reach the
imaging region before the acquisition is performed. The timing between
this phase and the acquisition is fundamental to avoid errors in perfusion
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quantification and it is discussed in Section 3.4. The control image could
be theoretically acquired simply repeating the labeling sequence without
the inversion pulse as presented in the original STAR implementation.
However, the tagging pulse is off-resonance respect to the imaging region
and could result in MT effects as discussed previously in Section 1.1. If
the same inversion pulses are applied with the samemodulation function
but with an opposite carrier frequency respect to the imaging slice (blue
band in Fig. 3.1.1d) it can produce an identical MT effect also on the con-
trol image. As long as the MT effects are symmetric when the difference
is performed the MT effect will be cancelled out. This technique can be
applied only to single slice acquisitions.
To permit a multi slice acquisition a new version of STAR has been
proposed (Edelman and Chen, 1998). In this new version, according to
the scheme described in Fig. 3.1.1e the RF power of the labeling inver-
sion pulse is counterbalanced by the two consecutive adiabatic pulses of
half RF power. The induced magnetization transfer effects are identical
in both cases, and these allow multi-slice acquisition with good MT ef-
fects equalization (Edelman and Chen, 1998). Anyhow, MT effects are
less prominent in PASL techniques, and care must be taken to reduce the
effects of non the ideal profile of the tagging pulse on the imaging region,
making necessary the introduction ofa sufficient spatial gap from label-
ing to imaging region. Having tagged the arterial blood that flows into
imaging region with an inverted magnetization, in STAR experiments,
the signal from a voxel in label image, Ml, is less than the one in con-
trol image,Mc, (if a consistent amount of blood perfuses it). Therefore to
obtain a positive subtraction image, the difference signal M has to be
defined as:
M = Mc  Ml (3.2)
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Figure 3.1.1: STAR labeling scheme adapted from (Bernstein et al., 2004). Panel
a) shows the pulse sequence for the label step. A 90 saturation pulse is applied
before the inversion in the proximal yellow band respect to the imaging region (been
slab). This scheme was introduced for single slice but can be adapted to multi slice
acquisitions. Panel b) shows the original version of STAR for the control sequence.
The pulse sequence is dierent in the location where the inversion pulse is applied, to
avoid MT eects. To allow the cancellation of MT eects the carrier frequency of the
two pulses is inverted respect to the frequency of the pulse applied to select the slice
and results in an inversion region distal to the imaging region (blue band in panel d))
(Edelman et al., 1994). This version can be applied only to single slice acquisition. In
the last two panels e) and f) the last presented version of STAR scheme that permits
multi slice acquisition (Edelman and Chen, 1998) is reported. The inversion pulse is
applied twice but with half power to produce no inversion in the control image but
apply the same MT eect. MT eect will be canceled in the subtraction operation
and hence it is not present in the nal perfusion weighted image.
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3.1.1.2 VARIATIONS OF STAR TECHNIQUE
Proximal inversion with a control for off-resonance effects (PICORE) (Fig.
3.1.2) is a variation of the STAR labeling scheme (Wong et al., 1997). The
labeling acquisition is equivalent as in STAR but an off-resonance inver-
sion pulse in the control acquisition is employed without the coupling
with a slab selective gradient. In this way the carrier frequency of the in-
version pulse is the same as the labeling sequence and it can be canceled
out. This strategy can compensate for asymmetric MT effects and is not
sensitive to the flow from the distal side of the imaging region. How-
ever, PICORE is more sensitive to eddy currents respect to STAR since
the waveform of the pulses in the two acquisitions is different.
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Figure 3.1.2: Proximal inversion with a control for o-resonance eects (PICORE)
labeling scheme adapted from (Bernstein et al., 2004). PICORE is an alternative to
STAR. Panel a) shows the label sequence, identical to STAR (Fig. 3.1.1a). For the
control image the inversion pulse is applied without the coupling of a slice selection
gradient. In this way the control image do not experience any inversion but the MT
eects are identical and therefore can be canceled in the subtraction.
Another variation of STAR has been proposed and it is known as Trans-
fer Insensitive labeling technique (TILT) (Golay et al., 1999). In this imple-
mentation the initial inversion is replaced by two 90 pulses. To produce
a net magnetization of 180 the two pulses should have the same phase.
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On the contrary, in the control acquisition the second pulse is opposite
in phase and no net magnetization is produced. This produces the same
MT effects on both control and label allowing thus their cancellation.
3.1.1.3 FLOW-INSENSITIVE ALTERNATING INVERSION RECOVERY
The labeling scheme proposed by Kim (1995); Kwong et al. (1995), called
Flow-Insensitive alternating inversion recover y(FAIR), uses a frequency
selective inversion pulse coupled or not with a gradient for slice selec-
tion to produce respectively labeled and control images. Similar to STAR
the inversion is achieved using an adiabatic inversion pulse. Differently
from STAR the frequency carrier of FAIR is the same for both label and
control. When a slice gradient is applied it inverts the magnetization only
in the selected portion (green slab in Fig. 3.1.3a) leaving unaffected the
rest of the field. When the inversion pulse is applied alone it has a non
selective behavior and it will affect indistinctly the whole field inverting
its magnetization (blue slab in Fig. 3.1.3a). By using the same waveform
for both the conditions, this scheme allows to better compensate for eddy
currents effects. Since both blood and tissue experience the same T1 re-
covery there is a very low sensitivity to inflow of arterial blood in the
control image (Nishimura et al., 1987). Since the label has no net mag-
netization component from the blood, it has a higher magnetization than
the control that instead experienced the inversion of the blood. To main-
tain the positive sign of the labeled magnetization, the difference signal
M has to be defined as:
M = Ml  Mc (3.3)
FAIR is more robust to MT effects respect to STAR and moreover the
contribution to perfusion signal is made of arterial blood feeding the re-
gion from both proximal and distal areas respect to the imaging slice. If
the feeding artery in the region is unknown or is not in the distal region
because of pathologies, FAIR might be less sensitive to perfusion under-
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Figure 3.1.3: Flow-Insensitive alternating inversion recovery (FAIR) labeling scheme
adapted from (Bernstein et al., 2004). FAIR sequence do not employ any saturation
pulse before inversion. The label sequence (Panel a)) consists of a combined slice
selection gradient and an inversion pulse. The control image is obtained applying
the same inversion pulse to allow MT eects to be canceled but without the use of
any slice gradient selection. The latter permits the inversion of the magnetization
in the blue band. Thus the net magnetization obtained is negative in sign. To
retrieve a positive sign for the perfusion weighted image the subtraction should be
done following Eq. 3.3 .
26
3.1 Labeling
estimation.
Two FAIR variants have been proposed: one of them is the uninverted
flow-insensitive alternating inversion recovery (UNFAIR) (Helpern et al.,
1997), where the number of inversion pulses in both control and label im-
age are doubled maintaining the same scheme of coupled slice gradient
selection and inversion for label and control. This introduces a 360 pulse
that allows to obtain a net positive magnetization as for STAR (Eq. 3.2).
Another pulse sequence based on FAIR is flow-insensitive alternating
inversion recovery with an extra radio frequency pulse (FAIRER) (Mai
et al., 1999). The key modification to FAIR is the addition of a slice se-
lective saturation pulse immediately before the inversion of the FAIR se-
quence. This allows to reduce the sensitivity of FAIRER to the TI chosen
when it corresponds to a nulling time for specific tissues.
3.1.2 CONTINUOUS ASL
ContinuousASLwas developed historically before PASL. The firstmethod
employed multiple saturation pulses (Detre et al., 1992) and was then re-
placed by inversion pulses (Williams et al., 1992). Contrary to PASL the
principle used for the inversion is the flow-driven adiabatic inversion
(Dixon et al., 1986). Taking an arbitrary RF pulse, it cannot be an adiabatic
pulse for static spin. For moving spin, this is not completely true and in-
due, applying a field gradientG in the motion direction concurrent to the
RF pulse it can produce an adiabatic inversion. Themotion of spins along
the gradient changes the frequency of the spins from over resonance un-
der the resonant frequency of the applied RF pulse. Setting a reference
frame as the blood water spin, when they are far from the labeling plane
they are off resonance. As the blood flows through the plane the con-
ditions of the spins switch to on resonance. Leaving the labeling plane
the spins start to became off resonance again. The frequency of the spins
sweeps during this process and becomes inverted. The result of the ap-
plication of this pulse to a moving flow of spin is a flow driven adiabatic
inversion. Hence, it is possible to drive the magnetization from parallel
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to B0 to anti-parallel respect to a specific location. In case of CASL, the
location is a plane positioned orthogonally to the carotid and vertebral
arteries in the neck. In the rotating frame set as reference, the effective
field Beff can be described as the vector sum of the fields of the applied
RF pulse (B1) and an additional field proportional to != where ! is
the frequency offset between the resonant frequency of the spins and that
of the labeling pulse. Spins that move towards the plane will have an
inverted magnetization. This is true only when the adiabatic condition is
satisfied. Under this assumption the magnetization of the moving spins
is inverted irrespective to their velocity:
1
T2b
;
1
T1b
 GvjBeff j 

2
jBeff j (3.4)
where T2b is the T2 relaxation of the blood, v is the velocity of the water
molecules of the blood andBeff is the effective component of the induced
magnetic field lying in the flow direction and G is the gradient field ap-
plied along this direction. If the velocity of the blood is too fast, the adia-
batic condition is not satisfied and the relationship is no longer valid. On
the contrary, if the flow velocity is lower, then the T2 effect dominate the
relation (left side of the equation) rendering the inversion not efficient.
It is worth noting that the right side condition in Eq. 3.4 on T2 is more
restrictive than on T1 since usually T2 is always shorter than T1. CASL
approaches need, as well as PASL, the acquisition of at least two condi-
tions. Hence, CASL labeling sequence starts with a inversion couple with
a gradient parallel to the flow direction, usually the z axis.
3.1.3 PSEUDO CONTINUOUS ASL
Theoretically, the continuous labeling produces a greater SNR than pulsed
labeling. Nevertheless, this theoretical advantage is reduced by a number
of challenges that practical implementation of CASL have to face. Among
these, are inefficiency of labeling, magnetization transfer effects and lim-
ited support for continuous-mode operation on clinical scanners. The
last one is surely the most difficult to bypass: the majority of the imagers
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are optimized for pulsed operations and cannot support CASL because
of constraints on the RF duty cycle. It means that flow-driven adiabatic
inversion cannot be achieved applying constant RF and gradient fields.
Intuitively, the solution could be found by breaking up the continuous
rectangular RF into a train of RF pulses separated by a gap. This is ex-
actly the basic idea of pCASL (Dai et al., 2008). The approximation of the
continuous RF pulse (Fig 3.1.4a) can be made by a train of rect functions
as in Fig 3.1.4b. This solution has the drawback to produce aliased la-
beling planes. This can be demonstrated taking the rect representation
of the RF pulses with t as the spacing between two consecutive pulses
with width  and convolving it with a train of Dirac delta functions:
RFb =
1
t
train

t
t


 rect

t


(3.5)
where train(t) =
P+1
n= 1 (t  n). The Fourier transform of RFb is:
F fRFbg = train(ft)  sinc(f) (3.6)
Eq. 3.6 reveals the presence of multiple planes at frequency f = t=n
modulated by a sinc function. If a gradient G in the z direction is ap-
plied, the planes are located at z = n=(Gt) in the space domain. Us-
ing a Hanning function instead of a rect it is possible to reduce the num-
ber of aliased planes because its Fourier transform drops faster than the
sinc function (Fig. 3.1.4c). However, the aliased planes are still present
and a strategy to suppress them could be to apply strong slice selective
gradient during each Hanning pulse. The amplitude of such gradient,
Gmax should be balanced respect to the average gradient amplitude in
each cycle (Gave). This means that there still will be aliased planes at
z = n=(Gavet). Opportunely tuning the Hanning response can lead to
a narrower pulse in which the first zero will be at z = 1=(Gmax). Thus
respecting the following condition permits to overcome the problem of
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aliased planes:
Gmax
Gave
 t

(3.7)
Under this condition it is possible to use flow-driven adiabatic inver-
sion with such RF shape. Moreover, to match CASL requirements, the
labeling sequence should be able to cause a position-dependent phase
shift. This can be achieved introducing an imbalance in the gradients
(Fig. 3.1.4d) but maintaining an average value Gave between pulses com-
parable to that used for continuous inversion. For the control, a 180
phase shift for all positions has to be introduced. This can be seen in Fig.
3.1.4e where Gave between pulses is zero. In this case, the average Beff of
RF pulses is zero (no magnetization inversion is achieved) but its power
is equal to the label sequence and thus the MT effects are canceled out in
the subtraction between the two conditions.
3.1.4 LAST DEVELOPMENTS
In the last years a new labeling scheme has been proposed. A problematic
issue with the classical CASL/PASL/pCASL approach is the sensitivity
to the Bolus Arrival Time (BAT). This aspect will be covered in section 3.2
and in chapter 4. BAT sensitivity can affect the quantification of perfusion
and hence it has been severely taken into account developing new BAT
insensitive sequences. This is the case of Velocity selective ASL (VSASL)
(Wong et al., 2006). VSASL is a variant of pulsed ASL that eliminates
the bolus arrival time sensitivity by labeling the blood much closer to the
capillary bed. VSASL consists of an additional module that uses non-
selective RF pulses and magnetic field gradients to modulate the longitu-
dinal magnetization of the spins as a function of their velocity. The key
point is that speed will collapse down from artery level to tissue level
and VSASL saturates spins above a certain cut-off velocity (Vc), which
are then imaged after they have merged with tissue water molecules. If
Vc is optimized for a value corresponding to the blood velocity at the
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Figure 3.1.4: Labeling scheme for Continuous and pseudo Continuous ASL. Adapted
from (Dai et al., 2008). In panel a) the theoretically continuous RF pulse of CASL is
shown. It can be virtually substituted by a train of shorter RF pulses. In panel b) an
example using a rect function is shown. This approach is susceptible to aliasing of
inversion planes. Using a Hanning shape RF pulse and a slice selection gradient (panel
c) is possible to exclude the aliased planes narrowing the window of eectiveness of
inversion pulses. The last panel (e) shows a control sequence for pCASL that includes
an imbalance in gradient and a phase shift of 180 in the RF to not achieve any
magnetization eect but still produce the same MT eect.
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capillary level, the label process is made within the voxel of interest and
hence it is insensible to BAT (Wu and Wong, 2006). The main appealing
application of this technique is in presence of very slow flow, such as in
pathologies like stroke or stenosis, since it is capable to provide semi-
quantitative map of perfusion where the conventional methods are not
(Wong et al., 2006). However several artifacts related to Cerebro Spinal
Fluid (CSF) have been documented and RF imperfection leads to system-
atic subtraction errors. Furthermore, B1 and B0 inhomogeneities lead to
an underestimation of perfusion due to spatial variations in tagging ef-
ficiency (Duhamel et al., 2003). Additionally, the VSASL sequence is not
eddy current balanced and recently an additional preparation module
has been introduced to improve this aspect (Meakin and Jezzard, 2013).
However, from the clinical point of view, this technique should be con-
sidered as a work in progress tool.
Another pitfall not yet listed for VSASL is the fact that both arterial and
venous blood are tagged indistinctly. A new approach namedAcceleration-
Selective ASL (AccASL) has been recently proposed (Schmid et al., 2014)
to solve this issue. The main difference between this two approaches is
that AccASL is able to distinguish between accelerating and decelerating
spins. If an acceleration cut-off Ac is set appropriately it is possible to
saturate spins that are accelerating, i.e. keeping inverted only spins that
are arriving in the tissue from the arterial side.
pCASL and CASL approaches suffer because RF coils are used also in
the labeling process and therefore in the meanwhile the read out can-
not be performed. In this way, the initial portion of the signal cannot
be acquired. Recently a new encoding scheme that can potentially over-
come this problem has been presented (Dai et al., 2012;Wells et al., 2010a).
Moreover a refined timing in the encoding of pCASL labeling has been
presented, called Time Encoded ASL (Teeuwisse et al., 2014). The key
idea is that with opportune different encoding schemes repeated over
time and a series of additions and differences operations is possible to re-
trieve the full kinetic curve of the blood also during the labeling. All these
approaches are very promising and will be further validated and tuned
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also in clinical environment. At present, the most used labeling scheme
for pCASL in clinical studies is the simple approximation of CASL pro-
longed labeling.
3.1.5 LABELING EFFICIENCY
In general terms, labeling efficiency can be defined as the fraction of ini-
tial blood longitudinal magnetization inverted by the tagging scheme. It
is usually denoted as :
 =
M0  ML0
2M0
(3.8)
For a PASL sequence it means that all the water spins in the labeling re-
gion could be potentially inverted. For CASL and pCASL,  is calculated
as the fraction of the spins of water molecules in blood correctly inverted
over the whole number of spins that passed towards the labeling plane
during the inversion pulse. Labeling efficiency is a critical factor in every
ASL implementation. It affects the quality of acquired ASL images since
it directly controls the SNR of the measured data. Roughly, the SNR of
ASL experiment depends on the amount of inverted magnetization car-
ried into a unit volume during the examination time. Hence, the amount
of blood delivered to local tissue by flow and the quality of the inversion
step are the main factors determining the SNR. Thus, when designing a
tagging scheme, great attention should be paid to avoid any reduction in
theoretical labeling efficiency, since ASL is already a low SNR technique.
In PASL, labeling efficiency is not a big issue and it has been demon-
strated to reach value over 90% (Petersen et al., 2006). Since in CASL and
pCASL it is function of several factors, such as velocity of flow, gradient
amplitudes and coupling of RF train characteristic parameters, it should
be carefully evaluated. In Maccotta et al. (1997) an exhaustive simulation
was carried out over a wide range of parameters to estimate  for CASL.
With an appropriate selection of RF amplitude and gradient strength, the
inversion efficiency was found to be 0:9, a value substantially stable in
a wide range of velocities (10   60 cm=s). Labeling efficiency of pCASL
33
ASL Sequences
tagging scheme has been investigated using numerical simulations and
the theoretical labeling efficiency value has been set around 0.85 (Dai
et al., 2008). However, the implementation of pCASL tagging scheme is
more technical demanding and its efficiency is more sensitive to different
sources of variation respect to the simple flow-driven adiabatic inversion
used in CASL. Indeed, to achieve optimal inversion of blood magneti-
zation, another condition has to be precisely met: the phase of consecu-
tive RF pulses has to match the phase accrual of flowing spins between
pulses. Whenever a mismatch in phase concordance () arises, the in-
version efficiency of pCASL tagging scheme degrades (Wu et al., 2011).
The phase error () is mainly due to off-resonance fields at the tagging
plane, and to imperfections in the applied gradient. Unfortunately, the
amplitude of these effects depends on several factors, such as B0 and B1
field inhomogeneities and scanner hardware performance, which might
show a non-negligible heterogeneity across different subjects and exper-
iments. Moreover, a component of  is dependent on flow velocity.
This fact enhances the variability of labeling efficiency among subjects,
experiments and different physiological states, too. Therefore, labeling
efficiency plays a critical role in perfusion quantification from pCASL
data. It depends on factors whose entity shows both inter and intra-
subject variability, making numerical simulations an inappropriate tool
to assess its value. For these reasons, the most appropriate way to take
inversion efficiency into account is to directly estimate it from data. A
recent proposed method (Shin et al., 2012) to obtain optimal labeling effi-
ciency consists in the addition of a separate calibration scan to minimize
, introducing a series of short scans interleaved by automatic routines
to calibrate the scanner on a subject by subject base. In (Aslan et al.,
2010) instead, a method for in vivo determination of inversion efficiency
in pCASL experiments is proposed. The idea underlying this method is
to obtain two measures of total perfusion (or whole-brain perfusion) of
the same subject in the same physiological state: one measure does not
require any inversion mechanism, and the other is consequence of inver-
sion pulses application. Namely, the two measurements are performed
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respectively with phase-contrast (PC) MRI, and pCASL techniques. A
more thorough description of how this method can be implemented will
be discussed in Chapter 7.
3.2 TISSUE PREPARATION
As already said in section 1.2 a typical ASL experiment can be divided
into three mostly independent blocks. The second block is the period
between the end of the labeling procedure and the start of the image for-
mation, called readout ( discussed in section 3.4). This time is often not
exploit but is needed to permit the labelled bolus to reach the tissues. It
is extremely important that the imaging process starts when the bolus
has already exchanged with tissues. This aspect has been largely debated
since the first applications of ASL. A logical approach to solve this issue
is to introduce a delay between the labeling and the readout block (Alsop
and Detre, 1996). In case of PASL this interval is named inversion time
or inversion delay (TI), whereas in CASL and pCASL is named post la-
beling delay (PLD). While CASL and pCASL have a well-defined bolus
length because the labeling site is unique this is not the case for PASL. In
the next section the approach to render insensitive PASL to bolus width
will be introduced. Afterwards a review of the methods to null tissue
contribution in order to eliminate signal fluctuation errors and improve
SNR in ASL implementation is presented.
3.3 QUIPSS AND Q2TIPS
In PASL the bolus width ( ) depends on the geometry of the vessels and
on the velocity profile of blood flowing through them. Differently from
CASL it is not well-defined and since the labeling domain is broader in
PASL than pCASL the distribution of the bolus width is unknown and
should be estimated from the data. A technique to eliminate this depen-
dence has been proposed (Wong et al., 1998). In Quantitative Imaging Of
Perfusion Using a Single Subtraction (QUIPSS and QUIPSS II) , a satura-
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tion pulse is applied to the imaging slice at time TI1 after the application
of the tag 3.3.1. Because this pulse is applied for both the label and control
images, it effectively removes any contribution to the difference signal of
blood that arrives before TI1. The image is acquired at time TI2, after a
delay of TI = TI2   TI1, from the time of the saturation pulse. Thus,
only tagged blood that enters the imaging slice between TI1 and TI2 con-
tributes to the difference signal. If the following conditions are met,
TI1 > t
TI2 < t+ 
(3.9)
then tagged blood is entering the slice for the entire time TI , and the
estimation of perfusion is no longer dependent on  .
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Figure 3.3.1: QUIPSS, QUIPSSII and Q2TIPS . In panel a) QUIPSS saturation
scheme is reported. Blue band and red band in panel c) represent saturation location
respectively for QUIPSS (within the imaging slice) and QUIPSSII (within the imaging
region). The scheme for Q2TIPS is also reported in panel b and d). To be noted
that in Q2TIPS the saturation pulses are replaced by a train of periodic saturation
pulses.
A second version of QUIPSS, named QUIPSS II has been proposed. In
36
3.3 QUIPSS and Q2TIPS
this modification, the saturation pulse is applied to the labeling region
rather than the imaging slice. In this case the bolus is well defined by the
saturation pulse and if the following conditions are met it is possible to
eliminate the dependency from  in the perfusion estimates:
TI1 < 
TI2 > TI1 + t
(3.10)
Comparing the two techniques, QUIPSS II allows more time for the
distribution of labeled blood water into the imaging region, generating a
more homogeneous and hence more robust perfusion signal. However,
residual errors remain due to incomplete saturation of spins over the slab
saturated from QUIPSS II pulses. Furthermore, because of the imperfec-
tion of slice profile, a spatial mismatch of the edges of the saturation and
inversion slab causes a not perfect cut of the boluswidth. By replacing the
original QUIPSS II saturation pulse with a train of thin-slice periodic sat-
uration pulses applied at the end of the labeling slab, the accuracy of per-
fusion quantitation can be improved. This approach is named QUIPSS II
With Thin-Slice TI1 Periodic Saturation (Q2TIPS) (Luh et al., 1999).
3.3.1 BACKGROUND SUPPRESSION
ASL is based on the subtraction between two images acquired in differ-
ent conditions. The amount of available signal depends on the perfusion
level but it might be completely disturbed by physiological fluctuations.
In fact the mean cerebral blood volume in tissue is almost 5% and the
difference signal. Perfusion is 20 time lower than the contribution of the
static tissues. However, considering the measurement error, physiologi-
cal fluctuations (cardiac and respiratory cycles) and motions, these are in
the same order of magnitude as the ASL signal. The basic idea of back-
ground suppression is to attempt to null any contribution from the static
tissues without modifying the ASL signal. In principle, this might be
achieved using multiple inversion pulses. Specific tissues can be nulled
according to to the number of IR pulses introduced. These pulses should
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Figure 3.3.2: Example of Background Suppression technique. A saturation pulse is
applied at the start of labeling and two inversion pulses are introduced to null Grey
Matter (GM) (blue curve) and White Matter (WM) (green curve) signal at the time
of readout (vertical dashed line). The signal of CSF (violet curve) is not completely
suppressed with this pulse timing.
be inserted after the end of the labeling and before the start of the read-
out.
This method has been firstly applied to angiography (Mani et al., 1997)
and it has been quickly adapted to ASL (Ye et al., 2000). Taking as exam-
ple an ASL sequence where a pre saturation pulse is introduced at the la-
beling time, the natural evolution of each tissue will follow a T1 recovery
and at time of readout the magnetization will have a slightly T1 weight
but in general will be almost full recovered. If some inversion pulses are
introduced to null for example two specific tissues (both grey (GM) and
white matter (WM)) the evolution of the recovery will be changed in sign
at the time each inversion pulse is played (Fig. 3.3.2). In this case, at the
time of read-out the contribution of GM and WMwill be very low, prox-
imal to be nulled and CSF signal will have a not completely suppressed
signal but lower contribution compared to the case where no background
suppression pulses have been introduced. Theoretically, the ASL signal
should have not been changed by the inversion pulses since the magne-
tization of blood spins was inverted in the labeling process. However,
since background suppression pulses are not perfect, a residual attenu-
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ation of 17% of ASL signal has been found with the introduction of two
suppression pulses (Ye et al., 2000), corresponding to an inversion effi-
ciency of just 91% per pulse. In the light of this consideration the inver-
sion pulse should be carefully optimized and in a publishedwork (Garcia
et al., 2005) four inversion pulses have been introduced to null the signal
of almost the whole brain. Nevertheless, a 25% of signal loss has been
documented. Background suppression is without doubt beneficial and it
is advisable to use it when it is possible.
A consideration should be done on the type of readout used. With 2D
readout, since the acquisition of each slice is made separately, the magne-
tization will experience a recovery during the readout producing not op-
timal signal suppression and a gradient of magnetization on the z direc-
tion. Hence, the use of 3D readout is advisable because the background
suppression will be more effective. Indeed the slices will be acquired
all at the same time and no recovery will be present in the z axis direc-
tion. This aspect of coupling readout with suppression pulses will be
discussed in section 3.4. Even if optimal background suppression is de-
sirable and a null magnetization limits the physiological noise increasing
the reliability of ASL, it might also not be optimal for post-processing. A
zero or proximal to zero magnetization results in impossibility to correct
for motion and thus is advisable to regulate the background suppression
pulses to keep 10% of magnetization to still have the possibility to per-
form motion correction or for co-registration purposes.
3.3.2 VASCULAR CRUSHING GRADIENT
A further module can be applied to ASL before starting the readout. It is
actually possible to eliminate the residual contribution of macro-vascular
contamination in the ASL signal. It is crucial to wait for the right time
before starting the acquisition, since it is possible, especially in elder
or pathological populations, to experience very low blood velocity and
hence a very late arrival time in the micro-vasculature. This can lead to
an overestimation of perfusion since the labeled blood is still in the ar-
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teries and it has not been exchanged in the capillaries yet. If the actual
arrival time is unknown, it is possible to crush the signal of the blood
responsible of these artifacts. Indeed the vascular crushing gradients act
as a filter, not passing spins that are traveling at velocity higher than a
particular threshold, namely cut-off velocity (Vc). This module is similar
to Velocity selective ASL module previous described in section 3.1.4.
It has been shown that is possible to use a couple of bipolar gradients
in the slice selection direction to crush vascular signal (Schepers et al.,
2003; Wong et al., 1998; Ye et al., 1997). The two lobes of the gradient
couple, with equal area and opposite sign, can introduce a phase shift for
moving spins only. For spins with a constant velocity the phase shift is
linearly dependent on velocity. Ahn et al. (1987) described the effect of a
gradient couple on the phase evolution for a parabolic flow profile in a
circular tube. If the laminar flow condition is satisfied, the average signal
in a circular tube can be described by:
Mz = sinc (cGcrvmax) (3.11)
If a rectangular form of the gradient is employed,Mz is the total longi-
tudinal magnetization, c is a constant equal to 2, where  is the gra-
dient lobe duration,  gradient moment (distance between the centers
of the two gradient lobes), Gcr represents the crusher gradient strength
at maximum and vmax is the maximum flow velocity in the center of the
tube. In Fig. 3.3.3 the behavior of Mz in function of both the gradient
strength and the velocity in the tube is shown.
The cut-off velocity is represented by the first zero crossing of the sinc
function and it is referred as the velocity of crushing, i.e. spins flowing at
velocity above this threshold will experience a magnetization attenuation
(Schepers et al., 2003). Usually the crusher gradients are expressed in
form of b-value (b)(Bernstein et al. (2004), chap. 9.1):
b = 2
Z TE
0
Z t
0
G(t0)dt0
2
dt (3.12)
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Figure 3.3.3: Simulation of vascular crushing gradient eect on longitudinal mag-
netization. On the left is reported the attenuation experienced by moving spins at
dierent gradient amplitudes in correspondence at xed velocity. Vice versa, on the
right is reported the eect of xed gradient amplitude on a range of possible spins
velocities.
The b-value can be calculated in function of the shape of the gradient
couple employed. In Fig. 3.3.4 are reported the form of b-value for a rect
function used to simulate the magnetization evolution of Fig. 3.3.3 and
another shape proposed in (Schepers et al., 2003).
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Figure 3.3.4: Commonly used vascular crushing gradient waveforms in gradient echo
sequences and their corresponding b-values.
The use of vascular crushing gradients in ASL has been largely inves-
tigated but its employment is not straightforward. Indeed, it is not ad-
visable to turn it always on, because it might interfere with pathological
status such as tumors or other pathologies. Its use has to be considered as
a manual implementation and the user should decide whether to apply
them or not, conscious of their effects. For example in tumors it might be
useful to apply them, since they could crush the bright signal in zone of
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angiogenesis and reveal subtle tissue phenomena.
Repeating the acquisitions both with and without turning on vascular
crushing allows to extract both macro and microvascular signals. They
can be coupled in sophisticated models as the one that will be presented
in chapter 6. Usually the application of the crushing gradients is lim-
ited only to the z-axis direction but it might be applied also to multiple
directions as in (Petersen et al., 2006; Schepers et al., 2003).
3.4 READOUT
The third block in a typical ASL experiment is the readout block. All the
precedent operations made on the signal are a sort of preparation of the
magnetization that in this block will be transformed into images. To bet-
ter understand the different readouts it is useful to review some concepts
of how images are formed and reconstructed from RF pulse excitations.
RF pulse itself does not contain any spatial information. A method to in-
clude spatial information is to employ gradient fields. These aremagnetic
fields aligned with the principal magnetic field B0, but several orders of
magnitude smaller (m  T ). The magnitude of the gradients varies spa-
tially. A method to visualize these gradients is to take the field of view
(FOV) and describe each dimension (x,y,z) using a gradient, i.e. each di-
mension is characterized by spatial variation of a gradient field. The total
magnetization experienced by a position r in the FOV becomes:
B(r) = B0 +Gxx+Gyy +Gzz = B0+ < G; r > (3.13)
If gradient fields are applied, the pulsation at which each spin of the
sample r precesses aroundB0 will depend on its position within the FOV:
!(r) = !0 +  < G; r > (3.14)
The phase, (r; t), of a spin will also be spatially dependent and can be
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written as:
(r; t) = 
Z t
0
(Gxx+Gyy +Gzz) d = 
Z t
0
< G; r > d (3.15)
In this waymaking a demodulation of the acquired signal, a code/decode
operation can be made, retrieving the spatial information encoded with
the gradient fields.The signal acquired in aMR experiment can be written
as:
S(t) =
Z +1
 1
Z +1
 1
Z +1
 1
(r)ei(r;t)dxdydz (3.16)
where (r) is the effective proton density (PD), a quantity proportional
to the number of water spins in the imaged sample and to the transverse
magnetization of r (Haacke et al., 1999).
Introducing a new vector, k(t), defined as:
k(t) =

2
Z t
0
G(r; )d (3.17)
Eq. 3.15 can be rewritten simply as (r; t) = 2 < k(r; t); r >. By
substitution, the signal in Eq. 3.16 becomes:
S(t) =
Z +1
 1
Z +1
 1
Z +1
 1
(r)ei2<k(r;t);r>dxdydz (3.18)
It is easy to note that Eq. 3.18 represents the 3D Fourier transform
of the proton density, (r). Since (r) is defined in a coordinate system
r(x; y; z), the new vector k = (kx; ky; kz):, named k-space can represent the
coordinate system describing the domain of the acquired signal.
This framework can be used to represent the acquisition of magnetic
resonance images. Indeed once the magnetization is prepared, it is pos-
sible, with a series of gradients and pulses, to walk through the k-space,
obtaining the actual Fourier transform of the signal and applying its in-
verse to form the images (Fig. 3.4.1).
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Figure 3.4.1: An axial slice of a T1 weighted anatomical image (right) and its Fourier
transform represented in k-space.
A useful way to describe readout approaches is to report the sequence
diagram. Each sequence diagram has a line for each gradient (Gx; Gy; Gz)
and RF excitation pulse applied. UsuallyGx refers to frequency encoding
(FE) gradient or read gradient, while Gy refers to phase encoding (PE)
gradient and Gz to slice selection gradient (SE). An application of slice
selection gradient has been shown previously when labeling approaches
have been presented. Indeed applying SE gradients is a simple way to
restrict the action of RF pulses to a selective region of the FOV. This type
of pulses are called selective, while they are called non selective when
no slice selection gradient is applied. A very easy way to understand se-
quence diagrams is to link them to k-space readout. Restricting the image
formation to a 2D approach (3D approach is a natural extension) in order
to acquire an image we have to read the whole k-space. Fig. 3.4.2 shows
a simple diagram that describes the acquisition of one line of the k-space.
Extending it to a discrete number of lines it is possible to read all the k-
space. Indeed to acquire a 2D image, the sequence represented in Fig.
3.4.2 must be repeated allowing the PE gradient to change in amplitude.
The time between the acquisition of consecutive k-space lines is called
repetition time, TR. Moreover, it is possible to acquire more than one line
during a TR, hence the actual definition of TR is the time between two dif-
ferent RF excitation pulses. The way to read to k-space it is defined with
44
3.4 Readout
Slice 
Phase 
Read 
RF 
Read (k
x
)
Phase (k
y
)
a) b)
Figure 3.4.2: A simple sequence diagram describing how it is possible to read a
single line in a 2D k-space. The phase gradient and the rst negative lobe of the
read gradient move from the center of k-space to the upper corner on the left. Then
the prolonged lobes of the read gradient are used to read a single line. Repeating
this process with dierent phase encoding gradients leads to read the whole k-space.
a number of functions called trajectories. Several trajectories have been
proposed to form images. Each of them requires characteristic problems
to face off and different weights can be obtained tailoring accordingly
pulses and gradients. The time needed to acquire a 2D MR image, the
scan time, is defined as the number of RF pulses multiplied by TR. De-
pending on the TR used, scan time can be in the order of several minutes.
This is unsuitable if the aim of the study is to describe quick phenom-
ena like cardiac function, brain activation in functional imaging (fMRI),
the diffusion of water in biological tissues (diffusion MRI) or obviously
as we saw before, perfusion MRI and ASL in particular. The primary re-
quirements for a readout approach in ASL is that it should be as fast as
possible to catch the moment and take a snapshot of the exchanges of the
blood into the capillaries or even faster to record the entire description of
the kinetic as a movie of its evolution.
3.4.1 SINGLE TI
The description of possible readout approaches for ASL will be divided
into two categories, called single-TI and multi-TI acquisition (see section
3.4.2). The idea on which the former is based is that, it is possible, under
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some hypothesis, to reduce the acquisition of perfusion weighted images
only to a single time point. Indeed if we ensure that the tracer is arrived
in the micro-vasculature to exchange with tissues it is possible to acquire
only a couple of control and label images to achieve a perfusion estima-
tion. The total acquisition time for a single-TI ASL experiment can be
calculated as the multiplication of the time needed to acquire a couple
of control and label collections of slices (called volume) and the number
of volume to be averaged to increase the SNR. Thus, a very fast readout
module is desirable.
3.4.1.1 2D ECHO PLANAR IMAGING
In Echo Planar Imaging (EPI) technique a rapid series of gradient echoes
is generated to cover the k-space in a back and forth scanning pattern,
after a single excitation pulse. In Fig. 3.4.3 an EPI k-space sampling tra-
jectory and simplified pulse sequence diagram (for a single-shot EPI, i.e.
a single volume is acquired in one TR) are shown. To link the k-space tra-
jectory with the gradient it is possible to use this easy rule: the integral of
the gradients tell us where we are in the k-space. For example, to move
from the k-space center to the initial point of the EPI trajectory a negative
gradient on FE direction and a positive one on PE direction should be
applied: this initialization is shown both in the sequence diagram (green
gradients) and in the k-space (green dashed line) in Fig. 3.4.3.
The initial pulsesmove the location of k-space sampling to ( kmax; kmax)
along FE and PE axis, and then the repetition of the gradient echo mod-
ule produces a back and forth scanning of k-space. To change the line in
k-space (moving down in the example in Fig. 3.4.3) small gradients called
blips are applied in PE direction. Since the whole k-space must be filled
following a single excitation pulse, the data must be acquired before sig-
nificant T 2 decay can occur (typically the acquisition window is limited
by this effect to about 100 ms). To confine data acquisition in a temporal
window shorter than T 2 and maintaining at the same time a reasonable
spatial resolution (i.e. sampling a large number of line in k-space), strong
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RF slice 2 RF slice 3 RF slice 4 
Slice 
Phase 
Read … 
… 
… 
RF … 
RF slice 1 
Read
Phase
(-kmax,kmax)
a)
b) c)
k-space trajectory
Figure 3.4.3: Initial negative Read and positive Phase gradients moving the sam-
pling point to the upper-left of the k-space. Then the boxed pulses are repeated N2
times to acquire N lines of k-space in alternate direction. The sign of FE gradient
indicates whether the trajectory of the straight line along Read (kx) moves from left
to right (positive value) or in the opposite direction (negative value). The small y
gradients pulses, called blips, shift the k-space sampling to a new line in an upper
Phase (ky) level.
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gradients and rapid switching capabilities are required. The total imag-
ing time, indeed, depends on how quickly the sampling of the k-space
grid occurs. Indeed, the scan time per slice is usually in the order of tens
of milliseconds. The most common EPI artifacts derive from inhomo-
geneities in the magnetic fields (both static and gradient field ) that result
in signal losses and geometrical distortions. As it has been presented
above, EPI gives a extreme advantage in term of speed in the acquisition.
Thus, 2D single-shot EPI is a candidate for readout in ASL applications.
However, artifacts due to susceptibility and inhomogeneity of B0 and B1
should be taken into account as drawbacks of this technique.
Coronal view Sagittal view
z
 a
x
is
Figure 3.4.4: A 2D single-shot EPI volume acquired with the application of two
background suppression pulses. It is possible to see a gradient due to the recov-
ery of the tissue during the acquisition of separate slices. An optimal and uniform
background suppression has been obtained only for the rst slice.
The coupling of 2D single-shot EPI with background suppression in
ASL application is not optimal. As we saw in section 3.3.1 the magneti-
zation preparation ability to null the signal of the tissues is true for the
starting point of the readout module. Since each slice is acquired within
a different RF pulse, different slices will experience different magnetiza-
tion status. In this context the T1 relaxation of tissue will start from the
first slice (null level) and will decay with T1 producing a gradient in the
z direction as is possible to see in Fig. 3.4.4. As an alternative of EPI it
is possible to employ other fast imaging strategy like 2D Spiral. Spiral
allows to reduce T 2 weighting using a shorter TE. However it suffers of
blurring in the in plane resolution in presence of resonance offsets.
48
3.4 Readout
3.4.1.2 3D GRADIENT AND SPIN ECHO
The first Gradient and Spin Echo (GRASE) sequence was presented in
1991 (Oshio and Feinberg, 1991). 3D-GRASE is a variant which was pre-
sented later and it is a very fast 3D imaging technique in a single shot
(Gu¨nther et al., 2005). After the magnetization preparation, a spin echo is
prepared by applying a refocusing pulse (180 pulse in Fig. 3.4.5).
The basic idea of 3D-GRASE is to acquire one 2D-EPI readout module
on each spin echo, while preparing another k-space partition in z direc-
tion (in 3D readouts partition represents generally a slice but often an
overlap between partitions is used and a slice will be the result of multi-
ple partitions excitation). The center of k-space in frequency and phase
direction of each partition is sampled on the occurrence of a spin echo,
thus acquiring maximal signal at frequencies containing the maximum
contrast (in k-space low frequencies are responsible of the contrast while
high frequencies of the edges and signal variations in the images). Be-
tween two refocusing pulses, another partition is encoded. With a centric
reordering scheme, the first acquired partition is the central k-space par-
tition. Afterwards, the next upper and lower partitions are encoded, in
alternating order. The center of k-space is therefore acquired on the first
spin echo, at TE.
Phase 
Read … 
… 
RF 
Slice 
90° 180° 180° 180° 180° 180°
EPI readout 
Partition 1 Partition 2 Partition 3 Partition 4 Partition 5
4
2
1
3
5
b)a)
Figure 3.4.5: Sequence scheme for a single-shot 3D-GRASE readout, adapted from
Gunther et al. (2005). Each partition is acquired after a refocussing spin echo RF
pulse. The single partition is acquired using an EPI readout (green square). The
partitions are acquired on a interleaved based fashion.
The main advantage of 3D readouts is the perfect coupling with back-
49
ASL Sequences
ground suppression techniques. Since each volume is acquired in the
same RF excitation and the read trajectory of k-space is obtained refo-
cussing the signal producing spin echoes, the whole volume is sharing
the same magnetization preparation. The major drawback of 3D-GRASE
readout is the blurring effect occurring in z-axis. The through-plane blur-
ring is due to T2 decay during the long spin echo train applied. In Fig.
3.4.6 it is possible to appreciate the blurring artifact. To correct for this
several methods have been proposed. Some of them try to solve the prob-
lem from the physical point of view segmenting the readout reducing the
T2 decay and increasing the scanning time (Balteau et al., 2013) while
others from the post processing point of view (Boscolo Galazzo et al.,
2013). The best solution would be to combine these two categories of ap-
proaches to obtain the best tradeoff. A thorough comparison of 2D and
3D readouts has been carried out by Vidorreta et al. (2012). The results
of this comparison suggest to use 3D approaches and Background sup-
pression technique to enhance the investigation power of ASL in both
perfusion and functional activity measurements.
Coronal view Sagittal view
Axial view Field of view
Figure 3.4.6: Example of single-shot 3D-GRASE readout, taken from Gunther et al.
(2005). It is worth to note the blurring artifact along the z axis. This artifact can be
attenuated using segmented 3D-GRASE or in post-processing applying de-blurring
procedure.
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3.4.2 MULTI TI
Single TI ASL acquisitions have been widely used in both research and
clinical environments. The major limit of this kind of acquisition is that
the only parameter that can be estimated is the perfusion level of tissues.
A second drawback is the strong sensitivity of single-TI ASL signal to
bolus arrival time. Multi-TI approaches consist in sampling the tracer
describing its travel towards the vessels, monitoring the exchange with
tissues and finally seeing its disappearance after the decay of the mag-
netized blood. In order to obtain the whole kinetic curve of the tracer, it
is required to repeat the measurement changing TI (or PLD). Thus, this
method allows to estimate both perfusion and the bolus arrival time and
other physiological parameters (see chapter 4). The major drawback of
this approach is that it is more time consuming. In principle a multi TI
experiment is just the repetition of a single TI one. Thus each supple-
mentary TI used will add time to the acquisition. Theoretically to esti-
mate two parameters it is sufficient to have two measurements but it is
desirable to have many acquisitions to use more complicated models to
extrapolate additional information from the investigation.
3.4.2.1 LOOK AND LOCKER READOUT
An elegant method to speed up the acquisition is to use a Look-Locker
readout (LL). This approach takes its name from the two investigators
that proposed it (Look and Locker, 1970). It has been consequently em-
ployed in fast T1 measurements (Gowland and Leach, 1992) and modi-
fied to be combined with EPI readouts (Gowland and Mansfield, 1993).
In these works the Look-Locker readout is used to map the T1 value of
the whole brain using an inversion recovery and driving the relaxation
to a steady state. The readout is composed by a single inversion pulse
and several pulses with a low flip angle followed for example by an EPI
readout to sample the whole brain. Usually the signal evolves like an in-
version recovery (Eq. 2.12) but after the first pulse the effective magneti-
zation is driven by the flip angle followingMz(TI+) = Mz(TI )cos(FA).
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In this time being the magnetization can be read with the scanner on the
transversal magnetization Mxy(TI+) = Mz(TI )  sin(FA). The magne-
tization will not recover from the original magnetization because it has
been subjected to a RF pulse. Repeating this process produces a saw-
tooth signal that oscillates near a lower M0 called M0;eff . It is possible
to calculate the limit of the theoretical evolution of a inversion or a satu-
ration recovery from the Block equation (Gowland and Mansfield, 1993).
Indeed, the longitudinal magnetization in function of the n-th pulse can
be written as:
Mz[n] = M0 
"
1 +

Mz+
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  1

e
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


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)e 
TI
T1
n 1
1 

cos()e 
TI
T1

# (3.19)
IfMz+ = 0 then this equation can describe a saturation recovery exper-
iment while ifMz+ = M0 it can model an inversion recovery experiment.
The signal read after the n-th excitation pulse can be written as:
Mxy[n] = Mz[n]  sin()  e 
TE
T2 (3.20)
and considering the limit for n!1 it is possible to calculate the effec-
tive steady magnetizationM0;eff driven from the Look-Locker pulses:
M0;eff = lim
n!+1
Mz[n] = M0  1  e
 TI
T1t
1  cos()  e TIT1
(3.21)
The perceived magnetization (dashed blue line in Fig. 3.4.7), i.e. the ef-
fective magnetization read by the scanner, will follow a new exponential
law whose decay constant is:
T1;eff =
1
1
T1
  log(cos)
TI
(3.22)
Thus, bothM0;eff and T1;eff can be estimated from an inversion or satu-
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ration recovery experiment using a Look-Locker readout module. In Fig.
3.4.7 a simulated inversion recovery acquisition is reported.
0 0.5 1 1.5 2 2.5 3
−100
0
100
Time [s]
M
(t)
/M
0 
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]
 
 
Undisturbed relaxation Look & Locker relaxation Percived relaxation
Figure 3.4.7: Inversion recovery with a Look-Locker readout module. The undis-
turbed T1 relaxation is plotted as reference with a green solid line. The dashed blue
line represents the perceived relaxation while the red solid line the true Look-Locker
relaxation. It is possible to note that the Look-Locker readout drives the magneti-
zation to a steady state lower in magnitude than the true one. This example have
been simulated for T1 = 1:2s, TI1 = 150ms and TI = 150ms.
The application of this particular readout to ASL has been employed
and adapted tomany sequences. The first application proposedwas com-
bining a FAIR labeling scheme (Gu¨nther et al., 2001). Then also a STAR
labeling has been used (Petersen et al., 2006) (see section 3.5). In the last
years Look & Locker readout allowed the use of more complex models
adding several features to the ASL quantification process (Brookes et al.,
2007; Francis et al., 2008). A pCASL labeling has been also applied (Chen
et al., 2011). A viable alternative to perfusion studies has been presented
also combining pCASL, Vessel selective ASL and Look-Locker single slice
readout to produce angiography images (Okell et al., 2010). Lastly it has
been applied to ASL to estimate partial volume effect (Petr et al., 2013).
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3.5 QUANTITATIVE STAR LABELING OF ARTERIAL REGION
Among ASL techniques a very elegant approach developed in 2006 is the
QUAntitative Star labeling of Arterial Region (QUASAR) (Petersen et al.,
2006). This section will introduce the sequence and its principles. A more
detailed description of the methods used for analysis of QUASAR data
will be discussed in chapter 4. QUASAR is a modified version of a STAR
sequence. The first modification was introduced with Pulsed Star La-
beling of Arterial Regions (PULSAR) (Golay et al., 2005) and it naturally
evolved in QUASAR afterwards. PULSAR was substantially a regional
perfusion imaging technique (RPI) or territory mapping technique, born
to overcame limitations of traditional RPI techniques very sensitive to RF
inhomogeneities at high fields. PULSAR is a STAR labeling technique
coupled with a 2D multi-slice EPI readout (Edelman and Chen, 1998)
with built-in a water suppression enhanced through T1 effects (WET) pre-
saturation module used to proper pre-saturate the imaging volume (Ogg
et al., 1994). The major innovation of QUASAR is the combination of
PULSAR with QUIPSS II to achieve a good bolus timing and definition
(Petersen et al., 2010a) and the introduction of a Look-Locker Readout to
sample the entire kinetic evolution of the ASL signal. The entire experi-
ment is then repeated with the use of a bipolar crushing gradient scheme
to retrieve information of tissue exchange. In Fig. 3.5.1 is reported the
sequence scheme of QUASAR, taken from Petersen et al. (2006).
The QUASAR sequence has introduced another important concept al-
ready suggested by Barbier et al. (2001) to extract information about the
macro-vascular component of the ASL signal. The basic idea is to con-
sider the signal acquired without the use of vascular crushing gradients
as the sum of both the micro-vascular (or tissue) component and the
macro-vascular (or arterial) component. Vice versa, subtracting from the
uncrushed signal the crushed signal it is possible to obtain the macro vas-
cular component. This idea has introduced a new framework of analysis
for ASL data: the use of a deconvolution approach to estimate the flow.
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Figure 3.5.1: Taken from Petersen et al. (2006). QUASAR sequence. a) The overall
structure, showing the spin preparation (labeling/control) followed by the multi-time-
point, multislice readout that is interleaved with a bolus saturation sequence for the
duration s (shown in gray). b is the temporal length of the labeled bolus obtained
with a bolus saturation technique similar to QUIPSS (Wong et al., 1998). b) and
c) The sequence components of the noncrushed and crushed experiments, respec-
tively. d) and e) The actual RF and gradient scheme for presaturation, label/control,
postsaturation, bolus saturation, and excitation followed by readout with or without
crusher. f) (left to right) Presaturation slab, label/control region, postsaturation
slab, image acquisition without bolus saturation, and image acquisition with bolus
saturation.
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Indeed it is possible to use the macro vascular component as the input
function of a linear system and the tissue as the output. The characteris-
tic function (or impulse response) of the system is related to the behavior
of the system itself and hence to perfusion. In chapter 4 an extensive
review of this method and the framework used will be introduced.
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Nothing is as simple as we hope it will be.
Jim Horning
4
State of the art: ASL models for
quantification
This chapter gives a review of the existing models used to estimate perfu-
sion and other important parameters fromArterial Spin Labeling dataset.
Buxton model (Buxton et al., 1998) it is the most applied model for this
purpose. It is also called ASL kinetic model. More complicated have also
been presented, based onmulti compartmental modeling approaches (Parkes,
2005; St Lawrence et al., 2000). Moreover, these models can be enriched
taking into account pitfalls and other non-desiderate artifacts that can
hamper the quantification process of ASL data, such as modeling the ef-
fect of macrovascular component (Chappell et al., 2010) or noise reduc-
tion filtering (Wells et al., 2010b). ASL and its natural flexibility has also
been used to study the vascular tree within an angiographic framework
(Okell et al., 2012). To estimate parameters from physiological models
many techniques could be applied. A brief review of the most usedmeth-
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ods for ASL parameters estimation will be discussed to introduce how it
is possible to include a priori knowledge in the quantification process
(Carson and Cobelli, 2001; Chappell et al., 2009; Cobelli et al., 2002).
As already introduced in chapter 3, ASL produces a series of label and
control images, which subtracted ones from the others (respecting the
labeling scheme used, see section 3.1.1.1) provide a series of perfusion
weighted images (PWI). The value present in each voxel represents the
contribute of blood flow at the time in which the acquisition has been
made. If M is the value of a difference image voxel, we can distinguish
two types of contribution in it:
 M (phy) : the effect due to the physiological exchange of blood in
the tissues (labeled arterial blood) that is represented in PWI.
 M (non phy): all the other effects that are not desirable and are not
related to the physiological functioning of the brain. Typical ex-
amples of these contributions are off-resonance and magnetization
transfer effects (MT), which are caused by imperfections and tech-
nical limitations in ASL implementation. They are typically called
subtraction errors since their presence reflects unexpected discrepan-
cies between label and control images.
Thus, the ASL signal could be thought as the sum of these two groups
of magnetization difference contributions:
y = M (phy) +M (non phy)
The main assumption that is made when parametric models are used
to estimate perfusion is that the second contribution,M (non phy), can be
generally ignored. This is because quantification methods assume that
the control and label subtraction is ideally perfect, and so no subtraction
errors contribute to the measured signal. Every potential issue that can
contribute to M (non phy) contributions should be previously accounted
by appropriate preprocessing steps (e.g. motion related errors) or using
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technical solutions which could prevent or reduce them (MT transfer ef-
fects or off-resonance). Under this hypothesis the measured ASL signal
is simply proportional to the difference in longitudinal magnetization in
the tissue due to blood that entered the voxel and is still present at the
measurement time.
To make it more clear, it is helpful to think as there were two groups
of spins, defined by their location just after the labeling inversion pulse:
(a) static untagged tissue spins in the image voxel, and (b) tagged arte-
rial blood spins that travel to the voxel. Then the essential assumption is
that the longitudinal magnetization of the first group is identical during
the two parts of the experiment. It means that the signal difference M
only depends on the difference of the longitudinal magnetization of the
labeled blood, and gives a direct measure of howmuch of the original ar-
terial magnetization, created by the inversion pulse, has been delivered
to the voxel and survives at the time of measurement. Every model pro-
posed to quantify ASL data assumes that the static tissue is subtracted
accurately, and focuses on the interpretation of the difference signal as a
measure of magnetization delivered by arterial flow (Buxton et al., 1998).
The perfusion-weighted signal, that ASL technique produces, reflects
perfusion of the tissue f , but also depends on a number of factors that
are not directly related to perfusion itself. Transit of labeled blood in
large vessels not perfusing the tissue through which they pass, distance
between labeling region and imaging voxel which varies on voxel loca-
tion, magnetization relaxation time function of tissue type (and of read-
out) are some examples. All these confounding effects must be taken into
account along with other calibration factors and parameters which define
the absolute scale of the signal. Inversion efficiency and the equilibrium
magnetization of arterial blood have to be measured or supposed to be
known, if an absolute quantification of perfusion is required. Acquired
data y are thus dependent on a set of factors, that have to be described by
ASL models:
y = M(t; f; T1t; T1b; ;M0b;t; ; : : :)
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In table 4.0.1 a list of parameters considered in ASL-MRI data quan-
tification, with their definitions and units, is reported. Usually not all of
them are estimated directly from data but are instead fixed to literature
values. The number of the parameters fixed will influence the flexibility
of the model and hence its complexity. Here only a subset of all the pos-
sible parameters has been listed, since other parameters can be included
to perform more complicated analysis (see section 4.3). Another possi-
ble approach is to enhance the acquisition protocol to collect data from
parallel experiments and include them in a hierarchical model.
Parameter Description Unit
f perfusion mL
g s
or mL
100gmin
t transit delay s
 bolus duration s
T1t tissue longitudinal relaxation time s
T1b blood longitudinal relaxation time s
 inversion efficiency of labeling pulse a.u.
M0t equilibrium magnetization of tissue a.u.
M0b equilibrium magnetization of arterial blood a.u.
 brain-blood partition coefficient mL
g
Table 4.0.1: Parameters needed to perform an absolute quantication of perfusion,
on a subject-based relation. Usually not all of them are estimated directly from data
but are xed to literature values. The number of the parameters xed will inuence
the exibility of the model and hence its complexity.
As has already discussed in sections 3.4.1 and 3.4.2, the main drawback
of single TI acquisition is its sensitivity to the transit delay (t). Transit
delay (also termed as arterial arrival time AAT, bolus arrival time BAT,
or arterial transit time ATT) is the time that tagged blood takes to move
from the tagging location to the considered voxel. This transit delay is
needed by the tagged blood to travel towards the vascular tree between
tagging and imaging regions. t is known to vary markedly across the
brain; for example, longer transit delay are typically observed to the oc-
cipital lobe compared to the frontal-parietal-temporal lobe. These dif-
ferences in t are completely independent from acquisition parameters
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because they reflect the different pathways that labeled bolus follows to
reach imaging voxels. Probably the posteriors cerebral arteries travel a
longer distance parallel to the imaging plane to reach the occipital lobe,
whereas the middle cerebral arteries travel directly upward to the pari-
etal lobes (Figueiredo et al., 2005; MacIntosh et al., 2010b). In general, the
network of cerebral arteries and arterioles exhibits a complex geometry,
with blood supplying different parts of the brain following different tra-
jectories at varying velocities, making t a variable parameter over the
whole brain. Thus, t is somewhat governed by the vasculature, and
provides useful information about its state: many pathological condi-
tions are known to results in a very slow blood flow and consequently
in very long transit time. t measurements also help to understand
whether the hypo perfusion, typically found in cerebrovascular disorders
cases, is due to actual flow deficit or an artifact due to the delayed arrival
of labeled blood (MacIntosh et al., 2010a). Transit delay evaluation is thus
a useful complement to perfusion measurement.
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Figure 4.0.1: Example of two voxels having the same perfusion level but dierent
t. Measuring signal at a single inversion time would result in a lower perfusion
estimate at the voxel with longer t as compared with the voxel with shorter t.
The variability of t in the brain might lead to both underestimation
and overestimation in perfusion estimates. Moreover, the regional differ-
ences in single TI experiments are detrimental. The method proposed to
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overcome this limitation is to wait a sufficient long delay time, i.e. choos-
ing a TI (or PLD) to sample the kinetic curve when the sensitivity to t
is lower (Alsop and Detre, 1996). Nevertheless, the reduced sensitivity to
tmight be compromised whenever transit times are unexpectedly long
(for instance in many pathological conditions) making this artifice inef-
fective. In addition, there is another consideration that potentially limits
the advantages introduced by these techniques, especially for PASL data.
The TI required to face prolonged t could be so long that it will de-
grade the SNR of the magnetization difference images, being higher the
signal reduction that occurs due to magnetization relaxation. Since SNR
is already a critical issue in ASL techniques, the use of a very long delay
before imaging should be ideally avoided. This limitation can be over-
come repeating the acquisition process at different TI.
4.1 ASL PERFUSION QUANTIFICATION
To extract quantitative perfusion measurements from ASL dynamic data,
a detailedmodel of the process combining kinetics and relaxation is needed.
There are two main approaches to model ASL experiments. They differ
on how signal in difference image is interpreted when a model M is
built:
 Modified Bloch Equation: M is thought to be a measure of con-
centration of labeled spins in difference images. It represents the
measured signal of a system of compartments describing the dis-
tribution and the exchange of labeled water spins within the voxel.
The equations of each compartment, which quantify the rate of change
of longitudinal magnetization in each pool, are versions of Bloch
equation modified by the inclusion of the exchange terms. That is,
labeled blood water molecules act as the tracer of the system, and
usual compartmental modeling is applied to it. A set of differen-
tial equations is written, each one describing the rate of change of
this tracer concentration inside the compartment. Since the mea-
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sured signal y is modeled as the magnetization due to labeled spin
concentration within the voxel rather than an actual tracer concen-
tration, a modification to this set of equations has to be introduced
to take into account the magnetic properties of the ASL tracer. The
final result is a set of reviewed Bloch equations describing the rate
of change of the longitudinal magnetization of the labeled water
molecules inside the compartment due to both relaxation and ex-
change processes. Single and multi-compartment models (account-
ing for finite capillary water permeability) have been proposed in
literature (Parkes and Tofts, 2002; Williams et al., 1992).
 Tracer kinetics model: M is considered to be the fraction of the
original concentration of a tracer bolus that is still in the voxel at the
time of measurement. The labeling procedure produces a bolus of
inverted water spins which is treated like a general bolus of tracer
delivered to the tissue by arterial flow, and cleared by venous flow.
The experiment is described by a linear system whose input and
output functions are respectively the arterial tracer concentration
and the measured signal y, and whose impulse response lumps to-
gether all the underlying phenomenona involved in transport and
uptake. In section 4.1.1 the tracer kinetic model in the context of an
ASL experiment is reviewed, and a common version of this model,
the Buxton model, is exposed in 4.2.
4.1.1 TRACER KINETIC MODEL FOR ARTERIAL SPIN LABELING
The tracer kineticmodel directly derives from tracer kinetics theorywhich
provides a mathematical description of the dynamic tissue concentration
of any tracer delivered to the tissue by blood flow.
Dealing with ASL data, some adaptions to the general theory have to
be inserted. The tracer considered here is labeled blood water, which is
measured in term of quantity of magnetization instead of concentrations.
The measured signal y(t) is thus considered as a quantity of magneti-
zation that is carried into the voxel by arterial blood. The amount of
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this magnetization at a time t will depend on the history of delivery of
magnetization by arterial flow and clearance by venous flow, and longi-
tudinal relaxation (Buxton, 2002). These various physical processes can
be described by defining three functions of time, that are called kinetic
model functions:
 delivery function c(t): is the normalized arterial concentration of
magnetization arriving at the voxel at time t
 residue function r(t; t0): is the fraction of tagged water molecules
arrived at time t0 and still in the voxel at time t. This function con-
tains most of the details of the distribution and the kinetic of the
agent
 magnetization relaxation function m(t; t0): is the fraction of the
original longitudinalmagnetization tag carried by thewatermolecules
that arrived at time t0 and remains at time t. This function justifies
the supplementary way in which the agent can outflow from the
voxel in addition to venous flow.
If the physiological state of the tissue is not changing, then r(t; t0) and
m(t; t0) are functions of just the interval t   t0, and could be written as
m(t) and r(t), with t having that time difference meaning.
With these definitions the amount of magnetization delivered to a par-
ticular voxel between t0 and t0+dt0 is 2M0bfc(t0)dt0, where f is the perfu-
sion, M0b is the equilibrium magnetization of a fully arterial blood filled
voxel, and  is the inversion efficiency. 2M0b is the arterial magnetiza-
tion difference after the labeling phase. The fraction ofmagnetization that
remains at time t is r(t t0)m(t t0):M(t), the amount of magnetization
in the voxel at time t, is simply given by adding up all the magnetization
contributions that had arrived weighted by the probability that they are
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still in the voxel:
M(t) = 2M0bf
tZ
0
c(t0)r(t  t0)m(t  t0)dt0
= 2M0bf fc(t)  [r(t)m(t)]g
= fQ(t) (4.1)
Eq. 4.1 emphasizes the central role of the perfusion in determining the
ASL signal, making explicit its perfusion-weighted nature. Themeasured
magnetization difference is modeled as the product of f and Q(t), that
can be thought as a calibration factor that converts the local cerebral flow
into a measured magnetization difference. This factor controls the SNR
of the experiment: for a larger Q(t) the same local f will produce a larger
ASL signal difference M(t).
Summarizing, the general ASL model needs to consider transit delays
from the tagging region to the voxel, magnetization decay, exchange of
water between blood and tissue, clearance by venous flow and different
forms of arterial tagging. All of these processes can be taken into account
with appropriate forms of the delivery function c(t), the residue function
r(t) and the magnetization decay functionm(t).
4.2 THE BUXTON MODEL
The Buxton model for ASL data is based on three key assumptions that,
in the frame of the kinetic model, correspond to three particular forms
for the functions c(t), r(t) andm(t) (Buxton et al., 1998).
1. The arrival of labeled blood at a particular voxel is assumed to
be via uniform plug flow. This leads to a piecewise definition of
the delivery function which allows the labeled blood to enter the
voxel only in a precise temporal window defined by two parame-
ters: transit delay t, and bolus duration  . The transit delay t
is the time required to labeled blood to begin to appear in the tis-
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sue voxel after the start of labeling, and its role has been previously
investigated. The bolus duration  is the temporal extent of the de-
livery of labeled blood to the voxel. These two parameters define
when the perfusion process becomes detectable by the ASL exper-
iment, therefore they are directly related to the physiological state
of the tissue and how the labeling is accomplished. The meaning
of uniform plug flow assumption is that c(t) is nonzero only in the
interval t < t < t +  . For continuous or pseudo-continuous
labeling c(t) = e 
t
T1b , while for pulsed labeling c(t) = e 
t
T1b .
2. The kinetics of water exchange between tissue and blood are as-
sumed to be described by a single compartment kinetics: indepen-
dently from the number of compartments that may exist within the
tissue, compartment are undergoing such rapid exchange of wa-
ter that their concentration ratios remain constant even though the
total tissue concentration is function of time. This means that the
tissue concentration M(t) and the venous concentration mv(t)
are equal once they are corrected for the different water content be-
tween blood and tissue. It has been shown that this assumption
is equivalent to take the exponential form for the residue function
r(t) = e 
f

t.
3. As soon as the labeled water molecules have reached the tissue
voxel, the magnetization is assumed to decrease with the relaxation
time of the tissue T1t. This essentially means that water is com-
pletely extracted form the vascular space immediately after its ar-
rival in the voxel. Thus magnetization relaxation function is given
bym(t) = e 
t
T1t .
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The standard model can be summarized, in terms of delivery, kinetics
and relaxation functions, as:
c(t) =
8>>>>>><>>>>>>:
0 t  t
e
  t
T1b (pulsed)
e
  t
T1b (continuous)
t < t  t+ 
0 t+   t
r(t) = e 
f

t
m(t) = e
  t
T1t (4.2)
It can be shown that these definitions for the kinetic model functions lead
to the same model provided by single compartmental theory, in which
modified Bloch equations approach is used (Parkes, 2005).
4.2.1 BUXTON MODEL EQUATIONS
Using formulations (4.2), explicit expression for the magnetization differ-
ence model M(t) can be obtained by inserting them into Eq. 4.1 and
analytically solving the convolution integral (Buxton et al., 1998). The
extremely flexible nature of the general kinetic approach allows standard
assumptions to be relaxedmodifying the expressions of the kinetics func-
tions without altering the structure of the model. Ideally, many phys-
iological effects of the system such as bolus dispersion (Chappell et al.,
2013a; Harbe and Lewis, 2004) can bemodeled by appropriate definitions
of those three functions, although analytical solution is possible only in
simple cases. Elsewhere, they must be handled numerically (Okell et al.,
2012).
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The following notation is used to compress the formulation:
R1t =
1
T1t
R1b =
1
T1b
R1;app =
1
T1t;app
= R1t +
f

R = R1b  R1;app
(4.3)
PULSED ARTERIAL SPIN LABELING
Recalling Eq. 4.2, kinetic functions expressions for standard model are:
c(t) =
8>>><>>>:
0 t  t
e
  t
T1b t < t  t+ 
0 t+  < t
r(t) = e 
f

t m(t) = e
  t
T1t
It is possible to show that the Buxton model for Pulsed ASL data can
be written as a unique stepwise function:
M(t) =
8>>><>>>:
0 t  t
 2M0b
R
fe R1bt
 
1  e R(t t) t < t  t+ 
 2M0b
R
fe R1bteR(t t)
 
e R   1 t+   t
(4.4)
Illustration in Fig. 4.2.1 reports a simulation performed with Buxton
model adapted to PASL for a typical set of parameters. It is possible to
note the effect of each single parameter to the shape of the signal. More-
over, the dependency on perfusion is reflecting more on the amplitude
of the signal, which can also be effected by T1 decay of tissue and of ar-
rival time t even if in a minor way. The dependency on t is less when
the signal is acquired after a while from the labeling phase. The effect of
the labeling duration is strongly affecting the signal and hence should be
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fixed with appropriate techniques in the acquisition process (see section
3.3).
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Figure 4.2.1: PASL Buxton model with the following parameters settings: f =
0:01 mLmLs , T1t = 1:3s , t = 0:5s and  = 1. In each box, a single parameter is
allowed to vary on a grid of values dened in the relative legend. Adapted from
Buxton et al. (1998).
CONTINUOUS OR PSEUDO-CONTINUOUS ARTERIAL SPIN LABELING
To achieve standard model expression with continuous or pseudo con-
tinuous labeling scheme, the same strategy shown for pulsed ASL can
be used. The unique difference resides in the different description of the
delivery function c(t). Using the kinetic model functions (Eq. 4.2), with
proper version of arterial magnetization c(t):
c(t) =
8>>><>>>:
0 t  t
e
  t
T1b t < t  t+ 
0 t+  < t
r(t) = e 
f

t m(t) = e
  t
T1t
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The Buxton model for Continuous or Pseudo-Continuous ASL data can
be written as:
M(t) =
8>>><>>>:
0 t  t
2M0b
R1;app
fe R1bt
 
1  e R1;app(t t) t < t  t+ 
2M0b
R1;app
fe R1bte R1;app(t t)
 
eR1;app   1 t+   t
(4.5)
Illustration in Fig. 4.2.2 reports a simulation performed with Buxton
model adapted to pseudo-continuous and continuous ASL for a typical
set of parameters. As well as for the pulsed case, it is possible to note
the effect of each single parameter on the shape of the signal. The same
effects of parameters on the signal found in PASL can be observed. How-
ever the general signal amplitude is almost doubled, thanks to the pro-
longed labeling duration and the possibility to fix it in the acquisition
process.
4.3 BUXTON MODEL RESTRICTIONS
Buxton model is the result of a series of assumptions condensate in the
kinetic functions definition Eq. 4.2. They provide an oversimplified de-
scription of blood exchanges within brain tissue, with the severe hypoth-
esis of tissue voxel considered as a single well mixed compartment. A
more realistic description of perfusion process should take into account
the limited permeability to water of capillary blood (implying that wa-
ter is not completely extracted during capillary transit), or the fact that
tissuenblood exchange of water is not instantaneous but requires to be-
gin at least a time lag after entering the voxel, to allow blood to travel
down the vascular tree of the voxel to the capillary bed. Although these
improvements, in principle, can be implemented in the frame of general
kinetic model by an adequate reshape of kinetics function r(t) and m(t),
they have been mostly investigated through the adoption of multi com-
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Figure 4.2.2: pCASL/CASL Buxton model with the following parameters settings:
f = 0:01 mLmLs , T1t = 1:3s , t = 0:5s and  = 2. In each box, a single parameter
is allowed to vary on a grid of values dened in the relative legend. Note the higher
amplitude of the curve compared to Fig. 4.2.1. Adapted from Buxton et al. (1998).
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partmental models (Parkes and Tofts, 2002).
Tissue 
Voxel
Venous 
Blood
Arterial 
Blood
Permeability
Extravascular space
Blood
Figure 4.3.1: Schematic diagram of two compartmental model proposed by (Parkes
and Tofts, 2002). Water exchanges between blood and extravascular space are de-
scribed in terms of PS, the permeability (P) surface area (S) product of brain capil-
laries to water, per volume of tissue. PS published values in whole brain vary from
0:9  1:7 min 1. In single compartmental (i.e. Buxton model) capillary wall perme-
ability to water is assumed to be innite.
Assumption regarding the shape of input function c(t), however, can
be relaxed without modifying the basic single compartment structure un-
derlying Buxtonmodel, and furthermore without losing the possibility of
dealing with analytical expression. In the Buxtonmodel described above,
the arrival of tagged blood into the imaged region is assumed sudden and
simultaneous (uniform plug flow assumption). This assumption makes
leading and trailing wavefront of tagged blood bolus to form sharp-edge
step functions, noticeable in the ’rect’ like shape of delivery function c(t).
A more realistic approach aims at replacing c(t) with a smoother input
function that accounts for the statistical nature of the arrival time. In-
deed, tagged blood water molecules proceed to the imaging slice along
pathways of varying lengths and at different speeds. This randomness
has a consequence of smoothing the edges of c(t). Remembering the def-
inition of delivery function for PASL and pCASL/CASL:
c(t) = e
  t
T1bw(t) pCASL=CASL
c(t) = e
  t
T1bw(t) PASL
with w(t) defining a typical boxcar shape (function is non null only for
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times t  t  t+  ), dispersion effects can be described by taking the
convolution of w(t) with the a dispersion kernel k(t), which describing
how dissipation occurs (Harbe and Lewis, 2004):
c(t) = e
  t
T1b [w(t)
 k(t)] pCASL=CASL
c(t) = e
  t
T1b [w(t)
 k(t)] PASL
Analytical solutions were obtained with uniform dissipation kernel
and gaussian dissipation kernel (see figure (4.3.2)).
Recently, a gamma kernel shape has been proposed and suggested as
the more realistic solution to model dispersion in the quantification pro-
cess of ASL data (Chappell et al., 2013a). Analytical solution for convolu-
tion with gamma kernel is given by:
w(t) 
 k(t) =
8>>><>>>:
0 t  t
Q (s(t t); 1 + sp) t  t  t+ 
Q (s(t t); 1 + sp) Q (s(t t  ); 1 + sp) t  t+ 
(4.6)
where Q(x; y) is the incomplete gamma integral defined as Q(x; y) =
1
 (y)
R x
0
e uuy 1du, and s and p are the parameters of gamma dispersion
kernel. However, the corresponding final model prediction M(t) can
not be given in an analytical form.
4.4 MODEL FREE AND DECONVOLUTION TECHNIQUE
In the previous section a review of the most used models and their lim-
itations has been reported. The flexibility of the model is given by the
number of assumptions that we have to make to use it. An alternative
more flexible framework is to consider a model free approach, which for-
mally does not require any model. It is based on deconvolution. The
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Figure 4.3.2: Eects of the inclusion of input dispersion on c(t) (top panel) and its
eect on the PASL model prediction (bottom panel). Smoothing of the input function
is shown to aect not only the initial slope but also the maximum obtainable perfusion
signal (Taken from Harbe and Lewis (2004)).
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deconvolution problem has been largely investigated and applied to an-
other perfusion technique, called Dynamic Susceptibility Contrast (DSC-
MRI). The same framework has been adapted to ASL by Petersen et al.
(2006). To calculate perfusion with this method the Arterial Input Func-
tion (AIF) is required. AIF can be considered the delivery function in
Buxton model. The tissue kinetic should be sampled at a high temporal
resolution. To cope with these constraints an ad hoc sequence has been
developed: Quantitative Star labeling of Arterial Region (QUASAR, see
3.5 where the technical details of the sequence has been reported). The
key point is how to retrieve the AIF, it can be done from the combination
of two acquisitions. One part of the experiment is carried out using vas-
cular crushing gradients and the other without. If this information can be
estimated somehow it is possible to apply a deconvolution operation to
the integral in Eq. 4.1 without any information about the bolus width, the
spatial variability of the brain partition coefficient and on the number of
compartments needed to explain the exchange of the blood in the tissues.
4.4.1 ARTERIAL INPUT FUNCTION
If it would be possible to locate a voxel of full arterial blood, the AIF, con-
sidered the longitudinal magnetization of blood and the inversion oper-
ation needed to create the bolus, can be written as:
AIF (t) = 2 M0b  c(t) (4.7)
A deconvolution operation between the AIF and the tissuewill provide
information about the response of the system, that can be described by
the residue function r(t)multiplied with the relaxation functionm(t) and
the perfusion:
f R(t) = f  r(t) m(t) (4.8)
R(t) has been defined as the residue function of the system by Petersen
et al. (2006) leading to a misunderstanding. The residue function is in-
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deed r(t). Hence, it will be referred as the true residue function while its
combination with the magnetization relaxation function will be referred
as the residue function. By definition R(t) is positive and decreasing with
R(0) = 1, therefore the perfusion can be estimated from its maximum
without any further assumptions. As already reported in section 3.3.2
and 3.5 in ASL images acquired at early TI it is possible to note bright
spots due to voxel containing blood coming not only from tissue contri-
bution but also from the macro vascular component. It is possible also
to note that the arrival time in the tissue is quite higher compared to the
macro vascular one and this is expected due to the time needed by the
blood to reach the micro-vasculature and there exchange with tissues.
Theoretically possible to extract the AIF from the difference of the two
signals. However the extracted AIF should be scaled accordingly to the
volume fraction of the arterial blood volume (aBV). To normalize the AIF
accounting for aBV it is necessary to know the bolus width ( ) and M0b.
The duration of the bolus has been fixed in the sequence using a Q2TIPS
like method. To extract the magnetization of blood it is possible to use the
sagittal sinus. To avoid partial volume effect the theoretically calculated
AIF should be scaled on a voxel by voxel basis. This can be obtained com-
paring the area under the curve of the macro vascular component with
the one of the theoretical AIF (2 M0b   ) and finally taking into account
both the labeling efficiency () and the Look & Locker readout for the
pulses that the blood experienced from its arrival in the artery (ta) to
the effective arrival in the tissue (tm)
AIF (t) = 2M0bcos(LL)
floor(tm taTI )c(t) (4.9)
where
c(t) =  
0@ (Muncr(t) Mcr(t)) e 1T1bR +1
 1 (Muncr(t) Mcr(t)) e
t
T1b dt
1A e  1+(tm ta)T1b (4.10)
Here Muncr(t) represents the tissue curve obtained without applying
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the vascular crushing gradients whileMcr(t) applying them. The differ-
ence between the arrival time in the microvascolature and in the arterial
side is a direct scaling factor for the perfusion estimates. This has been
defined as delay and it will be discussed in section 5.1.1.2. The technique
proposed by Petersen et al. (2006) to estimate this delay term is to use
an edge detection algorithm (Canny, 1986) to compute the rising edge of
both the curves. The aBV can then be extracted as
aBV =
R +1
 1 (Muncr(t) Mcr(t)) e
t
T1b dt
2M0b
(4.11)
To be noted that the area of the macro vascular component has been
corrected for T1 decay of blood and the aBV is that area divided by a
theoretical AIF extracted in a pure arterial blood voxel. Moreover, the
cosine factor has been neglected assuming the hypothesis that the arterial
blood is completely renew between two consecutive excitation pulses.
The deconvolution problem in presence of noisy data can be consid-
ered as an inverse problem, both ill-posed and malconditioned. This
means that, respectively, not only one solution can exist but that also
small errors in the measurement data will cause a larger impact on the es-
timated residue function. Historically the first proposed approach used a
singular value decomposition technique (SVD) (Østergaard et al., 1996).
later on two evolutions of it were presented: the circular SVD (cSVD)
and the block-circulant SVD (oSVD) (Wu et al., 2003). The principal dif-
ference between SVD and c/oSVD is that the latter are insensitive to de-
lay between AIF and tissue. This is obviously true for DSC where the
magnetization relaxation function could be neglected for the tracer. In
case of QUASAR the delay should be evaluated as a scaling factor as Eq.
4.10 suggests. The very appealing characteristic of SVD-based method is
that they are very quick and hence they can easily be transported to the
clinical environment. However, the regularization introduced in the esti-
mated residue function appears in form of both negative values and os-
cillations not physiologically interpretable. This leads to a systematic un-
derestimation of perfusion due to the instability of the system described
77
State of the art: ASL models for quantification
by SVDmethods. Another limitation that has been already addressed re-
garding perfusion measurement with deconvolution technique regards
the dispersion of the bolus that occurs between large arteries down to
the capillary bed. Thus, another more powerful method that can over-
come this limitation has been proposed. It is called Nonlinear Stochastic
Regularization (NSR) and has been previously developed for DSC (Pe-
ruzzo et al., 2011; Zanderigo et al., 2009) and then applied to QUASAR
data (Ahlgren et al., 2013). The main advantage of NSR is that it could
potentially solve the problem of dispersion between AIF and tissues and
moreover it can also estimate its level. The major drawback of NSR is due
to its heavy computational burden. Indeed, to elaborate a single subject
of QUASAR data almost 4 hours are necessary.
4.4.2 SVD-BASED METHODS
SVD approach can be summarized considering the discretized form of
the deconvolution problem that can be written as:
M(tj) = TI  f 
Pj
i=0AIF (ti) R(tj   ti) ; i = 0; 2; :::; N   1
(4.12)
where N is the number of samples of the ASL kinetic curve. This rela-
tion can be written in matrix form:
M = TI  f AIFR (4.13)
where AIF is a Toeplitz matrix with first column equal to the AIF(t)
and the first row equal to the element AIF (t0) in the first position and
zeros in the others. The vector R is the unknown entity and the inversion
of the system can be solved using a raw deconvolution approach or more
robustly, using SVD:
f R TI = AIF 1 M (4.14)
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AIF 1 = V W UT (4.15)
where the columns of U represent the eigenvectors of AIFTAIF and
the columns of V represent the eigenvectors of AIFAIFT . The matrix
W is a diagonal matrix where the diagonal values are the eigenvalues of
AIFTAIF, hence it is possible to retrieveR and f using SVD:
f R = U W
 1 M
TI
(4.16)
A threshold is usually set on the eigenvalues located in the diagonal of
W; these values can be discarded lowering the rank of the system. Cir-
culant SVD (cSVD) is a version of SVD that can accommodate for delay
between AIF and tissue, changing the shape of the AIF. After a padding,
a circulant AIF is made augmenting the system dimension in a doubled
time grid (Wu et al., 2003).
A third version of SVD-based method (oSVD) has been proposed that
attempt to eliminate the unwanted oscillations in the R. PSV D is the
threshold value used in the truncation ofW and increasing it will lead to
less oscillations. It is possible to start from a minimum acceptable value
for the threshold (usually set to 10% of the maximum eigenvalue) and
then increasing it until a specific oscillation index is reached:
O =
1
2N
1
Rmax
 
2N 1X
k=2
jR^(k)  2R^(k   1) + R^(k   2)j
!
(4.17)
where R^ is the estimated residue function and Rmax is its maximum
amplitude. Usually an oscillation index of 0:95 is advisable.
4.4.3 LOCAL ARTERIAL INPUT FUNCTION
The standard pipeline in QUASAR requires the mapping of the AIF cal-
culated as in section 4.4.1. Each tissue curve should be coupled with
the best suitable AIF. The standard approach proposed by Petersen et al.
(2006) its made up of three steps. The first step consists in a fitting proce-
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dure of the local AIF with a gamma variate function:
c(t;ta; s; p) =
(
0 t < ta
 s
1+sp
 (1+sp)
(t ta)spe s(t ta) t > ta
(4.18)
A goodness of fit criteria is used combined with a threshold of 1:2% of
aBV to exclude possible ill-defined AIFs. The euclidean distance is then
calculated as a metric of similarity and each tissue voxel is mapped to the
nearest AIF voxel. If multiple candidates of AIF are found for the same
voxel, the mean of those is retained as a local AIF. The nearer the AIF is
to the tissue, the more the dispersion effect can be theoretically avoided.
4.5 MODEL FIT TECHNIQUES AND BAYESIAN APPROACHES
Among the possible fit techniques the simplest strategy to fit a model to
a set of measured data, is to use least squares (LS). In the case of ASL, the
magnetization difference model (such as Buxton model), M(p) will be
fit to ASL data (y). Briefly, the optimal set of parameters values when LS
approach is used, p^LS , is the one who minimizes a cost function given
by the sum of the residuals squares (RSS), where residuals r(tk) with
k = 1; : : : ; N , are defined as the differences between data and model
predictions. In the context of ASL model, it can be formalized as follows:
p^LS = argmin
p
k r(p) k2 = argmin
p
k y  M(p) k2 (4.19)
where p^ is a vector of unknown parameters. The nonlinear nature of ASL
standard modelM(t; p^) precludes the existence of a close-form solution
for the minimization problem using LS. In practice, to find p^LS non linear
versions of LS estimator have to be used. Several algorithms can be used
for nonlinear optimization, however all of them consist in an iterative
scheme in which substantially a linear solution approximation is made
at each step. A possible solution to nonlinear least squares (NLLS) op-
timal parameters can be calculated using MATLAB, and the trust region
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reflective optimization algorithm (Coleman and Li, 1996).
A refined version of NLLS estimation could be obtained associating
a weight to each data point yk, so that when computing the RSS each of
themwill contribute to the total amount in proportion to the amplitude of
its weight. This approach is named weighted NLLS approach (WNLLS).
The meaning of data weights is to define how reliable is each sample to
better address parameters identification. A natural choice for weights is
to use the inverse of the measurement noise standard deviation, when
it is known. Elsewhere, they must be evaluated somehow, for example
using data or knowledge of empirical experiment (Cobelli et al., 2002).
In ASL, data weights to include in a WNLLS estimator can be derived
directly from data, taking advantage from the multiple experiment rep-
etitions performed to face with low SNR of the perfusion signal. There
are several ways to statistically describe the noise in the data and how
this can affect the signal kinetic samples. A common procedure consists
in calculating for each voxel the variance over the number of repeated
acquisitions for both control and label and summing the two quantities.
Another approach could be to infer a statistical description of the noise
from the background area of the image. In principle taking a square of
sufficient size from the background and calculating the variance in that
square can provide a quite good approximation of the noise present in
the acquired signal. These two approaches are defined as voxel-wise or
region-wise approaches and are both used in literature. If the noise could
not be inferred from the data it is possible to estimate it in the fitting
procedure. This approach is called relative WNLLS. On the contrary, if
the weights are defined and not estimated during the fitting process, the
estimator is called absolute WNLLS.
The method chosen gives a definition of the vector [w1; w2; : : : ; wNLL ]
that will be used in the estimation following:
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p^WNNLS = argmin
p
"
NX
k=1
(wkrk(p))
2
#
= argmin
p
h
(y  M(p))T W (y  M(p))
i
(4.20)
whereW is a diagonal [N N ]matrix, whose elements are the dataweights
wk.
4.5.1 BAYESIAN INFERENCE WITH ASL DATA
The traditional model fitting approach, that makes use ofWNLLS estima-
tion, experiences some problems when it is applied to ASL data. Model
non linearity coupled with low SNR data points could easily lead to local
optimum solutions, or to the lack of convergence of non linear estimator.
This unwanted behavior, at a fixed SNR level, occurs more likely increas-
ing the number of parameters to be estimated. This implies that with
WNLLS estimation particular care must be paid to the number of un-
known parameters included in the model. With dynamic data no more
than two parameters (f and t) are usually estimated. Extracting useful
information from data is thus limited by these numerical issues, and as
a consequence local parameters, such as T1t (and  for PASL data), are
fixed to a whole brain unique value. When there is no valid reason to
fix them (for example with Q2TIPS,  can be experimentally determined
with good robustness), their estimation it inevitably introduces bias in f
(and t) estimates. In the context of ASL data fitting, a more powerful
approach to model inference, such as bayesian approach, can lead to a
stronger improvements as concern the capability to obtain more reliable
estimates and adds an important information on the precision of each
estimate (Chappell et al., 2009).
In the basic bayesian inference problem there is a series of measure-
ments y that are to be used to determine the parameters p of a chosen
modelM. The gain, beside least squares estimation, is that information
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on parameters (or some of them), ideally independent from experimen-
tal measurements, is available somehow, and can be exploited to improve
parameters estimation. The method is based on Bayes theorem:
P (p j y; M) = P (y; p j M)
P (y j M) =
P (y j p; M)P (p j M)
P (y j M)
which gives the posterior probability of the parameters given data and
model, P (p j y; M), in terms of: the likelihood of the data given the
model and its parameters p, P (y j p; M), the prior probability of the pa-
rameters for themodel, P (p j M), and the evidence for themeasurements
given the chosen model, P (y j M):
P (p j y) = P (y j p)P (p)
P (y)
(4.21)
where measured data y are formed by signal difference M , and where
the dependance upon the model used is implicitly assumed.
As previously noted, the key advantage of the bayesian approach is
that a priori information about the parameters based on physiological or
physics knowledge can be incorporated in the estimation procedure.
Parameters estimation in a bayesian framework can be obtained also
without the need to evaluate the entire posterior probability distribution,
which is a high computationally demanding step. Numerical methods
as variational Bayes (see section 4.5.2) and Markov Chain Monte Carlo,
have to be employed since analytical forms for the posterior are admitted
only in few simple cases. Bayesian inference can be accomplished simply
extracting from P (p j ) punctual estimates and their (approximated)
variance. When this kind of approach is performed, the terms that do
not depend on the parameters in Eq.4.21 can be discarded, that is, the
normalization factor provided by the evidence term P () can be ignored,
yielding:
P (p j y) _ P (y j p)P (p) (4.22)
P (y j p) is calculated from the model; in particular it depends on the sta-
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tistical description of noise vector v, and P (p) incorporates prior knowl-
edge of the parameter values and their variability.
A number of punctual estimators can be obtained from Eq. 4.22, such
as minimum variance (MV) estimator, and maximum a posteriori (MAP)
estimator. Adopting MAP estimator, the primary interest is on the lo-
cation of the maximum of the posterior probability, i.e. parameters es-
timated values are those which maximize the posterior probability dis-
tribution P (p j y). Maximum a posteriori estimator is mathematically
expressed by:
p^MAP = argmax
p
[P (p j y)] = argmax
p
[P (y j p)P (p)] (4.23)
A straightforward interpretation of Eq. 4.23 is to view pMAP rendered
by MAP estimator as maximum likelihood estimates balanced by the a
priori information, condensed in the prior probability term P (p).
4.5.2 VARIATIONAL BAYES APPROACH
The use of a Bayesian framework to introduce a priori information help-
ing in reducing the variability of the estimates of physiological parame-
ters has been already introduced and applied to ASL. This brief section
will describe the key assumptions of the Variational Bayes (VB) approach
and it is based on the work by Chappell et al. (2009), where a fast method
to estimate the posterior distribution in case of nonlinear forward model
is introduced. Using VB it is possible to numerically evaluate the poste-
rior distribution, since for many cases it is not possible to assess a close
analytical form for it. A simple idea is to parametrize the posterior with a
set of hyper parameters. The measure of the posterior goodness is achieved
with the calculation of the Free Energy (FE):
FE =
Z
q(p)log

P (y j p)P (p)
P (y)

(4.24)
The integral is tractable only if a good choice on the shape of q is per-
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formed. Hence, VB uses mean fuel approximation of q(p):
q(w) =
Y
i
qpi(pi) (4.25)
here the parameters are separated into groups, each of them with a
posterior distribution q(wi). The important note here is that VB considers
each of these groups independent from the others. Maximizing q(wi) over
FE and applying the calculus of variation:
logqpi(pi) _
Z
qp
i
logP (p j w
i
)P (p)dp
i
(4.26)
where p
i
represents a parameter not included in the i-th group. The
next step is to restrict the priors to only the ones that are conjugated with
the complete likelihood of the data:
qpi(pi) _ P (y j pi)P (pi) (4.27)
This means that the posterior should be parametrized in the same form
as the prior. This restriction is not limiting, since the family of available
prior is quite broad, whit uninformative prior as a limit case. Moreover,
the calculation of the hyper parameters can be done in an iterative pro-
cess that follow an Expectation Maximization (EM) scheme. Indeed, it
has been proved that VB is a general formulation for the EM algorithm.
Thus, the algorithm is iterative, but its convergence is guaranteed.
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Just because something doesn’t do what you
planned it to do doesn’t mean it’s useless.
Thomas A. Edison
5
Novel quantification methods for
QUASAR data
The quantification of perfusion with QUASAR data has been proposed
by Petersen et al. (2006). This sequence has been reviewed from the phys-
ical point of view in section 3.5. Moreover, the methodology used in the
standard pipeline of analysis has been introduced in section 4.4. In par-
ticular, the deconvolution algorithm class, based on SVD, has been re-
viewed. These methods are known to introduce both underestimation in
perfusion estimates and physiologically not interpretable oscillations in
the residue function. Thus a new algorithm based on a kernel based ap-
proach, Stable Spline (SS), built in a Bayesian framework, has been devel-
oped and tested in this thesis. Its evaluation has been performed on both
simulated and real data. The assessment of its performances has been
addressed computing the bias in perfusion estimates and evaluating its
reliability to estimate a smooth and physiological residue function. Re-
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cently a model-based approach, based on a Variational Bayes (VB) frame-
work has been introduced as a further method to analyze QUASAR data
(Chappell et al., 2013b). The performances of SS will be also compared
to this framework. Moreover, an improved version of model originally
implemented in the VB framework will be proposed and added to the
comparison. The quantification methods are compared not only on the
basis of giving a plausible range of perfusion estimates in GM and WM
but also in the spatial variability of those estimates. Eventually, other
parameters, such as the arrival time, will be evaluated. For the sake of
the comprehension, a brief theory section on the SS method and on the
improved model are presented at the beginning.
5.1 DECONVOLUTION APPROACH: STABLE SPLINE
5.1.1 THEORY
SS is a kernel method that allows the estimation within a Bayesian frame-
work of smooth and physiologically interpretable residue functions (R(t))
without the necessity to constrain its behavior to have a fixed model. SS
allows the estimation of the R(t) function, i.e. the multiplication of r(t)
and the magnetization relaxation termm(t) (see section 4.4). R(t) is mod-
eled by the sum of two components (a deterministic term (rd(t)) and a
stochastic one (rs(t)).
R(t) = r(t) m(t) = rd(t) + rs(t) (5.1)
rs(t), is modeled as a zero-mean Gaussian random process with auto-
covariance cov(rs(t1); rs(t2)) = 2K(t1; t2)where  is a parameter to be
estimated in the optimization. K is the kernel of the Reproducing Kernel
Hilbert Space. The auto-covariance function can include prior informa-
tion on the smoothness of the tissue impulse response and was modeled
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as an integrated Wiener process with 0 as initial condition:
W (t1; t2) = cov (rs(t1); rs(t2)) = 
 t21
2
 
t2   t13

t1 6 t2
t22
2
 
t1   t23

t1 > t2
(5.2)
In this formulation the kernel can correctly identify only straight-line
impulse responses. Biological systems, included ASL data, are usually
described by exponential impulse responses. Moreover, the variance of
the process associated with the stochastic component (Eq. 5.1) increases
with time, while biological systems are usually stable (i.e. the uncertainty
of the impulse response decreases with time). This limitation was over-
come here: the auto-covariance W (t1; t2) of rs(t) was formulated to take
into account this behavior. First of all, a time transformation  = e t
(with  > 0) was applied. Secondly, rs(t) was modeled as a Wiener pro-
cess with 0 as initial condition in the new domain, giving :
cov (rs(t1); rs(t2)) = 
2W (e t1 ; e t2 ; )t1; t2 > 0 (5.3)
This formulation allows to describe systems in which the Bounded In-
put Bounded Output (BIBO) stability of the impulse response is guaran-
teed. In Fig. 5.1.1 it is possible to note the imposition of the BIBO stability
of the system.
rs(t) contains the prior information on smoothness and stability asso-
ciated with the tissue impulse response. When this latter is not well de-
scribed by the prior, then the deterministic component rd(t) helps the
estimator. The model chosen for rd(t) was an exponential function with
two unknown parameters [; ]:
rd(t) = e
( t) (5.4)
The parameters estimation is cast as a Tikhonov problem and can give
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Figure 5.1.1: Results from Monte Carlo simulation using white noise as system
input: true impulse response (solid line) and 99% variability bands of the estimates
(dashed lines) obtained modeling the unknown function using the classic cubic kernel
W (left) and the stable spline kernel K (right) where the BIBO stability of the system
is guaranteed. Taken from Pillonetto and De Nicolao (2010)
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the minimum variance estimate of R(t):
R^ = argmin
R
NX
i=1
 
Mi   LAIFi [R]
2
+
2
2
P [R]k2H (5.5)
where P [R] is the projection of the impulse response onto the Hilbert
space (H) associated to the Kernel K and kkH is the norm of the Hilbert
space. The estimation of R(t) can be split into two steps. Following the
empirical Bayesian approach, the model parameters p = [; ; ] are ob-
tained by maximizing the marginal likelihood , i.e. maximizing the prob-
ability of the data given the residue function parameters, which can be
computed following (Pillonetto and De Nicolao, 2010) :
p^ = argmin
p
J (c; p)
^ = D(p^)
TM(p^) 1c
D(p^)TM(p^) 1D(p^)
(5.6)
where
J(c; p) =
1
2
b(p) +
1
2
cTA(p)c (5.7)
b(p) = ln(det(M)) + ln(DTM 1D) (5.8)
A(p) = M 1

IN  D
 
DTM 1D
 
1DTM 1

(5.9)
D(p) =

LAIFi [rd]; :::; L
AIF
N [rd]
T (5.10)
M(p) = V ar[cj; p]T (5.11)
where the (i; j) element ofM is defined from
M(p)i;j = 
2LAIFi L
AIF
j [K(; ; p)] + 2ij (5.12)
where  is the Dirac function.  is completely determined by p; thus,
the optimization of the marginal likelihood can be performed only on
three parameters (first step). Once this has been completed the minimum
variance estimate of the residue function solving Eq. 5.5 can be directly
91
Novel quantification methods for QUASAR data
computed (no optimization is required for this second step):
R^(t) = ^e( ?t) + ^2
NX
i=1
viL
AIF
i
h
K(; ; ^)
i
(5.13)
where the scalars vi are the elements of the vector obtained from:
v = (V ar[cj]; p^) T

M  
h
LAIFi [R^]; :::; L
AIF
N [R^]
iT
^

(5.14)
For a more complete description of the SS method and the proof of
the formulas reported here see the original paper of the method (Pil-
lonetto and De Nicolao, 2010). In summary, SS is a kernel method that
casts the deconvolution problem as an optimization problem in an infi-
nite dimensional functional space given by a Reproducing Kernel Hilbert
Space (RKHS). In such environment, the system impulse response (i.e.
the residue function in the ASLQUASAR problem) is described as a zero-
mean Gaussian process whose covariance incorporates the prior knowl-
edge. Prior knowledge can include smoothness, positivity or system
stability constraints. Process covariance specifies also the kernel of the
RKHS, which contains some unknown parameters that have to be esti-
mated from the data. The choice of the kernel is therefore critical and can
be seen as the choice of the model-class in a parametric approach.
5.1.1.1 CONSTRAINED STABLE SPLINE
SS is very flexible since it can include constraints to the estimated R(t).
After the first step (parameter vector p has been already computed), it is
possible to modify the formulation of the deterministic component and
therefore include constraints on the final estimate of R(t). rd(t) is fully
determined for less than a factor scale parameter  that is dependent on
p. The whole second step can thus be reformulated as:
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x = [; rTs ] = [; rs(t0); rs(t1); :::; rs(tN 1)]
T (5.15)
rd0 = [e
 t0 ; e t1 ; :::; e tN 1 ]T (5.16)
G = [rd0INN ] (5.17)
R^(t) = Gx^ (5.18)
where rd0 is the component rd of the complete impulse response, which
is fixed given the parameters p = [; ; ]; G can be used to estimate the
complete R(t) from x by a simple matrix product. The system matrix can
be rewritten to incorporate the estimates of the first step:
C = [AIF  rd0AIF] =
2666664
yd0 (t0) AIF (t0) 0    0
yd0 (t1) AIF (t1) AIF (t0)
. . .
...
...
...
...
. . . 0
yd0 (tN 1) AIF (tN 1) AIF (tN 2)    AIF (t0)
3777775
(5.19)
where yd0 represents the portion of the data y explained by the deter-
ministic component with p fixed estimated in the first step. To compute
the norm of the projection of R(t) on H the matrixW can be used:
W =
"
0 0
0 K 1
#
(5.20)
Using the new notation the problem cast in Eq. 5.5 becomes:
x^ = argmin
x
(y  Cx)T  10 (y  Cx) +
2
2
xTWx (5.21)
Using Eq. 5.18 the final estimation of R(t) can be achieved. The prob-
lem can be reformulated as a quadratic problem in x:
x^ = argmin
x
xT

CT 10 C+
2
2
W

x  2yT 10 Cx (5.22)
Many strategies can be employed to minimize a quadratic problem as
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the one in Eq. 5.22. Among them, one that can introduce constraints on
R(t) estimates has been applied. Nevertheless, this formulation is intrin-
sically instable, sinceK is almost always singular. To exceed this numer-
ical problem due to the inversion ofK, a change of coordinates has been
proposed:
z = U 1x (5.23)
with
U 1 =
"
1 0
0 K 1
#
=
"
1 0
0 K
#
(5.24)
and combining it withW it is possible to perform the change of coor-
dinates using:
WU =
"
0 0
0 K 1
#

"
1 0
0 K
#
=
"
0 0
0 I
#
(5.25)
Hence, the problem in Eq. 5.21, using the new coordinates, can be
written as:
z^ = argmin
z
zT

UTCT 10 CU+
2
2
UTWU

z  2yT 10 CUz (5.26)
The change of coordinates permits to compute z without directly in-
verting K, gives robustness to the optimization and allows to include the
following constraints on R(t):
 Positivity constraint:
Dz 6 b
D = D0U = [ rd0   INN ]U
b = [0; 0; : : : ; 0]T
(5.27)
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 Decreasing and positivity constraints:
Fz 6 b
F = F0GU
F0 =
266666664
 1 0       0
1  1 . . . . . . ...
0 1
. . . . . . ...
... . . . . . . . . . 0
0    0 1  1
377777775
b = [0; 0; : : : ; 0]T
(5.28)
5.1.1.2 DELAY SENSITIVITY
In this original formulation the SS algorithm is not designed to handle
the problem of delay between AIF and tissue curve. The delay impacts
directly the calculation of perfusion estimates. Indeed, the AIF should
be corrected for T1b relaxation effects and moreover the tracer will experi-
encemultiple RF pulses during the Look& Locker readout that produce a
degradation related to the flip angle used (see section 3.4.2.1). If the delay
is not well compensated it is possible to introduce a bias in f estimates.
Combining the possible systematic errors introduced by both T1 relax-
ation effects and readout it is possible to see how an error corresponding
to a TI can introduce a bias of 50% in the estimates. In Fig. 5.1.2 the
bias is plotted in function of delay error. In the calculation the settings
of the implemented QUASAR sequence were used, (TI interval 300ms
and flip angle is 35).
As explained in the theoretical section, SS is a two steps procedure. The
first step will compute hyper-parameters of the stochastic component.
Adding the delay as a further parameter it is possible to estimate it in
a Bayesian framework. Since the deconvolution problem is highly not
convex it is difficult to estimate the delay without a good initial guess
used as a starting initialization for SS.
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Figure 5.1.2: The bias on perfusion is plotted versus the error in delay assessment
in a QUASAR experiment. A double eect is responsible for perfusion estimation
errors, since the delay scale the T1b and reects the number of RF pulses employed
using a Look & Locker readout.
The estimation of the starting point was achieved according to the fol-
lowing scheme (Fig. 5.1.3). A wavelet transform (Haar, 3 levels) is ap-
plied to the crushed data signal (tissue signal) and the last approxima-
tion of the third wavelet level is considered as a smooth approximation of
the tissue signal (blue line). Secondly, the cross-correlation between the
smoothed tissue curve previously computed and the AIF not corrected
for delay (AIF0) was calculated. Thirdly, the maximum of the cross-
correlation function is used to align the peaks of the two curves obtaining
a shifted version of the AIF (AIFcc, green dashed line). Finally, an initial
guess of the delay has been calculated, computing the distance between
the maximum of the curves and the 5% of the maximum for both AIF
and tissue signal. This distance can represent the time needed to reach
the peak level and hence the differences between the two computed dis-
tances can be considered as a good initial guess for delay estimation.
The initial guess for estimated delay is then used as a further param-
eter in rs(t) estimation. A new implementation of the first step of SS
has therefore been developed. The number of hyperparameters was in-
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Figure 5.1.3: Initial guess estimation for delay assessment: The third level wavelet
approximation is considered as a smoothed version of the tissue signal (blue line).
Then the maximum of the cross-correlation between the smoothed tissue curve and
the AIF not corrected for delay (AIF0) is used to align the peaks of the two curves
obtaining a shifted version of the AIF (AIFcc, green dashed line). Finally, an initial
guess of the delay has been calculated, computing the distance between the maximum
of the curves and the 5% of the maximum for both AIF and tissue signal.
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creased to include also the delay, p = [; ; ; t]. The marginalization
has not been changed and the whole framework used is still valid. The
shifting procedure of the AIF was done inside the minimization of J (Eq.
5.8). This operation has beed done on the parametrized AIF, fitted from
the data difference between crushed and uncrushed signal. Maximizing
the marginal likelihood with the new parameter adds the possibility to
translate the AIF accounting for delay and allows its estimation. After-
wards, the best solution found in the first modified step was used for the
constrained estimation of rd(t) and then of R(t). A constrained version
of SS was employed to retrieve smooth, regular, positive and decreasing
R(t).
5.2 MODEL-BASED APPROACH: ESTIMATION OF FLOW SPEED
Recently a model-based approach, based on a Variational Bayes (VB)
framework has been introduced as a further method to analyze QUASAR
data (Chappell et al., 2013b). In particular a full model has been intro-
duced to take into account the different direction of vascular gradients
employed during the different phases of acquisition. The QUASAR se-
quence, when vascular crushing gradients are applied, contains a num-
ber of phases in an attempt to remove the macrovascular component.
Each phase applies flow suppression in a single direction and four differ-
ent phases are used to achieve a net suppression of flow in any direction
(See Table 5.2.1). However, the use of single direction flow suppression
will result in some residual macrovascular signal. To maximize the use of
information and account for residual macrovascular signal, a model for
the QUASAR data was derived that accounted for the various cycles of
flow suppression (Chappell et al., 2013b).
The original version of this model used a simple relation to describe the
alignment of blood velocity vector with gradients. Thus the relationship
between the theoretical tissue signal Mt(t) summed to the portion of
the macro vascular signal modulated by a coefficient Sc(a; s) describes
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Phase Crushing direction s
1 +x;+y;+z (1=
p
3; 1=
p
3; 1=
p
3)T
2  x;+y;+z ( 1=p3; 1=p3; 1=p3)T
3 +x; y;+z (1=p3; 1=p3; 1=p3)T
4  x; y;+z ( 1=p3; 1=p3; 1=p3)T
Table 5.2.1: Dierent directions adopted to crush the macro vascular signal during
the phases of a QUASAR sequence.
the action of the vascular gradients applied during the c-th phase:
Mc(t) = Mt(t) + Sc(a; s)Ma(t) (5.29)
where
Sc(a; s) = 1 max(a  s; 0) (5.30)
and the unit vector a and s represents the blood flow and the crusher
gradient direction. Tomodel the unit vector flow direction were used two
angles in polar coordinates:
a = (sin()cos(); sin()cos(); cos())T (5.31)
In this section a more realistic relationship between the crushing gradi-
ents and the blood flow is introduced based on the real effect of the crush-
ing on the magnetization of flowing spins (Ahn et al., 1987; Frank et al.,
2008; Schepers et al., 2003). The theory of magnetization relationship be-
tween flow and bipolar crushing gradients has been already introduced
in section 3.3.2. The new model describes the crushing effect using the
projection of the average velocity vector along the vascular crushing gra-
dient direction and integrating over the range of velocities in the artery.
Following the work of Frank et al. (2008), a gradient pulse produces a
velocity dependent total magnetization proportional to both static and
flowing spins. Considering only the flowing spins and integrating over
a laminar flow profile (flow in brain arteries can be reasonable described
by a parabolic profile), the total magnetization in a voxel containing both
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macro and micro vascular components can be written as:
Mc(t) = Mt(t) + Sinc(2vg)Ma(t) (5.32)
where vg = v  g represents the projection of the mean velocity vector
on the gradient direction and  = G (see section 3.3.2). Thus the new
model parametrization is:
Sc(a; s) = Sinc (2vg max(a  s; 0)) (5.33)
This formulation allows to better describe the macro vascular compo-
nent and to extract a new parameter, named Arterial Blood Speed (ABS),
correspondent to the mean velocity of the blood. This definition can be
applied to voxels where themacro vascular component is prominent. The
new proposed model will be referred as the Sinc model in the following
sections. The estimates in perfusion have been compared with both pre
existent model-free and model-based approaches (Chappell et al., 2013a;
Petersen et al., 2006) and with the novel Stable Spline method proposed.
The new description for the crusher gradients has been encapsulated
in the already proposed full model (Chappell et al., 2013b). This latter
comprises the description of a two components model that are estimated
simultaneously. It follows the kinetic model proposed by Buxton in a VB
approach :
Mt(t) = 2M0bf (c(t)
 r(t) m(t))
Ma(t) = 2M0bf (aBV  c(t))
(5.34)
where c(t), r(t) and m(t) represents the same equations used in Bux-
ton model (Eq. 4.2) for Pulsed ASL. Dispersion effects can be taken into
account with this model, adding a dispersion kernel to c(t) (see Eq. 4.6).
The same model in order to fit the AIF used in deconvolution techniques
has been employed (Chappell et al., 2013a).
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5.2.1 SIMULATION
To test the Stable Spline algorithm against existing deconvolution algo-
rithms a set of insilico data was created. The simulation was built fol-
lowing the Buxton model for PASL acquisitions (Eq. 4.2). In Tab. 5.2.2
are reported the parameters used in the simulation. The readout of the
QUASAR sequence is accounted modifying the magnetization relaxation
function accordingly to Eq. 3.22. The discretization of the ASL signal has
been achieved using the same sampling grid that is used in real data to
better suite the description of the kinetic curve acquired with QUASAR
(equi-spaced from 40 ms to 3940ms, with TI of 300 ms). Synthetic ASL
QUASAR data have been generated assuming 3 different levels of per-
fusion, representing three different situations in the brain (GM 50, WM
20, hyperperfusion 90 ml/100gr/min) and 4 possible delays (0, 0.3, 0.6,
0.9 s). The residue function is assumed to be described by a mono ex-
ponential and dispersion effects have been addressed using a dispersed
exponential with level of dispersion  set to three different values (0.05,
0.1, 0.5) correspondent to low, medium and high level of dispersion.
d(t) =
1

e 
t
 (5.35)
If dispersion is accounted for in simulation Eq. 4.1 becomes:
M(t) = 2M0bfc(t)
 [d(t)
 r(t) m(t)] (5.36)
For each set of parameters a Monte Carlo simulation with 100 realiza-
tions of noise has been performed. Noise level is set to achieve an SNR
of 5, 10 and 20. The SNR is described as the maximum of the simulated
tissue signal obtained for a voxel of pure GM according to Gu¨nther et al.
(2001).
SNR =
MGM(t)
N
(5.37)
where MGM is the simulated signal obtained for a perfusion level in
GM and N is the standard deviation of the noise added to the noiseless
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simulated ASL kinetic. The noise is assumed to be white, with zero mean
and variance 2N . As discussed in section 4.4.3, in QUASAR usually the
AIF is extracted locally to better cope with dispersion effects. To take into
account this aspect, the AIF model used for the simulation assumed a
gamma dispersion kernel (Chappell et al., 2013a) (see Eq. 4.6).
AIF(t) f • R(t) = f • k(t) * r(t) • m(t)  
Delay
∆M(t)
Gaussian Noise 
N (0,σ2
GM
)
Figure 5.2.1: The illustration reports a scheme that shows how the QUASAR data
have been simulated. AIF (t) is modeled by a gamma dispersion kernel (Chappell
et al., 2013a). R(t) is modeled as a mono compartmental model and dispersion d(t),
modeled as a dispersed exponential has been added to it. Delay has been introduced
shifting the AIF (t). Noise level is regulated by GM tissue and the SNR correspondent
is modeled by SNR = max(MGM=
2
N ). Fixed values used for other parameters
and range of parameters that varie in the simulation are reported in Tab. 5.2.2.
A subset of simulated signal can be seen in Fig. 5.2.2. SS results ob-
tained using the synthetic datasets have been compared with estimates
obtained on the same datasets with the cSVD and oSVD algorithms com-
bined with Edge Detection (ED) (Chappell et al., 2013b; Petersen et al.,
2006) (In the following figures the labels cSVD and oSVD will indicate
the combination of cSVD and oSVD deconvolution algorithms with ED).
The root mean square percentage error (RMSPE) of the peak of R(t)
(RMSPEp) is computed between the true simulated value and cSVD,
oSVD and SS estimates, in order to evaluate the bias on perfusion esti-
mation. To assess the best approximation of the true R(t), the RMSPE
of the residue function estimated curve (RMSPEc) has been calculated.
For this index, to not penalize SVD-based algorithms that do not shift the
AIF, the interval considered for the computation of this index has been
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Parameter Range of simulated value Unit
f 50 (GM), 20 (WM), Hyper (90) mL
100gmin
t 0,0.3,0.6,0.9 s
SNR 5,10,20 a.u.
 0.05, 0.1, 1 a.u.
ta 0.5 s
tm ta + t s
 0.64 s
s 5 a.u.
p 0.01 s
T1t 1.3 (GM), 0.83 (WM) s
T1b 1.65 s
 1 a.u.
M0t 1 a.u.
 0.9 mL
g
M0b M0t= a.u.
Table 5.2.2: List of parameter values used to simulate QUASAR data. The rst
portion of the table reports the range of values used for the simulation. For each
combination of these parameters a Monte Carlo simulation with 100 realization has
been performed. The second portion of the table reports values considered xed in
the simulation.
limited to take into account only the curve portion that follows the peak.
The rootmean square error (RMSE) of the delay (RMSEd) obtainedwith
ED and with the proposed method has been computed as well. The defi-
nitions of RMSE for the aspects considered are the following:
RMSPEp
r
1
N
PN
n=1

max(R(t)) max(Rtrue(t))
max(Rtrue(t))
2
RMSPEc
r
1
N T
PN
n=1
PT
t=1

R^(t) Rtrue(t)
Rtrue(t)
2
RMSEd
r
1
N
PN
n=1

^t
t
2 (5.38)
where N is the number of Monte Carlo realizations considered in the
comparison and T is the interval of considered time samples of the im-
pulse response. The impact of delay estimation on perfusion quantifica-
tion is determined by computing the percentage differences between un-
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Figure 5.2.2: Example of simulated signal for assessment of performances of SS
algorithm. GM simulated tissue with no delay (t = 0 s blue line) and a delayed
transit time of 0:6 s (green line) are reported. The same parameters has been used but
with additionally a dispersion to simulate the other two curves ( = 0:15, respectively
light blue for t = 0s and black line for t = 0:6s). The eective sampling time grid
properly scaled as in QUASAR sequence is used.
biased perfusion levels (obtained by using the true simulated delay) and
those obtained using the delay estimated with cSVD, oSVD and SS re-
spectively. Themethod scoring the lowestRMSPE orRMSE is recorded
and the percentage of times that each method performed better than the
others has been considered as a measure of success .
5.2.2 REAL DATA
The real dataset has been extracted from QUASAR reproducibility study
(Petersen et al., 2010b). Seven healthy subject have been included in a
test retest procedure for a total of 28 scans. QUASAR scan parameters
are reported in Tab. 5.2.3. The acquisition schedule is composed by 6 rep-
etitions containing 3 non flow suppressed pairs (1 with low flip angle)
and 4 pairs with flow suppression for a total of 84 measurements with
duration of 5 minutes and 52 seconds. 3D high resolution T1 Magnetiza-
tion Prepared Rapid Gradient Echo (MPRAGE) was included to perform
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group comparison.
Parameter Value Unit
TR 4000 ms
TE 23 ms
TI 300 ms
TI1 40 ms
Samples 40  3640 ms
Matrix acquired 64 64 a:u:
Slices 7 a:u:
Slice thickness 6 mm
Slice Gap 2 mm
FOV 240 240 mm
Flip Angle 35=11:7 deg
SENSE 2:5 a:u:
Venc 4 cm=s
Table 5.2.3: List of acquisition parameters for real QUASAR dataset. The duration
of the sequence is 5 minutes and 52 seconds. The total number of measurements are
respectively 48 with vascular crushing gradients on, 24 without and 12 are acquired
with a lower ip angle to estimate B1 dishomogeneities. (Petersen et al., 2010b)
5.2.2.1 DECONVOLUTION ANALYSIS PIPELINE
Each raw dataset has been converted to be analyzed in a dedicated MAT-
LAB software. Afterwards a fetch operation has been performed to ex-
tract the order of the different phases acquired. To avoid the inclusion
of acquisitions corrupted by motion an automatic procedure has been
adopted. The procedure consists in the calculation of correlation coef-
ficients between standard deviation values of the acquired signal. The
hypothesis is that the M signal is invariant when considered two ac-
quisition of the same type (crushed, uncrushed, low flip angle) and if a
movement occurs the M signal will be characterized by very high or
very low values since control and label images are no more well aligned.
Thus, the standard deviation can represent a good index of movement if
calculated during the acquisition of the single phase. A correlation ma-
trix can be created starting from each possible combination between each
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standard deviation map. The result is a 2D square matrix with N  N
elements (Fig. 5.2.3). The sum of each row can be seen as a goodness
of alignment of the single acquisition with the others. A threshold on
the mean of the rows oh the correlation matrix has been set (0.85) and all
the acquisitions that scored a mean correlation below this threshold have
been excluded in the estimation of the mean signal.
Figure 5.2.3: Pearson's correlation coecients calculated over each single possible
combination of the SD maps of crushed signal calculated over time. 24 crushed
signals are acquired with QUASAR sequence. For each of this phase a SD map is
then calculated, computing the SD of the signal over the 13 samples acquired with
the Look & Locker readout. Each SD map is then correlated with each of the other
maps forming a 2D correlation coecients matrix. In this case phase, 3, 23 and 24
have been discarded because they produce a correlation level lower than the threshold
set .
Moreover, instead of the mean, a robust M-estimator has been used
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to calculate a more reliable mean across the acquisitions (Maumet et al.,
2013). The extraction of the AIF and themapping of the AIF to each tissue
voxel has been performed as described in section 4.4.3. A different shape
for the fitting procedure of AIF derived samples has been used. The same
gamma dispersion kernel function (Chappell et al., 2013a) used for the
simulation (Eq. 4.6) has been employed to fit the data and, consequently,
to improve AIF description. The AIF has been fitted using a nonlinear
least square approach and voxels scoring low precision in parameter es-
timates (coefficients of variation percentage of at least one fitting param-
eter higher than 100%) are discarded to avoid inclusion of inconsistent
AIFs.
The estimated local AIF has been used as a parametrized input for each
corresponding voxel of the crushed signal. The residue function R(t) has
been extracted using cSVD,oSVD and SS algorithm. A delay correction
is adopted for both oSVD and cSVD-based on ED (Chappell et al., 2013b;
Petersen et al., 2006). SS provides both delay and perfusion estimations
for each voxel using the positivity and decreasing constraints for residue
function. It has also been calculated the time arrival in macro and micro-
vasculature. The arrival in the macrovasculature (ta) has been extracted
fitting the AIF with the proposed gamma kernel model. The arrival time
in the microvasculature (tm) has been extracted summing the delay es-
timated with ta.
5.2.2.2 MODEL-BASED ANALYSIS PIPELINE
All the analyses have been performed with the package QUASIL, a tool-
box comprised in the fMRIB Software Library (FSL) (Jenkinson et al.,
2012). The only modification has been introduced in the vascular crush-
ing model to produce the estimates of ABS. QUASIL allows to perform
the whole analysis on a command line interface. Many options can be se-
lected. Among them it is possible to add a dispersion term. For simplic-
ity, only the gamma dispersion kernel has been considered as an option,
since it was the same model used to fit the macro vascular component in
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the deconvolution pipeline. Thus, the models considered for comparison
are the standard full model (V B), the same model with added the disper-
sion kernel (V Bd), the improved Sinc model (V Bs) and the Sinc model
with dispersion kernel (V Bsd).
5.2.2.3 EQUILIBRIUM MAGNETIZATION
Equilibrium magnetization has been estimated from a saturation recov-
ery curve acquired with two different flip angles. A model fitting pro-
cedure built in QUASIL for saturation recovery fitting has been used to
account for Look & Locker readout. The estimation of M0t, T1t and the
actual flip angle correction factor g are the parameters to be estimated
(Chappell et al., 2013b). M0t has been divided by the water/blood parti-
tion coefficient of the brain to obtainM0b.
5.2.3 SPATIAL VARIABILITY COMPARISON
The results obtained with each method have been compared computing
the absolute and the relative percentage differences for each parameter
estimated in GM and WM, respectively. To extract perfusion and other
parameters distributions in GM and WM a mask for each tissue have to
be calculated. To perform this task the T1-weighted MPRAGE of each
subject has been used as anatomical reference. The QUASAR acquisition
space is in a different orientation respect to the anatomical reference. A
co-registration step is needed to use anatomical reference information to
extract GM and WM masks. The coregistration pipeline has been imple-
mented usingAdvancedNormalization Tool (ANTS) (Avants et al., 2011).
To obtain a mask of GM andWM in the anatomical space a segmentation
algorithm has been employed (FAST implemented in FSL by Zhang et al.
(2001)). GM andWMmaps have been nonlinearly co-registered to theR1t
map (R1t = 1=T1t estimated from the saturation recovery). The use of R1t
for the coregistration is preferable since it shares contrast similarities with
T1-weighted MPRAGE. The nonlinear registration has been restricted to
the frequency encoding direction, where it is more probable to suffer for
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distortions due to the EPI readout in the QUASAR sequence. These steps
allow to calculate a mask for GM and WM (threshold level set to 70%)
in QUASAR space, which have been used to build the distribution of the
perfusion estimates (and other parameters of interest) with each method.
To assess the performances and spatial differences in estimates obtained
with the tested methods a group mean over subject has been computed.
To perform a mean between subjects a further co-registration operation
is needed. The anatomical T1-weighted MPRAGE of each subject has
been non linearly coregistered to the MNI 152 2 mm T1-weighted atlas
(Grabner et al., 2006). Combining the local warping and affine transfor-
mations of the two steps a transformation has been computed to move
each parameter of interest from the QUASAR acquisition space to the
standardMNI space to perform a groupmean. Absolute and relative per-
centage differences for each parameter have been computed in the native
QUASAR space and then transformed.
5.3 RESULTS
5.3.1 SIMULATION
In this section are reviewed the results of simulated data to assess the per-
formances of SS algorithm adapted for delay correction and estimation of
perfusion from QUASAR data.
5.3.1.1 PERFORMANCE INDEXES
Tab. 5.3.1 reports the percentage of the best performance in term of lower
RMSPEp and RMSPEc scored by SS, oSVD and cSVD over all subsets
of the simulated parameters conditions. Better performances are indi-
cated by higher percentage (i.e. lower RSME scored). SS scores the best
RMSPEp in 62:50% of the cases, showing a higher accuracy in the es-
timates of the peak and hence of the perfusion. SS exhibits a powerful
advantage in estimating a physiologically interpretable R(t), scoring the
best RMSPEc in 70:31% of the cases compared to SVD-based methods.
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This index measures the similarity in shape between the estimated and
the simulated R(t).
Index SS cSVD oSVD
RMSPEp 62:50% 36:11% 1:39%
RMSPEc 70:31% 0% 29:69%
TOTAL 68:05% 18:05% 13:89%
Table 5.3.1: Performance comparison for residue function estimates: higher per-
centage values indicate lower root mean square percentage errors (RMSPE). Both
peak level (RMSPEp) and curve (RMSPEc) are reported. Indexes are dened in
Eq. 5.38.
Performance indexes are reported in Fig. 5.3.1, 5.3.2, 5.3.3, 5.3.4 and
5.3.5 by using 3D plots. Each plot contains the values of the index relative
to the method scoring it. The axes used are respectively SNR and delay
(t) simulated values. The methods are reported by column. The first
column reports SS results, the second cSVD combined with ED and the
last one oSVD with ED. The indexes have been divided according to the
simulated condition.
Fig. 5.3.1 exhibits RMSPEp in GM (simulated perfusion value of 50
ml/100g/min) simulated in case of un-dispersed residue function. SS
shows generally a lower RMSEp than SVD-based methods and a lower
degradation in performance increasing the delay.Furthermore it provides
lower errors at lower SNR, degrading the performances generally less
than other methods. Moreover, it shows a good approximation of the
residue function shape as the graph reporting the RMSPEc in Fig. 5.3.1
shows. oSVD and cSVD instead strongly degrade the performances in
the R(t) shape estimation and moreover introduce a higher bias in per-
fusion estimation. Fig 5.3.2 displays RMSPEp in GM simulated in case
of dispersed residue function. Only the case with medium dispersion
has been reported as a representative case of the results obtained in case
of dispersion. In general dispersion produces an underestimation effect
in perfusion levels and SS provides worse performance in case of dis-
persion compared to its estimates in un-dispersed condition. It shows a
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more stable bias than SVD-based methods, which are instead degrading
the estimates introducing more bias at high delay level. Even when delay
is mixed with dispersion SS provides lower RMSPEc than SVD-based
methods. This is evident for delay of 0:9 s at very low level of SNR.
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Figure 5.3.1: Root Mean Square Percentage Error (RMSPE) obtained with tested
deconvolution methods in a GM simulated condition with an un-dispersed R(t). Both
RMSPE of the peak level (RMSPEp) and RMSPE calculated over the estimated
residue function (RMSPEc) are plotted in function of delay and SNR.
TheRMSEp in case of hyper perfusion (90ml/100g/min) showed sim-
ilar results as the simulated GM case, with a general increase in perfor-
mance of SS respect to SVD-based methods. Results have not been re-
ported for brevity. Regarding simulated WM conditions, RMSPEp and
especially RMSPEc are generally higher than GM and hyper perfusion
simulated conditions. As for GM the method that provides worse results
in term of retrieving the residue function shape is cSVD. However it per-
forms better in estimation of perfusion despite of the RMSPEc level. SS
confirmed a good RMSPEp but compared with GM it shows a quicker
degrade introducing a higher error respect to cSVD. The ability of SS in
retrieving the shape of residue function is confirmed compared to SVD-
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Figure 5.3.2: Root Mean Square Percentage Error (RMSPE) obtained with tested
deconvolution methods in a GM simulated condition with a dispersed R(t) and  =
0:15. Both RMSPE of the peak level (RMSPEp) and RMSPE calculated over
the estimated residue function (RMSPEc) are plotted in function of delay and SNR.
based methods, as Fig. 5.3.3 reports. However when the SNR is low
it tends to introduce a higher level of error in estimation of the residue
function shape compared to SVD-based methods. When dispersion is
coupled with low levels of perfusion as in the simulated WM case all the
methods introduce higher errors in peak estimation. SVD-basedmethods
provide worse estimation also in the approximation of the shape of R(t)
while SS increases in the dispersed case, especially at low SNR.
The RMSEd index indicates the precision and the robustness of esti-
mation in case of pure delay. For this index, SS overpasses ED in the ma-
jority of the simulated cases, even in presence of dispersion (SS 87:50%,
ED 12:50). In Fig. 5.3.5 the RMSE in delay estimation respect to the true
simulated delay is reported. The first row in the figure reports GM sim-
ulation while the plots in the second row the RMSEd in WM simulated
cases. For GM and when no dispersion is introduced in the simulation,
SS provides a good estimation of the delay level, while ED produces con-
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Figure 5.3.3: Root Mean Square Percentage Error (RMSPE) obtained with tested
deconvolution methods in a WM simulated condition with an un-dispersed R(t).
Both RMSPE of the peak level (RMSPEp) and RMSPE calculated over the
estimated residue function (RMSPEc) are plotted in function of delay and SNR.
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Figure 5.3.4: Root Mean Square Percentage Error (RMSPE) obtained with tested
deconvolution methods in a WM simulated condition with a dispersed R(t) and
 = 0:15. Both RMSPE of the peak level (RMSPEp) and RMSPE calculated
over the estimated residue function (RMSPEc) are plotted in function of delay and
SNR.
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stantly an higher error in estimating delay respect to SS. When dispersion
is included SS introduces more error than in the un-dispersed simulated
condition, but the error introduced by edge detection is still greater. In
WM the delay estimates by SS are less precise and including dispersion
the error introduced here is higher as for the GM simulated case. Com-
pared to ED, SS shows lower levels of error in almost all the cases, with
exception of t = 0:3 and SNR = 10 where it introduces a higher level of
errors than ED.
0
0.3
0.6
0.9
20
10
5
0
0.2
0.4
0.6
SS
R
M
SE
d 
[a.
u
.
]
0
2
4
1
2
3
0
0.2
0.4
0.6
SS
0
0.3
0.6
0.9
20
10
5
0
0.2
0.4
0.6
Edge Detection
0
2
4
1
2
3
0
0.2
0.4
0.6
Edge Detection
0
0.3
0.6
0.9
20
10
5
0
0.2
0.4
0.6
0.8
Delay [s]SNR [a.u.]
R
M
SE
d 
[a.
u
.
]
0
2
4
1
2
3
0
0.2
0.4
0.6
0.8
Delay [s]SNR [a.u.]
R
M
SE
d 
[a.
u
.
]
0
0.3
0.6
0.9
20
10
5
0
0.2
0.4
0.6
0.8
Delay [s]SNR [a.u.] 0
2
4
1
2
3
0
0.2
0.4
0.6
0.8
Delay [s]SNR [a.u.]
G
R
A
Y 
M
A
TT
ER
W
H
IT
E 
M
A
TT
ER
Figure 5.3.5: Root Mean Square Error (RMSE) of delay estimates obtained with
Stable Spline and Edge detection are plotted in function of delay and SNR. The
rst row reports GM simulations while the second row WM simulation. Dispersion is
introduced ( = 0:15) in the four plots on the right side of the gures, while the left
side shows simulation without dispersion.
5.3.1.2 RESIDUE FUNCTION SHAPE
The residue function shapes obtained with SS and oSVD are reported in
Fig. 5.3.6. Each graph represents the median estimated R(t) with the re-
spective method and the confidential interval of the MC simulation (5th
and 95th percentile). The simulated condition reported, as a representa-
tive situation, corresponds to GM simulated tissue and SNR = 5. Panel
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a) shows an un-dispersed condition while b) a dispersed one ( = 0:5).
For the latter a reference for the un-dispersed R(t) is also displayed for
comparative purpose. It is worth to note that oSVD tends to underesti-
mate the true perfusion while SS provides more reliable estimates. When
dispersion is added to the simulation both methods introduce major ab-
normalities in estimating the true R(t) and both underestimate the true
perfusion level. However SS provides narrower confidential intervals in
both dispersed and un-dispersed conditions.
5.3.2 REAL DATA
An example for a representative GM voxel is reported in Fig. 5.3.7. The
illustration reports four graphs: the first one contains the AIF fitted from
the difference between uncrushed and crushed data (red dashed line) and
the delay resolved AIF provided by SS (solide red line). The second one
exhibits the tissue data (red circles) and the reconvolution between the
estimated residue function (R(t), reported in the last plot correctly scaled
to extract perfusion estimates) and the AIF (AIF (t)
 R^(t)). The third one
reports the weighted residuals.
5.3.3 PERFUSION ESTIMATES
The novel deconvolution algorithm and the physiology based improved
model have been tested on a real clinical dataset. The distributions of ab-
solute perfusion estimates in GM and WM have been extracted and are
listed in Tab. 5.3.2. The model-based approach provides a general higher
perfusion level than deconvolution algorithms. In particular the SS al-
gorithm gives a range of values more comparable to model-based ap-
proaches than SVD-based method. SVD-based methods provide a lower
variance in the estimates, since their SD are lower than the ones obtained
with both model-based approach and SS. The higher ratio between mean
values in GM and WM has been provided by SS. The distributions in
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Figure 5.3.6: Residue function estimation with oSVD and SS from MC simulation
with 100 realizations. The simulated condition shown here corresponds to GM con-
dition and SNR = 5. Four dierent level of t for un-dispersed condition: panel a)
and for high dispersed R(t) ( = 0:5): panel b) are reported . The graphs show in
grey band MC intervals (5th and 95th percentile of MC simulation), in black solid
line the median of the estimated R(t) and in black dashed line the true simulated
residue function. For the dispersion condition a reference for the un-dispersed residue
function is shown.
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Figure 5.3.7: The illustration reports a GM voxel and the deconvolution process
operated by Stable Spline, which accounted the delay between AIF and tissue. From
top to bottom: Arterial Input Function (AIF) (red dashed line), delay resolved AIF
provided by SS (solide red line); tissue data (red circles) and the reconvolution be-
tween the estimated residue function (R(t)) and the AIF; weighted residuals; residue
function scaled to extract perfusion from its maximum.
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both tissues provided by each method have been compared with SS esti-
mates by using a paired t-test corrected for multiple comparisons, using
Bonferroni’s correction rule. Statistical significative differences were ob-
tained for all the comparison (p < 0:05).
Method GM WM Ratio
SS 55:49 9:47 21:75 7:64 2:55
oSV D 35:25 5:30 15:31 3:91 2:30
cSV D 42:56 5:64 19:80 5:13 2:15
V B 60:61 8:93 25:82 9:94 2:35
V Bdk 63:41 8:72 29:94 10:44 2:12
V Bs 56:60 8:57 24:19 9:24 2:34
V Bsk 59:73 8:50 27:81 9:81 2:15
Table 5.3.2: Absolute perfusion estimates: mean and standard deviation obtained
with each tested method. The mean ratio between GM and WM has been reported
for comparative purpose. All the perfusion distributions have been compared with SS
estimates by a paired t-test corrected for multiple comparison, using Bonferroni's rule
respectively for each distribution. Statistical signicative dierences were obtained
for all the comparison (p < 0:05).
A scatterplot has been reported to compare the estimates of SS with
oSVD, cSVD, V B and V Bs models (Fig. 5.3.8). The Pearson’s correlation
coefficient has been calculated as a measure of correlation between each
method and in the two different tissues (Tab. 5.3.3). In GM a trend of cor-
relation can be observed between SS and model-based methods while SS
correlates better with SVD-based methods. General lower perfusion val-
ues are given with oSVD and cSVD respect to SS. When compared to SS
the model-based approach provides very similar scatterplot distributions
but with quite different absolute levels of perfusion estimates. The higher
discrepancy can be observed in GM estimates between SS and model-
based in the mid range of perfusion in GM (45   55 ml=100g=min) while
for higher values the methods tend to provide similar estimates. In WM
the estimates are more similar between the methods, showing higher cor-
relations. In term of absolute perfusion estimates the same observations
as for GMwith a minor impact could be reported. A quite relevant tail of
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high values (f > 30ml=100g=min) have been found to be present in the
WM estimates. This behavior is more evident when model-based meth-
ods are used.
Method R2 - GM R2 -WM
oSV D 0:67 (p < 0:001) 0:87 (p < 0:001)
cSV D 0:84 (p < 0:001) 0:85 (p < 0:001)
V B 0:35 (p < 0:001) 0:83 (p < 0:001)
V Bdk 0:35 (p < 0:001) 0:82 (p < 0:001)
V Bs 0:37 (p < 0:001) 0:82 (p < 0:001)
V Bsk 0:39 (p < 0:001) 0:80 (p < 0:001)
Table 5.3.3: Pearson's correlation coecient (R2) of the perfusion estimates calcu-
lated with all methods tested with SS as reference. Each column reports R2 for the
respective tissue and the level of signicance.
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Figure 5.3.8: Scatter plot of perfusion estimates (ml/100g/min) in GM (left) and
WM (right). SS is taken as reference and other methods are plotted on the opposite
axis. oSVD (red crosses), cSVD (green crosses) are deconvolution methods based on
SVD truncated and V B (blue crosses) and V Bs (magenta crosses) are respectively
the full model-based proposed in Chappell et al. (2013b) and the improved model
with a more realistic description of vascular crushing gradients.
The boxplots of the distributions of perfusion in both GM andWM are
reported in Fig. 5.3.9. A line has been added to the graph as reference
for GM and WM, respectively at 60 and 22 ml=100=g=min. Interquartile
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range (IQR, between the 25th and 75th percentile) of estimates obtained
from oSVD was the lower over all the methods in both GM and WM.
In general deconvolution methods provide lower IQR intervals in both
tissues than model-based approaches.
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Figure 5.3.9: Boxplots of distribution of absolute perfusion estimates in GM (a)
and WM (b). SS, oSVD and cSVD are deconvolution-based methods. V B is the
full model proposed by Chappell et al. (2013b), and V Bs is the proposed improved
model with more realistic description of vascular crushing gradients. V Bd and V Bsd
represent the same models with added a term to take into account dispersion. Two
reference lines are plotted for typical values in GM (60 ml=100g=min) and WM (22
ml=100g=min).
The spatial variability comparison is reported in Fig. 5.3.10 where the
group mean obtained in the atlas space is displayed. The first column re-
ports the groupmean, the second the absolute difference with SS taken as
reference and in the last column the percentage differences between each
method and SS estimates are reported. Regarding spatial characteristics,
120
5.3 Results
a) b) c)
Figure 5.3.10: Spatial variability in estimation of perfusion with deconvolution and
model-based techniques for central slices (z ranges from 38 to 58 in MNI152 standard
space). Stable Spline results are reported in the rst row as reference. a) Group
mean of estimated absolute perfusion (ml/100g/min) with each method. b) Absolute
dierences between tested methods and SS. c) Percentage dierences between tested
methods and SS. Green values report higher levels of estimated perfusion and red
values lower levels compared to SS.
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all the images show the expected pattern for perfusion. Both SS and V B
give a better contrast between GM and WM and the differences between
the two tissues are more evident than with SVD-based methods. SS pro-
vides general higher values in GM than SVD-based methods. A lower
difference has been found with the cSVD approach. oSVD and cSVD
give higher values than SS in the deep WM areas. On the contrary, when
compared with model-based methods SS estimates are generally lower
but with some bright spot of higher flow located in areas where a high
vascular content is expected. In particular the V Bs model, compared to
V B provides closer values to SS in GM. Furthermore the differences are
more enhanced in areas characterized by a high vessel content. The pos-
terior district for circulation is also different in spatial distribution in term
of perfusion estimates between tested methods. Differences between SS
and V B are more evident. However, when V Bs model is used it pro-
vides estimates closer to SS and more homogeneous than standard V B
estimates.
The model-based approach coupled with gamma kernel for dispersion
has not been included in this spatial distribution because no evident dif-
ferences have been found respect to the un-dispersed model.
5.3.3.1 DELAY AND ARRIVAL TIME
The delay estimation feature that has been added to SS has been com-
pared with the edge detection algorithm comparing the spatial variabil-
ity of the estimates in a standard space as it has been done previously for
perfusion. Moreover the delay estimated with SS has been summed to
the arrival time in the macro vasculature (ta), estimated from the corre-
spondent AIF to obtain estimates of arrival time in the micro vasculature
(tm). This has been performed to compare the SS performance in esti-
mation of delay and arrival time in micro vasculature. Delay estimation
by SS is generally lower than the one obtained with ED, with exception
of the regions where a prominent macro vascular component is expected.
As for perfusion the estimated delay has been extracted in both WM and
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GM.Mean and standard deviation are reported in Tab. 5.3.4. It is worth to
note that major differences are located inWM, where ED provides higher
estimates: statistically significant differences have been found between
SS and ED delay estimates (paired t-test with significance level p < 0:05,
corrected for multiple comparison using Bonferroni’s rule).
Method GM WM
SS 0:42 0:11 0:65 0:13
ED 0:44 0:13 0:71 0:14
Table 5.3.4: Transit delay between macro and micro vasculature (t in seconds):
mean and standard deviation obtained with each tested method on the total 28
acquisitions.
Figure 5.3.11: Spatial variability, computed as group mean, in estimation of delay
between AIF and tissue, obtained with SS and ED (central slices are shown: z ranges
from 38 to 58 in MNI152 standard space). a) Stable Spline b) Edge Detection c)
Absolute dierences between SS and ED d) Percentage dierences between SS and
ED. Green values report higher levels of estimated delay by ED while red values report
the opposite.
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Comparing the arrival time in micro vasculature estimation obtained
with SS and VB, the former provides higher values for tm especially
where a relative high contribution of macro vascular component is not
expected . The mean and standard deviation calculated over all the sub-
jects are reported in Tab. 5.3.5. SS and ED provide both higher levels of
tm inWMwhile in GM the distributions aremore comparable tomodel-
based approaches. Anyway, paired t-tests (significance level p < 0:05 cor-
rected for multiple comparison using Bonferroni’s rule) between SS esti-
mates and other methods reveal significant differences in all the cases.
Introducing a dispersion component the mean value of tm strongly de-
creases with the novel model V Bs, while a more subtle difference can be
noted comparing V B and V Bd.
Method GM WM
SS 0:66 0:16 0:88 0:16
ED 0:68 0:18 0:94 0:17
V B 0:69 0:07 0:76 0:05
V Bdk 0:67 0:09 0:74 0:06
V Bs 0:60 0:10 0:74 0:06
V Bsk 0:53 0:08 0:68 0:07
Table 5.3.5: Arrival time in the micro vasculature (tm in seconds): mean and
standard deviation obtained with each method tested on the total 28 acquisitions. SS
and ED arrival time has been obtained adding the arrival time in the macro vasculature
(ta) to the delay estimated (t). For model-based approaches it represents the
arrival time estimated as a free parameter. All the tm distributions have been
compared with SS estimates with a paired t-test corrected for multiple comparison,
using Bonferroni's rule respectively for each distribution. All the tested conditions
revealed statistical signicant dierences ( signicance level p < 0:05).
Spatial differences evaluation follows the same scheme as for perfu-
sion estimates. The reference method is SS and is showed in Fig. 5.3.12
on the first row. The comparison excludes the ED method since the only
differences from SS is the delay estimation, compared previously. SS pro-
vides higher estimation in tm in WM compared to all tested methods.
GMdifferences in estimatedtm change dependently on themodel used,
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a) b) c)
Figure 5.3.12: Spatial variability in estimation of arrival time in the micro vascu-
lature tm with SS and model-based techniques for central slices (z ranges from
38 to 58 in MNI152 standard space). Stable Spline results are reported in the rst
row as reference. a) Group mean of estimated tm with each method. b) Absolute
dierences between tested methods and SS. c) Percentage dierences between tested
methods and SS. Green values report higher levels of estimated tm and red values
lower levels compared to SS.
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providing major differences for V B and less for V Bs. When dispersion is
introduced in the models the differences in estimating the tm decrease,
with major impact on the novel model V Bsd. WM differences remain
more stable independently on the model used.
5.3.3.2 NEW MODEL ASSESSMENT
To assess the goodness of fit of the novel proposed model, its perfor-
mances and parsimony, the negative free energy (FE) of the model fit in
each voxel can be used. The FE can be calculated as part of the proba-
bilistic method used. The FE approximates the Bayesian evidence for a
model, and thus in principle it combines the accuracy of a model fit to
the data with a penalty for the number of free parameters in the model
(Chappell et al., 2009). In short, the closer the FE is to zero the better the
model is at explaining the data. To better understand the spatial vari-
ability of the estimated, FE the same procedure employed to test both
perfusion and delay estimated has been performed.
The spatial variability map of the group mean of log( FE) is shown
in Fig. 5.3.13. The FE maps show a perfusion dependent pattern on
the brain, exhibiting higher values where the mix of the two compo-
nents, the tissue and the macro vascular, are likely to be both present.
The two models have more difficulties in estimating both macro and mi-
cro vascular component simultaneously than the only tissue component.
FE estimated values favor the new model introduced to better describe
the macro vascular component and the crushing operation that vascular
crushing gradients perform on it, while in the areas where a remarkable
macro vascular component is not excepted the differences are less evi-
dent and FE values are comparable. Negative differences (green values)
indicate a better performance of the V Bs model: this is primarily the case
in regions of high aBV where arteries would be expected in the brain.
Moreover the new model provides the possibility to estimate the spatial
distribution of the mean blood velocity of the macro vascular component
(ABS) in absolute unit [cm=s]. Estimates of mean ABS in the principal ar-
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Figure 5.3.13: Group mean free energy of the proposed novel model compared to
the original full model proposed by Chappell et al. (2013b) for central slices (z ranges
from 38 to 58 in MNI152 standard space). Where the dierences map shows green
values the new model is favored compared to the original full model.
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terial vessels are shown in Fig. 5.3.14 as a mean across the group: values
of mean flow speed in the range 3   5 cm=s were found in areas where
middle cerebral artery branches would be expected.
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Figure 5.3.14: Group mean of the blood velocity of the macro vascular component
estimated by the new proposed model V Bs for central slices (z ranges from 38 to 58
in MNI152 standard space). ABS is shown in absolute unit (cm=s)
5.4 CONSIDERATIONS
QUASAR data offer the unique possibility in ASL to quantify cerebral
perfusion and bolus arrival time, allowing at the same time, to account
for the possible presence of dispersion of the labeled bolus. This chap-
ter introduces a novel method to quantify absolute perfusion, delay be-
tween AIF and tissue and arrival time in themicro vasculature with a ker-
nel based deconvolution approach, named Stable Spline (Pillonetto and
De Nicolao, 2010). SS takes its name from the Bounded Input Bounded
Output (BIBO) stability constraint that has been introduced to provide
smooth and regular impulse response estimates. Moreover, to better ad-
dress the problems of ASL and achieve a physiologically interpretable
impulse response, a positivity and a decreasing constraint has been in-
cluded. The original implementation of SS does not allow to take into
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account delay between AIF and tissue. Thus a new implementation of SS
obtained modifying the first step, where the marginal likelihood is com-
puted, has been introduced. This formulation however is not as robust
as the original SS since the deconvolution problem as it is cast, is strongly
not convex. To allow SS to estimate robustly t a pre-step to provide an
initial guess for this parameter has been proposed. This initial guess can
be thought as an initialization step for SS that is then free to perform the
minimization of the same cost function used in its original implementa-
tion, with a further parameter, i.e. the delay.
This approach has been evaluated in a broad simulated scenario, with
different levels of perfusion, delay and SNR. The performances of this
method have been comparedwith the standard deconvolution algorithms
used in clinical environment, such as SVD-based methods, circular SVD
and block circulant SVD. The results in the simulated scenario certify that
SS provides better estimate in term of perfusion in 62:5% of the simulated
cases. Moreover, the goodness in approximating the true residue func-
tion supports the superior performance of SS (exhibiting a lower error
in 70:31% of the simulated cases). The analysis of these indexes can also
describe how in function of t and SNR SS performs compared to SVD-
based methods. When no dispersion is introduced, SS provides better
performances than other methods. However its performance degrades
quicker when SNR decreases; this might be explained by the nonlinear
fitting procedure introduced to take into account delay and that suffers
for ill-defined initial values, which can drive the minimization to a local
minimum. Nevertheless SS is able to recover a better description of the
true R(t) also when SNR is low, as showed in Fig. 5.3.6. When disper-
sion is added to GM simulated conditions, the behavior of SS degrades
as the one of SVD-based methods. Its sensibility to dispersion is not re-
lated to the level of noise present in the data. Indeed RMSPEp increases
only when the delay is mixed with dispersion. Moreover SVD methods
performworse when SNR is low as it is expected in dispersed conditions.
SVD-based methods combined with edge detection introduce a double
bias in the estimation. Indeed, SVD-based methods are known to under-
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estimate perfusion in almost all conditions due to the oscillation inserted
in theR(t). This is coupled with ED, which tends on the contrary to over-
estimate the t: this will produce an overestimation effect also on perfu-
sion since the delay introduces a scale factor on it. This effect can be seen
as a compensatory effect but in fact the errors introduced are higher than
the ones introduce by the SS framework. This behavior is amplifiedwhen
dispersion is added, since it can be seen as a late arrival time of the bolus,
if the sample time is not enough narrow to catch this little modification
in the signal. In the case of QUASAR, the sample time is 300 ms and the
whole kinetic is estimated to disappear due to T1 decay of the tracer in
approximately 3 seconds. Hence, little dispersion effects can be seen as
delay and vice versa. The two phenomena can be difficultly separated
and both SS and SVD with ED can overestimate delay to compensate for
dispersion effects. A solution could be to include in the formulation of
the R(t) an additional dispersion component as in Zanderigo et al. (2009)
and (Ahlgren et al., 2013) where a Nonlinear Stochastic Regularization
(NSR) algorithm has been employed. The main disadvantage of NSR is
that it should trust the estimates of delay provided by ED that has been
demonstrated to introduce a bias when dispersion is coupled to delay.
Further investigations are needed to assess the feasibility of adding a dis-
persion component to the R(t) in the SS framework.
The ability of SS to recover the true R(t) when dispersion is included
is demonstrated in Fig. 5.3.2 where SS shows a better and more stable
error in estimating the shape of R(t). oSVD shows a better performance
than SS when SNR and delay are not present in the data. However its
performance quickly degrades when delay increases and SNR decreases
respectively. When simulations are applied to lower levels of perfusion,
like WM, it is worth to be noted that the SNR level is lower compared to
GM, since it is calculated on the maximum value of the noiseless signal
of a pure GM voxel. This has been done to take into account real mea-
surements of ASL data. SS performances in this case are worse than in
GM (as expected) and cSVD tends to provide better perfusion estimations
than SS in this condition. A note should be added in presence of disper-
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sion. WM tissue perfusion estimation with ASL is prohibitive. Neverthe-
less, it has been shown to be feasible, with other types of sequences (van
Osch et al., 2009; Wu et al., 2013). It has been proved that in healthy sub-
jects dispersion is more present in WM than GM (Ahlgren et al., 2013).
All tested methods score higher errors in the WM case. Nevertheless SS
provides perfusion estimates inline with other SVD-based methods but it
provides a more sensible performance in recovering the true R(t).
An alternative approach to estimate f and other related parameters
have been proposed by Chappell et al. (2013b). The proposed model is
a full model made up by two components and that can account for vas-
cular crushing gradients modification applied to macro-vascular compo-
nent. The estimation procedure is computed by using a Variational Bayes
approach to include a priori information on the estimated parameters.
Here an improved model that better describes the relation introduced by
the vascular crushing gradients is proposed. A Sinc modulation to the
scalar product of the flow direction and the gradient direction vectors has
been added for this purpose. This modification permits to estimate also
a new parameter, the mean blood velocity of the macro vascular compo-
nent (ABS). It has been shown how it can describe the data, providing
a better free energy measure than the original V B model. The range of
the new parameter is approximately 3 5 cm=s in large arterial branches.
This result is not in line with literature value, which indicates a blood
speed of a pure artery voxel in order of 25cm=s. However, the low reso-
lution of QUASAR can include partial volume effects than can lead to a
broader dispersion of the true velocity of the vessels. Further validations
are required to understand the robustness of this measurement.
The original model and the improved one and have been compared as
was done in Chappell et al. (2013b) adding SS and taking it as a refer-
ence to compare the perfusion estimates and their spatial variability in
the brain. The two approaches differ in how to take into account disper-
sion and how to model the residue function from the data. Deconvolu-
tion techniques try to infer this directly from the data while model-based
approaches impose it describing the physiological system. The spatial
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variability comparison is in line with simulation results obtained by Pe-
tersen et al. (2006): model-free techniques tend to underestimate perfu-
sion while model-based approaches tend to overestimate perfusion as
noise increases. This is due to the non physiologically interpretable os-
cillations introduced in R(t) by SVD-based methods and to the restricted
description of the system given by model-based approaches respectively.
Scatterplots in Fig. 5.3.8 point out this general trend. However it is clear
how deconvolution based methods consider the subtraction between un-
crushed and crushed acquisitions to be perfect. Hence their performance
suffers for the residual component not crushed by vascular crushing gra-
dients as already confirmed by previous studies (Chappell et al., 2010,
2013b). SS tends to provide estimated values for perfusion in the middle
of classical SVD methods and model-based approaches. It is promising
that the discrepancy between the novel model and SS is lower than the
one obtained with the previous version of VB. However when a disper-
sion gamma kernel is added to the proposed model it still shows a gen-
eral higher level of estimated perfusion compared to SS. SS provides the
higher ratio between mean value of GM and WM, and it is inline with
expected ratios between the tissues.
Comparing WM estimates SS provides higher mean estimates than
cSVD and oSVD, but the spatial variability maps show than in deep WM
SVD-based methods provides a slightly higher level of perfusion in WM.
This might be explained by the high level of dispersion and delay mixed
together. The level of perfusion estimated by SVD-based methods would
be lower than SS; however when it is corrected by the delay provided by
ED (that has been demonstrated to overestimate the true delay) this can
balance the underestimation of perfusion due to SVD. It is clear how this
consideration should be first tempered with the high level of noise that is
present in WM areas, especially deep WM zones.
The arrival time in the micro vasculature tm, obtained summing the
arrival time in macro vasculature and the delay estimated with SS, has
been compared with the one extracted by model-based approaches. The
range oftm values provided by SS is inline with other studies (Chappell
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et al., 2010; Petersen et al., 2006; Sousa et al., 2013). Moreover it is com-
parable with V B model-based approach in GM but in WM the estimated
arrival time is higher. This is explained by the level of noise in WM and
the lack of any hypothesis about residual dispersion between the local
AIF and the tissue signal not taken into account in SS approach.
The major drawback of SS is its computational burden in comparison
to oSVD (however less than other approaches such asNSR (Ahlgren et al.,
2013)). The SS implementation used here takes approximately 30minutes
to process a complete subject. This might represent a limitation for its
wider application, but this can be considered improvement over NSR in
term of computational cost. Further works are needed to use parallel
computing optimizations and to bring its powerful capabilities nearer to
the clinical environment.
QUASAR has introduced several possibilities to study perfusion and
other related parameters and numerous clinical studies have been pub-
lished using since its creation (Mak et al., 2012; Noguchi et al., 2012; Pal-
ing et al., 2013). However care should be taken in choosing the best
methodology for the quantification process in case of pathological con-
ditions. The method that can better distinguish the pathological mod-
ification occurring in the tissues should be selected. At the moment it
is difficult to say which technique is the most reliable to use (Chappell
et al., 2013b). It might be a further direction to combine the possibility
of the new proposed model with SS to better model the AIF relation that
links macro and microvascular components of the signal and to limit the
sensitivity of SS to macro vascular artifacts. In conclusion it has been
shown, both in simulated and real case conditions, that the use of SS to
estimate perfusion with QUASAR data is possible and could be used as
an alternative of model-based techniques and SVD-based approaches.
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Happiness lies in the joy of
achievement and the thrill
of creative effort.
Franklin D. Roosevelt
6
A two component model for
quantification of pCASL with
Look & Locker readout
PASL sequences suffer from lower signal to noise ratio compared to pCASL.
This appealing property suggests to use pCASL as the best labeling tech-
nique. However, since the labeling period is prolonged compared to
PASL it is impossible to sample the whole kinetic curve of the magne-
tized blood. The aim of this section is to demonstrate that it is possible
to estimate the arrival time in the micro vasculature using a pCASL la-
beling technique and moreover that it is possible to combine different
acquisitions employing vascular crushing gradients to extract also infor-
mation of the macro vascular component. To accomplish this aim a Look
& Locker readout has been combined with a pCASL labeling technique
in order to investigate the feasibility of correction of macro vascular arti-
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facts and to extract information on the macro vascular component, such
as the arterial blood volume (aBV). Here an extensive section is dedi-
cated to introduce a priori information in a nonlinear model, such as the
model used for the quantification of both macro vascular and tissue com-
ponents. Afterwards a two component model based on the assumption
that it is possible to separate the contributions of both macro vascular
signal and tissue one (Chappell et al., 2010) is presented and validated.
6.1 REAL DATASET
MR images have been acquired with a Philips Achieva 3T MRI-scanner
using a 8-channel head coil. Five healthy subjects (27:51:68 years of age,
2 males) have been scanned using the same protocol. All subjects gave
informed consent after the nature of the procedure examinations were
explained. The acquisition session was constituted of:
 high resolution T1-weightedMR images, acquired using aMPRAGE
sequence (256  256  160 matrix dimension, 1  1  1 mm3 voxel
dimension), providing anatomical information
 perfusion-weighted ASL images acquired using a multislice 2D-EPI
readout in combination with Look & Locker sampling strategy. EPI
readout has been designed to accomplish the acquisition of seven
axial slices (64  64 matrix, with 3:5  3:5 mm2 in plane resolution,
slice thickness of 6 mm), in a temporal window of Tslice = 33 ms
per slice. For Look & Locker readout, parameters set was given by
TI2 = 300ms sampling period,N = 15 number of TI, and LL = 35
flip angle of multiple excitation pulses. With these settings, 13 im-
ages at TI ranging from 40 ms to 3640 ms after the end of labeling
scheme, equally spaced in time by amount TI = TI2, were ac-
quired in order to adequately sample the kinetic curve of inflow-
ing blood and allow model fitting. Label/control pairs acquisi-
tion was repeated N = 30 times for subsequent signal averaging.
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pCASL, with a labeling duration  = 1:6s has been used as label-
ing technique. The gap between labeling plane and imaging region
has been set to encounter the carotid anatomy of the subject, ad-
justing the orientation as perpendicular as possible to them. Look
& Locker pCASL experiment has been repeated with and without
bipolar gradients to compare differences in perfusion-weighted im-
ages due to signal from intra-vascular blood. The bipolar crushing
gradients used (vc = 4 cm=s) have been applied in the z-direction
directly after readout preparation to dephase flowing spins, with
TE = 23 ms long enough to accomodate their presence. All acqui-
sitions uses a SENSE acceleration factor of 2:5.
 Saturation recovery with the same Look & Locker readout geom-
etry and modality of pCASL has been added to estimate both M0,
T1t. To allow the actual flip angle estimation a second saturation
recovery with a lower flip angle (11 ) has been employed, similar
to the QUASAR sequence (see Section 5.2.2.3).
6.2 IMPLEMENTATION OF MAXIMUM A POSTERIORI ESTI-
MATOR
Let ’s consider the voxelwise model for ASL signal, using a vector nota-
tion:
y = M(p) + v
where y represents the acquired data, M(p) the model prediction ob-
tained with Buxton model adapted to pCASL and v is the noise in the
measuring process. When a bayesian approach is performed, also a sta-
tistical description of random error vector is required. A common as-
sumption on vector v is that it is a random error vector and considered
to be a realization of an additive white gaussian noise (AWGN) process,
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with zero mean and covariance matrix (of dimension [N N ]) given by:
v =
2664
21
. . .
2N
3775
Note that the variance of the random process describing v is not con-
stant in the sampling grid. This is caused by the Look & Locker readout
employed. Statistical description given to random error vector can be
condensated in:
v  N(0;v) (6.1)
In the bayesian framework adopted, vector p contains the parameters
to be estimated with a MAP estimator, that are:
p = [f; T1t; t]
T (6.2)
A priori distributions were considered informative only for parame-
ters T1t, while no a-priori information has been used for the other param-
eters. This can be formally handled by associating to these parameters
generic prior distributions (e.g.. normal) with infinite variance. Practi-
cally it means to use a flat prior that allows parameters to take any value
with the same probability:
T1t  LN(T1t ; T1t)
f; t; N(; 1) uninformative priors (6.3)
A general statistical description of a-priori information on parameters
vector p can be given in terms of mean vector (dimension [M  1]), and
covariance matrix (dimension [M M ]):
p =
" ...
T1t
#
p =
"
1
2T1t
#
(6.4)
where the mean vector and covariance matrix are written respecting the
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same order used in parameters vector definition (Eq. 6.2). p definition
implicitly assumes statistical independence of parameters, denoted by
null off-diagonal elements, while the absence of useful prior knowledge
for some parameters is highlighted by the infinite diagonal elements.
The set of optimal parameters given by MAP estimator are those that
maximize the posterior probability of parameters given the data (the ob-
jective function of estimation procedure). Remembering the considera-
tions that lead to Eq. 4.23, p^MAP is given by:
p^(MAP ) = argmax
p
(P (p j y))
= argmax
p
(P (y j p)P (p)) (6.5)
where the likelihood function P (y j p), under assumption of indepen-
dence between vector parameters p, and noise vector v, and according
to random error vector v statistical description, is a multivariate normal
distribution:
P (y j p) = N(M(p); v)
=
1p
(2)Ndet [v]
e 
1
2
(y M(p))T 1v (y M(p)) (6.6)
The prior probability P (p) can be expressed as the product of single pa-
rameters probability distributions, as a consequence of having assumed
parameter a-priori distributions to be statistically independent:
P (p) =
MY
m=1
P (pm) = P (T1t)P (p
ni)
=
1
T1t
p
2 T1t
e
  1
2

ln(T1t) T1t
T1t
2
P (pni) (6.7)
In the above equation, pni indicates the subset of parameters for which
no a-priori knowledge is assumed ( pni = [f; t]). It automatically means
that P (pni) takes a constant value whatever value the parameters subset
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pni assumes (P (pni) = K; 8pni 2 R2).
Taking together Eq. 6.6 and Eq. 6.7 and combining them into Eq. 6.5,
optimal MAP parameter values are given by:
p^MAP = argmax
p
[P (y j p)P (p)]
= argmax
p
264e  12 (y M(p))T 1v (y M(p))p
(2)Ndet [v]
e
  1
2

ln(T1t) T1t
T1t
2
T1t
p
2 T1t
P (pni)
375
= argmax
p
264e  12 (y M(p))T 1v (y M(p))e  12

ln(T1t) T1t
T1t
2
T1t
p
(2)N+2det [v]
T1t
375 (6.8)
where the constant value assumed by factor P (pni) (independent from
the parameters as a consequence of flat distributions adopted) permits
to discard it from the optimization function. The objective function is
given by the product of non-negative monotonic functions (probability
distribution), so taking the natural logarithm of Eq. 6.8 will not change
the global optimum. This reduces the objective function into a formmore
suitable for numerical methods used to solve optimization problems, and
permits to ignore in the expression the terms that not include parameters,
yielding:
p^MAP = argmax
p
[ln (P (y j p)P (p))]
= argmax
p
"
 1
2
k y  M(p) k2
 1v
 1
2

ln(T1t)  T1t
T1t
2
  ln(T1t)
#
= argmin
p
26664k y  M(p) k2 1v| {z }
delity to data
+

ln(T1t)  T1t
T1t
2
+ 2ln(T1t)| {z }
lognormal prior
37775
(6.9)
Eq. 6.9 represents the final form of the cost function when MAP estima-
tor is applied to obtain optimal model parameters values in a bayesian
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framework. It results from the general assumptions that have beenmade:
(a) unknown parameters p independent from noise statistical description
and (b) statistical independence between parameters to be estimated. The
meaning of the different terms that contribute to general cost function can
be clearly recognized: the first represents cost function to be minimized
when simpleWNLLS approach is used for parameters estimation and the
second term represents the penalty due to lognormal prior on T1t. Note
that as long as assumptions (a) and (b) are valid, prior knowledge on
other parameters can be inserted in the computation simply by adding
an appropriate (normal or lognormal) term inside the cost function (Eq.
6.9).
Eq. 6.9 shows that p^MAP evaluation requires the knowledge of v.
Hence noise covariance matrix can be modeled as follows:
v = 
2B
where matrix B is known, set to the inverse of weights matrixW used in
WNLLS, B = W 1, while 2 is an unknown scaling factor that has to be
estimated a-posteriori. Unbiased estimator of 2 is given by WRSS
N M , where
WRSS (weighted residuals sum of square) is k y   M(p) k2B 1 eval-
uated at its minimum (when parameters assume their optimal values).
In the bayesian framework adopted, 2 a-posteriori estimation requires
an iterative scheme since every modification of 2 alters the cost function
optimum due to the presence of priors terms in addition to residuals sum
of squares. 2 can be thought as a correction on relative weights of data
respect to a-priori information in MAP cost function (Eq. 6.9). The fol-
lowing scheme can be used to determine 2 and the final estimations for
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optimal p^MAP :
(0)v = B
initialization
+
pMAP (0) ) 2(0) = WRSS
N  M ) 
(1)
v = 
2(0)(0)v ) condition on2(0)?
iteration 1
+
pMAP (1) ) 2(1) = WRSS
N  M ) 
(2)
v = 
2(1)(1)v ) condition on2(1)?
iteration 2
+
: : :
At every step, covariance matrix is updated by a new a-posteriori 2(k)
correction. The termination condition is met when the last correction fac-
tor is no longer effective, that is 0:95  2(k)  1:05.
The final parameters vector estimation is given by p^MAP (k) and the a-
posteriori 2 estimation is:
2 =
k 1Y
i=0
2(i)
where k is the iteration number in which output condition has been met.
A further exit condition has been introduced to limit the maximum num-
ber of iteration to k = 5. This framework can be used even in presence
of an initial estimate for 2 calculated directly from the data. Hence, the
formulation chosen is to initialize B with an estimate of the noise. It is
possible to calculate a guess of the uncertainty of the measurements from
the background in the images. A square of 20  20 has been extracted
from background of each control and label image. Considering the mean
standard deviation of each control and label image through all the repeti-
tions acquired in the experiments, this can give an approximation of the
level of the noise level, but more importantly it can give a relation due
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to the Look & Locker readout between each phase acquired. To calculate
the initial guess for B, it is possible to insert in the diagonal elements the
sum of the squares of the standard deviation previously calculated for
both control and label:
B0 = ^
control
v + ^
label
v (6.10)
This probably leads to an overestimation of the noise that is present in
the data, but the key is that the relative weights of data points acquired
in the tail of the Look & Locker readout are characterized by higher un-
certainty.
The knowledge of noise covariance matrix v make possible also the
measure of the uncertainty of estimates. Cramer-Rao inequality (Carson
and Cobelli, 2001) establishes a lower bound for covariance matrix of es-
timates, p^MAP , and expresses it in terms of Fisher matrix information,
F (p), evaluated at optimal parameters vector value p^MAP :
p^MAP 

F (p^MAP )
 1
= (ST 1v S + p)
 1 (6.11)
where S is sensitivity matrix of dimensions [N M ], whose generic ele-
ment at position [i; j] is given by
h
@M(ti;p)
@pj
i
. The equivalence at second
member of Eq. 6.11 holds if random vectors p and v are gaussian. This
condition is unfortunately not satisfied because T1t, belonging to parame-
ters vector, is supposed to be lognormally distributed. However, Eq. 6.11
can considered likewise, because lognormal distributions with mean far
from zero can be well approximated by normal distributions. Variance of
estimated parameters can be approximated to the second member of Eq.
6.11, thus ignoring inequalities and giving an underestimation of actual
estimates uncertainty. This can be viewed as a Laplace approximation
on the posterior distribution, which is forced to be a multivariate normal
distribution with covariance matrix p^MAP in the correspondence of its
maximum (Okell et al., 2012). Beyond all these considerations, the ef-
fect of a-priori knowledge inclusion on parameters model identification
is clearly visible: the final estimate of p^MAP shows smaller variance than
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when no a-priori information is used and ideally yields  1p = 0.
6.2.1 OPTIMIZATION STRATEGY
MAP estimation of model parameters has been performed by minimiza-
tion of a cost function (Eq. 6.9), which is essentially the cost function of
WNLLS approach updated by the presence of prior related terms. The
estimation has been carried out in custom MATLAB code, using a trust
region minimization algorithm (Coleman and Lii, 1996). In detail, the
process requires the computation of the minimum, with respect to pa-
rameters, of a function made up by a sum of squares. This sum of squares
is essentially the euclidean norm of a vector deriving from the evaluation
of an input function O(t; p) at a series of time points t1; t2; : : : ; tN , i.e.
the acquisition time points of the experiment. To make it clear, in data
fitting problems O(tk; p) is simply the residual at sampling time tk, i.e.
the discrepancy between observed data and model prediction (eventu-
ally normalized by a proper weight). Hence, the minimization problem
is formalized as:
p^ = argmin
p
k O(t; p) k2
= argmin
p

O(t1; p)
2 + : : :+O(tN ; p)
2

(6.12)
whereO(tk; p) can be interpreted as the element k of the following vector:
O(p) =
266664
O1(p)
O2(p)
...
ON(p)
377775
If a MAP estimator has to be included in this minimization approach, its
cost function needs to be expressed as a sum of squares so that the appro-
priate vector O(p) can be easily extracted. This requirement ideally could
be straight satisfied by taking the square roots of each term in Eq. 6.12 to
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form vector O. Unfortunately, the lognormal prior, in particular the term
ln(T1t), hinders a non trivial complication. The natural choice would lead
to treat ln(T1t) as the square of an hypothetical element vector
p
ln(T1t).
This solution is not feasible because likely to provoke the arrest of the
computation, since negative values for ln(T1t) (forbidden with
p oper-
ator) could be reached during optimization that evaluates vector O(p).
This happens whenever T1t assumes values inferior to 1 s, which was a
very common situation since T1t values for WM and GM fall right across
this critical value. For these reasons the term associated to lognormal
prior has to be rearranged so that it can be expressed as a squared term.
Let K be the set of lognormal terms in Eq. 6.9, it can be elaborated as
follows:
K = ln(T1t) +
1
2

ln(T1t)  T1t
T1t
2
= ln(T1t) +
1
22T1t
 
ln2(T1t)  2ln(T1t)T1t + 2T1t

=
1
22T1t
 
22T1tln(T1t) + ln
2(T1t)  2ln(T1t)T1t + 2T1t

=
1
22T1t
 
ln2(T1t) + 2ln(T1t)(
2
T1t
  T1t) + 2T1t

(6.13)
The overall goal is to reduce K to a squared form like Cg(p)2, with C
scalar coefficient and g(p) a scalar function of model parameters vector.
Then the element of vector O associated with the lognormal prior would
be clearly defined: it would be
p
K =
p
Cg(p). The expression in bracket
in Eq. 6.13 resembles the square of a binomial, but to be exactly a square
of binomial it needs an adjustment. Adding and subtracting the quantity
4T1t   2T1t2T1t to the third term in brackets, it results:
K =
1
22T1t
 
ln(T1t) + (
2
T1t
  T1t)
2
+
1
22T1t
  4T1t + 2T1t2T1t
Combining this new expression for lognormal term into Eq. 6.9, and
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discarding the second part independent from parameter T1t, MAP cost
function becomes a sum of squares and can now be implemented into
the minimization algorithm:
p^MAP = argmin
p
"
1
2
k y  M(p) k2
 1v
+
1
2

M0b   M0b
M0b
2
+K
#
= argmin
p
"
1
2
k y  M(p) k2
 1v
+
1
2

ln(T1t) + (
2
T1t
  T1t)
T1t
2
+ : : :
#

: : :+
 4T1t + 2T1t2T1t
22T1t

= argmin
p
26664k y  M(p) k2 1v| {z }
delity to data
+

ln(T1t) + (
2
T1t
  T1t)
T1t
2
| {z }
lognormal prior
37775
(6.14)
From Eq. 6.14, input vector is directly obtained by taking the square root
of each term:
O(p) =
266666664
y(t1) M(t1;p)
1
y(t2) M(t2;p)
2
...
y(tN ) M(tN ;p)
N
ln(T1t)+(2T1t
 T1t )
T1t
377777775
This shows that MAP estimator can be formulated in terms of LS ap-
proach, when normal or lognormal prior distributions for model param-
eters are chosen. As a consequence MAP optimal parameter values can
be achieved minimizing the retrieved cost function (Eq. 6.14).
T1t PRIOR DISTRIBUTION
Once the MAP estimator has been included in the optimization, the esti-
mates of the longitudinal magnetization of the tissue T1t have been set
voxelwise as a prior for the Buxton model. It has been hypothesized
146
6.3 Macro Vascular component
that the distribution of the parameter follows a lognormal distribution
with mean equal to the estimates obtained from the double flip angle es-
timation procedure and the standard deviation has been set to a uniform
value of 0:1 s.
6.3 MACRO VASCULAR COMPONENT
An alternative approach to correct vascular artifacts without compromis-
ing the SNR of the acquired signal has been proposed. It aims at explicitly
model the intravascular signal and then at including it in a two compo-
nent model to account for the effects of arterial tagged spins in multi-TI
ASL data. The general expression of the two-component model is:
M(t; p; pa) = (1  aBV )Mt(t; p) + aBVMa(t; pa) (6.15)
whereMt is the tissue component whose expression is given by Bux-
ton model and p is its vector of unknown parameters, Ma is the new
arterial component with vector of parameters pa, and aBV is the arterial
blood volume fraction, usually expressed as a percentage of the entire
voxel volume.
A detailed description of model equations for the macro vascular com-
ponent, as proposed by Okell et al. (2012) for estimation of angiographic
ASL data is presented. Ma(t), is derived with respect to the pseudo-
continuous labeling schemes. In general, arterial component has to rep-
resent simply the transit of the labeled blood bolus through a large artery.
To model this phenomenon, an application of the general kinetic model
(see section 4.1.1) is not appropriate.
Arterial component model Ma(t) is thus essentially the kinetic curve
of a bolus of tagged blood that is expected to transit in large arteries. A
detailed model can be derived incorporating the effects that the labeled
bolus is expected to experience while traveling from the inversion plane,
where it is created, to each single voxel in the imaging region. The transit
through an artery in ideal conditions, can be defined by the typical box-
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car shape:
w(t) =
8>>><>>>:
0 t < ta
1 ta  t < ta + a
0 ta + a  t
where ta is the arterial transit delay, and a is the arterial bolus dura-
tion. The effects to be modeled are: decay of the label with time due
to magnetization relaxation, signal attenuation operated by excitation RF
pulses as the blood passes through the imaged region, and physiological
dispersion of bolus profile as it travels along vasculature, which can be
properly accounted for by the definition of three functions of time,M(t);
R(t) and K(t) respectively. Using these functions, a general model for
arterial component Ma(t) is derived, adopting the convolution integral
formulation given by Okell et al. (2012):
Ma(t) = 2M0b
1Z
 1
w(t  td)K(td)M(t; td)R(t; td)dtd
= 2M0b
t taZ
t ta a
K(td)M(t; td)R(t; td)dtd (6.16)
The dispersion function K(td) is a convolution kernel describing the
fraction of the bolus that arrives at the voxel level delayed by time td
(Chappell et al., 2013a). Thus K(t) is given by a Gamma dispersion Ker-
nel.
M(t; td) describes the T1 decay experienced by the blood after labeling
during its transit from the point it has been inverted to the voxel consid-
ered. Its definition depends, of course, on the type of labeling performed
and also includes the additional T1 decay during delay td resulting from
bolus dispersion effects, so:
M(t; td) = e
 (ta+td
T1b
) (6.17)
R(t; td) accounts for the effects on signal amplitude of imaging pulses
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used in the Look & Locker readout. Each pulse collected by blood before
transit through the considered voxel reduces the longitudinal magnetiza-
tion by a factor of cosLL. Thus, function R(t; td) is given by:
R(t; td) = (cosLL)
N(t;td)
where N(t; td) gives the actual number of RF pulses experienced by the
blood at time t since its entrance in imaging region. For sake of simplicity,
in the follow the dependance of N(; ) on td is ignored, which is equiva-
lent to consider ineffective the delay effects introduced by dispersion in
the computation of the number of RF pulses experienced by blood. Even
the expression of N(t) depends on the type of labeling.
In pCASL, since the same coil is used both for labeling and imaging,
during the labeling step no RF excitation pulses are applied to the imag-
ing region. Starting from t0, the sampling time in which the first pulse is
played out, the number of previous pulses that at time t blood has been
affected by is:
N(t) = floor

t  t0
TI2

 t  t0
TI2
(6.18)
where the continuous approximation for N(t) is made, in the same
manner in which Look & Locker readout pulses are incorporated into
Buxton model (see section 3.4.2.1). Eq. 6.18 implicitly assumes that the
imaging region encompasses everything distal to the labeling plane, but
often there is a gap between labeling plane and imaging region within
which blood does not experience any imaging pulses. Named tmin the
time that blood from feeding arteries takes to enter into the imaging re-
gion, the maximum amount of time spent in the imaging region before
reaching the voxel of interest is ta   tmin. This time limits the num-
ber of RF pulses experienced by the blood, thus the expression for N(t)
becomes:
N(t)  min

t  t0
TI2
;
ta   tmin
TI2

(6.19)
where the approximated nature of N(t) must be kept in mind, further-
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more remembering that effects due to dispersion are not accounted for in
its evaluation.
Using the former definitions, expression for arterial component model
Ma(t) can be obtained just placing them into the convolution integral
Eq. 6.16 and solving it. The solution for pCASL is given by:
Ma(t) = 2M0b
t taZ
t ta a
K(td)M(t; td)R(t; td)dtd
= 2M0b (cosLL)
min
n
t t0
TI2
;
ta tmin
TI2
o
e
 ta
T1b
t taZ
t ta a
K(td)e
  td
T1b dtd
(6.20)
where the explicated integral can be solved analytically by manipulating
the solution to Eq. 4.6, given in section 4.3 to define gamma dispersion
on the delivery function of Buxton model c(t).
6.3.1 TWO COMPONENT FITTING PROCEDURE
The arterial model validation has been performed fitting the first contri-
bution aBVMa(t) to a signal given by the difference between data in
which no vascular suppression was applied (NVC data) and those ac-
quired with vascular crushing (VC data). This difference signal (NVC-
VC) gives the actual portion of ASL signal crushed by the application of
bipolar gradients for flow suppression, and thus can be considered as a
good surrogate of the real macro vascular component associated to the
voxel. The fitting of the single arterial modelMa(t) on this “dedicated”
dataset were conducted considering as unknown the following vectors of
parameters:
pa = [aBV; ta; p; s]
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Figure 6.3.1: Illustration of the various parts of the macro vascular kinetic model
describing the ASL signal evolution: the ideal labeled blood concentration is a rect
function (a); convolution with a dispersion kernel (b) yields a modied curve (c);
when T1 decay is taken into account (d), and eects due to the RF excitation pulses
(e, plotted for three dierent td values). Note that RF eects are not present before
the start of imaging and the curve attens out to a constant when the time relative
to the start of imaging is greater than the time the blood has spent in the imaging
region (which varies with td). Combining these eects yields the nal model curve
(f), which is also scaled by M0b and aBV. For long labeling durations ( > t), only
the latter portion of the curve will be observed (as shown in (f)) as imaging cannot
commence until the labeling has nished. Taken from Okell et al. (2012).
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A set of a-priori knowledge (informative only on some of them) was con-
sidered, by adopting normal prior distributions to be used in a bayesian
estimation framework (with MAP estimator). Prior distributions on pa-
rameters were set to values already used in literature (Chappell et al.,
2010, 2013a; Okell et al., 2012) and are reported in the following Tab. 6.3.1.
Parameter Prior distribution
aBV [%] uninformative prior
ta [s]  N(0:5; 0:1)
p [s]  N(0:05; 0:1)
s [s 1]  N(5; 0:5)
Table 6.3.1: Prior distribution descriptions used for macro vascular component
model tting included in the MAP estimator. These parameters have been retrieved
from previous studies (Chappell et al., 2010, 2013a; Okell et al., 2012)
Parameter tmin has been estimated voxelwise, extracting the voxels
showing the earlier arrival time on the first slice (2% of the voxels show-
ing the earlier time to the half of the integral of the signal), and fitting
the macro vascular component imposing tmin to zero. Then the arrival
time estimates in these voxels has been propagated as the tmin of the
surrounding voxels based on the euclidean distance.
Arterial model component Ma evaluated in this ideal condition, was
then considered as a fixed contribution, Ya, apart from its amplitude, let-
ting the two component model to better describe the data, but with a
prior information on aBV, derived from the MAP estimates of the macro
vascular component:
M(t; p; pa) = (1  aBV )Mt(t; p) + aBVMa(t; pa)| {z }
NVC VCestimate
= (1  aBV )Mt(t; p) + aBVMa(paMAP ) (6.21)
The tissue contribution, (1 aBV )Mt(t; p) of the two componentmodel,
was then fitted to the NVC data, using the same estimation settings de-
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fined when Buxton model parameters estimation has been described (see
section 4.5.1). The aBV coefficient was constrained to satisfy a relation
involving the estimates of the arterial contribution amplitude as a pri-
ori information inserted in a second MAP estimator, for the two com-
ponent model. To assure coherent scaling between the two components
they were estimated in separate consecutive stages (Fig. 6.3.2).
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Figure 6.3.2: Pipeline of analysis for pCASL with Look & Locker readout. The
pCASL uncrushed (NVC) and crushed (VC) are subtracted to obtain data to t the
macro vascular component with the model proposed by Okell et al. (2012). The
estimation is carried out using a MAP estimator with prior value extracted from
literature. Values of the priors can be found in Tab. 6.3.1. T1t extracted from
the t of a double ip angle saturation recovery is used as a-priori information on a
two component model that will t the sum of tissue and macro vascular components,
weighted by the arterial blood volume, to the NVC dataset. The estimation framework
is a MAP estimator with forcing function retrieved by the macro vascular component
parameters.
Performances of the novel two component model have been evaluated
in both WM and GM tissues. The distribution of this parameters has
been extracted using a similar approach to the QUASAR dataset (see sec-
tion 5.2.3), using the T1 MPRAGE segmented and co-registered with the
pCASL space. In this case, due to the limited number of subjects no spa-
tial variability has been performed and only an analysis of correlation to
confirm that the novel model is able to provide high correlated estimates
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to the Buxton model, when the former is applied to the crushed dataset,
has been performed.
6.4 RESULTS
The five subjects have been analyzed to compare the performances in
perfusion estimation and to evaluate the feasibility of using a two com-
ponent model to correct for macro-vascular artifacts. The standard Bux-
ton model applied to NVC data provides macro vascular artifacts that
are evident from the first row of Fig. 6.4.1. The macro vascular compo-
nent has been fitted to the difference signal obtained from NVC and VC
data using aMAP estimator. Then the estimated parameters are used as a
forcing function for the two component model, letting the estimator to be
free to rescale the arterial component to better describe the NVC signal.
In Fig. 6.4.1 are reported the estimates of perfusion obtained for a repre-
sentative subject. It is worth noting that macro vascular artifacts are not
present in the last row, when the two component model is used and the
perfusion map is highly correlated to the perfusion map obtained from
the standard buxton model estimates.
Perfusion [ml/100g/min] − Subject 2
 
 
 ∆Mt
 NVC (1C)
 ∆Mt
  VC (1C)
 ∆Mt +  ∆Ma
  NVC (2C)
0
50
100
150
Figure 6.4.1: Absolute perfusion estimates for a representative subject, obtained
with the Buxton model (1C) to the crushed (VC) and uncrushed (NVC) dataset and
the proposed two component model (2C) applied to NVC data after that the macro
vascular component has been estimated from the dierence between the two datasets
and used as a forcing function.
154
6.4 Results
Mean and standard deviations of perfusion estimates obtained with
both models are reported in Tab. 6.4.1. The two component model per-
fusion estimates are slightly higher than when Buxton model is applied
to VC data (GM2C = 56.64  36.07,GM1C = 50.23  26.65). This effect is
more evident in GM than in WM (WM2C 28.30  28.36, WM1C 26.98 
29.71). Also the grade of variance in perfusion estimates is higher for the
new model.
Subject GM2C GM1C WM2C WM1C
1 43.24  30.95 39.10  26.94 29.04  22.55 23.76  25.65
2 59.42  23.11 54.85  20.52 26.67  12.12 25.27  11.15
3 68.73  40.44 61.44  26.98 31.34  27.25 25.77  37.18
4 57.29  43.93 52.82  33.81 29.67  34.99 33.15  35.84
5 54.53  33.31 46.94  29.73 32.78  26.12 28.96  23.41
Total 56.64  36.07 50.23  26.65 28.30  28.36 26.98  29.71
Table 6.4.1: Absolute perfusion estimates in GM and WM (mean  sd in
[ml/100gr/min]), obtained with the Buxton model (1C) applied to the crushed
dataset and the proposed two component model (2C) applied to uncrushed (NVC)
dataset after that the macro vascular component has been estimated from the dif-
ference between the two datasets and used as a forcing function.
Pearson’s correlation coefficients of perfusion estimates for both GM
and WM tissue are reported in Tab. 6.4.2 for all the analyzed subjects.
When considering the total distribution over all the subjects the estimates
provided by the proposed two component model are highly correlated in
both tissues (R2GM = 0.84, R
2
GM = 0.82).
The second main parameter that is affected by macro vascular artifacts
is the arrival time in the micro vasculature (tm). When the standard
Buxton model is applied to NVC data it tends to exhibit low tm val-
ues where a prominent quantity of vessels is expected, providing some
kind of estimates of the arrival time in the macro vasculature. When vas-
cular crushing gradients are used tm provided from Buxton model is
more reliable, and it is well correlated with the proposed two compo-
nent model applied to NVC data. The macro vascular component can
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Subject R2GM R2WM
1 0.84 0.77
2 0.84 0.84
3 0.81 0.88
4 0.77 0.73
5 0.98 0.97
Total 0.84 0.82
Table 6.4.2: Pearson's correlation coecients between the perfusion estimates ob-
tained with the standard Buxton model and crushed data versus the ones obtained by
the proposed model on uncrushed data. Correlation coecients have been reported
separately for WM and GM.
also provide information on arrival time in the macro vasculature (ta).
This parameter is reported in the last row of Fig. 6.4.2 and it is displayed
only where the macro vascular component provided reliable estimates.
To assess the voxels where the macro vascular component was reliable a
combined threshold on the coefficients of variation of all the four param-
eters below of 100% has been set. It is possible to note that the values of
arrival time in the macro vasculature are lower than in the micro vascula-
ture as expected and that the posterior circulation (fed principally by the
basil artery) exhibits a longer time to reach the macro vasculature than
the anterior ones.
The main parameter of the macro vascular component is the Arterial
Blood Volume (aBV). The estimated spatial distribution of this parame-
ter is reported for a representative subject in Fig. 6.4.3. This map shows
only the voxel where the coefficient of variation of the all parameters es-
timated is below 100%. This has been set as a threshold for the goodness
of fit (the same threshold used for ta).
A typical example of the estimation procedure described is reported
in Fig. 6.4.4 where the macro vascular component shows a detrimen-
tal effect on the tissue component, providing higher amplitude that can
hamper perfusion estimates. It is possible to see how with no additional
information the tissue component is very similar to the signal acquired
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Figure 6.4.2: Arrival time in micro vasculature estimated by the Buxton model
(1C) applied to the crushed (VC) and uncrushed (NVC) dataset and the proposed
two component model (2C) arrival time in micro vasculature and macro vasculature
when it is applied to uncrushed (NVC) dataset. The ta estimated is reported on
those voxels that support the data, based on a 100% threshold on coecients of
variation of each parameter of the macro vascular component.
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Figure 6.4.3: Arterial Blood Volume estimates obtained when the macro vascular
component is tted to the dierence between crushed and uncrushed dataset.The
aBV estimated is reported on those voxels that supports the data, based on a 100%
threshold on coecients of variation of each parameter of the macro vascular com-
ponent.
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using vascular crushing gradients (green crosses). Moreover it is possi-
ble to appreciate the difficult task that is required to retrieve both macro
and micro vascular arrival time, using only the last samples of the whole
curve since the first portion of the signal is employed for the labeling
phase. Nevertheless, the goodness of fit is acceptable, according to the
noise level, correctly estimated as prove the weighted residuals reported.
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Figure 6.4.4: Example of tting results of the two component model proposed.
The rst plot represents NVC dataset (blue circles) with the two component model
tted to it. VC acquired signal (green crosses) is displayed as reference for the tissue
component (green solid line). The dierence between NVC and VC dataset (red
crosses) is reported to evaluate the goodness of the t of the macro vascular model
proposed (red solid line). The second plot reports the weighted residuals.
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6.5 CONSIDERATIONS
Standard model estimation procedure has been redefined by adopting a
Bayesian approach that can take into account the estimates of T1t from a
supplementary saturation recovery experiment. These new settings for
standard model quantification have been applied to pCASL with vas-
cular crushing (VC), and pCASL without vascular crushing (NVC). The
Bayesian approach used has allowed to improve the model fitting to
data, resulting in lower WRSS values compared with usual WNLLS ap-
proaches.
Considering parameters estimates, standard Buxton model has shown
amarkedly trend of overestimation in perfusion when NVC data are con-
sidered. The causes must be identified in the oversimplified description
of the local tissue physiology assumed by standard model. GM brain
tissue could not be represented by a single compartment in description
of water exchanges: instantaneous and complete mixing between blood
water and tissue water might be not appropriate (Parkes and Tofts, 2002).
The voxel is characterized by a vascular tree that blood has to travel down
before reaching capillary bed, where water exchange actually occurs. The
single well-mixed assumption for tissue voxel became even more criti-
cal when large arteries are enclosed by the voxel, since a macrovascular
artifact (a non perfusion contribution) is introduced into the measured
signal.
Standard model perfusion estimates have shown a great improvement
when data acquired with vascular crushing were considered. Estimates
were acceptably placed inside the physiological range of normal perfu-
sion values for healthy subjects. Vascular crushing thus permits to reduce
discrepancies between the actual physiology reflected by measured sig-
nal and the assumptions made by the model. With the suppression of the
signal for high flowing spins, only the contribution from tagged blood in
capillary bed (or in proximity to capillary bed) gives rise to a detectable
signal, as it flows with a velocity far below the cutoff velocity. In particu-
lar pCASL has shown to perform very well in combination with vascular
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crushing application. The high SNR of pCASL has allowed to bear with
the signal reduction involved by flow suppression gradients, providing
good maps of perfusion estimates.
Alsot has been estimated from data. This important parameter, used
in pathology to complement information given by perfusion, showed a
relevant increase when Buxton model was fitted to crushed data. This
fact underlines the different meaning assumed by this parameter in de-
pendance on the type of data set used. With uncrushed data, t reflects
the transit delay from labeling creation to entrance into imaged voxel,
while with crushed data t gives information about the transit delay
from labeling region (or plane) to a level of voxel vasculature in prox-
imity of capillaries. In pCASL data this parameter is difficult to extract
since the initial part of the signal time course is not acquired (the coil is
still employed for long labeling blood phase), and just few samples could
be used to estimate it.
Buxton model describes tissue as a single well-mixed compartment in
the description of water exchanges between blood and tissue. This quite
simple description is a limitation on the model ability to provide reliable
perfusion estimates. This fact has been discussed when perfusion esti-
mates from data without vascular crushing have been shown. In brief,
the simplicity characterizing standard model makes it sensible to intra
vascular tagged blood signal, especially in a multi-TI experiment.
Several strategies have been developed to reduce this contamination,
such as measurements at later TI to allow tagged blood to transit through
arterial vessels, or the use of bipolar gradients to suppress the signal from
fast flowing spins (mainly large arteries spins). Both these methods al-
low to improve the data description provided by standard model at the
expense of an overall loss of signal, making SNR more critical. In the
first case signal is reduced by the increased time allowed to relaxation of
longitudinal magnetization of labeled blood. In the second case signal is
reduced because a fraction of tagged spins is completely crushed (spins
are dephased by bipolar gradients in the transverse plane, and cannot
add coherently to give a net magnetization).
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The correction of macrovascular artifacts by modeling approach de-
scribed in section 6.3 is potentially more powerful than solutions that de-
mand to sacrifice portion of the ASL signal. The two-component model
is applicable with every labeling schemes, after a proper modeling of ar-
terial component. The main disadvantage is that estimating the extra pa-
rameters associated with the arterial component may be detrimental to
overall perfusion quantification. In particular, significant contributions
from intravascular blood might only be expected in a limited number of
voxels, reflecting the limited distribution of large arterial vessels in the
brain. In the absence of true arterial signal, this component of the model
might fit erroneously noise or a fraction of the perfusion signal, lead-
ing to overfitting and confounding effects on tissue perfusion estimates
(Chappell et al., 2010). The problem of best model selection has not been
addressed. Efforts have been made to extract a plausible model for arte-
rial component, and to show the potential ability of the two-component
model to eliminate macrovascular artifacts, restoring perfusion values to
those obtained from the fitting of standard model to VC data. The main
difficulties reside in detecting the right timing and amplitude of arterial
component to properly correct the tissue component data fitting.
Macro vascular component model has been derived starting from the
ideal profile of labeled bolus transit into an artery. Destructive effects
introduced by acquisition scheme, dispersion and relaxation processes
of the labeled tracer magnetization have been modeled by means of ap-
propriate function, previously proposed in dynamic angiography stud-
ies based on pCASL tagging scheme. In particular, dispersion of labeled
blood has been taken into account using a gamma shape kernel, since
a previous study (Chappell et al., 2013a) indicated it as the best model
for dispersion occurring in large arteries. Several assumptions have been
made on the function describing the effects of Look & Locker readout
scheme on arterial component model. First of all, the dependance of this
function on dispersion effects was neglected. Then, the additional pa-
rameter required, tmin, has been estimated voxel wise from the first slice
and only from the most reliable voxels. In pCASL, labeling of blood is
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performed on time. This implies that the labeled blood bolus does not ex-
perience Look & Locker readout pulses in the samemanner: the final part
of bolus experiences more RF pulses. A precise evaluation of the number
of RF pulses experienced by labeled blood in time requires knowledge of
transit time from labeling region to imaging region, i.e. parameter tmin.
Taking an approximated value for tmin could be very detrimental since
the portion of model sensitive to tmin, is the portion sampled by acqui-
sition scheme. Thus, a complex model requires to be fitted to a set of
samples that span the time course just partially, in a temporal window
where there is a strong dependence from an unknown parameter.
It could be noted that a very complex arterial component model has
been used in combinationwith a relatively basic tissue componentmodel,
i.e. the Buxton model. The rationale of the method was to correct stan-
dard model perfusion estimates by adding a new component, so effort
has been made on the arterial side of the model, leaving tissue compo-
nent unchanged. However, parameters describing dispersion could be
measure more easily in large arteries than tissue, using for example ASL
based angiography techniques. Adopting the arterial component model
(Eq. 6.20) as macro vascular contribution in the two component model
(Eq. 6.15) is a viable solution to reasonably describe data with marked
macro vascular artifacts, and allows to restore perfusion estimates into a
physiological range of values, at least comparable with those calculated
using crushed data. The addition of numerous parameters to the esti-
mation leads to higher variance in the estimates in both GM and WM.
Nevertheless the estimates on perfusion and arrival time in the micro
vasculature are highly correlated to the ones obtained with the standard
Buxton model.
The Bayesian framework that has been implemented it is possible to
estimate the precision of the estimates in term of coefficients of variation
(CV). These estimates have been evaluated in all the subjects analyzed.
In Fig. 6.5.1 CV maps of a representative subject have been reported.
They display an acceptable range of values for perfusion, arrival time in
the microvasculature and T1 decay of tissues. WM CV estimates shows
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higher values respect to GM due to the low SNR. It is worth noting that
GM exhibits spots of augmented CV corresponding to areas of where the
macro vascular component is present. This means that the two compart-
ment model, having more parameters, can introduce a higher variance
in the estimates. This is confirmed also from CV of the aBV, that show
very high values in correspondence to low value of the parameter. This
is reflecting the fact that the model is trying to fit something that is not
supported by the data.
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Figure 6.5.1: Coecient of variations (%) of parameters estimated in the last step
using the two component model. The rst row reports perfusion CV. T1t CV estimates
using a prior on it retrieved from the saturation recovery acquisition are reported in
the second row. tm CV are reported in the third row. aBV CV are reported in the
fourth row, showing high value in correspondence of very low aBV estimates.
Another limitation might reside in the acquisition of the dataset. The
flip angle used (35) can enhance the macro vascular artifacts and sup-
press the magnetization of the residual micro vascular component. Fur-
ther investigations are required to enlarge the cohort of subjects and to
explore more reliable readout approaches such as variable flip angle to
take into account the shape of the kinetic curve and to regolate the ac-
quired SNR in consequence.
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It is no good to try to stop knowledge
from going forward. Ignorance is
never better than knowledge.
Enrico Fermi
7
In-vivo automatic labeling
efficiency estimation
Labeling efficiency plays a critical role in perfusion quantification from
ASL data as it has been already presented in section 3.1.5. Expecially
for pCASL acquisitions it depends on factor whose entity shows both
inter and intra-subject variability, making numerical simulations an in-
appropriate tool to assess its value. For these reasons, the most appro-
priate way to take inversion efficiency into account is to directly esti-
mate it from data. In Aslan et al. (2010) a method for in vivo determi-
nation of inversion efficiency in pCASL experiment is proposed. The
idea underlying this method is to obtain two measures of total perfusion
(or whole-brain perfusion) of the same subject in the same physiological
state, in which one measure does not require any inversion mechanism,
and the other is consequence of inversion pulses application. Namely,
the two measurements are performed respectively with phase-contrast
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(PC) MRI, and pCASL techniques. pCASL, and in general ASL tech-
niques, estimate total perfusion (whole-brain perfusion) using informa-
tion originated by blood flow in capillaries, by averaging the local perfu-
sion measures over the whole brain. PC quantifies total perfusion using
a global approach, measuring the blood flow in the brain feeding-vessels
and normalizing this value by the whole-brain mass extracted from a
high-resolution anatomical image. PC-MRI technique has been shown
to provide reliable measurements of total perfusion both in term of ac-
curacy and reproducibility (Spilt et al., 2002). Ideally, these two methods
must give the same total perfusion measure. The discrepancy is due to
the unknown labeling efficiency, which can be isolated from the ratio of
the two total perfusionmeasures exploiting the global scaling role played
by labeling efficiency in perfusion estimation from pCASL data. In Aslan
et al. (2010) the normalization factor provided by PC for labeling effi-
ciency estimation is evaluated using a manual procedure that consists in
vessel contours delineation in PC images performed by an expert opera-
tor. Here a in vivo labeling efficiency estimation using PC-MRI images is
performed by means of a completely automated procedure which aims
at reducing the long time required by the previously proposed manual
analysis method, and at avoiding any inter- and intra-observer variabil-
ity, improving both accuracy and reproducibility of labeling efficiency
estimation, and consequently of perfusion estimation. All these steps are
built in a completely automatic pipeline of analysis, named Automatic
Tool for Labeling Efficiency eStimation (ATLES).
7.1 ATLES: A NOVEL AUTOMATIC PROCEDURE FOR LABEL-
ING EFFICIENCY ESTIMATION
As proposed by Aslan et al. (2010) labeling efficiency is estimated in vivo
using phase-contrast (PC) images by the independent estimation of three
quantities:
 the total brain blood flow (Ftot) from PC image
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Figure 7.0.1: ATLES pipeline: Phase Contrast magnitude image is thresholded using
Otsu's algorithm (Otsu, 1979) to extract the background. Then phase images are
thresholded to take into account only positive values (excluding venous signal) and
combined with the raw mask created on the magnitude image. The morphological
mask with the feeding artery is obtained and used to estimate the center of the
vessels. Afterwards ROIs are used to dene the research domain of the non linear
least square estimator to be used with a laminar ow model. In parallel a K-means
cluster algorithm is applied on the velocity image with masked venous ow and the
cluster providing the higher mean velocity value is extracted. The arterial mask is
then used to not consider voxels of PC image not classied as artery in the tting
procedure.
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 the brain mass (Mb) from anatomical reference, in this implementa-
tion a T1-weighted image
 the averagewhole-brain perfusion uncorrected for labeling efficiency
(uncfpCASLtot) from pCASL images
For each of these quantities, robust and user-independent methods for
quantification have been developed.
7.1.1 QUANTIFICATION OF TOTAL BRAIN BLOOD FLOW USING PHASE
CONTRAST
Under the following conditions:
 PC acquisition plane is perpendicular to imaged vessels
 PC acquisition plane intersects all the brain-feeding vessels, and all
imaged vessels are destined to perfuse the brain
 maximum encoded velocity is higher than maximum velocity in-
side imaged vessels
PC images can be used for total brain blood flow quantification. It sim-
ply requires the integration of velocity estimates, provided by PC veloc-
ity image, over the cross section of every imaged vessel. This operation
is performed automatically with the procedure described below.
The analysis of PC images for Ftot determination is basically divided
in two steps:
1. Localization of brain-feeding vessels in PC image
2. Quantification of blood flow, in unit of [ml/min], of each imaged
vessels
Region-of-interests that encompass the imaged vessels are easily iden-
tified exploiting the high contrast provided by the PC magnitude image.
After the exclusion of non-tissue voxels, a threshold on the normalized
PC magnitude image is used to select vessels structures. This threshold
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is set to the value that maximize the interclass variance of the vessels and
non-vessel groups of voxels (Otsu, 1979). Afterwards, only voxels with
positive values in PC velocity image are kept, to discard venous voxels.
Isolated voxels, and very small structures are excluded from the analysis.
In particular, are considered only the connected groups of voxels with an
estimated region diameter higher than 1mm (Krejza et al., 2006; Mitchell
and McKay, 1995) as brain-feeding vessel. Finally, to delineate circular
ROIs that encompass the entire vessel and a portion of surrounding tis-
sues, the estimated diameter of each connected group is increased by a
factor of 3. In each ROI, the blood flow inside the considered vessel is
evaluated using a model-based approach. Two assumptions are made: a
vessel can be thought as a cylinder perpendicular to the imaging plane,
i.e. the vessel has a circular section in PC images and blood flow follows
a laminar law, i.e. velocity profile in every vessel section is parabolic.
These assumptions require imaging plane of PC acquisition to be placed
perpendicular to brain-feeding vessels, and far enough (few centimeters)
to any vessels bifurcation, so that each imaged vessel can be characterized
by a circular section and a fully developed steady parabolic profile in PC
images. According to these two assumptions, blood velocity, v(x; y), in a
specific voxel contained in the selected ROI, can be described by:
v(x; y) =
8<:vmax
h
1  (x xc)2+(y yc)2
R2
i
(x  xc)2 + (y   yc)2 6 R2
0 (x  xc)2 + (y   yc)2 > R2
(7.1)
where vmax is the maximum velocity inside the vessel in [cm=s], xc and
yc are the coordinates of vessel center, and R is vessel radius in [cm]. Eq.
7.1 is commonly known as the Poiseuille’s law for laminar flow (Sutera
and Skalak, 1993), and it is characterized by time-independence and axial
symmetry. From this model, blood flow of the considered vessel, F, can
be evaluated by the integration of velocity values over the section of the
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vessel. This integral is resoluble analytically:
F =
Z
A
vdA =
vmax
2
 R2 (7.2)
The total brain blood flow, Ftot, is obtained by adding the blood flow
measurements evaluated in each vessel identified:
Ftot =
NvesselsX
i=1
Fi =

2
NvesselsX
i=1
vmax R2 (7.3)
where Nvessels is the number of vessels identified in the PC images.
Eq. 7.3 shows that the quantification of Ftot from PC velocity image re-
quires the knowledge of the maximum velocity vmax, and the radius R
of each imaged vessel. These parameters are estimated by fitting the
model (Eq. 7.1) to velocity data in each selected ROI, through a non-
linear least squares (NLLS) estimator. The fitting procedure is preceded
by a pre processing step to confer more stability to the parameters estima-
tion. Data zj used in minimization of J are not all the measured velocity
data. A selection step, accomplished by means of an automatic proce-
dure, is performed prior to model parameters estimation with the aim of
reducing partial volume effects, slow flow artifacts and noise contribu-
tion in parameter estimation, achieving a more stable fitting procedure.
The selection is made by a clustering method applied on magnitude data
weighted by velocity data sign, after the exclusion of veins structure and
non tissue voxels. K-means clustering method is used, and three clusters
are expected, representing stationary tissues, noisy and interface (edge or
border) voxels and arteries. Clustering procedure is iteratively repeated
to ensure the reproducibility of the final classification. The selection of
the arterial cluster is made automatically by choosing the cluster with
the higher mean velocity. Only velocity data individuated by the arterial
cluster are kept to their original value in parameters estimation, while ve-
locity data outside that cluster (within the considered ROI) are set to zero.
The optimal parameters values are those which minimized the cost func-
tion J, given by the weighted sum of squares difference between model
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prediction vj , and velocity data zj :
J =
NX
j=1
[wj(zj   vj)]2 (7.4)
where N is the total number of voxels considered by the selected ROI,
and wi are the weights associated to each measure. In the model pro-
posed the weight of each measure is uniform and constant, i.e. each mea-
sure has the same weight. Minimization of J is performed with a MAT-
LAB tool for optimization of nonlinear cost functions, which requires a
set of initial points for the parameters to be estimated. Initial points are
extracted using the properties of each ROI previously defined: the esti-
mated center of the region as coordinates of the center of vessel xc and
yc, the velocity value in the center of the region as peak velocity vmax,
and the estimated radius of the vessel estimated in the pre evaluation
analysis of each single connected component. Finally, a post-processing
step is performed prior to Ftot calculation by Eq. 7.3, to exclude spu-
rious vessel structures that automatic procedure for vessel localization
did not discard. A combined analysis, that accounts for CV of parame-
ter estimates and simple physiological considerations regarding number
of vessels and their geometry and symmetry, is used to ensure that only
vertebral and internal carotid arteries are considered in Ftot calculation.
CV threshold has been set to 100 %.
7.2 INTRACRANIAL MASS ESTIMATION
The whole-brain mass (or intracranial mass),Mb, is obtained by the prod-
uct of intracranial volume, Vb, (obtained summing CSF, GM and WM
volumes) with an average density value for brain tissue b, equals to 1:06
g=ml (Herscovitch and Raichle, 1985). In particular, Vb is extracted from a
high resolution T1-weighted acquisition using a specific tool for brain ex-
traction, called BET, included in FSL (Jenkinson et al., 2012; Smith, 2002).
Several options can be set prior the application of this tool, to remove con-
tamination of neck and eyes regions in brain edges determination and to
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reduce the bias on the final result due to the unknown coordinates of the
brain center. An iterative procedure to ensure that all these aspects are
kept into account has been built. The final brain mask is computed from
three masks obtained separately from BET ran with each option and then
combined by AND logical operator. The optimal choice of BET param-
eters in each options settings is defined on the basis of a previous study
(Popescu et al., 2012).
7.3 RELIABLE WHOLE BRAIN PERFUSION ESTIMATION
A measure of whole-brain perfusion can be obtained from pCASL im-
ages, by averaging over the whole brain volume the voxel-wise perfu-
sion estimates provided by quantification of ASL data. Firstly, pCASL
data is converted into perfusion map through a fitting procedure, using
the Buxton model adapted for pCASL (Eq. 4.5). The parameters to be
estimated are as usual perfusion (f) and arrival time in micro vasculature
(t). T1t is calculated by fitting the incomplete saturation recovery model
(S(t) = M0t(1   Ae t=T1t)) to the data acquired with saturation recovery
experiment, M0b is calculated using the common relationM0b = M0t= to
obtain a voxel-wise M0b value able to correct both for variable coil sensi-
tivity and field inhomogeneities.
However, the quantification procedure of pCASL images is slightly
modified, as the labeling efficiency is unknown. Labeling efficiency 
is coupled with f, to form the voxel-wise f uncorrected for labeling effi-
ciency:
func = f (7.5)
In Eq. 4.2, the apparent longitudinal relaxation time for tissue (T1t;app)
follows the usual rule: 1=T1t;app = 1=T 1t + f=. Thus, this parameter can
be estimated from data using LS approach, after that the dependence of
1=T1t;app on f is eliminated. This can be accomplished by fixing f to a
plausible value, i.e. the mean value for gray matter f = 0:01 ml=g=s, in
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the expression for T1t;app, at the expense of a negligible bias in the final
estimate, since the term f= is dominated by 1=T1t. This expedient allows
the voxel-wise calculation of func, using a model fitting approach. After-
wards, averaging func estimates in every voxel within brain volume, the
average whole-brain f uncorrected for labeling efficiency (uncfpCASLtot) is
obtained. However, if all the voxels contained in the brain tissue mask
are considered in the averaging procedure, a bias is expected to be intro-
duced, due to partial volume effects, imperfections in brain tissue mask
definitions and non reliable estimates resulted from non-linear estima-
tion. A robust averaging procedure for uncfpCASLtot evaluation is defined,
exploiting the degree of estimates reliability described by the CV, pro-
vided as output by the parameters estimation. Thus, the CV distribution
of func estimates is fitted to a skew-t distribution (Azzalini, 2005) with 1
degree of freedom (i.e. a skew-Cauchy distribution). The initial points for
parameters of distribution (location, scale and shape) are chosen among
a pool of possible candidates values determined experimentally through
some initial fitting experience. Then the best fit is chosen based on calcu-
lation of the root sum of squares of residuals. A threshold on the fitted
distribution is placed at the 95th percentile, and the group G of voxels
whose CV value is below that threshold is defined. Finally, uncfpCASLtot is
obtained averaging values of all the voxels contained in G:
uncfpCASLtot =6000
1
NG
X
i2G
func = 6000
1
NG
X
i2G
fi = 6000
 
1
NG
X
i2G
fi
!
(7.6)
=6000fpCASLtot (7.7)
where the factor 6000 represents the conversion factor needed to obtain
absolute perfusion values from [s 1] to [ml=100g=min], and  is a global
parameter that can be extracted from the sum. As described by Aslan
et al. (2010), the two measures of total perfusion provided by ASL and
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PC techniques should be the same, and thus:
fPC;tot = fpCASLtot !
Ftot
Mb
=
funcpCASLtot

(7.8)
labeling efficiency can be estimated by the ratio:
 =
funcpCASLtot
Ftot
Mb
(7.9)
where the tree fundamental quantities that enter in its estimation (to-
tal whole-brain perfusion uncorrected for labeling efficiency, total brain
blood flow and brain mass) are calculated with the automatic methods
previously described.
7.4 REAL DATASET
Acquisitions were performed on a Philips 3T Achieva MR scanner. Seven
healthy subjects (26  3 years) underwent the same protocol, after they
had given informed consent. The acquisition protocol was composed
by: a static non-triggered single slice phase-contrast (PC) image, high-
resolution 3D T1-weighted acquisition, and multi-TI pseudo-Continuous
Arterial Spin Labeling session. PC acquisition was performed oriented
perpendicular to the major brain feeding arteries (Fig 7.4.1). It was pre-
ceded by a time-of-flight (TOF) angiography scan to visualize the anatomy
of the feeding vasculature proximal to the brain and optimize the local-
ization of PC acquisition plane. PC MRI parameters used were: voxel
size of 0:45  0:45  5 mm3, flip angle 15, maximum encoding velocity
of 80 cm=s, for a total scan duration of about 40s. High-resolution 3D T1-
weighted acquisition was performed with an isotropic voxel dimension
of 111mm3, repetition time/echo time of 9:88ms / 4:59ms, flip angle
8, to allow a precise evaluation of brain volume and mass.
ASL data acquisition was performed combining a balanced pseudo-
Continuous labeling scheme with single shot multi-slice 2D EPI readout
repeated at seven different post-labeling delays, equally spaced in time
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Angiography
Phase
Contrast
Figure 7.4.1: Typical slice positioning of Phase Contrast sequence based on Time
of Flight angiography.
from 100 ms to 1800 ms. ASL sequence parameters were: labeling dura-
tion of 1:8 s, voxel size of 3  3  4 mm3 with an inter slice gap of 0:5
mm , a total number of 22 slices acquired in ascending order, and per
slice acquisition time of 38 ms. ASL data SNR was improved averaging
30 pairs of label/control images, while to avoid macro-vascular artifacts
in the measured signal, vascular bipolar crushing gradients were applied
(only on z-axis) with a cut-off velocity of 4 cm=s. After ASL session, a
saturation recovery experiment was performed with 10 sampling points,
equally spaced from 100 ms to 1900 ms, with the same imaging param-
eters of ASL sequence, to allow the estimation of the longitudinal relax-
ation time (T1t) and equilibrium magnetization of blood (M0b) required
for ASL quantification.
7.5 RESULTS
Vessels parameters are estimated fitting the blood velocity model to the
data individuated by the ROIs automatically defined. Four ROIs have
been automatically extracted in all subjects analyzed, indicating left, right
internal carotid (L-R ICA) and vertebral arteries (L-R VB). In Tab. 7.5.1,
radius and maximum velocity estimates are reported for the 4 vessels
of each subject. Considering internal carotid arteries average radius ex-
hibits 3:150:3mm and average peak velocity 35:844:5 cm=s, while for
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vertebral arteries average radius foundwas 1:640:4mm and an average
peak velocity of 24:51 4:6 cm=s has been estimated.
Left ICA Right ICA Left VB Right VB
Subject R
[mm]
vmax
[cm=s]
R
[mm]
vmax
[cm=s]
R
[mm]
vmax
[cm=s]
R
[mm]
vmax
[cm=s]
1 2:88 34:2 2:82 36:1 1:18 15:8 1:90 27:0
2 3:63 37:2 3:22 37:1 1:83 30:2 1:11 23:9
3 3:09 36:6 3:09 35:9 1:71 24:4 1:88 27:8
4 2:83 46:7 3:11 35:4 0:95 23:9 1:91 35:6
5 3:45 27:1 3:72 31:3 1:88 22:7 2:20 22:0
6 3:15 41:1 3:35 33:3 1:47 20:7 2:13 23:7
7 3:00 34:4 2:72 35:3 1:41 22:0 1:47 23:5
Mean 3:15 36:8 3:15 34:9 1:49 22:8 1:80 26:2
Sd 0:29 6:1 0:33 2:0 0:34 4:3 0:38 4:6
Table 7.5.1: Radius R and maximum velocity vmax estimates for each vessel (Right
/ Left Carotid and Vertebral arteries) with the proposed model.
A typical example of model fitting for internal carotid artery is shown
in Fig. 7.5.1. Waveforms along different sections obtained with nontrig-
gered PC (black points) are reported with model prediction (in red) and
considered data in the fitting procedure obtained by K-means clustering
(blue circles). The post-processing analysis of estimation results, built
to discard spurious ROIs fit, was essential in 2 of the 7 subjects, where, 2
ill-defined ROIs have been included in the vessel set by the K-means clus-
tering. The post-processing criteria successfully discard all the ill-defined
vessels.
In Tab. 7.5.2, the three main quantities required for labeling efficiency
estimation are reported for each subject. In the group of healthy con-
trols studied, the average total blood flow to brain (Ftot) is 803  121:1
ml=min, the average intracranial mass (Mb) that has been estimated is
1640:2  204:3 g and the average whole-brain f uncorrected for labeling
efficiency ( uncfpCASLtot) is 42:4  4:1 ml=100g=min. Average labeling effi-
ciency between subjects is 0:867 0:03.
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Figure 7.5.1: Typical model tting result obtained from L-ICA of subject #6. The
phase image with estimated vessel contour and clustering threshold used to weight
the data are reported in the image at top left. Four major sections are reported to
evaluate the goodness of the t of model prediction (red line) versus data considered
in the t (blue circles). The original data, before the selection procedure operated by
clustering, are also reported (black line). The domain of possible values, estimated
from the morphological mask calculated from the data, are represented by the outer
circles on the phase image. 177
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Subject
Ftot
[ml=min]
Mb
[g]
(unc)fpCASLtot
[ml=100g=min]

[%]
1 651:7 1533:5 37:3 0:88
2 946:3 1802:5 43:6 0:83
3 814:2 1484:3 46:6 0:85
4 816:0 1569:1 48:0 0:92
5 888:2 1739:3 42:8 0:84
6 879:8 1968:5 37:9 0:85
7 626:8 1383:9 40:6 0:90
Mean 803:3 1640:2 42:4 0:867
Sd 121:1 204:3 4:1 0:03
Table 7.5.2: Parameters needed to quantify the labeling eciency in vivo, following
the method proposed by Aslan et al. (2010), i.e. total brain blood ow (Ftot), brain
mass (Mb) and the average whole-brain perfusion uncorrected for labeling eciency
(uncfpCASLtot).
Average gray matter (GM) and white matter (WM) perfusion have
been evaluated in tissue type masks composed by N=1000 voxels. Those
masks are provided by the FAST tool for brain segmentation (Zhang et al.,
2001), applied on the T1-weighted images after the co-registration with
the R1t estimated map from saturation recovery experiment in a proce-
dure similar to the one used for QUASAR data in section 5.2.3. For the
co-registration step the Advanced Normalization Tool (ANTS) (Avants
et al., 2011) has been employed. The voxels have been ranked accord-
ing to their tissue type probability (provided by the segmentation tool),
and the first 1000 were considered in the averaging, as representatives of
pure tissue type voxels. Average GM and WM perfusion is respectively
49:665:87ml=100g=min and 26:513:33ml=100g=min, with an average
ratio GM-to-WM of 1:89 0:3.
7.6 CONSIDERATIONS
A novel automatic tool (ATLES) has been proposed. It is an evolution of
the work proposed by Aslan et al. (2010) and it uses a completely auto-
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Subject
fGM
[ml=100g=min]
fWM
[ml=100g=min]
1 41:5 41:1 27:8 47:5
2 60:9 66:9 30:6 43:5
3 51:3 44:4 26:8 18:6
4 48:0 36:6 22:9 21:7
5 50:4 49:1 21:1 21:1
6 50:4 49:1 28:4 22:4
7 48:4 34:9 28:4 22:4
Table 7.5.3: Perfusion estimates from the multiTI pCASL (mean and SD), corrected
with the in-vivo labeling eciency estimated using ATLES.
matic procedure to estimate labeling efficiency of ASL acquisitions. The
method proposed by Aslan et al. (2010) to estimate in vivo labeling effi-
ciency is based on the extraction of a normalization factor for perfusion
estimates using a non-triggered 2D PC-MRI acquisition. Non-triggered
single slice phase contrast acquisition is a very flexible tool, as it has
a straightforward implementation (avoiding triggering problems of the
gated acquisition), and does not require long scanning time to assess to-
tal blood flow (about 30-40s). In Spilt et al. (2002) non-triggered 2D PC
has been demonstrated a reliable method to assess total cerebral blood
flow in terms of both accuracy and reproducibility. A relative error lower
than 11% was found in measurements obtained in a phantom, and the
CV of repeated total perfusion measurements was lower than 11%, with
non-triggered PC. These findings have suggested that non-triggered 2D
PC is as accurate as triggered PC to assess blood flow in weakly pul-
satile vessels (as internal carotid and vertebral or basilar arteries), and
thus in that cases it should be preferred to gated PC because of its ap-
pealing properties. Other studies have shown that when pulsatile effects
become more prominent, non-triggered 2D PC loses its accuracy. Pul-
satility causes image artifacts that can result in errors in the velocity de-
termined. These errors depend on the actual velocity time function and
the acquisition parameters (Hofman et al., 1993). The estimation of label-
ing efficiency implemented as proposed by Aslan et al. (2010) consists in
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a manual segmentation of vessels that contribute to perfuse brain tissues.
This step might be a limiting factor to the application of this method, es-
pecially to large datasets. For this reason, an automatic method to extract
vessels from PC images that combine clustering techniques and auto-
matic threshold determination has been proposed. Furthermore a model-
based approach is also proposed to estimate the effective total flow. This
method is developed and tested on a healthy controls cohort. Being com-
pletely automatic, this method can be applied to large datasets without
the necessity to employ trained people. Thus, the reproducibility of the
method is guaranteed by its intrinsic property: no interaction with the
user is required. Moreover a check in presence of outlier in any of the es-
timated parameters (diameter of the vessels or maximum velocity) could
provide a metric to exclude problematic subjects.
The fitting procedure of the PC phase images with the laminar flow
model proposed, requires the definition of a weight for each available
measure. Three weights types have been tested and the final model used
was a uniform weight for each measure. This is a trade-off between
weights proportional or inversely proportional to the data. The former
provided an overestimated vessels radius, driven by the higher values
present in the center of the vessels. The latter overestimated the maxi-
mum velocity of the vessels.
Providing that PC images have been acquired properly (perpendicu-
lar to feeding vessels, and with optimal parameters), the model-based
approach for total blood flow quantification relies on two main assump-
tions: vessels have circular shape cross-section, and blood velocity has
a parabolic profile. The first assumption is generally accepted in the
context of intra- and extra-cranial circulation (brain and neck region),
where the arteries are smaller and subjected to lower pulsatiliy effects
and strain fields. In normal condition, the second assumption is gen-
erally adopted in the description of intra- and extracranial circulation,
where the pulsatility properties of blood motion can be ignored (Bakker
et al., 1996). Neglecting the pulsatile behavior of blood flow, a fully de-
veloped steady laminar flow can be ideally encountered, when acquisi-
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tion plane is placed far enough from a vessel bifurcation (the distance is
function of Reynolds number and vessel diameter), so that the portion of
vessel imaged can be considered as a straight tube. In this flow regime,
blood velocity inside vessels follows the parabolic profile, described by
Poiseuille law (Sutera and Skalak, 1993).
Waveforms along different sections obtained with non-triggered PC
demonstrate the validity of the model choosen for blood velocity descrip-
tion (Fig. 7.5.1). The parameter estimation has been repeated several
times with different initial points for vessel center coordinates (xc and yc)
and maximum velocity (vmax), to evaluate the influence of local optimum
of the cost function in the final results. However, the fitting procedure
resulted to be highly stable to variations up to 20% of initial values,
automatically determined, of those parameters.
The Buxton model is considered as the standard approach for voxel-
wise quantification of perfusion with multi-TI ASL data, and has been
proved to provide reliable perfusion estimates when used in combina-
tion with vascular crushing for suppression of macro-vascular artifacts.
In the implemented version of Buxton model a fixed value of 0:01s 1 of f
has been introduced in the definition of the T1eff . This modification has
a very low impact on perfusion quantification (< 5%) providing more
stable fit results (Xie et al., 2008). Results of labeling efficiency estimated
by ATLES are in agreement with both simulated and real data (Aslan
et al., 2010; Dai et al., 2008) suggesting that this method might be ap-
plied to a larger cohort reducing the time needed to complete the analy-
sis. The mean vessels radius are in agreement with literature values for
carotid arteries (Krejza et al., 2006). A major variability has been found
for vertebral arteries: showing lower mean diameter and higher standard
deviation compared to carotid arteries and giving slightly higher values
than literature (Mitchell and McKay, 1995) This might be caused by the
relatively low in-plane spatial resolution (0.45x0.45) respect to vertebral
arteries size. The total flow values observed and reported in Tab 7.5.2 are
in agreement with previous studies (Spilt et al., 2002).
Intracranial mass estimation was accomplished using an iterative pro-
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cedure (Popescu et al., 2012). T1 anatomical reference might be subopti-
mal since both CSF and skull are partly dark. A combined approach to
include also T2 measurements will be addressed in further investigation.
Introducing amethod to completely automatically estimate labeling ef-
ficiency is very useful because it can provide a subject specific scale factor
that can incorporate subject variability and might reduce the variance in
perfusion estimation in large datasets. However, it is of note that this
estimation is derived from 3 different quantitative steps. Respectively a
measure of total flow (PC non-triggered) that has shown to be reliable
and reproducible has been employed, an estimation of total intracranial
mass from T1 high-resolution images and tissue perfusion provided with
multi-TI ASL has been used. Each of these measurements have an es-
timation error. And each of them will contribute to scale errors in the
estimation of labeling efficiency. Outliers in the population of each of the
estimates that contribute to the labeling efficiency calculation should be
carefully taken into account.
This method is very flexible, requires only 40 seconds of additional
scanning time and can be applied to every ASL scheme: interesting possi-
ble applications of this methodwould involve vessel encoded ASL (Okell
et al., 2013) or super selective ASL (Hartkamp et al., 2013). Theoretically
it is possible to extract the total mass of tissues fed by a single artery and
thus it could be possible to apply this approach also to a single vessels. In
the light of the validation of the vessel segmentation step, future investi-
gations will include also ASL modalities that can extract information on
feeding territories.
To conclude phase contrast acquisitions provides a measure of total
brain blood flow that can be used to scale quantitative perfusion esti-
mates with ASL, by estimating the actual labeling efficiency. An auto-
matic version of phase contrast normalization methods for labeling ef-
ficiency in vivo estimation (ATLES) is presented. The proposed tool is
completely automated, and thus less time consuming. Moreover, it does
not suffer from operator-dependent errors and can be used to perform
quantitative comparison of results between different ASL studies.
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It’s a dangerous business
going out your front door.
J. R. R. Tolkien
8
Conclusions
The quantitative knowledge of the blood brain perfusion is of fundamental impor-
tance not only to understand the physiological mechanisms acting in the brain
but also to comprehend the pathogenesis of important diseases, with high social
impact, such as Alzheimer or multiple sclerosis. Arterial spin labeling (ASL)
allows the non-invasive imaging of cerebral perfusion without the necessity of
exogenous tracers. Quantification of ASL can be performed by using the simple
Buxton model, that makes many assumptions, returning a simplified description
of the endogenous tracer kinetic that is far from the real complexity of the phe-
nomenon. Quantification of ASL can be also attached by using more complex
structures allowing a better description of the system and the estimation of ad-
ditional physiological information.
In this thesis, it has been shown how it is possible to use Bayesian model-based or
model-free deconvolution strategies to model the peculiarities of the system with-
out the simplifications used by the Buxton model. Two different and relevant
ASL MR images have been considered due to their impact also in the current
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clinical studies.
QUASAR is a very powerful technique already used in clinical environments
that however suffers the lack of robustness of conventional analysis methods. In
this work a new method based on Stable Spline kernel to perform deconvolu-
tion has been proposed. It is able to overcome the major problems of standard
SVD-based deconvolution techniques and can reduce the delay sensitivity char-
acteristic of ASL acquisitions performed with QUASAR.
Furthermore, it has also been shown how it is possible to enrich existing mod-
els to better cope with physiology and acquisition effects on the signal. Finally
a comparison between the model-based and deconvolution approaches has been
carried out, pointing out that the two methodologies are alternative and can ex-
hibit different results.
pCASL labeling, developed to enhance signal-to-noise ratio and considered as
the gold standard in clinical application for ASL, has been combined with a Look
& Locker readout to allow the use of complex model in the estimation. Data ac-
quired with this sequence have been analyzed with a new Bayesian Maximum
a posteriori estimator to correct macro vascular artifacts and to provide supple-
mentary information on the macro vascular component. It has been shown how
it is possible to take advantage of using vascular crushing gradients, also in the
modeling and estimation steps, to recover both micro and macro vascular compo-
nents descriptions. These results, evaluated on healthy subjects, are promising.
Therefore this technique will soon be applied to study pathological conditions, i.e.
tumors in collaboration with Dr. Carlo Boffano, IRCSS C. Besta, Milan, Italy
and multiple sclerosis in collaboration with Dr. Massimilano Calabrese, Neurol-
ogy Section of Department of Neurological and Movement Sciences ,University
of Verona, Italy. Thanks to the higher number of parameters that can be esti-
mated, it is likely that a deeper description of the pathology under examination
can be provided.
Eventually, an improved method to estimate labeling efficiency in-vivo from
phase contrast images has been presented. This method can potentially be used
with every ASL technique to improve the quantification process, making the ab-
solute quantification more precise. It is applicable on large datasets in a com-
pletely automatic pipeline.
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