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Abstract 
Optical Properties of annealed hydrogenated amorphous 
silicon nitride (a-SiNx:H) thin films for photovoltaic 
application 
Sulaiman Jacobs 
MSc. Thesis, Physics Department, University of the Western Cape. 
 
Technological advancement has created a market for large area electronics such as 
solar cells and thin film transistors (TFT’s). Such devices now play an important 
role in modern society. Various types of conducting, semiconducting and 
insulating thin films of the order of hundreds, or even tens of nanometres are 
combined in strata to form stacks to create interactions and phenomena that can be 
exploited and employed in these devices for the benefit of mankind.  One such is 
for the generation of energy via photovoltaic devices that use thin film 
technology; these are known as second and third generation solar cells. Silicon 
and its alloys such as silicon germanium (SiGex), silicon oxide (SiOx), silicon 
carbide (SiCx) and silicon nitride (SiNx) play an important role in these devices 
due to the fact that each material in its different structures, whether amorphous, 
micro or nano-crystalline or completely crystalline, has its own range of unique 
optical, mechanical and electrical properties. These structures and their material 
properties can thus exert a huge influence over the overall device performance.  
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Chemical vapour deposition (CVD) techniques are most widely used in industry 
to obtain thin films of silicon and silicon alloys. Source gases are decomposed by 
the external provision of energy thereby allowing for the growth of a thin solid 
film on a substrate. In this study a variant of CVD, namely Hot Wire Chemical 
Vapour Deposition (HWCVD) will be used to deposit thin films of silicon nitride 
by the decomposition of silane (SiH4), hydrogen (H2) and ammonia (NH3) on a 
hot tantalum filament (~1600 C). Hydrogenated amorphous silicon nitride (a-
SiNx:H) has great potential for application in optoelectronic devices. In 
commercial solar cell production its potential for use as anti-reflection coatings 
are due to its intermediate refractive index combined with low light absorption. 
An additional benefit is the passivation of interface and crystal defects due to the 
bonded hydrogen. This can lead to better photon conversion efficiency. Its optical 
properties including optical band gap, Urbach tail, and wavelength-dependent 
optical constants such as absorption coefficient and refractive index are crucial for 
the design and application in the relevant optoelectronic device. The final firing 
step in the production of micro-crystalline silicon solar cells, allows hydrogen to 
effuse into the solar cell from the a-SiNx:H, and drives bulk passivation of the 
grain boundaries. We therefore propose the exploration of annealing effects on the 
thin film structure. The study undertakes a comparison of optical and bonding 
structure of the as deposited thin film compared to that of the annealed thin film 
which would have undergone changes due to high temperature annealing under 
vacuum. However, it is difficult to simultaneously obtain all of these important 
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optical parameters for a-SiNx:H thin films. Ultraviolet visible (UV-vis) 
spectroscopy will be the method of choice to investigate the optical properties.  
 
Infrared (IR) spectroscopy is a source of useful information on the microstructure 
of the material.  In particular, the local atomic bonding configurations involving 
Si, N, and H atoms in a-SiNx:H films can be obtained by Fourier Transform 
Infrared Spectroscopy (FTIR). Therefore, this study will attempt to establish a 
relationship between film microstructure of a-SiNx:H thin films and their 
macroscopic optical properties. 
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Chapter 1: Introduction 
1.1 Fossil Fuels and Renewable energy  
The majority of the world’s energy needs are met through the use of non-
renewable fossil fuels. The demand for energy is increasing with the growth in 
population, while the amount of fossil fuels available is on a sharp decline. 
Another problem faced with the use of fossil fuels is the copious amounts of 
pollution released, impacting on the environment and worsening the greenhouse 
effect. The necessity for clean and renewable energy is greater now than it ever 
was and should be delivered cheaply and efficiently to every corner of the earth. A 
number of renewable energy sources are available, for instance, wind power, 
nuclear energy, and geothermal power to name a few, that may off-set the 
dwindling stocks of fossil fuels. These, however, are costly to set up and may not 
be as reliable as the trusted fossil fuels, and are often unsafe if used incorrectly. 
 The sun radiates energy onto the earth at approximately 1kW/m
2
, and the larger 
part of it is unused. One device capable of converting the energy of the sun for 
sustainable use is a photovoltaic solar cell. The photovoltaic process or effect 
makes use of devices consisting of semiconducting material to generate electricity 
from the energy of the sun. The derivation of energy by the photovoltaic process 
is done cleanly and efficiently and can be delivered to the most rural of places, 
thereby improving the quality of life.  
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1.2 Photovoltaics and Semiconductors 
Semiconductors are materials which are not completely insulating and, when 
excited by enough energy causes a current to flow. A single atom contains 
discrete energy levels, each level holding electrons according to Pauli’s exclusion 
principle. The outer energy level of the atom contains unpaired electrons, which 
constitutes the valence shell of the atom. The electrons found in the valence shell 
are typically loosely bound and experiences less force due to the nucleus 
compared to electrons in the energy levels below it. This is due to the shielding 
effect by the preceding energy levels that allow the electrons to be excited so 
easily.  
In a pure and ordered bulk material, consisting of many such atoms, the discrete 
energy levels of each atom merge to form band structures. These band structures 
that form are not continuous, and are separated by a band gap denoted by Eg [1.1]. 
Below the band gap is the valence band. At low temperatures the valence band is 
completely filled with electrons. Above the band gap is the conduction band, 
which is empty at low temperatures. Band structures are described by the density 
of states functions (DOS), which is the number of allowed states per energy value 
and is finite. If the DOS is zero, then no states are available. In a perfectly 
crystalline material, where the long range order is preserved, no energy states are 
allowed in the band gap which means the DOS is zero. A simplified schematic of 
the DOS is shown in figure 1.1 below. 
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Figure 1.1: Simplified schematic of a direct band gap showing valence and conduction bands [1.2]. 
Figure 1.1 depicts the instance of a direct band gap, where the valence band and 
conduction band share the same wave vector k. Consider excitation from 
electromagnetic radiation of energy E = hν, where h is Planck’s constant and ν is 
the frequency of the light. In order to excite an electron out of the valence band 
and into the conduction band, the incoming photon has to be of energy hν > Eg 
[1.3]. This process is known as optical generation, whereby excitation event 
increases the concentration of free charge carriers, namely, both electrons and the 
holes. Holes are thought of as positive charges which travel in the opposite 
direction to the electron. If hν >> Eg  the electron will be promoted across the band 
gap and into the conduction band with “extra” energy. This, however, is short 
lived, and the electron relaxes down to the lowest possible energy site in the 
conduction band. This process is known as thermalisation [1.4]. If hν < Eg the 
photon would not have enough energy to excite and release the electron out of its 
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position in the valence band. In this instance, the photon energy is absorbed by the 
semiconducting material and put to work in some other process.  
Another category of band gap exists in which the valence and conduction bands 
do not share the same k value. The charge carriers in the valence band belonging 
to an indirect band gap material as shown in figure 1.2 is not only excited by an 
energy hν > Eg, but requires an extra “push”, usually in the form of momentum to 
overcome the band gap. 
 
Figure 1.2: Schematic of an indirect band gap [1.2]. 
In order to generate electron hole pairs, an extra amount of energy is needed for 
the electron to overcome the energy gap. The surplus of energy may be obtained 
through a lattice vibration. The lattice vibration along with the impinging photon 
could promote the electron towards the conduction band, generating the electron 
hole pair [1.3]. Generating the charge carriers (the electron-hole pair), is the 
relatively simple part. Keeping them from recombining is more challenging.  
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For charge separation to be effective, the electrons are sent to one side, and the 
holes are sent to the other side of the device. This separation is made possible 
through the use of an electric field. The electric field is generated through the use 
of a device known as a p-n junction. 
1.2.1 p-n Junctions 
p-n Junctions are formed by bringing a p-type semiconductor in contact with an n-
type semiconductor [1.3]. n- and p-type semiconductors are formed during a 
doping process, wherein impurities are added to the pure (intrinsic) semiconductor 
material such as silicon. Donor atoms are added to the intrinsic semiconductor to 
form the n-type semiconductor. These donor atoms are atoms which have a higher 
valence value (more free electrons) than that of the intrinsic atom, and therefore 
increases the concentration of electrons in the material. P-type semiconductors are 
formed by the addition of acceptor atoms into the intrinsic lattice; these atoms are 
of a lower valence value compared to the intrinsic atoms. They increase the 
acceptor site (holes) concentration in the material. Electrons and holes can thus be 
added to an intrinsic material with the use of dopants consisting of elements either 
of a lower or higher free electron value. 
In an n-type material, the majority carriers are the electrons while the minority 
carriers are the holes since there is a surplus of electrons compared to holes. In the 
p-type material the opposite is true. For efficient photo-conversion to take place, 
the diffusion lengths of the minority carriers have to exceed that of the photon 
absorption depths. To ensure that the charge separation is kept to a maximum, an 
electric field is needed, thus forcing the charge carriers to move opposite to each 
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other. This electric field is created at the junction where the two semiconducting 
materials meet. In the n-type material, the extra electrons flow across into the p-
type material, and conversely in the p-type material there is an excess of holes 
which flows into the n-type material till a depletion region is formed [1.3]. The 
majority of the charge carriers are repelled by the internal electric field and moves 
toward their corresponding terminal. Figure 1.3 below depicts a schematic of a 
pn-junction. 
 
Figure 1.3: Schematic of charge transfer across a pn-junction [1.2]. 
1.2.2 The Diode Equation 
A solar cell as depicted in figure 1.4 below is a semiconducting device which has 
the potential to convert the radiant energy received from the sun into electrical 
energy with the help of p-n junction. The device is effectively known as a diode.  
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Figure 1.4: Schematic of a solar cell. 
Solar cells follow diode characteristics under illumination, causing a current to 
flow. For an ideal diode, the current can be expressed as [1.2]: 
     [   (
  
  
)   ]           (1.1) 
where q is the elementary charge, k the Boltzmann constant, T the absolute 
temperature, I0 the reverse saturation current density, and IL the illumination 
current. Figure 1.5 below shows a comparison of the properties of a diode in the 
dark and when illuminated. 
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Figure 1.5: Properties of a diode under illumination and in the dark [1.2]. 
1.2.3 Amorphous Silicon (a-Si) 
Silicon is found in two structural forms, namely crystalline and amorphous, and is 
covalently bonded in both cases. In the former type the silicon atoms making up 
the crystal are periodically and equidistantly spaced and bonded to each other. On 
the other hand, the amorphous form has no specific order - the atoms are 
randomly spaced in a disordered fashion. Dangling bonds form due to 
uncoordinated silicon atoms and are not bonded ideally, leaving some valence 
electrons free [1.5]. These differences in structure influence the overall properties 
of the material. The introduction of hydrogen into the amorphous silicon network 
can be used as a doping mechanism, saturating and passivating the dangling 
bonds. A new form of a-Si is formed referred to as hydrogenated amorphous 
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silicon (a-Si:H). Figure 1.6 below contrasts the bonding arrangements between 
crystalline silicon (c-Si) and a-Si:H. 
 
Figure 1.6: Depiction of (a) c-Si and (b) a-Si:H contrasting the bonding arrangements between the         
                    ordered crystalline silicon, and the disordered a-Si [1.5]. 
 
The amorphous nature of the material influences the electronic and structural 
characteristics of silicon. The DOS for amorphous silicon is shown in figure 1.7 
below, where an interpretation of the defect DOS state in the band gap region is 
depicted. These defect states acts as electron traps, which aid recombination, 
thereby diminishing the optoelecronic properties of the device which consists of a 
series of indirect band gaps. 
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Figure 1.7: DOS diagram of a-Si showing the valence band and conduction band containing band    
                    tailing as well as defect states in the band gap [1.5]. 
 
The theory described above holds well for bulk single phase material solar cells, 
which are expensive to produce. Recently, much focus and attention has been 
placed on thin film solar cells. The drive for this stems from the need to use 
cheaper and flexible substrates, and to drive down the manufacturing costs of 
solar cells.  
1.2.4  Thin film solar cells 
Thin films refer to coatings which are less than a micron (μm) thick and range up 
to hundreds of nanometers (nm). When developing a thin film solar cell, the 
material that is considered has to have specific properties. The manufacturing 
process must be cheap and reliable, and repeatability is important.  The device 
itself should be non-toxic, and stable under extreme conditions [1.3]. The 
reduction in thickness means that the cell should be photo absorbent leading to a 
reduced diffusion length for the minority charge carriers. These materials can be 
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deposited at low temperatures by physical or chemical vapour deposition (CVD) 
techniques.  
Polycrystalline and amorphous silicon contain natural defects as a consequence of 
the deposition [1.3]. These defects act as natural dopants in the thin film system, 
altering the electronic properties of the thin film much like the insertion of an 
impurity into the lattice of an intrinsic single crystal system. Photon generation of 
charge carriers can be used to describe the conversion process in a thin film solar 
cell as previously described. However, in an amorphous material such as a-Si the 
conduction and valence band do not always share the same wave vector as in 
direct band gap materials such as c-Si, and to excite an electron across the indirect 
band gap the photon energy is not enough. The electron requires an “extra push” 
which is received from momentum. Charge separation is achieved by a modified 
p-n junction known as a p-i-n junction. 
1.2.5 p-i-n Junctions 
Doping the intrinsic amorphous silicon with hydrogen shortens the diffusion 
lengths of the charge carriers through passivation of the dangling bonds. 
Absorption of photons is increased by using intrinsic amorphous material, as the 
selection rule imposed to the photon absorption in c-Si is no longer valid, and the 
entire system becomes relaxed [1.5]. In conjunction with the doped amorphous 
material, the resulting structure is known as a p-i-n junction as depicted in figure 
1.8 [1.3]. The junction structure generates an electric field, as in the p-n junction, 
which drives charge separation. The electric field extends over a larger area of the 
device as compared to in a p-n junction, and, in theory, should exceed the total 
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thickness of the intrinsic region [1.3]. These junctions are not perfect and do 
exhibit shortcomings. Although the charge carriers have an extended lifetime 
within the intrinsic layer, the conductivity is not as effective as that of the doped 
regions.  As the concentration of holes and electrons increase and converge to 
similar values, the probability of a recombination event increases. Impurities that 
exist in the amorphous intrinsic layer may negatively affect the electrical 
properties of the overall junction. 
 
Figure 1.8: Simple schematic of p-i-n junction for thin film solar cells showing the direction in which  
                    the photon travels [1.3]. 
 
For efficient charge separation a path of least resistance is needed by the flowing 
charge, thus decreasing the probability of a recombination event. Recombination 
occurs when the electron loses energy and meets back up with a hole, which 
decreases the overall conversion efficiency of the cell.  
The device efficiency, η, can be expressed as the ratio of the power output to the 
power input. To increase the conversion efficiency of the solar cell, as well as 
improving the ability of the device to capture incoming photons, an anti-reflective 
coating is needed on top of the solar cell [1.3]. The anti-reflective coating (ARC) 
has to transmit light of “useful” frequency through to the bulk layer of the solar 
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cell with minimal absorption and reflection of the light. For this to transpire, the 
ARC should possess superior optical properties. 
1.2.6 Anti-Reflective Coating (ARC’s) 
The reflection of light off smooth surfaces is significant. For a textured surface, 
the light photons are given a greater opportunity to penetrate the material due to 
secondary interaction with the material, and, therefore, the loss of light is greatly 
reduced. Texturing of surfaces is one way of minimising reflection losses; another 
method is through the use of specialised coatings.  
The anti-reflection coating (ARC) mechanism is well known in industry, and is 
especially not new to that of the PV industry, where it is used on bulk and thin 
film solar cells. The function of an ARC is to minimize the loss of light to a 
reflection interaction.  The reflection off a surface of light at normal incidence can 
be expressed as follows [1.2]:   
   (
     
     
)
 
,      (1.1) 
where n0 and n1 are the refractive indices of the ambient medium and material 
medium respectively. The ambient medium through which the light travels is 
usually air which has a constant refractive index n0 = 1. For material having a 
large difference in refractive indices, the reflectance will be high. To minimise the 
reflectance, the insertion of a single layer ARC with a perfectly tailored refractive 
index of optimal thickness on top of the solar cell is normally performed. The 
reflection is calculated according to 
   (
    
        
            
)
 
,      (1.2) 
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where nARC is the refractive index of the anti-reflective coating, and n0 and n1 are 
as described before. For a minimum or zero reflectance at a specific wavelength 
the refractive index of the ARC should be calculated as follows [1.6] : 
      √    .      (1.3) 
The optimum thickness, d, of the ARC must meet the quarter-wave optical 
thickness approximation 
   
  
     
,       (1.4) 
where λ0 is the wavelength where reflectance is a minimum. 
A single layer ARC is the minimum requirement for mitigating the loss of light 
through reflection, and in some cases, multiple layers are employed, and a more 
complex form of the formulae described above hold true. 
A number of materials are suitable for the role of an ARC, with the refractive 
indices ranging between 1.4 and 2.7 for these materials [1.6]. The deposition of 
the ARC onto the surface of the solar cell should be cheap and easy, while causing 
no damage to the active layer beneath it. Two main ARC’s used in industry are 
titanium dioxide (TiO2) as well as silicon dioxide (SiO2) [1.7]. The refractive 
index of SiO2 is far too low for the use as an ARC and does not improve the 
electrical characteristics of the solar cell module. TiO2 is an effective ARC but 
provides no passivation to the defect states in the a-Si thin film, or to the electrical 
properties. Over the last couple of decades much focus has turned to silicon 
nitride (SiNx) as an ARC. 
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1.2.7 Silicon Nitride 
In recent years silicon nitride (SiNx) has received huge amounts of attention due 
to its versatility as a material, with applications in many industries [1.8]. The wide 
application of the material is due to the tuneable properties of the material, which 
depends on the specific deposition conditions and parameters. One such use is as 
an anti-reflective coating for multi crystalline solar cells, to enhance the light 
capturing and conversion efficiency of the device. 
Stoichiometric amorphous silicon nitride (a-Si1-xNx) with x in range 1.33 is a 
metastable material, which deteriorates at high temperatures and high current 
densities [1.9].  
 
Figure 1.9: Depiction of a-Si3N4 at different orientations, the yellow and purple depicts the 5  
                    coordinated Si atoms and the 3 coordinated atoms respectively, while the red and greed  
                    colours depict the 2 coordinated and 4 coordinated nitrogen atoms respectively [1.10].  
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a-Si3N4 as depicts in figure 1.9 consists of an edge sharing tetrahedral network 
such that each nitrogen atom is shared amongst three Si atoms at the corners of a 
planar triangle, forming a ridged network [1.11]. 
Similarly to silicon, silicon nitride (SiNx) can be found in two structural forms: 
crystalline SiNx (c-SiNx) and amorphous SiNx (a-SiNx). The complex crystalline 
phase consists of two sub phases which are temperature dependent. At low 
temperatures the alpha (α) phase is present, as the material temperature increases 
the structure changes till the beta (β) phase takes over. The β-phase is 
characterised by a hexagonal space group. The amorphous structure of SiNx has a 
typical bond length of 1.729 Å, which is comparable to that of other amorphous 
structures [1.11]. The focus of this study is to investigate amorphous silicon 
nitride structures, and no further focus will be given to the crystalline phases 
again.  
The density of states of a-SiNx, like in a-Si:H, exhibits band tailing and defect 
states in the forbidden region. The DOS for a-SiNx is much more complex as 
shown in figure 1.10, as it involves two elements each with variant 
electronegativity which is chemically bonded to each other. The tail state occurs 
from the contributions of both elements.  
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Figure 1.10: DOS of a-SiNx (a) depicts the average DOS of a-SiNx, (b) and (c) show the contribution 
                      of the Si atoms 3s and 3p bonding states respectively, (d) and (e) shows the nitrogen  
                      contribution to the DOS for the 2s and 2p states respectively [1.10].  
a-SiNx As an Anti-Reflective Coating 
Hydrogen incorporation during the deposition of silicon nitride passivates the 
dangling bonds which occur due to the amorphous nature of the material and the 
deposition conditions. Similarly to a-Si:H the class of material that results is 
known as hydrogenated amorphous silicon nitride (a-SiNx:H). The hydrogen 
passivates the dangling bonds as well as relaxes the strained amorphous network 
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[1.11]. The inclusion of hydrogen in the bulk of the thin film has an influence on 
the structural and optical properties of the material. 
For use as an ARC, a-SiNx:H acts as a surface and bulk passivator, relieving the 
stress on the amorphous network of the a-Si:H solar cell, as well as the 
passivation of the grain boundaries in multi-crystalline (mc)-Si solar cells. The 
use of SiNx:H in photovoltaics may influence charge separation, as the hydrogen 
incorporation provides low surface recombination velocities [1.12], thereby 
increasing the lifetime of the charge carriers and increasing the overall electrical 
efficiency of the solar cell. 
The deposition conditions greatly influences the properties of a-SiNx:H. The 
tuneable properties of SiNx make it a suitable candidate as an ARC as well as for 
uses in the microelectronics. The chemical hardness and resistance to moisture 
absorption are all properties which elevates the status of SiNx:H in industry. 
1.3 Deposition of a-SiNx 
There are many ways by which SiNx can be manufactured. The most popular 
method in industry is Plasma Enhanced Chemical Vapour Deposition (PECVD) 
[1.9, 1.13, and 1.14]. Other methods include RF sputtering, ion beam sputtering, 
electron cyclotron resonance plasma method and Hot Wire Chemical vapour 
Deposition (HWCVD) [1.15, 1.16, and 1.17].  Although PECVD is the most 
popular of the techniques used in industry [1.13], HWCVD has gained popularity 
due to its ease and simplicity of deposition, quality of the deposited thin films and 
the rate by which it can be manufactured [1.13].                                                                                                       
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PECVD presents the manufacturer with many drawbacks that HWCVD seems to 
have overcome [1.13, 1.18, and 1.19], like: 
 The use of plasma leaves a dusty residue in the vacuum chamber. 
 Plasma forms radicals as well as fast moving ions from the feed gas; these 
fast moving ions etch away at the surface of the film as it forms. 
In HWCVD the plasma generators are replaced by metal filaments, usually made 
of tungsten (W) or tantalum (Ta). These filaments act as catalysers, stripping the 
gas to form radicals. The radicals are much softer on the developing thin film and 
causes little to no damage. The gas utilisation in such a system is high, ensuring 
good quality thin films with a high mass density, and minimal gas wastage. 
1.4 Post deposition annealing of a-SiNx 
Post-deposition annealing is used not only to evoke structural and physical 
changes to the thin film, but also to determine the stability at high temperatures. 
Placing the thin film under elevated thermal stress and exposing it to a new 
atmosphere may cause a rearrangement of the structural bonds, which ultimately 
has an effect on the physical properties of the material. 
The creation of quantum dots (QD) and nanostructures may be the desired effect 
of annealing the as-deposited thin films at various temperatures and under various 
atmospheres. By controlling the size of the QD, photo emission as well as 
refractive indices can be controlled [1.20]. 
 Si-H and N-H bond intensity peaks have been observed to decrease in the FTIR 
spectra as the annealing temperatures increase, this occurs as the hydrogen effuses 
out of the films. The rate of effusion of H2 varies in a Si–rich thin film compared 
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to that of an N-rich thin film [1.21]. The movement of hydrogen out of the film at 
low annealing temperatures may cause an increased formation of defect states 
(dangling bonds and trap states). This comes about if insufficient rearrangements 
of bonds do not occur [1.22]. Passivation of the bonds and defects occur at higher 
annealing temperatures as the hydrogen is reincorporated into the bulk matrix 
[1.23, 1.24]. 
1.5 Aims and Outlines 
The many experiments conducted by other research groups involved other 
deposition techniques including PECVD, magnetron sputtering and rf glow 
discharge. A few used high gas flow rates and the dilution of the reactant gas with 
inert gases such as helium, argon or nitrogen [1.23, 1.25]. The dilution of the 
reactant gas and deposition conditions is important in determining the properties 
of the thin films. For that reason the current study employed HWCVD using low 
flow rates of the reactant gases while simultaneously under dilution of hydrogen 
gas. Two types of SiNx thin films are presented in the study, both demonstrating 
silicon rich structures, while the one type contains a higher nitrogen to silicon 
ratio. The as-deposited thin films were subsequently annealed isochronally for 30 
minutes at low, medium and high temperatures ranging between 150
o
C and 
1000
o
C to investigate the changes in the structural and optical properties. 
The thin films were characterised by X-ray diffraction, Raman spectroscopy, 
Fourier transform infrared spectroscopy, elastic recoil detection analysis, atomic 
force microscopy, high resolution scanning electron microscopy, and UV-Vis 
spectroscopy. The theoretical background to each technique is discussed in 
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chapter 2. The optical parameters discussed include the dielectric function, 
refractive index, Tauc band gap, and optical absorption. The optical parameters 
section in chapter two also includes the theory of the Effective Medium 
Approximation (EMA) used in solving the optical parameters. 
Chapter three discusses the results of the two sets of thin films, comparing the as-
deposited and post-deposition annealing films with respect to the structural 
changes which occurred in the thin films, as the response of the material to the 
heat treatment. The chapter serves as a comparison between the annealing 
response of the two types of SiNx thin films described in the study.  Included in 
chapter three is a section on using the EMA theory to build an optical model to 
solve the optical parameters described. The optical parameters were examined 
before and after annealing, which provided some insight into the structural 
changes which may have occurred as a result of the heat treatment. 
Finally, a summary of the research is presented. 
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Chapter 2: Experimental Methods 
Understanding the deposition technique, the theory of gas flow and the 
interactions of the molecules is important. The conditions in the chamber during 
the deposition influence the characteristics and properties of the thin films, and 
ultimately dictate the behaviour which the thin films display during annealing. 
2.1 Chemical Vapour Deposition 
Chemical vapour deposition (CVD) describes the process by which thin solid 
films are deposited through a series of chemical reactions at high temperatures, 
and usually take place in the gaseous phase. The process of CVD was developed 
by Spear [2.1], and is depicted in figure 2.1.  
 
Figure 2.1: CVD process model depicting the gas phase reactions which may occur in the deposition     
                    chamber [2.2]. 
 
The first step in any CVD process is the forced flow of reactant gas into the 
evacuated chamber.  As the gas flows into the system, diffusion and Stefan flow 
of the reagent gas through the boundary layer towards the substrate occurs [2.2]. 
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Adsorption of gas species onto the substrate comes about as the gas phase 
reactions take place. As the reactions continue, desorption of the species from the 
substrate occurs, with diffusion and Stefan flow of the product gasses through the 
boundary layer into the bulk gas. The excess gasses are forced out of the reaction 
chamber and dealt with accordingly. 
The CVD process involves the addition of a thin film on top of a substrate, which 
is intended for a specific purpose. The strength of the bonds formed in the thin 
film is dependent on the chemical reactions which take place and do not need any 
external solidification processes. These reactions occur at an atomic level and 
therefore, the films formed can be of the order of nano-metres to micro-metre 
thicknesses [2.2], this is dependent on many other deposition conditions, one such 
condition being the duration of the deposition. 
The interactions of the gas molecules which occur during the CVD process can be 
explained using the gas laws and the kinetic theory of molecules. To understand 
and describe the movement of the gas, it is assumed that the interactions 
experienced by the gas molecules obey the ideal gas laws, and follows the 
assumptions that govern these gas laws [2.2]. 
The assumptions that the gas laws make are that the molecules are spherical in 
size, and the gas consists of a huge number of the small spherical particles. The 
volume of every sphere is much smaller than that actually occupied by the gas, 
and each molecule is independent of the next, and therefore do not exert a force 
on one another. The motion of the molecules is random in a rectilinear path, and 
the spheres can be considered to be rigid solids which experiences completely 
elastic collisions. 
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Ideal gasses conform to Boyles Laws for every temperature; this relationship was 
determined and described by Boyle in 1662. According to Boyle the product of 
the pressure (P) with the volume (V) yields a constant at a constant temperature. 
This can be expressed as 
                 (2.1) 
The volume of an ideal gas is proportional to the absolute of the temperature, and 
is inversely proportional to the pressure such that  
      ,       (2.2) 
where n is the number of moles of gas present in the system and R is the universal 
gas constant (R = 8.31 J.K
-1
.mol
-1
). 
The total pressure felt inside the deposition chamber is made up of the sum of the 
individual gas pressures of the mixture of gasses inside the chamber. These 
individual pressures are known as the partial pressures of the gas, and the total 
pressure can be expressed as 
          ,       (2.3) 
where PTot is the total pressure due to the interactions of the gas, and Pn is the 
partial pressures of each individual gas molecules. 
Gas kinetic theory describes the interactions of the particles making up an ideal 
gas with each other as well as with the deposition chamber.  
The pressure experienced inside the chamber is due to the force per unit area 
exerted by the gas mixture on the inside surface of the chamber, and can be 
represented by 
        ⁄       
  ,       (2.4) 
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where P is the pressure measured in any units of pressure (it does not have to be 
SI units, but can be converted mathematically), N is the molecular number per 
unit volume, m the mass of the molecules, and uav the mean velocity of the gas 
molecules [2.2]. 
The Maxwell-Boltzmann distribution function describes a profile of velocities 
which a molecule of gas could have at a certain temperature. This is needed since 
it is known that molecules do not all travel at the same speed. The Maxwell-
Boltzmann distribution is expressed as 
        (
 
    
)
 
 ⁄
       ( 
   
   
) ,   (2.5) 
where f(u) is the probability of a molecule having a certain velocity, m is the mass 
of one molecule, k is the Boltzmann constant (k = 1.32 x 10
-23
 J.K
-1
), u is the 
speed of one molecule, and T the temperature measured in Kelvin. The most 
probable velocity at which any molecule would be moving in the system is 
expressed by the quantity up; this corresponds to the point at which f(u) is a 
maximum such that [2.2]  
      √
   
 
  √
   
 
        (2.6) 
M is the molar mass of the gas. The mean velocity can be calculated by the 
mathematical average of the velocity (uav) distribution: 
      ∫          √
   
  
 
 
  √
   
 
     (2.7) 
The root mean square velocity, urms is the square root of the average squared 
velocity expressed as 
       √∫         
 
 
  √
   
  
  √
   
 
     (2.8) 
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The varying quantities of velocity are used to describe the behaviour a molecule 
will have at a certain temperature. These quantities are related such that uav = 
1.128up, and urms = 1.225up. 
Gas molecules are said to be able to travel at speeds greater than that of sound at 
ambient temperatures. However the paths of these fast moving gas particles are 
not linear, and often resemble zigzag-like patterns as shown in figure 2.2 below. 
These gas particles partake in random collisions which slow down their 
movement, allowing them to change the direction. The average distance which a 
molecule will travel before a collision is known as the mean free path described 
as: 
    
  
√     
,       (2.9) 
where k is the Boltzmann constant, T is the temperature in Kelvin, P is the 
pressure and d the diameter of the molecules. The mean free path differs from the 
average distance between molecules, as small molecules with high velocities due 
to thermal excitation will not collide often, thus resulting in larger mean free 
paths.  
 
Figure 2.2: Movement and mean free path travelled by gas molecules [2.2]. 
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A system at equilibrium containing gaseous molecules moving over a specific 
area conforms to the bounds and assumptions of the Knudsen Law.  
The law assumes an equal distribution, as well as the random motion of the 
gaseous molecules within the system. When considering an area (dA) inside the 
chamber the probability that a molecule will move from the solid angle (dω) is 
equated to 
  
  
. For molecules moving in a velocity range of u + du the number of 
molecules (dN) moving over dA in a certain unit of time can be expressed as 
    
  
  
                  ,    (2.10) 
where n describes the number of molecules per unit volume, f(u) the Maxwell-
Boltzmann distribution function, θ the angle of inclusion formed between the 
normal line of the area, dA, and the solid angle as shown in Figure 2.3 below. 
 
Figure 2.3: Schematic representation of geometry involved in Knudsen’s Law [2.2]. 
 
Taking the integral of the velocity from zero (0) to infinity (∞), the total number 
of molecules impinging on dA can be shown as 
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           ∫       
 
 
    
  
  
.   (2.11) 
The cosine law shows that the number of molecules impinging on dA is directly 
proportional to the cosine function taken with respect to the inclusion angle (θ). 
Knudsen explained the importance of the law by assuming the complete 
adsorption of molecules onto a solid surface, and where after the molecule is 
released. The direction in which the molecule travels after it is released from the 
surface is not dependent on the prior motion before adsorption had taken place. 
The assumptions of Knudsen have been confirmed through experimental 
observation. 
The time (τ) a molecule spends adsorbed on the surface is an important factor in 
understanding the CVD mechanism. This can be expressed as [2.2]: 
        (
 
  
),      (2.12) 
where τ 0 is the period of vibration of the molecule, Q the heat of adsorption, and 
R and T have their usual meanings as explained earlier.  
The number of gas molecules per unit time and per unit area can be calculated 
using the cosine law and is given by 
    
 
 
     .        (2.13) 
The molecules taking part in a CVD process must be delivered from the bulk gas 
in order to be incorporated into the lattice of the substrate. This is defined through 
the use of the Hertz-Knudsen Law which describes the movement of the gas 
molecules onto the substrate: 
   
 
√     
  [mole.cm-2.s-1],     (2.14) 
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where P is the pressure of the gas molecules measured in Torr, M is the molar 
mass in g.mol
-1
, and T is the absolute temperature in Kelvin. The Hertz-Knudsen 
Law can also be written as: 
           
 
√   
  [mole.cm-2.s-1].    (2.15) 
2.1.1 Hot Wire Chemical Vapour Deposition 
Hot Wire Chemical Vapour Deposition (HWCVD) can be described by the 
catalytic decomposition of the feed gases over a hot wire filament in an ultra-high 
vacuum (UHV) chamber, with radicals forming that settle on the cooler substrate, 
thus contributing to the growth of the thin film. The deposition of silicon and 
silicon alloys by HWCVD dates back to 1979, with the deposition of a-Si:H by 
Weismann et al. [2.3]. The results of the experiment were not well received due to 
the poor quality material being deposited. Matsumura et al. [2.4] later improved 
on this by depositing near-device quality material with properties comparable to 
thin films deposited by the more favoured and industrialised Plasma Enhanced 
Chemical Vapour Deposition (PECVD).  
Studies have been conducted with the addition of hydrogen to the feed gases to 
enhance the deposition characteristics of the thin films [2.5]. It has been reported 
that while depositing a-Si:H, the substrate temperature has little effect on the 
electronic properties of the resulting thin film, while the moderate dilution of 
silane feed gas with hydrogen in specific ratios during deposition has a positive 
effect on the electronic structure of the material, and very little structural effect. 
Dilution of the feedstock gas above a threshold yields interesting structural 
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effects, which could cause the onset of proto-, nano-, or micro-crystalline material 
[2.5]. 
An in-depth description of the MV HW-System used for the deposition of the thin 
films in this study is given by Arendse [2.6]. A cross section of the HW chamber 
is shown in figure 2.4. 
 
Figure 2.4: A cross sectional schematic view of the deposition chamber, showing the substrate heater,   
                    substrate holder, hot Ta filament and precursor gases.  
 
2.1.2  Deposition of SiNx 
PECVD is the favoured technique for the deposition of silicon and silicon alloys 
in industry as it offers a high growth rate and cost feasibility for large scale 
productions. However, the thin films deposited by PECVD are of a lower quality 
compared to those deposited by HWCVD. The difference in film quality is due to 
the high hydrogen incorporation of the PECVD deposited thin films, as well as the 
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constant ion bombardment resulting from the breakdown mechanism of the feed 
gases [2.7].   
Parameters such as the base/background pressure in the chamber, the flow rates of 
the feed gases and the pressure at which these gases are fed into the chamber 
during the deposition dictate the quality and the characteristics of the thin film 
[2.7].  The orientation of the substrates in relation to the hot filament, as well as 
the size and shape of the deposition chamber may result in the unique properties 
of the deposited thin films. 
To achieve a high growth rate in any deposition chamber, a high rate of 
decomposition of the source gases is required [2.8]. As mentioned above, the rate 
at which the feed gases are flowed into the chamber affects the properties of the 
thin film. Verlaan et al. [2.9] has shown that the N/Si ratio decreases as the flow 
of silane increases; the decomposition of the ammonia gas is suppressed as the 
silane flow rate increases [2.10]. The growth rate of the thin films would increase 
and the resulting thin films would be Si-rich SiNx. 
The deposition of SiNx under a constant flow rate, but varying the gas pressure 
during the deposition, has an effect on the nitrogen content of the subsequent thin 
films [2.9]. As the gas pressure increases more species of silane and ammonia are 
brought into contact with the catalysing hot filament, resulting in the elevated 
presence of atomic hydrogen in the deposition chamber. The occurrence of the 
atomic hydrogen during the gas phase reactions promotes the incorporation of 
nitrogen into the thin films, thereby increasing the N/Si ratio.  
The addition of hydrogen gas into the deposition chamber during the deposition 
facilitates the incorporation of nitrogen into the matrix of the thin films, while, at 
 
 
 
 
34 
 
the same time etching the hot filament to remove any silicides which may have 
formed, thus restoring the catalysing ability of the hot filament. 
2.2 Thin Film Deposition 
2.2.1 Sample Preparation 
Two types of substrates were prepared during the deposition of the thin film, 
Corning 7059 glass and p-doped crystalline silicon (c-Si) with a <100> orientation 
polished on one side. The thin films deposited on the Corning 7059 glass were 
characterised using X-ray diffraction and Raman spectroscopy, while the thin 
films deposited on the c-Si substrates were characterised using the following 
techniques: UV-visible optical spectroscopy in reflection mode, Fourier 
Transform Infrared Spectroscopy, ion-beam based measurements, High resolution 
Scanning electron microscopy and Atomic Force Microscopy. 
The substrates were cut to size 7 cm x 4 cm and rigorously cleaned before being 
used for the deposition. The substrates underwent ultra-sonication in acetone, and 
then in methanol, each for 5 minutes, where-after the c-Si underwent an additional 
one minute treatment in a 2% hydrofluoric acid (HF) solution to remove the 
native oxide layer from its surface. The substrates were then dried in a natural 
ambient of a fume hood and placed under UH vacuum immediately thereafter. 
2.2.2 Deposition Parameters 
Two sets of depositions were carried out. In each set a tantalum (Ta) wire was 
chosen as a filament; the wire temperature (TW) was kept at 1490
o
C during the 
deposition while the substrate temperature (TS) was maintained at 240
o
C. The 
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filament temperature was deliberately lowered compared to depositions for 
hydrogenated amorphous or nanocrystalline silicon, to investigate a new 
deposition regime for hydrogenated amorphous silicon nitride, compared to other 
laboratories. The silane (SiH4) and the hydrogen flow (H2) rates were kept 
constant at 5 standard cubic centimetres per minute (SCCM) and 20 SCCM 
respectively and the overall gas pressure in the deposition chamber was 100 μbar. 
In the first sample set (MW 303) the deposition parameters described above were 
used, coupled with addition of 2 SCCM of ammonia gas (NH3). In the second set 
(MW 304), the ammonia gas flow rate was changed to 7 SCCM while the other 
parameters were kept constant. In both sets of experiments, the distance between 
the wire and the substrate was kept constant (~4 cm), and the total flow rate of gas 
varied between 27 SCCM and 32 SCCM into the chamber. The deposition 
conditions are summarised in table 2.1 below. 
Table 2.1: A summary of the conditions within the vacuum chamber during the deposition process. 
Parameter Condition 
Wire Temperature (TW) [
o
 C] 1490 
Substrate Temperature (TS) [
o
 C] 240 
Deposition Pressure [mbar] 0.1 
NH3 (MW 303/MW 304) [SCCM] 2/7 
H2 Flow [SCCM] 20 
SiH4 Flow [SCCM] 5 
 
Before the deposition commenced a background pressure of ~10
-7
 mbar was 
attained in the chamber, and the substrates were transferred from the load lock. 
 
 
 
 
36 
 
The shutter was inserted between the filaments and the substrates, and the 
substrate heater was set. Once the substrate temperature had reached its set point 
the wire was turned on and ramped up to 1490
o
C. The wire was treated for two 
minutes with 20 SCCM of H2 gas, and the deposition gas flux was set. The feed 
gas was opened and allowed to flow into a mixing chamber to allow the pressure 
to build up. The deposition pressure was controlled through the use of an 
automatic butterfly valve. At the end of the deposition the wire was once again 
treated with a steady flow of H2 gas at 20 SCCM for two minutes. The treatment 
of the wire with hydrogen prolongs the life span of the wire, as well as etching 
away at any silicide’s which may have formed on the surface of the wire. The 
wire was switched off and the remaining gas was purged from the gas feeding 
line. The samples were left to cool under vacuum until it reached room 
temperature, after which they were removed from the chamber and characterised.  
2.2.3 Annealing 
Predictions should be formulated for the behaviour of SiNx:H used in optical and 
microelectronic devices before and after heat treatment. During heat treatment 
structural changes occur accompanied by hydrogen effusion. This process can be 
illustrated with the use of a theoretical model describing the bond evolution which 
may have occurred due to the addition of heat, and the extra energy placed into 
the bonding system [2.11]. For SiNx the transformations of the structural 
properties of the thin film involves the breaking of (SixNy)≡Si:H and 
(SixNy)≡SiN:H bonds by exposing the thin films to elevated temperatures. During 
the bond rearrangements of the thin film, defect states may be introduced into the 
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matrix; these defect states include dangling bonds belonging to either silicon or 
nitrogen, depending on whether the films are silicon-rich or nitrogen-rich. During 
thermal annealing the following chemical reactions may take place [2.11]: 
(     )      
  
←
  
→ (     )             (2.16) 
(     )       
  
←
  
→ (     )             (2.17) 
(     )            
  
⇒ (     )             (2.18) 
(     )             
  
⇒ (     )             (2.19) 
(     )       
  
→ (     )              (2.20) 
(     )           
  
⇒ (     )          (2.21) 
Equations (2.16) and (2.17) describe the breaking and reformation of the 
(SixNy)≡Si:H and (SixNy)≡SiN:H hydrogen-containing bonds respectively. 
Equations (2.18) and (2.19) describes the other possible breaking mechanisms 
which may occur, and it is assumed that the formation of hydrogen molecules 
occur when any mobile hydrogen atom comes into contact with an immobile 
bonded hydrogen within a distance rh < 1.0 nm. The breaking of nitrogen bonds 
with the formation of free hydrogen is depicted through the use of equation (2.20), 
with equation (2.21) describing the reverse process, whereby SiNx is formed 
again. The rate at which hydrogen is lost can be described through the use of 
equation 2.22 [2.12]. 
               
  
  
 ,     (2.22) 
where ΔA is the decrease in absorbance of the N-H and or the Si-H modes from a 
temperature T, A0 is the Absorbance measured in the as-deposited sample, Ea is 
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the activation energy barrier for H in a single rate bond reduction, k the 
Boltzmann constant, T the temperature in Kelvin and C is a constant. The actual 
rate at which hydrogen is lost may differ from that calculated, and is dependent on 
the type of bonds formed, the x value, and the method in which the thin film was 
deposited and the source gases used [2.13]. 
Annealing experiments were conducted under vacuum (1.33×10
-6
 mbar) at 
iThemba Labs, Faure in Cape Town. The annealing experiments were performed 
in an Elite Thermal System with a quartz tube and an isolated element. The 
heating element was allowed to ramp up to the set point before the element was 
turned on, and the ramping rate was controlled by a k-type thermocouple. 
Post deposition structural and optical changes were induced through thermal 
annealing. The annealing was done isochronally for 30 minutes under vacuum for 
a range of temperatures. Before the annealing could commence the samples were 
systematically cut into approximate 1 cm by 1 cm squares using a diamond scribe 
pen. A grid was constructed consisting of 1 cm
2
 blocks; each block had a row and 
column designation. Each square was characterised fully before and after 
annealing.  
Four samples, two from each sample set, were placed in a quartz annealing boat 
and loaded into a carousel placed under vacuum. The temperature control was set 
and only once the present value on the display had reached the set point, was the 
element switched on. The boat containing two c-Si, and two Corning substrates 
was pushed to the centre of the oven and exposed to the high temperature. 
Annealing started at 150
o
C and increased in 50
o
C increments up until 500
o
C. The 
next temperature set were chosen as 600
o
C; 700
o
C, and 1000
o
C.  At 1000
o
C only 
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c-Si substrates were used, as the Corning 7059 glass cannot withstand such 
extreme temperatures. At the end of the isochronal annealing session, the boat 
containing the annealed samples were pulled into the carousel and allowed to cool 
under vacuum while the next set of samples were annealed. Once the samples 
were sufficiently cooled, the system was vented and flushed with nitrogen gas to 
prevent post-deposition oxidation from occurring.  
 
2.3 Analytical Techniques 
2.3.1 X-Ray Diffraction (XRD)  
2.3.1.1 Introduction 
X-ray diffraction (XRD) is a non-destructive technique conducted under an 
atmospheric ambient and is used in the analysis of phase identification, crystal 
structure and crystal orientation of the material. The wavelength of an X-ray 
photon is comparable to that of the interatomic distances separating the atoms 
[2.14]; the use of a small probe size of the x-rays compared to the size of the 
particles under investigation makes x-rays the perfect tool for the investigation of 
the long range bonding order in the thin film sample under analysis.  
2.3.1.2 Theory 
Crystal Structure 
A crystal may be considered as a series of periodically spaced atoms in a solid 
which spans the area of space in three dimensions. Not all solids are crystals as 
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they do not meet the requirement of periodicity, such as glass, and materials in 
this category are known as amorphous. Figure 2.5 below shows a point lattice, 
each dot represents an atom in the crystal structure in three dimensions.  
 
Figure 2.5: Three dimensional point lattice [2.15]. 
The point lattice, when viewed from one direction, will be the same if viewed 
from any other direction, and is created by dividing the space up into three sets of 
planes. The direction of any line drawn on the point lattice is generic, as the origin 
can be selected at any one point on the lattice. The direction of any line passing 
through the origin in the point lattice may be described through the use of indices 
[u v w]. Since the origin may be arbitrarily selected, any line drawn parallel to 
that of the given line would have the same set of indices. Lines drawn in the 
opposite direction and having negative indices are represented with a bar on top of 
the number. A set of directions related by symmetry are known as directions of a 
form and are depicted by the indices being encased in angular brackets, e.g. 
<111> is symmetrical to         ̅       ̅       ̅  . The indices are always 
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written in the smallest integer form through the mathematical manipulation of the 
numbers [2.15].  
In a cubic system selecting a single cube in the point lattice forms the unit cell. 
The unit cell is described by three vectors, namely  ⃑  ⃑   , making up the lengths of 
the cell, as well as three angles between the lengths      . The vectors originate 
from an arbitrary selected origin at any lattice point, and the angles are measured 
between the vectors. Collectively, the vectors and angles depicted in figure 2.6 
below are known as the crystallographic constants. 
 
Figure 2.6: Unit cell showing crystallographic constants [2.15]. 
A primitive cell contains only one lattice point per cell while a non-primitive 
lattice, such as body-centred, face-centred and base-centred cells, contains more 
than one point per cell. The number of lattice points per unit cell may be 
calculated by:  
      
  
 
 
  
 
       (2.23) 
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where Ni is the number of interior points, Nf is the number of points found on the 
face of the cell, and Nc is the number of points at the corner of the cell. 
The lattice points forming a non-primitive cell may be translated through space 
like those in a primitive cell. The translations and operations of the variation in 
the crystallographic constants in a point lattice gives rise to space groups in the 
Bravais lattice, allowing for a maximum of 14 variations in the Bravais lattice 
whose characteristics are given in Table 2.2 below.  
Table 2.2: Bravais lattice orientations [2.15]. 
 
Miller Indices and Diffraction 
The lattice planes of a crystal structure displaying a high degree of order are all 
parallel to each other in a unit cell. A set of integer values, hkl, may be used to 
index the lattice planes such that 
 
 
 
 
 
 
 
 
 are the points at which the planes intersect 
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the unit cell. The integer values are known as Miller indices and are represented 
by round brackets, for example (110) and (111). Figure 2.7 below depicts an 
example of lattice planes. 
 
Figure 2.7: Lattice planes showing (110) and (111) planes for a simple cubic arrangement [2.14]. 
The distances separating two adjacent planes, known as the interplanar spacing 
dhkl, is specific to a particular set of Miller indices. For a simple cubic 
arrangement of atoms, the interplanar spacing is dependent on the crystallographic 
constant and the specific Miller indices:  
      
 
√        
.     (2.24) 
In general for the diffraction pattern to be a maximum,  
                    (2.25) 
Equation 2.25 known as the Bragg [2.16] equation has to be obeyed, where λ is 
the wavelength of the impinging radiation, dhkl the interplanar spacing, and θB the 
Bragg angle, the point at which the intensity is the greatest. 
The Bragg equation is derived by considering any arbitrarily arranged 
crystallographic lattice plane as shown in figure 2.8 where the planes in the crystal 
are separated by an inter-planar distance dhkl. A beam of X-rays is impinged upon 
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the planes at an angle θ. A path difference is experienced by the impinged 
radiation as it is reflected by the atoms. This difference is dependent on the 
arrangement of atoms making up the crystal which the radiation interacts with; the 
path difference can be represented as ∆1 and ∆2. The sum of the parts is equal 
2dsin θ, for any angle θ. Constructive interference will take place for the reflected 
beam if, and only if, the path difference equals a multiple of the wavelength 
           ,      (2.26) 
where n is the order of reflection. Since Bragg’s law can be derived for any crystal 
structure, the only requirements for the calculation of Bragg’s law would be the 
Miller indices and the crystallographic constraints of the crystal structure.  
 
Figure 2.8: Diffraction scattering in a crystal plane with dhkl spacing [2.14]. 
2.3.1.3 Experimental 
X-ray diffraction was performed on samples deposited on Corning 7059 glass 
using an X’ Pert PRO Panalytical X-ray powder diffractometer situated at the 
Council for Scientific and Industrial Research (CSIR) in Pretoria, operating at 45 
kV and 40 mA in reflection geometry. Measurements were performed at 2-
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values ranging from 5 to 90 with a step size of 0.026, using a Copper K1 
radiation with a wavelength of 1.5406 Å as the X-ray source. The instrument was 
fitted with an automated sample changer connected to a Windows XP controlled 
computer for easy data acquisition. XRD was also conducted on two samples 
deposited on c-Si substrates with a <100> orientation using a BRUKER axs D8 
ADVANCE diffractometer located at iThemba Labs in Faure, Cape Town. The 
diffractometer was operated using 45kV and 40 mA in reflection geometry. The 
2 scan was conducted in the range 7 to 67 with a step size of 0.04 with Copper 
K1 as the X-ray source. A schematic of a general X-Ray system is shown in Fig 
2.9 below. 
 
Figure 2.9: Schematic diagram depicting X-Ray diffraction. 
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2.3.1.4 XRD of Silicon Nitride 
Silicon nitride thin films of both sets MW 303 and MW 304 were deposited on 
Corning 7059 glass using the conditions highlighted in Table 2.1 , and were 
characterised using XRD to determine the long range bonding order. Figure 2.10 
shown below is a representative XRD diffraction pattern for the as-deposited sets 
belonging to both MW 303 and MW 304.  The diffraction pattern shows the 
amorphous nature of the as-deposited silicon nitride thin films. Each set of was 
deposited under varying conditions by HWCVD, and characterised to be 
amorphous, this is seen by the absence of any crystalline features. 
 
Figure 2.10: Representative XRD diffraction pattern of the amorphous nature of the as- 
                     deposited silicon nitride thin films for both sets, MW 303 and MW 304. 
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2.3.2 Raman Spectroscopy 
2.3.2.1 Introduction 
Raman spectroscopy is a vibrational technique used to quantify the chemical and 
structural form of the material under analysis. The main underlying process at 
work is known as Raman scattering, which involves the inelastic scattering of 
light due to an interaction with the vibrating molecules in the material. As the 
light scatters off the molecules, small changes in the short range bonding order of 
the atoms in the material can be detected. The theory describing the scattering 
process is given by W. E Smith et al. [2.17] the following section presents a 
summary thereof, highlighting the important points.  
2.3.2.2 Theory 
Electromagnetic radiation impinged on the surface of a thin film is either 
transmitted through the thin film, absorbed, or scattered off the surface of the thin 
film. Raman Spectroscopy utilises the radiation which is inelastically scattered off 
the surface of the thin film, ignoring all other processes which may have occurred 
[2.17].  
In spectroscopy measurements the radiation used is often described by the 
wavenumber (ω) of the radiation, rather than the wavelength (λ) of the incident 
radiation. These quantities are related through the following operations [2.17]: 
   
 
 
         (2.27)  
and 
   
 
 
         (2.28) 
where ν is the frequency of the propagating light, and c the speed of light. 
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The equations above show the relationships between the wavelength and the 
wavenumber - they are inversely related to each other. In Infrared (IR) 
spectroscopy a range of wavenumbers are used to characterise the sample, in 
comparison to Raman spectroscopy where a monochromatic and single energy 
photons are impinged onto the surface of the sample. The single energy beam is 
scattered from the molecules as it interacts with the sample. A Raman signal does 
not need to match any energy gaps or differences between the ground state and 
excited state to be detected. Instead, in Raman spectroscopy, the detected photon 
is one vibrational unit of energy different from the incident beam.  
 The impinging beam of radiation interacts with the molecule creating a distortion 
(polarisation) of the surrounding electron cloud, forming virtual states. The virtual 
states are unstable and short-lived, and as the electrons relax, a photon is re-
radiated. Photons scattered by electrons are done so elastically by Rayleigh 
scattering, and involve interactions with the electron cloud. Nuclear motion is 
another form of scattering which may occur when radiation is impinged on the 
surface of the thin film. During nuclear motion, an energy transfer between the 
photon and the nucleus takes place, where after the photon is inelastically 
scattered. This scattering process describes Raman scattering where the scattered 
photon is dissimilar to the incident photon by one vibrational unit of energy.  
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Figure 2.11: The basic process for one vibration, Rayleigh and Raman scattering, m indicates the  
                     ground state, and n indicates an excited state [2.17]. 
 
The energy of the virtual states formed during electronic interactions is dependent 
on the energy of the laser used to polarise the electrons, as an interaction of the 
photons with matter takes place. The most prevalent process to take place is the 
Rayleigh scattering as it is easier to excite electrons than induce nuclear motion. 
Molecules are usually located in their lowest energy level (m), but this is not 
usually the case, as molecules could contain thermal energy. Thus the molecule 
could be found in a higher energy level (n). Since molecules could have two 
different energy levels, this leads to two types of Raman scattering as seen in 
figure 2.11: 
 Stokes scattering occurs when a molecule in the ground state (m) absorbs 
some of the energy of the impinging photon and is subsequently promoted 
to a higher vibrational state (n). During a Stokes scattering event a transfer 
of energy between the photon and the molecule takes place, leaving the 
molecule in an excited state. 
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 Anti-Stokes scattering occurs when an excited molecule at a higher energy 
is scattered by the photon to a lower ground state energy (m). In the Anti-
Stokes scattering, the molecule transfers energy to the photon as it drops 
down to the ground state.  
Intense Raman scattering signals arise from vibrating molecules, which 
consequently leads to the polarisation of the electrons surrounding the vibrating 
molecule. The largest scattering events are obtained from a symmetrically 
vibrating molecule.  
Vibrations of Molecules 
The ball and spring model is the simplest model that can be used to describe the 
bond between atoms. The atoms as depicted in figure 2.12 on either side of the 
spring would adhere to Hooke’s law as the atoms begin to oscillate on the spring 
after gaining some energy. 
 
Figure 2.12: Ball and spring representation of bonded atoms. 
Hooke’s law 
The frequency of vibration for the two masses on the ends of the spring can be 
related to Hooke’s law [2.17]: 
   
 
   
 √
 
 
,        (2.29) 
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where K is the spring constant which describes the bond strength, c is the speed of 
light, and μ is the reduced mass defined as: 
   
    
     
,        (2.30) 
where MA and MB are the masses of atoms A and B respectively.  
The use of Hooke’s law to understand the energies of vibration shows that the 
lighter atoms will vibrate at higher energies compared to heavier atoms, and that 
the spring constant describes the stiffness and strength of the bond. The vibration 
of two atoms weakly bonded together would have a slow and stretched out 
vibrational frequency compared to those strongly bonded atoms whose vibrational 
frequency would be higher. 
The movement of a vibrating molecule can be described through the use of 
degrees of freedom. Three degrees of freedom are used to describe the 
translational motion of the molecule, and another three degrees of freedom is used 
to describe the rotational motion. In a linear molecule only two types of rotations 
are possible. In a system containing N number of atoms, the number of possible 
vibrational degrees of freedom and the number of vibrations would then amount 
to 3N – 6 for all molecules except linear molecules, and 3N – 5 possible degrees 
of freedom for linear molecules.    
A linear diatomic molecule such as O-O experiences a simple stretch motion 
when excited. The movement induces a change in polarization of the electron 
cloud surrounding the molecule as the molecule begins to vibrate symmetrically 
about the centre. The polarization of the electron cloud by the impinging light 
brings about nuclear motion, giving rise to a Raman signal being detected. The 
movements of a triatomic molecule are not as simple. These molecules may 
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undergo three modes of vibrations, symmetrical and asymmetrical stretching as 
well as a deformation or bending vibrations, as shown in figure 2.13. 
 
Figure 2.13: Linear and non-linear triatomic molecule showing the three bending motions [2.17]. 
The degree to which a material may be polarised depends on a physical quantity, 
known as the polarisability (α) of the material, and its product with the electric 
field (E) of the impinging light gives the expression for the dipole (μ) which gives  
     .       (2.31) 
The polarisability of the electron cloud can be broken down into component form 
such as αXX. The first X refers to the direction of the polarisability of the 
molecule, and the second X is the polarisation of the impinging photon. The 
dipole can be expanded out of matrix form as: 
                              (2.32) 
Similar expressions exist for μY as well as μZ. 
The intensity of a beam scattered during the Raman scattering process can be 
expressed as: 
        ,        (2.33) 
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where K is a constant, P is the power of the laser, α the degree of polarisability of 
the molecule, and ω the frequency of the impinging light source. From the above 
equation it can be seen that two parameters are controllable by the user that may 
affect the intensity of the Raman scattering. 
 
2.3.2.3 Experimental setup 
The Raman scattering experiments were conducted on SiNx samples deposited on 
the Corning 7059 glass substrates at the University of Groningen, Groningen, The 
Netherlands, using a Jobin Yvon Triplemate 64000 micro-Raman system 
equipped with a N2-cooled CCD detector coupled to an Olympus BX40 
microscope. An Argon (Ar) laser operated in the green wavelength (λ = 514.3 nm) 
region of the electromagnetic spectrum measured over a wide range of Raman 
shifts between 20-3000 cm
-1
, utilising a step size of 0.5 cm
-1
.  
Mode Identification 
The amorphous silicon matrix to which nitrogen is incorporated presents two 
prominent peaks at the low wavenumber region of the Raman shift. The 
transverse acoustic (TA) and the transverse optical (TO) modes are located around 
160 cm
-1
 and a broad peak around 480 cm
-1
 respectively. The broadened TO peak 
consists of the longitudinal acoustic (LA) mode as well as the longitudinal optical 
(LO) mode for the silicon matrix incorporated into it [2.18]. The width of the 
peaks increases with an increase in nitrogen content as the ring structure 
undergoes modification [2.18]. 
Si-H wagging and stretching modes are detected between 640-680 cm
-1
 and 2000-
2200 cm
-1 
respectively [2.18]. The stretching modes may be located at higher 
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wavenumbers as the nitrogen content increases, placing increasing stress on the 
matrix of the thin films [2.18]. 
In a silicon-rich sample the 2TO scattering peak of the silicon matrix is located 
between 800-1000 cm
-1 
[2.18], while the SiNx peak will be incorporated into the 
2TO peak and will be found at around 850 cm
-1
 [2.18].  
Figure 2.14 shows a deconvoluted Raman spectrum of a silicon-rich SiNx sample. 
Features belonging to the amorphous silicon matrix situated at 160 cm
-1
 and 480 
cm
-1 
shows the TA and TO peak containing the LA and LO peaks embedded 
within it.  
 
Figure 2.14: Typical Raman spectrum showing all possible peaks [2.19] 
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2.3.3 Fourier Transform Infrared (FTIR) Spectroscopy 
2.3.3.1  Introduction 
Infrared (IR) spectroscopy is a non-destructive analytical technique used in the 
identification of bonding groups in materials. A change in the vibrational status of 
molecular bonds occurs after a sample has been exposed to IR radiation. This 
change indicates that some of the radiation has been absorbed, while the 
remainder has been transmitted. The vibrational frequency of the bonding group 
dictates the region of absorption in the IR spectra, whereas the amount of 
absorption detected is dependent on the energy transfer. For IR radiation to be 
absorbed a change in dipole moment must be experienced by the molecule [2.20]. 
Two types of IR spectroscopy exist: (i) Dispersive infrared spectroscopy, and (ii) 
Fourier Transform infrared (FTIR) spectroscopy. The latter will be discussed, as 
FTIR spectroscopy compared to dispersive IR spectroscopy allows for a faster 
scan rate, and offers better signal-to-noise ratio [2.20].  
2.3.3.2 Theory 
FTIR spectroscopy makes use of a Michelson interferometer as a beam splitter. IR 
radiation is divided in two by the interferometer, and a path difference is created 
between the two halves of the beam.  The two parts are recombined, and the 
intensity of the recombined beam is monitored as a function of path difference. A 
schematic of the beam setup is shown below in figure 2.14.  
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Figure 2.15: Michelson interferometeric process used in a FTIR spectrometer [2.20]. 
 
The diagram depicts IR radiation split in two by a semi-transparent mirror acting 
as the interferometer, allowing 50% of the light to be transmitted while the other 
50% is reflected off a stationary mirror. The portion of light that is transmitted is 
projected onto a movable mirror that is moving at constant speed. The light is 
reflected off the two mirrors back towards the beam splitter where recombination 
of the radiation occurs [2.20]. A path difference is created by the moving mirror in 
relation to the stationary mirror, and interference takes place as the light 
recombines. The recombined radiation contains information of the entire 
frequency range emanating from the IR source. The signal is decoded through the 
use of a computer algorithm executing Fourier transform mathematical operations 
on the data received. A spectral depiction of the absorbance modes of the sample 
under analysis is then displayed.  
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IR Radiation 
In FTIR analysis, the preferred unit of measurement is the wavenumber (ω) 
measured in cm
-1, rather than wavelength (λ); the two quantities are related by the 
following operation 
    
 
 
         (2.34) 
For a single beam, the intensity, B(ω), of the IR radiation given off at the source is 
related to the amplitude, I(x), as a function of the position, x, of the movable 
mirror of the  interferogram as measured by the detector, by the following 
mathematical representation [2.21]: 
                  .      (2.35) 
In a polychromic source, as is the case in FTIR systems, the interferogram and the 
spectrum are related by       ∫               
  
  
, showing the variation 
in the power density as a difference in path-length for the interference pattern 
[2.21]. 
Conversely the IR spectra can be related to the interferogram by showing the 
variation in path-length for the spectrum [2.21]: 
     ∫                
  
  
    (2.36) 
The above two equations are used in the algorithm during the decoding of the IR 
spectrum, known as the Fourier transform pair. These equations relate the 
interferogram to an IR spectrum by the mathematics contained in a Fourier 
transform [2.21]. 
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FTIR spectra for thin films are often measured in transmission mode. The 
transmission data can then be related to the absorption coefficient (α (ω)) by 
[2.22]: 
       
        
 
,      (2.37) 
where d is the thin film thickness, and ln[T(ω)] is the natural logarithm of the 
transmission data. 
FTIR spectroscopy measurements were conducted at the Chemistry Department at 
the University of the Western Cape. A Perkin Elmer Spectrum 100 Spectrometer 
was used to measure in transmission mode on samples deposited on c-Si wafers in 
an energy range 400-4000 cm
-1
, and a resolution limit of 4 cm
-1
 for 20 scans. A 
background reading of a bare c-Si wafer had to be taken to eliminate the 
absorption effects of the wafer.  
Incoherent and multiple reflections occur in both the thin film and the substrate as 
light is projected onto the surface. These effects were accounted for with a 
procedure developed by Brodsky et al. [2.22]. A correction to the overestimate 
calculated for the absorption coefficient can be rectified by relating αBCC to the as-
measured Transmission, T(ω) [2.22]: 
      
   
        
                    
,     (2.38) 
where d is the thickness of the thin film in cm, and T0 = 0.54 for c-Si, which is the 
baseline transmission when α(ω) = 0. 
The effects of coherent light interaction and differences in refractive indices are 
then taken into account by following the Maley approach [2.23]: 
       
    
         
              (2.39) 
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and   
                   .       (2.40) 
 
a-SiN:H vibrational modes 
For hydrogenated amorphous silicon nitride three groups of bonding 
configurations can be observed over the energy range 400-3500 cm
-1 
[2.24, 2.25]. 
The chamber design and deposition conditions under which the a-SiNx:H thin 
films are deposited strongly dictates the bonding arrangements and bond densities 
that are measured. The bonding configurations are as follows: 
i. SiHn bonds located between 630-650 cm
-1
 and 2000-2300 cm
-1
 for the 
bending or wagging modes as well as stretching modes respectively,  
ii. NHn modes located at 1150 cm
-1
 and 1540 cm
-1
 for the bending modes 
of NH and NH2 respectively, and at 3340 cm
-1
 and 3450 cm
-1
 for the 
stretching modes of the same bonds, 
iii. SiN stretching bonds have vibrational modes at a frequency of 750-
1050 cm
-1
. The most visible of these occur at 490 cm
-1
 and at 850 cm
-1
 
due to the symmetric and asymmetric stretching modes of NSi3. The 
stretching mode of SiNn and H-Si-N3 modes can be observed at 790 
cm
-1
, and 1020 cm
-1
 respectively.  
The SiNH and SiHn mode centred about 2000-2220 cm
-1
 can statistically be 
decomposed into as many as six Gaussian peaks, each with their own bonding 
configuration and contribution as shown in table 2.3 below [2.26]. 
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Table 2.1: Bonding Configurations and corresponding wavenumbers. 
Wavenumber 
(cm-1) 
2005 2065 2100 2140 2175 2220 
Bonding 
arrangement 
H-Si-Si3 
H2-Si-Si2 H-Si-NSi2 
H-Si-N2Si 
and 
H2-Si-NSi 
H2-Si-N2 H-Si-N3 
 
Figure 2.15 below depicts the vibrations experienced by SiNx bonds when excited 
by IR radiation. 
 
Figure 2.16: IR active vibrations involving Si, N, and H (a) Si breathing along with Si-N stretching  
                     modes, (b) N-H bending and stretching vibrations, and Si-(NH) breathing and stretching  
                     modes [2.27]. 
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Figure 2.17 depicts a typical baseline flattened spectra of a-SiNx:H for an as-
deposited sample belonging to MW 303, one of the two sets of samples.  The 
spectra has to be flattened in order to apply the corrections procedure, 
 
Figure 2.17: Typical flattened FTIR spectrum of SiNx. 
Due to overlapping of absorption bands within the structure, a decomposition 
process has to be conducted as shown below. The deconvolution of the underlying 
modes allows one to quantify the amount of the specific bonding configuration 
present in the sample. Figure 2.18 shown below depicts the hydrogen containing 
mode of SiNx:H, allowing us to quantify the bonded hydrogen in the thin film. 
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Figure 2.18: Decomposition of peaks centered between 2000-2250 cm-1 showing the six possible bonding  
                     configurations which may occure at the specific wavenumber. 
 
2.3.4 Elastic Recoil Detection Analysis (ERDA) 
2.3.4.1 Introduction 
Elastic recoil detection analysis (ERDA) is an analytical technique used for light 
elemental analysis and depth profiling that makes use of a high energy (MeV) ion 
beam (
4
He
+
). In ERDA, the recoiled atoms of the thin film target under analysis 
are detected when bombarded with the high energy heavy ions as they are 
scattered in a forward direction. ERDA works on the same operating principles of 
Rutherford Backscatter Spectroscopy (RBS), except in the case of RBS it is the 
backscattered atoms of the ion beam that are detected. ERDA is chosen over RBS 
due to the fact that RBS has a poorer sensitivity to light elements suspended in 
solid matrix [2.28]. This makes ERDA a useful technique for the determination of 
a concentration gradient of light elements in a sample. ERDA was first introduced 
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in the mid 1970’s by J. L’Ecuyer et al. [2.28], when they determined the 
deuterium concentration and depth distribution in a heavy matrix. It has since 
become the foremost technique in the determination of depth profiles of light 
elements. 
2.3.4.2 Theory  
Ion based techniques make use of high energy bombardment of a thin film 
sample. During this bombardment, the light atoms making up the thin film are 
ejected from the target and are scattered in the forward direction [2.29], as 
depicted schematically in figure 2.19 below. It shows the projectile particle of 
mass M1 with energy E0 colliding with a stationary and less massive target particle 
M2 given energy E2. 
 
Figure 2.19: Schematic of ERDA process. 
 Energy is elastically transferred from the projectile to the target, ejecting the 
target particle and allowing it to scatter in a forward direction. The nuclear 
interaction of the two atoms can be described using Coulomb repulsion and 
attraction forces, while the energy transfer can be calculated by considering the 
 
 
 
 
64 
 
conservation of energy and momentum and by the determination of the kinematic 
factor for recoiling [2.29]: 
    
     
        
     ,    (2.41) 
where M1 and M2  are the masses of the projectile and the target atoms 
respectively, and φ is the recoil angle. The projectile particle does not give up all 
the energy when scattered at an angle ϑ, and the remaining fraction Ks is defined 
as [2.29]: 
    
(     
 
    
  )
 
         
     
  .   (2.42) 
By comparing equations (2.41) and (2.42) it can be noted that Ks and Kr depend 
on the ratio of M2/M1 as well as the scattering and recoil angles respectively 
[2.29].  
The constituents of the thin film target can be identified through elastic collisions. 
The number of atoms per unit area on the target, Ns, is related to QD, the total 
number of particles detected, by [2.30]: 
                     (2.43) 
Q is the total number of projectile particles impinged onto the target; this is 
calculated by the time integration of the current of the impinging ion beam, Ω is 
the solid angle with the detector, and σ(φ) is defined as the differential cross 
section and has units of area, which can further be expressed as [2.30]: 
      
 
 
∫
  
  
    
 
     (2.44) 
The probability of the ion beam ejecting a recoil atom from the target is defined 
by the Rutherford differential cross section and is expressed as [2.29]: 
  
  
  (
     
 
   
)
 
 
    
  
  
  
     
,      (2.45) 
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where Z1 and Z2 are the atomic numbers of the projectile particle and the target 
particle respectively. For hydrogen depth profiling determined by the forward 
recoiling of atoms from the target a Mylar (C10H8O4) absorber is required. The 
role of the Mylar is to stop the scattered ion beam particles from reaching the 
detector, while the hydrogen atoms ejected from the target may pass through 
[2.30]. 
2.3.4.3 Experimental Setup 
ERDA was conducted using the Van de Graaff accelerator situated at iThemba 
labs, Faure. A 
4
He
+
 ion beam with energy of 3 MeV and an average current of 20 
nA was employed to determine the hydrogen content of the thin films deposited 
on the c-Si substrate. An incident angle of 15
o
 was formed between the beam and 
the samples, with the samples at 75
o
 with respect to the beam. A 23 μm Mylar 
absorber was placed in front of the surface barrier detector placed at a 30
o
 angle. 
The system was calibrated for hydrogen detection using a 125 μm polyimide 
Kapton (C22H10N2O5) as the reference material. A configuration of the setup is 
shown in figure 2.19 below. The spectra obtained were analysed using SIMNRA 
Software [2.31] and the hydrogen depth profiles and concentrations calculated 
from the fitting results.  
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Figure 2.20: Schematic setup of ERDA showing the angle of incidence and recoil angle. 
 
2.3.5 Atomic Force Microscopy (AFM)  
2.3.5.1 Introduction 
Atomic Force Microscopy (AFM) is a surface characterisation technique, used in 
the determination of topological and morphological structures which may exist on 
the surface of the sample. AFM is able to measure on an atomic scale, by 
employing a sharp tip suspended on a cantilever [2.32]. AFM functions in a 
similar manner to that of the earlier discovered surface technique of Scanning 
Tunnelling Microscopy (STM). AFM was developed in 1986 by Gerd Binning et 
al. [2.32] in an effort to characterise non-conducting samples with atomic 
resolution in a similar method to STM [2.33]. 
2.3.5.2 Theory  
The AFM tip interacts with the non-conducting surface of the sample through 
inter-atomic interactions [2.30]. The strength of the attraction and repulsion forces 
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are related to the distance between the tip of the probe and the surface. The 
dominant interaction under which the AFM operates is that of the long-range van 
der Waals forces, which are not only exponentially dependent on the distance but 
also on the shape of the probe [2.30], as shown in the force curve below. 
 
Figure 2.21: Potential diagram describing the tip-sample interaction [2.30]. 
In surface probe microscopy the scanning probe is suspended on the end of a 
sensitive scanner capable of sub-nanometre movement. The cantilever is made of 
piezoelectric ceramic material which bends in response to a change in force due to 
surface changes on the sample. The cantilever obeys Hooke’s Law for small 
displacements; this is precisely monitored and the rate of bending is determined 
by an optical detector. A schematic of the AFM cantilever setup is shown in 
figure 2.21 below [2.30]. 
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Figure 2.22: AFM Schematic setup [2.30]. 
Two modes of operation exist for AFM measurement: constant-height and 
constant-force modes. In constant-force mode, accurate topographical images are 
acquired. The piezoelectric device senses a change in surface characteristics and 
responds accordingly to maintain a pre-set value for the force. This is done by 
either moving the sample or the tip. During constant-height or deflection 
measurements, the cantilever is set to a constant height, and a change in the value 
is detected during surface scans. This mode is often used when imaging 
atomically flat samples at high resolutions [2.30]. 
There are three methods of scanning the sample with AFM: tapping, contact, and 
non-contact modes, with tapping mode being the most commonly used of the 
three. The tip is dragged across the surface, and the tip and sample experiences a 
mutually repulsive force. When non-contact mode is employed, the tip is made to 
oscillate at a fixed distance above the surface of the sample, and the sample and 
tip is no longer in the repulsive region. A vacuum setup is needed for operation in 
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non-contact mode, as a precipitation from the ambient air forms on the sample 
giving rise to false images [2.30]. In tapping mode the tip is set at an intermediate 
distance above the sample, and is made to oscillate at a constant frequency as the 
cantilever scans across the sample. Minimal damage is done to the tip as no 
contact is made between the probe and the sample. The resulting image that is 
displayed is a result of the change in force due to a change in surface topology. 
The resolution of an AFM image is related to the size and shape of the probe used 
to scan over the sample. For good resolution the probe has to be of a comparable 
size to the surface features on the sample under analysis, this minimize the tips 
interaction with surrounding features [2.34]. Blunt tips will not accurately scan 
over the surface, and objects may appear larger.  
 
Figure 2.23: Image resolution and tip size [2.34]. 
Roughness variations of the surface of the sample depict a variation in surface 
features along the length of the sample. The most common roughness values 
which are quoted are the arithmetic roughness, Ra, and the root mean square 
roughness, Rq or Rrms
 
[2.34]. Elevated values in both cases indicates an increase in 
roughness. A summary of the roughness parameters are shown in table 2.4 below, 
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as well as the mathematical formulae for calculating the respective roughness 
values.  
Table 2.4: Roughness parameters and Mathematical representation [2.34, 2.35] 
Parameter name Abbreviation 
Mathematical 
Representation 
Average Roughness Ra     
 
 
∑ |  |
 
      
Root-Mean-Squared 
Roughness 
Rq or Rrms     √
 
 
∑    
 
     
Maximum Height of the 
Image 
Rt     |
     
     
|   |
     
     
|  
Skewness Rsk      
 
   
 ∑   
  
     
Kurtosis 
(The measure of the distribution 
of spikes above and below the 
mean line.) 
Rku      
 
   
 ∑   
  
     
 
2.3.5.3 Experimental Setup 
AFM experiments were conducted at the Materials Research Department (MRD) 
at iThemba Labs, Faure, on a Nanoman V machine equipped with a VT-103-3K-2 
acoustic hood. The AFM was operated using tapping mode with a scan angle of 
45
o
 and a scan rate of 0.896 Hz, scanning an area of 3 μm by 3 μm with a 
resolution of between 10nm and 100nm. The setup allowed for the accurate 
topological representation of the surface of the thin films. A photograph of the 
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AFM setup with the hood up can be seen below. The hood was dropped during 
measurements, while the AFM rested on a vibration free table, mitigating all 
external movements to allow for a more accurate and clearer scan. 
 
 
Figure 2.24: AFM setup on a vibration free table. 
 
2.3.6  High Resolution Scanning Electron Microscopy 
(HRSEM) 
2.3.6.1 Introduction 
High resolution scanning electron microscopy (HRSEM) was used for surface 
analysis of the sample, and is an excellent complementary technique to AFM. In 
 
 
 
 
72 
 
HRSEM electrons (primary electrons) are accelerated towards the specimen and 
are scanned across the surface of the sample [2.36]. As the primary electrons 
interact with the surface, secondary processes occur from which internal and 
topographical structures are determined. 
2.3.6.2 Theory  
The resolution of any microscopy device is limited by the wavelength of the 
illumination source [2.36]. Abbe’s Equation shows that the resolution (d) of a 
device is proportional to the ratio of a constant multiplied by the wavelength of 
the illumination source, and divided by the sine of the aperture angle [2.36]: 
   
      
     
 ,      (2.46) 
where d is the resolution of the device, which should be a minimum; λ is the 
wavelength of the illumination source (electrons in the case of HRSEM), and α is 
the angle formed between the primary beam and the aperture. 
High resolution (HR) images are produced through the use of a focussed electron 
beam striking the surface of the sample. The electrons are liberated from an 
electron gun and accelerated towards an anode, acquiring energy as it moves 
along the vacuum column. The single energy electrons are focused by a series of 
electromagnetic lenses before striking the surface of the sample, forming an image 
of the topographical or internal structure under investigation [2.36]. 
The electron gun is located at the top of the vacuum column, and is comprised of 
the filament which is the source of the electrons, and is negatively charged, a 
Wehnelt cylinder (gridcap) and an anode plate. The type of filament used in a 
SEM is dependent on the purpose and resolution delivered by the microscope. 
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Thermionic electrons are formed when a tungsten or lanthanum hexaboride 
(LaB6) filament are heated. Electrons with a wide spread of energies are boiled off 
during thermionic emission; this spread of energy is not ideal and is crudely 
focussed through the creation of an electrostatic bias formed on the slightly more 
negative gridcap. The electrons are accelerated towards the anode due to a 
difference in potential known as the accelerating voltage, where the electrons gain 
energy equal to the accelerating voltage. The number of electrons released by the 
filament increases as the filament is heated. This number reaches saturation, 
where after the amount of electrons given off does not increase for a further 
energy input. The life span of the filament is dependent on several factors which 
include, but are not only limited to, how well the vacuum system is maintained as 
well as the heating of the filament wire and the cleanliness of the gun [2.36]. 
Major depreciation of the wire occurs with gross over-heating above saturation as 
ion bombardment and evaporation of the metal filament occurs over time.  
The crudely focussed electron beam is further focussed by a series of 
electromagnetic lenses. These lenses consist of iron poles with wire coiled around 
them, producing a magnetic field. The strength of the magnetic field is dependent 
on the current flowing through the wire.  The condenser lens is the first in the 
series of lenses, and is responsible for the convergence of the electron beam to a 
point. Changing the current in the convergence lens moves the focal point up and 
down the column, and a setting should be chosen such that the focal point lies 
above the condenser aperture.  The intensity of the beam striking the sample can 
be controlled through a combination of condenser lens current and accelerating 
voltage. 
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Below the aperture, the electron beam diverges and a final lens brings the beam 
back into focus above the sample, and demagnification occurs. The beam spot size 
on the sample determines the resolution limits. A combination of aperture size and 
demagnification determines the spot size. A schematic of a SEM set-up is shown 
in figure 2.25 below. 
 
 
Figure 2.25: Schematic of SEM [2.36]. 
The interaction of the primary beam with the surface of the specimen leads to the 
production of many signals as can be seen in figure 2.26.  
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Figure 2.26: Interaction of the primary beam with the specimen [2.36]. 
These signals can be used for the determination of composition, surface analysis, 
and internal structure. The information gathered from the specimen is dependent 
on the interaction which takes place and the signal that it produces. Upon striking 
the surface, the interaction of the primary beam may either be elastic or inelastic 
collision, the beam may be transmitted through the specimen, or partake in a 
recombination event. The interaction that occurs between the sample surface and 
the primary beam dictates the signal which is registered. A summary of 
interaction and the uses thereof is given in the table below [2.36]. 
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Table 2.5: A summary of beam interaction and signal events [2.36]. 
Event Between Signal Resolution Use 
Elastic 
Beam electrons/ 
Specimen nuclei 
or electrons 
Backscattered electrons 
> 1 μm 
1,000 nm 
Atomic 
number and 
topographical 
contrast 
Inelastic Scattering 
Beam or 
Backscatter 
electrons/ 
specimen 
electrons 
Secondary electrons 10 nm or better 
Surface 
structure 
Continuum X-rays  
Not a useful 
signal 
Recombination 
Free electrons 
generated/ 
positive holes 
Cathodeluminescence <80 nm 
Impurity 
concentration 
Characteristic X-rays 
Measured in 
eV’s, an integral 
of peak width of 
a given line 
Elemental 
composition 
Auger electrons 
Measured in 
eV’s, an integral 
of peak width of 
a given line 
Surface 
composition 
Transmission 
Electrons 
through the 
specimen 
Transmitted electrons 5 nm or better 
Internal 
ultrastructure 
Energy Transfer 
Specimen/ 
ground 
Specimen current 
Poorer than 2o 
electron image 
Atomic 
number 
contrast 
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Tungsten and lanthanum hexaboride tips are not the only types used in scanning 
electron microscopy. Field emission guns (FEG’s) consist of metal crystals which 
are orientated accordingly. In FEG’s electrons are draw from the fine tip by an 
electric field rather than through a thermionic process as in the standard gun setup 
[2.36]. It is possible to obtain an intensity of up to 1000 times brighter with a FEG 
setup compared to that of a standard thermionic gun for a similar electron spot 
size [2.37]. The tip used in a FEG are designed from tungsten, making use of the 
metallic properties that the metal possesses, such as high melting point, low 
vapour pressure and mechanical strength. The finely pointed tip produces a final 
spot size of around 50 Å, which increases the resolving power of the microscope 
as well as producing a far more acclamatory signal-to-noise ratio [2.36].  
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Table 2.6: Comparison of SEM tips [2.36]. 
 
Tungsten 
Filament 
Lanthanum 
Hexaboride 
Field Emission 
Type of Emission Thermionic Thermionic Field 
Operating 
Vacuum (torr) 
10
-4 
- 10
-5
 10
-6 
- 10
-7
 10
-9 
- 10
-10
 
Brightness 
(A/cm
2∙ster) 
10
-4 
- 10
-5
 10
5 – 106 107 – 109 
Source Size (Å) 
1 × 10
6 
2 × 10
5
 < 1 × 10
2
 
Energy Spread 
(eV) 
1 - 5 0.5 - 3 0.2 – 0.3 
Probe Current 
Stability (% per 
minute) 
0.1 – 1.0  0.2 – 2.0 2 - 10 
Operating Life 
(Hours) 
> 20 > 100 > 300 
 
2.3.6.3 Experimental Setup 
HRSEM was performed at the Electron Microscope Unit (EMU), of the 
University of the Western Cape, using an Auriga Zeiss instrument with Gemini 
technology, employing a FEG Tip operated at an accelerating voltage of 3 kV. 
The working distance and magnification was altered according to the contrast and 
depth of field required. 
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2.3.7 UV-Vis Spectroscopy  
2.3.7.1 Introduction 
SiNx:H thin films are used as an anti-reflective coating on top of a-Si:H solar cells 
[2.38]. For this reason it is incumbent to determine and understand the response of 
the material to an electromagnetic (EM) stimulus, and from the response the 
optical constants, such as the refractive index (n) and the extinction coefficient 
(k), and the optical band gap (Eg) may be determined.  
In this section the interaction of light by transmission as well as reflection through 
and off the sample will be discussed with the appropriate theory to describe the 
interaction of radiation through matter.  
2.3.7.2 Theory of the Interaction of Light with Matter 
Some solids are transparent, while others are opaque. Some types of solids will 
absorb the impinging radiation while other types of solids strongly reflect the 
radiation. The response of the material to the radiation is frequency dependant. 
The entire electromagnetic spectrum can be described by the application of 
Maxwell’s Equations which are represented as below, and is summarised from 
reference [2.39]: 
     
 
 
  
  
 
   
 
    
              (2.47) 
      
 
 
  
  
   
       
 
 
 
 
80 
 
The equations were written by assuming no magnetic effect, i.e. μ = 1, and H is 
the magnetic field, E is the electric field, ε is the product of ε0 the permittivity of 
free space and εr the relative permittivity. The quantity μ is the magnetic 
permittivity, while c is the speed of light in a vacuum. The propagation of light 
through a medium compared to that through a vacuum is related by the dielectric 
constant ε and the conductivity σ for the specific medium. The dielectric constant 
describes the magnitude of displacement currents due to the time variation of the 
electric field. The real current created by the interactions of the electric field is 
described by the conductivity. The magnetic field may be eliminated from these 
equations such that: 
      
 
  
   
   
 
   
  
  
  
.       (2.48) 
This represents a wave propagated with dissipation, by choosing a frequency (ν) 
and writing 
        {           }.      (2.49) 
Then the wave equation requires that 
       
  
  
 
     
  
, with      (2.50)  
  
 
 
     
    
 
 
 
 ,      (2.51) 
where K is the complex propagation constant. For light travelling in free space K 
can be written as   
   
 
 
.        (2.52) 
The velocity of light travelling through a medium is modified, and the phase 
velocity is divided by a complex refractive index  
      
    
 
 
 
          (2.53) 
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The macroscopic optical properties can be described in terms of N for light of 
frequency ν, propagating as a plane wave in the z-direction 
               (2.54) 
Equation (2.54) above describes both the imaginary (k) and real parts (n) of N, 
and the propagation constant can be written as  
   
  
 
  
   
 
,        (2.55) 
such that the wave equation can be re-written in the form 
        {  (
  
 
   )}      
   
 
 .     (2.56) 
The velocity of the light in a medium is reduced to c/n, and the wave is damped 
by a factor exp (-2πk/n) as it progresses through the medium. 
The damping effect experienced by the impinging wave is ascribed to the 
absorption of EM energy by the medium. To calculate the energy loss, Maxwell’s 
Equations are used to determine the current density (J) of the damped wave; the 
right hand side of the first equation can be written as 
  ( 
   
 
  
   
 
)    
  
 
   .     (2.57) 
The rate at which Joule heat is produced can be described by the real part such 
that 
      
  
 
           (2.58) 
The fraction of energy absorbed while passing through the medium is described 
by the absorption coefficient and can be given by  
   
       
|  |
  
    
 
        (2.59) 
For the remainder of the thesis the absorption coefficient will be represented with 
the use of the symbol α. Considering only the case of normal incidence, it has a 
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solution to Maxwell’s Equations of the damped wave travelling through a 
medium, with a solution that matches a reflected wave outside the medium, for z 
> 0 
         {  (
  
   
)},     (2.60) 
while for z < 0, outside of the medium in free space the electric field can be 
written as 
         {  (
 
   
)}        {   (
 
   
)},  (2.61) 
where E1 and E2 are wave amplitudes corresponding to waves travelling to the 
right and left respectively. The summation of these two amplitudes at the 
boundary is given by 
          .       (2.62) 
Magnetic fields are associated with the impinging waves; these waves have 
magnetic vectors in the y-direction. The application of Maxwell’s equations to 
calculate Hy gives rise to 
          ,       (2.63) 
when matched to the wave on the outside of the medium. The ratio of the complex 
amplitudes of the reflected and incident waves is given by: 
  
  
  
   
   
.        (2.64) 
 This corresponds to a real reflection coefficient: 
   |
   
   
 |
 
  
         
         
      (2.65) 
in terms of the real and imaginary parts of the complex refractive index N. 
The values of the optical constants, n and k, for the medium in which the light is 
propagating through can be fixed from independent measurements of the 
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reflection and absorption coefficients. The experiment being conducted may be 
more complicated, such that the reflection or transmission of the light may not be 
perpendicular to the surface at the boundary of the thin film. The results of such 
experiments may still be described through the use of the same two coefficients, 
regardless of the complexities. 
The values of n and k are related by the dispersion relation, and cannot be thought 
of as two separate and independent quantities. The quantity N
2
 is an example of a 
generalised susceptibility (x) which can be linked as follows [2.39]: 
     ,        (2.66) 
where D and E is described as the “displacement” and “force” respectively. When 
a linear relation as the one shown by Equation 2.66 above is expressed as a 
function of frequency or time, certain requirements of causality needs to be 
fulfilled. No displacement may take place until after an application of force. The 
conditions require both the real and imaginary parts of a complex function such as 
[2.39]: 
                   ,      (2.67)
which should satisfy the Kramer-Kronig relations 
       
 
 
 ∫
    ( 
 )    
       
 
 
           (2.68) 
and   
        
  
 
 ∫
  ( 
 )   
       
 
 
.      (2.69) 
In the case of the optical properties of a material, the real and imaginary parts of 
N
2
 are given as 
                       (2.70) 
such that the following arise [3.39] 
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 ∫
    (  ) (  )    
       
 
 
          (2.71) 
and               
  
 
 ∫
{            }   
       
 
 
     (2.72) 
In each integral, the principal part is taken. If the absorption coefficient is known 
as a function of frequency for all frequencies, it would be possible to evaluate 
both n and k separately as functions of frequency.   
Optical modelling and the extraction of functions  
The optical parameters of a material are important to study for any material used 
in optoelectronic devices. The optical parameters are determined indirectly by the 
response of the material to an electromagnetic stimulus, which informs us about 
the underlying properties contained within the bonding network making up the 
material. Computational methods for the extraction of the optical parameters from 
UV-visible spectroscopy measured either in transmission or reflection mode has 
been developed since the late 1960’s [2.40].  
In reflection UV-visible spectroscopy the light impinges perpendicularly onto the 
thin film sample, which consists of a thin layer of thickness (d) deposited onto a 
reflective substrate which has a finite thickness larger than that of d. A schematic 
of the reflection process is shown below in figure 2.27.  
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Figure 2.27:  Schematic representation of the reflection of light, where θ is the angle of incidence, θ =  
                       90o in our measurements. 
 
The medium through which the light travels before striking the surface is ambient 
air with a refractive index of 1. Due to the interactions of the light with the thin 
layer a reflection spectrum (R (λ)) is produced with interference fringes either due 
to thickness heterogeneities or from the substrate thin film interaction effects as 
shown in figure 2.28. 
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Figure 2.28: Typical Reflectance spectrum showing experimental data. 
 As the light enters the new medium it is bent, changing the speed of the light as it 
enters the new medium. This change in speed is dependent on the optical 
properties of the material described by the complex refractive index of the layer, n 
= n – ik; the real and imaginary parts are known as the refractive index and the 
extinction coefficient respectively. The extinction coefficient is related to the 
absorption coefficient (α) (previously represented as η) by I = I0e
(-αx)
 and α = 
4π(k/λ). The absorption coefficient is defined in terms of the intensity of the light 
at a depth, x, in the layer, and the intensity I0 is at the surface [2.41]. 
As the light is reflected off the particles and atoms in the material, some of the 
light is scattered. This scattering process is due to thickness of the thin film and 
inhomogeneity in the thin film material, as well as substrate effects. Together they 
account for the formation of interference fringes in the reflection spectra. For 
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Transmission spectra, the optical constants as well as layer roughness of 
inhomogeneous thin films can be calculated as was done by Swanepoel [2.42]. 
Similarly, this process can be performed on reflection spectra. Conversely, 
inhomogeneity’s caused by the formation of voids and crystallites containing 
varying dielectric functions as the host matrix needs to be described through the 
use of effective medium approximations (EMA). 
Effective Medium Approximations 
The effective medium approximation has been used to describe inhomogeneous 
systems and composite materials containing two or more materials with varying 
dielectric functions, such as that proposed by Bruggermann [2.43], for 
determination of the optical responses to stimuli.  
To describe an EMA system as uniform, consider two types of grains, A and B, 
that are mixed together such that the relative volume fractions, A and B, each 
containing their own dielectric functions contained in regions so small compared 
to the wavelength of the light that the regions in question may then be considered 
as a uniform effective medium approximation [2.44]. The EMA system will then 
have a uniform dielectric response taking into account the screening effects of 
charge accumulation at the boundaries of the varying regions. The composite 
material is made up of fractions of A and B of fA and fB respectively, such that   
                  (2.73) 
Then the effective dielectric function, εeff, of the EMA system is given by 
                ,       (2.74) 
where εeff is the optical equivalent of capacitors in parallel if εB is the dielectric 
function of a material. The optical equivalence of a capacitor in series is given as 
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.       (2.75) 
The Maxwell-Garnett mixing rule [2.45] is the earliest known form of effective 
mixing theories. In this mixing rule he assumed that the particles are spherical and 
compact in size. The spherical particles are surrounded by the host material, and 
are far removed from any neighbouring regions. This is described by 
  
     
       
 
     
      
, where      (2.76) 
 
    
  
 
   
 
  
is the volume fraction occupied by material A, and V is the total Volume of the 
EMA system. The Bruggermann Effective Medium Approximation (BEMA) 
deals with difficulties which the Maxwell-Garnett approach could not overcome. 
One of the considerations made by Bruggermann was to treat the inclusions as 
part of the effective medium itself and to determine them self-consistently. The 
self-consistency condition of the BEMA then simplified out to form: 
     
     
       
     
      
       
 ,      (2.77) 
where h denotes the host material containing fractions of A and B. For an 
isotropic material described in three dimensions it is assumed that s = 2. The 
Maxwell-Garnett theory accounts for the spherical inclusions, and places them 
apart in isolation (cement microstructure), while the Bruggermann model allows 
the inclusions to intermix and can, therefore, account for the correlations due to 
self-consistent determination of the dielectric properties (aggregated 
microstructure). 
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Semiconductors, whether crystalline or amorphous in nature, possess band gaps. 
These band gaps separate the top of the valence band from the bottom of the 
conduction band as previously described. In the ensuing section, a discussion of 
the electronic properties of an amorphously bonded network will be described. 
Before defining the optical band gap of the amorphous material, it is necessary to 
revisit the density of states and conductivity of the layer, and to investigate the 
optical processes active in the material. 
Optical Band Gap 
One response of materials due to an electromagnetic stimulus is the photo 
conductivity; for an amorphous material this is described by [2.46]: 
      
    ℏ  
  ℏ 
 ∫{         ℏ  }    |    |     ℏ    .   (2.78) 
For the remainder of this section the frequency will be denoted with the use of ω. 
When interband transitions occur, N(E) and N(E+ℏω) refers to the valence and 
conduction band respectively. Ω is the size of the volume element containing one 
electron, f(E) is the Fermi-Dirac distribution, and P(ω) is the constant momentum 
matrix element for absorption. The strength of the optical absorption of the 
material is given by the logarithmic fraction of photons absorbed per cm
2
. From 
this, the absorption coefficient (α) is proportional to the product of the density of 
occupied states with the density of the unoccupied states, which can be bridged by 
the energy, hν or ℏω, of the photon, if the probability of a transition occurring is 
the same for all states. The Fermi-Dirac distribution gives a good approximation 
of interband transitions when T = 0 K. The photoconductivity equation can then 
simplify to form 
      
    ℏ  
  ℏ 
 ∫    |    |     ℏ    ,   (2.79) 
 
 
 
 
90 
 
which can further be rewritten in terms of α such that 
      
    ℏ  
  ℏ        
 ∫    |    |     ℏ    . (2.80) 
The absorption coefficient is related to the photoconductivity through [2.46] 
     
    
       
.       (2.81) 
A schematic of the density of states is shown in figure 2.29 below. 
 
Figure 2.29: Density of states showing extended states and mobility edges [2.47]. 
Ea and Eb are the localised states amongst the mobility states in the valence and 
conduction band respectively. The density of states for the valence and conduction 
bands is given by [2.47]: 
     (
    
     
)
 
          and    
     (
    
     
)
 
         ,     (2.82) 
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where p and q are the density of states distribution in the valence and conduction 
bands respectively. Equation 2.83 is formed by substituting equation 2.82 and 
equation 2.81 into equation 2.80, such that a solution for the absorption 
coefficient is given as [2.47] 
      
    ℏ  
  ℏ        
 
            
        
 
    
       
        
  |    |
   ℏ     
     . (2.83) 
The momentum transition matrix for absorption P(ω) is also averaged over the 
energy range, and is assumed to be independent of ω, such that  
          ℏ  
 
     ⁄      ℏ     ,    (2.84) 
where Bg is a constant, and Eg is the optical band gap. 
The Tauc band gap [2.48] describes a situation where p = q = ½, and at this point 
the DOS distribution for the valence band as well as the conduction band takes on 
a parabolic shape. The band gap is taken from the extrapolation of 
          ℏ  
 
 ⁄   versus ℏω. The extrapolation is performed to a point where 
α(ω) = 0, that is as the line crosses the x-axis, and the value at that point equals the 
Tauc band gap.  
The OJL model for An Amorphous Semiconductor 
The O'Leary, Johnson, Lim (OJL) [2.49] model is an empirical model which 
describes the distribution of electronic states in an amorphous semiconductor, 
with the determination of the functional form of the optical absorption spectrum 
and focuses on the joint density of states which dominates the absorption 
spectrum in the photon energy range. The aim of the model is to allow the 
experimentalist to physically interpret the significance of the absorption spectrum. 
The OJL model adopted an elementary empirical model for the distribution of 
electronic states. The density of states (DOS) of the conduction band is given as 
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 ,  (2.85) 
where mc
*
 represents the DOS effective mass for the conduction band, Vc is the 
disorderless band edge of the conduction band, γc reflects the breadth of the 
conduction band tail, and Vc + γc/2 is the transition point between the square root 
and the linear exponential distribution of states [2.42]. Nc(E) denotes the 
continuous first derivative at this point, Vc + γc/2. A similar situation can be 
described for the valence band DOS, such that: 
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, where  (2.86) 
mv
*
 represents the DOS effective mass for the valence band, Vv is the disorderless 
band edge of the valence, γv reflects the breadth of the valence band tail, and Vv - 
γv/2 is the transition point between the square root and the linear exponential 
distribution of states. Nv(E) denotes the continuous first derivative at this point, Vc 
- γc/2. 
Band tailing in an amorphous material can act as a measure of disorder, and is 
provided by the tail breadth parameters γc and γv of the conduction and valence 
bands respectively. The sensitivity in Nc(E) with variations in γc was tested, and 
when γc→0  the conduction band DOS terminates abruptly at the disorderless 
band edge, Vc. For finite values of γc the distribution of the tail states appears 
below the mobility edge. For increasing values of γc away from the disorderless 
limit the total number of localised tail states increases, with the encroachment of 
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the tail states distribution into the band gap area. Similar results were observed for 
the DOS functions, Nv(E). Excellent agreement was observed between the 
empirical model and experimental values [2.42].  
2.3.7.3 Experimental Setup 
UV-Vis spectroscopy was performed in Reflection mode using a Semiconsoft 
mProbe system, employing a diode array detection system allowing simultaneous 
measurements of both the UV and visible spectrum. Samples belonging to sets 
MW 303 and MW 304 deposited on c-Si substrates as-deposited as well as the 
annealed were measured. The visible spectrum was measured with the use of a 
halogen bulb, while the UV part of the spectrum was measured using a Deuterium 
lamp. The light from both sources travel along fibre optic cables and 
measurements were conducted on the spectral range 200 to 1000 nm. 
The reflectance spectra were analysed using Scout® [2.50] software making use 
of an iterative function employing the OJL fitting parameters as described above. 
Included in the optical model were EMA structures to help describe the 
complexities of the amorphous material.    
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Chapter 3: Results and Discussion 
3.1 Introduction 
The as-deposited thin films investigated can be described as silicon rich- (SR) 
SiNx thin films. Although they both contain nitrogen, one set, MW 304 contains 
more nitrogen than the other. The N/Si ratio (x-value) in SiNx was determined 
using heavy ion ERDA [3.1], which was conducted as part of another study, and 
therefore the heavy-ion depth profiling results and plots are not shown in this 
thesis.  
The as-deposited set with the lowest ammonia flow rate, MW 303, contained the 
lowest fraction of nitrogen to silicon, x = 0.12, while the second set, MW 304 had 
a higher flow rate of ammonia combined with the silane gas and more nitrogen 
was incorporated into the silicon matrix, with x = 0.26. The varying amounts of 
nitrogen incorporated into the matrix affects the characteristics of the resulting 
thin films. This is discussed in the sections which follow.  
The as-deposited thin films are assumed to be homogenous in every respect (N/Si 
ratio and thickness) as described by the gas law theory and interaction of the 
molecules with themselves and the surrounding chamber. During the optical 
modelling it became apparent that this was not the case, as more complex models 
were developed. The inhomogeneity is due to the position and size of the 
substrates in relation to the catalytic wire, thus causing the thin film to form 
heterogeneously. Large substrates were used during the deposition of the thin 
films as described in Section 2.2.1. Consequently the size of the substrate in 
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comparison to the area covered by the hot wire is that the radicals which may 
form is given time to react with other gas species before settling onto the 
substrate, as well as the edges may not be homogenously cover by the thin film. 
Computational simulation of Si3N4 has been performed with the use of molecular 
dynamics, and the Carl Parrinello method [3.2]. The molecular dynamics model 
which was proposed began with c-Si bonded in a diamond-cubic lattice. The 
lattice was subsequently changed to that of Si3N4 with the insertion of nitrogen 
atoms at intermediate distances along the Si-Si bond, exhibiting a Si-N bond 
length of 1.729 Å. An empty state was observed in the top of the valence band in 
the model, and two hydrogen atoms were added close to two Si atoms which were 
threefold coordinated, thus preventing dangling bonds from accruing. After 
relaxation was achieved the H atoms moved to a site closer to two N atoms, the 
electronic and structural properties were only slightly affected by the addition of 
hydrogen to the system.   
Experimentally the valence band of SiNx has been shown to comprise of two 
subbands which is kept apart by an inner energy gap [3.2]. Furthermore the top of 
the valence band has been shown to be constructed of the nonbonding nitrogen 2p 
lone-pair band, this arrangement is typical of the planar bonding exhibited in an 
N-Si3 unit [3.3]. This is in agreement with the computational model discussed 
above. The model also describes the conduction band as mainly consisting of Si-N 
antibonding pairs, which is common in the short range bonding environment of 
tetrahedral units [3.2]. 
Hydrogen dilution of SiH4 + NH3 during the deposition of silicon nitride by 
Plasma Enhanced Chemical Vapour Deposition has shown that nitrogen 
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incorporation is heightened while the incorporation of hydrogen is observed to 
decrease [3.4]. The nitrogen incorporation can be increased either through an 
increased flow rate of NH3 gas, or through the increase of the gas pressures during 
the deposition [3.5]. Both methods yield the same effects on the characteristics of 
the thin films [3.5]. It has been noted that the optical properties of silicon nitride is 
dependent on the x-value. The optical energy gap is observed to increase, while 
the refractive index decreases as the N/Si ratio increases [3.6]. These trends have 
been confirmed for other methods of deposition as well [3.7]. Another optical 
constant which is affected by the increasing nitrogen content is the oscillator 
energy (E0), which is observed to increase as the absorption edge moves to higher 
energies with the incorporation of nitrogen to the silicon matrix, while at the same 
time the dispersive energy parameter (Ed) is observed to remain fairly constant 
[3.6]. 
FTIR bonding configurations for SiNx, like other properties of the thin films, are 
also affected by an increase in nitrogen incorporation, and a shift to higher 
wavenumbers is observed as the x-value increases [3.8]. The shift to higher 
wavenumbers of the Si-H network is assigned to the high electronegativity of the 
nitrogen atoms, which causes the bond strength fluctuations in the back bonding 
of the hydrogen complexes [3.8]. SiNx thin films may be characterised as either 
SR-SiNx or nitrogen rich (NR)-silicon nitride with the determination of the 
maximum absorption in the IR range. In SR-SiNx the maximum absorption will be 
located near the Si-H bonding configuration at approximately 610 cm
-1
. For NR 
thin films the maximum absorption will be associated with the Si-N bonding 
modes [3.5].  
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The growth of SiNx by rf-magnetron sputtering can be split into two phases [3.9]: 
(i) during the first phase of growth, dense, smooth, uniform thin film are formed 
until a thickness of roughly 300nm is achieved, where after the second phase of 
growth takes over. (ii) During this phase column structures begin to form on the 
surface of the film, increasing surface roughness as this occurs.  
SiNx is used as a passivation layer and antireflective coating on top of 
microcrystalline silicon solar cells, which undergoes a final firing step, during 
which hydrogen effuses into the solar cell and pacifies the grain boundaries and 
any dangling bonds which may exists [3.10]. It is therefore important to determine 
the reaction of the thin films to extreme temperatures. At temperatures below 
400
o
C not much change to the structural and optical properties has been observed 
[3.4]. Major changes to the structure of the SiNx thin films only occur after 
annealing at 500
o
C. These changes are related to the effusion and loss of hydrogen 
which is bonded to both Si and N. Thin films of varying composition will 
experience varying rates of effusion and losses.  
Not all the annealing temperatures are shown for each characterisation technique; 
the highest temperature shown is dependent on the type of substrate used in the 
analytical technique, and whether the thin films remained intact during the 
annealing experiment.  The thin films deposited on the Corning 7059 glass could 
not withstand annealing temperatures of 700
o
C for both the MW 303 and MW 
304 annealing series, and after annealing at 700
o
C some deformation of the 
substrate occurred.  
The thin films deposited on the c-Si substrates belonging to the MW304 set 
remained stable at the highest annealing temperature of 1000
o
C compared to the 
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MW303 set which behaved differently. The thin films belonging to the MW 303 
set could not withstand annealing temperatures above 500
o
C, and after being 
exposed to temperatures exceeding this annealing regime no film was detected as 
it had peeled off due to stress and strain in the bonding network caused by the 
effusion of the hydrogen gas during the annealing process.  
 
3.2 Characterisation of a-SiNx:H 
3.2.1 Structural Characteristics 
3.2.1.1 X-ray Diffraction 
Diffraction patterns were obtained for the thin films deposited on the Corning 
7059 glass substrates for both sets, as-deposited as well as annealed. The structure 
of the thin films were characterised to be amorphous, with no long range order 
being detected as shown in the XRD section of Chapter 2.  
It is not expected that any significant crystallisation should take place at annealing 
temperatures lower than ~800
o
C [3.11], but this may be dependent on the initial 
deposition parameters, as well as the method of producing the thin films.  Figure 
3.1 below shows the diffraction patterns belonging to MW 304 and MW 303 
which was annealed at 700
o
C. No crystalline peaks are observed after the high 
temperature annealing experiment as the lack of long range order was preserved, 
and thus the films are characterised to be amorphous. Since no long range order 
was observed, Raman spectroscopy was then used to determine if short range 
order was present thus indicating the presence of Si crystallites.  
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Figure 3.1: XRD patterns showing no crystalline features. 
3.2.1.2 Raman Spectroscopy 
Raman Spectroscopy was performed on the SiNx thin films deposited on the 
Corning 7059 substrates as a way to determine the presence of silicon either in its 
crystalline or amorphous form. No long range order was detected in the silicon 
matrix with the absence of any crystalline feature around 520 cm
-1
 belonging to c-
Si which may have been induced [3.11, 3.12]. XRD results were confirmed with 
the further absence of any short range bonding order which may have appeared 
between 480 cm
-1
 and 520 cm
-1
. 
Since the SiNx thin films are characterised to be SR-SiNx, a relationship between 
the full width half maximum (FWHM) of the transverse-optical (TO) peak 
belonging to the a-Si contribution (Γ) and the RMS bond angle (∆ϑb) can be 
established [3.13]: 
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             ,        (3.1) 
 where Γ  and ∆ϑb are measured in cm
-1
 and degrees respectively.  The value of 
∆ϑb for a-Si:H was found to vary between 7.0
o
 and 14.1
o
 according to Berntsen 
[3.14]. With the influence of nitrogen in the matrix, ∆ϑb was found to vary 
between 6.0
o
 and 18.0
o
 [3.15]. 
The values of the FWHM (Γ) belonging TO peak of the a-Si:H contribution were 
calculated for the respective spectra, MW 303 and MW 304 both the as-deposited 
and annealed at 700
o
C. The TO peak was analysed to describe the change in the 
bonding configuration between the as-deposited and annealed samples since the 
SiNx thin films presented are silicon-rich. The overall matrix consists of a 
hydrogenated amorphous silicon network with nitrogen intermixed the results of 
the TO peak analysis is displayed in Table 3.1 below.  
Table 3.1: Table of Γ-values for MW 303 and MW 304 as-deposited and annealed. 
 
MW 303 MW 304 
Γ (cm-1) ∆ϑb (
o
) Γ (cm-1) ∆ϑb (
o
) 
As-deposited 65.36 7.89 68.77 8.42 
Annealed  71.41 8.83 84.28 10.84 
 
Large Γ values are characteristic of the amorphous nature of the thin films [3.16]. 
The ∆ϑb values calculated using Equation (3.1) correlates well with what has been 
described by Berntsen and B. P. Swain et al. [3.14, 3.15]. The broadening of the 
TO peaks in both annealing series is an indication of an increase in disorder due to 
the rearrangement of bonds during the thermal treatment [3.17]. 
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The as-deposited spectra show the presence of Si-Si and Si-N clusters which are 
amorphously bonded to each other, these clusters are positioned along 200 – 500  
cm
-1
 and 800-1100 cm
-1
 respectively [3.18]. After annealing the thin films at 
700
o
C a decrease in vibrational intensities is observed with the diminishing and 
almost complete disappearance of the SiNx mode centred around 800 cm
-1
 as well 
as the 2TO mode associated with a-Si:H centred at 950 cm
-1
.  The disappearance 
of the SiNx mode is indicative of the rearrangement of bonds which occurs after 
exposure to high temperature. Figure 3.2 displays the Raman spectra of the as-
deposited as well as the annealed samples at 700
o
C for both annealing series.  
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Figure 3.2: Raman spectra for (a) MW 304 and (b) MW 303 of the as-deposited and annealed thin  
                    films. 
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3.2.2 Compositional Properties 
3.2.2.1 Introduction 
The compositional structure and hydrogen content of the SiNx thin films is 
characterised through the use of FTIR spectroscopy and ERDA. The SiNx thin 
films described in this study can be used as an anti-reflective coating as well as a 
passivation layer on top of silicon solar cells [3.10]. Understanding the changes in 
the bonding configuration and total hydrogen content is important for describing 
the passivation pathways, as shown by Verlaan [3.19].  
3.2.2.2 Fourier Transform Infrared Spectroscopy 
FTIR was performed on samples deposited on c-Si substrates, and the modes were 
treated as described in Chapter 2. A qualitative discussion of the changes in the 
bonding configurations during the heat treatment is now undertaken. Difference 
spectra were calculated for the main nitrogen and hydrogen containing modes 
centred around 850 cm
-1 
and 2100 cm
-1
 respectively. The difference spectra were 
calculated from the as-deposited thin films and the corresponding annealed 
counterpart for each temperature as displayed in the figure 3.3 below.  
A positive result shows an increase in vibrational intensities for a specific bonding 
configuration, and a negative result indicates a loss in intensity of the bonding 
configuration. The overall consequence of annealing whether it is a positive or 
negative result indicates that a structural rearrangement has taken place. This 
rearrangement could lead to a total destruction of the bonding configuration and 
the increase of another bonding type due to the heat treatment, similar to what has 
been observed in Raman spectroscopy. N-H stretching bonds were not observed in 
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all of the as-deposited thin films, and if the bonding configuration was present, 
only trace amounts were detected in the as-deposited samples. After the heat 
treatment some bond configurations changes were induced causing the N-H 
stretching bonds to disappear. The large negative peaks in the difference spectra is 
as a result from the annealed spectra containing less of the specific bonding 
configuration compared to that of the as-deposited spectra.  The absence of the N-
H peaks in the as-deposited spectra is as a result of the in homogeneities described 
earlier.  
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Figure 3.3: Difference spectra for the main SiN containing modes, (a) MW 304 and (b) MW 303, each  
                    centred around 850 cm-1. 
In MW 304 a shift to higher wavenumbers is observed for the Si-N bonding 
modes as well as an enhancement of the mode after excessive heat treatment 
[3.12]. This is confirmed by figure 3.4 which represents the shift in peak positions 
for the main Si-N bonding configurations, usually SiNn stretching vibration and 
NSi3 asymmetrical vibrations are located at 790 cm
-1 
and 850 cm
-1
 respectively. 
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The rearrangement and enhancement of the Si-N modes at 790 cm
-1
 and 850 cm
-1
 
at high temperatures is promoted by a decrease in the 2100 cm
-1
 mode in both 
series. This has been previously observed in SiNx thin films with a vastly varying 
composition [3.20], compared to what is described by the thin films in this. 
 The modes observed in the as-deposited thin films were already shifted away 
from the ideal position and were found to be at slightly higher wave numbers; this 
is attributed to the deposition conditions, which causes the chemical bonds to 
form away from their ideal bonding configuration. This ultimately impacts on the 
differences in electronegativity between the Si-H bonds and Si-N bonds in silicon-
rich silicon nitride [3.21, 3.22]. A further shifting of the modes was then 
experienced as the annealing temperature increased. The shifting to higher 
wavenumbers could be caused through a network interchange reaction which 
occurs at high temperatures [3.23]. This reaction involves all the bonds present in 
the thin film and often leads to the loss in both hydrogen as well as nitrogen 
[3.23]: 
  Si-H + H-NSi-H → Si-Si + NH3    (3.2) 
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Figure 3.4: Difference in peak positions for the main Si-N modes (a) 790 cm-1 (b) 850 cm-1. 
A shift to lower wavenumbers is observed for MW 303 for the stretching 
vibrations at 790 cm
-1
. This trend is opposite to what is observed for the higher 
N/Si ratio film (MW 304), which has an overall increasing trend for the same 
mode. The change in the asymmetrical vibrating mode belonging to MW 303 
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decreases slightly but when annealed at 500
o
C the change in the mode enhances 
again. It is this difference in bonding rearrangements which cause the stability of 
the thin films to differ so vastly at high temperatures, and causes the delamination 
of the thin film to occur when exposed to temperatures exceeding 600
o
C. 
 
Figure 3.5: Difference spectra for the Si-H and SiN-H bonding configuration of (a) MW 304 and (b)  
                    MW 303 centred around 2100 cm-1. 
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Figure 3.5 above displays the evolution of the SiN, Si-H and SiN-H bonding 
configuration. The evolution kinetics was explained in Chapter 2; the decrease in 
the SiN intensities after annealing is due to the formation of NH3 fragments such 
as NH2 in Si-rich SiNx [3.24].  
3.2.2.3 Elastic Recoil Detection Analysis 
ERDA was conducted on the thin film samples deposited on c-Si substrate and 
was used to determine the total hydrogen content [H]total of the thin film [3.25].  
The evolutionary changes to the hydrogen content of the thin films were tracked, 
serving as an indicator to the structural changes which may have occurred. 
The [H]total and depth profiles were calculated from the experimental spectra with 
the help of SIMNRA® [3.26] computer software which uses an iterative process 
to fit the experimental data with the user input. A theoretical model which 
represents the physical structure of the thin film is constructed consisting of layers 
with varying thicknesses each containing the ratios in which constituent atoms are 
bonded. The surface of the thin film is detected on the high energy side of the 
spectra, where the impinging ion beam contains all of its energy, and loses energy 
after each interaction through the depth of the thin film. 
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Figure 3.6: A representative ERDA spectrum showing the experimental data and the simulated fit. 
Figure 3.6 is a representative of one of the series showing the experimental data as 
well as the simulated fits. The total hydrogen content is calculated as a weighted 
average of the overall theoretical thickness and the hydrogen content in each layer 
such that:  
          ∑
    
  
 
          (3.2) 
where xi is the theoretical layer thickness, Hi is the hydrogen content of the layer 
and Xn is the total theoretical thickness of the thin film as calculated by SIMNRA 
in units of 1 x 10
15
 at/cm
2
. 
The as-deposited thin films were calculated to have a fractional concentration of 
hydrogen of 9.0 at. % for both sets of samples, MW304 and MW303. During the 
annealing treatment at temperatures below 400
o
C no significant change in the 
hydrogen content was observed. After exposing the thin films to a temperature of 
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400
o
C the fractional concentration of hydrogen decreased to 5.0 and 6.0 at. % for 
MW304 and MW303 respectively. The thin film belonging to MW303 
delaminated after exposure to temperatures exceeding 600
o
C, while the films of 
MW304 remained intact. At 600
o
C MW304 had a hydrogen concentration of 2 at. 
%, and after annealing at 1000
o
C only surface hydrogen was detected with a total 
hydrogen concentration of 0.3 at. %.  
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Figure 3.7: ERDA spectra (a) MW 304 and (b) MW 303 displaying changes in hydrogen content with  
                    increasing annealing temperature. 
 
Figure 3.7 (a) displays the changes in hydrogen concentration for MW 304 
between the as-deposited and the annealed samples at every temperature. For the 
temperatures ranging between 150
o
C and 500
o
C no change in the surface 
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hydrogen was detected, and only hydrogen located in the bulk of the thin film 
showed a decrease. This can be linked to the changes observed in the  FTIR 2100 
cm
-1
 mode on the same temperature range as displayed in figure 3.5 (a). The 
changes observed are characteristic of structural rearrangement taking place deep 
in the bulk of the thin film. A change to the overall hydrogen content was only 
observed at temperatures above 500
o
C, with a sharp decrease in the amount of 
hydrogen being detected, and a similar trend is observed in the 2100 cm
-1
 mode of 
the FTIR of figure 3.5 (a). After being exposed to 1000
o
C only trace amounts of 
hydrogen is detected on the high energy end of the spectra indicating a total 
depletion of the hydrogen previously detected in the bulk, leaving behind only 
surface hydrogen. 
A similar trend is observed for MW 303 as observed with MW 304 for  low 
temperatures, an overall decrease in total hydrogen content with an increase in 
annealing temperature. For annealing temperatures between 150
o
C and 250
o
C no 
significant change had occurred to the bonding configuration in figure 3.5 (b) in 
the FTIR section, which correlates well with the ERD analysis. Figure 3.7 (b) 
shows a decrease in hydrogen content for the sample annealed at 400
o
C, in 
comparison to the 2100 cm
-1
 mode in figure 5 (b) which displayed an increase at 
the same annealing temperature. For the thin films the opposite trend observed for 
the same temperature can be explained by the fact that a positive result in the 
FTIR difference spectra shows an increase in bonding configuration quantity, and 
not the formation of hydrogen, whereas a decrease observed in ERDA is an 
indication of hydrogen migration and loss due to the elevated temperatures. A 
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reduction in hydrogen content is expected from the ERDA spectra as diffusion of 
hydrogen occur as the annealing temperature increases [3.27; 3.28]. 
3.2.3 Surface Characteristics 
3.2.3.1 Introduction 
The determination of surface characteristics of thin films used for optical 
applications is important. Changes in the topography landscape of the thin film 
may influence the scattering of light off the surface. For use as an anti-reflective 
coating on solar cells wide angle scattering could diminish the amount of useful 
light being transmitted to the active layer, thus adversely affecting the efficiency 
of the solar cell. In this section the results of two surface techniques, AFM and 
HRSEM, are discussed. The measurements were performed on samples which 
were deposited on the c-Si substrates. 
3.2.3.2 Atomic Force Microscopy 
The Root Mean Square (RMS) roughness was chosen to characterise the overall 
roughness of the as-deposited and annealed thin films due to its sensitivity to 
peaks and valleys compared to the average roughness [3.29] as defined in Chapter 
two.  
The overall surface appearance of the as-deposited thin films belonging to MW 
304 appeared to be smoother and uniform when comparing it to the as-deposited 
thin film set of MW 303. Figure 3.8 (a) and (b) below depicts the three 
dimensional view of the as deposited thin films. The values describing the 
roughness of the thin films were determined using Nanoscope 7.3 ® software, and 
the images were obtained from WSXM software [3.30] after the flattening 
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correction was applied. The flattening correction is necessary to calculate peak 
heights in instances where the substrate may be curved as a consequence of 
processing such as annealing. 
 
Figure 3.8: (a) 3-Dimensional AFM image of the as-deposited thin films of (a) MW 304 and (b) MW  
                    303.  
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Figure 3.8 (a) and (b) both shows large protrusions on the as-deposited sample 
while other regions appear to be flatter. The protrusions are caused by defects due 
to growth process and thicknesses effects [3.31], and form lower than the average 
level of the thin film and protrude from a valley-like structure. 
The RMS roughness and the associated error values for the as-deposited thin films 
were calculated by selecting five areas, each of one square micron, across the 
surface of the thin film using the Nanoscope 7.3 ® software. The large protrusions 
seen in figure 3.8 influences the roughness values determined as they are not 
uniform in height; the area surrounding the tower structure are lower compared to 
the mean surface level of the thin film giving the effect of roughness. The fact that 
the as-deposited thin films are not homogenous in thickness due to the position of 
the substrate in the deposition chamber in relation to the hot wire, and the fact that 
the thin film measured in each set does not originate from the same area on the 
substrate causes a disparity in the measured roughness values.  
MW 303 contains a reduced N/Si ratio compared to that of MW 304. The 
variations in bonding quantities in the as-deposited samples for the two sets 
contribute to the surface characteristics [3.19], as the N/Si ratio increases due to 
an increase in the flow of NH3 the stress experienced by the thin film changes 
from compressive to tensile thus indicating the rearrangement of the Si-N network 
[3.32]. The Si-N bond lengths are shortened, thus resulting in the contraction of 
the thin film. A consequence of an increase in NH3 flow is an increase in 
concentration of atomic hydrogen in the deposition chamber. The new elevated 
level of atomic hydrogen promotes the deposition of smoother surfaces [3.32].    
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The roughness values for MW 304 and MW 303 as-deposited thin films are 
displayed in the table 3.2 below. The associated errors displayed are comparative 
in magnitude to the calculated roughness value, which does not make physical 
sense. The large uncertainty in the value is due to effects from the protrusion as 
described above. 
Table 3.2: As-deposited roughness values for MW 304 and MW 303. 
As-deposited Roughness (nm) 
MW 304  MW 303 
9.54 ± 9.22  25.73 ± 26.98 
 
An overall decrease in the RMS roughness is observed with an increase in 
annealing temperature for both series, with the roughness of MW 303 remaining 
higher than that of MW 304. The decrease in roughness can be linked to the 
structural rearrangement of the bonding network, with increasing annealing 
temperature. Since the AFM measurements were performed on the thin films 
deposited onto Si substrates and the MW 303 thin films on these substrates were 
not stable at high annealing temperatures, no roughness values were obtained for 
the thin films annealed at temperatures higher than 500
o
C. 
At 300
o
C many more protrusions are visible over the surface of the annealed thin 
film for both series as displayed in figure 3.9 (a) and (b). These protrusions are 
smaller and sharper compared to those observed on the as-deposited samples. In 
figure 3.9 (a) depicting MW 304 the protrusions are scattered with regions of 
uniform smoothness around it and a roughness of 2.40 ± 0.26 nm was calculated. 
Figure 3.9 (b) shows clusters of protrusions appearing in the top corner and 
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stretching along the edge of MW 303 a RMS roughness of 4.30 ± 0.81 nm was 
calculated for the thin film surface.  
Annealing the thin films at 500
o
C further reduced the size and frequency of the 
protrusions on the surface of the thin films as observed in figure 3.10 (a) and (b) 
respectively. The roughness for each thin film was calculated to be 2.24 ± 0.24 nm 
and 3.03 ± 0.06 nm for MW 304 and MW 303 respectively.  
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Figure 3.9: 3-Dimensional AFM image of (a) MW 304 and (b) MW 303 annealed at 3000C.  
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Figure 3.10: 3-Dimensional AFM image of (a) MW 304 and (b) MW 303 annealed at 5000C. 
At temperatures above 500
o
C two surface types can be discerned on the AFM 
images of MW 304 shown in figure 3.11. The first type of surface as depicted by 
figure 3.11 (a) shows a porous and blistered surface. This was most likely caused 
by rapidly escaping gas trapped under the surface and bursting through, thereby 
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scarring the surface. The second type of surface detected, illustrated in figure 3.11 
(b), was unscarred and uniform, containing the usual surface features. This 
confirms the inhomogeneity within the thin film, including an uneven distribution 
of trapped gas. 
 
Figure 3.11: 3-Dimensional AFM image of MW 304 for (a) blistered surface region and (b) smooth 
surface region for films annealed at 1000oC. 
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The RMS roughness for each surface was calculated; figure 3.11 (a) and (b) has 
an RMS roughness of 4.74 ± 1.08 nm and 1.93 ± 0.19 nm respectively.  
3.2.3.3 High Resolution Scanning Electron Microscopy 
High resolution scanning electron microscopy (HRSEM) was conducted on the 
thin films deposited on silicon substrates which were coated with a silver paste to 
prevent charging effects. HRSEM was conducted to track the evolutionary 
changes of the surface features due to exposure to high temperatures and to 
confirm the trends observed with AFM.  
Due to the delamination at high annealing temperatures of the thin films 
belonging to MW 303, the HRSEM measurements were only conducted on MW 
304. Measurements were performed on the as-deposited thin films as well as films 
exposed to 1000
o
C.   
Results observed are similar to that obtained by AFM. The protrusions are seen in 
greater detail with HRSEM when greater magnifications are used as shown in 
figure 3.12. The area around the protrusion appears darker than in the AFM; this 
is interpreted as an area which is recessed below the surface, and can be clearly 
detected by the HRSEM. 
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Figure 3.12: HRSEM images of the as-deposited MW 304 thin film showing an isolated growth defect  
                      surrounded by a uniform surface. 
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Figure 3.13: HRSEM image of MW 304 annealed at 1000oC showing (a) blistered area and (b) area  
                      showing protrusions and uniform features. 
Figure 3.13 (a) and figure 3.13 (b) shows the two regions identified on a sample 
of MW 304 annealed at 1000
o
C as described by AFM. The non-blistered surface 
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which remains intact after being exposed to high temperatures is littered with 
islands of protrusions. These protrusions seen in the HRSEM images serves as a 
representation of the surface features observed elsewhere on the thin film surface.  
3.2.4 Optical Characteristics 
3.2.4.1 Introduction 
It is important to determine the changes in the optical properties of a material after 
exposure to high temperatures, especially since the material is intended for use in 
the PV industry as an antireflective coating on top of silicon solar cells.    
As stated earlier, the conditions in the chamber during deposition influence the 
properties of the thin films. The optical properties of the thin film are directly 
related to the structure of the film, and hence the N/Si ratio will affect the overall 
optical properties of the thin film [3.33]. 
The optical properties that will be discussed in the following section are the 
absorption coefficient, static refractive index (n0), and the optical band gap (Eg 
(Tauc)). The Wemple–DiDomenico (WD) Model [3.34] will be discussed using 
parameters such as the single oscillator energy (E0) and the dispersive energy (Ed) 
to describe the changes to the local bonding environment. 
3.2.4.2 The Extraction of Optical Parameters 
The optical properties of thin films can be calculated from optical transmission 
measurements performed on a transparent substrate as described by Swanepoel [3. 
35] through the use of the envelope method. The method utilises rigorous 
calculations and manipulation of the formulae to describe the transmission of light 
through the thin film, as well as the fitting of envelopes to the fringes of the 
 
 
 
 
130 
 
transmission spectra as shown in figure 3.14 below. The optical properties, 
refractive index (n) and extinction coefficient (k) as well as the thickness of the 
thin film are calculated to an accuracy of better than 1%. Even though the 
inversion method offers high accuracy and is easy to use, this method assumes 
homogeneity throughout the thin film, which is not the case with SiNx thin films. 
Another drawback of the Swanepoel method is the use of transmission 
measurements instead of reflection measurements. In general, it is preferred that 
optical spectroscopy of thin films deposited on thick absorbing substrates is 
performed in reflection mode rather than transmission mode, as the results yielded 
are far superior [3.36]. This allows for a mathematical model to be used to 
describe the DOS functions of the thin film material. The OJL [3.37] model is 
proficient in describing the dielectric function of any amorphous semiconducting 
material, and is capable of calculating the optical constants of measurements taken 
in either reflection or transmission mode.  
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Figure 3.14: Simulated transmission spectra used in the calculations of the optical constants in the  
                      Swanepoel inversion method [3.33]. 
 
The optical parameters were extracted from the resulting reflectance spectra with 
the help of Scout® software [3.38]. The optical model used not only employed the 
OJL empirical framework, but made use of the EMA theory to describe the 
complex material. The OJL model mathematically defines the shape of the 
valance and conduction bands DOS functions as a function of energy (E0), which 
describes the band gap between the edge of the conduction and valence bands. 
The model explained in chapter 2 defines with the help of equation 2.85 and 2.86 
a mass and gamma value which describes the shape of the DOS and the width of 
the exponential band tails respectively. The optical absorption is calculated using 
the joint DOS functions, calculated from the valence and conduction bands. The 
refractive index is calculated as a function of energy from the absorption 
coefficient and the Kramers–Kronig relation (KKR) [3.39]. 
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The growth process of the thin film on the substrate is not only dependent on the 
position of the substrate in relation to the hot wire for the formation of a 
homogeneous layer, but is also dependent on the deposition conditions as 
described in Table 2.1 of Section 2.22. The variation in position and gas species 
causes compositional and thickness inhomogeneity to form in the thin film, 
making it difficult to describe the optical behaviour, and the use of a single model 
such as the OJL model become inadequate in describing the interaction of the 
light with the thin film. Figure 3.15 below shows the limitations of a single layer 
OJL model in fitting the reflectance spectrum of a-SiNx:H, thus showing the need 
for more complex optical models. 
 
Figure 3.15: OJL model simulation of ineffective fit. 
 
A Bruggermann Effective Medium Approximation (BEMA) [3.40] model was 
used to describe the heterogeneous nature of the material; this model consists of 
 
 
 
 
133 
 
the host material with particles embedded in it. Each material containing its own 
dielectric function and was treated as described in Chapter 2.  
The BEMA utilized in the description of the thin film SiNx material consisted of 
the following elements:  
Table 3.3: A description of elements in the BEMA model. 
 Matrix Particles 
(i) 
OJL amorphous 
semiconductor  
Si crystallites 
(ii) SiN mixture SiNx and Si3N4 
(iii) 
OJL amorphous 
semiconductor + Si 
crystallites 
SiN mixture 
(iv) 
OJL amorphous 
semiconductor + Si 
crystallites + SiN mixture 
Voids (air particles) 
The OJL model is capable of describing any homogeneous semiconductor; the 
SiNx described in this study are not homogenous and therefore warrant the 
addition of particles such as crystallites, to describe regions in the material which 
may be very ordered, as well as air particles to describe voids which may have 
formed. The need for a mixture of stoichiometric and non-stoichiometric silicon 
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was used to steer the fits to a SiN-type material. A single layer BEMA model was 
shown to be ineffective as depicted in figure 3.16 
 
Figure 3.16: Experimental Data with an inadequate single layer BEMA fit. 
Hence a multi-layer stack [3.41, 3.42] containing the BEMA was created 
consisting of three layers of the BEMA as well as a fourth oxide layer on top,  
containing an EMA with the dielectric functions of SiONO-SiO2 intermixed to 
describe post deposition oxidation which may have occurred. Each layer in the 
stack contained varying volume fractions of the host matrix and particulates 
which may be contained therein. Although it is a single thin film under 
investigation, the three layer stack describes a particular growth process which 
may have taken place during the deposition. The third layer constitutes an 
intermediate layer which formed on the substrate. This forms before any 
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preferential growth can take place. The middle or bulk layer is usually the thickest 
and contributes most of the overall optical properties to the thin film. The first 
layer represents the final growth process of the thin film, the settling of the 
radicals as the power was turned off to the hot wire. Post deposition oxidation is 
represented by the use of the oxide layer EMA, which describes the oxidation of 
all the constituents of the thin film. A surface representative schematic is depicted 
in figure 3.17 below. 
 
Figure 3.17: A representative schematic of the layer stack, showing the three OJL-SiN mix plus the  
                      oxide layer. 
 
In Scout ® the quality of the fit between the measured and the simulated spectrum 
is quantified with the fit deviation. The fit quality is described as follows [3.38]: 
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Table 3.4: Scout ® quality of fit rating system  
Level Deviation Threshold Description 
1 10
-5 
Excellent 
2 10
-4
 Good 
3 10
-3
 Acceptable 
4 10
-2
 Bad 
5 10
-1
 Rejected 
 
Excellent fits were achieved with the OJL plus EMA multi-layer models, with the 
OJL accounting for defect states and band tailing which may have occurred due to 
the disorder in the structure, as well as the interaction path of the light with the 
matter. The optical model is setup and tailored until the specific fitting parameters 
are achieved. The virtual multi-layer model can be used to describe both the worst 
case SR-SiNx and the best case NR-SiNx stoichiometric thin films in all facets. 
The absorption coefficient of the thin film was calculated as a weighted average 
from contribution of each layer in the stack using Beer’s Law [3.43]: 
        ∑
     
      
 
   ,       (3.3) 
where αi is the absorption coefficient in the i
th
 layer, xi is the thickness of the 
layer, and Xtotal is the total thickness of the thin film.  
Figure 3.18 (a) and (b) depicts a fitted spectra as-deposited and annealed at 
1000
o
C respectively. The deviation between the measured and simulated spectra 
for the as-deposited sample was calculated to be 1.54 × 10
-4
, indicating an 
“acceptable fit”. The deviation between the fit and the measured data for the 
annealed sample was found to be 1.87× 10
-5, thus indicating a “good fit”. 
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Figure 3.18: Fitting results for the multi-layered BEMA model for (a) as-deposited and (b) annealed.  
3.2.4.3 The Optical Constants 
The thickness of the thin films was determined through the use of interferometry 
as the interaction pathway of the light with the material. The thin film thickness is 
calculated as an average over the entire as-deposited sample for MW 303 and MW 
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304, and is calculated to be 1018 nm and 716 nm respectively. These thickness 
measurements are in close agreement with measurements taken on glass substrates 
and determined through optical transmission modelling. The variation in 
thicknesses of the two sets of thin films arises from the variation in the gas flux 
ratio (R = NH3/SiH4) of the two sets of depositions. During the deposition of MW 
304, the ratio of NH3/SiH4 was higher compared to that of MW 303. The decrease 
in thickness with an increase in NH3 arises due to an increase in atomic hydrogen 
during the deposition. The atomic hydrogen has an etching effect, removing 
weakly bonded silicides and incorporating nitrogen [3.31] thus decreasing the 
overall thickness. After annealing at high temperatures a decrease in thickness 
was observed due to the effusion of trapped gases in the underlying structures of 
the thin film [3.44]. 
The dielectric response of a material is a consequence to an electromagnetic 
stimulus in the material, and is represented by a dielectric function. The dielectric 
function has both a real and imaginary part, which can be linked to the other 
optical responses such as refractive index, extinction coefficient and absorption 
coefficient of the material [3.45]. Considering only the real part (ε1) of the 
dielectric function: 
     
       
and        (3.4) 
      
   
 
,  
where n and k are the optical responses of the material, refractive index and 
extinction coefficient respectively.  
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Figure 3.19: Absorption coefficient vs. energy curve for SiNx as-deposited and annealed at 1000
oC.  
An increase in absorption coefficient is observed for the SiNx films, as the 
annealing temperature increases. Figure 3.19 displays a comparative plot of the 
absorption coefficient dispersion of an as-deposited sample with that of the 
highest annealing temperature. The increase in absorption is coupled with a 
decrease in optical band gap (Eg (Tauc)), which will be shown at a later stage in the 
section. From the plot it can be observed that a shift in absorption to lower 
energies occurs as the annealing temperature increases. The shifting to lower 
energies due to the structural rearrangement of weaker Si-N bonds forming more 
absorbing Si-Si bonds, coupled with the release of hydrogen as the annealing 
temperature is increased [3.17].  
Molecules bonded together may be represented by harmonic oscillators 
representing the bonds between the atoms as described in Chapter 2. The 
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dielectric response of a material is due to the polarisation of the bonds as the EM 
stimulus interacts with the molecule [3.45]. If no polarisation occurs, the material 
will not have a dielectric response in that range of electromagnetic radiation. This 
may be observed when analysing ε1 in the figure 3.20 below. 
 
Figure 3.20: Dielectric dispersions of silicon and silicon alloys. The BEMA shown belongs to the bulk  
                      layer in the optical model constructed in section 3.2.4.2 [3.38]. 
 
Comparing the dielectric dispersions of Si3N4 in figure 3.20 to that of a-Si, no 
dielectric peaks are observed in the UV-visible region of the electromagnetic 
spectrum. On the contrary whilst comparing the effective dielectric function of the 
BEMA model used in describing the bulk optical parameters of the SiNx thin 
films to that of the dielectric response of the a-Si, it can be noted that the two 
dielectric functions are similar in shape and have peaks at around similar 
wavelengths. The effective dielectric function of the BEMA contains an 
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amorphous host material, which may explain the simulative action observed. The 
resonance value of ε1 is dependent on the composition of the silicon nitride, 
whether silicon-rich or nitrogen-rich thin films. For low values of x the resonance 
may appear sharp. As x increases the resonance peak is seen to broaden [3.46]. 
As explained above, the refractive index is related to the dielectric function by 
equation 3.4, although it is only showing the real part of the refractive index. The 
refractive index can be described as the ratio of the speed of light in a vacuum to 
the speed of light in a medium, where the medium is the thin film in question. The 
refractive index is dependent on the frequency of radiation, called dispersion. The 
refractive index dispersion is a response of the material to the electromagnetic 
stimulus, much like the dielectric function. The refractive index dispersion 
functions in figure 3.21 follow the same trends as the dielectric functions of figure 
3.19. This result is expected as the two dispersion functions are related. In non-
magnetic material the refractive index dispersion and the real part of the dielectric 
function as follows [3.45]:  
      
 
 ⁄ ,        (3.5) 
which is directly derived from Maxwell’s Equations. 
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Figure 3.21: Refractive index dispersion of a-Si and silicon alloys [3.38]. 
The refractive indices of a-Si and the as-deposited BEMA are similar to one 
another with regards to shape and behaviour in response to an electromagnetic 
stimulus. In Comparison the refractive index dispersion of the annealed BEMA 
displays a sharp resonance peak. The sharp resonance peak of the annealed 
dispersion and the broader resonance peak belonging to its as-deposited 
counterpart are observed to peak at the edge of the visible spectrum at around 400 
nm.  
The refractive index at infinite wavelength (n0) of the as-deposited and annealed 
thin films were calculated by 1/(n
2
-1) vs (hν)2 using the single oscillator Wemple-
DiDomenico (WD) model [3.44]. A straight line polynomial is then fitted to the 
data as shown in figure 3.22.  
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Figure 3.22: Typical plot of 1/(n2-1) vs. (hν)2 from the Wemple-DiDomenico model for the  
                      determination of n0. 
 
The WD model can be used to describe the subgap refractive index behaviour, 
where the subgap is located mainly below that of Eg (Tauc). The WD model can be 
expressed as [3.36]:  
       
    
            
⁄  ,    (3.6) 
where E0 is the single oscillator energy, which reflects the difference in energy 
between the “centres of gravity” of the conduction and valence bands. 
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Figure 3.23: Progression of E0 with increasing annealing temperature. 
 The calculated value of E0 is suggestive of an average band gap of the material. 
The calculated Tauc gap probes the optical properties near the fundamental band 
gap of the material, whereas the average gap calculated from the WD model 
provides quantitative information on the total band structure.  Ed is the dispersion 
energy, and is a measure of the strength of the interband optical transitions. Figure 
3.24 shows Ed vs. annealing temperature, 
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Figure 3.24: Progression of Ed with increasing annealing temperature. 
The value of Ed provides information mainly on the coordination number and 
mass density of the material. An overall insight on the microstructure of the 
material is gained from the use of these two parameters. 
Table 3.5 below summarises the calculated as-deposited optical constants. 
Table 3.5: Table of optical constants 
 MW 303 MW 304 
Literature 
Values [3.36] 
n0 2.75 2.50 - 
Eg (Tauc) (eV) 1.85 2.04 3.43 
E0 (eV) 3.60 3.91 7.85 
Ed (eV) 23.59 20.75 27.1 
 
 
 
 
146 
 
Using the values from the fitted straight line, the static refractive index can be 
computed, along with the values of the variables found in equation 3.6. 
The n0 values of the as-deposited were calculated as an average value of the entire 
as-deposited sample. A disparity in refractive indices is observed between MW 
303 and MW 304 as seen in Table 3.5 above. The large difference in refractive 
index is due to the varying nitrogen content in the films [3.6, 3.17]. The film 
containing the higher nitrogen content MW 304 has the lower refractive index, 
and a higher Tauc band gap. It is assumed that MW 304 has a higher density, and 
that the formation of N-H bonds in the thin should be higher [3.47]; although no 
appreciable quantity of N-H stretching vibrational bonds were observed in the 
FTIR of the as-deposited thin films.  
After the annealing experiment, an increase in refractive index was observed with 
annealing temperature. The refractive indexes of both series are seen to be moving 
towards that of a-Si:H [3.21]. The increase in refractive index is observed when 
plotting the refractive index vs. annealing temperature as shown in figure 3.25. 
The increase in refractive index is as a consequence of the increase of polarisable 
bonds [3.23] which is observed at high temperatures through the use of FTIR 
measurements.  
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 Figure 3.25: Progression of the static refractive index with annealing temperature. 
 
Furthermore the Tauc band gap (Eg (Tauc)) was calculated as explained in Chapter 
2, and an average band gap was calculated for the as-deposited thin films and 
displayed in table 3.5.  A plot of the Tauc band gap vs. annealing temperature is 
shown below. 
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Figure 3.26: Progression of Tauc band gap with annealing temperature. 
A decrease in Tauc band gap is observed as the annealing temperature increases, 
as shown in figure 3.26, lines are drawn to assist in making the trend more 
apparent.  The decrease in band gap is consistent with the thin films becoming 
more absorbent [3.17, 3.47]. It is difficult to establish an overall trend of the MW 
303 series as the film delaminates at low annealing temperatures to moderate 
annealing temperature, as observed in figure 3.26. Martínez et al. [3.48] have 
noted that replacing Si-Si bond with Si-H bonds leads to an increase in Eg (Tauc), 
equally during annealing the loss of Si-H bonds are replaced by the more 
absorbing Si-Si bonds thus decreasing the Eg (Tauc) and increasing the absorption 
coefficient.   
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Thin films with a higher refractive experience lower losses in reflection, but at the 
same time the thin films become more absorbent [3.49], which can be observed 
for both as-deposited series as annealing temperature increases. 
Similar trends are observed with the WD parameters, E0 and Ed, compared to the 
Eg (Tauc) as the annealing temperature increases. As the annealing temperature 
increases a decrease is observed in both E0 and Ed as seen in figures 3.25 and 3.26 
respectively. For MW 303 this trend is not obvious at first glance, as there are not 
as many data points as in MW 304. 
A deeper understanding of the a-SiNx microstructure is offered by Ed, which was 
obtained from the refractive index dispersion for the single oscillator model. The 
WD model was extensively used in describing the empirical relationship of the 
coordination number of the cation nearest neighbour to the anion; this was 
conducted on a variety of ionic, covalent and liquid samples. Ed can be expressed 
as [3.36]:  
          ,       (3.7) 
where β, Za, and Ne are constants specific to the material, and Nc the coordination 
number. The WD model was extended to describe amorphous materials such that  
  
 
  
   
  
  
  
  
 
  
  ,      (3.8)  
where a and b refers to the amorphous and crystalline form respectively. In an 
amorphous material Ed provides information and insight on the density and 
coordination number of the material.  
Analysis performed on the TO peak belonging to a-Si in Raman spectroscopy 
indicates an increase in the FWHM was observed after annealing MW 303 and 
MW 304 at 700
o
C, thus signifying an escalation in the disorder of the thin film. 
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The reduction in band gap, for both Eg (Tauc) and Ed observed indicates structural 
rearrangement of the material, and a reduction in Ed indicates that the density of 
the thin films increases as the annealing temperatures increase. The reduction in 
Tauc band gap is not due to a decrease in the conduction edge, but instead may be 
due to further tailing of the valence and conduction bands into the forbidden 
region as an increase in disorder occurs as indicated by the increase in Γ values 
observed in Raman Spectroscopy. The increase in disorder in the thin films due to 
the heat treatment, which causes structural rearrangement to take place at high 
temperatures. During the effusion of hydrogen and nitrogen, trap states may have 
been formed within the forbidden region, thus giving the illusion of a decreasing 
band gap, while increasing the absorption coefficient of the film. 
 
 
Conclusion 
XRD was performed to determine the bonding structure of the SiNx molecules in 
the thin film, and was characterised as amorphous in its as-deposited state. No 
change in the structure was observed after high temperature annealing and the 
structure retained its amorphous nature.  
Raman spectroscopy was used to determine if any changes in the short range 
bonding order occurred after being exposed to high temperatures. This was done 
by analysing TO peaks of the a-Si contributions in the as-deposited and annealed 
spectra and comparing the FWHM and ∆ϑb values. No change in the short-range 
order for the silicon matrix was observed for the as deposited and the annealed 
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thin film samples in both series, confirming the amorphous nature of the thin 
films.  
The measured values of Γ from the FWHM of the TO peak of a-Si:H allowed for 
the calculation of the RMS bond angle values of the same peak, the as-deposited 
samples correlated well with those for amorphous structures. After annealing an 
increase in the Γ values was observed and this was associated to an increase in 
disorder in the thin films.  
Fourie Transform Infrared Spectroscopy and Elastic Recoil Detection Analysis 
was conducted on the as-deposited and annealed thin film samples to probe both 
the bonded and total hydrogen contained in the thin films, as well as the overall 
bonded structure of the thin films. 
FTIR revealed that changes in the bonding structure occurs as the annealing 
temperature increased, causing a decrease in specific bonding configuration and 
an increase in others. At lower annealing temperatures rearrangement of the bonds 
are detected, after annealing at 600
o
C a huge loss in bonded hydrogen is observed 
in the MW 304 sample, with an increase in the bonded modes at lower 
wavenumbers.. Unfortunately the thin films belonging to the MW 303 annealing 
set were not stable at templeratures higher than 500
o
C and a similar trend could 
not be investigated. 
ERDA was conducted to reaffirm the trends observed in the FTIR as well as to 
track the changes in the total hydrogen content of the thin film. At lower 
annealing temperatures no significant change in the hydrogen content is observed, 
with slight changes in the bulk of the thin film. It is only once the thin films were 
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exposed to temperatures exceeding 500
o
C that a loss in the bulk of the thin films 
is observed. After annealing at 1000
o
C only surface hydrogen is observed. 
AFM and HRSEM were used to characterise the surface features present on the 
as-deposited and the annealed thin films for MW 303 and MW 304. An overall 
decrease in roughness was observed with increasing annealing temperature, as the 
protrusions seen in the as-deposited thin films were observed to decrease in height 
and width for each increase in annealing temperature.  
At high annealing temperatures (1000
o
C) two types of surfaces were detected by 
AFM, a blistered surface as well as a uniformly smooth surface, and this was 
corroborated with the use of HRSEM. The HRSEM detected little clusters of 
protrusions; this was not seen by the AFM due to the area selected on the surface 
of the thin film, whereas with the HRSEM, the chosen magnification and 
operating voltage allowed for a broader overview. 
The optical properties of a-SiNx both as-deposited and annealed were 
investigated. The thin films described here were deposited under varying 
conditions such as low flow rates and the low temperature of the wire, in contrast 
to the usually used conditions in literature. The results however are no different to 
those observed in the thin films deposited under high gas flow rates conditions 
and using deposition techniques such as the industrially favoured PECVD, with 
many of the same trends being observed. 
The OJL model used to describe the dielectric functions of semiconducting 
material was used to analyse the optical reflection spectra. A single layer OJL 
model on its own was not powerful enough to calculate the optical constants of 
the material, as the material is highly complex and riddled with inhomogeneities 
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due to the deposition effects. EMA theory was used to create more complex, and 
together an (EMA + OJL) optical model was used to calculate the optical 
parameters.  
The single oscillator WD model was used to calculate the optical constants from 
the results obtained from the optical model. A comparison is drawn between the 
Tauc band gap and the “centre of gravity” average gap. The latter band gap is 
calculated to be higher compared to that of the Tauc band gap, but follows the 
same decreasing trend as annealing temperature increases. 
The increase in disorder which was calculated in Raman Spectroscopy was 
correlated to the decrease in band gap as an increase in the number of trap states 
introduced into the forbidden region, and not the decrease of the conduction band. 
The refractive index was observed to increase as the annealing temperature 
increases, the refractive index values tended towards those of a-Si:H. As the 
annealing experiment progressed, and the annealing temperatures increased, 
hydrogen and nitrogen effused out of the thin films. The final product ultimately 
being like a pure semiconducting material such as a-Si:H, with the ∆ϑb values 
calculated corroborating these results.  
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Summary 
Chapter one highlights the need for sources of cheap alternative energy such as 
photovoltaic solar cells, which is a viable clean energy source to replace the 
depleting stocks of harmful fossil fuels. The conversion efficiency of a 
photovoltaic solar cell (bulk or thin film) can be increased by incorporating an 
anti-reflective coating, ensuring that the majority of the radiation is transferred to 
the active bulk layer deep within the solar cell. SiNx is put forward as a practical 
choice as an anti-reflective coating, as the optical parameters may be tailored by 
varying the deposition conditions. 
 
Chapter two undertakes a description of the deposition and post deposition 
conditions in the preparation of the two sample sets used in the current study, with 
details of the analytical techniques used in the characterisation of the thin films. 
The techniques include XRD and Raman spectroscopy for the determination of 
the structural changes which may have occurred during the heat treatment, FTIR 
and ERDA for the determination of the bonding structure and the total hydrogen 
content of the thin films respectively. AFM and HRSEM were used to study the 
evolution of the surface of the material, with increasing annealing temperature. 
The optical parameters such as refractive index and Tauc band gap were 
determined with the use of optical reflection measurements. EMA theory was 
required to successfully extract the optical parameters from the simulations.  
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In chapter three a comparison of the two types of thin films were conducted, 
describing how a difference in nitrogen content affects the overall structural and 
optical properties of the thin film during the annealing experiment. It was found 
that the thin films remained amorphous after annealing at 1000C. FTIR analysis 
showed an increase in Si-N bonds, and a shift to higher wavenumbers in both sets 
of samples. The total hydrogen content was found to decrease with an increase in 
annealing temperatures. AFM as well as HRSEM analysis revealed protruding 
structures on the surface of the thin film, which affected the as-deposited 
roughness in both series. The protrusions formed as a consequence of the growth 
process, and the size of the structures were observed to decreased as the films 
were exposed to high temperatures, reducing the overall roughness of the thin 
film. The major difference between the two series described is the difference in 
nitrogen over silicon ratio contained in the in the silicon matrix. During annealing 
the thin film with the higher N/Si ratio withstood a higher annealing temperature 
compared to the thin film containing the lower N/Si ratio, with refractive index for 
the higher N/Si ration containing thin film calculated to be lower when compared 
to the lower containing N/Si counterpart. This was attributed to the deposition 
conditions, as NH3 catalyses more readily on the hot wire compared to SiH4. A 
reduction in thickness is observed after films were exposed to high temperatures, 
as the residual gas diffuses outwards. 
 An overall decrease in band gap (Eg (Tauc) and E0) was observed as the refractive 
index increased with annealing temperature. A decrease in thin film density was 
observed as the annealing experiment progressed, and the optical parameters 
tended towards those of a pure semiconducting material, with the loss of 
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hydrogen, and the formation of absorbing Si-Si bonds. The changes in optical 
properties were linked to changes observed in structural techniques such as FTIR, 
Raman spectroscopy, and ERDA. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
