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a b s t r a c t
The direct detection of GravitationalWaves (GWs) is one of themost challenging problems
in experimental gravitation today. It necessitates the use of highly advanced large laser
interferometers such as LIGO, VIRGO, LISA, TAMA 300, GEO 600 and AIGO. The analysis
of the data from such instruments requires and combines the expertise from a multitude
of scientific disciplines. The verification of a detected signal demands an effective way to
distinguish the source signal from the background noise. Such a study is required for an all-
sky search to determine the φ and θ angles on the sky of gravitational wave sources and
their frequencies. In this paper, we present analytical solutions and associated numerical
approximations for the inner products employed in matched filtering a GW signal using
templates. An exact closed-form expression for the inner products is rigourously derived
using the special functions of mathematical physics. The inner products involve reciprocal
Eulerian gamma functions, which occur in the study of many diverse phenomena. The
spectral noise density of the VIRGO GW detector is shown to be amenable to our analysis.
Spectral noise densities like those for LIGO andGEO 600, although different and in a slightly
more restricted frequency band, are likewise amenable. We study numerical computation
of the inner products, estimate the computational time of the solution on serial and parallel
computers, and show the efficiency of the resulting algorithms. The fitting factor that
indicates the goodness of fit between a signal and a template is given in closed-form
and computed numerically. The numerical plots display an approximate symmetry in the
template φ and θ domain.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
After his formulation of the General Theory of Relativity in 1915–16, Einstein predicted the existence of gravitational
radiation for a system of accelerated masses in analogy with the emission of electromagnetic waves by a system of
accelerated charges. Gravitational waves are emitted by a variety of astrophysical sources, such as pulsars, neutron stars,
and black holes. The reality of such waves has been indirectly confirmed through long and patient observations of the binary
pulsar PSR 1913+ 16 by Hulse and Taylor who were awarded the Nobel Prize in Physics in 1993 for their work. They found
that the observed behavior is reconciled with relativity theory if the system radiates away energy in the form of GWs as
predicted by Einstein.
The direct detection of gravitational waves (GWs) from astrophysical sources is one of the most outstanding problems in
experimental gravitation today. Current efforts to directly detect these waves employ the use of large laser interferometric
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GW detectors such as LIGO, VIRGO, LISA, TAMA 300, GEO 600, and AIGO. Such detectors are opening a new window for the
study of a rich variety of nonlinear curvature phenomena. The energy carried by a GW reaching a detector on the Earth is
very minute — the dimensionless magnitude of the GW pulsar signal is≤10−26–10−28 for galactic pulsars. The noise of the
detector overwhelms the GW signal, which necessitates long observation times in order to increase the Signal to Noise ratio
(S/N). The detection of a GW signal warrants careful data analysis through the development of clever analytical methods and
problem oriented algorithms.
The remainder of this paper is organized as follows: In Section 2 we outline the general method of matched filtering
using templates. In Section 3 we analyze the spectral noise density for the French–Italian VIRGO GW detector. It is shown
that special cases of colored noise are tractable analytically without much effort, and the special case of constant spectral
noise density is used for our analysis. The problem of colored noise is important both from a mathematical computation
and experimental perspective and will be treated in a separate work. In Section 4 the model GW signal for a pulsar is given,
which is then reexpressed in amore convenient form in Section 5. In Section 6we applymatched filtering, specifically in the
evaluation of the inner product. Having obtained an analytic expression for the fitting factor, we then explore the expression
by evaluating it numerically and approximately for various test cases in Section 7. Our conclusions are then finally presented.
2. Matched filtering
Theoretical models for the shape of a GW signal from a pulsar are known [1,2], and pattern recognition techniques can
determine the presence of a parameterized model GW signal hidden in the data of a GW detector. One such technique is
matched filtering using templates, known in other disciplines as spectral unmixing or pattern/object recognition, which is
employed in this paper. The templates are a set of possible GW signal forms that are constructed through parameterized
GW models and differ in their parameterizations such as source location on the sky, frequency, spindown parameters [3],
etc. Each template of the set can be compared against the detector output and assigned a numerical value which relates to
how well the template and output match. The parameters of the template that best matches the detector output are most
likely to be representative of the true pulsar signal parameters.
In the GW literature, it is generally assumed that the background noise of the GWdetector is white, and that the detector
is linear and time invariant, which leads to a simplification of the mathematics. In this study the set of template parameters
is {f0, θ, φ}, where f0 is the pulsar’s GW frequency, and θ and φ are its polar and azimuthal angles, respectively.
Matched filtering of gravitational waves has been considered in a variety of situations. Owen and Sathyaprakash [4]
have used this technique to estimate the computational cost and template placement for inspiralling compact binaries
(black holes and neutron stars). Srivastava and Sahay (SS) have followed on the work of Dhurandhar and Sathyaprakash
[5], Mohanty and Dhurandhar [6], Mohanty [7], Apostolatos [8,9], and applied matched filtering for pulsars whose GW form
is well-known in advance to estimate the number of templates required [10]. SS have done a fairly detailed analysis utilizing
many approximations. The approach followed in this paper leads to an exact closed-form result that lends itself well to an
all-sky search using parallel computation.
The matched filtering analysis of subsequent sections relies primarily on the definition of the inner product of two
functions, denoted (h1|h2). We use the definition given by Cutler and Flanagan [11]
(h1(t)|h2(t)) ≡ 2
∫ ∞
0
h˜∗1(f )h˜2(f )+ h˜1(f )h˜∗2(f )
Sn(f )
df (1a)
=
∫ ∞
−∞
h˜∗1(f )h˜2(f )+ h˜1(f )h˜∗2(f )
Sn(f )
df (1b)
=
∫ ∞
−∞
2<
(
h˜∗1(f )h˜2(f )
)
Sn(f )
df (1c)
where h˜1 and h˜2 are the Fourier transforms of h1 and h2, respectively, and an overhead ∗ denotes complex conjugation. We
note that (h2|h1) = (h1|h2), and that in the derivation to follow one function will represent the GW source signal and the
other will represent a specific parameterized template function.
The term Fitting Factor (FF) was coined by Apostolatos [8] for what is also termed the normalized correlation by
Balasubramanian and Dhurandhar [12]. It is a scalar measure ranging from 0 to 1 of how well two functions match, taking
into account spectral noise density through the inner product formula. We use a specific case of the definition given by [8]
FF ≡ max
θ,φ
(hS(f )|hT (f ; θT , φT ))√
(hT (f ; θT , φT )|hT (f ; θT , φT ))(hS(f )|hS(f )) (2)
where hS is the source signal and hT is the template function. Using the FF, we can determine how well a signal and a given
model template match, and by trying many templates it is likely that a close match to the signal will be found. For the case
of the advanced LIGO noise spectrum an FF < 0.9 corresponds to a 27% reduction in the event rate of the relevant signals;
therefore a family of templates that leads to FF’s below 0.9 should be considered inadequate [8], which the numerical results
presented in Section 7 support.
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3. The spectral noise density
The spectral noise density, Sn(f ), of Eq. (1c) plays a crucial role in the performance of the template. The French-Italian
VIRGO1 GW detector is expected to have a spectral noise density given by 2
Sn(f ) = v0f 2 + v1 + v2 1f + v3
1
f 5
, (3)
where (in appropriate dimensions) the constants are v0 = 3.8 × 10−51, v1 = 9.5× 10−46, v2 = 1.6 × 10−43, and
v3 = 8.3×10−37. Considering the GW frequency range 200–1000 Hz, of particular interest for pulsars, we find the extremal
range values and the average to be the following:
Sn(200) ≈ 1.5× 10−46 + 9.5× 10−46 + 8× 10−46 + 2.6× 10−48 (4a)
≈ 1.9× 10−45. (4b)
Sn(1000) ≈ 3.8× 10−45 + 9.5× 10−46 + 1.6× 10−46 + 8.3× 10−52 (5a)
≈ 4.9× 10−45. (5b)
The average spectral noise density, 〈Sn(f )〉, is
〈Sn(f )〉 = 1980
∫ 1000
20
Sn(f )df (6a)
= 1
980
∫ 1000
20
(
v0f 2 + v1 + v2 1f + v3
1
f 5
)
df (6b)
= 1
980
(
v0
3
f 3 + v1f + v2 ln(f )− v34f 4
) ∣∣∣1000
20
(6c)
= 1.3× 10−45 + 9.5× 10−46 + 6.4× 10−46 + 2.1× 10−52 (6d)
= 2.9× 10−45. (6e)
The constant term, v1, of the spectral noise density gives roughly similar contribution to the first and third terms of Eq. (3).
Therefore, in the following sections of this paper we take Sn(f ) = M , whereM is a real-valued constant.
In the gravitational wave data analysis literature, the spectral noise density for optimum matched filtering is generally
taken to be a constant. However, considering the colored noise is informative as well as illustrative. We have found that the
inner product, Eq. (1c), and hence the FF, Eq. (2), has an analytic solution for at least the cases when the VIRGO spectral noise
density, Eq. (3), is equal to:
(1) v0f 2,
(2) the constant term, v1,
(3) v2f ,
(4) v1 + v2f ,
(5) v3
f 5
.
The general analysis will be shown in a forth-coming publication of ours. Also, it should be noted that the analysis for the
LIGO and GEO 600 spectral noise densities can be done in a similar manner, paying due attention to their different forms.
A concise form of the spectral noise density that incorporates important quantum effects due to the Heisenberg
uncertainty principle is given by [28]
Sn(f ) = 1
(Lpi f0)2
h¯
M
[(
1+ f
2
f 2p
)
+ f
4
0
f 4
1
(1+ f 2/f 2p )
]
(7)
where the following definitions apply: M is the mass of the mirror of the GW laser interferometer, L is the length of each
interferometer arm, f0 is obtained by finding the optimal value of the power associated with the interferometer beam (e.g.
f0 is from 10 to 100 Hz), fp is the so-called pole frequency, and h¯ is Planck’s constant. In the case of LIGO, fp ≈ 90 Hz and L = 4
km, while in the case of VIRGO fp ≈ 500 Hz and L = 3 km.
For continuous-wave (CW) searches it is assumed that the FF = 1, contrary to inspiral searches where the waveform is
somewhat unknown. The family of signal-waveforms is well known and such signals lie within the template-manifold. One
1 http://www.virgo.infn.it/.
2 Dr. Tania Regimbau of the VIRGO group.
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can always find at least one template with FF = 1 (i.e. perfect matched-filtering). Generally one is more interested in the
related question of how much SNR is lost when there is a signal in parameter-space point λs and a position λt is targeted.
Colored noise, although considered, is not much of a worry in this analysis due to the CW signals considered having very
narrow bands. In a local region around the signal-frequency, the noise is assumed to be roughly white. Furthermore the GW
data is normalized in the frequency-domain by the Power Spectral Density (PSD), thereby effectively whitening the data
before a search is performed.
The inner product, Eq. (1c), with a varying (colored) spectral noise density, representative of the VIRGO GW detector,
given by Eq. (3), degrades the FF due to the additional frequency terms. It is reassuring to note that varying colored noise
can be analyzed to a fairly good analytic approximation with the use of reciprocal Eulerian gamma function templates. Such
templates have the valuable characteristics of the weighted trigonometric functions which facilitate such an analysis. This
is not only an important mathematical and computational problem, but also of great relevance in signal processing.
4. The model GW signal
The matched filtering method requires a model of the GW signal from a pulsar. We use the model that was developed by
Valluri et al. [1] that takes into account the Doppler shift due to the rotational and orbital motion of the Earth. The frequency
modulated (FM) output of the GW signal, denoted as h(t), is expressed by
h(t) = cos(φ(t)) = <(eiφ(t)), (8)
where the phase, φ(t), is given by
φ(t) = 2pi
∫ t
t0
freceived(t ′)dt ′ = 2pi f0
∫ t
t0
(
1+ Ev · En
c
(t ′)
)
dt ′, (9)
where En ≡ (sin θ cosφ, sin θ sinφ, cos θ) is the unit vector from the solar system barycenter (SSB) origin to the pulsar, c is
the speed of light (and of the gravitational wave), f0 is the frequency of the emitted GW signal, v is the velocity vector of the
Earth in the SSB frame, and Ev·Enc (t
′) is the total Doppler Shift at time t ′ due to the rotational and orbital motion of the Earth
in the SSB frame. It is assumed without loss of accuracy that t0 = 0.
We define h+(t) = e+iφ(t) and h−(t) = e−iφ(t), which means that
h(t) = 1
2
(
eıφ(t) + e−ıφ(t)) = 1
2
(h+(t)+ h−(t)).
The Fourier transforms of h+(t) and h−(t) are denoted asH+(f ) andH−(f ), and it is the case thatH−(f ) = H∗+(−f ). It follows
that the Fourier transform of the pulsar signal h(t) is
H(f ) = 1
2
(
H+(f )+ H∗+(−f )
)
, (10)
which is the form that we will use in the derivation of the inner product between a signal from a pulsar and a template.
Valluri et al. [1] derived the following expression
H+(f ) =
∑
−∞≤n≤∞
0≤l≤∞
−l≤m≤l
pi
5
2
√
32
wr
kl+
1
2
4l
(11a)
· e−ı
(
2pi f0A
c sin θ cosφ+n(φ− pi2 )− pi2 l
)
eımφ (11b)
· N2lmP |m|l (cos(θ))P |m|l (cos(α))Jn
(
2pi f0A sin θ
c
)
(11c)
· 0(l+ 1)
0
(
l+ 32
)
0
(
l+Borb+2
2
)
0
(
l−Borb+2
2
) (11d)
· 1F3
(
l+ 1; l+ 3
2
,
l+ Borb + 2
2
,
l− Borb + 2
2
; −k
2
16
)
(11e)
· 1− e
ıpi(l−Borb)R
1− eıpi(l−Borb) e
−ı pi2 Borb . (11f)
We note that the exponential fraction of Eq. (11f) is exactly analogous to the von Laue crystal diffraction pattern that arises
in X-ray scattering.
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The following definitions apply to the previous expression:
wr ≡ Rworb (R = 365), (12)
Borb ≡ 2
(
w − w0
wr
+ m
2
+ n
2
worb
wr
)
(13)
and
k ≡ 4pi f0RE sinα
c
. (14)
worb is the orbital revolution rate of the Earth about the Sun, wr is the rotation rate of the Earth, w0 ≡ 2pi f0 is the angular
frequency of the source signal f0, A is the distance from the center of the SSB frame to the center of the Earth, RE is the radius
of the Earth, α is the colatitude of a gravitational wave detector on the surface of the Earth and would have different values
for different detectors such as LIGO and VIRGO, θ is the polar angle, φ is the azimuthal angle, and Nlm are the normalization
coefficients,
Nlm ≡
√
(2l+ 1)
4pi
(l− |m|)!
(l+ |m|)! . (15)
The definitions of the special functions of mathematical physics used in this paper are as follows: The gamma function,
denoted by 0(z), is defined as
0(z) ≡
∫ ∞
0
e−t tz−1dt, (16)
(with analytic continuation over the complex plane). A useful property is 0(n + 1) = n! when n is a positive integer. The
Bessel function, denoted by Jm(x), is defined as
Jm(x) ≡
∞∑
r=0
(−1)r
r!0(m+ r + 1)
( x
2
)m+2r
, (17)
wherem is an integer. The associated Legendre function, denoted by P |m|l , is defined for a positive integerm as
P |m|l (x) ≡ (−1)m(1− x2)m/2
(
d
dx
)m
Pl(x), (18)
where Pl(x) denotes the Legendre polynomial defined as
Pl(x) ≡ 12ll!
(
d
dx
)l
(x2 − 1)l, (19)
where l is an integer. The generalized hypergeometric function, denoted by 1F3(a; b, c, d; z), is defined in terms of the gamma
functions as
1F3(a; b, c, d; z) ≡ 0(b)0(c)0(d)
0(a)
·
∞∑
p=0
0(a+ p)
0(b+ p)0(c + p)0(d+ p)
zp
p! . (20)
5. Reexpression of H+(Bf )
To facilitate the derivation of the inner product in the next section we need to re-express Eq. (11) into an equivalent, yet
more convenient, form. We do so in the following subsections.
The argument of H+ has changed from being denoted as f to Bf , which is a frequency dependent term to be defined in
the next subsection. It is a more convenient and intuitive notation for use in the subsequent mathematics.
5.1. The exponentials
We begin our re-expression with the exponential terms of Eq. (11f)
1− eıpi(l−Borb)R
1− eıpi(l−Borb) e
−i pi2 Borb
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applying the finite geometric series formula to find
=
R∑
j=1
eıpi(l−Borb)(j−1)e−i
pi
2 Borb =
R∑
j=1
eıpi(j−1)leıpi
(
1
2−j
)
Borb (21a)
and after expanding Borb we find
=
R∑
j=1
eıpi(j−1)le2ıpi
(
1
2−j
)
Bmne2ıpi
(
1
2−j
)
Bf , (21b)
where
Borb = 2Bf + 2Bmn (22)
by introduction of the definitions
Bf ≡ w
wr
= 2pi f
wr
(23)
Bmn ≡ m2 +
n
2
worb
wr
− w0
wr
. (24)
5.2. The generalized hypergeometric function
We express Eq. (11e)
1F3
(
l+ 1; l+ 3
2
,
l+ Borb + 2
2
,
l− Borb + 2
2
; −k
2
16
)
using the infinite series representation of the generalized hypergeometric function to find
0
(
l+ 32
)
0
(
l+Borb+2
2
)
0
(
l−Borb+2
2
)
0(l+ 1) ·
∞∑
p=0
0(l+ 1+ p)
0
(
l+ 32 + p
)
0
(
l+Borb+2
2 + p
)
0
(
l−Borb+2
2 + p
)
(
− k216
)p
p! . (25)
The first fraction of gamma functions is the reciprocal of Eq. (11d) and so they will cancel one another.
5.3. The final form of H+(Bf )
We combine the results of the previous two subsections to arrive at the representation of H+(Bf ) that we will apply in
the matched filtering to follow. We introduce the g1, g2, g3, g4 and C functions to make the analysis more concise.
H+(Bf ) =
∞∑
n=−∞
∞∑
l=0
l∑
m=−l
∞∑
p=0
R∑
j=1
g1 · g2 · g3 · g4 (26a)
where the following definitions apply:
g1 ≡
√
32pi
5
2
ωr
kl+1/2
4l
(−k2
16
)p
(l+ p)!
p! ·
1
0(l+ p+ 3/2)N
2
lmP
|m|
l (cos(θ))P
|m|
l (cos(α)) · Jn
(
2pi f0A sin(θ)
c
)
(26b)
g2 ≡ exp(iC) (26c)
C ≡ pi
2
(l+ n)− 2pi f0A sin(θ) cos(φ)
c
− nφ +mφ + pi(Bmn − l) (26d)
g3 ≡ exp(ipi(l− 2Bmn)j) (26e)
g4 ≡ exp(ipi(1− 2j)Bf )
0
( l
2 + p+ 1+ Bmn + Bf
)
0
( l
2 + p+ 1− Bmn − Bf
) . (26f)
We have organized the above expression so that:
(1) g1 is a real function not involving j or Bf .
(2) g2 is a complex function not involving j or Bf .
(3) g3 and g4 are the only functions containing the j summation index.
(4) g4 is the only function containing the frequency term Bf .
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6. Derivation of the inner product
We now calculate the inner product using the definition given by Eq. (1c). In order to differentiate between the signal
and template expressions we denote the H ’s representing the signal as S’s and let the H ’s denote the template. As discussed
in Section 3, we let Sn(f ) ≡ M whereM is some real number. The inner product expression (H|S) to be evaluated is then∫ ∞
−∞
2< (H∗(Bf )S(Bf ))
M
df (27a)
=
∫ ∞
−∞
< ((H∗+(Bf )+ H+(−Bf ))(S(Bf )+ S∗(−Bf )))
M
df (27b)
= wr
2piM
∫ ∞
−∞
< [(H∗+(Bf )+ H+(−Bf ))(S(Bf )+ S∗(−Bf ))] dBf (27c)
= wr
2piM
∫ ∞
−∞
<[H∗+(Bf )S(Bf )+ H+(−Bf )S∗(−Bf )+ H∗+(Bf )S∗(−Bf )+ H+(−Bf )S(Bf )]dBf (27d)
≡ T1 + T2 + T3 + T4. (27e)
The signal and template will both contain similar summation indices n, p, l,m, j and parameters θ, φ, f0. In order to
differentiate between them we use the convention that a bar over a symbol specifies that the symbol belongs to the signal,
and a non-barred symbol belongs to the template. For example, n¯ is a summation index for the signal, while n is a summation
index for the template.
The integral over frequency is really only an integration over a g4 and a g¯4 because the only parts containing Bf are
contained in the respective g4 subfunctions. We see for the previous expression that
T1 ∝
∫ ∞
−∞
g∗4 (Bf )g¯4(Bf ) dBf (28)
T2 ∝
∫ ∞
−∞
g4(−Bf )g¯∗4 (−Bf ) dBf (29)
T3 ∝
∫ ∞
−∞
g∗4 (Bf )g¯∗4 (−Bf ) dBf (30)
T4 ∝
∫ ∞
−∞
g4(−Bf )g¯4(Bf ) dBf . (31)
It turns out that the above integrals all share the common form∫ ∞
−∞
eı2pi(j−j¯)Bf
0(c1 + Bf )0(c2 + Bf )0(d1 − Bf )0(d2 − Bf ) dBf (32)
where the c1, c2, d1, d2 definitions differ for each T :
c1 c2 d1 d2
T1 a a¯ b b¯
T2 b b¯ a a¯
T3 a b¯ b a¯
T4 b a¯ a b¯
and where for convenience we introduce the following definitions: a ≡ l2 + p+ 1+ Bmn, and b ≡ l2 + p+ 1− Bmn, which
also follow the overhead bar notation. Integration of the common form involves two separate cases: j = j¯ and otherwise.
We begin with the latter.
6.1. Integral solution when j 6= j¯
When j 6= j¯ the integrals have the same form whose solution is given by [13]∫ ∞
−∞
R(x)dx
0[c1 + x, c2 + x, d1 − x, d2 − x] = 0
[
c1 + c2 + d1 + d2 − 3
c1 + d1 − 1, c1 + d2 − 1, c2 + d1 − 1, c2 + d2 − 1
]
·
∫ 1
0
R(t)dt (33)
subject to the requirements<(c1+ c2+ d1+ d2) > 3 and R(x) = R(x+ 1). In all four cases we find<(c1+ c2+ d1+ d2) =
l+ 2p+ l¯+ 2p¯+ 4 ≥ 4 and so the first requirement is met. For the second requirement, in all four cases, we find
R(Bf ) ≡ eı2pi(j−j¯)Bf . (34)
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We see that the second requirement is also met since
R(Bf + 1) = eı2pi(j−j¯)(Bf+1) = eı2pi(j−j¯)R(Bf ) = R(Bf ). (35)
The spectral noise density of GWdetectors can be put into a partial fraction decomposition that allows for the use of Eq. (35),
which will be shown in a forthcoming publication. We find that the solution for each T is zero because∫ 1
0
R(t)dt =
∫ 1
0
eı2pi(j−j¯)tdt = 1
ı2pi(j− j¯)
(
eı2pi(j−j¯) − 1
)
= 0. (36)
6.2. Integral solution when j = j¯
We now evaluate the remaining case. When j = j¯ the exponential in the numerator of Eq. (32) is equal to 1. The integrals
then have the same form whose solution is given by [13]∫ ∞
−∞
dx
0[c1 + x, c2 + x, d1 − x, d2 − x] = 0
[
c1 + c2 + d1 + d2 − 3
c1 + d1 − 1, c1 + d2 − 1, c2 + d1 − 1, c2 + d2 − 1
]
(37)
subject to the requirement that<(c1 + c2 + d1 + d2) > 3. The requirement is met, as it is identical to that for the j 6= j¯ case
already studied.
The following definitions are used to express the integral solutions concisely:
A ≡ 0(a+ b¯− 1)0(b+ a¯− 1) (38)
B ≡ 0(a+ a¯− 1)0(b+ b¯− 1) (39)
D ≡ (l+ 2p+ l¯+ 2p¯)!
(l+ 2p)!(l¯+ 2p¯)! . (40)
The solution common to both the T1 and T2 integrals is DA , while the solution common to both the T3 and T4 integrals is
D
B .
6.3. Inner product expression snapshot
At this point the integration over frequency for the inner product is complete and we have the following expression for
the inner product
(H|S) =
∞∑
n=−∞
∞∑
l=0
l∑
m=−l
∞∑
p=0
∞∑
n¯=−∞
∞∑
l¯=0
l¯∑
m¯=−l¯
∞∑
p¯=0
R∑
j=1
wr
2piM
Dg1g¯1
[
<
{
g∗2 g
∗
3 g¯2g¯3
A
}
+<
{
g2g3g¯∗2 g¯
∗
3
A
}
+<
{
g∗2 g
∗
3 g¯
∗
2 g¯
∗
3
B
}
+<
{
g2g3g¯2g¯3
B
}]
(41a)
=
∞∑
n=−∞
∞∑
l=0
l∑
m=−l
∞∑
p=0
∞∑
n¯=−∞
∞∑
l¯=0
l¯∑
m¯=−l¯
∞∑
p¯=0
R∑
j=1
wr
2piM
Dg1g¯1
[
2
A
< (g2g3g¯∗2 g¯∗3 )+ 2B< (g2g3g¯2g¯3)
]
. (41b)
6.4. Elimination of the summation over j
Before writing out the final inner product expression we note that it can be simplified further because the inner product
is only non-zero when j = j¯ and the sum over j can be solved by using the finite geometric series summation formula.
For the first summation over j of Eq. (41b), we find
R∑
j=1
g3g¯∗3 =
R∑
j=1
eipi [(l−2Bmn)−(l¯−2B¯mn)]j =
R∑
j=1
xj (42)
where x ≡ eipi [(l−2Bmn)−(l¯−2B¯mn)]
=

x− xR+1
1− x when x 6= 1
R otherwise.
(43)
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For the second summation over j of Eq. (41b), we find
R∑
j=1
g3g¯3 =
R∑
j=1
eipi [(l−2Bmn)+(l¯−2B¯mn)]j =
R∑
j=1
xj (44)
where x ≡ eipi [(l−2Bmn)+(l¯−2B¯mn)]
=

x− xR+1
1− x when x 6= 1
R otherwise.
(45)
6.5. Final form of the inner product solution
The real part of a complex valued expression is required. To facilitate better notation we define the function G, which is
used to express the real part of the two previous complex terms:
G(w, x, y, z) ≡ SR(w, x) cos(y+ z)− SI(w, x) sin(y+ z) (46)
SR(w, x) ≡

s1s3 − s2s4
s5
when eipi(w+x) 6= 1
R otherwise
(47)
SI(w, x) ≡

s1s4 + s2s3
s5
when eipi(w+x) 6= 1
0 otherwise
(48)
where the symbols for SR and SI are defined as
s1 ≡ cos(pi(w + x))− cos(pi(w + x)(R+ 1)) (49)
s2 ≡ sin(pi(w + x))− sin(pi(w + x)(R+ 1)) (50)
s3 ≡ 1− cos(pi(w + x)) (51)
s4 ≡ sin(pi(w + x)) (52)
s5 ≡ 4 sin2
(
pi(w + x)
2
)
. (53)
We have derived the following exact closed-form solution for the inner product between a signal and a template:
(H|S) =
∞∑
p=0
∞∑
n=−∞
∞∑
l=0
l∑
m=−l
∞∑
p¯=0
∞∑
n¯=−∞
∞∑
l¯=0
l¯∑
m¯=−l¯
· wr
piM
Dg1g¯1
[
1
A
G(l− 2Bmn,−(l¯− 2B¯mn), C,−C¯)
+1
B
G(l− 2Bmn, l¯− 2B¯mn, C, C¯)
]
. (54)
7. Numerical results
Parallel and serial computer programs were written to explore the analytic solution, Eq. (54), numerically. The average
time equivalent for a single processor to calculate an inner product in the case where the indexes were truncated at
l = n = p = l¯ = n¯ = p¯ = 6 was 39 s, and in the case for l = n = p = l¯ = n¯ = p¯ = 10 the time was 5998 s. The
processors were Opterons running at 2.2 Ghz, and on average 4–7 MB of memory was used at a time. The long evaluation
times are due to the complex nature of the special functions involved and the many terms to be evaluated due to the 8
nested series summations.
Summing over terms needs to be avoided for any long sums where possible, and caching of intermediate results is
worthwhile. Gamma functions and exponentials are preferred, as using the Lanczos approximation [14] can yield extremely
quick results, while providing reasonable precision. Likewise, the development of appropriate asymptotic expansions of the
nested sums with special functions is highly desirable.
For the evaluation of the Bessel function a combination method is proposed: an iterative method is used to advance the
Bessel calculation with periodic checking using asymptotics [15] to ensure that a high degree of precision is preserved. The
Bessel functions present in the inner product can be accurately evaluated by methods of symbolic–numeric computation,
which we have shown in a paper [16].
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Calculation of the Gamma function for various parameters can be accomplished in O(1) time using the Lanczos
approximation. The coefficient series converges in 5 iterations well enough to provide at least an accuracy of 9 significant
digits over the current range of the numerical work. For the spherical harmonics the valueswere calculated using a variation
of the iterative method given in [17]. We are currently able to generate 100 Ylm values in a mean time of 0.2457 s with a
standard deviation of 0.00357 s. The calculation times follow O(l log l) with respect to l.
The program was run for various test cases. A source signal hS defined by parameters {θS, φS, fS}was matched against a
large set of template functions hT defined by various sets of parameters {θT , φT , fT }.
The program truncated the infinite summation indexes to values typically equal to 6 or 10 in order obtain numerical
results in reasonable times. The individual summands were stored in small groups and then added together using the Kahan
summation algorithm to yield more accurate values. For the parallel implementation, the outermost summation over the
index p, from 0 to pmax, was distributed among pmax+1 separate processors and their respective partial sumswere returned
to a central processor to obtain the total summation. The simple distributionwas quite effective in reducing the computation
times, and could be further improved by distributing the partial sums among a greater number of processors.
We now obtain an analytic bound for the summand of the inner product expressed by Eq. (54). Upper bounds for the
special functions and other factors of the summandwill be given, and then their product will give rise to an upper bound for
the total summand. The analytic bound can be used to obtain the rate of convergence of the inner product when the infinite
series are truncated to obtain numerical results. This analysis is currently under study and not complete.
The g1 function, Eq. (26b), (and similarly for the barred version) present in the inner product solution has the following
bounds for its factors:
(l+ p)!
0(l+ p+ 32 )
<
(l+ p)!
0(l+ p+ 2) (55a)
= (l+ p)!
(l+ p+ 1)! (55b)
= (l+ p)!
(l+ p+ 1)(l+ p)! (55c)
= 1
l+ p+ 1 . (55d)
The associated Legendre polynomials multiplied by a component factor of an Nlm with 1 ≤ m ≤ n has a bound [18]
max
x∈[−1,1]
|P |m|l (x)|
√
(l− |m|)!
(l+ |m|)! <
25/4
pi3/4
1
m1/4
. (56)
Using the above bound for the two associated Legendre functions we find
|Nlm|2|P |m|l (cos(θ))||P |m|l (cos(α))| <
(2l+ 1)
4pi
(
25/4
pi3/4
1
m1/4
)2
. (57a)
The Bessel function has bounds given by [18]
|Jm(x)| ≤

2/
√
pi
[1+ (pi4/16)x4]1/16 whenm ≥ 1,
1
[1+ (pi4/16)x4]1/8 whenm = 0.
(58)
For the product of two gamma functions we find [19]
0
( r
2
+ s+ Q
)
0
( r
2
+ s− Q
)
=
(
r∏
j=1
(r + s+ d− j)
)
((s− 1)!)2 ·
(
pid
sin(pid)
)( s−1∏
m=1
(
1− d
2
m2
))
, (59)
with s ≡ p+ p¯+ 1, r ≡ l+ l¯, d ≡ Q − r2 . When applied to A, Q = Bmn + B¯mn, and when applied to B, Q = Bmn − B¯mn.
For the factor D, recall that
D = (l+ 2p+ l¯+ 2p¯)!
(l+ 2p)!(l¯+ 2p¯)! , (60)
which is the reciprocal of the Beta function B(l+ 2p, l+ 2p¯).
The remaining bound for the summand is for the function G. Looking at its definitionwe see that because G is a linear sum
of two functions multiplied by the trigonometric functions sin and cos, its bounds will be determined by the bounds of SR
and SI . Although the previous functions involve the reciprocal of s5, which can result in a value of 0 for certain combinations
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Fig. 1. The FF versus φ and θ for a signal with {α, φ, θ, f0}signal = {90, 72, 69, 800.01} and with templates with {α, φ, θ, f0}template = {90, varied, varied,
800.01}. The infinite summation indexes were truncated at l = n = p = l¯ = n¯ = p¯ = 6. The 4225 fitting factors were calculated in 329 070 s.
Fig. 2. The FF versus φT for {α, φ, θ, f0}signal = {90, 72, 69, 800.01} and {α, φ, θ, f0}template = {90, varied, 69, 800.01}. The summation indexes were
truncated to l = n = p = l¯ = n¯ = p¯ = 10 and the runtime was 4330 576 s.
of w and x arguments, the functions SR and SI are in fact always finite due to cancellation of the denominator s5, as can be
checked by use of a few trigonometric identities.
A more detailed analysis of the truncated series warrants careful study.
We numerically calculated the fitting factors, using the inner products given by Eq. (54) with Eq. (2), for various signal
and template parameters, which we now present. It should be noted that the values of the signal and template parameters
themselves, the angles and frequency, do not affect the computation times.
In order to study the relationship between the source angles φ and θ , and those angles parameterizing a template, we
fixed α = 90 degrees and f0 = 800.01 Hz for both the pulsar GW signal and the templates. In Fig. 1 we show the results
of a study over a fine mesh in the template φ and θ parameter domain. Templates parameterized by differing θ and φ were
generated and totalled in number at 4225. The total computation time equivalent to a single processor was 329 070 s. The
resolution of the angle mesh is not for every degree, however it is detailed enough to show a definite pattern. There are two
main structures, which appear as parallel mountain ranges in the θT direction. One of them is with φT = 72 degrees, which
is the same as the signal itself, and the other is at φT + 180 = 252 degrees. Between the two main structures the fitting
factor values are quite low, and the pattern is that of smaller mountain ranges in the same direction as the two main ones.
There appears to be a definite relationship between φT = φS and φT = φS + 180 degrees. Having seen the larger structure
of the parameter space, we now look at finer plots of the ranges and their cross sections.
To study the variation of fitting factor with template φ, we fixed θ of the templates to be equal to that of the GW signal,
which was θS = 69 degrees. The templates differed in φ by 1 degree, with all other values being identical, and were found
for the entire φT interval. The 360 fitting factors were calculated in an equivalent single processor time of 4330576 s, with
the summation indexes truncated to 10. The resulting values were plotted and are shown in Fig. 2.
The largest FF has a value of very close to 1 and occurs at template φ = 72 degrees, which is a perfect match for the GW
signal. The figure shows a striking change in FF value over a single degree change in φT . This can be accounted for by the
cumulative sensitivity of the many periodic special functions of mathematical physics and the trigonometric functions that
are part of the inner product solution. As noted in an earlier section, a FF lower limit of ≈0.9 will signify that a template’s
parameters are close to that of the signal. For the present case there would only be 2 candidate parameter sets, andwe know
that one of them matches the actual signals. The second large peak at φT = 252 degrees belongs to the second mountain
range of Fig. 1.
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Fig. 3. The FF versus φT for {α, φ, θ, f0}signal = {90, 72, 69, 800.01} and {α, φ, θ, f0}template = {90, varied, 159, 800.01}. The summation indexes were
truncated to l = n = p = l¯ = n¯ = p¯ = 10 and the runtime was 4266 016 s.
Fig. 4. The FF versus θT for {α, φ, θ, f0}signal = {90, 72, 69, 800.01} and {α, φ, θ, f0}template = {90, 72, varied, 800.01}. The summation indexes were
truncated to l = n = p = l¯ = n¯ = p¯ = 10 and the runtime was 2159 315 s.
Fig. 5. The FF versus θT for {α, φ, θ, f0}signal = {90, 72, 69, 800.01} and {α, φ, θ, f0}template = {90, 252, varied, 800.01}. The summation indexes were
truncated to l = n = p = l¯ = n¯ = p¯ = 10 and the runtime was 2145 032 s.
To see in detailwhat happens if the template θ does notmatch that of theGWsignal,we showFig. 3. The signal parameters
were the same as for Fig. 2, but this time θ of the templates was θT = θS + 90 = 159 degrees larger than that of the signal.
The FF was again calculated for each template, where the templates differed only in φ, and ranged from 0 to 360 degrees.
The resulting figure does not show any FF values above ≈ 0.41. Using the criterion of a FF > 0.9 to signify a good match,
none of the templates observed at θT = 159 are close to matching. Having looked at the variation of the FF with φT in detail,
we now look at the variation in FF with θT by observing the two mountain ranges up close.
Using the same signal as before, and with fT = fS and φT = φS , we observe the mountain range containing the
signal parameters up close by plotting FF versus θT , which is shown in Fig. 4. The maximum FF, and greatest match, is
at θT = θS = 72 degrees, as expected. However, there are also two other peaks greater than the 0.9 threshold. Combining
knowledge of the FF from the varying φ plot, the greatest match for both angles is at the actual signal angles. A high degree
of symmetry is also seen in the plot, which we are currently working to explain analytically.
Looking at the second mountain range at φT = φS + 180 = 252 degrees, shown in Fig. 5, we see the same general shape
as for the the first mountain range, however the maximum peak is lower than before and there are now only two peaks that
are at 0.9 or greater. Interestingly, one of them is at θT = 72 degrees, and the other at θT = 110 degrees.
8. Conclusions
Matched filtering a GW pulsar signal using templates is shown to be possible. It poses a challenge for both symbolic and
parallel computation. Although good values are obtained when the series summations are truncated at 10, it is desirable to
use larger indices to obtain a more desirable accuracy, and to do so within a reasonable runtime.
Using the Fourier transformed GW signal from a pulsar as formulated by [2] we obtained an exact analytical expression,
where others usedmany approximations, for the inner product, and so fitting factor, of a simulated gravitational wave signal
with a set of template functions. The expression relies on use of the special functions of mathematical physics, with the
interesting connection between the signal and template being contained in the reciprocal product of two gamma functions.
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The gamma, Legendre, Bessel, and hypergeometric functions have importance in many applications [20]. Use of symbolic
numerical method for their fast and accurate evaluation warrants further study of its own. We note at this time that using
a more sophisticated model signal that takes into account further effects such as perturbations due to Jupiter and the Moon
also gives rise to similar gamma functions. It would be interesting to explore further the connection of matched filtering to
the use of templates that involve products of reciprocal Eulerian gamma functions.
The numerical studies showed that, in the cases studied, the matched filtering method gave a value significantly
close to 1 for the fitting factor when the signal and template parameter sets were equal or when they were relatively
close. The numerical results of Fig. 1 show that the largest FF values are obtained along ranges of θ when φT = φS or
φT = φS + 180 degrees. The numerical aspect of this research could be advanced further by either more efficient coding of
the algorithms used in the calculations, or the finding of possible symmetries in the inner products expression, which the
observations hint at.
The improvement of the bounds presented in Eqs. (55)–(60) is an interesting problem thatwarrants further study. Having
tighter bounds would result in a better choice for the summation indices to reach a desired accuracy for the inner products.
Development of an asymptotic expansion of the inner product using the special functions of mathematical physics would
also be extremely useful. This study is currently in progress.
An unpublished study of ours, using a more sophisticated model for the GW signal from a pulsar, also resulted in an
analytic expression for the inner product, though much more complex — the number of summations and special functions
are increased. The additional complexity is due to the Jovian, eccentric orbit, and Lunar perturbations in the Fourier transform
of the GW pulsar model. Its similar inclusion of reciprocal gamma functions whose arguments involve terms from both a
signal and a template, as well as results of other authors such as Buonanno et al. [21,22], leads us to consider the possibility
that the reciprocal gamma functions are playing a deeper role than is currently known. The gamma functions have found an
innumerable variety of applications, such as in problems ofQuantumMechanics,Magnetic Resonance Imaging,Meteorology,
and FinancialMathematics [23–26]. It is of great interest to note that the gravitational wave pulsar signal aswell as the inner
product of the signal and the template have the same pattern as seen in radar ambiguity signal correlations and theWigner–
Ville distribution. The latter, being introduced first in the context of quantummechanics, has found important applications
in the fundamental study of radar ambiguity signals. It is hardly surprising that the gamma functions envisioned by Leonhard
Euler, whose Tricentennial occurred this previous year, find innumerable interesting connections and applications in ways
that are not easily fathomed.
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