Chain-dependent and independent exponential, gamma, and mixed exponential distributions are compared as models for the distribution of daily precipitation. Parameters for each distribution are estimated by maximum likelihood techniques for 14-day periods. The Akaike information criterion is used to select the most appropriate distribution for each period and for the entire year. For the five U.S. stations studied, the independent mixed exponential distribution was the best on the basis of the Akaike information criterion, and the independent gamma and chain-dependent gamma ranked second and third, respectively. Fourier series are fit to the parameters by least squares to provide starting values for subsequent numerical maximum likelihood estimates of the Fourier coefficients. According to the Akaike information criterion, the Fourier series description of model parameters for the mixed exponential model is superior to the specification of parameters for each 14-day period.
Introduction

Woolhiser and Pegram
used direct numerical maxi mum likelihood estimates of Fourier coefficients to describe the seasonal variation of parameters in a stochastic model of daily precipitation. They demonstrated the technique using a first-order Markov chain as the occurrence process and a mixed exponential distribution for the daily precipitation. They suggested that it may be possible to map the means, amplitudes, and phase angles for significant harmonics to provide a parsimonious regionalized model of the point precipitation process. In a previous paper [Rolddn and Woolhiser, this issue] we used the techniques described by Woolhiser and Pegram to compare the Markov chain with another alternating renewal process. In this paper we com pare the mixed exponential distribution with two other independent distributions and four chain-dependent distribu tions for 14-day time periods and on an annual basis. The overall objective of this work is to find a parsimonious model of the distribution of daily precipitation that is adapted to a Fourier series representation of the time variations in the parameters.
Several methods have been presented in the literature for modeling precipitation amounts on wet days. The most common approach is to assume that precipitation amounts on successive days are independent and to fit some theoreti cal distribution to the precipitation amounts [Todorovic and Woolhiser, 1974 Woolhiser, , 1975 Woolhiser et al., 1973; Smith and Schreiber, 1974] . A second approach is to assume that precipitation amounts are independent but that the distribu tion function depends on whether the previous day was wet or dry (i.e., a chain-dependent process [Katz, 1977a] ). Buishand [1977] distinguished between three different types This paper is not subject to U.S. copyright. Published in 1982 by the American Geophysical Union.
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of wet days, namely, solitary wet days, wet days bounded on one side by a wet day and on the other by a dry day, and wet days bounded on both sides by a wet day.
Theoretical distributions used include the exponential Woolhiser, 1974, 1975; Woolhiser et al., 1973] , the mixed exponential [Smith and Schreiber, 1974; Woolhiser and Pegram, 1979] , the gamma [Ison et al., 1971; Katz, 19776; Buishand, 1977] , and the kappa [Mielke, 1973] . The seasonal variation of parameters has been handled by estimating parameters for discrete periods, by fitting Fourier series to the period values using least squares techniques [Ison et al., 1971; Buishand, 1977] , or by fitting Fourier series using direct maximum likelihood techniques [Wool hiser and Pegram, 1979] . Each of these models requires a different number of parameters, depending on dependence assumptions and the choice of the theoretical distribution. For example, the independent exponential requires one parameter, which makes it admirably suited to certain analytic results [Todoro vic and Woolhiser, 1974] , while the gamma distribution, with three types of wet days, requires six parameters. Because one of the goals of this approach is a parsimonious model, we have subjectively eliminated Buishand's approach from consideration.
Distributions Studied
The precipitation process under consideration can be described by a bivariate sequence of random variables {(X" Y,): t = 1, 2, • • •}. If precipitation occurs on day /, it is said to be a wet day and X, = 1; if not, it is a dry day and X, = 0.
Y, is the amount of precipitation that falls on day /. The {Y,} process is a sequence of real-valued random variables which satisfies the following requirements:
1. The distribution of Y, depends on X,-\ and X,. 2. Given the {X,} process, the Y, are independent. We will consider two special cases for the sequence {Yt}.
1. The Y, are independent random variables with distri- Total population of wet days is indicatd by (1), (2) means population of wet days preceded by a wet day, and (3) is population of wet days preceded by a dry day.
*Data were subdivided into 14-day periods (see the section on analysis of data). 
For the first case we see that given a wet day on day /, the amount of precipitation which occurs on that day is chosen from one of two distributions for calendar day n, depending on whether the previous day was dry or wet. For the second case the amount of precipitation on day / is chosen from a single distribution for calendar day «, i.e., it is not affected by the state (wet or dry) of day / -1.
If these distributions are independent of the calendar day within a season and if the sequence {X,} is a first-order Markov chain, both cases are so-called chain-dependent processes [Katz, 1977a, b\. Case 2 is similar to the process considered by Todorovic and Woolhiser [1975] .
We will take some liberty with the terminology and refer to the sequence {Y,}f described by (1), as chain-dependent, and the sequence {Y,}, described by (2), as independent.
Independence here is understood in the sense that
Although the process {X,} is frequently described by a Markov chain, the analyses in this paper does not place that restriction on {X,}.
We will examine three distribution functions in this paper, the exponential, the gamma, and the mixed exponential. The probability density functions are as follows.
Exponential:
Gamma:
Mixed exponential:
Each of the three distributions specified by (3H5) were used for the 'independent process' (Case 2). The exponential and the gamma distributions were used for the chain-depen dent processes. The number of parameters for each process studied is shown in Table 1 . To account for seasonal variability, each of the parameters in (3M5) can be ex pressed in terms of the polar form of a finite Fourier series:
where./ = I, kik = 1, 2, 3, or 4, number of parameters), n = 1, 2 • • • 365, m is the maximum number of harmonics, C,/ is the amplitude, <£,, is the phase angle, and Aj is the mean of each parameter.
Maximum Likelihood Equations
The coefficients AJt Cyt, <£,,-, j = 1, k; i = 1, m for each process can be estimated by direct numerical optimization techniques. The log likelihood functions are as follows.
Exponential:
where pit) is the number of wet days for day i, / = 1, 2, • • • 365 for the period of record, ytf is the amount of precipitation for the 7th wet day for day /, and each parame ter is expressed in the form specified by (6). Similar expres sions were used for the chain-dependent processes, except that the wet days were separated into two classes: wet days preceeded by a dry day and wet days preceeded by a wet day.
Let 9/, QgJ and 9/, be vectors whose elements are the coefficients of the Fourier series describing the parameter set for each distribution. The objective is to find the estimate 9 of 9 that maximizes log L in (7), (8), and (9). Furthermore, the maximum likelihood function so obtained can be utilized in calculating the Akaike information criterion [Akaike, 1974] to choose the distribution which best fits the data for several stations when the parameters are allowed to vary with time, as specified by (6).
Analysis of Data
Stations Investigated
Daily precipitation data were obtained from the National Weather Service for the following stations: (1) Wichita, Kansas, with 20 years of record, (2) Kansas City, Missouri, with 25 years, (3) Tallahassee, Florida, with 23 years, (4) Sheridan, Wyoming, with 20 years, and (5) Indianapolis, Indiana, with 20 years. The data were arranged so that day 1 was March 1, and the extra day during leap year was ignored. First, the data were subdivided into 14-day periods, and maximum likelihood estimates of parameters for each distribution were obtained assuming the parameters are constant within each period.
We did not test the degree of dependence between precipi tation amounts on consecutive days. Other investigators have found that the hypothesis of no dependence either cannot be rejected or that the dependence is very weak [Buishand, 1977; Katz, 1977a] .
Estimation of Parameters
The maximum likelihood estimates of parameters for the 14-day periods were obtained as follows.
Exponential Distribution. (12) where yj is the sample mean daily precipitation for period j.
Mixed Exponential Distribution. The maximum likeli hood expressions for parameters in the mixed exponential distribution are also in implicit form, so Newton-Raphson iteration was also used to estimate the parameters. 
Occasionally, the search procedure led to a local optimum when a approached 0 or 1, or B approached 6. Under these circumstances the mixed exponential approaches the single exponential. Classical hypothesis testing procedures cannot be used to identify the best of the alternative models considered here.
Although each of the models can be considered as a special case of the chain dependent mixed gamma distribution, the different restrictions on the parameter vector prevents the use of the likelihood ratio test for nine of the possible 21 pairwise combinations. Akaike [1974] has suggested an ob jective method of model identification designed to overcome this problem. The unknown distribution is a member of the parametric family /Cy|0).The parameter vector 9 is limited to some maximum dimension M. A candidate model to be tested has the dimension k. The Akaike information criterion (AIC) is AIC(A:) = AT' -2 log Liy, 9* Liy,d M + 2k-M (14) where N is the number of observations and Liy, 9) repre sents the likelihood function. With M and N fixed, the constant factors in (14) may be omitted to give AIC(*) = -2 log Liy, 9*) + 2k (15) As the number of independent parameters, k, increases, the likelihood Liy, dk) increases; however, the uncertainty of the model, which is proportional to 2k, also increases. The best model is the one defined by the minimum AIC.
The likelihood ratio test can be used to evaluate alterna tive distributions when they belong to the same family. For example, if we wish to consider whether the use of the gamma distribution, rather than the exponential distribution, results in a significantly improved fit for period j, we assume that the density function has the form /,<y, e,) = y*-1 exp i-ylyj) yjSj nsj) and test the Null hypothesis: //0:9, = 9/ = i8j= l,y/) against the alternative: //,: 9, = idj, yj).
Let Liy, 9') be the maximum likelihood function when H0 is true and Liy, 9) be the maximum likelihood function under the alternative hypothesis. Under certain regularity condi tions, the statistic -2 log^LCy, 9')/L(y, 9)} has a distribution that approaches the chi square distribution for large n with degrees of freedom equal to the number of parameters determined by H0. For comparisons between distributions with the same number of parameters, for example, the mixed exponential and the three-parameter chain-dependent distri butions, the distribution with the greatest likelihood function can be chosen. The AIC was calculated for each distribution for each 14-day period, and the distribution with minimum AIC was identified.
Evaluation Procedures
The number of periods out of a total of 26 for which a given distribution was the best, according to the Akaike information criterion, is shown in Table 2 . According to this criterion, the mixed exponential distribution (MED) pro- (1), (2) and (3) as in Table 1. vides the best fit, ranking first for over half of the periods for all stations. Surprisingly, the chain-dependent processes are best for only 12 station periods out of a total of 130. A detailed presentation of the results for each period for each station would be too voluminous to present in this paper. However, the appropriate statistics for the alternative distri butions considered are presented in Table 3 for period 14 for Indianapolis as an example and to demonstrate the relation ship between the AIC and the classical likelihood ratio test. As Akaike [1974, p. 720] has noted, When the models are specified by a successive increase of restrictions on the parameter 0of f\x\6), theMAICE (minimum information theoretical criterion estimate) procedure takes a form of repeated applications of conventional log-likelihood ratio tests of goodness of fit with automatically adjusted levels of significance defined by the terms + 2k.
To compare distributions on an annual basis, the 14-day period values of the log-likelihood functions were added together to form a composite likelihood function, and the Akaike information criterion was calculated. The values of the log-likelihood function and the AIC for each distribution are shown in Table 4 . The mixed exponential distribution is the best for all stations, and the exponential is the worst. The independent gamma ranks second and the chain-dependent gamma third, according to the Akaike information criterion.
This ranking is consistent for all stations except Sheridan, where the Exp(3) + Gam(2) ranks second, and the chaindependent exponential third. From the statistics presented in Tables 3 and 4 , it can be concluded that the mixed exponen tial distribution provides the best description of precipitation for 14-day periods for these stations.
Because it is possible that a distribution that provides the best fit for short time periods may not perform as well when the parameters are allowed to vary as specified by a Fourier series, we calculated Fourier coefficients for the first two harmonics for each parameter by least squares techniques and used daily parameter values derived from the series to calculate a likelihood function for the entire year for each case and for each station. The log-likelihood functions and the AIC are shown in Table 5 . It can be seen that for the mixed exponential distribution, the AIC is always smaller when using the Fourier series representation than the indi vidual values for the 14-day periods are, although there is a reduction in the likelihood. The AIC for the Fourier series representation was greater than the AIC for the composite of seasons only eight times out of the possible 35 shown. This suggests that the improvement in the likelihood function, using 14-day period estimates, is not statistically better than using the smaller number of Fourier coefficients. If maxi mum likelihood (rather than least squares) estimates of the Fourier coefficients had been used, the AIC would be even (1), (2), and (3) are as in (1), (2), and (3) as in Table 1 .
more favorable. With the Fourier series representation of parameters the chain-dependent gamma distribution appears to be slightly better than the independent gamma distribu tion. It is important to note that the likelihood function for the MED, using Fourier coefficients shown in Table 5 , is higher than the likelihood function for the second-best distribution (chain-dependent gamma) evaluated for 14-day periods for three out of five stations. Although optimization of the Fourier coefficients and application of the likelihood ratio test or AIC to determine the number of significant harmonics will result in moderate increases in the log likelihood functions shown in Table 5 and in a significant reduction in the number of parameters, the substantial difference between the likelihood functions for the mixed exponential distribution and the chain-dependent gamma precludes any change in the first ranked distribution. For this reason we can confine our attention on the optimization of Fourier coefficients to the mixed exponential distribution. , 1973] . Those that were significant were entered into subsequent optimizations in an order determined by the incremental increase in the log-likelihood function due to that harmonic. The screening was also performed using the likelihood ratio test at the 0.10 level, but for the cases we studied, it had no effect on the final results.
The three optimization strategies used were (1) sequential optimization of each mean along with the amplitude and 271.69 -513.38 184.85 -339.71 -907.18 1844.37 2204.92 -4379.85T 402.78 -775.55 15 (1), (2), and (3) as in Table 1 .
tAIC for Fourier series representation greater than AIC for composite. LS stands for least squares; ML, for maximum likelihood. NS means not significant at 0.01 level.
phase angle of each harmonic that passed the screening test, (2) simultaneous optimization of the means of a, B, and 8 followed by sequential optimization of each mean along with amplitude and phase angle of each harmonic, and (3) simulta neous optimization of the three means followed by sequen tial two-parameter optimizations of the amplitude and phase angle of each harmonic. A maximum of two harmonics was considered, and only one harmonic was optimized at each stage. The first harmonic was analyzed for all parameters, followed by the second harmonic. If an optimized parameter was not significant at the 0.01 level according to the likeli hood ratio test, it was dropped. Akaike's information criteri on gave the same results. Least squares procedures were used to estimate starting LS stands for least squares; ML, for maximum likelihood. NS means not significant at 0.01 level. Fletcher [1972] . A penalty function was added to the likeli hood function to constrain the parameters, as specified by (9) and (6). In all cases the penalty function was only required in the early stage of the search; optimal values of the parameters were always well within the constraints.
The decision to limit the number of harmonics to two was made to conserve computer costs. Although higher harmon ics may be significantfor some parameters, it is unlikely that the ranking of optimization strategies would change if they were considered.
The results of the optimization, using strategies 1, 2, and 3 as described above, and a procedure without screening are shown for Tallahassee and Sheridan in Tables 6a and 6b.
Column 4 in Tables 6a and 6b includes the initial (obtained by least squares) and final (obtained by maximum likelihood) values of the three parameter means when they are simulta neously optimized (cases 2 and 3). Column 6 includes the initial (obtained by least squares, case 1, and procedure without screening, or by maximum likelihood, case 2), and the final values (obtained by maximum likelihood) of three means when they are optimized along with amplitude and phase angle of each harmonic. If there are no significant harmonics, the final value of the parameter mean is equal to its initial value, and it is not shown. Strategy 1 is directly comparable to the procedure that used no screening except for the order in which the parame ters were optimized. For Tallahassee the results were identi cal because only one harmonic was significant. For Sheri dan, strategy 1 resulted in a higher log-likelihood value with fewer coefficients. Strategy 1 required much less computer time for both stations. The final log-likelihood function attained and the numerical values of the amplitudes and phase angles differ for different strategies because of the dependence structure of the coefficients. The correlation between the significant coefficients was calculated by meth ods given by Woolhiserand Pegram [1979] 
Discussion
Although it appears that the mixed exponential distribu tion is superior to the alternatives for the data analyzed in this study, it is possible that the ordering could change if longer records were used. Akaike's theory of model identifi cation is applicable for a large sample. For the relatively short periods of record we used (20 to 25 years) and for 14-day periods within the year, the sample size ranged from 40 to 193. For the chain-dependent processes the sample size for precipitation, with the previous day wet, ranged from 14 to 128. Eidsvik [1980] found that the order of a Markov chain for the occurrence and nonoccurrence of daily precipitation, as identified by the Akaikecriterion, increasedas the sample size increased. With monthly intervals, he concluded that 30 years of data were not sufficient to obtain stable estimates of the Markov chain for three stations in Norway.
We have observed that increasing the record length from 20 to 40 years resulted in the identification of more harmon ics in the Fourier series representation of parameters for several South Dakota stations, but budgetary and time constraints prevented an analysis of the effects of record length on model identification. This appears to be a fruitful area for further research.
Conclusions
A comparison of the chain-dependent and independent exponential, gamma, and mixed exponential distributions showed that, for five U.S. stations, the mixed exponential described the distribution of daily precipitation best on the basis of the likelihood function and the Akaike information criterion for 14-day periods and on an annual basis. The independent gamma and the chain-dependent gamma distri bution ranked second and third, respectively. When seasonal variations in the parameters are fitted by finite Fourier series, the Akaike information criterion is reduced, suggesting that the composite likelihood function, using parameters estimated for 14-day periods, is not statisti cally better than the smaller likelihood function obtained using the much smaller number of Fourier coefficients. With Fourier representation of parameters the chain-dependent gamma distribution appears to be slightly better than the independent gamma. The Fourier coefficients describing the seasonal variation of parameters for the mixed exponential distribution are mutually dependent. We found that a screening procedure to identify the harmonics that are likely to be significant, coupled with a sequential optimization process whereby the means are optimized simultaneously and followed by two parameter optimizations for significant harmonics, provided approximate maximum likelihood functions with acceptable computer time requirements. On the basis of the compari sons made in this paper, the mixed exponential distribution is recommended for development of regionalized models of point precipitation with seasonal parameter variation ac counted for by Fourier series.
