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INTRODUCTION 
The suboptimization method of interval linear programming, recently 
developed by the authors, is the basis of the algorithm proposed here for the 
solution of the discrete linear L1 approximation problem, stated in Section 1. 
Interval programming is introduced in Section 2. The algorithm is presented 
in Section 3 and its advantages over previous linear programming approaches 
are discussed in Section 4. Two worked examples are included. 
1. THEDISCRETE LINEAR L1 AP~RO~I~~~~~P~~~LE~ 
This problem is stated as: 
minimize itl Ieil, 
subject o 
where the matrix F = (fij) and the vector t = (ti) are given; the vectors E = (cl) 
andx=(x,)aretobefound(i= 1, . . . . n;j= 1, . . . . m)- 
Such problems arise, for instance, if a given data ((So, i’J: i = 1, . . ~, ZZ> is to be 
approximated, in the sense of the L1 norm, by a linear combination of given 
functions (gj( ) :j = 1, . . ., m}. The problem is then: 
minimize 
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subject to 
jzl gj(sd xj + Ei = tl (i = 1,. . ., n), 
which is (1) withf,j = gj(Si). 
The dual problem (see, e.g., [6], [7]) of the linear program (1) is: 
maximize 
subject o 
t=y, 
J?=y==o 
-eSyye, 
(3) 
where?=(i,I ,..., 1). 
The problem (l), and the analogously defined discrete linear L, approxima- 
tion problem, were solved by linear programming techniques (see, e.g., [11-V], 
[12]-[14], and the survey [9]). If m is large, then (1) can be solved via its dual 
(3), see, e.g., [Id], [9]. Likewise, in this paper, (1) is solved via (3), which is 
solved by the suboptimization method of interval programming, [N], 1211, 
Possible advantages of this approach are discussed in Section 4. 
2. INTERVALLINEARPROGRAMMING 
This name, abbreviated IP, is the term coined in [IO] to denote the theory, 
computations and applications of extremization problems (called interval 
programs or IP’s) of the form 
maximize 
subject o 
CTX (4) 
b-6 Axzb+, 
where the matrix A, and the vectors b-, b+, c are given. IP is an alternative 
formulation of linear programming, see, e.g., [5], offering explicit solutions in 
some special cases, see, e.g., 141, [15], and efficient iterative methods in the 
general case [10], [Jr]. A simplified version of the suboptimization method of 
[II] is used here to solve (3), which is an IP with 
A=F), b-=(%), b+=(i). 
The simplification is possible because the IP (3) is feasible, bounded and its 
coefficient matrix A is of full column rank, thus eliminating the corresponding 
steps in [11]. 
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3. THE SUBOPTIMIZATION A~~~RI~~ 
This finite iterative method for solving 
maximize 
subject o 
solves at the vth iteration, v 2 1, an auxiliary problem, denoted (AP. V) : 
maximize tTY (41 
subject to 
b(“)- 5 A”v’y 2 b’“)+ - (52) 
bhP)- < ahP)y < bh(“)+> (6-v) 
where (5-v) is a set of IE constraints from (3), chosen so that A@‘) is non-singular, 
and (6.~) is a single constraint of (3). 
(AP. v), Y 2 1, is thus a subproblem of (3), accounting for the title of this 
section. 
The vth iteration, v 2 1. 
Denote by: 
e optimal solution of (4), (5.~) 
y(&‘) -the optimal solution of (4), (5.v), (6.~). 
Forv=l,let 
A”’ = 1 > b”‘- = -e, b’“‘” = e 7 
and let (6.1) be any constraint from the remaining constraints 
OsFTy$O 
of (3). Then y(O) = (yi”), i = 1, . . ., n, 
the solution of 
maximize tTy 
subject o 
is clearly : 
where -1 G Bi G 1 is arbitrary. 
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For v > 1 we assume that ycV-l) and (A(“))-i are known. 
If y(“-l) satisfies (6.~) then 
Y w - -Y W-1) 
Otherwise ye’) is obtained from y(“-‘) as follows : Let 
ahoJ) (v-1) 
A= y 
( 
_ pw+ if positive 
ahW yC~-l, _ bhW-- if negative 
be the amount by which (6.~) is violated at y(“-l), and let 
(94 
(1O.v) 
where 
Q = {i: 1 < i < n, (u~@‘)(A(“))-~)~ $10, yi 2 0} 
(t+l’“‘)-‘)i 
Yi = (ah(v)(&‘))-l)i sign A* 
(1l.v) 
(12.v) 
Remark. Q is the index set of the components of (A(y)y@‘-l)) which can be 
changed in order to move (6.~) towards feasibility, while maintaining feasibility 
in (5.~). yi is the marginal cost of such a change in (A(‘)Y(‘-~))~, i E Q. 
Now let the (say q) indices in Q be ordered by 
where 
Q = ik,, kz, . . ., kg} (13.v) 
and 
Yk, < Yk2 < * * * < Yk, (14.v) 
k < kt+l if Yki = Ki+l* (15.v) 
Remark. (15.~) is a “tie breaking rule” which, like the Charnes’ perturbation 
in the simplex algorithm, prevents cycling, see, e.g., [6]. 
Then y (“) is given by : 
y(“) = y(‘-l) $ (A(“))-’ 
[ 
p-1 
2 2iki ekr + Oe,, 
I 
(16.~) 
i=l 
where ek is the kth unit vector, 
6 (go- _ /p)y(~-l))k = 
( 
if sign L3 = sign (ah(“$4(“))-i)k, 
k (b W)C _ /p)yw))k if sign d = -sign (ah(v$4(“))-1)k, 
(17.v) 
for k E Q, 
(l&v) 
-A - ‘jj’ 8k,(a~1(~)(A(y))-1)kj 
tl= ;;~w(p,)-l)kp * (19.v) 
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Remark. The & given by (17.~) is the maximal change of (A@‘fy(v-r))k moving 
(6.~) towards feasibility, without violating (5.~). Thus y@‘), given by (16.~)~ is 
obtained from y (‘-I) by makingp such changes. The existence ofp, defined by 
(l&v), is guaranteed by the feasibility of (3). Indeed, if 
then the constraints (5.v), (6.~) are inconsistent. Finally, (14.~) guarantees that 
cheaper changes come first. Therefore (16.~) is an optimal solution of e v 1. 
Ify’“), obtained by(9.v) or (16.~) satisfiesallthe constraints of(3) (on SW 
check only the constraints not in (5.v), (6.~)) then y(“) is clearly also an optimal 
solution of (3). 
Otherwise, (AP. v + 1) is obtained from (AP. v) as follows: The kpth 
constraint (the index k, is determined by (18.~) and (13.~)) of (5.~) is deleted and 
replaced by the constraint (6.~). For the additional constraint (6.~ $ 1) take 
any constraint of (3) violated by y@‘). 
The (v i I)st iteration then solves (AP. v + 1), etc. 
This completes the description of the suboptimization method for solving 
th (3). 
e following facts concerning the suboptimization algorithm are prove 
in [Ilj: 
(i) This algorithm terminates after a finite number, say& of iterations. 
y(f), the optimal solution of (AP.f) computed in thefth iteration (by 
either (9.~“) or (16.f)) is an optimal solution of (3). 
(ii) The matrix AQ’+I), obtained from the nonsingular matrix A@) 
replacing its k,th row with ahcvf, is likewise nonsingnlar. (Since 
A’*” = 1= (A(*))-I, this suggests computing (AA(v))-19 v > 1, by the 
“product form of the inverse”, see, e.g., [7].) 
(iii) This algorithm is a dual method [8] with one or rn~~e basic changes 
per iteration (p basic changes at the vth iteration, wherep is given by 
(18.4). 
Finally, the optimal solutiony (f) of (3) is used to obtain an optimal 
solution I*=, x*=(x3*) (i= l,...,n;j= l,...,m) of (1) as 
follows: Let A(f+l) be the matrix obtained from ACf’ by replacing its 
k,th row (see (18.f) and (13.f)) with ahcf)* Then 
x,” = 
i &(A 
ifrowjofPTisnotinACf+‘) 
(f +ly)i ifrowjof~Tistbe~th~owo @Q-f > 
and 
E*=f-Fx*a (213 
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Indeed, (E*,x*) is a feasible solution of (l), by the definition (21). The 
optimality of (E*, x*) follows from the duality theorem of linear programming 
(see, e.g., [7]) by verifying the fact: 
(22) 
Example 1. Find x1,x2,. . ., x,,, such that the polynomial 
t=xl+XIS+...+XmSm-l 
is the best Li approximation of n given data points: 
That is: 
minimize (23) 
subject o 
5 xjs;-1 + Ei = fi, i= l,...,n. 
j=l 
For example, let m = 2, n = 4, with 
i=l 2 3 4 
Sj=O 1 2 3 
ti=.S 1 2 1. 
Solution. (23) is a special case of (2). Its dual problem, given by (3), is: 
maximize (24) 
subject o 
o< i s{-‘yj<o (j=l,...,m) 
i=l 
-1 =G yi < 1 (i=l,...,n). 
With the above data, (24) becomes: 
maximize &Yi+Y2+2Y3+Y4 (25) 
subject o 
06YlfY24- Y3+ Y4GO 
O< Y2 + 2Y3 + 3Y, G 0 
-1 =Gy1 <1 
-1< y2 G.1 
-1 < Y3 <l 
-1 < y4< 1. 
The solution of (25) by the suboptimization algorithm proceeds as follows. 
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Itemtion 1. The first auxiliary problem is, by (7) and by choosing (6.1) as 
the 1st constraint of (25), 
(AP. I). 
maximize $Yi f J’2 + b’3 + Y4 
subject o 
l 
-1 <y1 ,tl 
-l< y, <I 
-I< Y3 G1 
-1 < Y4G 1 
o<y,+y,+y3+y,+<o. 
The solution y(O) of (4), (5.1) is, by (8): 
y(O)== (1,1,1,1). 
It violates (6.1) by 
A=4-0=4, see (10.1). 
Using(11.1)-(15. l), we get 
(4) 
(5.1) 
(6.1) 
since 
Furthermore. 
e=(k,,k,,k,,k,)=(1,2,4,3), 
y1 = $ < y2 = 74 = 1 < y3 = 2. 
6, = a2 = 6, = 6, = -2 by (17.1) 
p=2 by (18.1) 
e2!e=-2 
1 by (19.11, 
is an optimal solution of (AP. 1). 
Since y”) violates the 2nd constraint of (25), it is necessary to perform 
Itemtim 2. The 2nd auxiliary problem is 
(AP. 2). 
maximize $YI +Yz +h +Y4 
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subject o 
i 
-l<y, <l 
O~Yyl+Yz+ Y3+ Y4GO 
-1 < Y3 <l 
(5.2) 
-1 < Y4 =G 1 
O< Y2 $- 2Y3 + 3Y4 G 0, (6.2) 
obtained from (AP. 1) by replacing the 2nd constraint (since k, = 2 in iteration 
1) by (6. l), and by adjoining as (6.2) the 2nd constraint of (25) which is violated 
by y”‘. 
Using : 
y”‘T = (-1,-l, 1,1) 
cF2) = (0,l) 2,3), @I(Z)- = 0 , bh’Z’+ =0 3 
we compute :
A=4 
tT(A’2’)-’ = (-3, 1, 1,O) 
ahqA(2))-1 = (-1, 1) 1) 2) 
Q = (k,. h k3, k4’) = {4,1,2,33 
84 = -2,s, = 0,82 = 0, s3 = -2 
p=l 
e=-2, 
and, by (16.2), 
which satisfies all the constraints of (25), and is therefore an optimal solution 
of (25). To find the optimal (x1*,x2*), we form 
1 
i 1 
0 0 0 
#3’ 1 1 = 
0 0 1 
0  2 1 i
0 
3 
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tT(k3’)-’ = (4, 1) 1) 0). 
Y GO.% W), 
Xl 2 “El x2* = 
EeT = (-*, 0, 1,O). 
The reader can verify that (22) is satisfied, and that 
t=1 
is the line which best approximates the above data in the L, sense. 
4. Discussion 
The algorithm described in Section 3 has two possible advantages over other 
linear programming solutions of the discrete linear L, approximation problem. 
The first is computational efficiency. Results of some numerical tests, 
performed by the authors for a more general algorithm, are described in [IO 
and [II]. Our experience is typified by a sample problem ([3]) of finding xX) x2 
so that tI =x1 +x2si, i= l,..., 6, is the best L1 approximation of the data: 
iz 1 2 3 4 5 6 
St= 0 1 2 3 4 5 
ti = 1.520 1.025 0.475 0.010 -0.475 -1.005. 
It required, for this example, five iterations or 0.190 set to solve problem (1) 
by the simplex algorithm on the CDC6400 at Northwestern IJniversity, but 
only two iterations or 0.128 set to solve problem (3) by the subo~timizatio~ 
method. A definitive computational evaluation of the technique discusse 
above would require extensive numerical testing of (i) the simplex metho 
applied to problem (l), (ii) the bounded variables simplex method [7] appiie 
to problem (3), and the suboptimization algorithm applied to problem (3). 
To illustrate the second advantage claimed here for the suboptimization 
algorithm, consider the linear Li approximation problem (23) and sup 
that an optimal solution y (f) of the dual problem (24) has been found. 
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optimal solution (8,x*) of (23), computed from y”’ by (20.f) and (21), 
involves an approximation error I/E*\/ 1, given by (22) as : 
(22) 
The approximation error can thus be determined by yCf) alone, without 
computing (~*,x*). If (j~*jlr is too large, then it can be decreased by increasing 
the degree of the approximating polynomial. This means that instead of (23) 
we solve : 
minimize jl, leil (23’) 
subject o 
m+k 
c Xj$’ + Ei = ti (i= l,...,~z), j=l 
where k is some positive integer. 
The dual of (23’) is: 
maximize ij, tiYi 
subject o 
n 
O< 2 Si-‘yi<O (j= l,...,m+k) 
i=l 
-1 < yi< 1 (i=l,...,n). 
Problem (24’) is problem (24) with k additional constraints : 
” 
o< -$ $‘Yi<O (j=m+ l,...,m+k). 
i-1 
(24’) 
(26) 
If the solution yCf) of (24) satisfies (26), then yCf’ is also a solution of (247, 
and the approximation error (22) is unchanged. In this case the integer k in 
(23’) and (24’) is further increased, until (26) is violated by y(f). 
Any constraint in (26), violated byy”‘, can be used as the additional constraint 
(6.f+ 1) to form the auxiliary problem (AP.f+ 1). An iteration, the (f+ l)st, 
of the suboptimization algorithm is then performed, using y(f) as a starting 
point, and resulting in y (f+l). This is repeated, say, I iterations, until a solution 
ytf+‘) of (24’) is found. The approximation error tTycf+l’ corresponding to 
Y ~+r) is less than that of y”). If t Ty(f+z) is small enough, then the optimal 
solution (E*‘,x*‘) of (23’) is computed from yCf+l), using (20.f + I) and (21). 
Thus the suboptimization algorithm enables one, for example, 
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(i) To increase the degree of approximation (the integer m in (I), ( 
(23)) without completely resolving the problem; the present solution 
yCf) is used as a starting point, 
(ii) For the given data ((Sip ti) : i = 1 , . . ., n}, functions { gj( )) and the given 
bound 6 > 0, to determine a “polynomial” 
of minimal “degree” m, which satisfies 
This advantage, shared by all dual methods [8] for solving (l), is realize 
only if the data ((Si, ti): i = 1 , . . .,n> is tied. If the number n of data points IS 
increased during the computations, then similar advantages are enjoye 
primal linear programming methods for solving (1) see, e.g., [3]. 
Example 2. Find a polynomial 
of minimal m, satisfying 
for the data {(ti,Si); i = 1,. . ., 4) of example 1. 
Solution. The optimal solution (E*,x*) of example 1, with bn = 2, involves 
the approximation error: 
iI Jti - j$l Xj*Si-’ / = /131/l = tTjJc2” 
=(~,1,2,B)(-l,l,l,-l)T=~ 
> 1. 
Therefore m > 2. 
Next, try m = 3, i.e., approximate the given data by: 
t=x, +x2s+x3s2. 
This results in the dual problem :
maximize kh +Y2 +%‘3 I-Y, 
334 ROBERS AND BEN-ISRAEL 
subject o 
oGYl+Y*+ y3+ Y4<0 
O=G Y2+2Y3+3Y~<o 
O< Y2 +4y3 + 9Y4 GO 
-1 <y, <I 
-1< y2 =Gl 
-1 < Y3 <1 
-1 < Y4GL 
which is (25) with the additional constraint 
o<y2+4y349y,<o. (26’) 
Since (26’) is violated by Y’*)r = (-1, 1,1,--l), we use it as the additional con- 
straint (6.3) of the auxiliary problem in 
Iteration 3. 
(AP. 3). 
maximize QYI+Y2+2Y,+Y4 
subject o 
-1GY1 
l 
<1 
OGYl+Y*+ Y3$- Y4GO 
-1 < Y3 <1 
O< Y2+2Y3+3Y4<0 
O< y2+4y3 +9y,<o. 
(AP. 3) is obtained in the usual way from (AP. 2) of example 1. 
Using : 
(4) 
(5.3) 
(6.3) 
Y c2)= = (-l,l, 1,-l) 
u*(3) = (0,l) 4,9), ,f,h’3’- = 0 > p(3)+ =o 
we compute :
A=-4 
t=(A’3’)-’ = (3,1) 1) 0) 
ah(3)(A(3))-1 = (3, -3, -1,4) 
Q=(k,,k,,k,,k,~=(4,1,2,3} 
s4 = 0, 6, = 2,6, = 0, 6, = -2 
p=2 
e=+ 
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and by (16.3) 
The approximation error corresponding to yC3” is 
t=y’3’=(~,1,2,1)(~,-1,l,-~))T=~ 
< 1. 
Therefore the minimal m satisfying (27) is 3. 
To compute the optimal (~*.,ti), we form 
by replacing row 1 of AC31 (sincep = 2, k, = 1 in iteration 3) with ahC3), Wow 
p(&4')-'=(+,$&$ 
and by (20.3) 
x,* =~(,(p(~'4')-') 2 since row 1 ofPT = row 2 of AC4)) 
x2 
*=+ 
x3:k = -1 
6' 
An approximating polynomial of minimal degree, with app~ox~rna~~o~ 
error G 1, is therefore: 
t=*++-&$ 
which for the above data gives 
@T = (0, 0, 2, 0). 
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