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The concept of non-ergodicity in quantum many body systems can be discussed in the context of
the wave functions of the many body system or as a property of the dynamical observables, such
as time-dependent spin correlators. In the former approach the non-ergodic delocalized states is
defined as the one in which the wave functions occupy a volume that scales as a non-trivial power
of the full phase space. In this work we study the simplest spin glass model and find that in
the delocalized non-ergodic regime the spin-spin correlators decay with the characteristic time that
scales as non-trivial power of the full Hilbert space volume. The long time limit of this correlator
also scales as a power of the full Hilbert space volume. We identify this phase with the glass phase
whilst the many body localized phase corresponds to a ’hyperglass’ in which dynamics is practically
absent. We discuss the implications of these finding to quantum information problems.
The ergodicity hypothesis states that the dynamic av-
eraging is equivalent to the ensemble averaging with sta-
tistical weight.1 Ergodicity is a common assumption in
equilibrium statistical mechanics. However, as it was first
shown empirically by Kauzman in 1948,2 the ergodicity
hypothesis fails in conventional glasses below the vitri-
fication transition. At temperatures below vitrification
the glass is locked into one of many metastable states, so
the entropy corresponding to the number of these states
does not contribute to the measurable quantities when
the system is studied at reasonable times scales. The ap-
pearance of the configurational entropy is a distinguish-
ing feature of the glass state and it is firmly established
for many classical glass models. Similar phenomenol-
ogy has been shown in quantum glasses with significant
coupling to the environment: as the quantum dynamics
is reduced, the system is locked into one of the many
metastable states.3 As a result, for both classical glasses
and dissipative quantum glasses, it is believed that the
glassy state is not completely frozen at all non-zero tem-
peratures and retains some amount of entropy.
Dynamical properties of quantum glasses decoupled
from environment are much less understood. Because
quantum glasses can be viewed as disordered many body
systems, at low temperature they exhibit many body
localization4, that is the many body equivalent of An-
derson localization5. In the localized phase their entropy
is zero. However, it is not clear whether the quantum
glass transition is equivalent to the many body localiza-
tion, in which the system becomes completely frozen, or
it leads to an intermediate phase characterized by non-
zero configurational and non-zero dynamically accessible
entropies similarly to classical and dissipative quantum
glasses. Since mathematically glass models are equiva-
lent to optimization problems, the answer to this ques-
tion turns out to be relevant for quantum computation
where it translates into the estimate of the efficiency of
quantum algorithms.
The dynamics of a many body system can be viewed
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Figure 1: (a) Phase diagram of qREM. Physically, the NEE
phase corresponds to the glassy dynamics whilst localized
phase corresponds to a completely frozen state, e.g. a hyper-
glass, see text. (b) Cartoon of ’golf course’ potential energy
landscape that shows deep uncorrelated minima with very
small attraction basins.
as a particle hopping on a graph of states in the Hilbert
space.6 Recently, a number of works reported the evi-
dence for the existence of non-ergodic delocalized phases
for simplified models formulated directly in the Hilbert
space, such as disordered random regular graphs7–10 and
Rosenzweig-Porter (RP)11–13 models. Evidence for the
non-ergodic extended (NEE) phase has been also shown
numerically in disordered Josephson junction chains.14
In all these works, the non-ergodicity was defined as the
property of the eigenstates of the Hamiltonian, namely
it was shown that the effective volume occupied by these
states scales as ND where 0 < D < 1 and N is the full
volume of the Hilbert space. Ergodicity corresponds to
D = 1. However, the relation between the non-ergodicity
defined as the property of the eigenstates and the one
defined in glass physics remained unclear.
In this work we fill this gap. Specifically, we study
the simplest quantum glass model that can be viewed as
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2a simplest classical glass in a trasnverse field. We show
that the quantum dynamics of the low energy states can
be mapped to the one of the RP model. We focus on
the regime of small transverse fieds and find three dis-
tinct dynamical phases: fully localized one in which the
glass is completely frozen (a hyperglass), non-ergodic ex-
tended one in which the spin dynamics is slow but does
not cease completely (a glass) and fully ergodic para-
magnetic state at high temperatures, see Fig. 1a. In
addition, the full thermodynamic average displays the
low temperature transition from the glass to paramag-
netic phases, this transition was discussed in paper15.
We also find that the dynamical spin-spin correlator in
the intermediate glassy phase of this model displays the
same scaling behavior as the survival probability in the
Hilbert space of the RP model studied in papers12,13.
Namely, both the dynamic glass order parameter defined
by q = limt→∞ 〈S(0)S(t)〉 and the survival probability
R(t) = |〈Ψ(t)|Ψ(0)〉|2 scale as q ∼ R(∞) ∼ N−D.
The fact that in a spin glass the dynamical order pa-
rameter and the relaxation time scale as a power of the
phase volume N implies the exponential scaling of these
quantities with the number of spins. This is not surpris-
ing for low energy states that are separated from each
other by large barriers and distances. In fact, similar
scaling was reported for the classical dynamics of the p-
spin glass in16.
We note that the problem of quantum dynamics in
REM model was considered previously in17,18. This work
correctly notices that this model exhibits many body lo-
calization transition. However, it incorrectly identifies
the phase above MBL transition with the quantum para-
magnet. In fact, the dynamics in this phase involves
times that scale with the system size. It also uses forward
propagation approximation to obtain the the position of
MBL line, which cannot be justified in this problem.
These mistakes are repeated in the subsequent work19
on p-spin model.
Model and mapping to RP model.
The model we study is the quantum analogue of the
Random Energy Model (REM) introduced for classical
glasses in a seminal work20. The Hamiltonian of the
qREM reads:
H = V ({σzi })− Γ
n∑
i=1
σxi = HREM +HD (1)
P (V ) =
1√
pin
exp
(
−V
2
n
)
(2)
The degrees of freedom in this model are n spins. As
in the REM, V ({σzi }) is a function that takes 2n dif-
ferent values for the 2n configurations of the n spins in
z-basis, {σzi }. In the following we refer to these spin con-
figurations as spin words. The random potential values
are taken randomly from a Gaussian distribution P (V ) of
zero mean and variance n/2. Despite its simplicityHREM
displays many features of the glasses, such as the tran-
sition from the paramagnetic state at high temperatures
and the low temperature glass state in which the par-
tition function is dominated by the lowest energy state.
The transverse field Γ is responsible for the dynamics of
the qREM, we consider only Γ < 1 in this work. The
thermodynamical properties of the qREM are also well
known15,18,21: at low transverse field, it displays the same
transition as the classical model between the paramag-
netic and the glass phases. The qREM can be mapped
into an Anderson Model on n-dimensional hypercube,
where each spin word {σzi } determines a site with as-
sociated onsite energy V ({σzi }). These potential energies
are completely uncorrelated in the full N = 2n dimen-
sional space. The hopping between nearest neighbor sites
is due to the driver Hamiltonian HD = −Γ
∑
i σ
x
i .
The distinguishing feature of the qREM given in (1 and
2) is the absence of correlations in energy of the states
separated by just one spin flip. For the low energy states
in the tail of the distribution function P (V ) it implies
that one spin flip takes the spin state away from the low
energy subspace. Qualitatively it corresponds to the en-
ergy landscape that consists of rare narrow minima, simi-
lar to a golf course with narrow deep holes, such as shown
in Fig. 1b. Although unusual for ordinary spin glasses
that always display strong correlations between the ener-
gies of the states separated by one spin flip, such energy
landscape appears in the Number Partitioning Problem
that is equivalent to the REM model in the local energy
subspace.22 Because the quantum dynamics that starts
from one low energy state and leads to another can be
viewed as a physical analogue of a quantum search algo-
rithm in a completely structureless problem23, we expect
that the golf course landscape will generally appear in all
problems that are equivalent to unstructured searches.
The low temperature behavior of the qREM (1,2) is
qualitatively different for small and large Γ: at small Γ
the lowest energy states are due to the rare spin config-
urations for which the potential V is anomalously low,
whilst at large Γ they correspond to the spins polar-
ized in x direction. In this work we shall focus on the
regime of small Γ . 1 for which one expects the glassy
behavior. We notice that the quantum glass model (1,2)
allows many modifications relevant for the search algo-
rithms; for instance Refs.23,24 discussed the one in which
V = 0 for the majority of the configurations whilst the
remaining others are distributed in the narrow band en-
ergy around E0 ∼ n.
We focus on low temperature regime in which one
expects a glassy behavior. At these temperatures the
behavior is controlled by the low energy states. A dis-
tinguishing feature of the qREM is the presence of two
types of low energy states: the states originating from
the low energy configurations with anomalously small
V ({σzi }) and the states with large polarization in x-
direction. It is convenient to discuss them separately.
In the absence of Γ, the qREM Hamiltonian reduces to
3V ({σzi }) =
∑2n
i Vi|zi〉〈zi|, where we denote with |zi〉 the
spin states corresponding to the spin words {σzi }. The
spacing between the levels at the energy per spin  = E/n
is
δ =
√
pi
n
exp
(
2 − ln 2)n (3)
At || > c =
√
ln 2 the spacing becomes exponentially
large because the spin states at these energies are very
rare. In a typical sample there are no states at energies
 < c. The temperature at which the partition function
is dominated by the lowest state with the energy  ≈ c
corresponds to the glass transition in the classical model:
Tc = −1/(2c).
The spectrum of the driver Hamiltonian can be writ-
ten as: HD = −Γ
∑2n
k=1mxk |xk〉〈xk|, where mxkdenotes
the polarization of the state |xk〉. HD has eigenval-
ues m = −Γm where m = −n + 2k with integer
k ∈ (0, n). Each discrete level has degeneracy M(m) =(
n
k
)
≈ exp[ln2-m2/2)]n ≈ exp[ln 2−2m/(2Γ2)]n. Com-
paring M() with the density of spin states polarized
in the z−direction, δ−1 given in (3), we see that for
Γ < 1/
√
2 the states with   1 are dominated by the
classical ones in the limit n → ∞. The spectrum of po-
lariazed states is bound by  = Γ, so at very low energies
the classical states dominate for Γ < ln1/2 2.
At temperatures, T & Tc the partition function is
controlled by the spin states with energies around  =
−1/(2T ). At very low temperature, the spin states are
very far from each other, the amplitude of quantum tun-
neling between them is much smaller than their level
spacing, so the quantum states remain fully localized .
We term this phase, in which the system remains com-
pletely frozen in the low energy classical spin configura-
tions, hyperglass. At higher energies,  > A Anderson
delocalization happens. The transition to the delocal-
ized phase as well as the properties of this phase can
be analyzed by mapping the spin problem (1 and 2) to
the effective quantum problem of tunneling of low energy
spin states caused by the driver Hamiltonian HD. The
resulting effective problem turns out to be equivalent to
the RP model.
The tunneling between spin words is due to the driver
terms, Γσxi , in the Hamiltonian. Because the density of
the low energy spin states is small, the tunneling between
them appear only in high order of the perturbation the-
ory in Γ. We define the distance, d between spin words as
the minimal number of spin flips needed to get from one
to another. Because the number of the spin words grows
exponentially fast with the distance from a given state,
the dynamics is dominated by the spin states far away.
Indeed, in the leading order of the perturbation theory
the amplitude, Hab = 〈za|H|zb〉 to tunnel the distance d
between two spin words corresponding to the spin states
|za > and |zb > with energies E ≈ n is Hab ∼ (Γ/n)dd!
while the number of spin configurations at this distance
increases as B(d) ∼ nd/d!. The condition to find a res-
onance at distance d, HabB(d) ∼ (Γ/)d ∼ 1 is satis-
fied first at large d indicating that large jumps are most
relevant. At large distances the number of spin words
that one can attain after d spin flips is Pd =
(
n
d
)
≈
exp
(
n ln 2− (d− n/2)2/2n). It has a sharp maximum
at d = n/2. In the Methods section we show that this
dependence is faster than the decrease of the tunneling
amplitude with distance, so one can assume that a domi-
nant tunneling process between low energy states occurs
due to jumps by distance dtyp ≈ n/2 .
The tunneling between distant spin words can be eval-
uated by computing such amplitude using only the driver
part of the Hamiltonian, i.e. neglecting the effect of
the disorder potential on the tunneling. Qualitatively, it
means that when computing the tunneling between deep
holes in the golf course, Fig. 1b we neglect the effect of
the small potential modulation between the deep holes.
To justify this assumption we note that the spectrum
of the low energy states polarized in x-direction is only
weakly affected by the disorder term. Indeed, the degen-
eracy of the x-polarized states is lifted by the V ({σzi })
term in the Hamiltonian. To estimate this broadening
we compute the effective potential projected onto po-
larized states, |x〉, |x′〉 with the same polarization, m:
Vxx′ = 〈x|V ({σzi })|x′〉. The average value of this poten-
tial is zero, Vxx′ = 0. The matrix element between two
states polarized in z and x-directions is 〈z|x〉2 = 2−n, so
V 2xx′ = n2
−n−1. (4)
The random potential (4) results in a level width that
remains much smaller than the distance between levels
with different polarizations:
∆E =
[
V 2xx′M()
]1/2
∼ exp
(
− 
2
m
4Γ2
n
)
 Γ/n
We conclude that the effect of the V (
{
σiz
}
) term on the
polarized states is small for the states at low energies.
Crudely, one may estimate the amplitude of the tun-
neling by distance dtyp ≈ n/2 by noticing that a typical
tunneling process between two spin states, |za〉 and |zb〉 at
low energies is due to the transitions to highly delocalized
states, |α〉 in the center of the band. The matrix element
of this transition is 〈za |Γσx|α〉 ∼ 〈zb |Γσx|α〉 ∼ Γ2−n/2.
Thus, the contribution of a single delocalized state to
the transition between |za〉 and |zb〉 is (Γ2/n)2−n. The
transition amplitudes have random signs, so the sum-
mation over possible intermediate states gives amplitude
|Hab| ∼ 2−n/2. This estimate neglects the orthogonal-
ity of the wave functions of the band center which leads
to the suppression of the amplitude for large . The ac-
tual computation that takes into account only the driving
terms in the Hamiltonian gives (see below for more de-
tails):
[(Hab)
2]typ ≈ e−n[ln2+φ(/Γ)]; (5)
4where the function
φ(x) =
1
2
ln(1− x2) + x
2
ln
1 + x
1− x (6)
interpolates between x2/2 at small x and ln 2 at x = 1.
At small x the orthogonality of the wave functions in the
center of the band becomes irrelevant, so φ(x) → 0 and
one reproduces the simple estimate above.
The dominance of the tunneling to the most abundant
spin words at a given energy implies that the low energy
sector can be mapped into the RP model characterized
by aM×M matrix Hamiltonian with independent iden-
tically distributed fluctuating matrix elements between
the sites, Hmn, such that (Hn 6=m)2 ∼M−γ and diagonal
matrix elements (bare energies) Hnm = 0, (Hnn)2 = 1.
At γ > 1 the off-diagonal matrix elements result in a
hybridization of MD states with D = 2 − γ < 1. For
this hybridization only the states that are close in en-
ergy, Ea − Eb ∼ Hn 6=m  1 are relevant, which implies
that the model can be characterized by the typical dis-
tance between adjacent bare energies, δ ∼M−1, instead
of the the total number of states. The resulting model is
defined by (Hn 6=m)2 ∼ δγ . We expect it to be equivalent
to RP model for γ > 1.
At energy  the distance between the energies of the
adjacent spin words scales as δ ∼ exp(−(ln 2 − 2)n) so
the low energy states at this energies are equivalent to
RP model with
γ =
ln 2 + φ(/Γ)
ln 2− 2 (7)
The mapping of the low energy sector to the RP model
allows us to establish the presence of two dynamical tran-
sitions in the qREM model in addition to the static tran-
sition at 2 = ln 2. Indeed, the RP model has three dis-
tinct phases11,12: for 0 < γ < 1 the systems is ergodic
and has fractal dimension D = 1, for 1 ≤ γ ≤ 2 the
system is in a non ergodic extended phase and has cor-
responding fractal dimension D = 2 − γ and finally for
γ > 2 the system is localized corresponding to fractal di-
mension D = 0. In qREM the transition to the ergodic
phase at γ = 1 occurs at → 0, that is at energies E  n.
We shall not discuss this transition in this work. At all
fixed  > 0 the qREM is non-ergodic and it becomes
completely localized at  < −A where A is determined
by the condition γ = 2. Note that the position of the
MBL transition line is not given by the formula || ≈ Γ
proposed in Refs.17,18.
In the non-ergodic regime the return probability,
R(t) = |〈Ψa(0)|Ψa(t)〉|2, in the equivalent RP model can
be found by arguing that off-diagonal matrix elements
result in the decay of the initial state with energy Ea
into a bath of states with close energies. Such process is
irreversible, it is described by a simple exponential relax-
ation with the relaxation rate
1/τ = δγ−1 (8)
At very long time the wave function becomes spread
over all states belonging to the same mini-band. As a
result, the probability to find the system in the initial
state scales as P ∼ δ2−γ at long times. Thus one con-
cludes that in RP model the return probability is given
by R(t) ≈ e−t/τ + R∞. This conclusion was verified
by simulations12 and computations13. Because the spin
configurations at distance dtyp ≈ n/2 are completely un-
correlated with each other, the same arguments can be
applied to the spin-spin correlator:
〈σzi (t)σzi (0)〉 ≈ exp(−t/τ) + qEA (9)
1/τ ∼ exp(−θn) (10)
qEA ∼ exp(−ηn) (11)
where
θ = 2 + φ(/Γ) (12)
η = ln 2− 22 − φ(/Γ) (13)
In order to verify the predictions (10-13) of the qual-
itative reasoning we have performed direct simulations
of the dynamics of the model (12) in the regime of pa-
rameters where one expects to observe the anomalous
dimension 0 < D < 1. The characteristic behavior of
the spin-spin correlator obtained in these simulations for
Γ = 0.5 and T = 1/(2 ||) with  = −0.35 is shown in
Fig. 2a. As expected it displays exponential decrease
(9) to a constant value. The relaxation rate follows the
exponential dependence (10) with the exponent θ ≈ 0.39
expected for these parameters. The dynamic spin glass
order parameter, qEA also follows exponential size depen-
dence (11) with exponent η ≈ 0.1 that is slightly smaller
than the expected value η ≈ 0.17.
The quantum process that starts from the low energy
state and leads to another low energy state can be viewed
as a solution of the computational problem in which one
searches for a state with the full quantum energy that is
close to the initial one. The results above imply that it
succeeds after time τ given by τ = exp(θn). The search
leads to one of exp(ηn) states, so the classical time to
find one of such states by brute force search scales as
τcl = exp((ln 2 − η)n) multiplied by the time needed to
evaluate the quantum energies. Clearly, the quantum
time is much shorter than the classical one in whole range
of delocalized states, reminiscent of the Grover search25.
Conclusions
The qREM model defined by (12) can be viewed as the
simplest many body model that displays localization in
its Fock’s space. We believe that the appearance of the
intermediate non-ergodic state is not an exotic feature
but a typical behavior for many body disordered models.
The non-ergodic nature of the wave functions is frag-
ile: broadening of each level that remains non-zero in
5t
<σz(t)σz(0)>
<σz(t)σz(0)>-qEA
t
(a)
Figure 2: (a) Spin-spin correlator in qREM model (10-13) in
non-ergodic delocalized regime corresponding to  = −0.35,
Γ = 0.5 for n = 14. The logarithmic plot of 〈σzi (t)σzi (0)〉−qEA
shows that it follows exponential dependence (9) over two
orders of magnitude. (b) Size dependence of relaxation rate,
1/τ and qEA for  = 0.35, Γ = 0.5.
the thermodynamic limit destroys it. This has impor-
tant implication for the recent studies26 that uses ran-
dom unitary circuit as a toy model for chaotic many body
quantum systems. Because random circuit dynamics can
be viewed as continuous dynamics with external noise, it
is very likely that one cannot observe non-ergodicity in
these studies.
Empirically, the classical glasses can be divided into
the ones with highly correlated, funnel-like energy land-
scape and the ones with weak correlations.27 We expect
the mapping to RP model to hold for the quantum ver-
sion of the later at low energies but not for the former.
In contrast to the RP dynamics discussed here that is
characterized by a single relaxation time, the correlated
energy landscape display a continuous spectrum of the
relaxation times.
The continuous spectra of relaxation times appears in
many glass models in which the barriers between local
minima scale with n. In the limit of n → ∞ at any
finite t such glass is trapped in the threshold state char-
acterized by a broad spectrum of relaxation times, the
phenomena known as ageing.3,28,29. The dynamics dis-
cussed in this work occurs in the opposite limit, at the
time scales that are exponentially long in n. In this limit
the glass is able to explore lower energy states that can
be often viewed as deep uncorrelated minima. In par-
ticular, it has been shown that classical dynamics of the
p-spin model is dominated by the states far in the con-
figuration space separated by the large flat barrier.16 It
is very likely that quantum version of the p-spin model
is equivalent to RP.
The relaxation of the a given low energy state can be
viewed as a quantum search process. As a result of this
search one finds a state which energy is close to the initial
one. Because the energies of the initial and final state in-
clude quantum corrections, it is not straightforward to
translate the results of this search into the algorithm
which results can be checked on a classical computer.
We leave this question for future work. We note that
recent papers30 claiming the solution of this important
problem ignore the crucial requirement of the classical
verification, constructing thereby, in the words of Scott
Aaronson a “computer that simulates itself”.31 Other im-
portant questions that remain to be addressed are the
possibility to implement the qREM Hamiltonian in su-
perconducting circuits in order to solve numerical prob-
lems such as NPP and the sensitivity of the results to
small coupling to the environment and dissipation.
An interesting corollary of our work are the implica-
tions for the quantum information scrambling in many
body systems. Because of the non-ergodicity, we expect
the appearance of a wide regime in which chaotic dynam-
ics leads to incomplete information scrambling despite
the fact that all the regime of non ergodic delocalized
states can be viewed as chaotic, characterized by wave
function spreading and growth of von Neumann entropy.
However, the information is far from being spread uni-
formly over all allowed states.
A very recent work30 on quantum optimization finds
an intermediate phase that it calls “tunneling” but does
not realize that it is the spin glass phase characterized
by anomalously long times, it also makes incorrect claim
that in this phase qEA = 0 (i.e. x = 1/2 in the notations
of30) in contrast with (11). We note that x = 1/2 is in the
apparent contradiction with the numerical data shown in
Fig. 7 of the same work30 that clearly shows x < 1/2.
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Details of the computation.
Matrix elements: analytic derivation and numerical
results
Here we calculate the Green function G(0)ab (E) that de-
termines the transition amplitude between the local (in
the z− basis) states a, b with energy E, separated by the
distance dab = ρN on the hypercube. In this computa-
tion we neglect the presence of the random potential Va;
it can be justified for the contribution to Gab that comes
from the x− polarized states with extensive ∑i〈σxi 〉 ∝ n
because these states are weakly affected by the random
6potential.
We start from the Green function in the imaginary-
time representation:
G(0)(τ, ρ) =
∏
i
(cosh Γτ + σxi sinh Γτ) = (14)
= coshN(1−ρ)(Γτ) sinhNρ(Γτ)
where we took into account that the product (14) con-
tains exactly Nρ operators σxi . Energy spectrum of the
kinetic part of the Hamiltonian is limited to the stripe
E ∈ (−NΓ,+NΓ). For the energies E = N outside of
this band (that is, || > Γ) the Green function can be
found from (14) by the Laplace transform and further
saddle-point integration (using N  1 condition):
G(0)(, ρ) ≈ exp
[
−NF
( 
Γ
, ρ
)]
(15)
where
F (y, ρ) = yτ∗ − (1− ρ) ln cosh(τ∗)− ρ ln sinh(τ∗) (16)
and the saddle-point value of τ , τsp = τ∗/Γ is determined
by
y = (1− ρ) tanh(τ∗) + ρ coth(τ∗) (17)
The set of equations (15,16,17) simplifies for the most
relevant case of ρ = 12 , leading to
F
(
y,
1
2
)
= y tanh−1
(
y −
√
y2 − 1
)
+
1
4
ln
(
y2 − 1)+1
2
ln(2).
(18)
In order to find the Green function at the energies inside
the "conduction band", || < Γ, we employ analytic con-
tinuation of (18) over y into the range |y| < 1, to obtain
the result (5,6).
The analytical computation of the transition ampli-
tude neglects completely the effect of the disorder on the
tunneling. In order to check the validity of this approx-
imation, to check the mapping of qREM to RP and es-
tablish the parameters of the RP model we performed a
number of numerical simulations of qREM model.
First, we computed the time dependent spin-spin cor-
relator and extracted the exponents θ and η that de-
termine the relaxation time, τ , and the spin-glass order
parameter. Comparing the numerical results with an-
alytical expectations we conclude that both τ and qEA
display exponential dependencies on the system size n as
expected (10,11) in the whole non-ergodic phase. The
exponents controlling these dependencies are very close
to the expected values at energies away from localization
transition. However, the difference between expected and
observed exponents become significant at low energies.
In particular, the localization transition occurs at sig-
nificantly lower energies than expected analytically indi-
cating larger tunneling amplitudes than the ones given
by (5,6). This enhancement of the tunneling amplitude
lnκ
<
ln
Im
G>
n
<ln(ImG/κ)>
ln<ImG>/n
ε
ln<G2(r)>
r
(a)
(b) (d)
(c)
η
ε
(e)
Figure 3: (a) Typical =G(, κ) for  = −0.35, Γ = 0.5 as a
function of κ for n = 8, 10, 12, 14, 16. (b) Data for 〈=G(, κ)〉
and their fit with ln 〈=G(, κ)〉 ≈ −0.8n2. (c) The size depen-
dence of the slope ln [=G(, κ)/κ] for small κ on the system
size n. (d) Green function dependence on the distance. (e)
Value of η determined from d ln [=G(, κ)/κ] /dn and the an-
alytical result corresponding to renormalized Γ˜ = 0.7 as dis-
cussed in the text. The lower line shows the analytical result
expected for Γ = 0.5.
can be viewed as renormalization of the effective Γ that
increases the density of polarized states at low energies.
Second, we have computed the diagonal part of
=G(, κ) defined by G(, κ) = (n − H − iκ)−1. The
average value of this quantity gives the density of states;
it is close to the expected ln 〈=TrG〉 = −n2 as shown
in Fig. 3. In contrast, the typical value of =G(, κ) is
controlled by the matrix element that couples a given
site to the resonance site at energy E = −n. At small
κ < δ, the dominant contribution comes from the spin
word that is closest in energy to E, so =G(, κ)typ =
κ[(Hab)
2]typ/δ
2 ∼ κ exp(−nη), where δ is the level spac-
ing at energy E. At larger κ > δ the dominant con-
tribution comes from many levels and typical value of
=G(, κ) saturates at the value given by the Fermi golden
rule =G(, κ)typ ∼ exp(−nθ). Exactly this behavior is
observed numerically, see Fig. 3. However, similar to
spin-spin correlator, the precise values of the exponents θ
and η determined from these simulations differ somewhat
from their analytical values. In particular, the density of
states becomes ν() = exp(−c2n) with c = 0.8 instead
of c = 1.0 while faster than expected n-dependence of
=G(, κ)typ indicates renormalization of the effective Γ.
For instance, for Γ = 0.5 the value of η fits well the
7ε
ν(ε)
Figure 4: Density of states with large magnetization in x-
direction. Two lower full curves show ν⊥() for µ = 0.25 and
µ = 0.5 at Γ = 0.50 The dashed line shows the density of
polarized states expected for Γ˜ = 0.70. Finally, the upper
curve shows the full density of states ν().
equation η = ln 2− 2c2 − φ(/Γ˜) with Γ˜ ≈ 0.7. For high
energies,  & −0.35 the values of θ extracted from the =G
plateau agree very well with the relation θ = ln 2−c2−η.
Unfortunately it is not possible to check this relation for
the whole range of energies because the plateau in =G(η)
is not well defined at low energies for the available sizes
n . 16. Finally, the off-diagonal Green function shows
very little dependence on the distance for d  1 (see
Fig. 3d) that justifies the assumption that the tunnel-
ing processes are dominated by hops to large distances
d ∼ n/2.
Third, we have checked directly the renormalization of
Γ by studying the density of polarized states defined by
ν⊥() = exp(−µn/Γ˜)Tr exp (µ
∑
σx)=G(). The addi-
tional factor exp (µ
∑
σx) gives extra weight exp(µm) to
the states with magnetization m that selects spin states
with large magnetizations along x-direction. For instance
at  = Γ the contribution of the fully polarized state gets
additional factor exp(µn) that overweights the density of
classical states exp
(
ln 2− Γ2)n for µ > ln 2 − Γ2. The
numerical simulation shows that the density of polarized
states defined in this way is indeed µ independent and
coincides with the one expected for the model with renor-
malized Γ˜ as shown in Fig. 4.
These results make us believe that the presence of in-
termediate energy states affects the tunneling between
the low energy states, which can be described as an in-
crease in the value of Γ→ Γ˜. The same hybridization also
increases the apparent density of states leading to c < 1.
In order to exclude the finite size effects we performed a
separate study of a modified model in which V ({σzi }) = 0
for most spin words and randomly distributed around
−0 for others and verified that the renormalization of Γ
is absent in this model as expected.24
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