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ABSTRACT
Computational Upscaled Modeling of Heterogeneous Porous Media Flow
Utilizing Finite Volume Method. (May 2004)
Victor Eralingga Ginting, B.S., Institute of Technology Bandung, Indonesia;
M.S., Texas A&M University
Co–Chairs of Advisory Committee: Dr. Raytcho Lazarov
Dr. Yalchin Efendiev
In this dissertation we develop and analyze numerical method to solve general
elliptic boundary value problems with many scales. The numerical method presented
is intended to capture the small scales effect on the large scale solution without
resolving the small scale details, which is done through the construction of a multiscale
map. The multiscale method is more effective when the coarse element size is larger
than the small scale length. To guarantee a numerical conservation, a finite volume
element method is used to construct the global problem.
Analysis of the multiscale method is separately done for cases of linear and
nonlinear coefficients. For linear coefficients, the multiscale finite volume element
method is viewed as a perturbation of multiscale finite element method. The analysis
uses substantially the existing finite element results and techniques. The multiscale
method for nonlinear coefficients will be analyzed in the finite element sense. A class
of correctors corresponding to the multiscale method will be discussed. In turn, the
analysis will rely on approximation properties of this correctors. Several numerical
experiments verifying the theoretical results will be given.
Finally we will present several applications of the multiscale method in the flow
iv
in porous media. Problems that we will consider are multiphase immiscible flow,
multicomponent miscible flow, and soil infiltration in saturated/unsaturated flow.
vThis dissertation is dedicated to my wonderful parents,
Elfrida, Sri, Olga, Isca,
and in loving memory of Marge Haislet
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1CHAPTER I
INTRODUCTION
Most important flow and transport problems in porous media involve processes that
occur over wide range of length and time scales. The numerical modeling of coarse
scale features of such processes forces the researchers to understand the behavior and
coupling of various physical, chemical and biological processes on different length and
time scales. This coupling is often more complicated by the appearance of additional
phases, species, and uncertainties.
Subsurface formations typically exhibit heterogeneities over a wide range of
length scales. Laboratory studies are performed that can characterize rock samples at
the micron scale. Flow experiments on these samples may give permeability estimates
for core plugs of two inches long. Indirect measurements of reservoir properties give
data that varies on a scale of approximately a foot (well logs), tens to hundreds of
feet (well tests) and hundreds to thousands of feet (tracer tests, interference tests,
production data). Geophysical (seismic) data and geological data can characterize
the basins that reservoirs and aquifers are found in over scales of several miles. Flow
models are constructed which aim to honor available data. It is very desirable if flow
simulations can honor as many of the scales underlying the available data as possible.
For this reason, some type of coarsening, or upscaling, of the detailed geologic
model must be performed before the model can be used for flow simulation. The up-
scaling is in general nontrivial because heterogeneities at all scales have a significant
effect, and these must be captured in the coarsened subsurface description. For ex-
ample, in multi-fluid systems, fluid-fluid interfaces at the pore scale support pressure
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2differences between the fluids systems which lead to larger scale capillary pressure
concepts; in contaminant transport problems, biofilms that exist at the pore scale
can significantly alter the overall transport of contaminants, leading to nonlinear re-
action terms at the larger scales; and geological heterogeneities arising from natural
depositional processes lead to variations in larger scale parameters at the field scale.
For these, and many other examples, the underlying physical, chemical, and biological
processes that ultimately determine the fate of subsurface fluids and contaminants
occur over the wide range of scales. To simulate such processes efficiently one needs
approaches that can capture the effects of small scales on the large ones.
Besides utilizing the parallel computing technology, there have been significant ef-
forts to develop methods of obtaining effective parameters that are defined on coarser
models. This is also in conjunction with engineering work that often requires only the
knowledge of the processes on the large scale. Among the many literatures that deal
with these issues are [14, 18, 19, 32, 61] and references cited therein. In general, the
more simplified mathematical descriptions were motivated by homogenization theory
(see, e.g. [45]).
A somewhat new direction in tackling this problem has been developed recently
(cf. e.g. [1, 3, 11, 23, 42, 43, 44]). The numerical methods presented in these
works have the ability to capture the small scales effect on the large scale solution
without resolving the small scale details. In [42, 43] for example, this is implemented
by devising the so called oscillatory basis functions which are incorporated into the
finite element formulation on the coarse grid, hence the name multiscale finite element
method. The basis functions serve as the building block of all small scales structures
inherited from the original problem, so that they are set to satisfy the leading order
homogeneous elliptic equation in each coarse element. It should be noted that the
effectiveness of the multiscale finite element method is more significant when the
3coarse element size is substantially larger than the small scale length.
In addition to capturing small scale effects on the large one, many engineering
and physical applications such as those arising in the petroleum reservoir simulations,
groundwater hydrology and environmental remediation, desire to develop numerical
methods that have certain conservation features. This may be achieved by using
mixed finite element, discontinuous Galerkin finite element, and finite volume meth-
ods. The finite volume method (box schemes) has the simplicity of the finite difference
method [33], and at the same time enjoys the flexibility of the finite element method.
For this reason this method is referred to as finite volume element method [29, 48].
The preceeding discussion gives motivation for the objectives of the disserta-
tion. The study will concentrate on solving the following class of partial differential
equation:
−∇ · (a (x, u,∇u)) + b (x, u,∇u) = f in Ω, (1.1)
with some boundary conditions. Here  represents the small scale in the domain
Ω ⊂ R2. The objectives of the study are threefold:
(1) Develop a multiscale finite volume element method (MsFVEM) for solving (1.1)
(2) Conduct an analysis to investigate the convergence of the multiscale methods
(3) Implement MsFVEM in various applications of porous media flow problems.
The method proposed in this dissertation will be a combination of two ingredi-
ents, one is related to quantifying the multiscale effects and the other is related to
producing a conservative feature on the solution. Traditional approaches for scale up
of linear elliptic boundary value problems generally involve the calculation of effec-
tive media properties. In these approaches the fine scale information is built into the
4effective media parameters, and then the problem on the coarse scale is solved. We
refer to [20, 31, 32, 10] for more discussions on upscaled modeling. Recently, a number
of approaches have been introduced where the coupling of small scale information is
performed through a numerical formulation of the global problem by incorporating
the fine features of the problem into coarse elements. In this work we follow a similar
approach using finite volume framework. The methodology is similar to multiscale
finite element methods proposed in [42] for linear problems.
In Chapter II we will introduce a multiscale map that will devise the quantifi-
cation of the multiscale effect on the numerical solution. Generally, this multiscale
map represents the fluctuation of the solution which is obtained by solving a leading
order homogeneous elliptic equation in each element. Obviously, one needs to impose
certain boundary condition on this local problem. A piecewise linear function is used
for this purpose. Having constructed this multiscale map, we may readily formulate
the global problem by setting up the conservation expression on each of the control
volume.
As mentioned before, we have imposed piecewise linear Dirichlet boundary condi-
tions on each coarse element when constructing the multiscale map. Previous analysis
of multiscale finite element for linear elliptic problem [28] suggested that this kind
of treatment produces a resonance error which is due to the mismatch between the
physical scale against the grid size. The authors of [28] proposed an oversampling
technique that overcomes this drawback. Using this technique, the local problem as-
sociated with the multiscale map is solved on a domain substantially larger than the
coarse element and in turn use only the information pertaining to it. We will apply
similar ideas to solve (1.1).
Next we briefly describe the approach used on the convergence analysis for the
proposed multiscale method. We will theoretically study a Dirichlet boundary value
5problem associated with (1.1) with the lower order term neglected, and the elliptic
coefficient is assumed to be periodic.
Chapter III gives convergence analysis of the linear MsFVEM. The procedures
used in the analysis will be similar to the ones that have been employed in the stan-
dard finite volume element method [7, 8, 12]. The key issue is to view the finite
volume element method as a perturbation of finite element method using a certain
interpolation operator. This way, analysis of the method uses substantially the ex-
isting finite element results and techniques. Using this procedure, we will rely on
the existing analysis of the linear multiscale finite element method. The linear Ms-
FVEM will be written as a Petrov-Galerkin formulation and will be compared against
the Petrov-Galerkin finite element formulation [62]. The Petrov-Galerkin setting is
applied because of the specific construction of the multiscale map on which the nu-
merical solution is sought. In addition, several results from theory of homogenization
(see [45]) will be used.
Convergence analysis for the case of nonlinear coefficients will be presented in
Chapter IV. To the best of our knowledge, there has not been a thorough analysis
available on the multiscale method for nonlinear elliptic problem with periodic coef-
ficient. Thus the nonlinear problem will be analyzed in the finite element sense. The
elliptic coefficient is assumed to exhibit certain properties, namely polynomial growth,
monotonicity with respect to the gradient of the solution, coercivity, and continuity.
We will distinguish the analysis by whether the resulting operator is monotone or
pseudomonotone. We will construct a class of correctors corresponding to the mul-
tiscale method, where in the process, the analysis will rely on several approximation
properties of these correctors. We note that in general, we may not be able to produce
a rate of convergence, but for monotone operators, a certain convergence rate can be
deduced.
6The last objective of this dissertation is on the applications of the multiscale
methods for various problems of flow in porous media. The results are given in Chap-
ter V. There are three main applications that will be investigated, i.e., multiphase im-
miscible flow, multicomponent miscible flow, and infiltration in saturated/unsaturated
porous media.
For multiphase flow in petroleum reservoir simulation, the fine model is the usual
pressure equation (elliptic equation) combined with a first order transport equation.
The transport quantity is referred to as saturation. This set of equations models
the displacement of non-wetting fluid under given pressure on the wetting fluid. An
implicit pressure and explixit saturation (IMPES) is employed to solve this set of
equations.
The MsFVEM is used to solve the pressure equation from which the velocity
field can be recovered to be used in the transport equation. Moreover, two differ-
ent coarse models are implemented for the saturation equation. One of them is a
simple/primitive model where we use only the coarse scale velocity to update the sat-
uration field on the coarse grid. In this case no upscaling of the saturation equation
is performed. This kind of technique in conjunction with the upscaling of absolute
permeability is commonly used in applications (e.g., [22, 21, 20]). The difference of
our approach is that the coupling of the small scales is performed through using the
MsFVEM for the global problem and the small scale information of the velocity field
can be easily recovered.
In addition to the coarse model described above, we will also revisit a coarse
model for the saturation proposed in [27], which was derived using a perturbation
argument for the saturation equation. This will result in a diffusion term in addition
to the coarse saturation equation that represents the effects of the small scales on the
large ones. Note that the diffusion coefficient yields a correlation between the velocity
7perturbation and the particle’s displacement. Using the MsFVEM for the pressure
equation, we are able recover the small scale features of the velocity field that allows
us to compute the fine scale displacement. A similar procedure may be performed for
the nonlinear flux in the saturation equation. All these macro-diffusion models will
be presented in Section 5.1 of Chapter V.
The governing equations for the the multicomponent flow are similar to the ones
in multiphase flow. Consequently, we may apply similar upscaling procedures. Again,
the MsFVEM is used to solve the pressure equation which is then used to obtain the
velocity field. This velocity field is used as an input to the transport equation to
obtain the concentration dynamics. As in the multiphase flow, we may perform a
macro-diffusion model in the transport equation to get its upscaled version. The
only difference is that in the multicomponent flow, the velocity now depends on time
(through its dependence on the concentration). Thus, we need to formulate a different
approach to get the macro-diffusion coefficient. This is done in Section 5.2 of Chapter
V.
Another important class of flow in porous media problems is the unsaturated
and/or saturated water flow governed by Richards’ equation [54, 6]. This application
will be given in Section 5.3 of Chapter 5.2. We note that this equation comes up from
the simplification of the two-phase water-air flow problem, where it is assumed that
the temporal variation of the water saturation/water content is significantly larger
than the temporal variation of the water pressure, and that the air phase is infinitely
mobile so that the air pressure remains constant in the atmospheric level. The non-
linearity of the equation comes from the dependence of the hydraulic conductivity
(the elliptic coefficient) on the pressure.
Finally, Chapter VI is reserved for summary and conclusions and possible future
research.
8CHAPTER II
GENERAL FORMULATION
The goal of this chapter is to introduce general notations and terminology that will
be used throughout the dissertation. The boundary value problem that will be the
base model for the proposed numerical model is briefly described in Section 2.2. A
brief summary on the solution existence and uniqueness and its aysmptotic behaviors
will also be given. Finally in Section 2.3, we will develop the multiscale finite volume
element method which solves the model problem.
2.1. Notations
Let K be a domain in R2. We denote by Lp(K), the space of p integrable real
functions over K, for p = 2, (·, ·)K is the inner product in L2(K), ‖ · ‖Hm(K) and
| · |Hm(K), the norm and seminorm of the Sobolev space Hm(K) for m ∈ N. We
also introduce the “broken” norm ‖ · ‖m,h such that ‖v‖m,h = {
∑
K∈Th
‖v‖2Hm(K)}1/2,
and its corresponding seminorm | · |m,h such that |v|m,h = {
∑
K∈Th
|v|2Hm(K)}1/2. Also
we denote by ‖ · ‖W m,p(K) and | · |W m,p(K), respectively the norm and seminorm of
the Sobolev space Wm,p(K), m ∈ N, p ≥ 1. We note that we suppress the K in
the notations whenever K = Ω, and suppress the index m whenever m = 0, i.e.,
H0(K) = L2(K). Throughout the paper, C and c (sometimes with indices) will
denote generic constants independent of h and .
92.2. Model Problem
We consider the following elliptic boundary value problem:
−∇ · (a(x, u,∇u)) + b(x, u,∇u) = f in Ω,
u = gD on ΓD,
a(x, u,∇u) · n + b(x, u,∇u) = gN on ΓN ,
(2.1)
where  represents the small scale in the domain Ω ⊂ R2, a bounded polygonal domain,
ΓD and ΓN are the Dirichlet and Neumann boundary, respectively, ΓD ∪ ΓN = ∂Ω,
with the measure ΓD always positive. This boundary value problem is a typical
conservation law of the quantity represented by u. There are many applications of
(2.1), among which are the heat variation, diffusion/dispersion of certain material
concentration, and pressure distribution, radiation transport, biological dynamics,
and phase transition in biochemistry. The function a (x, u,∇u) represents a vector
of flux, while the lower order term b (x, u,∇u) determines the amount of convection.
In the case of a(x, u,∇u) ≡ A(x, u)∇u, and b (x, u,∇u) ≡ b(x)u, for some
tensor A and vector b, then (2.1) is a typical combination of conservation law and
the well known generalized Darcy’s Law (in some applications it is referred to as Fick’s
Law), v = −A(x, u)∇u + b(x)u. In the next two subsections we briefly discuss the
existence and uniqueness of the solution, along with its asymptotic behavior.
2.2.1. Existence and Uniqueness of the Solution
There have been a great number of efforts devoted on the existence and uniqueness
of the solution to (2.1) (see for example [37]). Using monotone operator theories, the
existence and uniqueness of the solution can be established with the price of imposing
several restrictions on the nonlinear coefficients. Often, the nonlinear coefficients are
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assumed to satisfy the Caratheodory condition, the growth condition, monotonicity
condition and coercivity condition [17]. In turn, a nonlinear operator associated with
the original boundary value problem may be constructed. Having the assumptions
abovementioned, this operator is well defined, continuous, and monotone in Sobolev
spaces, and hence its solvability is readily established. Problems may arise in the
analysis of this PDEs when the coefficients are singular and/or degenerate. To tackle
these difficulties, the authors of [17] have used the weighted Sobolev space method.
The usual Sobolev spaces are devised with certain weight functions that are used in
the definition of the space’s norm; they help to develop certain procedures to show
existence of the solution of the differential problem.
2.2.2. Asymptotic Behavior of the Solution
Next we briefly summarize the existing asymtotic analyses of (2.1), i.e., the behavior
of the solution as the parameter  vanishes. The homogenization theory for (2.1) relies
on one basic assumption, that the nonlinear coefficients are periodic. Furthermore, it
is also assumed that the coefficients exhibit certain Holder’s continuity, in addition to
the assumptions mentioned in the previous subsection. Under these assumptions, an
existence of the solutions can be established. This is done by first showing an a-priori
estimate of the solution which is independent of  [35, 34]. Furthermore, using this a-
priori estimate one can deduce that the nonlinear coefficients are uniformly bounded
in an appropriate dual space. Consequently, a weak convergence of the solution and
the nonlinear coefficients are established in the corresponding spaces.
As mentioned above, our model governing equations (2.1) are derived from the
conservation law. Hence it is only natural that the numerical models aimed to ap-
proximate the solution enjoy certain local numerical conservation properties. Fur-
thermore, we would like to be able to include the multiscale effects associated with 
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in the solution, a subject discussed in the next section.
2.3. The Multiscale Finite Volume Element Method (MsFVEM)
The finite volume method has certain local conservative properties (see [33] for an
extensive survey of the method). Unlike the finite element method that relies on
a global variational formulation, the finite volume method is derived from a local
relation, namely the balance equation/conservation expression on a number of sub-
domains which are called control volumes. In what follows, we describe the finite
volume discretization of (2.1) that leads to its numerical solution.
Let Th be the collection of quasiuniform triangulations of Ω ⊂ R2, and Xh be
the piecewise linear finite element space that lives in Th, i.e.,
Xh =
{
χ ∈ H10 (Ω) : χ |K is linear, χ |∂Ω= 0
}
. (2.2)
Given the triangulation Th, we describe the construction of the control volumes as
follows. Consider a triangle K ∈ Th, and let zK be its barycenter. The triangle K
is divided into three quadrilaterals of equal area by connecting zK to the midpoints
of its three edges. We denote these quadrilaterals by Kz, where z ∈ Zh(K), are the
vertices of K. Also we denote Zh =
⋃
K Zh(K), and Z
0
h are all vertices that do not lie
in ΓD. The control volume Vz is defined as the union of the quadrilaterals Kz sharing
the vertex z (see Figure 2.1).
Next consider an element vh that belongs to Xh. We denote by v a function
that satisfies the boundary value problem:
−∇ · (a (x, ηh,∇v)) = 0 in K ∈ Th,
v = v
h on ∂K,
(2.3)
with ηh(x) =
∑
K∈Th
ΨK(x)
1
|K|
∫
K
vh dx, ΨK being the characteristic function of the
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Fig. 2.1. Left: Portion of triangulation sharing a common vertex z and its control
volume. Right: Partition of a triangle K into three quadrilaterals
element K. Then we denote by V h the space of all functions satisfying (2.3). Also
we denote by E : Xh → V h the corresponding multiscale map associated with (2.3).
The multiscale finite volume element method (MsFVEM) for (2.1) is to find
uh ∈ Xh such that
−
∫
∂Vz
a
(
x, ηh,∇uh
) · n dS + ∫
Vz
b
(
x, ηh,∇uh
)
dx =
∫
Vz
f dx ∀z ∈ Z0h, (2.4)
where uh = E(u
h). It is obvious that the number of control volumes that satisfies
(2.4) is the same as the dimension of Xh. In the case of linear coefficients, namely,
a (x, u,∇u) ≡ A(x)∇u, and b (x, u,∇u) ≡ b(x) · ∇u, the multiscale map E is
a linear operator, and thus V h is a linear space. Then given a set of basis functions
{φi} of Xh we may construct a set of multiscale basis functions {φi} of V h that satisfy
−∇ · (A(x)∇φi) = 0 in K ∈ Th,
φi = φ
i on ∂K.
(2.5)
One drawback inherent in the proposed method is the error resulting from ele-
ments’ boundary layers. This discrepancy is quantified by the ratio of the physical
scale  to the mesh size h. An analysis of the linear MsFEM has been done ( see[43]),
which shows that the convergence depends on this ratio.
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Fig. 2.2. Oversampling of (2.3) on a substantially larger domain than triangle K.
To overcome this drawback, an oversampling strategy is employed, in that the
local problem (2.3) (correspondingly (2.5) for linear problem) is solved in domain of
size larger than h+ (see Figure 2.2). This procedure has been proposed and analyzed
in [28] for linear MsFEM.
In the next chapter, we will explore in detail the convergence analysis of the
MsFVEM for boundary value problems with linear coefficients.
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CHAPTER III
CONVERGENCE ANALYSIS OF MSFVEM FOR A LINEAR ELLIPTIC
PROBLEM
3.1. Preliminaries
In this chapter we present a convergence analysis of the MsFVEM for a special case of
(2.1), namely a linear elliptic boundary value problem with a(x, u,∇u) ≡ A(x)∇u
and b(x, u,∇u) ≡ b(x)·∇u. Using the notations and settings described in Chapter
II, the MsFVEM formulation is defined as to find uh ∈ V h such that
−
∫
∂Vz
A(x)∇uh · n ds+
∫
∂Vz
uh b(x) · n dx =
∫
Vz
f dx Vz ⊂ Ω. (3.1)
It is obvious that for linear problems, the multiscale map E defined in Chapter 3.4 is a
linear operator, and consequently V h is a linear space. Hence we may construct a set
of basis functions belonging to V h satisfying the local problem (2.5). This description
will be explored in detail in the next section.
For the analysis that follows we will impose several assumptions. First we denote
by Y a unit square (0, 1)× (0, 1). Let A(x) = {Aij(x)} be a 2× 2 matrix for x ∈ R2,
satisfying the following properties:
L1 Aij is Y -periodic in R
2 for every i, j = 1, 2;
L2 there exist constants β > α > 0 such that α|ξ|2 ≤ ξtA(x)ξ ≤ β|ξ|2 a.e. x ∈ R2
and for any vector ξ ∈ R2;
L3 Aij ∈ W 1,p(R2) for some p > 2.
We then define that the elliptic coefficient in (3.1) by
A(x) = A(x/), (3.2)
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where  > 0 is the positive number representing the small scale feature. By definition
(3.2) we know that the functions Aij are  Y -periodic in R
2. In the analysis we will
neglect the lower order term b, and concentrate on solving the Dirichlet problem,
namely to seek u = u(x, x/) ∈ H10 (Ω) satisfying
−∇ · (A(x/)∇u) = f(x) in Ω ⊂ R2,
u = 0 on ∂Ω,
(3.3)
for some f ∈ L2(Ω). In this analysis we assume that Ω = (0, 1) × (0, 1) ⊂ R2. We
note that by the Lax-Milgram lemma, assumption L2 imply that there exists a unique
weak solution of (3.3).
Next, we denote the following finite-dimensional space:
Y h =
{
ξ ∈ L2(Ω) : ξ |Vz is constant, z ∈ Z0h, ξ |Vz= 0 if z ∈ ∂Ω
}
. (3.4)
In the sections that follow we use the following interpolation operator Ih : X
h → Y h
such that ∀χ ∈ Xh
Ihχ =
∑
z∈Zh0
χ(z)Ψz, (3.5)
where Ψz is the characteristic function of the control volume Vz. Below we list several
properties of Ih (see [7, 12] for details):
(χ, Ihφ) = (φ, Ihχ) , ∀χ, φ ∈ Xh, (3.6)
c1‖χ‖2 ≤ |||χ|||2 ≤ c2‖χ‖2, ∀χ ∈ Xh, c2 > c1 > 0, |||χ|||2 = (χ, Ihχ) , (3.7)∫
K
Ihχ dx =
∫
K
χ dx, ∀χ ∈ Xh, for anyK ∈ Th, (3.8)∫
e
Ihχ ds =
∫
e
χ ds, ∀χ ∈ Xh, for any side e ofK ∈ Th, (3.9)
‖Ihχ‖L∞(e) ≤ ‖χ‖L∞(e), ∀χ ∈ Xh, for any side e ofK ∈ Th, (3.10)
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‖χ− Ihχ‖Lp(K) ≤ ChK|χ|W 1,p(K), ∀χ ∈ Xh, 1 ≤ p <∞. (3.11)
3.2. An Overview of Homogenization Theory
Here we review some results from homogenization theory [45]. We will use the Ein-
stein’s summation wherever it applies, namely, summation is taken over repeated
indices. First we define Nk(y), k = 1, 2 to be the periodic solution in the unit square
Y with 〈Nk〉Y = 0 that satisfies the equation
∇y · (A(y)∇yNk(y)) = −∇iyAik(y). (3.12)
Here ∇y is the gradient with respect to the variable y and ∇iy is the i-th component
of the ∇y. By homogenization theory (cf. [45]), the solution of (3.3) can be expanded
as
u(x, x/) = u0(x) + Nk(x/)∇ku0(x) +  θu (x, x/), (3.13)
where ∇k is the k-th component of ∇. The function u0 is the solution of the following
homogenized boundary value problem [45]:
−∇ · (A∗∇u0) = f in Ω,
u0 = 0 on ∂Ω,
(3.14)
where the entries of A∗, denoted by A∗ij, is expressed as
A∗ij =
∫
Y
Aik
(
δkj +∇kyNj
)
dy. (3.15)
Regarding θu , we have the following estimate [45]:
Lemma 3.1. Let θu be the corrector in (3.13). Assume that the solution of (3.14)
u0 ∈ C2(Ω¯) and property L3 holds. Then there exists a constant C > 0 independent
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of  such that
 |θu|1 ≤ C
√
. (3.16)
3.3. Oversampling and Construction of the Solution Space V h
In this section we present the oversampling strategy that will be combined with the
finite volume element method. As mentioned earlier, the space V h for linear problems
is a linear space, and thus a set of basis functions satisfying (2.3) may be constructed.
A particular construction of such a basis is explained in detail as follows.
We construct an intermediate set of functions {ψi, i = 1, 2, 3} in an oversampled
triangle domain S ⊃ K, diam(S) > 2hK by solving
L ψ
i
 = −∇ ·
(
A(x/)∇ψi
)
= 0 in S, (3.17)
where ψi is piecewise linear along ∂S, and ψ
i
(sj) = δij, with sj, j = 1, 2, 3 being the
vertices of S (see Figure 2.2). It follows from this construction that ψi exhibit similar
structure to u. Furthermore, with respect to , ψ
i
 has the following asymptotic
expansion:
ψi(x, x/) = ψ
i
0(x) + Nk(x/)∇kψi0(x) +  θi(x, x/), (3.18)
where ψi0 is the linear homogenized part of ψ
i
, θ
i = ηk∇kψi0, where ηk, k = 1, 2, satisfy
the following problem:
∇ · (A(x/)∇ηk) = 0 in S
ηk = −Nk on ∂S.
(3.19)
The function ηk has the following property [28]:
Lemma 3.2. Let K ∈ Th such that K ⊂ S is away at least at a distance hK. Then
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Fig. 3.3. Right triangle of size h and its oversampled counterpart.
there exists a constant C > 0 independent of  and hK such that
‖∇ηk‖L∞(K) ≤
C
hK
. (3.20)
Next, the restrictions of the basis functions φi, i = 1, 2, 3 on K are taken as linear
combinations of ψi, i = 1, 2, 3, i.e.,
φi =
3∑
j=1
cijψ
j
 . (3.21)
Substituting (3.18) to (3.21), we see that φi can be expanded as follows:
φi(x, x/) = φ
i
0(x) + Nk(x/)∇kφi0(x) +  cij θj(x, x/), (3.22)
where
φi0 =
3∑
j=1
cij ψ
j
0. (3.23)
The constants cij are obtained by setting φ
i
0(zj) = δij which gives a system of linear
equations. To see that the constants cij exist, without loss of generality, we consider
a right triangle along with its oversampled counterpart shown in Figure 3.3. It is
obvious that for this setting we have ψ20 = (x1 + )/(h+ 3), ψ
3
0 = (x2 + )/(h + 3),
and ψ30 = 1− ψ10 − ψ20. Setting φi0(zj) = δij in (3.23) using these equations we obtain
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the following linear system:
1
h + 3

h +   
 h+  
  h+ 


ci1
ci2
ci3
 =

δi1
δi2
δi3
 , i = 1, 2, 3. (3.24)
It is straightforward to see that the 3×3 matrix in this linear system is invertible.
Furthermore, since the oversampled domain S is not much larger than the triangle K,
the matrix is well conditioned. We note that by this construction, the basis functions
are continuous at the vertex points z ∈ Zh, but in general they are not continuous
across ∂K. We also set the basis functions to be zero on ∂Ω. Consequently V h is no
longer a subset ofH1(Ω). Now we have the tool to expand the functions that belong to
the space of our approximate solution V h . So consider v
h
 ∈ V h . Since the expansion
of the basis functions was conducted on a triangle K, we will also have the asymptotic
expansion for vh on K. First we write v
h
0 = v
h
0 (zi)φ
i
0, zi ∈ Zh(K). Moreover, since
θj = ηk∇kψj0 we may define θh using the following equivalent representations:
θh = vh0 (zi) cij θ
j = vh0 (zi) cij ηk∇kψj0 = vh0 (zi) ηk∇kφi0 = ηk∇kvh0 . (3.25)
Then by setting vh = v
h
0 (zi)φ
i
 for zi ∈ Z(K), and using (3.22) and (3.25), in each
triangle K ∈ Th, we have the following asymptotic expansion for vh ∈ V h :
vh (x, x/) = v
h
0 (x) + Nk(x/)∇kvh0 (x) + θh(x, x/). (3.26)
We note that the function vh0 in (3.26) is piecewise linear, since it is defined as a linear
combination of the homogenized basis functions φi0 that are linear.
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3.4. Reformulation of the Method
Now, we are in a position to formulate the two-scale finite volume element method
for (3.3) that incorporates the small scale features: find uh ∈ V h that satisfies the
following equation expressing local conservation:
−
∫
∂Vz
(A(x/)∇uh ) · n ds =
∫
Vz
f dx, ∀ z ∈ Z0h, (3.27)
Obviously, this construction requires that the number of control volumes Vz to be
equal to the dimension of V h . We note that this formulation may be equivalently
written as the following variational problem: Find uh ∈ V h such that
aFV (u
h
 , χ) =
∑
z∈Z0
h
χ(z)
∫
Vz
f dx ∀χ ∈ Xh, (3.28)
where the form aFV (·, ·) : H˜2h ×H2h → R is defined by
aFV (v, χ) = −
∑
z∈Z0
h
χ(z)
∫
∂Vz
(A(x/)∇v) · ~n ds, (3.29)
with H˜2h = H
2(Ω) + V h and H
2
h = H
2(Ω) +Xh. In [7] it has been shown that using
the interpolation operator Ih in (3.5), we have
∑
z∈Z0
h
χ(z)
∫
Vz
f dx = (f, Ihχ). (3.30)
Now we can give another equivalent representation of aFV (v, χ). Consider a triangle
K and a control volume Vz such that K ∩Vz 6= ø. Then using Green’s formula we get∫
K∩Vz
Lv dx =−
∫
∂K∩Vz
(A(x/)∇v) · ~n ds−
∫
∂Vz∩K
(A(x/)∇v) · ~n ds. (3.31)
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This equality and the interpolation operator Ih allows us to get
aFV (v, χ) = −
∑
K∈Th
∑
z∈Zh(K)
∫
∂Vz∩K
(A(x/)∇v) · ~n Ihχ ds
=
∑
K∈Th
{(
Lv, Ihχ
)
K
+
(
(A(x/)∇v) · ~n, Ihχ
)
∂K
}
.
(3.32)
By combining all these identities we may write the following equivalent Petrov-
Galerkin formulation of the two-scale finite volume element problem: Find uh ∈ V h
such that
aFV (u
h
 , χ) = (f, Ihχ) ∀χ ∈ Xh, (3.33)
with aFV (·, ·) as in (3.32).
In the finite volume element method, there is well developed technique for the
error analysis based on the existing results from its standard finite element counter-
part (see [7, 12] for detail investigation). The main idea is to view the finite volume
element as a perturbation of the finite element method with the help of the interpo-
lation operator Ih. This way, one can tap into existing analysis in the Galerkin finite
element method to derive the error estimates for the finite volume element method.
We will follow a similar procedure. However, due to the specific construction
of the basis functions and the corresponding finite-dimensional space of the approxi-
mate solution V h , that accounts for the scale features, we will emphasize the Petrov-
Galerkin formulation. First, we introduce the Petrov-Galerkin formulation of the
two-scale finite element problem associated with (3.3) (cf. [62]): Find u˜h ∈ V h such
that
aFE(u˜
h
 , χ) = (f, χ) ∀χ ∈ Xh, (3.34)
where
aFE(v
h
 , χ) =
∑
K∈Th
(
A(x/)∇vh ,∇χ
)
K
, ∀ vh ∈ V h , χ ∈ Xh. (3.35)
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By Green’s formula we may write aFE(·, ·) as
aFE(v
h
 , χ) =
∑
K∈Th
{(
Lv
h
 , χ
)
K
+
(
A(x/)∇vh · ~n, χ
)
∂K
}
=
∑
K∈Th
(
A(x/)∇vh · ~n, χ
)
∂K
∀ vh ∈ V h , χ ∈ Xh.
(3.36)
The first term in (3.36) vanishes since by the construction of the basis functions of
V h , we have
Lv
h
 = L
(
3∑
i=1
vh0 (zi)φ
i

)
=
3∑
i=1
vh0 (zi)L φ
i
 = 0, (3.37)
where as before Lφ = −∇ · (A(x/)∇φ). Using (3.36) and (3.32), we may define the
following bilinear form D : V h ×Xh → R:
D(vh , χ) = aFE(v
h
 , χ)− aFV (vh , Ihχ)
=
∑
K∈Th
(
(A(x/)∇vh ) · ~n, χ− Ihχ
)
∂K
.
(3.38)
This bilinear form characterizes the two-scale finite volume element method as a
perturbation of the two-scale finite element method. Our aim now is to estimate
(3.38), by using the existing results of the two-scale finite element method and then
to obtain the convergence of the two-scale finite volume element method.
3.5. Convergence Analysis of the Method for Case  h
As mentioned earlier, the analysis proceeds with quantification of the perturbation
between the two-scale finite volume element method and its finite element counter-
part. In this section we estimate (3.38), show the inf-sup condition of the bilinear
form guaranteeing the existence and uniqueness of the solution, and prove an error
estimate in the broken norm ‖ · ‖1,h. First we establish the following lemma that will
be used in the subsequent proof.
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We define a 2× 2 matrix B(x/) = {Bij(x/)} such that
Bij(x/) = Aij(x/) +  Aik(x/)∇kNj(x/), (3.39)
where Nj is as in Section 3.2.
Lemma 3.3. Assume that there exist constants c2 > c1 > 0, such that
c1|ξ|2 ≤ ξiBijξj ≤ c2|ξ|2 ∀ ξ ∈ R2. (3.40)
Then there exist constants C2 > C1 > 0 such that
C1|∇vh |K ≤ |∇vh0 |K ≤ C2|∇vh |K (3.41)
for every vh ∈ V h and for each K ∈ Th.
Proof. In what follows all the estimates are taken over the triangle K. Using (3.26)
and (3.25) and noting that vh0 is linear in K, we have the following equality:
Aij∇jvh = Aij∇jvh0 + Aij∇j
(
Nk∇kvh0
)
+ Aij∇jθh
= (Aij + Aik∇kNj + Aik∇kηj)∇jvh0
= (Bij + Aik∇kηj)∇jvh0 .
(3.42)
Multiplying (3.42) by ∇ivh0 we have
∇ivh0Aij∇jvh = ∇ivh0 (Bij + Aik∇kηj)∇jvh0 . (3.43)
Now by Lemma 3.2 we may apply the assumption (3.40) to the term Bij + Aik∇kηj,
so that
β |∇vh0 | |∇vh | ≥ ∇ivh0Aij∇jvh = ∇ivh0 (Bij + Aik∇kηj)∇jvh0 ≥ c1 |∇vh0 |2, (3.44)
from which we obtain the right hand side inequality of (3.41). Similarly, multiplying
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(3.42) by ∇ivh , and by the positive definiteness of A, we obtain the result for the left
hand side of (3.41).
3.5.1. Estimate on the form D(vh , χ)
In this subsection we estimate the form D(vh , χ) defined in (3.38). First of all, we
would like to rewrite the form D(vh , χ) in (3.38) such that it will be easier to estimate.
To this end, we note that by taking the partial derivative of the vh expansion in (3.26),
and using the fact that vh0 is piecewise linear (and hence its derivative is zero), we
have:
∇j vh = ∇j vh0 +  (∇j Nk)∇kvh0 + ∇j θh, j = 1, 2 (3.45)
where as before, we have used the Einstein summation for k = 1, 2. Multiplying the
matrix A to the vector ∇vh and applying (3.45) we obtain the following:
(A∇ vh )i =
2∑
j=1
Aij ∇j vh
=
2∑
j=1
Aij
(∇j vh0 +  ((∇j N1)∇1 vh0 + (∇j N2)∇2 vh0 ) + ∇j θh)
=
2∑
j=1
(
Aij + 
2∑
k=1
(Aik ∇kNj)∇jvh0 +  Aij ∇j θh
)
.
(3.46)
Notice that on the last line of (3.46), the first term is the the entry of the matrix B
defined in (3.39). Combining all these derivations, we may substitute vh expansion
in (3.26) to the form D(vh , χ) in (3.38) to obtain
D(vh , χ) =
∑
K∈Th
((
B(x/)∇vh0
) · ~n, χ− Ihχ)
∂K
+
∑
K∈Th
((
A(x/) ∇θh) · ~n, χ− Ihχ)
∂K
,
(3.47)
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for any χ ∈ Xh. The following two lemmas are devoted to estimate the two terms in
(3.47).
Lemma 3.4. Assume that the entries of the matrix A(y) are 1-periodic functions
along each edge e of a triangle K ∈ Th. Then for every χ ∈ Xh there exists a
constant C > 0 independent of  and h such that∫
e
(B(x/)∇vh0 ) · ~n (χ− Ihχ)ds ≤ C

h
|vh |H1(K) |χ|H1(K) (3.48)
for every edge e of the triangle K.
Proof. Since the matrix A is 1-periodic along the edge, so is the matrix B defined
by (3.39). Choose a constant matrix B˜ whose entries will be determined later. Since
∇vh0 · ~n is constant on e, by (3.9) we have∫
e
(
B(x/)∇vh0
) · ~n (χ− Ihχ) ds = ∫
e
(
(B(x/)− B˜)∇vh0
) · ~n (χ− Ihχ) ds
= ni∇jvh0
∫
e
(Bij(x/)− B˜ij) (χ− Ihχ) ds.
(3.49)
Note, that we have used Einstein’s summation on the last line. Recall that Ihχ is
discontinuous along the edge e. Let zl and zr be the two vertices connected by edge
e, and zm be the the midpoint of e. The integration in (3.49) may be broken up into
integration along (zl, zm) plus integration along (zm, zr). Starting from zm we may
break up the segment (zl, zm) into a number of sub-segments Y each of which has size
 and possibly one sub-segment Yδ of size δ <  (see Figure 3.4). A similar partition
may be implemented for segment (zm, zr). This partition implies that the integration
in (3.49) may be broken up into the sum of integral over all the sub-segments. Now
it is obvious that the matrix B is periodic with respect to the sub-segment Y. In
what follows we will estimate the integral (3.49) over the sub-segments Y and Yδ. We
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Fig. 3.4. Partition of an edge e into sub-segments Y of size  and possibly two segments
Yδ of size less than .
choose the matrix B˜ to have the following entries:
B˜ij =
1
|Y|
∫
Y
Bij ds. (3.50)
Obviously the estimate for integral over Yδ is straightforward, since we have |Bij−B˜ij|
bounded, and |χ− Ihχ| ≤ C |∇χ|  in Y ′ . Hence,∫
Yδ
(Bij − B˜ij) (χ− Ihχ) ds ≤ C 
2
h
|χ|H1(K), (3.51)
where we have used the inverse inequality for χ. Moreover, by choosing B˜ as in (3.50),
we have the following indentity:∫
Y
(Bij−B˜ij) (χ− Ihχ) ds =
∫
Y
(Bij−B˜ij)χ ds =
∫
Y
(Bij−B˜ij) (χ− χ˜) ds, (3.52)
where
χ˜ =
1
|Y|
∫
Y
χ ds. (3.53)
By the Cauchy-Schwarz inequality, from (3.52) we have∫
Y
(Bij − B˜ij) (χ− Ihχ) ds ≤ ‖Bij − B˜ij‖L2(Y) ‖χ− χ˜‖L2(Y), (3.54)
so we need to estimate the two norms in this inequality. The Poincare´-Friedrich
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inequality and a scaling argument gives us
‖Bij − B˜ij‖L2(Y) ≤ C
√
 ‖∇yBij‖L2(0,1) ≤ C
√
. (3.55)
Furthermore, due to the fact that χ is linear on the edge e, we know that |χ− χ˜| ≤
 |∇χ|, and thus using the fact that ∇χ is constant on the edge e, applying inverse
inequality to |∇χ| we have
‖χ− χ˜‖L2(Y) ≤
(∫
Y
2 |∇χ|2 ds
)1/2
≤  |∇χ|
(∫
Y
ds
)1/2
≤ C 
3/2
h
|∇χ|H1(K).
(3.56)
Combining (3.55), and (3.56) we have the following estimate:∫
Y
(Bij − B˜ij) (χ− Ihχ) ds ≤ C 
2
h
|χ|H1(K). (3.57)
Putting our attention back to the integration over (zl, zm), now we may sum over all
Y and Y
′
 and note that all terms on the (3.51) and (3.57) are independent of  except
the  itself. Thus,∫ zm
zl
(Bij − B˜ij) (χ− Ihχ) ds =
∑
Y,Y ′
∫
Y
(Bij − B˜ij) (χ− Ihχ) ds
≤ C 
h
|χ|H1(K)
∑
Y,Y ′

≤ C  |χ|H1(K).
(3.58)
The same procedure described above may be implemented for (zm, zr) so that sum-
ming up the results from these two segments and an applying inverse inequality to
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vh0 give us
ni∇jvh0
∫
e
(Bij(x/)− B˜ij) (χ− Ihχ) ds ≤ C 
h
|vh0 |H1(K) |χ|H1(K). (3.59)
Then the right hand side of (3.41) in Lemma 3.3 finishes up the proof.
Lemma 3.5. Let e be an edge of triangle K ∈ Th, and θh be as in (3.25). Then for
every χ ∈ Xh there a exists constant C > 0 independent of  and h such that∫
e
A(x/) ∇θh · ~n (χ− Ihχ) ds ≤ C 
h
|vh |H1(K) |χ|H1(K). (3.60)
Proof. Using (3.25), Lemma 3.2, and the fact that χ is linear on e, we have∫
e
A(x/) ∇θh · ~n (χ− Ihχ) ds ≤ C 
h
|∇vh0 |
∫
e
|χ− Ihχ|ds
≤ C 
h
|∇vh0 | h ‖χ− Ihχ‖L∞(e)
≤ C 
h
|vh0 |H1(K) |∇χ| h
≤ C 
h
|vh0 |H1(K) |χ|H1(K),
(3.61)
where we have used inverse inequalities for ∇vh0 and ∇χ. Using the right hand side
inequality of (3.41) in Lemma 3.3 the proof is complete.
Theorem 3.1. For vh ∈ V h we have
|D(vh , χ)| ≤ Cd

h
|vh |1,h |χ|H1 ∀χ ∈ Xh. (3.62)
Proof. Considering (3.47), we may break up the integral over ∂K into a sum of integral
over the edges e. Then the estimate is obtained by straightforward application of
Lemmas 3.4 and 3.5.
29
3.5.2. Inf-Sup Conditions and Error Estimates
We start by establishing the inf-sup condition of the finite element bilinear form. A
similar proof has also been presented in [62]. Moreover, in [62] the authors derived
an L2−error estimate for the two-scale nonconforming Petrov-Galerkin finite element
and demonstrated the smallness of the nonconforming error.
Lemma 3.6. Assume that (3.40) holds. Then the finite element bilinear form (3.35)
satisfies the inf-sup condition, i.e., for vh ∈ V h we have
sup
χ∈Xh
aFE(v
h
 , χ)
‖χ‖H1 ≥ Cfe ‖v
h
 ‖1,h (3.63)
for some constant Cfe > 0 independent of , h.
Proof. Let M(x/) = {Mij(x/)} be a 2× 2 matrix such that its entries are defined
as
Mij = Bij + Aik∇kηj, (3.64)
where Bij are as defined in (3.39), ηj is defined in (3.19), and as before we have used
the Einstein summation appropriately. Using (3.46) and the fact that θh = ηk ∇kvh0 ,
cf. (3.25), we may rewrite aFE(v
h
 , χ) in (3.36) as
aFE(v
h
 , χ) =
∑
K∈Th
(
M(x/)∇vh0 ,∇χ
)
K
. (3.65)
Now consider an arbitrary nonzero vector ξ ∈ R2. For sufficiently small  we may use
Lemma 3.2 and the assumption in (3.40) on Bij to obtain the following estimate:
ξiMij ξj = ξi (Bij + Aik∇kηj) ξj
≥ (c1 − c 
h
) |ξ|2
≥ C |ξ|2,
(3.66)
where C in the last line is independent of  and h. Thus, by taking χ = vh0 an using
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(3.66) we have
sup
χ∈Xh
aFE(v
h
 , χ)
‖χ‖H1 ≥ C
|vh0 |21,h
‖vh0‖1,h
. (3.67)
Left hand side inequality of (3.41) in Lemma 3.3 and the Poincare´-Friedrichs inequal-
ity complete the proof.
The inf-sup condition (3.63) guarantees that there exists a unique solution of
the two-scale finite element problem (3.34). Next lemma is devoted to establishing
the inf-sup condition of the bilinear form of the two-scale finite volume element. The
proof uses a standard procedure for the finite volume element method perturbation
argument [50].
Lemma 3.7. For sufficiently small ratio /h, the finite volume element bilinear form
(3.32) satisfies inf-sup condition, i.e., for vh ∈ V h there exists a constant Cfv > 0
such that
sup
χ∈Xh
aFV (v
h
 , Ihχ)
‖χ‖H1 ≥ Cfv ‖v
h
 ‖1,h. (3.68)
Proof. Using (3.38) we may write
aFV (v
h
 , Ihχ) = aFE(v
h
 , χ)−D(vh , χ). (3.69)
By Lemma 3.6 and Theorem 3.1 we have
sup
χ∈Xh
aFV (v
h
 , Ihχ)
‖χ‖H1 ≥
(
Cfe − Cd 
h
)
‖vh ‖1,h. (3.70)
Thus for sufficiently small /h we have Cfv = Cfe − Cd /h positive.
Hence, as in the finite element case, we guarantee the existence and uniqueness
of the two-scale finite volume element solution by this inf-sup condition. We note
that the following lemma is a consequence of Lemma 3.7.
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Lemma 3.8. Let uh ∈ V h be the solution of (3.33) associated with (3.3). Then
‖uh ‖1,h ≤ C‖f‖L2. (3.71)
Proof. By Lemma 3.7 and (3.33) we have
Cfv‖uh ‖1,h ≤ sup
χ∈Xh
(f, Ihχ)
‖χ‖H1 . (3.72)
Now using the Cauchy-Schwarz inequality and (3.7) we have the result.
Next we show that the difference between the two-scale finite volume element
and two-scale finite element solutions is small.
Lemma 3.9. Let uh ∈ V h be the solution of (3.33), and u˜h ∈ V h be the solution of
(3.34), both associated with (3.3). Then we have
‖u˜h − uh ‖1,h ≤
(
C1 h+ C2

h
)
‖f‖L2. (3.73)
Proof. First we introduce a bilinear form
d(f, χ) = (f, χ− Ihχ) ∀ f ∈ L2, χ ∈ Xh. (3.74)
This bilinear form has the following approximation property [7, Lemma 5.1]:
|d(f, χ)| ≤ C h ‖f‖L2 ‖χ‖H1. (3.75)
Using (3.74) and (3.38), we may write
aFE(u˜
h
 − uh , χ) = d(f, χ)−D(uh , χ) ∀χ ∈ Xh. (3.76)
The terms on the right hand side of this equation are estimated in (3.75) and Theorem
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3.1. Dividing both sides by ‖χ‖H1 and taking supremum over all χ we have
sup
χ∈Xh
aFE(u˜
h
 − uh , χ)
‖χ‖H1 ≤
(
C1h‖f‖L2 + Cd

h
‖uh ‖1,h
)
. (3.77)
But Lemma 3.8 guarantees the boundedness of uh , and thus by Lemma 3.7 we have
the result.
In the next two theorems we establish variations of Ce´a’s Lemma, one for the
two-scale finite element solution, and the other for the two-scale finite volume element
solution.
Theorem 3.2. Let u and u˜
h
 be the exact solution of boundary value problem (3.3)
and the solution of two-scale finite element (3.34), respectively. Then
‖u − u˜h ‖1,h ≤ (1 + Cfe) inf
vh ∈V
h

‖u − vh ‖1,h. (3.78)
Proof. Let vh ∈ V h and χ ∈ Xh. We have aFE(u˜h − vh , χ) = aFE(u − vh , χ) +
aFE(u˜
h
 , χ)− (f, χ), where the last two terms cancel each other. Using this fact and
in view of Lemma 3.6 we have
‖u˜h − vh ‖1,h ≤ Cfe sup
χ∈Xh
aFE(u − vh , χ)
‖χ‖H1
≤ Cfe‖u − vh ‖1,h.
(3.79)
The result follows from the triangle inequality ‖u−u˜h ‖1,h ≤ ‖u−vh ‖1,h+‖u˜h−vh ‖1,h
and by taking the infimum over all elements of V h .
Theorem 3.3. Let u and u
h
 be the exact solution of boundary value problem (3.3)
and the solution of the two-scale finite volume element (3.33), respectively. Then,
‖u − uh ‖1,h ≤
(
C1 h+ C2

h
)
‖f‖L2 + C3 inf
vh ∈V
h

‖u − vh ‖1,h. (3.80)
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Proof. Let u˜h be be the solution of (3.34). Using triangle inequality we have
‖u − uh ‖1,h ≤ ‖u − u˜h ‖1,h + ‖u˜h − uh ‖1,h.
The results follow directly from Theorem 3.2 and Lemma 3.9.
As we can see from Theorems 3.2 and 3.3, we need to estimate the minimizing
value of ‖u − vh ‖1,h which is taken over all elements of the space V h . For this
purpose we take an element vh of V
h
 that its homogenized part v
h
0 interpolates the
homogenized part of the exact solution of (3.3).
Lemma 3.10. Let u be the exact solution of (3.3), and u0 be its homogenized part.
Choose vh an element of V
h
 such that for each triangle K ∈ Th, vh0 (z) = u0(z),
z ∈ Zh(K), i.e., the homogenized part of vh coincides with the homogenized part of u
on the vertices of triangles K ∈ Th. Then there exists a constant C > 0 independent
of  and h such that
‖u − vh ‖1,h ≤ C
(
h |u0|H2 + 
h
|u0|H1 +
√

)
. (3.81)
Proof. By definition of the “broken” energy norm, it suffices to establish the estimate
over a triangle K. Using the expansions (3.13) and (3.26), we have
u − vh = (u0 − vh0 ) + Nk∇k(u0 − vh0 ) +  θu +  θh. (3.82)
It is well known that since vh0 is linear on K, the following estimate holds:
|u0 − vh0 |H1(K) ≤ C h |u0|H2(K). (3.83)
Now since Aij ∈ W 1,p(Y ), p > 2, we have that ∇Nk is locally bounded. Hence
|Nk∇k(u0 − vh0 )|H1(K) ≤ max
{
 ‖∇N1‖L∞(K),  ‖∇N2‖L∞(K)
} |u0 − vh0 |H1(K)
≤ C h |u0|H2(K).
(3.84)
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Next using (3.25) and applying Lemma 3.2, we have
2 |θh|2H1(K) ≤ 2
∫
K
|∇ηk|2 |∇kvh0 |2 dx ≤ C
2
h2
|vh0 |2H1(K). (3.85)
Moreover, it is clear that using triangle inequality, (3.83) we have
|vh0 |H1(K) ≤ C h|u0|H2(K) + |u0|H1(K).
Finally, summing up over all triangles K ∈ Th and using Lemma 3.1 to estimate θu,
we obtain the desired estimate.
From Theorem 3.2, Theorem 3.3, and Lemma 3.10 we immediately obtain the
following:
Corollary 3.1. Let u and u˜
h
 be the solutions of (3.3) and (3.34), respectively. Then
there exist constants Ci > 0, i = 1, 2, 3, independent of  and h such that
‖u − u˜h ‖1,h ≤ C1 h + C2

h
+ C3
√
. (3.86)
Corollary 3.2. Let u and u
h
 be the solutions of (3.3) and (3.33), respectively. Then
there exist constants Ci > 0, i = 1, 2, 3, independent of  and h such that
‖u − uh ‖1,h ≤ C1 h + C2

h
+ C3
√
. (3.87)
Therefore, both finite element and finite volume element for two-scale method
have the same asymptotic convergence rates.
3.6. Numerical Examples
In this section we present numerical experiments to assess the performance of the two-
scale finite volume element method. A convergence test of the method is reported
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Fig. 3.5. Discretization of the domain into two-scale meshes.
which is followed by an application to flow in porous media. In all of these computa-
tions, we have used finely resolved numerical solutions obtained using finite volume
method as reference solutions. This is because it is extremely hard to come up with
a two-scale boundary value problem which has an exact solution. All the examples
below use a unit square domain, Ω = (0, 1)× (0, 1). The computation is implemented
on a uniform rectangular mesh. The construction of the two-scale mesh is described
as follows. Suppose the domain Ω is discretized into rectangular elements with step
size 1/nf in each direction. Then the rectangular coarse elements are constructed
with the size h = 1/N in each direction (represented by the bold lines in Figure 3.5).
Now, each coarse element consists of the fine rectangular sub-elements of size h/n,
where we have the relation 1/nf = (1/N)(1/n). Having this kind of construction,
we have N is the number of coarse elements and n the number of sub-elements in a
coarse element, both for each direction in the domain.
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3.6.1. Convergence Test
For the convergence test, the methods are tested by solving (3.3) with the periodic
coefficient cf. [42]
A(x/) =
2 + 1.8 sin(2pix1/)
2 + 1.8 cos(2pix2/)
+
2 + sin(2pix2/)
2 + 1.8 cos(2pix1/)
and
f = −1.
In the following, the error is denoted by e = u − uh , TS-FV denotes the two-scale
finite volume element method using conforming basis functions and TS-FV-O denotes
the two-scale finite volume element method with oversampling. To investigate the
interaction between the components of error written in Corrolary 3.2, we show three
sets of scenario whose results are listed in three different tables. The first scenario
deals with a constant  while varying the number of coarse elements N . For this, the
reference solution is resolved on a very fine mesh with a step size 1/2048 = 2−11 in
each direction. The second scenario deals with a constant ratio /h and a constant
number of sub-elements n. Thus, once an  is given, the number of coarse element
may be obtained from the specified ratio. Consequently, for each case in the second
scenario, the number of total elements used to resolve the reference solution would
be different. Finally, the third scenario uses a constant number of coarse elements N ,
while varying the  (and consequently varying n also).
All results pertaining to the error of the solution in H1 norm are listed in Tables
3.1, 3.2, and 3.3. In general we see a significant improvement using the oversampling
strategy (TS-FV-O). Table 3.1 shows comparison of the H1 norm of the error of
the approximation taken against the number of elements N and n with a constant 
equal to 0.005. Obviously, TS-FV gives the worst results for fixed nf = N ×n with n
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Table 3.1. Comparison of H1 seminorm of solution error for  = 0.005.
N n
TS-FV TS-FV-O
|e|1 |e|1 Rate
32 64 2.142806× 10−2 8.188009× 10−3 -
64 32 2.926952× 10−2 4.114026× 10−3 0.99
128 16 4.473100× 10−2 2.288907× 10−3 0.85
256 8 5.951678× 10−2 1.911220× 10−3 0.26
decreasing since we have introduced more intercourse finite element boundaries, which
in turn generate some errors. It may be seen from Table 3.1, that when preserving
the , and letting the coase step size h decreases, the convergence in TS-FV-O (also
in TS-FV) deteriorates when /h ≈ 1. It should be pointed out that for this regime,
Corrolary 3.2 might not be true anymore. In Table 3.2 we present the corresponding
error in the case of the ratio /h = 0.64 and n = 16. From Table 3.2 we see that the
first order convergence for TS-FV-O is relatively maintained irrespective of the value
of h. This phenomenon gives a hint that the O() constant (C3) in Corrolary 3.2 is
smaller than the O(h) constant (C1). Finally Table 3.3 gives the comparison for a
constant N = 32 and varying . The table indicates that the TS-FV-O errors do not
change significantly compared to TS-FV errors, which suggests that the oversampling
strategy has reduced the resonance error inherent in the original two-scale method.
Similar comparisons for L2 norm errors are presented in Tables 3.4, 3.5, and 3.6. It is
apparent that they exhibit similar behaviors as in H1 norm. This finding is consistent
with the investigation conducted in [62].
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Table 3.2. Comparison of H1 seminorm of solution error for /h = 0.64 and n = 16.
N 
TS-FV TS-FV-O
|e|1 |e|1 Rate
16 0.040 5.031755× 10−2 2.419640× 10−2 -
32 0.020 4.510508× 10−2 8.427971× 10−3 1.52
64 0.010 4.475054× 10−2 4.388929× 10−3 0.94
128 0.005 4.473100× 10−2 2.288907× 10−3 0.94
Table 3.3. Comparison of H1 seminorm of solution error for N = 32.
 n
TS-FV TS-FV-O
|e|1 |e|1
0.020 16 4.510508× 10−2 8.427971× 10−3
0.010 32 2.975713× 10−2 8.195283× 10−3
0.005 64 2.142806× 10−2 8.188009× 10−3
Table 3.4. Comparison of L2 norm of solution error for  = 0.005.
N n
TS-FV TS-FV-O
‖e‖ ‖e‖ Rate
32 64 8.735775× 10−5 1.938853× 10−5 -
64 32 1.720292× 10−4 4.812917× 10−6 2.01
128 16 2.941193× 10−4 2.336342× 10−6 1.04
256 8 3.683877× 10−4 6.251241× 10−7 1.90
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Table 3.5. Comparison of L2 norm of solution error for /h = 0.64, and n = 16.
N 
TS-FV TS-FV-O
‖e‖ ‖e‖ Rate
16 0.040 3.898167× 10−4 8.649052× 10−5 -
32 0.020 3.172062× 10−4 2.146057× 10−5 2.01
64 0.010 2.986045× 10−4 5.077901× 10−6 2.08
128 0.005 2.941193× 10−4 2.336342× 10−6 1.12
Table 3.6. Comparison of L2 norm of solution error for N = 32.
 n
TS-FV TS-FV-O
‖e‖ ‖e‖
0.020 16 3.172062× 10−4 2.146057× 10−5
0.010 32 2.086535× 10−4 1.886330× 10−5
0.005 64 8.735775× 10−5 1.938853× 10−5
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3.6.2. Application to Flow in Porous Media
In this subsection we present an application of the two-scale finite volume element
method to a flow in porous medium. The problem considered is typical representation
of a cross section of a subsurface. In this case, (3.3) governs a pressure distribution
over the domain. As before we set our domain Ω = (0, 1)×(0, 1), with a given pressure
on the left and right boundaries, i.e., u(x1 = 0, x2) = 1, and u(x1 = 1, x2) = 0 while
the top and bottom boundaries are closed to flow, i.e. ux2(x1, x2 = 0) = ux2(x1, x2 =
1) = 0. As an exact solution we have used a fine solution with step size 1/1024 = 2−10.
Moreover, the matrix A is set to be a diagonal matrix with Aii(x) = k(x). Instead
of using a periodic functions, we use k(x) as a set of randomly generated numbers
realized in 1025 × 1025 grid points, given its correlation structures (lx1, and lx2),
covariance model and overall variance quantified via σ2 which is the variance of log k.
We consider a GSLIB model developed in [16].
In the examples below, we concentrate on the anisotropic case, which in practical
applications is the most difficult to upscale. We have used lx1 = 0.4 and lx2 = 0.01
with an exponential covariance model, and σ = 1.0. Table 3.7 presents the pressure
error e = ‖u − uh‖ and the error of the velocity in the horizontal direction, ex1 =
‖k(ux1 − uhx1)‖, and their corresponding relative errors, er = e/‖u‖, and ex1,r =
ex1/‖kux1‖. We note that many engineering problems require an accurate prediction
of the velocity. On the second example shown in Table 3.8, we use the same correlation
lengths and structures, and σ = 1.5. In all examples, we see that as h decreases, the
errors decrease as well. Comparison of the visualized horizontal velocities are shown
in Figure 3.6.
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Fig. 3.6. Comparison of horizontal velocity for anisotropic absolute permeability with
σ = 1.5: (left) finely resolved model with 1024 × 1024 elements, (right)
two-scale FVE with 64× 64 coarse elements
Table 3.7. Results for anisotropic case, lx1 = 0.40, lx2 = 0.01, σ = 1.0.
N n e er (%) ex1 ex1,r (%)
32 32 2.260724× 10−4 0.04 3.532075× 10−2 1.97
64 16 1.198503× 10−4 0.02 2.741758× 10−2 1.53
128 8 8.155836× 10−5 0.01 2.305173× 10−2 1.28
256 4 5.907592× 10−5 0.01 1.928818× 10−2 1.07
Table 3.8. Results for anisotropic case, lx1 = 0.40, lx2 = 0.01, σ = 1.5.
N n e er (%) ex1 ex1,r (%)
32 32 8.140234× 10−4 0.14 1.197157× 10−1 3.80
64 16 4.406654× 10−4 0.08 8.694687× 10−2 2.76
128 8 3.198741× 10−4 0.06 6.950237× 10−2 2.20
256 4 2.022701× 10−4 0.04 5.643796× 10−2 1.79
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CHAPTER IV
ANALYSIS OF NUMERICAL HOMOGENIZATION FOR A NONLINEAR
ELLIPTIC PROBLEM
4.1. The Framework
In this chapter we investigate the convergence of the numerical homogenization for the
nonlinear elliptic equation (2.1). We will present a convergence analysis for numerical
homogenization designed for the finite element variational formulation. For simplicity
we will confine ourselves to the following boundary value problem: find u ∈ W 1,p0 (Ω),
with p ≥ 2, satisfying
−∇ · (a(x, u,∇u)) = f in Ω ⊂ R2, (4.1)
where ∇ denotes the gradient and a : R2 × R× R2 → R2.
As before, let Th be the collection of finite elements partitioning Ω and X
h be
a standard finite element space that lives on Th as described in Chapter II. The nu-
merical homogenization scheme in the finite element setting associated with problem
(4.1) is formulated as to seek uh ∈ Xh such that
〈Ah uh, wh〉 =
∫
Ω
f wh dx, ∀ wh ∈ Xh, (4.2)
where
〈Ah vh, wh〉 =
∑
K∈Th
∫
K
(a(x, η
h,∇v),∇wh) dx,
ηh(x) =
∑
K∈Th
ηK ΨK(x) with ηK =
1
|K|
∫
K
vh dx.
Here ΨK is the characteristic function of K and v satisfies the following problem:
−∇ · (a(x, ηh,∇v)) = 0 in K ∈ Th and v = vh on ∂K. (4.3)
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As in Chapter II, we denote by V h the space of all functions v satisfying (4.3), and
by E : Xh → V h the multiscale map associated with (4.3).
Remark 4.1. For general elliptic problems, which include the lower-order term as in
(2.1), the corresponding numerical homogenization in the finite element setting is to
seek an uh ∈ Xh such that
〈Ah uh, wh〉 =
∫
Ω
f wh dx, ∀ wh ∈ Xh,
where
〈Ah vh, wh〉 =
∑
K∈Th
∫
K
(a(x, η
h,∇v),∇wh) dx+
∫
K
b(x, η
h,∇v)wh dx.
The analysis presented below can be extended to treat this numerical homogenization
as well.
4.2. Main Results from the Convergence Analysis
4.2.1. Setting for the Analysis
One main assumption for the analysis is that the mesh size is greater than and
depending on , i.e., h = h()  , with h() → 0 as  → 0. Regarding the elliptic
coefficient a, we set several assumptions, namely, that a(x, ·, ·) = a(x/, ·, ·), where
a(y, ·, ·) is a periodic function in a unit square Y and satisfies the following properties:
N1 polynomial growth:
|a(·, η, ξ)| ≤ c0 (1 + |η|p−1 + |ξ|p−1), ∀ η ∈ R, ξ ∈ R2; (4.4)
N2 monotonicity with respect to ξ:
(a(·, ·, ξ1)− a(·, ·, ξ2), ξ1 − ξ2) ≥ c1 |ξ1 − ξ2|p, ∀ ξ1, ξ2 ∈ R2; (4.5)
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N3 coercivity:
(a(·, ·, ξ), ξ) ≥ c2|ξ|p, ∀ ξ ∈ R2; (4.6)
N4 continuity:
Denote
H(η1, ξ1, η2, ξ2, r) = (1 + |η1|r + |η2|r + |ξ1|r + |ξ2|r), (4.7)
for arbitrary η1, η2 ∈ R, ξ1, ξ2 ∈ R2, and r > 0. Then
|a(·, η1, ξ1)− a(·, η2, ξ2)| ≤ c3H(η1, ξ1, η2, ξ2, p− 1) ν(|η1 − η2|) +
c4H(η1, ξ1, η2, ξ2, p− 1− s) |ξ1 − ξ2|s,
(4.8)
where s > 0, s ∈ (0,min(p − 1, 1)) and ν is the modulus of continuity, which is
bounded, concave, and continuous in R+, and ν(0) = 0, ν(t) = 1 for t ≥ 1 and
ν(t) > 0 for t > 0.
Homogenization theory, e.g. [52], states that u converges weakly to u ∈ W 1,p0 (Ω)
as → 0, which satisfies
−∇ · (a∗(u,∇u)) = f, (4.9)
i.e., u ∈ W 1,p0 (Ω) satisfies
〈A∗ u, w〉 =
∫
Ω
f w dx ∀ w ∈ W 1,q0 (Ω), (4.10)
where
〈A∗ v, w〉 =
∑
K∈Th
∫
K
(a∗(v,∇v),∇w) dx. (4.11)
Here a∗ is the homogenized coefficient defined as
a∗(η, ξ) =
1
|Y |
∫
Y
a(y, η, ξ +∇yNη,ξ(y)) dy, (4.12)
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and Nη,ξ ∈ W 1,pper(Y ) is the solution of
−∇ · (a(y, η, ξ +∇yNη,ξ(y))) = 0. (4.13)
Note that the solution of this equation is uniquely defined up to a constant.
Remark 4.2. It is known [52] that the homogenized coefficient a∗(η, ξ) satisfies the
following properties:
NH1 polynomial growth:
|a∗(η, ξ)| ≤ c0 (1 + |η|p−1 + |ξ|p−1), ∀ η ∈ R, ξ ∈ R2; (4.14)
NH2 monotonicity with respect to ξ:
(a∗(·, ξ1)− a∗(·, ξ2), ξ1 − ξ2) ≥ c1 |ξ1 − ξ2|p, ∀ ξ1, ξ2 ∈ R2; (4.15)
NH3 coercivity:
(a∗(·, ξ), ξ) ≥ c2|ξ|p, ∀ ξ ∈ R2; (4.16)
NH4 continuity:
|a∗(η1, ξ1)− a∗(η2, ξ2)| ≤ c3H(η1, ξ1, η2, ξ2, p− 1) ν(|η1 − η2|) +
c4H(η1, ξ1, η2, ξ2, p− 1− s˜) |ξ1 − ξ2|s˜,
(4.17)
for arbitrary η1, η2 ∈ R, ξ1, ξ2 ∈ R2, where s˜ ∈ (0,min(p− 1, 1)) and H is as
in the property N4.
4.2.2. Alternative Formulation
Taking advantage of the periodicity of the coefficients, it is possible to solve the
local problem (4.3) in a single period domain Y instead of in the element K. We
can carefully set an appropriate periodic boundary condition on ∂Y. This obviously
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gives a significant CPU saving in the numerical computation. To write the alternative
formulation, we denote by IK = {i ∈ Zn : Y i ⊂ K} for each K ∈ Th. Then the
numerical homogenization associated with (4.1) is the same as in (4.2), except now
the operator Ah is written as
〈Ah vh, wh〉 =
∑
K∈Th
∑
i∈IK
∫
Y i
(a(x, η
h,∇v),∇wh) dx.
We note that the proofs presented in the next subsections are directly applicable
to this case. In general, it is also a common practice to solve the local problem in a
representative elementary volume for each element K. However, since our objective is
to perform numerical homogenization for elliptic equations with general heterogeneous
coefficients, we refrain from using this alternative formulation.
4.2.3. Main Results
The first theorem states the convergence of the numerical homogenization solution to
the exact homogenized solution.
Theorem 4.1. Let uh be the solution of numerical homogenization (4.2) and u be
the solution of the homogenized problem (4.9). Then lim→0 ‖uh − u‖W 1,p(Ω) = 0.
Furthermore, the following theorem gives the convergence of the fluctuation v ∈
V h to the exact solution u.
Theorem 4.2. Let u be the solution of boundary value problem (4.1) and u
h ∈ Xh
and v ∈ V h with v = E(uh) be the numerical homogenization solution (homogenized
and fluctuating components, respectively) (4.2), Then lim→0 ‖∇v −∇u‖Lp(Ω) = 0.
Now we consider a problem associated with (4.1) when the coefficient a depends
only on the gradient of solution, i.e., a(·, η, ξ) ≡ a(·, ξ), with ξ ∈ R2. Obviously the
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monotonicity property N2 implies that the corresponding operator Ah is monotone.
Then it is possible to derive an order of convergence for the numerical homogenization
solution.
Theorem 4.3. Let u and uh be the solutions of the homogenized problem (4.9) and
numerical homogenization (4.2), respectively, with the coefficient a independent of u,
i.e., a(·, η, ξ) ≡ a(·, ξ). Then there exist constants Cj > 0, j = 1, · · · , 3 independent
of  and h such that
‖∇uh −∇u‖Lp(Ω) ≤ C1
( 
h
) s
(p−1)(p−s)
+ C2
( 
h
) 1
p
+ C3 h
1
p−1 .
Remark 4.3. If p ≤ p0, p0 ≈ 2.6, then the second term on the convergence rate
dominates the first one and the convergence rate is given by
C2
( 
h
) 1
p
+ C3 h
1
p−1
while if p ≥ p0 the convergence rate is given by
C1
( 
h
) s
(p−1)(p−s)
+ C3 h
1
p−1 .
In particular, for large p the resonance error is defined by (/h)1/p
2
.
4.3. Proofs of the Theorems
4.3.1. Several Auxiliary Results
The following coercivity holds for Ah :
Lemma 4.1. There exists a constant c > 0 such that
〈Ah vh, vh〉 ≥ c ‖∇vh‖pLp(Ω) ∀ vh ∈ Xh.
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Proof. Let v˜ = v − vh. It follows that v˜ satisfies the following problem:
−∇ · (a(x/, ηh,∇v˜ +∇vh)) = 0 in K and v˜ = 0 on ∂K. (4.18)
Using (4.18), applying Green’s Theorem, and coercivity property N3, we have the
following estimate:
〈Ah vh, vh〉 =
∑
K
∫
K
(a(x/, ηh,∇v˜ +∇vh),∇v˜ +∇vh) dx
≥ c
∑
K
∫
K
|∇v˜ +∇vh|p dx
= c
∑
K
∫
K
|∇v|p dx.
For p = 2, we may use Green’s Theorem, the fact that ∇vh is constant in K and
v˜ = 0 on ∂K to obtain the following:
〈Ah vh, vh〉 ≥ c
∑
K
∫
K
|∇vh|2 dx+ 2
∫
K
(∇vh,∇v˜) dx+
(∫
K
|∇v˜|2 dx
)
≥ c
∑
K
(∫
K
|∇vh|2 dx− 2
∫
K
∇(∇vh) v˜ dx + 2
∫
∂K
(∇vh, ~n) v˜ dx
)
= c‖∇vh‖2L2(Ω).
For p > 2 we note that since vh is piecewise linear on ∂K we may write v|∂K = vh =
β + (∇vh, x), for some constant β. We set v˜ = v − β. Then by change of variable
and homogeneity argument, and applying Trace Theorem we have
〈Ah vh, vh〉 ≥ c
∑
K
∫
K
|∇v|p dx
≥ c
∑
K
hn
hp
∫
Kr
|∇yv˜|p dly
≥ c
∑
K
hn
hp
∫
∂Kr
|(∇vh, y h)|p dly
= c
∑
K
hn |∇vh|pC(e∇vh),
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where Kr is a reference triangle, e∇vh is the unit vector in the direction of ∇vh, and
C(e∇vh) =
∫
∂Kr
|(e∇vh , y)|p dly.
To complete the proof, we need only to establish that C(eξ) is bounded from below
independent of ξ and h. By contradiction suppose the claim is not true. Then there
exists a sequence {eξn} which has a subsequence (denoted by the same notation) such
that eξn → e∗ and C(eξn) → 0 as n → ∞. Since C(eξ) is continuous it follows that
C(e∗) = 0. This further implies that (e∗, y) = 0 on ∂Kr, and hence e∗ = 0. This is a
contradiction.
The following two estimates will be used in the next subsection.
Lemma 4.2. Let v − v0 ∈ W 1,p0 (K) satisfies the following problem:
−∇ · (a(x/, η,∇v)) = 0 in K
where η is constant in K. Then
‖∇ v‖Lp(K) ≤ c (|K|
1
p + ‖η‖Lp(K) + ‖∇v0‖Lp(K)).
Proof. Let v˜ = v − v0. It follows that v˜ satisfies the following problem:
−∇ · (a(x/, η,∇(v˜ + v0))) = 0 in K and v˜ = 0 on ∂K. (4.19)
Multiplying (4.19) with v, applying Green’s Theorem, and using the fact that v˜ = 0
on ∂K, we immediately obtain the following equality:∫
K
(a(x/, η,∇v),∇v) dx =
∫
K
(a(x/, η,∇v),∇v0) dx. (4.20)
Next we use coercivity N3 and polynomial growth N1 properties to bound (4.20) from
below and above, respectively. Thus by applying Holder’s and Young’s inequalities
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we have
c2‖∇v‖pLp(K) ≤ c1
∫
K
(1 + |η|p−1 + |∇v|p−1) |∇v0| dx
≤ c1
(∫
K
(1 + |η|p + |∇v|p) dx
) 1
q
‖∇v0‖Lp(K)
≤ c1 δ
q
∫
K
(1 + |η|p + |∇v|p) dx+ c1
p δ
‖∇v0‖pLp(K).
The claim in this lemma is obtained from this inequality by choosing δ > 0 appropri-
ately.
Lemma 4.3. Let v − v0 ∈ W 1,p0 (K) and w − w0 ∈ W 1,p0 (K) satisfy the following
problems, respectively:
−∇ · (a(x/, η,∇v)) = 0 in K,
−∇ · (a(x/, η,∇w)) = 0 in K,
where η is constant in K. Then the following estimate holds:
‖∇(v − w)‖pLp(K) ≤ C H0 ‖∇(v0 − w0)‖
p
p−s
Lp(K)
,
where
H0 =
(
|K| + ‖η‖pLp(K) + ‖∇v0‖
p
Lp(K)
+ ‖∇w0‖pLp(K)
) p−s−1
p−s
.
Proof. Let v˜ = v − v0 and w˜ = w − w0. It follows that v˜ and w˜ satisfy the
following problems respectively:
−∇ · (a(x/, η,∇(v˜ + v0))) = 0 in K and v˜ = 0 on ∂K,
−∇ · (a(x/, η,∇(w˜ + w0))) = 0 in K and w˜ = 0 on ∂K.
Using monotonicity property N2 and applying Green’s Theorem along with the fact
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that v˜ = w˜ = 0 on ∂K, we immediately obtain the following inequality:
c1 ‖∇(v − w)‖pLp(K)
= c1 ‖∇(v˜ + v0)−∇(w˜ − w0)‖pLp(K)
≤
∫
K
(a(x/, η,∇v)− a(x/, η,∇w),∇(v0 − w0)) dx
≤ c4
∫
K
H(η,∇v, η,∇w, p− 1− s) |∇(v − w)|s |∇(v0 − w0)| dx,
where on the last line we have used continuity property N4. Applying Holder’s and
Young’s inequalities appropriately we have
‖∇(v − w)‖pLp(K)
≤ c
(∫
K
H(η,∇v, η,∇w, p) dx
) p−s−1
p
‖∇(v0 − w0)‖Lp(K) ‖∇(v − w)‖sLp(K)
≤ c δ s
p
‖∇(v − w)‖pLp(K) + c
p− s
δ p
(∫
K
H(η,∇v, η,∇w, p) dx
)p−s−1
p−s
‖∇(v0 − w0)‖
p
p−s
Lp(K)
.
Applying Lemma 4.2 and choosing δ > 0 appropriately, we obtain the desired esti-
mate.
Regarding ηh, we note that Jensen’s inequality implies
‖ηh‖Lp(Ω) ≤ c ‖vh‖Lp(Ω). (4.21)
In addition, the following estimates hold for ηh:
‖vh − ηh‖Lp(Ω) ≤ c h ‖∇vh‖Lp(Ω). (4.22)
4.3.2. A Closer Look at the Corrector for Monotone Operators
In this subsection we investigate a class of corrector for the monotone operators that
appear in (4.3). The results that follow differ from the previous ones obtained by Dal
52
Maso et al. [15] in two respects. First, the correctors in their paper are for the fixed
domain whose size is independent of . Second, the technique introduced in [15] can
not provide rate of the convergence. The approach we introduce allows us to derive
the corrector result in a manner similar to that of the linear case and to obtain the
convergence rate.
Let η ∈ R and ξ ∈ R2 be given. We denote a function P defined by
Pη,ξ(y) = ξ +∇yNη,ξ(y), (4.23)
where Nη,ξ(y) satisfies (4.13). Obviously,∫
Y
(a(y, η, Pη,ξ(y)), Pη,ξ(y)) dy =
∫
Y
(a(y, η, Pη,ξ(y)), ξ) dy. (4.24)
Before constructing the corrector for the monotone operator and discussing its ap-
proximation property, we show the boundedness of Pη,ξ.
Lemma 4.4. For every η ∈ R and ξ ∈ R2 we have
‖Pη,ξ‖pLp(Y) ≤ c (1 + |η|p + |ξ|p) |Y|.
Proof. By change of variables, it is sufficient to show that
‖Pη,ξ‖pLp(Y ) ≤ c (1 + |η|p + |ξ|p),
where Y is the unit square. Applying monotonicity N2 and polynomial growth N1
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properties we have
‖Pη,ξ‖pLp(Y ) =
∫
Y
|Pη,ξ − 0|p dy
≤ c
∫
Y
(a(y, η, Pη,ξ)− a(y, η, 0), Pη,ξ) dy
= c
∫
Y
(a(y, η, Pη,ξ), ξ) dy − c
∫
Y
(a(y, η, 0), Pη,ξ) , dy
≤ c
∫
Y
(1 + |η|p−1 + |Pη,ξ|p−1) |ξ| dy + c
∫
Y
(1 + |η|p−1) |Pη,ξ| dy.
Next we use Holder’s inequality with r1 = p/(p − 1) and r2 = p on both terms and
afterward apply Young’s inequality, so that for some β > 0 we have
‖Pη,ξ‖pLp(Y ) ≤ c1(β) (1 + |η|p + |ξ|p) + c2(β) ‖Pη,ξ‖
p
Lp(Y )
.
Here c2(β) → 0 as β → 0. Choosing β appropriately, we obtain the desired estimate.
An easy consequence of this lemma is the following estimate on Nη,ξ which has
been defined in (4.13).
Corollary 4.1. For every η ∈ R and ξ ∈ R2 we have
‖∇yNη,ξ‖pLp(Y) ≤ c (1 + |η|p + |ξ|p) |Y|.
Proof. By the triangle inequality,
‖∇yNη,ξ‖Lp(Y) ≤ ‖ξ +∇yNη,ξ‖Lp(Y) + ‖ξ‖Lp(Y),
from which the estimate follows immediately by applying Lemma 4.4 to the first
term.
At this stage we denote by P a corrector associated with v in the local problem
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(4.3):
P(x, x/) = Pηh,∇vh(x/) = ∇vh(x) +∇yNηh ,∇vh(x/), (4.25)
where as in the local problem (4.3) vh belongs to Xh. Moreover, given the values
η = ηh and ξ = ∇vh, the function Nη,ξ(y) is the solution of the periodic problem
(4.13). We note that using this setting, in general, each element K will have different
Nη,ξ depending on the value of η = η
h and ξ = ∇vh in the corresponding element K.
The next lemma states an approximation property of the corrector P.
Lemma 4.5. Let v satisfies (4.3) and assume that ∇vh is uniformly bounded in
Lp(Ω). Then
‖∇v − P‖Lp(Ω) ≤ C
( 
h
) 1
p(p−s)
.
Proof. Recall that by definition P = ∇vh+∇yNηh,∇vh(x/) = ∇vh+∇Nηh,∇vh(x/),
where Nηh,∇vh is a zero-mean periodic function satisfying the following:
−∇ · (a(y, ηh,∇vh +∇y Nηh,∇vh)) = 0. (4.26)
We may expand v as
v = v(x, x/) = v
h(x) + Nηh,∇vh(x/) + θ(x, x/).
Next we denote by w = w(x, x/) = v
h(x) + Nηh,∇vh(x/). Obviously w satisfies
(4.26). Taking all these into account, the claim in the lemma is the same as to proving
‖∇θ‖Lp(Ω) = ‖∇(v − w)‖Lp(Ω) ≤ C
( 
h
) 1
p(p−s)
.
Here we may write w as a solution of the following boundary value problem:
−∇ · (a(x/, ηh,∇w)) = 0 in K and w = vh +  N˜ηh ,∇vh on ∂K,
with N˜ηh,∇vh = Nηh,∇vh ϕ, where ϕ is a sufficiently smooth function whose value is 1
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on a strip of width  adjacent to ∂K, and 0 elsewhere. We denote this strip by S.
This idea has been used in [45]. By Lemma 4.3 we have the following estimate:
‖∇θ‖pLp(K) = ‖∇(v − w)‖
p
Lp(K)
≤ C H0 ‖∇(vh − vh −  N˜ηh,∇vh)‖
p
p−s
Lp(K)
≤ C H0 ‖∇N˜ηh,∇vh‖
p
p−s
Lp(K)
,
(4.27)
where
H0 =
(
|K| + ‖ηh‖pLp(K) + ‖∇vh‖
p
Lp(K)
+ ‖∇(vh +  N˜ηh,∇vh)‖pLp(K)
) p−s−1
p−s
. (4.28)
We need to show that H0 is bounded and ‖∇N˜ηh,∇vh‖pLp(Ω) uniformly vanishes as
→ 0. For this purpose, we use the following notations: let JK = {i ∈ Zn : Y i
⋂
K 6=
0, K\Y i 6= 0} and FK = ∪i∈JK Y i . In other words, FK is the union of all periods Y i
that covers the strip S. Using these notations and since ϕ is zero everywhere in K,
except in the strip S, we may write the following:
‖∇N˜ηh,∇vh‖pLp(K) = p
∫
K
|∇(Nηh,∇vh ϕ)|p dx
= p
∫
S
|∇(Nηh,∇vh ϕ)|p dx
≤ p
∫
F K
|∇(Nηh,∇vh ϕ)|p dx
= p
∑
i∈JK
∫
Y i
|∇(Nηh,∇vh ϕ)|p dx
≤ p
∑
i∈JK
∫
Y i
(|∇Nηh,∇vh |p |ϕ|p + |Nηh,∇vh|p |∇ϕ|p) dx,
(4.29)
where we have used the product rule on the partial derivative in the last line of (4.29).
Our aim now is to show that the sum of integrals in the last line of (4.29) is uniformly
bounded. We note that (see [55] and also Corollary 4.1)
‖∇y Nηh,∇vh‖pLp(Y i ) ≤ C(1 + |η
h|p + |∇vh|p) |Y i |,
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from which, using Poincare´-Friedrich inequality we have
‖Nηh,∇vh‖pLp(Y i ) ≤ C(1 + |η
h|p + |∇vh|p) |Y i |.
We note also that ηh and ∇vh are constant in K. Since ϕ is sufficiently smooth whose
value is one on the strip S and zero elsewhere, we know that |∇ϕ| ≤ C/ (cf. [45]).
Applying all these facts to (4.29) we have
‖∇N˜ηh,∇vh‖pLp(K) ≤ C p (1 + |ηh|p + |∇vh|p)
∑
i∈JK
(1 + −p) |Y i |
= C (p + 1) (1 + |ηh|p + |∇vh|p)
∑
i∈JK
|Y i |
≤ C (1 + |ηh|p + |∇vh|p)
∑
i∈JK
|Y i |.
Moreover, since all Y i , i ∈ JK , cover the strip S, we know that
∑
i∈JK
|Y i | ≤ C h .
Hence using local inverse inequality for ηh and ∇vh, we have
‖∇N˜ηh,∇vh‖pLp(K) ≤ C
h2
h2
(
1 + |ηh|p + |∇vh|p) h 
≤ C 
h
(
|K|+ ‖ηh‖pLp(K) + ‖∇vh‖
p
Lp(K)
) (4.30)
Furthermore, using this estimate and noting that /h < 1 we obtain from (4.28) that
H0 ≤ C
(
|K| + ‖ηh‖pLp(K) + ‖vh‖
p
Lp(K)
+ ‖∇vh‖pLp(K)
) p−s−1
p−s
. (4.31)
Summarizing the results, from (4.27) which is combined with (4.31) and (4.30) we
get
‖∇θ‖pLp(K) ≤ C H0 ‖∇N˜ηh,∇vh‖
p
p−s
Lp(K)
≤ C
( 
h
) 1
p−s
(
|K|+ ‖ηh‖pLp(K) + ‖vh‖
p
Lp(K)
+ ‖∇vh‖pLp(K)
)
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Finally summing over all K ∈ Th and applying (4.21) to
∑
K∈Th
‖ηh‖pLp(K), we obtain
‖∇θ‖pLp(Ω) =
∑
K∈Th
‖∇θ‖pLp(K)
≤ C
( 
h
) 1
p−s
∑
K∈Th
(
|K|+ ‖vh‖pLp(K) + ‖∇vh‖
p
Lp(K)
)
= C
( 
h
) 1
p−s
(
|Ω|+ ‖vh‖pLp(Ω) + ‖∇vh‖
p
Lp(Ω)
)
.
Obviously, this last inequality uniformly vanishes as  approaching zero, and thus we
have completed the proof of the Lemma 4.5.
The approximation property that we have just proved is used to show the fol-
lowing lemma:
Lemma 4.6. Suppose vh, wh ∈ Xh with ∇vh and ∇wh uniformly bounded in Lp(Ω)
and Lp+α(Ω), respectively, for some α > 0. Then lim→0 〈Ah vh − A∗ vh, wh〉 = 0.
Proof. Given vh ∈ Xh, we set the corrector P as in (4.25). By adding and subtracting
terms we have the following equality:
〈Ah vh − A∗ vh, wh〉 =
∑
K
(IK + IIK + IIIK),
where
IK =
∫
K
(a(x/, ηh,∇v)− a(x/, ηh,P),∇wh) dx,
IIK =
∫
K
(a(x/, ηh,P)− a∗(ηh,∇vh),∇wh) dx,
IIIK =
∫
K
(a∗(ηh,∇vh)− a∗(vh,∇vh),∇wh) dx.
Step 1: estimate of IK
Using continuity property N4 and Holder’s inequality, IK is estimated in the following
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way:
IK ≤ c
∫
K
|∇v − P|sH(ηh,∇v, ηh,P, p− 1− s) |∇wh| dx
≤ c ‖∇v − P‖sLp(K)
(∫
K
H(ηh,∇v, ηh,P, p) dx
) p−1−s
p
‖∇wh‖Lp(K).
It follows that
∑
K
IK ≤ c ‖∇v − P‖sLp(Ω)
(∫
Ω
H(ηh,∇v, ηh,P, p) dx
) p−1−s
p
‖∇wh‖Lp(Ω).
By Lemma 4.5 the last inequality vanishes as  approaching zero.
Step 2: estimate of IIK
Let IK = {i ∈ Zn : Y i ⊂ K} and JK = {i ∈ Zn : Y i
⋂
K 6= 0, K\Y i 6= 0}. Let
EK = ∪i∈IK Y i and FK = ∪i∈JK Y i . Then we may break up the integration IIK into
the sum of integral over EK and K\EK . By (4.12) and the fact that ∇wh is constant
in K, we have the following estimate:
IIK =
∑
i∈IK
∫
Y i
(a(x/, ηh,P)− a∗(ηh,∇vh),∇wh) dx
+
∫
K\EK
(a(x/, ηh,P)− a∗(ηh,∇vh),∇wh) dx
≤
∫
F K
|(a(x/, ηh,P)− a∗(ηh,∇vh),∇wh)| dx.
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It follows by applying Holder’s inequality appropriately and using Lemma 4.4 that∑
K
IIK ≤
∑
K
∑
i∈JK
∫
Y i
(|(a(x/, ηh,P),∇wh)|+ |(a∗(ηh,∇vh),∇wh)|) dx
≤ c
∑
K
∑
i∈JK
∫
Y i
H(ηh,P, ηh,∇vh, p− 1) |∇wh| dx
≤ c
∑
K
∑
i∈JK
∫
Y i
H(ηh,P, ηh,∇vh, p) dx

1
q
‖∇wh‖Lp(Ω)
≤ c
∑
K
∑
i∈JK
(|ηh|p + |∇vh|p) |Y i |
 1q ‖∇wh‖Lp(Ω)
≤ c
(∑
K
|K| (|ηh|p + |∇vh|p) |FK ||K|
) 1
q
‖∇wh‖Lp(Ω)
≤ c max
K
( |FK |
|K|
) 1
q (
‖vh‖pLp(Ω) + ‖∇vh‖
p
Lp(Ω)
) 1
q ‖∇wh‖Lp(Ω)
≤ c
( 
h
) 1
q
(
‖vh‖pLp(Ω) + ‖∇vh‖
p
Lp(Ω)
) 1
q ‖∇wh‖Lp(Ω)
Obviously, this expression vanishes as  approaching zero.
Step 3: estimate of IIIK
Using (4.17) and Holder’s inequality we estimate IIIK in the following way:
IIIK ≤ c
∫
K
H(ηh,∇vh, vh,∇vh, p− 1) ν(|ηh − vh|) |∇wh| dx
≤ c
(∫
K
H(ηh,∇vh, vh,∇vh, p) ν(|ηh − vh|)q dx
) 1
q
‖∇wh‖Lp(K).
It follows that
∑
K
IIIK ≤ c
(∫
Ω
H(ηh,∇vh, vh,∇vh, p) ν(|ηh − vh|)q dx
) 1
q
‖∇wh‖Lp(Ω).
If ∇wh ∈ Lp+α(Ω), then we may use Lemma 4.3 to conclude that
∑
K IIIK vanishes
as → 0. The fact that ∇wh ∈ Lp+α(Ω) for some α > 0 has been shown in [24].
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4.3.3. Proof of Theorem 4.1
Since Ah is coercive, it follows that u
h is bounded, which implies that it has a sub-
sequence (which we also denote by uh) such that uh ⇀ u in W 1,p(Ω) as  → 0, for
some u ∈ W 1,p(Ω). We note that uh depends on  which makes the convergence makes
sense. Since the homogenized operator A∗ is of type S+ [55], then by its definition, the
strong convergence would be true if we can show that lim sup→0 〈A∗uh, uh− u〉 → 0.
Moreover, by adding and subtracting term, we have the following equality:
〈A∗uh, uh − u〉 = 〈A∗uh − Ahuh, uh − u〉+ 〈Ahuh, uh − u〉
= 〈A∗uh − Ahuh, uh〉 − 〈A∗uh − Ahuh, u〉+ (f, uh − u).
Lemma 4.6 implies that the first and second term vanish as  → 0 provided ∇uh
is uniformly bounded in Lp+α for α > 0, while the last term vanishes as  → 0 by
the weak convergence of uh. One can assume additional not restrictive regularity
assumptions [49] for input data and obtain Meyers type estimates, ‖∇u‖Lp+α(Ω) ≤ C,
for the homogenized solutions. In this case it is reasonable also to assume that the
discrete solutions are uniformly bounded in Lp+α(Ω). Similar Meyers type estimates
for the approximate solutions in the case of p = 2 have been obtained in [24]. Finally
since A∗ is also of type M, all these conditions imply that A∗u = f , hence we have
the claim of the theorem.
4.3.4. Proof of Theorem 4.2
We define an operator approximating the identity map in Lp(Ω) by
Mϕ(x) =
∑
i∈I
ΨY i (x)
1
|Y i |
∫
Y i
ϕ(y) dy, (4.32)
where Y i , a square of size 
2 for i ∈ Zn, and I = {i ∈ Zn : Y i ⊂ Ω}. Next we denote
P = PMu,M∇u(x, x/) = M∇u(x) + ∇yNMu,M∇u(x/)., where u is the solution of
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homogenized problem (4.9). The function P is a corrector associated with the original
boundary value problem (4.1). Now by triangle inequality we have
‖∇v −∇u‖Lp(Ω) ≤ ‖∇v − P‖Lp(Ω) + ‖P − P‖Lp(Ω) + ‖P −∇u‖Lp(Ω),
where P = ∇uh +∇yNηh,∇uh as defined in (4.25). Lemma 4.5 gives the convergence
of the first term. For the second and third terms, we need to establish approximation
properties of the corrector P . This will be described in detail in section 4.4.
4.3.5. Proof of Theorem 4.3
For the following proof, we note that as the assumption in Theorem 4.3 says, the
nonlinearity of the coefficient depends only on the gradient of the solution, i.e.,
a(x/, η, ξ) ≡ a(x/, ξ), for ξ ∈ R2. The same is true for the homogenized coeffi-
cient, i.e., a∗(η, ξ) ≡ a∗(ξ).
Let Phu ∈ Xh denotes the finite element solution of the homogenized problem
(4.9). By triangle inequality we have
‖∇uh −∇u‖Lp(Ω) ≤ ‖∇uh −∇Phu‖Lp(Ω) + ‖∇Phu−∇u‖Lp(Ω). (4.33)
Regarding Puu, we have an existing result that states [13]
‖∇Phu−∇u‖Lp(Ω) ≤ C h
1
p−1 .
The rest of the proof is concentrated on the first part of (4.33). Using the homogenized
operator (4.11), and applying the monotonicity property NH2 of the homogenized
coefficient, we have
‖∇uh −∇Phu‖pLp(Ω) ≤ C 〈A∗uh − A∗Phu, uh − Phu〉
= C 〈A∗uh − Ahuh, uh − Phu〉+ C 〈Ahuh − A∗Phu, uh − Phu〉,
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Using steps 1 and 2 in the proof of Lemma 4.6 the first term can be estimated as:
〈A∗uh − Ahuh, uh − Phu〉 ≤ C1
( 
h
) s
p−s ‖∇uh −∇Phu‖Lp(Ω)
+ C2
( 
h
) p−1
p ‖∇uh −∇Phu‖Lp(Ω)
≤ C1
( 
h
) sp
(p−1)(p−s)
+ C2

h
+ δ ‖∇uh −∇Phu‖pLp(Ω),
where we have used Young’s inequality with some δ > 0. Furthermore it is straight-
forward to see that using (4.2) and (4.10) that
〈Ah uh, wh〉 =
∫
Ω
f wh dx = 〈A∗ u, wh〉 ∀ wh ∈ Xh.
Then applying to continuity property NH4 of the homogenized coefficient we have
〈Ahuh − A∗Phu, uh − Phu〉 = 〈A∗u− A∗Phu, uh − Phu〉
≤ C3 ‖∇uh −∇Phu‖Lp(Ω) ‖∇u−∇Phu‖
p
s
Lp(Ω)
≤ C3 ‖∇u−∇Phu‖
p2
s(p−1)
Lp(Ω)
+ δ ‖∇uh −∇Phu‖pLp(Ω).
Choosing δ appropriately, we have the desired result.
4.4. Estimate on Corrector PMu,M∇u
In this section we present a convergence property of the corrector P described in the
proof of Theorem 4.2. There we also have defined an operator M in Lp(Ω). This
operator enjoys the following properties (e.g. [15]):
lim
→0
‖Mϕ− ϕ‖Lp(Ω) = 0, (4.34)
‖Mϕ‖Lp(Ω) ≤ C ‖ϕ‖Lp(Ω). (4.35)
Now we state the main result of this section.
Theorem 4.4. Let u be the solution of homogenized problem (4.9), and M be the
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operator defined by (4.32) and denote by
P = PMu,M∇u(x, x/) = M∇u(x) +∇y NMu,M∇u(x/).
Then lim→0 ‖P −∇u‖Lp(Ω) = 0.
We recall that in the previous section we have shown (cf. Lemma 4.4) that given
η ∈ R and ξ ∈ R2, ‖Pη,ξ‖pLp(Y) ≤ c (1 + |η|p + |ξ|p) |Y|. In fact, we may obtain the
similar estimate for the Lp+τ for some τ > 0. The result is stated in the following
corollary (see [15] for detail proof).
Corollary 4.2. There exists τ > 0 independent of  such that
‖Pη,ξ‖p+τLp+τ (Y) ≤ c (1 + |η|p + |ξ|p) |Y|.
Lemma 4.7. For every η1, η2 ∈ R and ξ1, ξ2 ∈ R2 we have
‖Pη1,ξ1 − Pη2,ξ2‖pLp(Y ) ≤ c (H ν(|η1 − η2|) +H
p−1−s
p−s |ξ1 − ξ2|
p
p−s + |ξ1 − ξ2|p),
where
H = H(η1, ξ1, η2, ξ2, p) = 1 + |η1|p + |η2|p + |ξ1|p + |ξ2|p. (4.36)
Proof. For simplicity of notation we denote Pi = P (y, η, ξi), i = 1, 2. Using mono-
tonicity property N2 and by adding and subtracting terms we have
c1 ‖P1 − P2‖pLp(Y ) ≤
∫
Y
(a(y, η1, P1)− a(y, η2, P2), P1 − P2) dy
+
∫
Y
(a(y, η2, P2)− a(y, η1, P2), P1 − P2) dy
= I1 + I2.
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Using (4.24) and continuity property N4, I1 is estimated as follows:
I1 ≤ c
∫
Y
ν(|η1 − η2|)H(η1, P1, η2, P2, p− 1) |ξ1 − ξ2| dy
+ c
∫
Y
H(η1, P1, η2, P2, p− 1− s) |P1 − P2|s |ξ1 − ξ2| dy
= I11 + I12.
Similarly, using continuity property N4,
I2 ≤ c
∫
Y
ν(|η1 − η2|)H(η1, P1, η2, P2, p− 1) |P1 − P2| dy.
Now we may use Holder’s and Young’s inequalities with r1 = p/(p−1) = q and r2 = p
and Lemma 4.4 to get the following
I11 ≤ c ν(|η1 − η2|)q H(η1, ξ1, η2, ξ2, p) + c |ξ1 − ξ2|p.
Similarly, using Holder’s and Young’s inequalities with r1 = p/(p − 1− s), r2 = p/s
and a β > 0 such that we have
I12 ≤ cH(η1, ξ1, η2, ξ2, p)
p−1−s
p ‖P1 − P2‖sLp(Y ) |ξ1 − ξ2|
≤ c β pp−s H(η1, ξ1, η2, ξ2, p)
p−1−s
p−s |ξ1 − ξ2|
p
p−s + c β−
p
s ‖P1 − P2‖pLp(Y ).
Using the same procedure as above me may estimate I2 similarly, so that we have
I2 ≤ c βq ν(|η1 − η2|)q H(η1, ξ1, η2, ξ2) + c β−p ‖P1 − P2‖pLp(Y ).
Now choosing β appropriately, we have the desired estimate.
For the next lemma, we need the following partition. Let Ωj ⊂ Ω be a partition
of Ω such that |∂Ωj | = 0, Ωj
⋂
Ωk = 0 for j 6= k. Furthermore, let χ and ψ be
functions of the form
χ(x) =
m∑
j=1
aj ΨΩj(x) and ψ(x) =
m∑
j=1
bj ΨΩj (x), (4.37)
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for some aj ∈ R and bj ∈ R2.
Lemma 4.8. Let φ ∈ Lp(Ω), ϕ ∈ (Lp(Ω))2, and let χ and ψ be as in (4.37). Then
lim sup
→0
‖P (x/,Mφ,Mϕ)− P (x/, χ, ψ)‖Lp(Ω)
≤ c
(∫
Q
ν(|φ− χ|)q H(φ, ϕ, χ, ψ, p) dx
) 1
p
+ c
(
|Ω| 1p + ‖φ‖Lp(Ω) + ‖ϕ‖Lp(Ω) + ‖χ‖Lp(Ω) + ‖ψ‖Lp(Ω)
) p−1−s
p−s ‖ϕ− ψ‖
1
p−s
Lp(Ω)
+ c ‖ϕ− ψ‖Lp(Ω).
Proof. We use the following notations. Let Ω0 = Ω\
⋃m
j=1 Ωj with a0 = 0, b0 = 0, Ω =⋃
i Y
i
 with Y
i
 ⊂ Ω, Ij = {i ∈ I : Y i ⊂ Ωj}, J j = {i ∈ I : Y i
⋂
Ωj 6= 0,Ωj\Y i 6= 0},
Ej =
⋃
i∈Ij
Y i , F
j
 =
⋃
i∈Jj
Y i , For sufficiently small  we have Ωj ⊆ Ω for j 6= 0.
Now by definition of M, χ, and ψ we have
‖P (·,Mφ,Mϕ)− P (·, χ, ψ)‖pLp(Ω) = ‖P (·,Mφ,Mϕ)− P (·, χ, ψ)‖
p
Lp(Ω)
≤
m∑
j=0
(ej + fj),
where
ej = ‖P (·,Mφ,Mϕ)− P (·, aj, bj)‖pLp(Ej )
and
fj = ‖P (·,Mφ,Mϕ)− P (·, aj, bj)‖pLp(F j ).
Now we set ηi = |Y i |−1
∫
Y i
φ(x) dx and ξi = |Y i |−1
∫
Y i
ϕ(x) dx. By change of variable
and applying Lemma 4.7 we get
m∑
j=0
ej =
m∑
j=0
∑
i∈Ij
‖P (·, ηi, ξi)− P (·, aj, bj)‖pLp(Y i )
≤ c (I1 + I2 + I3),
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where
I1 =
m∑
j=0
∑
i∈Ij
H(ηi, ξi, aj, bj, p) ν(|ηi − aj|)
p
p−1 |Y i |
I2 =
m∑
j=0
∑
i∈Ij
H(ηi, ξi, aj, bj, p)
p−1−s
p−s |ξi − bj|
p
p−s |Y i |
I3 =
m∑
j=0
∑
i∈Ij
|ξi − bj|p|Y i |
Now we may use Holder’s and Jensen’s inequalities appropriately to obtain the fol-
lowing:
I1 ≤ c
m∑
j=0
(∫
Ej
ν(|Mφ− aj|)
p
p−1 H(φ, ϕ, aj, bj, p) dx
)
I2 ≤ c
(
m∑
j=0
(
‖φ‖p
Lp(E
j
 )
+ ‖ϕ‖p
Lp(E
j
 )
+ (1 + |aj|p + |bj|p) |Ej |
)) p−1−sp−s
‖ϕ− ψ‖
p
p−s
Lp(Ω)
I3 ≤ c
m∑
j=0
‖ϕ− bj‖pLp(Ej )
Regarding I1, we know that since (Mφ − χ) → (φ − χ) in Lp(Ω) as  → 0, and φ,
ϕ, χ ψ are compact in Lp(Ω) it follows that
∫
Ω
ν(|Mφ− χ|)p/(p−1)H dx converges to∫
Ω
ν(|φ−χ|)p/(p−1) H dx where H = H(φ, ϕ, χ, ψ, p). We note that the same estimate
holds for
∑m
j=0 fj, with J
j
 replacing I
j
 , and F
j
 replacing E
j
 . Furthermore, since
|∂Ωj | = 0 for j 6= 0, |F j | vanishes as → 0. This implies that all terms coming from∑m
j=0 fj vanish as → 0, and hence we obtain the desired result.
Proof of Theorem 4.4. To simplify notation we use PM = P (x/,Mu,M∇u). Using
(4.5) and by adding and subtracting terms we write the following:∫
Ω
|PM −∇u|p dx ≤ c1
∫
Ω
(a(x/, u, PM)− a(x/, u,∇u), PM −∇u) dx
= c1 (I1 − I2 − I3 + I4 + I5),
(4.38)
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where
I1 =
∫
Ω
(a(x/,Mu, PM), PM) dx, I2 =
∫
Ω
(a(x/,Mu, PM),∇u) dx,
I3 =
∫
Ω
(a(x/, u,∇u), PM) dx, I4 =
∫
Ω
(a(x/, u,∇u),∇u) dx,
I5 =
∫
Ω
(a(x/, u, PM)− a(x/,Mu, PM), PM −∇u) dx.
Next we will show that
Ik →
∫
Ω
(a∗(u,∇u),∇u) dx, j = 1, · · · , 4
I5 → cβ
∫
Ω
|PM −∇u|p dx,
all as → 0. For this purpose we will use the following notation: ηi = |Y i |−1
∫
Y i
u dx
and ξi = |Y i |−1
∫
Y i
∇u dx. Also, we define J = {i ∈ Zn : Y i
⋂
Ω 6= 0, Y i \Q 6= 0}.
Step 1: I1 →
∫
Ω
(a∗(u,∇u),∇u) dx as → 0
By change of variable, we write
I1 =
∑
i∈I
∫
Y i
(a(x/,Mu, PM), PM) dx+
∫
Ω\Ω
(a(x/,Mu, PM), PM) dx
= n
∑
i∈I
∫
Y
(a(y, ηi, Pηi,ξi), Pηi,ξi) dy +
∫
Ω\Ω
(a(y, 0, P0,0), P0,0) dx
= n
∑
i∈I
∫
Y
(a(y, ηi, Pηi,ξi), ξi) dy +
∫
Ω\Ω
(a(y, 0, P0,0), P0,0) dx
=
∑
i∈I
∫
Ω
1Y i (x) (a
∗(ηi, ξi), ξi) dx+
∫
Ω\Ω
(a(y, 0, P0,0), P0,0) dx
= I11 + I12.
We claim that
I11 =
∫
Ω
(a∗(Mu,M∇u),M∇u) dx→
∫
Ω
(a∗(u,∇u),∇u) dx as → 0.
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To this end, we take the difference between this two form:
I11 −
∫
Ω
(a∗(u,∇u),∇u) dx =
∫
Ω
(a∗(Mu,M∇u)− a∗(u,∇u),M∇u) dx
+
∫
Ω
(a∗(u,∇u),M∇u−∇u) dx.
It is straightforward to see that the second term vanishes as  → 0. We only need
to apply Holder’s inequality to it, and using (4.34), and that a∗(u,∇u) ∈ Lq(Ω)
by (4.14). For the first term, we know that ‖M∇u‖Lp(Ω) ≤ c ‖∇u‖Lp(Ω) and thus by
Holder’s inequality, we only need to show that lim→0(a
∗(Mu,M∇u)−a∗(u,∇u)) = 0
in Lq(Ω). Using (4.8) and Holder’s inequality∫
Ω
|a∗(Mu,M∇u)− a∗(u,∇u)|q dx
≤ c
∫
Ω
ν(|Mu− u|)q H(Mu,M∇u, u,∇u, p− 1)q dx
+ c
∫
Ω
|M∇u−∇u|sq H(Mu,M∇u, u,∇u, p− 1− s)q dx
≤ c
∫
Ω
ν(|Mu− u|)q H(Mu,M∇u, u,∇u, p) dx
+ c ‖M∇u−∇u‖sqLp(Ω)
×
(
‖Mu‖(p−1−s)qLp(Ω) + ‖M∇u‖
(p−1−s)q
Lp(Ω)
+ ‖u‖(p−1−s)qLp(Ω) + ‖∇u‖
(p−1−s)q
Lp(Ω)
)
The second term goes to zero as → 0 by (4.34). Furthermore, since
lim
→0
‖M∇u−∇u‖Lp(Ω) = 0
and u, Mu are compact in Lp(Ω), ∇u, M∇u are compact in Lp(Ω), by Lemma 4.3
the first term on the last inequality vanishes as  → 0. Having this result, this step
is completed if we can show that I12 → 0 as  → 0. Applying (4.4) and Holder’s
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inequality, we may estimate I12 in the following way:
I12 ≤ c
∫
Ω\Ω
(1 + |P0,0|p−1) |P0,0| dx
≤ c (|Ω\Ω|
1
q ‖P0,0‖Lp(Ω\Ω) + ‖P0,0‖pLp(Ω\Ω))
Thus it is enough to prove the vanishing of ‖P0,0‖Lp(Ω\Ω) as → 0. Applying Holder’s
inequality with r1 = (p+ τ)/p and r2 = (p+ τ)/τ , where τ is as in Corollary 4.2, we
have
‖P0,0‖Lp(Ω\Ω) ≤ |Ω\Ω|
τ
p+τ ‖P0,0‖Lp+τ (Ω\Ω).
Now by breaking up the integration into sum of integral over Y i , i ∈ J, and by
change of variable we have that
‖P0,0‖Lp+τ (Ω\Ω) ≤
(∑
i∈J
|Y i |
) 1
p+τ
‖P0,0‖Lp+τ (Y ).
By Corollary 4.2, ‖P0,0‖Lp+τ (Y ) is bounded independent of . Furthermore, |Ω\Ω| →
0, and
∑
i∈J
|Y i | → 0 as → 0, and hence we have our result for Step 1.
Step 2: I2 →
∫
Ω
(a∗(u,∇u),∇u) dx as → 0
Let δ > 0. Since u ∈ W 1,p(Ω), there exists simple functions χ(x) = ∑mj=1 aj1Ωj (x)
and ψ(x) =
∑m
j=1 bj1Ωj (x) as in Lemma 4.8 such that
‖u− χ‖Lp(Ω) ≤ δ and ‖∇u− ψ‖Lp(Ω) ≤ δ.
Let us designate PS = P (x/, χ, ψ) and write I2 as follows.
I2 =
∫
Ω
(a(x/, χ, PS),∇u) dx+
∫
Ω
(a(x/,Mu, PM)− a(x/, χ, PS),∇u) dx
= I21 + I22.
70
We claim that
I21 →
∫
Ω
(a∗(χ, ψ),∇u) dx as → 0.
We may write I21 =
∑m
j=0
∫
Ωj
(a(x/, aj, Paj ,bj ),∇u) dx. To this end, we note that
using (4.4), Corrolary 4.2 s = (p + τ)/(p − 1) > q, then ‖a(·, aj, Paj ,bj)‖Ls(Ω) is
uniformly bounded with respect to . Moreover, ‖∇u‖Lp(Ω) is also bounded. Hence,
we may set t = ps/(p+ s) > 1 such that
‖(a(·, aj, Paj ,bj),∇u)‖Lt(Ω) ≤ ‖a(·, aj, Paj ,bj )‖Ls(Ω) ‖∇u‖Lp(Ω),
which means that (a(·, aj, Paj ,bj),∇u) is uniformly bounded with respect to . This
implies that (a(·, aj, Paj ,bj ),∇u) converges weakly in Lt(Ω) as  → 0. Furthermore
a(·, aj, Paj ,bj) converges weakly to a∗(aj, bj) in Lq(Ω), and ∇ · (a(x/, aj, Paj ,bj)) = 0.
Then by compensated compactness theorem (e.g. [45]) we conclude that
(a(·, aj, Paj ,bj ),∇u) ⇀ (a∗(aj, bj),∇u) in Lt(Ω).
Thus
I21 →
m∑
j=0
∫
Ωj
(a∗(aj, bj),∇u) dx =
∫
Ω
(a∗(χ, ψ),∇u) dx as → 0.
Next, using (4.8) and Holder’s inequality, I22 is estimated in the following way:
I22 ≤ c3
∫
Ω
ν(|Mu− χ|)H(Mu, PM , χ, PS, p− 1) |∇u| dx
+ c4
∫
Ω
|PM − PS|sH(Mu, PM , χ, PS, p− 1− s) |∇u| dx
≤ c
(∫
Ω
ν(|Mu− χ|)q H(Mu, PM , χ, PS, p) dx
) 1
q
‖∇u‖Lp(Ω)
+ c
(∫
Ω
H(Mu, PM , χ, PS, p) dx
)p−1−s
p
‖∇u‖Lp(Ω)‖PM − PS‖sLp(Ω).
(4.39)
Now we know that Mu and χ is compact in Lp(Ω), PM , PS, are uniformly bounded
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in Lp+τ (Ω), and ∇u is bounded in Lp(Ω), by Corrolary 4.2. Then Lemma 4.3 implies
that there exists a sequence (cδ) converging to 0 as δ → 0. Using Lemma 4.8 we know
there exists a constant c > 0 independent of δ such that
lim sup
→0
I22 ≤ c(cδ + δ
s
p−s + δ). (4.40)
Furthermore, similar to (4.39), we use (4.17) and applying Holder’s inequality appro-
priately to obtain∫
Ω
|(a∗(χ, ψ)− a∗(u,∇u),∇u)| dx
≤ c
(∫
Ω
ν(|χ− u|)qH(χ, ψ, u,∇u, p) dx
)1
q
‖∇u‖Lp(Ω)
+ c
(∫
Ω
H(χ, ψ, u,∇u, p) dx
)p−1−s
p
‖∇u‖Lp(Ω) ‖ψ −∇u‖sLp(Ω).
Using similar argument as in (4.39) we know that
lim sup
−>0
∫
Ω
|(a∗(χ, ψ)− a∗(u,∇u),∇u)| dx ≤ c (cδ + δs). (4.41)
As δ approaches 0, (4.40) and (4.41) vanish, confirming the desired convergence.
Step 3: I3 →
∫
Ω
(a∗(u,∇u),∇u) dx as → 0
The proof for this step is similar to the proof in Step 2. So let us assume we have
the simple functions χ and ψ as in Step 2 and use the notations accordingly. Then
we may write I3 in the following way:
I3 =
m∑
j=0
∫
Ωj
(a(x/, u,∇u), Paj ,bj ) dx+
∫
Ω
(a(x/, u,∇u), PM − PS) dx
= I31 + I32.
By homogenization theory [52], a(x/, u,∇u) converges weakly to a∗(u,∇u) in
Lq(Ω). Also, Paj ,bj converges weakly to bj in Lp(Ω), and by Corollary 4.2 Paj ,bj
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is bounded in Lp+τ (Ω). Consequently, we may find t = (pq + qτ)/(pq + τ) > 1 such
that
‖(a(·, u,∇u), Paj ,bj)‖Lt(Ω) ≤ ‖a(·, u,∇u)‖Lq(Ω) ‖Paj ,bj‖Lp+τ (Ω),
Taking into account (4.1), by compensated compactness theorem
I31 →
m∑
j=0
∫
Ωj
(a∗(u,∇u), bj) dx =
∫
Ω
(a∗(u,∇u), ψ) dx.
Furthermore, by Holder’s inequality
I32 ≤ ‖a(·, u,∇u)‖Lq(Ω) ‖PM − PS‖Lp(Ω),
which by Lemma 4.8 and following the same argument as in Step 2, gives
lim sup
→0
I32 ≤ c(cδ + δ
1
p−s + δ).
Finally, using Holder’s inequality,∫
Ω
|(a∗(u,∇u), ψ −∇u)| dx ≤ ‖a∗(u,∇u)‖Lq(Ω) ‖ψ −∇u‖Lp(Ω) ≤ c δ.
Since δ is arbitrarily we have obtained the desired convergence.
Step 4: I4 →
∫
Ω
(a∗(u,∇u),∇u) dx as → 0
Using (4.1) and (4.9) along with Green’s formula, it is straightforward to see that∫
Ω
(a(x/, u,∇u),∇u) dx =
∫
Ω
(−∇ · (a(x/, u,∇u)), u) dx =
∫
Ω
f u dx,∫
Ω
(a∗(u,∇u),∇u) dx =
∫
Ω
(−∇ · (a∗(u,∇u)), u) dx =
∫
Ω
f u dx.
But homogenization result tells us that u converges weakly to u in W
1,p(Ω), which
gives our claim.
Step 5: I5 → cβ
∫
Ω
|PM −∇u|p dx,
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Using (4.8) and Holder’s and Young’s inequalities with some constant β > 0 we
estimate I5 as follows.
I5 ≤ c
∫
Ω
ν(|u −Mu|)H(1, u, PM ,Mu, PM , p− 1) |PM −∇u| dx
≤ c β−q q−1
∫
Ω
ν(|u −Mu|)q H(1, u, PM ,Mu, PM , p) dx
+ c βp p−1 ‖PM −∇u‖pLp(Ω).
By similar argument as in previous steps, we know that the first term vanishes as
 → 0. Now we may choose β > 0 such that this last term is absorbed to the left
hand side of (4.38). Combining all results from the five steps we have proved the
theorem.
4.5. Numerical Implementations
In this section we present several ingredients pertaining to the implementation of the
numerical homogenization. Obviously, we need to perform an iterative technique to
tackle the nonlinearity. This is achieved by using an Inexact-Newton algorithm.
Moreover, the approximation property of the corrector P(x, x/) (cf. Lemma 4.5)
reveals the existence of a resonance error proportional to /h, which is resulted from
the mismatch due to the imposed linear boundary conditions for the local problem in
the multiscale map E. This drawback can be overcome by oversampling the multiscale
map E on the element larger than h+, and use only the information from the original
element.
4.5.1. An Inexact-Newton Algorithm
For the numerical examples below we use a(x, u,∇u) = a(x, u)∇u. Let {φi}di=1
be the standard piecewise linear basis functions of Xh. Then the solution of numerical
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homogenization (4.2) may be written as
uh =
d∑
i=1
αi φi
for some α = (α1, α2, · · · , αd)T , where αi depends on . Hence (4.2) can be viewed as
to find α such that
F (α) = 0,
where F : Rd → Rd is a nonlinear operator such that
Fi(α) =
∑
K∈Th
∫
K
(a(x, η
h)∇v),∇φi) dx−
∫
Ω
f φi dx. (4.42)
We note that in (4.42) α is implicitly buried in ηh, and v. An inexact-Newton
algorithm is a variation of Newton’s iteration for nonlinear system of equations in
that the system Jacobian is only solved approximately. To be specific, given an
initial iterate α0, for k = 0, 1, 2, · · · until convergence do the following:
• Solve F ′(αk)δk = −F (αk) until by some iterative technique until ‖F (αk) +
F ′(αk)δk‖ ≤ βk ‖F (αk)‖.
• Update αk+1 = αk + δk.
In this algorithm F ′(αk) is the Jacobian matrix evaluated at iteration k. We note
that when βk = 0 then we have recovered the classical Newton iteration. Here we
have used
βk = 0.001
( ‖F (αk)‖
‖F (αk−1)‖
)2
,
with β0 = 0.001. Choosing βk this way we avoid oversolving the Jacobian system
when αk is still considerably far from the exact solution.
Next we present the entries of the Jacobian matrix. For this purpose, we use
the following notations. Let T ih = {K ∈ Th : zi is a vertex of K}, I i = {j :
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zj is a vertex of K ∈ T ih}, and T ijh = {K ∈ T ih : K shares zizj}. We note that
we may write Fi(α) as follows:
Fi(α) =
∑
K∈T i
h
(∫
K
(a(x, η
h)∇v, Dxφi) dx−
∫
K
f φi dx
)
,
with
−∇ · (k(x, ηh)∇v) = 0 in K and v =
∑
zm∈ZK
αm φm on ∂K, (4.43)
where ZK is all the vertices of element K. It is apparent that Fi(α) is not fully
dependent on all α1, α2, · · · , αd. Consequently, ∂Fi(α)∂αj = 0 for j /∈ I i. To this end,
we denote ψj =
∂v
∂αj
. By applying chain rule of differentiation to (4.43) we have the
following local problem for ψj:
−∇ · (a(x, ηh)∇ψj) = 1
3
∇ · (∂a(x, η
h)
∂u
∇v) in K and ψj = φj on ∂K. (4.44)
Thus provided that v has been computed, then we may compute ψj using (4.44).
Using the above descriptions we have the expressions for the entries of the Jacobian
matrix:
∂Fi
∂αi
=
∑
K∈T i
h
(
1
3
∫
K
(
∂a(x, η
h)
∂u
∇v,∇φi) dx+
∫
K
(a(x, η
h)∇ψi,∇φi) dx,
)
∂Fi
∂αj
=
∑
K∈T ij
h
(
1
3
∫
K
(
∂a(x, η
h)
∂u
∇v,∇φi) dx+
∫
K
(a(x, η
h)∇ψj,∇φi) dx,
)
for j 6= i, j ∈ I i.
From this derivation it is obvious that the Jacobian matrix is not symmetric but
sparse. Computation of this Jacobian matrix is similar to computing the stiffness
matrix resulting from standard finite element, in that each entry is formed by ac-
cumulation of element by element contribution. Once we have the matrix stored in
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memory, then its action to a vector is straightforward. Since it is a sparse matrix,
devoting some amount of memory for entries storage is not terribly expensive.
4.5.2. An Oversampling Technique
First, we describe an oversampling technique, for general nonlinear elliptic problem.
The idea is similar to linear ellptic problem, in that the multiscale map is solved on
a domain larger than the element K (see Figure 2.2 in Chapter II). In general, given
vh ∈ Xh, where vh is defined in K, we want to find v that satisfies
∇ · a(x/, ηh,∇v) = 0 in S (4.45)
such that v(zi) = v
h(zi).
For special cases in which the gradient in the coefficient is linear, i.e., a(x/, η, ξ) =
a(x/, η) ξ, given vh ∈ Xh, we define
v =
3∑
i=1
ci φ
i
,
where φi satisfies
∇ · (a(x/, ηh)∇φi) = 0 in S
φi = φ
i on ∂S.
The constants ci, i = 1, 2, 3 are determined by imposing the conditions
vh (zj) = v
h(zj) j = 1, 2, 3.
We note that the piecewise constants in ηh are taken as the average over the element
K. It is obvious that for this special case, the oversampling technique resembles its
counterpart in linear elliptic problems.
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Table 4.9. Numerical homogenization errors without oversampling
N L2 error H
1 error L∞ error
32 4.2583× 10−4 8.2632× 10−3 1.0065× 10−3
64 6.6652× 10−4 1.2554× 10−2 1.1875× 10−3
128 7.6030× 10−4 1.6000× 10−2 1.3525× 10−3
4.5.3. Example
We want to solve the following problem:
−∇ · (a(x/, u)∇u) = −1 in Ω ⊂ R2,
u = 0 on ∂Ω,
where Ω = [0, 1]× [0, 1], a(x/, u) = k(x/)/ (1 + u)l(x/), with
k(x/) =
2 + 1.8 sin(2pix1/)
2 + 1.8 cos(2pix2/)
+
2 + sin(2pix2/)
2 + 1.8 cos(2pix1/)
and l(x/) is generated from k(x/) such that the average of l(x/) over Ω is 2.
Here we use  = 0.01. Since the exact solution for this problem is not available, we
use a finely resolved numerical solution using standard finite element method as a
reference solution. The discretization of the domain Ω follows the one in section 3.6
of Chapter III. The reference solution is solved on 512 × 512 mesh. Tables 4.9 and
4.10 present the errors of the solution with and without oversampling, respectively.
In each table,the second, third, and fourth columns list the relative error in L2, H
1,
and L∞ norm, respectively. As we can see from these two tables, the oversampling
significantly improves the accuracy of the multiscale method.
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Table 4.10. Numerical homogenization errors with oversampling
N L2 error H
1 error L∞ error
32 2.6110× 10−5 2.4123× 10−3 1.1367× 10−4
64 3.5252× 10−5 1.3218× 10−3 6.9110× 10−5
128 1.6402× 10−5 6.2158× 10−4 3.2610× 10−5
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CHAPTER V
APPLICATIONS TO POROUS MEDIA FLOW
In this chapter we will present applications of the multiscale method to several prob-
lems in porous media flow. First, we describe briefly various geometrical terminologies
related to the method. We note that this description follows the setting in the numeri-
cal examples of Chapter III. Let Th denote the collection of coarse elements/rectangles
K, whose side lengths are h1 and h2 in the x1- and x2-directions, respectively, and
the maximum of those two is h. We describe the construction of the control volumes
as follows. Consider a coarse rectangular element K, and let ξK be its center. The
element K is divided into four rectangles of equal area by connecting ξK to the mid-
points of the element’s edges. We denote these rectangulars by Kz, where z ∈ Zh(K)
are the vertices of K. Also, we denote by Zh =
⋃
K Zh(K) the collection of all vertices
and by Z0h ⊂ Zh the vertices which do not lie on the Dirichlet boundary of Ω. The
control volume Vz is defined as the union of the quadrilaterals Kz sharing the vertex
z (see Figure 5.7).
Vz
z
ξ K
K
Fig. 5.7. Rectangular control volume
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5.1. Two-Phase Flow in Oil Reservoir Simulation
We consider two-phase immiscible flow in a reservoir Ω under the assumption that
the displacement is dominated by viscous effects; i.e., we neglect the effects of gravity,
compressibility, and capillary pressure. Porosity will be considered to be constant.
The two phases will be referred to as water and oil, designated by subscripts w and
o, respectively.
5.1.1. Fine and Coarse Scale Models
The flow of two immiscible fluids in a porous medium Ω is governed by the mass
balance equation for each fluid and the generalized Darcy’s Law [10]:
∂(φ ρα Sα)
∂t
+∇ · (ραvα) = qα, (5.1)
vα = −kkrα
µα
(∇pα − ρα g), (5.2)
where α = w, o, respectively denote the water phase and non-aqueous phase (for
example oil). The variables φ and k are the porosity and the absolute permeability of
the porous medium, ρα, µα, Sα, pα, vα, and krα, are respectively the density, viscosity,
saturation, pressure, velocity, and relative permeability of α phase. The variable g
denotes the gravity acceleration. It is a common assumption that the two fluid phases
filled all the void volume of porous medium, that is, 0 ≤ Sw, So ≤ 1, and
Sw + So = 1. (5.3)
We note that field and experimental observations show that the phase relative per-
meability is dependent on the phase saturation, i.e., krα = krα(Sα). Furthermore, the
density ρα, and the viscosity µα can depend on the pressure pα. Moreover, the pres-
sures of the two phases are related to each other by the capillary pressure function,
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which we denote by pc:
pc = pw − po. (5.4)
As mentioned at the beginning of this section, the fine model of the two-phase
immiscible flow that we will upscale is derived from the governing equations described
above under several assumptions, namely, effects of source/sink, gravity and capil-
lary pressure are neglected (qα = g = pc = 0), the fluids are incompressible (ρα is
constant), and the porosity φ is constant.
Hence we may write p = pw = po which serves as a global pressure. Now we
define the following total velocity v as the sum of each phase velocity,
v = vw + vo. (5.5)
We denote by λ = λ(Sw) the total mobility function which can be expressed as
λ(Sw) =
krw(Sw)
µw
+
kro(1− Sw)
µo
. (5.6)
Substitution of the Darcy’s Law for each phase to (5.5), and using (5.6) gives:
v = −λ(Sw)k∇p. (5.7)
Writing (5.1) for each phase α = w, o along with the related assumptions, and sum-
ming up the resulting equations give
∇ · v = 0. (5.8)
Here we have used the fact that Sw + S0 = 1 (thus the time derivative is zero), (5.5).
Combining (5.8) with (5.7) gives the elliptic pressure equation
−∇ · λ(Sw)k∇p = 0. (5.9)
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Finally, the mass balance equation for the water phase is now written as
∂Sw
∂t
+∇ · vw = 0. (5.10)
We will write the water phase velocity in terms of the total velocity v. For this
purpose, we introduce the water phase relative mobility function denoted by f(Sw):
f(Sw) =
krw(Sw)/µw
λ(Sw)
. (5.11)
Then we may write the water phase velocity as
vw = f(Sw)v, (5.12)
which gives
∂Sw
∂t
+ v · ∇f(Sw) = 0. (5.13)
To summarize, denoting S = Sw, the two phase flow fine model is governed by
the following pressure-saturation equations:
−∇ · λ(S)k∇p = 0, (5.14)
∂S
∂t
+ v · ∇f(S) = 0. (5.15)
We note that in this work, a single set of relative permeability curves is used and k
is taken to be a diagonal tensor, diag(k1, k2).
Next, we wish to develop a coarse scale description for two-phase flow in hetero-
geneous porous media. Previous approaches for upscaling such systems are discussed
by many authors; e.g., [14, 4, 20, 25]. In most upscaling procedures, the coarse scale
pressure equation is of the same form as the fine scale equation (5.14), but with an
equivalent grid block permeability tensor k∗ replacing k. For a given coarse scale
grid block, the tensor k∗ is generally computed through the solution of the pressure
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equation over the local fine scale region corresponding to the particular coarse block
[18]. Coarse grid k∗ computed in this manner have been shown to provide accurate
solutions to the coarse grid pressure equation. We note that some upscaling proce-
dures additionally introduce a different coarse grid functionality for λ, though this
does not appear to be essential in our formulation.
In this work, the proposed coarse model is upscaling the pressure equation (5.14)
to obtain the velocity field on the coarse grid and use it in (5.15) to solve the satura-
tion on the coarse grid. A finite volume element method is implemented to upscale
the pressure equation (5.14). Finite volume is chosen, because, by its construction,
it enjoys the numerical local conservation which is important in groundwater and
reservoir simulations.
As mentioned in Chapter III, the key idea of the method is the construction
of basis functions on the coarse grids such that these functions capture the small
scale information on each of these coarse grids. Here, these nodal basis functions are
denoted by {ψz}z∈Z0
h
. Having described the basis functions, we denote by V h the space
of our approximate pressure solution which is spanned by the basis functions {ψz}z∈Z0
h
.
Now, we may formulate the finite-dimensional problem corresponding to finite volume
element formulation of (5.14). A statement of mass conservation on a control volume
Vz is formed from (5.14), where now the approximate solution is written as a linear
combination of the basis functions. Assembly of this conservation statement for all
control volumes would give the corresponding linear system of equations that can be
solved accordingly. It is obvious that the number of control volumes Vz has to be
equal to the dimension of the space V h . The resulting linear system has incorporated
the fine scale information through the involvement of the nodal basis functions on
the approximate solution. To be specific, the problem now is to seek ph ∈ V h with
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ph =
∑
z∈Z0
h
pzψz such that ∫
∂Vz
λ(S) k∇ph · ~n dl = 0 (5.16)
for every control volume Vz ⊂ Ω. Here ~n defines the normal vector on the boundary
of the control volume, ∂Vz and S indicates the fine scale saturation field. We note
that concerning the basis functions, a vertex-centered finite volume difference is used
to solve the local boundary value problem in each element K along with a harmonic
average to approximate the permeability k at the edges of fine control volumes.
As mentioned earlier, the pressure solution may then be used to compute the
total velocity field at the coarse scale level, denoted by v = (v1, v2) via (5.7). In
general, the following equations are used to compute the velocities in the horizontal
and vertical directions, respectively:
v1 = − 1
h2
∑
z∈Z0
h
pz
(∫
E
λ(S)k1
∂ψz
∂x1
dx2
)
, (5.17)
v2 = − 1
h1
∑
z∈Z0
h
pz
(∫
E
λ(S)k2
∂ψz
∂x2
dx1
)
, (5.18)
where E is the edge of Vz. Furthermore, for the control volumes Vz adjacent to
Dirichlet boundary (which are half control volumes), we can derive the velocity ap-
proximation using the conservation statement derived from (5.14) on Vz. One of the
terms involved is the integration along part of Dirichlet boundary, while the rest of
the three terms are known from the adjacent internal control volumes calculations.
The integration of forcing function may be approximated by midpoint rule. This way,
we have the following equations (l, b, r, and t stand for left, bottom, right, and top,
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respectively):
vl1 = v
r
1 + 0.5 h1/h2
(
vt2 − vb2
)
for left Dirichlet boundary,
vb2 = v
t
2 + 0.5 h2/h1
(
vr1 − vl1
)
for bottom Dirichlet boundary.
(5.19)
The right and the top Dirichlet boundary conditions are defined similarly. It has been
well known that these approximations give a second order accuracy to the velocity
computation.
In this section we will consider two different coarse models for the saturation
equation. One of them is a simple/primitive model where we use only the coarse
scale velocity to update the saturation field on the coarse grid, i.e.,
∂S
∂t
+ v · ∇f(S) = 0. (5.20)
In this case no upscaling of the saturation equation is performed. This kind of tech-
nique in conjunction with the upscaling of absolute permeability is commonly used
in applications (e.g., [22, 21, 20]). The difference of our approach is that the coupling
of the small scales is performed through the finite volume element formulation of
the global problem and the small scale information of the velocity field can be easily
recovered using the multiscale basis functions. Within this upscaling framework, we
use S instead of S in (5.16). If the saturation profile is smooth, this approximation
is of first order. In the coarse blocks where the discontinuities of S are present, we
need to modify the stiffness matrix corresponding to these blocks. The latter requires
the values of the fine scale saturation. In our computation we will not do this. We
simply use λ(S) in (5.16). It has been demonstrated in previous findings [27] that
such approach gives a reasonable accuracy.
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5.1.2. Macro-Diffussion Model
In addition to the above described coarse model, we will also revisit a coarse model
on the saturation proposed by [27], which uses λ(S) = 1 and f(S) = S. This model
was derived using perturbation argument for (5.15), in which the saturation, S, and
the velocity, v, on the fine scale are assumed to be the sum of their volume-averaged
and fluctuating components,
v = v + v′, S = S + S ′. (5.21)
Here, the overbar quantities designate the average of fine scale quantities over the
coarse control volume. Since our model uses rectangular control volumes, we may
assume that (cf. [63])
∇f = ∇f. (5.22)
Substituting (5.21) into the saturation equation for single phase and averaging over
coarse blocks, we obtain
∂S
∂t
+ v · ∇S + v′ · ∇S ′ = 0. (5.23)
The term v′ · ∇S ′ represents subgrid effects due to the heterogeneities of convection.
With the assumption that v′ is divergence free, and using (5.22), this subgrid effects
may be written as
v′ · ∇S ′ = ∇ · (v′S ′) = ∇ · (v′S ′).
Our aim is to derive a representation for the cross term v ′iS
′, i = 1, 2. This term
can be modeled using the equation for S ′ that is derived by subtracting (5.23) from
the fine scale equation (5.15)
∂S ′
∂t
+ v · ∇S ′ + v′ · ∇S + v′ · ∇S ′ = v′ · ∇S ′. (5.24)
87
The differential equation (5.24) can be solved along the characteristics dx(τ)/dτ = v,
0 ≤ τ ≤ t. To be specific, using these characteristics, we rewrite (5.24) in terms of
the total time derivative of S ′ for (x, t) with x(t) = x as follows:
dS ′(x, t)
dt
+ v′ · ∇S + v′ · ∇S ′ = (v′ · ∇S ′). (5.25)
Integrating (5.25) over (0, t) we obtain
S ′(x, t) =−
∫ t
0
v′(x(τ)) · ∇S(x(τ), τ) dτ −
∫ t
0
v′(x(τ)) · ∇S ′(x(τ), τ) dτ
+
∫ t
0
v′(x(τ)) · ∇S ′(x(τ), τ) dτ.
(5.26)
Now, we only need to multiply (5.26) by v′i(x) and take the average over the control
volume. We note that upon this multiplication, the second term in (5.26) will be
neglected since it consists of higher order terms of the fluctuating components. Also
upon taking average over the control volume (after the multiplication with v ′i), the
corresponding third term vanishes since v′i = 0. To summarize, we now have the
following representation of the cross term v′iS
′:
v′i(x)S
′(x, t) = −v′i(x)
∫ t
0
v′(x(τ)) · ∇S(x(τ), τ) dτ, i = 1, 2.
Moreover, we assume that S does not significantly change along the characteristics.
Thus,
v′i(x)S
′(x, t) = −
2∑
j=1
(∫ t
0
v′i(x) v
′
j(x(τ)) dτ
)
∂S(x, t)
∂xj
, i = 1, 2.
Hence, using this last equation, we obtain the following coarse scale saturation equa-
tion which has taken into account the subgrid effects:
∂S
∂t
+ v · ∇S −∇ · (D(x, t)∇S(x, t)) = 0, (5.27)
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where D(x, t) is the macro-diffusive tensor, whose entries are written as
Dij(x, t) =
∫ t
0
v′i(x)v
′
j(x(τ)) dτ. (5.28)
Next, we want to approximate the macro-diffusive tensor in a reasonable fashion.
For this purpose, we denote by Lj(x, t), j = 1, 2, the displacement of the particle
in xj-direction that starts at point x and travels with velocity −vj (see Figure 5.8).
Using the fact that v′i = 0 we have from (5.28) that
1
L 2
L
x
Fig. 5.8. The trajectory of particle x
Dij(x, t) =
∫ t
0
v′i(x)(v
′
j(x(τ)) + vj) dτ
= v′i(x)
∫ t
0
v(x(τ)) dτ
= v′i(x)Lj(x, t).
(5.29)
The diffusion term in the coarse model for the saturation field (5.27) represents
the effects of the small scales on the large ones. Note that the diffusion coefficient is a
correlation between the velocity perturbation and the displacement. This is different
from [27], where the diffusion is taken to be proportional to the length of the coarse
scale trajectory. Using our upscaling methodology for the pressure equation, we can
recover the small scale features of the velocity field that allows us to compute the fine
scale displacement.
For the nonlinear flux, f(S), we can use a similar argument by using Taylor
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expansion around S:
f(S) = f(S + S ′) = f(S) + fS(S)S
′ + . . . .
In this expansion we will take into account only linear terms and assume that the
flux is nearly linear. This case is similar to the linear case, and the analysis can
be carried out in an analogous manner. For this case, we use the characteristics
dx(τ)/dτ = fS(S) v to obtain the corresponding equations for S
′(x, t) similar to
(5.25) and (5.26). Furthermore similar trajectory as described in Figure 5.8 uses Lj
as a displacement of a particle that travels with velocity −fS(S)v. The resulting
coarse scale equation has the form
∂S
∂t
+ v · ∇S = ∇ · (fS(S)2D(x, t)∇S(x, t)), (5.30)
where D(x, t) is the macro-diffusive tensor corresponding to the linear flow. This
formulation has been derived within the stochastic framework in [46]. We note that
the higher-order terms in the expansion of f(S) may result in other effects that have
not been studied extensively to the best of our knowledge. In [26] the authors use a
similar formulation, although their implementation is different from ours. A couple
of numerical examples for nonlinear flux f(S) with λ(S) = 1 will be presented below.
5.1.3. Numerical Results
We now present numerical results that demonstrate the accuracy and limitation of
our model compared to the fine scale model. As in [27], the systems considered are
representative of cross sections in the subsurface. We therefore set the system length
in the horizontal direction x (Lx) to be greater than the formation thickness (Lz); in
the results presented below, Lx/Lz = 5. The problem that will be analyzed is typical
in oil reservoir simulation, where a porous medium is initially occupied by oil. One
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way to displace the oil out of the porous medium is by injecting water horizontally
from the left boundary, and an immiscible displacement is assumed to occur. A no
flow boundary condition is imposed on the upper and lower boundaries Γn. Figure
5.9 shows a description of this problem.
The fine model uses 120×120 rectangular elements. The absolute permeability is
set to be diag(k, k). Thus, the fine grid permeability fields are 121×121 realizations of
prescribed overall variance (quantified via σ2, the variance of log k), correlation struc-
ture, and covariance model. We consider models generated using GSLIB algorithms
[16], characterized by spherical and exponential variograms [58, 16]. The dimension
of the coarse models range from 10× 10 to 40× 40 elements and are generated using
a uniform coarsening of the fine grid description.
For the spherical and exponential variogram models, the dimensionless correla-
tion lengths (nondimensionalized by Lx and Lz, respectively) are designated by lx
and lz. We set the relative permeabilities of oil and water to be simple quadratic
functions of their respective saturations; i.e., krw = S
2 and kro = (1 − S)2, where S
is the water saturation. In all cases we fix pressure and saturation (S = 1) at the
inlet edge of the model (x = 0) and also fix pressure at the outlet (x = Lx). The top
and bottom boundaries are closed to flow. In this study, we applied our models to a
variety of permeability fields.
Results are presented in terms of the fraction of oil in the production edge Γp,
which is denoted by F , where F = qo/q, with qo being the volumetric flow rate of oil
produced at the outlet edge and q the volumetric flow rate of total fluid produced at
the production edge. It can expressed by the following equation:
F (t) =
∫ Lz
0
vx(Lx, z, t) (1− S(Lx, z, t)) dz∫ Lz
0
vx(Lx, z, t) dz
, (5.31)
where 1 − S is the saturation of oil. The fractional curve F will be plotted against
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pore volumes injected (PVI). PVI is analogous to dimensionless time and is defined
as qt/Vp, where t is dimensional time and Vp is the total pore volume of the system.
It can be expressed as
PVI =
t
Lx Lz
∫ Lz
0
vx(0, z, t) dz, (5.32)
where it is understood that PVI is the time required to fill all the domain by water
injected on Γi. Our first example in Figure 5.10 is for the case lx = 0.4, lz = 0.04, and
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Fig. 5.9. Benchmark problem
σ = 1.5. An exponential variogram is used to generate the permeability realization.
In the following two figures, the 120×120 fine model is represented by solid lines, while
the coarse models are represented by the dashed lines and dotted lines, depending on
the coarse model’s dimension. On the left plot, the coarse model were run on 10× 10
elements (dotted lines) and 30 × 30 elements (dashed lines). On the right plot, the
coarse model were run on 20×20 elements (dotted lines) and 40×40 elements (dashed
lines). In both of these plots, the coarse model overpredicts the breakthrough time
and continues to overpredict the production of the displaced fluid until PVI ≈ 1.
After that time the comparison shows that the coarse model agrees reasonably well
with the fine model. Also, it can be observed that the finer coarse models are more
accurate in general. For example, the 40 × 40 coarse scale model gives a reasonable
approximation of the fine scale model.
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For the second example, we consider an isotropic field. Figure 5.11 shows com-
parison of the fractional flow for case lx = 0.1, lz = 0.1, and σ = 1.0. Both plots in this
figure show a good agreement between the fine model and coarse model, regardless
of the coarse model dimensions. In conclusion, we would like to note that our coarse
scale model tends to perform better for smaller correlation length. In particular, for
the upscaling of high correlation length cases, we need larger coarse scale models.
This difficulty can be relieved by introducing the nonuniform coarsening, which is a
subject of further research.
Another important aspect that requires consideration is the ability of the coarse
model to predict the saturation contour. In the following, we compare the saturation
contours obtained from fine and coarse models with the same two permeability field
scenarios as in the previous figures. The saturation contours are compared in the
following fashion: the fine scale model result is averaged onto the coarse grid and
then is overlapped with the result from the coarse model of 20× 20 elements. In the
subsequent figures, the following description is used: the upper plot shows S = 0.10,
the middle plot shows S = 0.30, and the lower plot shows S = 0.50.
Figure 5.12 gives comparison of saturation contours at PVI = 0.15, which is
before breakthrough time. In general, the coarse model is able to predict the trends
exhibited by the fine model, although for smaller values of saturation, it cannot quite
follow the fingering indicated by the fine model as evident in upper and middle plots.
For a higher value of saturation, however, the coarse model can follow the fingering
indicated by the fine model as seen in lower plot. Similar behavior is shown in Figure
5.13 for isotropic field with lx = 0.1, lz = 0.1, and σ = 1. These comparisons
also show that the coarse model predicts the contour of saturation better for lower
correlation lengths compared to the case with higher correlation length along the
main flow direction, lx = 0.4, lz = 0.04, and σ = 1.5.
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At this stage, we present several numerical results of our coarse model with the
macro-diffusion as described in subsection 5.1.1. Comparison is made between this
transport coarse model with the primitive model, cf. (5.20). Contrary to the coarse
model with macro-diffusion, by its nature, the primitive model does not account for
the subgrid effects on the coarse grid. The macro-diffusion is computed using the
approximation of the fine scale velocity field by sampling the basis functions.
The performance of this macro-diffusion model is exhibited in Figures 5.14 and
5.15. The following notation and terminology are used in those two figures. The solid
line represents the fine model run on 120× 120 elements, which as before, serves as
a reference solution. The dashed line represents the primitive coarse model (D=0),
while the dotted line represents the coarse model with macro-diffusion (with D). All
coarse models are run on the 10× 10 elements.
Figure 5.14 shows the macro-diffusion model performance in the case of a linear
flux function, f(S) = S and λ(S) = 1. The plot on the left corresponds to the
isotropic permeability field with lx = 0.1, lz = 0.1, and σ = 1.5, and the plot on the
right corresponds to permeability field with lx = 0.40, lz = 0.04, and σ = 1.5. For the
isotropic case (left plot), it is evident from this figure that although the performance
of the primitive coarse model seems to agree reasonably well with the fine model
(specifically on the breakthrough time), the coarse model with macro-diffusion does
improve the overall prediction. Conversely, when the correlation length is larger along
the main flow direction (right plot), where now the diffusion caused by heterogeneity
is stronger, the coarse model with macro-diffusion gives a better prediction compared
to the primitive model.
The performance of the coarse model with macro-diffusion in the case of nonlinear
flux function is shown in Figure 5.15. Here we have used f(S) = 5S2/(5S2 +(1−S)2)
and λ(S) = 1. Again, the plot on the left corresponds to isotropic permeability
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Fig. 5.10. Comparison of fractional flow of displaced fluid at the production edge for
the case lx = 0.4, lz = 0.04, and σ = 1.5 with exponential variogram. Left
plots are coarse model with 10 × 10 and 30 × 30 elements, right plots are
coarse model with 20× 20 and 40× 40 elements.
field with lx = 0.1, lz = 0.1, and σ = 1.5, and the plot on the right corresponds
to permeability field with lx = 0.40, lz = 0.04, and σ = 1.5. The significance of
the macro-diffusion model in these two plots are obvious, in that the macro-diffusion
model circumvents the primitive model in predicting the production on and shortly
after the breakthrough. Also in this nonlinear flux function case, the model does not
seem to be sensitive to the prescribed correlation structures.
To summarize, these computations reveal that the macro-diffusion resulting from
the heterogeneity in the flow affects the coarse grid model, which may not be easily
disregarded. Moreover, although solely based on the first order approximation, our
proposed macro-diffusion model gives a reasonably well performance compared to the
commonly used primitive model.
Finally, Figure 5.16 shows comparison of the average diffusion coefficient in the
horizontal direction, where the average is taken over the domain. This comparison
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Fig. 5.11. Comparison of fractional flow of displaced fluid at the production edge for
the case lx = 0.1, lz = 0.1, and σ = 1.0 with spherical variogram. Left plots
are coarse model with 10× 10 and 30× 30 elements, right plots are coarse
model with 20× 20 and 40× 40 elements.
shows that the more anisotropic the permeability then the larger the macro-diffusion
coefficient is.
5.2. Two-Component Flow in Oil Reservoir Simulation
In addition to pumping water as the driving force as described in the previous section,
a certain chemical substance is used that has an ability to perform some reactions
with the trapped oil which in turn results in miscibility of the two-component of
fluids. Consequently the reservoir fluids flow occurs in a single phase. In the following
subsection we give an overview of the mathematical models for this technique.
5.2.1. Fine and Coarse Scale Models
We refer to [9] and [30] and for a detail derivation of the governing equations that
follows. Let C denotes the concentration of injecting fluid component in the single
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Fig. 5.12. Comparison of saturation contours at PVI = 0.15 for the case lx = 0.4,
lz = 0.04, and σ = 1.5 with exponential variogram. The solid lines represent
the fine grid saturation after averaging onto the coarse grid, while the dashed
lines represent the coarse model with 20× 20 elements. Upper plots are the
contour of S = 0.10, middle plots are the contour of S = 0.30, and lower
plots are the contour of S = 0.50.
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Fig. 5.13. Comparison of saturation contours at PVI = 0.15 for the case lx = 0.1,
lz = 0.1, and σ = 1.0 with spherical variogram. The solid lines represent
the fine grid saturation after averaging onto the coarse grid, while the dashed
lines represent the coarse model with 20× 20 elements. Upper plots are the
contour of S = 0.10, middle plots are the contour of S = 0.30, and lower
plots are the contour of S = 0.50.
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flux function used is linear, f(S) = S. All coarse models are run on 10× 10
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Fig. 5.15. Comparison of fractional flow of displaced fluid at the production edge. The
flux function used is nonlinear, f(S) = 5S
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phase. The governing equations is derived from mass conservation of the fluid mixture,
incompressibility condition, Darcy’s Law, and mass conservation of the injecting fluid:
∇ · v = q,
v = − k
µ(C)
∇p,
(5.33)
∂C
∂t
+∇ · (vC) = C˜q, (5.34)
where k is the absolute permeability tensor, C˜q is some forcing function, and µ(C)
is the viscosity of the fluid mixture that depends on the concentration. Typical
dependency of this function is determined empirically using some mixing rule [30],
such as
µ(C) =
µ(0)(
1− C +M 14 C
)4 , (5.35)
where M is the mobility ratio between the resident and injected fluids, and µ(0) is the
resident fluid viscosity. Another variation of the governing equation is by expanding
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the divergence in (5.34) and substuting the appropriate term with (5.33), which result
in the following transport equation for C:
∂C
∂t
+ v · ∇C = (C˜ − C)q. (5.36)
For our purpose we consider (5.33) and (5.36) as our fine model. Obviously,
the pressure equation (5.33) and (5.36) are of the same form as (5.14) and (5.15) in
section 5.1, hence the upscaled/coarse model for (5.33) employing the two-scale finite
volume method is the same as in section 5.1. The primitive coarse model for (5.36) is
the one using only the coarse scale velocity to update the concentration field on the
coarse grid, i.e.,
∂C
∂t
+ v · ∇C = (C˜ − C)q, (5.37)
so that no upscaling procedure is performed for the transport equation. As before
the overbar variables denote the upscaled values on the coarse grid.
Next we describe an upscaling procedure for the transport equation via the
macro-diffusion model. We will derive coarse scale equation for concentration C
that resembles (5.27). Furthermore, since the velocity is time dependent (due to its
concentration dependence), we propose a different approach to compute the macro-
diffusion.
In similar way as in section 5.1, we use perturbation argument C = C + C ′ and
v = v + v′ to (5.36), and take an average of the resulting equation, which gives an
upscaled version of the concentration equation:
∂C
∂t
+ v · ∇C + v′ · ∇C ′ = (C˜ − C)q, (5.38)
where we have assumed that C˜q is constant over the coarse control volume in which
the average is taken. The term v′ · ∇C ′ represents subgrid effects due to the hetero-
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geneities of convection. This term can be modeled using the equation for C ′ that is
derived by subtracting (5.38) from the fine scale equation (5.36)
∂C ′
∂t
+ v · ∇C ′ + v′ · ∇C − v′ · ∇C ′ + qC ′ = 0. (5.39)
Next we define the characteristics dx(τ)/dτ = v, thus with the notion of total deriva-
tive, we can write (5.39) as follows:
dC ′
dt
+ qC ′ = −v′ · ∇C + v′ · ∇C ′.
Multiplying both sides by eqt, and integrating over (0, t), we obtain the solution of
this equation along the fine scale trajectory (x, t) such that x(t) = x:
C ′(x, t) = e−qt
∫ t
0
eqτ
(
−v′(x(τ), τ) · ∇C(x(τ), τ) + v′(x(τ), τ) · ∇C ′(x(τ), τ)
)
dτ.
The rest of the procedures follow those of section 5.1 such that the coarse scale
concentration equation is written as
∂C(x, t)
∂t
+ v · ∇C(x, t)−∇ · (D(x, t)∇C(x, t)) = (C˜ − C(x, t))q, (5.40)
where D(x, t) is the macro-diffusive tensor, whose entries are written as
Dij(x, t) = e
−qt
∫ t
0
eqτ v′i(x, t) v
′
j(x(τ), τ) dτ. (5.41)
Furthermore, the dependency of D on the concentration C is obvious due to the fact
that the velocity v depends on the concentration as governed by (5.33).
We now turn our attention to the procedure of computing Dij. It is stated in
the following proposition.
Proposition 5.1. Let Lj(x, t), j = 1, 2, be the trajectory length of the particle in
102
xj-direction that starts at point x (see Figure 5.8) computed as
Lj(x, t) =
∫ t
0
eqτ v′j(x(τ), τ) dτ.
Then
Dij(x, t) ≈ e−qt v′i(x, t)Lj(x, t).
Proof. The first term of the integrand in (5.41) is independent of τ , so we may take
it out of the time integration:
Dij(x, t) = e
−qt v′i(x, t)
∫ t
0
eqτ v′j(x(τ), τ) dτ. (5.42)
We note that since the velocity depends on (x, t), so is the trajectory in (5.42), i.e., we
have x(τ) = r(τ |x, t) with x(t) = r(t|x, t) = x. Now let τ = tp < t. We assume that
tp is reasonably close to t. Then we may decompose the time integration in (5.42) as
the sum of two integrations, namely,∫ t
0
eqτ v′j(r(τ |x, t), τ) dτ =
∫ tp
0
eqτ v′j(r(τ |x, t), τ) dτ +
∫ t
tp
eqτ v′j(r(τ |x, t), τ) dτ
= I1 + I2.
Suppose we denote by yp the particle location at time tp. Then r(τ |x, t) = r(τ |yp, tp),
0 ≤ τ ≤ tp. Thus,
I1 =
∫ tp
0
eqτ v′j(r(τ |yp, tp), τ) dτ = Lj(yp, tp).
Furthermore, since we have assumed that tp is reasonably close to t, the particle
trajectory is still close to x, which gives
I2 ≈ eqt (t− tp) v′j(x, t).
The proof of this proposition is completed by substituting these representations back
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to (5.42), where now we have
Lj(x, t) = Lj(yp, tp) + e
qt (t− tp) v′j(x, t).
Thus the macro-diffusion coefficient may be computed as
Dij(x, t) ≈ e−qt v′i(x, t)Lj(yp, tp) + (t− tp) v′i(x, t) v′j(x, t).
This relation also gives a hint on how to numerically compute Dij. We note that the
fluctuation components v′i are obtained by subtracting the average vi from vi, where
vi is constructed from the informations imbedded in the multiscale basis functions.
Moreover, since tp < t, Lj(yp, tp) has been known.
5.2.2. Numerical Results
In this section we present numerical results that give comparison between the fine
and the coarse models presented in the previous subsections. The comparison will be
made between the fine model, the primitive coarse model, and the coarse model with
macro-diffusion that accounts for the subgrid effects on the coarse grid. Thus we can
see possible improvement on the coarse model performance using this extension. As
in section 5.1, the macro-diffusion coefficients are computed using the approximation
of the fine scale velocity field by sampling the basis functions.
The case problem that we consider follows exactly the one in section 5.1 (cf.
Figure 5.9), where the system is a cross section in the subsurface. As in section 5.1,
he system length in the horizontal direction x (Lx) is greater than the formation
thickness (Lz), with Lx/Lz = 5. Also the fine model uses 120 × 120 rectangular
elements. The absolute permeability is set to be diag(k, k). In all the examples below
we have used spherical variogram to generate the absolute permeability. We used the
constitutive relation (5.35). As in section 5.1, we are interested in the fraction of oil
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in the production edge F plotted against the dimensionless time PVI.
The first example is shown in Figure 5.17. The left plot uses isotropic field, i.e.,
lx = lz = 0.10, while the right plot uses anisotropic field of lx = 0.20, lz = 0.02. The
solid line represents the fine model run on 120×120 elements, which as before, serves
as a reference solution. The dashed line represents the primitive coarse model (D=0),
while the dotted line represents the coarse model with macro-diffusion (with D). All
coarse models are run on the 10×10 elements. For this example, we have used mobility
ratio M = 5 and the variance of lognormal of permeability σ = 1.5. It is evident from
this figure, that the coarse model with macro-diffusion made significant improvement
compared to the primitive coarse model in both isotropic and anisotropic fields.
The second example is given in Figure 5.18. For this case we used the same
parameters pertaining to the absolute permeability as in Figure 5.17. The only dif-
ference is we have used mobility ratio M = 3 in this example. Again, this example
shows that the macro-diffusion model exhibit a better prediction than the primitive
coarse model.
5.3. Infiltration in Saturated and Unsaturated Porous Media
We are interested in modeling the flow of water into a porous medium whose pore
space is filled with air and some water. Several terminologies are in order. The frac-
tion of the pore space volume to the porous medium total volume is called porosity,
which is denoted by φ. The amount of water filling in the pore space of the medium
is represented by the water saturation, S, i.e., it is defined as the fraction of the total
pore space that is filled with water. In this connection, we say that the saturation
varies between two values, namely, the residual water saturation, Sr, and the fully sat-
urated value, Ss. These parameters are specific to different porous medium. Another
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Fig. 5.17. Comparison of fractional flow of displaced fluid at the production edge for
the two-component flow. All coarse models are run on 10 × 10 elements.
Plot on the left corresponds to lx = 0.1, lz = 0.1, and σ = 1.5 with spherical
variogram. Plot on the right corresponds to lx = 0.20, lz = 0.02, and σ = 1.5
with spherical variogram. In both plots viscosity ratio, M = 5.
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Fig. 5.18. Comparison of fractional flow of displaced fluid at the production edge for
the two-component flow. All coarse models are run on 10 × 10 elements.
Plot on the left corresponds to lx = 0.1, lz = 0.1, and σ = 1.5 with spherical
variogram. Plot on the right corresponds to lx = 0.20, lz = 0.02, and σ = 1.5
with spherical variogram. In both plots viscosity ratio, M = 3.
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measure of the amount of water in a porous medium that is closely related to water
saturation is the so called volumetric water content, θ. The variable θ is defined as
the fraction of porous medium total volume that is filled with water. In other words,
the volumetric water content is related to the water saturation by θ = φS.
The water flow into the porous medium is driven by the pressure gradient which
is characterized by the empirical relation known as the Darcy’s Law. Darcy’s Law is
basically a proportionality statement of the pressure gradient to the velocity vector.
In the disciplines of hydrology and soil science, it is a common practice to use the
term water pressure head which is defined as the amount of energy per unit weight
of water. This normalization gives the pressure a dimension of length. Hence, the
Darcy’s Law is written as follows:
v = K(x, p)∇(p+ x3), (5.43)
where v is the velocity vector, and K is called the unsaturated hydraulic conductivity
tensor, which indicates the ability of the porous medium to transmit water under
hydraulic gradients in unsaturated condition. Note that the variable x3 represents
the influence of gravity to the flow.
5.3.1. Richards’ Equation
The following assumptions were proposed by Richards in [54] to give a simplified
model for the fluid motion in unsaturated zone:
1. The porous medium and water are incompressible.
2. The temporal variation of the water saturation is significantly larger than the
temporal variation of the water pressure.
3. Air phase is infinitely mobile so that the air pressure remains constant, in this
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case it is atmospheric pressure which equals zero.
4. Neglect the source/sink terms.
The equation is written as follows:
∂θ(p)
∂t
−∇ · (K(x, p)∇(p+ x3)) = 0 in Ω, (5.44)
where Ω is a bounded domain representing the porous medium.
Constitutive relations between θ and p, and between K and h are developed
appropriately, which consequently gives nonlinearity behavior in (5.44). The relation
between the water content and pressure head is referred to as moisture retention func-
tion. The equation written in (5.44) is called the coupled-form of Richards’ Equation.
In many other literatures this equation is also called the mixed form of Richards’
Equation, due to the fact that there are two variables involved in it, namely, the
water content θ and the pressure head p
Moreover, taking the advantage of the differentiability of the soil retention func-
tion, one may rewrite (5.44) as follows:
C(p)
∂p
∂t
−∇ · (K(x, p)∇(p+ x3)) = 0 in Ω, (5.45)
where C(p) = dθ/dp is the specific moisture capacity. This version is referred to as
the head-form (h-form) of Richards’ Equation.
Another formulation of the Richards’ Equation is based on the water content θ,
∂θ
∂t
−∇ · (D(x, θ)∇θ)− ∂K
∂x3
= 0 in Ω, (5.46)
where D(θ) = K(θ)/(dθ/dp) defines the diffusivity. This form is called the θ-form of
Richards’ Equation.
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Richards’ Equation is categorized as a nonlinear parabolic partial differential
equation. There have been a great deal of efforts and investigations dedicated to
Richards’ Equation. It ranges from analyses of its mathematical properties, existence
of solution, analytical and semi-analytical solutions with several restrictive conditions,
to its numerical approximations along with the proposed algorithms. Richards’ Equa-
tion enjoys the property of obeying the maximum principle [2], which is desirable for
those who seek its numerical approximation.
Most of the earlier studies of existence and uniqueness of Richards’ equation solu-
tion were implemented by assuming that the hydraulic conductivity is a power of the
water content θ. Gilding and Peletier [39], for example, proposed some criteria for the
weak solution of a one dimensional problem of (5.46), and showed its existence and
uniqueness. The physical interpretation of this weak solution behaviors were investi-
gated by Gilding in [38]. In particular, he showed the existence of the wetting front
that serves as interface between adjacent wet and dry regions of a porous medium.
The singularity of the wetting front were further studied and proved by Nakano in
[51]. The regularity of the weak solution of multidimensional Richards’ Equation was
investigated by Aronson in [2], which he showed to be Holder continuous.
Several researchers have also tried to find analytical solutions of one dimensional
Richards’ Equation. Perhaps, the most classical results used and quoted in engi-
neering fields are due to Gardner [36]. In his paper, he proposed an exponential
and power relation of the hydraulic conductivity to the water saturation, such that
a steady state solution may be obtained. Warrick and his associates [59, 60] studied
analytical solutions of Richards’ Equation for time-varying infiltration problems. Sim-
ilar to Gardner, they also assumed exponential constitutive relations. Their solution
takes the form of the time integration of the well known error function. Analytical
solutions of problems in layered soils were examined in [56]. In this paper, Srivastava
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et al. used the exponential constitutive relations to express the partial differential
equation in terms of hydraulic conductivity K. Then, they employed the Laplace
transform and inverse transform to obtain the solution.
The analytical solutions mentioned above are restrictive in nature and also lim-
ited to one dimensional problem. For more realistic cases, analytical solutions are in
general not available. Consequently, numerical treatments are required to tackle the
problems. The finite element, finite volume, and finite difference methods are most
commonly used to generate the discretized equation. Results in [5, 6, 41, 47, 53] are
several of the many works in numerical approximations of the equation. The most
commonly used version of Richards’ Equation is the head-form written in (5.45). Un-
fortunately, as found in [6, 53] this equation does not conserve the mass, and hence
its numerical solution would suffer from this discrepancy.
The three versions of Richards’ Equation written above have various advantages
and disadvantages which in general depend upon the physical situations of the prob-
lems considered, and if used for numerical simulation also depend on the chosen
numerical scheme. The θ-form for example, is by construction a conservative form,
i.e., it follows the mass conservation law. However, this form only applies to the
unsaturated zone, since for saturated condition the water content becomes constant
and D approaches infinity. Furthermore, for multi-layered soils, θ cannot be guaran-
teed to be continuous across interfaces separating the layers. Thus, this form may be
useful only for a homogeneous media.
On the other hand, due to the fact that the pressure head is continuous even for
multi-layered soils, the head-form may be advantageous for heterogeneous soil condi-
tion. It is also applicable for both unsaturated and saturated media. Nevertheless,
as described above the head-form does not maintain the global conservation of mass.
Recently, Rathfelder et al. [53] proposed a method to solve the head-form equation
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that still maintains the global mass balance. The key to their method is the different
way of evaluating the specific moisture capacity C, in which they have used the so
called the standard chord slope approximation.
The coupled-form of Richards’ Equation is also mass conserved. It is applicable
to both saturated and unsaturated porous media. The authors of [6] proposed the
so-called modified Picard iteration to solve this equation, and made a comparison
with results from the h-form. They showed that the coupled-form can maintain the
mass conservation throughout the time marching of the simulation. These advantages
have attracted many researchers and engineers to use this version for various practical
problems.
5.3.2. Constitutive Relations
As has been mentioned in the Introduction, the sources of nonlinearity of Richards’
Equation comes from the moisture retention and relative hydraulic conductivity func-
tions, θ(p) and K(x, p), respectively. Reliable approximation of these relations are in
general tedious to develop and thus also challenging. Field measurements or labora-
tory experiments to gather the parameters are relatively expensive, and furthermore,
even if one can come up with such relations from these works, they will be somehow
limited to the particular cases under consideration.
Perhaps the most widely used empirical constitutive relations for the moisture
content and hydraulic conductivity is due to the work of van Genuchten [57]. He
proposed a method of determining the functional relation of relative hydraulic con-
ductivity to pressure head by using the field observation knowledge of the moisture
retention. In turn, the procedure would require curve-fitting the proposed moisture
retention function with the experimental/observational data to establish certain pa-
rameters inherent to the resulting hydraulic conductivity model.
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In attempts to formulate analytical solution of Richards’ Equation, several re-
searchers have employed exponential hydraulic parameters model to linearize the
equation and applied some mathematical transformation to obtain the solution ( see
for example [56], and [59] ). It is noted that although this approach may be very
restrictive, it may be used to verify many numerical models.
There are several widely known formulations of the constitutive relations, among
which are (see also Figures 5.19, 5.20, and 5.21):
1. Haverkamp model [41]:
θ(p) =
α (θs − θr)
α+ |p|β + θr,
K(x, p) = Ks(x)
A
A+ |p|γ
2. van Genuchten model [57]:
θ(p) =
α (θs − θr)
[1 + (α|p|)n]m + θr,
K(x, p) = Ks(x)
{
1− (α|p|)n−1 [1 + (α|p|)n]−m}2
[1 + (α|p|)n]m/2
3. Exponential model [59]:
θ(p) = θs e
βp
K(x, p) = Ks(x) e
αp
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Fig. 5.19. Constitutive relations for Haverkamp model: (left) moisture content, (right)
hydraulic conductivity
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Fig. 5.20. Constitutive relations for van Genuchten model: (left) moisture content,
(right) hydraulic conductivity
The variable Ks in the above models is also known as the saturated hydraulic
conductivity. The figures indicate that the hydraulic conductivity has a broad range
of values, which together with the functional forms presented above confirm the non-
linear behavior of the process. It can also be seen that the water content and hydraulic
conductivity approach zero as the pressure head goes to very large negative values.
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Fig. 5.21. Constitutive relations for exponential model: (left) moisture content, (right)
hydraulic conductivity
In other words, the Richards’ Equation has tendency to degenerate in a very dry
condition, i.e., condition with the large negative pressure.
5.3.3. Fine and Coarse Scale Models
In this subsection we present a numerical homogenization for the coupled form of
Richards’ Equation (5.44). We will first describe the fine model used for comparison
with the numerical homogenization. To simplify the presentation, we will neglect the
gravity term in (5.44). By taking a backward Euler difference in time we have
θ(pn)− θ(pn−1)−∆t∇ · (K(x, pn)∇pn) = 0, (5.47)
where the superscript n denotes the value of p computed at time tn, and ∆t is the
time step. Obviously, for each time step n, we need to solve a nonlinear differential
equation in pn. For the fine model, we employ a procedure proposed by [6]. The idea
is to linearize the equation in θ and K and solve the resulting equation iteratively.
For simplicity of notation we denote by u the pressure that we want to solve in a time
step n, i.e., u = pn. Let us further denote by um the iterate of u at the iteration level
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m. The first order Taylor expansion of θ may be written as
θ(um) ≈ θ(um−1) + C(um−1) rm, (5.48)
where rm = um − um−1, and C(um−1) is the value of dθ/dp evaluated at um−1. By
applying all these representations to (5.47) we have the following partial differential
equation written in terms of rm:
C(um−1) rm −∆t∇ · (K(x, um−1)∇rm) = Rm−1, m = 1, 2, 3, ·, (5.49)
where
Rm−1 = −(θ(um−1)− θ(pn−1)) + ∆t∇ · (K(x, um−1)∇um−1). (5.50)
The partial differential equation in (5.49) governs the residual of the solution at each
iteration m. As the iteration converges in some fashion, we will have rm vanishes
and obtain the corresponding solution. Again, we note that this nonlinear iteration
is done for each time step n. The preceeding description constitutes the fine model
that we use to solve Richards’ Equation (5.44).
We now turn our attention its numerical homogenization. As in the fine model,
we are interested to numerically homogenize the Richards’ equation after taking back-
ward difference in time, i.e., the one written in (5.47). Thus for simplicity we designate
as before u the solution pn. Using the terminology in Chapter II, the MsFVEM for
(5.44) is to find uh ∈ Xh such that∫
Vz
(θ(ηh)− θn−1) dx−∆t
∫
∂Vz
K(x, ηh)∇v · n dl = 0 ∀z ∈ Z0h, (5.51)
where θn−1 is the value of θ(ηh) evaluated at time step n−1, and v ∈ V h is a function
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that satisfies the boundary value problem:
−∇ · (K(x, ηh)∇v) = 0 in K ∈ Th,
v = u
h on ∂K,
(5.52)
with ηh(x) =
∑
K∈Th
ΨK(x)
1
|K|
∫
K
uh dx. In general, the resulting finite dimensional
equation obtained from (5.51) can be solved by direct application of the inexact
Newton algorithm described in section 4.5 of Chapter IV.
A particular case in the numerical homogenization of (5.47) is also considered.
When the nonlinearity and heterogeneity of K(x, p) is separable, i.e.,
K(x, p) = ks(x) kr(p),
then we may use the linearization procedure implemented in the fine model to derive
our coarse model. By this separability, and since in the formulation we always take
the piecewise constant function ηh in replacement of uh, the corresponding V h is a
linear space, i.e., we may construct a set of basis functions {ψz}z∈Z0
h
such that they
satisfy
−∇ · (ks(x)∇ψz) = 0 in K ∈ Th,
ψz = φz on ∂K,
(5.53)
where φz is a piecewise linear function. We note that if u
h has discontinuity or sharp
front region, then the multiscale basis functions need to be updated in that region.
Now, we may formulate the finite dimensional problem corresponding to (5.47). We
want to seek uh ∈ V h with uh =
∑
z∈Z0
h
pzψz such that∫
Vz
(θ(ηh)− θn−1) dx−∆t
∫
∂Vz
ks(x) kr(η
h)∇uh · ~n dl = 0, (5.54)
for every control volume Vz ⊂ Ω. To this equation we can directly apply the lineariza-
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tion procedure described in the fine model (see (5.49)). Let us here denote
rm = uh,m − uh,m−1, m = 1, 2, 3, ·,
where uh,m is the iterate of uh at the iteration level m. Thus we want to find rm =∑
z∈Z0
h
rmz ψz such that for m = 1, 2, 3, · until convergence∫
Vz
C(ηh,m−1) rm dx−∆t
∫
∂Vz
ks(x) kr(η
h,m−1)∇rm · ~n dl = Rh,m−1, (5.55)
with
Rh,m−1 = −
∫
Vz
(θ(ηh,m−1)−θn−1) dx+∆t
∫
∂Vz
ks(x) kr(η
h,m−1)∇uh,m−1 ·~n dl. (5.56)
As before the superscript m at each of the function means that the corresponding
functions are evaluated at iteration level m.
5.3.4. Numerical Results
We present several numerical experiments that demonstrates the ability of the coarse
models presented in the previous subsections. As in other applications in this chapter,
the coarse models are compared with the fine model solved on a fine mesh. We
have employed a finite volume difference to solve (5.49). This solution serves as a
reference for the proposed coarse models. The problems that we consider are typical
water infiltration into an initially dry soil. The porous medium that we consider is a
rectangle of size Lx×Lz (see Figure 5.22. The fine model uses 256× 256 rectangular
elements, while the coarse model uses 32 × 32 rectangular elements. Similar to the
cases in the previous sections, we generate a realization of the random variables
with prescribed variance σ that represents the heterogeneity in the equation. We
have used a spherical variogram for this purpose along with the correlation lengths
that determine whether the realization is isotropic or anisotropic. All examples uses
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Fig. 5.22. Rectangular porous medium
σ = 1.5.
The first problem is a soil infiltration which was first analyzed by Haverkamp
(cf. [6]). The porous medium dimension is Lz = 40 and Lz = 40. The boundary
conditions are as follows: ΓL and ΓR are impermeable, while a Dirichlet conditions
are imposed on ΓB and ΓT , namely pT = −21.7 in ΓT , and pB = −61.5 in ΓB. The
initial pressure is p0 = −61.5. The constitutive relations use Haverkamp model in
section 5.3.2 [41]. The related parameters are as follows: α = 1.611×106, θs = 0.287,
θr = 0.075, β = 3.96, A = 1.175×106, and γ = 4.74. For this problem we assume that
the nonlinearity and heterogeneity are separable, where the latter comes from Ks(x)
with Ks = 0.00944. We assume that appropriate units for these parameters hold.
There are two cases considered for this problem, namely, the isotropic heterogeneity
with lx = lz = 0.1, and the anisotropic heterogeneity with lx = 0.01 and lz = 0.20.
For the backward Euler scheme, we use ∆t = 10. The comparison is shown in Figures
5.23 and 5.24, where the solutions are plotted at t = 360.
The second problem is a soil infiltration through a porous medium whose di-
mension is Lx = 1 and Lz = 1. The boundary conditions are as follows: ΓL and
ΓR are impermeable. A Dirichlet conditions are imposed on ΓB with pB = −10.
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The boundary ΓT is divided into three parts. On the middle part a zero Dirichlet
condition is imposed, and the rest are impermeable. The constitutive relations use
Exponential model in section 5.3.2 with the following related parameters: β = 0.01,
θs = 1, Ks = 1, and α = 0.01. The heterogeneity comes from Ks(x) and α(x). It is
obvious that for this problem the nonlinearity and heterogeneity are not separable.
Again, isotropic and anisotropic heterogeneities are considered with lx = lz = 0.1, and
lx = 0.20, lz = 0.01, respectively. For the backward Euler scheme, we use ∆t = 2.
The comparison is shown in Figures 5.25 and 5.26, where the solutions are plotted at
t = 10.
We note that the problems that we have considered are vertical infiltration on
the porous medium. Hence, it is also useful to compare the cross-sectional vertical
velocity which will be plotted against the depth z. Here, the cross-sectional vertical
velocity is obtained by taking an average over the horizontal direction (x-axis).
Figure 5.27 shows comparison of the cross-sectional vertical velocity for the
Haverkamp model. The average is taken over all the horizontal span since the bound-
ary condition on ΓT (and also on ΓB) is all Dirichlet condition. Both plots in this
figure show a close agreement between the fine and coarse models.
For the Exponential model, as we have described above, there are three different
segments for the boundary condition on ΓT , i.e., a Neumann condition on the first
and third part, and a Dirichlet condition on the second/middle part of ΓT . Thus,
we will compare the cross-sectional vertical velocity in each of these segments sepa-
rately. Figures 5.28, 5.29, and 5.30 show the comparison for each of these segments,
respectively. Contrary to the Haverkamp model, the vertical velocity seems to be
more sensitive with respect to the anisotropy of the domain.
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Fig. 5.23. Haverkamp model with isotropic heterogeneity. Comparison of water pres-
sure between the fine model (left) and the coarse model (right).
Fig. 5.24. Haverkamp model with anisotropic heterogeneity. Comparison of water
pressure between the fine model (left) and the coarse model (right).
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Fig. 5.25. Exponential model with isotropic heterogeneity. Comparison of water pres-
sure between the fine model (left) and the coarse model (right).
Fig. 5.26. Exponential model with anisotropic heterogeneity. Comparison of water
pressure between the fine model (left) and the coarse model (right).
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Fig. 5.27. Comparison of vertical velocity on the coarse grid for Haverkamp model:
isotropic heterogeneity (left) and anisotropic heterogeneity (right).
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Fig. 5.28. Comparison of vertical velocity on the coarse grid for Exponential model:
isotropic heterogeneity (left) and anisotropic heterogeneity (right). The av-
erage is taken over the first third of the domain.
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Fig. 5.29. Comparison of vertical velocity on the coarse grid for Exponential model:
isotropic heterogeneity (left) and anisotropic heterogeneity (right). The av-
erage is taken over the second third of the domain.
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Fig. 5.30. Comparison of vertical velocity on the coarse grid for Exponential model:
isotropic heterogeneity (left) and anisotropic heterogeneity (right). The av-
erage is taken over the last third of the domain.
123
CHAPTER VI
CONCLUSIONS
6.1. Summary
This dissertation concentrates on the development and analysis of multiscale meth-
ods for general elliptic boundary value problems. The formulation that has been
presented in Chapter II is intended to cover nonlinearity in the coefficients. We have
introduced a multiscale map E that serves as the quantification of the multiscale ef-
fect on the numerical solution. This multiscale map represents the fluctuation of the
solution which is obtained by solving a leading order homogeneous elliptic equation
in each element with a piecewise linear boundary conditions. To overcome resonance
error inherent in imposing these boundary conditions, an oversampling technique has
been used where the local problem associated with the multiscale map E is solved
on a domain substantially larger than the coarse element and in turn use only the
information pertaining to it. Then coarse scale problem is constructed through the
conservation expression on each of the control volume. In this dissertation, this
multiscale procedure is referred to as the multiscale finite volume element method
(MsFVEM).
In Chapter III, we have investigated a convergence analysis of the linear Ms-
FVEM, where we have the main assumption that the coefficient is periodic. A stan-
dard procedure that has been widely used in the analysis of finite volume method
was used. The main idea is to view the finite volume element method as a per-
turbation of finite element method using certain interpolation operator. Analysis
of the method uses substantially the existing finite element results and techniques.
A Petrov-Galerkin formulation corresponding to the linear MsFVEM was used and
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compared against the Petrov-Galerkin finite element formulation [62]. We conclude
from the analysis presented in this chapter that the linear MsFVEM has the same
convergence property as its finite element counterpart.
Chapter IV deals with the convergence analysis for the multiscale method for
nonlinear elliptic problems. In addition to its periodicity, the elliptic coefficient is
assumed to exhibit certain properties, i.e., polynomial growth, monotonicity with
respect to the gradient of the solution, coercivity, and continuity. A clear distinction
of whether the resulting operator is monotone or pseudomonotone has been made in
the analysis. We have constructed a class of correctors corresponding to the multiscale
method. The subsequent convergence of the method rely on approximation properties
of this correctors. Particularly for monotone operators, we have been able to deduce
a rate of convergence for the method.
Several applications of the multiscale methods to various problems of flow in
porous media were presented in Chapter V. Three main applications that have been
investigated are multiphase flow, multicomponent flow, and soil infiltration in satu-
rated/unsaturated flow. In all of these applications, the MsFVEM is used to solve
the pressure equation which can be elliptic or parabolic. Certain related variables,
such as the velocity field can be recovered from the method. A macro-diffusion model
was also presented that upscale transport equations. This macro-diffusion uses the
small scale informations that may be gathered from the multiscale method.
6.2. Future Directions
Lastly, we would like to mention some future works. A more thorough analysis of the
numerical homogenization for nonlinear elliptic problems needs to be pursued. This
is especially crucial when the method is combined with the oversampling technique.
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The analysis of numerical homogenization techniques within finite volume element
framework is yet to be investigated.
For the applications, we need to make further assessment on the capability and
limitation of the methods. For example, it is important to gain a clear understanding
of the sensitivity of the methods with respect to the heterogeneity of the coefficients
(quantified through the correlation structure) and its interaction with the nonlinearity.
Furthermore, the two-phase immiscible flow model that we have used neglect features
such as capillary pressure and gravity. Though these effects can be taken into account
using our coarse scale methodologies without a great difficulty the detail numerical
study of the obtained coarse scale models is yet to be carried out. Inclusion of these
effects would certainly produce more realistic predictions.
A more effective procedure for the macro-diffusion in the upscaling of the trans-
port equation is possible. Besides employing explicit/implicit scheme for the macro-
diffusion models, splitting operator procedures may be used. The splitting may be
done between the convective term and the diffusive term, where the operator involv-
ing the convective term is solved explicitly and the operator involving the diffusive
term is solved implicitly.
Applications of the upscaling methods to inverse problems, such as subsurface
characterization, are also of interest. Coarse scale models have advantages in sub-
surface characterization because (1) the mathematical inversion of flow equations is
not computationally intensive and (2) additional dynamic data, such as production
and pressure transient data, are responding to the spatial variation of larger-scale
subsurface properties. Current practice is often limited to the use of the same form
of the equations at the coarse level as those at the fine level. The adequate use of
upscaled models at different coarse level will produce more accurate predictions.
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APPENDIX A
SEVERAL INEQUALITIES
• Young’s inequality
Let a and b be two real numbers. Then
|a b| ≤ 1
p
|a|p + 1
q
|b|q,
where 1 < p, q <∞ with 1/p+ 1/q = 1.
• Holder’s inequality
If u ∈ Lp(Ω) and v ∈ Lq(Ω), with 1 ≤ p, q ≤ ∞, 1/p+ 1/q = 1 then
‖u v‖L1(Ω) ≤ ‖u‖Lp(Ω) ‖v‖Lq(Ω).
• Jensen’s inequality
Let ϕ be a convex function on (−∞,∞) and f an integrable function on [0, 1].
Then
ϕ
(∫ 1
0
f(x) dx
)
≤
∫ 1
0
ϕ(f(x)) dx.
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