Although stochastic programming problems were always believed to be computationally challenging, this perception has only recently received a theoretical justification by the seminal work of Dyer and Stougie (Mathematical Programming A, 106(3): [423][424][425][426][427][428][429][430][431][432] 2006). Amongst others, that paper argues that linear two-stage stochastic programs with fixed recourse are #P-hard even if the random problem data is governed by independent uniform distributions. We show that Dyer and Stougie's proof is not correct, and we offer a correction which establishes the stronger result that even the approximate solution of such problems is #P-hard for a sufficiently high accuracy. We also provide new results which indicate that linear two-stage stochastic programs with random recourse seem even more challenging to solve.
Introduction
We consider linear two-stage stochastic programs of the form maximize c x + E Q(x,ξ) subject to Ax = b, x ∈ R 
where the problem data c ∈ R n 1 , A ∈ R m 1 ×n 1 and b ∈ R m 1 is deterministic. For a fixed realization ξ ∈ R k of the random vectorξ, Q(x, ξ) denotes the optimal value of the second-stage problem maximize q(ξ) y subject to T (ξ)x + W (ξ)y = h(ξ), y ∈ R n 2 + , (1b) where the mappings q : R k → R n 2 , T : R k → R m 2 ×n 1 , W : R k → R m 2 ×n 2 and h : R k → R m 2 depend affinely on ξ. The stochastic program (1) has fixed recourse if the recourse matrix W does not depend on the realization ofξ, and it displays random recourse otherwise. For a survey of the vast stochastic programming literature, which dates back to the 1950s, we refer to [2, 10, 11] .
While stochastic programming problems were always believed to be difficult to solve, this suspicion has only been confirmed recently by the seminal work of Dyer and Stougie [4] . Amongst others, that paper argues that calculating the expected recourse value E[Q(x,ξ)] for a fixed first-stage decision x is #P-hard 1 even if the stochastic program (1) under the uniform distribution supported on [0, 1] k , where α ∈ R k + and β ∈ R + are fixed parameters. Note that problem (2) does not involve any first-stage decisions. It is claimed in [4] that 1−Q(α, β) coincides with the volume of the knapsack polytope P (α, β) = {ξ ∈ [0, 1] k : α ξ ≤ β}, the calculation of which is known to be #P-hard [5] . We now show that this claim is false. Proposition 1. For α = e and β = 1, where e ∈ R k is the vector of all ones, the expected recourse value of problem (2) satisfies
The complexity class #P contains the counting problems associated with the decision problems in the complexity class NP (e.g., counting the number of Hamiltonian cycles in a graph), see [6, 9] . Thus, a counting problem is in #P if the items to be counted (e.g., the Hamiltonian cycles) can be validated as such in polynomial time. By definition, a #P problem is at least as difficult as the corresponding NP problem. It is therefore commonly believed that #P-hard problems, which are the hardest problems in #P, do not admit polynomial-time solution methods.
Proof. It is shown in [4] that for a given realization ξ of the random vectorξ, the unique optimal second-stage decisions are y = 0 and z = 0 if α ξ ≤ β and y = α and z = 1 otherwise. We thus conclude that the expected recourse value of problem (2) satisfies
where the integral in the penultimate line can be viewed as the normalization constant of a Dirichlet distribution of order k + 1 with parameters (e , 2) and thus evaluates to 1/(k + 1)!, see [1] .
Proposition 1 implies that 1 − Q(e, 1) is strictly negative for k ≥ 4 and can therefore not be equal to the volume of the polytope P (e, 1).
The remainder of this paper develops as follows. In Section 2 we correct the proof of Dyer and Stougie and show that calculating the expected recourse value of a linear two-stage stochastic program with fixed recourse is indeed #P-hard. Moreover, we strengthen the original result by
showing that approximating this expected recourse value to a high accuracy remains #P-hard.
Similar arguments as in [4] then allow us to conclude that finding an approximately optimal solution is #P-hard as well. In Section 3 we show that approximating the expected recourse value of a linear two-stage stochastic program with random recourse is strongly #P-hard. This stronger result precludes the existence of fully polynomial-time approximation schemes for the generic linear twostage stochastic program (1). We also prove that determining an approximately optimal solution is strongly NP-hard in this setting. We provide concluding remarks in Section 4.
Notation Vectors and matrices are denoted by bold lower-case and upper-case letters, respectively, while scalars are printed in regular font. We notationally highlight random objects by a tilde sign. We use e i and e to refer to the i-th canonical basis vector and the vector of ones, respectively.
In both cases, the dimension will be clear from the context. We define the indicator function I [E] as I [E] = 1 if the logical expression E holds true and 0 otherwise. For any matrix M ∈ R m×n , we define its norm by M 1 = max x∈R n { M x 1 : x 1 = 1}.
Stochastic Programs with Fixed Recourse
In this section we correct the #P-hardness proof of Dyer and Stougie for linear two-stage stochastic programs with fixed recourse. To this end, we show first that calculating the volume of a knapsack polytope P (α, β) = {ξ ∈ [0, 1] k : α ξ ≤ β} to within a sufficiently high accuracy is #P-hard.
Lemma 1.
Computing the volume of the knapsack polytope P (α, β) for α ∈ R k + and β ∈ R + to within an absolute accuracy of is #P-hard whenever
The proof of Lemma 1 relies on a reduction from the #Parity problem, which is known to be
#Parity Instance. Given are α ∈ N k and β ∈ N, which encode the knapsack polytope P (α, β).
Proof of Lemma 1. Consider an instance of the #Parity problem with input α ∈ N k and β ∈ N, and select any non-negative satisfying (3). If α e < β, then the knapsack polytope P (α, β)
reduces to the unit hypercube, in which case the solution to the #Parity problem is D = 0. From now on we may thus focus on the case α e ≥ β.
Introduce knapsack budgets γ j = (β + j k+1 ), j = 0, . . . , k, and define the Vandermonde matrix
because all knapsack budgets are mutually distinct. Thus, F is invertible. We also find
where the first equality follows from [7, Theorem 1] and the observation that F −1
while the last inequality holds because α e ≥ β.
which contains the volumes of the k + 1 knapsack polytopes with budgets γ 0 , . . . , γ k . As F is invertible, the system of linear equations
has a unique solution x ∈ R k+1 . We know from the proof of Theorem 1 in [5] that x is in fact an integer vector and that its first element coincides with the solution D of the #Parity problem.
In what follows we assume that the vector g of the different knapsack polytopes' exact volumes
is not available but that we can compute an approximation
x be the solution of the perturbed system
and note that x can be computed efficiently by Gaussian elimination, for instance. By leftmultiplying the above equation with F −1 we obtain
where the second equality follows from the definition of x . Thus, we find
where the first inequality holds due to our choice of and the definition of the matrix norm, the second inequality follows from (4), and the third inequality holds because d ∈ [−1, 1] k+1 . As any two corresponding components of x and x differ by strictly less than Thus, if we could approximate the volume of P (α, β) for α ∈ R k + and β ∈ R + in time polynomial in the bit length of α and β, then we could solve the #Parity problem efficiently. We conclude that approximating the volume of a knapsack polytope is at least as hard as solving the #P-hard #Parity problem.
In the remainder we denote by Q(α, β) = E[Q(ξ; α, β)] the expected recourse value of the second-stage problem (2) . We first show that the volume of the knapsack polytope P (α, β) can be expressed in terms of the partial derivative ∂Q(α, β)/∂β, which we abbreviate as Q (α, β).
Lemma 2. For every α ∈ R k + and β ∈ R + we have Vol(P (α, β)) = Q (α, β) + 1.
Proof. Recall that the unique optimal second-stage decisions of problem (2) are y = 0 and z = 0 if α ξ ≤ β and y = α and z = 1 otherwise, see [4] . Thus, we have
As E[ξ] = e/2 and because the relation
holds for any β ∈ R and γ ∈ R + , we find
where the second equality follows from Fubini's theorem. Note that the volume Vol(P (α, β)) of the knapsack polytope changes continuously with β ∈ R, and thus Q(α, β) is continuously differentiable in β. The claim then follows by differentiating both sides of the above relation with respect to β.
We are now armed to prove the first main result of this paper.
Theorem 1.
Computing the expected recourse value Q(α, β) of the second-stage problem (2) for α ∈ R k + and β ∈ R + to within an absolute accuracy of δ is #P-hard whenever
Proof. Consider a knapsack polytope P (α, β) encoded by the parameters α ∈ R k + and β ∈ R + , where we assume without loss of generality that k ≥ 2. Select any non-negative δ satisfying (7) and set h = 2 √ δ. In the following, we denote by Q δ (α, β) and Q δ (α, β + h) any δ-approximations of the expected recourse values Q(α, β) and Q(α, β + h), respectively. Then, we obtain
where the first equality holds due to Lemma 2, and the second inequality follows from Taylor's theorem. To derive an upper bound on the last expression, we observe that Q (α, β) = ∂Vol(P (α, β))/∂β ≥ 0 by virtue of Lemma 2. As shown in [5] , the volume of the knapsack polytope P (α, β) admits the following closed-form expression.
To simplify the following derivation, we introduce the shorthand notation α k−1 = (α 1 , . . . , α k−1 ) .
Differentiating the right-hand side of (8) with respect to β yields
Since this upper bound is independent of β, we find that sup
. In summary, we have thus shown that
. Thus, we can compute the volume of the knapsack polytope P (α, β) to within an absolute accuracy of by computing the expected recourse values of Q(α, β) and Q(α, β + h) to within accuracy δ, dividing their difference by h and adding 1. With the exception of computing the expected recourse values, all of these operations can be carried out in time polynomial in the bit length of the instance of (1) that corresponds to problem (2) . We conclude that computing the expected recourse value Q(α, β) to within accuracy δ is at least as hard as computing the volume of a knapsack polytope P (α, β) to within accuracy . The claim then follows from Lemma 1.
Since the expected recourse value of problem (2) can be computed through a linear two-stage stochastic program (1) with fixed recourse, we conclude that approximating the optimal value of a linear two-stage stochastic program with fixed recourse to high accuracy is #P-hard as well. For fixed c ∈ R, we consider the following instance of problem (1) with fixed recourse:
whereξ follows a uniform distribution supported on [0, 1] k , and for a fixed realization ξ the recourse function Q(x, ξ; α, β) amounts to the optimal value of the second-stage problem maximize ξ y − βz subject to y ≤ αz, y ∈ R k + , 0 ≤ z ≤ x.
As before, we restrict ourselves in the following to the nontrivial case where α e ≥ β.
Theorem 2.
Determining an -optimal decision to the linear two-stage stochastic program (9) with fixed recourse is #P-hard whenever < δ/(8 max{1, α e − β}) for δ defined in Theorem 1.
Proof. Note that E Q(x,ξ; α, β) = Q(α, β)x, where Q(α, β) denotes the expected recourse value of the second-stage problem (2) . Thus, the optimal solution x and the optimal value f of problem (9) satisfy x = 0 and f = 0 if c > Q(α, β), x ∈ [0, 1] and f = 0 if c = Q(α, β), and x = 1 and f = Q(α, β) − c if c < Q(α, β). Assume now that an -optimal decision x to problem (9) could be found in polynomial time, and consider the following bisection search: Assume first that |Q(α, β) − c| > δ 2 , and let x be an -optimal solution to problem (9) . Since c, Q(α, β) ∈ [0, α e − β], we have max{1, |Q(α, β) − c|x } ≤ max{1, α e − β} and thus
where the last implication follows from the induction hypothesis and the definition of . Thus, 
Stochastic Programs with Random Recourse
We now show that it is strongly #P-hard to approximately compute the optimal value of the two-stage stochastic program (1) with random recourse. Our proof relies on the auxiliary result that calculating the volume of an order polytope to within high accuracy is #P-hard. For a set S = {1, . . . , k} and a partial order defined on S, the order polytope is P (S; ) = {ξ ∈ [0, 1] k :
Lemma 3. Computing the volume of the order polytope P (S; ) to within an absolute accuracy of is #P-hard whenever < 1 2k! .
The proof of Lemma 3 constructs a reduction from the #LinearExtension problem, whose #P-hardness has been established in [3] .
#LinearExtension
Instance. Given are a set S = {1, . . . , k} and a partial order defined on S.
Question. Compute the number of linear extensions N (S; ) of S under .
We remind the reader that a linear extension of S under is a permutation i 1 , . . . , i k of the elements in S that satisfies i ≤ i whenever i i .
Proof of Lemma 3. Fix an instance of the #LinearExtension problem with input S and , and let ϑ be an approximation of Vol(P(S; )) to within an absolute accuracy of ∈ [0, 1/2k!). It is shown in [3] that the number of linear extensions N (S; ) of S under satisfies N (S; ) = k! Vol(P (S; )). Thus, by multiplying ϑ with k! and rounding the result to the nearest integer, we can compute N (S; ). Since each step except for the volume calculation can be carried out in time polynomial in the bit length of (S, ), we conclude that approximating the volume of an order polytope is at least as hard as solving the #P-hard #LinearExtension problem.
Lemma 3 allows us to establish the first main result of this section. The result studies the expected recourse value Q(S, ) = E[Q(ξ; S, )] of the second-stage problem maximize z subject to z ≤ i,j∈S : i j
under the uniform distribution supported on [0, 1] k , where S and are fixed parameters. Note that problem (10) exhibits random recourse but does not involve any first-stage decisions.
Theorem 3. Computing the expected recourse value Q(S, ) of the second-stage problem (10) for S and to within an absolute accuracy of is strongly #P-hard whenever < 1 2k! .
Proof. One readily verifies that for a fixed realization ξ of the random vectorξ, the optimal value of the second-stage problem (10) is 0 if ξ ∈ P (S; ) and 1 otherwise. We thus conclude that
that is, computing the expected recourse value of (10) to within an absolute accuracy of allows us to compute the volume of the associated order polytope to within the same accuracy. From Lemma 3 we know, however, that the latter problem is #P-hard.
It remains to show that computing the expected recourse value Q(S, ) is strongly #P-hard.
Assume, to the contrary, that there is a pseudo-polynomial time algorithm for computing Q(S, )
to within an accuracy of , that is, an algorithm whose runtime can be bounded by a polynomial in the bit length of the description of the affine mappings q, T , W and h in (1) that correspond to problem (10) , as well as the largest numeric value occuring in that description. Since the affine mappings in problem (10) only contain the coefficients −1, 0 and 1, the runtime of such an algorithm would indeed be polynomial in the bit length of the description of problem (10) . Thus, the existence of a pseudo-polynomial time algorithm for computing Q(S, ) to within an accuracy of would imply that the volume of the associated order polytope could be computed efficiently, which establishes the strong #P-hardness of the problem.
Since the expected recourse value of problem (10) can be computed through a linear two-stage stochastic program (1) with random recourse, we conclude that approximating the optimal value of a linear two-stage stochastic program with random recourse to high accuracy is #P-hard as well.
In fact, Theorem 3 implies that unless the problems in #P admit an efficient solution scheme, there is no fully polynomial-time approximation scheme for computing the maximum of problem (1) with random recourse.
We conclude this section by showing that determining an approximately optimal decision to problem (1) with random recourse is strongly NP-hard. To this end, we recall the definition of the strongly NP-hard Integer Feasibility Problem [6] :
Integer Feasibility Problem
Instance. Given are A ∈ Z m×n and b ∈ Z m such that {y ∈ R n : Ay ≤ b} ⊆ [0, 1] n .
Question. Is there a vector y ∈ {0, 1} n such that Ay ≤ b?
The following lemma shows that we can round fractional solutions to the Integer Feasibility Problem if they are sufficiently close to a binary vector. Proof. The 'only if' direction is immediate. As for the 'if' direction, fix a fractional vector y as described in the statement and let y be the closest binary vector, that is,
Due to the integrality of A, y and b, we thus conclude that Ay ≤ b.
In the following, we fix an instance (A, b) of the Integer Feasibility Problem and consider the following instance of problem (1) with random recourse:
whereξ follows a uniform distribution supported on [0, 1] k , and for a fixed realization ξ the recourse function Q(x, ξ) amounts to the optimal value of the second-stage problem minimize e y subject to y ∈ R
Theorem 4. Determining an -optimal decision to the linear two-stage stochastic program (11) with random recourse is strongly NP-hard whenever < /4n for defined in Lemma 4.
Proof. One readily verifies that for fixed ξ, any optimal solution (y(ξ), λ(ξ)) to the second-stage problem satisfies y i (ξ) = max{ξ i , 1 − ξ i }, i = 1, . . . , n, if Aξ ≤ b and y(ξ) = 0 otherwise. Assuming that {ξ ∈ R n : Aξ ≤ b} = ∅, the optimal solution x to problem (11) thus satisfies x = max{ m i=1 max{ξ i , 1 − ξ i } : Aξ ≤ b}. Lemma 4 then implies that the answer to the Integer Feasibility Problem is affirmative if and only if x = n, and it is negative if and only if x < n − .
Assume now that an -optimal solution x to problem (11) could be found in polynomial time.
In that case, we obtain
where the equivalence follows from the fact that E Q(x ,ξ) = E Q(x,ξ) since x and x are both feasible, the first implication holds since both x and E Q(x ,ξ) do not exceed n by construction, and the last implication follows from the definition of . We thus conclude that x = n whenever x > n − 2 and x < n − whenever x < n − 2 , that is, we could decide the NP-hard Integer Feasibility Problem in polynomial time.
Conclusion
Despite the hardness results addressed in this paper, there are many interesting two-stage stochastic programs that can be solved to within workable accuracy. In [12] it is argued, for instance, that two-stage stochastic programs with relatively complete recourse can be solved efficiently with the sample average approximation method to a moderate relative accuracy of 10% or even 1%.
Recall that a two-stage stochastic program has relatively complete recourse if for every feasible first-stage decision and for every possible realization of the uncertain parameters there exists a feasible second-stage decision. We emphasize, however, that problem (1) was not assumed to have relatively complete recourse. Modern methods of Quasi-Monte Carlo (QMC) integration provide other effective tools for solving two-stage stochastic programs. Specifically, it is known that integration via QMC algorithms overcomes the curse of dimensionality in certain mixed Sobolev spaces [13] . This means that the number of function evaluations needed to guarantee a relative accuracy of across all integrands in the underlying Sobolev space is at most polynomial in −1 and the dimension of ξ. This result is consistent with the complexity theorems discussed in this note because the optimal value functions Q(x, ξ) of linear two-stage stochastic programs fail to belong to the relevant Sobolev spaces. Moreover, the critical accuracies given in Theorems 1 and 3, beyond which the evaluation of the expected value functions becomes intractable, are exponentially small in the input sizes of the corresponding stochastic programs. Under relatively complete recourse and other technical conditions, it can be shown, however, that Q(x, ξ) can be approximated by appropriate Sobolev integrands, which in turn implies that Q(x, ξ) can be integrated efficiently via QMC algorithms with attractive convergence guarantees independent of the dimension of ξ [8] .
