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Rockfall in mountainous terrain is a pervasive hazard that negatively impacts roads and 
other infrastructure every year. The Colorado Department of Transportation (CDOT) has 
implemented monitoring on slopes which they deem pose a risk to travelers and their roads. One 
such slope is located near Glenwood Springs, Colorado, where rockfalls have been observed to 
occur with greater frequency in the winter and spring. This made it necessary to understand how 
climate variables (e.g. precipitation and freeze-thaw cycles) may be influencing rockfall patterns 
throughout the year. 
Previous studies have shown the advantages of using remote sensing, in the form of 
terrestrial laser scanning, for rock slope monitoring. However, high resolution databases with 
scans collected multiple times per month are rare. The logistics of data collection, the complexity 
of point cloud processing, and the computation time required, make high resolution data difficult 
to acquire and difficult to process. As a result, although studies have been performed making 
basic correlations between rockfall and climate, a thorough statistical analysis was not possible.  
Using high resolution lidar data acquired biweekly between October 2018 and November 
2019 at the Glenwood Springs study site, a comprehensive point cloud processing workflow was 
developed to create a rockfall database, which could be used to complete a statistical correlation 
analysis between climate variables and rockfall The development of automation and optimization 
algorithms, the construction of a point cloud processing workflow, and the use of machine 
learning reduces the amount of manual work required to complete this study and similar future 
research. The results of the analysis correlating precipitation and freeze-thaw cycles to rockfall 
show that it is possible to identify the variables that has primary influence on rockfall over 
iii 
different times of the year and identify relevant time periods over which these variables are 
acting. Precipitation was identified as the variable influencing rockfall over a between December 
2019 and March 2019, while freeze-thaw was the primary influencing factor between March 
2019 and late-April 2019. During the summer of 2019, precipitation was the primary factor, 
although it was found to be influencing rockfall over longer triggering timescales (~30 days). 
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CHAPTER 1  
INTRODUCTION 
1.1 Background 
The research presented in this thesis examines rockfall at a slope outside Glenwood 
Springs, Colorado. This site shows a propensity for increased rockfall in the winter and spring. In 
order to better understand this pattern, an analysis of rockfall triggers needed to be performed. 
Lidar, in the form of terrestrial laser scanning, was used to collect scans that were processed to 
generate a rockfall database. Processing was completed using a novel semi-automated workflow, 
and the resulting database was used to perform a statistical analysis correlating rockfall patterns 
to climate variables.  
 
1.1.1 Rockfall  
Rockfall hazard is a subset of the broader category of landslide hazards. A rockfall occurs 
when fragments of superficial rock detach from a slope (Piteau and Peckover 1978; Selby 1982; 
Dorren 2003; Budetta 2004; Michoud et al. 2012). A rockfall can cause larger events called 
rockslides and rock avalanches. Smaller rockfall events are described by their mode of failure 
(e.g. planar, toppling, wedge) (Wyllie and Mah 1974; Selby 1982; Budetta 2004). The mode of 
failure and the propensity to fall are controlled by the material properties of the rock, jointing of 
the rock, and external influencing factors. 
While rockfall can appear spontaneous, it is the result of weathering and fracturing of the 
rock along with rockfall triggers (Dorren 2003). Weathering processes are generally long-term, 
continuous processes that can be both mechanically or chemically conditioning the slope to 
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cause a rockfall, often called rockfall promoters (Schumm and Chorley 1964; Day 1997; Dorren 
2003; Abellán et al. 2011). In contrast, rockfall triggers are often considered to lead to failure 
over smaller time scales. Wyllie and Mah (1974) is a comprehensive summary of practical rock 
slope mechanics and stabilization, and the authors discuss many different types of rockfall 
promoting factors and trigger mechanisms. The book notes that almost half of the primary 
triggers listed are related to water, including channeled runoff, snowmelt, differential erosion, 
freeze-thaw, rain, and springs and seeps. The rate at which a rockfall detaches from the slope is 
dependent on the characteristics of the slope (e.g. type of rock, jointing, slope height and angle) 
and the intensity of the promoting and triggering factors.  
Research has been performed that links climate variables (e.g. precipitation, temperature, 
wind, etc.) to rockfall; however, many of these studies use rudimentary visual analysis to link 
rockfall to precipitation thresholds (Matsuoka and Sakai 1999; Szabó 2003). Few studies have 
sought to perform a statistical correlation analysis (Delonca et al. 2014; Macciotta et al. 2015). 
Furthermore, previous studies have been limited by the temporal resolution of the databases that 
were considered. In particular, the resolution of the data has been limited by the methods used to 
record rockfall. The use of visual and photo analyses limits the frequency at which rockfalls can 
be recorded. These methods are also unable to identify very small rockfalls. In order to perform a 
more comprehensive correlation analysis, more advanced detection methods must be used to 
produce rockfall databases with higher temporal and spatial resolution. 
In addition to recording rockfalls after they have occurred, if the failure process for a 
given rockfall event is slow enough and deformations are observable, monitoring can help 
forecast the time and scale of the rockfall. There are many methods that can be used to set up a 
monitoring program to track deformations at a rock slope: crack-meters, extensometers, 
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surveying, laser scanning, tiltmeters, synthetic aperture radar (SAR), tiltmeters, and global 
positioning system (GPS) (Wyllie and Mah 1974; Angeli et al. 2000; Chae et al. 2017). The 
rapid advance and cost reduction of remote sensing technology has made methods such as 
photogrammetry, radio detection and ranging (radar), and light detection and ranging (lidar) 
suitable methods for many cases of rock slope monitoring (Abellán et al. 2011; Jaboyedoff et al. 
2012; Kromer et al. 2017). 
 
1.1.2 Laser Scanning 
Light detection and ranging (lidar) is a method that implements an instrument that emits a 
pulse or wave that reflects off of a surface (Jaboyedoff et al. 2012; Telling et al. 2017). There are 
two types of lidar instruments: pulse and phase. The pulse method measures the round-trip travel 
time (𝛥𝑡) of a pulse from the scanner to a reflector and relates it to speed of light (𝑐) in order to 
calculate the distance (d) (Equation 1.1). Phase or “phase differencing” lidar emits a continuous 
wave. The difference in the wave’s phase (𝛥𝛷) is recorded as it returns to the sensor, and it is 
used along with the amplitude modulation wavelength (𝜆) and the speed of light (𝑐) to calculate 
the round trip travel time (𝛥𝑡) (Equation 1.2). Petrie and Toth (2008) provide a comprehensive 
introduction into the principles of ranging and scanning. 
 𝑑& = +,'$  (1.1) 
 𝛥𝑡 = ,-$. /+ (1.2) 
This type of technology is often split into two categories: ranging and scanning (Petrie 
and Toth 2008; Telling et al. 2017). Ranging instruments emit a single pulse, that can be used to 
calculate the location of a point. In contrast, scanning instruments can change the direction of the 
pulse to record the locations of many points within a field of view. This can be used to 
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effectively reconstruct a surface when the points are dense, or an interpolated mesh is used. 
These devises can be deployed on aircraft, called aerial laser scanning (ALS), on a mobile 
system, called mobile laser scanning (MLS), or in a fixed ground-based configuration (typically 
from a tripod) called terrestrial laser scanning (TLS). 
Both Jaboyedoff et al. 2012 and Telling et al. 2017 provide detailed reviews of the 
applications of lidar in earth science research. The latter notes that there has been an increase in 
the number of earth science publications and citations that have applied TLS or developed new 
TLS techniques (Figure 1.1). The increased use of lidar is also specifically evident in the field of 
rockfall and landslide monitoring (Lim et al. 2005; Rosser et al. 2005; Abellán et al. 2006; 2010; 
2011; 2014; 2016; Jaboyedoff et al. 2007; 2012; Lan et al. 2010; Lato et al. 2012; Brodu and 
Lague 2012; Santana et al. 2012; Guerin et al. 2013; Royán et al. 2014; Tonini and Abellán 
2014; Kromer et al. 2015; 2018; Telling et al. 2017; van Veen et al. 2017) . 
 
Figure 1.1 A graphical representation showing the increased number of publications referencing 
TLS. Reprinted from Earth-Science Reviews, 169, Telling et al., “Review of Earth Science 
Research Using Terrestrial Laser Scanning”, Pages 35-68., Copyright (2017), with permission 
from Elsevier.  
 
The product of TLS data collection is a point cloud that represents a target object (i.e. 
slope) as a set of points in space (called a “point cloud”). High density point clouds are useful for 
identifying deformations and other changes associated with rockfalls. There are a number of 
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important processing steps that are required to get the point cloud in a format suitable for 
analysis (e.g. alignment and filtering) (Holz et al. 2015). Also, there are subsequent calculations 
that are used to analyze changes in the slope over time and isolate rockfalls (e.g. change 
calculation and clustering) (Tonini and Abellán 2013; Lague et al. 2013; Williams 2017). Many 
of the algorithms used to perform these tasks were initially developed in the robotics and 
mechanical engineering communities (Abellán et al. 2014; Holz et al. 2015). As a result, these 
algorithms have not been designed with rock slope scanning in mind, and there is room to 
improve them to better suit the geometric scenarios encountered in this field. Researchers in the 
fields of geologic hazards and geomorphology have worked to adapt these algorithms and to 
automate processing workflows (Brodu and Lague 2012; Maerz et al. 2015; Kromer et al. 2017; 
Carter 2018). However, these automated workflows end at the point of change calculation. While 
these algorithms could potentially be used for early warning systems or continuous monitoring, 
they are not suited for extended analyses (e.g. continuously generating rockfall databases, 
automatically identifying rockfalls, etc.). In order for this to be possible, more work must be 
performed to improve clustering, allow for automatic filtering of falsely identified rockfall 
volumes, and ultimately to calculate rockfall metrics. 
 
1.1.3 Rockfall Hazard in Colorado 
Rockfall in Colorado causes millions of dollars of damage and road closure expenses 
every year. In 2019 alone, Colorado received 1.25 million USD from the U.S. Department of 
Transportation to repair damage from a major rockslide on US 550 (Colorado Department of 
Transportation 2019). This may seem like a unique occurrence, but the Colorado Department of 
Transportation (CDOT) always budgets for rockfall, rockslides, and flooding. The fiscal year 
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2019-2020 budget included a $15 million USD contingency fund for these types of hazards. 
Repairs for large rockfall events can be incredibly costly for the state, and often impact heavily 
trafficked roads. Interstate-70 (I-70) runs east-west through Colorado, and cuts through the 
Rocky Mountains. This road is essential for personal travelers, trucking, and ground shipping, 
meaning that there are serious indirect costs associated with rockfall-induced road closures. 
Accordingly, CDOT invests significant time and effort into identifying hazardous slopes and 
mitigating rockfall.  
In 1993, CDOT completed the construction of a 12 mile stretch of I-70 alongside the 
Colorado River in Glenwood Canyon (Hearn et al. 1995). The steep, near-vertical rock walls on 
either side of road make it susceptible to damage from rockfalls and rockslides. Although CDOT 
actively removes unstable sections of rock, it is not possible to prevent every rockslide. During 
the winter and spring of 2019 alone, two major rockslides caused major damage to the highway 
and impacted commercial and personal travel through the canyon. The first event occurred on 
Tuesday, February 5, 2019. The highway was closed for hours as 25-30 truck-loads 
(approximately 250-300 tons) of debris were removed from the road (CBS 2019; Roads & 
Bridges 2019). Repairs to the road cost $150,000 USD (Sudmeier 2019). The second event 
occurred on Tuesday, May 21, 2019, with large enough boulders landing on the road that 
blasting was required to remove them (The Daily Sentinel 2019). The detour required to divert 
travelers around Glenwood Canyon added 4 hours to the average traveler’s trip time. These are 
just two examples of the scale of rockfall and the potential impact to infrastructure.  
CDOT has chosen to monitor slopes in order to better understand slope degradation over 
time and to support research that may ultimately allow for forecasting of the locations of future 
rockslides. As part of this broader effort, a section of highway adjacent to I-70 and a popular 
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pedestrian path near Glenwood Springs was monitored by the Computational Geomechanics Lab 
at the Colorado School of Mines using TLS from mid-2016 to April 2020. Rockfall along this 
slope has not occurred on the scale of the two aforementioned rockslides, although a large 
rockfall in the future could cause damage to the walking path and potentially block the tunnel 
near the slope. While large (>1m3) rockfalls are rare on this slope, many small rockfall events 
have been observed over the course the monitoring period. TLS also makes it possible to identify 
rockfalls much smaller than those that are possible through traditional visual analysis and photo 
identification methods. Analyzing smaller rockfalls can provide information about more regular 
slope degradation processes and inform recurrence interval predictions for larger events.  
 Figure 1.3 shows the location of the area of interest (AOI) and its relationship to the 
nearby infrastructure. The area of interest is a south-facing slope, composed of megacrystic 
granite (Kirkham et al. 2009). The orientation of the slope and the climate of Glenwood Canyon 
means that this slope experiences intense precipitation and numerous freeze-thaw cycles every 
year. Fortunately, there are weather stations near this slope that provide open source climate data 
to the public. The combination of local climate, availability of weather data, and relatively long 
monitoring history make this slope ideal for performing an analysis correlating rockfall patterns 
to climate variables.  
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Figure 1.2 The slope studied (AOI) is adjacent to I-70 and a pedestrian path, both of which could 
be impacted by a large rockfall. 
 
1.2 Research Questions and Hypotheses 
The high temporal resolution database of rockfall at the slope of interest provides a 
unique opportunity for analyzing how climate affects rockfall volume and frequency. Although a 
detailed statistical correlation analysis between climate variables and rockfall has not been 
possible in previous research, such an analysis could be used to develop insights into how 
precipitation and freeze-thaw cycles act as rockfall triggers and promoting factors. In order to 
perform this type of analysis, a large amount of point cloud data must be processed. While there 
is software designed for point cloud processing (e.g. CloudCompare), such software packages 
require a large amount of manual (point and click) input from the user. With the data produced at 
the Glenwood Springs site, processing one cloud manually could take a full day of work (or 
more). This is not sustainable for frequent scanning and processing, as are necessary in the 
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development of a rockfall databases with high temporal resolution. Considering all of this, two 
primary research questions are addressed in this thesis: 
1. In what ways can the development and optimization of automated algorithms allow for 
rapid and automated rockfall database generation? 
2. How do precipitation and temperature (freeze-thaw) influence rockfall processes for the 
slope of interest near Glenwood Springs, Colorado? 
Based upon the evidence presented by past research and anecdotal observations made 
during data collection, it was hypothesized that freeze-thaw heavily influences rockfall in the 
spring; similarly, rockfall was also anecdotally observed at the site immediately following 
periods of heavy rainfall. A secondary hypothesis was made that at this site, precipitation in the 
days and weeks leading up to the rockfall (antecedent precipitation) has a significant influence 
on rockfall.  
The research presented in this thesis was designed to answer these two questions and 
evaluate the validity of the two hypotheses. To this end, the scanning frequency at the site of 
interest was increased from approximately monthly scanning (immediately prior to the thesis 
research period) to biweekly scanning, in order to create a higher temporal resolution database. 
Higher frequency scanning began in October 2018 and ended in November 2019, with limited 
data gaps caused by extreme weather and limited access to the study site. Next previously 
developed methods for point cloud processing were evaluated. This study sought to improve 
upon existing methods and develop new methods to complete the automation process. The 
developed workflow was applied to the dataset to create a database of rockfalls between mid-
2016 and 2019, which was ultimately used to perform a statistical correlation analysis relating 




The objectives of this research are directly related to the research questions. The first 
objective was to develop a point cloud processing workflow in order to improve existing 
algorithms, identify how processes could be automated, and process the large amount of lidar 
data to create a rockfall database. The second objective was to perform an analysis correlating 
the climate variables (e.g. freeze-thaw and precipitation) to rockfall (e.g. total volume and 
rockfall rate). 
The more detailed sub-objectives of this research are summarized as follows: 
• Research the limitations of current point cloud processing algorithms and propose 
improvements. 
• Develop new algorithms that can be used to completely automate point cloud 
processing for future studies. 
• Use the newly developed workflow to process the acquired lidar data for the study 
site. 
• Compile information from all lidar scans to generate a database that records the 
calculated volume of all rockfalls identified over the course of the study period. 
• Calculate magnitude cumulative-frequency curves in order to examine how the 
power-law distribution changes seasonally. 
• Correlate rockfall metrics (volume and rate) to climate variables (precipitation 
and freeze-thaw) in order to understand the influence of those climate variables as 
triggering mechanism and promoting factors. 
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• Analyze how periods of time antecedent to the rockfall influences the 
correlations. 
 
1.4 Thesis Outline 
This thesis has been organized into four chapters as outlined below: 
• Chapter 1: Introduction. This chapter provides a brief background on the 
principles examined in this paper (rockfall and terrestrial laser scanning) and 
provides context for the research. It outlines the overarching research questions 
that motivated this study and summarizes the research objectives addressed. 
• Chapter 2: Development of improved semi-automated processing algorithms for 
the creation of rockfall databases. This chapter was written as a stand-alone paper. 
A literature review, conducted for point cloud processing, and discussion of 
previous research is provided as part of this chapter. This chapter outlines the 
workflow designed to process the lidar scans. 
• Chapter 3: Correlation of climate variables with rockfall to determine the 
influence of rockfall triggers for a slope near Glenwood Springs, Colorado. This 
chapter was written as a stand-alone paper. It includes an independent literature 
review addressing previous research into correlations between climate and 
rockfall and presents an analysis correlating rockfall with climate variables with 
the rockfall database created for the slope near Glenwood Springs, Colorado. 
• Chapter 4: Summary, Conclusions, and Recommendations. This chapter 
summarizes the findings from chapters 2 and 3 and provides recommendations for 




DEVELOPMENT OF IMPROVED SEMI-AUTOMATED PROCESSING 
ALGORITHMS FOR THE CREATION OF 
ROCKFALL DATABASES 
2.1 Introduction 
Ease of use and reduction of cost has led to an increased application of terrestrial laser 
scanning (TLS) and photogrammetry for the analysis of rock slopes (Jaboyedoff et al. 2012; 
Telling et al. 2017). TLS has become an accepted method for slope monitoring and rockmass 
characterization (Abellán et al. 2011; Jaboyedoff et al. 2012; Telling et al. 2017; Kromer et al. 
2019). As the amount of research in this field has increased, many applications of TLS have been 
developed including modelling rockfall volumes and fall scarps (Oppikofer et al. 2009; 
Jaboyedoff et al. 2012; Olsen et al. 2015; Telling et al. 2017), conducting hazard and risk surveys 
(Lim et al. 2005; Abellán et al. 2010; Telling et al. 2017), and analyzing trends using magnitude-
frequency curves (Hungr et al. 1999; 2008; Santana et al. 2012; van Veen et al. 2017). Recent 
studies have used TLS to generate rockfall databases, which can subsequently be used for 
various types of analyses (de Vilder et al. 2017; van Veen et al. 2017; Bonneau et al. 2019). 
In regions where rockfall hazard is prevalent, high-frequency monitoring activities may 
be required to understand slope degradation over time. It has been shown that data can be 
collected at a near continuous rate using TLS and photogrammetry (Kromer et al. 2017; 2019; 
Williams et al. 2018). The scan frequency (the amount of time between scans) is important for a 
number of reasons. First, van Veen et al. (2017) showed that the amount of time between scans 
will directly impact the resolution of magnitude cumulative-frequency curves (MCF), which can 
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be used to forecast the recurrence interval of large rockfalls. These curves can be described by a 
power-law distribution (𝑓(𝑉)) that is defined by rockfall volume (𝑉) and a set of constants (𝑎 
and 𝑏) (Equation 2.1). 
 𝑓(𝑉) = 𝑎𝑉01 (2.1) 
MCF curves and their corresponding power-law distributions can be generated by 
directly comparing scans of two dates and isolating rockfall volumes (Guerin et al. 2013; Olsen 
et al. 2015; van Veen et al. 2017). The scan frequency should be informed by the geologic 
context and any knowledge of slope degradation rate. It was found that if the period of time 
between scans is short and the degradation at the slope is slow, then no rockfalls may occur, 
resulting in an unnecessary amount of data. In contrast, if the period of time between scans is 
long (on the order of multiple months or years) and/or the slope degradation occurs quickly, then 
rockfalls will begin to overlap spatially (Tonini and Abellán 2013; Carrea et al. 2015; van Veen 
et al. 2017). This may result in the appearance a few large rockfall volumes when in fact, several 
smaller rockfalls have occurred. These two scenarios will result in different constants (𝑎 and 𝑏) 
for the power-law distribution, and as a consequence will affect any forecasted recurrence 
intervals. 
Second, the amount of time between scans will impact the amount of data acquired. The 
quantity of data acquired by TLS and photogrammetry has begun to overwhelm users (Carrea et 
al. 2015) As a result, workflows have been developed in order to process point cloud data in an 
automated or semi-automated routine (Besl and McKay 1992; Jaboyedoff et al. 2012; Lague et 
al. 2013; Kromer et al. 2017; 2019; Williams 2017). These routines seek to align point clouds to 
a common coordinate system, classify and/or remove unwanted zones from the point cloud (e.g. 
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vegetation, talus, snow), calculate the change occurring between two point clouds, and extract 
volumes that represent rockfall. 
However, these workflows have some notable limitations, and a review of the literature 
has found that there are aspects of the point cloud processing workflow that have not been well-
documented, including parameter choices for rockfall shape reconstruction and methods for 
classifying point clusters to create a rockfall database. Though strides have been made to adapt 
and improve change detection algorithms (Lague et al. 2013; Kromer et al. 2015; Williams et al. 
2018), complex geometry can influence the results of these calculations. While Williams et al. 
(2018) sought to improve and Kromer et al. (2017) sought to adapt, the commonly used 
Multiscale Model-to-Model Cloud Comparison (M3C2) change calculation (Brodu and Lague 
2012), further advances are proposed in this study that have shown improvements to the 
performance of the change algorithm. Second, after individual volumes are extracted from the 
point cloud using clustering, the process of calculating the volume and filtering out erroneous 
volumes is typically either ignored or performed manually. This study documents these 
processes and proposes a way of filtering rockfalls using random forest algorithms. All of this 
was designed for the goal of creating a rockfall database that could be used for analysis of slope. 
 
2.2 Materials and Methods 
2.2.1 Study Site 
The study site used for testing is located approximately one mile east of Glenwood 
Springs, Colorado, Interstate-70 (I70) near mile marker 117. Glenwood Canyon is active with 
rockslides often causing road closures multiple times per year (Mejfa-Navarro et al. 1994). The 
site near Glenwood canyon is directly adjacent to both a walking path and the highway. The 
15 
Colorado Department of Transportation (CDOT) monitors rockfall in this area to determine the 
stability of the slope and locations along the slope where rockfall must be controlled. This slope 
is composed of a coarse-grained, Precambrian, megacrystic granite (Kirkham et al. 2009).  
TLS acquisition was performed using a FARO Focus 3D X 330. This scanner allowed for 
the collection of intensity and color along with the standard x, y, z data. This scanner has two 
main ranging settings: “quality” and “resolution”. To provide high quality, dense point clouds for 
this slope at a distance of 30 meters from the instrument, the following settings were used: a 4x 
quality setting and a ½ resolution setting. Three overlapping scans were collected from different 
viewpoints to further increase the point density and cover areas of the slope that may have been 
blocked from one viewpoint. 
 
2.2.2 Workflow Overview 
The proposed workflow followed an outline similar to those that have been previously 
published (Abellán et al. 2014; Kromer et al. 2015; Williams 2017; van Veen et al. 2017; 
Williams et al. 2018), which have four primary steps used to extract rockfall from a slope’s point 
cloud: 
1. Alignment: The process of putting one or more point cloud(s) in a common coordinate 
system. 
2. Classification: Categorizing points within the point cloud. 
3. Change calculation: Comparing the points between a reference cloud and a secondary 
(data) cloud to determine changes in point locations. 
4. Clustering: Labelling points by some characteristic of the points (e.g. point density). 
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However, a number of alterations and additions make this workflow unique. This 
workflow was specifically designed for slope monitoring and the creation of a rockfall database. 
As such, there are elements of this workflow that may not be applicable to other studies 
implementing TLS. Figure 2.1 gives a high-level overview of the proposed workflow. The 
processing pipeline was written in C++ and MATLAB, and implements the software library, 
Point Cloud Library (PCL).1 While the parameters used in this workflow were tuned specifically 
for the study site, parameters can be specified with config file and there is an option to 
dynamically calculate most parameters based upon point density. This makes the workflow 
applicable to any study site, and the alignment algorithm has already been used on other slopes 
with minor parameter adjustments.  
 
Figure 2.1 Workflow overview showing the primary steps in the workflow, which is comprised 
of code in C++ and MATLAB. Specific inputs, outputs, and steps are not shown here, but are 
depicted in workflows specific to each step. 
 
 
1Code and documentation can be found at https://github.com/hschovanec-usgs/point-cloud-
processing 
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Order of operations was important in this workflow, since the end goal was the 
generation of a rockfall database. As such, the order of operations was designed with rockfall 
extraction in mind. While some steps in the order of operations make logical sense (e.g. 
alignment coming before change calculation), other steps were ordered based on observed 
phenomena in the data during development of the workflow. For example, the classification step 
technically could come at any point in the workflow before the volume clustering step. However, 
it was observed that when the classification was performed after the change calculation, artifacts 
of temporary structures (e.g. shrubs, trees, ice) might remain. Another important order of 
operations is related to the proposed volume filtering step. The random forest algorithm used to 
classify clusters relied on geometric information of the clusters. This required that volume 
statistics be calculated prior to the filtering step. 
 
2.2.3 Pre-processing 
Some steps of the workflow required pre-processing. The first preprocessing step was the 
conversion of the scans’ file format. The scanner used for this project exported scans in a 
proprietary format (FARO FLS). At the time of this study, point clouds in this format were 
unreadable by commonly used open source software (e.g. PCL or CloudCompare). All scans had 
to be converted from this format to an ASCII format using the software FARO SCENE (Faro 
Technologies 2020). This step also colorized the scans and filtered points. Though some noisy 
points along the edges of the area of interest could have been removed by a cropping method or 
outlier filter, the Edge Artifact filter in SCENE also improves the color balancing in the point 
cloud (Technologies 2019). These steps are the reason that, for this project, the workflow cannot 
be considered fully automated. Use of another scanning or photogrammetry system would allow 
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for complete automation. Other pre-processing steps included segmenting, filtering, and 
subsampling. These steps are considered pre-processing because they are not unique to a specific 
step in the workflow, must be performed prior to a step in the workflow, and may occur multiple 
times when applied to copies of the point cloud. Filtering was performed with Statistical Outlier 
Removal (SOR), and subsampling was performed using either a voxel grid or uniform sampling 
filter, depending on the step of the workflow. 
Segmentation is the process of cropping the cloud. This can be done to separate unwanted 
sections of the point cloud or extract areas of interest. Points bounding the cloud in front of and 
behind the cloud were created using the snipping tool in CloudCompare, then these points were 
exported to a text file that was used by the ConvexHull and CropHull classes in PCL to remove 
points outside of the bounding points. Segmentation was used to remove points far from the 
periphery of the area of interest. A secondary, detailed segmentation was performed prior to the 
fine alignment to extract the area of interest. The proposed code also allows temporary 
segmentation to extract stable regions of the slope during alignment, but this was not necessary 
for this study site since no large scale deformations were taking place. 
The SOR filter in PCL removes outliers from a point cloud (Rusu et al. 2008). In this 
algorithm, the distance between all points and their K nearest neighbors is calculated and 
averaged. Then the process assumes that all inliers create a Gaussian distribution around the 
mean distance, and all outliers fall outside of a user-defined number of standard deviations from 
the mean. The statistical calculations performed later in this workflow relied on the assumption 
that the point spacing was consistent across the entire point cloud. Areas where the point spacing 
changed drastically were normally due to vegetation or imaging of points at an oblique scan 
angle. The SOR filter parameters were chosen to remove these areas. Given this requirement, the 
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point clouds were filtered using parameters where the K nearest neighbors considered was 50 
and outliers were considered to fall beyond one standard deviation from the mean distance 
(Figure 2.2). 
 
Figure 2.2 The SOR filter had the added benefit of removing vegetation (e.g. shrubs, grass, etc.) 
where it appears as scattered noisy points. While the noisy points were removed, the continuous 
sections of the point cloud were unaffected. 
 
Filters used to reduce the computational time of the workflow included a voxel grid filter 
and uniform sampling filter. The voxel grid filter, implemented in PCL, creates a three-
dimensional cube (voxel) around each point and spatially averages all of the points within the 
voxel to determine the center of mass of the points. Then the raw points are removed from the 
voxel and replaced with a single point at the center of mass. The length of the voxel in each 
direction is defined by a leaf size. One restriction of the voxel grid filter in PCL is its 
requirement that the voxel leaf sizes be large, when compared to the point spacing. A leaf size 
may be considered too small based on examination of the difference between the minimum and 
maximum extents of the point cloud and the requested leaf sizes. If the multiplication of the 
differences and the leafsize is greater than the 32 bit integer’s numerical limits, then the leaf size 
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is considered to be too small. When the leaf size is too small, the point cloud is returned without 
any filtering.  
The extent along the horizontal length of the study site (y-axis) was very large when 
compared to those perpendicular to the slopes and vertically, parallel to the slope. As a result, the 
voxel size had to be considerably larger than the point spacing, approximately 10x the point 
spacing for this study. 
The uniform sampling filter, implemented in PCL, works in a similar manner, by creating 
a voxel around the point and then picking the point closest to the centroid to represent the data 
(Gomez and Purdie 2016). Unlike the voxel grid filter, it requires that the lengths of the grid in 
all directions are the same. The added benefit of uniform sampling is the use of the real points 
within the point cloud. This reduces averaging of descriptive values such as color or intensity 
and removes limits on the filter size.  
As a result, the voxel filter was used for temporary subsampling prior to the coarse 
alignment, while the uniform sampling filter was temporarily used prior to the fine alignment 
and for the final permanent subsampling of the full cloud. All of these steps were considered pre-
processing because they had to be applied prior to a step in the workflow. A temporary voxel 
filter of 0.45 m was applied prior to the coarse alignment, a uniform sampling size of 0.3m was 
used to temporarily subsample the cloud prior to the fine alignment. Finally, the entire point 
cloud (all of the original points) were uniformly subsampled to produce a final merged point 






Alignment is the process of rotating or translating a point cloud to accomplish one or 
more of the following: 
• Align scans from different viewpoints into a common location. 
• Align scans from different points in time into a common location. 
• Reference scans to a known coordinate system. 
It is important to note that in this study, the locations and comparisons between point 
clouds were all relative and were not referenced to any geodetic coordinate system.  
Alignment was an integral step of the process that had to be performed before the rest of 
the workflow. It was also important to generate the best possible alignment, as any alignment 
error would propagate through to the clustering and volume calculation (Cheng et al. 2018). 
Point clouds corresponding to each scan position, could be aligned to one another and then 
aligned to a model at a common position, or these point clouds could be initially aligned to a 
complete model, which was a point cloud of all three aligned scan positions. Although there is no 
standard practice for choosing between these two options, it is commonly accepted that aligning 
to a complete reference model will provide a better surface for the scan to align with (Kromer et 
al. 2019). This study implements a base model to which all other scans were aligned. The base 
model was created by manually aligning the three scan positions at the site in CloudCompare. 
This was possible since the changes in the slope were limited to isolated rockfalls rather than 
large scale movements. As a result, any set of scans could be compared to one another, since 
they were aligned to the same location in the same local coordinate system.  
Alignment workflows commonly follow a two-step process including coarse and fine 
alignment (Zhong 2009; Cheng et al. 2018). Both the coarse and fine alignment can be 
22 
performed using PCL library methods. The coarse alignment was performed using feature 
histograms and correspondence rejection, while the fine alignment was performed using an 
iterative closest point (ICP) algorithm (Figure 2.3). 
 
Figure 2.3 Workflow showing the inputs and outputs of the alignment. This algorithm outputs 
each of the individually aligned scan positions as well as a complete merged cloud. Additionally, 
a subsampled version of the merged cloud can be exported. 
 
Alignment was, perhaps, the most difficult step of this workflow. This was due to the 
tendency of alignment algorithms to converge into a local minimum. To reduce the effects of this 
problem, the option to repeat alignment steps was added. This was done in order to “shake” the 
alignment out of the local minima by repeating the alignment step with slightly altered 
parameters. It was observed that individual dates aligned slightly differently depending on the 
presence of temporary obstructions (e.g. cars, snow, vegetation) and differences in scanning 
conditions. By repeating the scanning steps (once for the coarse alignment and four times for the 
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fine, iterative alignment) the effects of these difference were reduced. Testing ICP alignments 
manually in CloudCompare revealed that repeated ICP alignments, which increased the number 
of points considered with each repetition, produced better alignments. In order to replicate this, 
an option was added, to reduce the subsampling (thus increasing the number of points) with each 
repetition. The sampling size was reduced by 20% for each coarse alignment and 10% for each 
iterative alignment. 
 
2.2.4.1 Course Alignment 
A course, initial alignment was required to get the point clouds in approximately the 
same position before the iterative alignment was performed, since the fine alignment (ICP) has a 
tendency to converge to a local minimum. As a result, it was advantageous to give an initial 
course alignment that the ICP could then further improve upon. Since the scanning system used 
was not stationary and the point clouds output by the lidar systems proprietary software were not 
always in the same location, a single transformation matrix could not be used for multiple dates. 
Because of this an initial alignment by centroid was performed. The centroid of the base model 
and the scan position were computed. Then the cloud for the scan position were translated so that 
the centroids were collocated. This allowed for segmentation of the point clouds even though the 
initial location of them was unknown.  
The next step of the coarse alignment was to prepare the point clouds for keypoint 
calculation. Keypoints are a subset of points from a point cloud that are located in descriptive 
regions (often on corners and along edges). This preparation included filtering noise using an 
SOR filter, subsampling with a voxel grid filter, and computing the normals for all of the points 
with a normal radius of three meters. The coarse alignment was performed using keypoints and 
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feature histograms. 3D keypoints were calculated using an Intrinsic Shape Signature (ISS) 
keypoint detector (ISSKeypoint3D)(Zhong 2009). This method created a view-independent 
representation of the point cloud (Figure 2.4). Each point was described by three characteristics: 
intrinsic reference frame (Fi), a 3D shape feature, and an intrinsic shape signature (Si). These 
values were all computed within the algorithm and were influenced by the point cloud’s point 
spacing, normal, and a parameter that defined the size of the 3D shape features. The keypoints 
generated for this type of alignment must be distinct and repeatable (Zhong 2009). Good 
keypoints occur along the edges and corners of structures, while poor keypoints were in locations 
with nonunique geometries (e.g. the center of a plane). 
 
Figure 2.4 Keypoints calculated for a section of the Glenwood Springs site. 
 
The feature histogram was created using the fast point feature histogram descriptors 
implemented in PCL. This algorithm described features based upon a maximum feature radius, 
which is a user defined parameter (4.5 m).  
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Keypoints and feature histograms were used to find correspondences pairs between the 
two point clouds. If they did not meet the criteria set to qualify points and features as 
correspondences, then they were rejected. Keypoints were rejected so that the alignment was not 
based upon pairs of keypoints that did not correspond to one another. Rejection of keypoints was 
performed using Random Sample Consensus (RANSAC) (Fischler and Bolles 1981; Holz et al. 
2015). If no keypoints were rejected, then the transformation matrix for the data cloud was an 
identity matrix. If all of the keypoints were rejected, then the program errored out, since the 
algorithm found no correspondence between the point clouds. The primary user-defined 
parameter in this step is the inlier distance (0.25 m). This denoted the distance after which a 
point would be determined an outlier. Since at this point in the workflow the clouds were only 
preliminarily aligned by their centroids, the inlier had to be relatively large. If the inlier was too 
small, then all of the correspondences were rejected. 
 
2.2.4.2 Fine (Iterative) Alignment 
Iterative closest point (ICP) alignment was used to further reduce the root mean square 
error (RMSE) between the scans, following the coarse alignment. There have been many 
variations of the ICP alignment algorithm developed since its introduction in 1991 (Chen and 
Medioni 1991; Besl and McKay 1992). However, the standard procedure includes the following 
steps: 
1. Choice of correspondence pair points that can be used to relate the two point clouds. 
2. Rejection of correspondence pairs points that do not match given criteria. 
3. Determination of the error corresponding to the pairs of points. 
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4. Repetition until error is minimized below a threshold or until a stopping condition is 
satisfied. 
First, normals were computed based on the smaller uniform sampling size used in this 
step of the alignment (with a radius of 1.2 m). Then correspondence pairs were calculated.  
A correspondence pair matches points from the two point clouds based upon geometric 
(e.g. normal) and visual (e.g. color) properties. PCL provides correspondence estimation based 
upon the normal of the two point clouds. This process is called normal shooting. Normal 
shooting is a method by which a search is performed along the normal of one cloud and the N 
nearest points where the search intersects the secondary cloud are captured. Then the point with 
the smallest distance from the searched point is retained. While there were other ways to capture 
correspondences, it has been shown that using normal shooting will give better results for clouds 
that were initially not close (Rusinkiewicz and Levoy 2001). This ensures that even if the rough 
alignment leaves considerable space (greater than 10 centimeters) between the two clouds, the 
correspondences will still be found. 
The problem with this and other types of correspondence matching was the consideration 
of one point in multiple correspondence pairs. Especially in complex geometry, one point may be 
found by multiple normal searches. As a result, it was important to implement a duplicate index 
rejection criterion. This process examined correspondence pairs and rejected all duplicates, 
excluding the case where the minimum distance between pairs occurred (Figure 2.5). Rejection 
of duplicate correspondences was the first rejection criteria used. 
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Figure 2.5 Examples of rejection scenarios (© 2015 IEEE. Reprinted with permission, from 
Holtz et al., “Registration with the Point Cloud Library: A Modular Framework for Aligning in 
3-D”,  IEEE Robotics & Automation Magazine, December 2015). Red rays between points 
indicate correspondence pairs that will be rejected based on the individual rejection criteria. a) 
Rejection based upon a threshold maximum distance between points; b) Rejection based upon 
compatibility between normals, defined by a maximum angle; c) Rejection for points in multiple 
correspondence pairs; d) Rejection based on lack of overlap between clouds (not used in this 
implementation). 
 
The second rejection criterion was based on the surface normals of the correspondence 
pairs. This rejection algorithm determined the angle between the points in a correspondence pair. 
If that angle was greater than a user-defined threshold, the correspondence pair was rejected. 
While an optimum match would have identical normal vectors, subtle changes in the slope and 
the scanning position lead to non-zero angles between the normals. As a result, the threshold had 
to be large enough, so that not all correspondences were rejected (Pulli 1999; Holz et al. 2015). 
For the data considered in this study, a threshold angle below 30 was too small and rejected all 
correspondences. As a result, a threshold degree of 40 degrees was used. 
The final rejection criterion computed the median distance between points and enforced a 
user-defined threshold, which sets the number of standard deviations by which the pair distance 
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could diverge from the median point distance. All correspondence pairs that were greater than a 
threshold of 1.3 times the standard deviation were rejected (Pomerleau et al. 2010). The 
convergence criteria used to stop the repeated iterations was mean square error (MSE). A mean 
square error less than 1E-6 m stopped the algorithm. 
While RANSAC can be used as a rejector and was used as a rejector for the coarse 
alignment, it behaved inconsistently within the iterative alignment. When RANSAC rejection 
was performed, even for the same cloud and set of parameters, the results varied. The 
randomness of this method led to poor repeatability, and accordingly RANSAC rejection was not 
used. 
 
2.2.4.3 Alignment Error 
Sources of alignment error are difficult to quantify as they can be a result of scanning 
conditions, geometry, internal scanner problems, and any number of external conditions (Holz et 
al. 2015). The iterative alignment attempts to minimize the error using linear least squares and a 
point to plane error metric. The algorithm looks at the points in both clouds (data and reference) 
in the remaining pairs of optionally weighted correspondences and determines the transformation 
(T) that minimizes the difference between the two points with respect to the local surface normal 
(𝑛%232%24+2) (Equation 2.2). 
 𝐸𝑟𝑟𝑜𝑟	 = 	∑ I𝑇+(𝑑𝑎𝑡𝑎( − 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒() ∙ 𝑛%232%24+2!L$5(67  (2.2) 
For the least squares determination of the transformation, the transformation is 
determined by solving a linear system (Equation 2.3) including a matrix of the correspondence 
constraints (A), and the parameterized representation of the transformation (𝑣'). 
 𝐴8𝐴𝑣' = 𝐴8𝑏' (2.3) 
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To determine alignment error after the transformation was completed, RMSE was used 
(Equation 2.4). 
 RMSE =M∑ ("!'!!0%232%24+2!)"	#!$% 5  (2.4) 
 Root mean square error was used to determine both global and local error. For a good 
alignment, the root mean square error for a nearest neighbor distance calculation was less than 
the point spacing. However, total RMSE may mischaracterize quality of the alignment if minor 
rotational errors are present. Because of this, local RMSEs were also analyzed, either by looking 
at variance of the RMSE or by determining the RMSE for local regions across the slope. The 
parameters for the alignment and the alignment error were tuned by comparing global and local 
RMSE for each step of the alignment. For example, examining overlapping points (those with 
less than 1m point to point distance) the RMSE was approximately 3 cm globally and less than 2 
cm locally. These measurements correspond to the point spacing of the scans, which were 1-3 
cm in well-defined regions. 
 
2.2.5 Classification 
Classification of the slope and removal of non-bedrock material was an important step 
that had to come before the change in two models were calculated. Take for example, a scenario 
where a temporary obstruction such as snow or vegetation was present. The obstruction would 
appear in one point cloud and not the other, and it could exist in front of a section of bedrock in 
the area of interest. If the change calculation was performed before the temporary object was 
removed, then the distance between it and the bedrock was recorded in points that represent the 
obstruction and in the points that make up the bedrock. If the obstruction was removed after this, 
the bedrock would still remain. In that bedrock, the artifact of the temporary obstruction 
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remained. This appeared as an area of change larger than the limit of detection. Because this was 
a possibility, the temporary obstructions were removed before any change calculation was 
performed.   
Classification of the slope and removal of snow, talus, and vegetation relied on a masking 
method implemented by Weidner et al. (Weidner et al. 2019) (Figure 2.6). A template was 
created that denoted regions where bedrock, talus, and vegetation were located on the slope. 
Snow and ice were removed by thresholding the return intensity values. The return intensity 
scales and threshold values may change dependent on the scanning system, but for the FARO 
Focus 3D X 330, which has a 0 to 2048 intensity scale, a threshold of intensity below 500 
corresponded well to snow and ice (Weidner et al. 2019). For example, bedrock in a winter scan 
had an average intensity of 1600, while the snow in the scan had an average intensity of -550 
with some points with return intensities as low as -1359.  
The accuracy of this method depends on how quickly the characteristics of the slope 
change (e.g. how often new areas of the slope are newly vegetated, new snow catchments form, 
large rockslides drastically alter the slope, etc.). A large threshold radius (0.9 m) was used in 
order to account for these changes to the slope. This allowed points to be classified even if they 
were in a different location from the mask due to rockfall. As with all masking methods, the 
quality of this mask will deteriorate over time. Some areas of vegetation changed (e.g. due to 
growth) during the monitoring period, but they were largely removed by the noise filtering and 
volume filtering techniques. For future years of data collection and processing, this mask will 
need to be assessed to analyze its quality and determine whether it needs to be edited to account 




Figure 2.6 The mask used to classify the Glenwood Springs study site. The mask will also label 
regions outside of the area of interest as “other”. This removed any outliers that were far from 
the slope. The mask was three dimensional, so vegetation that was isolated in front of the slope 
(e.g. free-standing trees and shrubs) was removed, while the bedrock behind remained. At this 
view angle, those objects may not clear, but they did occur on the slope. 
 
2.2.6 Change Detection 
Calculation of change between two point clouds was perhaps the most important step of 
this process. Change detection is distinct from deformation analysis in that it is answering a 
binary question: whether or not change exceeding the signal to noise ratio has occurred 
(Vosselman and Maas 2014). In contrast, deformation analysis attempts to quantify the amount 
of change. Since the goal of this project was to build and analyze a catalog of rockfall volumes, 
change detection was the primary application of the workflow, which is outlined in Figure 2.7. 
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Figure 2.7 Overview of the change detection algorithm. 
 
There are many algorithms designed for change detection, but the primary two involve a 
point-to-point (or mesh-to-mesh) calculation (Girardeau-Montaut et al. 2005) or a calculation 
along a surface normal (Lague et al. 2013; Kromer et al. 2015). The direction of change 
calculated is an important distinction between these two methods. A point-to-point calculation 
will calculate the distance between the two closest points in the data and reference clouds. This 
means that change will be calculated in the direction created by a vector between the two points. 
As a result, the change map does not show a specific direction of change. This is problematic 
when the two clouds have varying point densities. Noise in the calculation may be created by a 
calculation along the surface rather than outward or inward from the surface. Creating a mesh 
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and using mesh-to-mesh distance will slightly reduce this problem, but this method is still not 
ideal for calculation of small changes, like those observed in this study, due to the introduction of 
interpolation error. 
In contrast, a calculation along a surface normal will produce a change map of relative 
change along the normal. One of the first and most commonly used implementations of this 
change method is Multiscale Model-to-Model Cloud Comparison (M3C2) (Lague et al. 2013). 
This algorithm defines a cylinder around a core point (pi), that projects in the direction of the 
surface normal (ni). The cylinder dimensions are created by the user-defined radius and 
maximum length from the core point. The radius must be large enough to capture a significant 
number of points in order to represent true change and reduce the influence of noisy points. The 
maximum length must be long enough to capture any possible changes in the surface while not 
so long as to cause the computational time of the algorithm to become prohibitive. All points in 
the secondary cloud (pcj) that are captured by the cylinder are considered in the change 
calculation. The vector (vj) between the points and the core point is defined (Equation 2.5), then 
the distance along the normal (dn) is calculated (Equation 2.6). Finally, the average distance 
(davg) is computed for all the points in the cylinder (Equation 2.7). 
 𝑣𝑗= = 𝑝𝑐𝑗= − 𝑝𝑖=  
 𝑣𝑗> = 𝑝𝑐𝑗> − 𝑝𝑖> (2.5) 
𝑣𝑗? = 𝑝𝑐𝑗? − 𝑝𝑖? 
 𝑑𝑛# = 𝑣𝑗= ∙ 𝑛𝑖 + 𝑣𝑗> ∙ 𝑛𝑖> + 𝑣𝑗? ∙ 𝑛𝑖? (2.6) 
 𝑑𝑎𝑣𝑔 = )5∑ 𝑑𝑛#5#67  (2.7) 
The spatial averaging can reduce noise in the calculation (Kromer et al. 2015). However, 
the length of the cylinder can introduce false change within the calculations, especially in the 
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case of complex geometry. Assuming a case where a rockfall occurs, but the normal and cylinder 
length results in intersection of both the rockfall surface and other inconsequential surfaces, the 
distance between the secondary surface and the core point will still be included in the average 
distance (Figure 2.8). This will result in a falsely larger or smaller amount of change than the 
true distance between the front and back surfaces of the rockfall. 
 
Figure 2.8 An example of complex geometry, where the secondary surfaces would be captured 
along with the rockfall. 
 
Methods have been proposed to reduce the effects of this with a user-defined range of 
cylinder lengths and user-defined maximum number of points within the cylinder. One method 
proposed by Williams et al. (2018) defines a ranged cylinder search. Traditionally, the M3C2 
algorithm begins searching for points at a distance (L) in the negative normal direction from the 
point and then extends forward until a distance (L) in the positive normal direction is achieved. 
Williams et al. (2018) abbreviated this process by first extending the cylinder 0.1 cm then 
determining the number of points. If less than four points are found, the cylinder extends again. 
The maximum cylinder length and ranges of cylinder lengths to extend, are both user-defined 
variables. 
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The 4D filtering change technique presented in Kromer et al. (2017) also computes 
distance along normal; however, it relies on a maximum number of points (K) rather than a range 
of lengths. This algorithm captures the K nearest neighbors in the secondary cloud and then 
filters all points that lie outside of the cylinder. The number of points is defined by user input but 
should be determined by the point spacing within the cloud. For a cloud with high surface 
roughness, using the closest points is recommended. However, testing this algorithm showed that 
it has a tendency to underestimate the change.  
The proposed in this study algorithm begins with the calculation of normals. The 
orientation of the normal was of the utmost importance for the calculation, because it will affect 
the direction of all along normal change calculated. The default normal calculation in PCL was 
not used for this procedure, because although the PCL algorithm allowed for the introduction of 
a viewpoint, which defined an orientation along which the normals should generally be pointed, 
the viewpoint appeared to have little effect on the orientation of the normals. As a result, a single 
value decomposition was used to calculate the normal for each point in the reference point cloud. 
If any of the calculated normals pointed backward into the slope, their orientation was reversed. 
This was defined by an angle greater than 110 degrees between the normal and the preferential 
orientation, which is an optional input by the user. In this case a preferred orientation in the 
positive x-direction was used. The next step of the algorithm determined the calculation of the 
distance along each of these normals. An alteration to the M3C2 algorithm is here proposed. This 
method takes advantage of M3C2’s ability to accurately average the direction of change 
(whether positive or negative along the normal). The procedure includes two steps. 
1. Determination of change direction using M3C2.  
2. Project the cylinder in the determined direction until K points have been found 
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For this method the maximum number of points could be dynamically calculated to 
correspond to the number of points found in the reference cloud within defined cylinder radius. 
This allowed for the calculation to be purely dynamic, without requiring user input for the 
maximum number of points or a range of cylinder lengths. However, the maximum number of 
points could be overridden by the user. The change algorithm was tested using a four-month time 
period between October 2019 and February 2019 (Figure 2.9). 
 
Figure 2.9 Change detection using the proposed method for a four-month period (10-13-2018 to 
02-18-2019) at the Glenwood Springs study site. The scale bar shows all change greater than 0.1 
m and less than -0.1 as blue and red, respectively, as such large changes typically correspond to 
the accumulation or loss of material rather than continuum slope deformation. a) Change map 
showing deformation and rockfall; b) Change map with the limit of detection (LOD) is grayed 
out. Small rockfalls were visible across the slope. A relatively large rockfall is located in the far 




The algorithm was tested with synthetic and real rockfall data. Figure 2.10 illustrates a 
comparison between the proposed method, here called “modified M3C2” and other methods. 
First the modified method was compared to M3C2 using synthetic data Figure 2.10.a. Two 
planes with noisy points randomly generated around them were populated with varying point 
densities and distances. The modified method reduced the RMSE in this calculation. Then the 
change algorithm was tested with a real rockfall volume. Manual measurements were used to 
determine the theoretical change limits (0 m to 1 m). The results of the change calculation 
revealed interesting trends in each method tested. As expected M3C2 tended to include larger 
values of change due to intersection of the search cylinder with multiple surface. The results of 
the method proposed by Kromer et al. (2017) highlights the importance of order of operations in 
the change calculation. In this method, since the nearest neighbor points were found first, then 
points outside of the cylinder were filtered, in some scenarios the algorithm removed points that 
correspond to change from a rockfall, as seen in figure 2.10. Because of the elongated shape of 
this rockfall the nearest neighbor points were parallel to the slope rather than perpendicular in the 
direction of the normal. Once the filtering removed all of the points outside of the along normal 
cylinder, no points remained. This produced an undefined result, even though points within the 
cylinder in the direction of the normal existed. By changing the order of operations, this can be 
avoided. For example, all of the points within the cylinder could first be captured and then they 
could be filtered down to the K nearest neighbors. The modified method was able to capture this 




Figure 2.10 a) Comparison of M3C2 and the modified method using synthetic data; b) Change 
data as represented by three methods. The modified M3C2 results have fewer outliers; c) A 
histogram of the results showing fewer outliers resulting from the modified method; d) A 
colormap showing the change with positive change represented by blue points and negative 




2.2.6.1 Determining Limits of Detection 
When analyzing change in the slope, not all change calculated could be considered as 
physical change. Some observed change had to be attributed to the error present in the cloud 
subsequent to alignment. A cloud with small alignment error tended to have a small limit of 
detection (LOD) limited primarily by the point spacing and the accuracy of the scanner. The 
LOD was defined by twice the standard deviation (σ) of the distance between points in the two 
point clouds, using M3C2 (Equation 2.8) (Abellán et al. 2011; Kromer et al. 2015). 
 𝐿𝑂𝐷 = 2𝜎 (2.8) 
Two limits of detection were determined. The first was the total limit of detection and the 
second was the local limit of detection. In both cases, prior to the LOD calculation, all change 
greater than 0.1 m and less than -0.1 m was removed from a copy of the cloud. This reduced the 
number of points with large change where there was no overlap between the two point clouds. In 
most cases, this also removed a large portion of any noise related to vegetation. Then the mean 
and standard deviation of the change was calculated for the entire point cloud. The total limit of 
detection inherently captured physical changes (e.g. rockfall, deformation, accumulation of 
snow) as well as changes due to alignment error. 
The local limit of detection was found by segmenting a small area of bare, unmoving 
bedrock. As most change algorithms will include false change along edges and corners of 
bedrock, the section chosen should be relatively continuous. The mean and standard deviation 
for the points in this small area was used to calculate the local limit of detection. For the 
alignments performed so far, the global LODs had an average of 0.0088 m, with a minimum of 
0.0036 m and a maximum of 0.018. The local LODs for a large section of mostly bare bedrock 
had an average of 0.0055 m, with a minimum of 0.0022 m and a maximum of 0.0108. 
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2.2.7 Clustering 
After the change maps for each of the time periods were calculated, the volumes 
associated with rockfall events needed to be identified and clustered. First the change cloud was 
filtered by removing all points with change below the limit of detection. To identify rockfall the 
change calculation was performed in two directions: forward, calculating change from the earlier 
date to the later date, and reverse, calculating change from the later date to the earlier date. This 
represented both the front and back surface of the rockfall. To get these surfaces associated with 
slope degradation rather than accumulation, all positive change was removed for the forward 
calculation and all negative change was removed for the reverse calculation. After this, the two 
clouds (positive and negative change) were merged. Then clustering was performed with the 
density-based spatial clustering of applications with noise (DBSCAN) algorithm (Ester et al. 
1996; Tonini and Abellán 2013; Guerin et al. 2013). 
The parameters for density-based clustering algorithms include the epsilon (ε) value and 
the minimum number of points (mp). Epsilon defines the radius for the nearest neighbor search 
and the minimum number of points represent the smallest number that can define a cluster (Ester 
et al. 1996). The standard community contributed DBSCAN function implemented in MATLAB 
has not been optimized to handle point clouds as large as those produced with a terrestrial laser 
scanner. Specifically, the order of operations in the algorithm allowed for redundant examination 
of points. This results in long run times and overuse of memory. The DBSCAN algorithm 
implemented in C++ for this project improved the efficiency and reduced required memory by 
filtering out all points that had already been considered for the current cluster rather than 
including and checking them later. To do this, the code was changed to check that the index of 
the point was not in the current cluster search array before adding it. 
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The choice of the minimum number of points and epsilon affected the number of clusters 
and the inclusion of clutter along with true rockfall volumes. Reducing the number of points for 
a constant radius resulted in more noisy points included along with the cluster. Increasing the 
number of points for a constant radius decreased the number of noisy points but might split large 
clusters (>1 m3) into multiple clusters, when the radius was too small. Increasing the radius for a 
constant number of points had the inverse effect. 
In order to capture small volumes (<0.001m3) while reducing the possibility for large 
volumes to split, “looser” parameters were chosen for clustering (ε = 0.1 m; mp = 35). These 
values are related to the point density and average spacing. Visual examination of the point cloud 
found that the majority of 0.1m x 0.1m x 0.1m boxes in the bedrock contained more than 35 
points. This means that any change in areas of this size could be expected to be clustered. This 
also resulted in many clusters being generated that corresponded to non-rockfall “clutter” (e.g. 
edges of vegetation, edges of snow, areas with higher alignment error, etc.), which had to be 
removed (section 2.2.10). 
 
2.2.8 Shape Reconstruction 
Shape reconstruction allows for a volume calculation from a set of points (Guerin et al. 
2013; Olsen et al. 2015). The concept of the alpha shape structure was proposed by Edelbrunner 
and Mücke (Edelsbrunner and Mucke 1992). The alpha shape algorithm is controlled by an alpha 
radius. This defines that the Delauney triangulation that reconstructs the shape will have a 
circumcircle with a radius less than the alpha radius. The alphashape() function in MATLAB can 
theoretically be used to determine an appropriate radius for the calculation; however, tests with 
this method did not prove successful. In order to determine a threshold radius for a wide range of 
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shapes, one-hundred rockfall volumes of varying sizes and shapes were tested. For each volume, 
a threshold radius was manually determined. This threshold radius was defined as the minimum 
radius that did not produce any holes within the shape. Figure 2.11 shows the influence of the 
alpha radius choice on shape reconstruction of a complex rock volume. This volume was 
represented by areas of continuous point coverage and a region that was blocked from the line of 
sight of the scanner. The occluded region created a large hole when a small alpha radius was 
used. This is an example of a complex situation where some regions of a rockfall are best 
modeled using a small radius and others are best modeled using a large radius. The maximum 
volume of this rockfall (4.83 m3) corresponds to a shape reconstruction with an infinite radius. 
The panels of Figure 2.11 show the effect of increasing alpha radius: 
• Panel A: When the alpha radius is small, many holes appear resulting in an 
underestimation of the volume.  
• Panel B: Increasing the radius decreases the number of holes and increases the 
volume estimate.  
• Panel C: Holes have been eliminated with this, but some of the detail in the shape 
has been lost. This implies a threshold radius between 0.2 m and 0.3 m was 
suitable. 




Figure 2.11 Examples of shape reconstruction varying with the alpha radius (α). As the radius 
increased, the number of holes decreased and the volume increased. The example volume comes 
from a rockslide shown in Figure 2.14. 
 
For 100 rockfall point clusters, a range of volumes were calculated using alphashape(). 
Each volume calculated corresponds to an alpha radius between 0 meters and 3 meters. This 
resulted in an array of volumes for each rockfall point cloud. Plotting this range of volumes 
determined the solid lines plotted in Figure 2.12. A clear trend was visible. As the alpha radius 
increased and consequently the number of holes in the shape reconstruction decreased, there was 
a sharp increase in the calculated volume that approached an asymptote that defined the 
maximum volume. 
The threshold radius, which defined the minimum radius that created a shape 
reconstruction without any holes is denoted by a circle in Figure 2.12. The maximum radii that 
can be used to define a suitable alpha radius for a range of volumes are denoted by dashed lines 
in Figure 2.12. For example, for volumes whose maximum volume was less than 0.002 m3, a 
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radius less than 0.35 m produces a good reconstruction. For volumes with a maximum volume 
between 0.002 m3 and 0.02 m3, a radius less than 0.68 m produces a good reconstruction. 
  
Figure 2.12 Examination of volume curves for 100 rockfalls. Radii represented by the dashed 
lines correspond to the 10th – 50th radius percentiles. 
 
As the volume increased, the threshold radii were less consistent. This was due to 
inconsistent point spacing. For larger volumes, it was much more likely that part of the volume 
would be out of view of the scanner due to occlusion. In terms of the reconstruction, this meant 
that some areas are well-defined by a small α and others required a large α to close holes. As a 
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result, there was high variability in the threshold radius for the large volumes considered. While 
alpha radius determination is a complex problem, a full solution was out of the scope of this 
project. However, this study indicates that small volumes can be automatically estimated using a 
radius between 0.35 m and 0.68 m. A slope with drastically different rockfall characteristics may 
require running this analysis to determine the relevant radii for volumes on that slope. 
 
2.2.9 Volume Statistics 
A number of volume descriptors and statistics were calculated for each rockfall. These 
were used both to determine geometric properties of the rockfall and to separate rockfall from 
remaining clutter after clustering.  
The first statistic calculated was the dimensions of the rockfall. Sneed and Folk (1958) 
designed a ternary diagram that can be used to describe the shape of pebbles. It has subsequently 
been used for rockfall shape analysis (van Veen et al. 2017) . The shape classification depends 
on the primary (𝑎)), secondary (𝑎$), and tertiary (𝑎*) orthogonal axis and their ratios. The base 
of the diagram is defined by the difference between the primary axis and the other two (Equation 











Calculating the lengths along these axes can be used to determine whether the rockfalls 
fall into one or more of the categories: block, slab, or rod. There were a number of ways to 
determine the length along the primary axis including but not limited to bounding box and 
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adjusted bounding box (Bonneau et al. 2019). While bounding box methods are commonly used 
(Williams 2017; van Veen et al. 2017), they have their limitations. A traditional bounding box 
method creates a three-dimensional box around the points with the minimum possible side 
lengths. The drawback of this method is its dependence on the cartesian coordinate axes. The 
box is created along the x, y, and z axis, but a rockfall may not be naturally aligned to those axes. 
The adjusted bounding box method was created to overcome this limitation (Bonneau et al. 
2019). This method implements a single value decomposition to determine the orientation of the 
rockfall. Then the bounding box is rotated so that the primary rockfall axis is aligned with the x-
axis. Though the primary axis of the rockfall and the primary axis of the bounding box are now 
consistent, this the method is still limited by the possible misalignment of the secondary and 
tertiary axes. Because of these limitations, a bounding box method was not used to determine the 
rockfall shape. Instead, principal component analysis (PCA), which has been used for other 
rockfall studies (Carrea et al. 2015),was used to determine the orthogonal axes of the rockfall. 
 The principal components were defined by principal component coefficients. The 
principal component analysis of a matrix of point locations produces a 3x3 matrix of 
eigenvectors that can be used to determine the orthogonal axes that define the primary, 








Figure 2.13 Axes determined by principal component analysis for a rockfall (from a rockslide 
shown in Figure 2.14). 
 
The vector (v) between each point (pi) and the centroid (c) of the points was then 
determined (Equation 2.13) and the distance along the axis (𝑑), 𝑑$, 𝑑*) calculated (Equation 
2.14). 
 𝑣 =
𝑝𝑖= − 𝑐=𝑝𝑖> − 𝑐>
𝑝𝑖? − 𝑐?
 (2.13) 
 𝑑) = 𝑣 ∙ 𝑎); 		𝑑$ = 𝑣 ∙ 𝑎$; 		𝑑* = 𝑣 ∙ 𝑎*  (2.14) 
When all distances had been determined, the absolute value of the maximum negative 
and positive distances along each axis were summed to determine the maximum length along the 
primary, secondary, and tertiary axes. These lengths were the first three geometric volume 
descriptors calculated. 
The next set of descriptors pertain to the number of points within the cloud and the 
volume. When comparing the number of points for a rockfall and patch of vegetation of the same 
3D size, the number of points will often differ. While the points of a rockfall were located along 
the boundary of the object, the points for vegetation may be located on the boundary of the 
object and within the object. Because of this, the ratio of volume and total points was used in the 
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classification of clusters. This is further explained in section 2.2.10. The volume was calculated 
using the alpha shape process defined in section 2.4.6. This value was used to compute the ratio 
(R) of the cloud by dividing the volume (V) by the number of points (Nr) corresponding to the 
rockfall (Equation 2.15). 
 𝑅 = @5+ (2.15) 
The other statistics calculated were related to the change. Specifically, the mean, 
maximum, minimum, and average change was recorded to allow for simple analysis of the 
distribution of change within each cluster. 
 
2.2.10 Classifying Clusters 
Following clustering with DBSCAN, other workflows do not document how clusters are 
classified. This implies that either all of the clusters were automatically considered rockfall, or a 
manual validation process was performed. In this study, the goal was to filter out erroneous 
clusters automatically. To reduce the initial amount of clutter, the clusters were filtered. The first 
filter was based upon a minimum number of points. This was set to be equal to the minimum 
points for the DBSCAN clustering to ensure no smaller clusters were included. The second filter 
relied on change occurring in both the forward and reverse direction. For a true rockfall, change 
must be present in both the forward and inverse change calculations. Cases where this might not 
occur include areas of temporary occlusion or edges of vegetation. This will result in a change 
based upon a lack of points in one cloud. In order to filter out these cases, the percent difference 
between the positive and negative change observed in a given cluster could not exceed a 
specified threshold (80%). Even with these filters (results shown in Figure 2.14), clutter was still 
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included in the output clusters. This required filtering individual clusters based on their 
geometric properties. 
 
Figure 2.14 Steps of the clustering algorithm applied to rockslide at a secondary slope. a) The 
limit of detection is removed (greyed out in this image; b) The clustering is performed, where 
noise is labelled as -1 (blue), while other clusters were given a unique number (unique color); c) 
Clusters were preliminarily filtered to remove noise and clusters without change in both 
directions; d) Rockfalls that were labelled manually, where one less cluster is present compared 
to c). 
 
Initial testing was performed using change results from aforementioned four-month 
period (October 2018 to February 2019) in order to include a large amount of rockfall with a 
wide range of sizes and shapes. Using the clusters, each individual rockfall was manually labeled 
as rockfall or clutter. The training set derived from a comparison between scans was 60 percent 
clutter and 40 percent rockfall. Then two different classification methods were used to classify 
the rockfall. Both methods used a training data set consisting of 70% of the manually classified 
rockfalls, and a testing data set consisting of 30% of the rockfalls. The data was split using a 
random data partition. 
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The first method used was the generalized linear model regression (fitglm) in MATLAB 
(Collett 2002; The Mathworks Inc. 2020). This method creates a generalized linear model fit 
based upon variables within a table. All the cluster statistics were tested using a stepwise model, 
which determined the variables that were most important for determining the label. The most 
important cluster variables included number of points, density, volume, average change, and the 
standard deviation of change. By specifying that the distribution of the model was binomial 
(rockfall or clutter), a logistic regression was performed.  
The second method used was a bootstrapped decision tree algorithm (TreeBagger) in 
MATLAB. In general, decision trees have the potential to overfit the data (Dietterich 1995). The 
bootstrap aggregation of multiple decision trees can be used to reduce this effect, and each 
decision tree is created uses a random sample of training instances and features (Breiman 2001; 
The MathWorks Inc. 2020b). 
Both methods output a score between zero and one that defined the probability of the 
cluster being a rockfall rather than clutter. Using a given threshold for this probability produced a 
unique number of false positive and false negative classifications. This information was used to 
determine the false positive rate (FPR) and false negative rate (FNR) (Equations 2.16-2.17). 
 𝐹𝑃𝑅 = ABABC85 (2.16) 
 𝐹𝑁𝑅 = A5A5C8B (2.17) 
FPR and FNR were inversely proportional. As a lower probability threshold was used, 
the FNR decreased and the FPR increased. When creating the classifier, this inverse relationship 
allowed for a set of parameters to be identified that resulted in an equal FPR and FNR. To 
determine the probability threshold where the FNR and FPR curves intersected, a set of 
classifications with a range of probability thresholds were performed (Figure 2.15). The 
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classification for each threshold value was repeated two hundred times in order to limit the 
influence of the random partition on the resulting classification. The results of these two hundred 
repetitions were recorded in the form of a boxplot. The probability threshold selected was the 
point where the median FNR and FPR values intersected. This was 0.475 for the GLM method 
and 0.325 for the random forest method. 
 
Figure 2.15 Examining probability thresholding for the two methods. a) FPRs for the GLM 
classifier; b) FNRs for the GLM classifier; c) FPRs for the random forest classifier; d) FNRs for 
the random forest classifier. 
 
After examination of the initial classification results, the large number of small clutter 
volumes was found to influence the classification. Specifically, training with significantly more 
small clusters (<0.01 m3) than large clusters (>0.01 m3), results in the inclusion or more small 
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clutter and the removal of large rockfall. Because of this, a test was performed to determine 
whether thresholding the volume prior to the training would have a significant impact on the 
FNR and FPR. Accordingly, all volumes below a given threshold were removed before training; 
multiple thresholds were tested (between 0.001 and 0.01 cubic meters). For each threshold, the 
new FPRs and FNRs were recorded. As in the probability threshold analysis, every classification 
for a given volume threshold was repeated two hundred times. Though the two rates still had 
opposite slopes, the resulting curve had a less consistent slope than that observed in probability 
threshold test (Figure 2.15). Additionally, the standard deviations of the FPR and FNR were 
larger. Since the volume threshold provided no significant, consistent decrease in the FNR and 
FPR it was not implemented in the final clutter filter. 
The random forest decision tree was ultimately considered superior to the linear model in 
two respects. First, the run time of the random forest is much shorter (faster computational 
speed), than that of the linear model. Second, though the FNRs were similar for the two models, 
the random forest classifier produced an overall lower FPR.  
The random forest classifier was further tested to understand the effects of the training 
data quantity and volumetric distribution on the resultant classification (see Appendix A). This 
showed that the distribution of the training data will have an impact on the classified data. A 
volumetric distribution matching that of the data to be classified produced the best results. 
The final clutter filter (random forest with 0.325 probability threshold and no volume 
threshold for training) was applied to clusters generated over a two-year period (Figure 2.16) for 
which a validation set was manually developed. It should be noted that the probability threshold 
was chosen at a point where the FNR and FPR were equal for the training set. This means that 
when applied to another set of data (in this case over a two-year period), the FNR and FPR 
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resulting from the classification were not guaranteed to be exactly equal. The FNR and FPR for 
this classification was 28% and 17% respectively. 
 
Figure 2.16 Comparison of the magnitude-frequency curves generated from an unfiltered set of 
volume, an automatically filtered set of volumes, and a manually filtered set of volumes. 
 
While the data set considered contains several very small volumes, many of these 
rockfalls were too small to be associated with any meaningful practical consequence. As a result, 
a threshold is applied to the resulting classified volumes (as opposed to thresholding during the 
training stage). However, thresholding the volumes has an impact on the FNR and FPR. In 
(Figure 2.16), it is evident that the curves were highly influenced by the smaller volumes. The 
classification of these smaller volumes was in better agreement with the manually determined 
classifications. The larger volumes were also consistent; however, there were far fewer of these 
volumes when compared to the smaller ones. By removing a large number of the small volumes, 
the FNR increases and the FPR decreases. When the volumes were thresholded to remove 
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volumes less than 0.003 m3, the FNR and FPR increase to 20% and 19% respectively. When the 
volumes were thresholded to remove volumes less than 0.01 m3, the FNR and FPR become 14% 
and 25% respectively. Despite the slightly higher FNR and FPR, the total error, as a percentage 
of clutter within rockfall database was reduced from 63% to 20% for the testing data. 
This classification was shown to overpredict small volumes and underpredict larger 
volumes. Depending on the parameters chosen for the DBSCAN clustering and the size of the 
rockfall, there is also the possibility for rockfalls to be split into multiple clusters, resulting in 
misclassification. Because of this, some volumes were flagged for manual analysis. Volumes 
were flagged for manual validation if they met any of the following criteria: 
1. The maximum cluster volume (corresponding to the infinite alpha radius) was 
greater than 0.2 m3. 
2. The centroid of the cluster was within a threshold distance from the centroid of 
another cluster. 
The first flag ensured that the correct alpha radius was chosen for the volume calculation 
and that no large volume was incorrectly classified as clutter. The second flag accounts for the 
case where one rockfall is split into multiple clusters. To determine if two clusters were within a 
certain threshold distance, the following procedure was used: 
1. Calculate the distance between cluster centroids 
2. Select the larger of the primary axis lengths for each of the clusters. 
If the distance between centroids is smaller than the larger of the primary axis lengths, the 





The primary goal of this study was to create a comprehensive workflow that performs all 
point cloud processing steps for rockfall analysis from alignment to generation of geometric 
statistics and descriptors. The secondary goal of this study was to address some of the gaps in 
knowledge left by workflows in other studies.  
One limitation with other studies was a failure to address the errors associated with 
M3C2. Issues with the change calculation were addressed with the proposed modifications to the 
M3C2. One limitation of this method is the dependence on the normal direction. As with M3C2, 
if the normal is oriented incorrectly, then the change cannot be accurately calculated. Another 
limitation is reduced computational speed. Because the change direction is first calculated with 
the base M3C2 method, this algorithm is no faster than M3C2. 
Another gap in knowledge was the procedure for dealing with clusters of clutter obtained 
using DBSCAN. Other studies that have used this clustering algorithm have refrained from 
disclosing how they have dealt with these erroneous volumes. Whether these values were 
included along with the rockfall or manually removed has implications for both the magnitude-
frequency curve and the processing time. This was addressed by implementing a filtering process 
using statistics calculated for each cluster. 
During the development of this workflow, the order of operations was observed to be 
very important. This was especially true for the change calculation algorithm. Artifacts of 
temporary objects were observed in cases where the classification was performed subsequent to 
the change calculation. The order of operations was also important within the change algorithm. 
If the number of points used in the calculation are limited to a defined number of nearest 
neighbors, then filtering to a shape (e.g. a cylinder) must be performed prior to determining the 
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closest points. Otherwise, though points lie within the defined shape, they may not be considered 
since they are not the absolute nearest points. Another observation was the relationship between 
rockfall size and trends in alpha radii. While an appropriate alpha radius for small rockfalls could 
easily be defined by a maximum radius, as the volume increased, the appropriate radii could not 
be defined by a simple relationship. 
There are some limitations to this process. While the goal of full automation is desirable, 
there must be some compromise between the amount of error allowed and the amount of 
automation. This is perhaps most clearly demonstrated in the clutter filtering algorithm. Full 
automation of the filtering meant that some number of false negative and false positive rockfalls 
resulted from the classification. This process resulted in more false positives for small volumes 
and more false negatives for the larger volumes. This, along with the importance of alpha radii 
for large volumes, made it important to introduce some manual validation in the workflow. This 




Automating point cloud processing for the purpose of rockfall monitoring is a complex 
problem that requires tuning of parameters to account for geometry of the slope, scanning 
resolution, and scanner limitations. This study proposes methods for expediting the choice of 
algorithmic parameters and proposes methods of automating steps that are normally manually 
performed. The following conclusions were derived from this study: 
1. Limiting the extent of the cylinder projection for M3C2 can reduce error from 
capturing secondary surfaces.  
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2. Rockfall volume can be used to generalize choices of alpha radius for shape 
reconstruction.  
3. Machine learning can be used to provide a classification of volumes, but it is limited 
by the number and quality of training samples provided. The developed classification 




CORRELATION OF CLIMATE VARIABLES WITH ROCKFALL TO DETERMINE 
ROCKFALL TRIGGERS FOR A SLOPE NEAR GLENWOOD 
SPRINGS, COLORADO 
3.1 Introduction 
The Colorado Department of Transportation (CDOT) monitors potentially unstable 
slopes that may impact their infrastructure. One such slope is in Glenwood Springs, Colorado. At 
this site, an increase in rockfall frequency and volume has been anecdotally observed during the 
winter and spring. As a result, a study was performed to record rockfall trends using terrestrial 
laser scanning (TLS) with the ultimate goal of understanding how climate may be influencing 
rockfall patterns on the slope.  
The frequency and volume of rockfalls have been long tied to meteorological events that 
either abruptly trigger a rockfall or promote chemical or physical weathering processes resulting 
in rockfall over a relatively longer period of time (Schumm and Chorley 1964; Day 1997; Dorren 
2003; C. H. Lim et al. 2004; Lan et al. 2010). While there are many different influencing factors 
that can be considered (e.g. seismic activity, thermal expansion and contraction, groundwater 
level, wind, etc.), the two that are referenced repeatedly in the literature are increased 
precipitation and freeze-thaw patterns (Rapp 1960; Wyllie and Mah 1974; Coutard and Francou 
1989; Wieczorek and Jäger 1996; Mccarroll et al. 1998; Matsuoka and Sakai 1999; Hungr et al. 
1999; Collins and Stock 2016). Both precipitation and freeze-thaw can work as rockfall triggers 
and/or promoting factors (sometimes called conditioning factors in the literature) depending on 
the specific scenario (Day 1997; Dorren 2003; Krautblatter and Dikau 2007). Krautblatter and 
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Dikau (2007) make the distinction that a trigger acts to cause detachment of the rock from the 
slope (i.e. a direct cause acting over a short period of time), while a promoter influences 
weathering, increases joint aperture, and promotes rockfall, typically over longer time periods. 
They also note that these two categories are highly interrelated, and that processes can fall into 
both categories depending on the timescales over which they act. 
Precipitation is often considered to primarily be a rockfall trigger. Wieczorek and Jäger 
(1996) stated that “infiltration and buildup of pore-water pressures is an important mechanism 
for triggering slope movements”. This is corroborated by Piteau and Peckover (1978), who found 
temperature and rainfall to be the most common triggers for rockfall events. Infiltration of water 
into a rockslope increases the porewater pressure in the joints that bound potentially unstable 
blocks. This can occur when joints are filled with surface runnoff or as the groundwater table 
rises during periods of increased precipitation. In either case, the driving forces are acting to 
destabilize the rock block increase until they overcome resisting forces (e.g. frictional forces) 
which are acting to keep the block in place (Wyllie and Mah 1974).  
Freeze-thaw cycles act to mechanically weather joints through a process called frost 
jacking (or frost shattering) (Rapp 1960; Coutard and Francou 1989; Dorren 2003). Coutard and 
Francou (1989) examined the implications of frost jacking and note that the process causes 
increased weathering along joints. In their study they concluded that this type of weathering in 
both large and small cracks begins at very low temperatures: -8 to -10 degrees Celcius. 
While there is literature discussing these two climatic factors, there is also a consensus 
that it is difficult to disentangle their individual influences and to determine whether they are 
acting as triggers or as promoting mechanisms. In fact, there are many disagreements about 
which climatic factor has the most significant influence on rockfall. For example, Lim et al. 
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(2004) state that “there is no compelling evidence that the rock fall frequency strongly correlates 
with precipitation”, while Piteau and Peckover (1978) assert that when temperatures exceed 0oC, 
the “frequency of rock falls is a function of degree of rainfall”. D’amato et al. (2016) provide a 
detailed summary of the findings of these climate studies, and their conflicting opinions (Figure 
3.1). 
 
Figure 3.1 Number of studies identifying or omitting each factor as a rockfall trigger, as 
summarized by D’amato et al. (2016), where a relationships between rockfall and precipitation 
and/or freeze-thaw were acknowledged and where those relationships were specifically rejected.  
 
A majority of studies in the literature use only a visual analysis of data to assess the 
correlations between precipitation, freeze-thaw, and rockfall (Matsuoka and Sakai 1999; Szabó 
2003). This is due to the fact that large rockfalls are a relatively rare occurrence, and classical 
methods used to generate a rockfall database (e.g. photo or field analysis) are unable to capture 
more frequent, small rockfalls (Delonca et al. 2014). Macciota et al. (2015; 2017) performed a 
more thorough statistical analysis with a rockfall database constructed from visual inspection of 
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the slope and reports from maintenance logs for the railway below the slope. This type of study 
has two major data limitations. Visual inspection of a slope can lead to a tendency to miss 
rockfall, especially when the volume of the rockfall is relatively small. Such studies also rely on 
temporally sparse datasets, such that determining correlations over many different time scales 
(e.g. days, weeks, months) is not possible. A solution to both of these pitfalls is the application of 
more modern data collection methods such as lidar or photogrammetry.  
This study aims to fill the aforementioned gaps in the literature by calculating 
correlations between climate data and a high resolution rockfall database collected using 
terrestrial lidar at a rock slope in Colorado. Data used for this analysis was collected between 
2016 and 2019. High temporal resolution (bi-weekly) scans were collected from October 2018 to 
November 2019 to allow for analyses to be conducted over various time scales and to reduce 
spatial overlap of rockfalls within the database, where spatial overlap is the appearance or 
recording of one rockfall, when in fact multiple rockfalls have occurred in a common location 
(van Veen et al. 2017; Williams et al. 2018; 2019). The long duration of this study allowed for us 
to examine the differing influences of freeze-thaw and precipitation, and whether those effects 
can be isolated from one another. Additionally, we investigate how precipitation and freeze-thaw 
during a scanning period, and leading up to a scanning period, can influence rockfall.  
 
3.2 Methodology 
3.2.1 Data Acquisition: Lidar 
Lidar scans were collected and processed for a period between July 2016 and December 
2019 in order to better understand slope degradation at a road cut near Glenwood Springs, 
Colorado (Figure 3.2). Changes between sets of scans were calculated for individual points, and 
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a clustering algorithm was used to determine where regions with large amounts of change 
occurred (Lague et al. 2013; Kromer et al. 2015; Bonneau et al. 2019; Weidner et al. 2019). The 
data from these regions were extracted and used to reconstruct rockfall volumes (Edelsbrunner 
and Mucke 1992). Although the algorithms written to generate the rockfall database allowed an 
option to automatically classify volumes as rockfall or clutter (clusters of points with change that 
are not associated with a rockfall), all volumes used in this study were manually labelled as 
rockfall. 
 
Figure 3.2 a) The location of the study site in the state of Colorado is denoted by a red circle; b) 
A colorized point cloud created from a scan of the study site. The locations in white are areas of 
occlusion corresponding to sub-horizontal benches that may act as catchments for snow in the 
winter. 
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Figure 3.3 shows the raw data from the rockfall database in the form of normalized 
volume and rockfall rate for each scanning period. Each point is plotted at the median date 
within the scan-to-scan period. This displays that there was a substantial data gap occurring in 
2017. However, even with this data gap, it was still possible to use the dataset to understand 
long-term, yearly trends from 2016 to 2019.  
 
Figure 3.3 Normalized rockfall volume and rockfall rate for each scan period. The volumes and 
rates were normalized by scan interval duration to allow for comparison between scan intervals 
of different sizes.  
 
From 2016 to late 2018, there was a large amount of variability in the time between 
scans. Van Veen et al. (2017) showed that the time between scans will affect the smallest 
recoverable rockfall volume and the distribution of rockfall volumes captured by the change 
calculation. This is a product of spatial overlap of rockfall volumes. With this is mind, the 
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scanning frequency was increased, between October 2018 and November 2019, in an attempt to 
achieve a two-week scanning period for the following reasons: 
1. Increasing the scanning frequency minimizes the potential for multiple small 
rockfall events with spatial overlap to be identified as a single, larger event.  
2. Increasing the scanning frequency increases the temporal resolution of the data. 
For example, for a scanning frequency was one month, if a four month period of 
time was analyzed and total volume was calculated for each scan period, there 
would be four scan dates and three data points representing the total rockfall 
volume. If the scanning frequency is biweekly, then for that same four month 
analysis period, there would be eight scan dates and seven data points 
representing the total rockfall volume.  
Close evaluation of the high frequency scanning period shows a number of relatively 
large rockfalls which occurred between December 2018 and May 2019 (Figure 3.4). When the 
rockfall rate was analyzed, there appeared to be a large amount of variability in the individual 
scanning periods, but a general trend showing that the rockfall rate increased between December 
2018 and March 2019 and decreased after March 2019 was observed. Considering different 
ranges of volumes confirmed that this trend of higher rockfall rates between December 2018 and 




Figure 3.4 Normalized rockfall volume and rockfall rate for the frequency scanning period. 
 
All scans were manually acquired, which meant that an individual travelled to the site 
with a scanner for each scan rather than using a permanent scanning station. This imposed some 
practical constraints on data acquisition that prevented perfectly equal spacing of scanning dates. 
For example, scanning could not be performed on rainy or snowy days, as precipitation has the 
potential to damage laser scanners. Additionally, the site access was a narrow service pull off 
from the highway, and access to the site was not possible at two points during the winter of 2019 




3.2.2 Data Acquisition: Climate Data 
The goal of this study was to examine how climate factors, specifically temperature and 
precipitation, are correlated to rockfall events. As a result, climate data were collected from an 
array of open source weather stations near the site. Ten open source weather stations were found 
within a 35 km radius of the study site. Each of these stations provided at a minimum one set of 
temperature or precipitation data as a daily summary. 
In order to identify a representative dataset for temperature and precipitation at the site, 
preliminary analyses were conducted with data from all of the stations to see if there was 
agreement between the stations, especially those closest to the study site, and to remove non-
representative data sources from the study. The results showed that stations closest to the study 
site displayed similar trends. From the closest stations, the two with the most complete datasets 
were chosen for use in the analyses presented in this study (Figure 3.5). The first site, CSU_GW, 
provided the air temperature data for this study and is located approximately 5 km away from the 
slope. The temperature dataset was collected by Colorado State University and is available via 
their open access data archive (https://climate.colostate.edu/data_access.html). The second 
station, US1COGF0040, was a weather station operated by the National Oceanic and 
Atmospheric Administration (NOAA). Daily summary data can be accessed from the National 






Figure 3.5 The weather stations used to perform correlation comparisons between rockfall 
metrics and climate data are both in the town of Glenwood Springs, Colorado.  
 
The data provided by these stations are displayed in Figure 3.6. Using the minimum and 
maximum daily temperatures provided by CSU_GW, it was possible to examine the occurrence 
of freeze-thaw cycles at the slope. Following the definition of a freeze-thaw day outlined by 
Wexler (1982), a day was classified as a freeze-thaw day if the minimum daily temperature was 
below 0oC and the maximum daily temperature was above 0oC (Wexler 1982). One limitation of 
this approach was that days with multiple freeze-thaw cycles are treated identically to those with 
a single freeze-thaw cycle. Additionally, it is possible that the time(s) of day when freeze-thaw 
cycles occur had a relevant influence on rockfall processes. Although hourly data could have 
been used to determine the time of freeze-thaw events, the temporal resolution of the lidar 
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rockfall database would not allow for directly correlation between this information and a specific 
rockfall event.  
Additionally, two other temperature criteria were considered that were exclusively based 
on freezing phenomena (rather than freeze-thaw). The first criterion used a temperature threshold 
of -9oC based on the finding of Coutard and Francou (1989) that crack initiation occurred when 
the air temperature was lower than -8oC to -10oC. The second criterion used a mean temperature 
threshold of 0oC based upon the research presented by Rengers et al. (2020), which found the 
mean temperature to be related to sediment production for debris flows. Using these alternate 
definitions had a marginal effect on the results of the analyses conducted in this study (Appendix 
B), and therefore only the results obtained using the main freeze-thaw day definition provided 
above are discussed. 
 
Figure 3.6 The available data shows the expected cyclical variation in temperature.  
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3.2.3 Constructing Time Windows 
Since every rockfall volume was identified by comparing two lidar scans, calculating the 
total volume or rockfall rate for a scanning period (between two scan dates) reduced the data to a 
single value. This means that another, low resolution rockfall database may reduce a month (or 
even a year) down to a single data point. Groups of these data points were analyzed together in 
combination with the aforementioned climate data to evaluate correlations within different 
windows of time. The use of shorter time windows (i.e. between months or seasons) displayed 
variations in climate-rockfall correlations more precisely, while longer time windows improved 
the potential statistical significance of any observed correlations by increasing the number of 
data points within in each time window. 
In order to analyze rockfalls within a window of time, two dates were selected at a set 
distance apart (e.g. two months apart) as an upper and lower bound, then the rockfall database 
was searched and all scan dates falling within the two dates were captured. All weather 
information between the first and last available scan date within the windows was recorded, and 
the analysis of interest was performed for the time window. Next the time window was shifted 
by translating the upper and lower bound forward by one day. The first and last available scan 
dates were always recorded in order to calculate the midpoint date for plotting. An example is 
provided for a two month search window from July 1, 2019 to September 1, 2019 in Figure 3.7. 
Because of the variability in the time between scan dates, precautions were taken to 
prevent misrepresentation of the window size and duplicate calculations. First, gaps in the data 
resulted in some instances where the time between the first and last available scan dates was 
significantly smaller than the time window used to search the data. To address this, in order for 
data to be considered, the data range was limited to be no smaller than one month less than the 
70 
search window size. Second, the short amount of time used to roll the window along, was used to 
ensure no available scan dates were missed; however, this resulted in duplicate search results, as 
the time between scans was greater than one day. Accordingly, all duplicate results were 
removed prior to any subsequent analyses. 
In the correlation analyses presented in Section 3.4, only the climate data between the 
first and last available scan date was considered. It was important not to consider any climate 
data that occurred after the last scan date, but within the upper bounds of the searched time 
window, since such precipitation and temperature changes have no potential influence on 
rockfall observed during the scan period. Similarly, the climate data prior to the first scan date 
was not included to avoid creating an asymmetrical analysis period with an antecedent period of 
arbitrary length.  
In some of the analyses considered in this study, an antecedent period was included to 
account for the potential influence of antecedent precipitation or freeze-thaw days prior to the 
scanning period. Other studies have alluded to the influence of short-term, antecedent periods 
resulting in rockfall initiation (Chleborad 2000; Macciotta et al. 2015). However, a thorough, 
statistical correlation study has not been possible due to the limited resolution of previous 
rockfall databases. With the high resolution database presented in this study, varying sizes of 
search windows were used to study antecedent climate influences and to correlate them to 
rockfall trends.  
Analyses that specifically examined antecedent precipitation or freeze-thaw used the data 
preceding the first scan date in each scan pair. This means that for the example shown in Figure 
3.7, which illustrates a five day antecedent period, the beginning of all considered climate data 
was five days prior to the first available scan, and the end corresponded to the last available scan 
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date in the window. Although the time window used to query the scan dates began at 7/1, five 
days of antecedent climate data were included in the data window prior to the first scan date. As 
a result, the beginning of the climate data window would be 7/3 (five days prior to 7/8) rather 
than 6/26 (five days prior to 7/1). Note that while an example five day antecedent period is 
shown in Figure 3.7, a variety of longer and shorter periods were analyzed (Section 3.4.1).  
 
Figure 3.7 The generation of time windows for a “regular” two-month time window, and for a 
padded two-month time window that can be used to examine the influence of antecedent weather 
conditions.  
 
Different sizes of time windows were evaluated in an attempt to balance the temporal 
resolution and statistical significance of the analyses. Because precipitation and freeze-thaw were 
continuously acting on the slope, it may not be possible to completely differentiate whether a 
variable was triggering a rockfall or whether the rockfall had been promoted over a long period 
of time. It is also important to note that there is not a widely accepted definition for a specific 
amount of time required to be a triggering or promoting factor. For this study, a trigger was 
considered to be an influencing factor that caused rockfall over the scale of days or weeks (up to 
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30 days), while promoting factors acted over the course of months or years. This approach is 
consistent with previous studies: Chleborad (2000) used both 3 day and 15 day precipitation 
periods to identify precipitation thresholds that are likely to result in landslide initiation; these 
precipitation periods were based upon Crozier (1986) and Wieczorek (1987), whose studies 
noted that the antecedent precipitation required to initiate a landslide may vary between days and 
months, depending on the specific site. 
 
3.2.4 Correlation Statistics 
Pearson’s correlation coefficient was used to perform correlation analyses for this study 
(Warner 2013). Pearson’s correlation coefficient quantifies to what degree the relationship 
between two variables is linear (Equation 3.1). A correlation coefficient of 1 signifies that two 
variables are positively correlated, a correlation coefficient of -1 indicates that the two variables 
are negatively correlated, and a correlation coefficient of 0 suggests no correlation. The primary 
conditions required for this type of correlation analysis are as follows: 
1. The variables observed are continuous.  
2. There should be an equal number of observations for each variable. This allows 
for paired observations. 
3. The variables should have a bivariate normal distribution. 
Given that these conditions are satisfied, Pearson’s correlation coefficient is calculated 
per equation 3.1: 
 r = 
5∑ =!>!#!$& 0(∑ =!#!$& )(∑ >!#!$& )
D5∑ =!"#!$& 0E∑ =!#!$& F"D5∑ >!"#!$& 0E∑ >!#!$& F"
 (3.1) 
where 𝑥 and 𝑦 are the ranks for the variables. 
73 
Scatter plots were created comparing the relationships between the climate data (total 
precipitation and number of freeze-thaw days) and the rockfall metrics (rockfall volume and 
rockfall rate), shown in the left-most plots in Figure 3.8. Plots with either the log of the climate 
variable or the rockfall variable data were also created (center and right plots in Figure 3.8, 
respectively). When rockfall volume and precipitation were directly compared, a linear trend 
could be observed, satisfying the assumptions of linearity for the Pearson’s correlation 
coefficient; specifically, the direct precipitation to rockfall volume correlation was the larger 
than the correlation when one variable was logged in a majority of cases. When freeze-thaw was 
directly compared to rockfall, the relationship appeared to be nonlinear in several cases. 
However, by taking the log of the rockfall metric (e.g. total volume or rockfall rate), a linear 
relationship could be approximated. The underlying reason for this is related to the fundamental 
distributions of each of the variables considered. While total volume and rockfall rate (as well as 
precipitation) are lognormally distributed, freeze-thaw is not. When relating a non-lognormally 
distributed variable (freeze-thaw) to a lognormally distributed variable (total volume or rockfall 
rate), the relationship between the two must be considered nonlinear. As a result, taking the log 
of the rockfall metric for this comparison was required and produced the largest correlation 
coefficient in a majority of cases. With that said, there were some periods with prominent 
correlations between freeze-thaw and rockfall where the relationship between freeze-thaw and 
rockfall appeared to be linear, mostly notably for analysis periods centered on April 2019; the 
linear correlation between freeze-thaw and rockfall during this period was considered in the 





Figure 3.8 Rockfall and climate scatter plots for an example four-month time window (January 
19th to May 13th 2019), and their corresponding Pearson’s correlation coefficient and p-value 
calculated. a) Total rockfall volume as it relates to recorded precipitation, b) Total rockfall 
volume as it relates to the number of freeze-thaw days. 
 
The correlation analysis focused primarily on the high frequency scanning period, from 
October 2018 to November 2019, since outside these dates, much larger time windows would 
have needed to be considered to achieve a sufficient number of data points to calculate reliable 
correlation coefficients. Results corresponding to correlation analyses with only two points were 
removed, since these resulted in both the correlation coefficient and the p-value equaling 1. 
It is generally accepted that a p-value less than 0.05 denotes a statistically significant 
correlation. However, since the p-value is heavily influenced by the number of data points, and 
the datasets used to calculate the correlation coefficients in this study have a limited numbers of 
datapoints, there are likely correlations that are important to consider that do not have a p-value 
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less than 0.05. Although a significance threshold of 0.05 is presented as a visual reference in 
subsequent figures, the reader is encouraged not to fully disregard results corresponding to p-
values close to but above 0.05.  
Prior to performing interpreting any analysis, the scatter plots of the variables were used 
to assess, for a range of independent variable values, whether the variance of the dependent 
variables were constant (homoskedasticity) or whether the dependent variables variances 
changed significantly (heteroskedasticity). This was necessary, both for the correlation analysis 
(section 3.4) and for the regression analysis (section 3.4.2), since the presence of any large scale 
heteroskedasticity would influence the interpretation of results. However, heteroskedasticity was 
not observed as a consistent issue when the primary time windows used for analysis (3 to 5 
months) were examined.  
 
3.2.5 Calculation of Magnitude Cumulative-Frequency Statistics 
Power-law distributions are commonly used to examine the relationship between 
magnitude and frequency for landslides and rockfalls (Hungr et al. 1999; 2008; Dai and Lee 
2001; Guthrie and Evans 2004; Santana et al. 2012; van Veen et al. 2017) (Equation 3.2).  
 𝑓(𝑉) = 𝑎𝑉01; 	log(𝑓(𝑉)) = 𝑎 − 𝑏 ∗ 𝑙𝑜𝑔(𝑉) (3.2) 
where 𝑓(𝑉) is the cumulative frequency, the constant, 𝑎, is the intercept of the power-law 
distribution, and 𝑏 is the slope of the power-law distribution. Note that the cumulative frequency 
data were obtained by sorting the rockfall volumes and then counting the number of volumes 
(frequency) less than a variety of thresholds. The cumulative frequency was normalized to be on 
a per month basis by multiplying the raw frequency results in a given period by the ratio of the 
period length to one month. 
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These power-law distributions were modelled after those that Gutenberg-Richter 
developed to understand earthquakes (Gutenberg and Richter 1945). In both the earthquake and 
rockfall power-law contexts, a point can be seen where smaller magnitudes diverge from the 
power-law distribution (Guzzetti et al. 2003; Tanyaş et al. 2018). This location of divergence is 
often referred to as the “cutoff” point (Stark and Hovius 2001). One goal of this study was to 
examine how magnitude cumulative-frequency (MCF) curves and their corresponding power-
law distributions change throughout the year. As a result, a cutoff point for every MCF curve had 
to be determined. 
There are different proposed methods for choosing the cutoff point (White et al. 2008; 
Clauset et al. 2009; Corral and González 2019). Clause et al. (2009) notes that it is very common 
to visually choose the location of the cutoff for power-law distributions. However, this is a 
subjective choice that may not be reproducible were the dataset to be examined by a third party. 
One solution suggested to provide an objective alternative, is the use of the Kolmogorov-
Smirnov test (KS statistic) (Clauset et al. 2009; Corral and González 2019). This is an iterative 
process that picks each possible cutoff, fits a line to the power-law for all values greater than the 
cutoff, then calculates the KS distance between that data and the power-law model calculated for 
the data. This is repeated until a statistically significant p-value (p < 0.05) is produced by the KS 
test. There are those who have acknowledged the limitations of this method (Deluca and Corral 
2013; Corral and González 2019), as it uses the least-squares method, which can result in biases 
when used to fit probability distributions. However, this method is more repeatable when 
compared to a visual choice of cutoff.  
In order to generate a large number of MCF curves for many different time windows for 
this study, the KS statistic was implemented using the powerlaw python package 
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(powerlaw.Fit.xmin) to pick the cutoff point. Examining the cutoff points generated for all of the 
yearly curves resulted in an average cutoff point at 0.002 m3. This is a much smaller value than 
those reported by previous studies using lidar to acquire data (Santana et al. 2012; van Veen et 
al. 2017). The high temporal resolution of the study and the high point density (approximately 
0.02 m point spacing) made it possible to capture volumes smaller than those typically observed 
at larger scanning intervals. 
When examining the MCF curves generated using the rockfall database, in some cases a 
secondary non-linear (“rollover”) was observed for the largest volumes; this is associated with 
the greater degree of randomness of these larger rockfalls, where the average numbers of 
occurrences per year are close to or less than one. To determine whether this was having any 
effect on the power-law fit produced for data, the curve was reproduced while excluding top 5 or 
top 10 largest volumes from the cutoff estimation and from the fitting process. The results of this 
test showed that excluding these volumes in the cutoff estimation and the model fitting process 
had little effect on the resulting power-law parameters for long-term (yearly) MCF curves. For 
MCF curves generated over shorter periods of time (months), removing 5-10 data points 
significantly reduced the number of points used to create the curve. This forced a fit to the upper 
nonlinear portion of the curve. When examining MCF over time, this introduced a greater degree 
of variability into the analysis. Accordingly, an upper cutoff was not implemented, and all data 
above the lower cutoff were included in the final analyses. 
 
 
3.3 Analysis of Magnitude Cumulative Frequency Trends Over Time 
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Others have sought to explain the physical meaning of the constants that make up the 
power-law fit (a and b). It is clear from the	log(𝑓) form of equation 3.2 that a is the intercept, 
while b is the slope of the line. Hungr et al. (1999) proposed that the constant, a, depends on the 
overall rockfall activity and length of the scanned region, while b describes the characteristics of 
the slope (e.g. lithology, joint spacing, climate factors, etc.).  
In order to observe how changes in the constants can be related to precipitation and 
freeze-thaw days, the data over the entire breadth of the monitoring period were used to create 
yearly MCF curves, as shown in Figure 3.9. 
 
Figure 3.9 a-c) Yearly MCF curves and their corresponding power-law fits; d) comparison of the 
power-law fits for the three years. 
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Table 3.1 summarizes the rockfall and climate statistics for the three yearly periods 
shown in the MCF curves in Figure 3.9. On an annual scale, such a comparison can theoretically 
be used to explain the differences between the curves. However, while it was originally 
hypothesized that it might be possible to relate year-over-year freeze-thaw trends with rockfall, 
the maximum percent difference between years for the freeze-thaw and precipitation metrics 
were no greater than 12% and 30%, respectively. These differences were small enough that any 
potential influence of these variables was obscured by “noise” related to the apparent 
randomness of the rockfall trends at the site and/or the influence of precipitation. There was 
more variability in the climate variables when smaller amounts of time were considered. This 
emphasizes the importance of using a range of time scales (windows of different sizes) in the 
analysis, rather than only looking at yearly trends. The only clear trend was that the year with the 
least rockfall activity (2017-2018) also corresponded to the year with ~26% less precipitation 
than the others. It should also be noted that the lower number of rockfalls identified for 2016-
2017 was in part a consequence of the lower temporal resolution of the data set during that year 
and the corresponding issues related to spatially overlapping rockfalls (van Veen et al. 2017). 
 
Table 3.1 Yearly summaries for rockfall and climate metrics. 








2016-2017 10.623 189 447.5 118 
2017-2018 1.68 250 334.5 125 
2018-2019 4.27 439 452.0 133 
 
Next, different time windows were used to investigate the effect of varying time scales on 
the parameters of the MCF curves. To account for the potential influence of heterogeneous 
timing between scans, all of the MCF curves were normalized to present cumulative frequency 
values on a per month basis. MCF curves were initially generated for each individual scan 
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period. However, for the higher frequency scanning period, this resulted in curves with a 
statistically insignificant number of rockfalls. Creating a power-law fit based upon a limited 
number of rockfalls was deemed unreliable. As a result, larger time windows (between two and 
twelve months) were considered.  
Figure 3.10 shows the results of different time windows applied to the analysis of MCF 
fit parameters with precipitation trends shown for comparison. Trends in the constants show less 
variability for windows between three to five months in length, indicating that our observations 
may need to be based upon an approximately “seasonal” time scale given the temporal resolution 
of the raw data. Smaller time scales show greater amounts of variability, while large (12 month) 
times scales begin to smooth the results toward a constant average.  
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Figure 3.10 MCF curve constants and precipitation data generated for different time windows. 
a) Constants calculated for a 2 month window; b) Constants calculated for a 3 month window; c) 
Constants calculated for a 4 month window; d) Constants calculated for a 5 month window; e) 
Constants calculated for a 6 month window; f) Constants calculated for a 12 month window. 
 
The large values of the constant a (the intercept) were centered about the period of 
greatest precipitation. The raw data showed that between December 2018 and May 2019 there 
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was an increase in the number of rockfalls per scanning period (Figure 3.3). This shifts the MCF 
curve upward, resulting in an increase in the constant a. The values of the constant b are very 
small during the period of greater precipitation. This can be explained by the increased number 
of large volumes which occurred between December 2018 and May 2019 (Figure 3.3). The peak 
of the precipitation and power-law constants coinciding with one another may be an indication 
that precipitation acts as a trigger between December 2018 and May 2019. 
Next, the MCF fit parameters were visually related to freeze-thaw days (Figure 3.11). 
Rather than being centered about the periods of high freeze-thaw, the extremes of the MCF fit 
parameters were slightly offset. The peak of the parameters was still during a time of increased 
freeze-thaw, and the offset was relatively small, on the order of a few months. It is possible that 
freeze-thaw was also acting as a trigger between December 2018 and May 2019. However, the 
offset may be indicative of freeze-thaw promoting rockfall as well.  
After comparing the MCF fit parameters to both precipitation and freeze-thaw, it 
appeared likely that the period where there was a greater number of rockfalls overall (a 
increased) and there was a disproportionate increase in the number of large rockfalls (b 
decreased), between December 2018 and May 2019, was related to increased precipitation and 
freeze-thaw. The constant a increasing describes a physical increase in the frequency of 
rockfalls, while the constant b decreasing describes the volume distribution of the rockfall 
shifting to include disproportionately more larger volumes. While it is possible to visually 
correlate the activity of the slope to the precipitation and freeze-thaw, it was ultimately necessary 
to more directly evaluate this correlation. 
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Figure 3.11 MCF values for each window are plotted on top of the number of freeze-thaw days 
per window. a) Constants calculated for a 2 month window; b) Constants calculated for a 3 
month window; c) Constants calculated for a 4 month window; d) Constants calculated for a 5 









3.4 Analysis of Correlation Statistics 
The correlations between climate variables and rockfall parameters were calculated for 
multiple time scales (using 2, 3, 4, 5, 6, and 12 month search windows). However, since the time 
scales of approximately the length of a season (3, 4, and 5 month time windows) were identified 
as showing the clearest trends from the MCF analysis, these time frames were the focus of the 
analyses correlating precipitation or freeze-thaw to rockfall metrics (volume and rate). 
Figure 3.12 shows examples of the different scatter plots used to calculate correlations 
between rockfall volume and precipitation for the four-month time window case. Recall that for 
correlations with precipitation, the total precipitation and the rockfall metric (e.g. volume and 
rate) could be directly compared, but for freeze-thaw, the log of the rockfall was taken prior to 
any correlation calculation (Figure 3.8). The plots show lower correlations when rockfall occurs 
during a period with little precipitation. This might imply that rockfalls during these periods are 
more random in nature. The plots also illustrate that even for a four-month window, the number 
of data points is limited. This highlights why previous studies with manually acquired lidar data 




Figure 3.12 Examples of scatter plots used to generate correlation coefficients for a four-month 
window. 
 
Figure 3.13 shows how the Pearson correlation coefficients for total rockfall volume and 
precipitation varied through time during the high frequency (bi-weekly) scanning period from 
October 2018 to November 2019. In plotting the correlations, the p-values associated with the 
correlation results inherently considered the number of scanning periods included in the time 
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window, since the p-value would theoretically increase as more data points were included in the 
calculation. However, the actual amount of rockfall (or precipitation or freeze-thaw) observed 
within those scanning intervals would not be reflected in these values. This is notable, as an 
individual (precipitation and volume) point pair corresponding to many rockfall events and a 
large amount of precipitation is likely more representative of the underlying slope processes than 
one corresponding to a single rockfall event. For example, the occurrence of one large rockfall 
event (e.g. 1 m3) may be considered more random in nature than many small (<0.1 m3) rockfall 
events adding up to an equivalent volume. Because of this, the total number of rockfalls 
(𝑟𝑜𝑐𝑘𝑓𝑎𝑙𝑙() associated with each scan period and the associated amount of precipitation or 
freeze-thaw (𝑐𝑙𝑖𝑚𝑎𝑡𝑒() were used to control plot marker sizes (Equation 3.5).  
 𝑠𝑖𝑧𝑒 = 	M∑ +G(H!'2!∗%J+K3!GG!#! 4  (3.3) 
Since the goal of scaling the marker size was to represent the relative amount of 
precipitation/freeze-thaw and rockfall, the sizes were normalized. For example, the sizes of the 
markers in Figure 3.13 a, c, and e are normalized by the largest value of all three. The markers 
from early May 2019 through the end of the study period were smaller than those between late 
November 2018 and April 2019 due to the lower quantities of rockfall and precipitation/freeze-
thaw during this period. From this, it is possible to visually assess that correlations observed in 
the winter were based upon a larger sample of rockfall events within individual data points used 




Figure 3.13 Correlation coefficients relating rockfall metrics and climate data show that higher 
correlations tend to occur in winter. The peak of these correlations is consistent with the 
observations of Figures 3.10 and 3.11. The bars at +/- 0.75 are simply visual aids, they have no 
physical or statistical meaning. 
 
The results displayed a trend similar to that observed for the MCF curves. The peak 
correlation coefficients for precipitation and rockfall volume corresponded to the peak period of 
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precipitation. The peak correlation coefficients for freeze-thaw and rockfall volume were, again, 
slightly offset from the peak period of freeze-thaw. This suggests that these variables may 
influence rockfall processes at different points in time. 
One correlation result was observed that did not have a clear physical explanation: the 
relatively strong negative correlation coefficients between precipitation and rockfall volume 
observed in May 2019 (Figure 3.13). To confirm whether or not this was a spurious correlation 
caused by random variations in the data, a correlation was calculated for the equivalent time 
window in 2018. The data for this analysis spanned four scan dates (three data points) between 
April 13, 2018 and June 27, 2018 (a midpoint at May 10, 2018). A positive correlation (r = 0.80, 
p = 0.41) was found, indicating that the negative correlation observed in 2019 likely occurred 
because rockfall was relatively random during this period (i.e. the true correlation coefficient is 
close to zero). 
The same time windows were examined for correlations involving rockfall rates (Figure 
3.14). It was important to examine rates as well as total volume, since a single large rockfall 




Figure 3.14 Correlations calculated between the climate variables and rockfall rate.  
 
Comparing the results obtained when considering total rockfall volume and rockfall rate 
as the rockfall variable in the correlation analysis showed that while larger rockfalls were more 
common between December 2018 and May 2019, they did not appear to control the trends in the 
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observed correlation coefficients. To examine the relationships between rockfall rate and volume 
correlations in greater detail, an analysis was performed to consider how the observed 
correlations varied for rockfalls falling into different volume ranges. Specifically, the data were 
divided into three different bins based upon volume. The lower volume threshold was based 
upon the volume that corresponded to the average MCF cutoff point (0.002 m3). The upper 
threshold (0.1 m3) marked the point where the secondary rollover point was observed on the 
yearly MCF curves. Figure 3.15 shows the different correlations produced using a four-month 
window for these three sets of volume ranges. This confirmed that the trends observed in the 
correlation coefficients were largely controlled by the small and midrange volumes. The 
correlations between precipitation and volume and between freeze-thaw and the log of volume 
were notably reduced when only the largest volumes were considered.  
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Figure 3.15 Correlations between climate variables and rockfall volume calculated for the 
different volume ranges, using a four-month window. 
 
These thresholds were also assessed for correlations with rockfall rate (Figure 3.16). 
Overall, these correlation coefficients were not as large as those that considered rockfall volume. 
More significantly, the correlation coefficients for precipitation and the largest volumes were 
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significantly reduced, when compared to the correlation for rockfall volume. These correlations 
suggest that although precipitation did not necessarily lead to more large rockfall events, 
increased precipitation may have been a relatively good predictor for the volume of such large 
rockfall events when they did occur (in some cases).  
 
Figure 3.16 Correlations between climate variables and rockfall rate calculated for the different 
volume ranges, using a four-month window. 
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3.4.1 Analysis of Antecedent Climate Influence 
Past studies have noted the potential influence of antecedent precipitation and freeze-
thaw on rockfall and landslides (Canuti et al. 1985; Dai and Lee 2001; Macciotta et al. 2015; 
Chae et al. 2017). By performing correlations including antecedent periods, it was possible to 
examine whether correlations increased as the number of antecedent days included increased. 
Periods of antecedent climate data ranging from days or weeks (triggering) to months (short-term 
promoting) were included in correlation analyses in order to determine what time scales have the 
most influence on rockfall events. It is important to note that because the typical scanning 
resolution was two weeks, it was not possible to know the exact day and time of rockfall. As a 
result, when an antecedent period for a given rockfall metric was considered, the true antecedent 
period falls within a range of time with the minimum value being the pre-scan antecedent period 
and the maximum value being the length of the scanning period and the pre-scan antecedent 
period combined. 
Figure 3.17 shows the correlations between rockfall volume and precipitation, including 
periods of precipitation prior to the starts of the scanning periods. These data were calculated 
using four-month time windows. Between December 2018 and June 2019, the antecedent periods 
appeared to have a limited effect on the on the correlation coefficients. However, antecedent 
precipitation periods of one and fifteen days significantly increased the correlation coefficients 
between July and mid-August 2019. This is notable, since in the results without consideration of 
any antecedent precipitation, the summer months had lower correlation coefficients overall. 
Given these results, it appeared that rockfall in the winter depended greatly on the immediate 
effects of precipitation, while summer rockfalls were more influenced by the rainfall in the days 
or weeks leading up to the event.  
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Figure 3.17 Correlations between precipitation and rockfall volume with antecedent 
precipitation considered, for a four-month window. 
 
Analysis of antecedent freeze-thaw was also considered (Figure 3.18). Short periods of 
antecedent freeze-thaw (between 1 and 15 days) appeared to have little effect on the correlation 
coefficient. However, the addition of one to two months of antecedent freeze-thaw increased the 
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correlation coefficient between December 2019 and January 2019 and decreased the coefficients 
in April 2019.  
 
Figure 3.18 Correlations between freeze-thaw and the log of the rockfall volume with 
antecedent freeze-thaw considered, for a four-month window. 
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To more precisely evaluate the influence of antecedent period length on the resulting 
correlations, the median correlation coefficient magnitude was calculated for five key periods 
observed in the correlation analyses. It is important to note that though these periods were binned 
into a range of dates, using the four-month window means that in reality there is some overlap 
between these date ranges. This is consistent with the idea that changes in the triggering and 
promoting processes are continuous; it is expected that there are some transitional periods 
between these bins. 
1. December 1, 2018 to December 18, 2018: A period where the correlation 
coefficients for freeze-thaw were initially large and further increase as one to two 
months of antecedent freeze-thaw were included in the calculation. 
2. December 19, 2019 to March 12, 2019: A period where the initial correlation 
coefficients for precipitation without antecedent periods showed an increasing 
trend over time. 
3. March 13, 2019 to April 24, 2019: A period where adding a small number of 
antecedent days (1-10 days) increased the correlation coeffects for freeze-thaw in 
March, but adding a slightly larger number of antecedent days (greater than 15 
days) reduced the correlations in April. The addition of antecedent periods had a 
relatively small, negative effect on the correlation coefficients for precipitation. 
4. April 25, 2019 to July 23, 2019: A period where the correlation coefficients for 
both precipitation and freeze-thaw were low. 
5. July 24, 2019 to November 1, 2019: A period where the correlation coefficients 
for precipitation were large when antecedent periods of precipitation were 
considered. 
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In order to better assess what antecedent periods lead to the maximum correlations 
between rockfall volume and precipitation or freeze-thaw, the median absolute correlation 
coefficients within each of the date ranges listed above were evaluated using a variety of 
antecedent periods. The results of this analysis are shown in Figure 3.19. The antecedent periods 
corresponding to the maximum median correlation coefficients for each case are summarized in 
Table 3.2.  
In examining Table 3.2, it can be seen that there were some maximum correlation 
coeffects that correspond to very large antecedent periods. For example, between December 1, 
2018 and December 18, 2019, the maximum correlation coefficient between rockfall volume and 
precipitation corresponded to an antecedent period of 365 days. However, the correlation 
coefficients were relatively large between 60 and 540 days, and the differences between these 
values was small relative to the noise present in the results. Accordingly, when the antecedent 
period corresponding to the maximum correlation coefficient was very large, it was not 
interpreted with great precision; rather, such results were simply interpreted as implying that the 





Figure 3.19 Magnitude of the median correlation coefficients calculated for notable periods of 
time during the study. Though only correlations related to total volume are shown, this analysis 
was also performed for rockfall rate. The trends were consistent to those for total volume.  
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Table 3.2 Summary of antecedent period lengths (in days) that resulted in the largest median 
correlations. 










Precipitation 365 10 0 30 10 
Freeze-Thaw 60 60 10 548 730 
 
3.4.2 Collinearity and Multiple Regression Analysis 
With climate datasets of this type, the effects of each variable on rockfall may be difficult 
to differentiate from one another. This in turn can make it difficult to evaluate the independent 
effects of two variables on rockfall. For example, both precipitation and freeze-thaw were 
correlated with rockfall volume between December 2018 and May 2019; this made it difficult to 
determine which of these variables was the primary triggering factor.  
Climate variables examined for a common region are undoubtedly interrelated (D’amato 
et al. 2016). Were this an examination of many variables used to create a predictive model, an 
examination of collinearity would be used to remove those variables that are highly correlated 
with one another. However, in this case, where only two variables were considered, the analysis 
was used to determine how correlations between the two variables change over time. 
First, correlations between the two climate variables were calculated, again using 
Pearson’s correlation coefficient (Figure 3.20). The correlations were calculated using a four-
month rolling window per the previously presented analyses. Within each window, the Pearson’s 
correlation coefficient between precipitation and freeze-thaw was calculated. 
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Figure 3.20 Correlations between freeze-thaw and precipitation. “r” is the correlation 
coefficient, while “p” is the p-value associated with the correlation calculation. 
 
While the correlations can provide insight into the collinearity between the two variables, 
they do not give any information about which variable best predicts the dependent variable. For 
periods where the correlation between precipitation and freeze-thaw was large and when the 
correlations between rockfall and both precipitation and freeze-thaw were large (such as in early 
2019), the previous analyses did not provide any insight into whether one or both of these factors 
were rockfall triggers. 
To identify the independent influences of precipitation and freeze-thaw as triggers, 
multiple regression models were employed. When considering a linear multiple regression model 
with precipitation and freeze-thaw as independent variables, it is not possible to directly consider 
the precipitation-volume and freeze-thaw-log(volume) relationships as previously analyzed; 
instead, a single model can be developed considering either rockfall volume or the log of rockfall 
volume as the dependent. In this case, a linear multiple regression model was developed using 
rockfall volume as the dependent variable. Volume was used rather than the log of volume since 
changing from correlating freeze-thaw and the log of volume to correlating freeze-thaw and 
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volume tended to show a smaller reduction in the correlation coefficients than changing from 
correlating precipitation and volume to correlating precipitation and the log of volume. 
Additionally, this approach was most appropriate for some cases where the relationship between 
freeze-thaw and volume was actually linear, as previous noted for April 2019. 
In addition to the linear multiple regression analysis, a nonlinear regression analysis was 
conducted using an equation that incorporates the linear precipitation-volume relationship and 
the nonlinear freeze-thaw-volume relationship as used in the prior bivariate correlation analyses 
(Equation 3.4). 
𝑉 = 𝐶) + 𝐶$ ∗ (𝑝𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑖𝑜𝑛) + 𝐶* ∗ 𝑒L,∗(3%22?20'M!N)   (3.4) 
where 𝑉 is the total volume, 𝐶) is an intercept term and 𝐶$ is the slope coefficient for 
precipitation, and 𝐶* and 𝐶O are constants that describe the nonlinear relationship between 
freeze-thaw and volume. This non-linear regression model is expected to be more appropriate 
than the linear regression model for the majority of the time period considered. Note that both 
the linear and non-linear regression models were developed using four-month time windows. 
While the coefficient of determination (R2) can provide insight into the “goodness of fit” 
of a model, as more variables are added to the model, R2 increases due to the increased number 
of model degrees of freedom. An adjusted R2 (Equation 3.5) can be used to account for the 
number of variables, as it only increases if the addition of a new term improves the data-model 
fit more than would be expected to due to random chance. This means that if the addition of a 
variable adds limited predictive value relative to the increased model complexity, this will be 
reflected in the adjusted R2. Comparing the adjusted R2 obtained using bivariate and multiple 
regression models makes it possible to determine which independent variables have the greatest 
control over the dependent variable. 
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𝑅!"#$ = E)0P"F(50))50K0)      (3.5) 
where 𝑅!"#$  is the adjusted R2 value, 𝑁 is the number of data points, and 𝑘 is the number 
of independent variables. 
 The regression models that were developed did not consider antecedent periods, since 
the goal was to determine when/if a primary, immediate trigger is promoting rockfall throughout 
the year. Figure 3.21 showing the resulting R2 adjusted values corresponding to the models 
generated using bivariate and multiple regressions. When the adjusted R2 is greatest for a single 
variable model (e.g. a precipitation-based model) than for the model using both variables, then 
the addition of a secondary variable (e.g. freeze-thaw) is negatively impacting the model. It 
should be noted, however, that cases where the multiple regression model produces the greatest 
adjusted R2 do not necessarily correspond to situations where both precipitation and freeze-thaw 
are triggers; specifically, if the multiple regression returns one of the main coefficients (𝐶$ for 
precipitation or 𝐶* for freeze-thaw) as negative, this suggests that the corresponding variable is 
not a trigger, as there is no physical explanation for increased precipitation or freeze-thaw 
leading to decreased rockfall activity. 
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Figure 3.21 Results of bivariate and multiple linear regression models used to predict rockfall 
volume. The bivariate linear regression based on freeze-thaw as the predictor variable uses 
rockfall volume as the dependent variable. The bivariate nonlinear regression based on freeze-
thaw as the predictor variable uses the log of the rockfall volume as the dependent variable. In 
both cases, the bivariate case based on precipitation as a predictor variable uses rockfall volume 
as the dependent variable. 
 
An analysis of the results of the regression analysis revealed the following: 
1. December 1, 2018 to December 18, 2018: The adjusted R2 values for the 
nonlinear regression show that the bivariate freeze-thaw model was best. As a 
result, freeze-thaw was considered the primary trigger. 
2. December 19, 2019 to March 12, 2019: The adjusted R2 values were largest for 
the combined model; however, the freeze-thaw coefficient (𝐶*) was negative 
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during this time. Even though the multiple regression model’s adjusted R2 values 
were greater than those for the bivariate models, precipitation was the primary 
trigger. 
3. March 13, 2019 to April 24, 2019: This period of time corresponds to the points 
that showed a relatively strong linear relationship between freeze-thaw and 
rockfall volume. As a result, the linear model was considered in this case. The 
adjusted R2 values for the bivariate freeze-thaw model were greater than those for 
the multiple linear regression. As a result, freeze-thaw was considered the primary 
trigger. 
4. April 25, 2019 to July 23, 2019: The frequency of freeze-thaw cycles decreased to 
zero during this period. The adjusted R2 values were close to or below zero during 
this period, indicating that no immediate trigger could be identified by the 
regression analysis. 
5. July 24, 2019 to November 1, 2019: The adjusted R2 values of the nonlinear 
model improved when both variables were included. However, when the model 
coefficients were examined, there was a period where both coefficients were 
negative in August. After the second week of August, the precipitation coefficient 
was positive, and the freeze-thaw coefficient remained negative. This indicates 
that precipitation was the primary trigger during this period. 
 
3.5 Discussion 
The goal of this study was to investigate how climate factors (precipitation and 
temperature in the form of freeze-thaw) influence the frequency and volume of rockfall at a slope 
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near Glenwood Springs, Colorado. The investigation of this slope was part of a multi-year 
monitoring program between 2016 and 2020. Between October 2018 and November 2019, the 
scanning frequency was increased to a degree that has not typically been accomplished in studies 
using manually acquired lidar data or using traditional visual or photo-comparison methods. This 
high scanning frequency made it possible to identify smaller rockfall events and analyze many 
different time scales when examining trends.  
 Generating MCF curves for many different time windows identified a trend showing that 
between October 2018 and December 2018 the power-law constant a increased while the 
constant b decreased; following December 2018, a decreased while b increased. The increase in 
the a values corresponds to an upward shift of the MCF curve, while the lowered b values 
corresponds to a decrease in the slope of the curve. The upward shift of the MCF curve was 
related to the larger number of rockfalls between December 2018 and May 2019 resulting in a 
larger total cumulative rockfall frequency. The decrease in slope corresponds to the 
disproportionately increased occurrence of relatively larger rockfalls (0.1 m3) during this same 
period. This period was also the period of peak precipitation and freeze-thaw for the year, 
indicating correlations broadly exist between rockfall patterns and climate variables at the study 
site. 
The results of the analyses correlating precipitation and freeze-thaw to rockfall, combined 
with the collinearity analysis and the regression analysis, were used to construct a narrative of 
climate influence over the year:  
• December 1, 2018 to December 18, 2018: The combination of the initial 
correlation analysis and the regression analysis showed that freeze-thaw was the 
primary immediate trigger. The antecedent analysis showed that consideration of 
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relatively short-term antecedent periods (between 1 and 60 days) increased the 
correlations for freeze-thaw, indicating that freeze-thaw was both a trigger and a 
short-term promoting factor in this case. Large antecedent periods (between 60 
and 365 days) increased the correlation coefficient for precipitation. This 
indicated that prior precipitation was a promoting factor for rockfalls that 
occurred during this time. 
• December 19, 2018 to March 12, 2019: The initial correlation analysis and the 
regression analysis revealed that precipitation was the primary trigger. The 
antecedent analysis showed that including antecedent periods increased the 
correlation coefficient for freeze-thaw. Freeze-thaw was the promoting factor for 
rockfalls that occurred during this period. 
• March 13, 2019 to April 24, 2019: Both the correlation coefficients for 
precipitation and freeze-thaw were relatively large during this period; however, 
the regression analysis showed that freeze-thaw was the primary immediate 
trigger. As antecedent periods were included in the correlation calculation, the 
correlation coefficients decreased. This suggested that there were likely no 
significant promoting factors for rockfalls that occurred during this time. 
• April 25, 2019 to July 23, 2019: No primary immediate trigger was identified 
from the initial correlation analysis or the regression analysis. However, the 
antecedent analysis showed that once short periods of antecedent precipitation 
were included in the correlation calculation, the correlations increased 
substantially, with the greatest increase occurring toward the end of the period 
(late-June to late-July). This indicated that precipitation was a trigger during this 
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period. Although the correlation coefficients for freeze-thaw were found to 
increase when large antecedent periods were considered, the maximum 
correlation coefficients were still low enough that no clear promoting factor was 
identified. 
• July 24, 2019 to November 1, 2019: The initial correlation analysis and the 
regression analysis identified precipitation as the primary trigger during this 
period. The antecedent analysis showed that including relative short antecedent 
periods (10 days) significantly increased the correlation coefficients. The 
antecedent analysis showed no influential promoting factor.  
The findings as described above are summarized with quantitative correlation and 
antecedent period metrics in Table 3.3. 
 
Table 3.3 Summary of the triggering and promoting factors and their relevant antecedent 
periods and correlation coefficients.  
 






















Precipitation 365 0.91 
Freeze-Thaw 60 0.96 
12/19/18 
– 3/12/19 





10 0.75 N/A N/A N/A 
4/25/19 – 
7/23/19 
Precipitation 30 0.53 N/A N/A N/A 
7/24/19 – 
11/1/19 
Precipitation 10 0.77 N/A N/A N/A 
 
While Table 3.3 outlines seasonal influences of climate on rockfall, future studies could 
expand upon this work by increasing the length the study and increasing the scanning frequency. 
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Since only approximately one year of high temporal resolution data was observed, it is not 
possible to determine if the cycle outlined above is repeated yearly or a unique outcome for the 
particular year considered, which was influenced by large amounts of precipitation and freeze-
thaw when compared to previous years. 
There are some limitations of this study that should be acknowledged. First, there was 
some variability in the scanning frequency, but this was addressed by examining different time 
scales. Second, since the data acquired were on the scale of weeks or months, it was not possible 
to determine whether rockfall occurred at a specific time of day and whether that can be 
correlated to the time of day when freeze-thaw cycles are most common. Third, since each scan 
period was reduced to a single data point, the number of samples used for the correlation analysis 
was limited. The limited number of datapoints and the variability in the time between scans 
could be solved with a permanent setup that collects data daily (or even more frequently) (e.g. 
Kromer et al. 2019).  
 
3.6 Conclusions 
The results of this study give greater insight into the correlations between climate factors 
and rockfall and provides the following conclusions: 
1. Analyzing multiple time scales revealed that important seasonal trends can be 
captured by using three to five month time windows given the temporal resolution 
of the data considered.  
2. Constants for the MCF curves generated over the course of the study showed that 
the peak a constant (intercept) and minimum b constant (slope) were centered 
around the peak precipitation and slightly offset from the peak period of freeze-
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thaw. These means that periods of increased rockfall frequency and volume are 
correlated to periods of increased precipitation and freeze-thaw. 
3. The results analysis correlating precipitation and freeze-thaw, and the regression 
analysis show that while freeze-thaw and precipitation were interrelated, typically 
only one of them was a primary rockfall trigger at any given point during the year. 
This along with the analyses of correlations between freeze-thaw, precipitation, 
and rockfall metrics showed how freeze-thaw and precipitation were triggers and 
promoting factors for rockfall over the course of the study period: 
a. December 1, 2018 to December 18, 2018: Freeze-thaw was both a trigger 
and a short-term promoting factor. Precipitation was the primary long-
term promoting factor. 
b. December 19, 2019 to March 12, 2019: Precipitation was the primary 
trigger. Freeze-thaw was a promoting factor. 
c. March 13, 2019 to April 24, 2019: Freeze-thaw was the primary trigger. 
No promoting factor was identified. 
d. April 25, 2019 to July 23, 2019: Precipitation was the primary trigger. No 
promoting factor was identified. 
e. July 24, 2019 to November 1, 2019: Precipitation was the primary trigger. 




SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
4.1  Research Summary 
This study was designed to contribute to a program monitoring a slope near Glenwood 
Springs, Colorado and to evaluate how climate variables influence rockfall patterns in 
mountainous terrain. The goals of this research were two-fold: 
1. To develop an effective point cloud processing workflow that could aid in 
processing the large amount of data acquired for the site in a semi-automated 
manner.  
2. To analyze how precipitation and temperature can influence the volume and 
frequency of rockfall at the study site.  
Lidar scans were collected as part of a previous monitoring effort beginning in 2016, in 
an attempt to monitor the slope and identify potentially unstable blocks (see Appendix C for an 
example of moving block identification). For this study, the scanning frequency was increased to 
a biweekly rate in order to create a high temporal resolution database that could be used to 
analyze how climate effects rockfall patterns. Because of this relative abundance of data, 
automated processing algorithms were required in order to process the data in a timely manner. 
The method developed for processing the lidar data demonstrates that handling large quantities 
of data is possible if automated algorithms are implemented. The processed lidar data made it 
possible to perform a statistical correlation analysis, correlating precipitation and temperature (in 
the form of freeze-thaw days) with rockfall. Correlation analyses were performed for different 
sizes of time windows so that seasonal (three to five month) trends could be identified. Using 
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this method made it possible to observe periods where precipitation and/or freeze-thaw had 
strong correlation with rockfall volumes and rates. The correlations were also calculated using 
antecedent periods, which revealed how triggering and promoting factors effect rockfall over 
varying periods of time. Since these two variables are interrelated, collinearity and linear 
regression analyses were performed in order to understand how the two variables are related to 
each other and to rockfall throughout the year. This revealed that there are specific times of year 
when each variable had more influence as a rockfall trigger and/or promoter. 
 
4.2  Conclusions 
The conclusions derived from the previous two chapters are as follows: 
1. The Multiscale Model-to-Model Cloud Comparison (M3C2) calculation can be 
improved by limiting the cylinder projection. This reduces the probability of 
intersection with multiple surfaces.  
2. By examining the ranges of rockfall volumes occurring at a given site, 
generalized choices of alpha radius can be used for shape reconstruction.  
3. Machine learning can be used to automate the classification of volumes as either 
rockfalls or “clutter”. While it is limited by the training samples provided, it can 
substantially reduce error (in the form of false positive rockfall volumes) when 
compared to a rockfall database where no clutter filtering is performed (by 40% in 
the study shown in Appendix A).  
4. Analyzing varying sizes of time windows showed that while yearly magnitude 
cumulative-frequency (MCF) curves do not vary significantly, smaller time 
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windows (3 to 5 months) display changes in the power-law constants that are 
related to peak periods of precipitation and freeze-thaw. 
5. The constants for the MCF power law fit showed that the constant b (slope) 
decreases and the constant a (intercept) increases during periods when 
precipitation and freeze-thaw increase. 
6. A linear regression analysis was revealed that precipitation and freeze-thaw have 
varying amounts of influence as rockfall triggers throughout the year: 
a. December 1, 2018 to December 18, 2018: Freeze-thaw was both a trigger 
and a short-term promoting factor. Precipitation was the primary long-
term promoting factor. 
b. December 19, 2019 to March 12, 2019: Precipitation was the primary 
trigger. Freeze-thaw was a promoting factor. 
c. March 13, 2019 to April 24, 2019: Freeze-thaw was the primary trigger. 
No promoting factor was identified. 
d. April 25, 2019 to July 23, 2019: Precipitation was the primary trigger. No 
promoting factor was identified. 
e. July 24, 2019 to November 1, 2019: Precipitation was the primary trigger. 
No promoting factor was identified. 
 
4.3  Recommendations for Future Research 
Lidar is a valuable method for monitoring slope degradation, as demonstrated by this 
research. However, there are ways that similar studies could be improved in the future. 
Logistically, this data was acquired using a manual acquisition process, which required an 
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individual to drive to the site and take each scan. This limited the frequency of scanning and 
resulted in small gaps in data when access to the site was restricted. While a stationary, 
automated monitoring site would rectify this problem, lidar equipment is expensive (upwards of 
50,000 USD per scanner) and a slope similar to the one examined in this study would require 
three stations/scanners and any networking equipment required to send data back to an accessible 
network. The low-cost alternative to this would be photogrammetry. Photogrammetry could be 
used to further increase scanning frequency and reduce data gaps caused by site accessibility as 
shown by Kromer et al. (2019). 
Another important limitation of this study was the lack of supporting data, as there was 
no secondary method used other than some visual analysis of photos. Use of multiple methods 
could help confirm rockfall and give more information about circumstances leading to rockfall. 
The installation of additional systems could strengthen future studies. For example, secondary 
systems could include: 
1. Microseismic sensors (e.g. 15 Hz geophones) could be installed to monitor precursor 
crack initiation and record the response of rockfall impact. This would be beneficial 
as the day and time of large rockfalls could be recorded and considered in any 
subsequent analyses. There are limitations to this method. First, the geophone must be 
sensitive enough to be able to detect rockfall. Second, if this system is setup on a 
slope similar to the one in this study, there is the chance that noise pollution from 
highway traffic could overpower the signal of a rockfall. 
2. Temperature sensors could be installed directly into the rock. Needle temperature 
sensors record the temperature a set distance into the rock (according to the length of 
the sensor). As this study only used air temperature as a proxy for the slope’s surface 
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temperature, it is limited by the assumption that the rock heats and cools in the same 
manner as the air. In reality, the rock resists the temperature fluctuations around it, 
resulting in a lag between change in air temperature and change in surface 
temperature. Futures studies attempting to correlate temperature to rockfall would 
benefit from temperature information recorded directly on the slope. 
Automation of point cloud processing can be further improved and expounded upon to 
provide value-added for rockfall hazard analysis: 
• Improvement of the automated cluster labelling system proposed in this study could 
be used to implement a near-real time alert system. For example, in the context of a 
continuous monitoring system, if a rockfall above a given size is detected, 
transportation departments could be alerted that they will likely need to clear debris 
from the side of the road.  
• Single point tracking could be used to monitor potentially unstable blocks and predict 
rockfall. For example, the data from Glenwood Springs, Colorado were used to track 
a potentially unstable block over time in order to make decisions about further 
instrumentation (Appendix C). A real-time system that focuses on point tracking 
could be used to alert the relevant authorities when increased rates of deformation are 
observed. 
In order to build upon the analysis correlating climate to rockfall presented in this study, 
there are a number of recommendations that can be made for future studies: 
• Since this research only examined one year of high frequency data, a future study 
could include a repeated yearly study at this same slope to understand if the trends 
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observed are part of a repetitive yearly cycle or due to the unique precipitation 
and freeze-thaw conditions in 2018-2019. 
• Another study could perform a similar analysis on another slope in Colorado, in 
order to understand if these trends are observable across different slopes in an 
area with similar climate patterns. 
• This correlation analysis could be expanded upon by examining other climate 
variables, including soil temperatures, wind, vapor pressor, solar radiation, etc. 
• Use of a higher temporal resolution database would allow for another study to 
determine the time of day when rockfall occurs. Furthermore, this could allow for 
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VOLUME FILTERING AND ITS IMPLICATIONS FOR ANALYZING ROCKFALL 
Published in the 54th US Rock Mechanics/Geomechanics Symposium Proceedings and 
reproduced with permission from the American Rock Mechanics Association.  
A.1 Abstract 
Rockfall databases developed using terrestrial laser scanning and other remote sensing methods 
can be used to understand the history of a slope’s deformation over time. A historic rockfall 
database can also be used to assess the probability of failure on the slope. Magnitude-cumulative 
frequency (MCF) relationships have commonly been used to organize information about the 
volume of rockfalls and the frequency with which they fall. Though work has been done to 
analyze how the temporal resolution of data acquisition changes the shape of magnitude-
frequency curves, there is a significant gap in the literature when it comes to the effects of 
filtering, screening, and validating rockfall databases. In any semi-automated or fully automated 
data analysis system, identification of individual rockfalls with the use of a clustering algorithm 
will result in the erroneous inclusion of “clutter” within the database. The clustering algorithm 
and parameters used will determine the amount of clutter included in the database, and this will 
affect the shape of the magnitude-frequency curves generated from the database. As a result, 
filtering should be performed in either a manual or automated manner to reduce the influence of 
these volumes. This study attempts to fill the aforementioned gaps in the literature and compare 
different automated filtering techniques and manual validation of rock falls. Automated filtering 
techniques were applied to a rockfall database and were able to reduce the error, as a percentage 
of clutter in the database, by 40%. 
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A.2 Introduction 
Slope stability analysis and rockfall modelling have been aided by increased use of 
terrestrial laser scanning (TLS) in the last twenty years (Jaboyedoff et al. 2012; Abellán et al. 
2014; Telling et al. 2017). Furthermore, the cost of these systems has greatly decreased and 
relevant research into their applications have increased exponentially in the last ten years. As a 
result, these systems are being used more often to analyze the stability of rock slopes. One 
application includes laser scanning for the development of rockfall databases. Kromer et al. 
(2017) showed that near real-time TLS acquisition is possible, and similar studies have 
documented how TLS can be used to generate large rockfall databases (Girardeau-Montaut and 
Marc, 2005; Rosser et al. 2007; Abellán et al. 2010; de Vilder et al. 2017; van Veen et al. 2017; 
Kromer et al. 2018). These can be used for subsequent analyses including, but not limited to, 
hazard and risk assessment (Lan et al. 2010; Jaboyedoff et al. 2012; Lato et al. 2012; Kromer et 
al. 2017), interpretation of magnitude-frequency relationships (Santana et al. 2012; Carrea et al. 
2015; Telling et al. 2017; van Veen et al. 2017), and slope monitoring for hazard alerts.  
TLS produces large quantities of data. Because of this, automated processing methods 
were developed to reduce the amount of manual processing (van Veen et al. 2017; Bonneau et al. 
2019). The TLS processing workflow for generating a rockfall database follows a standard set of 
steps (Kromer et al. 2017; Telling et al. 2017; Williams et al. 2018; Bonneau et al. 2019): 
1. Alignment 
2. Classification 
3. Change calculation 
4. Clustering 
131 
Alignment denotes the process of translating multiple point clouds from multiple scan 
positions (or from scans taken at multiple points in time) to the same coordinate system (Xie et 
al. 2010; Santana et al. 2012; Holz et al. 2015; Kromer et al. 2015). Classification involves 
labelling points within the point cloud based upon a set of criteria (Brodu and Lague 2012; 
Weidner et al. 2019). These labels may be as simple as classifying points as rock or “other” and 
as complex as labelling different rock units. Change calculation involves comparing two sets of 
scans and determining how points have changed between them (Lague et al. 2013; Kromer et al. 
2015; Williams et al. 2018). Clustering is the process of grouping points based upon a label 
(Ester et al. 1996; Tonini and Abellán, 2014), such as grouping by classification or calculated 
change. In general, automated processes end at the clustering step. After classification, the 
clustered points, in the case of a rockfall database “clustered volumes”, are either all accepted 
into the database or manually classified to determine any erroneously clustered volumes. These 
two options pose their own sets of difficulties. For large slopes, the number of clustered volumes 
may be on the order of hundreds or thousands, depending on the range of volumes the study is 
attempting to capture. Manually validating these volumes is incredibly time intensive but failing 
to validate any volumes can introduce a large amount of error into any subsequent analyses.  
This study demonstrates the importance of this problem and will show how introducing 
erroneous volumes into a database can affect subsequent analysis, specifically the generation of 
frequency magnitude curves. Also, this study proposes a classifier in order to reduce the amount 
of manual validation required. Overall, the results of this study demonstrate that automation of 




A.3 Study Site used for Testing 
The site selected for testing is located at mile marker 117 along interstate-70 (I70), 
approximately one mile east of Glenwood Springs, Colorado. This stretch of highway through 
Glenwood Canyon is known for experiencing large, destructive rockfalls. The scanned slope is 
located adjacent to the highway, and a walking path that is highly trafficked, as it gives access to 
a number of hiking trails in the area. The study site examined is generally less active than some 
other sections of the Canyon, but the location and hazard that it poses to travelers make it a 
critical slope for monitoring. 
  
Figure A.1 Location of the study site within Colorado, United States. 
 
The slope studied is a metacystic granite with bimodal grain size and matrix composed of 
quartz, plagioclase, biotite, and orthoclase phenocrysts (Kirkham et al. 1995). The slope strikes 
toward the north-east and dips toward the southeast. The slope is dominated by sub-vertical 
joints with variable spacing and sub-horizontal joints that have created benches in the slope 
(Figure A.2). The combination of the slope orientation and jointing produces a wide range of 
rockfall sizes. Very small rockfalls (on the order of 1e-05 m3) have been observed to increase in 
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the spring when freeze-thaw cycles occur more often. We wanted to include these small rockfall 
volumes in the database for future studies that will use them to understand slope degradation 
over time and the influence of diurnal changes on the frequency of small rockfalls. 
 
Figure A.2 Point cloud representation of the slope studied. 
 
A Faro 3D X330 was used for scanning. Three scan positions were collected for each 
acquisition date, which were merged and subsampled to produce a subsampled cloud with a 
point spacing of 0.02 m. The cloud was subsequently processed to produce clusters of points that 
represent rockfall.  
 
A.4 Magnitude-Frequency Analysis 
In order to examine how non-rockfall clusters introduce error into analysis of a rockfall 
database, it is important to highlight the relevant analysis commonly performed on this type of 
data: the determination of magnitude-frequency relationships. Hungr et al. (2008) proposed a 
method for relating rockfall volume (magnitude) to the cumulative rockfall frequency. As with 
other magnitude cumulative frequency (MCF) analyses, portions of this relationship can be 
defined by a power law fit (Equation A.1).  
 𝑓(𝑉) = 𝑎𝑉01 (A.1) 
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The power law fit (𝑓(𝑉)) is determined for the linear portion of the MCF curve. The fit is 
defined by a set of constants (𝑎 and	𝑏) for a range of volumes (𝑉). The constants are influenced 
by a number of external factors, including the following (Guzzetti et al. 2002; Hungr et al. 2008; 
van Veen et al. 2017): 
1. Length of the time interval between collected scans 
2. Length of the scanned corridor 
3. Area of the scanned slope 
4. Rockfall triggering conditions (e.g. freeze-thaw cycles, increased precipitation, 
tectonic activity) 
The shape of the MCF curve is entirely dependent upon the input volumes. As a result, 
the introduction of erroneous volumes into an MCF curve will change the shape of the resultant 
power law fit. 
 
A.5 Sensitivity of MCF to Erroneous Volumes 
In order to extract the points corresponding to rockfall from the other points in the cloud, 
a clustering algorithm was used. First points below the limit of detection (twice the standard 
deviation of the change) were removed, then the remaining points were processed with a density-
based clustering algorithm. The parameters used to cluster the points determined which ranges of 
volume are more prevalent in the results. For example, strict DBSCAN (a commonly used 
clustering algorithm) parameters (Ester et al. 1996), which require a large number of points 
within a given area to form a cluster, will result in spatially large clusters of points. Conversely, 
if the parameters are looser (i.e. smaller number of required points) in order to capture smaller 
volumes, there will be a large number of small clusters. By allowing small clusters, there is a 
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greater chance of clustering points that do not correspond to rockfalls. In this study, these 
erroneous clusters are called “clutter”. An example of this is shown in Figure A.3. 
 
Figure A.3  Demonstration of point clustering and remaining clutter. a) A change map with red 
and orange points corresponding to negative change and blue and green points corresponding to 
positive change. Grey points are below the limit of detection; b) Points below the limit of 
detection were removed then the remaining points are clustered. Each color corresponds to a 
different cluster. Points that do not correspond to a cluster (noise) are removed; c) The remaining 
clusters include clusters that correspond to rockfall and clusters that do not (clutter); d) The 
desired final product without any clutter. 
 
The DBSCAN parameters used to generate the clusters in Figure A.4 were made 
relatively “loose” so that small rockfalls would not be overlooked. The smallest rockfall volume 
captured was 5e-05 m3. Because of this, erroneous volumes are more prevalent in the range of 
136 
smaller volumes (<0.005 m3). By introducing the clutter from this clustering, the smaller 
volumes are more heavily weighted. This results in a shorter linear section of the MCF curve. 
Clutter in a rockfall database has a significant influence on magnitude frequency curves. 
When the extent of the scanned area is very large, the time between scan dates is very short (on 
the order of months or less), the activity of rockfall between the scan dates is low, and loose 
DBSCAN parameters are used, then the number of erroneous volumes created by alignment 
error, vegetation, etc. may be equal to or greater than the number of true rockfall volumes. 
Including this clutter changes the shape of the MCF curve and the resultant power law fit. Figure 
A.4 displays the influence of erroneous volumes on a magnitude frequency curve, given 
percentages of erroneous rockfall volumes. This data was produced by a comparison of scans at 
two dates (October 13, 2018 and February 18, 2019). The clusters generated from processing 
these dates were manually labelled as rockfall and clutter. The error percentage, in Figure A.4, 
indicates what percentage of volumes in the MCF curve are clutter. This clutter is not synthetic, 
it was taken from the clusters generated from the comparison of the two dates. The percentages 





Figure A.4 Comparison of MCF curves and power law fits for differing percentages of 
erroneous volume. Error implies that a percentage (e.g. 25% and 50%) of the samples used to 
create the MCF curve are erroneous volumes. 
 
The linear section for the MCF curve without any clutter occurs for volumes greater than 
0.003 m3. When clutter was introduced, the linear section was present for volumes greater than 
0.005 m3. The parameters for the power law fit changed as well. This indicates that studies where 
the power law fit constants are used for analysis or rockfall triggers may be negatively impacted 
(Table A.1). By using a set of samples with 50% clutter, there is a 33.1% difference in a value 
and a 26.4% difference in the b value. 
 
Table A.1 Influence of clutter on power law constants and the quality of the linear 
regression. The % error refers to the number of clutter clusters as a percentage of the rockfall 
database. 
% Error a b R2 
0 0.3016 -0.7878 0. 9912 
25 0.1531 -0.9956 0. 9915 
50 0.2159 -1.0271 0. 9912 
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A.5 Initial Development of the Proposed Filtering System 
In order to dynamically determine which volumes are true rockfalls and which are 
“clutter”, a filtering system was developed. The method implements a modelling system to 
classify volumes based upon a set of geometric properties. While color and scanner intensity 
could be used for this method, it was determined that all properties used for classification should 
be readily available for any method of generating point clouds. For example, Light Detection and 
Ranging (LIDAR) systems produce high quality intensity measurements that record the power 
from the scanner that returns after back scattering occurs from the scanned surface. This 
measurement can be used to determine types of surfaces and differentiate rock and snow. 
However, this measurement cannot be reported by a simple photogrammetric system. While 
color is a product of both LIDAR systems and the cameras used for photogrammetry, the quality 
of the color reported makes this a poor property for use as an input to a generalized classification 
method.  
Several geometric properties were tested to determine which had the most influence on a 
classification. These properties included the calculated volume, number of points, a ratio of 
number of points and volume, the principal axes lengths of the cluster, and change statistics 
(minimum, maximum, average, and standard deviation). A stepwise linear regression model was 
then used to pick the most influential parameters. The results of this process indicated that the 
critical parameters were the volume, number of points, the ratio of number of points and volume, 
the average change, and the standard deviation of the change within the point cloud cluster. 
These important parameters were used for the later analyses. 
In order to select a method for automatically classifying point cloud clusters, two 
modelling methods were tested: a generalized linear regression model and a bootstrapped 
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decision tree algorithm. These two modelling methods are available in MATLAB and are called 
fitglm and TreeBagger, respectively. The generalized linear regression model was used to 
perform a logistic regression (The Mathworks Inc., 2020a). The TreeBagger MATLAB 
algorithm uses a bootstrap-aggregated set of decision trees (commonly referred to as a “random 
forest”) in order to reduce the possibility of overfitting (The MathWorks Inc., 2020b). 
 
A.5.1 Analyzing Classifier Quality 
Both methods output the classification as a score between zero and one, which denotes 
the probability of a positive classification (rockfall) as a percentage. In order to convert these 
probabilities into binary classifications, a probability threshold must be chosen. This specifies a 
value for which all scores above the threshold are a positive (rockfall) classification and all 
values below the threshold are a negative (clutter) classification. In order to determine the quality 
of the classifier at different thresholds, the false negative rate (FNR) and false positive rate (FPR) 
were used as metrics (Equation A.2; Equation A.3).  
 𝐹𝑁𝑅 = A58BCA5 (A.2) 
 𝐹𝑃𝑅 = AB85CAB (A.3) 
The FNR is determined through a ratio of the false negative classifications (𝐹𝑁) and the 
sum of the true positive (𝑇𝑃) and false negative classifications. The FPR is determined through a 
ratio of the false negative classifications (𝐹𝑃) and the sum of the true positive (𝑇𝑁) and false 
negative classifications. The goal was to reduce both the FNR and FPR. By plotting these values 
for a range of probability threshold, it was observed that the FNR and FPR have opposite slopes. 
The location with the lowest FNR and FPR occurs at a place where these two rates intersect.  
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The FNR and FPR were used to determine the quality of the classifier. But there are other 
metrics that can be used to analyze the classifier. The area under the curve (AUC) calculated for 
the Receiver Operating Characteristics (ROC) curve was another metric used to determine how 
well the classifier performed. This curve relates the FPR and the true positive rate (TPR) to 
analyze the quality of model (Figure A.5). The TPR is synonymous with recall and sensitivity 
(Equation A.4). The TNR is synonymous with specificity. As a result, the FPR is equal to one 
minus the specificity. 
 𝑇𝑃𝑅 = 8B8BCA5 (A.4) 
The area under the curve describes the classifier’s ability to distinguish between a set of 
classes (Bradley 1997). In the worst case, the AUC is 0.5. This means that the classifier has no 
ability to distinguish between a positive and negative classification. In the best-case scenario, the 
AUC is 1. This indicates that the classifier can completely distinguish the difference between the 
classifications.  
 
Figure A.5 Representation of a ROC curve. In the case where the AUC is 0.5, the ROC curve is 
linear (grey).  
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A.5.1 Probability Thresholding 
A model was created using a compared set of scans for the two dates represented in 
Figure A.4. All the available clusters were used to generate the first model. The training data was 
tested using holdout cross-validation. The data was partitioned randomly into 30% testing data 
and 70% training data. The model was created using the training data, and then it was applied to 
the testing data. From this the FNR and FPR was calculated for a range of probability thresholds.  
The random partition was repeated 200 times. This limited the effect of the partition on 
the model. Figure A.6 demonstrates the results of this testing.  
 
Figure A.6  FNR and FPR rates for a range of probability thresholds, each tested 200 times. a-b) 
FNR and FPR for the GLM classifier; c-d) FNR and FPR for the random forest classifier. 
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The results of this testing revealed interesting trends and model characteristics: 
1. The GLM model produced a larger FPR for all probability thresholds. 
2. Computational time required to create and test the GLM model was greater than 
that required for the random forest model. 
3. Variability of the FNR and FPR produced by the GLM model was greater than 
that produced by the random forest model.  
For these reasons the random forest method was used for further testing. 
 
A.6 Filter System Sensitivity 
While the initial model was tested with all of the available volumes, it was also important 
to determine the sensitivity of the model to different distributions of training data. To illustrate 
the sensitivity of the model to different types of training data, the model was tested for several 
training set distributions. These classifiers were subsequently tested on an independent data set. 
 
A.6.1 Data Distribution 
In this study, we wanted to examine how volume distributions effect the resultant 
classifier. In general, the clustering algorithm returns a large number of very small clusters and a 
small number of large clusters (>0.01 m3). Figure A.7 demonstrates the distribution of volumes 
for the scan between October 2018 and February 2019. The volumes are split between true 
positive and false positive volume clusters. These were determined by manually classifying each 
cluster. This also shows one limitation of the training data. There are no false positive samples 
with a volume greater than 0.5 m3. As a result, there are less training samples for large volumes. 
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Furthermore, there are few volumes greater than 0.01 m3. This means that the larger volumes, 
which are of greater importance for hazard monitoring, have fewer training samples. 
 
Figure A.7  Comparison of false positive and “true” positive volumes form the initial training 
data. The class of the testing data was determined through manual classification. 
 
Even from the histogram, it is apparent that this data is not normally or uniformly 
distributed. In an attempt to determine the distribution of the data, a “fat pencil test” was used 
(Figure A.8). This test is a visual assessment of data on a distribution probability plot 
(Montgomery and Runger 2003). In this case if the data falls within the distribution fit in the 
plot, then the data has a higher probability of being lognormally or loglogistically distributed. 
The results of the fat pencil test (Table A.2), indicate that the distribution of the samples 
cannot be definitively determined. However, the samples have distributions closer to lognormal 
and loglogistic than other types of distributions (e.g. normal, uniform, gamma). This is due to the 





Table A.2 Results of the fat pencil test. “Location” indicates the size of the data values and 
“Scale” indicates how spread out the values are. “AD” is the Anderson-Darling goodness of fit 
parameter. “P” is the p-value. “P” is the p-value. In this case, it indicates that these samples do 
not exactly fit in one distribution. 
Type Location Scale AD P 
Lognormal -6.067 1.518 1.420 <0.005 
Loglogistic -6.113 0.8590 1.501 <0.005 
 
 
Figure A.8  Distribution of cluster samples from a set of scan dates. 
 
A.6.2 Testing Training Data Distributions 
Given that the clustered data is similar to a lognormal or loglogistic distribution, we 
wanted to test how different distributions of the training data would affect the resultant 
classifications. To do this, different training data distributions were tested: 
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1. Unsorted: This uses all available clusters and volumes. 
2. Equal false-positive and true-positive: This randomly chooses false-positive 
clusters, so that their number is equal to that of the false true-positive clusters. 
3. Random: This randomly choses K false-positive and K true positive samples. 
4. Uniform: K false-positive and K true positive samples were chosen to 
approximate a uniform distribution of volumes. 
5. Lognormal: K false-positive and K true positive samples were chosen to 
approximate a lognormal distribution of volumes. 
6. Loglogistic: K false-positive and K true positive samples were chosen to 
approximate a loglogistic distribution of volumes. 
In the original data set, the smallest volume sample available is 5e-05 m3 and the largest 
volume is 0.81 m3. However, there are only 157 samples with a volume greater than 0.01 m3. 
Because of this, it would not be possible to change the distributions of the sample data while 
using all of the available points. This motivated the reduction in samples from 957 to a 
subsampled number of clusters. To compare the changed distributions with the original 
distribution, two tests were performed with randomly subsampled data (Rand100 and Rand200). 
The value in the label denotes the number of each sample type chosen.  
 
A.6.3 Results 
As with the original data set, the new distributions were tested with 200 random 
partitions. Then the AUC of each classifier was calculated to give a metric describing the ability 
of the classifier to distinguish between the positive (rockfall) and negative (clutter) classification. 




Figure A.9  AUC values calculated for each distribution and 200 tests of that distribution. 
 
The numerical label attached to the distributions indicates the K number of each class 
selected. For example, “Rand100” indicates that 100 true-positive and 100 false-positive samples 
were randomly chosen to create a 200-sample training set. “Original” indicates that all of the 
available samples were used as training data. “Equal” indicates that false-positive samples that 
were randomly selected so that their number is equal to that of the true-positive samples. “All 
Clusters” is an MCF curve generated without any attempt to remove clutter. 
The data was then tested using an independent dataset. A first set of scans was used for 
training (comparing between October 2018 and February 2019), and a second set of scans 
(comparing between October 2017 and August 2019) were used for the independent validation. 
This means that the classifier was created based upon the clusters from the first set of scans, then 
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the clusters from the second set of scans were classified. Since the classifier was being applied to 
an independent data set, all of the training data could be used, and the 30% random partition was 
not necessary. The results of the classifier applied to the second set of data shows how the 
internal validation may not accurately describe how the classifier will act on independent data 
(Table A.3). While the AUC described the uniform distribution as the classifier that was best 
able to differentiate the two classifiers, it resulted in the poorest classification of the independent 
data. Figure A.10 visualizes how the different classifiers effect the shape of the MCF curve. 
 
Figure A.10  Different MCF curves resulting from the initial set of testing data. a) MCF curves 
for samples without a specified distribution; b) MCF curves for samples with altered 
distributions. 
 
Because the quality of the classifier appears to be highly dependent on the number of 
samples used, an additional 100 true-positive samples were added to the training data, then all 
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the tests on the independent validation set were repeated. Figure A.11 shows the results of the 
new tests. In contrast to the curves in Figure A.10, the slopes of the curves are all closer to the 
manually classified dataset. The results of these tests are recorded in Table A.3. 
 
Figure A.11 Different MCF curves resulting from the set of testing data with additional samples. 




The first goal of this study was to show that the introduction of erroneous volumes into a 
rockfall database will have an impact on any subsequent analyses. By plotting the MCF curve for 
sets of data with and without clutter, changes in the power law constants were observed. The 
constants also showed a significant percent difference, as great as 33%. 
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The second goal of this study was to develop a method for automatically classifying point 
cloud clusters as rockfall or “clutter” in order to expedite the validation of point cloud processing 
workflows. When compared to workflows that simply accept all clustered point clouds as 
rockfall, even the simplest classifier has its advantages. By applying a classifier generated from a 
scan comparison (without any manipulation of the training data) the proportion of volumes 
corresponding to clutter decreased from 63.2% to 20%. This allowed us to capture very small 
volumes as small as 5e-05 m3. By increasing the number of samples used for the training set 
(even by only 100), the FNR and FPR were reduced. Furthermore, the shape of the MCF curves 
more accurately resemble the manually classified data. These are compared to the line fit to the 
manually classified curve, which resulted in a value of 0.125, a b value of -0.762, and an R2 
value of 0.9947. 
The results of the distribution testing also showed that the distribution of volumes used to 
train the classifier will have an impact on the resultant classification. Based upon the results of 
this analysis, it appears that the distribution of the training data should approximately match the 
distribution of the data to be classified.  
 
A.8 Conclusion 
This research demonstrates that a classifier can be used to limit the number of erroneous 
volumes in a rockfall database and capture very small rockfall volumes, if manual validation is 
not possible. The results of the study also resulted in some valuable conclusions: 
• Introducing error into a rockfall database will drastically change the shape of any 
generated MCF curves. Power law relations may also change, with a and b 
constants changing on orders of ten percent difference. 
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• The distribution of the training data’s volume will impact the quality of the 
classifier.  
• Distributions of the training data’s volume should generally mimic that of the data 
that needs to be classified. 
• Using an automatic classifier can reduce error in a rockfall database by more than 
40% and allow for the capture of very small rockfall volumes. 
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RESULTS OF ALTERNATE TEMPERATURE CRITERIA 
 
Figure B.1 Results of the correlation analysis using alternate definitions of a freeze-thaw day. a, 
c, e) The results of the correlation using the temperature criteria defined as a day with a 
minimum temperature less than -9oC; b, d, f) The results of the correlation using the temperature 
criteria defined as a day with a minimum temperature less than 0oC. 
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Figure B.2 Comparison of the median correlation coefficient magnitude (comparing number of 




MONITORING AN UNSTABLE BLOCK USING POINT TRACKING 
 
 




Figure C.2 Calculated change for the points using a scan to scan comparison. 
 
 
Figure C.3 Calculated change for the points using direct comparison between the first scan and 
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Figure D.1 Release for reuse of figure 1.1 (page 1 of 2). 
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Figure D.2 Release for reuse of figure 1.1 (page 2 of 2). Further rights and conditions are 
documented via RightsLink. 
158 
 
Figure D.3 Release for reuse of figure 2.5. 
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Figure D.6 Coauthor release for the paper in Appendix A. 
 
 
