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The problem of finding symmetric informationally complete POVMs (SIC-POVMs) has been
solved numerically for all dimensions d up to 67 (A.J. Scott and M. Grassl, J. Math. Phys. 51:042203,
2010), but a general proof of existence is still lacking. For each dimension, it was shown that it
is possible to find a SIC-POVM which is generated from a fiducial state upon application of the
operators of the Heisenberg-Weyl group. We draw on the numerically determined fiducial states
to study their phase-space features, as displayed by the characteristic function and the Wigner,
Bargmann and Husimi representations, adapted to a Hilbert space of finite dimension. We analyze
the phase-space localization of fiducial states, and observe that the SIC-POVM condition is equiv-
alent to a maximal delocalization property. Finally, we explore the consequences in phase space of
the conjectured Zauner symmetry. In particular, we construct an Hermitian operator commuting
with this symmetry that leads to a representation of fiducial states in terms of eigenfunctions with
definite semiclassical features.
PACS numbers:
I. INTRODUCTION
The question of the existence of symmetric infor-
mationally complete positive-operator valued measures
(SIC-POVMs) [1–4] can be mapped to a variety of equiv-
alent problems which have been investigated for many
years eluding a conclusive answer. Initially posed as a
mathematical problem of finding equiangular lines [5],
this line of research has recently attracted renewed atten-
tion due to its relevance for quantum state tomography
[6, 7] and quantum cryptography [8].
In his PhD thesis [1], G. Zauner conjectured that for
any Hilbert-space dimension d a solution exists which is
generated by the Heisenberg-Weyl group acting on a fidu-
cial state, and which has a certain additional symmetry
under a unitary operator. The name SIC-POVM was in-
troduced in [2], which provided analytical solutions for d
up to 4 and numerical solutions for d up to 45. The case
of non-prime-power dimension 6 was studied in detail in
[9], and general covariance properties were analyzed in [3]
and [10]. In [4], the relevance of SIC-POVMs for quan-
tum state tomography was highlighted, showing the opti-
mality of this choice under statistical errors. The connec-
tion between SIC-POVMs and discrete Wigner functions
[11] was explored first in [12], and later on in a gener-
alization of the problem in [13]. The work [14] focused
on the importance of SIC-POVMs from a foundational
point of view concerning the structure of Hilbert space,
while the relation between SIC-POVMs and mutually un-
biased bases was analyzed in [15] for prime dimensions.
A recent computer study was reported in [16], including
numerical solutions up to d = 67, together with some
new analytical solutions.
The present work undertakes a new analysis of the
problem from the viewpoint of phase-space represen-
tations. We consider the phase-space descriptions of
SIC-POVM fiducial states, that is, the states that are
used to generate the full POVM by application of the
Heisenberg-Weyl group operators. In particular, we ex-
plore chord, Wigner-Weyl, Husimi and Bargmann rep-
resentations, and show how the SIC-POVM conditions
manifest in phase-space. Finally, we explore the phase-
space localization properties of fiducial states. While our
study does not lead to an answer of the problem, we
hope that it can provide inspiration and new insights in
the search for solutions.
This article is organized as follows: in Section II we
give general definitions concerning SIC-POVMs and co-
variance under the Heisenberg-Weyl group. Section III
is devoted to a review of different phase-space represen-
tations of quantum states in a Hilbert space of finite di-
mension d, providing examples of the application of such
representations to particular fiducial states. In Section
IV we study the localization properties of fiducial states
through their inverse participation ratio in phase space.
In Section V we consider a special symmetry conjectured
by G. Zauner for SIC-POVMs in all dimensions [1] and
analyze its classical counterpart. We show that a Hermi-
tian operator commuting with the Zauner symmetry can
be constructed, which is a variant of the Harper Hamil-
tonian and provides a basis to expand the fiducial states.
This basis has characteristic classical and semiclassical
(d → ∞) features. Finally, Section VI summarizes our
results. In the appendices we provide additional details of
our calculations. For simplicity, we restrict to the simpler
case of odd dimensions, so that phase-space representa-
tions are not redundant [11, 17].
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2II. SYMMETRIC INFORMATIONALLY
COMPLETE POSITIVE-OPERATOR VALUED
MEASURES
A. Definitions
From now on we address only scenarios with a finite
Hilbert space of dimension d. A generalized measurement
in quantum mechanics can be described as a positive-
operator valued measure (POVM), and requires a set of
positive operators Mˆj , j = 1, · · ·m fulfilling
∑
j Mˆj = Iˆ.
Such a measurement can always be cast as a projective
von-Neumann measure in a larger Hilbert space [18]. A
set of d2 operators Mˆj with the additional requirement of
linear independence, det(A) 6= 0 with Ajk = tr(MˆjMˆk),
allows one to fully reconstruct the state ρˆ from the mea-
sured values pj = tr(Mˆj ρˆ). The operators are then said
to form an informationally complete POVM (IC-POVM)
[19].
A further requirement that the operators be propor-
tional to one-dimensional projectors with uniform over-
lap yields
Mˆj =
1
d
|φj〉〈φj | (1)
with
|〈φj |φk〉|2 = d δjk + 1
d+ 1
(2)
and the set is then referred to as a symmetric IC-POVM
(SIC-POVM) [2].
It is not known whether it is possible, for an arbitrary
finite dimension d, to find d2 states |φj〉 such that the
projectors |φj〉〈φj | conform a SIC-POVM. The problem
consists of d2(d2 − 1)/2 conditions on d2(d − 1) com-
plex coefficients, which makes it overdetermined so that
it may not always have a solution. Numerical or analyti-
cal solutions have been found for all d = 2, 3 · · · 67, and it
is generally believed that a solution can always be found
[1, 2, 16].
The problem has several other facets that make it in-
teresting in other fields [2, 16]:
• A SIC-POVM is a set of d2 equiangular lines in
complex space Cd.
• A SIC-POVM is a minimal 2-design, allowing one
to compute averages over the Haar measure with
finite sums.
• A SIC-POVM is a maximally equiangular tight
frame.
Furthermore, SIC-POVMs are specially relevant for
quantum state tomography due to their robustness
against statistical errors [4].
B. Group-covariant SIC-POVMs and the
Heisenberg-Weyl group
Within the available tools, the simplest and most ef-
ficient way to construct a SIC-POVM is to impose that
the operators forming it can be obtained by the action
of a group of unitary operators acting on a fiducial state
|φ〉 according to:
Mˆj = Uˆj |φ〉〈φ|Uˆ†j , j = 0, · · · d2 − 1 . (3)
The easiest procedure, proposed in [2], is to choose as
unitaries Uj the discrete phase-space displacement oper-
ators Tˆα of the Heisenberg-Weyl group [20, 21]. These
displacement operators are defined for pairs of integers
α = (α1, α2) ∈ Z2d, so that α1 and α2 are interpreted as
the magnitudes of the displacement in position and mo-
mentum respectively. In terms of the operators Tˆα, the
SIC-POVM condition takes the form:
|〈φ|Tˆα|φ〉|2 = 1
d+ 1
∀ Tˆα 6= I . (4)
We note that:
|〈φ|Tˆα|φ〉|2 = tr[ ρˆ (Tˆα ρˆ Tˆ †α)] (5)
with ρˆ = |φ〉〈φ|, so that the SIC-POVM condition is a re-
quirement on the correlation between ρˆ and its translated
image. This correlation must be constant for all trans-
lations that are not equivalent to the identity. Fiducial
states that satisfy it have been found algebraically for
some values of d and numerically for all values 2 ≤ d ≤
67. The main purpose of this work is to explore the fea-
tures of these states and their symmetries when they are
displayed in phase space.
We now review the definitions and main properties
of the displacement operators and also of the reflection
operators that provide the Wigner-Weyl representation
of quantum mechanics. In the discrete case, one con-
siders the vectors of an orthonormal basis {|n〉, n =
0, 1, · · · , d − 1} as discretized position eigenstates with
periodic boundary conditions, and their Fourier trans-
forms {|k〉, k = 0, 1, · · · , d − 1} as discretized momen-
tum states. The elements of the two bases are related
by 〈k|n〉 = exp(−2piikn/d). The Schwinger operators
Vˆ , Uˆ implement the basic position and momentum trans-
lations as:
Vˆ |n〉 = |n+ 1 (mod d)〉 (6)
Uˆ |n〉 = ωn|n〉 (7)
where
ω = exp(2pii/d) (8)
is a d-root of unity. By definition, Uˆ and Vˆ satisfy Uˆd =
Vˆ d = Iˆ. Displacement operators are then defined for all
pairs of integers α = (α1, α2) ∈ Z2 as
Tˆα = Vˆ
α1 Uˆα2τα1α2 , (9)
3where
τ = eipi(d+1)/d . (10)
For the phases we have adopted the notation of [3] that
allows one to neatly separate the even and odd d cases.
Some convenient properties of this definition are ω = τ2,
τ2d = τd
2
= 1, valid for all d.
Tˆα is the (projective) unitary representation in the
Hilbert space Hd of the group of discrete phase-space
translations with coordinates α = (α1, α2). The opera-
tors satisfy the properties:
Tˆ †α = Tˆ−α, (11)
TˆαTˆβ = τ
<α,β> Tˆα+β, (12)
where the symplectic product < α,β > is defined as:
< α,β >= α2β1 − α1β2 = − < β,α > . (13)
The additional property
Tˆα+dβ = 
<α,β> Tˆα, (14)
with
 = τd =
{
1 d odd
−1 d even (15)
means that the operators are periodic in the d×d lattice
for odd d and in a 2d× 2d lattice for even d.
In the following we treat explicitly the simpler case of
odd d. In this case the division by two is unambiguously
given by 2−1 ≡ 12 (mod d) = (d + 1)/2. One can then
write τ = ω
1
2 ≡ ω(d+1)/2, and rewrite Tˆα as
Tˆα =
∑
j∈Zd
| j + α1/2 〉〈 j − α1/2 |ωα2j . (16)
where all operations inside kets and bras are performed
mod d. The d2 operators are linearly independent and
orthonormal under the trace product, namely, they sat-
isfy:
tr
(
Tˆβ Tˆ
†
α
)
= d δ(β,α). (17)
The closely related reflection (or phase-space point)
operators are defined by a symplectic Fourier transform
of translations [11]:
Rˆx =
1
d
∑
α∈Z2d
ω<x,α> Tˆα (18)
with x ∈ Z2d. They are easily evaluated as
Rˆx =
∑
j∈Zd
|x1 + j/2 〉〈x1 − j/2 |ωx2j . (19)
and inherit from the displacements the properties Rˆx =
Rˆ†x and Rˆ
2
x = Iˆ so that they are both Hermitian and uni-
tary. They are also linearly independent and orthogonal
tr
(
RˆxRˆy
)
= d δ(x,y) . (20)
Special values of interest are
Rˆ0,0 =
∑
j∈Zd
|j〉〈−j| = 1
d
∑
α∈Z2d
Tˆα , (21)
Tˆ0,0 =
∑
j∈Zd
|j〉〈j| = 1
d
∑
x∈Z2d
Rˆx . (22)
III. PHASE-SPACE REPRESENTATIONS
The continuous group of Weyl displacements and the
associated set of reflections have provided a way to ex-
press the quantum-mechanical treatment of a particle in
one spatial dimension as a phase-space theory, but with
the characteristic features due to the uncertainty princi-
ple exactly built in. Operators, observables and quan-
tum states can be mapped under certain restrictions to
c-number phase-space quasi-distributions and conversely
functions in phase space can be quantized as operators
in Hilbert space. In the discrete case an analogous situ-
ation arises [11, 17, 22, 23]. The two unitary bases de-
scribed in the previous section provide a way to represent
any operator in Hd in terms of discrete c-number arrays
with the properties of phase-space quasi-distributions.
On the other hand continuous representations are also
possible for operators in Hd in terms of specially adapted
Bargmann and Husimi functions [24–26]. In the following
we review briefly the definitions and discuss the features
displayed by these representations as they pertain to the
structure of SIC-POVM fiducial states.
A. Discrete phase-space representations
Using the orthogonality condition (17), the d2 linearly
independent translations can be used as a basis to repre-
sent any operator Aˆ as:
CA(α) = tr
(
Aˆ Tˆ †α
)
(23)
where α = (α1, α2) ∈ Z2d. In terms of these coefficients
the operator can be reconstructed as:
Aˆ =
1
d
∑
α∈Z2d
CA(α) Tˆα (24)
The same can be done in the reflection basis
WA(x) = tr
(
AˆRˆx
)
(25)
and the reconstruction then reads
Aˆ =
1
d
∑
x∈Z2d
WA(x)Rˆx. (26)
CA(α) is called the Weyl (or chord) representation of
the operator, while WA(x) is its Wigner (or center) rep-
resentation. The alternative names [27] arise from the
4fact that the transformation xA 7→ xB is labeled by the
chord α = xB − xA in the case of translations, while for
reflections it is labeled by the center (xA + xB)/2.
Standard properties of these representations are:
tr
(
Aˆ
)
= CA(0, 0) =
1
d
∑
x∈Z2d
WA(x) (27)
tr
(
AˆBˆ
)
=
1
d
∑
α∈Z2d
CA(α)CB(−α) (28)
=
1
d
∑
x∈Z2d
WA(x)WB(x) (29)
When applied to density matrices ρˆ, Cρ(α) is usually
called the characteristic function while Wρ(x) is the
Wigner function. However the standard normalization
is different. For uniformity, we prefer to keep the nor-
malization implied in (27). With this normalization the
values of the Wigner or chord function of a normalized
state ρ are bounded as |Cρ(α)| ≤ 1 and |Wρ(x)| ≤ 1.
Furthermore, for a Hermitian operator Aˆ = Aˆ†, WA(x)
is real and CA(α) = CA(−α)∗, where −α is understood
to be taken modulo d. Other operator features are more
difficult to write in terms of these representations, in par-
ticular positivity for a density operator or the pure-state
condition ρˆ2 = ρˆ. The latter leads to the non-linear re-
lations:
Cρ(α) =
1
d
∑
β∈Z2d
Cρ(β)Cρ(α− β)τ<α,β> , (30)
Wρ(x) =
1
d2
∑
x1x2∈Z2d
Wρ(x1)Wρ(x2)ω
2<x−x1,x−x2> .
(31)
The defining Eq. (4) for a SIC-POVM fiducial state
imposes a necessary structure for its chord representa-
tion. Thus a putative SIC-POVM fiducial state must be
of the form:
σˆ =
1
d
[
Iˆ+
1√
d+ 1
∑
α 6=0
eiψα Tˆα
]
. (32)
If the phases ψα are chosen to satisfy ψα = −ψ−α, then σˆ
is Hermitian and tr σˆ2 = tr σˆ = 1. However, the resulting
operator is not necessarily positive. Enforcing the non-
linear condition (30) that makes σˆ a pure state shows the
difficulty of characterizing (and finding) fiducial states.
In Fig. 1 we show as an example the chord and Wigner
representations of a fiducial state for the case d = 5 (the
state coefficients are taken from [16], where the state is
labeled “5a”). Each square in the figure represents the
value of ψα in the region −(d− 1)/2 ≤ α ≤ (d− 1)/2 for
the chord function and the real values of the Wigner func-
tion Wρ(x) in −(d− 1)/2 ≤ x ≤ (d− 1)/2. The triangles
FIG. 1: (color online) Chord and Wigner representations of
the state “5a” in the list in [16] in top and bottom panels
respectively. The color scheme adopted is HLS, with hue and
lightness labeling phase and modulus. In the bottom figure
blue is positive and yellow negative. The triangles indicate
the cycles of period three of the Zauner map, connecting equal
values of the distributions. (see Sec. V).
connect equal values of the distributions on the cycles of
the Zauner map (see Sec.V) displaying the Zauner sym-
metry of the state. Notice that Wρ(x) was computed for
this state in [12].
B. Husimi and Bargmann representations
The Bargmann representation of quantum mechanics
[28] maps the Hilbert space of square integrable functions
on the real line to one of analytic (entire) functions in
the complex plane. Namely, the Bargmann transform of
a state |ψ〉, ψ(z) = 〈z|ψ〉, is given by its projection over
the coherent states |z〉, z ∈ C with z = q − ip, each of
which is an unnormalized Gaussian wave-packet centered
5at the phase-space point {q, p}. The kernel that provides
the mapping for the position kets |x〉, x ∈ R is:
〈z|x〉 = 1
(pi~) 14
exp
{
1
~
[
− (z − x)
2
2
+
z2
4
]}
. (33)
Here, ~ is left explicitly as a dimensionless measure of
the elementary quantum cell in phase space.
The Husimi representation of the state is closely re-
lated with the Bargmann representation and is given by
the expression:
Hψ(z, z¯) ≡ Hψ(q, p) = |〈z|ψ〉|
2
〈z|z〉 = |〈z|ψ〉|
2e−|z|
2/(2~)
(34)
where the overline stands for complex conjugation. As
opposed to the Wigner function, which cannot be inter-
preted as a probability distribution because it can take
negative values, the Husimi representation is clearly pos-
itive by construction.
The adaptation of the Bargmann representation to Hd
with a phase space with periodic boundary conditions in
position and momentum [24] (a unit torus) entails the
immediate consequence that ~ can only take the values
~−1 = 2pid (35)
so that the unit torus is spanned by d quantum states
of area 2pi~. Moreover position and momentum eigen-
states are discretized as |x〉 → |n/d〉, n ∈ Zd and |p〉 →
|k/d〉, k ∈ Zd. To complete the construction the kernel is
imposed to be periodic on the interval 0 ≤ x ≤ 1 result-
ing in the definition
〈z|n/d〉d =
∑
µ∈Z
〈z|n/d+ µ〉 . (36)
Using (33) we obtain
〈z|n/d〉d = exp
{
2pid
[
z2
4
− (z − n/d)
2
2
]}
θ3
(
ipi(n− dz)|id) (37)
Where θ3 is the Jacobi theta function with the convention
from [29]:
θ3(z|τ) =
∑
µ∈Z
eipiτµ
2
e2iµz (38)
With this definition any state |ψ〉 in Hd with coefficients
〈n|ψ〉 is mapped to the Bargmann function in the form:
Bψ(z) = 〈z|ψ〉d =
∑
n∈Zd
〈z|n/d〉d〈n|ψ〉 (39)
According to this mapping, 〈z|ψ〉d is an entire analytic
function which moreover satisfies the following quasiperi-
odic boundary conditions in the fundamental unit cell in
C [24]:
〈z + 1|ψ〉d = epid( 12+z)〈z|ψ〉d ,
〈z + i|ψ〉d = epid( 12−iz)〈z|ψ〉d . (40)
FIG. 2: (color online) The Husimi and Bargmann represen-
tation of the state “5a” in the list in [16]. The bottom panel
represents the Husimi density, Eq. (34) with a linear intensity
scale between the maximum and zero. The locations of the
5 zeroes are also marked. The top panel displays the phase
of the Bargmann function, Eq. (39), in the fundamental cell.
The zeroes are located at the phase dislocations.
Using Cauchy’s theorem and these boundary conditions
to integrate on the contour of the unit cell, it is easy to
show that there are exactly d zeroes in it and this pattern
of zeroes is periodically repeated in the whole complex
plane. The zeroes zi, i = 1, . . . , d in the unit cell are
constrained by the relation
1
d
d∑
i=1
zi =
(1 + i)
2
mod(1, i) (41)
Knowledge of the zeroes enables the full reconstruction
of the quantum state via the Hadamard factorization of
6entire functions, which in our case becomes
〈z|ψ〉d = C(z)
d∏
i=1
〈z + z0 − zi|0〉1 (42)
Where C(z) is non-vanishing and the factors are the fun-
damental quasi-periodic functions for d = 1:
〈z|0〉1 ≡ ψ1(z) = e−pi z
2
2 θ3 (−ipiz|i) (43)
which have a single zero at z0 = (1 + i)/2 and are peaked
at z = 0. The consequence is then that there is a one to
one correspondence between the d complex zeroes con-
strained by Eq. (41) and the d − 1 complex amplitudes
that define the normalized projector |ψ〉〈ψ|. This highly
non-linear correspondence, analogous to the relationship
between the coefficients and the zeroes of a polynomial,
constitutes the stellar representation of the pure state
[24, 26].
The Husimi function, now defined as
Hψ(z, z¯) ≡ Hψ(q, p) = |〈z|ψ〉d|2e−pidzz¯ , (44)
is positive and strictly periodic because of (40). The
important observation [24] is that for pure states, this
distribution inherits the zeroes of the Bargmann function
and thus vanishes exactly at d points. It factorizes into
products of elementary Husimi functions
Hψ(z, z¯) =
d∏
i=1
e−pizz¯
∣∣θ3(− ipi(z + z0 − zi)|i)∣∣2 . (45)
In contrast with the Wigner and chord distributions,
the pure state condition for the Husimi function is eas-
ily represented by this factorization formula, which does
not hold for mixed states. Thus, a given pure state is
uniquely defined by the distribution of d zeroes in the
unit cell, constrained by having their center of mass in
the center of the cell, Eq. (41). Understanding the spe-
cial relations among the positions of these zeroes that
make |ψ〉 a fiducial state is another way of stating the
difficulty of the SIC-POVM problem.
As an illustration, Fig. 2 shows the Bargmann and
Husimi representations of the state “5a” in the list in [16]
(the same state whose Wigner and chord representations
are given in Fig. 1). The zeroes of the Husimi density
(bottom panel) can be identified as dislocations in the
phase of the Bargmann function (top panel).
Husimi, chord and Wigner representation for odd-
dimensional states up to d = 67 are available online at
[30].
IV. LOCALIZATION MEASURES
In this section we use the fact that a SIC-POVM set
is a two-design [31] to study the localization properties
of fiducial states. We take as a measure of localization
the inverse participation ratio, which gives an idea of
how “concentrated” a normalized probability distribu-
tion pi, i = 1 · · ·K is in its probability space. It is defined
as:
P =
K∑
i=1
p2i . (46)
For a normalized pure state |ψ〉 ∈ Hd it takes the form
Pψ =
d−1∑
i=0
|〈i|ψ〉|4 (47)
Its value ranges from P = d−1 for a state uniformly
spread out in the basis considered, with |〈i|ψ〉| =
1/
√
d ∀ i, to P = 1 for each of the basis states. This
quantity is strongly dependent on the chosen basis and in
general has no invariant significance under unitary trans-
formations of the state.
The inverse participation ratio for a fiducial state |φ〉
follows from the two-design property
1
d2
∑
α∈Z2d
〈φ|Tˆ †αAˆ1Tˆα|φ〉〈φ|Tˆ †αAˆ2Tˆα|φ〉
=
∫
dψ〈ψ|Aˆ1|ψ〉〈ψ|Aˆ2|ψ〉 (48)
valid for arbitrary Aˆ1, Aˆ2 . The integral on the r.h.s. is
over the normalized Haar measure and can be evaluated
as [32, 33]:∫
dψ〈ψ|Aˆ1|ψ〉〈ψ|Aˆ2|ψ〉 =
tr
(
Aˆ1Aˆ2
)
+ tr
(
Aˆ1
)
tr
(
Aˆ2
)
d(d+ 1)
(49)
Replacing Aˆ1 = Aˆ2 = |i〉〈i| with |i〉 any of the basis states
and combining (48) and (49) one obtains:
1
d2
∑
α∈Z2d
|〈i|Tˆα|φ〉|4 = 2
d(d+ 1)
(50)
which directly shows that:
PSICPOVM =
d−1∑
i=0
|〈i|φ〉|4 = 2
d+ 1
. (51)
This result is the same in all other bases related by Clif-
ford operations.
Making the same replacement in (49) one also sees that∫
dψ|〈i|ψ〉|4 = 2
d(d+ 1)
, (52)
which also implies:
< P >Haar=
∫
dψ
d−1∑
i=0
|〈i|ψ〉|4 = 2
d+ 1
. (53)
7This means that the average value of the inverse partici-
pation ratio over random states distributed over the Haar
measure is the same as its value for SIC-POVM fiducial
states, with a localization half way between maximum
and minimum. This is illustrated in Fig. 3 (top), which
shows the degree of delocalization for different kinds of
pure quantum states; for the sake of clarity we plot P−1,
a quantity that ranges between 1 and d, instead of P .
FIG. 3: (color online) Measures of delocalization for different
quantum states for a Hilbert space of dimension d = 41. The
top shows P−1, with P the inverse participation ratio defined
in Eq. (47), and the bottom panel the phase-space delocal-
ization measure M−1, with M from Eq. (54). The solid lines
show the histograms for 106 random pure states (black), and
eigenstates of a chaotic Harper map (red) with 500 bins in
P−1,M ∈ [0, 41]. Position, coherent and SIC-POVM fidu-
cial states are represented in solid yellow, dotted green and
dashed blue vertical lines respectively.
We now want to extend these considerations to phase-
space localization. For the study of SIC-POVM fiducial
states, we would like to define localization measures that
share the invariance under Clifford operations. To this
end we consider first the chord distribution, as defined in
Eqs. (23-24). For a pure state, the condition tr(ρ2) = 1
leads to the normalization 1/d
∑
α |C(α)|2 = 1. A suit-
able phase-space measure for localization can then take
the form:
Mψ =
1
d
∑
α∈Z2d
|Cψ(α)|4 = 1
d
∑
α∈Z2d
|〈ψ|Tˆα|ψ〉|4 . (54)
In the same vein we can also consider the Wigner local-
ization as:
Mψ =
1
d
∑
α∈Z2d
W 4ψ(x) =
1
d
∑
α∈Z2d
〈ψ|Rˆx|ψ〉4 . (55)
In Appendix A we show that, for pure states, these two
definitions indeed coincide; besides, the covariance of Tˆα
and Rˆx under Clifford operations shows that M is invari-
ant under them as desired. M satisfies the bounds
2
d+ 1
≤M ≤ 1 . (56)
The upper bound is a simple consequence of the fact that
|〈ψ|Tˆα|ψ〉| ≤ 1 and is saturated, i.e, by position states
|ψ〉 = |i〉. The lower bound is more subtle [34] and the
important result is that it is attained if and only if |ψ〉 is a
fiducial state [2]. In fact M , written in a slightly different
fashion, is the cost function used for numerical searches
[16]. Thus, with respect to this measure of phase-space
localization, we can identify SIC-POVM fiducial states
as those maximally delocalized in phase space.
The Haar average of M can also be computed with the
techniques of [35] with the result:
< M >Haar=
∫
dψMψ =
3
d+ 2
(57)
(more details are given in Appendix B). So the phase-
space localization properties of random states are clearly
different from those of SIC-POVM fiducial states, in con-
trast to the behavior observed for localization in a given
basis of the Hilbert space. The phase-space localization
properties of different states are compared in Fig. 3 (bot-
tom panel), where for clarity we plot M−1 instead of M .
V. THE ZAUNER SYMMETRY
A. Zauner operator and its classical counterpart
In his Ph.D. thesis [1], Zauner conjectured that the
fiducial state of a Heisenberg-Weyl SIC-POVM was to
be found as a particular eigenfunction of a unitary map.
In the position representation, the map has the following
matrix elements
〈k|Zˆ|j〉 = e
iχ
√
d
τ2kj+k
2
(58)
Choosing the phase χ = pi(d − 1)/12 the map has the
property Zˆ3 = 1. Its eigenvalues are thus ei2pin/3 (n =
0, 1, 2) and the spectrum is highly degenerate for all large
values of d. Because of the large degeneracy, the Zauner
hypothesis puts a restriction on the fiducial state but by
no means determines it completely. Finding a fiducial
state can thus be considered as the numerical task of
finding the particular linear combination of eigenstates
of the Zauner map within one of its three multiplets and
8FIG. 4: Classical Zauner map representation in phase space.
Invariants regions are shown in colors with fixed points repre-
sented by black dots. The top and bottom rows represent the
action of the map for two equivalent choices of the phase space
where origin is on the center and left bottom respectively.
satisfying Eq. (4). The map has two symmetries: a uni-
tary symmetry under parity and an antiunitary one un-
der time reversal. These are reflected in the properties
Rˆ0ZˆRˆ0 = Zˆ, Fˆ ZˆFˆ
† = (Zˆ∗)−1 (59)
where the asterisk denotes complex conjugation and Fˆ is
the Fourier operator 〈i|Fˆ |j〉 = ω−ij/√d.
The Zauner operator can be considered as the quantum
version of a classical map which is a symplectic automor-
phism of a 2D torus. The map is defined on the square
E = [− 12 , 12 )× [− 12 , 12 ) and maps (q, p) ∈ E to (q′, p′) ∈ E
according to:
q′ = −p (60)
p′ = q − p− b2(q − p)c (61)
where b·c denotes the integer part. It is an area-
preserving elliptic “cat map” which is locally a compo-
sition of a negative shear followed by a pi/2 rotation as
illustrated in Fig. 4.
The map has three invariant regions E0, E1, E−1 which
are determined by the value of  = b2(p− q)c = 0, 1,−1.
These regions are shown in Fig. 4; for clarity, in the
bottom row we show the map acting on the square
[0, 1) × [0, 1). All orbits are of period three and their
respective cycles are(
q
p
)
→
( −p
q − p− 
)
→
(
p− q + 
−q
)
→
(
q
p
)
(62)
There are three fixed points belonging to each of the
invariant regions Ei: z0 = (0, 0), z1 = (1/3,−1/3),
z−1 = (−1/3, 1/3). Moreover, the point (q, p) = ( 12 , 12 )
can be assimilated to a hyperbolic point with q = 12 and
p = 12 as stable and unstable manifolds. The respective
areas of the invariant regions are µ(E1) = µ(E−1) = 1/8
and µ0 = 3/4, with a total unit area.
FIG. 5: Invariants regions for the discretized classical Za-
uner map. There are three fixed points if d is divisible by
3, and only one otherwise. As in the previous Figure, top
and bottom rows correspond to two equivalent choices for the
phase-space limits where origin is on the center and left bot-
tom respectively.
The quantum Zauner map is a special Clifford opera-
tion that shares the basic property of mapping the Weyl
operators among themselves, i.e.
ZˆTˆαZˆ
† = TˆZα (63)
where Z is the discretized map acting as
Zα =
(
0 −1
1 −1
)(
α1
α2
)
mod d . (64)
The correspondence with the classical map is obtained
discretizing q, p→ α1/d, α2/d with
− (d− 1)/2 ≤ α1, α2 ≤ (d− 1)/2. (65)
The invariant regions are preserved by the discretiza-
tion and are now defined as E¯ where  = b2(α1−α2)/dc.
The totality of d2 points are divided in three invariant
sets of dimension
µ(E¯1) = µ(E¯−1) =
(d− 1)(d+ 1)
8
µ(E¯0) = d
2 − 2d
2 − 1
8
=
3d2 + 1
4
(66)
in close correspondence with the classical areas, if we
assign to each point an area d−2. We display the discrete
invariant regions in Fig. 5. The fixed point at α = (0, 0)
in the central region E¯0 survives the discretization for all
odd d, while the the other two fixed points only survive
when d is an odd multiple of 3, and they occur at α1 =
(d/3,−d/3) and α−1 = (−d/3, d/3).
Taking into account that Z3 = 1 we can divide each
region into 3-cycles (and fixed points) as follows. It is
easy to calculate the numberNi of 3-cycles in each region.
9In E¯0 (excluding the trivial fixed point) the count is as
follows:
N0 =
1
3
(
3d2 + 1
4
− 1
)
=
d2 − 1
4
(67)
These cycles are further divided in two disjoint sets re-
lated by the symmetry α → −α. In regions E¯±1 the
count depends on whether 3 divides d
N±1 =

1
3
(
d2−1
8 − 1
)
= d
2−9
24 for d/3 integer
d2−1
24 otherwise
(68)
These considerations are relevant for the structure of
a fiducial state in the chord representation. In fact, the
Zauner symmetry ZˆσˆZˆ† = σˆ imposed on Eq. (32) implies
that the phases ψα must be constant along each of the
3-cycles. Then σˆ is further constrained as
σˆ =
1
d
[
1ˆ +
1√
d+ 1
∑
p
eiψpMˆp + e
−iψpMˆ†p
2
]
(69)
where p runs over all cycles other than the fixed point
at the origin. In this expression we have explicitly used
the phase relation between cycles reflected through the
origin, and defined:
Mˆp =
∑
α∈p
Tˆα . (70)
Notice that each cycle can correspond to three points
or only one, if d is divisible by 3. The total number of
phases #p not constrained by the Zauner symmetry can
be computed from Eqs. (67-68) and yield
#p =
{
d2+3
6 for d/3 integer
d2−1
6 otherwise
(71)
The analysis of the Wigner case proceeds in a similar
way. Again the fact that ZˆRˆxZˆ
† = RˆZx implies that
the values of the Wigner function are constant on the
cycles, although here there is no direct relationship be-
tween W (x) and W (−x). All there features are clearly
seen in Fig.1, where we have marked the cycles joining
equal values of the distributions.
B. Definition of a basis of eigenvectors of the
Zauner map
To specify completely an eigenbasis of Zˆ one needs to
find another operator commuting with it that can remove
the degeneracies. We have constructed such an operator
as a superposition of translations on one of the classical
periodic orbits of Z:
Hˆα =
1
2
(
Tˆα + TˆZα + TˆZ2α + H.c.
)
. (72)
The operator is labeled by one point on the orbit and is
clearly Hermitian. Obviously ZˆHαZˆ† = Hα. Moreover
from the fact that Rˆ0TˆαRˆ0 = Tˆ−α, Hˆα also commutes
with the parity operation. Thus the three commuting op-
erators Zˆ, Hˆα, Rˆ0 have common eigenfunctions defined
by the properties:
Hˆα |ψikr〉 = ikr|ψikr〉 (73)
Rˆ0 |ψikr〉 = r|ψikr〉 (74)
Zˆ |ψikr〉 = e2piik/3|ψikr〉 (75)
where r = ±1, k = 0, 1, 2 and ikr are the non-degenerate
eigenvalues of Hˆα.
We now take the simplest choice of such Hamiltonian,
built on the orbit (0, 1), (1, 0), (−1,−1) leading to
Hˆ =
Uˆ + Uˆ†
2
+
Vˆ + Vˆ †
2
+
Uˆ Vˆ τ∗ + Vˆ †Uˆ†τ
2
. (76)
The resulting hermitian matrix is easily constructed and
can be numerically diagonalized. In the limit of d → ∞
it corresponds to the Weyl quantization of the classical
Hamiltonian
H(q, p) = cos(2piq) + cos(2pip)− cos[2pi(q − p)]. (77)
where q, p ∈ [0, 1) are now continuous variables corre-
sponding to α1/d, α2/d. This is a variant of the Harper
Hamiltonian on the torus, in both its classical an quan-
tum versions. In Fig. 6 we plot the level curves of H(q, p),
a smooth doubly periodic surface which displays very
similar features as the map (cf. Fig. 5), sharing the in-
variant regions and the fixed points as critical points of
the surface. The level curves H(q, p) = E support semi-
classically the eigenstates of the quantum Hamiltonian,
with eigenvalues approximately quantized by the Bohr-
Sommerfeld rule
S(E) =
∮
E
p(E, q)dq =
2pi
d
(
i +
1
2
)
. (78)
It is easy to check that the three points of each cycle of
the classical map lie on one of these levels and each level
supports a continuous family of such cycles.
In table I we show the numerically determined eigen-
values and quantum numbers of Hˆ for d = 7. As an
example, the fiducial state “7a” [16], which belongs to
the multiplet k = 0, has the expansion
|7a〉 = a1|ψ101〉+ a5|ψ50−1〉+ a6|ψ601〉 (79)
where a1 ' 0.336, a5 ' −0.691 + i 0.230, and a6 '
−0.107 + i 0.587. Thus, contrary to the representation in
(69) in terms of classical cycles of the map, here the fidu-
cial states are represented as superpositions of eigenfunc-
tions of the quantum Hamiltonian, which have a clear
semiclassical (d → ∞) description in terms of “tori” of
the classical Hamiltonian.
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FIG. 6: (color online)Level curves for the classical Hamilto-
nian defined in Eq. (77). In boldface (red online) we display
the three levels with energies that support the k = 0 symme-
try for the state “7a”.
i i r k
0 -2.315069600541 -1 -1
1 -1.118527682059 1 0
2 -0.209389069220 -1 1
3 0.337407948091 1 -1
4 0.940071117953 1 1
5 1.024458669761 -1 0
6 1.341048616015 1 0
TABLE I: Eigenvalues of Hamiltonian Hˆ from Eq. (76), and
their corresponding quantum numbers r and k under parity
and Zauner map respectively, for d = 7.
VI. CONCLUDING REMARKS
We have explored several ways of representing the fidu-
cial states using phase-space methods. The discrete rep-
resentations based on the chord and Wigner functions
are very similar and (for odd d) yield d×d arrays respec-
tively of phases with constant amplitudes or real (pos-
itive and negative) values. Clifford symmetries of the
fiducial state thus represented are readily recognized be-
cause the array values are constant on the cycles of the
classical symmetry. In particular, the presence of the
Zauner symmetry organizes the distributions as super-
positions of 3-cycles as in Eq. (69). However, the repre-
sentation is highly redundant, as it depends on a number
of parameters growing as d2, even taking into account
the presence of symmetries, while the state itself only
depends on d − 1 complex amplitudes. The imposition
of the nonlinear pure-state condition directly in terms of
these two quasidistributions remains elusive.
The continuum representation is much leaner, and in
a way has complementary properties. The pure-state
condition is readily accommodated by a constellation of
d− 1 independent zeroes that parametrize the fiducial
state in a way equivalent to that provided by the repre-
sentation in terms of amplitudes. However we have not
found a clear signature in this constellation of the pres-
ence of a Clifford symmetry, besides of course the obvious
invariance of the whole constellation. The reason is that,
unlike what happens for the discrete representations, the
zeroes do not “move” classically when the state is sub-
jected to a Clifford operation. It remains also a major
open issue to precisely formulate the fiducial SIC-POVM
condition directly in terms of the zeroes of the constella-
tion.
The fact that a SIC-POVM is a projective 2-design im-
poses some constraints on the localization properties of
the fiducial states, as measured by the inverse participa-
tion ratio. When the fiducial state is expanded in the
coordinate basis, its inverse participation ratio P has the
same value as the average over random states. On the
other hand, when fiducial states are described by means
of the chord or the Wigner representations, the inverse
participation ratio shows they are maximally delocalized
in phase space, in contrast with the Haar average.
The conjectured Zauner symmetry shows up in inter-
esting ways in the discrete representations, its main con-
sequence being that the distributions become constant
along the classical 3-cycles of the symmetry. The fiducial
state is then represented as a superposition of the order of
(d2−1)/3 periodic cycles. In contrast, the representation
as a superposition of the eigenstates of a Hamiltonian Hˆ
commuting with the Zauner operator, has the least pos-
sible freedom compatible with the symmetry (≈ d/3).
Moreover the eigenstates retain simple semiclassical fea-
tures that become sharper as d→∞.
In summary, we have explored various ways to display
phase-space features of SIC-POVM fiducial states. Al-
though none provides significant inroads to the deeper
problem of the proof of existence, we present them in the
hope that this study may illuminate from different angles
some of the many facets of this most interesting problem.
Appendix A: Equivalence for pure states of the two
definitions of the phase-space localization measure
To show that the two definitions of M in Eq. (54) are
indeed equal we consider, for an arbitrary operator Aˆ,
the quantity
tr(RˆxAˆRˆxAˆ) =
1
d2
∑
α,β
CA(α)CA(β) tr(RˆxTˆαRˆxTˆβ)
(A1)
where we have expanded Aˆ in terms of the chord function
using Eq. (24). Using the conjugation
RˆxTˆαRˆx = ω
2<α,x>Tˆ †α (A2)
and the orthogonality of translations we deduce
tr(RˆxAˆRˆxAˆ) =
1
d
∑
α
CA(α)CA(α)ω
2<α,x> (A3)
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Now, if Aˆ is a pure state |ψ〉〈ψ| the l.h.s. is the square
of the Wigner function Wψ(x) = 〈ψ|Rˆx|ψ〉 and we have
obtained
Wψ(x)
2 =
1
d
∑
α
ω2<α,x>Cψ(α)
2 (A4)
Thus the square of the Wigner function is the symplectic
Fourier transform of the square of the chord function.
Parseval relation then immediately implies∑
x
Wψ(x)
4 =
∑
α
|Cψ(α)|4 (A5)
Appendix B: Averages over Haar measure
We are interested in averages of the type∫
dψ
t∏
i=1
〈ψ|Aˆi|ψ〉 (B1)
where the integration is over the complex projective space
CP d−1 with the measure induced by the unitarily invari-
ant Haar measure on U(d). The symmetry of the in-
tegrand under the interchange of the Aˆi turns this into
a projector onto the totally symmetric subspace of the
Hilbert space H⊗t ≡ C⊗td with dimension
Dt =
(d+ t− 1)!
(d− 1)! t! (B2)
The average can be expressed as a trace over perma-
nents
∫
dψ
t∏
i=1
〈ψ|Aˆi|ψ〉 = (d− 1)!
(d+ t− 1)!
∑
i1i2···it
∣∣∣∣∣∣∣∣∣
〈i1|Aˆ1|i1〉 〈i1|Aˆ2|i2〉 · · · 〈i1|Aˆt|it〉
〈i2|Aˆ1|i1〉 〈i2|Aˆ2|i2〉 · · · 〈i2|Aˆt|it〉
...
...
. . .
...
〈it|Aˆ1|i1〉 〈it|Aˆ2|i2〉 · · · 〈it|Aˆt|it〉
∣∣∣∣∣∣∣∣∣
+
(B3)
The permanent can be evaluated in terms of all possi-
ble product of traces of the Ai. For t = 2 and for traceless
and unitary translations with A1 = A2 = Tˆα, A3 = A4 =
Tˆ †α, Eq. (B3) can be easily evaluated with the result:∫
dψ
∣∣∣〈ψ|Tˆα|ψ〉∣∣∣4 = { 2(d+1)(d+2) for α 6= 0
1 for α = 0
(B4)
Then we obtain Eq. (57)
< M >Haar=
1
d
{
1 +
2(d2 − 1)
(d+ 1)(d+ 2)
}
=
3
d+ 2
(B5)
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