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Résumé
Le présent travail se veut une contribution à l’extension du domaine des
applications de la théorie des chemins rugueux à travers l’étude de la convergence
des processus discrets, qui permet un nouveau regard sur plusieurs problèmes qui
se posent dans le cadre du calcul stochastique classique.
Nous étudions la convergence en topologie rugueuse, d’abord des chaînes de
Markov sur graphes périodiques, ensuite des marches de Markov cachées, et ce
changement de cadre permet d’apporter des informations supplémentaires sur la
limite grâce à l’anomalie d’aire, invisible en topologie uniforme. Nous voulons
montrer que l’utilité de cet objet dépasse le cadre des équations différentielles.
Nous montrons également comment le cadre des chemins rugueux permet d’en-
coder la manière dont on plonge un modèle discret dans l’espace des fonctions
continues, et que les limites des différents plongements peuvent être différenciées
précisément grâce à l’anomalie d’aire.
Nous définissons ensuite les temps d’occupation itérés pour une chaîne de
Markov et montrons, en utilisant les sommes itérées, qu’ils donnent une structure
combinatoire aux marches de Markov cachées. Nous proposons une construction des
chemins rugueux en passant par les sommes itérées et la comparons à la construction
classique, faite par les intégrales itérées, pour trouver à la limite deux types de
chemins rugueux différents, non-géométrique et géométrique respectivement.
Pour finir, nous illustrons le calcul et la construction de l’anomalie d’aire et
nous donnons quelques résultats supplémentaires sur la convergence des sommes et
temps d’occupation itérés.
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Abstract
Through the present work, we hope to contribute to extending the domain of
applications of rough paths theory by studying the convergence of discrete processes
and thus allowing for a new point of view on several issues appearing in the setting
of classical stochastic calculus.
We study the convergence, first of Markov chains on periodic graphs, then
of hidden Markov walks, in rough path topology, and we show that this change
of setting allows to bring forward extra information on the limit using the area
anomaly, which is invisible in the uniform topology. We want to show that the
utility of this object goes beyond the setting of differential equations.
We also show how rough paths can be used to encode the way we embed a
discrete process in the space of continuous functions, and that the limits of these
embeddings differ precisely by the area anomaly term.
We then define the iterated occupation times for a Markov chain and show
using iterated sums that they form an underlying combinatorial structure for
hidden Markov walks. We then construct rough paths using iterated sums and
compare them to the classical construction, which uses iterated integrals, to get two
different types of rough paths at the limit: the non-geometric and the geometric
one respectively.
Finally, we illustrate the computation and construction of the area anomaly and
we give some extra results on the convergence of iterated sums and occupation
times.
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Chapitre 1
Introduction
1.1 Le mot d’introduction
Dans les mathématiques, comme dans l’histoire, il y a ceux qui découvrent de
nouvelles terres, il y a les pionniers qui y vont pour explorer les contrées inconnues
et ceux qui s’y établissent ensuite, il y a ceux qui cherchent à trouver toutes les
richesses de ce nouveau monde et ceux qui tentent de les mettre à profit en les
exportant vers d’autres pays, il y a enfin ceux qui contribuent à rendre connu leur
jeune pays et ceux qui s’appliquent à le rendre accueillant pour tous les étrangers
qui seraient de passage.
Le domaine des chemins rugueux, ajouté sur la carte des mathématiques il y
a à peine vingt ans, s’est avéré une terre riche, qui a attiré de grands chercheurs
et a fourni un nombre impressionnant de résultats importants. Ceux dont les
problématiques font apparaître des équations différentielles y puisent volontiers des
idées et des outils. Cependant d’autres hésitent à s’y aventurer : ils pensent que les
ressources qu’ils y trouveraient ne leur seraient pas indispensables, et, comme le
domaine est technique, y regarder de près ne leur paraît pas bien utile.
En exportant les outils des chemins rugueux vers un nouveau domaine (celui de
la convergence de processus discrets) et en montrant, à travers, par exemple, des
constructions « à la main », qu’on n’a pas besoin de s’enfoncer dans cette théorie
pour apprécier la beauté des paysages et y trouver des ressources, notre but est
de donner de bons arguments de tenter l’aventure. Autrement dit, nous espérons
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que le présent travail, en élargissant le champ d’application des chemins rugueux,
contribuera à ébranler un peu plus la réputation d’obscurité que cette théorie garde
encore auprès de certains chercheurs.
1.2 Cadre et motivations du présent travail
1.2.1 Un peu d’histoire
Les bases de la théorie des chemins rugueux furent posées en 1998 dans [65] par
T. Lyons, dans le but de permettre la définition des intégrales et des équations
différentielles pour des processus qui ont, jusque là, échappé à la théorie classique
de l’intégration.
Le problème qui se pose est le suivant. Soit V un espace vectoriel de dimension
finie d ≥ 2 et x : [0, 1] → V un chemin continu dans V . Pour pouvoir résoudre une
équation différentielle (ED) comme, par exemple,
dyt =
d∑
k=1
f (i)(yt)dx
(i)
t (1.1)
il faut qu’on puisse donner un sens à l’intégrale par rapport aux incréments de x.
Or, si la régularité α de x est strictement inférieure à 1/2, la théorie d’intégration
de Young [82] ne s’applique plus. La même question se pose pour les équations aux
dérivées partielles (EDP).
Même si, au premier abord, la topologie rugueuse peut paraître une montagne
infranchissable et donner davantage l’envie de la contourner que de l’escalader,
l’idée sous-jacente est aussi simple qu’importante : si le chemin x de (1.1) est de
régularité inférieure à 1/2, une suite (xnt )t qui converge vers x en topologie uniforme
ne permet pas forcément d’approcher y, solution de (1.1), par la suite (ynt )t donnée
par
dynt =
d∑
k=1
f (i)(ynt )(dx
n
t )
(i) (1.2)
Ceci s’explique par le fait que toute l’information sur la convergence de la suite xn
nécessaire pour cela n’est pas prise en compte à la limite. Il faut donc trouver un
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moyen d’« enrichir » les objets pour enregistrer cette information manquante.
L’idée de ce moyen vient du développement de Taylor. On crée, à partir de
x, un chemin rugueux (xt)t, objet avec ⌊1/α⌋ niveaux (où ⌊·⌋ désigne la partie
entière d’un réel) et dont chaque niveau k est un élément de V ⊗k qui satisfait
aux propriétés algébriques d’une intégrale itérée et dépend en partie des niveaux
précédents (on définit ainsi les intégrales itérées abstraites de x). On cherche ensuite
à approcher (xt)t par une suite de chemins rugueux bien choisis et on donne ainsi
un sens à l’équation (1.1) à travers sa version rugueuse.
Avant la naissance de la théorie des chemins rugueux, en plus des solutions
données au cas par cas, de nombreuses méthodes de généralisation, qui continuent à
être explorées aujourd’hui encore, avaient déjà été développées. Citons-en quelques
unes.
En 1942, dans [49], K. Itô avait donné une définition rigoureuse de l’intégrale
par rapport au mouvement brownien par analogie avec les intégrales de Riemann.
À la suite des travaux de P. Lévy et de K. Itô, P. Malliavin proposa de nouvelles
approches pour le calcul différentiel aléatoire, et les applications du calcul de
Malliavin à la résolution des équations différentielles stochastiques (EDS) furent
très fructueuses (par exemple, [79], [72], ou encore [73]) et très prisées surtout dans
le domaine de la finance. D’autres méthodes numériques ([54], [37]) deviennent
d’autant plus intéressantes que le perfectionnement des technologies rend les
algorithmes de simulation qui en sont issus (la méthode Monte-Carlo, les schémas
d’Euler-Maruyama et de Milstein, etc.) de plus en plus efficaces. L’analyse par
ondelettes, issue de la physique et développée par Y. Meyer [71], S. Jaffard [50] et
d’autres, en permettant une étude plus fine de la régularité d’une fonction, a permis
de mieux approcher les ED(P) ([19], [22]) et d’en tirer des méthodes numériques
de résolution ([74]).
La théorie des chemins rugueux semble avoir fait la synthèse de ces méthodes :
elle utilise les intégrales itérées tout comme le calcul de Malliavin lorsqu’il se tourne
vers le chaos gaussien ; elle permet un contrôle de régularité en « enrichissant »
l’objet de niveaux supplémentaires, et les ondelettes permettent de décomposer une
fonction en niveaux de régularité ; elle s’appuie sur les techniques du développement
limité, tout comme beaucoup de schémas numériques ; enfin, la plupart des exemples
concrets d’application sont fournis par les intégrales stochastiques. C’est en grande
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partie pour cette raison que cette théorie a fourni des outils à la fois plus généraux
et plus difficilement maniables que les autres méthodes.
Même si les chemins rugueux sont à valeurs dans des algèbres et des groupes
de Lie, l’approche de T. Lyons était surtout analytique. M. Gubinelli a développé,
quelques années plus tard, une théorie algébrique des chemins rugueux, en mettant
en évidence les structures algébriques, en particulier les algèbres de Hopf des arbres
enracinés [46], cachées derrière les constructions rugueuses ([38], [39]). Depuis, ce
point de vue est privilégié dans le domaine des chemins rugueux, car il permet un
plus haut degré d’abstraction.
Des travaux d’unification et de synthèse de la théorie des chemins rugueux ont
été faits par T. Lyons et Z. Qian [67], par P. Friz et N. Victoir [34], P. Friz et
M. Hairer [32], A. Lejay [59], et parmi les nombreux apports à l’application de cette
théorie, on pourrait citer I. Bailleul [4], L. Coutin [21], P. Gassiat [27], R. Catellier
[17], etc.
Malgré le fait que ses outils ne prennent en charge que des objets à régularité
positive, la théorie des chemins rugueux a inspiré plusieurs contributions à la
résolution de certaines équations aux dérivées partielles stochastiques (EDPS)
comme l’équation KPZ [41], l’équation de la chaleur avec un bruit blanc dans le
temps [24] ou encore l’équation de type Burgers avec un bruit blanc multiplicatif
[44].
Une première généralisation de ces méthodes permettant de traiter la présence de
termes à régularité négative a été réalisée en 2012, lorsque M. Gubinelli, P. Imkeller
et N. Perkowski ont proposé dans [40] une théorie de multiplication des distributions
en utilisant les paraproduits de Bony [10].
En 2013, M. Hairer opère une deuxième généralisation, plus vaste, à travers sa
théorie des structures de régularité [42] qui permet en particulier de construire, à
l’instar des chemins rugueux, des objets abstraits à plusieurs niveaux. L’une des
questions centrales de cette théorie est celle de la renormalisation, dont une théorie
algébrique détaillée est présentée dans le récent papier de M. Hairer, L. Zambotti
et Y. Bruned [15], les implications pour la théorie des chemins rugueux dans [14]
et quelques applications dans [13].
Malgré le fait qu’aussi bien la théorie des chemins rugueux que celle des structures
de régularité présentent beaucoup de résultats très abstraits, les deux tendent
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à établir un lien étroit avec le calcul stochastique, d’une part en transposant
les principaux objets de celui-ci dans de nouvelles structures, d’autre part, en
complétant celui-ci par des résultats que les nouveaux outils permettent d’atteindre.
Nous espérons y contribuer en employant la théorie des chemins rugueux pour
étudier des modèles bien connus sous un nouvel angle.
1.2.2 Journal de bord
Recherche de nouvelles applications pour les chemins rugueux. Initiale-
ment, nous cherchions des objets probabilistes dont nous pouvions proposer une
étude fondée sur des outils simples de la théorie des chemins rugueux qui, tout
en apportant des éléments nouveaux par rapport aux études classiques, seraient
accessibles à des non-spécialistes ; nous nous intéressions avant tout à ceux qui
permettraient de sortir les chemins rugueux du cadre des EDS. Après avoir étu-
dié plusieurs possibilités à travers le mouvement brownien de Liouville ([35]), le
mouvement brownien sur le groupe des difféomorphismes du cercle ([69], [30]) ou
encore les espaces de Fock ([7], [70]), nous nous sommes concentrés sur l’étude de
modèles discrets.
Modèles discrets. Notre intérêt pour les modèles discrets (ou les processus
discrets) s’est éveillé en découvrant divers avantages que ceux-ci peuvent présenter.
D’abord, ils permettent de s’adresser à un public très large : on les utilise aussi bien
en modélisation qu’en méthodes numériques, les marches aléatoires branchantes et
les arbres aléatoires font toujours couler beaucoup d’encre d’imprimante, certains
exemples de chaînes de Markov sont accessibles même aux élèves de master, et on
peut souvent en donner une représentation intuitive en faisant un dessin.
Ensuite, le cadre discret a été relativement peu étudié en lien avec les chemins
rugueux : le principal but de la théorie étant de résoudre efficacement des EDS, on
opère surtout avec des processus continus et on procède rarement par discrétisation
(cependant, une méthode a été proposée dans [23]).
Enfin, et surtout, la structure simple de certains modèles (dans R2 ou R3, par
exemple), doublée d’une représentation géométrique, permet de calculer explicite-
ment la limite du processus discret à la fois en topologie uniforme et en topologie
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rugueuse et de montrer ce que cette dernière permet d’apporter en plus par rapport
à la première.
Figure 1.1 – MAS sur R2 avec une boucle tous les deux pas de temps.
Question 1. On considère une marche aléatoire simple (MAS) sur Z2 et un
deuxième processus comme dans la figure 1.1 : une MAS sur Z2 à laquelle on
ajoute des boucles (hachurées sur le dessin) tous les deux pas de temps. En topologie
uniforme les deux processus convergent, après renormalisation, vers le mouvement
brownien. Mais est-ce vraiment la même limite ?
La réponse est non : on peut distinguer les limites de ces processus en topologie
rugueuse. Les chemins rugueux permettent d’enregistrer des informations qui
disparaissent à la limite en topologie uniforme sous la forme d’objets qui ne
dépendent pas de la trajectoire du processus limite. Nous avons choisi de nous
intéresser au premier de ces objets non-triviaux, qui est précisément celui qui
différencie les limites de la question 1, l’anomalie d’aire.
Anomalie d’aire. Illustrons l’anomalie d’aire en analysant les convergences
évoquées dans la question 1, inspirée par l’exemple des bulles d’aire (micro-
perturbations d’une trajectoire qui ne changent pas sa limite, mais qui influencent
l’aire accumulée à la limite) utilisé souvent par A. Lejay pour introduire les chemins
rugueux (comme dans [59]).
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Lorsqu’un processus discret converge vers le mouvement brownien, l’information
qui manque au niveau trajectoriel, et que les chemins rugueux contiennent, est
l’accumulation d’aire signée, i.e. l’aire générée par les fluctuations, et en particulier
les boucles, du processus (cette aire est définie dans la section 1.3.2 de la présente
introduction). Dans le cas de la MAS, cette accumulation d’aire ne donne pas
de nouvelles informations par rapport à la trajectoire, le chemin rugueux limite
étant composé du mouvement brownien et de son aire signée (As)s (appelée aire
de Lévy) : (
Bt/6, At/6
)
t
La seule trace des boucles qui persiste à la limite est un ralentissement dans le
temps traduit par le facteur t/6.
Par contre, dans la limite du modèle représenté dans la figure 1.1, on voit
apparaître à la limite un terme déterministe supplémentaire, qui rend compte de
l’aire générée par toutes ces boucles disparues dans la trajectoire limite :
(
Bt/6, At/6 +
t
3
)
t
Le terme t/3 est une anomalie d’aire, car il ne peut pas être déduit de la trajectoire
limite (le mouvement brownien). Ceci montre, en particulier, que cette anomalie
d’aire n’est pas reliée au drift du niveau trajectoriel, la MAS étant centrée (tous
les six pas de temps).
L’anomalie d’aire issue de la convergence de modèles discrets sera au cœur de
notre démarche et aura une double vocation :
• elle fournira de nouveaux critères de convergence de processus discrets, qui
dépassent le cadre du calcul stochastique classique, et un nouveau regard sur
les domaines qui opèrent avec des modèles discrets (par exemple, l’étude des
équations aux différences, présentées dans la section 1.3.5 de l’introduction,
et abordées également dans le chapitre 2, section 2.4.1) ;
• pour certains modèles, elle permet d’expliquer certaines difficultés liées au
passage à la limite et dont on pense intuitivement qu’ils sont liés à une
accumulation de « boucles » dans le processus (par exemple, dans le cas des
processus dans un milieu aléatoire, comme supposé dans [5]) ;
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• elle permettra d’introduire dans le domaine des chemins rugueux, qui reste
très abstrait, avec relativement peu d’illustrations en dehors des EDS, des
constructions et des calculs explicites avec l’utilisation d’outils probabilistes
et géométriques classiques.
Le modèle présenté dans la figure 1.1 étant trivial, nous avons cherché des
processus avec des propriétés markoviennes, avec des corrélations temporelles à
faible portée et en nous inspirant des phénomènes produits par un champ magnétique
(comme dans [31]). Après avoir construit un premier exemple sur la base de variables
de Bernoulli corrélées (présenté dans le chapitre 2, section 2.1.3), nous l’avons
généralisé à la classe des chaînes de Markov sur graphes périodiques.
Chaînes de Markov sur graphes périodiques. Une fois construites les chaînes
de Markov sur graphes périodiques (présentées dans la section 1.3.3 de l’introduc-
tion et dans le chapitre 2, section 2.1.4), nous nous sommes rendu compte que notre
définition était très proche de celle des modèles issus de divers domaines comme
la mécanique statistique, la cristallographie, la biologie (plusieurs exemples sont
présentés dans la section 2.1.4 du chapitre 2) et dont la convergence en topologie
uniforme (souvent vers le mouvement brownien) est beaucoup étudiée.
L’étude de la convergence en topologie rugueuse a été facilitée par la possibilité
d’un découpage en v.a.i.i.d. plus des fluctuations résiduelles de ce type de processus
(expliqué dans la théorie des pseudo-excursions, chapitre 2, section 2.2.2). Nous
avons montré que ces fluctuations résiduelles généraient une anomalie d’aire à la
limite.
Question 2. Comment donner une expression explicite de l’anomalie d’aire ?
Nous avons répondu à cette question une première fois dans le cadre des chaînes
de Markov sur graphes périodiques au chapitre 2, section 2.1.4 (en particulier dans
le théorème 2.1.1) dont un résumé est donné dans la section 1.3.7 de l’introduction.
Précisons simplement que les chaînes de Markov sur graphes périodiques nous
ont permis non seulement de fournir une formule probabiliste avec interprétation
géométrique de l’anomalie d’aire, mais aussi de la calculer explicitement pour
certains modèles (présentés dans le chapitre 4).
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Dans les méthodes que nous avons développées pour cette classe de processus,
un rôle-clé est joué par les chaînes de Markov sur espaces d’états finis que nous
avons extraites de ces modèles, ce qui nous a donné l’idée d’étendre nos résultats à
une classe de processus plus grande : les marches de Markov cachées.
Marches de Markov cachées. Alors que, dans le cas des chaînes de Markov sur
graphes périodiques, c’est le caractère périodique des processus qui nous a permis
de déduire l’existence d’une chaîne de Markov sous-jacente pour chacun d’entre
eux, les marches de Markov cachées sont définies directement comme des processus
dépendant d’une chaîne de Markov (voir la section 1.3.3 de l’introduction ou la
section 3.2.1 du chapitre 3). Une chaîne de Markov sur graphe périodique peut
également avoir une interprétation en tant que marche de Markov cachée, mais
avec une chaîne de Markov sous-jacente souvent différente et plus complexe, ce qui
rend les calculs et l’exploitation du côté géométrique du modèle plus difficiles. Nous
allons comparer les deux représentations dans la section 1.3.3 de l’introduction et
dans le cas de deux modèles concrets dans la section 4.1 du chapitre 4.
Les principaux outils que nous avons développés s’appliquant également aux
marches de Markov cachées, nous avons pu généraliser le théorème 2.1.1 à cette
classe de processus (théorème 3.2.1 du chapitre 3).
Nous avons ensuite exploré une autre direction de généralisation, inspirée toujours
par les "bulles d’aire" d’A. Lejay. Pour étudier la convergence d’un processus discret
à valeurs dans Rd dans la topologie uniforme, nous le plongeons d’abord dans
l’espace des fonctions continues en adoptant tacitement l’interpolation linéaire par
morceaux. Mais si l’on s’intéressait de plus près à la question des plongements, que
se passerait-il ?
Classes d’équivalence pour les plongements. Puisque ce qui nous intéresse
est de regarder le processus "de loin", choisir un autre plongement semble inutile
tant qu’on reste en topologie uniforme (les plongements sont présentés dans la
partie 1.3.4 de l’introduction, et plus en détails dans la section 3.3.3 du chapitre 3).
Et pourtant...
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Figure 1.2 – Plongement « à boucles » pour une MAS sur R2.
Question 3. On considère l’interpolation linéaire d’une MAS sur Z2 et une
interpolation « à boucles » de la même MAS, comme dans la figure 1.2. En topologie
uniforme, les deux plongements convergent vers le mouvement brownien. Mais
s’agit-il vraiment de la même limite ?
La réponse est négative une fois de plus : le plongement « à boucles » va générer,
en topologie rugueuse, une anomalie d’aire, et la manière dont celle-ci change en
fonction du plongement peut être décrite de façon explicite pour les marches de
Markov cachées (théorème 3.2.2 du chapitre 3). Nous avons également montré que
tout plongement (à variation finie) peut être encrypté dans une marche de Markov
cachée sur G2(V ), qui est une classe d’équivalence de plongements (expliquée dans
la section 1.3.4 de l’introduction et dans la section 3.3.3 du chapitre 3) et dont le
chemin rugueux limite représente la limite commune de tous les processus de cette
classe (théorème 3.2.3 du chapitre 3). Ce dernier constat fournit une application
simple des chemins rugueux à la classification de divers modèles de réseaux (voir,
par exemple, les deux plongements issus d’un même modèle discret dans la figure
3.2).
Comme nous avons pu obtenir tous ces résultats grâce aux chaînes de Markov
sous-jacentes à nos processus, nous nous sommes demandé si on ne pouvait pas
isoler et étudier les structures combinatoires qui dépendent d’elles dans les marches
de Markov cachées.
1.2. CADRE ET MOTIVATIONS 11
Convergence des structures combinatoires des marches de Markov ca-
chées. Ces structures combinatoires nous ont conduit à donner une définition
généralisée de la notion de temps d’occupation, classique dans la théorie ergodique,
et à étudier les sommes itérées des marches de Markov.
Question 4. Peut-on étudier la convergence des ces structures combinatoires en
topologie rugueuse ?
La réponse est oui, et cela permet également de construire, à partir d’un même
modèle discret, des chemins rugueux limites géométriques et non-géométriques.
1.2.3 Structure générale de la thèse
Après avoir exposé la chronologie de nos résultats, nous allons en présenter l’orga-
nisation. Le présent travail contient quatre chapitres :
• l’introduction (le chapitre 1), où nous présentons de manière synthétique le
cadre de nos travaux, nos principaux résultats et leur intérêt. Elle se trouve
divisée en deux parties : la première, 1.3, contient les principaux résultats
concernant la convergence des chaînes de Markov cachées et l’anomalie d’aire
(une partie du chapitre 3, chapitre 2, une partie du chapitre 4) ; la deuxième
(1.4) regroupe les résultats concernant les structures combinatoires sous-
jacentes aux marches de Markov cachées (les parties restantes des chapitres 3
et 4).
• le chapitre 2, où nous construisons les chaînes de Markov sur graphes pé-
riodiques, montrons leur dépendance d’une chaîne de Markov sur un espace
d’états fini et développons une théorie des pseudo-excursions, avant d’étudier
leur convergence en topologie rugueuse et de présenter l’anomalie d’aire.
Nous étudions aussi plusieurs modèles concrets inspirés de la mécanique
statistique et présentons un exemple simple d’équation aux différences où
apparaît l’anomalie d’aire.
Ce chapitre est notre premier article [64], qui a récemment été accepté pour
publication par la revue Stochastic Processes and their Applications.
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• le chapitre 3, qui est dédié aux résultats généraux de convergence des chemins
rugueux associés à des marches de Markov cachées. Nous étudions le terme
de l’anomalie d’aire qui apparaît dans ces limites en fonction des plongements
choisis et présentons une manière de définir des classes d’équivalence pour
ces derniers.
Nous montrons aussi que les marches de Markov cachées sont liées à des objets
combinatoires sous-jacents (les temps d’occupation itérés), qui convergent
(sous certaines conditions) vers des chemins rugueux non-géométriques.
Nous présentons aussi un lien entre les produits shuﬄe et quasi-shuﬄe et les
chemins rugueux géométriques et non-géométriques respectivement. Ensuite,
à partir d’un processus discret (toujours une marche de Markov cachée),
nous construisons un chemin rugueux canonique (géométrique) par intégrales
itérées à partir d’un plongement du processus et un chemin rugueux non-
géométrique à partir de sommes itérées, et nous comparons leurs limites, dont
la première sera un chemin rugueux au sens de Stratonovich, avec anomalie
d’aire, et la deuxième un chemin rugueux au sens d’Itô, avec un drift de
niveau deux.
Ce chapitre est notre deuxième article [63] tel qu’il a été soumis sur HAL.
• le chapitre 4, où nous avons rassemblé les résultats calculatoires : nous four-
nissons plusieurs méthodes pour calculer l’anomalie d’aire et la calculons
explicitement pour deux modèles, donnons des résultats concernant les es-
pérances de sommes itérées de marches de Markov et leur convergence, etc.
Ces calculs, qui ne sont pas encore publiés, illustrent et complètent certains
aspects des chapitres précédents.
1.2.4 Notations
• V désigne un espace vectoriel de dimension finie d ≥ 2 ;
• ⌊r⌋ désigne la partie entière d’un réel r ;
• ⊗ désigne tantôt le produit tensoriel entre deux éléments d’un espace vectoriel
V , tantôt une loi de multiplication pour les éléments de R⊗ V ⊕ . . .⊕ V ⊗k,
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où k ∈ N∗ (on choisira la bonne définition en fonction des éléments auxquels
on applique ⊗) ;
• Cp−var([0, T ], B) est l’espace de fonctions à p-variation finie, à valeurs dans
un espace de Banach B ;
• Cα−Höl([0, T ], B), avec α ∈]0, 1[, est l’espace des fonctions α-Hölder, à valeurs
dans un espace de Banach B ;
• L’opérateur de dilatation sur R⊗ V ⊕ . . .⊕ V ⊗n, où n ∈ N∗, est l’opérateur
de scaling δα, α ∈ R défini par
δα(g(1), . . . , g(n)) = (αg(1),α2g(2) . . . ,αng(n))
1.3 Le drift d’aire dans la convergence de mo-
dèles markoviens en topologie rugueuse
1.3.1 Éléments de la théorie des chemins rugueux
Comme nous l’avons déjà dit, la théorie des chemins rugueux s’appuie à la fois
sur l’analyse et l’algèbre. Nous présenterons les principaux points de repère pour
comprendre la nature des objets qu’elle manipule, en nous inspirant de plusieurs
sources et en mettant l’accent avant tout sur les outils et les notions dont nous
aurons besoin.
Cette section n’est pas indispensable à lire pour ceux qui connaissent déjà la
théorie. Le lecteur qui, au contraire, voudra approfondir certains points trouvera
une présentation concise de la théorie dans [66] ou dans l’introduction à un ouvrage
de référence (par exemple, [34] ou [32]), et une présentation plus détaillée dans [58].
Pour ceux qui veulent étudier la théorie à la fois dans ses aspects algébriques et
analytiques, il y a l’ouvrage de référence [34]. Enfin, pour ceux qui s’intéressent
également aux structures de régularité, [32] fournit une présentation très claire du
domaine, de nombreux exercices (corrigés ou non) et un lien avec la théorie de
M. Hairer.
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Idée générale.
Dans l’introduction, on avait dit qu’un chemin rugueux était un objet à plusieurs
niveaux dont chacun a les propriétés algébriques d’une intégrale itérée.
Lorsqu’un chemin x : [0, 1] → V entre dans le cadre de la théorie de Young,
ses intégrales itérées sont bien définies et on peut s’en servir directement pour
construire le chemin rugueux associé. Ainsi, si x est de régularité α > 1/2, pour
n ≥ 1, le chemin rugueux canonique d’ordre n, appelé signature tronquée de x à
l’ordre n, est défini, pour tous les s, t tels que 0 ≤ s < t ≤ 1, par :
Sn(x)s,t
déf=
(∫ t
s
dxs,
∫
s<s1<s2<t
dxs1 ⊗ dxs2 , . . . ,
∫
s<s1<...<sn<t
dxs1 ⊗ . . .⊗ dxsn
)
(1.3)
Pour tout n ≥ 2, l’objet Sn(x)s,t ainsi défini vit dans l’espace V ⊕ V ⊗2⊕ . . .⊕ V ⊗n,
où ⊗ est le produit tensoriel sur V .
Le problème se pose si la régularité α de x est inférieure à 1/2. Dans ce cas,
pour N ≥ ⌊1/α⌋ et pour tout t ∈ [0, 1], on définit un objet
xt = (x
(1)
t , . . . , x
(N)
t )
comme un élément abstrait de V ⊕ V ⊗2 ⊕ . . .⊕ V ⊗N , dont le premier niveau est
xt − x0 et dont les niveaux suivants en dépendent en partie et satisfont certaines
règles propres aux intégrales multiples. On peut ainsi construire un chemin continu
x : [0, 1] → ⊕Nk=1 V ⊗k
t *→ xt
qui sera un chemin rugueux correspondant à x dans V ⊕ V ⊗2 ⊕ . . .⊕ V ⊗N .
Remarque. Pour emmagasiner toute l’information nécessaire au passage à la
limite, on n’a pas besoin d’aller au-delà du niveau ⌊1/α⌋ (par exemple, pour
approcher le mouvement brownien dont la régularité est 1/2−, on va construire
des chemins rugueux à deux niveaux), car tous les niveaux supérieurs peuvent être
entièrement déduits des précédents. Ce résultat classique de la théorie des chemins
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Stratonovich Itô
- surtout pour des processus de régu-
larité α ≥ 1/3
- surtout pour des processus de régu-
larité α < 1/3
- a besoin de « regarder dans le fu-
tur »
- ne s’appuie pas sur des prévisions
- satisfait le théorème de dérivation
des fonctions composées et l’intégra-
tion par partie
- a besoin de termes additionnels
dans les niveaux des chemins ru-
gueux, et ne satisfait donc pas à ces
règles
- interpolation géodésique - interpolation constante par mor-
ceaux
Table 1.1 – Intégrale d’Itô vs. intégrale de Stratonovich dans le cadre des chemins
rugueux
rugueux sera énoncé de manière formelle dans la proposition 1.3.1. Maintenant
ce n’est plus le chemin rugueux qu’on définit à partir des intégrales itérées (ou
multiples), ce sont les intégrales itérées de x qu’on peut définir grâce au chemin
rugueux comme suit :
∫
0<s1<...<si<t
xs1 ⊗ . . .⊗ dxsi déf= x(i)t (1.4)
Dans le cadre probabiliste, les règles auxquelles les niveaux des chemins rugueux
devront satisfaire dépendent aussi du type d’intégration qu’on choisit : Itô ou
Stratonovich. L’intégration par parties s’applique au second, mais pas au premier.
Ce critère permet aussi de séparer les chemins rugueux en deux grands groupes : les
chemins rugueux géométriques, correspondant à l’intégration de Stratonovich, et les
chemins rugueux non-géométriques, correspondant, en particulier, à l’intégration
d’Itô. Le tableau 1.1 donne quelques points de comparaison entre les deux types de
construction d’intégrales.
Ainsi, les chemins rugueux géométriques ont ceci de particulier que les parties
symétriques de leurs niveaux peuvent être déduites des niveaux antérieurs, et donc
on peut adopter une écriture simplifiée en les enlevant. Par exemple, le chemin
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rugueux (géométrique) du mouvement brownien (Bt)t dans Rd
Bt = (Bt,
∫
0<s1<s2<t
◦dBs1 ⊗ ◦dBs2)
peut se réécrire en ne gardant que l’information antisymétrique de la deuxième
composante
Bt = (Bt, At) (1.5)
où At = 1/2
∫
0<s1<s2<t
dBs1 ⊗ dBs2 − dBs2 ⊗ dBs1 est précisément l’aire de Lévy
qu’on avait rencontrée dans la section 1.2.2, en étudiant les convergence de la
question 1.
Algèbres tensorielles et chemins rugueux.
Tout d’abord, on va décrire de manière plus exacte l’espace où un chemin rugueux
prend ses valeurs. Soit, comme avant, V un espace vectoriel de dimension finie. On
a vu qu’un chemin rugueux défini à partir d’un chemin dans V est donné par (1.4)
ou (1.3), et son k-ième niveau est donc un élément de V ⊗k. Pour ai ∈ V ⊗i, on a
a =
n⊕
k=1
ak ≃ (a1, . . . , an)
et, par conséquent, un chemin rugueux peut être vu comme une somme (directe)
finie de produits tensoriels, ce qui est analogue à un développement de Taylor d’une
fonction à plusieurs variables.
Pour définir proprement les opérations sur les chemins rugueux, on va passer
par l’espace
T (n)(V ) =
n⊕
k=0
V ⊗k (1.6)
avec V ⊗0 = R. On munit T (n)(V ) d’une structure d’algèbre en définissant les
opération internes suivantes :
• Addition : ∀a, b ∈ T (n)(V ), a + b = (a0 + b0, a1 + b1, . . . , an + bn)
• Multiplication : ∀a, b ∈ T (n)(V ), a⊗b = (c0, c1, . . . , cn), où ck = ∑ki=0 ai⊗bk−i
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et de la loi externe
∀λ ∈ R, λa = (λa0,λa1, ...).
On a alors la propriété suivante, qui met en relief l’aspect algébrique des chemins
rugueux.
Propriété 1.3.1. L’ensemble (T (n)(V ),⊗) est une algèbre non-commutative, dont
l’unité (l’élément neutre) est 1 = (1, 0, 0, ...).
Comme l’élément du niveau 0 (appartenant à V ⊗0) est redondant dans le cas
des chemins rugueux, il nous suffit de considérer l’ensemble
T
(n)
1 (V ) = {a ∈ T (n)(V ) : a0 = 1} (1.7)
qui satisfait à la propriété ci-dessous.
Proposition 1.3.1. (T (n)1 (V ),⊗) est un groupe.
Puisqu’on a l’isomorphisme
T
(n)
1 (V ) ≃
n⊕
k=1
V ⊗k
par abus de langage, on omettra dans l’écriture l’élément du niveau 0 (i.e. on écrira
(a1, . . . , an) au lieu de (1, a1, . . . , an)).
Comme les formules (1.4) et (1.3) donnent des cas particuliers de chemins
continus dans T (n)1 (V ), on peut donner une première définition générale et intuitive
d’un chemin rugueux, inspirée de [59].
Définition 1.3.1. Un chemin rugueux est un chemin continu dans T (n)1 (V ) pour
un certain n ≥ 1, i.e. un élément de C([0, 1], T (n)1 (V )).
Ceci implique, entre autres, qu’on peut parler de chemins rugueux sans nécessai-
rement partir d’un chemin dans V .
À partir de la proposition 1.3.1, on peut déduire quelques caractéristiques des
chemins rugueux.
Propriété 1.3.2. Soit n ≥ 2 et soit (xt)t∈[0,1] un chemin rugueux dans T (n)1 (V ).
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• Les incréments de x sont donnés par :
∀ 0 ≤ s < t ≤ 1, xs,t = x−1s ⊗ xt
où on note par g−1 l’inverse de g ∈ T (n)1 (V ).
• Les incréments de x satisfont la relation de Chen ([18]) :
∀ 0 ≤ s < u < t ≤ 1, xs,t = xs,u ⊗ xu,t.
Remarque. La relation de Chen dans la propriété 1.3.2 se montre à partir de la
définition des incréments donnée au même endroit.
En ce qui concerne les chemins rugueux géométriques, comme les parties sy-
métriques de leurs niveaux dépendent des niveaux précédents, ils sont à valeurs
dans Gn(V ), un sous-groupe de T (n)1 (V ) formé de tous les éléments auxquels cette
condition s’applique. Par exemple, dans le cas n = 2, G2(V ) peut être défini à
partir de
∀(g1, g2) ∈ G2(V ), Sym(g2) = 1
2
g1 ⊗ g1.
On peut alors définir un chemin rugueux géométrique de la manière suivante.
Définition 1.3.2 ([59]). Un chemin rugueux géométrique est un chemin continu
sur Gn(V ) pour un certain n ≥ 1, i.e. un élément de C([0, 1], Gn(V )).
Nous avons déjà mentionné qu’un chemin géométrique peut être représenté aussi
bien avec que sans sa partie symétrique. Dans ce cas, choisir une représentation
revient à choisir la loi qu’on met sur G2(V ).
Ainsi, on peut munir Gn(V ) de la loi « ⊗ » héritée de T (n)(V ), ou alors de la loi
antisymétrique ∧, qui permet d’enlever la partie symétrique des éléments. Ainsi,
sur G2(V ), ceci se traduit, dans le premier cas, par
∀(a, b), (a′, b′) ∈ G2(V ), (a, b) ∧ (a′, b′) = (a + a′, b + b′ + a⊗ a′)
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et, dans le deuxième cas, par
∀(a, b), (a′, b′) ∈ G2(V ), (a, b) ∧ (a′, b′) = (a + a′, b + b′ + 1
2
(a⊗ a′ − a′ ⊗ a)).
(1.8)
Remarque. En utilisant 1.8, on peut fournir une interprétation géométrique
pour le deuxième niveau de G2(V ) : ce sera l’aire signée du chemin enregistré au
premier niveau. Par ailleurs, la manière dont le deuxième niveau est formé dans
(1.8) rappelle la formule de concaténation de deux aires signées donnée dans (1.22).
En particulier, sur (G2(V ),∧), l’expression du mouvement brownien rugueux
est donnée par la formule (1.5).
Avant de pouvoir étudier la convergence des chemins rugueux, il nous faut définir
les topologies adéquates, ainsi qu’un moyen de mesurer leur régularité.
Topologies sur T (N)1 (V ) et G
N(V ) et chemins rugueux α-Hölder.
Vu sa structure d’espace vectoriel, on peut munir T (N)1 (V ) de la norme homogène
(i.e. pour tous g ∈ T (N)(V ), λ > 0, |||δλg||| = λ|||g|||) définie par :
∀g ∈ T (N)1 (V ), |||g||| = max
i=1,...,N
{|g(i)|1/iV ⊗i}. (1.9)
Cette norme nous permet de définir l’ensemble des fonctions α-Hölder sur T (N)1 (V ),
ainsi qu’une norme sur cet espace.
Définition 1.3.3. Pour α ∈]0, 1[ et N ≥ 1, on définit Cα−Höl([0, 1], T (N)1 (V )),
l’espace des chemins α-Hölder à valeurs dans T (N)1 (V ), par
∀x ∈ Cα−Höl([0, 1], T (N)1 (V )), sup
0≤u<v≤1
|||xu,v|||
|u− v|α < ∞. (1.10)
De plus,
|||x|||α = max
i=1,...,N
sup
0≤u<v≤1
|x(i)u,v|
1/i
V ⊗i
|u− v|α (1.11)
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définit une norme (homogène) et, en supposant x0 = y0,
dα(x, y) = max
i=1,...,N
sup
0≤u<v≤1
|(y−1u,v ⊗ xu,v)(i)|V ⊗i
|u− v|αi (1.12)
définit une distance (inhomogène) sur cet espace.
Le groupe GN(V ) peut également être muni de la norme (1.9). Néanmoins, on
lui préfère une autre (en particulier pour des raisons de topologie) qui s’appuie sur
une autre définition de GN(V ) faite à partir des signatures tronquées à l’ordre N
des chemins à variation finie.
Définition 1 (définition 3.3.3 et propriété). On pose
GN(V ) = {SN(γ)0,1 : γ ∈ C1−var([0, 1], V )}
où SN(γ)0,1 est comme dans (1.3).
Elle nous dit, en particulier, que chaque élément de T (n)1 (V ) dont les niveaux
respectent la règle de l’intégration par parties est la représentation de la signature
d’un chemin dans V à variation finie.
La topologie de GN (V ) est déterminée alors par la norme de Carnot-Caratheodory :
∀g ∈ GN(V ), ||g|| := inf
{∫ 1
0
|dx| : x ∈ C1−var([0, 1], V ) and SN(x)0,1 = g
}
où | · |V est la norme euclidienne induite sur V .
La norme de Carnot-Caratheodory est :
• homogène : ||δλg|| = |λ| ||g|| for λ ∈ R
• symétrique : ||g|| = ||g−1||)
• sous-additive : ||g ⊗ h|| ≤ ||g|| + ||h||.
De plus, elle définit une distance d sur GN(V ) par
d : GN(V )×GN(V ) → R+
(g, h) *→ ||g−1 ⊗ h||
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Muni de cette distance, GN(V ) acquiert une structure bien particulière.
Propriété 1.3.3. (GN(V ), d) est un espace géodésique.
Rappelons brièvement ce que ceci veut dire. Lorsqu’on a un espace métrique, on
appelle géodésique une courbe (pas nécessairement unique) qui minimise la distance
entre deux points de cet espace. On parle d’espace géodésique pour désigner un
espace métrique où à chaque couple de points correspond (au moins) une géodésique.
L’exemple le plus immédiat d’un espace géodésique est tout espace vectoriel
de dimension finie muni de la norme euclidienne. Dans ce cas, les géodésiques
sont les lignes droites (la notion de géodésique est en fait une généralisation de la
ligne droite à des espaces métriques plus généraux). Le fait que, pour tout N ≥ 2,
(GN(V ), d) est un espace géodésique est montré dans le chapitre 7 de [34]. Pour
g, h ∈ GN(V ), la géodésique qui les relie correspond à l’incrément g−1 ⊗ h.
On a le lien suivant, très utile, entre les normes qu’on peut mettre sur Gn(V ),
donc, dans notre cas, entre la norme Carnot-Carathéodory et la norme héritée de
T (n)(V ).
Propriété 1.3.4. Toutes les normes homogènes sont équivalentes sur GN(V ).
La norme de Carnot-Carathéodory présente plus de propriétés utiles, mais est
plus difficile à calculer. Grâce à la propriété 1.3.4, on peut fournir une estimation
assez facile pour elle.
Propriété 1.3.5. Il existe deux constantes c, C > 0 telles qu’on ait l’encadrement
suivant pour la norme Carnot-Carathéodory ||·|| :
∀g ∈ GN(V ), c
N∑
i=1
|g(i)|1/iV ⊗i ≤ ||g|| ≤ C
N∑
i=1
|g(i)|1/iV ⊗i (1.13)
ou, alternativement, il existe deux constantes c′, C ′ > 0 telles qu’on ait l’encadrement
suivant pour la norme Carnot-Carathéodory ||·|| :
∀g ∈ GN(V ), c′|||g||| ≤ ||g|| ≤ C ′|||g||| (1.14)
où ||| · ||| est comme dans (1.9).
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Nous avons maintenant les outils pour énoncer la définition des chemins rugueux
géométriques α-Hölder.
Définition 1.3.4. Pour α ∈]0, 1[ et N ≥ 1, on définit Cα−Höl([0, 1], GN(V )),
l’espace des chemins α-Hölder à valeurs dans GN(V ), par
∀x ∈ Cα−Höl([0, 1], GN(V )), sup
0≤u<v≤1
||x−1u ⊗ xv||
|u− v|α < ∞ (1.15)
De plus,
||x||α = sup
0≤u<v≤1
||xu,v||
|u− v|α (1.16)
définit une norme (homogène) sur Cα−Höl([0, 1], GN(V )) dont on peut déduire une
métrique (homogène)
dα(x, y) =
∣∣∣∣∣∣y−1 ⊗ x∣∣∣∣∣∣
α
= sup
0≤u<v≤1
d(xu,v, yu,v)
|u− v|α (1.17)
où d est la distance induite sur GN(V ) par la norme Carnot-Carathéodory.
Remarque. Les chemins rugueux géométriques α-Hölder font bien évidemment
partie des chemins rugueux α-Hölder de la définition 1.3.3.
Pour finir, nous allons donner le résultat annoncé antérieurement, qui justifie
le lien entre la régularité et le nombre de niveaux d’un chemin rugueux et dit en
particulier que, pour tout élément de Cα−Höl([0, 1], GN(V )) avec N ≥ ⌊1/α⌋, il
suffit de considérer seulement ses ⌊1/α⌋ premiers niveaux.
Proposition 1.3.1. Soit α > 0. Pour N ≥ ⌊1/α⌋, l’application
piα : Cα−Höl([0, 1], GN(V )) → Cα−Höl([0, 1], G⌊1/α⌋(V ))
x = (x(1), . . . , x(N)) *→ (x(1), . . . , x(⌊1/α⌋))
est une bijection. En particulier, un chemin dans V qui est α-Hölder a besoin de
⌊1/α⌋ niveaux pour enregistrer toute l’information pertinente.
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Suppléments.
Dans ce qui précède, nous avons présenté des notions et des outils concernant
les chemins rugueux hölderiens qui nous intéresseront par la suite. Pourtant,
initialement la théorie des chemins rugueux a été développée pour des chemins à
p-variation finie (p ≥ 1) et seulement ensuite étendue par M. Gubinelli aux chemins
hölderiens dans [38]. Revenons aux sources de la théorie et présentons brièvement
le cadre choisi par T. Lyons.
Pour définir des chemins rugueux à p-variation finie, on peut utiliser la définition,
plus générale, de chemins à p-variation finie dans un groupe.
Définition 1.3.5 ([33]). Soit (G,⊗, 1) un groupe muni d’une norme homogène
||·||, i.e. telle que
∀g ∈ G, ∀α ∈ R+, ||Tαg|| = α ||g||
où Tα est un opérateur de scaling.
Soit x : [0, 1] → G un chemin continu. Pour p ∈ [1,∞[, on dit que x est à
p-variation finie si
sup
(ti)⊂D[0,1]
(
∑
i
∣∣∣∣∣∣xti+1 − xti∣∣∣∣∣∣p) 1p < ∞ (1.18)
où D[0,1] est l’ensemble des subdivisions de [0, 1].
On note Cp−var([0, 1], G) l’ensemble des chemins continus x : [0, T ] → G qui
satisfont (1.18).
La définition 1.3.5 nous permet de parler de chemins rugueux (resp. de chemins
rugueux géométriques) de degré n à p-variation finie grâce à la norme (homogène)
(1.9) définie sur T (n)1 (V ) (resp. la norme Carnot-Carathéodory sur G
n(V )).
Définition 1.3.6. Pour p ≥ 1, un p-chemin rugueux sur V est un élément x ∈
Cp−var([0, 1], T (⌊p⌋)(V )). Un p-chemin rugueux géométrique sur V est un élément
x ∈ Cp−var([0, 1], G⌊p⌋(V )).
Pour un chemin à p-variation finie, tout comme pour les chemins hölderiens
dans la proposition 1.3.1, on peut établir un lien entre p et le nombre de niveaux
suffisant à enregistrer l’information nécessaire.
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Propriété 1.3.6. Pour tout n ≥ p, il existe une bijection
pip : Cp−var([0, 1], T
(n)
1 (V )) → Cp−var([0, 1], T (⌊p⌋)1 (V )).
Remarque. Même si les espaces C1/p−Höl([0, 1], GN(V )) et Cp−var([0, 1], GN(V ))
ne sont pas les mêmes, les principaux théorèmes sur les chemins rugueux s’appliquent
aux deux de manière équivalente. Pour les détails de cette identification, le lecteur
pourra voir [34].
1.3.2 Aire de Lévy et drift d’aire
Lorsque nous avons défini la loi antisymétrique (1.8) sur G2(V ), nous avons men-
tionné que le niveau deux, dans ce cas, pouvait être interprété comme une aire
signée correspondant au premier niveau (en particulier, l’aire de Lévy est l’aire
signée correspondant au mouvement brownien multidimensionnel).
Surtout, nous allons voir - et c’est là l’un des points importants du présent
travail - que les limites de certains modèles discrets qui convergent tous vers le
mouvement brownien en topologie uniforme ne sont pas les mêmes en topologie
rugueuse : elles se différencient par un processus déterministe linéaire, dont la pente
est précisément l’anomalie ou le drift d’aire. L’étude de l’anomalie d’aire dans le
cadre des chemins rugueux est au cœur d’une grande partie du présent travail (par
exemple, théorèmes 3.2.1 et 3.2.3 et applications dans le 4).
Cadre déterministe : aire signée.
La manière la plus simple d’expliquer l’aire signée est de l’illustrer à partir d’un
exemple facile dans le plan.
Dans la figure 1.3, pour les courbes γ1 : [0, 1] → R2 et γ2 : [0, 1] → R2, l’aire
signée est simplement l’aire du secteur délimité par γ1 (resp. γ2) et le segment
[γ1(s); γ1(t)] (resp. [γ2(s); γ2(t)]) prise avec le signe qui dépend de la position de
la courbe par rapport au segment. Plus généralement, pour une courbe comme
γ3 : [0, 1] → R2, l’aire signée correspondante est la somme des aires signées
représentées par les secteurs hachurés.
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• Invariance par translation par un vecteur v ∈ Rd : as,t(γ + v) = as,t(γ).
• Invariance par rotation par un angle θ ∈]0, 2pi[ : as,t(θ(γ)) = as,t(γ).
• Action de la dilatation : ∀c > 0, as,t(cγ) = c2as,t(γ).
• Action de la symétrie : étant donné γ′ symétrique de γ par rapport à un
hyperplan, as,t(γ′) = −as,t(γ).
Une propriété très importante, du point de vue à la fois géométrique et analytique,
est donnée par la loi de concaténation des aires. Prenons encore une fois un exemple
dans le plan. À partir de deux chemins γ1 : [s, t] → R2 et γ2 : [u, v] → R2, on
peut construire un chemin γ : [s, t + v − u] → R2 comme γ = γ1 · γ2, où « · » est
l’opérateur de concaténation des chemins : on va translater γ2 de γ1(t) − γ2(u).
Alors, grâce à la propriété de l’invariance de l’aire par translation, l’aire signée de
γ sera la somme des aires signées de γ1, de γ2 et du triangle déterminé par γ(s),
γ(t) et γ(t + v − u).
Dans la figure 1.5, l’aire signée correspondant à γ est la somme des deux régions
rayées vers la droite et de la région rayée vers la gauche (chacune avec le signe
correspondant). Du point de vue analytique, cela se traduit par la formule :
a
(ij)
s,t+v−u(γ) = a
(ij)
s,t (γ1) + a
(ij)
u,v (γ2) +
1
2
(
γ
(i)
s,tγ
(j)
t,t+v−u − γ(j)s,t γ(i)t,t+v−u
)
(1.21)
= a(ij)s,t (γ) + a
(ij)
t,t+v−u(γ) +
1
2
(
γ
(i)
s,tγ
(j)
t,t+v−u − γ(j)s,t γ(i)t,t+v−u
)
où γs,t = γ(t)− γ(s). On peut en déduire la formule générale de décomposition de
l’aire signée d’un chemin γ : [0, 1] → Rd :
a
(ij)
s,t (γ) = a
(ij)
s,u (γ) + a
(ij)
u,t (γ) +
1
2
(
γ(i)s,uγ
(j)
u,t − γ(j)s,uγ(i)u,t
)
(1.22)
avec s < u < t.
Cadre déterministe : drift d’aire.
Contrairement à l’aire signée, le drift d’aire est une notion liée à la convergence
de chemin, et plus précisément à la question suivante : si une suite de chemins
converge, leurs aires signées convergent-elles vers l’aire signée du chemin limite ?
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Figure 1.5 – La concaténation de deux chemins et de leurs aires.
Prenons un exemple classique, celui des bulles d’aire, utilisé souvent par A. Lejay.
On considère la suite de fonctions γn : [0, 1] → R2, γn(t) = (sin(n2t)/n, cos(n2t)/n).
Il est évident qu’en topologie uniforme, γn converge vers 0. Regardons maintenant
les composantes de l’aire signée, par exemple a(12)s,t (γn) :
a
(12)
s,t (γn) =
1
2
∫ t
s
sin(n2u)
n
d
(
cos(n2u)
n
)
− cos(n
2u)
n
d
(
sin(n2u)
n
)
→ 1
2
(t− s)
On voit qu’elle ne converge surtout pas vers a(12)s,t (0) : en même temps que γn
converge vers 0, le mouvement en spirale génère une accumulation d’aire qui n’est
pas perceptible en topologie uniforme, mais sera visible lorsqu’on étudie la limite
de l’aire signée. Cette aire qu’on accumule est exactement le drift d’aire.
Définition 1.3.8 (drift d’aire). Pour une suite de chemins γn : [0, 1] → Rd qui
convergent en topologie uniforme vers γ : [0, 1] → Rd, on appelle drift ou anomalie
d’aire la différence entre l’aire signée de γ, as,t(γ), et la limite de la suite constituée
des aires signées as,t(γn).
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La définition 1.3.8 indique à la fois l’utilité et l’interprétation du drift d’aire : il
enregistre l’information sur la suite de chemins qui se perd à la limite au niveau
trajectoriel. Ce constat nous fournit aussi le lien avec les chemins rugueux, dont le
but est précisément d’enregistrer l’information manquante.
Le drift d’aire est un des objets-clé du présent travail, car il permet de donner
une application intéressante des chemins rugueux à la convergence de modèles
discrets. À travers des calculs explicites de la limite rugueuse et en particulier du
drift d’aire, on pourra :
- distinguer des limites identiques au niveau trajectoriel (pour la convergence
en topologie uniforme) en fonction du drift d’aire ;
- étudier « à la main » la construction des chemins rugueux limite pour une
famille particulière de processus ;
- montrer explicitement, même pour les non-spécialistes du domaine, ce que
les chemins rugueux peuvent apporter en plus au calcul stochastique grâce à
ces objets « enrichis ».
Cadre probabiliste : aire de Lévy.
Définitions, historique, loi. On va maintenant transposer les objets de la sec-
tion précédente dans un cadre probabiliste. Dans un cadre probabiliste, l’équivalent
de l’aire signée est l’aire stochastique :
Définition 1.3.9 (aire stochastique). Soit (Xt)t un processus aléatoire à valeurs
dans Rd tel que
∫ t
s X
(i)
u dX
(j)
v ait un sens pour tous 1 ≤ i, j ≤ d. On appelle aire
stochastique l’aire signée (aléatoire) de (Xt)t.
On arrive maintenant à un objet qui a un rôle central dans le présent travail :
l’aire de Lévy.
Définition 1.3.10. Soit (Bt)t un mouvement brownien standard sur Rd. On appelle
aire de Lévy l’aire stochastique du (Bt)t. L’aire de Lévy A est donnée par la formule :
A(ij)s,t = A
(ij)
s,t (B) =
1
2
∫
s<u1<u2<t
dB(i)u1 dB
(j)
u2
− dB(j)u1 dB(i)u2 . (1.23)
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La première construction de l’aire de Lévy est due à Paul Lévy et a été faite
comme suit. Soient (X(1)n )n and (X
(2)
n )n deux suites de chemins linéaires par mor-
ceaux entre les points dyadiques k
2n
, et telles que, pour i = 1, 2, X(i)(n)( k
2n
) = B(i)k
2n
,
avec B(1) et B(2) deux mouvements browniens standards. Paul Lévy a montré que
le processus
As,t(Xn) =
1
2
∫∫
s<u1<u2<t
dX(1)n (u1)dX
(2)
n (u2)− dX(2)n (u1)dX(1)n (u2)
converge vers l’aire de Lévy A(12)s,t =
1
2
∫∫
s<u1<u2<t
dB1u1dB
2
u2
− dB2u1dB1u2 (l’interpo-
lation linéaire peut également être utilisée pour calculer l’aire stochastique d’autres
processus gaussiens, dont les incréments satisfont certaines conditions, comme
expliqué dans [34] et comme montré dans [21]).
Avec θ ∈ R et z ∈ C, la loi de l’aire de Lévy est donnée par
E[eθA
(12)
0,1 |B1 = z] =
θ
sin θ
e−
|z|2
2
(θ coth θ−1)
et a été calculée d’abord par P. Lévy dans [68], ensuite par M. Yor dans [81]
en utilisant les processus de Bessel, ou encore par D. Levin et M. Wildon dans
[61] à l’aide des produits shuﬄe que nous présenterons dans la section 1.4.3 dans
l’introduction, et aussi dans le chapitre 3.
L’aire de Lévy a également été définie pour un mouvement brownien sur un
espace de Banach par M. Ledoux, T. Lyons et Z. Qian dans [57], pour un mouvement
brownien libre par M. Capitaine et C. Donati-Martin dans [16] (résultat complété
par N. Victoir dans [78]), et récemment pour le q-mouvement brownien par A. Deya
et R. Schott dans [26].
Suppléments.
Même s’il y a quelques travaux sur les applications de l’aire de Lévy dans le cadre
du calcul stochastique classique (par exemple, dans [8] elle a été mise en rapport
avec les processus de Bessel à travers les polynômes de Legendre), son importance
apparaît de manière évidente surtout dans les domaines des probabilités non-
commutatives (en particulier, à travers une construction du mouvement brownien
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non-commutatif, qui permet aussi le passage vers le chemin rugueux du mouvement
brownien standard) et celui des approximations numériques.
Les approximations numériques des EDS : Euler-Maruyama vs. Milstein.
Nous présentons ici deux schémas d’approximations numériques pour les EDS dont
la comparaison permet de montrer, d’une part, l’utilité de l’aire de Lévy dans ce
cadre et, d’autre part, la présence latente, dans le domaine des approximations, de
la confrontation entre la représentation simple d’un chemin et sa version rugueuse.
Ce dernier point offre une manière d’analyser les avantages et désavantages de
chaque représentation au cas par cas. Pour une introduction plus détaillée aux
approximations numériques des EDS, on peut se référer, par exemple, au livre [54].
Supposons qu’on veuille approcher l’EDS non-linéaire
Yt = Y0 +
∫ t
0
V0(Ys)ds +
d∑
i=1
∫ t
0
Vi(Ys)dB(i)s
où Vj : RN → RN sont des champs vectoriels lisses, indépendants et non-commutatifs
(pour le crochet de Lie), et (Bt)t est un mouvement brownien à valeurs dans Rd.
L’idée qui est à la base des approximations numériques est la même que pour les che-
mins rugueux : l’approximation par le développement de Taylor. Le développement
de Taylor à l’ordre 1 en version Itô donne la méthode d’Euler-Maruyama :
Y˜n+1 = Y˜n + hV0(Y˜n) +
d∑
i=1
Vi(Y˜n)(B
(i)
tn+1 −B(i)tn )
Si on fait un développement à l’ordre 2, on obtient la méthode de Milstein :
Y˜n+1 = Y˜n + hV0(Y˜n) +
d∑
i=1
Vi(Y˜n)(B
(i)
tn+1 −B(i)tn ) +
d∑
i,j=1
Vij(Y˜n)Jij(tn, tn+1)
où Jij(tn, tn+1) =
∫ tn+1
tn
∫ s
tn
dB(i)s dB
(j)
t , et on voit ainsi apparaître l’aire de Lévy sous
la forme A(ij)0,t = Jij −
1
2
JiJj.
Dans quelles situations faut-il utiliser la méthode de Milstein, plus lourde et
plus complexe ? Les deux méthodes assurent une convergence faible à l’ordre 1,
et, par conséquent, si l’on a juste besoin de calculer les moments, l’information
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supplémentaire fournie par l’aire de Lévy serait superflue et la méthode d’Euler-
Maruyama doit être privilégiée. D’autre part, la convergence forte pour la première
méthode est de l’ordre de h1/2, alors que pour la seconde méthode elle est de
l’ordre de h, rendant cette dernière plus appropriée lorsqu’on doit considérer la
convergence de chemins. Ceci est intimement lié aux questions qui ont inspiré
la théorie des chemins rugueux. Dans [25], les auteurs proposent un schéma de
type Milstein sans le terme d’aire pour certaines EDS dépendant du mouvement
brownien fractionnaire, mais ils utilisent des outils de la théorie des chemins rugueux
pour en étudier la convergence.
Groupe de Heisenberg et extension centrale. Nous allons maintenant voir
le lien entre l’aire de Lévy et l’algèbre à travers la notion d’extension centrale en
général et le groupe de Heisenberg en particulier.
Si G est un groupe de Lie et H un groupe de Lie abélien, alors l’extension
centrale de G par H est un groupe de Lie G¯ tel que, dans la séquence exacte
(i.e. telle que l’image de chaque homomorphisme est le noyau de l’homomorphisme
suivant),
1 → H → G¯ → G → 1 (1.24)
l’image de H soit dans le centre de G¯.
Dans le cas où G¯ = G×H, on peut définir la loi interne de G¯ par
(g1, h1) ⋆ (g2, h2) = (g1g2, h1h2γ(g1, g2))
où la fonction γ : G×G → H est lisse et satisfait
γ(g1g2, g3)γ(g1, g2) = γ(g1, g2g3)γ(g2, g3)
la dernière condition étant nécessaire, en particulier, pour assurer l’associativité de
la loi. On appelle γ un 2-cocycle du groupe G à valeurs dans H.
Le groupe d’Heisenberg est un exemple particulier (et peut-être le plus usuel)
d’extension centrale.
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Définition 1.3.11 (le groupe d’Heisenberg). On pose G = R2 et H = R. Alors
γ : R2 × R2 → R, γ((x, y)(x′, y′)) = xy′ définit une extension centrale sur R2. On
appelle G×H le groupe d’Heisenberg de dimension 3.
On peut aussi donner une définition plus générale : en partant d’un espace vecto-
riel V et d’une forme symplectique (forme bilinéaire, symétrique, non dégénérée) ω
sur V , on définit le groupe d’Heisenberg H(V ) = V ×R comme l’extension centrale
de V par R muni de l’opération
(h1, r1) ⋆ (h2, r2) = (h1 + h2, r1 + r2 +
1
2
ω(h1, h2)).
Regardons maintenant comment cette construction s’applique à l’étude d’une limite
rugueuse avec anomalie d’aire. Pour V = R2, on peut prendre
ω((x, y), (x′, y′)) = xy′ − yx′.
On remarque que, dans ce cas, l’opération r1 + r2 + 12(xy
′− yx′) peut être identifiée
à la concaténation des aires signées de deux courbes γ et γ′, d’accroissements
(x, y) et (x′, y′) respectivement, et d’aires signées r1 et r2 respectivement. Ainsi,
l’extension centrale offre les moyens d’opérer avec des aires pures, i.e. des objets
de type (0, a), où 0 ∈ V et a ∈ R. Si on se réfère au schéma 1.24, ces objets sont
contenus dans l’image de H = R, et sont donc dans le centre de V × R. C’est ce
schéma qui est à la base de la décomposition des processus discrets qui permet de
dégager les composantes fournissant l’anomalie d’aire à la limite.
Passons maintenant à la partie probabiliste, qui fera apparaître l’aire de Lévy.
La définition suivante est donnée pour le groupe de Heisenberg de dimension 3,
mais elle peut être facilement généralisée à un groupe de Heisenberg de dimension
2d + 1.
Définition 1.3.12 (mouvement brownien sur le groupe d’Heisenberg). Soit (Bt)t
un mouvement brownien bidimensionnel et (At)t = (
∫ t
0 B
1
s dB
2
s−B2s dB2s )t le processus
correspondant à son aire de Lévy. Alors (Bt, At)t est un mouvement brownien sur
le groupe de Heisenberg de dimension 3, dont la fonction caractéristique est donnée
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par
E[exp(i(αB1t + βB
2
t + iξAt)] =
1
cosh ξt
exp(
α2 + β2
2ξ coth ξt
)
où α, β, ξ sont des réels.
Dans le présent travail, nous obtenons et analysons des processus du type
(Bt, At + at)t, où a est un nombre déterministe. Au vu de la définition 1.3.12, cet
objet est un mouvement brownien sur le groupe d’Heisenberg (de dimension 3)
auquel on ajoute un processus déterministe (0, 0, at)t à valeur dans le centre du
groupe, i.e. dans Ker(γ)×H.
1.3.3 Marches de Markov cachées et chaînes de Markov
sur graphes périodiques.
Présentation générale des marches de Markov cachées.
Les modèles de Markov cachés sont des processus discrets utilisés pour la modélisa-
tion dans des domaines comme les statistiques ([36], contenant une présentation de
ce type de modèles et leur lien avec les réseaux bayésiens), le traitement du signal
([75], contenant également une introduction aux modèles), la biologie ([80]) etc.
Nous avons choisi d’appeler les processus de cette classe marches de Markov
cachées, car ils peuvent être vus comme une généralisation des marches aléatoires
simples. Le processus donné par les incréments d’une marche de Markov cachée
sera appelé chaîne de Markov cachée.
Définition 1.3.13 (marches et chaînes de Markov cachées sur T (n)(V )). Soit (Rk)k
une chaîne de Markov sur E et, pour n ≥ 1, soit (Xm)m un processus sur T (n)1 (V )
tel que, pour tout k ≥ 1 et pour u1, . . . , uk ∈ E,
• P
(
X
−1
k ⊗ Xk+1
∣∣∣Rk = uk, . . . , R0 = u0) = P (X−1k ⊗ Xk+1∣∣∣Rk = uk) et
P
(
X
−1
k ⊗ Xk+1
∣∣∣Rk = uk) = P (X−11 ⊗ X2∣∣∣R1 = uk)
• Sous P (·|σ(R)), les incréments X−1k ⊗ Xk+1 sont indépendants.
On dit alors que (Rm,Xm)m est une marche de Markov cachée sur E×T (n)(V ) (ou,
s’il n’y a pas de risque de confusion, que (Xm)m est une marche de Markov cachée
sur T (n)(V )).
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On appelle le processus (Rm, Fm)m, où Fl = X−1l−1⊗Xl, chaîne de Markov cachée.
Le schéma de dépendance entre (Rn)n et (Xn)n est donné dans la figure 1.6.
Figure 1.6 – Les relations de dépendance pour une marche de Markov cachée
(Rn, Xn)n.
Remarque. Dans le cas particulier où n = 1 dans la définition 1.3.13, on obtient
une marche de Markov cachée (Rk, Xk)k sur E × V et les incréments sont donnés
par Xl+1 −Xl. Les définitions correspondant aux marches de Markov cachées et
chaînes de Markov cachées dans ce cas particulier seront énoncées dans le chapitre
3 (définitions 3.2.2 et 3.2.1 respectivement).
La théorie des pseudo-excursions pour les chaînes de Markov cachées.
Soit (Rn)n une chaîne de Markov irréductible sur un espace d’états fini E. La
théorie des excursions pour les chaînes de Markov s’applique alors à (Rn)n. En
particulier, on peut définir la séquence des temps d’arrêt :
T0 = 0
∀n ≥ 1, Tn = inf{k > Tn−1 : Rk = R0}
(comme définie dans (3.6) du chapitre 3). Alors (RTk , RTk+1, . . . , RTk+1−1) est la
k-ième excursion de (Rn)n en R0. Mais qu’en est-il alors de la trajectoire de
(Xn)n pendant cette excursion ? La trajectoire (XTk , XTk+1, . . . , XTk+1) n’est pas
une excursion, car on ne revient pas forcément au point de départ. Dans ce cas, il
devient intéressant d’étudier les incréments non-triviaux XTk+1 −XTk .
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Définition 1.3.14 (définition 3.3.1 du 3). Soit (Rn, Xn)n une chaîne de Markov
cachée sur E × V et soit (Tk)k une suite de temps d’arrêt comme dans (3.6). On
appelle la séquence (XTk−1 , . . . , XTk) la k-ième pseudo-excursion de (Xn)n et la
variable XTk −XTk−1 l’incrément de la k-ième pseudo-excursion.
Par analogie avec les excursions, on donne maintenant quelques propriétés
élémentaires liées aux pseudo-excursions :
• Les variables XTk+1 −XTk sont i.i.d.
• Pour i ̸= j, les trajectoires (XTi , . . . , XTi+1) et (XTj , . . . , XTj+1) sachant R0
sont indépendantes et de même loi.
La proposition suivante vient illustrer l’importance des pseudo-excursions pour la
convergence des chaînes de Markov cachées.
Proposition 1 (proposition 3.3.1). Soit (Rn, Xn)n une chaîne de Markov comme
dans la définition 1.3.13 et telle que, pour un certain M > 0, |Xn+1 −Xn| ≤ M
p.s. et pour tout n. Alors, pour n assez grand, Xn se rapproche en probabilité d’une
somme Sn de ⌊nE [XT1 ]−1⌋ v.a.i.i.d., au sens où
∀, > 0, P (|Xn − Sn| > ,) → 0.
Cette théorie est présentée dans la section 3.3.1 du chapitre 3.
Chaînes de Markov sur graphes périodiques.
Présentation générale. Les chaînes de Markov sur graphes périodiques ont
ceci de particulier qu’elles sont à la fois chaînes de Markov sur un espace d’états
infini et chaînes de Markov cachées. Le chapitre 2 sera consacré à l’étude de cette
classe de processus indépendamment de la théorie développée pour les chaînes de
Markov cachées, car elle présente un intérêt particulier : de nombreux modèles de
réseaux ([77], [55] etc.) en sont issus, et l’étude de leur convergence pourrait être
approfondie à travers les outils proposés (i.e. en passant en topologie rugueuse pour
prendre en compte le drift d’aire). Nous donnerons plus d’exemples de ces modèles
dans la section 2.1.4.
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La définition de cette classe de processus repose sur la définition du graphe
périodique donnée ci-dessous.
Définition 1.3.15 (graphe périodique, propriété 2.1.1). Soit V un espace vectoriel
fini-dimensionnel et G un sous-ensemble infini de V tel que
G =
⊔
λ∈Λ
λ.G0
où G0 est un sous-ensemble fini de G, Λ ⊂ V un réseau, et où λ.G0 désigne la
translation de G0 par λ ∈ Λ. On dit alors que G ⊂ V est un graphe périodique.
Remarque. Le graphe G0 de la décomposition du graphe G n’est pas forcément
unique.
Définition 2 (définition 2.1.2, chapitre 2). Soit G ⊂ V comme dans 1.3.15. Soit
(Xn)n∈N une chaîne de Markov à valeurs dans G et de matrice de transition Q.
On dit que (Xn)n∈N est Λ-invariant si et seulement si, pour tous x, y,∈ G et tous
λ ∈ Λ, Q(x + λ, y + λ) = Q(x, y).
La figure 1.7 montre que deux graphes périodiques très différents peuvent avoir
le même graphe sous-jacent G0. Puisque G =
⊔
λ∈Λ λ.G0, chaque point de x ∈ G
peut se décomposer comme x = (pi0(x), pi1(x)), où pi0 : G → G0 associe à x ∈ G
sa composante dans G0 et pi1 : G → Λ associe à x ∈ G sa composante dans Λ.
C’est justement cette décomposition qui permet de mettre en lumière une chaîne
de Markov sous-jacente à (Xn)n.
Propriété 1 (propriété 2.2.1 du chapitre 2). Soit (Xn)n une chaîne de Markov
sur un graphe périodique G comme dans la définition 1.3.15. Alors (pi0(Xn))n est
une chaîne de Markov sur G0.
Remarque. Contrairement à ce qu’on pourrait croire, (pi0(Xn), Xn)n n’est pas
forcément une marche de Markov cachée. Nous allons en parler dans la section
1.3.3.
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Figure 1.7 – Deux chaînes de Markov sur graphes périodiques avec un même sous-
graphe donné par une chaîne de Markov déterministe à deux états : un mouvement
déterministe sur une droite (à droite) et une chaîne de Markov bidimensionnelle (à
gauche) qui passent tous les deux p.s. d’un sommet décoré 1 (resp. 2) à un sommet
décoré 2 (resp. 1).
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Les pseudo-excursions pour les chaînes de Markov sur graphes pério-
diques. L’idée est la même que celle que nous avons présentée pour les marches
de Markov cachées dans la section 1.3.3. Nous utilisons, cette fois, la chaîne
(pi0(Xn))n dont les excursions permettrons de définir les pseudo-excursions de la
chaîne (Xn)n.
Nous en présenterons une construction détaillée dans la section 2.2.2 du cha-
pitre 2.
Chaîne de Markov sur graphe périodique ou marche de Markov cachée ?
Même si la propriété 2.2.1 (réénoncée plus haut) peut nous porter à croire que les
chaînes de Markov sur graphes périodiques sont simplement des cas particuliers
des marches de Markov cachées, ce n’est pas tout à fait exact.
Certes, il y a des exemples où (pi0(Xn), Xn)n en est une, comme dans le cas du
modèle des sommes tournantes des v.a.i.i.d. de Bernoulli, présenté à la fois comme
chaîne de Markov sur graphe périodique et comme marche de Markov cachée dans
la section 4.1, mais il y en a aussi où les conditions de la définition 1.3.13 ne sont
pas satisfaites, comme c’est le cas du modèle "tourbillon" ("swirl" model), présenté
au même endroit. Car, si pour tout n ≥ 1, la loi de Xn+1 − Xn dépend bien de
pi0(Xn), on n’a pas de condition relativement à son indépendance des autres pi0(Xk).
Ceci dit, on peut construire une marche de Markov cachée à partir d’une chaîne
de Markov sur graphe périodique : il suffit de prendre pour la chaîne de Markov
sous-jacente (Rn)n l’ensemble de toutes les valeurs possibles des incréments de
(Xn)n avec les probabilités associées (une telle décomposition a été faite sur un
exemple de la section 4.1 du chapitre 4). Dans ce cas, chaque incrément ne dépendra
trivialement que de lui-même.
Il y a cependant un intérêt pratique à ne pas regarder une chaîne de Markov sur
graphe périodique comme une marche de Markov cachée : vu les contraintes plus
faibles sur la dépendance des incréments de (Xn)n de la chaîne sous-jacente dans
le cas de la première, l’espace d’états correspondant à (pi0(Xn))n est souvent plus
petit que celui de la chaîne (Rn)n, ce qui facilite les calculs, en particulier ceux de
l’anomalie d’aire (comme nous allons le voir sur l’exemple du modèle "tourbillon"
dans la section 4.1 du chapitre 4).
40 CHAPITRE 1. INTRODUCTION
CMGP MMC
- est une chaîne de Markov - a des propriétés markoviennes in-
duites par la chaîne sous-jacente
- est définie indépendamment de sa
chaîne de Markov sous-jacente
- est définie à partir d’une chaîne de
Markov sous-jacente
- peut donner naissance à une marche
de Markov cachée
- l’inverse n’est pas vrai
- est liée à une représentation géomé-
trique
- permet de représenter des processus
plus abstraits
- a des contraintes plus faibles sur la
dépendance de ses incréments de la
chaîne sous-jacente
- demande l’indépendance des incré-
ments sachant les états correspon-
dants de la chaîne sous-jacente
- permet de simplifier les calculs,
en particulier ceux liés à l’anomalie
d’aire
- rend les calculs plus complexes
Table 1.2 – Comparaison de chaînes de Markov sur graphes périodiques (CMGP)
et marches de Markov cachées (MMC).
Une synthèse de ce qui vient d’être dit est présentée dans le tableau 1.2.
1.3.4 Les plongements
Lorsqu’on veut étudier la limite d’un processus discret (Xn)n, on doit commencer
par le plonger dans l’espace des processus continus, ce qui veut dire : choisir un
plongement, i.e. la manière de relier entre eux les points du processus.
Dans Rd, il y a un choix immédiat et naturel : le plongement géodésique (illustré
dans 1.8). Par plongement géodésique, nous entendons ici un plongement d’in-
terpolation géodésique : pour une suite de points dans un espace géodésique, ce
plongement consiste à joindre les points consécutifs par des courbes (continues) qui
minimisent les distances entre elles. En particulier, pour une suite de points dans
R
d, le plongement géodésique est l’interpolation linéaire. En effet, si on se borne à
étudier la limite de (Xn)n en topologie uniforme, tout autre plongement, pourvu
qu’il soit à variation finie, ne change pas la nature de la limite. Plus précisément,
en topologie uniforme, de deux choses l’une : soit le plongement ne change pas la
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Une deuxième définition, équivalente à la première, définit une manière de relier
deux points consécutifs de la suite par un chemin continu (plongement élémentaire)
et construit ensuite le plongement en concaténant ces courbes.
Définition 4 (définition 3.3.4 du chapitre 3). Soit (xn)n une suite à valeurs dans
un espace métrique S et (βn)n une suite de chemins continus βn : [0, 1] → S tels
que βn(0) = xn et βn(1) = xn+1. On définit la suite (ρn)n par
ρN = β1 · . . . · βN
où · est l’opérateur de concaténation de chemins. Alors on dit que (ρn)n est un
plongement pour (xn)n. En particulier, le plongement géodésique est le plongement
qui minimise les distances entre les points (xn)n.
Une fois dans le cadre continu, pour pouvoir étudier la limite du plongement, il
faut trouver la bonne renormalisation de l’espace-temps.
Définition 1.3.16. Soit S an espace métrique qui admet une famille d’opérateur
de renormalisation (Tα)α>0. Pour α, β > 0 et F : R+ → W , on pose
Tα,β(F )(t) = TαF (βt)
Soit (ρN)N un plongement de (Xn)n à valeurs dans S. Pour f : N→ R+, la suite
ıN(t) = Tf(N),NρN = Tf(N)ρN(Nt)
définit un plongement renormalisé de (Xn)n.
On revient maintenant au cas où l’espace métrique est un espace vectoriel V de
dimension finie. Comme on l’a déjà dit, en topologie uniforme, tous les plongements
renormalisés d’un processus discret (Xn)n qui convergent ont, modulo une constante,
la même limite. Mais ce n’est plus le cas en topologie rugueuse. Ainsi, on peut
distinguer de manière plus fine les limites de différents plongements, en les groupant
par classes d’équivalence au sens rugueux :
Définition 5 (définition 3.3.6 du chapitre 3). Soit (xn)n une suite à valeurs dans
l’espace vectoriel V . On dit que deux plongements de (xn)n au sens de la définition
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3.3.4, ρN et ρ′N , sont équivalents au sens rugueux ssi leurs plongements renormalisés
respectifs ıN et ı′N (au sens de la définition 1.3.16) ont la même limite dans la
topologie rugueuse.
On va maintenant fournir un représentant aux classes d’équivalence ainsi formées.
Vu la définition 3.3.3 de G2(V ), lorsqu’il est muni de la loi antisymétrique ∧, un
élément (y, a) ∈ G2(V ) (où y ∈ V ) peut être interprété comme une information sur
un chemin x ∈ C1−var([s, t], V ) tel que :
xt − xs = y, As,t(x) = a (1.25)
À partir de là, on peut définir une équivalence : un chemin x′ : [s, t] → V est
équivalent à x si et seulement si il satisfait (1.25) :
x′ ∼ x ⇐⇒ x′ satisfait (1.25).
Ce qu’identifie cette équivalence, ce sont l’accroissement entre s et t et l’accu-
mulation d’aire, et non pas la trajectoire spécifique de chaque chemin. L’élément
(y, a) devient alors le représentant de tous ces chemins, ce qui est illustré dans
la figure 1.9. Passons maintenant aux plongements. Dans le chapitre 3 (section
3.2.1), nous verrons que la limite d’un plongement dans la topologie rugueuse est
déterminée à la fois par ses incréments et par l’aire signée propre à ce plongement
dans l’interprétation antisymétrique de G2(V ) (ou par la double intégrale dans son
interprétation symétrique). On peut donc décrire une classe d’équivalence au sens
rugueux des plongements de (xn)n par une suite de point dans G2(V ).
Propriété 1.3.8. Soit (xn)n une suite à valeurs dans V . On se place dans le cadre
de la définition 3.3.6. Une classe d’équivalence au sens rugueux peut être représentée
par une suite (yn, an)n ∈ G2(V ).
Démonstration. On choisit un plongement de ρ˜N = β1 · . . . · βN de la suite (xn)n
comme représentant d’une classe d’équivalence aux sens rugueux. On pose :
yn = xn − xn−1
an = A0,1(βn)
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cadre de la définition 3.3.6. Soit (yn, an)n ∈ G2(V )N correspondant à une classe
d’équivalence au sens rugueux comme expliqué dans 1.3.8. Alors il suffit de calculer
la limite (dans G2(V )) du plongement géodésique renormalisé de (yn, an)n pour
connaître la limite rugueuse de tous les plongements (assez réguliers, par exemple
(ρN )N tel que les ρN soient à variation bornée et uniformément bornés sur N dans
la topologie correspondante) contenus dans la classe d’équivalence respective.
Remarque. La proposition du chapitre 3 (3.3.3) est une conséquence qui découle
de cette propriété : la convergence d’un plongement d’une chaîne de Markov cachée
vers le mouvement brownien rugueux avec une anomalie d’aire découle de la
convergence vers cette limite du plongement géodésique d’une suite bien choisie
de G2(V ). C’est en ce sens que les théorèmes 3.2.1 et 3.2.2 du chapitre 3 sont des
corollaires du théorème 3.2.3 du même chapitre.
Plongement pour une chaîne de Markov cachée.
Dans les sections précédentes, les résultats ont été présentés dans un cadre déter-
ministe. Nous allons maintenant faire la transition vers le cadre probabiliste pour
les marches de Markov cachées.
• Pour une chaîne de Markov (Rn, Fn)n sur E×V , pour tout u ∈ E, soit Vu ⊂ V
l’ensemble de toutes les réalisations possibles de F1 sous la loi P (•|R1 = u).
• Pour u ∈ E, à chaque y ∈ Vu on associe une courbe f y;u : [0, 1] → V
à variation finie et telle que f y;u(0) = 0 et f y;u(1) = y (correspondant à
l’incrément y), et on note Bu l’ensemble de ces courbes.
• Pour tout k ≥ 1, on associe à Fk une v.a. βk dans le sens où, pour un u ∈ E
et sous la loi P (•|Rk = u), βk donne, pour chaque réalisation y ∈ Vu de Fk
l’élément correspondant f y;u ∈ Bu.
Pour tout k ≥ 1, la loi de βk est décrite par la loi de Fk :
∀u ∈ E, ∀y ∈ Vu, P (X1 = y|R1 = u) = P (β1 = f y;u|R1 = u) .
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1.3.5 Les équations aux différences
Les équations aux différences sont l’analogue discret des équations différentielles
(ED). Mais alors que, pour un processus réel d-dimensionnel (xt)t l’équation
dyt =
d∑
i=1
f (i)(yt)dx
(i)
t (1.26)
n’est pas toujours bien définie (et c’est pour pallier ce problème en particulier qu’on
passe en topologie rugueuse), on peut toujours définir, pour une suite déterministe
(xn)n à valeurs dans Rd, une suite (yn)n par la récurrence :
yn+1 − yn =
d∑
i=1
f (i)(yn)(xn+1 − xn)(i). (1.27)
Les équations aux différences (comme (1.27)) peuvent être étudiées dans deux
directions : soit on cherche à les résoudre directement, i.e. à trouver une expres-
sion explicite pour (Yn)n à partir de la récurrence ; soit on considère l’équation
renormalisée
yn+1 − yn = ,
d∑
i=1
f (i)(yn)(xn+1 − xn)(i) (1.28)
et on étudie sa convergence lorsque , → 0. Cette convergence s’étudie, le plus
souvent, au cas par cas, par les méthodes d’approximations numériques.
1.3.6 Autres résultats préliminaires et sources d’inspira-
tion
Nous introduisons ici trois théorèmes qui reviennent régulièrement dans nos preuves,
tout en expliquant leur importance pour nos preuves et résultats.
Le premier théorème est issu de l’article [12] et montre la convergence d’une
somme de v.a.i.i.d. centrées, en topologie rugueuse, vers le mouvement brownien
rugueux.
Théorème 1.3.1 (théorème du Donsker en version chemins rugueux, [12]). Soit
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(ξn)n une suite de v.a.i.i.d. centrées dans Rd. On pose, pour t ∈ [0, 1],
W nt =
⌊nt⌋∑
k=1
ξk + (nt− ⌊nt⌋)ξ⌊nt⌋+1.
Soit (Wnt )t∈[0,1] le chemin rugueux correspondant à (W
n
t )t∈[0,1] (alternativement, on
peut dire que c’est la signature de (W nt )t∈[0,1] tronquée au niveau 2, i.e. S2(W
n
· ) ∈
T (2)(V ).
Alors, pour tout α < 1/2, on a la convergence suivante en loi dans la topologie
C0,α−Hölder([0, 1], G2(Rd)) :
(Wnt )t∈[0,1] −→n→∞ (Bt)t∈[0,1]
où B est le mouvement brownien rugueux dans Rd.
Anomalie d’aire pour les modèles issus des marches de Markov cachées.
Le théorème 1.3.1 nous a à la fois inspiré le choix de la classe des marches de Markov
cachées pour une construction explicite de l’anomalie d’aire et aidé à montrer nos
résultats.
La théorie des pseudo-excursions permet de mettre en relief un découpage en
variables i.i.d. d’une marche de Markov cachée, et permet donc d’appliquer le
théorème 1.3.1. Mais, dans ce cas, on ne prend pas en compte les fluctuations trajec-
torielles lors d’une pseudo-excursion. Ce sont ces fluctuations ou, plus précisément,
l’aire stochastique générée par elles qui se perd à la limite en topologie uniforme et
qui génère l’anomalie d’aire en topologie rugueuse.
Pour intégrer l’anomalie d’aire à la limite de la somme des pseudo-excursions
(pour la convergence des marginales fini-dimensionnelles, et même celle des pro-
cessus), nous utilisons la version générale du théorème de Slutsky (par exemple,
théorème 3.1 dans [9]).
Théorème 1.3.2 (théorème de Slutsky, [9]). Soit (S, d) un espace métrique et
(Xn)n, (Yn)n deux suites de v.a. à valeurs dans S telles que
d(Xn, Yn) −→
n→∞ 0.
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S’il existe une v.a. X à valeurs dans S telle que
d(Xn, X) −→
n→∞ 0
alors d(Yn, X) −→
n→∞ 0.
Enfin, pour montrer la tension de la suite une fois l’aire stochastique intégrée
aux chemins rugueux des pseudo-excursions (comme dans la preuve du théorème
2.1.1 du chapitre 2), nous utilisons une version du critère de Kolmogorov (adapté
de [9] ou de [12]).
Théorème 1.3.3 (critère de Kolmogorov). Soit V un espace vectoriel de dimension
finie. On considère une suite de chemins rugueux (Xnt )t∈[0,1] dans G
2(V ) telle que
∀p > 1, ∃cp > 0, ∀s, t ∈ [0, 1], sup
n
E
[
d(Xnt ,X
n
s )
4p
]
≤ cp|t− s|2p−1.
Alors la suite (Xnt )t∈[0,1] est tendue dans C
α−Höl([0, 1], G2(V )) pour tout α < 1/2.
1.3.7 Présentation des principaux résultats
Convergence des chaînes de Markov sur graphes périodiques.
Tout d’abord, commençons par le théorème sur la convergence des chaînes de
Markov sur graphes périodiques que nous avons démontré dans [64] et dont la
preuve peut être reliée à une intuition géométrique.
Théorème 1.3.4 (théorème 2.1.1 du chapitre 2). Soit G un graphe Λ-periodique
sur un espace vectoriel de dimension finie V . Soit (Xn)n une chaîne de Markov
Λ-invariante, à valeurs dans G, telle que
∃R > 0, ∀n ∈ N, |Xn+1 −Xn|V ≤ R p.s.
et telle que (pi0(Xn))n∈N soit irréductible. On définit la suite des temps d’arrêt
T0 = 0,
Tk+1 = inf {n > Tk : pi0(Xn) = pi0(X0)} , k ≥ 0.
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Soit v = E [T1]
−1
E [XT1 ] ∈ V et β = E [T1] ∈ R∗+. À une réduction de dimension
et une transformation linéaire de G près, on peut supposer que la matrice de
covariances de XT1 − T1v est CIn, avec C > 0.
Soit (X˜n)n∈N le processus défini par X˜n = Xn − nv. Pour tout τ > 0, on a la
convergence en loi(
δ√
C−1β
ι(N)(X˜•, A•(X˜))t
)
0≤t≤τ
−→
N→∞
(Bt, At + tΓ)0≤t≤τ (1.29)
dans la topologie Cα−Hölder([0, τ ], G2(V )) pour tout α < 1/2, avec B un mouvement
Brownien sur V , A son aire de Lévy et Γ une matrice déterministe asymétrique,
l’anomalie d’aire, dont une formule explicite est donnée en (2.19).
Éléments de preuve. L’idée de base est la suivante : il faut séparer le processus
discret rugueux en deux parties, dont l’une nous donnera la convergence vers le
mouvement brownien rugueux et l’autre va générer l’anomalie d’aire.
Pour ce faire, on s’appuie sur la théorie des pseudo-excursions. Les variables
X˜Tk+1 − X˜Tk sont i.i.d. et centrées (car X˜Tk+1 − X˜Tk = XTk+1 − XTk − E [T1] par
construction).
Par conséquent, si on pose λ˜(X)n =
∑n
k=1 X˜Tk − X˜Tk−1 , le chemin rugueux
correspondant au plongement géodésique de (λ˜(X)n)n converge vers le mouvement
brownien rugueux (δ√C(Bt, At))t par le théorème de type Donsker pour les chemins
rugueux rappelé dans le théorème 1.3.1.
L’autre partie du processus (X˜k)k est composée des trajectoires
(X˜Tk , X˜Tk+1, . . . , X˜Tk+1−1), k ≥ 0.
Justement, en topologie uniforme, ces fluctuations ne se traduisent, à la limite, que
par l’apparition d’une constante multiplicative, E [T1], qui correspond à la longueur
moyenne d’une excursion. En particulier, pour tout t > 0, (n−1/2X˜⌊tTn⌋)t converge,
en topologie uniforme, vers (
√
Cβ−1Bt)t.
En topologie rugueuse, ces fluctuations permettent une accumulation d’aire au
niveau 2 du chemin rugueux, ce qui donne l’anomalie d’aire Γ. Plus précisément,
jusqu’au temps Tn, la contribution à l’aire stochastique par les fluctuations de la
trajectoire est donnée par la somme des aires stochastiques A0,T1(X˜) + AT1,T2(X˜) +
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Convergence des chaînes de Markov cachées sur G2(V ) et deux corol-
laires.
Le théorème suivant généralise le théorème 2.1.1 dans deux directions : d’une part,
on considère une classe bien plus large de processus, les chaînes de Markov cachées ;
d’autre part, on généralise l’espace dans lequel vivent ces processus, en passant
d’un espace vectoriel de dimension finie V au groupe de Lie nilpotent G2(V ).
Théorème 1.3.5 (version du théorème 3.2.3 du chapitre 3). Soit (Rn)n une chaîne
de Markov irréductible sur E (espace d’états fini) et (Rn,Xn)n une marche de
Markov cachée sur E ×G2(V ) dont les incréments sont p.s. bornés, i.e.
∃K > 0, ∀k ≥ 1,
∣∣∣∣∣∣X−1k ⊗ Xk+1∣∣∣∣∣∣ ≤ K.
On suppose que E
[
X
(1)
T1
]
= 0, où T1 est comme dans (3.6). On pose β = E [T1]. On
choisit un plongement de (X(1)k )k ρ = (ρN )N qui peut être encoder par la suite (Xn)n
au sens de la proposition 1.3.2.
Alors, modulo une réduction à un sous-espace, il existe C > 0 tel que la dilation
δ(nβ−1C)−1/2 du plongement linéaire de (Xk)k converge dans C
α([0, 1], G2(V )) pour
α < 1/2 vers le mouvement brownien rugueux avec un drift limite au niveau 2, i.e.
vers
(
B
Strat
t ⊗ (0, Γρt)
)
t∈[0,1]
où BStrat est le mouvement brownien standard augmenté de ses intégrales doubles
au sens de Stratonovich et Γρ une matrice déterministe antisymétrique dépendant
du plongement ρ (qui est dans la classe d’équivalence représentée par (Xn)n au sens
de la propriété 1.3.8) et donnée par la formule (3.12) :
Γρ = C−1E
[∫
0<s<t<T1
ρT1(s)⊗ ρT1(t)− ρT1(t)⊗ ρT1(s)
]
Alternativement, on peut décomposer Γρ comme Γρ = Γ + Γ0, où Γ est l’aire générée
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par les incréments du chemin (X(1)0 , . . . ,X
(1)
T1
), i.e. l’anomalie d’aire
Γ = C−1E
⎡⎣Antisym( ∑
1≤k<m≤T1
∆X
(1)
k ⊗∆X(1)m )
⎤⎦ (1.30)
et Γ0 est l’aire totale générée par les fluctuations de ρ entre XTk et XTk+1 pour
k = 0, . . . , T1 − 1, i.e.
Γ0 = C−1E
⎡⎣Antisym( ∑
1≤k≤T1−1
X
(2)
k )
⎤⎦ (1.31)
Éléments de preuve. On décompose le plongement géodésique de X1, . . . , Xn en
trois parties :
• une partie contenant les pseudo-excursions jusqu’au moment Tκ(n), qu’on
appellera Pnt ,
• une partie contenant l’« aire pure », c’est-à-dire toute l’aire du niveau 2 qui
n’est pas générée par les pseudo-excursions (y compris l’aire générée par les
fluctuations comme dans la figure 1.10), qu’on appellera Ant ,
• une partie résiduelle qui contient le chemin rugueux entre Tκ(n) et n, qu’on
appellera Rnt .
Après quoi, en utilisant le théorème 1.3.1 et quelques lemmes techniques, nous
montrons que
(δ(nβ−1C)−1/2P
n
t )t∈[0,1] −→n→∞ (Bt)t∈[0,1] en loi
(δ(nβ−1C)−1/2A
n
t )t∈[0,1] −→n→∞ ((0, Γ + Γ0)t)t∈[0,1] en probabilité
(δ(nβ−1C)−1/2R
n
t )t∈[0,1] −→n→∞ 0 en probabilité
et nous pouvons conclure ensuite en utilisant le théorème de Slutsky 1.3.2.
On peut déduire de ce résultat les théorèmes 3.2.1 et 3.2.2 présentés au chapitre 3.
Corollaire 1 (théorème 3.2.1). Soit (Rn, Xn)n une chaîne de Markov cachée sur
E × V telle que
∃K > 0, ∀k ≥ 1, |Xk+1 −Xk| ≤ K
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(comme définie dans (3.8) du chapitre 3). On suppose que E [XT1 ] = 0, où T1 est
comme dans (3.6). On pose β = E [T1].
Alors, modulo une réduction de dimension, il existe C > 0 tel que la dilatation
δ(nβ−1C)−1/2 du chemin rugueux correspondant au plongement géodésique de (Xk)k
converge dans Cα([0, 1], G2(V )) pour α < 1/2 vers le mouvement brownien rugueux
avec un drift limite au niveau 2, i.e. vers
(
B
Strat
t ⊗ (0, Γt)
)
t∈[0,1]
où BStrat est le mouvement brownien standard augmenté de ses intégrales doubles
au sens de Stratonovich, Γ est l’anomalie d’aire de la formule (1.30), i.e.
Γ = C−1E
⎡⎣ ∑
1≤k<m≤T1
∆Xk ⊗∆Xm −∆Xm ⊗∆Xk
⎤⎦ (1.32)
Ce résultat est la généralisation du théorème 2.1.1, au sens où les chaînes de
Markov sur graphes périodiques peuvent être interprétées comme des marches de
Markov cachées.
Enfin, le deuxième corollaire montre comment le théorème 3.2.3 permet de traiter
les cas où on veut choisir un plongement autre que Donsker pour la chaîne de
Markov cachée, par la propriété 1.3.2 sur la représentation d’un plongement dans
V par le plongement géodésique d’une suite dans G2(V ).
Corollaire 2 (théorème 3.2.2 du chapitre 3). Soit (Rn, Xn)n une chaîne de Markov
cachée sur E × V telle que la condition (3.8) soit satisfaite. On suppose que
E [XT1 ] = 0, où T1 est comme dans (3.6). On pose β = E [T1].
On choisit un plongement ρ = (ρN )N pour (Xk)k tel que décrit dans 3.3.4 et tel
que ρ soit à variation finie, i.e. les ρN soient uniformément bornées en N dans
C1−var([0, 1], V ).
Alors, modulo une réduction de dimension, il existe C > 0 telle que la dilation
δ(Nβ−1C)−1/2 du chemin rugueux correspondant au plongement ρ de (Xk)k converge
dans Cα([0, 1], G2(V )) pour α < 1/2 vers le mouvement brownien rugueux avec un
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drift limite au niveau 2, i.e. vers
(
B
Strat
t ⊗ (0, Γρt)
)
t∈[0,1]
où BStrat est le mouvement brownien standard augmenté de ses intégrales doubles
au sens de Stratonovich et Γρ une matrice déterministe antisymétrique dépendant
du plongement ρ par la formule (3.12) :
Γρ = C−1E
[∫
0<s<t<T1
ρT1(s)⊗ ρT1(t)− ρT1(t)⊗ ρT1(s)
]
1.3.8 Applications
Le calcul d’anomalie d’aire.
Les méthodes de calcul. Soit (Rn, Xn)n une chaîne de Markov cachée sur E×V
comme dans la définition 1.3.13. On suppose que X a des excursions centrées (i.e.
E [XT1 ] = 0, où T1 est défini dans (3.6)). Nous donnons ici une présentation générale
de deux méthodes de calcul : l’une plutôt géométrique, l’autre plutôt algébrique.
La méthode géométrique : l’algorithme inspiré des « loop-erased ran-
dom walks ». Pour calculer l’aire stochastique AT1(X), l’idée de base est de
décomposer le cycle (R0, R1, . . . , RT1) en cycles plus petits et qui ne contiennent pas
R0, en faisant en parallèle la décomposition de (X0, X1, . . . , XT1) ; on recommence
ensuite avec chacun des nouveaux cycles et ainsi de suite, jusqu’au moment où
on arrive à une décomposition qui permet des calculs faciles. Pour beaucoup de
chaînes de Markov sur graphes périodiques issues de mécanique statistique, cette
méthode est assez facile à appliquer grâce aux symétries des modèles.
Cet algorithme, ainsi que les formules de calculs de l’anomalie d’aire qui en sont
issues, seront présentés au chapitre 4, section 4.2.1.
La méthode algébrique, à partir de la matrice stochastique de (Rn)n.
La loi de (Rn, Xn)n dépend, d’une part, de la matrice stochastique Q de (Rn)n et,
d’autre part, de la valeur E [Xn+1 −Xn|Rn = u], où u ∈ E. Cette méthode donne
l’anomalie d’aire en fonction de ces deux paramètres. Elle sera présentée dans la
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section 4.2.2 du chapitre 4.
Étude de modèles. Dans le chapitre 4, section 4.1, nous proposons aussi une
étude comparative de deux modèles : les sommes tournantes de v.a.i.i.d. de Bernoulli
et le "swirl" model, le modèle "tourbillon". Nous présentons d’abord les deux modèles
en tant que chaînes de Markov sur graphes périodiques et en tant que chaînes de
Markov cachées (représentations qui sont identiques pour le premier, différentes
pour le second) et nous calculons ensuite explicitement l’anomalie d’aire pour
chacun des deux, en illustrant le découpage en excursions.
Application aux équations aux différences.
L’application aux équations aux différences permet de voir comment le drift limite
du niveau 2 des chemins rugueux peut apparaître dans le drift limite d’une suite
d’équations aux différences de la forme (1.27). En particulier, on a le résultat suivant,
qui est aussi une généralisation de la formule de la section 2.4.1 du chapitre 2.
Proposition 1.3.3. Soit (Rn, Xn)n une chaîne de Markov sur E × V , avec un
plongement continu qui satisfait aux conditions du théorème 3.2.2. On considère la
suite d’équations aux différences :
∆Yn = N−1/2
d∑
i=1
f (i)(Yn−1)(∆Xn)(i)
où ∆Xn = Xn−Xn−1 et f est une fonction dérivable à valeurs dans V . Alors cette
suite d’équations converge dans la topologie rugueuse vers l’EDS limite
dYt =
d∑
i=1
f (i)(Yt)dB
(i)
t +
1
2
K
d∑
i=1
f ′(i)(Yt)f (i)(Yt)dt
+
1
2
∑
1≤i<j≤d
Γ
(ij)(f ′(i)(Yt)f (j)(Yt)− f (i)(Yt)f ′(j)(Yt))dt
où Γ est l’anomalie d’aire et K dépend de la partie symétrique du drift du second
niveau.
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1.4 Convergence de sommes itérées pour des mo-
dèles markoviens et étude de la renormalisa-
tion
1.4.1 Sommes et intégrales itérées
Définitions. Les intégrales itérées sont des objets bien mieux connus que les
sommes itérées, car elles ont des applications notoires, par exemple dans la théorie
du chaos gaussien ou dans le domaine des probabilités non-commutatives ([7]), ou
encore comme moyen d’encoder des variétés ([18]). De plus, et ce n’est pas sans
rapport avec les applications déjà citées, elles sont les briques de base (abstraites
ou pas) pour la construction des chemins rugueux.
Donnons-en une brève définition tout de même.
Définition 1.4.1. Soit (xt)t une courbe à variation finie dans Rd. L’intégrale itérée
d’ordre k par rapport à (xt)t est définie par la formule (3.2)
Sx,k(t) =
∫
0<s1<...<sk<t
dxs1 ⊗ . . .⊗ dxsk
Les composantes de Sx,k(t) seront, pour i1, . . . , ik ∈ {1, . . . , d}, données par
Sx,k;i1,...,ik(t) =
〈
ei1 ⊗ . . .⊗ eik ,
∫
0<s1<...<sk<t
dxs1 ⊗ . . .⊗ dxsk
〉
=
∫
0<s1<...<sk<t
dx(i1)s1 . . . dx
(ik)
sk
(1.33)
où les ei sont des vecteurs de la base canonique.
Les sommes itérées peuvent être vues comme des intégrales itérées sur des
chemins linéaires par morceaux, ou alors comme la version discrète des intégrales
itérées.
Définition 1.4.2. Soit (yn)n une suite à valeurs dans Rd. Pour (yn)n, la somme
itérée d’ordre k est définie comme
S˜y,k(n) =
∑
1≤l1<...<lk≤n
(∆y)l1 ⊗ . . .⊗ (∆y)lk (1.34)
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où (∆y)k = yk − yk−1.
Les composantes de S˜y,k;i1,...,ik(n) seront, pour i1, . . . , ik ∈ {1, . . . , d},
S˜y,k;i1,...,ik(n) =
〈
ei1 ⊗ . . .⊗ eik ,
∑
1≤l1<...<lk≤n
(∆y)l1 ⊗ . . .⊗ (∆y)lk
〉
=
∑
1≤l1<...<lk≤n
(∆y)(i1)l1 . . . (∆y)
(ik)
lk
(1.35)
où les ei sont des vecteurs de la base canonique.
Lien avec les chemins rugueux. Nous avons déjà vu que les intégrales itérées
permettent de remplir les niveaux des chemins rugueux pour les courbes intégrables
(intégrale d’ordre k pour le niveau k). L’intérêt des sommes itérées se révèle lorsqu’on
veut étudier la convergence d’un processus discret en topologie rugueuse.
On a alors la propriété suivante, qui est à la base de nos constructions dans le
théorème 2.1.1 du chapitre 2 et le théorème 3.2.1 du chapitre 3.
Propriété 1.4.1. Soit (xn)n une suite dans un espace vectoriel fini-dimensionnel
V . Modulo un facteur de continuité, les sommes itérées de (xn)n fournissent le
plongement géodésique pour le chemin rugueux correspondant à (xn)n.
1.4.2 Temps d’occupation itérés et théorie ergodique
Les temps d’occupation itérées sont aux sommes itérées d’un processus ce que le
temps d’occupation classique est au processus lui-même (ou presque). Mais notre
but n’est pas seulement de généraliser la notion du temps d’occupation, mais, à
travers cette généralisation, de mettre en évidence le lien entre chemins rugueux et
combinatoire pour les marches de Markov cachées. On verra également de quelle
manière les chemins rugueux permettent de généraliser la théorie ergodique.
Théorie ergodique pour les chaînes de Markov. On rappelle ici brièvement
des résultats et des notions qu’on va généraliser par la suite.
Définition 1.4.3 (temps d’occupation). Soit R = (Rn)n une chaîne de Markov
sur un espace d’états E. On appelle temps d’occupation par R d’un état u ∈ E
58 CHAPITRE 1. INTRODUCTION
jusqu’au temps n la variable
Lu;n(R) =
n∑
k=1
1Rk=u (1.36)
Théorème 1.4.1 (théorème ergodique). Soit (Rn)n une chaîne de Markov irré-
ductible récurrente positive sur un espace d’états E. Alors, pour tout u ∈ E, on a
la convergence p.s.
Lu;n(R)
n
=
∑n
k=1 1Rk=u
n
−→
n→∞ pi(u) (1.37)
où pi est la mesure de probabilité invariante de (Rn)n.
Plus généralement, pour toute fonction f : E → R+ intégrable par rapport à pi,
on a la convergence p.s.
∑n
k=1 f(Rn)
n
−→
n→∞
∑
u∈E
f(u)pi(u) = ⟨f |pi⟩ (1.38)
Dans le cas d’une chaîne de Markov irréductible récurrente positive, on a
également un théorème central limite (TCL) (inspiré de [52]).
Théorème 1.4.2 (TCL pour les chaînes de Markov). Soit (Rn)n une chaîne de
Markov irréductible récurrente positive sur un espace d’états E et soit pi sa mesure
de probabilité invariante. On pose
T1 = inf{n ≥ 1 : Rn = R0}
Alors, pour tout pour toute fonction f : E → R+ intégrable par rapport à pi, on a
la convergence en loi
∑n
k=1 f(Rn)− n ⟨f |pi⟩√
nCf
−→
n→∞ N (0, 1) (1.39)
où Cf > 0 est une constante qui dépend de f .
En particulier, on a, pour tout u ∈ E, la convergence en loi
∑n
k=1 1Rn=u − npi(u)
σ
√
n
−→
n→∞ N (0, 1) (1.40)
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où σ > 0.
Définition des temps d’occupation itérés. Avant d’en donner une version
probabiliste, on va formuler une définition déterministe et combinatoire.
Définition 1.4.4. Soit E un ensemble et r = (rn)n ∈ EN. Pour tout k-uplet
(u1, . . . , uk) ∈ Ek, le temps d’occupation itéré de (u1, . . . , uk) jusqu’au temps n est
donné par :
Lu1,...,uk;n(r) =
∑
1≤n1<...<nk≤n
1rn1 =u1 . . . 1rnk =uk (1.41)
Alternativement, on peut utiliser la formule (3.21) du chapitre 3, qui met
davantage l’accent sur la combinatoire :
Lu1,...,uk;n(R) = card {(n1, . . . , nk) ∈ ∆k(n); Rn1 = u1, . . . , Rnk = uk}
où ∆k(n) est donné par
∆k(n) =
{
(n1, . . . , nk) ∈ Nk; 1 ≤ n1 < n2 < . . . < nk ≤ n
}
Un théorème ergodique généralisé peut être formulé pour les temps d’occupation
itérés, comme nous le verrons dans le chapitre 3 (proposition 3.2.2). Les temps
locaux itérés apparaissent également dans une forme de TCL en version rugueuse
(déduit de la 3.2.3 du chapitre 3).
Temps d’occupation et sommes itérés. Les temps d’occupation itérés se
révèlent utiles pour étudier les sommes itérées d’une marche de Markov cachée
(Rn, Xn)n sur E × V . Dans ce cas, on a la décomposition de la formule (3.24) du
chapitre 3
E [SX,k(N)|σ(R)] =
∑
u1,...,uk∈E
f(u1)⊗ . . .⊗ f(uk)Lu1,...,uk;N(R)
où f(u) = Eν [∆X1|u].
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On voit ainsi que, dans SX,k(N), tout ce qui dépend de N et de (Rn)n est
concentré dans Lu1,...,uk;N(R). Ceci est particulièrement intéressant pour l’analyse
de la convergence en N des marches de Markov cachées.
Remarque. Lorsque E est fini et V = R, il est facile de déduire que
C−1/2
∑
u∈E
f(u)
(∑n
k=1 1Rn=u − npi(u)√
n
)
−→
n→∞ N (0, 1) (1.42)
et cette convergence est fonction de celle du vecteur (Lu;n−npi(u))u∈E. Il serait donc
intéressant d’étudier la convergence de ce vecteur en topologie rugueuse, y compris
pour son lien avec les marches de Markov cachées donné par la formule (3.24) du
chapitre 3, ce dont nous allons parler dans la section 1.4.4 de l’introduction.
1.4.3 Produits shuﬄe et quasi-shuﬄe
Les produits quasi-shuﬄe ont été introduits par M. Hoffman dans son article [45].
Ils représentent une généralisation des produits shuﬄe et sont liés aux algèbres de
Hopf.
Définitions. Les définitions qu’on donnera ici sont proches de celles du [47],
même si on laisse de côté certains détails algébriques.
Définition 1.4.5 (produit quasi-shuﬄe). Soit k un corps contenu dans C, A un
ensemble dénombrable de « lettres » et kA l’espace vectoriel dont A est la base. On
suppose que kA est muni d’un produit « ◦ » qui est associatif et commutatif. Soit
⟨A⟩ = V ect{a1 . . . an : ai ∈ A} (1.43)
l’algèbre (non-commutative) de polynômes sur A (⟨A⟩ est l’espace vectoriel (sur k)
engendré par tous les « mots » qu’on peut former à partir des « lettres » de A). On
définit alors le produit quasi-shuﬄe « ∗ » sur ⟨A⟩ de manière récursive par
∀a, b ∈ A, ∀u, v ∈ ⟨A⟩ , au ∗ bv = a(u ∗ bv) + b(au ∗ v) + (a ◦ b)(u ∗ v) (1.44)
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et en demandant que le mot vide qu’on note 1 soit l’élément neutre pour ce produit.
Exemple : Pour a, b, c ∈ A, ab ∗ c = abc + cab + acb + (a ◦ c)b + a(b ◦ c).
On a le résultat suivant (prouvé dans [47]).
Propriété 1.4.2. (⟨A⟩ , ∗) est une algèbre commutative.
Le produit shuﬄe, qui a été défini avant le produit quasi-shuﬄe, ne contient
plus le terme dépendant de « ◦ ».
Définition 1.4.6 (produit shuﬄe). Soit k un corps contenu dans C, A un ensemble
dénombrable de "lettres". Soit
⟨A⟩ = V ect{a1 . . . an : ai ∈ A} (1.45)
l’algèbre (non-commutative) de polynômes sur A (⟨A⟩ est l’espace vectoriel (sur k)
engendré par tous les « mots » qu’on peut former à partir des « lettres » de A). On
définit alors le produit shuﬄe « » sur ⟨A⟩ de manière récursive par
∀a, b ∈ A, ∀u, v ∈ ⟨A⟩ , au bv = a(u bv) + b(au v) (1.46)
et en demandant que le mot vide qu’on note 1 soit l’élément neutre pour ce produit.
Exemple : Pour a, b, c ∈ A, ab c = abc + cab + acb.
La propriété 1.4.2 reste vraie pour « » : (⟨A⟩ , ) est une algèbre commutative.
De plus, en définissant sur ⟨A⟩ le coproduit
∀w ∈ ⟨A⟩ , ∆(w) = ∑
uv=w
u⊗ v (1.47)
on a le résultat suivant ([47], avec des légères modifications) qui nous permet de
faire le lien avec les chemins rugueux.
Théorème 1.4.3. (⟨A⟩ , ∗, ∆) et (⟨A⟩ , , ∆) sont des algèbres de Hopf.
Remarque. Les produits et ∗ sont des opérateurs de concaténation, alors que
∆ peut être interprété comme opérateur de déconcaténation. Intuitivement, ils
fournissent donc l’essentiel pour un cadre d’algèbre de Hopf : non seulement on
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sait composer deux éléments de l’algèbre, mais on peut aussi retrouver toutes les
manières dont un élément de l’algèbre peut être obtenu.
Application aux sommes et aux intégrales itérées. Nous allons maintenant
brièvement expliquer comment ces deux produits s’appliquent aux sommes et
intégrales itérées. Plus précisément, on va montrer que le produit « » donne la
loi du produit des intégrales itérées par rapport à une courbe (xt)t à valeurs dans
R
d, alors que le produit « ∗ » décrit le produit des sommes itérées pour une suite
(yn)n ∈ (Rd)N.
Dans le cas des intégrales itérées, d’ordres k et l respectivement, d’un chemin
x dans V , le produit de leur projections sur ei1 ⊗ . . . ⊗ eik et ej1 ⊗ . . . ⊗ ejl
respectivement (formule (1.33)) donne la projection de l’intégrale itérées d’ordre
k + l sur ep1 ⊗ . . .⊗ epk+l , où p1 . . . pk+l = i1 . . . ik j1 . . . jl.
Lorsqu’on multiplie les projections sur ei1 ⊗ . . .⊗ eik et ej1 ⊗ . . .⊗ ejl de deux
sommes itérées correspondant à une suite dans V (formule (1.35)), on retrouve
la projection sur ep1 ⊗ . . . ⊗ epk+l de la somme itérée d’ordre k + l, mais aussi
des termes supplémentaires qui viennent du fait que les diagonales, de mesure de
Lebesgue nulle et donc négligeables dans le cas des intégrales, sont prises en compte
sous la mesure de comptage. Ces termes supplémentaires déterminent le caractère
quasi-shuﬄe du produit.
Tout ceci sera expliquer plus longuement au chapitre 3, dans la section 3.4.1.
1.4.4 Présentation des principaux résultats
Le passage entre chemins rugueux géométriques et chemins rugueux
non-géométriques.
Soit (Rk, Fk)k une chaîne de Markov cachée sur E × V (comme définie dans
1.3.13) et (Rn, Xn)n la marche de Markov cachée correspondante (i.e. pour k ≥ 1,
Fk = Xk −Xk−1). On sait qu’à partir d’un plongement suffisamment régulier de
(Xn)n, on peut construire un chemin rugueux géométrique dans G2(V ) de manière
canonique.
Soit (X(N)t )t un plongement à variation finie de (Xn)n. Le chemin rugueux
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canonique dans G2(V ) qui lui correspond est la signature de niveau 2
∀t ∈ [0, 1], S2(X(N))0,t =
(
X
(N)
t ,
∫
0<s1<s2<t
dX(N)s1 ⊗ dX(N)s2
)
qui est un élément de C1−var([0, 1], G2(V )).
On peut ensuite étudier la convergence en loi de (δN−1/2S2(X
(N))0,t)t dans la
topologie Cα−Höl([0, 1], G2(V )) pour α < 1/2. La limite (si elle existe) est un chemin
rugueux géométrique α-Hölder pour α < 1/2.
Nous allons montrer comment on aboutit à un chemin rugueux non-géométrique
à partir d’une marche de Markov cachée (Rn, Xn)n en utilisant les sommes itérées.
Nous commençons par construire la suite (Yn)n dans T (2)(V )
Yn =
⎛⎝Xn, ∑
1≤k1<k2≤n
Fk1 ⊗ Fk2
⎞⎠ ∈ T (2)(V )
et c’est ensuite qu’on lui associe un plongement (Y(N)t )t∈[0,1] dont on étudiera la
convergence.
Il est facile de remarquer que (Yn)n n’est pas dans G2(V ), car le niveau 2 n’est
pas égal à
1
2
Xn ⊗Xn :
Sym(
∑
1≤k1<k2≤n
Fk1 ⊗ Fk2) =
1
2
⎛⎝ ∑
1≤k1<k2≤n
Fk1 ⊗ Fk2 +
∑
1≤k1<k2≤n
Fk2 ⊗ Fk1
⎞⎠
=
1
2
Xn ⊗Xn − 12
n∑
k=1
F⊗2k
Le résultat suivant montre qu’on peut construire un plongement de (Yn)n qui
converge vers un chemin rugueux non-géométrique :
Proposition 1.4.1 (proposition 3.2.1 du chapitre 3). Soit (X(N)t )t le plongement
par interpolation linéaire de (Xn)n. On construit aussi le plongement par interpola-
tion linéaire
∀N ∈ N∗, ∀t ∈ [0, 1], Z(N)t =
⌊Nt⌋∑
k=1
F⊗2k + (Nt− ⌊Nt⌋)F⊗2⌊Nt⌋+1
64 CHAPITRE 1. INTRODUCTION
de Zk =
∑k
j=1 F
⊗2
j et on pose
∀N ∈ N∗, ∀t ∈ [0, 1], Y(N)t = (0, Z(N)t )−1 ⊗ S2(X(N))0,t
On suppose de plus que E [XT1 ] = 0, où T1 est comme dans (3.6), et que la matrice
de covariance V(XT1) vaut CId pour un certain C > 0. On pose β = E [T1].
Alors on a la convergence suivante dans la topologie Cα−Höl([0, 1], T (2)(V )) avec
α < 1/2 :
(
δ(nCβ−1)−1/2Y
(N)
t
)
t∈[0,1] −→N→∞
(
B
Itô
t ⊗ (0, Mt)
)
t∈[0,1]
où (BItôt )t est le mouvement brownien rugueux au sens d’Itô et M est une matrice
déterministe donnée par
M = C−1E
⎡⎣ ∑
1≤k1<k2≤T1
Fk1 ⊗ Fk2
⎤⎦
(formule (3.18) du chapitre 3). En particulier, (BItôt ⊗ (0, Mt))t est un chemin
rugueux non-géométrique.
Les constructions des limites géométrique et non-géométrique peuvent être
résumées à travers le schéma 1.11. La relation qui relie la limite géométrique et la
limite non-géométrique est la suivante :
B
Itô
t ⊗ (0, Mt) = BStratt ⊗ (0, Γt)⊗
⎛⎝0, tC−1E
⎡⎣ T1∑
k=1
F⊗2k
⎤⎦⎞⎠−1 (1.48)
Convergence de la structure combinatoire des marches de Markov ca-
chées.
On pose Ln(r) = (Lu;n(r))u∈E, qui sera un vecteur à valeurs entières. On a alors le
résultat suivant, qui met en relief une classe de convergence « universelle » pour les
chaînes de Markov cachées :
Proposition 2 (proposition 3.2.3 du chapitre 3). Soit (Rn)n une chaîne de Markov
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(Xn)n ∈ V N
plongement sommes itérées
(XNt )t ∈ C1−var([0, 1], V ) Ym =
(
Xm,
∑
1≤k1<k2≤m
∆Xk1 ⊗∆Xk2
)
∈ T (2)(V )
signature plongement
(
δN−1/2S2(X
N )0,t
)
t
∈ C1−var([0, 1], G2(V )) (δN−1/2YNt )t ∈ C1−var([0, 1], T (2)(V ))
convergence dans Cα−Höl([0, 1], G2(V )) convergence dans Cα−Höl([0, 1], T (2)(V ))
(Xt)t ∈ Cα−Höl([0, 1], G2(V )) (Yt)t ∈ Cα−Höl([0, 1], T (2)(V ))
Lien?
Figure 1.11 – Chemins rugueux géométrique (en bas à gauche) et non-géométrique
(en bas à droite) comme limites de processus continus issus du même processus
discret (Xn)n.
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irréductible sur un espace d’états fini E. Pour u ∈ E et pour n ≥ 1, on pose
L˜n(R) = (Lu;n(R)− npi(u))u∈E ∈ RCard(E)
où pi est la mesure invariante de (Rn)n.
Alors, modulo une réduction de dimension, le plongement linéaire de la propo-
sition 3.4.3 de (L˜n(R))n et les intégrales itérées associées SL˜n(R),k(t) pour k ≥ 2
converge dans la topologie Cα−Höl([0, 1], T (2)1 (V )) pour α < 1/2 vers
SB,1(t) = Bt,
SB,2(t) =
∫
0<s1<s2<t
dBs1 ⊗ dBs2 + Mt
où (Bt)t est un mouvement brownien Card(E)-dimensionnel, M est une matrice
déterministe donnée par (3.18).
1.5 Le mot de la fin
Faisons une synthèse de tout ce que nous avons présenté au fil des sections,
paragraphes, définitions et théorèmes : qu’est-ce que nous avons finalement obtenu ?
Si nous devions le résumer en quelques mots, nous le ferions presque sous la forme
d’un slogan de campagne : "du discret dans le rugueux, du rugueux dans le discret".
Nous avons voulu montrer que l’introduction des structures discrètes dans le
cadre des chemins rugueux, d’une part, et l’application des outils liés aux chemins
rugueux, en particulier à travers l’anomalie d’aire, aux modèles discrets étudiés
dans le cadre du calcul stochastique, d’autre part, permettaient un nouveau regard
sur les deux domaines et ouvraient des perspectives intéressantes, le tout d’une
manière suffisamment accessible pour le plus grand nombre.
Mais nous avons probablement déjà assez parlé de ce que nous avons fait dans
notre journal de bord et, pour ne pas ennuyer le lecteur, parlons plutôt de ce que
nous n’avons pas (encore) fait.
Pour illustrer notre propos, nous n’avons étudié que des modèles, certes inspirés
de la mécanique statistique, mais plus simples que ceux qu’on rencontre en réalité.
Il faudrait maintenant passer à ces derniers, et voir toutes les implications que le
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changement de regard sur leur convergence et l’éventuelle présence d’une anomalie
d’aire pourraient avoir en pratique. La même question se pose pour des modèles
plus complexes issus du calcul stochastique classique comme, par exemple, les
marches aléatoires en milieux aléatoires (on citera ici une fois de plus [5]).
Nous avons choisi une classe de modèles assez large, mais qui permet, lors de
l’étude de la convergence, l’utilisation d’une méthode bien particulière, et qui nous
a bien facilité la tâche : le découpage en (pseudo-)excursions. La prochaine étape
serait d’abandonner cette facilité et de chercher de nouveaux moyens pour étudier
la convergence en topologie rugueuse de processus moins sympathiques (comme
les processus faiblement mélangeants ou les modèles mentionnés au paragraphe
précédent).
Pour les exemples que nous avons donnés, nous avons également privilégié la
simplicité et la possibilité de donner une interprétation géométrique du modèle
pour faciliter la compréhension des objets (en particulier, en illustrant la formation
d’anomalie d’aire). Sans nécessairement sortir du cadre des marches de Markov
cachées, nous pourrions maintenant construire des exemples en prenant pour chaînes
de Markov sous-jacentes des processus plus complexes (ASEP, urnes de Polya, etc.).
Les conditions sur les moments des variables, bien qu’elles correspondent à celles
qu’on a souvent en pratique, pourraient être encore affaiblies.
Du côté combinatoire, il serait intéressant de pousser plus loin l’étude des temps
d’occupation itérés. En dehors de la généralisation des théorèmes liés au temps
d’occupation classique, on peut se demander si l’on peut rigoureusement attribuer
à ces objets combinatoires, dans le cadre de la convergence de processus discrets,
un rôle similaire à celui qu’ont les niveaux d’un chemin rugueux dans le continu.
Accessoirement, nous étudions la question de savoir s’il est possible de déduire la
convergence d’une marche de Markov cachée de celle de ses temps d’occupation
itérés.
Mais il faut s’arrêter avant que la liste « à faire » ne dépasse la liste « déjà fait ».
Nous espérons que le présent travail aura contribué à ouvrir quelques nouvelles
directions de recherche et à montrer que les chemins rugueux étaient une terre
accueillante et pleine de ressources même pour ceux qui n’y sont que de passage.
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Chapter 2
Lévy area with a drift as a
renormalization limit of Markov
chains on periodic graphs
Ce chapitre est notre article [64] écrit en collabo-
ration avec D. Simon tel qu’il a été accepté pour
publication dans la revue Stochastic Processes and
their Applications (SPA) et mis en ligne sur arXiv
(https://arxiv.org/abs/1604.08947), excepté des change-
ments mineurs comme l’absence d’abstract ou le change-
ment de numérotation pour les références.
2.1 Introduction
2.1.1 General motivations
Many papers deal with the convergence of discrete vector-valued processes to
Brownian motion in the spirit of Donsker’s theorem, i.e. using uniform convergence.
This is useful for finite dimensional marginals but not for the study of differential
equations: uniform topology is too weak to ensure proper approximation of integrals
driven by a process of low regularity. Terry Lyons solved this problem by creating
the rough path theory, which Martin Hairer generalized to regularity structures. In
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both cases, when working in dimensions higher than 2, the processes are lifted to a
more complex structure whose topology ensures the continuity of the solution map
of SDEs (the Itô map).
Let us have a quick look at the theory of rough paths. The main idea is to
build out of the initial processes involved more elaborate structures that allow
to register all the relevant information. Loosely speaking, a (continuous) process
in Rd (with d ≥ 2) is considered as a first-level information, and we build the
corresponding rough path by adding a few more levels. The number of necessary
levels is determined by the regularity of the process (if (Xt)t≥0 is of regularity
α ∈ (0, 1), we need ⌊1/α⌋ levels) and each level is given by an iterated integral of a
tensorial product (a double integral for level two, a triple one for level three and so
on). In particular, for a process X = (X1, . . . , Xd), the second level is determined
by the increments of the process (the first level) and the stochastic area: a process
on the space of d× d antisymmetric matrices given by
As,t(X) =
(∫∫
s<u<v<t
dX iudX
j
v − dXjudX iv
)
1≤i,j≤d
(2.1)
with the convention A0,t(X) = At(X). A detailed introduction to rough paths can
be found in [58] and [66], and more exhaustive treatments in [34] or [32].
Up to now, rough path theory has been either applied to processes of lower
regularity than the Brownian motion (for example, fractional Brownian motion)
or to the Brownian motion itself, which resulted in a kind of rewriting of classical
stochastic calculus. Surprisingly – and it is one of the main motivations for this
paper – it is actually possible to go beyond the stochastic calculus as we know
it. The second level of the Brownian rough path is made of a symmetric and an
antisymmetric part. Whereas we have the choice between Itô and Stratonovich
integration for the symmetric part, the antisymmetric one is given by the stochastic
area of the Brownian motion, the Lévy area, and is not affected by the choice
of the integration scheme for the symmetric part. However, for some sequences
approximating the Brownian motion, there is room on the second level for an extra
term, the area drift or area anomaly.
When approximating an SDE driven by a Brownian motion in a classical way,
we are looking for a sequence which does not have an area anomaly at the limit.
2.1. INTRODUCTION 71
On the contrary, theorem 2.1.1 concentrates on a class of models which may exhibit
a non-zero area anomaly at the limit. More precisely, we prove that Markov chains
on periodic graphs (roughly speaking, graphs that are constructed by translation of
a given finite graph) to which we add the area component, converge in the suitable
rough path topology to (Bt, At + tΓ)t∈[0,τ ], where (Bt)t≥0 is the d-dimensional
Brownian motion, (At)t = (At(B))t its associated Lévy area and Γ is a d × d
antisymmetric matrix which represents the area anomaly.
One of our main goals is to show how getting a non-trivial area anomaly can
be used to build new rough paths above Brownian motion and thus to go beyond
classical calculus. Consequently, this is not a question of classical stochastic
integration but a kind of completion of classical integration. Such deformations of
classical stochastic calculus have been foreseen but never illustrated by explicit,
simple, discrete Markovian processes with natural geometric interpretation. In [31],
the authors exhibit the area anomaly of a magnetic field but this only concerns
the continuous case. The article [60] studies how the area anomaly influences the
behaviour of SDEs. The present paper is an attempt to fill in some of the blanks
mentioned above and to show that area anomaly from theorem 2.1.1 is in fact a
generic property of some renormalized discrete Markov chain and should be taken
into account in the study of SDEs originating from many discrete processes.
Acknowledgements. D. S. thanks Q. Berger for valuable discussions on random
walks in random environments at the origin of some constructions from the present
paper. D. S. and O. L. want to thank the referee of the present article for
valuable remarks and suggestions on bibliography on periodic graphs and their
generalizations. D. S. is partially funded by the Grant ANR-14CE25-0014 (ANR
GRAAL).
2.1.2 Structure of the present article
The present article is organized into five sections, the introduction being the first
one. We present a very simple example of a Markov chain which exhibits a non-zero
area anomaly in 2.1.3.
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After introducing some useful definitions like those of Markov chains (Xn)n∈N
on periodic graphs and of stochastic signed area (An(X))n∈N associated to them,
we state our main result in 2.1.4. We then present a historical overview of some
results that have a connection to ours. The section ends by a discussion on the
consequences of theorem 2.1.1 on the universality class of the multidimensional
Brownian motion, and expresses some caveats about the continuous description of
the large size limit of discrete models.
In section 2.2, we describe the general settings of our theorem and state some use-
ful results: in particular, we present a decomposition of the process (Xn, An(X))n∈N
which is based on excursion theory and inspired by renormalization ideas.
Section 2.3 is dedicated to the proof of our main result (theorem 2.1.1) which
is a generalization to our class of Markov chains of the Donsker-type theorem for
rough paths from [12].
Finally, in section 2.4, we present some applications of our result: we introduce
a model in 3D for which we compute Γ by numerical simulations and we give an
example of application to an SDE. We end the section with a list of open questions
which arise in connection with the area anomaly Γ.
2.1.3 An easy discrete example: rotating sums of Bernoulli
r.v.
Let (Un)n∈N∗ be a sequence of independent Bernoulli random variables such that
P (U1 = 1) = 1−P (U1 = −1) = p. We define two complex-valued processes (Zn)n∈N
and (Z ′n)n∈N in the following way: (Zn)n is the random walk with increments
chosen uniformly in {1, i,−1,−i} and (Z ′n)n satisfies Z ′0 = 0 a.s. and, for n ≥ 1,
Z ′n =
∑n
k=1 i
k−1Uk. We set Xn = R(Zn), respectively X ′n = R(Z
′
n), and Yn = I(Zn),
respectively Y ′n = I(Z
′
n). A classical exercise in probability consists in checking
that the laws of Zn/
√
n and of Z ′n/
√
2np(1− p) both converge to a normal law
N (0, 1). Moreover, the processes (Xn, Yn)n and (X ′n, Y
′
n)n embedded in continuous
time by linear interpolation converge both in law to a standard Brownian motion
in the uniform topology. The discrete stochastic area of the process (Xn, Yn)n is
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defined as
An(X, Y ) =
1
2
∑
1≤k<l≤n
(Xk −Xk−1)(Yl − Yl−1)− (Yk − Yk−1)(Xl −Xl−1) (2.2)
and A(X ′, Y ′)n is defined in the same way for the second process. The process
(An(X, Y )/n)n embedded in continuous time is known to converge to the Lévy
area of the Brownian motion; the present paper deals with the rescaled Lévy area
(An(X ′, Y ′)/(2np(1− p)))n of the second process (X ′n, Y ′n)n and shows that, in the
correct topology, it converges to the Lévy area of the Brownian motion with an
additional drift γ. This drift is easily evaluated as:
γ = lim
n→∞
E [A(X ′, Y ′)n]
2np(1− p) =
(2p− 1)2
8p(1− p) (2.3)
and some additional computations show that the limit of the first higher cumulants
of (An(X ′, Y ′)/(2np(1− p)) coincide with the ones of the classical Lévy area.
Figure 2.1 describes the process (X ′n, Y
′
n) as a Markov process in Z
2. In par-
ticular, the graph G0 is induced on {0, 1, 2, 3} by the Markov chain (X ′n, Y
′
n)
(we glue together the edges that connect a vertex to points of the same type).
Figure 2.2 presents histograms of the marginal laws of (Xn, Yn, An(X, Y )) and
(X ′n, Y
′
n, A(X
′, Y ′)n) obtained by numerical simulations. This figure shows that,
in the large n limit and with the classical rescalings, the two processes are very
similar, except for the additional drift γ in the Lévy area (the area anomaly). Up
to our knowledge, such a limit process in continuous time has never been described.
Intuition about the similarities and differences between the two processes can
be quickly explained by the following renormalization argument. The increments
of (Zn − Zn−1)n are independent, whereas only the increments (Z ′4n+4 − Z ′4n)n are
independent. In a time interval {4n, 4n + 1, 4n + 2, 4n + 3, 4n + 4}, the increments
of (Z ′n)n are bounded and thus do not contribute to the Brownian limit in the
uniform topology; however, during the same time interval, correlations among these
increments produce non-centered random areas. From a renormalization point of
view, the local time correlations are irrelevant for the uniform topology but relevant
for the rough path topology.


76 CHAPTER 2. AREA ANOMALY
Definition 2.1.2 (invariant Markov chain on G). Let G be a periodic subgraph
of E. A G-valued Markov chain (Xn)n∈N with transition law Q on a probability
space (Ω, F ,P) is Λ-invariant if and only if, for all x, y,∈ G and for all λ ∈ Λ,
Q(x + λ, y + λ) = Q(x, y).
As it will be explained section 2.2.1, such a Markov chain (Xn)n induces a
Markov chain (pi0(Xn))n on G0. If the latter is irreducible, we can define a sequence
of stopping times for it:
T0 = 0,
Tk+1 = inf {n > Tk : pi0(Xn) = pi0(X0)} , k ≥ 0.
Since G0 is finite, for any initial law µ on G0, T1 has finite moments of all orders.
For an E-valued sequence (xn)n, we introduce its continuous rescaled version
given by
xNt =
x⌊Nt⌋ + (Nt− ⌊Nt⌋)(x⌊Nt⌋+1 − x⌊Nt⌋)√
N
as in the classical Donsker theorem. Then the rough path corresponding to x(N) is
defined as
ι(N)(x•, A•(x))t :=
(
xNt , At(x
N))
)
(2.4)
where At(xN) is given by the formula (2.1). These variables belong to the space
G2(E), which is described in section 2.2.4. We denote by δ) the standard homoge-
neous dilatation on G2(E): δ)(x, a) = (,x, ,2a).
We can now state our main theorem.
Theorem 2.1.1. Let G be a Λ-periodic graph on a finite dimensional vector
space E. Let (Xn)n be a G-valued Λ-invariant Markov chain on G with bounded
increments (i.e. there exists R > 0 such that |Xn+1 −Xn|E ≤ R a.s.) and such
that (pi0(Xn))n∈N is irreducible.
Let v = E [T1]
−1
E [XT1 ] ∈ E and β = E [T1] ∈ R∗+. Let (X˜n)n∈N be the E-valued
process defined by X˜n = Xn − nv. Up to a dimensional reduction and a linear
transformation of the graph G, the covariance matrix of XT1 − T1v may always be
assumed to be CId with C > 0 and d the dimension of V .
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For any τ > 0, we have the following convergence in distribution:(
δ√
C−1β
ι(N)(X˜•, A•(X˜))t
)
0≤t≤τ
−→
N→∞
(Bt, At + tΓ)0≤t≤τ (2.5)
in the topology of C0,α−Hölder([0, τ ], G2(E)) for α < 1/2, where B is a Brownian
motion on E, A its Lévy area as defined by classical stochastic calculus and Γ a
constant antisymmetric matrix, the area anomaly, given by the antisymmetric part
of C−1E
[∑
1≤k<l≤T1 ∆X˜k ⊗∆X˜l
]
(detailed formula in (2.19)).
Some historical background.
Until now, in the rough path setting, most of the convergence theorems have dealt
with processes with i.i.d. centered increments. Based on the Stroock-Varadhan’s
result from [76], a Donsker theorem for rough paths in the Cα([0, 1],Rd) topology for
α < 1/2 has been proved in theorem 3 from [12], which our theorem 1.1 generalizes.
In [6], the discrete sequence converging to the Brownian rough path is constructed
by the concatenation (in the rough path sense) of renormalized i.i.d. copies of
the cubature formula on Wiener space. The main result of [20] gives sufficient
conditions for convergence in distribution of a random walk on GN(Rd) to a Lévy
process on GN(Rd) in a suitable rough path topology. While [6] and [20] are also
generalizations of theorem 3 from [12], they do not apply to the class of processes
described in our theorem 1.1, as the increments of these processes are not necessarily
i.i.d. Moreover, none of these results is concerned by the study of the area anomaly,
as we will see that it is trivial when the discrete process has i.i.d. increments.
A more general setting, which encompasses that of rough paths, is given by
random walks on different types of groups. A result due to Wehn (see, for example,
[11], theorem 1.3, for details) states that, when µ is a centered probability measure
on a connected Lie group, µ∗n (the nth convolution of µ) converges to the Wiener
measure (under certain conditions on µ). In [1], the main result states that, when
µ is a probability measure with finite support on a discrete group of polynomial
volume growth (nilpotent Lie groups, and in particular GN (Rd), are of polynomial
volume growth), µ∗n converges to the heat kernel of a centered left-invariant sub-
Laplacian on a certain simply connected nilpotent Lie group. In both cases, we
deal with i.i.d. increments and no area anomaly is exhibited at the limit. However,
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in [1] the possibility of a non-centered measure µ∗n is taken into account, just to
show that the asymptotic behavior is similar to the non-centered case modulo a
transformation by a multiplicative function (which is equivalent to re-centring µ).
What this shows in particular is that our area anomaly is not a question of the
process drift but a new phenomenon.
In the uniform topology, the convergence of processes similar to ours is widely
studied. In [29] and [53], authors have already considered the convergence of
random walks on periodic graphs and Markov chains on graphs respectively, and
in [5] an invariance principle has been proved for a certain class of random walks
in random environment. In [55] and [48], the authors study the convergence of
a random walk, symmetric and non-symmetric respectively, on a lattice graph
through the convergence of the corresponding discrete heat kernel. Their lattice
graph is a generalization to a Riemannian manifold of the notion of periodic graph
from our article (a detailed theory on lattice graphs and the finite quotient graphs,
as well as their properties, can be found in chapters 3 and 4 from [77]). While
there is no room for an area anomaly for the reversible random walks from [55]
(the reversibility of the process implies a zero area anomaly), the loops that can be
present in the processes from [5] and [48] might generate a non-zero limit stochastic
area drift.
Discussion on the renormalization constant.
Let us now stop briefly to explain the choice of our renormalization constant,
namely v. It is immediate to ask why we didn’t simply set X˜n = Xn − E [Xn]. In
this case, we argue that, first, we can not get an explicit infinite constant (of the
type nv), second, it is a sufficient but not a necessary drift and finally, this would
not allow us to get an explicit expression of Γ of the type (2.19).
As a consequence of the ergodic theorem applied to the Markov chain (pi0(Xn))n,
we could have also defined v as
v =
∑
x0∈G0
ν(x0)
∑
y∈G
Q(x∗, y)(y − x∗)
where ν the invariant probability of (pi0(Xn))n and x∗ a representative of the
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equivalence class of x0 in G (z ∼ z′ if pi0(z) = pi0(z′)). This is similar to the approach
the authors adopt in [48]. Our choice of the expression of the renormalization
constant is motivated by the desire to highlight the centering of the excursions,
which is indispensable for applying the Donsker type theorem from [12].
Symmetry of the process and area anomaly.
In [48], ρR(γp), the analogue of the constant v called the asymptotic direction, is
zero if and only if the random walk on the quotient graph X0 is symmetric.
In our case, the symmetry of the random walk on G0 is not necessary anymore
for v to be zero. In the example from 2.1.3, the random walk on G0 is not symmetric
whatever value of p we choose, and nevertheless v = 0 for p = 1/2.
On the other hand, the symmetry of (Xn)n (or its reversibility) will be a sufficient
condition for v = 0 and also for Γ = 0. The most immediate example is provided by
the framework of the classical Donsker theorem, i.e. the case when we are dealing
with sums of i.i.d. centred r.v.
However, we can have (Xn)n non-symmetric and simultaneously v = 0 and Γ ̸= 0
(see example 2.1.3), which shows that the area anomaly is not a product of the drift
of the process. We can also have v ≠ 0 and Γ = 0 in the case of i.i.d. non-centered
r.v. (we need, of course, to re-center the variables before we pass to the limit).
Consequences of theorem 2.1.1.
The hypotheses of theorem 2.1.1 are satisfied in many models coming from statistical
mechanics where jumps in space are often local. Up to our knowledge, the area
anomaly is a new feature never described in any model, even if the examples that
we present look natural. One may wonder whether this area anomaly is relevant.
We now explain why it is the case.
The general philosophy beyond renormalization and large scale limits of discrete
models is to build continuous models such that they are large scale limits of various
discrete models and such that it is possible to compute directly with them.
Phrased in a provocative way, our theorem implies in particular that a two-
dimensional standard Brownian motion may not be the same as two independent
one-dimensional Brownian motions as soon as one wishes to use it to drive a
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stochastic differential equation. The difference lies in the area anomaly Γ which is
irrelevant at the level of the positions (Btk)k but is relevant in non-linear SDEs.
Thus, when several Brownian motions emerge in the description of the limit
of discrete processes, the consequence of the previous theorem is that one needs
in general to wonder about the presence of area anomalies between components
before writing down any stochastic integration.
Hopefully in many cases, it is easy to prove without any calculation that the
area anomaly is zero: as it has already been mentioned, this is the case for
reversible processes. However, for irreversible Markov chains, especially useful
in non-equilibrium statistical mechanics, one should expect in general a non-zero
anomaly.
A detailed study of the area anomaly Γ and its generalization to a larger class
of processes will be present in a next paper in preparation.
2.2 Tools and additional results
2.2.1 Additional results on Λ-invariant Markov chains
Property 2.2.1. Let (Xn)n∈N be a Λ-invariant Markov chain on a periodic subgraph
G of E as in definition 2.1.1. Then the process (pi0(Xn))n∈N is a G0-valued Markov
chain.
Proof. Let f be any bounded Borel function G0 → E.
E [f(pi0(Xn+1))|Fn] = E
⎡⎣∑
λ∈Λ
1piΛ(Xn+1)=λf(pi0(Xn+1))
∣∣∣∣∣∣Fn
⎤⎦
=
∑
λ∈Λ
E
[
1piΛ(Xn+1)=λf(pi0(Xn+1))
∣∣∣Fn] = ∑
λ∈Λ
(Qgλ)(Xn)
where gλ(x) = 1piΛ(x)=λf(pi0(x)) by the Markov property for (Xn)n. The invariance
of Q gives now:
(Qgλ)(x) =
∑
y∈G
Q(x, y)gλ(y) =
∑
y0∈G
Q(x, y)1piΛ(y)=λf(pi0(y))
=
∑
y0∈G0
Q((piΛ(x), pi0(x)), (λ, y0))f(y0) =
∑
y0∈G0
Q((0, pi0(x)), (λ− piΛ(x), y0))f(y0)
2.2. TOOLS AND ADDITIONAL RESULTS 81
by Λ-invariance for Q. Summation over Λ eliminates the dependence on piΛ(x) and
we thus obtain:
E [f(pi0(Xn+1))|Fn] = (Q0f)(pi0(Xn))
with Q0(x0, y0) =
∑
λ∈Λ Q((0, x0), (λ, y0)).
Moreover, similar calculations show that the process (piΛ(Xn))n knowing the
process (pi0(Xn))n is a heterogeneous Markov chain whose rates1 depend on the
(pi0(Xn))n.
2.2.2 Decomposition into pseudo-excursions
We start with a general definition of pseudo-excursions for an E-valued sequence:
Definition 2.2.1. Let (xn)n∈N be an E-valued sequence and (Tk)k∈N be a strictly
increasing sequence in N such that T0 = 0 and Tk+1 − Tk = Lk > 0. We introduce
the sequence λ˜p(x) := xTp. Let o be an additional cemetery point added to E. The
pseudo-excursions E˜xc
(p)
(x) of the sequence (xn)n∈N are then defined as E ∪ {o}-
valued processes through:
E˜xc
(k)
(x)n =
⎧⎪⎨⎪⎩xTk+n − λ˜k(x) if 0 ≤ n ≤ Lko if n > Lk
The global trajectory (xn)n can be recovered from the excursions by:
xn = λ˜κ(n)(x) + E˜xc
(κ(n))
(x)n−T
κ(n)
(2.6)
where κ(n) is the unique integer such that Tκ(n) ≤ n < Tκ(n)+1.
We will now give a definition of pseudo-excursions which applies to a specific
class of G-valued sequences we are interested in (with G as in definition 2.1.1). For
this purpose, we will slightly change definition 2.2.1.
For (xn)n∈N ∈ GN, we introduce the sequence of excursion times of (pi0(xn))n∈N
1the probability of a jump between λ and λ′ between times k and k + 1 is Qk(λ, λ
′|pi0(X)) =
Q((λ, Xk), (λ
′, Xk+1))/Q0(Xk, Xk+1).
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from its original point:
T0 = 0,
Tk+1 = inf {n > Tk : pi0(xn) = pi0(x0)} , k ≥ 0.
Definition 2.2.2. Let (xn)n∈N be a G-valued sequence such that (pi0(xn))n∈N is
recurrent (i.e. each point of G0 appears an infinity of times in the sequence). Set
λk(x) = piΛ(xTk) and Lk = Tk+1 − Tk (Lk is the duration of an excursion). Let o
be an additional cemetery point added to G. The pseudo-excursions Exc(k)(x) of
the sequence (xn)n∈N are defined as G ∪ {o}-valued processes through:
Exc(k)(x)n =
⎧⎪⎨⎪⎩xTk+n − λk(x) if 0 ≤ n ≤ Lko if n > Lk (2.7)
Although the above definition can be viewed as a particular case of definition 2.2.1,
its interest consists in exploiting the decomposition of elements of G in Λ × G0-
valued couples. This enables us to translate only the Λ-valued component and
thus to start each pseudo-excursion from a point y ∈ G such that pi0(y) = pi0(x0).
Moreover, as we keep here close to the classical definition of excursions, we can deal
with the Markov chain (Xn)n∈N (and not only (pi0(Xn))n∈N) and make computations
of the Lévy area easier. In the rest of the article, we will prefer definition 2.2.2
when we talk of a (recurrent) G-valued sequence, and definition 2.2.1 will apply
whenever we make a statement concerning any E-valued sequence.
One immediately checks that Exc(k)(x)0 = pi0(x0) and Exc
(k)(x)Lk = pi0(x0) +
λk+1(x) − λk(x). Our construction of pseudo-excursions makes them invariant
under translation by an element of Λ: Exc(k)(µ + x) = Exc(k)(x) where µ is any
element of Λ.
Property 2.2.2. Let (Xn)n be a Λ-invariant Markov chain on the periodic graph
G such that the projection (pi0(Xn))n is irreducible. The (G ∪ {o})N-valued random
variables (Exc(k)(X))k∈N are independent and identically distributed.
Proof. The proof relies on the repetitive use of the strong Markov property. Let
n ∈ N∗ and let f0, f1, . . . , fn : (G ∪ {o})N → R be bounded measurable functions.
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The random times Tk are stopping times, which are finite almost surely. For
k ≤ n − 1, the random variables Ek = Exc(k)(X) are FTk-measurable, and we
obtain:
Ex [f0(E0) . . . fn−1(En−1)fn(En)|FTn ] = f0(E0) . . . fn−1(En−1)Ex [fn(En)|FTn ]
The strong Markov property thus yields:
Ex [fn(En)|FTn ] = EXTn [fn(E0)] = E(λn(x),pi0(x)) [fn(E0)]
= E(λ0(x),pi0(x))
[
fn(Exc
(0)(X + λn(x)− λ0(x)))
]
= E(λ0(x),pi0(x)) [fn(E0)]
a.s., where the last equality is deduced from the Λ-invariance of the process and
of the pseudo-excursions. One now remarks that the last term does not depend
anymore on XTn . By recursion, we obtain the final result:
Ex [f0(E0) . . . fn−1(En−1)fn(En)] = Ex [f0(E0)]Ex [f1(E0)]Ex [fn(E0)]
Corollary 2.2.1. The random variables (λk+1(X)− λk(X))k∈N are also i.i.d.
Proof. This follows directly from λk+1(X) − λk(X) = Exc(k)(X)Lk − Exc(k)(X)0
and the independence of the pseudo-excursions.
Remark: If G is a periodic graph and M ∈ GLn(R), then MG = {Mx; x ∈ G}
is again a periodic graph (with possibly degenerate vertices). If (Xn)n is a Λ-
invariant Markov chain on G, then (MXn)n is again a MΛ-invariant Markov chain
on MG. We assume all through the paper that Rn = span Λ; if this is not the case,
we embed the graph G in the smaller space span Λ isomorphic to some Rn. Let
C be the covariance matrix of the increment λ1(X) − λ0(X), we always assume
that C = M∗InM . If rank C < n, we again embed our Markov chain in a smaller
graph in a smaller space such that rank C = n. Then, up to reduction to a smaller
space and up to an invertible linear transformation of the graph, we may always
assume that C = In. In particular, under C = In, the Donsker embedding of the
random walk (λk(x))k converges to a standard Brownian motion on Rn. Moreover,
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the covariance matrix C and the drift v are the analogues of the Albanese metric
and the asymptotic direction respectively from the article [48].
Example of section 2.1.3. The Markov chain (Z ′n) fits into this frame-
work with G = Z2. The non-zero elements of the transition matrix Q are
represented in 2.1. The matrix Q is Λ-invariant with Λ = (2Z)2. The set
G0 = {(0, 0), (1, 0), (0, 1), (1, 1)} may be identified to Z/4Z, and so the Markov
process (pi0(Z ′n))n is actually deterministic and corresponds to the shift x *→ x + 1
as in figure 2.1.
2.2.3 Area process and rough paths
Definition 2.2.3 (area sequence). Let E be a finite-dimensional vector space. Let
(ei)1≤i≤d be a basis of E. We write x(i) for the i-th coordinate of a vector x ∈ E
w.r.t. the basis (ei)1≤i≤d. For any E-valued sequence (xn)n∈N, we introduce the
sequence of antisymmetric d× d matrices (An(x))n∈N defined by A0(x) = A1(x) = 0
and, for any n ≥ 2,
Aijn (x) =
∑
1≤k<l≤n
(
(∆x(i))k(∆x(j))l − (∆x(j))k(∆x(i))l
)
(2.8)
with (∆u)k = uk − uk−1 for any sequence (un)n.
This definition can be tied easily to the stochastic area At(x(N)) of x(N) from
formula 2.4: it is easy to check that
At(x(N)) =
A⌊Nt⌋(x) + (Nt− ⌊Nt⌋)(A⌊Nt⌋+1(x)− A⌊Nt⌋(x))
N
(2.9)
Property 2.2.3 (decomposition of an area sequence along excursions). Let (xn)n∈N
and (Tk)k∈N be as in definition 2.2.1. Then the following decomposition holds:
AijTn(x) =
n−1∑
p=0
AijLp(E˜xc
(p)
(x)) + Aijn (λ˜(x)) (2.10)
In the particular case when (xn)n∈N and (Tk)k∈N are as in definition 2.2.2, we
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have:
AijTn(x) =
n−1∑
p=0
AijLp(Exc
(p)(x)) + Aijn (λ(x)) (2.11)
Proof. By definition, the l.h.s. uses a double sum over 1 ≤ k < l ≤ Tn. We split
the interval {1, 2, . . . , Tn} into Jp = {Tp + 1, . . . , Tp+1} for p = 0, . . . , n− 1 and we
classify the indices k and l: either they are in the same subset Jp or they belong
respectively to Jp1 and Jp2 with p1 < p2.
In the first case, the sum over Tr + 1 ≤ k < l ≤ Tr+1 gives the area of the r-th
excursion AijLr(Exc
(r)(x)).
In the second case, the sum over k ∈ Jp1 and l ∈ Jp2 factorizes into two sums,
evaluated as telescopic sums respectively to λpi+1(x) − λpi(x) for i = 1, 2. The
remaining sum over 0 ≤ p1 < p2 ≤ n − 1 gives the (signed) area of (λk(x))k∈N
between 0 and n.
We need a last lemma, easy to prove, from linear algebra, about the transforma-
tion of the area under a linear transformation M of the space E.
Lemma 2.2.1 (covariance of the area). Let (xn)n be an E-valued sequence and
M ∈ GLn(E). The area process (Aijn (x))n of the sequence (Mxn)n in E is given
by:
Aijn (Mx) =
∑
1≤k,l≤n
MikMjlA
kl
n (x)
2.2.4 The group G2(E)
The general construction.
In this section, we rewrite some results from the rough path theory from [34]
(in particular from chapter 7) in order for them to correspond to the case of a
finite-dimensional vector space E on R. We concentrate on the case that is of
interest to this article, namely N = 2. For more details and the general case N ≥ 2
see [34] or [32].
We introduce the tensorial truncated algebra T (2)(E) =
⊕2
k=0 E
⊗k, where ⊗ is
the tensorial product on E (E⊗0 = R) and
⊕
denotes a direct sum. Endowed with
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the multiplication law
(a0, a1, a2)⊗2 (b0, b1, b2) = (a0b0, a0b1 + b0a1, a0b2 + b0a2 + a1 ⊗ a2), (2.12)
it is a non-commutative algebra with unit element (1, 0E, 0E⊗E).
To x ∈ C1−var([s, t], E) (the set of all continuous paths of finite 1-variation), we
associate the element of T (2)(E) given by
S2(x)s,t =
(
1,
∫
s<u<t
dxu,
∫
s<u1<u2<t
dxu1 ⊗ dxu2
)
∈ T (2)(E)
This object satisfies Chen’s relation, i.e., for 0 ≤ s < r < t ≤ 1,
S2(x)s,t = S2(x)s,r ⊗2 S2(x)r,t (2.13)
and, in this particular case, ⊗2 can be viewed as a path concatenation operator.
As in section 7.5.1 in [34], we define the set G2(E) by
G2(E) = {S2(x)0,1 : x ∈ C1−var([0, 1], E)}
We now denote by X = (1,X(1),X(2)) an element of G2(E), where X(1) stands for
the first-order and X(2) for the second-order increments. Implicitly, Xs,t = S2(x)s,t
for some x ∈ C1−var([0, 1], E), and Xt = X0,t. Since the symmetrical part of
X
(2) depends on X(1) (as
∫
ydy = 1
2
y2), we can cut off redundant information by
transforming X(2) into X(2);i,jt =
∫ t
0(X
i
s −X i0)dXjs −
∫ t
0(X
j
s −Xj0)dX is for 1 ≤ i, j ≤
dim(E). Under this new form, the element X belongs to the space
⊕2
k=0 E
∧k, where
∧ is the antisymmetric tensor product on E: for u, v ∈ E, u ∧ v = u⊗ v − v ⊗ u.
For commodity reasons, we can use a more informal notation by neglecting the
first component (the identity element) of X.
Of course, the elements of the type (xt, At(x)), which are the ones we are
interested in, belong to G2(E). In particular, we can isolate from the operation ⊗2
a very important property of the stochastic area, namely, for 0 ≤ s < t
Aijt (x) = A
ij
s (x) + A
ij
s,t(x) +
1
2
(x(i)s (xt − xs)(j) − x(j)s (xt − xs)(i)) (2.14)
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The Carnot-Caratheodory distance on G2(E).
It is natural to ask what is the shortest path in E for a given signature. The answer
to this question allows to define the Carnot-Caratheodory norm on G2(E) by
||g|| := inf{
∫ 1
0
|dx| : x ∈ C1−var([0, 1], E) and S2(x)0,1 = g} (2.15)
where |·|E is a restriction to E of the Euclidean norm.
Since the norm thus defined is homogeneous (||δλg|| = |λ| ||g|| for λ ∈ R),
symmetric (||g|| = ||g−1||) and sub-additive (||g ⊗ h|| ≤ ||g|| + ||h||), it induces a
left-invariant, continuous metric d on G2(E) through the application
d : G2(E)×G2(E) → R+
(g, h) *→ ||g−1 ⊗2 h||
(2.16)
In this case, (G2(E), d) is a geodesic space (in the sense of definition 5.19 from
[34]). It is also a Polish space (corollary 7.50 from [34]).
The Carnot-Caratheodory norm is difficult to use for practical estimations but
we can give it a good upper bound:
Proposition 2.2.1. There exists ν > 0 such that, for d defined as above, for any
X ∈ G2(E) and 0 ≤ s < t ≤ 1, we have:
d (Xs,Xt) = ||Xs,t|| ≤ ν
(∣∣∣X(1)s,t ∣∣∣
E
+
∣∣∣X(2)s,t ∣∣∣ 12
E⊗E
)
(2.17)
2.3 Proof of main theorem and comments
2.3.1 Proof of theorem 2.1.1
We denote by |·| the absolute value on R, by |·|E the euclidean norm on the finite-
dimensional vector space E and by |·|E⊗E the induced matrix norm on E ⊗ E:
|A|E⊗E = sup
|x|E=1
|Ax|E. We also use the norm ||·|| on G
2(E) and the associated dis-
tance d (·, ·) (formula (2.16)). We set, for u, v ∈ G2(E)l, dl
(
(u1, . . . , ul), (v1, . . . , vl)
)
=∑l
i=1 d (u
i, vi): dl is a distance on G2(E)l.
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For any n ∈ N, we define κ(n) as the unique integer such that Tκ(n) ≤ n < Tκ(n)+1,
where the Tns are as in definitions 2.2.1 or 2.2.2 (as has already been done in
section 2.2.2).
Proof. Since λ˜k(X˜) = λk(X)− Tkv (with λk(X) and λ˜k(X˜) as in definitions 2.2.2
and 2.2.1 respectively), the process (λ˜k(X˜))k is an E-valued centered random walk
(not Λ-valued because of the correction). As it has been stated in the theorem,
up to a dimensional reduction and a linear transformation of the graph G, the
covariance matrix of λ1(X)− T1v may always be assumed to be CIn with C > 0,
so each (E-valued) increment has a covariance matrix equal to CIn.
The main idea of the proof of theorem 2.1.1 is to use the theory of pseudo-
excursions from section 2.2.2 and the decomposition from property 2.2.3 in order
to extract convergence to the standard Brownian rough path through the process
(λ˜n(X˜))n∈N using theorem 3 [12], convergence to the area anomaly through the
independence of pseudo-excursions, and tightness from additional results on pseudo-
excursions. Consequently, the proof of theorem 2.1.1 is divided into 4 steps:
• lemma 2.3.1: convergence of the centered discrete process
(
ι(N)(λ˜•(X˜), A•(λ˜(X˜)))t
)
0≤t≤τ
• lemma 2.3.2: convergence of the extracted process
(
ι(N)(X˜T• , AT•(X˜))t
)
0≤t≤τ
and emergence of the area anomaly (drift) Γ
• lemma 2.3.3: convergence of finite-dimensional marginals of the full process(
ι(N)(X˜•, A•(X˜))t
)
0≤t≤τ
• lemma 2.3.4: tightness of the sequence
(
ι(N)(X˜•, A•(X˜))
)
N∈N
Lemma 2.3.1. The process
(
ι(N)
(
λ˜•(X˜), A•(λ˜(X˜))
)
t
)
0≤t≤τ
converges in distribu-
tion to the Lévy lift on G2(E) of a Brownian motion (Bt)t≥0:
(
δ√C−1 ι
(N)
(
λ˜•(X˜), A•(λ˜(X˜))
)
t
)
0≤t≤τ
(d)−−−→
N→∞
(Bt, At)0≤t≤τ
in the topology of C0,α−Holder([0, τ ], G2(E)) for α < 1/2.
Proof. This is a direct consequence of the Donsker-type theorem for a sequence
of i.i.d. centered G2(R2)-valued random variables from [12]. In this article, the
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authors use a central limit theorem for centered i.i.d. variables on a nilpotent Lie
group in order to prove the convergence of finite-dimensional distributions, and
Kolmogorov’s criterion to prove the tightness of the sequence.
Lemma 2.3.2. The sequence of processes
(
δ√C−1 ι
(N)(X˜T• , AT•(X˜))t
)
0≤t≤τ con-
verges in distribution to (Bt, At + tΓ)0≤t≤τ in the topology of C
0,α−Holder([0, τ ], G2(E))
for α < 1/2, with Γ given by (2.19).
This is the part of the proof where the area anomaly Γ first appears. We will
see that, between 2.3.1 and 2.3.2, nothing changes on the first level of the new
sequence, since the embedding is obtained by linear interpolation and therefore
does not keep track of the trajectory between Tn and Tn+1. Simultaneously, a
complementary term appears on the second level, in the expression of the stochastic
area. This is due to the fact that, whereas the specific trajectory of an excursion is
not memorized, its area is registered in the continuous embedding.
Proof. We have trivially by definition 2.2.1:
X˜Tn = λ˜n(X˜)
Moreover, property 2.2.3 applied to X˜ gives:
AijTn(X˜) = A
ij
n (λ˜(X˜)) +
n−1∑
p=0
AijLp(E˜xc
(p)
(X˜)) (2.18)
Each term AijLp(E˜xc
(p)
(X˜)) represents exactly the area of the (p + 1)-th excursion
and the total sum is the complementary second-level term mentioned above.
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Let us decompose using (2.8):
AijLp(E˜xc
(p)
(X˜)) =
∑
1≤k<l≤Lp
(
(∆ E˜xc
(p)
(X˜)(i))k(∆ E˜xc
(p)
(X˜)(j))l
− (∆ E˜xc(p)(X˜)(j))k(∆ E˜xc(p)(X˜)(i))l
)
= AijLp(Exc
(p)(X))
+
⎛⎝ ∑
1≤k<l≤Lp
(
(XTp+l −XTp+l−1)− (XTp+k −XTp+k−1)
)⎞⎠(i) v(j)
− v(i)
⎛⎝ ∑
1≤k<l≤Lp
(
(XTp+l −XTp+l−1)− (XTp+k −XTp+k−1)
)⎞⎠(j)
We set
Corrijp (X) =
⎛⎝ ∑
1≤k<l≤Lp
(
(XTp+l −XTp+l−1)− (XTp+k −XTp+k−1)
)⎞⎠(i) v(j)
− v(i)
⎛⎝ ∑
1≤k<l≤Lp
(
(XTp+l −XTp+l−1)− (XTp+k −XTp+k−1)
)⎞⎠(j)
and we call this term the area drift correction. Since the increments of X are
bounded by a certain R > 0, we deduce that
∣∣∣Corrijp (X)∣∣∣ ≤ Kv,RL2p
where Kv,R is a constant depending on v and R. Likewise, we obtain
∣∣∣AijLp(Exc(p)(X))∣∣∣ ≤ K ′RL2p
where K ′R is a constant depending on R. We can thus conclude that all the
AijLp(E˜xc
(p)
(X˜)) are integrable. Moreover, these variables are i.i.d., since AijLp(Exc
(p)(X))
and Corrijp (X) depend only on Exc
(p)(X). Thus, by the law of large numbers the
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following convergence holds:
1
n
n−1∑
p=0
AijLp(E˜xc
(p)
(X˜)) a.s.−−−→
n→∞ E
[
AijL0(E˜xc
(0)
(X˜))
]
= E
[
AijL0(Exc
(0)(X))
]
+ E
[
Corrij0 (X)
]
Slutsky’s theorem for metric spaces states that, for two sequences (Xn)n and (Yn)n
on a metric space (S, ρ) and such that ρ(Xn, X) → 0 and ρ(Xn, Yn) → 0, then
ρ(Yn, X) → 0 (see, for example, [9], theorem 3.1). Applying it to the sequences
XN =
(
ι(N)
(
λ˜•(X˜), A•(λ˜(X˜))
)
t
⊗ (0, 0, tΓ)
)
0≤t≤τ
YN =
(
ι(N)(X˜T• , AT•(X˜))t
)
0≤t≤τ
we can conclude by using the result from lemma 2.3.1 that
(
δ√C−1 ι
(N)(X˜T• , AT•(X˜))t
)
0≤t≤τ
(d)−−−→
N→∞
(Bt, At + tΓ)0≤t≤τ
where the coefficients of the d× d (with d = dim(E)) matrix Γ are given by
Γ
ij = C−1(E
[
AijL0(Exc
(0)(X))
]
+ E
[
Corrij0 (X)
]
) (2.19)
The matrix Γ is the announced area anomaly. It is immediate from definition 2.8 that
AijL0(E˜xc
(0)
(X˜)) = −AjiL0(E˜xc
(0)
(X˜)), which implies that Γ is antisymmetric.
Lemma 2.3.3. For any t1 < t2 < . . . < tk ∈ R+, we have(
δ√
C−1β
ι(n)
(
X˜•, A•(X˜)
)
t1
, . . . , δ√
C−1β
ι(n)
(
X˜•, A•(X˜)
)
tk
)
(d)−−−→
n→∞ ((Bt1 , At1 + t1Γ), . . . , (Btk , Atk + tkΓ))
In this lemma, we pass from the embeddings of an extracted sequence
(
ι(N)(X˜T• , AT•(X˜))t
)
0≤t≤τ
to the embeddings of the full sequence
(
ι(N)(X˜•, A•(X˜))t
)
0≤t≤τ . We show that in
the term δ√n−1
(
X˜⌊nt⌋, A⌊nt⌋(X˜)
)
the only part that counts at the limit is the one
given by the excursions up to time n, i.e. δ√n−1
(
X˜κ(⌊nt⌋), Aκ(⌊nt⌋)(X˜)
)
. At the same
time, the constant β appears in the renormalization, since we have to take into
consideration the approximate length of an excursion up to time n n
κ(n)
, and β is
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precisely the a.s. limit of this sequence.
Proof. Set X˜n =
(
X˜n, An(X˜)
)
. With the upper bound from proposition 2.2.1 (since
it doesn’t play an important role here, we suppose that ν = 1), for t ∈ [0, τ ], we
get the inequality:
d
(
δ√n−1X˜Tκ(⌊nt⌋) , δ
√
n−1X˜⌊nt⌋
)
≤ 1√
n
∣∣∣X˜⌊nt⌋ − X˜T
κ(⌊nt⌋)
∣∣∣
E
+
1√
n
∣∣∣AT
κ(⌊nt⌋),⌊nt⌋(X˜)
∣∣∣ 12
E⊗E
We are going to use this decomposition in order to prove that d
(
δ√n−1XTκ(⌊nt⌋) , δ
√
n−1X⌊nt⌋
)
converges in probability to 0.
We set R˜ = R + |v|E. First, it is easy to see that if k
′ ≤ k < k′′, by triangular
inequality we have a.s.
∣∣∣X˜k−k′ ∣∣∣
E
≤
k−k′∑
l=1
∣∣∣X˜l − X˜l−1∣∣∣
E
≤ R˜(k − k′) ≤ R˜(k′′ − k′) (2.20)
Next, since An(X˜) is a d× d matrix (with d = dim(E)), we have
∣∣∣Ak−k′(X˜)∣∣∣
E⊗E ≤
d∑
i=1
max
j=1,...,d
∣∣∣Aijk−k′(X˜)∣∣∣ ≤ dR˜2(k − k′)2 ≤ dR˜2(k′′ − k′)2 (2.21)
Further on, by strong Markov property, for , > 0, the Chebyshev’s inequality,
together with (2.20), implies, for the first term,
P
(
1√
n
∣∣∣X˜⌊nt⌋ − X˜T
κ(⌊nt⌋)
∣∣∣
E
> ,
)
≤
E
[∣∣∣X˜⌊nt⌋−T
κ(⌊nt⌋)
∣∣∣2
E
]
n,2
≤
R˜2E
[
(Tκ(⌊nt⌋)+1 − Tκ(⌊nt⌋))2
]
n,2
=
R˜2E [T 21 ]
n,2
and, for the second term, together with (2.21),
P
(
1√
n
∣∣∣AT
κ(⌊nt⌋),⌊nt⌋(X˜)
∣∣∣ 12
E⊗E > ,
)
≤
E
[∣∣∣AT
κ(⌊nt⌋),⌊nt⌋(X˜)
∣∣∣
E⊗E
]
n,2
≤ dR˜
2
E [T 21 ]
n,2
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Hence, taking into consideration the fact that E [T 21 ] < ∞, we obtain
P
(
d
(
δ√n−1X˜Tκ(⌊nt⌋) , δ
√
n−1X˜⌊nt⌋
)
> ,
)
≤ P
(
1√
n
∣∣∣X˜⌊nt⌋ − X˜T
κ(⌊nt⌋)
∣∣∣
E
>
,
2
)
+ P
(
1√
n
∣∣∣AT
κ(⌊nt⌋),⌊nt⌋(X˜)
∣∣∣ 12
E⊗E >
,
2
)
−→
n→∞ 0
As κ(n) is the number of excursions up to a time n of (pi0(Xn))n, the ergodic theory
tells us that κ(n)/n → 1/β a.s. as n →∞ Consequently, the above convergence in
probability combined with the result from lemma 2.3.2 implies
δ√
n−1C−1β
X˜⌊nt⌋
(d)−−−→
n→∞ (Bt, At + tΓ)
What is now left to do is pass from X˜⌊nt⌋ to ι(n)(X˜•, A•(X˜))t, and in order to do that
we have to study the convergence of
∣∣∣X˜⌊nt⌋+1 − X˜⌊nt⌋∣∣∣
E
/
√
n and
∣∣∣A⌊nt⌋+1(X˜)− A⌊nt⌋(X˜)∣∣∣
E⊗E /n.
We start with
∣∣∣X˜⌊nt⌋+1 − X˜⌊nt⌋∣∣∣
E
/
√
n ≤ R˜/√n → 0 a.s. as n → ∞. Similarly,
by formula 2.14 and using the fact that |ab− cd| /2 ≤ a2 + b2 + c2 + d2, we conclude
to the following convergence in probability:
∣∣∣A⌊nt⌋+1(X˜)− A⌊nt⌋(X˜)∣∣∣
E⊗E
n
≤
R˜2 +
∣∣∣X˜⌊nt⌋ − X˜T
κ(⌊nt⌋)
∣∣∣2
E
n
≤ R˜
2((Tκ(⌊nt⌋)+1 − Tκ(⌊nt⌋))2 + 1)
n
P−→
n→∞ 0
We conclude by Slutsky’s theorem that
δ√
C−1β
ι(n)(X˜•, A•(X˜))t
(d)−−−→
n→∞ (Bt, At + tΓ)
It is now easy to pass to the multivariate case. Choose t1 < t2 < .. < tl ∈ R+.
Then we have immediately
P
(
dl
(
(δ√n−1X˜Tκ(⌊nt1⌋ , . . . , δ
√
n−1X˜Tκ(⌊ntl⌋)
), (δ√n−1X˜⌊nt1⌋, . . . , δ
√
n−1X˜⌊ntl⌋)
)
> ,
)
≤
l∑
i=1
P
(
d
(
δ√n−1X˜⌊nti⌋, δ
√
n−1X˜Tκ(⌊nti⌋)
)
>
,
l
)
−→
n→∞ 0
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Applying once again the result from lemma 2.3.2, we obtain(
δ√
n−1C−1β
X˜t1 , . . . , δ
√
n−1C−1β
X˜tk
)
(d)−−−→
n→∞ ((Bt1 , At1 + t1Γ), . . . , (Btk , Atk + tkΓ))
and we conclude by applying Slutsky’s theorem as in the univariate case.
Lemma 2.3.4. The sequence
(
ι(n)(X˜•, A•(X˜))
)
n≥0 is tight in α-Hölder topology
for α < 1/2.
Proof. As in [12], we apply here the Kolmogorov’s criterion. In order to do so, it
will be enough to prove that, for τ > 0 fixed, for any p > 1 there exists a positive
constant cp such that, for all 0 ≤ s < t ≤ τ ,
sup
n
E
[
d
(
ι(n)(X˜•, A•(X˜))t, ι(n)(X˜•, A•(X˜))s
)4p] ≤ cp|t− s|2p−1
since (2p− 1)/(4p) → 1/2− as p →∞.
Choose a > 0. By proposition 2.2.1 and applying to (Xn)n∈N the Markov
property, we get:
E
[
d
(
ι(n)(X˜•, A•(X˜))t, ι(n)(X˜•, A•(X˜))s
)a]
= E
[∣∣∣∣∣∣ι(n)(X˜•, A•(X˜))s,t∣∣∣∣∣∣a]
= E
[
E
[∣∣∣∣∣∣ι(n)(X˜•, A•(X˜))s,t∣∣∣∣∣∣a∣∣∣X˜⌊ns⌋]] = E [EX˜⌊ns⌋ [∣∣∣∣∣∣ι(n)(X˜•, A•(X˜))t−s∣∣∣∣∣∣a]]
= E
[∣∣∣∣∣∣ι(n)(X˜•, A•(X˜))t−s∣∣∣∣∣∣a]
Since
(
ι(n)(X˜•, A•(X˜))t
)
0≤t≤τ is constructed by linear connections between the
points ι(n)(X˜•, A•(X˜))k/n for k = 0, .., ⌊nτ⌋, the properties of geodesic interpolation
imply that it is sufficient to prove that
1
n2p
E
[∣∣∣∣∣∣X˜k∣∣∣∣∣∣4p] ≤ cp
(
k
n
)2p
for k = 0, .., ⌊nτ⌋, uniformly over n ≥ 1. As in [12], this follows immediately if we
prove, for all p > 1,
E
[∣∣∣∣∣∣X˜n∣∣∣∣∣∣4p] = O(n2p)
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Here, Chen’s relation (formula (2.13)) gives
X˜n = X˜T
κ(n)
⊗2 X˜T
κ(n),n
where ⊗2 is the product on G2(E) from section 2.2.4 (it can also be interpreted as
a path concatenation operator). As mentioned in section 2.2.4, the norm ||·|| is
sub-additive. Using strong Markov property and the inequality:
∀a, b ≥ 0, (a + b)p ≤ 2p(ap + bp), (2.22)
we arrive to an initial upper bound:
E
[∣∣∣∣∣∣X˜n∣∣∣∣∣∣4p] ≤ 24p (E [∣∣∣∣∣∣X˜T
κ(n)
∣∣∣∣∣∣4p]+ E [∣∣∣∣∣∣X˜T
κ(n),n
∣∣∣∣∣∣4p])
On one hand, as κ(n) ≤ n a.s., we have
E
[∣∣∣∣∣∣X˜T
κ(n)
∣∣∣∣∣∣4p] ≤ max
l=1,...,n
E
[∣∣∣∣∣∣X˜Tl∣∣∣∣∣∣4p] = O(n2p)
since X˜Tl is a product of l centred i.i.d. variables (X˜Tl = X˜T1 ⊗2 X˜T1,T2 ⊗2 . . . ⊗2
X˜Tl−1,Tl), and therefore E
[∣∣∣∣∣∣X˜Tl∣∣∣∣∣∣4p] = O(l2p) as it was proved in [12].
On the other hand, proposition 2.2.1 (with the convention ν = 1), and the
inequality (2.22), together with the upper bounds from (2.20) and (2.21), give
E
[∣∣∣∣∣∣X˜T
κ(n),n
∣∣∣∣∣∣4p] ≤ 24pR˜4p(d2p + 1)E [(Tκ(n)+1 − Tκ(n))4p] = 24pR˜4p(d2p + 1)E [T 4p1 ]
We therefore obtain
E
[∣∣∣∣∣∣X˜n∣∣∣∣∣∣4p] ≤ 24p (O(n2p) + 24pR˜4p(d2p + 1)E [T 4p1 ]) = O(n2p)
which achieves the proof.
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2.3.2 Properties of the area anomaly
Let us briefly discuss the formula of Γ given by (2.19). The main term, the one
that we concentrate on, is given by E
[
AijL0(Exc
(0)(X))
]
, which is the expectation
of the stochastic area of an excursion. This is what we were intuitively expecting:
the oscillations of the process along an excursion are not visible at the limit in the
uniform topology but they generate stochastic area that influences the second level
of a rough path through a drift.
The second term, E
[
Corrij0 (X)
]
, comes from the fact that the excursions are not
necessarily centered. It can be seen as a trace on the second level of the rough path
of the fact that the excursions have been re-centered. Of course, if the excursions
have zero mean from the beginning as in example 2.1.3, this correction term is zero.
These remarks imply that the area anomaly of a Markov chain on periodic
graphs depends on the drift and on the stochastic area of a pseudo-excursion. Let
us see how this is different from the area drift generated exclusively by the drift
of the process, as in [6]. Notice that a deterministic drift appears at level 2 in
corollary 3.4 but it is not an area anomaly as it depends entirely on the drift we
assign to the Brownian motion (Bt)t≥0 (and consequently to W ). However, in this
case, we recover supplementary terms on the second level, and we do not have
the area+drift scheme anymore. It is important that this corollary allows us to
consider the convergence of drifted processes and their stochastic areas without
centering them, which is indispensable in the Donsker-type theorems.
The presence of area anomaly in the limit stochastic area is the reason why
the Itô map sometimes fails to be continuous in the uniform topology, and thus,
in order to correctly approach an SDE driven by the Brownian motion, we need
to be sure to get a zero area anomaly, as it has already been mentioned in the
introduction. A discussion on this topic, as well as a method of approaching the
Brownian motion and its Lévy area through the rough path of a cubature formula
on Wiener space can be found in [6].
As it has already been mentioned, the area anomaly is zero when the process is
symmetric/reversible, in particular when we consider the sum of centered i.i.d.r.v.
as in the classical Donsker setting. We can use this fact to construct a sequence of
processes which generate area anomaly "artificially": we start by a process with
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piecewise linear i.i.d. centered increments and we replace every increment by a path
of bounded variation and a stochastic area with a non-zero mean. For example, in
the case of the sequence constructed by concatenating i.i.d. copies of the cubature
formula on Wiener space from [6], we concatenate to every copy of the cubature
a centered random variable Cn from C1−var([0, 1],Rd) such that the Cns are i.i.d.
and their stochastic areas are of non-zero mean Γ. In this case, by the law of large
numbers, the area anomaly is equal to Γ (modulo some renormalization constant).
2.4 Applications and open questions
2.4.1 Application to an SDE
Stochastic differential equations may arise as limits of discrete difference equations.
We consider here the simple case of a two-dimensional process (Xn, Yn)n∈N and the
difference equation:
Un+1 − Un = ,[f(Un)(Xn+1 −Xn) + g(Un)(Yn+1 − Yn)] (2.23)
where (Un) is an R-valued process. If (Xn, Yn)n is a random walk converging
towards a standard Brownian motion in R2 under Donsker’s embedding and if ,
varies as , = 1/
√
N where N is the parameter of the Donsker embedding, then Un
converges to the solution of the SDE
dUt = f(Ut)dB1t + g(Ut)dB
2
t (2.24)
with the Itô prescription.
We may now substitute a Markov chain on a periodic graph, like the ones
described previously, to the random walk. Now, the suitable framework is rough
path theory with an area anomaly. If we choose the process from example 2.1.3,
an easy computation inspired from the proof of theorem 2.1.1, which consists in
dividing the process into excursions of length 4, shows that the limit process solves
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the SDE:
dUt =f(Ut)dB1t + g(Ut)dB
2
t (2.25a)
+
1
2
[f ′(Ut)f(Ut) + g′(Ut)g(Ut)]Kdt (2.25b)
+
1
2
[f ′(Ut)g(Ut)− f(Ut)g′(Ut)]γdt (2.25c)
where γ is the area anomaly (2.3) and K is the variance of the variables λk =
X4k−X4(k−1). The term (2.25b) is a well-known term in classical stochastic calculus
similar to the Itô/Stratonovitch correction. The term (2.25c) is new and requires
the area anomaly.
As explained in [34], this behavior is indeed general and generalizes to any
Markov chain on a periodic graph satisfying theorem 2.1.1, mutatis mutandis. Here
again, one notices that both terms (2.25b) and (2.25c) are produced by the coarse-
graining procedure based on excursions which leads to non-trivial renormalization
terms.
2.4.2 A three dimensional model with a non-trivial area
anomaly
We extend the model presented in the introduction to dimension three. This
extension is interesting for two main reasons: no particular role is played by the
roots of unity as in the introduction and we may choose arbitrary jump rates;
moreover, the area anomaly is now an antisymmetric three-by-three matrix which
can be arbitrary. Such a process can then be used to obtain a Brownian motion on
SU(2) with an area anomaly with the classical identification between su(2) and R3
and solving the rough differential equation dUt = UtdBt.
The graph G is Z3, the lattice Λ is (2Z)3 and the fundamental domain is thus
G0 = (Z/2Z)3. The only jumps allowed are those between x and x ± ek where ek
is one of the three vectors of the canonical basis. The coefficients Q(x, x′) depend
only on the classes modulo 2 of each coordinate of x and x′. A jump ±ek changes
the modulo class by 1 on the coordinate k. Once projected onto G0, the two jumps
x ± ek give the same transition on the cube. Q is then parametrized by 8 × 6
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Origin in G Proj. on G0 +e1 −e1 +e2 −e2 +e3 −e3
(2k, 2l, 2m) (0, 0, 0) u/2 v/2 u/2 v/2 0 0
(2k + 1, 2l, 2m) (1, 0, 0) 0 0 u/2 v/2 u/2 v/2
(2k, 2l + 1, 2m) (0, 1, 0) u/3 v/3 v/3 u/3 u/3 v/3
(2k + 1, 2l + 1, 2m) (1, 1, 0) v/2 u/2 0 0 u/2 v/2
(2k, 2l, 2m + 1) (0, 0, 1) u/2 v/2 0 0 v/2 u/2
(2k + 1, 2l, 2m + 1) (1, 0, 1) v/3 v/3 u/3 v/3 v/3 u/3
(2k, 2l + 1, 2m + 1) (0, 1, 1) 0 0 v/2 u/2 v/2 u/2
(2k + 1, 2l + 1, 2m + 1) (1, 1, 1) v/2 u/2 v/2 u/2 0 0
Table 2.1: Parameter of the dynamics of the cubic model used for the numerical
results. The numerical simulations are made for u = 9/10 and v = 1− u = 1/10 in
order to bias the Markov chain to stay in a cube, so that it can develop a non-zero
area anomaly Γ.
parameters (the cardinal of Q0 times the number of directions).
In order to kill in a natural way the asymptotic drift v of the process, we assume
a central symmetry such that Q(x, x ± ek) = Q(x + (1, 1, 1), x + (1, 1, 1)∓ ek). The
model is thus parametrized by 24 = 8 · 6/2 parameters. In the generic case, the
area anomaly Γ is non-zero.
Simulations are made for parameters chosen as in figure 2.1 with u = 9/10 and
v = 1/10 for over 64.106 simulations and the process is observed at time n = 40000.
We obtain the following values for both coordinates of X(i)n /
√
n:
• the empirical means are −0.0025, −0.0020 and −0.0025.
• the empirical covariance matrix has three coefficients 0.03001 on the diagonal
and the other coefficients are all below 10−8.
• the empirical third cumulants are all three below 10−6
• the kurtosis are all three 3.0007, 3.0006 and 3.0004.
The empirical values for the area Aijn /(σiσjn) normalized by the empirical standard
deviations of the coordinates are:
• empirical mean Γ12 = 1.500, Γ23 = 1.500 and Γ31 = −1.500 (the area
anomalies),
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• empirical standard deviations are 0.5011, 0.5011 and 0.5011.
• empirical third cumulants −1.46 · 10−4, −6.9 · 10−5 and 1.1 · 10−4
• empirical fourth cumulants 0.12533, 0.12535 and 0.12532.
All the cumulants correspond to a normal law for the coordinates and a Lévy
drifted area for the area process.
2.4.3 Application to a stochastic differential equation on
SU(2)
The previous example can be used to study the effect of the area anomaly on an SDE.
We identify R3 with su(2) through the correspondence (x, y, z) → xσ1 + yσ2 + zσ3
where the σ1, σ2, σ3 are the three Pauli matrices. We may now build the process
with values in SU(2) defined by:
U )n+1 = U
)
n
I + ,i(Xn+1 −Xn)
I − ,i(Xn+1 −Xn) (2.26)
If (Xn)n is a standard random walk on su(2), the process (Xn)n converges in law
after rescaling to the Brownian motion on su(2) by Donsker’s theorem and U )n
with the correct scaling of , converges in law to the canonical Brownian motion on
SU(2).
If we replace the random walk by the process (Xn)n from the previous section,
Xn converges in law after rescaling to the Brownian motion on su(2) with an area
anomaly Γ ∈ su(2) ∧ su(2). Thus U )n converges now to the solution of the SDE
dUt = Ut ◦ dBt which must be interpreted in the rough path sense since traditional
stochastic calculus cannot take Γ into account.
2.4.4 Open questions
The present result leads to some open questions both about the limit process with
the area anomaly and about the discrete models which may converge to such a
limit.
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It would be interesting to understand how the area anomaly fits in the Fock
space description of Brownian Motion: the question is non-trivial because the Lévy
area belongs to the second chaos and the presence of an area anomaly adds a
zero-chaos component to the Lévy area.
Next, two-dimensional Brownian motion is known to exhibit conformal sym-
metry and it is natural to ask how our limit process behaves under conformal
transformations.
Since we focus on the area drift, an important question that arises is: can
Girsanov’s theorem be extended to cancel the area anomaly by a change of measure
on the rough path space?
In the introduction, it has been mentioned that other models than those we
study, like the ones in a random environment from [5] or the ones on a lattice graph
from [48], might generate a non-zero limit drift on the second level of the rough
path. Moreover, there is a detail indicating that this drift might be the analogue
of our area anomaly: the drift we remove from each of them before studying the
convergence of the process is the analogue of the drift nv from the present article.
It would thus be interesting to see if we can get a convergence result for the models
of these two articles in rough path topology and and what the stochastic area limit
drift looks like in this case.
Our proof exhibits striking similarities with [3]. Our "internal" G0 space seems
to play the same role as the compact sphere in their paper and their proof also
uses theory of rough paths to control convergences. We would like to know if one
can build models on Riemannian manifolds which may exhibit area anomalies. A
good hint might be given by the construction from [48].
In [2], the main result from [1] is generalized to sub-Laplacians with drift (i.e. we
are here in a continuous setting). Just like in [1], the author gets a Berry-Esseen-like
estimate of the heat kernel. The drift of the Laplacian is not automatically linked
with the area anomaly and is considered here to be more like an additional problem
than a central object that should be studied. We may use these results for studying
our limit motion, i.e. the Brownian motion rough path with area anomaly.
We can also ask ourselves whether the present paper can lead to generalizing or
improving the result from [6].
Finally, Brownian motion belongs to the larger family of Lévy processes and,
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consequently, we may wonder whether Lévy processes may be also enhanced with
area components and approximated by suitable discrete processes.
Chapter 3
Area anomaly and generalized
drift of iterated sums for hidden
Markov walks
Ce chapitre est notre article [63] écrit en collaboration
avec D. Simon tel qu’il a été mis en ligne sur HAL
(https://hal.archives-ouvertes.fr/hal-01586794), excepté
des changements mineurs comme l’absence d’abstract ou
le changement de numérotation pour les références.
3.1 Introduction
3.1.1 On the importance of discrete models in the rough
paths theory.
From continuous to discrete setting. Rough paths theory was introduced by
T. Lyons in 1998 (see, for example, [65]) in order to provide a deterministic setting
to stochastic differential equations (SDEs) of the type
dys = f(ys)[dxs] (3.1)
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where (ys)s is a path in Rd
′
, (xs)s is a path in of Rd of Hölder regularity α < 1
(which is often the case for stochastic processes) and f : Rd
′ → End(Rd,Rd′).
Whenever the classical Young integration [82] fails (which is the case for α < 1/2),
paths may be lifted (in a non-unique way) to a larger, more abstract, space, the
space of rough paths, for which existence and uniqueness of a solution map become
easier to prove.
The idea behind this theory relies on the Taylor expansion: if we want to
suitably approach (3.1), the trajectory level is not enough to register all the
relevant information when passing to the limit. Thus, we have first to make an
"expansion" of the path (xt)t by constructing, on the grounds of certain rules, the
associated rough path (xt)t, which is a continuous path in V ⊕ . . . ⊕ V ⌊1/α⌋ and
then to suitably approach it.
A particularity of the rough paths theory is that it has been developed in
a continuous setting (we approximate continuous processes by other continuous
processes that are smoother). Since the main goal of the rough paths theory is
giving a general method for solving SDEs, the exploration of the discrete setting
may seem irrelevant other than for SDE approximation (see [23]). And yet, new
directions of research can be found in this domain as it appears, for example, in
[62], where the authors study discrete rough integrals. We believe that developing
a theory of discrete models in the rough path setting can enrich the classical
stochastic calculus with new tools and results. The present paper concentrates
on two issues related to this field: the ways of constructing a rough path out of
a discrete model and the explicit construction of new objects arising at the limit
in rough path topology, as well as the role they may play in classical stochastic
calculus.
Analysing rough paths issues through discrete models. A finite-variation
path γ : [0, T ] → V can be canonically lifted to a rough path using the sequence of
iterated integrals:
Sγ,n(t) =
∫
0<s1<s2<...<sn<t
dγ(s1)⊗ dγ(s2)⊗ . . .⊗ dγ(sn) ∈ V ⊗n, t ∈ [0, T ] (3.2)
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For any N ≥ 2, the corresponding canonical lift coincides with the step-N signature
of γ given by
SN(γ)0,t = (1, Sγ,1(t), . . . , Sγ,N(t)) ∈ T (N)1 (V ), t ∈ [0, T ] (3.3)
where T (N)1 (V ) = {(a0, . . . , aN ∈
⊕N
k=0 V
⊗k|a0 = 1} with the convention V ⊗0 = R.
For α-Hölder paths with α < 1, such integrals may not be well-defined and
some of the values of the vectors Sγ,n(t) may be postulated provided that they
satisfy certain algebraic relations and some topological properties. The absence of
a canonical lift of Hölder paths to a larger space leads to some natural questions at
the basis of the present paper.
The first one, answered since the very beginning of rough paths theory, deals with
how classical stochastic integrals (Itô and Stratonovitch) fit within this theory. The
set of rough paths is separated in two categories, one for each type of integration:
• geometric rough paths, whose components satisfy the chain rule, for Stratonovich
integration;
• non-geometric rough paths, whose components do not satisfy it, for Itô
integration.
Based on discrete sequences we give explicit constructions for both types of integrals
as limit processes and discuss the link with geometric and non-geometric rough
paths. In particular, we will see how discrete constructions can give rise to non-
geometric rough paths as limit processes.
The second issue consists in understanding the nature of the non-trivial objects
in the space of rough paths; for example, two-dimensional area bubbles [60] obtained
as the limit of the paths:
γ(n)(t) =
(
1√
n
cos(nt),
1√
n
sin(nt)
)
have a well-defined rough path limit different from the constant path γ(t) = (0, 0)
(which would be the limit in the uniform topology). In this case, Sγ,1(t) = 0 but
Sγ,2(t) = 12te1 ∧ e2, with e1 and e2 vectors of the canonical basis of R2.
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The third (and central) question is to ask whether such non-trivial limits can
coexist with the classical structure of stochastic integrals. We can give a positive
answer to this question by studying well-chosen discrete models with suitable time
correlations. In [64], we have constructed a class of processes on a finite-dimensional
vector space V (Markov chains on periodic graphs) that converge, under certain
conditions, in rough path topology (see section 3.3.2 for details) to
(SB,1(t), SB,2(t) + Γt)t∈[0,1] (3.4)
where (Bt)t if a standard Brownian motion on the vector space V and Γ a deter-
ministic antisymmetric matrix called the area anomaly. While SB,1(t) and SB,2(t)
are obtained with classical stochastic calculus, Γ is a new object.
The present paper provides a much more general construction of such limits.
The main idea relies on the following: if one wants to be able to control Γ in a
limit of the type (3.4), one has to modify the underlying discrete models in the
following way:
• one may try to create area-bubble-like corrections to the trajectories;
• these corrections have to remain small so that SB,1 does not change;
• the corrected trajectories have to satisfy the Markov property.
Our solution consists in
• introducing time-correlations in the discrete processes, tuned so that they
affect only SB,2 after renormalization, through the framework of the hidden
Markov walks, of which the Markov chains on periodic graphs are an example,
and
• showing how the area anomaly depends on the way we embed the discrete
paths in the set of continuous paths.
This last point brings into light the difference played by embeddings in the uniform
and rough paths topologies. In the first case, it is merely a way to make sense
of the convergence of a discrete path and one uses usually linear interpolation by
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default. In the second case, it is a mean to influence and even change the nature of
the limit through the non-trivial object which is the area anomaly.
We also show how the convergence of any embedding can be studied through
the convergence of a discrete sequence in T (2)1 (V ) (more precisely, in one of its
sub-groups: G2(V )). This allows, in particular, to make a classification of the
embeddings of a given discrete process based on the Γ they provide at the limit.
Another important question concerns the combinatorial structures that can be
derived from rough paths built out of hidden Markov walks. While the algebraic
structure of rough paths, based on shuﬄe products, provides nice combinatorial
interpretations of iterated integrals, the iterated sums have more intricate multipli-
cation rules, which can be interpreted using the quasi-shuﬄe products. This subject
will be discussed in section 3.4.
3.1.2 Structure of the article and notations.
General structure of the article. The present article is divided into five main
sections. The first two sections give a general presentation of our work as follows:
• in the present section 3.1, we describe the motivations and the main goals of
our work;
• in section 3.2, we state our main results and give some additional comments
and illustrations to them.
The next two sections are more technical:
• section 3.3 is dedicated to the convergence of rough paths constructed out of
hidden Markov walks: we give a detailed description of the framework and a
proof of our main theorem (3.3.4);
• in section 3.4, we explore the combinatorial properties of hidden Markov
chains and the associated rough paths through iterated occupation times and
their link with shuﬄe and quasi-shuﬄe products.
The last section 3.5 is dedicated to further research perspectives and open questions.
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Notations. Throughout this paper, the following objects will often appear.
• C1−var([0, T ], B) is the space of functions valued in a Banach space B with
bounded variations.
• V denotes a finite-dimensional vector space. We endow V with the euclidean
norm | · |V and V ⊗ V with the induced matrix norm: |A|V⊗V = sup
|x|V =1
|Ax|E.
• E denotes a finite state space (for Markov chains).
• T (k)1 (V ) is the graded vector space:
T
(k)
1 (V ) = V ⊕ . . .⊕ V ⊗k
and G2(V ) a subgroup of T (2)1 (V ) defined by:
∀(a, b) ∈ G2(V ), Sym(b) = 1
2
(a⊗ a) (3.5)
(the symmetrical part of the level V ⊗ V depends entirely on the level V of
the object).
• Instead of (1, a1, . . . , ak) ∈ T (k)1 (V ), we will write (a1, . . . , ak) ∈
⊕k
l=1 V
⊗l.
• The operator "⊗" can denote:
- a tensor product of two elements in V (in the formula V ⊗ V , for
example);
- an operation on T (2)1 (V ): (a, b)⊗ (a′, b′) = (a + a′, b + b′ + a⊗ a′), where
the operation a⊗ a′ is in the sense of a tensor product.
• The operator "∧" is an antisymmetric law on G2(V ): (a, b) ∧ (a′, b′) = (a +
a′, b + b′ +
1
2
(a⊗ a′ − a′ ⊗ a));
• δ): the standard dilatation operator on G2(V ): δ)(a, b) = (,a, ,2b)).
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3.2 Main results and map of the paper
3.2.1 Rough paths models from microscopic models.
Main theorems: rough paths from hidden Markov walks.
Definition of hidden Markov walks. The Donsker theorem, generalized to
rough paths theory in [12], shows that random walks do not leave any room for area
anomaly: area bubbles are killed by the independence between random variables
at each time step. Following [64], we introduce the framework of hidden Markov
walks (HMW) whose time-correlations, as it has already been mentioned, allow
additional area accumulation on the second level of the corresponding rough paths.
We first give a definition of hidden Markov chains (HMC), which are the "bricks"
from which hidden Markov walks are constructed:
Definition 3.2.1 (the hidden Markov chain). Let E be a finite state space and
V a finite-dimensional vector space. A hidden Markov chain is a discrete process
(Rn, Fn)n on E × V such that R = (Rn)n is a Markov chain on E and under the
conditional law P (·|σ(R)) the variables Fn are independent and
∀k ≥ 1,∀u ∈ E, P (Fk|Rk = u) = P (F1|R1 = u)
Hidden Markov walks are constructed out of hidden Markov chains just as simple
random walks can be constructed as sums of i.i.d. variables:
Definition 3.2.2 (the hidden Markov walk). Let E be a finite state space and V
a finite-dimensional vector space and (Rn, Fn)n a hidden Markov chain on E × V .
For all n ≥ 1, set Xn = ∑nk=1 Fk. The discrete process (Rn, Xn)n on E × V is
called a hidden Markov walk.
Remarks.
• Throughout the paper, the transition matrix of the process (Rn) will be
written Q and the conditional law of Fk = Xk −Xk−1 knowing Rk = u ∈ E
will be written ν(•|u) and expectations under this law Eν [•|u].
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• The process (Xn)n may take values in a more general space than V (and we
will encounter such examples throughout the paper). The only thing that
changes in this case is the definition of the increments of the process (see
property 3.3.1).
A Donsker-type result. The following theorem is a result on convergence of
rough paths constructed by piecewise linear interpolation (like in the classical
Donsker theorem) out of HMW. It is a generalization of our result from [64] to a
larger class of processes.
We define the excursion times of the process (Rk)k as:
T0 = 0 (3.6)
∀n ≥ 1, Tn = inf{k > Tn−1 : Rk = R0} (3.7)
Theorem 3.2.1. Let (Rn, Xn)n be a hidden Markov walk on E×V such that (Rn)n
is irreducible and the increments of (Xn)n are a.s. uniformly bounded, i.e.
∃K > 0, ∀j ∈ N, |Fj|V ≤ K a.s. (3.8)
Set β = E [T1]. Under the conditions E [XT1 ] = 0 and E
[
X⊗2T1
]
= CId for a
certain C > 0, the rough path of the piecewise linear interpolation of (Xk)k≤N ,
renormalized by δ(β−1NC)−1/2, converges in the rough path topology C
α([0, 1], G2(V ))
for α < 1/2 to a rough path whose levels are given by:
SB,1(t) = Bt
SB,2(t) =
∫
0<s1<s2<t
◦dBs1 ⊗ ◦dBs2 + Γt
where (Bt)t is a standard d-dimensional Brownian motion and Γ is a deterministic
antisymmetric matrix, the area anomaly, given by
Γ = C−1
1
2
E
⎡⎣ ∑
1≤k1<k2≤T1
Fk1 ⊗ Fk2 − Fk2 ⊗ Fk1
⎤⎦ (3.9)
Remarks.
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• The condition (3.8) requires a.s. uniform bound for Fjs, whereas the classical
Donsker theorem (and the its rough path variant from [12]) requires a uniform
bound for the moments. On one hand, most of the concrete models we can
apply theorem 3.2.1 to satisfy (3.8); on the other hand, as we will see further
on, the variables whose role is equivalent to the ones of i.i.d.r.v. from the
classical Donsker theorem are, in our case, the pseudo-excursions.
• The definition of β implies that it may depend on the initial law of (Rn)n,
whereas the limit does not. The reason for this is simple: β registered the
slowing down in time of the limit process which, as we will see, depends on
the length of an excursion of (Rn)n.
• We can actually always suppose the covariance matrix of X(1)T1 (the first
component of XT1 = (X
(1)
T1
,X
(2)
T1
)) to be equal to CId for a certain C > 0 in
theorem 3.2.3 (idem for the covariance matrix of XT1 in theorems 3.2.1 and
3.2.2). The reasons for this are similar to those explained in the remark that
follows immediately corollary 2.1 from [64]: we can embed the process X(1)T1
in a smaller space than V , and afterwards use a linear transformation to get
the identity matrix modulo a constant.
• We can still get a result similar to theorem 3.2.1 if the covariance matrix of
XT1 is not diagonal. The difference is that (Bt)t will have a covariance matrix
depending on XT1 and will not be a standard Brownian motion anymore (see
proposition 3.2.1).
• The second-level drift is actually the stochastic area of an excursion modulo
a multiplicative constant, i.e. it is built as the area anomaly from [64].
• SB,2(t) and can be decomposed into a symmetric part, given by 1/2(Bt⊗Bt),
and an antisymmetric part, given by At + Γt, where (At)t is the Lévy area of
(Bt)t, i.e.
At =
1
2
∫
0<s1<s2<t
dBs1 ⊗ dBs2 − dBs2 ⊗ dBs1
This decomposition highlights the fact that (SB,1(t), SB,2(t))t is a geometric
rough path. Note that the Lévy area does not depend on the choice of
integration (Itô or Stratonovich). If we endow the space of rough paths
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with the antisymmetric tensor product ∧ instead of the ordinary one ⊗, the
SB,2(t) will only keep track of the antisymmetric part of the limit: this is the
approach we have adopted in our previous article [64].
Examples to which theorem 3.2.1 applies.
• In case of a simple random walk (E = {0}) with a piecewise linear embedding,
we get the Donsker theorem for rough paths from [12] (in particular, Γ = 0),
with slightly different moment conditions.
• A less trivial example is the sum of rotating Bernoulli i.i.d.r.v. which has
been presented in our previous article [64]: Xn =
∑n
k=1 i
kUk, where the Uks
are i.i.d. Bernoulli variables. In this case, E = {1, 2, 3, 4} and Γ ̸= 0.
• More generally, theorem 3.2.1 applies to any Markov chain on periodic graphs
as the ones described in [64].
The question of embeddings. If we want to build a rough path associated to
a sequence (xn)n ∈ V N, we first need to associate to (xn)n ∈ V N a continuous path
in V for which building a rough path makes sense. In other words, we need to
embed the discrete sequence in the space of continuous, sufficiently regular paths in
V .
Definition 3.2.3. We define an embedding of (xn)n ∈ V N as a sequence ρ = (ρN )N
of continuous paths in V such that
• ∀N ≥ 1, ρN : [0, N ] → V ;
• ∀N ≥ 1, ∀i ∈ {1, . . . , N}, ρN(i) = xi;
• ∀k < N , ∀t ∈ [0, k], ρk(t) = ρN(t).
We can construct an embedding by curve concatenation in the following way:
we start by connecting, for all n ∈ N, xn and xn+1 by a continuous curve βn such
that:
βn : [0, 1] → V, βn(0) = xn, βn(1) = xn+1 (3.10)
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The embedding is then given by
ρN = β1 · . . . · βN (3.11)
where · is the operation of path concatenation in V . In order to pass to the limit,
we define ıN : [0, 1] → V as ıN(t) = f(N)ρN(Nt), where f : N → R+ is the
renormalization function (for details on embeddings see section 3.3.3).
In theorem 3.2.1 we have used the piecewise linear embedding, i.e. we have
connected two consecutive points by linear interpolation. While this is the most
common embedding, it is not unique. In order to define a more general embedding
for a hidden Markov walk, we proceed as follows.
Lemma 3.2.1 (construction of an embedding for HMW). Consider a hidden
Markov chain (Rn, Fn)n on E × V . We construct a sequence of processes (ρN )N as
follows:
• for any u ∈ E, denote by Vu ⊂ V the set of all possible realizations of F1
under the law P (•|R1 = u);
• for u ∈ E, to every y ∈ Vu we associate in a measurable way, for the usual
Borel σ-algebras, a curve f y;u : [0, 1] → V with bounded variation such that
f y;u(0) = 0 and f y;u(1) = y, and we denote the set of these curves by Bu;
• for all k ≥ 1, we associate to Fk a random variable βk in the sense that, for
a u ∈ E and under the law P (•|Rk = u), βk gives for every realization y of
Fk from Vu the corresponding element f y;u from Bu;
• for all N ≥ 1, we set ρN = β1 · . . . · βN .
Then (ρN)N is an embedding of (Xn)n in the sense of definition 3.2.3.
Remark. Lemma 3.2.1 relies on the following idea: we can then "enlarge" a
hidden Markov chain (Rn, Fn)n in E × V to the sequence of triplets (Rn, Fn, βn)n
in E × V × C1−var([0, 1], V ), and construct an embedding (ρN )N out of (βk)k as in
(3.11).
This leads to the following generalization of theorem 3.2.1.
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Theorem 3.2.2. Let (Rn, Fn)n be a hidden Markov chain on E × V such that
(Rn)n is irreducible and condition (3.8) is satisfied, and denote by (Rn, Xn)n the
corresponding Markov walk. Denote by ρ = (ρn)n an embedding for (Xn)n con-
structed as in lemma 3.2.1 with bounded variation, i.e. such that the ρNs are
uniformly bounded over N in C1−var([0, 1], V ).
Set β = E [T1]. Under the conditions E [XT1 ] = 0 and E
[
X⊗2T1
]
= CId for a
certain C > 0, the rough path canonically constructed out of ρN , renormalized
through the dilation operator δ(β−1NC)−1/2, converges in the rough path topology
Cα−Höl([0, 1], G2(V )) with α < 1/2 to a rough path given by:
SB,1(t) = Bt
SB,2(t) =
∫
0<s1<s2<t
◦dBs1 ⊗ ◦dBs2 + Γρt
where (Bt)t is a standard d-dimensional Brownian motion and Γρ is an antisym-
metric deterministic matrix depending on ρ as follows:
Γρ = C−1E
[1
2
∫
0<s1<s2<T1
dρT1(s1)⊗ dρT1(s2)− dρT1(s2)⊗ dρT1(s1)
]
. (3.12)
Remarks.
• Γρ is the stochastic area of the curve ρT1 between the times 0 and T1.
• For the ρ-embedding, we have chosen curves of finite variation. This is a
sufficient but not a necessary condition for the result of theorem 3.2.1 to be
true. We maintain it for commodity reason, a generalisation to a weaker
condition on the embedding (for example, curves of finite p-variation with a
suitable p) being a question of some additional computations.
Examples to which theorem 3.2.2 applies: All the models to which theorem
3.2.1 applies and for which we connect consecutive points by curves of finite
variation: the round-point model (see figure 3.2), models for traffic with road
intersections, random walks on deformed networks and deformed periodic graphs
etc.
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hidden Markov walk on E ×G2(V ) such that
∃K > 0, ∀j ∈ N,
∣∣∣∣∣∣X−1j ⊗ Xj+1∣∣∣∣∣∣ < K a.s. (3.13)
We denote by X(1) the first component of X and set β = E [T1].
Under the conditions E
[
X
(1)
T1
]
= 0 and E
[
(X(1)T1 )
⊗2
]
= CId (where d is the
dimension of V ), the geodesic embedding of (Xk)k≤N , renormalized through the
dilation δ(β−1NC)−1/2, converges in the rough path topology C
α−Höl([0, 1], G2(V )) with
α < 1/2 to the rough path given by:
SB,1(t) = Bt
SB,2(t) =
∫
0<s1<s2<t
◦dBs1 ⊗ ◦dBs2 + Γ˜t
where (Bt)t is a d−dimensional Brownian motion and Γ˜ is a deterministic matrix
given by the antisymmetric part of C−1E
[
X
(2)
T1
]
.
Remarks.
• Theorems 3.2.1 and 3.2.2 can be seen as particular cases of theorem 3.2.3:
if ρ = (ρN)N is a sequence of curves that can be encoded by the sequence
(Xn)n (as in proposition 3.3.3), we can compute Γρ as in (3.12) and Γρ = Γ˜.
• Setting
Fj =
(
Fj,
∫∫
0<s1<s2<1
dβj(s1)⊗ dβj(s2)
)
where the βis the curves that define ρ as in (3.11), we have Xn =
⊗n
j=1 Fj,
and condition (3.13) becomes similar to (3.8):
∃K > 0, ∀j ∈ N, ||Fj|| < K a.s.
• Γρ can be decomposed in two parts: the first one is the Γ that emerges from
applying theorem 3.2.1 to the HMW (Rn,X(1)n )n, the second one comes from
applying the law of large numbers to (X(2)n )n (see section 3.3.4).
• If we endow the space of rough paths with the antisymmetric tensor product
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∧, we can state an antisymmetric version of theorem 3.2.3.
Proof. See section 3.3.4. Since theorems 3.2.1 and 3.2.2 are particular cases of
theorem 3.2.3, we shall not prove them separately.
An easy example: the diamond and round-point models.
Let us now see an example that shows what kind of processes correspond to each
of the three theorems.
Consider the irreducible Markov chain (Rn)n on E = {1, 2, . . . , 8} as represented
in figure 3.2. The stochastic matrix Q corresponding to it is given by
Q =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 p 0 1− p 0 0 0 0
p 0 0 0 0 1− p 0 0
0 p 0 1− p 0 0 0 0
0 0 0 0 1− p 0 p 0
p 0 0 0 0 1− p 0 0
0 0 1− p 0 0 0 0 p
0 0 1− p 0 0 0 0 p
0 0 0 0 1− p 0 p 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.14)
By associating to each state of E a vector of R2 as in the same figure, we define a
HMC (Rn, Fn)n, out of which we can eventually construct a HMW (Rn, Xn)n.
If we apply the piecewise linear embedding to (Xn)n, we get the diamond model
which is in the left lower corner of figure 3.2. It is obvious that theorem 3.2.1
applies to this model.
We can obtain a round-point model by applying to (Xn)n an embedding of
round-arched openings (right lower corner of figure 3.2). This model can thus be
derived from the diamond model by a change of embedding.
We will now rewrite both models in the rough path setting, to which theorem
3.2.3 applies. Since in both cases we construct piecewise smooth embeddings, the
rough path resulting from the canonical lift is a geometric rough path, and thus
taking values in G2(V ). For commodity reasons, we choose to endow the set G2(V )
with the antisymmetric law ∧, so that we keep only the antisymmetric part (the
signed area) of the second-level component. In the case of the diamond model, the
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The HMW (Rn, Xn)n in the diamond model The HMW (Rn, Xn)n in the round-point model
Figure 3.2: Construction of diamond model and round-point model out of the same
HMC (Rn, Fn)n.
use of the piecewise linear (geodesic) embedding together with the condition (3.5)
for G2(V ) elements imply that (Xn)n is composed as
XN =
N∧
k=1
(Fk, 0)
In the case of the round-point model, for k ≥ 1, each round-arched opening can
be encoded in an element Fk and a certain ak ∈ R, where the aks are the signed
areas added by the round-arched openings when passing from the piecewise linear
embedding of the diamond model to the new embedding. In particular, the aks are
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the antisymmetric part of the second-level component. The sequence (Xn)n is then
defined as
XN =
N∧
k=1
(Fk, ak)
(Rn, (Fn, an))n is a hidden Markov chain on E ×G2(V ), with the ans given by the
signed areas of the corresponding arches of circle.
In order to take the limit, we then construct a rough path by applying the
geodesic embedding to (Xn)n.
3.2.2 Combinatorial structure behind the iterated sums of
hidden Markov walks.
Iterated sums and non-geometric rough paths.
From iterated integrals to iterated sums. We have already see that iterated
integrals of type Sγ,k from (3.2) (or algebraic objects satisfying their properties)
are what rough paths are composed of.
Let us now pass from continuous objects to discrete ones by analogy. For a
sequence x = (xn)n in V , we define the iterated sums as
S˜x,l(N) =
∑
1≤j1<...<jl≤N
∆xj1 ⊗ . . .⊗∆xjl (3.15)
where ∆xi = xi − xi−1, and these objects can be interpreted as a discrete analogue
of the iterated integrals. We will compare some algebraic properties of iterated
sums S˜x,l with those of iterated integrals Sρ,l, where ρ = (ρN )N is an embedding of
x, and see how the discrete setting of iterated sums allows to isolate a particular
combinatorial structure, the iterated occupation times.
Moreover, using the iterated sums S˜x,l(N), we can construct for the sequence
x a discrete analogue of the step-l signature Sl(ρN) of ρN constructed as in (3.3)
using iterated integrals.
Definition 3.2.4. For a sequence (xk)k in V , we define the step-l discrete signature
as
S˜l(x)1,N =
(
S˜x,1(N), . . . , S˜x,l(N)
)
∈ T (l)1 (V ) (3.16)
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One may wonder what the relation between (Sl(ρN))N and (S˜l(x)1,N)N is and
what a study on its convergence may reveal. We will partially try to answer these
questions hereunder in the setting of HMW.
Non-geometric paths as limits of iterated sums of HMW. Consider a
HMW (Rn, Xn)n on E × V and set
Yn = S˜2(X)1,N =
⎛⎝Xn, ∑
1≤k1<k2≤n
Fk1 ⊗ Fk2
⎞⎠ ∈ T (2)1 (V ) (3.17)
The following proposition shows that (Yn)n converges in rough path topology to a
non-geometric rough path with a second-level deterministic drift.
Proposition 3.2.1. Let (Rn, Xn)n be a HMW on E×V such that the corresponding
Fks satisfy (3.8). Choose (X
(N)
t )t to be the piecewise linear embedding of (Xn)n,
i.e.
∀N ∈ N∗, ∀t ∈ [0, 1], X(N)t =
⌊Nt⌋∑
k=1
Xk + (Nt− ⌊Nt⌋)F⌊Nt⌋+1
and suppose X0 = 0 a.s. Consider the geodesic embedding of Zk =
∑k
j=1 F
⊗2
j given
by
∀N ∈ N∗, ∀t ∈ [0, 1], Z(N)t =
⌊Nt⌋∑
k=1
F⊗2k + (Nt− ⌊Nt⌋)2F⊗2⌊Nt⌋+1
and set
∀N ∈ N∗, ∀t ∈ [0, 1], Y(N)t = (0, Z(N)t )−1 ⊗ S2(X(N))0,t
Suppose in addition that E [XT1 ] = 0, where T1 is as in (3.6), and that the covariance
matrix E
[
X⊗2T1
]
is equal to CId for some C > 0. We also set β = E [T1].
Then (Y(N)t )t is a well-defined embedding for (Yn)n and we have the following
convergence in the Cα−Höl([0, 1], T (2)1 (V )) topology for α < 1/2:
(
δ(NCβ−1)−1/2Y
(N)
t
)
t∈[0,1] −→N→∞
(
B
Itô
t ⊗ (0, Mt)
)
t∈[0,1]
where (BItôt )t is the standard Brownian motion on V enhanced with iterated integrals
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in the Itô sense and M is a deterministic matrix given by
M = C−1E
⎡⎣ ∑
1≤k1<k2≤T1
Fk1 ⊗ Fk2
⎤⎦ (3.18)
In particular, (BItôt ⊗ (0, Mt))t is a non-geometric rough path.
Proof. The proof can be found in section 3.4.2.
Iterated occupation times of HMW as underlying combinatorial struc-
tures of rough paths.
Definition and combinatorial nature of iterated occupation times. In the
case of a HMW (Rn, Xn)n on E×V ((Rn)n is irreducible as before), the conditional
measure ν(•|u) is important for determining the trajectory on V . However, when
it comes to algebraic properties, it actually plays only a small role; most of the
algebraic properties of rough paths are already present at the level of the discrete
Markov chain (Rn)n. They are concentrated in combinatorial objects contained in
the HMW, the iterated occupation times.
The definition of a HMW implies that
E [Xn|σ(R)] =
∑
u∈E
f(u)
n∑
k=1
1Rk=u (3.19)
where R = (Rn)n and f(u) = Eν [X1 −X0|u]. The occupation time of u by (Rn)n
up to time n
Lu;n(R) =
n∑
k=1
1Rk=u (3.20)
is a natural r.v. at the heart of ergodic-type theorems. We can generalize the
notion of occupation time (3.20) as follows.
Definition 3.2.5 (iterated occupation times). Let (Rn)n be an irreducible Markov
chain on E. For any k ∈ N∗ and any elements (u1, . . . , uk) ∈ Ek, the iterated
occupation time of (u1, . . . , uk) by (Rn)n at time n ∈ N is defined as:
Lu1,...,uk;n(R) = card {(n1, . . . , nk) ∈ ∆k(n); Rn1 = u1, . . . , Rnk = uk} (3.21)
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where ∆k(n) is the set
∆k(n) =
{
(n1, . . . , nk) ∈ Nk; 1 ≤ n1 < n2 < . . . < nk ≤ n
}
(3.22)
This cardinal can be written as an iterated sum of products of indicator functions
Lu1,...,uk;N(R) =
∑
1≤l1<...<lk≤N
1Rl1 =u1 . . . 1Rlk =uk (3.23)
Further on, we can easily generalize relation (3.19) through the following decom-
position.
Property 3.2.1.
E
[
S˜X,l(N)
∣∣∣σ(R)] = E
⎡⎣ ∑
1≤j1<...<jl≤N
∆Xj1 ⊗ . . .⊗∆Xjl
∣∣∣∣∣∣σ(R)
⎤⎦
=
∑
(u1,...,ul)∈El
(f(u1)⊗ . . .⊗ f(ul))Lu1,...,ul;N(R) (3.24)
where R = (Rn)n, X = (Xn)n and f(u) = Eν [X1 −X0|u] as before.
Remark. Formula 3.24 tells us that, considering under the law P (•|σ(R)), the
expectations of iterated sums of a HMW are linear combinations of occupation
times of the underlying Markov chain. Conversely, an iterated sum of the type
∑
(u1,...,ul)∈El
vLu1,...,ul;N(R)
with v ∈ V ⊗l corresponds (under the same probability law) to the expectation of
an iterated sum of order l of a certain HMW depending on (Rn)n.
From shuﬄe to quasi-shuﬄe products. A particularity of the Stratonovich
iterated integrals is that they satisfy the chain rule; for example, the product of
two components of the first levels satisfies:
Sγ,1(t)i ⊗ Sγ,1(t)j = Sγ,2(t)ij + Sγ,2(t)ji (3.25)
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where xi is the i-th coordinate of a vector x ∈ V . Formula (3.25) is actually an
illustration of the fact that the multiplication of Stratonovich iterated integrals
is a shuﬄe product introduced in [28]. This product can be identified with a
particular set of permutations giving all the ways of interlacing two ordered sets
while preserving the original order of components of each of them.
In the case of Itô integrals and iterated sums. We have seen that the combinatorial
properties of the latter concentrate in the iterated occupation times, which may
themselves be understood, through formula (3.23), as basis vectors of RE. This
formal identification establishes a relation between iterated integrals/sums of rough
paths with the present iterated occupation time. In particular, one checks easily
for any elements u ̸= v
Lu(n)Lv(n) = Lu,v(n) + Lv,u(n) (3.26)
which is very reminiscent of (3.25). However, for u = v, the formula is modified to:
Lu(n)Lu(n) = 2Lu,u(n) + Lu(n) (3.27)
The emergence of the last term is due to the discrete nature of the sums (in
the context of stochastic iterated integrals, it is due to the extra-drift of the Itô
integral). This extra-term implies that we need a more general product than the
shuﬄe product to characterize the multiplication of combinatorial structures behind
HMW.
Property 3.2.2. The product of two iterated sums/occupation times of a HMW
can be identified with a quasi-shuﬄe product, where the quasi-shuﬄe product is as
in definition 3.4.1.
The quasi-shuﬄe products, introduced in [45] and extended, for example, in
[47], are a generalization of the shuﬄe product: while the latter supposes that
components from two different sets can never coincide when interlacing the sets,
the former allows for sets to overlap (following certain rules).
Remark: Given a HMW on E × V and an embedding for it, the structure given
by the shuﬄe product to the space of the corresponding (Stratonovich) iterated
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integrals, on one hand, and the one given to the space of the corresponding iterated
sums/occupation times by the quasi-shuﬄe product on the other gives rise to
an interesting illustration of the formal algebraic definitions given in [43] for the
geometric and non-geometric rough paths.
Asymptotics of the combinatorial structure of HMW. Whereas the con-
vergence of iterated sums of a HMW (Rn, Xn)n on E × V can not be directly
expressed through the convergence of their combinatorial structure, there is an
interesting link between both of them.
Following theorem 3.2.1 and the classical ergodic theorem, we want to study the
large time values and dynamics of Lu1,...,uk;n(R) using the results presented above.
We provide two types of estimates: almost sure limits of renormalized iterated
occupation times and convergence in law to anomalous Brownian motion in the
rough path topology for corrections to the almost sure limits.
First, the iterated occupation times satisfy the following scaling limit.
Proposition 3.2.2 (almost sure convergence). Let (Rn)n∈N be an irreducible
Markov chain on a finite set E and Lu1,...,uk;n(R) as in definition 3.2.5. Then,
for any k ∈ N, the following convergence holds almost surely:
Lu1,...,uk;⌊Nt⌋(R)
Nk
N→∞−−−→ (1/k!)tkpi(u1) . . . pi(uk) (3.28)
where pi is the invariant measure for (Rn)n.
Proof. We give only the main idea of the proof: using the theory of pseudo-
excursions, we prove that Lu1,...,uk;⌊Nt⌋(R) can be approximated by a polynomial of
degree Nk, and show that the coefficient corresponding to this degree is given by
the following a.s. convergence obtained by applying the classical ergodic theorem:
N−k
(
N
k
)
Lu1(R) . . . Luk(R)
N→∞−−−→ (1/k!)pi(u1) . . . pi(uk)
Remarks.
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• Proposition 3.2.2 can as a generalized version of the classical ergodic theorem
which is also proved using a decomposition into excursions (see, for example,
[51]).
• The stochastic matrix Q of (Rn)n appears here through the invariant measure
pi.
We now present the results on the convergence in law. We set Ln(r) =
(Lu;n(r))u∈E. In this case, we get the integer-valued vector Ln(r) ∈ NCard(E).
We then have the following result which brings into light a universality class of
convergence for the HMW:
Proposition 3.2.3. Let (Rn)n be an irreducible Markov chain on the finite state
space E. For n ≥ 1, set L˜n(R) = (Lu;n(R)− npi(u))u∈E ∈ RCard(E), where pi is the
invariant probability measure of (Rn)n. Then, modulo the appropriate renormaliza-
tion and a multiplicative constant, the piecewise linear embedding from proposition
3.4.3 of (L˜n(R))n and the associated iterated integrals SL˜n(R),k(t) with k ≥ 2 con-
verge in rough path topology of Cα−Höl([0, 1], T (2)1 (V )) with α < 1/2 towards
SB,1(t) = Bt,
SB,2(t) =
∫
0<s1<s2<t
dBs1 ⊗ dBs2 + Mt
where (Bt)t is a Card(E)-dimensional Brownian motion and M is a deterministic
matrix defined as in (3.18).
Proof. Follows directly from proposition 3.2.1.
Remark. Notice that the Brownian motion is not standard here. This comes
from the fact that the covariance matrix of an excursion here is not diagonal.
We have the following immediate corollary, which can be viewed as a kind of
central limit the theorem for iterated sums.
Corollary 3.2.1. Let (Rn)n be an irreducible Markov chain on the finite state
space E. For any u, v ∈ E, set
L˜u,v;N(R) =
∑
1≤l1<l2≤N
(1Rl1 =u − pi(u))(1Rl2 =v − pi(v))
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Then for any u, v ∈ E, we have the following convergence in law in the uniform
topology:
N−1L˜u,v;N(R) −→
N→∞
∫
0<s1<s2<1
dB(u)s1 dB
(v)
s2
+ Mu,v
where B is a Card(E)-dimensional Brownian motion and the matrix Mu,v is the
(u, v) entrance of the Card(E)× Card(E) matrix M from proposition 3.2.3.
Remark. We can generalize the result of corollary 3.2.1 for iteration times of
higher order by setting, for any u1, . . . , uk ∈ E,
L˜u1,...,uk;N(R) =
∑
1≤l1<...<lk≤N
(1Rl1 =u1 − pi(u1)) . . . (1Rlk =uk − pi(uk))
However, in this case the additional terms at the limit (all the terms aside the
iterated integral of Brownian motion) are more difficult to express explicitly, even
if they depend on M and (Bt)t.
3.3 From Hidden Markov Walks to rough paths
3.3.1 Theory of pseudo-excursions for hidden Markov walks.
Another definition of HMW. Definitions 3.2.1 and 3.2.2 can be summed up
in the following definition-property, which includes also the HMW taking values in
E ×G2(V ), where G2(V ) is as defined in notations of section 3.1.2 or in definition
3.3.3.
Property 3.3.1. A process (Rn, Xn)n is a hidden Markov walk on E × V (resp.
on E ×G2(V )) in the sense of definition 3.2.2 if and only if there exists a sequence
of r.v. (Fn)n with values in V (resp. G2(V )) such that
• under P (•|σ(R)), with R = (Rn)n, (Fn)n is a sequence of independent r.v.;
• the distribution of Fn knowing Rn = u is ν(•|u) for all n ∈ N∗;
• ∀n ∈ N∗, Xn = ∑nk=1 Fk (resp. Xn = ⊗nk=1 Fk in G2(V )).
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In particular, we have Fk = Xk −Xk−1 (resp. Fk = X−1k−1 ⊗Xk in G2(V )).
Theory of pseudo-excursions. As it has already been mentioned in the intro-
duction, HMW are a way of generalizing simple random walks: instead of being i.i.d.
variables, the increments are variables depending on a Markov chain on a finite
state space E: to each state u ∈ E we associate a supplementary object (a vector,
a curve etc.) which gives the increment. However, we can derive a sum of i.i.d.r.v.
from a HMW using the theory of pseudo-excursions. For commodity reasons, we
state it for HMW on E × V , but it is equally valid for those on E ×G2(V ).
If (Rn)n is an irreducible Markov chain on a finite state space E, we can apply
to it all the excursion theory we have for Markov chains. Thus, even if the hidden
Markov walk (Rn, Xn)n may not even be a Markov chain, we can construct a theory
of pseudo-excursions for it based on the results we have for (Rn)n.
We start by defining a sequence of stopping times for the Markov chain (Rn)n
as in (3.6). We then have the following definition, which is a property at the same
time.
Definition 3.3.1 (pseudo-excursions). Let (Rn, Xn)n be a HMW on E × V and
the sequence (Tk)k as defined in (3.6). We call (XTk−1 , XTk−1+1, . . . , XTk) the k-th
pseudo-excursion of (Xn)n and XTk −XTk−1 the k-th pseudo-excursion increment.
Property 3.3.2. We have the following basic properties for pseudo-excursions:
• The variables XTk+1 −XTk are i.i.d. random variables.
• For i ≠ j, the trajectories (XTi+1, . . . , XTi+1) and (XTj+1, . . . , XTj+1) are
independent and have the same law.
Proof. Let k ≠ m. The pseudo-excursions XTk+1 − XTk and XTm+1 − XTm are
independent knowing (RTk+1, . . . , RTk+1) and (RTm+1, . . . , RTm+1) respectively (this
follows from property 3.3.1). Since k ≠ m, the excursions (RTk+1, . . . , RTk+1)
and (RTm+1, . . . , RTm+1) are i.i.d., and thus XTk+1 − XTk and XTm+1 − XTm are
independent and have the same law.
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Remark. Let us briefly justify the choice of the term "pseudo-excursions". The
excursion part comes from the fact that XTk+1 − XTk depends on the excursion
(RTk+1, . . . , RTk+1). Why "pseudo"? Because an ordinary excursion is the trajectory
of a process before returning to its starting point, and the increments XTk+1 −XTk
are non-trivial, i.e. we do not return to our starting point.
The pseudo-excursions are particularly interesting when it comes to convergence
of a hidden Markov walk, as they tell us that it can be studied almost as the
convergence of a sum of well-chosen i.i.d.r.v.
Proposition 3.3.1. Let (Rn, Xn)n be a hidden Markov walk as in definition 3.2.2.
Suppose that there exists K > 0 such that |Xn+1 −Xn| ≤ K a.s. There exists a
sequence (Vn)n of i.i.d.r.v. such that, setting, for all n ≥ 1,
Sn =
⌊nE[T1]−1⌋∑
k=1
Vk
we have
∀, > 0, P (|Xn − Sn| > ,) → 0
Proof. Let κ(n) be an integer such that Tκ(n) ≤ n < Tκ(n)+1. We decompose
Xn =
κ(n)∑
i=1
(XTi −XTi−1) +
n∑
i=T
κ(n)+1
(Xi −Xi−1)
The first sum contains κ(n) i.i.d. variables, and moreover κ(n)/n −→
n→∞ E [T1]
−1 a.s.
by the ergodic theorem.
We will now prove that the second sum converges to zero in probability. For
, > 0, we have:
P
⎛⎝| n∑
i=T
κ(n)+1
Xi −Xi−1| > ,
⎞⎠ ≤ P
⎛⎝ Tκ(n)+1∑
i=T
κ(n)+1
|Xi −Xi−1| > ,
⎞⎠
≤ P
(
K(Tκ(n)+1 − Tκ(n)) > ,
)
≤ K,−1E [T1] → 0
We then obtain the desired result by applying Slutsky’s theorem (for reference, see
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[9], theorem 3.1).
Proposition 3.3.1 is very useful in the sense that it allows to adopt the convergence
theorems we have for sums of i.i.d. random variables to the class of hidden Markov
walks.
3.3.2 Elements of rough paths theory
The reader who is well familiar with rough paths may skip this part, and those
who would like a more detailed study may refer, for example, to [34] or to [32].
Some definitions. In general, a rough path is defined as a continuous path on
T
(N)
1 (V ) for N ≥ 1. When we want to associate a rough path to a V -valued path γ
of regularity α < 1, we choose N = ⌊1/α⌋ and fill each level following some rules.
Remark. The way of lifting a path in V to a rough path is not unique.
In particular, the regularity of the rough path has to be coherent with the
regularity of the initial path (for details on the regularity issues, see, for example,
[66] or [34]). Throughout this article, we are interested in rough paths that
convergence towards the Brownian motion whose regularity is 1/2−, so the rough
paths we operate correspond to the following definition.
Definition 3.3.2. Let 1/3 < α < 1/2. An α-Hölder rough path (xt)t is an element
of Cα−Höl([0, 1], T (2)1 (V )). Moreover, if (xt)t is an element of C
α−Höl([0, 1], G2(V )),
it is an α-Hölder geometric rough path.
A more informal way to state definition 3.3.2 is the following:
• a geometric rough path on G2(V ) endowed with the law ⊗ inherited from
T
(2)
1 (V ): (a, b)⊗ (a′, b′) = (a + a′, b + b′ + a⊗ a′);
• a geometric rough path on G2(V ) endowed with the antisymmetric law
∧, which eliminates the symmetric part of the second level (it is seen as
redundant since it depends entirely on the first level): (a, b) ∧ (a′, b′) =
(a + a′, b + b′ +
1
2
a⊗ a′ − a′ ⊗ a);
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• a non-geometric rough path on T (2)1 (V ) endowed with the law ⊗ (we do not
consider the antisymmetric law ∧ since the symmetric part of the second
level contains elements that do not depend on the first level).
An important property of rough paths is that they satisfy Chen’s relation, i.e.
∀ 0 ≤ s < u < t ≤ 1, xs,u ⊗ xu,t = xs,t (3.29)
or, alternatively, in the antisymmetric setting (for G2(V )),
∀ 0 ≤ s < u < t ≤ 1, xs,u ∧ xu,t = xs,t (3.30)
where ∀ 0 ≤ s < u, xs,u = x−1u ⊗ xs. This reflects, in particular, the fact that xt
can be decomposed into a "sum" of increments of x.
The Brownian motion rough path is the most important practical example of
rough path in the probabilistic setting. Since stochastic calculus allows us to define
integrals with respect to the Brownian motion (Itô or Stratonovich), we can directly
construct the rough path as:
Bs,t = (Bt −Bs,
∫
s<u<v<t
◦dBu ⊗ ◦dBv) (3.31)
In the antisymmetric setting of G2(V ), we only keep the antisymmetric part of
(3.31) and we obtain the enhanced Brownian motion:
Bs,t = (Bt −Bs, As,t) (3.32)
where A is the stochastic signed area of B, called the Lévy area. The enhanced
Brownian motion is a Brownian motion on G2(V ).
The group G2(V ): alternative definition and topology. Since our main
theorems of convergence (3.2.1, 3.2.2, 3.2.3) are dealing with geometric rough paths,
we give more details about the group G2(V ).
In the introduction, we have stated that G2(V ) is a subgroup of T (2)1 (V ) whose
elements satisfy condition (3.5) (i.e. the symmetrical part of the second level
depends entirely on the first level). We will now give an alternative, more analytical
3.3. HMW AND ROUGH PATHS 131
definition.
Definition 3.3.3. The free nilpotent group G2(V ) is defined as:
G2(V ) = {S2(γ)0,1 : γ ∈ C1−var([0, 1], V )}
where S2(γ)0,1 is as in (3.3).
The topology of G2(V ) is induced by the Carnot-Caratheodory norm, which
gives the length of the shortest path corresponding to a given signature:
∀g ∈ G2(V ), ||g|| := inf
{∫ 1
0
|dx| : x ∈ C1−var([0, 1], V ) and S2(γ)0,1 = g
}
(3.33)
where | · |V is a restriction to V of the Euclidean norm. The norm thus defined
is homogeneous (||δλg|| = |λ| ||g|| for λ ∈ R), symmetric (||g|| = ||g−1||) and
sub-additive (||g ⊗ h|| ≤ ||g|| + ||h||), it induces a continuous metric d on G2(V )
through the application
d : G2(V )×G2(V ) → R+
(g, h) *→ ||g−1 ⊗ h|| (3.34)
In this case, (G2(V ), d) is a geodesic space (in the sense of definition 5.19 from
[34]) and a Polish space.
Another useful norm on G2(V ), homogeneous but neither symmetric nor sub-
additive, is given by:
∀(a, b) ∈ G2(V ), |||(a, b)||| = max{|a|V , |b|1/2V⊗V }
Since all homogeneous norms are equivalent on G2(V ), this new norm gives us a
rather easy way to get an estimate of the Carnot-Caratheodory norm:
Property 3.3.3. There exist two positive constants c1 and c2 such that
∀(a, b) ∈ G2(V ), c1|||(a, b)||| ≤ ||(a, b)|| ≤ c2|||(a, b)||| (3.35)
A convergence criterion for rough paths. We usually prove the convergence
of a sequence of rough paths using pointwise convergence plus a tightness criterion.
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However, for some cases, we can also use the following result, deduced from exercise
2.9 in [32]:
Proposition 3.3.2. Consider a sequence of rough paths (X(N))N which takes values
in Cα−Höl([0, 1], G2(V )) with α < 1/2 such that we have the uniform bound
sup
N
E
⎡⎣sup
s ̸=t
∣∣∣∣∣∣X(N)s,t ∣∣∣∣∣∣
|t− s|1/2
⎤⎦ < ∞
and the pointwise convergence (in probability)
∀t ∈ [0, 1], X(N)0,t −→
N→∞
X0,t
for a certain rough path X in Cα−Höl([0, 1], G2(V )).
Then X(N) converges in probability to X in the Cα−Höl([0, 1], G2(V )) topology
with α < 1/2.
3.3.3 Embeddings
Definition and equivalence classes in the case of a finite-dimensional
vector space. In order to study the limit of a discrete process, we need to
properly define this convergence in the continuous space, where the limit process
lives. This is when embeddings come on the scene.
In the introduction, we have given a general definition 3.2.3 of an embedding
and a way of constructing an embedding for a given sequence of points (3.11).
The following property highlights the fact that the method is consistent with the
definition:
Definition 3.3.4. Let (xn)n be a sequence with values in a finite-dimensional
vector space V . Consider a sequence (βn)n of continuous paths βn : [0, 1] → V and
such that βn(0) = xn and βn(1) = xn+1. Let · be the operator of path concatenation
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given by
∀γ : [s, t] → V, ∀γ′ : [s′, t′] → V, ∀u ∈ [s, t + t′ − s′],
(γ · γ′)(u) =
⎧⎪⎨⎪⎩γ(u) if u ∈ [s, t]γ′(u− t + s′) + γ(t)− γ′(s′) if u ∈ [t, t + t′ − s′] (3.36)
Then the sequence ρN = β1 · . . . · βN is an embedding of (xn)n.
In some cases, we can study the convergence of the embedding thus obtained by
shrinking the space scale of the paths, i.e. by rescaling the embedding. We then
have the following definition:
Definition 3.3.5. Let V be a finite-dimensional vector space. Consider a V -valued
embedding ρN = β1 · . . . · βN as defined in 3.3.4. Let f : N→ R+ be an increasing
function. The sequence ıN = f(N)ρN defines a rescaled embedding.
Even if, for a given discrete process, we have a large choice of embeddings, we
should be aware of the fact that the limit we get depends of the embedding we
adopt (some embeddings may not even admit a limit). For a sequence (xn)n with
values in a vector space V , we can define a way of dividing the embeddings into
equivalence classes by building rough paths out of our embeddings (when possible)
and considering the convergence in the rough path topology:
Definition 3.3.6. Let (xn)n be a sequence with values in a (finite-dimensional)
vector space V . We say that two embeddings ρ = (ρN)N and ρ′ = (ρ′N)N of (xn)n
are equivalent (in the rough path sense) if there exists a function f : N→ R+ such
that the rough paths ıN and ı′N corresponding to ıN = f(N)ρN and ı
′
N = f(N)ρ
′
N
respectively converge in distribution to the same limit l in the rough path topology.
We shall now see how this definition is important for generalizing the convergence
of HMW in rough path topology.
From sequences in G2(V ) to rough paths. For n ∈ N, we consider a sequence
(gk)k = (g
(1)
k , g
(2)
k )k in G
2(V ). As in the case of a sequence in V , we can pass to the
continuous framework by associating a set of embeddings to (gk)k as follows.
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Definition 3.3.7. Consider a sequence (gk)k ∈ G2(V )N. Consider a sequence of
rough paths (ρN)N such that ρN : [0, N ] → G2(V ) which satisfy
∀1 ≤ k ≤ N, ρN(k − 1)−1 ⊗ ρN(k) = gk.
We say that (ρN)N is an embedding for (gk)k.
Just like in the case of a vector space V , a particularly important embedding is
the geodesic embedding. In general, a geodesic (or a geodesic curve) on a metric
space is a curve (or one of the curves if there is no unicity) minimizing the distance
between two points; in other words, it is a notion generalizing the straight line from
euclidean geometry. The geodesic embedding consists in connecting two consecutive
elements of a sequence by geodesic curves.
Definition 3.3.8 (the geodesic embedding in G2(V )). Consider a sequence (gk)k ∈
G2(V )N. We call geodesic embedding of (gk)k the sequence of rough paths
ϱN : [0, N ] → G2(V )
t *→ ⊗⌊t⌋k=1 gk ⊗ δt−⌊t⌋(g⌊t⌋+1) (3.37)
The universality of the geodesic embedding in G2(V ) for HMW. We can
now explain what we mean by the universality of the geodesic embedding. The
geodesic embedding on G2(V ) allows us to describe further beyond the equivalence
classes the convergence of different embeddings of a hidden Markov walk. More
precisely, the limit of all the embeddings that are equivalent in the rough path
sense is the same as the limit of the geodesic embedding of a well-chosen sequence
in G2(V ).
Proposition 3.3.3. Consider a process (Xn)n on V and suppose that there exists
(ρN)N an embedding of (Xn)n with bounded variation (i.e. a uniform bound over
N in 1-variation topology) constructed, for example, as in lemma 3.2.1, and such
that (N−1/2ρN(Nt))t∈[0,1] converges in law in Cα−Höl([0, 1], G2(V )) topology for
α < 1/2. Then there exists a sequence gn = (g(1)n , g
(2)
n )n ∈ G2(V ) such that its
geodesic embedding rescaled by the operator δN−1/2 converges to the same limit in
Cα−Höl([0, 1], G2(V )) topology with α < 1/2 as any embedding equivalent to ρN in
the sense of definition 3.3.6.
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Proof. Denote by ρN the geometric rough path (the 2-step signature) corresponding
to ρN . As before, we denote by ||·|| the Carnot-Caratheodory norm defined in
(3.33). We will prove the result only in the particular case
∃c > 0, ∀α′ ∈]0, 1/2[, ∀N ≥ 1, ∀0 ≤ u < v ≤ N,
∣∣∣∣∣∣ρN (u)−1 ⊗ ρN (v)∣∣∣∣∣∣ ≤ c|v − u|α′
in order for it not to be too technical, and also because most of the times the
embeddings are smooth. Set
∀k ≥ 1, gk = ρk(k − 1)−1 ⊗ ρk(k)
By definition of the embedding 3.3.4, this means that
∀k ≥ 1, ∀N ≥ k, gk = ρN(k − 1)−1 ⊗ ρN(k)
The geodesic embedding for the sequence (gk)k is given by
∀t ∈ [0, 1], ϱN(Nt) =
⌊Nt⌋⊗
k=1
gk ⊗ δNt−⌊Nt⌋(g⌊Nt⌋+1)
= ρN(⌊Nt⌋)⊗ δNt−⌊Nt⌋(ρN(⌊Nt⌋)−1 ⊗ ρN(⌊Nt⌋+ 1))
It is now left to prove that (δN−1/2ϱN (Nt))t∈[0,1] and (δN−1/2ρN (Nt))t∈[0,1] converge
towards the same limit in rough path topology.
For all α′ ∈]0, 1/2[, N ≥ 1 and 0 ≤ s < t ≤ 1, we have that
N−1/2
||ρN (Ns)−1 ⊗ ρN (Nt)||
|s− t|α′ ≤ N
−α′ ||ρN (Ns)
−1 ⊗ ρN (Nt)||
|s− t|α′ ≤ c
which implies that ||δN−1/2ρN(N ·)||α′−Höl;[0,1] is uniformly bounded over N . Since
ϱN is a geodesic approximation of ρN , proposition 5.2.2 from [34] tells us that
||ϱN(N ·)||α−Höl;[0,1] can be bounded from above by ||ρN(N ·)||α′−Höl;[0,1] (modulo a
multiplicative constant), consequently
sup
N
E
[
||δN−1/2ϱN(N ·)||α′−Höl;[0,1]
]
< ∞
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and we deduce that the sequence δN−1/2(ϱN(Nt))t is tight in C
α−Höl([0, 1], G2(V ))
for α < 1/2 (see corollary A.12 from [34]).
We then compute
sup
t∈[0,1]
∣∣∣∣∣∣δN−1/2ρN(Nt)−1 ⊗ δN−1/2ϱN(Nt)∣∣∣∣∣∣
≤ N−1/2
(
sup
t∈[0,1]
∣∣∣∣∣∣ρN(Nt)−1 ⊗ ρN(⌊Nt⌋)∣∣∣∣∣∣ + sup
t∈[0,1]
∣∣∣∣∣∣δNt−⌊Nt⌋(ρN(⌊Nt⌋)−1 ⊗ ρN(⌊Nt⌋+ 1))∣∣∣∣∣∣
)
≤ cN−1/2
(
sup
t∈[0,1]
(Nt− ⌊Nt⌋)α + sup
t∈[0,1]
(Nt− ⌊Nt⌋)
)
−→
N→∞
0
for some α < 1/2, where the last inequality comes from the fact that
∣∣∣∣∣∣(ρN(⌊Nt⌋)−1 ⊗ ρN(Nt)∣∣∣∣∣∣ ≤ c(Nt− ⌊Nt⌋)α, ∣∣∣∣∣∣ρN(⌊Nt⌋)−1 ⊗ ρN(⌊Nt⌋+ 1))∣∣∣∣∣∣ ≤ c.
By Slutsky’s theorem, this gives us pointwise convegence of δN−1/2(ϱN (Nt))t which
achieves the proof.
Proposition 3.3.3 shows the interest of theorem 3.2.3: rather than operating with
concatenation of continuous paths in each particular case, we can manipulate a
more general object in G2(V ). The advantage is a general result for an equivalence
class and a more convenient setting for computations.
Embeddings for differential and difference equations. As it has already
been mentioned, given a differential equation dYt = f(Yt)dXt, its solution map
ξ(Y0, X) = Y is not always continuous in uniform topology, which means that we
have to choose an appropriate sequence of continuous paths (X(n))n approaching
X in order for ξ(Y0, X(n)) = Y (n) to suitably approach Y . The rough paths theory
gives us a universal recipe for making this choice: a suitable sequence (X(n))n is
such that the corresponding sequence of rough paths (X(n))n converges to the rough
path Y of Y in the rough path topology.
Even if the rough paths theory deals only with continuous objects, the above
statement has surprising and important consequences in the discrete setting. A
crucial difference is that, in the continuous case, the limit is given, and we have to
find a suitable sequence that convergence towards it. On the contrary, if we have a
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sequence of difference equations, the limit is not known a priori and thus will be
function of the embedding. Otherwise said, in the first case we have a given limit
and several possible approximations, whereas in the second one we have a given
discretization and several possible limits.
Let us now see how this fact applies to the analysis of the discrete analogue
of differential equations, the difference equations. While solving these equations
directly can have useful applications, it is also of great interest to consider their
convergence after renormalization, i.e. the convergence of
∆Yn = ,
d∑
i=1
f (i)(Yn−1)(∆Xn)(i) (3.38)
such that ,→ 0. This is where that the embedding comes on the scene.
Property 3.3.4. Consider a difference equation as in (3.38) and suppose that
(Xn)n allows two different embeddings of finite variation ρN and ρ′N . Then, if ρN
and ρ′N are equivalent in the rough path sense, they define the same limit equation
in the rough path topology (if it exists).
In particular, is means that, in the case of rough paths in G2(V ), the difference
between the corresponding limit equations will depend on the second-level compo-
nent of the rough path, which contains the area anomaly and the square bracket
of the process. Let us now see how this translates in the setting of the classical
stochastic calculus in the case where (Xn)n is a hidden Markov walk.
In our article [64], we have discussed the convergence of a difference equation
driven by the sum of the Bernoulli "turning" variables. In that example, we have
implicitly supposed a piecewise linear, geodesic embedding. What happens if
we change it? The additional term we obtain at the limit by choosing a hidden
Markov walk as driving process is a drift consisting of two components. The first
one, featuring the constant K, depends on the square bracket of the process, i.e.
is a common term in stochastic calculus. The second one, containing the area
anomaly Γ, is a new term that can only be brought up by means of rough path
analysis. However, both of them depend on the embedding: the first one due to the
construction of the square bracket as a limit, the second one due to the fact that
different embeddings may generate different stochastic area anomalies at the limit,
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as it has been mentioned earlier. Thus, the choice of an embedding is a problem
that has consequences on the classical stochastic calculus even independently of
the rough paths theory.
3.3.4 Getting back to theorem 3.2.3
Notations: For g ∈ G2(V ), we denote by g(1) its first level component and by g(2)
the second-level one. We denote by δ is the standard dilatation operator on G2(V )
(i.e. δ)(g(1), g(2)) = (,g(1), ,2g(2))).
We start with two preliminary lemmas.
Lemma 3.3.1. Let (ξn)n be a sequence of i.i.d. G2(V )-valued centred random
variables with bounded moments of all orders, i.e.
∀p ≥ 1, E [||ξn||p] < ∞
Furthermore, let (kn)n be a sequence of N-valued r.v. such that
• k0 = 0 a.s.
• P (∀n ≥ 0, kn+1 ∈ {kn, kn + 1}) = 1
•
kn
n
→
n→∞ a ∈ R
∗
+ a.s.
Set Ξn =
⊗kn
k=1 ξk and for t ∈ [0, 1], Ξnt = Ξ⌊nt⌋ ⊗ δnt−⌊nt⌋(ξk⌊nt⌋+1). We then have
the following convergence:
(
δ(nσ2a)−1/2(Ξ
n
t )
)
t∈[0,1]
(d)−→
n→∞ (Bt)t∈[0,1]
where (Bt)t∈[0,1] is the enhanced Brownian motion, and σ2 = E
[
|ξ(1)0 |
2
]
.
Remark. The difference with the Donsker-type theorem from [12] is that the
sums of i.i.d. r.v. are a function of kn and not simply of n.
Proof. We will proceed by the classical method, proving first the convergence of
the finite-dimensional marginals of the process and then its tightness.
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For the first part, we use the result from in [12], which states that a (renormalized)
sum of i.i.d.r.v. in G2(V ) converges in law to the Brownian rough path. Since kn/n
converges a.s. and that, moreover, (kn)n is increasing a.s., a sum of kn i.i.d.r.v.
yields the same type of convergence, but with a change in time depending on a.
Otherwise said, for t ∈ [0, 1], we have
δ(σ2n)−1/2Ξ
n
t = δ(kn/n)1/2δ(σ2kn)−1/2Ξ
n
t
(d)−→
n→∞
√
aBt
and we can then generalize this convergence to any finite-dimensional marginals
using the independence of the variables and Slutsky’s theorem (theorem 3.1 in [9])
as in the classical Donsker theorem.
In order to prove the tightness of the process in Cα([0, 1], G2(V )) for α < 1/2,
we can use the Kolmogorov’s criterion (as already exposed in the proof oh theorem
1.1 from [64]), i.e. we have to prove that, for any p > 1, there exists c > 0 such
that
E
[
n−2pd (Ξnt , Ξ
n
s )
4p
]
≤ c|t− s|2p
for any s, t ∈ [0, 1]. The definition of d (·, ·) implies that
d (Ξnt , Ξ
n
s ) =
∣∣∣∣∣∣δns−⌊ns⌋ξ−1k⌊ns⌋+1 ⊗ Ξ−1⌊ns⌋ ⊗ Ξ⌊nt⌋ ⊗ δnt−⌊nt⌋ξk⌊nt⌋+1 ∣∣∣∣∣∣ . (3.39)
If s, t ∈ [k/n, (k + 1)/n[, then this expression becomes
d (Ξnt , Ξ
n
s ) = n(t− s)
∣∣∣∣∣∣ξk⌊ns⌋+1 ∣∣∣∣∣∣
which further on gives us
E
[
n−2pd (Ξnt , Ξ
n
s )
4p
]
≤ Mpn2p|t− s|4p ≤ Mp|t− s|2p
where Mp is such that E
[
||ξ0||
4p
]
≤ Mp.
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If s ∈ [i/n, (i+1)/n[ and t ∈ [(i+1)/n, (i+2)/n[, the expression (3.39) becomes:
d (Ξnt , Ξ
n
s ) =
∣∣∣∣∣∣δns−⌊ns⌋ξ−1k⌊ns⌋+1 ⊗ Ξ−1⌊ns⌋ ⊗ Ξ⌊ns⌋+1 ⊗ δnt−⌊nt⌋ξk⌊nt⌋+1 ∣∣∣∣∣∣
=
∣∣∣∣∣∣δ1−(ns−⌊ns⌋)ξk⌊ns⌋+1 ⊗ δnt−⌊nt⌋ξk⌊nt⌋+1 ∣∣∣∣∣∣
= (⌊nt⌋ − ns)
∣∣∣∣∣∣ξk⌊ns⌋+1 ∣∣∣∣∣∣+ (nt− ⌊nt⌋) ∣∣∣∣∣∣ξk⌊nt⌋+1 ∣∣∣∣∣∣
≤ 2n(t− s)(
∣∣∣∣∣∣ξk⌊ns⌋+1 ∣∣∣∣∣∣
and we can conclude as in the first case.
Finally, for s ∈ [i/n, (i + 1)/n[ and t ∈ [(i + l)/n, (i + l + 1)/n[ with l ≥ 2, we
use the properties of d (·, ·) to get
d (Ξnt , Ξ
n
s )
4p ≤ 24p
⎛⎜⎝∣∣∣∣∣∣δ1−(ns−⌊ns⌋)ξk⌊ns⌋+1 ∣∣∣∣∣∣4p +
∣∣∣∣∣∣
∣∣∣∣∣∣
k⌊nt⌋⊗
j=k⌊ns⌋+2
ξj
∣∣∣∣∣∣
∣∣∣∣∣∣
4p
+
∣∣∣∣∣∣δnt−⌊nt⌋ξk⌊nt⌋+1 ∣∣∣∣∣∣4p
⎞⎟⎠
and consequently
E
[
n−2pd (Ξnt , Ξ
n
s )
4p
]
≤ 24p
⎛⎜⎝2E [n−2p ||ξ0||4p]+ E
⎡⎢⎣
∣∣∣∣∣∣
∣∣∣∣∣∣n−2p
k⌊nt⌋⊗
j=k⌊ns⌋+2
ξj
∣∣∣∣∣∣
∣∣∣∣∣∣
4p
⎤⎥⎦
⎞⎟⎠ .
The first part of the right-hand side inequality can be bounded using the fact
that there exists Mp > 0 such that E
[
n−2p ||ξ0||
4p
]
≤ Mpn−2p ≤ Mp|t − s|2p, as
|t− s| > 1/n. We transform the second one using the independence of variables,
and then what is left to prove is that there exists c′ > 0 such that
E
⎡⎢⎣n−2p
∣∣∣∣∣∣
∣∣∣∣∣∣
k⌊nt⌋⊗
j=k⌊ns⌋+2
ξk
∣∣∣∣∣∣
∣∣∣∣∣∣
4p
⎤⎥⎦ = E
⎡⎢⎣n−2p
∣∣∣∣∣∣
∣∣∣∣∣∣
k⌊nt⌋−k⌊ns⌋−1⊗
j=1
ξj
∣∣∣∣∣∣
∣∣∣∣∣∣
4p
⎤⎥⎦
≤ c′|t− s|2p.
We use the result E [||
⊗m
k=1 ξ
4p||] = O(m2p) proven in [12] and the inequality
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kj+l − kj ≤ l to get:
E
⎡⎢⎣
∣∣∣∣∣∣
∣∣∣∣∣∣
k⌊nt⌋−k⌊ns⌋−1⊗
j=1
ξj
∣∣∣∣∣∣
∣∣∣∣∣∣
4p
⎤⎥⎦ = E
⎡⎢⎣
∣∣∣∣∣∣
∣∣∣∣∣∣
ki+l−ki−1⊗
j=1
ξj
∣∣∣∣∣∣
∣∣∣∣∣∣
4p
⎤⎥⎦
= O((ki+l − ki)2p) = O((l − 1)2p) = O((n|t− s|)2p).
We thus get a uniform bound, which achieves the proof.
Lemma 3.3.2. Consider (kn)n a sequence of r.v. as the one in lemma 3.3.1. Let
((0, Cn))n be a sequence of uniformly bounded r.v. taking values in the centre of the
group G2(V ) and such that we have the following a.s. convergence for any t ∈ [0, 1]:
δn−1/2
k⌊nt⌋⊗
i=1
(0, Ci) −→
n→∞ (0, atM) (3.40)
where M is a deterministic matrix and a ∈ R∗+ is as in lemma 3.3.1. Then we have
the following convergence in probability
⎛⎝δn−1/2 k⌊nt⌋⊗
i=1
(0, Ci)
⎞⎠
t∈[0,1]
−→
n→∞ (0, atM)t∈[0,1]
in the rough path topology Cα−Höl([0, 1], G2(V )) for α < 1/2.
Proof. We will use here proposition 3.3.2. The pointwise convergence is here a
hypothesis of the lemma, so what is left to prove is the uniform bound for the Carnot-
Caratheodory norm. On one hand, the upper bound for the Carnot-Caratheodory
norm deduced from the norm equivalence (3.35) implies that
∀(0, y) ∈ G2(V ), ||(0, y)|| ≤ |y|1/2V⊗V
Using the fact that the sequence (kn)n is such that, for m ≤ n, kn − km ≤ n−m,
we obtain
∣∣∣∣∣∣
∣∣∣∣∣∣
k⌊nt⌋⊗
i=k⌊ns⌋+1
(0, Ci)
∣∣∣∣∣∣
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∣∣∣∣∣∣(0,
k⌊nt⌋∑
i=k⌊ns⌋+1
Ci)
∣∣∣∣∣∣
∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣
k⌊nt⌋∑
i=k⌊ns⌋+1
Ci
∣∣∣∣∣∣
V⊗V
≤ (⌊nt⌋ − ⌊ns⌋)ξ
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where ξ is such that for all i ∈ N, |Ci|V⊗V ≤ ξ. We then have:
∀n ≥ 1, E
⎡⎢⎣sup
s ̸=t
∣∣∣∣∣∣δn−1/2 ⊗k⌊nt⌋i=k⌊ns⌋+1(0, Ci)∣∣∣∣∣∣
|t− s|1/2
⎤⎥⎦ ≤ E [sup
s ̸=t
(⌊nt⌋ − ⌊ns⌋)1/2ξ1/2
(n|t− s|)1/2
]
which is uniformly bounded as the (0, Ci)s are supposed to be uniformly bounded.
We will now give the proof of theorem 3.2.3. Before doing so, we will give a
slightly different formulation of it and explain why we do so. As before, E denotes
a finite state space and V a finite-dimensional vector space.
Theorem 1 (theorem 3.2.3 for non-centred variables). Let (Rn,Xn)n be a hidden
Markov walk on E × G2(V ) that satisfies condition (3.13). As in property 3.3.1,
we can decompose
∀n ≥ 1, Xn =
n⊗
k=1
Fk
where Fk = X−1k−1 ⊗ Xk.
Furthermore, set β = E [T1], v = β−1E
[
X
(1)
T1
]
. Since the Fks are in G2(V ),
Fk = (F
(1)
k , 1/2(F
(1)
k ⊗F (1)k ) + ak), where ak is the antisymmetric part of the second
component. We then set F˜k = (F
(1)
k − v, 1/2(F (1)k − v) ⊗ (F (1)k − v) + ak) and
X˜n =
⊗n
k=1 F˜k.
In this case, the geodesic embedding of (X˜n)n in G2(V ) will be
∀t ∈ [0, 1], X˜nt =
⌊nt⌋⊗
k=1
F˜k ⊗ δnt−⌊nt⌋F˜⌊nt⌋+1.
Let ρ = ρN N be an embedding encoded by (X˜n)n as shown in proposition 3.3.3. If
X
(1)
T1
is non-degenerate, we can suppose the covariance matrix of X(1)T1 is CId without
loss of generality and we have the following convergence in Cα([0, 1], G2(V )) for
α < 1/2:
(
δ(nCβ−1)−1/2X˜
n
t
)
t∈[0,1]
(d)−→
n→∞
(
B
Strat
t ⊗ (0, tΓρ)
)
t∈[0,1]
where BStrat is the Brownian motion enhanced with second-level Stratonovich inte-
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grals, i.e. as the second-level limit from theorem 3.2.3, and Γρ is the deterministic
antisymmetric matrix Γ˜ from theorem 3.2.3, i.e. Γρ can be represented both as in
formula (3.12) and as
Γρ = C−1
⎛⎝E
⎡⎣1
2
∑
1≤p<m≤T1
F˜ (1)p ⊗ F˜ (1)m − F˜ (1)m ⊗ F˜ (1)p
⎤⎦+ E
⎡⎣ T1∑
p=1
ap
⎤⎦⎞⎠ . (3.41)
Remarks.
• (Rn, X˜n)n is a HMW in the sense of definition 3.2.2, and it satisfies the
conditions from theorem 3.2.3: in particular, E
[
X˜
(1)
T1
]
= 0. Thus, the interest
of the present version of theorem 3.2.3 resides in the fact that it allows to
treat the case of more general HMW on G2(V ) by recentring their excursions.
• If we compare the statement of the theorem 3.2.2 given in the introduction
to the present one, a fundamental difference is that the first one was more
analytic, whereas the present one is more algebraic. We have avoided the
"heavy" rough path formulation in the introduction as the rough path setting
appears only further in the paper (section 3.3.2).
• In particular, instead of presenting the first and second level as random
processes in the uniform topology (SB,i(t)), the limit is presented here as the
rough path process
(
B
Strat
t ⊗ (0, tΓρ)
)
t∈[0,1]. By doing so, we stress the area
anomaly obtained at the limit and given by (0, tΓρ).
Proof. As already mentioned, since the Fks are in G2(V ), the particular form of
the elements from this group stated in (3.5) gives the decomposition:
∀k ≥ 1, F (2)k =
1
2
F
(1)
k ⊗ F (1)k + ak (3.42)
where ak is the antisymmetric part of F
(2)
k , Antisym(F
(2)
k ).
Thus, using (3.42), we have the following decomposition for the F˜ks:
∀k ≥ 1, F˜k = (F˜ (1)k ,
1
2
F˜
(1)
k ⊗ F˜ (1)k )⊗ (0, ak) (3.43)
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where (F˜ (1)k ,
1
2
F˜
(1)
k ⊗ F˜ (1)k ) ∈ G2(V ) is an element with a symmetric second compo-
nent and (0, ak) ∈ G2(V ) is a "pure area" element (i.e. such that the first component
equal to zero and the second component antisymmetric) and is in the centre of the
group.
We denote by κ(n) the rank of the excursion to which n belongs, i.e. the unique
integer such that Tκ(n) ≤ n < Tκ(n)+1, where the Tis are as defined in (3.6). Based
on the fact that the elements of type (0, a) ∈ G2(V ) are in the centre of the group
and thus commute with all the others, we have the following decomposition of X˜nt :
X˜
n
t =
⌊nt⌋⊗
k=1
(
(F˜ (1)k ,
1
2
F˜
(1)
k ⊗ F˜ (1)k )⊗ (0, ak)
)⊗
δnt−⌊nt⌋F˜⌊nt⌋+1
=
κ(⌊nt)⌋⊗
k=1
⎛⎝ Tk∑
p=Tk−1+1
F˜ (1)p ,
1
2
Tk∑
p=Tk−1+1
F (1)p ⊗ F˜ (1)p +
∑
Tk−1+1≤p<m≤Tk
F˜ (1)p ⊗ F˜ (1)m
⎞⎠
⊗⎛⎝κ(⌊nt)⌋⊗
k=1
(0,
Tk∑
p=Tk−1+1
ap)
⎞⎠⊗⎛⎝ ⌊nt⌋⊗
k=T
κ(⌊nt⌋)+1
F˜k
⎞⎠⊗ δnt−⌊nt⌋F˜⌊nt⌋+1
=
κ(⌊nt)⌋⊗
k=1
⎛⎝ Tk∑
p=Tk−1+1
F˜ (1)p ,
1
2
(
Tk∑
p=Tk−1+1
F˜ (1)p )
⊗2
⎞⎠
⊗⎛⎝κ(⌊nt)⌋⊗
k=1
(0,
1
2
∑
Tk−1+1≤p<m≤Tk
F˜ (1)p ⊗ F˜ (1)m − F˜ (1)m ⊗ F˜ (1)p +
Tk∑
p=Tk−1+1
ap)
⎞⎠
⊗⎛⎝ ⌊nt⌋⊗
k=T
κ(⌊nt⌋)+1
F˜k
⎞⎠⊗ δnt−⌊nt⌋F˜⌊nt⌋+1
= Pnt ⊗Ant ⊗Rnt
where
Pnt =
κ(⌊nt)⌋⊗
k=1
⎛⎝ Tk∑
p=Tk−1+1
F˜ (1)p ,
1
2
(
Tk∑
p=Tk−1+1
F˜ (1)p )
⊗2
⎞⎠
is the term that concatenates the excursions,
Ant =
⊗⎛⎝κ(⌊nt)⌋⊗
k=1
(0,
1
2
∑
Tk−1+1≤p<m≤Tk
F˜ (1)p ⊗ F˜ (1)m − F˜ (1)m ⊗ F˜ (1)p +
Tk∑
p=Tk−1+1
ap)
⎞⎠
is a "pure area" process that takes into consideration the antisymmetric part of the
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F
(2)
k s, as well as the stochastic areas of the pseudo-excursions, and
Rnt =
⎛⎝ ⌊nt⌋⊗
k=T
κ(⌊nt⌋)+1
F˜k
⎞⎠⊗ δnt−⌊nt⌋F˜⌊nt⌋+1
is the rest left from the geodesic embedding.
We will now compute separately the limit of each of the three terms. Let us first
consider the term (δn−1/2P
n
t )t∈[0,1]. By construction, the variables⎛⎝ Tk∑
p=Tk−1
F˜ (1)p ,
1
2
(
Tk∑
p=Tk−1+1
F˜ (1)p )
⊗2
⎞⎠
are i.i.d. and centred. Moreover, κ(⌊nt⌋)/n →
n→∞ tβ
−1 a.s., since κ(n) is the number
of full excursions accomplished until time n. Thus, since the function κ satisfies
the conditions of lemma 3.3.1, we can deduce that:
⎛⎝δ(nCβ−1)−1/2 κ(⌊nt⌋)⊗
k=1
(
Tk∑
p=Tk−1
F˜ (1)p ,
1
2
(
Tk∑
p=Tk−1+1
F˜ (1)p )
⊗2)
⎞⎠
t∈[0,1]
(d)−→
n→∞
(
B
Strat
t
)
t∈[0,1]
in the rough path topology.
We now have to study the convergence of (δn−1/2A
n
t )t∈[0,1]. We notice that the
two tensor products containing κ(⌊nt⌋) terms are "sums" of i.i.d.r.v., since each
term depends entirely on a different excursion. The law of large numbers thus
applies to both of them, and we get that, a.s., for t ∈ [0, 1] fixed:
δ(nβ−1)−1/2
κ(⌊nt⌋)⊗
k=1
⎛⎝0, 1
2
∑
Tk−1+1≤p<m≤Tk
F˜ (1)p ⊗ F˜ (1)m − F˜ (1)m ⊗ F˜ (1)p
⎞⎠ →
n→∞ (0, tΓ)
where
Γ = E
⎡⎣1
2
∑
1≤p<m≤T1
F˜ (1)p ⊗ F˜ (1)m − F˜ (1)m ⊗ F˜ (1)p
⎤⎦
is the area anomaly we recover.
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For the second part of the sum, we have, for t ∈ [0, 1] fixed:
δ(nβ−1)−1/2
κ(⌊nt⌋)⊗
k=1
(0,
Tk∑
p=Tk−1+1
ap) →
n→∞ (0, tΓ0)
where
Γ0 = E
⎡⎣ T1∑
p=1
ap
⎤⎦
is generated by the antisymmetric part of the second-level components of the Fks.
Since κ is as the function from lemma 3.3.2, the functions F˜p are a.s. uniformly
bounded under condition (3.13) and T1 has finite moments of all order, the con-
ditions of lemma 3.3.2 are satisfied, and we deduce the following convergence in
probability in rough path topology:
(δn−1/2A
n
t )t∈[0,1] −→n→∞ (0, tβ
−1
Γρ)t∈[0,1] (3.44)
where Γρ = Γ + Γ0.
We have the residue (δn−1/2R
n
t )t∈[0,1] left to deal with. Its first part contains
⌊nt⌋− Tκ(⌊nt⌋) ≤ (Tκ(⌊nt⌋)+1 − 1)− Tκ(⌊nt⌋) terms, and
∣∣∣∣∣∣δnt−⌊nt⌋F˜⌊nt⌋+1∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣F˜⌊nt⌋+1∣∣∣∣∣∣
adds one more term. Moreover, since by (3.13) the Fks are uniformly bounded,
there exists K > 0 such that sup
k
∣∣∣∣∣∣F˜k∣∣∣∣∣∣ < K. Therefore, we get:
E
[
sup
s ̸=t
||δn−1/2((R
n
s )
−1 ⊗Rnt )||
|t− s|1/2
]
≤ KE
[
sup
s ̸=t
Tκ(⌊nt⌋) − Tκ(⌊ns⌋) + ⌊nt⌋ − ⌊ns⌋
(n|t− s|)1/2
]
.
This quantity is bounded since ⌊nt⌋ = ⌊ns⌋ for s, t ∈ [i/n, (i + 1)/n] for any
i = 1, . . . , n− 1. We also have the convergence in probability
∀t ∈ [0, 1], δn−1/2(Rnt ) −→n→∞ 0.
We can thus use once again proposition 3.3.2 to conclude to the following conver-
gence in probability in rough path topology:
(δn−1/2(R
n
t ))t∈[0,1] −→n→∞ 0.
3.3. ITERATED STRUCTURES 147
Finally, putting altogether the convergences of (δn−1/2P
n
t )t∈[0,1], of (δn−1/2A
n
t )t∈[0,1]
and of (δn−1/2R
n
t )t∈[0,1], our result follows from Slutsky’s theorem:
(
δ(nCβ−1)−1/2P
n
t ⊗Ant ⊗Rnt
)
t∈[0,1]
(d)−→
n→∞
(
B
Strat
t ⊗ (0, tΓρ)
)
t∈[0,1] .
3.4 Iterated structures behind discrete time and
discrete space Markov chains.
In this section we study more thoroughly the algebraic properties of HMW through
the corresponding iterated occupation times.
3.4.1 Shuﬄe and quasi-shuﬄe products.
The definitions and properties from this section are mainly inspired from [47].
Definitions.
Definition 3.4.1 (the quasi-shuﬄe product). Let (A, ·) be an algebra, a, b ∈ A,
and x, y obtained by concatenation of a finite number of elements from A. Then
the quasi-shuﬄe product ∗ is defined recursively by:
ax ∗ by = [a, b](x ∗ y) + a(x ∗ by) + b(ax ∗ y)
where [·, ·] is a commutative and associative operation on A.
The shuﬄe product can be viewed as a particular case of the quasi-shuﬄe
product. More specifically, it is the case when [a, b] = 0 for any a, b ∈ A. Contrary
to the shuﬄe product, the quasi-shuﬄe product is not always commutative.
Definition 3.4.2 (shuﬄe product). Let (A, ·) be an algebra, a, b ∈ A, and x, y
obtained by concatenation of a finite number of elements from A. Then the shuﬄe
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product is defined recursively by:
ax by = a(x by) + b(ax y).
A more informal way of putting it is as follows.
Definition 3.4.3 (and corollary of 3.4.2). Consider the set of permutation Σm,n =
{σ ∈ Σm+n : σ(1) < . . . < σ(m),σ(m + 1) < . . . < σ(m + n)}. For x = x1 . . . xm
and y = y1 . . . yn with xi, yj ∈ A, the shuﬄe product of x and y is given by the
sum of images of the concatenated word ab under all the permutations of Sm,n:
x y =
∑
σ∈Σm,n σ(xy) (for example, ab c = abc + acb + cab).
Quasi-shuﬄe structure of iterated sums. One of the main example of sets
we can endow with a shuﬄe product is the set of iterated integrals on a vector
space V . Denote by eni1,...,in = ei1 ⊗ . . .⊗ ein and emj1,...,jm = ej1 ⊗ . . .⊗ ejm where
the eks are vectors from the canonical basis of V . We then define, for an integrable
path y in V ,
Sy,n;i1,...,in(t) =< en
i1,...,in , Sy,n(t) >
=
∫
0<t1<...<tn<t
dyi1t1 . . . dy
in
tn
and idem for emj1,...,jm , with < ·, · > the induced scalar product on V ⊗l. The shuﬄe
product of two iterated integrals depending both on the same path y is then given
by:
Sy,n;i1,...,in(t)Sy,m;j1,...,jm(t) = Sy,n+m;(i1,...,in) (j1,...,jm)(t) (3.45)
showing that the shuﬄe product of two iterated integrals is a linear combination of
iterated integrals.
If we now consider a sequence x = (xn)n in V , the components of the iterated
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sum S˜x,n(N) from (3.24) given by
S˜x,n;i1,...,in(N) =< en
i1,...,in , S˜x,n(N) >
=
∑
1≤k1<...<kn≤N
xi1k1 . . . x
in
kn
(3.46)
are discrete versions of (3.45).
However, the product of two elements of this kind is not a shuﬄe product
anymore, as shown below.
S˜x,n;i1,...,in(N)S˜x,m;j1,...,jm(N) = S˜x,n+m;(i1,...,in) (j1,...,jm)(N) (3.47)
+ rx,n,m;i1,...,in;j1,...,jm(N)
where rx,n,m;i1,...,in;j1,...,jm(N) is a rest that comes from the fact that, when multiply-
ing two iterated sums, we get sets of indices that are not necessarily strictly ordered.
Moreover, the result of the multiplication can not be in the form of a function S˜
so we can not apply the new product exclusively to eni1,...,in and emj1,...,jm . We
thus need a more general product, that would better keep track of this rest. The
product of two iterated sums of the type Sx,n;i1,...,in(N) is a quasi-shuﬄe product,
as already stated in property 3.2.2.
3.4.2 From geometric to non-geometric rough paths through
hidden Markov walks
Geometric rough paths and shuﬄe products.
We know that a piecewise linear embedding of (Xn)n is canonically represented by
a (geometric) rough path as follows.
Property 3.4.1. Denote by (X(N)t )t a smooth embedding of (Xn)n. The canonical
rough path in G2(V ) corresponding to this embedding is given by the 2-step signature
∀t ∈ [0, 1], S2(X(N))0,t = (X(N)t ,
∫
0<s1<s2<t
dX(N)s1 ⊗ dX(N)s2 ).
The path t *→ S2(X(N))0,t is in C1−var([0, 1], G2(V )).
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We thus obtain a sequence of geometric rough paths and can study the con-
vergence in law of (δN−1/2S2(X
(N))0,t)t in the topology of Cα−Höl([0, 1], G2(V )) for
α < 1/2. The limit (if it exists) will be a geometric α-Hölder rough path, i.e. an
element of Cα−Höl([0, 1], G2(V )), for α < 1/2.
Since G2(V ) is the space in which geometric rough paths take values, an element
(g(1), g(2)) ∈ G2(V ) needs to satisfy the shuﬄe product relation in the sense of the
following lemma.
Property 3.4.2. An element (g(1), g(2)) ∈ T (2)1 (V ) is in G2(V ) if and only if it
satisfies the relation
< g(1), ei >< g
(1), ej >=< g(2), ei ej > (3.48)
where ei, ej are in the canonical basis of V and ei ej = ei ⊗ ej + ej ⊗ ei.
Proof. We can decompose the second component into a symmetric and an antisym-
metric part :
g(2) = Sym(g(2)) + Antisym(g(2)).
On one hand, we have
< Sym(g(2)), ei ej > =
1
2
< g(1) ⊗ g(1), ei ⊗ ej + ej ⊗ ei >
< g(1), ei >< g
(1), ej > .
On the other hand, for the antisymmetric term we get
< Antisym(g(2)), ei ej >=< Antisym(g(2)), ei ⊗ ej > − < Antisym(g(2)), ej ⊗ ei >= 0
which achieves the proof.
Remark. The condition (3.48) is a version of the relation which is part of the
abstract definition of geometric rough paths given in [43].
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A discrete construction for non-geometric rough paths.
We now present a way of constructing non-geometric rough paths out of a hidden
Markov walk (Rn, Xn)n. Instead of first constructing a continuous path (X
(N)
t )t in
V and then associate a rough path to it, we will first construct a sequence (Yn)n
in T (2)1 (V ) and then associate an embedding to it.
Let us consider the sequence (Y)n as in (3.17), i.e.
Yn =
⎛⎝Xn, ∑
1≤k1<k2≤n
Fk1 ⊗ Fk2
⎞⎠ ∈ T (2)1 (V )
and explain how connect the non-geometric nature of the corresponding rough path
to the quasi-shuﬄe product.
In the case of the sequence (Yk)k, we have:
< Xn, ei >< Xn, ej > =
n∑
k1,k2=1
F
(i)
k1
F
(j)
k2
=
∑
1≤k1<k2≤n
F
(i)
k1
F
(j)
k2
+
∑
1≤k2<k1≤n
F
(i)
k1
F
(j)
k2
+
n∑
k=1
F
(i)
k F
(j)
k
(3.49)
=<
∑
1≤k1<k2≤n
Fk1 ⊗ Fk2 , ei ej > + <
n∑
k=1
F⊗2k , ei ⊗ ej >
(3.50)
=<
∑
1≤k1<k2≤n
Fk1 ⊗ Fk2 +
1
2
n∑
k=1
F⊗2k , ei ej > .
Once again, we see that (3.50) does not coincide with (3.48). Moreover, if we
identify ei as corresponding to the index k1 and ej as corresponding to the index
k2, the line (3.49) in the computation above can be identified with the quasi-shuﬄe
product: the sums over {k1 < k2}∪{k2 < k1} give the shuﬄe product part, whereas
the last sum over {k1 = k2} gives the quasi-shuﬄe rest.
From all the above, we can draw the following conclusion:
Property 3.4.3. The sequence (Yn)n takes values in T
(2)
1 (V )\G
2(V ). In particular,
any embedding (Y(N)t )t of (Yn)n, no matter how smooth, will be a non-geometric
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rough path.
3.4.3 Getting back to proposition 3.2.1.
We want to study the convergence of (3.17) and the convergence of the rough
paths (Y(N)t )t∈[0,1] which are obtained from the sequence (Yn)n by a continuous
embedding in the sense of definition 3.3.4.
The first thing we need to notice is that the sequence (Yn)n is not in G2(V ). In
the present case, we have
Sym
⎛⎝ ∑
1≤k1<k2≤n
Fk1 ⊗ Fk2
⎞⎠ = 1
2
⎛⎝ ∑
1≤k1<k2≤n
Fk1 ⊗ Fk2 +
∑
1≤k1<k2≤n
Fk2 ⊗ Fk1
⎞⎠
=
1
2
Xn ⊗Xn − 12
n∑
k=1
F⊗2k
and thus we have an extra term that does not depend on the first level Xn.
In order to study the convergence of the non-geometric rough paths (Y(N)t )t
associated to (Yn)n in property 3.4.3, we need to answer the following questions:
• What embedding do we choose for (Yn)n?
• What is the topology to consider when studying the convergence?
• What will be the nature of the limit rough path (if it exists)?
We start with a few preliminary results. First, we want to show that property
3.4.1 can be used to construct a suitable embedding for (Xn)n. This is a consequence
of the following lemma:
Lemma 3.4.1. Choose (X(N)t )t to be the geodesic embedding of (Xn)n and suppose
X0 = 0 a.s. For all N ≥ 1 and 1 ≤ i ≤ n, we have:
S2(X(N))0,i/N = Yi ⊗
(
0,
i∑
k=1
F⊗2k
)
.
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Proof. For any N ≥ 1 and t ∈ [0, 1], we can decompose the second component of
S2(X(N))0,t into a symmetric and an antisymmetric part as follows:
∫
0<s1<s2<t
dX(N)s1 ⊗ dX(N)s2 =
1
2
∫
0<s1<s2<t
dX(N)s1 ⊗ dX(N)s2 + dX(N)s2 ⊗ dX(N)s1
+
1
2
∫
0<s1<s2<t
dX(N)s1 ⊗ dX(N)s2 − dX(N)s2 ⊗ dX(N)s1
Since (X(N)t )t is piecewise linear, the symmetric part becomes
1
2
∫
0<s1<s2<t
dX(N)s1 ⊗ dX(N)s2 + dX(N)s2 ⊗ dX(N)s1 = (X(N)t )⊗2.
The antisymmetric part corresponds to the stochastic area of the process (X(N)t )t,
Ai/N(X(N)), which, for a piecewise linear process, can be expressed by second
iterated sums, i.e.
∀i ∈ {1, . . . , N}, Ai(X) :=Ai/N(X(N))
=
1
2
∫
0<s1<s2<i/N
dX(N)s1 ⊗ dX(N)s2 − dX(N)s2 ⊗ dX(N)s1
=
1
2
∑
1≤k1<k2≤i
Fk1 ⊗ Fk2 − Fk2 ⊗ Fk1 .
Since we have
∀i ∈ {1, . . . , N}, ∑
1≤k1<k2≤i
Fk1 ⊗ Fk2 + Fk2 ⊗ Fk1 = (X(N)i/N )⊗2 −
i∑
k=1
F⊗2k
it is straightforward to show
∑
1≤k1<k2≤i
Fk1 ⊗ Fk2 =
∫
0<s1<s2<i/N
dX(N)s1 ⊗ dX(N)s2 −
i∑
k=1
F⊗2k . (3.51)
We thus conclude that:
∀N ≥ 1, ∀1 ≤ i ≤ N, S2(X(N))0,i/N =
⎛⎝Xi, ∑
1≤k1<k2≤i
Fk1 ⊗ Fk2
⎞⎠⊗ (0, i∑
k=1
F⊗2k
)
.
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We can now give an answer to the two questions concerning the choice of the
embedding and of the topology:
Lemma 3.4.2. Choose (X(N)t )t to be the geodesic embedding of (Xn)n and suppose
X0 = 0 a.s. Consider the geodesic embedding of Zk =
∑k
j=1 F
⊗2
j given by
∀N ∈ N∗, ∀t ∈ [0, 1], Z(N)t =
⌊Nt⌋∑
k=1
F⊗2k + (Nt− ⌊Nt⌋)2F⊗2⌊Nt⌋+1
and set
∀N ∈ N∗, ∀t ∈ [0, 1], Y(N)t = (0, Z(N)t )−1 ⊗ S2(X(N))0,t.
Then t *→ Y(N)t is an embedding for (Yn)n. Furthermore, t *→ Y(N)t is in C1−var([0, 1], T (2)1 (V ))
and is a non-geometric rough path.
Proof. The path t *→ Y(N)t is constructed by concatenation of two rough paths,
(S2(X(N))0,t)t being a smooth rough path and (0, Z
(N)
t )t a smooth path in T
(2)
1 (V ),
which implies that t *→ Y(N)t is an element of C1−var([0, 1], T (2)1 (V )). Moreover,
property 3.4.3 implies that t *→ Y(N)t is a non-geometric rough path.
The fact that t *→ Y(N)t is an embedding for (Xn)n follows from lemma 3.4.1,
which tells us that:
∀N ≥ 1, ∀1 ≤ i ≤ N, Y(N)i/N = (0, Y (N)i/N )−1 ⊗ S2(X(N))0,i/N .
Remark. Another way of expressing t *→ Y(N)t is through the rough path bracket
which concentrates the symmetric part of the second-level component (see definition
5.5 from [32]), and implies:
∀t ∈ [0, 1], Y(N)t = (X(N)t , At(X(N)))⊗ (0,
1
2
[Y(N)]t)
where
∀t ∈ [0, 1], [Y(N)]t = X(N)t ⊗X(N)t − Z(N)t
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and t *→ At(X(N)) is, as before, the stochastic area of t *→ X(N)t .
We can now proceed to the main proof of proposition 3.2.1.
Proof. Theorem 3.2.1 implies the following convergence in law in the space Cα−Höl([0, 1], G2(V ))
for α < 1/2:
(
δ(NCβ−1)−1/2S2(X
(N))0,t
)
t∈[0,1] −→N→∞
(
B
Strat
t ⊗ (0, Γt)
)
t∈[0,1] (3.52)
where Γ is the area anomaly from 3.2.1.
Next, we apply the decomposition in pseudo-excursions to Zn i.e.
∀n ≥ 1, Zn =
κ(n)−1∑
j=0
Tj+1∑
i=Tj+1
F⊗2i +
n∑
i=T
κ(n)+1
F⊗2i
and, by the law of large numbers, we deduce the convergence of the finite-
dimensional marginals
∀t ∈ [0, 1], δ(NCβ−1)−1/2(0, Z(N)t ) −→
N→∞
⎛⎝0, tC−1E
⎡⎣ T1∑
i=1
F⊗2i
⎤⎦⎞⎠ .
We can now prove the tightness of the sequence of processes (0, Z(N)t )t in Cα−Höl([0, 1], T
(2)
1 (V ))
for α < 1/2, by using a version of the Kolmogorov criterion. Theorem 3.10 from
[32] implies that it is enough to prove
∃K > 0, ∀s, t ∈ [0, 1], ∀N ≥ 1, N−1E
[
|Z(N)s,t |V⊗V
]
≤ K|t− s|.
We use the fact that the Fks are uniformly bounded:
N−1E
[
|Z(N)s,t |V⊗V
]
= N−1E
⎡⎢⎣
∣∣∣∣∣∣
⌊Nt⌋∑
i=⌊Ns⌋+1
F⊗2i
∣∣∣∣∣∣
V⊗V
⎤⎥⎦
≤ K|t− s|
where K comes from the condition (3.8).
We thus conclude to the following convergence in probability in the Cα−Höl([0, 1], T (2)1 (V ))
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topology for α < 1/2:
(
δ(NCβ−1)−1/2(0, Z
(N)
t )
)
t∈[0,1] −→N→∞
⎛⎝0, tC−1E
⎡⎣ T1∑
i=1
F⊗2i
⎤⎦⎞⎠
t∈[0,1]
. (3.53)
Using the Slutsky’s theorem (theorem 3.1 from [9]), and combining (3.52) and
(3.53), we get
(
δ(NCβ−1)−1/2Y
(N)
t
)
t∈[0,1] −→N→∞
⎛⎝BStratt ⊗ (0, t(Γ− C−1E
⎡⎣ T1∑
i=1
F⊗2i
⎤⎦)
⎞⎠
t∈[0,1]
(3.54)
where BStrat is the standard Brownian motion (Bt)t on V enhanced with its iterated
integrals in the Stratonovich sense.
At the same time, we can compute
Γ− C−1E
⎡⎣ T1∑
i=1
F⊗2i
⎤⎦ = C−1E
⎡⎣1
2
∑
1≤k1<k2≤T1
Fk1 ⊗ Fk2 − Fk2 ⊗ Fk1
⎤⎦− C−1E
⎡⎣1
2
T1∑
i=1
F⊗2i
⎤⎦
(3.55)
= C−1E
⎡⎣ ∑
1≤k1<k2≤T1
Fk1 ⊗ Fk2
⎤⎦− 1
2
C−1E
[
X⊗2T1
]
= C−1E
⎡⎣ ∑
1≤k1<k2≤T1
Fk1 ⊗ Fk2
⎤⎦− 1
2
Id = M − 12Id (3.56)
where M = C−1E
[∑
1≤k1<k2≤T1 Fk1 ⊗ Fk2
]
(as stated in (3.18)) and E
[
X⊗2T1
]
is non
other than the covariance matrix of XT1 since the excursions are centred.
The expression (3.55) shows that (0, Mt) is a non-geometric rough path: while
the first term of the sum is antisymmetric, the second one is symmetric and can
not be expressed through the first component of the rough path (which is zero).
This shows that the limit of the (Y(N)t )t is a non-geometric rough path.
The expression (3.56) shows that we can rewrite the limit using Itô integration,
as
∀0 ≤ s < t ≤ 1, BStratt,s = BItôt,s ⊗ (0,
1
2
(t− s)Id).
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We thus obtain the convergence:
(
δ(NCβ−1)−1/2Y
(N)
t
)
t∈[0,1] −→N→∞
(
B
Itô
t ⊗ (0, tM)
)
t∈[0,1]
which achieves the proof.
Remark. We find in the expression of the limit (3.54) the decomposition of a
non geometric rough path in a geometric rough path plus an element in the centre
of T (2)1 (V ), highlighted in particular in [32] and expressed by
∀1/3 < α < 1/2, Cα([0, 1], T (2)1 (V )) ≃ Cα([0, 1], G2(V ))⊕ C2α([0, 1], V ⊗ V ).
3.5 Open questions
We have seen that hidden Markov walks are a natural generalization of the class of
Markov chains on periodic graphs when one wants to study the area anomaly using
techniques related to the theory of excursions, in particular allowing to analyse the
convergence of a HMW as that of a sum of i.i.d. variables. It would be therefore
interesting to know whether we can obtain results on area anomaly on other
processes which present only weak time-correlations that could be ignored when
passing to the limit in uniform convergence topology (for example, the α-mixing
processes described in [9]).
A further study of the iterated occupation times Lu1,...,uk;N (R) 3.2.5 of a Markov
chain (Rn)n could also prove fruitful. Several directions can be considered: a
generalization of some results of the ergodic theory (in particular, the connection
with the invariant measure), their study as random combinatorial objects (using
their representation as cardinals), the construction and analysis of an abstract
vector space generated by this objects (which would in particular allow an abstract
representation of a HMW depending on (Rn)n), etc.
Furthermore, using the example of HMW, we would like to see if there is a
connection between the iterated occupation times as combinatorial structures and
the Hopf algebras which describe the combinatorics of (abstract) rough paths (as
in [43]).
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We have seen that, in the case of HMW, iterated sums allow, for example, to
get a decomposition of rough paths that isolates the area anomaly or to propose
an interesting construction of non-geometric rough paths. It can prove useful to
continue studying these objects (possibly for more general processes) as they may
contribute on one hand to developing the discrete setting in the rough paths theory
and on the other hand to construct some concrete examples which allow explicit
computations, which is often difficult when it comes to rough paths.
It could be interesting to use the framework we present in this paper to study
in a new way finite difference equations and in particular their asymptotics and
continuous limits; or, in the reverse way, if new discrete models could be imagined
to discretize efficiently classical (stochastic) differential equations.
Overall, we hope that the present paper will provide the reader with good
arguments to be interested in the role of the area anomaly in the classical stochastic
calculus and that of discrete processes in the classical rough paths setting.
Chapter 4
Additional results on area
anomaly and iterated occupation
times
4.1 A case study for the area anomaly
In order to illustrate our main results, as well as the construction and computation
of area anomaly for processes presented in chapters 3 and 2, we will study two
models which are hidden Markov walks and Markov chains on periodic graphs.
• The first one is the rotating sum of Bernoulli i.i.d.r.v., presented in chapter
2, section 2.1.3, as a first example of Markov chains on periodic graphs. As
we have already seen, it is a discrete 2-dimensional process (Zn)n where
Zn =
n∑
k=1
ik−1Uk (4.1)
where the Uks are i.i.d.r.v. of distribution P (Uk = 1) = 1− P (Uk = −1) = p.
This model is represented on the left side of the figure 4.1.
• The second one is the "swirl" model, a Markov chain (Zˆn)n on the Z2 lattice
obtained by a slight change in the first one, as shown in figure 4.1.
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• may complicate the computations of the area anomaly by introducing extra
randomness (in this particular case, it will randomize the length of pseudo-
excursions).
4.1.1 The two models as hidden Markov walks
We will use here the notions and notations from chapter 3.
Rotating sum of Bernoulli i.i.d.r.v. We naturally set V = R2 (so it can be
identified canonically to C) and, for all k ∈ N∗,
Fk = ik−1Uk
so that, for all n ∈ N, Zn = ∑nk=1 Fk. We notice that all the Fls are independent
and we can deduce from figure 4.1 that, for all k ∈ N∗, the law of Fk depends
entirely on rk ≡ k[4]. It follows that setting
E = Z/4Z
and choosing (Rn)n to be a deterministic walk on E with
Rn = n[4] a.s.
we have a representation of the rotating sum of Bernoulli i.i.d.r.v. as a HMW
(Rn, Zn)n on E × V .
We notice that the pseudo-excursions are of length T1 = 4 a.s. in this case, and
thus the variables
∑4
l=1 i
k+l−1Uk+l are i.i.d. (moreover, they are centred).
"Swirl" model. Let, once again, V = R2. We consider the process (Zˆn)n obtained
from (Zn)n as explained in figure 4.1. We then set
Fˆk = Zˆn+1 − Zˆn.
Although the Fˆks are entirely determined by the label of the vertex they correspond
to (see figure 4.1), the choice of Z/4Z as Eˆ and the sequence of labels of vertices
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corresponding to each Zˆk as the underlying Markov chain Rˆ = (Rˆn)n on Eˆ does
not allow to construct a hidden Markov walk anymore. The reason is simple: the
increments of (Zˆn)n are not independent under the law P (•|σ(R)).
We notice that the law of each Fk can be read from figure 4.1 from the direction
and the colour of the vector corresponding to Fˆk−1, i.e. the orientation of Fˆk−1 and
the probability corresponding to this orientation. We then identify the set of all
possible orientations of the edges with the correspondent probabilities
E ′ = {(1, p), (i, p), (1, 1− p), (i, 1− p), (−1, p), (−i, p), (−1, 1− p), (−i, 1− p)}
with
Eˆ = Z/8Z
and define (Rˆn)n as a random walk on Eˆ whose stochastic matrix
Q =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 p 1− p 0 0 0 0 0
0 0 0 p 1− p 0 0 0
p 0 0 0 0 0 0 1− p
0 p 1− p 0 0 0 0 0
0 0 0 0 0 p 1− p 0
p 0 0 0 0 0 0 1− p
0 0 0 p 1− p 0 0 0
0 0 0 0 0 p 1− p 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
is determined by the correlations between the Fˆks. We thus get a representation of
the "swirl" model as a HMW (Rˆn, Zˆn)n on Eˆ × V .
In this case, the pseudo-excursions are of random length, as the underlying
Markov chain (Rˆn)n is not deterministic anymore.
4.1.2 The two models as Markov chains on periodic graphs
We use here the notions and notations from chapter 2.
Rotating sum of Bernoulli i.i.d.r.v. The decomposition of the model doesn’t
change, what changes is only its interpretation. The Z2 network corresponding
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to this model in figure 4.1 is now the graph G, and we search for the underlying
graph G0 and the Markov chain on it which determine the periodic behaviour of
(Zn)n on G.
We easily identify the set of vertices of G0 with the set E = Z/4Z we have
determined for the corresponding HMW in section 4.1.1. We label the vertices of
G from figure 4.1 with the elements from Z/4Z (vertices of G0). The underlying
Markov chain on G0 is deterministic and can be easily constructed using (Zn)n.
All of this has been represented in figure 2.1 from chapter 2.
"Swirl" model. In the case of the "swirl" model, we can considerably simplify its
representation by choosing to see it as a Markov chain on a periodic graph rather
than as a HMW.
As before, the Z2 network corresponding to this model in figure 4.1 is the graph
G, and we want to determine Gˆ0 and the Markov chain which describes the periodic
behaviour of (Zˆn)n.
We notice that, as in the case of the rotating sum of Bernoulli i.i.d.r.v., the
orientation (Zˆn)n gives to the edges of G yields four equivalence classes of vertices.
Thus, we can this time identify the set of vertices of Gˆ0 with Z/4Z. Moreover, the
orientation of edges that (Zˆn)n induces on G determines the underlying Markov
chain on Gˆ0 whose stochastic matrix is given by
Qˆ0 =
⎛⎜⎜⎜⎜⎜⎜⎝
0 p 0 1− p
1− p 0 p 0
0 1− p 0 p
p 0 1− p 0
⎞⎟⎟⎟⎟⎟⎟⎠
In figure 4.2, we present the graph G oriented by (Zˆn)n (as in figure 4.1) and whose
vertices are labelled with elements of Z/4Z, as well as the graph Gˆ0 oriented by
the underlying Markov chain.
4.1.3 Computing the area anomaly for the two models
Since the limits of the models, and in particular the area anomaly, do not depend
on their interpretation, we choose to see both models as Markov chains on periodic
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and deduce at the same time that
C = 8p(1− p).
Moreover, using the relation between the signed areas of two symmetrical paths
(their signed areas are identical in absolute value but have opposite signs) stated in
property 1.3.7 of chapter 1, we state the following easy property.
Property 4.1.1. Consider a process in V whose possible trajectories can be split
into two finite sets which are symmetrical, i.e. to every trajectory from one set
corresponds a unique symmetrical trajectory from the other such that both have the
same probability. Then the stochastic area of this process is centred (see figure 4.4).
By property 4.1.1, we thus deduce from the decomposition in figure 4.3 that only
the four loops B1, B2, B3 and B4 contribute to the area anomaly, the stochastic
area resulting from the symmetrical part of the pseudo-excursion being centred.
We can therefore conclude that
E [AT1(Z)] = E [A4(Z)] = p
2 + (1− p)2 − 2p(1− p) = (2p− 1)2
p2 being the area of B2, (1− p)2 the area of B3 and p(1− p) the area of both B1
and B4 respectively. Consequently, the area anomaly is worth
Γ =
(2p− 1)2
8p(1− p)
which is the result announced in section 2.1.3 of chapter 2.
The "swirl" model. Things get more complicated in this case since the pseudo-
excursions are of random length and not centred. This latter problem can be
solved by imposing as initial law for the Markov walk (Zˆn)n the law induced by
the invariant probability of its underlying Markov chain. We will focus here only
on computing the expectation of the stochastic area of a pseudo-excursion.
In order to palliate the first problem, we will use a decomposition of the pseudo-
excursion that can be useful for many models that have certain symmetry properties.
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4.2 Methods for computing the area anomaly
4.2.1 A construction using the loop-erased random walk
A general presentation. We have already stressed the idea that, under certain
conditions, the limit in the uniform topology of a hidden Markov walk (or of a
Markov chain on periodic graph) is mainly determined by the vectors of the pseudo-
excursions of this process, whereas the fluctuations during the pseudo-excursions,
invisible in the uniform topology, appear at the limit in the rough topology as the
area drift.
We can reformulate the above idea as follows: the convergence in the uniform
topology is blind to certain fluctuations, loops in particular, that take place during
an excursion of our Markov process (Rn)n. At the same time, these fluctuations
create the area anomaly. It is consequently interesting to study the structures of
the pseudo-excursions, or pseudo-loops, of (Xn)n, and this is where a loop-erased
random walk approach can be useful.
In general, a loop-erased random walk (LERW) is obtained by erasing loops in
a simple random walk ([56]). However, we can generalize it to other processes in
which loops may play an important role.
We construct a loop-erased random walk from an irreducible Markov chain
(Rn)n, LERW ((Rn)n), as the process (W En )n defined by
∀n ≥ 1, W En = (a0, a1, . . . , amn)
where R0 = a0 a.s. and ak+1 = RT (ak)
κ(n)
+1
for T (a)i a stopping time as in (3.6) for an
excursion from a to a.
The sequence (W En )n is a sequence of paths in E, and it is obvious that W
E
T
(a0)
n
=
(a0). W En is the path of the Markov chain until time n from which we have erased
all the loops.
In its geometrical interpretation, the coefficients of the area anomaly Γ are given
by the expectation of the signed area corresponding to the (random) path from X0
to XT1 , which depends on the excursion (R0, . . . , RT1−1). The problem is that this
excursion contains many intermediate excursions (or loops) for points other than
R0, which can be iterated a great number of times, making direct computations of
4.2. COMPUTING THE AREA ANOMALY 173
the path complicated. The idea is then to identify all the possible types of loops
contained in (R0, . . . , RT1−1), study them separately and then put together again.
We can thus construct an algorithm based on the LERW as follows:
• For R0 = a0 ∈ E a.s., we construct all the possible paths W E
T
(a0)
1 −1
, i.e. all
the paths in E from R0 to RT1 that only contain distinct points.
• For every bj ∈ W E
T
(a0)
1 −1
, we construct all the possible paths W E\{a0}
T
(bj )
1 −1
, i.e. all
paths in E \ {a0} from bj to bj that only contain distinct points.
• We start all over for every cj ∈ W E\{a0}
T
(bj )
1 −1
.
• Since E is finite, the algorithm stops at some point.
• We then compute the increments and stochastic areas of the process (Xn)
which correspond to each W E
′
T u1 −1 that has appeared in the algorithm about,
and we put them together.
The final difficulty is precisely the way we combine the paths and stochastic
areas corresponding to every path we take from the LERW. Below we present a
combinatorial formula which achieves this on a slightly different basis.
A combinatorial formula inspired by the LERW algorithm. We will now
give a formula for computing the area anomaly inspired from the above algorithm.
Although we have developed it based on the geometrical properties of the Markov
chains on periodic graphs (from chapter 2), it can be applied to the hidden Markov
walks as well, as it uses the decomposition into pseudo-excursions.
For any a, b ∈ E, consider the sets
Caa = {aa1 . . . ana : a1, . . . , an ∈ E \ {a, b}, n ∈ N}
Cab = {aa1 . . . anb : a1, . . . , an ∈ E \ {a, b}, n ∈ N}
Cba = {bb1 . . . bna : b1, . . . , bn ∈ E \ {a, b}, n ∈ N}
Cbb = {bb1 . . . bnb : b1, . . . , bn ∈ E \ {a, b}, n ∈ N}
If we add a cemetery point o to E, the elements of the above sets can be identified
with E∪{o}-valued sequences s = (cn)n such that c0c1 . . . cn(o) ∈ Cuv for u, v ∈ {a, b}
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and a certain n(o) ∈ N, and cn = o for n > n(o). In order to avoid re-centring, we
suppose that the pseudo-excursions of X are centred (E [XT1 ] = 0).
We have the following result:
Proposition 4.2.1. Let (Xn)n be a Markov chain on a periodic graph G ⊂ V such
that X0 = 0 a.s. and set (Rn)n = (pi0(Xn))n. We denote by An(X) the stochastic
area corresponding to the geodesic embedding up to n of (Xk)k. We set, for x, y ∈ E,
• p(s) = P
(
R0 = s0, R1 = s1, . . . , Rn(o)
)
= sn(o) ∈ [0, 1], s ∈ Cxy: the probabil-
ity of a given path that goes from x to y without passing through x or y in
between;
• P (x, y) =
∑
s∈Cxy p(s) ∈ [0, 1]: the probability to go from x to y without
passing through x or y in between;
• SX(x, y) =
∑
s∈Cxy p(s)Xn(o)(s) ∈ V : the expectation of a path of X going
from x to y without passing through x or y in between;
• SA(x, y) =
∑
s∈Cxy p(s)An(o)(X(s)) ∈ V ⊗ V (ou V ∧ V ): the mean value of
the stochastic area of the path described above.
We then have:
Ea [AT1(X)] =
P (a, b)
P (b, a)
(
1
2
(
SX(a, b)
P (a, b)
− SX(b, a)
P (b, a)
∧ SX(b, b)) + SA(b, b)
)
+
1
2
(
SX(a, b)
P (a, b)
∧ SX(b, a)
P (b, a)
)
P (a, b)
+
(
SA(a, b)
P (a, b)
+
SA(b, a)
P (b, a)
)
P (a, b) + SA(a, a)
where ∧ is the antisymmetric tensor product.
Remark. We will see that this formula is explicit enough to perform computations
for a large class of models.
Proof. As it has already been mentioned, this method is inspired from the LERW
algorithm: in order to get from a vertex labelled a to another one, with the same
label, we
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• go from a point labelled a to a point labelled b without passing through a,
• count in all the pseudo-excursions between two points labelled b that do not
pass through a,
• return at some point back to a.
This is the principle applied to the "swirl" model in the section 4.1 of this chapter.
We start by defining, for any a, b ∈ E, the stopping time
Sa,b = inf{n > 0 : Rn = b when R0 = a}
Furthermore, we denote by N(b, a) the number of excursions through b in E of the
chain (Rn)n under Pb before it reaches the point a, i.e.
N(b, a) = sup{k : T (b)k < Sb,a} = inf{k : T
(b)
k+1 > Sb,a}
where T (b)k is Tk for R0 = b a.s. Since the stochastic area is invariant by translation,
we can fix R0 = 0 a.s. without loss of generality. For R0 = a a.s. and for b ∈ E,
we can decompose AT1(X) as follows
A
T
(a)
1
(X) = (ASa,b(X) +
1
2
XSa,b ∧
(
X
T
(b)
N(b,a)
+Sa,b
−XSa,b
)
+
N(b,a)∑
k=0
A
T
(b)
k+1
−T (b)
k
(X
Sa,b+T
(b)
k
+•
)
+
1
2
(
X
T
(b)
N(b,a)
+Sa,b
)
∧
(
X
T
(b)
N(b,a)
+Sa,b+Sb,a
−X
T
(b)
N(b,a)
+Sa,b
)
+ ASb,a
(
X
T
(b)
N(b,a)
+Sa,b+•
)
)
1
Sa,b<T
(a)
1
+ AT11Sa,b>T (a)1
.
Applying strong Markov property, we obtain:
Ea
[
A
T
(a)
1
(X)
]
= (Ea
[
ASa,b(X)
∣∣∣Sa,b < T (a)1 ]+ 12Ea
[
XSa,b
∣∣∣Sa,b < T (a)1 ] ∧ Eb [XT (b)
N(b,a)
]
+ Eb
⎡⎣N(b,a)∑
k=0
A
T
(b)
k+1
−T (b)
k
(X)
⎤⎦+ 1
2
(Eb
[
X
T
(b)
N(b,a)
]
+ Ea
[
XSa,b
∣∣∣Sa,b < T (a)1 ])
∧ Eb
[
XSb,a
∣∣∣Sb,a < T (b)1 ]+ Eb [ASb,a(X)∣∣∣Sb,a < T (b)1 ])Pa (Sa,b < T (a)1 )
+ Ea
[
AT1(X)1Sa,b>T (a)1
]
.
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Since the length of an excursion from b to b and its stochastic area do not depend
on the number of excursions and are invariant by translation, we can rewrite the
above formula as
Ea
[
A
T
(a)
1
(X)
]
= (Ea
[
ASa,b(X)
∣∣∣Sa,b < T (a)1 ]
+
1
2
Ea
[
XSa,b
∣∣∣Sa,b < T (a)1 ] ∧ E [N(b, a)]Eb [XT (b)1
]
+ E [N(b, a)]Eb
[
A
T
(b)
1
(X)
∣∣∣∣Sb,a > T (b)1 ]+ 12(E [N(b, a)]Eb
[
X
T
(b)
1
∣∣∣∣Sb,a > T (b)1 ]
+ Ea
[
XSa,b
∣∣∣Sa,b < T (a)1 ]) ∧ Eb [XSb,a∣∣∣Sb,a < T (b)1 ]+ Eb [ASb,a(X)∣∣∣Sb,a < T (b)1 ])
× Pa
(
Sa,b < T
(a)
1
)
+ Ea
[
A
T
(a)
1
1
Sa,b>T
(a)
1
]
which becomes further on
Ea
[
A
T
(a)
1
(X)
]
=(E [N(b, a)] (
1
2
(Ea
[
XSa,b
∣∣∣Sa,b < T (a)1 ]− Eb [XSb,a∣∣∣Sb,a < T (b)1 ])
∧ Eb
[
X
T
(b)
1
∣∣∣∣Sb,a > T (b)1 ]+ Eb [AT (b)1 (X)
∣∣∣∣Sb,a > T (b)1 ])
+
1
2
Ea
[
XSa,b
∣∣∣Sa,b < T (a)1 ] ∧ Eb [XSb,a∣∣∣Sb,a < T (b)1 ]
+ Eb
[
ASb,a(X)
∣∣∣Sb,a < T (b)1 ]+ Ea [ASa,b(Y )∣∣∣Sa,b < T (a)1 ])
Pa
(
Sa,b < T
(a)
1
)
+ Ea
[
A
T
(a)
1
(X)
∣∣∣∣Sa,b > T (a)1 ]Pa (Sa,b > T (a)1 ) .
(4.2)
Furthermore, direct computations show that
• Pa
(
Sa,b < T
(a)
1
)
=
∑
s∈Cab p(s), Pa
(
Sa,b > T
(a)
1
)
=
∑
s∈Caa p(s)
• Ea
[
XSa,b
∣∣∣Sa,b < T (a)1 ] =
∑
s∈Cab p(s)Xn(o)(s)∑
s∈Cab p(s)
• Eb
[
X
T
(b)
1
∣∣∣∣Sb,a > T (b)1 ] =
∑
s∈Cbb p(s)Xn(o)(s)∑
s∈Cbb p(s)
• Ea
[
A
T
(a)
1
(X)
∣∣∣∣Sa,b > T (a)1 ] =
∑
s∈Caa p(s)An(o)(X(s))∑
s∈Caa p(s)
• Ea
[
ASa,b(X)
∣∣∣Sa,b < T (a)1 ] =
∑
s∈Cab p(s)An(o)(X(s))∑
s∈Cab p(s)
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Second, we compute
E [N(b, a)] =
∑
n≥1
nPb
(
Sb,a > T
(b)
1
)n
(1− Pb
(
Sb,a > T
(b)
1
)
) =
∑
n≥1
n(
∑
s∈Cbb
p(s))n
∑
s∈Cba
p(s)
=
(
∑
s∈Cbb p(s))(
∑
s∈Cba p(s))
(1−∑s∈Cbb p(s))2 =
∑
s∈Cbb p(s)
1−∑s∈Cbb p(s) =
∑
s∈Cbb p(s)∑
s∈Cba p(s)
.
Finally, by replacing all the terms in the formula (4.2) by the corresponding
expressions, we get the desired result.
A particular and very important class of graphs/networks are the ones presenting
properties of symmetry (especially by rotation by a deterministic angle θ). In
practice (for instance, in statistical mechanics), they are of great interest. The
expression for the area anomaly is then considerably simplified and given by
Corollary 4.2.1. If we can find a, b ∈ E such that there exists a bijective application
φ : Cab → Cba (resp. an application ψ : Caa → Cbb) such that, for any s ∈ Cab (resp.
s ∈ Caa) either X(s) = −X(φ(s)) and p(s) = p(φ(s)) (resp. X(s) = −X(ψ(s))
and p(s) = p(ψ(s))) or p(s) = 0 (resp. idem) then
Ea [AT1(X)] = −
SX(a, b)
P (a, b)
∧ SX(a, a) + 2SA(a, a) + 2SA(a, b)
Proof. The assumptions of the corollary imply that
•
∑
s∈Cab p(s) =
∑
s∈Cba p(s)
•
∑
s∈Caa p(s) =
∑
s∈Cbb p(s)
•
∑
s∈Cab p(s)X(s) = −
∑
s∈Cba p(s)X(s)
•
∑
s∈Caa p(s)X(s) = −
∑
s∈Cbb p(s)X(s)
•
∑
s∈Cab p(s)A(X(s)) =
∑
s∈Cba p(s)A(X(s))
•
∑
s∈Caa p(s)A(X(s)) =
∑
s∈Cbb p(s)A(X(s))
as the signed area is invariant by rotation. It is then enough to recalculate the
formula from proposition 4.2.1.
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Application: the "swirl" model. In this example, we will illustrate how the
method based on the loop-erased random walk algorithm can be applied to the
"swirl" model interpreted as a Markov chain on periodic graph.
The "swirl" model being invariant by rotation by pi/2, it can be easily shown
that if the initial law is the uniform distribution, E
[
ZˆT1
]
= 0. We thus want to
compute E
[
AT1(Zˆ)
]
. Since we have a bidimensional process, it will be enough to
compute E
[
A12T1(Zˆ)
]
.
We notice that the points 1 and 3 satisfy the conditions of corollary 4.2.1,
therefore we will only need to gather the informations from Table 4.1.
When inserting the values from Table 4.1 in the formula from corollary 4.2.1,
we get
E
[
A12T1(Zˆ)
]
= −(1,−1)p
2 + (−1, 1)(1− p)2
p2 + (1− p)2 ∧ (2, 2)p(1− p)
+ 2(−1
2
p2 +
1
2
(1− p)2)
= 4
(1− 2p)p(1− p)
p2 + (1− p)2 + (1− 2p)
= (1− 2p)2p(1− p) + 1
p2 + (1− p)2
4.2.2 A formula using the stochastic matrix of (Rn)n
In the previous section we have given a formula that allows to compute the area
anomaly directly but without exploiting the fact that (Rn)n is positive recurrent. We
will now try to exploit this particularity by constructing a method of computation
which uses the transition matrix. First, we want to show that for our class of
processes, the area anomaly can also be calculated as the limit of an expectation.
Lemma 4.2.1. We still suppose that (Rn, Fn)n is a HMC on E × V with the Fks
uniformly bounded and (Rn)n irreducible, and denote by (Xn)n the corresponding
HMW. Set Γ = E [AT1(X)]. With the above notations, we have
lim
n→∞βC
−1E [An(X)]
n
= Γ
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s Zˆn(o)(s) An(o)(Zˆ(s)) p(s)
C11 121 (1, 0) 0 p(1− p)
141 (0, 2) 0 p(1− p)
C13 123 (1,−1) −12 p2
143 (−1, 1) 1
2
(1− p)2
C33 343 (−2, 0) 0 p(1− p)
323 (0,−2) 0 p(1− p)
C31 341 (−1, 1) −12 p2
321 (1,−1) 1
2
(1− p)2
Table 4.1: Path information for the "swirl" model.
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Proof. We decompose:
E [An(X)] = E
[
Aκ(n)(XT·)
]
+ E
⎡⎣κ(n)−1∑
k=0
ATk,Tk+1(X)
⎤⎦+ E [AT
κ(n),n(X)
]
+
1
2
E
[
XT
κ(n)
∧ (Xn −XT
κ(n)
)
]
= E
⎡⎣κ(n)−1∑
k=0
ATk,Tk+1(X)
⎤⎦+ E [AT
κ(n),n(X)
]
as the stochastic area of a sum of i.i.d. centred variables is of mean 0 and
E
[
XT
κ(n)
]
= 0, with XT
κ(n)
and Xn−XT
κ(n)
being independent. Furthermore, since
we can decompose Xn =
∑n
k=1 Fk with the Fks as in property 3.3.1, we have
E
[
AT
κ(n),n(X)
]
= E
⎡⎣ ∑
1≤k1<k2≤T1
Fk1 ⊗ Fk2 − Fk2 ⊗ Fk1
⎤⎦
≤ K2E
[
T1(T1 − 1)
2
]
The variable T1 has a finite second moment as E is finite. Using the dominated
convergence theorem, we obtain
lim
n→∞
E [An(X)]
n
= E [AT1(X)]E
[
lim
n→∞
κ(n)
n
]
= β−1E [AT1(X)] = β
−1CΓ
which achieves the proof.
Consider (Rn, Fn)n and (Xn)n as in lemma 4.2.1. Suppose that the transition
matrix Q of (Rn)n is diagonalizable. Then we can write Q as
Q =
∑
λ∈Sp(Q)
λvλv
∗
λ (4.3)
where Sp(Q) is the set of eigenvalues of Q, vλ is a right eigenvector associated to
λ, i.e. such that
Qvλ = λvλ
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v∗λ a left eigenvector related to λ, i.e. such that
v∗λQ = λv
∗
λ
and consequently vλv∗λ is a projector in MCard(E)(R).
We have the following formula for computing the expectation of the stochastic
area of a pseudo-excursion.
Proposition 4.2.2. Let µ = (µx)x∈E be a probability law on E and ν is as defined
in chapter 3. Define the matrix Qˆ ∈ Mdim(E)(V ) as
∀(x, y) ∈ E2, Qˆ(x, y) = Q(x, y)Eν [F1|y]
We then have the following formula for computing the area anomaly:
E
[
A
(ij)
T1
(X)
]
=
∑
λ∈Sp(Q)
1
1− λµ
∗M ij(λ)1 (4.4)
where µ∗ denotes the transposed vector µ and
M ij(λ) = (vλv∗λ)Qˆ
(i)(v1v∗1)Qˆ
(j) − (vλv∗λ)Qˆ(j)(v1v∗1)Qˆ(i)
+ (v1v∗1)Qˆ
(i)(vλv∗λ)Qˆ
(j) − (v1v∗1)Qˆ(j)(vλv∗λ)Qˆ(i)
with v1 (resp. v∗1) is the right (resp. the left) eigenvector associated to the eigenvalue
1 of the matrix Q.
Proof. Since Xn =
∑n
k=1 Fk, we have
E
⎡⎣ ∑
1≤k<l≤n
F
(i)
k F
(j)
l
⎤⎦ = ∑
1≤k<l≤n
∑
x0,xk−1,xk,xl−1,xl∈E
µ(x0)
×Qk−1(x0, xk−1)Q(xk−1, xk)Ql−k−1(xk, xl−1)Q(xl−1, xl)Eν
[
F
(i)
1
∣∣∣xk]Eν [F (j)1 ∣∣∣xl] .
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Applying the formula 4.3, we get
E
⎡⎣ ∑
1≤k<l≤n
F
(i)
k F
(j)
l
⎤⎦ = ∑
1≤k<l≤n
∑
xl∈E
∑
x0∈E
µ(x0)
× ∑
xk∈E
⎛⎝ ∑
xk−1∈E
Qk−1(x0, xk−1)Qˆ(i)(xk−1, xk)
⎞⎠⎛⎝ ∑
xl−1∈E
Ql−k−1(xk, xl−1)Qˆ(j)(xl−1, xl)
⎞⎠
=
∑
1≤k<l≤n
∑
xl∈E
∑
x0∈E
µ(x0)Qk−1Qˆ(i)Ql−k−1Qˆ(j)(x0, xl)
=
∑
1≤k<l≤n
µ∗Qk−1Qˆ(i)Ql−k−1Qˆ(j)1
=
∑
λ,λ′∈Sp(Q)
⎛⎝ ∑
1≤k<l≤n
λk−1λ′l−k−1
⎞⎠µ∗(vλv∗λ)Qˆ(i)(vλ′v∗λ′)Qˆ(j)1.
In order to evaluate the expression Sn(λ,λ′) =
∑
1≤k<l≤n λ
k−1λ′l−k−1, we prove
the following lemma.
Lemma 4.2.2. For a, b ∈ R such that |a| ≤ 1 and |b| ≤ 1, and for n ≥ 2, we have
Sn(a, b) =
∑
1≤k<l≤n
ak−1bl−k−1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
n(n− 1)/2 if a = b = 1
an − na + n− 1
(a− 1)2 if a ̸= 1, b = 1
bn − nb + n− 1
(b− 1)2 if b ̸= 1, a = 1
1
a− b
(
an − a
a− 1 −
bn − b
b− 1
)
if b ̸= 1, a ̸= 1
(4.5)
Thus, setting S(λ,λ′) = lim
n→∞Sn(λ,λ
′)/n when this limit exists and applying
lemma 4.2.1, we have the following expression for the area anomaly:
E
[
A
(ij)
T1
(X)
]
=
∑
λ,λ′∈Sp(Q)
S(λ,λ′)µ∗[(vλv∗λ)Qˆ
(i)(vλ′v∗λ′)Qˆ
(j) − (vλv∗λ)Qˆ(j)(vλ′v∗λ′)Qˆ(i)]1.
(4.6)
In particular, if the term Sn(1, 1) is multiplied by a non-zero coefficient, we need to
subtract it from the sum before going to the limit, as it is of order n2. Moreover,
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we notice that all the other cases are presented by
S(λ,λ′) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
1− λ if λ
′ = 1,λ ̸= 1
1
1− λ′ if λ = 1,λ
′ ̸= 1
0 otherwise
which combined with the formula (4.6) gives us the desired result.
We can deal in this way with sums on arbitrary multiplicity. For an iterated
sum of order n, the numerical coefficients of the sum we will have to compute will
be of the form
∑
λ1,...,λn∈Sp(Q) λ
k1−1
1 λ
k2−k1−1
2 · · ·λ
kn−kn−1−1
n .
4.3 Computations related to combinatorial struc-
tures of hidden Markov walks
4.3.1 A connection between the iterated occupation times
of hidden Markov walks and the resolvent
Let (Rn, Xn)n be, once again, a HMW on E × V . In section 4.2.2, we have seen
how the stochastic matrix Q of (Rn)n can be used to compute the area anomaly.
Now we will see that the iterated occupation times of (Rn)n have an interesting
connection with the resolvent of Q, i.e. the function R : R+ \Sp(Q) → Mcard(E)(R)
such that
∀λ ∈ R+ \ Sp(Q), R(λ) = (λI −Q)−1 (4.7)
where I is the identity matrix and Sp(Q) the set of eigenvalues of the matrix Q.
More precisely, we can show that the power series whose coefficients are ex-
pectations of iterated times converges and its value can be expressed using the
resolvent.
Proposition 4.3.1. For all (u1, . . . , uk) ∈ Ek and 0 < |z| < 1, we have
∑
n≥0
Ev [Lu1,...,uk;n(R)] z
n =
z−(k−1)
1− z (R(z
−1)− zI)(v, u1) . . . (R(z−1)− zI)(uk−1, uk)
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where R is the resolvent defined in (4.7).
Proof. We first make the computations for
Lˆu1,...,uk;N(R) =
∑
0≤l1≤...≤lk≤N
1Rl1 =u1 . . . 1Rlk =uk
and our main result for Lu1,...,uk;n(R) will follow immediately.
Ev
[
Lˆu1,...,uk;N(R)
]
=
∑
0≤l1≤...≤lk≤N
Ev
[
1Rl1 =u1 . . . 1Rlk =uk
]
=
∑
w∈E
∑
0≤l1≤...≤lk≤N
Ql1(v, u1)Ql2−l1(u1, u2) . . . Qlk−lk−1(uk−1, uk)QN−lk(uk, w)
=
∑
m1+...+mk+1=N
m1,...,mk+1≥0
Qm1(v, u1)Qm2(u1, u2) . . . Qmk(uk−1, uk).
For (u1, . . . , uk) ∈ Ek and 0 < |z| < 1, we have
∑
n≥0
E
[
Lˆu1,...,uk;n(R)
]
zn =
∑
m1,...,mk+1≥0
Qm1(v, u1)Qm2(u1, u2) . . . Qmk(uk−1, uk)
× zm1+...+mk+1 = ∑
m1≥0
Qm1(v, u1)zm1 . . .
∑
mk≥0
Qmk(uk−1, uk)zmk
× ∑
mk+1≥0
zmk+1 = (1− z)−1(I − zQ)−1(v, u1) . . . (I − zQ)−1(uk−1, uk)
=
z−k
1− z R(z
−1)(v, u1) . . . R(z−1)(uk−1, uk).
Thus, we deduce that
∑
n≥0
E [Lu1,...,uk;n(R)] z
n =
∑
m1≥1
Qm1(v, u1)zm1 . . .
∑
mk≥1
Qmk(uk−1, uk)zmk
∑
mk+1≥1
zmk+1
=
z−(k−1)
1− z (R(z
−1)− zI)(v, u1) . . . (R(z−1)− zI)(uk−1, uk)
which achieves the proof.
Remarks.
• Proposition 4.3.1 can give new possibilities of studying the asymptotics of
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E [Lu1,...,uk;n(R)] using results from complex analysis (for example, tauberian
theorems).
• It would be interesting to see whether there is a connection between the resol-
vent and the quasi-shuﬄe product which determines the rules of multiplication
for occupation times.
4.3.2 Asymptotics of iterated sums/occupation times of
hidden Markov walks
Throughout this section, (Rn, Xn)n will denote a HMW on E × V , Lu1,...,uk;N(R)
an iterated time of order N as in definition 3.2.5, S˜X,k;j1,...,jk(N) a component of
an iterated sum of order k of (Xn)n as in (3.24) and Tr a stopping time as defined
in (3.6).
A decomposition using the excursions of (Rn)n We have seen how decompo-
sition into pseudo-excursions of a HMW (Rn, Xn)n on E × V can be used to prove
its convergence in the rough path topology. Based on the excursions of (Rn)n, we
can similarly decompose the iterated occupation times of any order. The main idea
is to count the number of factors of each product 1Rk1 =u1 . . . 1Rkl =ul that correspond
to the same excursion and thus decompose the iterated sum into a combination of
iterated sums of lower order. The scheme illustrating an example of repartition in
excursions is presented in figure 4.9. Figure 4.9 states that the decomposition of
Figure 4.9: An example of repartition of indices in excursions
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the iterated occupation time of order 4,
∑
1≤k1<k2<k3<k4≤T4 1Rk1 =u1 . . . 1Rk4 =u4 , with
T4 as in (3.6), contains in particular the terms
•
∑
T0+1≤k1<k2≤T1 1Rk1 =u11Rk2 =u2
∑
T2+1≤k3<k4≤T3 1Rk3 =u31Rk4 =u4 ,
•
∑
T2+1≤k1<k2<k3<k4≤T3 1Rk1 =u1 . . . 1Rk4 =u4 ,
•
∑
T0+1≤k1≤T1 1Rk1 =u1 . . .
∑
T3+1≤k4≤T4 1Rk4 =u4 .
Decomposition of mean values of iterated sums of HMW. We will now
use the idea expressed above to find the asymptotics for iterated sums of HMW.
Let (Rn, Xn)n be a HMW on E × V as before, Tn as in (3.6) and S˜X,k;j1,...,jk(Tr)
the iterated sum as defined in (3.15).
Lemma 4.3.1. With the notations from above, the following decomposition holds
for all r, k ∈ N∗, r > k:
E
[
S˜X,k;i1,...,ik(Tr)
]
=
k∑
l=1
(
r
l
) ∑
1=j0≤j1<...<jl=k
Ij0,j1 . . . Ijl−1+1,jl (4.8)
where for p ≤ j,
Ip,j = E
⎡⎣ ∑
1≤l1<...<lp−j+1≤T1
(∆Xl1)
(ip)(∆Xl2)
(ip+1) . . . (∆Xlp−j+1)
(ij)
⎤⎦ . (4.9)
Proof. Each of the r intervals [1, T1], [T1 + 1, T2], etc. contains a certain amount of
the variables ∆Xm, which goes from 0 to k. So, for any l = 1, . . . , k, we have to
• choose l intervals among r that will be occupied (this is what gives the factor(
r
l
)
);
• for any (m1, . . . , mk) ∈ ∆k(Tr) (where ∆k(n) is as in (3.22)), we split
(∆Xm1)
(i1), . . . , (∆Xmk)
(ik) into l groups (one per interval) without changing
the order in all the possible ways;
• Since the pseudo-excursions are i.i.d., the expectation of the product
(∆Xm1)
(i1) . . . (∆Xmk)
(ik) will be a product of l factors, each of them repre-
senting the expectation of an iterated sum until time T1 and such that the
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orders of the l iterated sums sum up to k (which gives the products of type
Ij0,j1 . . . Ijl−1+1,jl).
Limit drift in the case of centred excursions. We now want to see what
kind of convergence we have for iterated sums of any order when we have a hidden
Markov walk to which theorem 3.2.1 applies. We suppose that E is finite, and we
will also need to have centred excursions, i.e. E [XT1 ] = 0.
Using lemma 4.3.1, we will see that in this particular case the asymptotics of
drifts of iterated sums point surprisingly to rough paths, as the limits of these
drifts will entirely depend on the area anomaly.
Proposition 4.3.2 (limit drift in the case of centred excursions). We adopt the
notations from lemma 4.3.1 and suppose in addition that E [XT1 ] = 0. Then we
have the following convergence
E
[
S˜X,m;i1,...,im(Tr)
]
rm/2
−→
r→∞
⎧⎪⎪⎨⎪⎪⎩
1
(m/2)!
I1,2 . . . Im−1,m if m is even
0 otherwise
where in particular, for l odd,
Il,l+1 = E
⎡⎣ ∑
1≤k1<k2≤T1
(∆Xk1)
il(∆Xk2)
il+1
⎤⎦ .
Proof. We suppose as before r ≥ m (since we want to pass to the limit, it doesn’t
matter). We will use the result from lemma 4.3.1. For all k ≤ m
Lk(E
[
S˜X,m;i1,...,im(Tr)
]
) =
(
r
k
) ∑
1=j0≤j1<...<jk=m
Ij0,j1 . . . Ijk−1+1,jk .
so that
E
[
S˜X,m;i1,...,im(Tr)
]
=
m∑
k=1
Lk(E
[
S˜X,m;j1,...,jm(Tr)
]
).
Suppose first m even. There are then three possibilities.
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• For any m/2 < k ≤ m, among j1, . . . , jk, there will always be at least one
couple jl + 1 = jl+1 (following the principle: we want to put m rabbits into k
boxes), so that
Ijl,jl+1 = E [XT1 ] = 0
and consequently Lk(E
[
S˜X,m;j1,...,jm(Tr)
]
) = 0.
• For any k < m/2, we have that Lk(E
[
S˜X,m;j1,...,jm(Tr)
]
) = o(rm/2), as it is of
order
(
r
k
)
.
• For k = m/2, we have either exactly two terms per non-empty excursion or
at least one couple of indices jl + 1 = jl+1 (put m rabbits into m/2 boxes)
and thus terms containing E [XT1 ]. Since all the terms containing E [XT1 ] will
be 0, we deduce that
lim
r→∞
E
[
S˜X,m;j1,...,jm(Tr)
]
rm/2
= lim
r→∞
Lm/2(E
[
S˜X,m;j1,...,jm(Tr)
]
)
rm/2
=
1
(m/2)!
Ij1,j2 . . . Ijm−1,jm .
Now suppose m is odd.
• For any k < m/2, Lk(E
[
S˜X,m;j1,...,jm(Tr)
]
) = o(rm/2) as before.
• For any k > m/2, Lk(E
[
S˜X,m;j1,...,jm(Tr)
]
) = 0 for the same reason as before.
If in addition E
[
X⊗2T1
]
= cI, where I is the identity matrix and c > 0, Ijl,jl+1
can be expressed using the area anomaly and the identity matrix (see the relation
between the geometric and the non-geometric drift (see (1.48) from the introduction).
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