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. Da due decenni a questa parte. dopo circa un seeolo di scparazione, 
J eeonomia ha cominciato a importare idee dalla psieologia. La cosid-
detta «eeonomia eomportamentale», ehe spieea oggi ncJ pacsaggio in-
te!Jettuale, ha dato origine a svariate applieaziol1i in seHori dell'econo-
~Ia quali la finanza. la teoria dei gioehi, /"ecol1omia del lavoro, la 
fll1anza pubblica. il diritto e la maeroeeonomia (cfr. Camerer ('/ lIl, 
20(4). L 'eeonomia eomportamentale e stata influenzata soprattLltto da 
L1,na branea della psieologia, la eosiddetta «tcoria eognitiv(l dc/la deei-
Slone», ma i frutti di altre scienze cognitive S0l10 orrnai matllri per L'."CIT 
raccolti. Non v 'c dubbin ehe importanti idee vcrranl10 dalJc nellr<J\cicl1/c. 
vlIoi direttamente. vuoi perehc Ie neuroscienze danno IlUO\ a forma" 
teorie psieoiogiche che, a loro volta, influenzaJlo i'ecol1()fllia. 
Per studiarc nei dettag/i il fUllzionalllento del cervello.1c l1euro\cil'J)/\: 
ral1110 ricorso. tra Ie altre tecniche, aJJa visllaliua/iol1c dell';lttivita 
cerebrale, [I cerveffo c I\dtim<l ddle «scatole Ilcrc», L;lll'oria l'l'O])Ollli 
Cit c stata costruita sui presupposto ehe i dcttagli del flill/ioll""lClllo <Ii 
quelfa scatola ncra ehe c iI cervello sarebbero rim;I\li i)!IHlti, Jl'\()ll .... IICI 
I X71 , esprimcva COSI il suo pcssimi"l1lo: 
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\entimenti che agilallo J"allimo umano, i: a partire da,l!li dklll ljll<lIlIJl;ltJ\1 dl'l 
"cnti menti che dobbiamo sli marnc i \ "Iori comparal i \ i. 
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Dato che i sentimenti dovevano predire il comportamento, rna pote-
vano essere valutati solo a partire da questo, gli economisti conclusero 
che senza una misurazione diretta i sentimenti non erano altro che 
inutili costrutti intervenienti. Negli scorsi anni '40, i concetti di utilita 
ordinale e di preferenza rivelata eliminarono il superfluo passaggio 
intermedio della postulazione di sentimenti non misurabili. La teoria 
della preferenza rivelata non fa altro che equiparare Ie preferenze non 
osservate alle scelte pa1esi. La circolarita e evitata assumendo che Ie 
persone si comportino in maniera coerente, cia che rende la teoria 
falsificabile; una volta che abbiano mostrato di preferire A piuttosto che 
B, Ie persone non dovrebbero poi scegliere B anziche A. Estensioni 
successive -l'utilita scontata,l'utilita attesa e I 'utilita attesa soggettiva, 
nonche I' aggiornamento bayesiano - fornirono consimili strumenti «come 
se» grazie ai quali i meccanismi psicologici poterono essere messi da 
parte. L'approccio «come se» era del tutto sensato purche il cervello 
restasse sostanzialmente una scatola nera. Lo sviluppo dell'economia 
non poteva rimanere ostaggio del progresso delle altre scienze umane. 
Ma ormai Ie neuroscienze hanno dimostrato che Ie pessimistiche 
previsioni di Jevons erano sbagliate; 10 studio del cervello e del sistema 
nervoso sta compiendo i primi passi verso la misurazione diretta dei 
pensieri e dei sentimenti. Questi risultati, a Ioro volta, ci costringono a 
ridiscutere quel che sappiamo della relazione tra mente e azione, e cia 
porta a sviluppare nuovi concetti teorici e a mettere in questione quelli 
pili vecchio Ma in che modo Ie nuove scoperte delle neuroscienze e Ie 
teorie che ne sono scaturite possono influenzare una teoria, come quella 
economica, che ha avuto un COS! grande sviluppo in loro assenza? 
Nella riflessione sui modi in cui Ie neuroscienze possono dare nuova 
forma all'economia, sara utile distinguere due tipi di approccio, che 
chiameremo incrementa Ie e radicale. Nell'approccio incrementaIe, Ie 
neuroscienze aggiungono nuove variabili aIle teorie convenzionali del-
la presa di decisione 0 introducono specifiche forme funzionali al posto 
di queUe assunzioni «come se» che non godono di un sufficiente soste-
gno empirico. Ad esempio, Ie ricerche sulla neurobiologia della dipen-
denza mostrano come il consumo di droghe limiti il piacere associato al 
futuro consumo di altri beni (effetti parziali incrociati di tipo dinamico 
nell 'utilita di panieri di beni) e come Ie informazioni ambientali scate-
nino una sgradevole condizione di craving e incrementino la domanda. 
Questi effetti possono essere approssimati estendendo la teoria standard 
e applicando strumenti convenzionali (efr. Bernheim e Rangel 2002; 
Laibson 2001; O'Donoghue e Rabin 1997). 
L' approccio radicale consiste nel torn are indietro nel tempo e chie-
dersi come }'economia si sarebbe potuta evolvere se fin dal principio 
fosse stata influenzata dalle idee e dalle scoperte che Ie neuroscienze ci 
mettono oggi a disposizione. Le neuroscienze, come cercheremo di 
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mostrare, pongono un complesso di concetti completamente nuovi a 
fondamento della presa di decisione economica. La teoria economica 
standard della massimizzazione vincolata dell 'utilita e interpretata 
canonicamente nei termini di un apprendimento basato su esperienze di 
consumo (cio che serve a poco quando i prezzi, il reddito e gli insiemi 
di opportunita cambiano) 0 di una diligente deliberazione - un biIancio 
dei costi e dei benefici di opzioni differenti - come quella che potrebbe 
caratterizzare decisioni complesse quale la pianificazione della propria 
vecchiaia, I' acquisto di una casa 0 la specificazione dei termini di un 
contratto. Gli economisti possono anche ammettere, privatamente, che 
Ie persone in carne e ossa scelgono spesso senza granche deliberare rna, 
q.ua~do sono messi sulla carta, i modelIi economici rappresentano inva-
nabllmente decisioni in un «equilibrio deliberativo», cioe tali che una 
dose ulteriore di deliberazione, computazione, riflessione, ece., di per 
s~ stessa, non modificherebbe la scelta fatta dalI'agente. Le variabili in 
~IOCO nella formulazione del problema decisionale - Ie preferenze, Ie 
mformazioni e i vincoli - sono esattamente Ie variabili che influenze-
rebbero Ia decisione se la persona avesse tempo e capacita computazionali 
senza limiti. 
~~r senza negare che i processi deliberativi siano parte della presa d~ 
decisione umana, Ie neuroscienze sottolineano due difetti di fondo dl 
qu~sto approccio: esso trascura il ruolo dei processi automatici e quello 
del processi emotivi. 
In primo luogo, buona parte del cervello e fatta in modo da sostenere 
processi «automatici», pili veloci delle deliberazioni coscienti e accom-
pagnati da poca 0 da nessuna consapevolezza 0 sensazione di sforzo 
(Bargh, Chaiken, Raymond e Hymes 1996; Bargh e Chartrand 1999; 
Schneider e Shiffrin 1977; Shiffrin e Schneider 1977). Poicbe Ie perso-
ne hanno poco 0 punto accesso introspettivo a questi processi ne Ii 
possono controllare volontariamente, e poiche si tratta di processi sele-
zionati per risolvere problemi evolutivi piuttosto che per rispet.tare 
massime logiche, il comportamento che essi producono non obbcdlscc 
necessariamente agli assiomi normativi di inferenza e di scelta (e quindi 
non puo essere rappresentato adeguatamente dagli usuali modelli di 
massimizzazione) . 
In secondo luogo, il nostro comportamento e spesso infJuenzato in 
profondita da sistemi affettivi (emotivi) finemente regolati.la cui archi-
tettura di base e comune a11'uomo e a molti animali (LeDoux J 996; 
Panksepp 1998; Rol1s 1999). Si tratta di sistemi essenziali per il funzio-
namento normale, come e dimostrato dal fatto che quando i sistemi 
affettivi sono danneggiati 0 perturbati, per effetto di Iesioni cerebrali, 
stress, squiIibri nei neurotrasmettitori, aleol, 0 della «foga del momen-
to», il sistema deliberativo entra in crisi e vengono prcse dccisioni 
destinate a rivelarsi, alIa Iunga, dannose. 
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Come vedremo pill avanti (par. 3), il comportamento e il risultato 
dell'interazione tra sistemi automatici e controllati da una parte e siste-
mi cognitivi ed emotivi dall 'altra. Per giunta, i comportamenti che pure 
sono causati, come appare evidente, da sistemi affettivi 0 automatiei, 
sono a volte indebitamente interpretati dai soggetti umani come il 
prodotto di deliberazione cognitiva (Wolford, Miller e Gazzaniga 2000). 
Questi risultati (alcuni dei quali deseriveremo pill avanti) suggeriscono 
che Ie analisi introspettive del comportamento di scelta dovrebbero 
essere prese Cllm grano salis. Ci e molto pill facile avere aecesso 
introspettivo ai processi controllati che non ai proeessi automatiei, 
sicche tendiamo natural mente ad esagerare I' importanza dei primi. 
Le scoperte e i metodi delle neuroscienze avranno senza alcun 
dubbio un ruolo sempre pill importante nelI'eeonomia e nelle altre 
scienze sociali (per es., il diritto; vedi Chorvat, McCabe e Smith 2004). 
La nascita di una nuova branca dell' eeonomia, battezzata «neuroeco-
nomia», e stata gift occasione di numerosi convegni accademici nei 
quali neuroscienziati ed economisti si so no trovati faccia a faecia l . 
Partecipare allo sviluppo di un' impresa intellettuale colletti va ci aiutera 
a far s1 che la prospettiva neuroscientifica informi i problemi economici 
che pill ci premono. Questo articolo, stimolato dalla parteeipazione 
degli autori stessi a diversi convegni del genere, intende deserivere cio 
di cui si occupano i neuroscienziati e il modo in cui Ie loro scoperte e i 
loro modelli del comportamento umana possono influenzare I' analisi 
economica. Nel prossimo paragrafo (par. 2) presenteremo la varietft di 
strumenti utilizzati neHe neuroscienze. II paragrafo 3 mostra in forma 
semplificata come Ie quattro modalita di pensiero ivi descritte operano 
separatamente e come interagiscono. II paragrafo 4 esamina Ie impliea-
zioni generali delle neuroscienze per I' economia. II paragrafo 5 consi-
dera in maggior dettaglio Ie implicazioni della neuroeconomia in rela-
zione a quattro temi economici: la sceita intertemporale, la presa di 
decisione in condizioni di rischio, Ia teoria dei giochi e la discrimina-
zione nel mercato dellavoro. La maggior parte dell'articolo ruota intor-
no a un tema: il modo in cui Ie neuroscienze possono influenzare i 
modelli dei mierofondamenti della presa di decisione individuale. II 
paragrafo 6 prende in esame alcune implicazioni pill vaste e generali e 
trae Ie conclusioni. 
J Il primo convegno ebbe luogo alia Carnegie-Mellon nel 1997. I convegni 
successivi furono ten uti in Arizona e a Princeton nel2001, in Minnesota nel2002, e a 
M~rtha's Vineyar~ nel 20?3. ~essio~i dedicat~ a questa settore di ricerca in rapido 
sVlluppo so no Oggl comUnl nel grandl convegm annuali sia nel campo dell'economia 
sia nel campo delle neuroscienze. 
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2. I METODI DELLE NEUROSCIENZE 
. L~ tec.nologie scientifiche sono qua1cosa di pill che strumenti di cui 
gh sClenzlati si servono per indagare i fenomeni cui sono interessati. Un 
nuovo strumento puo anche de/inire nuovi campi scientifici e abolire 
vecchi confini. II telescopio ha elevato t' astronomia al di Ia della mera 
speculazione cosmologica. II microscopio ha reso possibili progressi 
analoghi .in biologia. Lo stesso puo dirsi dell'economia. I suoi confini 
sono statl costantemente ridisegnati da strumenti quali la matematica, 
l';conometria e i metodi simulativi. Analogamente, l'attuale ondata 
d Int~resse per Ie neuroscienze e dovuta, in larga misura, all'uso di 
nuO~1 metodi capaci di mettere produttivamente in comunicazione l'eco-
noml~ e la psicologia. Questo paragrafo passa in rassegna alcuni di 
questr metodi. 
2.1. Visualizzazione cerebra Ie 
La visualizzazione cerebrale e oggi Ia tecnica neuroscientifica piu in 
Yoga. Per 10 pill, Ia visualizzazione cerebrale implica un confronto tra 
persone impegnate in compiti differenti: un compito «sperimentaIe» e 
un compito di «controllo». Le differenze tra Ie immagini relative ai due 
c?mpiti forniscono un quadro delle aree del cervello attivate in modo 
dlfferenziale dal compito sperimentale. 
Le tecniche di visualizzazione principali sono tre. La piu vecchia e 
I'elettroencefalografia (EEG), che utilizza elettrodi applicati aI cuoio 
capelluto per misurare I'attivita elettrica correlata a eventi di stimolo 0 
a risposte comportamentali (potenziali evento-correlati, event related 
potentials, ERP). Come I'EEG, anche la tomografia a emissione di 
positroni (positron emission tomography, PET), e una tecnica ormai 
vecchia, data Ia rapida evoIuzione delle neuroscienze, rna ancora utile. 
La PET rnisura il flusso ematico nel cervello - un ragionevoJe correlato 
dell'attivita neurale, dato che I'attivita neurale in un'area produce un 
incremento del flusso ematico nell' area stessa. II metodo di visualizza-
zione piu recente e oggi piu in yoga e la risonanza magnetica funzionalc 
(junctional magnetic resonance imaging, fMRI), che detcrmina il flus-
so ematico nel cervello a partire dalle variazioni delle propricta magnc-
tiche dovute all' ossigenazione del sangue (il cosiddetto «segnalc BOLD», 
blood oxygen level dependent). II confronto tra la registrazionc diretta 
delI'attivita neurale e Ie misure tramite fMRI confcrma che iJ segnalc 
BOLD riflette I'input ricevuto dai neuroni c Ja loro attivita (Logothctis 
et al. 2001). 
La fMRI si sta rapidamente affcrmando come tccnica d'eJczionc, 
rna ciascun metodo ha pregi e difetti. L'EEG ha un'eccellente risoluzio-
ne temporale (nell'ordine di un millisecondo) ed c J'unico metodo chc 
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misuri direttamente l' attivita neurale negli esseri umani, piuttosto che, 
ad esempio, il flusso ematico. La risoluzione spaziale, tuttavia, e bassa, 
ed e possibile misurare solo l' attivita delle regioni superficiali del 
cervello. D'altra parte, e possibile aumentare la risoluzione dell'EEG 
utilizzando un maggior numero di elettrodi. I metodi di interpolazione, 
assieme all'uso combinato di EEG e fMRI per misurare simultaneamen-
te i segnali provenienti dalle regioni superficiali del cervello e quelli 
provenienti dalle sue regioni interne, possono aprire la strada a tecniche 
statistiche per costruire un quadro dell' attivita delle varie parti del 
cervello a partire da segnali EEG. Dal punto di vista delle applicazioni 
all' economia, i vantaggi dell 'EEG sono la sua (relativa) non invasivita 
e la portabilita. Si puo prevedere che un giorno non lantana sara possi-. 
bile eseguire misure non invasive su persone impegnate nelle loro 
normali attivita quotidiane. La PET e la fMRI hanno una risoluzione 
spaziale migliore rispetto all 'EEG rna una risoluzione temporale peg-
giore, poiche il flusso ematico verso Ie aree neurali attive ha luogo con 
un ritardo stocastico che varia da qualche secondo (fMRI) a un minuto 
(PET). 
Le tecniche di visualizzazione cerebrale, tuttavia, forniscono solo 
una grossolana istantanea dell'attivita cerebrale. Si stima che i processi 
neurali abbiano luogo su una scala di 0,1 miIlimetri nell'arco temporale 
di 100 millisecondi (msec); rna la risoluzione spaziale e temporale di un 
tipico scanner e di 3 millimetri e di diversi secondi. E possibile calco-
lare la media dei risultati otten uti da un soggetto in pill prove e in tal 
modo formare immagini composite, rna questa pone limiti al disegno 
sperimentale. In ogni caso, la tecnologia ha fatto segnare rapidi progres-
si e progrediril ancora. Appaiono particolarmente promettenti Ie tecni-
che ibride, nelle quali vengono a combinarsi i vantaggi di metodi diffe-
renti. Sono state anche sViluppate tecniche per eseguire la scansione 
simultanea di pill cervelli (hyperscanning, iperscansione), che possono 
essere utilizzate per studiare Ie differenze di attivita in un insieme di 
individui nel contesto di giochi e mercati (Montague et al. 2002). 
2.2. Misurazione dell' attivita di singoii neUl'oni 
Anche Ie tecniche di visuaIizzazione cerebrale pill raffinate misura-
no soltanto l'attivita di «circuiti» comprendenti migliaia di neuroni. 
Nella misurazione dell'attivita di singoli neuroni vengono inseriti nel 
cervello minuscoli elettrodi, ciascuno dei quali registra la scarica di un 
sing% neurone. Come vedremo pill avanti, gli studi basati suIIa misu-
razione dell' attivita di singoli neuroni hanno prodotto alcuni sorpren-
denti risultati che, ci sembra, possono interessare l'economia. La misu-
razione a Hvello di singoli neuroni, tuttavia, e in buona sostanza limitata 
agli animali, poiche l'inserimento degli elettrodi danneggia i neuroni. 
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Dagli studi sugli animali si possono trarre utili informazioni sulI'uo-
rna poiche molte strutture e funzioni cerebrali dei mammiferi non umani 
sana simi Ii a quelle dell 'uomo (per inciso, somigliamo geneticamente a 
molte specie di scimmie pill di quanta esse non somigIino ad altre 
specie). Di solito, i neuroscienziati suddividono iI cervello in regioni 
grossolanamente delimitate che riflettono una combinazione di sviIuppo 
evolutivo, funzioni e fisiologia. Secondo la suddivisione pili in yoga, nel 
cervello, uno e trino, si puo distinguere un «cervello dei rettiIi», depu-
ta~o a~le fondamentali funzioni di sopravvivenza, un «cervello dei mam-
mIfen», che comprende Ie strutture neuraIi associate aIle emozioni so-
~iali, e un «cervello degli ominidi», che e peculiare degli esseri umani e 
lllcl~de wan parte della nostra sviluppatissima corteccia - 10 strato 
s~ttIl~, clrconvoluto, che riveste la superficie del cervello ed e responsa-
b.Ile ~I funzioni «superiori» come illinguaggio, la coscienza e la piani-
fI.ca~lOne a lungo termine (MacLean 1990). La misurazione dell'attivita 
dl smgoli neuroni, essen do sostanzialmente limitata agli animali non 
um~ni, ~a permesso finora di far luce soprattutto sui processi emotivi e 
motlvazlOnali che I 'uomo condivide con altri mammiferi, piuttosto che 
su processi di livello superiore come illinguaggio e la coscienza. 
2.3. Stimo/azione elettrica del cervello 
La stimolazione elettrica del cervello (electrical brain stimulation, 
EBS) e anch' essa una tecnica limitata in larga misura agli animali. Nel 
1954, gli psicoIogi James OIds e Peter Milner (Olds e Milner 1954) 
Scoprirono che i ratti apprendevano ed eseguivano nuovi comportamen-
ti in seguito alIa stimolazione elettrica di certe aree del cervello, 
stimolazione che fungeva da ricompensa. I ratti (come molti altri 
vertebrati, compreso I'uomo) si danno molto da fare in cambio di una 
stimolazione siffatta. Pur di ricevere una buona dose di EBS, essi 
Superano d 'un balzo ostaeoli, attraversano griglie elettrificate, rinuncia-
no alIa lora unica opportunita giornaliera di mangiare, di bere 0 di 
accoppiarsi. Gli animaIi, inoltre, scambiano Ia EBS con ricompense 
minori secondo princlpi di ragionevolezza - per es., quando sono affa-
mati richiedono pill EBS per rinunciare al cibo. A differenza delle 
ricompense date in natura, l'EBS non sazia. Spesso Ia stimolazione 
elettrica di aree specifiche del cervello suscita comportamcnti quali 
mangiare, bere (Mendelson 1967) 0 copulare (Caggiula e Hoebel 1966). 
Molte droghe d'abuso, come Ia cocaina, I'amfetamina, l'eroina, Ia 
cannabis e la nicotina, fanno abbassare la soglia in corrispondcnza della 
quale gli animali premono una leva per produrre I'EBS (Wise 1996). 
Malgrado Ie ovvie applicazioni in campo economico, siamo a conoscen-
za di un solo studio basato sulIa EBS compiuto da economisti (Green e 
Rachlin 1991). 
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2.4. Psicopatologia e lesioni cerebrali nell'uomo 
Le malattie mentali croniche (per es., la schizofrenia), i disordini 
della sviluppo (per es., I' autismo) e Ie patologie degenerative del siste-
ma nervoso ci aiutano a comprendere il funzionamento del cervelIo. La 
maggior parte delle malattie sono state associate a specifiche aree cere-
brali. In alcuni casi, la malattia progredisce secondo un percorso 
localizzabile topograficamente nel cervello. Il morbo di Parkinson col-
pisce dapprima i gangli basali, poi si estende alIa corteccia. Percio i 
primi sintomi del morbo di Parkinson fanno luce sulla funzione dei 
gangli basali (Lieberman 2000). 
Le lesioni cerebrali localizzate prodotte da incidenti e colpi apoplettici 
sono anch' esse una ricca fonte di informazioni, specie quando la lesione 
e fortuita (cfr., per es., Damasio 1994). Quando un paziente con una 
1esione localizzata in un' area X esegue un particolare compito peggio 
dei pazienti «normali» rna esegue altri compiti ugualmente bene, si puo 
concludere che l'area X permette di svolgere quel particolare compito. 
I pazienti sottoposti a interventi neurochirurgici come la lobotomia 
(utilizzata in passato nei casi di depressione) 0 la bisezione del cervello 
(un rimedio estremo per l'epilessia, impiegato ormai di rado), hanno 
fornito anch' essi dati preziosi (efr. Freeman e Watts 1942; Gazzaniga e 
LeDoux 1978). 
Infine, un metodo relativamente recente, la stimolazione magnetica 
transcranica (transcranial magnetic stimulation, TMS), prevede l'ap-
plicazione di campi magnetici pulsati (pulsed magnetic fields) che in-
terferiscono temporaneamente con l'attivita cerebrale in specifiche aree. 
Le differenze di ordine cognitivo e comportamentale prodotte da tale 
applicazione forniscono informazioni sulle aree che controllano Ie varie 
funzioni neurali. Il vantaggio teorico della TMS rispetto alla visua-
lizzazione cerebrale e che la TMS porta direttamente a inferenze causali 
suI funzionamento del cervello, mentre Ie tecniche di visualizzazione 
forniscono prove puramente correlazionali. Disgraziatamente, I 'uso della 
TMS e attualmente limitato aHa corteccia (dove risulta particolarmente 
utile per studiare l'elaborazione deH'informazione visiva nel lobo 
occipitale, nella parte posteriore del cervello). I1 suo impiego, inoltre, e 
controverso perche puo provocare convulsioni e puo avere altri effetti 
dannosi a lungo termine. 
2.5. M iSlire psicofisiclze 
Una vecchia e semplice tecnica e la misurazione di indici psi co-
fisiologici come la frequenza cardiaca, la pressione sanguigna e il 
riflesso psicogalvanico (correlato al sudore della palma della mano). Si 
tratta di misurazioni facili, non troppo invasive, attuabili senza partico-
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lari vincoli di luogo e in tempi molto rapidi. D'altra parte, per molte 
ragioni (per es., il movimento del corpo) Ie misurazioni possono fluttua-
re,.e molte combinazioni differenti di emozioni possono produrre risul-
tatI psicofisiologici simili, proprio come essere fermati da una pattuglia 
~ella polizia stradale e avere un appuntamento al buio possono produrre 
n~p.o~te emotive d' ansia molto simili. Spesso queste misurazioni sono 
utII~ III combinazione con altre tecniche, 0 in pazienti che e probabile 
abblano peculiari reazioni fisiologiche (per es., i soggetti sociopatici 
non mostrano Ie normali reazioni di paura rivelate dal riflesso psico-
galvanico prima di una possibile perdita monetaria). Anche la muscolatura f~cc.iaJe puo essere sottoposta a misurazione applicando piccoli elettro-
dl at m~scoli del sorriso (in corrispondenza dell' osso zigomatico) e ai 
muscoh corrugatori (tra Ie sopracciglia). 
2.6. Diffusion tensor imaging (DTI) 
Quella della diffusioll tensor imaging (DTI, Bihan et al. 2001) e una 
nUova tecnica che sfrutta la caratteristica dell 'acqua di fluire rapida-
mente attraverso gli assoni neurali mielinizzati. La visualizzazione del flu~so . d' acqua, di conseguenza, puo mostrare dove sono dirette Ie 
pr.OIezlOni da una regione neurale (allo stesso modo, osservando da un 
ehcottero l' andamento del traffico automobiIistico si puo scoprire qual-
Cosa dei flussi e dei riflussi dell' attivita sociale ed economica). Scoprire 
dove proiettano i neuroni di un' area e estremamente utile per compren-
d~re i circuiti neurali ed e un'importante integrazione della mera 
vIsuaIizzazione dell'attivita di una molteplicita di aree (tramite, per es., 
fMRI), che difficiImente permette di determinare quale attivita abbia 
luogo in quale momento. Inoltre, si tratta di una tecnica che non deve 
essere necessariamente applicata in vivo, che e un ovvio vantaggio. 
3. LE LEZIONI FONDAMENTALI DELLE NEUROSCIENZE 
II fatto che la maggior parte di queste tecniche si basi sulla localiz-
zazione dell' attivita cerebraJe puo facilmente alimentare la falsa im-
pressione che Ie neuroscienze cerchino semplicementc di elaborare una 
«geografia del cervello», una mappa nella qualc Ie varie parti del ccr-
vello sono associate a compiti differenti. Se Ie cose stessero cffcttiva-
mente COSl, gli economisti potrebbero tranquillamente passarc ad altro. 
In reaWi, Ie neuroscienze stan no cominciando a utilizzare Ie differenze 
di attivita nelle varie regioni del cervello, assieme ad altre informaz;oni, 
per fare luce sui principi dell'organizzazione e del funzionamento del 
cerveIlo, e cio sta modificando profondamente la nostra comprensionc 
del modo in cui it cervello ]avora. In questa paragrafo, il nostro obiet-
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tivo e mostrare come a1cuni dei risultati conseguiti dalle neuroscienze 
possono dimostrarsi preziosi anche per l' economia. 
3.1. Un quadro teorico a due dimensioni 
11 nostro terna dominante, come si vede nella tabella 1, e rappresen-
tato dalle due distinzioni menzionate nell'introduzione, la distinzione 
tra processi control/ati e processi automatici (Schneider e Shiffrin 1977) 
e quella tra cognizione e affetto. 
TAB. 1. Una caratterizzazione hidimensionale dei processi neurali 
Cognizione Affetto 
Processi controllati 
• seriali 
• percezione di sforzo I II 
• attivati deliberatamente 
• facile accesso introspettivo 
Processi automatici 
• paralleli 
• senza sforzo III IV 
• reflexive 
• nessun accesso introspettivo 
3.1.1. Processi automatici e processi controllati 
La distinzione tra processi automatici e processi controllati e stata 
introdotta da Walter Schneider e Richard Shiffrin (1977). Da allora, 
sono stati sviluppati molti modelli analoghi basati su due sistemi, varia-
mente etichettati: sistemi basati su regole e sistemi associativi (Sloman 
1986); razionali cd esperienziali (Kirkpatrick e Epstein 1992); reflective 
e reflexive (Lieberman et al. 2002); di tipo I e di tipo II (Kahneman e 
Frederick 2002). 
I processi control/ati, descritti nella tabella 1, sono scriali (usano 
proccdimcnti logici 0 coinputazionali «pas so per passo»), tendono a 
essere attivati deliberatamente dall' agente quando si imbatte in una 
difficolta 0 in qualcosa di sorprendente (Hastie 1984), e sono spesso 
associati a una percezione soggettiva di sforzo. Tipicamente, Ie persone 
sono in grado di fomire un resoconto introspettivo abbastanza fedele 
dei processi controllati. Ad esempio, se ci viene chiesto di dire come 
abbiamo risolto un problema di matematica 0 abbiamo scelto Ia nostra 
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nuova auto, siamo spesso in grado di riferire Ie considerazioni e i 
passaggi che ci han no condotto alIa scelta2• Gli strumenti standard 
d~ll'economia, come gli alberi di decisione e la programmazione dina-
mlc~, possono essere visti come rappresentazioni schematiche di pro-
cess} controllati. 
. I processi allfomatici so no I' opposto dei processi controllati su 
c~a.scuna di queste dimensioni - operano in parallel0, non sono accessi-
bIll alla coscienza e non richiedono uno sforzo particolare. II paralleli-
smo. permette risposte piu rapide, rende possibile I'elaborazione 
~~It}compito su larga scala e consente al cervello di eccellere in com-
~11I come I'identificazione visiva. Un altro effetto del parallelismo e la 
ndondanza, che riduce la vulnerabilita del cervello aIle lesioni. Perci(\ 
quando i neuroni di un 'area del cervello sono progressivamente distrut-
tl, Ie conseguenze si manifestano. tipicamente, in modo dolce e gradua-
Ie .(graceful de!:radatioll)3. I modelli a rete neurale 0 «connessionisti» 
svIluppati nella psicologia cognitiva (Rumelhart e McCleIIand 1986) 
pres~ntano queste caratteristiche; essi hanno trovato applicazione in 
molt! ambiti, anche commerciali. Questo tipo di modeIIi hanno una 
struttura molto differente dai sistemi di equazioni che gli economisti 
sana abituati a maneggiare. Diversamente dai sistemi di equazioni, si 
tratta di «scatole nere»: e difficile capire che cosa vi accada a partire 
dalla conoscenza dei singoli parametri. 
Poiche i processi automatici non so no accessibili alIa coscienza, 
spesso I'introspezione ci dice sorprendentemente poco de11e cause di 
una scelta 0 di un giudizio di tipo automatico. Una faccia ci appare 
«attraente» 0 un commento verbale ci suona «sarcastico» automatica-
mente e senza sforza. E solo in un secondo momenta che il sistema 
Controllato puo riflettere suI giudizio prodotto e cereare di giustificarJo 
10~icamente, cosa che avviene spesso sulJa base di false ragioni (per es., 
WIlson, Lindsey e Schooler 2000). 
I processi automatici e controllati possono essere distinti, entro certi 
Jimiti, sulla base della loro localizzazione nel cervello (Lieberman et al. 
2002). Le aree coinvolte nell' attivita cognitiva automatica sono con-
centrate nella zona posteriore (occipitale), superiore (parictale) c latera-
Ie (temporal e) del cervello (vedi fig. 1). L' amigdala, situata in profondi-
2 Sono stati sviluppati sofisticati metodi che permettono di massimizzarc la validitil 
di «protocolJi verbali» siffatti (efr., per es., Simon). 
3 La capacita di ricupero del cervello in seguito a danni csogeni i:: accresciuta da 
Un 'altra proprieta, la plasticita. In uno studio che illustra gli effct!i dclla plasticitil, i 
nervi ottici di aleuni furetti (che, appena nati, sana ancora relativamentc immaturi e iI 
cui cervelJo, in questo stadio di sviluppo, e an cora molto plastico) fumno recisi al 
momento della nascita e riconnessi alia corteccia uditiva (l'area del cervello deputata 
alJ'elaborazione dei suoni). I furetti impararono a «vedere» servendosi dC/la eortcccia 
uditiva e alcuni neuroni della corteceia uditiva finirono can I' aequisirc Ie caratteristiche 
fisiche de; neuroni della corteccia visiva (von MeJchner, Pallas e Sur 20(0). 
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ta aI di sotto della corteccia, e responsabile di moite e importanti 
risposte automatiche di tipo affettivo, in particolare della paura. I pro-
cessi controllati sono 10caIizzati soprattutto nelle aree frontali (orbitali 
e prefrontaIi) del cervello. La corteccia prefrontale e chiamata a volte 
area «esecutiva», poiche riceve segnaIi da quasi tutte Ie aItre aree, Ii 
integra per form are scopi a breve e a lungo termine e pianifica azioni 
che tengano conto di questi scopi (Shallice e Burgess 1996). L'area 
prefrontale e la regione che pili e aumentata di volume nel corso del-
l'evoluzione umana e che ci differenzia maggiormente dai nostri cugini 
primati (Manuck et al. 2003). 
FIG. 1. Ii cervello umano e Ie aree di maggiore interesse per la neuroeconomia. 
I processi automatici - cognitivi 0 affettivi che siano - rappresenta-
no la modalita di default del funzionamento del cervello. Sono inces-
sante mente all'opera, anche quando sognamo, e da essi ha origine gran 
parte dell' attivita elettrochimica del cervello. I processi controllati en-
trano in gioco in momenti particolari, quando i processi automatici 
subiscono un' «interruzione», che puo verificarsi perche accade qualco-
sa di inaspettato, 0 per effetto di un intenso stato visceraIe, 0 perche una 
persona ha di fronte una sfida esplicita - una decisione mai presa prima 
o qualche altro tipo di problema. Siccome i processi controllati, a 
differenza dei processi paralleli, so no ben descritti dal calcolo economi-
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co, si potrebbe dire che I' economia entra in gioco in caso di «interruzio-
ni» (interrupt) 0 «soppressioni» (override)4. 
3.1.2. Processi affettil'i e processi cognitivi 
La second a distinzione, rappresentata dalle due colonne della tabel-
la ~,e quella tra processi affettil'i e processi cognitivi. Questa distinzio-
ne e largamente diffusa nella psicologia contemporanea (per es., Zajonc 
1980; 1984; 1998; Zajonc e McIntosh 1992) e nelle neuroscienze 
(D~masio 1994; LeDoux 1996; Panksepp 1998), e Ia sua origine storica 
puo essere fatta risalire agli antichi Greci e pill indietro ancora (secondo Pla~one, I 'uomo e alIa guida di un carro trainato da due cavalli, la 
raglOne e Ie passioni) . 
. I tratti distintivi dei processi affettivi sono per certi aspetti con-
tromtuitivi. Non v'e dubbio che la maggior parte delle persone associ 
affet.to e sentimenti, e nella maggior parte dei casi gIi stati affettivi 
SUscItano effettivamente sentimenti quando la loro intensita raggiunge 
un valore di soglia. Tuttavia, per gli psicologi, la caratteristica principa-
Ie dell'affetto non e data dai sentimenti che gli sono associati, rna dal 
suo ruolo nella motivazione umana. Tutti gli affetti portano con se 
«tendenze alI'azione» (Frijda 1986): ad esempio, Ia rabbia ci spinge 
all' aggressione, il dolore a fare qualcosa per alleviarlo, la paura a 
scappare (0, in taluni casi, a restare immobili, come paralizzati). I~ 
reaIta, nella maggior parte dei casi I'affetto opera probabilmente al dl 
sotto della soglia della consapevolezza conscia (LeDoux 1996). Come 
Osserva Carter (1999, 22): «Ia valutazione cosciente dell' emozione ap-
pare sempre pill come un elemento minore, e tal volta inessenziale, di un 
sistema di meccanismi di sopravvivenza che operano soprattutto - an-
che negli adulti - a livello inconscio». I processi affettivi, secondo la 
definizione di Zajonc (1998), sono quel1i che riguardano qucstion.i dcll.a 
forma «vado/non vado»: essi, cioe, motivano il comportamento dl avvl-
cinamento 0 di evitamento. I processi cognitivi, per contro, sana quclli 
che affrontano questioni della forma «vero/falso»5. 
L'affetto, neI sensa in cui usiamo qui il termine, comprcndc no~ 
solo emozioni come la rabbia, Ia paura e la gelosia, rna anchc stat I 
pulsionali come la fame, la sete e il desiderio sessuale, e stati motivazionali 
4 Per adottare Ie felici espressioni usate, rispettivamente, da David Laihson c 
Andrew Caplin. . 
5 Secondo questa definizione, i processi neurali che non sono accompagnatl da 
tendenze all 'azione non sono affetti, mentre possono benissimo esistere processi ncurali 
che pur provocando azioni non sono propriamente ~efinibili come affctti - pcr csc~pio, 
i riflessi che ci fanno ritrarre la mano quando tocchlamo un oggetto rovcntc 0 prendlamo 
la scossa. 
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come il dolore fisico, il malessere (per es., la nausea) e il craving - il 
desiderio intenso e incontrollabile - suscitato dalle droghe. Buck (1999) 
si riferisce a questi ultimi fattori col termine «affetti biologici», che egli 
distingue dai piu tradizionali «affetti sociali». L' affetto, percio, e molto 
vicino alla nozione classica di passione. Sebbene emozioni come la 
rabbia e la paura possano apparire qualitativamente differenti dagli 
affetti biologici, i tratti in comune sono pili numerosi di quel che si 
potrebbe credere. Ad esempio, un recente studio ha mostrato che quan-
do ci sentiamo offesi si attivano Ie stesse aree cerebrali che si attivano 
in seguito a una frattura ossea 0 ad altre lesioni fisiche (Eisenberger et 
al.2003)6. 
3.1.3. I quadranti all' opera: un'illustrazione 
La combinazione di queste due dimensioni definisce quattro qua-
dranti (contrassegnati dalle etichette da I a IV nella tab. 1). II quadrante 
I e chiamato in causa quando, immersi nei caleoli del valore attuale, 
cerchiamo di capire se ci conviene rifinanziare la casa. II quadrante II e 
certamente il piu raro in forma pura; e usato dagli attori che adottano il 
metodo Stanislavsky, i quali immaginano precedenti esperienze emoti-
ve per far credere agli spettatori di stare provando quelle emozioni. Ii 
quadrante III govern a il movimento della mana di chi, giocando a 
tennis, risponde a un servizio; e il quadrante IV vi fa trasalire quando 
qualeuno, alle vostre spalle, esclama «bu!». 
Gran parte del comportamento e il prodotto dell'interazione di tutti 
e quattro i quadranti. Immaginate che in una festa la padrona di casa vi 
si avvicini con un piatto di sushi in mano. 
Quadrante III. Il vostro primo compito e determinare che cosa vi sia 
nel piatto. La corteccia occipitale, nella parte posteriore del cervello, e 
la prima a entrare in azione, raccogliendo i segnali che provengono, 
tramite il nervo ottico, dall' occhio. Essa decodifica il sushi nei termini 
di configurazioni elementari di Ii nee e angoli, dopo di che, attraverso un 
«processo a cascata», giunge a discernere forme pili grandi (Kosslyn 
1994). Piu a valle, nella corteccia visiva temporale inferiore, questa 
6 I ricercatori visualizzavano I'attivita cerebrale dei soggetti mediante fMRI 
(risonanza magnetica funzionale) mentre questi erano impegnati in un videogioco 
realizzato in modo da provocare un sentimento di rifiuto sociale. Ai soggetti veniva 
detto che il gioco consisteva nello scambiarsi una palIina con altri due giocatori, rna in 
realta Ie due figure animate che i soggetti vedevano sullo schermo eraDO controllate dal 
computer. Dopo una fase di gioco a tre, gli aItri due «giocatori» cominciavano a 
escludere i soggetti scambiandosi Ia pallina tra di loro. L'offesa sociale provocava 
l'attivazione di una zona della corteccia delta giro del cingolo anteriore, che e collegata 
anche al dol ore fisico, e l'attivazione dell' insula, che e collegata a situazioni di 
malessere fisico e sociale. 
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informazione e integrata con rappresentazioni memorizzate di oggetti 
che vi permettono di riconoscere come sushi cio che e nel piatto. 
Qu~st'ultimo processo e straordinariamente complicato (e per i ricerca-
t~n neI campo dell'intel1igenza artificiale ricostruirlo al computer si e 
dlmostrato molto difficiIe) perche gli oggetti possono presentarsi se-
condo un enorme numero di forme, orientamenti e dimensioni. 
Quadrante IV. 13 qui che I'affetto entra in gioco. I neuroni della 
corteccia visiva temporale inferiore sono sensibili unicamente alJ'iden-
tita di un oggetto; non vi dicono se avra un buon sapore. L'output della 
corteccia visiva temporale inferiore, come pure I'output di altri sistemi 
sensoriali, viene inviato alla corteccia orbitofrontale perch6 determini iI 
«val ore di gratificazione dell' oggetto». S i tratta di un' informazione del 
tutto peculiare. In termini economici, quel che e rappresentato non e 
pur~ mformazione (cioe, che quelIa cosa e sushi) ne pura utilita (cioe, 
c?e e qualcosa che mi piace) rna piuttosto una combinazione di informa-
ZlOne e utilita. 13 come se certi neuroni della corteccia orbitofrontale 
dicessero «questo e sushi ed e quelIo che voglio». 
II valore di gratificazione del sushi dipende a sua volta da parecchi 
fattori. In primo luogo, c' e la vostra storia personale con il sushi. Se il 
sushi in passato vi ha fatto male nutrirete nei suoi confronti un'avver-. , 
SlOne inconscia e automatica (<<condizionamento aversivo del gusto»). 
L.'amigdala sembra svolgere un ruoIo cruciale in questa tipo di appren-
dlmento a lungo termine (LeDoux 1996). In secondo Juogo, il valore 
gratificatorio del sushi dipendera da quanta siete affamati al momenta; 
Ie persone possono mangiare di tutto 0 quasi - erba, insetti, carne umana 
- se hanno abbastanza fame. La corteccia orbitofrontale e I'ipotalamo, 
una struttura subcorticale, sono sensibili al livello della fame (Rolls 
1999). Quando vediamo 0 assaggiamo del dbo, se siamo affamati i 
~e~roni di queste aree scaricano pili rapidamente; se non siamo affama-
tI, mvece, scaricano me no rapidamcnte. 
Quadranti I e II. Spes so l'elaborazione ha tcrminc prima che i 
quadranti I e II entrino in azione. Se siete affamati, e vi piace il sushi, 
la corteccia motoria vi fara allungare Ia mana verso il sushi per prcnder-
10 e mangiarIo, facendo appello ai processi automatici del quadrantc III 
(allungare la mano) e IV (gusto e piacere). In aJcune circostanzc, tutta-
via, possono entrare in gioco livelli di elaborazionc supcriori. Sc di 
recente avete visto un documentario sui rischi cui va incontro chi man-
gia pesce crudo, vi tirerete indietro; oppure, se il sushi non vi piacc rna 
leggete gia il disappunto negli occhi della padron a di casa, che ha 
preparato il sushi con Ie sue mani, 10 mangerete comunque (0 10 pren-
derete per poi occultarlo con discrezione sotto un tovagliolo non appcna 
la padrona di casa si gira dall'altra parte)7. Queste considerazioni cspli-
7 Romer (2000) usa I'esempio del gusto delle arachidi per !limostwfe che 
comprendere Ia causa delle preferenze rivelate non e irrilevante. Una persona trova iJ 
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cite chiamano in causa sentimenti anticipati (vostri e della padrana di 
casa) e fanno appello a ricordi espliciti custoditi da una formazione del 
cervello detta ippocampo (vedi fig. 1), alle afferenze pravenienti dal 
sistema affettivo (il cosiddetto «sistema limbico»), e a processi di pre-
visione (pianificazione) di cui e responsabile la corteccia prefrontale. 
Poiche la teoria economica standard e descritta nel modo pili natu-
rale nei termini dei processi controllati, cognitivi del quadrante I, nel 
resto di questa paragrafo ci concentreremo sull' altro membra di ciascu-
na dicotomia - i processi automatici e quelli affettivi - fornendo ulterio-
ri dettagli suI loro funzionamento. 
3.2. Processi automatici 
Vedremo ora come i processi automatici possano essere caratteriz-
zati nei termini di alcuni as petti cruciali dell'attivWt neurale. Una Iista 
ristretta comprende il parallelismo, la specializzazione e Ia coordina-
zione. Scendendo un po' pili nel dettaglio, si puo dire che: 1) buona 
parte dell'elaborazione cerebrale implica processi che avvengono in 
parallelo e non sono accessibili alla coscienza; 2) il cervello impiega 
una molteplicita di sistemi specializzati per svolgere specifiche funzio-
ni; 3) il cervello utilizza i sistemi specializzati esistenti per svolgere in 
modo efficiente nuovi compiti, indipendentemente dalle funzioni che 
originariamente ne avevano causato l'evoluzione. 
gusto delle araehidi squisito, rna e allergiea a questo fmtto e sa ehe se 10 mangiasse, Ie 
conseguenze sarebbero disastrose. Quando e affamata, il sistema viscerale la motiva a 
mangiare araehidi, rna il sistema deliberativo, con la sua capaeita di prendere in 
considerazione anche Ie eonseguenze lontane delle azioni, la trattiene dal farlo. Una 
seconda persona ha sviluppato da parecchi anni un 'avversione gustativa per Ie arachidi 
perche si e sentita male sub ito dopo averne mangiate. A livello cognitivo, Ia persona e 
perfettamente consapevole che il suo malessere non era stato provocato dalle arachidi, 
rna il sistema viscerale taglia fuori la consapevolezza cognitiva. La teoria delle preferenze 
rivelate si fermerebbe aHa conc1usione che aile arachidi e associata una disutilita per 
entrambe Ie persone. Ma il fatto che i meccanismi soggiacenti aile lora preferenze 
siano diversi comporta differenze predicibili in altri tipi di comportamento. Ad esempio, 
la persona con avversione gustativa mostrera una pill alta elasticita in rapporto al 
prezzo (mangera arachidi, se verra pagata abbastanza) e, dopo aver mangiato Ie arachidi 
alcune volte, imparera ad apprezzarle Oa sua avversione gustativa puo essere «estinta»). 
Alia persona allergica piacera anche I'odore delle arachidi, che alia persona con 
avversione gustativa invece non piaee. Anche i trattamenti sono differenti: Ie terapie 
cognitive per Ie fobie innocue e l'avversione gustativa mostrano come usare 
l'elaborazione cosciente del quadrante I per tagliar fuori gli impulsi viscerali del 
quadrante IV; i1 trattamento delle persone che non mangiano Ie arachidi per effetto di 
un'allergia e limitato invece alia terapia medica. 
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3.2.1. Parallelismo 
II eervel10 esegue un' enorme quantita di eomputazioni differenti in 
forma parallela. A causa dell' architettura dei sistemi neurali, basata su 
«reti» fortemente interconnesse, Ie computazioni ehe avvengono in una 
zona del cervello sono potenzialmente in grado di influenzare qual un-
que altra eomputazione, anche in maneanza di connessioni logiehe 0 
razionali. . 
Recenti studi psicologici sull' elaborazione automatica forniseono 
mol~i e stupefaccnti esempi di questa tipo di interazioni spurie. In uno 
S~UdlO partlcolarmente ingegnoso, Epley e Gilovich (2001) ehiedevano 
al s?ggetti di valutare Ia qualita aeustiea di una cuffia mentre seuoteva-
no. II capo in direzione alto-basso 0 destra-sinistra (ai soggetti veniva 
splegato che scuotere il capo era parte integrante del «test del prodot-
to»). I soggetti che dovevano scuotere il capo in direzione alto-basso d~va~o valutazioni pill favorevoli di quelli che dovevano scuoterla in 
dlrezlOne destra-sinistra, presumibilmente perche nella nostra cultura il 
movimento del capo dall' alto in basso e associato a un atteggiamento di 
app:ovazione, e quello destra-sinistra a un atteggiamento di disappro-
vaZlOne. Un cffetto analogo sulle preferenze e state osservato anehe 
quando i soggetti dovevano fare Ie Ioro valutazioni stringendo una 
penna orizzontalmente fra i denti oppure tenendola fra Ie labbra (come 
quando si tira una boecata da una sigaretta). La prima condizione 
costringe la bocea a un sorriso, il ehe migliorava Ie valutazioni, mentre 
l~ seconda costringe 1a bocca a un' espressione eorruceiata, iI ehe peg-
glOrava Ie valutazioni. Quel ehe il eervello sembra fare, in tutti questi 
casi, e ricercare un «equilibrio globale» ehe concili l'azione cui il 
soggetto e costretto (per es., iI sorriso forzato) con la risposta e gli 
attributi percepiti dell' oggetto valutato. 
Dato che Ie persone sono capaci di deliberazione razionale, perchC 
mai i processi di pensiero del quadrante I non correggono J'attivita 
automatica prodotta dai processi dei quadranti III e IV in easo di errori? 
In effetti, a volte Ie cose vanno COSl: i piloti apprendono a fidarsi del 
lora quadro strumenti anche quando e in conflitto con Ie 10TO intuizioni 
sensoriali sulla direzione deII'aeroplano, rna questa e J'eccezione piut-
tosto che la regola. Per tagliar fuori i processi automatici, il quadrante 
I deve anzitutto: a) riconoscere ehe l'impressione iniziale c sbagliata (iJ 
che richiede autoconsapevolezza circa iI comportamento negli altri 
quadranti) e poi b) correggere deliberatamente quell'irnpressione. Ma 
quando l'interpretazione ha luogo al di fuori della coscicnza non vi 
saranno campanelli d'allarme ad attivare il riconoscimento richicslo in 
a). Senza dubbio e COS! che vanno Ie cose negli studi di Epley e Gilovich. 
Anche quando I'influenza esterna e evidente e inappropriata, 0 il sog-
getto e avvertito in anticipo, il processo di pensiero necessario per 
correggere Ia prima irnpressione e tutt'altro che banale, e compete per Ie 
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risorse mentali e l'attenzione con tutti gli altri processi che hanno luogo 
in quello stesso momenta nel cervello (Gilbert 2002). La competizione 
tra i processi di rilevazione di configurazioni, rapidi e inconsci, e la loro 
modulazione, lenta e faticosa, ad opera dei processi deliberativi, non e 
una competizione leale; ne segue che Ie impressioni automatiche fini-
scono con l'influenzare il comportamento per la maggior parte del 
tempo. 
3.2.2. Specializzazione 
I neuroni localizzati in parti diverse del cervello hanno forme e 
strutture differenti e differenti proprieta funzionali, e operano in modo 
coordinato a form are sistemi funzionalmente specializzati. Spesso Ie 
neuroscienze progrediscono associando funzioni psicologiche note ad 
aree cerebrali ben delimitate. Ad esempio, Ie aree di Broca e di Wernicke 
so no implicate, rispettivamente, nella produzione e nella comprensione 
dellinguaggio. Questo ci e noto, in parte, perche i pazienti con Iesioni 
nell'area di Wernicke emettono frasi neUe quali Ie singole parole sono 
articolate correttamente rna, unite assieme, producono un discorso scon-
clusionato, non grammaticale. 
OItre che fare luce sulla natura di questi sistemi specializzati, Ie 
neuroscienze hanno condotto alla scoperta di nuovi sistemi funzionali, 
alcuni dei quali del tutto inaspettati. Ad esempio, in un intervento 
neurochirurgico su una paziente affetta da epilessia, e stata individuata 
una piccola area del suo cervello che, dietro stimolazione, ne provocava 
il riso (Fried 1998), il che fa pensare che potrebbe esistere un «sistema 
per l'umorismo». I neuroscienziati hanno anche individuato un'area nel 
lobo temporale che, quando e stimolata elettricamente, produce intensi 
sentimenti religiosi - ad esempio, il sen so di una presenza sacra 0 
addirittura visioni esplicite di Dio 0 di Cristo, anche in persone per il 
resto irreligiose (Persinger e Healey 2002). 
Pio in generale, Ie neuroscienze hanno cominciato a modificare il 
quadro dei processi funzionali nel cervello, in alcuni casi identificando 
processi cerebrali distinti che assolvono aHa stessa funzione, e in altri 
rivelando connessioni tra processi che erano considerati distinti. 
Un esempio del primo caso e la memoria. Gli studi di pazienti con 
lesioni ccrebrali localizzate hanno confcrmato I'esistenza di sistemi di 
memoria distinti, che possono essere danneggiati in modo selettivo. I 
pazienti con amnesia anterograda, ad esernpio, sono in grado di ricorda-
re conoscenze acquisite prima della lesione nonche di acquisire cono-
scenze procedurali irnplicite, tra cui abilita percettivo-motorie come la 
capacita di leggere un testo aBo specchio, rna non sono in grado di 
ricordare nuove informazioni esplicite per pili di circa 15 secondi. 
Nondirneno, questi pazienti amnesici sono in grado di acquisire nuove 
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associazioni emotive anche senza i ricordi espliciti necessari a dare loro 
un ~ignificato. In un famoso esempio, un medico si presentava a un 
pazlente tenendo nascosta nella mana una puntina da disegno che pun-
geva il ma1capitato quando i due si stringevano Ia mano. In occasione 
d~,Il:incontro successivo, il paziente, sebbene non ricordasse di avere 
gla mcontrato il medico, rispondeva negativamente a1 suo arrivo e si 
guardava bene dallo stringergli la mano . 
. Un esempio del secondo caso e l'esperienza della paura e il ricono-
SClmento della paura negli altri. Nel provare un'emozione e nel ricono-
s~ere quell' emozione quando e espressa da altri, sembrano essere in 
glOco processi distinti. Risultati recenti, pen), suggeriscono che Ie cose 
potrebbero stare diversamente. Numerosi studi hanno mostrato che 
l'amigdala - un piccolo «organo» situato nel cervello che e strettamente 
connesso anche al senso dell' odorato - ha un ruolo nella risposta di 
pau~~. Nei ratti e in altri animali, Ie lesioni dell'amigdala alterano 0 
addlfIttura cancellano Ie risposte di paura. Gli esseri umani con lesioni 
dell' ~migdala provocate da apoplessia cerebrale mostrano deficit ana-
loghl quando si tratta di reagire a stimoli minacciosi. 
Negli esseri umani, Ie stesse Iesioni che alterano Ie risposte di paura 
danneggiano anche Ia capacita di riconoscere Ie espressioni facciali di 
paura negli altri e di raffigurare tali espressioni in un disegno. La figura 
2 mostra come una paziente con una 1esione delI'amigdala rappresen-
tasse varie emozioni quando era chiamata a raffigurarle in un disegno. 
La paziente riusciva a rendere la maggior parte delle emozioni dando 
prova di una note vole perizia artistica. Ma quando si trattava di raffigu-
rare un' espressione di paura si trovava in difficolta. Nemmeno provava 
a disegnare la faccia di un adulto; disegnava invece un bambino piccolo 
che strisciava carponi con l'aria apprensiva. 
II fatto che Ie persone che non provano paura non siano in grado 
neppure di riconoscerla 0 di rappresentarIa in una figura suggerisce che 
due fenomeni che erano ritenuti distinti - provare e rappresentare la 
paura - condividano in realt?! importanti tratti comuni. Inoltre, cio 
solIe va l' affascinante possibilita che per riconoscere un' emozione negli 
altri si debba essere in grado di provarla personalmente (cfr. Goldman 
2003). 
L'idea che esistano sistemi specializzati attivabili in situazioni spe-
cifiche potrebbe avere profonde conseguenze per l'economia. II model-
10 standard del comportamento economico assume che vi sia un insieme 
unitario di preferenze che Ie persone cercano di soddisfare, e spesso gli 
economisti criticano nella psicologia la mancanza di una prospettiva 
unificata del genere. Tuttavia, l'esistenza di sistemi specializzati, atti-
vati se1ettivamente, solleva 1a questione se cercare di costruire una 
teoria unificata del comportamento sia la strada giusta per dar conto del 
comportamento umano in tutta la sua complessita. Come ha opportuna-
mente sottolineato Jonathan Cohen in un recente convegno sulla 
355 
SORPRESA 
RABBIA 
TRISTEZZA 
,'~-~ 
I , - .... ' ( " 
,', ' 
I .~~- ~ '\/~ ~1.! 
. ,....(::: ) 
.~~.,,/ 
DISGUSTO 
PAURA 
FIG. 2. Rappresentazioni di alcune emozioni in disegni eseguiti da una paziente con 
lesione delI'amigdala. 
Fonte: Adolphs et af. (1995). 
neuroeconomia, «se I' economia ha una teoria e gli psicologi ne hanno 
moIte forse dipende dal fatto che il cervello utilizza sistemi differenti 
per risolvere problemi differenti». 
3.2.3. Coordinazione 
II cervello - in un modo che resta da chiarire - e in grade di decidere 
come svolgere i compiti che gli sono assegnati in modo efficiente, 
usando i sistemi specializzati che ha a disposizione. Quando il cervello 
affronta un nuovo problema, fa appello dapprima a una molteplicita di 
aree, tra cui, spesso, la corteccia prefrontale (dove si concentrano i 
processi controllati). Ma in seguito si ha una semplificazione, e I'attivi-
ta si concentra in aree specializzate nell' elaborazione delle informazio-
ni pertinenti al compito. In uno studio (Haier et al. 1992), l'attivita 
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cerebrale dei soggetti era esaminata in differenti momenti, a mana a 
mano che acquisivano esperienza in un gioco per computer (Tetris), che 
richiede rapidita di coordinazione occhio-mano e abilita di ragionamen-
to spaziale. AI1'inizio. il livel10 di arOllsal dei soggetti era elevato e 
~olte parti del cervello erano attive (fig. 3, pannello a sinistra). Tutta-
VIa, andando avanti nel gioco il flusso ematico totale verso il cervello 
diminuiva in misura co~side;evole e l'attivita residua era localizzata 
solo in alcune regioni del cervello (fig. 3, panne110 a destra). 
. Proprio come un 'economia, idealmente, risponde all'introduzione 
dl.un nuovo prod otto concentrando gradualmente la produzione nelle 
aZIende in grado di produrre i beni migliori pill a buon mercato, allo 
stesso modo si direbbe che il cervel1o, a mana a mana che acquisisce 
esperienza in un compito 0 in un problema, concentri gradual mente 
l'elaborazione in regioni e sistemi specializzati in grado di operare in 
modo automatico ed efficiente e con poco sforzo. 
FIG. 3. Regioni di attivazione cerebraJe in un soggetto che giocava per la pri!fia v()lt~ 
a Tetris (panneIJo a sinistra) e neJlo stesso soggetto dopo aJcunc scttllnanc dJ 
pratica (pannello a destra). 
Fonte: Haier et af. (1992). 
Lo e Repin (2002) hanno ottenuto un risultato simile in un interes-
sante studio relativo a operatori professional; suI mercato dei cambi e 
dei derivati, che erano sottoposti a varie misure psicofisiologiche nel 
corso delI'attivita di compravendita. Gli operatori menD espcrti mostra-
vano significative reazioni fisiologiche a circa la meta degli eventi del 
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mercato (per es., un'inversione di tendenza). Gli operatori pili esperti 
reagivano in modo molto meno marcato agli stessi eventi. Evidente-
mente, anni di esperienza di automatizzazione permettevano agli opera-
tori anziani di reagire con calma ad eventi improvvisi che per i novizi, 
invece, erano fonte di turbamento emotivo. 
Date Ie rigide limitazioni dei processi controllati, il cervello e co-
stantemente impegnato nell' automatizzazione di qualche compito - cioe 
nella sua esecuzione attraverso processi automatici anzicM controllati. 
In effetti, uno dei caratteri distintivi dell'expertise in un'area e l'uso di 
processi automatici, come Ie immagini mentali e Ia categorizzazione. In 
una ricerca ormai famosa, Gobet e Simon (1996) hanno studiato il 
ricordo di configurazioni di pezzi del gioco degii scacchi collocati su 
una scacchiera. I giocatori di scacchi pill esperti erano in grado di 
memorizzare Ie posizioni dei giocatori quasi istantaneamente, posto che 
tali posizioni corrispondessero a una partita plausibile. Se i pezzi erano 
disposti a caso, gli esperti non facevano granche meglio dei novizi. 
Ricerche ulteriori hanno mostrato che i grandi maestri di scacchi memo-
rizzano circa 10 .000 differenti posizioni che sanno riconoscere quasi 
istantaneamente e aIle quali sanno dare risposta. Ricerche pili recenti 
suIla presa di decisione suggeriscono che si tratta di un fenomeno pili 
generale, poicM spesso Ia presa di decisione assume la forma di un 
confronto di configurazioni (pattern matching), piuttosto che quella di 
una valutazione esplicita di costi e benefici (per es., Leboeuf 2002; 
Medin e Bazerman 1999). 
In a1cuni casi, 1 'uso continuato di particolari sistemi specializzati 
puo produrre cambiamenti fisicamente rilevabili. Ad esempio, alcuni 
studi hanno rivelato, nei violinisti che usano la sinistra per la diteggiatura, 
un incremento volumetrico delle aree corticali corrispondenti alle dita 
della mana sinistra (Elbert et al. 1995), ed e stato scoperto che nei 
tassisti londinesi Ie strutture cerebrali deputate ana navigazione e alla 
memoria spaziale (l'ippocampo) sono pili sviluppate delle aree corri-
spondenti in individui che svolgevano altre professioni (Maguire et ai. 
2000). La natura del rapporto causale e difficile da determinare esatta-
mente (non si puo escludere che differenze preesistenti nelle dimensioni 
delle aree cerebrali coinvolte influenzino Ie inclinazioni e Ie scelte 
professionali delle persone), rna un nesso causale nella direzione suppo-
sta e stato dimostrato per il canto degli uccelli, i cervelli dei quali 
appaiono differenti a seconda che essi siano stati esposti 0 no al canto 
caratteristico della loro specie (Whaling et al. 1997). 
3.2.4. II principio «chi villce piglia tutto» nei process; neurali 
Un altra punto di contatto con i meccanismi economici e il principia 
dell'elaborazione neurale dell'informazione secondo cui «chi vince pi-
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glia tutto» (Nichols e Newsome 2002). Anche se vi sono moite cose che 
non sappiamo del modo in cui I' incessante attivita neuraIe si coagula in 
un percetto categoriale 0 in una decisione, sappiamo pero che il cerveI10 
no? ~emp~e opera un'integrazione (cioe, caIcola Ia media) dei segnali de~ smgoh.neuroni. In particolare, quando due gruppi distinti di neuroni 
:el~ol~n.o mformazioni differenti suI mondo esterno, accade spesso che 
II glUdlZI? percettivo che ne risulta faccia proprie Ie informazioni di un 
g~u~pO dI neuroni e sopprima completamente Ie informazioni dell'altro. 
SI d.lC~ alIora che I' estrazione neurale del segnale obbedisce al principio 
«ChI vI.nce piglia tutto». II risuItato e che molti processi cerebrali sono 
ess~n.z~aImente categoriali, cioe producono percezioni e pensieri ben 
defmltI anche quando Ie informazioni in arrivo sono fortemente ambi-
gue
8
• I vantaggi di questa principio sono evidenti, posto che la «missio-
ne» del cervelIo sia quella di dare il via a un'azione discreta 0 di 
categorizzare un oggetto, cioe assegnarlo a un tipo discrete piuttosto 
che ~ un altro. Lo svantaggio e che I 'aggiornamento del1e credenze in ~unzlOne delle nuove informazioni procede a salti: Ie credenze restano 
mvariate fincM nuove informazioni non conducono alIa ricategoriz-
zazione, per poi mutare improvvisamente e radicalmente quando l'ac-
cumularsi di informazioni provoca una nuova categorizzazione (cfr. 
Mullainathan 2002). 
3.3. Processi affettivi 
Considerare iI modo in cui il cervello si e evoluto e cruciale per 
comprendere il comportamento umano. In molti domini - dal mangiare 
al bere, dal sesso all 'uso di droghe - iI comportamento umano somiglia 
a queUo dei nostri parenti mammiferi - cos a che non deve sorprenderci. 
percM abbiamo in comune con lora molti dei meccanismi neurali che 
sono responsabili di questi comportamenti. Motti dei processi che av-
vengono in questi sistemi sono affettivi, piuttosto che cognitivi, nel 
sensa che hanno direttamente a che fare con la motivazione. Cio potreb-
be contare poco daI punto di vista dell'economia, se non Fosse chc i 
princlpi che governano il sistema affettivo - il modo in cui esso funzio-
8 Alternativamente, si potrebbe immaginare che Ie percezioni 0 Ie credcnzc 
riuniscano in se tutte Ie informazioni neurali pertinenti (il che sarcbbe anche piu in 
linea con I'aggiornamento bayesiano). Per quel che possiamo dire. iI ccrvello c in 
grado di usare entrambi i princlpi di aggregazione: se popolazioni neurali diffcrcnti 
veicolano informazioni «simili», il giudizio percettivo che compiessivamcntc ne risulta 
e una media di tutte Ie informazioni; se veicolano informazioni mollo differenti. il 
giudizio complessivo segue iI principio «chi vince piglia tutto» (Nichols c Newsome 
2002). Per un semplice modello di una rete neuraJe che esibisce queste propricta vcdi 
HahnIoser et al. (2000); per un modello economico non standard della revisione delle 
credenze che obbedisce alia regoIa «chi vince piglia tullo» , vedi Mullainathan (2002). 
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na - sono per molti aspetti In disaccordo con la teoria economIc a 
standard del comportamento. 
3.3.1. II primato dell' affetto 
In contrasto con la concezione intuitiva secondo cui il comporta-
mento umano e governato da meditate decisioni concernenti costi e 
benefici, possiamo affermare - sperando di non semplificare eccessiva-
mente il campo della psicologia - che si e creato un consenso crescente 
intorno all'idea che l'affetto abbia un ruolo primario. In una serie di 
importanti studi, 10 psicologo Robert Zajonc (1980; 1984; 1998) ha 
presentato i risultati di lavori che hanno mostrato, in primo luogo, che 
spes so Ie persone sono in grado di identificare la lora reazione affettiva 
verso qua1cosa - che essa piaccia 0 dispiaccia lora - pill rapidamente di 
quanta non siano in grado di dire che cos'e, e, in secondo luogo, che Ie 
reazioni affettive aIle cose possono essere dissociate dal ricordo dei 
particolari di quelle stesse cose, e che Ie prime sono spes so ricordate 
meglio dei secondi. Ad esempio, spes so ricordiamo che una persona, un 
libro 0 un film ci sono piaciuti (0 dispiaciuti) senza riuscire a ricordare 
altri particolari (Bargh 1984). Ricerche successive nel campo della 
psicologia sociale (per es., Fazio, Sanbonmastu, Powell e Kardes 1986; 
Bargh, Chaiken, Raymond e Hymes 1996; De Houwer, Hermans e 
Eelen 1996; Houston e Fazio 1989) hanno compiuto un passo avanti 
lungo la strada aperta da Zajonc mostrando che il cervello umano 
etichetta affettivamente pressoche ogni oggetto e ogni concetto, e che 
queste etichette affettive si presentano alIa mente senza sforzo e auto-
maticamente ogniqualvolta quegli oggetti e quei concetti sono evocati. 
Joseph LeDoux, assieme ai suoi collaboratori (si veda LeDoux 1996), 
e giunto a conc1usioni simili circa il primato dell' affetto impiegando 
soggetti e metodi di ricerca molto differenti. Sulla base di studi condotti 
sui ratti, LeDoux e collaboratori hanno scoperto l' esistenza di proiezio-
ni neurali dirette che collegano il talamo sensoriale (che e responsabile 
di una prima, grossolana elaborazione dell' informazione) all' amigdala 
(che si ritiene abbia un ruolo cruciale nell' elaborazione degli stimoli 
affcttivi) scnza pass are attraverso la neocorteccia. Di conseguenza, gli 
animali possono avcre una reazione affettiva agli stimoli prima che la 
corteccia abbia avuto la possibilita di compiere un'elaborazione piu 
raffinata degli stimoli - hanno, letteralmente, paura prima ancora di 
sapere se e il caso di averla. Risposte affettive tanto immediate permet-
tonG agli organismi una valutazione grossolana rna rapida delle opzioni 
comportamentali che hanno di fronte, il che rende possibile agire rapi-
damente. Esse permettono anche di interrompere e rifocalizzare l'atten-
zione (Simon 1967), di modo che 1 'elaborazione da automatica diventi 
controllata. Come osservano Armony et al. (1995): 
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~n se~nale ~i pericolo - per es., un indizio della presenza di un predatore - ehe 
e al dI fuon del fuoeo dell' attenzione ha una rappresentazione ridotta nella 
corteccia. Percio, se l' amigdala ricevesse I 'infarmaziane sensoriale unicamente 
attr~verso la via corticale non sarebbe in grado di elaborare (e rispondere a) 
que1 segnali di pericolo non eompresi nel fuaeo dell' attenzione (efr. anche 
Armony et of. 1997; De Becker 1997)9. 
Uno stato di cose simile a queUo osservato da LeDoux nei ratti pUO 
essere riscontrato anche nell 'uomo. Gilbert e Gill (2000) attribuiscono 
aIle persone quello che essi chiamano «realismo deII'attimo»; Ie perso-
ne si affidano aIle loro reazioni emotive immediate e Ie correggono solo 
a~traverso un processo cognitivo relativamente Iaborioso. Se, quando 
sIete fermi aI semaforo, I' auto dietro di voi suona il clacson quando il 
semaforo diventa verde, e probabile che abbiate una risposta immediata 
di rabbia, seguita, forse, dall'imbarazzato riconoscimento che chi suo-
nava non aveva poi tutti i torti, visto che quando e venuto il verde 
eravate distratti 
E important~ notare che se, da un lato, Ie emozioni sono a volte 
p~sseggere, esse, d'altro lato, possono avere vaste conseguenze econo-
~l11che, come quando provocano decisioni avventate e, al tempo stesso, 
meversibili (come nei «delitti passionali»). Per giunta, Ie emozioni 
potenzialmente transitoTie, come l'imbarazzo, possono avere effetti 
duraturi se sono tenute vive dalla memoria 0 da fattori sociali. Ad 
esempio, Costa e Kahn (2004) sottolineano che durante la Guerra civile, 
i disertori de11'esercito unionista, ai quali era concesso di ritornare a 
casa senza sanzioni esplicite, spesso erano costretti a trasferirsi a causa 
della vergogna e dell' ostracismo sociale derivanti daIl'essere noti ai 
vicini come disertori. 
3.3.2. Omeostasi 
Per capire come funziona il sistema affettivo occorre tenere presen-
te che gli esseri umani non si sono evoluti per essere felici, rna per 
sopravvivere e riprodursi. Un importante processo mediante il qualc 
l'organismo cerca di raggiungere questi obiettivi e Ia cosiddetta omcostasi. 
L' omeostasi richiede dei rilevatori che segnaJino quando un sistema si 
allontana dal «pun to di regoJazione» (set-point) 10 e dei meccanismi chc 
9 L'amigdala ha tutte Ie caratteristiche per svolgere questa tipo di funzione. 
Recenti ricerche, nelJe quali \'amigdala dei soggetti era sottoposta a scansione mentrc 
degli stimoli minacciosi venivano presentati in varie posizioni del campo visivo. 
hanno mostrato che quando gli stimoli erano presentati all'estcrno della regionc della 
eonsapevolezza conscia )'attivazione dell'amigdala era altrettanto rapida c intensa di 
quando gli stimoli erano presentati al suo interno (Anderson et al. 20(3). 
]0 I meccanismi ehe tengono sotto control/o 10 stato dell'organismo possono 
essere estremamente complessi e possono utilizzare sia indiei interni sia indici esterni. 
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ripristinino I' equilibrio quando tale allontanamento viene rilevato. AI-
cuni di questi meccanismi -la maggior parte, in realta - non implicano 
alcuna azione deliberata. Ad esempio, quando la temperatura corporea 
interna scende al di sotto del punto di regolazione (circa 36,6° C), il 
sangue tende a ritrarsi dalle estremita, e quando supera il punto di 
regolazione cominciamo a sudare. Ma altri processi implicano azioni 
deliberate - per es., mettersi il maglione quando fa freddo 0 accendere 
il condizionatore quando fa caldo. II cervello ci motiva a intraprendere 
queste azioni usando sia la «carota» sia il «bastone». II bastone sta nel 
fatto che di solito allontanarsi da un punto di regolazione e spiacevole 
- per es., e spiacevole avere troppo freddo 0 troppo caldo - e questa 
state negativo motiva la persona a intraprendere azioni che la riportino 
verso il punto di regolazione. La carota e data da un processo detto 
«alliestesia» (Cabanac 1979), per il quale Ie azioni che avvicinano la 
persona al punto di regolazione tendono ad apparire piacevoli. Quando 
la temperatura corpore a scende al di sotto di 36,6° C, quasi tutto queUo 
che la fa salire (per es., immergere una mana nell'acqua calda) e piace-
vole; d'altra parte, quando la temperatura corpore a sale, e piacevole 
quasi tutto queUo che la fa scendere. 
II ruolo dell'omeostasi nel comportamento umana pone un proble-
ma fondamentale al modelIo economico del comportamento. Da econo-
misti, siamo abituati a considerare Ie preferenze come il punto di par-
tenza del comportamento umana e il comportamento stesso come il 
punto finale. Nell'ottica delle neuroscienze, invece, il comportamento 
esplicito e solo uno dei molti meccanismi che il cervello utilizza per 
mantenere l'omeostasi, e Ie preferenze sono variabili di stato (transito-
rio) che assicurano la sopravvivenza e la riproduzione. II tradizionale 
modello economico del comportamento, secondo il quale Ie persone 
agiscono in modo da massimizzare la soddisfazione delle lora preferen-
ze, interviene nel mezzo (0 forse addirittura verso la fine) della storia 
che Ie neuroscienze raccontano. Piuttosto che considerare il piacere 
come l'obiettivo del comportamento umano, una teoria piu realistica 
dovrebbe considerare il piacere come un indice omeostatico - un segna-
Ie informativo l '. 
Nel caso della regolazione alimentare, ad esempio, gli indici interni comprendono la 
distensione gastric a (Gibbs et at. 1981) e I'informazione proveniente da recettori 
sensibili alIa composizione chimica del cibo in uscita dallo stomaco (Greenberg, Smith 
e Gibbs 1990; Campfield e Smith 1990). Gli indici esterni comprendono rora del 
giorno, il tempo stimato fino al prossimo pasto, e la vista e l'odore del cibo. 
II Anche il comportamento deliberativo prodotto dal quadrante I e organizzato, 
tipicamente, in modo simile all' omeostasi (Miller, Galanter e Pribram 1960; Loewenstein 
1999). Lungi dallimitarsi a massimizzare Ie preferenze senza alcun vincolo, Ie persone 
si propongono scopi, controllano i propri progressi in relazione a tali scopi e modificano 
il proprio comportamento quando non riescono a raggiungerli. Naturalmente, anche la 
storia che Ie neuroscienze raccontano comincia, in un certo senso, dal mezzo. Una 
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Un'importante caratteristica di moIti sistemi omeostatici e che essi 
s?no pa~ticolarmente sensibili ai mllfamenti degli stimoli piuttosto che 
a~ lora lzvefli. Un' eloquente dimostrazione di questa sensibilita al cam-
~lamento proviene da studi condotti nelle seimmie suII'attivita di singo-
h neuroni in risposta a ricompense rappresentate da succo di frutta (efr. 
Schultz e Dickinson 2000). Questi studi misuravano la seariea di neuroni 
dopaminergici nello striato ventrale dell' animale, una struttura ehe sernbra 
a~e:e un ruolo importante nella motivazione e nell' azione. Nel paradigrna 
utlhzzato, veniva dapprima presentato un suono e poi, due seeondi 
dopo, nella boeca della seimmia veniva immesso il succo di frutta. 
Inizialmente, i neuroni non scaricavano finehe non veniva immesso il 
s,uce? Quando pero gli animali apprendevano che il suono segnalava 
I arnvo del sueeo due secondi dopo, gli stessi neuroni searieavano al 
momento dell' emissione del suono, rna non quando arrivava il suceo 
usato come ricompensa. Questi neuroni non rispondevano alIa ricom-
pensa ne alIa sua assenza: rispondevano alle deviazioni dalle aspettative 
(pe~cio sono stati ehiamati anehe «neuroni predittori»). Quando il suee~ 
vell!va atteso (sulla base del suono), rna poi non veniva immesso, 1 
n~uroni scaricavano con una frequenza molto bassa, quasi a esprimere 
~lsappunto. Lo stesso schema puo essere osservato negli animali a 
hvello comportamentale: essi si danno da fare di piii (ternporaneamen-
t~) qu~ndo un rinforzo viene improvvisamente inerementato ed entrano 
«10 SClopero» quando il rinforzo diminuisce 12• La sensibilita neuraJe al 
e~mbiamento e probabilmente importante per spiegare perehe la valuta-
ZlOne delle scommesse rischiose dipende da un punto di riferirnento che 
codifica se un risultato sia un guadagno 0 una perdita (vedi il par. 5); 
perche Ie autovalutazioni della felicita (nonche indicatori comportamentali 
come il suicidio) si basano su mutamenti nel reddito e nella salute, 
piuttosto che dai rispettivi livelli (Oswald 1997); e perche Ie violazioni 
delle aspettative suseitano intense risposte emotive (Mandler 1982). 
teoria pili completa del comportamento dovrebbe anche spiegare come questa varicta 
di meccanismi si sia evoluta nel tempo. DaI momento che I'evoluzionc seleziona geni 
che favoriscono la sopravvivenza e la riproduzione, e improbabile che il risultato 
delI'evoluzione sia la massimizzazione del piacere 0 la minimizzazione del dolore. 
12 Come osserva Rolls (1999): «Siamo sensibili, in quaJche misura, non solo al 
Iivello assoluto del rinforzo ricevuto, rna anche a mutamenti nella frequenza 0 neWentita 
del rinforzo stesso. Cio emerge chiaramente dag]i effetli di contrasto (positivi e 
negativi) in relazione alle ricompense. Quando I'entita di una ricompensa <lumenta si 
ha un effetto di contrasto positivo. In questa situazione, un animale sara moJto piu 
attivo per un certo periodo di tempo (che puo durare aJcuni minuti 0 piu), prima di 
ritornare gradualmente a una frequenza di attivita prossima a queJla prodotta dal 
rinforzo pii) piccolo. Un effetto di contrasto comparabile si ha quando I'entita dclla 
ricompensa (0 la frequenza alIa quale Ie ricompense vengono otten ute) viene ridolta-
per un certo pcriodo di tempo, vi e un eccesso negativo nella frequenza di attivita». 
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3.4. intera:ioni tra i sistel7li 
II comportamento emerge da un' incessante interazione tra i sistemi 
neurali che alimentano l'attivita all'interno di ciascuno dei quattro 
quadranti. Vanno sottolineati soprattutto tre aspetti di questa interazione 
- Ii abbiamo chiamati «cooperazione», «competizione» e «interpreta-
zione» (sense-making). La cooperazione cattura l'idea che nella presa 
di decisione - che e poi la «razionalita» nel senso pili ampio, non 
tecnico, del termine - non si tratta di trasferire il potere di prendere 
decisioni dai quadranti II, III e IVaI quadrante I, deliberativo e non 
affettivo, rna piuttosto di mantenere un appropriato livello di coopera-
zione nell' attivita di tutti e quattro i quadranti. Se il quadrante I prova 
a fare tutto da solo, fin ira facilmente col fallire 13. La competizione 
rispecchia il fatto che i differenti processi - in particolare i processi 
affettivi e quelli cognitivi - spesso orientano il comportamento in dire-
zioni divergenti e competono per il controllo del comportamento stesso. 
L'interpretazione e riferita al modo in cui diamo un sen so a tali processi 
di cooperazione e di competizione - il modo in cui gil,lstifichiamo il 
nostro comportamento. Mentre il comportamento, di fatto, e determina-
to dall' interazione di tutti e quaUro i quadranti, e fondamentalmente il 
quadrante I che cerca di interpretare tale interazione, riflettendo a livel-
10 cosciente suI nostro comportamento e formulando' ragioni che ne 
diano conto. E non sorprendera che il quadrante I abbia la tendenza a 
spiegare il comportamento in termini che esso puo comprendere - nei 
termini dei processi del quadrante I stesso. 
3.4.1. Cooperazione e competizione 
Sebbene sia euristicamente utile distinguere tra processi cognitivi e 
processi affettivi e tra processi controllati e processi automatici, la 
maggior parte dei giudizi e delle azioni risulta dall'interazione tra tutti 
questi processi. La cooperazione, la «delega» di attivita e l'adeguato 
bilanciamento tra i quadranti sono essenziali per la normale presa di 
decisione. Molte disfunzioni della presa di decisione derivano da un'im-
propria divisione del lavoro tra i quadranti. Ad esempio, la psichiatria 
13 Baumeister, Heatherton e Tice (1994,41-44) esaminano una serie di studi che 
suggeriscono come incentivi troppo alti possano produrre livelli di motivazione sovra-
ottimali che han no effeUi negativi sulla prestazione (legge di Yerkes-Dodson). Oltre 
che documentare questa incapacita di «reggere la tensione», la rassegna mostra che 
spesso questa fenomeno ha luogo quando Ie persone utilizzano processi controllati per 
attuare funzioni, ad esempio sferrare un colpo con una mazza da golf, che i processi 
automatici realizzerebbero meglio. I dati empirici pill recenti sono presentati in Ariely 
et al. (2004). 
364 
riconosce, nella presa di decisione, un continuum delimitato daBo stile 
decisionale impulsivo, «leggero» da un lato, e uno stile compulsivo, 
«pe~ante», dal1'altro. Le decisioni di un individuo impulsivo sono ec-
cess,Ivamente influenzate da stimoli, pressioni e richieste provenienti 
dall es.terno: Una persona di questo tipo pub non essere in grado di dare 
una .spIegazlOne di un' azione pill soddisfacente di «si vede che si senti-
va dt farlo» (Shapiro 1965). Percontro, una persona ossessivo-compulsiva 
sottoporra anche Ie pill banali delle decisioni a interminabili deliberazioni 
e ragionamenti. In situazioni nelle quali e perfettamente appropriato 
p:ender~ una decisione rapida e «impulsiva» - per es., quando si tratta 
dl scegher~ una videocassetta da affittare per la serata 0 di decidere che 
cosa manglare al ristorante - I' ossessivo-compuIsivo restedl paraliz-
zato. 
, Stiamo appena cominciando a renderci conto dell'importanza de]-
l.affetto nella normale presa di decisione. Gli input provenienti dal 
sIstema affettivo sono rappresentati da valutazioni affettive di opzioni 
comportamentali - cui Damasio (1994) si riferisce col termine «marcatori 
somatici». Damasio e i suoi collaboratori hanno mostrato che individui 
c?n.deficit cognitivi minimi, rna con importanti deficit affettivi, hanno 
dlff~colta a prendere decisioni e spesso, quando vi riescono, si tratta di 
cattIVe decisioni (Bechara et af. 1994; Bechara, Damasio, Damasio e 
Lee 1999; Damasio 1994). Non e sufficiente «saperc» que! che si 
dovrebbe fare; bisogna anche «sentirlo». 
. Vi sono inoltre interessanti prove sperimentali del fatto che iI pen~ 
slero deliberativo blocca I'accesso aIle reazioni emotive nei confrontl 
de~1i oggetti e in tal modo peggiora la qualita deIIe decisioni (per es.; 
WIlson e Schooler 1991). In uno studio (Wilson et al. 1993), degh 
studenti universitari dovevano scegliere, in un insieme di poster, quello 
che pill piaceva loro. I soggetti che erano invitati a pensare, prima della 
scelta, aUe ragioni sulla cui base scegliere il poster finivano con J'essere 
me no soddisfatti della scelta fatta (ed era meno probabile che appendes-
sero il poster nella Ioro stanza) rispetto ai soggetti cui non era chiesto di 
pensare a tali ragioni. 
Inutile a dirsi, l'affetto puo anche distorcere i giudizi cognitivi. 
Anzitutto, Ie emozioni hanno profondi effetti suIJa memoria - per es., 
quando Ie persone si rattristano, tendono a rievocare ricordi tristi (chc 
spesso ne inaspriscono Ia tristezza). Le emozioni inlluenzano anche la 
percezione dei rischi -Ia rabbia diminuiscc Ja minacciosita dei rischi, la 
tristezza Ia accresce (Lerner e Keltner 2001). Le emozioni creano poi 
forme di «cognizione motivata» -Ie persone sono bravissime a persua-
dersi che quel che piacerebbe Ioro accadesse e quel che davvero acca-
dra. I rimedi che taluni ciarlatani offrono aIle persone ammalate senza 
speranza e Ie truffc di chi promette ricchezza in quattro e quattr' otto 
sono senza dubbio favoriti dalla tendenza umana aJ wishful thinkillR, iJ 
credere a cio che si desidera. E il wishful thinkinr: puo spicgare anche 
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l' elevato numero di fallimenti tra Ie nuove imprese (Camerer e Lovallo 
1999), la diffusione della speculazione a breve scadenza nei mercati 
finanziari, l'insufficienza del risparmio, nonche la scarsita degli inve-
stimenti nell'istruzione (con la rinunzia a un cospicuo utile economico). 
Come osserva LeDoux (1996, 19; trad. it. 1998,21): 
Pur avendo noi uno scarso controllo cosciente delle nostre emozioni, 
queste possono, al contrario, ampliare Ia nostra coscienza: infatti, in questa 
preciso momento della nostra storia evolutiva, i circuiti cerebrali sono tali che 
Ie connessioni tra sistemi emotivi e sistemi cognitivi sono pill robuste di queUe 
che fanno il percorso opposto. 
Quando si tratta di spendere denaro 0 di differire la gratificazione, 
correre 0 evitare rischi, comportarsi gentilmente 0 sgarbatamente con 
qualcuno, scopriamo spesso in noi due atteggiamenti: il nostro sistema 
affettivo ci spinge in una direzione, Ie deliberazioni cognitive in un'al-
tra. Ci scopriamo a mangiare, quasi compulsivamente, gli avanzi della 
torta di compleanno di nostro figJio e, al tempo stesso, siamo ossessio-
nati dal problema di perdere quei cinque chili di troppo; ci abbandonia-
mo al gioco d'azzardo anche se una vocina di dentro ci suggerisce di 
non esagerare; cerchiamo di raccogliere tutto il coraggio che abbiamo 
quando dobbiamo parlare in pubblico; siamo tentati di fare la carita al 
mendicante all' angolo anche se sappiamo che quell a moneta sarebbe 
pill utile se finisse alIa Caritas. 
Tutto cio avviene perche nell 'uomo il sistema affettivo e i1 sistema 
cognitivo rispondono a informazioni differenti, e in modo differente 
alle stesse informazioni. Come sottolinea Rolls (1999,282): 
spes so nell'uoma Ie emozioni sono molto intense - tanto intense, a volte, da 
produrre comportamenti che non si direbbero adattativi, come svenire anziche 
produrre una risposta attiva di fuga, restare paralizzati anziche evitare un 
pericolo, ondeggiare eternamente aIle prese con situazioni e decisioni emotive, 
perdersi in un amore disperato anche quando si puo prevedere che non ci 
portera a nulla 0, peggio, ci portera alIa rovina. Cio che sconcerta non e solo 
il fatto che Ie emozioni siano tanto intense, rna anche il fatto che, maJgrado Ie 
nostre capacita razionali e di ragionamento, continuiamo a trovarci in queste 
situazioni, e possiamo avere difficolta ad adottare comportamenti ragionevoli 
ed efficaci per uscirne. . 
Queste divergenze tra reazioni emotive e valutazioni cognitive sor-
gono, spiega Rolls (ibidem), perche: 
negli esseri umani, i sistemi di punizione e di ricompensa possono operare 
implicitamente in forme simili a quelle che operano in aItri animali. Ma negli 
esseri umani c'c, in pili, il sistema esplicito (strettamente collegato alIa 
coscienza), che ci permette di considerare e prevedere a livello cosciente cio 
che e ancora ben lungi dall' accadere. 
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Cosl, ad esempio, vedere un biscotto 0 sentirne l'odore potrebbe 
attivare, nel sistema affettivo, la motivazione a consumare, rna potrebbe 
anehe rammentare al sistema cognitivo ehe siamo a dieta. 
Come poi il sistema affettivo e quello cognitivo interagiscano nel 
controllo del comportamento deve essere ancora chiarito. A livello 
n~?rologico, sembra che iI cosiddetto striato (ehe fa parte di un sistema 
pm. ~rande, quello dei gangli della base), compreso nel «eervello dei 
rettIh», svolga un ruolo cruciale. Lo striato riceve afferenze da tuae Ie 
zone della corteccia cerebrale, compresa la corteccia motoria, nonche 
da sistemi affettivi come l' amigdala. Lesioni delle vie che trasportano 
la d?pamina allo striato provocano, negli animali, l'incapacita di orien-
tarsI verso gli stimoli, di dare inizio ai movimenti, di mangiare 0 di bere 
(Marshall et al. 1974). Negli esseri umani, Ia deplezione di dopamina 
nello striato caratterizza iI morbo di Parkinson, il sintomo pili vistoso 
del quale e il deterioramento dei movimenti volontari. Lo striato sembra 
essere coinvolto nella selezione del comportamento a partire da una 
competizione tra sistemi cognitivi ed emotivi differenti, nonche nella 
produzione di un flusso comportamentaIe coerente, che puo essere 
mterratto qualora sia ricevuto un segnale a pili alta priorita 0 si presenti 
uno stimolo inaspettato (Zink et al. 2003). 
II grado di cooperazione e di competizione tra sistemi cognitivi e 
affettivi - e I' esito del conflitto, quando c' e - dipende in modo essenzia-
Ie dall' intensita dell' affetto (Loewenstein 1996; Loewenstein e Lerner 
2003). A livelli di intensita inferiori, l'affetto appare svoIgere un ruolo 
pili che altra «consuItivo». Diverse teorie assumono che Ie emozioni 
veicoIino informazioni che fungono da input nelle decisioni che !e 
persone si trovano a prendere (per es., Damasio 1994; Peters e Slov!c 
2000). Tra queste teorie, quella pili «matura» e la teoria dell'affetto III 
quanto informazione (affect-as-informatioll theory) (Schwartz e Clore 
1983; Schwartz 1990; Clore 1992). 
A livelli intermedi di intensita, Ie persone comineiano a divcntare 
coscienti dei conflitti tra input cognitivi e affettivi. Ed e a questi livelli 
intermedi di intensita che si osservano quei tentativi di mantenere 
l' autocontrollo che sono stati aI centro di buona parte della lettcratura 
(EIster 1977; Mischel, Ebbesen e Zeiss 1972; Schelling 1978; 1984). 
Infine, a livelli di intensita an cora piu elevati, l'affctto puo csscrc 
tanto potente da precludere di fatto la prcsa di dccisione. Nessuno 
«decide» di addormentarsi al volante, rna e qualcosa chc accadc a molti. 
Sotto l'influsso di un'intensa motivazione affettiva, Ie persone rappre-
sentano spesso se stesse come «fuori control1o» 0 come se stesscro 
«agendo contro il proprio interesse» (Baumeister, Heatherton c Tiee 
1994; Hoch e Loewenstein 1991; Loewenstein 1996). Rita Carter, in 
Mapping the Mind, scrive che «quando il pensiero e in conflitto con 
l'emozione, quest' ultima, per come e programmata dai circuiti ncurali 
del nostro cervello, vince» (1999,54). 
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3.4.2. lnterpretazioni spllrie 
L'interpretazione e un' importante forma di interazione tra il qua-
drante I e gli altri quadranti. La potente pulsione a interpretare che 
domina il nostro eervello ci spinge a cere are di interpretare il nostro 
stesso comportamento. Dal momenta che spesso il quadrante I non ha 
accesso cosciente all'attivita degli altri quadranti, non c'e forse da 
sorprendersi che esso tenda a sovrattribuire il comportamento a se 
stesso - cioe a un processo decisionale deliberativo. Anche se buona 
parte dell' attivita del cervello e «cognitivamente inaccessibile», abbia-
mo l'illusione di essere capaci di trame un significato, cia che tendiamo 
a fare nei termini dei processi del quadrante I. 
Ricerche condotte tramite registrazioni EEG hanno mostrato (Libet 
1985) che l'esatto momenta in cui diventiamo consapevoli dell'inten-
zione di eseguire un' azione segue l'iniziale onda di atti vita cerebrale 
associata a quell'azione (readiness potential, «potenziale preparato-
rio») di circa 300 msec. La risposta comportamentale manifesta segue 
la sensazione dell'intenzione di altri 200 msec. Di conseguenza, quel 
che e registrato nella coscienza e un accoppiamento regolare tra Ia 
sensazione dell' intenzione e, subito dopo, il comportamento manifesto. 
Siceome l'attivita neurale che precede l'intenzione e inaccessibile alla 
coscienza, abbiamo esperienza di quello che e chiamato «libero arbi-
trio» (cioe, non siamo in grado di identificare alcunche come causa 
della percezione dell'intenzione). Poiche il comportamento segue siste-
maticamente l'intenzione, abbiamo l'impressione che questa intenzio-
ne, oggetto del nostro «libero arbitrio», sia la causa dell'azione -
quando, in realta, sia Ia sensazione dell'intenzione sia l'azione manife-
sta so no causate da antecedenti neurali inaccessibili alIa coscienza 14. 
II quadrante I tende a spiegare il comportamento egocentricamente 
- ad attribuirlo ai processi deliberativi di cui esso e responsabile (efr. 
Nisbett e Wilson 1977; Wegner e Wheatley 1999). Uno studio che 
dimostra vividamente questa fenomeno riguarda un paziente con «cer-
vello diviso» (split-brain; Ie connessioni tra i due emisferi cerebrali 
erano state recise chirurgicamente). L'emisfero destro del paziente era 
in grado di interpretare illinguaggio rna non di parlare, cosa che invece 
sapeva fare l' emisfero sinistro (LeDoux 1996). L' emisfero destro del 
paziente era invitato a fare cenno con la mana (gii veniva mostrata Ia 
parola wave, «eenno», nella parte sinistra di uno schermo, in modo che 
fosse processata sol tanto dall' ernisfero destro). L' emisfero sinistro ve-
deva la mana destra fare cenno rna non era consapevole delle istruzioni 
ehe erano state date all' ernisfero destro, dato che Ie connessioni inter-
14 « ... Il cervello contiene uno specifico sistema cognitivo che lega Ie azioni 
intenzionali ai loro effetti cosl da costruire un' esperienza coerente della nostra agenti vita» 
(Haggard, Clark e Kalogeras 2002). 
368 
err:isferiche erano state recise. Quando al paziente veniva chiesto per-
che avesse fatto cenno con Ia mano, l'emisfero sinistro (nel ruoIo di 
porta:~ce dell' intera persona) trovava invariabiImente una spiegazione 
pIauslbIle, del tipo «Avevo visto un conoscente e l'ho saIutato». 
4. IMPL!CAZIONI GENERAL! DELLE NEUROSCIENZE PER L'ECONOMIA 
Per aggiungere valore aIle scienze economiche, Ie neuroscienze 
devono suggerire idee origin ali e produttive con cui affrontare vecchi 
problemi. Questo paragrafo considera aIcune implicazioni generali del-
le neuroscienze (e, in particolare, delle idee e dei risultati esaminati nel 
paragrafo precedente) per l'economia. In primo luogo, mostreremo che 
Ie scoperte delle neuroscienze mettono in dubbio I'utiIita di aIcuni dei 
piu ~omuni costrutti in uso presso gIi economisti, come quelli di «av-
verslone al rischio», «preferenza temporale» e «altruismo», In secondo I~ogo, mostreremo come I'esistenza di sistemi specializzati metta in 
dlSCUssione alcune assunzioni standard suIl' eIaborazione dell'informa-
zio?e nell 'uomo e suggerisca che l'inteIligenza e iI suo opposto - la 
r~zIonalita vincolata - siano, con ogni probabilita, fortemente dominio-
dlpendenti. In terzo Iuogo, Ie tecniche di visuaIizzazione cerebrale 
applicate a persone impegnate a vincere 0 perdere denaro, suggeriscono 
ch,e il denaro attivi aree di gratificazione simi Ii a quelle di a1tri «rinforzi 
pnmari», come il cibo e Ie droghe, il che significa che gli e associata 
un 'utilita diretta e che il suo valore non dipende soltanto da cio che puo 
comprare. In quarto luogo, mostreremo che Ie ricerche sui sistemi dell,a 
motivazione e del piacere nel cervello umana mettono in discussionc II 
nesso postulato in economia tra Ia motivazione e il piacere. Jnfinc, 
descriveremo alcune importanti implicazioni dell 'inaccessibilita cognitiva 
per l' economia. 
4.1. Costrutti economici 
Sapere come il cervel10 risolve problemi e quali sistemi spccializza-
ti ha a sua disposizione per riuscirvi, mette in questione alcune delle 
nostre assunzioni fondamentali suI modo in cui Je persone differiscono 
I'una dall'altra per queI che riguarda iI comportamcnto economico. Gli 
economisti classificano gli individui nei termini di dimensioni come Ja 
«preferenza temporale», Ia «propensione al rischio» c J' «altruismo», 
Queste sono considerate caratteristiche individuali stabili col passare 
del tempo e coerenti al variare del dominio; ci si aspetta che una persona 
che avversa il rischio in un dominio faccia 10 stcsso anchc in altri 
domini. Ma i dati empirici mostrano che la propensione al rischio, 10 
Sconto temporale (time discounting) e l'altruismo sono poco 0 punto 
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correlati nelle varie situazioni. Questa incoerenza puo dipendere dal 
fatto che per capire come Ie persone differiscono l'una dall'altra non 
stiamo utilizzando i concetti appropriati. 
A mo' di illustrazione, si consideri il concetto di preferenza tempo-
rale. Nelle applicazioni empiriche, Ie analisi economiche assumono 
tipicamente che 10 stesso grado di preferenza temp orale valga per tutti 
i trade-offs intertemporali - risparmiare per Ia vecchiaia, pulirsi i denti 
col filo interdentale, mettersi a dieta 0 sottoporsi a un tatuaggio. Per 
esempio, in vari studi sulle decisioni di risparmio 0 di investimento 
nell'istruzione, il fatto che una persona fumi e assunto a volte come una 
misura approssimata di un elevato tasso di sconto temporaIe. La modularita 
del cervello fa pensare che, da un lato, i differenti trade-offs intertemporali 
possano avere qualche elemento di pianificazione in comune (dato, ad 
esempio, dall'attivita della corteccia prefrontale), rna anche che, d'altro 
Iato, trade-offs differenti siano diversamente influenzati dall'attivita 
specializzata di altre regioni cerebrali. Di conseguenza, i tassi di sconto 
misurati nei vari domini non saranno perfettamente correlati, anzi po-
trebbero non esserlo affatto. 
Proprio come 10 studio della memoria e approdato all' identificazio-
ne di sistemi di memoria distinti, ciascuno con Ie sue proprieta di 
apprendimento, oblio e ricupero, 10 studio della scelta intertemporale 
potrebbe avvantaggiarsi di un'analisi del genere, cui Ie neuroscienze, 
verosimilmente, potrebbero dare un importante contributo. Ad esem-
pio, una ricerca non pubblicata di George Loewenstein e Roberto Weber 
suggerisce che in campioni normali, i comportamenti orientati al futuro 
tendono a raggrupparsi in compiti che corrispondono a differenti di-
mensioni dell'autocontrollo. Ad esempio, usare il filo inter dent ale e 
statisticamente associato a vari altri comportamenti minori, vantaggiosi 
e sistematici, come alimentare con scrupol0 religioso i parchimetri ed 
essere puntuali agli appuntamenti. Questi comportamenti sembrano 
chiamare in causa la «coscienziosita», una misura importante nella 
psicologia della personaliHt15 • Ameriks, Caplin e Leahy (in corso di 
stampa) hanno misurato la propensione a pianificare chiedendo ai sog-
getti, iscritti al fondo pensioni degli insegnanti americani TIAA-CREF, 
se erano d'accordo 0 in disaccordo con affermazioni come «Ho dedicato 
parecchio tempo a sviluppare un piano finanziario». Queste misure 
sono correlate con gli effettivi indici di risparmio. 
Le diete e I 'uso di droghe che danno dipendenza, rispetto alIa pun-
tualita e all 'uso del filo interdentale, potrebbero coinvolgere circuiti 
15 Sulla base deIl'osservazione che Ie droghe che influenzano i recettori della 
serotonina so no utilizzate per trattare i disordini compulsivi, si e inferito che la 
compulsivita potrebbe essere in qua1che misura connessa con questa neurotrasmettitore. 
Inoltre. si pensa che i disordini compulsivi siano associati alI'iperattivita del nucleo 
caudato, una regione del sistema limbico con funzioni di memoria. 
370 
moltodifferenti e percio rivelare funzioni di sconto fondamentalmente 
differenti. Ambedue queste attivita coinvolgono motivi viscerali che 
sembrano differire sistematicamente da persona a persona e possono 
essere a malapena collegate con Ia coscienziosita. Se siete il tipo di 
persona che ama mangiare 0 consumare aIcol, aHora resistere alIa ten-
tazione di indulgere a queste attivita richiedera un difficile esercizio di 
autocontrollo. 
4.2. Expertise dominio-dipendente 
L~ teoria economica assume implicitamente che Ie persone abbiano 
CapaCl!a cognitive generaIi applicabili a qualunque tipo di problema e 
che, dl conseguenza, abbiano prestazioni equivalenti in problemi di 
strut~ur~ simile. L'esistenza di sistemi evolutisi per svolgere specifiche 
funzlOnl, per contro, fa pensare che Ie prestazioni dipendano in modo 
essenzi~le dall' eventualita che un problema possa essere (ed effettiva-
mente sla) elaborato da un sistema specializzato perfettamente adattato 
a quel tipo di elaborazione. Quando un sistema specializzato esiste ed e 
applicato a un compito particolare, l'elaborazione e rapida e il compito 
Vlene eseguito senza particolare sforzo. I processi automatici coinvolti 
nella visione, ad esempio, sono straordinariamente rapidi e non produ-
cono nessuna sensazione di sforzo mentale, cosiccM Ie persone non 
sono consapevoli della potenza e della sofisticazione dei processi che 
ne sono alIa base. Neppure i computer pill potenti sono all'altezza degJi 
esseri umani quando si tratta di percezione visiva 0 di riconoscimento 
vocale. 
In mancanza di sistemi fatti su misura, tuttavia, abbiamo buone 
probabilita di fare la figura degli sciocchi, percM saremo costretti a 
ricorrere alIa forza bruta dei processi del quadrante I, proprio come Ie 
persone autistiche sembrano risolvere i problemi di teoria della mente 
costruendo un modelIo statistico del comportamento socialc approprin-
to. Come regola generale, dovremmo aspettarci che Ie personc sfoderino 
prestazioni geniali quando si trovano ad affrontare problemi che posso-
no essere (e sono) elaborati da sistemi specializzati, rna relntivamenle 
scadenti quando sono costrette a fare appello a processi controllati. 
Una limpida ilIustrazione di questa stato di cose c fornita da un 
problema logico, il «problema delle quaUro carte» di Wason. Ai sogget-
ti vengono mostrate quattro carte, ciascuna delle quali ha una lettcra su 
un Iato e un numero sull 'aItro. Le carte sonG girate in modo da mostrare, 
rispettivamente, una X, una Y, un 1 e un 2. II compito dei soggetti c 
indicare quaIi carte bisogna girare per controllare la regola: «Se c' c una 
X su un Iato aHora c'e un 2 sulI'aItro lato». Pochi soggetti danno la 
risposta giusta, cioe X e I (se ci fosse una X sullato opposto della carta 
«1», Ia regola sarebbe vioIata). La maggior parte dei soggetti invece du 
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la risposta giusta quando il problema e presentato in una forma logica-
mente equivalente rna tale che la soluzione corretta permetta di indivi-
duare i potenziali imbroglioni. Ad esempio, se vi sono quattro ragazzi 
che provengono da due citta differenti e due distretti scolastici, e la 
rego1a e: «Se un ragazzo abita a Concord aHora frequenta la Concord 
High», la maggior parte dei soggetti si rende conto che e l'indirizzo 
della studente che non va alla Concord High quello che deve essere 
controllato per scoprire se 10 studente imbrogJia (Cosmides 1989). 
Cosa particolarmente interessante per l' economia, molti neuroscien-
ziati sono convinti dell' esistenza di un modulo specializzato nella 
«mentalizzazione» (0 «teoria della mente»), che e responsabile delle 
inferenze su quel che Ie altre persone credono, sentono 0 potrebbero 
fare. I primi indizi dell'esistenza di un modulo specializzato siffatto 
provengono da esperimenti di psicologia evolutiva. In questi esperi-
menti, a due bambini viene mostrato un oggetto che poi viene nascosto 
sotto gli occhi dei bambini stessi (cfr. Frith 2001 a). A questa punto, uno 
dei bambini esce dalla stanza, mentre I' altro bambino osserva l' oggetto 
che viene spostato in un altro luogo. Al bambino che rimane nella stanza 
viene chiesto di prevedere dove il bambino che e uscito cerchera I' og-
getto al suo ritorno. I bambini normali, di solito, sono in grado di 
risolvere questa problema all'eta di 3 0 4 anni. I bambini autistici, 
invece, fanno propria questa distinzione molto pili tardi (8-12 anni), e 
con grande difficolta, sebbene alcuni (specialmente quelli con «sindro-
me di Asperger») abbiano un'intelligenza normale 0 superiore. Al tem-
po stesso, i bambini autistici non hanno alcuna difficolta con inferenze 
generali di forma logica simile (per es., se viene fatta una fotografia del 
luogo in cui si trova l'oggetto, e pili tardi l'oggetto viene spostato, essi 
concludono correttamente che la fotografia mostra l'oggetto nelluogo 
in cui si trovava in precedenza, prima che fosse spostato). 
Gli individui autistici adulti possono supplire aIle 10ro limitazioni in 
vari modi, fino a riuscire a superare semplici test di menta1izzazione 
simili a quello descritto sopra. Essi pero non so no in grado di cogliere 
significati sociali pili sottili (come l'ironia) e a volte si meravig1iano 
della «misteriosa abilita» delle persone non-autistiche nel «leggere la 
mente» (Frith 2001 b). Le persone con sindrome di Asperger, che sono 
intelligenti rna han no difficolta a comprendere Ie emozioni altrui, mo-
strano, quando sono aile prese con problemi di mentalizzazione, una 
minore attivazione delle regioni prefrontali mediali rispetto aIle perso-
ne normali, rna, nella stesso tempo, una maggiore attivazione nella 
regione ventrale (inferiore) della corteccia prefronta1e, che normal men-
te e responsabi1e del ragionamento generale (Happe et al. 1996). Un' in-
terpretazione naturale e che Ie persone con sindrome di Asperger riesca-
no a dedurre la risposta attraverso un complesso processo di ragiona-
mento anziche coglierla direttamente grazie a un modulo specializzato, 
quasi essi percorressero una «deviazione» 0, per COSt dire, una «allun-
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gatoia». Nella letteratura medica si possono trovare pazienti con Iesioni 
cerebrali che si trovano in difficolta con compiti di mentalizzazione rna 
n~n con. aItri tipi di processi cognitivi (Rowe et af. 2001; Blair e 
ClpoIottI 2000). Anche questi dati sono coerenti con l'ipotesi di un 
modulo separato per la teoria della mente. 
. La possibilita che vi sia un modulo per Ia mentalizzazione ha acqui-
Slto cre~ibilita e consistenza alIa luce di prove convergenti fomite dalIe 
neurosclenze. La visualizzazione tramite fMRI ha mostrato che quando 
degJi adulti normali devono risolvere coppie di probIemi di giudizio 
strettamente corrispondenti, che differiscono solo perche l'uno, a diffe-
re~z~ dell' altro, chiama in causa processi di mentalizzazione, i proble-
ml ~l mentalizzazione producono una maggiore attivazione della cor-
~eccla prefrontale mediale sinistra (Fletcher et al.1995; Saxe e Kanwisher, 
III corso di stampa). Come ultima dimostrazione sarebbe bello riuscire 
a ident~ficar~ popolazioni neurali specificamente'attivate dai processi di 
mentahzzazlone. Le neuroscienze non sono ancora riuscite a tanto, rna 
recenti registrazioni dell'attivita di cellule singole nelle scimmie hanno 
portato alI'identificazione nella corteccia prefrontale di un'affascinante 
classe di neuroni, i neuroni specchio (mirror neurons), che scaricano 
quando 10 sperimentatore esegue un 'azione fisica (per es., afferrare una 
no~ciolina) come pure quando Ia scimmia stessa esegue quell'azion~ ~di 
qUlIa metafora dello specchio). II posses so di neuroni specchio faclhta 
I' apprendimento per imitazione e aiuta Ia «Iettura della mente~~ attraver-
so, ad esempio, Ia simulazione intema delle espressioni facciali delle 
aItre persone. 
La mentalizzazione ha a che fare con l'economia perche moW giu-
dizi richiedono che gli agenti facciano ipotesi su quel che Ie altre 
persone sentono 0 su che cosa faranno. II concetto di equilibrio richiedc 
che gli agenti prevedano correttamente que1 che gli altri faranno; 
presumibilmente, cia accade grazie a buone teorie della mente 0 grazic 
a qualche tipo di apprendimento riguardante specificamente il compor-
tamento, che puo non essere perfettamente generalizzabile sc il dominio 
o Ie variabili cambiano. Inoltre, l'apprendimento relativo ai «tipi» di 
giocatori derivante da osservazioni in un equilibrio di Bayes-Nash c 
trattato come un semplice aggiomamento bayesiano delle probabilita di 
eventi causali in presenza di nuove informazioni. Dato chc la mcnta-
lizzazione e una capacita speciale, e il ragionamento 10gico-deduttivo 
puo supplire solo parzialmente alIa sua mancanza, trattare in qucsto 
modo il ragionamento suI modo di comportarsi di altri agenti C ulla 
semplificazione che puo rivelarsi sbagliata. 
L'esistenza di una expertise dominio-dipcndcnte suggerisce che Ie 
persone appariranno geniali in alcuni compiti rna scmbrcranno vcrgo-
gnosamente inette in altri compiti chc possono diffcrire dai primi solo 
superficialmente. L'elaborazione dominio·dipcndentc ha importanti 
implicazioni per l'economia, in particolare per I' organizzazionc del 
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lavoro. Nel riunire assieme dei compiti in una mansione lavorativa, ad 
esempio, sarebbe bene sapere quali abilita sono generali (utilizzabili 
per pio compiti) e quali sono separate a livello neurale. 
4.3. L' utilita del denaro 
Come abbiamo visto sopra, Ie neuroscienze possono portare alIa 
luce cia che accomuna categorie in precedenza ritenute distinte. Un 
esempio che ha importanti implicazioni per l'economia e l'utilita asso-
ciata al denaro. II modeno economico standard assume che l'utilita del 
denaro sia indiretta - cioe, che i soldi siano dei semplici gettoni che 
valgono solo per i beni e i servizi che possono procurare. Cosi, il 
modello economico standard considera, ad esempio, il piacere prodotto 
dal cibo 0 dalla cocaina e il «piacere» prodotto dal denaro come due 
fenomeni del tutto eterogenei. I dati neurali, tuttavia, indicano che il 
circuito dopaminergico della gratificazione (il sistema mesolimbico, 
nel mesencefalo) e attivato da un'ampia varieta di rinforzi differenti 
(Montague e Berns 2002), tra cui facce attraenti (Aharon et al. 2001), 
cartoni animati divertenti (Mobbs et al. 2003), auto sportive (Erk et al. 
2002), droghe (Schultz 2002) e denaro (per es., Breiter et al. 2001; 
Knutson e Peterson, in corso di stampa; Delgado et ai. 2000). Cia 
suggerisce che il denaro sia un rinforzo diretto, il che ha importanti 
implicazioni per I' economia. 
La figura 4 e una grossolana approssimazione del circuito neurale 
della gratificazione (Schultz 2000). La si prenda come promemoria 
figurato del fatto che anche se Ie neuroscienze (e la nostra rassegna) 
mettono spesso l'accento su specifiche aree in relazione a specificitipi 
di elaborazione, al centro della riflessione sulle decisioni economiche 
dovrebbero essere i circuiti, ovvero i sistemi di aree e il modo in cui 
questi interagiscono. II diagramma mostra anche come Ie aree frontali 
(in alto nella figura) ricevano afferenze dai sistemi «inferiori» (i neuroni 
dopaminergici e l'amigdala) e ritrasmettano l'informazione, dopo aver-
Ia elaborata, aBo striato. 
L'idea che molte ricompense siano trattate in modo simile nel cer-
vella ha importanti implicazioni per Ia teoria economica, che assume 
che l'utilita marginale del denaro dipenda dall'utilita di quel che il 
denaro compra. Ad esempio, negii scorsi anni '90 Ia retribuzione dei 
dirigenti ad alto Iivello nelle aziende americane (e, con un certo ritardo, 
in molti altri paesi) e schizzata verso I'alto. Anche se un nesso pio 
stretto tra prestazioni e compenso, assieme al confronto sociale, spiega 
indubbiamente parte di questa crescita retributiva, uno dei problemi e 
capire perche i dirigenti abbiano «bisogno» di COS} tanto denaro. Tutta-
via, se ia ricompensa costituita dal denaro in quanta tale provoca la 
scarica dei neuroni dopaminergici (al pari delle droghe che provocano 
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FIG. 4. Come potrebbe essere organizzato iI circuito neuraJe della gratificazione. 
Fonte: Schultz (2000). 
dipendenza), e comprensibile che ricompense in denaro sempre piiJ 
grandi diventino quaJcosa di desiderabile, anche se poi, in rea Ita , il 
denaro non servira a comprare consumo capace di produrre piacere. 
Un esempio affine e la determinazione dei prezzi delle attivila 
(asset pricing). A partire da Lucas (J 978), molti modelli dei prezzi delle 
azioni hanno assunto che gli investitori siano interessati all'utilita del 
consumo che e possibile finanziare con gJi utili di borsa, piuttosto che 
agli utili in quanta tali. Semplici modelli di questo tipo fanno moIte 
predizioni controfattuali, la pili nota delle quaJi e che iJ premio associa-
to aIJe azioni (equity premium), ovvero iJ rendimento marginale delle 
azioni rispetto aJle obbligazioni, dovrebbe cssere moIto piiJ basso di 
quanto non sia stato in realta (circa I '8 per cento) nel XX sccolo nel 
mercato azionario degli Stati Uniti, se gli investitori si limitasscro ad 
avversare iJ rischio per i1 suo effetto suI consumo. Bcnartzi c Thaler 
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(1995) e Barberis, Huang e Santos (2001) hanno spiegato con miglior 
successo i rendimenti osservati utilizzando un modello nel quale gli 
investitori erano direttamente interessati ai rendimenti delle azioni. 
Questa assunzione alternativa e in linea con I'idea che il cervello con-
sideri intrinsecamente piacevole il fatto di ottenere rendimenti elevati, 
e non si limiti ad associare quei rendimenti a variazioni nel consumo. 
Se ottenere denaro produce direttamente piacere, l' esperienza di 
separarsene sara probabilmente dolorosa. Sebbene non vi siano prove 
dirette del fatto che pagare sia doloroso, l'assunzione che pagare faccia 
male puo spiegare molti fatti economici per altri versi enigmatici (Prelee 
e Loewenstein 1998). Un esempio sono Ie conseguenze sulle seelte 
degli sehemi di determinazione del prezzo neutrali rispetto al pagamen-
to. Le aziende spes so si danno molto da fare per mascherare i pagamenti 
o per renderli menD dolorosi. In parecchi casi, dai pubblici servizi a 
quelli telefonici fino ai centri benessere, i consumatori sembrano prefe-
rire di gran lunga i piani di pagamento a tariffa forfettaria (Train 1991; 
Train, McFadden, Ben-Akiva 1987; Della Vigna e Malmendier 2003; 
Lambrecht e Skiera 2004). Un piano a tariffa forfettaria elimina i costi 
marginali e permette ai consumatori di godere del servizio senza darsi 
pensiero del costa marginale. Analogamente, i viaggi turistici sono 
spesso venduti in pacchetti, rendendo impossibile calcolare il costo dei 
singoli componenti (hotel, dbo, trasporto). Spesso gli elementi del 
pacchetto sono presentati come ~~gratuiti» (come il nota programma 
della Microsoft per navigare in rete), anche se, suI piano economico, si 
tratta di un'affermazione priva di significato, dato che il pacchetto e 
proposto su una base «prendere 0 lasciare». Si puo interpretare l' attrat-
tiva delle valute ad hoc, come Ie miglia per i viaggiatori frequenti, Ie 
fiches nei casino, 0 Ie perline usate per spese occasionali in villaggi 
tutto compreso a La Club Med, come un tentativo di attenuare il dolore 
del pagamento. La val uta ad hoc, sia essa rappresentata da mig Ii a 0 da 
perline, e vissuta come una sorta di «moneta finta», e spenderla non 
sembra avere 10 stesso costa psichico. 
In una serie di esperimenti, abbiamo osservato una preferenza per il 
prepagamento di certe merci, anche quando il prepagamento e 
finanziariamente irrazionale perche pagare completamente in anticipo 
comporta un costo di sostituzione per i pagamenti di interessi che vanno 
perduti (Prelec e Loewenstein 1998). Interrogate al riguardo, Ie persone 
sostengono di preferire il prepagamento, ad esempio nel caso dei viaggi 
turistici. perche in questa modo possono rilassarsi e godersi di piiI Ia 
vacanza sapendo che e gia stata interamente pagata. Sarebbe interessan-
te capire se parte del motivo per entrare in posses so di un prodotto 
piuttosto che noleggiarlo e precisamente il fatto di ere are un prepa-
gamento, e godersi cosl il consumo senza darsi pensiero del costo. II 
«dolore del pagamento» puo spiegare anche perche siamo propensi a 
pagare menD per un prodotto se 10 paghiamo in contanti piuttosto che 
376 
~on Ia carta di credito. Sebbene vi siano ragioni finanziarie per preferire I~ pagamento tramite carta di eredito, il premio della carta di credito 
nspetto al contante che Ie persone hanno rivelato in un esperimento e di 
gr~n lun~a .tr~ppo grande (fino al 100 per cento) per essere razionalizzato 
nel. term.IllI dl una preferenza per Ia Iiquidita e di altre considerazioni 
razlOnalI (Prelec e Simester 2001). 
4.4. Motivazione e piacere 
In g~nere, gli economisti interpretano il comportamento come ricer-
ca del p.lacere (0, equivalentemente, come fuga dal dolore). La teoria 
econo~llIca del benessere, e la possibiIita stessa degli economisti di 
enunclare proposizioni normative, poggiano sull'idea che dare alle per-
sone quel che desiderano ne accresce la prosperita. Gli studi condotti 
nelle neuroscienze e in altre aree della psicologia hanna mostrato pero 
che non sempre la motivazione a compiere un'azione e strettamente 
connessa a effetti edonici. 
. Seeo.ndo Berridge (1996), Ia presa di decisione implica I'interazione 
dl due slstemi distinti, benche sovrapposti, uno dei quali, detto liking 
system, e legato al piacere e al dolore, mentre I'altro, detto wanting 
system, e legato alIa motivazione. Cio mette in questione l'assunto, f?~damen.tale in eeonomia, che Ie persone cerchino di ottenere so.lta~to 
CIO ?~ CUI tra~gono piacere. Berridge ha scoperto che. certe JesJOllI .e 
certI Illterventl farmacologici possono potenziare selettlvamente la dl-
~ponibilita di un ratto a darsi da fare per ottenere del cibo, Iasciando 
mvariato il piacere che il ratto trae dal mangiare iI cibo - piacere che c 
misurato, e questo e un punto certamente discutibiIe, sulla base d.elh~ 
espressioni facciali dell'animale (come quelle delI'uomo, Ie espresslOllI 
facciali degli animali suggeriscono, se non altra, se qualco~a ha u.n 
sapore buono, cattivo 0 neutro). In termini economici, questl esper/-
menti creano una situazione nella quale l'utilita del cibo e Ia disutilita 
dellavoro restano Ie stesse, rna aumenta Ia quantita di Iavoro compiuto 
in cambio della ricompensa. 00 vuol dire chc e possibile essere moti-
vati a eseguire azioni che non producono piacere. 
Secondo Berridge, gli stadi avanzati di molte forme di dipcndenz~ 
da droghe sono un esempio paradigmatico di una situazione che egll 
chiama «motivazionc senza piacere» (wanting without liking): i tossico-
dipendenti riferiscono spesso di non trarre piaccre dall'assunziol1e della 
droga da cui dipendono, e, aI tempo stesso, di essere irresistibilmente 
motivati a farl0. Altri esempi di situazioni nelle quali spesso sembra 
esistere una dissociazione tra 1a motivazione a ottencre qualcosa e il 
piacere che se ne puo verosimilmente trarre, sono i1 scsso e la curiosita 
(Loewenstein 1994). 
L'economia poggi a suWassunzione che soddisfarc Ie motivazioni 
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delle persone sia cosa buona e giusta. Questa assunzione dipende da 
un'altra assunzione, che sia possibile inferire cib che aIle persone piace 
da cib che esse vogliono. La possibilita che il piacere e Ia motivazione 
divergano mette in questione i fondamenti stessi della teoria economica 
del benessere, almena nella sua forma canonica. Presumibilmente, il 
benessere dovrebbe essere fondato suI piacere. Ma se non possiamo 
inferire cio che alle persone piace da cio che esse vogliono e scelgono, 
bisogna trovare un metodo alternativo per misurare il piacere, sfuggen-
do contemporaneamente al rischio di un paternalismo oppressivo. 
4.5. Inaccessibilita cognitiva 
Il fatto che Ie persone non abbiano accesso introspettivo aIle fonti 
dei loro stessi giudizi suI comportamento, e che tendano a sovrattribuire 
entrambi (i giudizi e il comportamento) a processi controllati, ha molte 
e importanti implicazioni per I 'economia. Ad esempio, Ie persone non 
hanno accesso ai processi che creane i pregiudizi discriminatori, e 
percio non hanno Ia possibilita di correggerli neppure quando sono 
motivate a produrre giudizi e decisioni imparziali. In reaIta, e molto 
probabile che esse neghino di avere pregiudizi e percib che nemmeno si 
rendano conto della necessita di correggere qualcosa. Questo tipo di 
discriminazione inconscia puo spiegare perche Ie domande di impiego 
(per il resto identiche) di candidati con nomi statisticamente «bianchi» 
piuttosto che «afro-americani» hanno il 50 per cento di probabilita in 
pili di ricevere risposta, come e state recentemente dimostrato da Bertrand 
e Mullainathan (2004). 
Un secondo gruppo di implicazioni riguarda i fenomeni di autoinganno 
e di automanipolazione a causa dei quali, ad esempio, gli agenti econo-
mici (investitori, consumatori, imprenditori) sono troppo ottimisti circa 
Ie proprie probabilita di successo. Questi fenomeni sono stati accurata-
mente catalogati dagli psicologi sociali, a partire dalle ricerche sulla 
cognizione motivata e sulla dissonanza cognitiva negli scorsi anni '50. 
Le neuroscienze suggeriscono che abbiano tutti a che fare con Ia inac-
cessibilita intrinseca dei processi cerebrali automatici. L'attenzione, ad 
esempio, e controllata in larga misura da processi automatici, ed e 
proprio I'attenzione che determina quali informazioni assimileremo. Se 
l'attenzione e rivolta sistematicamente verso Ie informazioni che vanno 
a nostro favore, avremo una percezione superottimistica delle nostre 
capacita e delle nostre prospettive. E questa un caso di cooperazione dei 
quadranti III e IV, senza la «supervisione adulta» del quadrante 1. 
Un terzo gruppo di implicazioni deriva dall' inaccessibilita cognitiva 
dei motivi delle nostre stesse azioni. II fatto che non abbiamo consape-
volezza conscia del momenta della decisione (come mostrano Ie ricer-
che di Libet menzionate nel paragrafo precedente) suggerisce con forza 
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che possiamo anche non camprendere Ie ragioni per cui facciamo questa 
o quell a scelta. Paradassalmente, questa ignaranza puo essere di grande 
beneficio. In malte situaziani, un'azione puo essere diagnostica di un 
esito pasitiva, pur senza avere alcun ruolo significativo nel produrre 
quell' esita. Ad esempia, partecipare a un' attivita socialmente desiderabile 
(votare,o non buttare immondizia nelle strade) puo essere diagnostico 
del risultato collettiva desiderato (la vittoria del vostro candidato, Ia 
pulizia delle strade), pur senza essere in grado di causare que I risultato, 
dato che l'impatta della nastra azione e trascurabile. Cio da origine al 
ben noto «paradassa del voto» nella teoria della scelta razionale, che 
sembra implicare che ness uno dovrebbe mai votare. Fortunatamente, la 
dis~inziane tra diagnosticita e causalita, che e as sol uta neI modeIlo 
razl~nate, e piuttosto sfumata suI piano psicoiogico. Vi sono prove 
spenmentali del fatta che Ie persone mentano nei Ioro test medici in 
mOd?da «castruire» una buona diagnosi (Quattrone e Tversky 1984), e 
negh lOventari di persanaIita in modo da produrre una valutazione della 
personalita che sia diagnostica di successo. Cio puo accadere solo se il 
vero motivo dell'azione - it desiderio di ricevere «buone notizie» - e 
ignoto all' agente, al momenta della scelta; se COSt non fosse, la consa-
pevolezza che I' azione era stata compiuta esattamente per ottenere Ie 
buone natizie cancellerebbe immediatamente il significato diagnostico 
dell'aziane - per un modello economico delI'autosegnaIazione che 
ammette motivi non-causali per Ie azioni, cfr. Bodner e Prelec (2003). 
L'inaccessibilita cognitiva impedisce questa corto circuito logico e 
amplia notevolmente Ia varieta di motivi che possono int1uenzare iJ 
comportamento. Poiche il sistema edonico (quadrante IV) non e vi nco-
lato da considerazioni togiche, una persona che co~pia. un ~iccolo 
passa verso un pili grande e virtuoso obiettivo, come IscnverSI a u~a 
palestra 0 comprare una copia di un libra difficile come !a Bre~e :~tona 
del tempo di Stephen Hawking, puo provare una sensazlone dl pJaccrc 
«come se» avesse effettivamente raggiunto it suo obiettivo. AI tempo 
stesso, I'inaccessibilita cognitiva implica che it quadrante I non si 
rendera necessariamente conto che quella sensazione di piaccrc cra in 
realta Ia causa della sua azione. 
5. SPECIFICHE APPLICAZIONI ECONOMICHE 
Esamineremo ora in maggior dcttaglio Ie implicazioni delle scopcr-
te delle neuroscienze per quanta riguarda quattro spccifici tcmi ccono-
mici: Ia scelta intertemporale. Ja presa di decisione in situaziol1i di 
rischio e di incertczza, Ia tcoria dci giochi e la discriminazionc sui 
mercato del lavoro. 
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5.1. Scelta intertemporale e autocontrollo 
La teoria economica standard concepisce la scelta intertemporale 
nei termini di un trade-off dell'utilita in differenti punti del tempo. Le 
differenze individuali nel modo in cui Ie persone compiono questo 
trade-off sono catturate dalla nozione di tasso di sconto - il· tasso al 
quale Ie persone scontano Ie utilita future in funzione della loro distanza 
nel tempo. L'idea di uno sconto siffatto, tuttavia, ha guadagnato terreno 
non perche abbia trovato conferma empirica rna solo per la sua facile 
assimilazione ai metodi di attualizzazione che permettono di calcolare 
il valore attuale netto finanziario (Loewenstein 1992). In realta, gia 
nell'articolo che per primo presento in dettaglio il concetto di utilita 
scontata (discounted utility, DU), Samuelson (1937, 159) metteva espli-
citamente in dubbio il suo valore descrittivo, affermando che «e com-
pletamente arbitrario assumere che gli individui si comportino in modo 
da massimizzare un integrale della forma prevista [nel modello DU]». 
In effetti, ricerche empiriche pili recenti sullo sconto temporale 
mettono in questione l' idea che Ie persone scontino tutte Ie utilita future 
a un tasso eostante (cfr. Frederick, Loewenstein e O'Donoghue 2002). 
L'idea di uno sconto temporale, si direbbe, non descrive il comport a-
mento degli individui ne ci aiuta a classificare utilmente gli individui. 
Ma in che modo 10 studio del eervello ci puo aiutare a eomprendere 
meglio il comportamento di scelta intertemporale? Le nostre due distin-
zioni fondamentali, quella tra affetto e eognizione e quella tra proeessi 
automatici e processi eontrollati, hanno entrambe importanti implica-
zioni. 
5~1.1. A//etto e cognizione nella seelta intertemporale 
Come abbiamo visto, il sistema affettivo e fatto in modo da assicu-
rare che eerte funzioni di sopravvivenza e di riproduzione siano soddi-
sfatte, e assolve a questa funzione, in parte, motivando gli individui a 
intraprendere certe azioni. Nella maggior parte degli animali, Ie emo-
zioni e Ie pulsioni motivano comportamenti che hanno obiettivi a breve 
termine, come mangiare, bere 0 accoppiarsi. Di conseguenza, i sistemi 
affettivi che eondividiamo con un'ampia varieta di altri animali sono 
intrinsecamente miopi. Sebbene alclIfzi animali mostrino comport amen-
ti lungimiranti, come immagazzinare cibo per l'inverno, si tratta di 
comportamenti specializzati, preprogrammati, evidentemente diversi 
dal differimento spontaneo della gratificazione osservabile negli esseri 
umani. A quanta pare, l'uomo e l'unico animale capace di preoccuparsi, 
sacrificare i propri interessi immediati e rispondere in modo flessibile 
in funzione delle conseguenze future desiderate. 
Questa capacita di tener conto delle conseguenze future del proprio 
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comportamento sembra dovuta alla corteccia prefrontale, una struttura 
cerebrale che, non per nulla, e una prerogativa della specie umana (efr., 
per es., Manuck et al. 2003). I pazienti con Iesioni nelle regioni prefrontaIi 
- grazie al pill famoso dei quali, Phineas Gage, furono riformulate Ie 
nostre conoscenze sulla funzione della corteccia prefrontale - tendono 
a comportarsi in modo miope, dando poca importanza aIle conseguenze 
lontane del loro comportamento. La scelta intertemporale, si direbbe, 
puo es~ere vista come Ia combinazione di due processi - un processo 
Imp~lsIVO, affettivo, e un processo pill lungimirante, guidato dalla cor-
teccla prefrontale. 
. La nozione di «sconto temporaIe quasi-iperbolico» (quasi-hyperbolic 
t~me discollnting) , come e noto, fornisce una rappresentazione matema-
tlca della combinazione di due processi di questa tipo, e, come e stato 
~ostra~o: descrive efficacemente il comportamento in un'ampia varieta 
d.l domInI. Tuttavia, la comprensione delle basi neurali di questi proees-
s~ duaIi rende possibili predizioni e formulazioni pill sottili. La nozione 
?l sconto temporale iperbolico prevede che Ie persone si comporteranno 
lmpulsivamente ogniqualvoIta si troveranno aIle prese con Ia giusta 
comb~n~:ione di incentivi (tipicamente, quelli ehe comportano eosti ,e 
benefIcI lmmediati), rna Ie cose non sembrano stare esattamente cos!. 
Rendersi conto che il meccanismo della seonto temporale iperbolico 
poggia, in parte, sulla competizione tra il sistema affettivo e queIIo 
c.ognitivo, conduce alIa previsione ehe i fattori che rafforzano 0 indebo-
hscono I 'uno 0 I' altro di questi e1ementi produrranno nelle persone 
comportamenti pili 0 menu impulsivi. 
5.1.2. Determinanti della Jorza relativa dell' affetto e della cognizione 
Vi e una varieta di fattori che determinano l'influenza reJativa dei 
f~ttori affettivi e cognitivi suIIa scelta intertemporale ~ e.h~ ,po~sono 
~lUtare a spiegare quell a ehe potremmo chiamare vanabJlJta «lOtra-
tndi viduale» dell' impazienza. 
In primo Iuogo, qualunque fattore ehe incrementi Ie richicste poste 
alIa corteccia prefrontale - aI sistema cognitivo, controllato - dovrebbc 
attenuare I'influenza di questo sistema, e percio diminuire il controllo 
delle persone suI proprio eomportamento. Cio e stato dimostrato da 
Shive Fedorikhin (1999). Per manipolare iJ «carico cognitivo», a meta 
dei soggetti (queIli a «basso carico») veniva prescntato un nume!"() a due 
cifre che erano inv;tati a memorizzare, mentre all'altra meta (<<alto 
carico») veniva richiesto di memorizzare un numero a sette cifre. I 
Soggetti erano quindi invitati a recarsi in un'altra stanza dell'edificio. 
Strada facendo passavano accanto a un tavolo dove erano invitati a 
scegliere tra una calorica feua di torta e una coppa di macedonia. Nella 
condizione ad alto carico (numero a sette cifre), a scegliere la torla era 
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pili della meta dei soggetti (59 per cento), mentre nella condizione a 
basso carico (numero a due cifre) Ia torta veniva scelta solo dal 37 per 
cento dei soggetti. Questo risultato e coerente con l'idea che 10 sforzo 
richiesto per memorizzare i numeri a sette cifre sottraesse risorse 
deliberative ai processi di autocontrollo, cosicche i soggetti che aveva-
no un compito pili impegnativo mangiavano in maggior numero Ia torta. 
In secondo luogo, un precedente esercizio della capac ita di auto-
controllo sembra indebolirla, e indebolire la propensione a esercitarla, 
nel momenta presente. Si rammenti che la corteccia prefrontale e quella 
parte del cervello che e associata a una percezione soggettiva di sforzo. 
Viene naturale supporre che l'autocontrollo chiami in causa la stessa 
area del cervello - la corteccia prefrontale esecutiva - che e associata 
alla percezione di sforzo mentale. Forse e per questa che la forza di 
volonta e cosl fragile e che I' esercizio dell' autocontrollo in un dominio 
puo indebolire il suo esercizio in un altro dominio, come e stato dimo-
strato da Roy Baumeister e collaboratori in una serie di ingegnosi studi 
(efr., per es., Baumeister e Vohs 2003). In un tipico esperimento, i 
soggetti a dieta che resistevano a una tentazione (rinunziando alla pos-
sibilita di arraffare qualche dolcetto da un cesto n vicino), piu tardi 
mangiavano pili gelato in una pro va di degustazione e si arrendevano 
prima di fronte a un problema che non riuscivano a risolvere. Essi 
agivano come se la loro capacita di vincere Ie tentazioni fosse stata 
temporaneamente «svuotata» daUo sforzo di resistere ai dolcetti (0, 
altemativamente, come se si fossero «guadagnati» una ricompensa in 
gelato per non aver ceduto ai dolcetti tentatori). Altri fattori che sem-
brano indebolire la capacita di autocontrollo sono l'alcol, 10 stress e la 
deprivazione del sonno. 
Guardando ora all'altro membro dell'equazione, l'attivazione degli 
stati affettivi dovrebbe, allo stesso modo, tendere ad accentuare la 
miopia temporale. Non mancano Ie prove a conferma di effetti del 
genere (Metcalf e Mischel 1999). Alcune ricerche hanno mostrato, ad 
esempio, che Ie persone dipendenti sono caratterizzate da tassi di sconto 
maggiori (non solo per quanta riguarda Ie droghe, rna anche per quanto 
riguarda il denaro) quando sono dominate dal craving nei confronti 
della droga che non quando non 10 sono (Giordano et al. 2002). Altre 
ricerche hanno mostrato che in caso di attivazione sessuale 10 sconto 
temporale delle ricompense in denaro e maggiore (Ariely e Loewenstein 
2003). 
L 'unica eccezione alIa regola secondo cui gli stati affettivi tendono 
a generare un comportamento miope riguarda Ie interazioni tra il siste-
ma cognitivo e quello affettivo. In realtii, Ia decisione di differire Ia 
gratificazione spesso implica una combinazione di affetto e cognizione. 
Essa richiede Ia consapevolezza cognitiva dei benefici di cui godremo 
differendo la gratificazione - per es., Ia consapevolezza che non man-
giare Ia torta oggi significa avere menD ciccia e brufoli domani. Ma, 
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come hanno osservato molti rieercatori, Ia consapevolezza cognitiva, da 
s?la: non basta a motivare il differimento della gratificazione; Ie emo-
Zlom hanno un ruolo eruciale nel prendere decisioni lungimiranti. Come 
o~se.rv~ ~arIow (1988, 12): «La capacita di provare ansia e Ia eapacita 
dl plallIfleare sono due facce della stessa medaglia». 
. Cottle e Klineberg (1974), analogamente, sostengono che Ie persone 
SI preoecupano delle conseguenze differite delle Ioro decisioni solo se 
la Co?siderazione di tali conseguenze suscita un'immediata risposta 
~ff~ttlva. A conferma di questa tesi, essi citano gli effetti degli interven-
11 dl Iobotomia frontale, che danneggiano Ie aree del cervel10 in virtu 
delle .quali l~ i~magini di fatti non presenti possono suscitare in noi 
~spenenze dl placere 0 di pena (Cottle e KIineberg 1974, 15). Secondo 
1 ~eurochirurghi ehe eseguirono queste operazioni, nei pazienti sottopo-
Stl a lobotomia frontale «Ia capacita irnmaginativa e aneora presente, e 
eertamente non tanto ridotta da rendere i pazienti confusi, e Ie esperien-
ze affettive sono spes so piuttosto intense [rna vi e] una separazione tra 
Ie due dimensioni» (Freeman e Watts 1942,303). 
II lavoro di Damasio e collaboratori discusso sopra (Bechara, Damasio, 
Tranel e Damasio 1997; Damasio 1994) rafforza uIteriormente questa 
concezione, come pure Ie ricerche sul1a personal ita psicopatica, che e 
caratterizzata sia da deficit emotivi quando si tratta di irnrnaginare il 
futuro sia da indifferenza aIle conseguenze future (e aUe conseguenze 
per gli aItri) del proprio eomportamento (Cleckley 1941; Hare 1965; 
1966; Lykken 1957). Vuoi deliberatamente, come quando una persona 
evoca I' immagine di un «se cicci one» sdraiato sulla spiaggia, vuoi 
s7nza intenzione cosciente, l'autocontrollo comporta spesso I'interazione 
dl rneecanismi affettivi e cognitivi. 
Ma in che modo Ie idee sviluppate nelle neuroscienze po~sono dare 
forma a un diverso modello della scelta intertemporale? In pnmo luogo, 
esse possono aiutarci a «scomporre» iI concetto di preferenza tempora-
Ie. L'importanza della capacita di pensare aIle conseguenze future c 
evidente, e questa e probabilmente la ragione per cui Ie preferenzc 
temporaIi sono correlate can I'intelligenza misurata (Mischel e Metzner 
1962). In secondo luogo, poiche e probabile che Ie persone facciano 
sceIte miopi quando sono satta J'influenza di pulsioni 0 emozioni forli 
(Loewenstein 1996), una chiave per comprendere I'impuisivita ncgJi 
individui potrebbe essere queIla di capire quali tipi di situazioni Ii 
facciano «accendere». In terzo Juogo, potremmo esscrc tentati di ccrca-
re Ie differenze individuali in quella che si potrebbc chiamarc «forza di 
volonta» - cioe neUa disponibiJita al nostro interno di quella risorsa 
scarsa che ci permette di inibire i comportamenti di originc visceralc 
(per un recente modeJlo a due sistemi della scelta intcrtcmporalc c di 
altri comportamenti economici, vedi Loewenstein c O'Donoghue 2004). 
Un modello della sceIta intertemporale che tcnga canto delle 
interazioni tra affetto e cognizione pub aiutare a spicgarc non solo 
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l'impulsivita, rna anche la ragione per cui molte persone hanno probIe-
mi di autocontrollo di tipo opposto rispetto a quelli comunemente stu-
diati nella letteratura - per es., taccagni che non riescono a persuadersi 
a spendere abbastanza, maniaci del lavoro che non riescono a prendersi 
una pausa e persone che, lungi dal perdere il controllo di se in camera da 
letto, si scoprono, con loro frustrazione, incapaci di farlo. Tutti questi 
tipi di comportamento possono essere facilrnente spiegati nei termini 
della propensione, che e forse specificamente umana, a provare emozio-
ni, per es. la paura, come conseguenza della capacita di pensare al 
futuro. In effetti, e probabile che uno degli strumenti principali utilizza-
ti dalla corteccia prefrontale per imporre l' autocontrollo quando Ie 
forze affettive, lasciate a se stesse, provocherebbero un comportamento 
miope e autodistruttivo, sia quello di creare una condizione di «affetto 
deliberativo» guidando opportunarnente l'immaginazione e il pensiero 
(Giner-Sorolla 2001). 
Un quadro come questa potrebbe anche aiutare a spiegare perche Ie 
persone appaiono tanto incoerenti quando il loro comportamento e 
osservato attraverso Ie lenti dell 'utilita scontata. La capac ita di pensare 
aIle conseguenze future puo non essere strettamente correlata con il 
grado in cui differenti esperienze producono reazioni viscerali, e que-
ste, a 10ro volta, potrebbero non essere correlate con il livello della 
forza di volonta in un individuo. In effetti, Frederick et al. (2002) hanno 
trovato correlazioni vicine aHo zero tra numerosi cornportamenti che 
avevano tutti un'importante componente intertemporale, rna correlazioni 
molto pili alte tra comportamenti che sernbravano fare appello aHa 
stessa dimensione della scelta intertemporale - per es., che richiedeva-
no la soppressione di particolari emozioni come la rabbia. 
5.1.3. Processi automatici nella seelta intertemporale 
Nella misura in cui la scelta intertemporale e (come effettivamente 
e) guidata da considerazioni cognitive, buona parte di questa cognizio-
ne, diversamente da quel che si pensa di solito, non ha la forma di un 
calcolo di costi e benefici, con questi ultimi scontati in relazione aHa 
loro collocazione temporale. Piuttosto, in accordo con la tesi secondo 
cui spesso Ie persone prendono decisioni attraverso un processo a due 
stadi nel quale prima ci si chiede «in che situazione mi trovo?» e poi si 
passa a «come ci si comporta in una situazione del genere», la scelta 
intertemporale e essenzialmente guidata da processi automatici di con-
fronto di configurazioni (pattern matching), riconoscimento e catego-
rizzazione. 
Un tipo di scelta che sembra essere conseguenza .di un processo 
siffatto e la preferenza per successioni di risultati che migliorano nel 
tempo. In una dimostrazione di questo effetto, Prelec e Loewenstein 
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(1998) chiedevano a un gruppo di soggetti di scegliere se preferivano 
andare a. cena in un ristorante francese di Iusso tra un mese oppure tra d~e meSl, e a un altro gruppo di soggetti di scegliere tra Ia sequenza 
[nstorante francese di lusso questo mese; cena a casa iI mese prossimo] 
e Ia stes~a opzione in ordine inverso. Quando era in questione Ia sola 
c~na al nstorante francese, la maggior parte dei soggetti preferiva anti-
clparia, mentre quando Ia cena al ristorante francese era abbinata alla 
cena a casa, preferiva ritardarla. In uno studio di Frederick e Loewenstein 
(2000), ai soggetti veniva presentata una serie di scelte intertemporali 
che eran? formulate in modo da provocare considerazioni differenti. In 
una verslOne, ad esempio, veniva chiesto ai partecipanti di alloeare nel 
tempo degli effetti piacevoli, ad esempio dei massaggi. I ricercatori si 
aspettavano (e I' aspettativa trovo conferma) che il formato di allocazione 
evocasse un' curistica di seelta tale da produrre una distribuzione del 
consumo relativamente uniforme nel tempo, cia che implicava una 
pre~erenza per Ie sequenze piatte. In un'altra versione, ai partecipanti 
veOIv~ chiesto di stabilire un prezzo di acquisto massimo per Ie sequen-
ze [pnm~ greco; poi francese] e [prima francese; poi greeo], piuttosto 
che sceglIere tra Ie due opzioni; I 'ipotesi era che Ia menzione del denaro 
avrebbe provocato la considerazione del valore temporale del denaro e 
p~rcio avrebbe orientato i soggetti verso una preferenza per Ie sequenze 
dlscendenti, che e quanto fu osservatol6 • 
5.2. Presa di decisione in condizioni di rischio e di incertezza 
E possibile osservare Ia cooperazione e Ia competizione tra affetto c 
cognizione, nonche tra processi controllati e processi automatici, anche 
neI dominio della presa di decisione in condizioni di risehioe di inccr-
tezza. 
. 16 Un aItro fenomeno che puo essere dovuto a processi aut.omatici ~imi.li c il «!J!a.\' 
dl diversificazione» (Simonson 1990). Quando una persona sceghe una sene dl alternatIve 
entro un insieme pili vasto, preferisce una maggiore varieta quando sccglic Ie altc:native 
simultaneamente che non quando Ie sceglie in sequcnza. Questa fenO~le~() ~ stat(J 
dimostrato nel easo di merendine, brani audio, giochi d'azzan]o e hlglJcltJ della 
lotteria. Read e Loewenstein (1995) hanno esaminato varie spiegazioni della sovra-
?iversificazione (per es., Ie persone diversificano.nella scelta simultunca 'p~r raccogl.ierc 
lllformazioni), rna hanna concluso che essa denva da una regola cmplflca che Vlel1C 
applieata ogniqualvolta Ie scelte sono espresse in modo da mcttcre in evidenza la 
diversifieazione (efr. anche Langere Fox 2003). Questa conclusionc ha trovato conferma 
in uno studio (Read, Loewenstein e Kalyanaramun 1999) nel quale i wggctti compivano 
seelte successive tra gruppi di oggetti che differivano per la facilita di catcgorizzazione. 
Quando la categorizzazione era facile (per es., vizi e virtu), i soggctti diversificavano 
maggiormente nella scelta simultanea che non in quella sequcnziale. Quando vi erann 
categorizzazioni multiple in competizione, il bias di diversificazione svaniva. 
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5.2.1. Affetto e cognizione 
Nel modello deIl'utilita attesa, la presa di decisioni in condizioni di 
incertezza e concepita come un trade-off dell 'utilita in differenti stati 
del mondo - cioe in differenti scenari possibili. Ma, proprio come nel 
caso degli esiti differiti, Ie persone reagiscono al rischio su due piani 
distinti. Da un lato, secondo Ie teorie economiche tradizionali e in 
accordo con il quadrante I della tabella 1, Ie persone cercano di valutare 
il livello oggettivo di rischio che pericoli differenti possono produrre. 
D' altro lato, in accordo con il quadrante IV, Ie persone reagiscono al 
rischio anche a livello emotivo e queste reazioni emotive possono 
influenzare profondamente illoro comportamento (Loewenstein, Weber, 
Hsee e Welch 2001). 
L' esistenza di sistemi affettivi e cognitivi distinti che rispondono 
diversamente ai rischi diventa particolarmente evidente quando i due 
sistemi entrano in conflitto. Le persone sono spes so ambivalenti riguar-
do ai rischi; preferiamo viaggiare in auto (0 10 preferiremmo, se solo 
potessimo scegliere, mentre siamo disperatamente aggrappati aHa poI-
trona di un aereo) anche se a livello cognitivo sappiamo che vol are e pili 
sicuro. II terrorismo ci fa paura, rna Ia carne rossa comporta un rischio 
di mortalita molto piil grande. E quando si tratta di chiedere a una 
ragazza di uscire, di salire su un palco per fare un discorso 0 di sostenere 
un esame importante, il nostro se deliberativo utilizza varie tattiche per 
farci affrontare i rischi 0 farci agire in presenza di rischi che il nostro se 
viscerale preferirebbe di gran lunga evitare. Forse l'ilIustrazione pili 
vivida della separazione tra Ie reazioni viscerali e Ie valutazioni cognitive 
e data pero dalle fobie di cui tanti soffrono; la caratteristica distintiva di 
una fobia e 1 'incapacita di affrontare un rischio che, razionalmente, si sa 
essere inesistente. Inoltre, la paura scatena sequenze comportamentali 
preprogrammate che non sempre sono vantaggiose. La paura, se diventa 
troppo intensa, puo generare risposte controproducenti, come quando 
restiamo paralizzati 0 siamo presi dal panico, 0 quando dobbiamo par-
lare in pubblico e abbiamo la bocca secca. II fatto che Ie persone siano 
disposte a pagare per il trattamento terapeutico delle lora paure e assu-
mana sostanze (aleol compreso) per superarle puo essere considerato 
come una «prova» ulteriore del conflitto tra Ie persone - 0, piil precisa-
mente, i se deliberativi delle persone - e Ie Ioro reazioni viscerali al 
rischio. 
5.2.2. Reaziolli affettive all'incertezza 
Sappiamo molto dei processi neurali alla base delle risposte affetti-
ve ai rischi. Nella maggior parte dei casi, i comportamenti avversi al 
rischio so no guidati da risposte immediate di paura, e Ia paura, per parte 
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sua, sembra essere, in buona sostanza, riconducibile alI'amigdala. 
L'a~ig.dala va~Iia continuamente gli stimoli in ingresso per cogliere i 
S~gllI dl potenzlali pericoli e risponde agli input provenienti dai proces-
SI automatici e dai processi controllati del cervello. Vuil1eumier et al. 
(~OO 1) hanno osservato un' equivalente attivazione deII'amigdala in 
nsposta a facce spaventose, sia che fossero presentate in modo che i1 
s?ggetto prestasse loro attenzione, sia che fossero presentate nella re- . 
glOne periferica al di fuori della portata della percezione cosciente (efr. 
de Gelder, Vroomen, Pourtois e Weiskrantz 1999; Hadjikhani e de 
Gelder 2003; LeDoux 1996; Morris, Buchel e Dolan 2001; Whalen et 
al. 1998). Ma l'amigdala riceve anche input corticali, che possono 
a.tt~nuare 0 addirittura sopprimere Ie sue risposte automatiche, caratte-
nstIche del IV quadrante. 
In un esperimento paradigmatico che ilIustra la soppressione corticale 
dell' atti vazione dell' amigdala (LeDoux 1996), un animaJe, ad esempio 
u.n ratto, viene «condizionato alIa paura» attraverso Ia presentazione 
npet?ta di un segnale, ad esempio un suono, seguito dalla sommini-
strazlOne di una dolorosa scarica elettrica. Una volta che nella mente 
dell' animale si sia stabilita l' associazione tra il suono e Ja scossa, 
l'animale risponde aI suono spiccando salti 0 mostrando altri segni di 
p,aura. Nella fase successiva dell' esperimento, iJ suono viene presentato 
npetutaI?ente senza I' accompagnamento della scossa, cosicche Ia ri-
sposta dl paura viene gradualmente «estinta». Si potrebbe pensare che a 
questo punto l' animale abbia «disappreso» I' associazione tra iI ~uono e 
la scoss.a, I?a la r~aIta e pill complicat~ e interessante. I~fattI: s~ I.c 
connesslOlll neurah tra la corteccia e J'amlgdala vengono reClse, I ongl-
naria risposta di paura al suono riappare, e questa dimostra che il 
c?ndizionamento alla paura non viene cancellato dall' «estinzione».', rna 
Vlene soppresso dalla corteccia e rimane latente nel1'amigdala. elO fa 
pensare che l' apprendimento della paura potrebbe essere permancntc -
un utile adattamento evolutivo, poiche permetterebbe un rapido riap-
prendimento se la causa originaria della paura si ripresentassc. . 
La presa di decisione in condizioni di rischio e di incertezza, al pan 
della scelta intertemporale, i11ustra nitidamente tanto la coopcrazi~ne 
quanto la cornpetizione tra sistemi. Per cio che riguarda /a coopcraz/O-
ne, l'affrontare (0 l'evitare) il rischio imp/ica una sottile intcrazionc di 
processi cognitivi e affettivi. In un [amoso studio che dimostra questa 
cooperazione (Bechara et al. 1997), dei pazienti con /csionc prcfrontalc 
(che, come abbiamo visto, provoca una scissione tra if sistema cognitivo 
e queUo affettivo) e dei soggetti norma/i estraevano una scqucnza di 
carte da quattro mazzi; i re1ativi payoff,> venivano scoperti dai soggctti 
solo andando avanti nel gioco. Due dei mazzi comprendcvano un mag-
gior nurnero di carte associate a vincitc 0 pcrdile eslrcrnc rna avcvano 
un valore atteso negativo; gli altri due comprendcvano meno casi estrc-
rni rna avevano un valore atteso positivo. Nei due gruppi furono rcgi-
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strati analoghi valori di conduttanza cutanea (il sudore e un segnale di 
paura) dopo I' estrazione di carte che producevano grosse perdite; tutta-
via, diversamente dai soggetti normali, i soggetti prefrontali, dopo aver 
estratto una carta perdente, ritornavano velocemente ai mazzi pill ri-
schiosi e pill ricchi e, di conseguenza, facevano pill spesso «bancarot-
ta». Anche se, in caso di perdita, l'immediata reazione emotiva dei 
pazienti prefrontali era simile alIa reazione dei soggetti normali (stando 
alIa conduttanza cutanea), i soggetti con lesioni non sembravano memo-
rizzare il dolore delle perdite con la stessa efficacia dei soggetti norma-
Ii, e percio la loro conduttanza cutanea aumentava molto di menD 
quando tornavano a pescare dai mazzi ad alto rischio. Una ricerca 
successiva ha trovato una differenza simile tra soggetti normali che 
avevano differenti valori di reattivita emotiva agli eventi negativi. Co-
loro che si mostravano pill reattivi erano anche pill portati a pescare dai 
mazzi di carte pill poveri rna pill sicuri (Peters e Slovic 2000). 
Le ricerche di Damasio e colIaboratori mostrano che non avere 
abbastanza paura puo produrre un comportamento non massimizzatore 
quando Ie opzioni rischiose hanno un valore negativo. Ma e nota che la 
paura puo anche scoraggiare Ie persone ad accettare scommesse van tag-
giose (cfr., per es., Gneezy e Potters 1997). A conferma di cio, Shiv et 
al. (2002) hanno trovato che i pazienti frontali vincevano pill soldi in un 
compito in cui Ie emozioni negative inducevano i soggetti normali a 
essere estremamente avversi al rischio: una serie di scelte «prendere 0 
lasciare» in un gioco d' azzardo con una probabilita del 50 per cento di 
perdere un dollaro 0 vincerne uno e mezzo. Nel primo turno, i soggetti 
normali e i pazienti frontali avevano all'incirca la stessa probabilita di 
giocare; rna i primi, se perdevano, uscivano dal gioco, mentre i pazienti 
frontali continuavano imperterriti. Evidentemente, Ie lesioni frontali 
compromettono la qualita complessiva della presa di decisione, rna vi 
sono situazioni nelle quali una lesione front ale puo portare a decisioni 
migliori. 
A un Iivello pill macroscopico, Ie reazioni emotive al rischio posso-
no aiutare a spiegare sia la ricerca del rischio sia l' avversione al rischio 
(Caplin e Leahy 200 1). Ad esempio, quando giocare d'azzardo provoca 
piacere, un modello che tenga conto della dimensione affettiva predice 
in modo naturale che Ie persone ricercheranno il rischio e che ci vorra 
una certa dose di autocontrollo per resistere. In effetti, circa l'l per 
cento delle persone che giocano d'azzardo sono considerate «patologi-
che» - riferiscono di perdere il controllo, di «rincorrere Ie perdite» e di 
compromettere Ie proprie relazioni personali e di Iavoro per colpa del 
gioco d'azzardo (National Academy of Sciences 1999). Le classiche 
spiegazioni economiche del gioco d'azzardo - l'utilita convessa del 
denaro 0 un debole per l'atto stesso di giocare d'azzardo - non aiutano 
a spiegare perc he certi giocatori non smetterebbero mai e perche non 
facciano nulla per regolare la disponibilita delle occasioni di gioco. Le 
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neurosc.ie.nze possono fare luce sulla questione. I giocatori d' azzardo 
patologlcl sono soprattutto maschi e tendono a bere, fum are e usare 
droghe molto pili frequentemente della media. Studi genetici mostrano 
ch~ un allele di un certo gene (D2Al), che induce i giocatori d'azzardo 
a.ncercare emozioni sempre pili intense in cambio di modeste dosi di 
pIacere, e pili frequente nei giocatori d'azzardo patologici che non nelle 
pers?ne normali (Comings 1998). Uno studio ha dimostrato, in via 
spenmentale, che i1 trattamento con naltrexone un farmaco che b10cca 
l'.attivita dei recettori degli oppiati neI cervello, riduce l'impulso a 
?lOCare d'azzardo (cfr., per es., Moreyra et al. 2000). Lo stesso farmaco 
e stato usato con successo per trattare 10 shopping compulsivo (McElroy 
etal.1991) . 
. , Anche i dati neurali confermano la distinzione tra rischio (probabi-h~a n~ta) e arnbiguita 0 incertezza «knightiana». I soggetti impegnati in 
glOchJ d'azzardo arnbigui, sapendo di non avere Ie informazioni che 
vorrebb~ro avere sulle probabilita, spesso riferiscono di provare un 
senso dJ disagio 0 un po' di paura. Le tecniche di visualizzazione 
cerebrale mostrano come livelli differenti di rischio e di incertezza 
attivino aree cerebrali distinte (McCabe et al. 2001; Rustichini et al. 
2002), a conferma dei resoconti personali dei soggetti. 
5.2.3. Processi automatici e processi control/ali 
II divario tra i vari sistemi nella valutazione del rischio puo essere 
os~ervat~ anche neI caso dei giudizi di probabilita. N.u~er~s~ stu~i 
p~~CO.IOgICi hanno osservato discrepanze sistematiche tra J gJUdlZI e~ph­
CItI dl probabi1ita prodotti in vari contesti (presumibilmente come nsuI-
tato di processi controllati) e i giudizi impliciti 0 i giu~izi derivanti .da 
scelte (che sono pili strettamente associati all 'elaborazlOne automatlca 
e/o all'emozione). Per esempio, Kirkpatrick e Epstein (1992) hanno 
rnostrato che Ie persone preferiscono estrarre un fagiolo da un 'urna 
Contenente 10 fagioli vincenti e 90 perdenti piuttosto che da un 'urn~ 
Contenente 1 fagiolo vincente e 9 perdenti (si veda anche Denes-Raj, 
Epstein eCole 1995; WindschitI e Wells 1998). I soggetti non negano 
di sap ere che Ie probabiIita di vincere sono Ie stesse, rna mostrano 10 
stesso una preferenza automatica, dovuta al quadrante JJJ, per I' urna 
Contenente un maggior numero di fagioli vincenti. 
Un'importante caratteristic,a di u~ buon giudizio di p.r~babilitil C. h~ 
coerenza logica: Ie probabilita dJ eventJ mutuamentc CSc!USIVJ cd esallstlvl 
dovrebbero sommare a uno, e Je probabilita condizionali dovrcbbcro 
dipendere dalla probabilita congiunta e marginale secondo la rcgola di 
Bayes: (P(AIB) = P(A e B)/P(B». La coerenza logica vicnc violata in 
almeno due forme interessanti dal punto di vista neurale. La prima c la 
«fallacia della congiunzione» - Ia tendenza a giudicare un evcnto con 
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due elementi costituenti, A e B, come piu probabile di A 0 B presi da 
soli. Sebbene certi problemi inducano la maggior parte dei soggetti 
(compresi quelli che sanno di statistica) a cadere nell' errore della COll-
giunzione, quando l'errore viene fatto notare ai soggetti il quadrante I si 
attiva, ed essi, imbarazzati, riconoscono di avere sbagliato e si correg-
gono (Kahneman e Frederick 2002). Per esempio, nel famoso «proble-
ma di Linda» viene descritta una studentessa seria e scrupolosa impe-
gnata politicamente. In una condizione, i soggetti dovevano mettere in 
ordine di probabilita alcune affermazioni su Linda, tra Ie quali «Linda 
e una cassiera di banca» e «Linda e una cassiera di banca femminista». 
Una buona maggioranza dei soggetti, anche quelli con un elevato grado 
di istruzione, rispondevano che era pili probabile che Linda fosse una 
cassiera di banca femminista che non semplicemente una cassiera di 
banca, che e una violazione del principio della congiunzione. Ma quan-
do ai soggetti veniva chiesto: «Di 100 persone come Linda, quante sono 
cassiere di banca? E quante sono cassiere di banca femministe?», rer-
rore della congiunzione svaniva (Tversky e Kahneman 1983). 
Un'altra violazione sta nel fatto che spesso i soggetti esprimono 
giudizi di probabilita che sono logicamente incoerenti. La visualizzazione 
tramite fMRI suggerisce una spiegazione della ragione per cui certi 
giudizi di probabilita sono incoerenti, rna possono essere corretti riflet-
tendoci su: quando valutiamo Ie probabilita, I' emisfero sinistro del 
cervello e pili attivo; quando affrontiamo problemi logici, e piu attivo 
l'emisfero destro (Parsons e Osherson 2001). Dato che il rispetto della 
coerenza logica richiede che l'emisfero destro «controlli il lavoro» 
dell' emisfero sinistro, c' e spazio per gli errori. 
5.3. Teoria dei giochi 
I dati neuroscientifici sono particolarmente adatti per studiare Ie 
assunzioni centrali su cui poggiano Ie predizioni della teoria dei giochi. 
Secondo queste assunzioni, i giocatori i) hanno credenze accurate su cio 
che gli altri faranno (cioe, i giocatori sana in equilibrio); ii) non hanno 
emozioni 0 preoccupazioni circa que! che gli altri guadagnano (un'utile 
assunzione ausiliaria); iii) fanno piani in anticipo; e iv) apprendono 
dall' esperienza. 
5.3.1. Teoria della mente e alltismo 
Nelle interazioni strategiche (giochi), sapere quel che un'altra per-
sona pensa, e quel che un' altra persona pensa che noi pensiamo, e cosl 
via, e cruciale per predire il comportamento dell'altro giocatore - e per 
inferirne Ie intenzioni, cosa che Ie teorie pili recenti pongono alla base 
390 
dei ?iudizi emotivi di equita e di reciprocitil obbligata (cfr., per es., 
RabIll 1993). Da un punto di vista neurale, il pensiero strategico iterato 
c?nsuma una risorsa scars a come la memoria di lavoro e richiede per 
gmnta che il giocatore «entri nella mente» dell'altra giocatore. Gli 
esseri umani potrebbero essere privi della capacita generale di iterare 
ques.to tipo di pensiero al di la di un paio di passil7. Gli studi sulle scelte 
sper~me~taIi e il comportamento dei soggetti quando ricercano informa-
Z10m SUI payoffs (aprendo finestre sullo schermo di un computer) mo-
stran.o che nella maggior parte delle popolazioni la lunghezza tipica del 
penslero strategico e di soli 1-2 passi (cfr., per es., Johnson et al. 2002; 
Costa-Gomes et al. 2001; Camerer, Ho e Chong 2004), anche se in 
popolazioni versate nel pensiero analitico e opportunamente addestrate 
sana stati registrati fino a 3-4 passi. 
Come abbiamo visto nel paragrafo 4.2, molti neuroscienziati pensa-
no che vi sia un' area specializzata nella «lettura della mente» (0 «teoria 
della .m~nte»), forse nella corteccia prefrontale (area 10 di Brodmann), 
da CUI dlpendono i ragionamenti su quello che gli altri credono e potreb-
bero fare (per es., Baron-Cohen, 2000)18. Si pensa che l'autismo dipen-
da da un deficit in questa area (e nei circuiti di cui essa fa parte). Spesso 
Ie persone affette da autismo hanno difficolta a immaginare queI che gli 
altri pensano e credono, e di conseguenza trovano stupefacenti dei 
co~portamenti che la maggior parte delle persone considererebbe nor-
malt. 
. Uno degli strumenti usati nella teoria dei giochi comportamentale C 
II «gi?co dell 'ultimatum». In questa gioco, un «proponente» deve deci-
dere In che misura spartire una somma di denaro, generalmente J 0 
dollari, con un «ricevente», che puo accettare 0 respingere J:offerta, 
ponendo termine al gioco. Se iI ricevente non rispo~d~s~e emot.lva~en­
t~ a1 fatto che il proponente ottiene di pill di lui (<<IllvJdta» 0 «Jlldlgn~­
Z1One»), dovrebbe accettare qualunque offerta, per qu~nto bassa. E. se .1,1 
proponente non rispondesse emotivamente al fatto dl prende!c dl plu 
(<<senso di colpa») e prevedesse correttamente Ia scelta del flcevente, 
dovrebbe fare un'offerta minima. Eppure di rado Ie cosc vanno COSI: 
nella maggior parte delle popolazioni iI proponente .offr~ iI.40-50 per 
cento e quasi la meta. dei riceventi respinge offerte mfcflofl al 20 pcr 
cento. 
Quando i giocatori seguono effettivamellle i dettami della (coria dci 
giochi, ne PUQ risultare un basso payoff e un bel po' di confusione. Si 
17 Senza dubbio, !'equilibrio potrebbe essere raggiunto tramite un proccsso divcr~o 
dall'introspezione - peres.,l'apprendimenlo adattativo, j'imitazione,la comunicazione 
o ]'evoluzione. Ma anche questi processi devono avere una base neurale. 
18 Grether et al. (2004) hanna osservato l'aUivazione dell'area BA 10, assiemc a 
un'interessante attivazione del giro del cingolo anteriore e del proencefalo basalc, in 
soggetti che partecipavano ad asle al secondo prezzo. 
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pensi alla stizzita affermazione di un soggetto, uno studente universita-
rio israeliano, la cui (bassa) offerta in un gioco dell 'ultimatum da 10 
dollari era stata respinta (Zamir 2000): 
Non ho guadagnato un bel niente percheS gli altri giocatori sono stupidi! 
Come puoi rifiutare una quantita positiva di denaro e restare a mani vuote? 
Non hanno proprio capito il gioco! Sarebbe stato iI caso di interrompere 
l' esperimento e spiegarglielo ... 
lronicamente, il ragionamento del soggetto coincide perfettamente 
con l'analisi canonica della teoria dei giochi, eppure suona anche un po' 
autistico, perche il soggetto resta sorpreso e perplesso davanti al COffi-
portamento delle persone norm ali. 
A questa aneddoto si puo aggiungere I' ampio studio comparativo 
condotto da Hill e Sally (2003) su bambini e adulti normali e autistici 
impegnati nel gioco dell'ultimatum. Quasi la meta dei bambini autistici 
offriva 00 1 unita (su 10), e relativamente pochi offrivano una sparti-
zione alla pari. Anche se molti adulti autistici non offrivano nulla, ve ne 
era un buon numero che offriva la meta - quasi avessero trovato, per 
ragionamento 0 per esperienza, una strada alternativa per determinare 
cio che Ie persone considerano equo nei giochi che implicano condivisione, 
non essendo in grado di prevedere il comportamento degli aHri attraver-
so i norm ali circuiti neurali. 
McCabe et al. (2001) hanno utilizzato la fMRI per misurare l'attivi-
ta cerebrale di soggetti impegnati in giochi che implicavano fiducia, 
cooperazione e punizioni. I giocatori che cooperavano piu spesso con 
gli altri mostravano una maggiore attivazione dell'area 10 di Broadmann 
(che, si pensa, e parte del circuito di «lettura della mente») e del talamo 
(che fa parte del sistema «limbico», deputato aIle emozioni). I giocatori 
che cooperavano meno spesso, invece, non mostravano alcuna attiva-
zione sistematica. 
5.3.2. Emozioni ed effetti viscerali 
Una delle scoperte neuroscientifiche piu sorprendenti sulla teoria 
dei giochi nasce dalla visualizzazione tramite fMRI dell' attivita cere-
brale di soggetti impegnati nel gioco dell'ultimatum (Sanfey et al. 
2003). Confrontando l'attivita cerebrale di soggetti che rispondevano a 
offerte inique (1-2 dollari su 10) ed eque (4-5 dollari), e stato scoperto 
che Ie offerte particolarmente inique attivavano in modo differenziale 
tre regioni: la corteccia prefrontale dorsolaterale (dorsolateral prefrontal 
cortex, DLPFC), il giro del cingolo anteriore (anterior cingulate, ACC) 
e un'area della corteccia detta insula (si veda la fig. 5). La DLPFC e 
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FIG 5 S . . 
. . 2 ~Zl~l1I.coronali che m?strano regioni cerebrali che dopo un'offerta iniqua (1-
dolan, su 10) sono attlvate in modo differenziale rispetto alia loro attivazione 
°tO un .<.>fferta equa (4-5 dollari). Le regioni sana il giro del cingolo anteriore 
(A C), I Insula destra e sinistra e la corteecia prefrontale dorsolaterale (DLPFC). 
FOllte: Sanfey et al. (2003). 
un'area coinvoIta nella pianificazione. E noto che l'insula si attiva in 
pres~nza di emozioni negative, come i1 dolore e l'indignazione. L' ACC 
e un area con «funzioni esecutive» che riceve afferenze da moJte aree e 
ne ,risolve gli eventuali conflitti 19 . A quanta pare, dunque, quando riceve 
un offerta iniqua, il cervello (ACC) cerca di risolvere iI conflitto tra 
l'accettare il denaro per il suo val ore di gratificazione (DLPFC) c il 
provare «indignazione» per essere stato trattato in maniera iniqua (insula). 
Di fatto, sulla base del liveJ10 di attivita dell'insula e possibile 
prevedere con una certa attendibilita (1a correlazione e pari a 0,45) sc j 
giocatori respingeranno 0 no un' offerta iniqua. E difficilc resistere alia 
tentazione di individuare nell'insula i1 sostrato neuraJe dell'indignazio-
ne per i comportamenti ingiusti 0 iniqui postulata dai modelli dell' uti-
lita sociale, che sono stati vantaggiosamente impicgati per spiegarc 
molti e vari risultati sperimentali - dai rifiuti sistcmatici nel gioco 
dell'ultimatum aIle contribuzioni al patrimonio pUbblico, dalla mutua 
fiducia alJo scambio di doni (efr., per es., Bazerman, Loewenstein e 
Thompson 1989; Fehr e Gachter 2000; Camerer 2003, cap. 2). II fatto 
19 Nell' ACC vi e anche una grande concentrazione di cellule fusate - grandi 
neuroni a forma di fuso presenti quasi esclusivamente ncI cervcllo umano (Allman ef 
al. 2002). Senza scendere nei dettag/i. si puo dire che queste cel/ule probabilmenlc 
hanno un molo importante in moIre delle atlivita che ci distinguono dai noslri cugini 
primati, in partieolare if linguaggio e la presa di deeisioni complesse. 
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che Ie offerte inique attivino l'insula vuol dire che un enunciato come 
«sono stato trattato in modo disgustoso» va inteso in senso Ietterale, non 
metaforico: ci si sente davvero disgustatFo. 
Zak et al. (2003) hanno studiato il ruolo degli ormoni nei giochi di 
fiducia. In un classico gioco di fiducia, un giocatore ha la possibilita di 
investire fino a 10 dollari, che vengono triplicati. Un secondo giocatore, 
il «fiduciario» (trustee), pub tenersi 0 rendere quanta vuole dell' investi-
mento triplicato. Zak et al. misuravano otto ormoni in diversi momenti 
del gioco di fiducia. L'ormone con il maggiore effetto era l'ossitocina 
- un ormone che aumenta quando vengono stretti legami sociali 
(dall'allattamento al senD aIle conoscenze occasionali). E stato osserva-
to che nel «fiduciario» l' ossitocina aumentava se il primo giocatore 
mostrava di avere fiducia in lui investendo molto (e stato osservato 
anche che Ie donne, durante l'ovulazione, erano particolarmente infide 
- si guardavano bene dal restituire quanta era stato investito). Gonzalez 
e Loewenstein (2004) hanno studiato I'effetto dei ritmi circadiani in un 
gioco di fiducia ripetuto (centipede game). I soggetti erano suddivisi in 
«mattutini» e «notturni» (cosa che pub essere fatta con una certa 
attendibilita) e venivano fatti giocare al centipede game in ore di alta 0 
di bassa attivita (ad esempio, per Ie persone mattutine Ie ore di bassa 
attivita erano quelle serali). Sulla base di ricerche precedenti che dimo-
stravano che il cicIo sonno-veglia influenza la regolazione emotiva -
vale a dire, la capacita delle persone di sopprimere 0 evitare azioni 
dettate da sentimenti indesiderati - i ricercatori prevedevano, e hanno 
effettivamente riscontrato, livelli di comportamento cooperativo molto 
inferiori quando Ie persone giocavano nelle ore di bassa attivita. 
Singer et al. (2004) hanno evidenziato un importante nesso tra Ia 
ricompensa e il comportamento nei giochi. Nel gioco del dilemma del 
prigioniero ripetuto, un giocatore era sottoposto a scansione fMRI men-
tre affrontava una serie di avversari. Al soggetto veniva detto che alcuni 
avversari cooperavano intenzionalmente (cioe, per libera scelta) mentre 
altri, pur cooperando, non 10 facevano intenzionalmente. A questa pun-
to, al soggetto venivano mostrate Ie facce di alcune delle persone con Ie 
quali aveva giocato. Le facce dei cooperatori intenzionali attivavano 
I'insula, I'amigdaia e Ie aree striate ventrali (tra Ie altre). Dato che 10 
striato e un'area deputata alla gratificazione, qualunque ne sia I'origine, 
}'attivazione di quest' area significa che iI semplice fatto di guardare Ia 
faccia di una persona che ha cooperato intenzionalmente con noi e 
20 Cia suggerisce anche un interessante esperimento di controllo reIativo a una 
predizione che nessuna delle teorie precedenti faceva: un paziente con lesioni nell'insula 
non dovrebbe provare indignazione e dovrebbe essere disposto ad accettare offerte 
basse, a meno che non abbia trovato una «deviazione» 0 una via alternativa per provare 
un «sentimento» di iniquita in termini non viscerali. 
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qu~lcosa ~i gratificante. Nei termini della teoria dei giochi, la «repu-
t~zlOne». d~ una persona in un gioco ripetuto e l'impressione che gli altri 
glOcat~n SI formano, alIa luce del gioco passato, suI suo «tipo» e suI suo 
probablle comportamento. I risultati ottenuti da Singer et al. indicano 
che ~na buona reputazione puo essere codificata a livello neurale in una 
mamera simile agli stimoli «belli» 0 comunque gratificanti. 
II fatto che I' attivita dell' insula i livelli di ossitocina e i cieli sonno-ve~1ia influenzino il comportament'o nei giochi, 0 il fatto che Ie facce di 
C?l c~opera sembrino «belle», non smentiscono di per se la teoria dei 
glO~hl, perche Ie preferenze per i vari esiti, come pure Ie abilita di 
ra~lO~amento, potrebbero legittimamente variare assieme a questi fat-
ton bl?logici. E facile correggere Ia teoria aggiungendo variabili, ad 
esempIO un «coefficiente di invidia/indignazione», fatte dipendere da 
un~ stato biologico. Ma la teoria dei giochi prevede altresl che i gioca-
to.n tengano con to della dipendenza da stati delle altre persone e aggiu-
stm? di c?nseguenza Ie lora ipotesi su come costoro giocheranno. Non 
abblamo Idea se ne siano capaci, ed e probabile che la capacita delle 
p~rsone di simulare gli stati emotivi degli altri sia, in generaJe, Jimitata 
(SI vedano Loewenstein, O'Donoghue e Rabin 2000; Van Boven, Loew~nstein e Dunning 2003). 
~'maccessibilita cognitiva implica inoItre che potremmo n~n ren~ 
derci perfettamente conto del modo in cui i mutamenti esogem negh 
stati viscerali influenzano i1 nostro stesso comportamento. Ad esempio, 
se ~ualcuno mostra fiducia in noi rispondiamo producendo ossitocina, 
C?SICChe, quando I' ossitocina aumenta per ragioni esogene - per effetto 
d.l un. massaggio rilassante 0 per la somministrazione di ossitocina 
SIntetIca - il nostro cervello potrebbe interpretare erroneamente questo 
a~mento come un segno di fiducia e reagire di conse~ue.n~a (~d ~se~­
PIO, potremmo agire a nostra volta sulla base di un pnnclplO dl flducJa 
reciproca). 
5.3.3. lnduzione a ritroso 
Un principio centrale della teoria dei giochi e I' «induzionc a ritro-
so» nei giochi in forma estesa (<<ad albero») che si protraggono ncl 
tempo. L'idea dell'induzione a ritroso consiste nel deciderc chc cosa 
fare adesso prendendo in considerazione cio che gli altri faranno in tutte 
Ie possibili situazioni future e, di qui, procedendo a ritroso. L'cvidenza 
Comportamentale e Ie prove dirette (Ie informazioni che i giocatori 
ricercavano sullo schermo di un computer) dimostrano che Ie persone 
stentano a fare piu di un paio di passi di induzione a ritroso (per es., 
Johnson et al. 2002). D'altra parte, Johnson et al. hanno osservato 
anche che quando ai giocatori veniva brevemente mostrato come ese-
guire l'induzione a ritroso, imparavano a servirsene velocemcnte c con 
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ben poca fatica (i tempi di risposta complessivi erano simili a quelli 
osservati prima dell'apprendimento). Ritorna COS}, nel contesto della 
teoria dei giochi, l'importante distinzione tra comportamenti controllati 
ed automatici sulla quale ci siamo soffermati nel paragrafo 3 -l'istru-
zione e l'esercizio fanno sl che l'induzione a ritroso sia rapidamente 
automatizzata, fino a produrre risposte veloci e con pochi errori. 
Gli economisti, per loro stessa natura, tendono a concepire i modelli 
della cognizione in termini di costi e benefici. Costretta in questa 
cornice, l'induzione a ritroso apparirebbe con ogni probabilita cogni-
tivamente costosa. Ma il fatto che venga appresa e automatizzata facil-
mente suggerisce che i costi dell 'induzione a ritroso abbiano una struttura 
speciale: in un primo momenta essa e qualcosa di innaturale (non viene 
intuita spontaneamente dai soggetti), un po' come un software non 
ancora installato; una volta installata, pero, il suo costa di utilizzo e 
minimo. 
5.3.4. Apprendimento 
L'idea che un equilibrio (nel sen so della teoria dei giochi) possa 
essere raggiunto per apprendimento, per imitazione 0 in. seguito a un 
processo evolutivo, piuttosto che introspettivamente, ha alimentato una 
vasta letteratura su quali siano, a lungo andare, i risultati dei vari 
modelli di apprendimento (per es., Fudenberg e Levine 1998; Mailath, 
Kandori e Rob 1993). Dal momenta che sono state proposte molte e 
differenti regole di apprendimento, mettendo a confronto Ie regole con 
i dati sperimentali ci si puo rendere conto quando una regola intuitivamente 
attraente non quadra con i dati, e trovare il modo di migliorarla (per es. 
Camerer 2003, cap. 6). Camerer e Ho (1999) hanno mostrato che i1 
semplice rinforzo delle strategie prescelte e l'apprendimento per ag-
giornamento delle credenze sugli altri giocatori sono in realta due tipi 
opposti di apprendimento per rinforzo generalizzato, in cui aIle strate-
gie sono associate propensioni 0 attrazioni numeriche che vengono 
corrette nel tempo sulla base dell' esperienza. 
In termini neurali, la teoria di Camerer e Ho puo essere interpretata 
come la combinazione di due processi: un rapido processo emotivo nel 
quale la strategia prescelta viene rapidamente rinforzata dalla vincita 0 
dalla perdita risultanti; e un pili lento processo deliberativo nel quale i 
giocatori ragionano in termini controfattuali su quanta avrebbero gua-
dagnato se avessero adottato strategie diverse da quelle prescelte (efr. 
Kahneman 2003 e i primi modelli a «elaborazione duale» ivi citati). 
L'apprendimento per rinforzo, nella sua forma canonica, trascura iI 
secondo processo; I' apprendimento di credenze tramite «simulazione di 
giochi» (privilegiato dai teorici) prevede che il secondo processo annul-
Ii il primo. Un parametro della teoria, che rappresenta la forza relativa 
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dei due processi, viene solitamente stimato tra 0 e 1, iI che prova 
indirettamente che sono all' opera entrambi i processi. 
Sorprendentemente, Platt e Glimcher (1999) hanno dimostrato 
l'apprendimento per rinforzo del primo e pili rapido processo utilizzan-
d? re.gistrazioni dell' attivita di singoli neuroni della corteccia parietale 
dl sClmmie. Essi misuravano la frequenza di scarica dei neuroni prima 
delle scelte effettuate in un aioco che opponeva una scimmia a un 
. b 
avversano computerizzato. Le frequenze di scarica sono strettamente 
correlate aI rinforzo medio ricevuto per quella scelta helle ultime 10 
prove. Barraclough, Conroy e Lee (2004) hanno trovato prove analoghe 
dell' esistenza di «neuroni dell' apprendimento» nella corteccia prefrontale 
dorsolaterale di scimmie rhesus. Raccogliere dati neurali neIl'uomo 
(per stabilire se sia in gioco anche un secondo processo, di tipo deli-
berativo, come suggeriscono Ie stime parametriche) e cosa fattibile e 
forse chiarificatrice . 
. La figura 6 iIIustra iI comportamento dei neuroni parietali deIle 
sClmmi~ studiate da Glimcher in un compito con due targets ~i val?re 
att~so dlfferente. II grafico di sinistra mostra Ie frequenze ?~ sC~f1ca 
reglstrate (suIl' asse delle y) in funzione del valore di gratlfIcazlO~e 
atteso del target prima della scoperta del target «migliore». La COITl-
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FIG. 6. II grafico di sinistra (<<prima deJJ'indicaz~one del ,vA,,) .moslra .Ja freq,ucll:,a d~ 
scariea di un neurone dell'area laterale Illtrapanctalc III fllllZIOIlC. del v,t1ofe 
atteso relativo (VA) di uno di due possibili lorgel.\' associati a 1I1l~1 rlco.mpcnsa. 
II grafico di destra «<dopo I'indicazio~e») mostra Ja frcq~cnza d, scarlea dopo 
ehe la scirnrnia ha appreso quaJe mOVlrncnto porta alia f1cornpcnsa. 
Fonte: Glirncher el al. (in corso di stampa). 
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spondenza e eccellente: cia che Janno questi nellroni e codificare if 
valore atteso. II grafico di destra mostra che dopo la scoperta del target 
«vincente» (quando il valore atteso non e piu in gioco) Ie frequenze di 
scarica aumentano, avvidnandosi allivello massimo. 
5.4. Discriminazione nel mercato dellavoro 
L'ultima applicazione specifica che prenderemo in esame e la di-
scriminazione nel mercato dellavoro. I modelli economici considerano 
la discriminazione nel mercato dellavoro nei confronti delle minoranze 
alIa stregua di una disposizione (un'avversione a lavorare con chi ap-
partenga a una minoranza 0 un'avversione trasmessa dai clienti), 0 di 
una credenza secondo la quale i lavoratori che appartengono a una 
minoranza sarebbero meno produttivi (ad esempio, la credenza che 10 
status di minoranza sia segno di differenze non osservabili nelle capa-
cita possedute, 0 una discriminazione statistica). 
La risposta suggerita dalle neuroscienze e diversa. L' automaticita 
favorisce la discriminazione poiche nelle reti neurali l' attivazione si 
propaga rapidamente attraverso concetti e stereotipi mutuamente as so-
ciati. L'affetto favorisce la discriminazione poich€ Ie reazioni affettive 
automatiche esercitano un profondo effetto sulle valutazioni cognitive. 
Da questa punto di vista, la discriminazione chiama in causa associazio-
ni rapide e automatiche tra categorie sociali, stereotipi ed emozioni. 
Questo quadro esplicativo e state confermato da importanti esperi-
menti che hanno portato alla luce Ie sottili «associazioni implicite» tra 
categorie demografiche e concetti positivi 0 negativi (illettore puo fare 
Ia prova su di se: https:llimplicit.harvard.edu/implicit/). In un test com-
puterizzato di associazioni implicite (IA T, implicit association test), 
viene presentata ai soggetti una lista in cui compaiono, in ordine casua-
Ie, nomi che rispondono aIlo stereotipo del nero 0 del bianco (Chip 0 
Tyrone, ad esempio) e termini positivi 0 negativi, come mother (madre) 
o devil (diavolo). II compito dei soggetti e premere un tasto quando 
compare un certo tipo di parola e un tasto differente quando compare un 
altro tipo di parola, dopo di che il computer passa alla parola seguente. 
La variabile dipendente e il tempo impiegato dal soggetto per giungere 
fino in fondo alIa Iista. I soggetti bianchi completano la lista molto piu 
velocemente quando un tasto e associato alIa coppia (nero 0 negativo) e 
l'altro alIa coppia (bianco 0 positivo) che non quando un tasto e colle-
gate a (nero 0 positivo) e l'altro a (bianco 0 negativo). Come si spiega 
questa risultato? 11 cervello codifica Ie associazioni mediante reti neurali 
nelle quali }'attivazione si propaga attraverso concetti collegati. Nel 
caso degii studenti bianchi, i nomi di neri sono immediatamente as so-
dati a coneetti negativi, ehe essi se ne rendano conto 0 meno, perche si 
tratta di un' associazione automatic a (rapida e inconscia). 
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· Come suggerisce il nome stesso, il test di associazioni implicite 
r!guar~a gli atteggiamenti «impliciti» in opposizione a quelli «esplici-
t1»; Gh atte?giamenti impliciti, grosso modo, possono essere associati 
all e]aborazlOne automatica, mentre gli atteggiamenti espliciti hanno a 
ch~ fare con l'elaborazione cosciente, controllata. Gli psicologi hanno 
sVI1uppato nuovi metodi che, come lolA T, stanno cominciando a mo-
s~rare che gli atteggiamenti impliciti e quelli espliciti, a volte, possono d1verger~ gli uni dagli aItri, con gIi atteggiamenti impliciti che, in 
a1cune c1rcostanze, esercitano un 'influenza pill profonda suI comporta-
mento. Ad esempio, in uno studio condotto recentemente da McConnell 
e .Leib~l? (2001), i soggetti venivano sottoposti alIo IAT, venivano 
~l1suratl I loro atteggiamenti espliciti nei confronti di neri e bianchi, e, 
1ll~1tre, es~i si trovavano a interagire con due sperimentatori, uno nero ~ I a!t~o blanco. Dopo di che, dei codificatori ignari sia delle misure 
lmphc!te si~ di quelle esplicite codificavano Ie interazioni dei soggetti 
con gh ~penmentatori, considerando anche misure oggettive (per es., di 
9u~nto I soggetti si spostavano con Ia sedia verso 10 sperirnentatore), e, 
mfIne,. anche 10 sperimentatore esprirneva con un punteggio la propria 
perCeZI?n~ dell 'atteggiamento di pregiudizio del soggetto. Anche se Ie 
valutazlOflI degli sperimentatori del grado di pregiudizio dei soggetti 
erano ~orrelate sia can Ie misure esplicite (r = 0,33, P < 0,05) sia con 
quel~e lmplicite (r == 0,39, P < 0,05), Ie altre misure cornportamentali del 
preglUdizio che erano correlate con 10 IAT 0 con i resoconti personali di 
pre~i~dizio (punteggi globali dei codificatori, tempo di conversazione, 
sornsl, errori nella conversazione esitazioni nella conversazione, am-
piezza dei commenti sociali estem'poranei) erano tutte correlate con 10 
IAT ~a non con Ie misure esplicite del pregiudizio. . . 
GI~ atteggiamenti impliciti sono stati colJegati anche. al. process~ 
neurab. In un recente studio (Elizabeth Phelps et al. 2000), I ncercaton 
Somministravano 10 IAT a soggetti caucasici e ponevano lor? do~an~~ 
esplicite sulloro atteggiamento nei confronti degli afroamenc~nJ. :01 I 
Soggetti erano sottoposti a fMRI mentre osservavano fotografJe dJ uo-
mini che non conoscevano, sia neri sia bianchi. La fMRJ riguardava in 
particolare una struttura cerebrale subcorticale detta amigdaJa, che nu-
merosi studi hanno associato ai processi di paura. E stato osservato che 
}'intensita relativa dell'attivazione deJI'amigdala per Ie faccc di neri 
rispetto aile facce di bianchi era correlata con Ie misurc dcgli atlcggia-
menti impliciti ottenute nello lAT, rna non con Ie espress.ioni direttc, 
coscienti, dell'atteggiamento relativo alia razza. Questo f1sultato non 
veniva osservato quando Ie facce, nere e bianche, erano quelJe di perso-
ne celebri e con una buona reputazione. Le persone hanno atteggiamenti 
impliciti che non riguardano solo la razza, rna tuHa una varieta di altre 
caratteristiche individuali, come I'a/tezza, il peso, la bellezza, la reli-
gione e il paese d'origine, e, come nel caso della razza, molti di questi 
atteggiamenti hanno senza dubbio concrete ripercussioni economiche. 
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Ad esempio, anche se la maggior parte delle persone non ritengono che 
l' altezza e la bellezza siano indice di produttivita marginale, Ie persone 
pili alte e pili attraenti ottengono pili facilmente paghe pili elevate (per 
es., Persico, Postlewaite e Silverman 2002) e altre gratificazioni (per 
es., la presidenza degli Stati Uniti). 
6. CONCLUSION! 
La strada dell' eeonomia si e divisa da quella della psicologia verso 
I'inizio del XX secolo. AIl'epoca, gli economisti eomineiarono a dubi-
tare che fosse possibile misurare Ie forze psicologiche fondamentali se 
non dedueendole dal comportamento (la stessa conclusione raggiunta 
negli scorsi anni '20 dagli psieologi comportamentisti), il che condusse 
all'adozione dell'utile tautologia che identificava utilita non osservate e 
preferenze osservate (rivelate). Ma gli importanti progressi eompiuti 
dalle neuroscienze rendono oggi possibi1e, per 1a prima volta, la misu-
razione diretta dei pensieri e dei sentimenti, aprendo la «scatola nera» 
ehe e al centro di qualunque interazione e sistema di tipo eeonomico -
la mente umana. 
La maggior parte degli eeonomisti so no ineuriositi dalle neuroscienze 
rna istintivamente dubbiosi ehe da esse possa venire qualcosa di buono 
per l'eeonomia. Le assunzioni della teoria economica, tradizionalmen-
te, ignorano Ie regolarita psieo1ogiche, e questa strategia ha messo 
radiei COSl profonde - dimostrandosi anehe, entro certi limiti, fruttuosa 
- ehe eereare di saperne di pili suI eervello sembra superfluo. La teoria 
eeonomiea continuera a mareiare tranquillamente per qualche anno 
aneora senza occuparsi affatto delle neuroscienze (proprio come, fino a 
pochi anni fa, si occupava ben poco della psicologia). Ma e difficile 
credere che aicllne regolarita neuroscientifiche non eontribuiranno a 
spiegare aicune anomalie ehe ancora resistono, specialmente queUe che 
sono oggetto di dibattito da decenni. 
In effetti, i dibattiti ehe infiammano molte aree dell' economia vertono 
su costrutti 0 variabili che potrebbero essere utilmente riguardati come 
processi neurali, e studiati utilizzando la fMRI e altri strumenti. Ad 
esempio, quello della finanza e un campo sommerso da - letteralmente 
- milioni di osservazioni dei movimenti giornalieri dei prezzi. Sebbene 
questa terrificante mole di dati sia ampiamente aecessibile, deeenni di 
diligenti ricerche non sono bastati a ere are un aceordo intorno a una 
teoria che spieghi perc he il prezzo delle azioni fluttua, perche Ie persone 
fanno speculazioni a breve seadenza, e perehe esistono eosl tanti fondi 
di investimento a gestione attiva a dispetto di rendimenti pili ehe medio-
eri. Forse saperne di pili sui meccanismi neurali che sono alIa base di 
fenomeni come il eonformismo, la focalizzazione dell'attenzione sulle 
grandi variazioni dei prezzi, il wishful thinking, l'interpretazione delle 
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serie ~asuali, la percezione di competenza, pUO contribuire a sciogliere 
qu~StI problemi (per es., Lo e Repin 2002). Secondo alcuni studiosi, 
pOI, Ie grandi fluttuazioni del mercato azionario sono dovute a modeste 
variazioni nel tempo del premio di rischio. Ma la finanza non spiega in 
alcun modo perche gli atteggiamenti verso il rischio dovrebbero variare 
nel tempo. Forse Ie neuroscienze possono riuscirvi. 
N:l~o studio del mercato dellavoro, un difficile problema e spiegare 
per~he 1 salari siano COS! restii a diminuire. Le aziende spiegano di non 
tagh are volentieri i salari per non intaccare il morale dei dipendenti (per 
es. B.ewle~ 2002); ed e stato dimostrato sperimentalmente che un buon sala~lO. ~uo favorire I' impegno, anche quando i lavoratori avrebbero la 
posslblhta di «imboscarsi» (Fehr e Gachter 2000). Presumibilmente i1 
mora!e dei .lavoratori consiste in una qualche combinazione di senti-
ment~ emotJvi verso il datore di lavoro e puo essere molto sensibi1e alle 
esp~nenze recenti, a que1 che gli aItri Iavoratori pensano, al fatto che i 
tagh salariali non siano arbitrari, e COSt via. Non vi e ragione di credere 
che qu.esti processi non possano essere descritti nei termini di processi 
neurah e studiati in questa chiave. 
. La scelta intertemporale rivela parecchie anomalie. NegJi Stati Uni-
t!, la massa dei debiti legati all 'uso della carta di credito e considerevole 
(5.00.0. dollari per famiglia), e ogni anno, da diversi anni, si registrano 
un mlhone di fallimenti personali (Laibson, Repetto e Tobacman 1998). 
Oggi i cibi sani e naturali sono disponibili e a buon mercato come mai 
era stato in passato, eppure so no in aumento sia Ie spese per Ie ~iete si~ 
Ie spese per I' obesitiL Senza dubbio, se scoprissimo come funzlOnano I 
circuiti neurali della gratificazione e que11i che frenano 0 fav~riscono iI 
comportamento compuisivo, nonche come essi si sono evolutl (cfr., pe~ 
es., Smith 2003), potremmo avvicinarci a una spiegazione di questl 
fenomeni ed elaborare politiche e regole razionali. .. . 
In genere, i modelli della comunicazione pubbllcltana assumono 
che la pubblicita trasmetta informazioni 0 dica qualcosa sulla qual ita di 
Un prodotto 0, nel caso di beni «di rete» 0 «di status», suI succcsso 
commerciale di un prodotto. Molti di questi modelli hanno tutta I 'aria di 
tentativi artificiosi di spiegare gli effetti della pubblicita sen.za. ten~~ 
Conto dell' ovvia intuizione che la pubblicita ha a che fare con I clrcullJ 
della gratificazione e del desiderio. 
Infine i modelli economici non forniscono una tcoria soddisfaccntc 
delle diff~renze Ira gli individui. NeJJa vita quotidiana, dcscriviamo Ie 
altre persone come impulsive 0 prudcnti, equilibrate 0 ncvrotichc, deci-
se 0 indecise, sconsiderate 0 sagge, depresse 0 ottimiste, pasticcionc 0 
pignole. I consumatori che spendono fiumi di dcnaro in manuali su 
«come organizzare aI meglio la propria vita» e che tcngono in picdi la 
gigantesca e variopinta industria della consulenza psicologica, sono 
tipicamente scontenti della propria posizionc su alcune di qucstc dimen-
sioni, e cercano il modo di modificarla. Lo sviluppo cconomico compa-
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rato, l'iniziativa e l'innovazione imprenditoriali, la sensibilial al ciclo 
economico, e altri importanti comportamenti macroeconomici, con ogni 
probabilita, non sono indifferenti alIa distribuzione di queste e di altre 
caratteristiche psicologiche. Nondimeno, non si e ancora riusciti a inte-
grarle nellinguaggio delle credenze e dei desideri, che e il solo linguag-
gio all' opera nel quadrante I. 
6.1. Le neuroscienze POSSOllO sa/vare l' eeonomia delle see/tel 
Oggi molti neuroscienziati fanno appello ai principi di base della 
teoria della scelta razionale per spiegare Ie loro osservazioni. Ironica-
mente, costoro si stanno avvicinando alla teoria della scelta razionale 
proprio mentre un numero sempre maggiore di economisti se ne sta 
allontanando, a favore di una prospettiva comportamentale incentrata 
sui limiti della razionalita, della forza di volonta e dell'avidita (in un 
quadro che, ci auguriamo, tenga conto dei meccanismi neurali). 
Ad esempio, gli studi neuroscientifici sui circuiti elementari della 
gratificazione nei ratti e nei primati hanno reso giustizia ad a1cune 
nozioni economiche primarie - ad esempio, il concetto di sostituzione 
ha trovato fondamento nell'esistenza di una «valuta comune cerebrale» 
(Shizgal 1999) e sono stati trovati neuroni che codificano la gratifica-
zione attesa (efr. Glimcher 2002 e fig. 6). Altri gruppi si servono di 
modelli bayesiani. La conclusione di uno di questi studi era che «il 
sistema nervoso centrale impiega percio modelli probabilistici 
[bayesianiJ durante l'apprendimento sensomotorio» (Kording e Wolpert 
2004,244). 
A nostro giudizio, una cosa e dare un fondamento neurale ad alcuni 
principi della scelta razionaIe, altra cosa e estendere questo approccio 
applicandolo in maniera generale all'uomo. Questo perche gli studi che 
hanno dimostrato in modo piii convincente Ia codifica del valore atteso 
e quell a bayesiana utilizzano compiti molto semplici, compiti che Ie 
scimmie e gli uomini sono perfettamente attrezzati per svolgere (ad 
esempio, allungare la mana per prendere del succo di frutta). E del tutto 
possibile che alcuni semplici meccanismi razionali siano incorporati nei 
circuiti neurali, cosl che questi compiti possano essere svolti al meglio. 
Ma Ie forme pili importanti del comportamento economico implicano Ia 
manipolazione di simboli astratti, Ia considerazione di gruppi di perso-
ne e di istituzioni compiesse, il trade-offnel tempo di tipi di ricompense 
anche molto differenti, Ia loro ponderazione in relazione a probabilita 
che non e sempre possibile conoscere attraverso I' esperienza. lronica-
mente, i modelli della scelta razionale potrebbero percio risultare estre-
mamente utili nel caso delle pili semplici delle decisioni che l'uomo e Ie 
aItre specie prendono - trade-offs percettivi, movimenti motori, com-
portamenti di ricerca del cibo, e cosi via - e dimostrarsi ben poco utili 
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?el ca~o.dei trade-offs pill astratti, complessi e a lungo termine che sono 
II tradlzlonale terreno di caccia della teoria economica. 
6.2. Neuroeconomia incrementale e neuroeconomia radicale 
Che cosa dovrebbe fare la neuroeconomia per contribuire al pro-
gresso dell'analisi economica? A breve scadenza, un approccio «incre-
men~ale» . nel quale i dati psicologici suggeriscano specifiche forme 
funzlOnah potra rendere pill realistici i modeIIi esistenti. Ad esempio, il 
modello di seonto iperbolieo a due parametri (<<~-8», dove ~ esprime la 
preferenza per il momento immediato, ed e uguale a 1 nel modello 
standard) si e dimostrato teoreticamente produttivo (efr., per es., Laibson, 
Repetto e Tobacman 1998; O'Donoghue e Rabin 1999). II modello di 
L.albson della risposta omeostatica aIle informazioni ambientali nella 
dlpendenza e un modello incrementale che ha salde radici nelle 
neuroscienze. 
. Con tutto cio, crediamo che a lungo and are diventera necessario 
dlseostarsi in modo piiI «radicale» dalle teorie correnti, nel senso che i 
c?ncetti di base non saranno solo quelli di preferenza, ottimizzazione 
vmcolata ed equilibrio (di mercato 0 nel sen so della teoria dei giochi). 
Dopo tutto, il fine dell' ottimizzazione vincolata e costruire buoni mo-~elli del comportamento, e predire come i1 comportamento cambia in 
nsposta a cambiamenti nei vincoli di bilancio e nei prezzi. Non vi e 
ragione per cui non si possano costruire altri modelIi a partire da basi 
molto differenti, predicendo Ie risposte comportamentaJi a vincoli e 
pre~zi e, accanto a queste, Ie risposte anche ad aItre variabili. Inolt.re, 
raglOnare suI cervello, piiI che «falsificare» Ie teorie deJla scelta razlO-
nale, significa tracciare distinzioni e porre problemi completamcntc 
nuovi. 
Ad esempio, la conoscenza che una persona ha cooperato con noi in 
un gioco e codificata ne11a forma di una statistica cognitiva circa la 
reputazione di quel1a persona, un po' come il punteggio numerico in un 
test, Oppure nelIa forma di una «soddisfazione intcriorc» (warm t;low) 
che produce un brusco incremento della dopamina quando vcdiamo la 
faecia di quella persona (Singer et af. 2004; RiJling et af. 2(02)'1 
Nella teoria dei giochi standard non si trova risposta a qucsto intcf-
rogativo. Ma Ia distinzione non e irrilevantc. Sc Ie reputazioni sono 
codificate in forma dopaminergica, possono generaJizzarsi trasfcrcndo-
si a persone che hanna 10 stesso aspetto, poniamo, 0 appartenenli a un 
gruppo che si comporta in modo simile (MeEviJy et al. 2003; Healy 
2004). II meccanismo potrebbe anche funzionarc in senso invcrso - dato 
che Ie facee attraenti hanno un effetto dopamincrgico (Aharon et al. 
2001), Ia corteccia pub interpretare erroneamente questi segnali positivi 
di cooperativita (che produce anch'essa sensazioni piaccvoli) e convin-
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cersi che Ie facce attraenti sono probabilmente cooperative. Far luce suI 
meccanismo della generalizzazione della gratificazione potrebbe far 
luce anche su cio che e a fondamento del capitale sociale e forse 
contribuire a spiegare perche alcuni paesi sono ricchi e altri poveri e 
percbe l' eterogeneita etnolinguistica - il fatto che vi siano molte perso-
ne che non ci assomigliano e non parlano come noi - riduce la crescita. 
II tema di fondo di questa articolo e che i modelli radicali dovrebbe-
ro tener conto del fauo che i meccanismi cerebrali combinano processi 
controllati e processi automatici, cognizione e affetto. Nella metafora 
platonica della mente come un auriga che guida due cavalli, la ragione 
e la passione, c'e del vero - a parte il fatto che la eognizione e un 
cavallino intelligente e l'emozione un elefante ben grosso. 
Certo e che la sfida ehe Ie teorie radicali sono chiamate a raecogliere 
e quella di sviluppare modelli dettagliati dell'interazione tra una plura-
lita di meceanismi. E una sfida ana lora portata? Crediamo di sl. Bernheim 
e Rangel (2002), Loewenstein e O'Donoghue (2004) e Benhabib e Bisin 
(2002) hanno tutti proposto modelli nei quali interagiscono meceanismi 
molto simili a quelli della nostra tabella 1. 
Inoltre, se e vero ehe l'idea di un'interazione tra una pluralita di 
meeeanismi cerebrali potrebbe apparire troppo lontana dalla nozione di 
equilibrio con massimizzazione dell'utilita, e vero anehe che molti 
strumenti familiari possono essere utilizzati per fare neuroeconomia 
radicale. Le interazioni tra cognizione e affetto possono essere assimi-
late a sistemi del tipo domanda e offerta, 0 ad anelli di retroazione con 
equilibri multipli. L'interazione tra processi automatiei e eontrollati 
potrebbe somigliare a una politiea delle seorte 0 a un modello di agency 
nel quale un eontrollore interviene solo quando uno stato estremo del 
sistema (0 un evento eecezionale) richiede ehe i proeessi eontrollati 
taglino fuori quelli automatiei. L'influenza dell'affetto sulle scelte e un 
tipo di dipendenza da stati del tutto generale (in eui 10 stato e «affettivo» 
ed e influenzato da indici esterni come pure da processi deliberativi e 
freni interni). Inveee di cercare la soluzione determinando gli equilibri 
in questi modelli di meeeanismi interagenti, si considerino gli stati 
stazionari 0 Ie fluttuazioni cicliche. Invece di schematizzare Ie risposte 
ai cambiamenti in termini di statica comparata, si studino Ie funzioni di 
risposta ad impulso. 
Infine, anche se ci siamo concentrati solamente sull' applicazione 
delle neuroscienze all' economia, nulla vieta che vi siano scambi intel-
lettuali anche nella direzione opposta. Una buona ragione per fare 
neuroeconomia e il fatto che nelle neuroscienze si va diffondendo un 
creseente interesse per Ie scelte ed i giochi, e cominciano ad apparire 
studi su questi temi. Alcuni di questi, pero, peccano d'ingenuita, percM 
non tengono conto di svariati decenni di attenta riflessione su cio che 
motiva il comportamento ne degli strumenti sviluppati dall'economia 
modernu. Anche idee economiehe elementari potrebbero essere molto 
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utili aIle neuroscienze e trasformare la natura dei problemi studiati (ad 
e~e~pio, i neuroscienziati tendono a pensare che oggetto dell'economia 
s~a ~l de,naro, piuttosto che i trade-offs in condizioni di scarsita). La 
d~ff~colta maggiore e scoprire come Ie variabili e gIi aIgoritmi economi-
Cl siano rappresentati nelle diverse aree del cerveIIo, e per riuscirvi e 
necessario che neuroscienziati ed economisti, a qualche livello, colIa-
b~rino. 
Le neuroscienze abbondano di termini di origine economica - dele-
ga, divisione del lavoro, vincolo, coordinazione, funzione esecutiva -
rna in esse, a differenza dell'economia, questi concetti non sono 
f?rmalizzati. N6 i neuroscienziati comprendono come il cervello allochi 
nso~se che sono essenzialmente fisse (per es., il flusso ematico e l'at-
tenzlOne). Un «modello economico del cervello» potrebbe aiutare i 
neuroscienziati a comprendere come i vari sistemi cerebrali interagiscono 
e allocano risorse scarse. Concetti economici elementari - la nozione di 
meccanismo di razionamento in condizioni di scarsita, 0 quella di rispo-
s~a di equilibrio (generale 0 parziale) aIle perturbazioni - potrebbero 
alUtare i neuroscienziati a comprendere come interagisce l'intero cer-
vello. 
(Traduzione di Maurizio Riccucd) 
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