ABSTRACT In recent years, deep learning represented by convolutional neural networks (CNNs) has developed rapidly. The development of deep learning has also led to rapid progress in the field of person re-identification. Many related researchers have begun to use deep learning to solve the problem of person reidentification. The existing deep learning methods for person re-identification mainly use the convolutional neural networks to extract features. The middle layers of the convolutional neural networks contain a wealth of structural information but the previous methods have not fully exploited them. This paper proposes a network named ResGroupNet that uses group symmetry theory to constrain the middle structure of ResNet-50. In detail, we added a branch at the fourth layer of the backbone, the branch was implemented based on theory, at each tail to the backbone and branch, we use sphere loss and triplet loss, respectively. According to our survey, we are the first to introduce the group theory into the ReID task. The experiments show that the proposed method is effective and have achieved good results on the Market-1501, DukeMTMC-reID, and CUHK03-NP datasets.
I. INTRODUCTION
Person re-identification (ReID) is a technique that uses an algorithm to determine whether particular images or video sequences contain a particular person, that is, a process of establishing a connection between images of the same person in different scenes. It is widely considered as a sub-problem of image retrieval. Given a person image under a certain surveillance, ReID is intended to retrieve images of the person under different devices. With the joint efforts of researchers, ReID has developed rapidly, but there are still many problems, such as low resolution of person images, occlusion, person posture changes, angle changes and illumination changes. Some of these problems are shown in FIGURE 1.
In recent years, CNNs [14] have shown great power in the field of ReID. Nowadays, many excellent work on ReID [12] , [29] , [33] is implemented by CNNs. The existing
The associate editor coordinating the review of this manuscript and approving it for publication was Huimin Lu. methods based on CNNs are mainly divided into two steps. One is feature extraction, which uses CNNs to extract the invariant features contained in the original images. The second is metric learning, which uses the distance or loss functions to reasonably measure the similarity between these features.
The work of Zhang et al. [39] showed that the high-level features of CNNs contain only coarse semantic information, and its middle layers have rich structural information, and the structural information is very important for the fine identification task like ReID. Unfortunately, most of the previous work did not make good use of these structural information. Inspired by this, we thought of adding a branch network in the middle layer of the backbone and taking the tensors of the middle layer of the network with rich structural information as inputs. Examples of visual representation of the middle layer structure information are shown in Figure 2 .
Group theory is an important branch of modern mathematics. Group representation theory is an important concept of group theory and one of the most powerful tools for studying group theory. Group theory and group representation theory have a large number of applications in physics and chemistry. In recent years, some researchers have begun to introduce group theory into machine learning and deep learning [9] , [10] , [16] and achieved good results. Based on the excellent representation ability of the groups, we used the group symmetry theory to represent the structural information contained in the outputs of the middle layer of the backbone to achieve the purpose of constraining them.
In summary, the contributions of our work are the following three folds:
• To effectively constrain the structural information of the middle layer of backbone, we used group symmetry theory to represent the structural information.
• We proposed a network named ResGroupNet based on group symmetry theory used for ReID tasks, which has significant effects.
• Experiments on the public datasets Market-1501, DukeMTMC-reID, and CUHK03-NP show that the proposed network had good effects on ReID tasks.
II. RELATED WORK A. REID BASED ON DEEP LEARNING
In recent years, thanks to the development of deep learning, ReID has made rapid progress. Zhong et al. [42] both learned camera invariance and domain connectivity in order to achieve a wider range of person embeddings in the target domain. For large-scale unlabeled ReID datasets, Yu et al. [37] proposed cluster-based asymmetric metric learning (CAMEL) which based on existing clustering methods, CAMEL learns predictions from specific perspectives to handle interference from specific perspectives. Wang et al. [32] proposed a spatial attention layer without any parameters, which can combine the spatial relationship between activations on the same feature maps of global average pooling (GAP). In the case of too few samples of the ReID datasets, some researchers have begun to generate some samples using the generative adversarial networks (GAN).
To constrain the similarity representation between the generated samples and the actual samples, Ainam et al. [1] proposed sparse label smoothing regularization. Ge et al. [12] proposed FD-GAN, in order to learn identity-related but pose-unrelated features in ReID task. Ro et al. [24] put the research direction on the backbone itself. When the fine-tuning converges to the pre-mature state, they re-stored the weights of a part of the backbone into the pre-trained weights. Liu et al. [21] set their sights on the efficiency of ReID, they introduced binary coding into the ReID task and used GAN to produce distinct and efficient binary features from person images. Wang et al. [33] used features to embed into the higher resolution layers and lower resolution layers of the network, and achieved good results.
B. METRIC LEARNING IN REID
Given two images, the task of metric learning is to learn the similarity between the two images through neural networks. In particular, in the ReID task, metric learning is to increase the distance between different person images and reduce the distance between the same person images. Hermans et al. [15] have proved that triplet loss can be very effective in ReID task. They improved triplet loss according this. The improved loss no longer needs offline hard negative mining and no additional assumption is required. Chen et al. [7] found that due to the large variance within the class, the traditional triplet loss does not work well on the ReID test datasets. Therefore, they added new constraints to reduce intra-class variance and increase inter-class variance. Xiao et al. [35] combined the advantages of article [15] and article [7] . Specifically, they calculated the distance matrix first, then selected the maximum distance of the opposite pairs and the minimum distance of the negative pairs to calculate the final loss. Zhang et al. [39] learned incremental triplet distances and search global hard identities to significantly improve ReID performance. Wojke and Bewley [34] applied cosine similarity to ReID task and achieved good results. Chen et al. [6] used conditional random field (CRF) to learn the relationship between local features and global features during the training process. In the test process, multi-layer feature fusion was used to further mine semantic information, thus, the performance of the whole model was greatly improved.
C. NEURAL NETWORKS BASED ON GROUP THEORY
Group is an algebraic structure with strong representation ability. Group theory not only plays a pivotal role in VOLUME 7, 2019 mathematics, but also has a large number of important applications in physics and chemistry. Due to the excellent representation of the group, many researchers have recently applied group theory to neural networks to better represent features. Huang et al. [16] proposed a deep network architecture in the Lie group feature domain and used it in the task of skeleton recognition. Cohen and Welling [10] proposed G-CNNs, which used group equivalence theory to generalize convolutional networks and significantly improved the representation of the network without increasing the number of parameters. Gong and Cheng [13] proposed a Lie group automatic encoder for generating samples from the training data distribution and mapping the inputs to potential representations. Inspired by the parameterization of exponential mapping in Lie group theory, Lezcano-Casado and Martínez-Rubio [17] proposed a simple and effective method to solve the problem of orthogonality or single constraint presented during the neural network training process. With the joint efforts of relevant scholars, group theory will certainly occupy a position in the neural network that cannot be ignored.
III. THE PROPOSED METHOD
In view of the excellent representational nature of the group, it is natural to apply it to the neural network to represent and constrain the output features. So we tried to apply the group representation theory to the ReID task. To the best of our knowledge, this is the first time that group theory has been used in ReID task.
In this section, we will introduce our proposed network ResGroupNet based on group symmetry theory for ReID task. First, we will introduce the overall framework of ResGroupNet and give its overall network structure in Section III-A. Then we will introduce the core part of our network, Group Branch, and explain its principle in Section III-B. Finally, we will introduce loss functions we use in our model in Section III-C.
A. NETWORK ARCHITECTURE OVERVIEW
ResNet-50 [14] used deep residual blocks to learn deeper networks and achieved good results in many computer vision tasks such as image classification. Therefore, we used ResNet-50 as our backbone for the network ResGroupNet.
As we have described before, the middle layers of the neural network are rich in structural information, so we drew a branch on the fourth layer of the backbone, and the outputs of the layer was used as the inputs to the branch network Group Branch. The branch network was designed based on the theory of group symmetry. Our goal was to use the theory of group symmetry to constrain or represent the output information (features) of the middle layer of the network. Experiments have shown that our method is effective. The details of ResGroupNet are shown in FIGURE 3. 
B. DETAILS OF GROUP BRANCH
In this section we will detail the principles and implementation of Group Branch. First, we will introduce group symmetry theory in Section, which is the theoretical basis of Group Branch. Next, we will introduce the core theory of Group Branch, namely Rotation & Translation Group and demonstrate its rationality. Finally, we will discuss the detailed implementation process of Group Branch. The details of the Group Branch are shown in FIGURE 4.
1) BASIC THEORY OF GROUP SYMMETRY
Before giving the definition of symmetric group, we first give the definition of symmetric transformation. For example, given an equilateral triangle ABC, its vertices are A, B, and C, respectively. Obviously, each symmetrical transformation of ABC results in a unique permutation of the three vertices of ABC. On the contrary, a single symmetric transformation of ABC can be obtained from any one permutation of the three vertices of ABC. Therefore, the symmetric transform group of ABC can be expressed 
cases (AB), (AC) and (BC).
Below we give a strict mathematical definition of the symmetry group.
Definition 3: Given a set X , record a bijective σ : X → X on it as a permutation. Name the family of all permutations on set X as S(x), the composite operation on the map on S(x) constitutes a group. In particular, when X is a finite set, we call S(x) a symmetric group.

2) ROTATION & TRANSLATION GROUP
In ReID task, first, we need to sample the images by using a two-dimensional grid. Let's denote the set of all integer points in the two-dimensional grid as M . We denote all combinations of all translation operations and the π/2 rotation operations of any center of rotation on M as G. As can be seen from Definition 3, G is a symmetry group.
Suppose there are three points M 1 (x r , y r ), M 2 (x, y) and M 3 (x , y ) on M . According to the mathematical formula of the triangle, we can get the rotation formula of M 2 rotating around M 1 by θ to M 3 ,
Now, we convert equation (2) 
Therefore, we get the operation formula for rotating arbitrary θ on M . We let θ = lπ/2 (l = 0, 1, 2, 3), so we get the expression of the π/2 rotation operation of any rotation center on M .
We note that (x − x r , y − y r ) T in the column vector to the right of the equal sign in (3) 
We let the left side in eq. (4) is G, and G is the parameterized form of group G. The right side in eq. (4) is a point. From eq. (4) we know that, the operations of group G can be represented by matrix multiplication.
3) DETAILED IMPLEMENTATION
According to the basic knowledge of neural networks, we can know that the essence of CNN is a function mapping. For convenience, we record the mapping of CNN as f : M → R L , L is the number of channels. Inspired by the work of Cohen and Welling [10] , we introduce operator T G for mapping G, which satisfies the following equation
Assume that there is a set of feature maps f : M → R L l and a set of filters α i : M → R L l with the number L l+1 in the convolutional layer l, when the input feature is x ∈ M , the traditional convolution operation is
The work of Cohen and Welling [10] shows that convolution operation is an equivalent mapping of symmetric group. The traditional convolution operation is obtained by moving the filter and then calculating the dot product from the feature map. We try to replace the traditional operation with G in group G. So we get the convolution operation form in GConv1,
Since f and α are both mappings on M , and f * α is a mapping on G, the convolution layer after GConv1 must also be a mapping on G, whereby the convolution operation in GConv2 is
The pooling operation can be thought of as a feature mapping f : G → R. According to the knowledge of symmetry group, the mapping can be regarded as the operator P acting on f ,
where GU is the G-transform of pooling domain U ⊂ G. So we get the expression of Group Rotation Max Pooling (GRMP).
C. LOSS FUNCTIONS
In our network, we used two loss functions. Specifically, in backbone, we used the sphere loss [11] as the loss function.
In Group Branch, we used triplet loss [26] as loss function. Finally, we used the weighted summation results of these two loss functions as the loss function of the entire network, ResGroupNet.
1) SPHERE LOSS
The sphere loss we used is based on softmax loss. Given an input feature x i , its corresponding label is y i , softmax loss can be written as follows,
where N is the number of training samples and C is the number of classes. z j is the activation function of the j-th neuron in a fully connected layer, the weight vector of the fully connected layer is W j , and the bias is b j . For the sake of simplicity, let us make b j = 0, then
where θ j is the angle between W j and x. Now, we use the L 2 normalization method to normalize W j and z j , that is, let W j = 1 and x = 1, we can get sphere loss,
where s is a scale factor, we let s = 14 in the backbone of our network. So we get the loss function Loss1 = L sphere of backbone.
2) TRIPLET LOSS
The input to triplet loss is a triple x a i , x p i , x n i , where x a i is an anchor sample, x p i is a positive sample, which is same class as x a i , x n i is a negative sample, which is not the same class as x a i . Given two images x 1 and x 2 , the similarity between them can be characterized by the spatial distance of them, and the distance between these two images can be defined as the norm of the difference between the codes of them,
Therefore the triplet loss is defined as follows,
where function (·) + means max(·, 0), and α is a hyperparameter with a default value of 1. From (14), we know that the goal of triplet loss is to narrow the distance between x a i and x p i , and extend the distance between x a i and x n i . So we get the loss function Loss2 = L triplet of Group Branch.
3) TOTAL LOSS
Now that we have the loss of backbone Loss1 and the loss of Group Branch Loss2, these are the important core of the total loss of our entire network. Naturally, the total loss of our network ResGroupNet is given below,
where λ 1 and λ 2 are hyperparameters, in our work, we let λ 1 = 10, λ 2 = 0.1.
IV. EXPERIMENTS A. DATASETS & EVALUATION PROTOCOLS
We conducted extensive experiments on three public ReID datasets: Market-1501 [40] , DukeMTMC-reID [23] , [41] and CUHK03-NP [18] .
1) MARKET-1501
The Market-1501 dataset was collected on the campus of Tsinghua University, taken in the summer, and built and published in 2015. 
2) DUKEMTMC-REID
DukeMTMC-reID is a ReID dataset, which is a subset of the DukeMTMC dataset. It contains 16522 training images from 702 people, 2228 query images from another 702 people, and a search library (gallery) of 17661 images. It also provides cut images. In addition, DukeMTMC-reID also provides 23 attribute data labels DukeMTMC-attribute.
3) CUHK03-NP CUHK03-NP contains 1467 pedestrians, collected from 10 (5 pairs) different cameras on the Chinese University of Hong Kong campus. It consists of three parts: detected, labeled and testsets.
4) EVALUATION PROTOCOLS
We used widely adopted ReID metrics to evaluate our model and compare it with other methods. In detail, we used cumulated matching characteristics (CMC) at rank-1 and mean average precision (mAP) to evaluate the performance of our proposed method.
B. IMPLEMENTATION DETAILS
Our ResGroupNet was implemented by using PyTorch framework. Backbone is ResNet-50 [14] , which has been pre-trained on the ImageNet dataset.
At the fourth layer of the backbone, we added our Group Branch. Research by Basha et al. [4] shows that fully connected (FC) layer plays an important role in image classification tasks. Inspired by their work, we added two FC layers to the tail of Group Branch.
Before feeding the images into the network, we first resized them to 288 × 144. During training, we used balanced sampling strategy in the work of Fan et al. [11] , we set the two hyperparameters P and K in balanced sampling strategy both to 4, so the batch size in our experiment is 16. We set the initial learning rate to 10 −3 . The optimizer used in our network is Adam optimizer. The hyperparameters were its default parameters, i.e. = 10 −8 , β 1 = 0.9, β 2 = 0.99. and CUHK03-NP (Detected), Rank-1 accuracy/mAP were improved by 1.1/2.4, 5.6/5.6 and 4.7/4.7, respectively.
C. ABLATION STUDY
In order to test the role of our proposed Group Branch, we have done a series of experiments in several public datasets we mentioned above.
First, we trained on four datasets without adding Group branch and got the results. Then we trained our network with the addition of Group Branch and finally compared with them. The results proved that our proposed Group Branch is effective.
Specifically, as shown in TABLE 1, our proposed Group Branch has significantly improved in these public datasets. In detail, on Market-1501, mAP of our method was improved by 1.6 compared to the backbone. On DukeMTMC-reID, CUHK03-NP (Labeled).
D. COMPARISON WITH STATE-OF-THE-ART METHODS
In this section, we will compare the proposed method with the state-of-the-art methods. Results showed that our method is effective.
1) COMPARISON ON MARKET1501 DATASET
As shown in TABLE 2, our method achieved Rank-1/ mAP = 93.8/83.7 without re-ranking. Although Rank-1 in our method was 1.0% lower than Rank-1 in PCB+RPP, overall, our method has achieved a great effect.
2) COMPARISON ON DUKEMTMC-REID DATASET
The results on DukeMTMC-reID dataset are shown in TABLE 3. From table we know that our method has achieved Rank-1/mAP = 86.2/73.6 on DukeMTMC-reID dataset. Our results were Rank-1/mAP = 1.3/4.1 higher than the highest results listed in the table.
3) COMPARISON ON CUHK03-NP DATASET
On CUHK03-NP(Labeled) and CUHK03-NP(Detected), as shown in TABLE 4, our method achieved competitive results. In detail, on CUHK03-NP(Labeled) and CUHK03-NP(Detected), our method has achieved Rank-1/mAP = 71.2/68.6 and Rank-1/mAP = 68.8/65.5, respectively, which were Rank-1/mAP = 2.2/4.7 and Rank-1/mAP = 3.3/5.5 higher than the highest results listed in the table, respectively.
V. CONCLUSIONS
In this paper, we applied group theory to ReID task for the first time. We proposed a network named ResGroupNet, which made full use of the structural information of the middle layers in the backbone. In detail, we took a branch named Group Branch outside the backbone, then used the theory of group symmetry to constrain and represent the middle layer features of backbone. Ablation study showed that Group Branch is effective. The results on the public datasets showed that our proposed method is better than other state-of-the-art methods.
