We explain some basic theoretical issues regarding nonparametric statistics applied to inverse problems. Simple examples are used to present classical concepts such as the white noise model, risk estimation, minimax risk, model selection and optimal rates of convergence, as well as more recent concepts such as adaptive estimation, oracle inequalities, modern model selection methods, Stein's unbiased risk estimation and the very recent risk hull method.
Introduction
Loosely speaking, to solve an inverse problem means to recover an object f from indirect noisy observations Y. The object f is usually modeled as a function (or a vector) that has been modified by an operator A; thus, one observes a noisy version of Af . From a mathematical point of view, to solve the inverse problem is to 'invert' the operator A. The problem is that A may not be invertible or nearly so. This is the case of ill-posed problems and is of great practical interest as it arises naturally in many fields such as geophysics, finance, astronomy, biology, etc.
Ill-posed problems are further compounded by the presence of errors (noise) in the data. Statistics enters inverse problems when at least one of the components of the inverse problem (usually the noise) is modeled as stochastic. The question is then to study statistical 'regularization' methods that lead to a meaningful reconstruction despite the noise and illposedness.
In our opinion, the inverse problem framework is better known among statisticians than its statistical approach among the inverse problem community. For instance, the latter is well acquainted with the concepts of mean, variance and bias but is less familiar with classical concepts such as the white noise model, risk estimation, minimax risk, model selection and optimal rates of convergence, which we will discuss. In addition to these classical notions we will present some more recent concepts that have been developed since the 1980s such as adaptive estimation, oracle inequalities, modern model selection methods, Stein's unbiased risk estimation and the very recent risk hull method.
All the statistical concepts will be defined and discussed in the framework of inverse problems. Although some of the techniques are specific to this field, some may also be used in more general situations. Other statistical methods not discussed in this paper may also have applications to inverse problems, but one should be careful with their application given the intrinsic difficulty and instability of ill-posed problems.
Our objective in this paper is to explain some basic theoretical issues regarding the statistical framework of inverse problems. The paper provides a glimpse of modern nonparametric statistics in the context of inverse problems. Other topics and reviews may be found in [24, 41, 55, 57, 59, 63] . Needless to say, to make our presentation more direct and succinct we will be forced to make some simplifications.
Linear inverse problems with random noise
As explained above, the data are noisy observations of Af where the unknown function f typically belongs to a space with a natural inner product and A is a linear operator between the two Hilbert spaces H and G. Furthermore, it is usually assumed that A is a bounded operator and the Hilbert spaces are separable.
The standard framework for inverse problems (first proposed in [64, 65] ) corresponds to a model with deterministic (and additive) noise, where ξ is considered an element of G with ξ 1. That is, the noise is an unknown element within a ball in G. Since no other information is available, inversion estimates are obtained for any possible noise component, i.e., for the worst noise. The approach we consider is statistical (due to [62] ); the noise variable ξ is assumed to be random.
We will make the standard assumption of the Gaussian white noise. In the case G = R n , this just means that ξ is a vector of i.i.d. Gaussian random variables. If ξ is instead a stochastic process, then white noise is defined as a derivative of the Brownian motion (see, for example [34] ). In general, ξ is the Gaussian white noise if for any functions g 1 , g 2 ∈ G, the random variables ξ, g j are N (0, g j 2 ) with covariance Cov( ξ, g 1 , ξ, g 2 ) = g 1 , g 2 (see [34] ), where · and ·, · , respectively, denote the norm and the scalar product of H and G.
An important remark is that while the deterministic noise is such that ξ 1, in the statistical framework a white noise process is not an element of H because ξ = ∞. In this sense, one difference between the deterministic and the stochastic approaches to inverse problems is that the random noise is large compared to the deterministic noise. This point has already been made in, for example, [17] . The optimal rates of convergence (see section 2.3 for the stochastic noise and [22] for the deterministic one) are then usually different in the two settings. In some special cases, such that severely ill-posed problems or estimation of a functional, the rates are the same. However, statisticians usually consider problems with a rather strong noise.
The standard discrete sample statistical model for linear inverse problems is
where
and ξ i are i.i.d. zero-mean Gaussian random variables of variance σ 2 . In theoretical studies, one will often see (1) written as a Gaussian white noise model (i.e., white noise stochastic process)
where ξ is a stochastic error and ε > 0 is the noise level. For example, more formally, the white noise version of the direct model
which can also be written as
where W is the Brownian motion ( [30] provides generalizations of this asymptotic equivalence to the non-Gaussian white noise). In the special case where A = I , it is proved in [7] that under proper calibration the asymptotics of model (1) as n → ∞ and (2) as ε → 0 are equivalent with the asymptotics of the latter being easier to derive. In the inverse problem context, model (2) may be seen as an idealized version of (1).
In some cases, A does not have a trivial nullspace. The component of f that is in the nullspace cannot be reconstructed without more information and therefore the regularization of the problem has to include more information about the function to be recovered. See also the related notion of generalized inverse [26] . For the sake of simplicity, we will consider only the estimation of f when A is an injective (but not necessarily stable) operator.
There are several issues to be addressed in order to obtain an estimate of f given the data Y: (i) to deal with the observational noise to derive inversion estimates and assess their properties (statistics), (ii) to invert the operator A (inverse problems theory) and (iii) to derive numerical implementations for practical applications (computational mathematics).
Henceforth, we will be working in the statistical framework and will focus on questions related to (i) and (ii). However, we are also interested in the methods that are computationally efficient.
SVD and the sequence space model
We start with a discretization of the white noise model obtained by diagonalizing the forward operator A.
Suppose that A * A (as usual, A * stands for the adjoint of A) is a compact operator so that it has a complete orthogonal system of eigenvectors {ϕ k } with corresponding eigenvalues ρ k . We then have the following representation of A * A:
where b k = √ ρ k and θ k = f, ϕ k . Here, ρ k > 0 because A is injective. If A * Af can be written as in (3), then we say that A admits a singular value decomposition (SVD) with singular values {b k } with respect to the basis {ϕ k }.
Remark 1.
The SVD decomposition of a compact operator A is a special case of the spectral theorem (see [33] ). The compactness assumption may be relaxed. Indeed any bounded linear operator is unitarily equivalent to a multiplication in some function space. Remark 2. {ϕ k } is a natural basis for A because it diagonalizes A * A. Examples of operators with known SVD are included in section 1.3. But note that the SVD has nothing to do with the function to be recovered. More 'flexible' basis functions such as wavelets are useful because even though they do not diagonalize A * A, they almost do so for a wide variety of operators A. Such bases can also be chosen to adapt to the structure of f (see section 4 and [19, 20] ).
where ξ k = ξ, ψ k . Since ξ is white noise, {ξ k } is a sequence of i.i.d. standard Gaussian random variables N (0, 1). We thus have an equivalent discrete sequence observation model derived from (2):
This model is called a sequence space model corresponding to (2) . The problem of estimating f given Y has become that of estimating the sequence θ = {θ k } given the discrete sequence y = {y k }. The sequence space formulation (4) or (5) for statistical inverse problems has been studied in a number of papers (see, for example [15, 18, 38, 46] ). An important example is the case A = I ; it corresponds to the direct model where f is directly observed. In this case b k = 1 and (4) is the classical sequence space model in statistics [6] . As noted in section 1.1, this model is related to the classical Gaussian white noise model (see [36] ) and has a nonparametric regression interpretation.
Since the goal is to estimate {θ k } and not {b k θ k }, one has to remove {b k }, which is equivalent to inverting the operator A. The effect of the ill-posedness of the inverse problem is clearly seen in the decay of b k as k → ∞; as k increases the 'signal' b k θ k usually gets weaker and is then more difficult to recover θ k .
The following model equivalent to (4) is more natural to estimate θ k :
where the new 'data' are X k = y k /b k , and
This reduces the inverse problem to estimating a multivariate normal mean θ [60] but since σ k → ∞, the signal-to-noise ratio decreases as k → ∞. This does not happen for the direct model for in this case b k = 1. Hence, as expected, the problem of indirect observations is intrinsically more difficult.
The difficulty of a linear inverse problem can be defined by the behavior of σ k : since σ k → ∞ as k → ∞, the problem is ill-posed but the type of growth of σ k can be used to define a measure of the ill-posedness. For example, we have the following definition. For example, for the direct model we have σ k ≈ 1 as k → ∞, which corresponds to a mildly ill-posed problem with β = 0. There are of course inverse problems whose ill-posedness is even worse than the exponential. Section 1.3.3 provides one example.
Definition 1 is used to understand the mathematical complexity of a given inverse problem. In section 1.3.3, we will see that the rates of convergence depend on the degree of ill-posedness as defined by β. But in practice one does not attempt to estimate β from the given data. This is really an ill-posed problem.
Remark 3.
There exist more general definitions of the degree of ill-posedness related to the noise structure, smoothness assumptions on f and smoothing properties of A (see [51, 68] ). However, for the sake of simplicity, we prefer to deal with this simple notion.
Remark 4.
In model (1), one can obtain an equivalent sequence space model but with a finite sequence where 1 k n. In this situation, the definitions are understood when k → ∞ with n.
Examples
From a practical point of view, the SVD is computationally expensive and thus many popular inversion methods try to avoid its explicit use. But even for such methods the spectral domain is often used to study their theoretical performance. Here we present some examples of ill-posed problems where the SVD can be explicitly computed.
1.3.1.
Differentiation. An important example is the estimation of a derivative from direct noisy observations. Suppose that we observe
where 
whose equivalent model in the Fourier domain is
* , and the goal is now to estimate ν k = θ k (2π ik) m . Thus, the estimation of the mth derivative is a mildly ill-posed inverse problem of degree β = m.
Deconvolution.
Deconvolution of a signal is a standard inverse problem that arises frequently in applications. The problem of circular deconvolution, i.e. periodic on [a, b] , is considered in, for example, [14, 15, 21, 39] .
As an example, consider a circular deconvolution problem defined by the operator
where g is a known 1-periodic convolution kernel in L 2 ([0, 1]). Here the SVD basis is clearly the Fourier basis. Let {ϕ k (t)} be the real trigonometric basis on [0, 1]:
The observational model is Y = g * f + εξ , and the goal is to recover the unknown function f . This deconvolution framework is easily extended to two dimensions to model the problem of image deblurring, which has important applications to image processing in general and astronomy in particular (e.g., deblurring of images taken by the Hubble space telescope) [22, 67] .
Heat equation.
Consider the following boundary-value problem for the heat equation (e.g., [23] 
The problem is to determine the initial temperature function f given a noisy version of the temperature distribution u(x, T ) at time T: Y = u(, T ) + εξ, where as usual ξ is a Gaussian white noise process.
The SVD for this problem is given again by the Fourier basis and so u(x, T ) may be written as u(
and thus the problem is severely ill-posed; it is even worse than the severely ill-posed case because b k ∼ e −k 2 .
Computerized tomography.
Computerized tomography is used to image the internal structure of an object using indirect measurements. For example, by measuring x-ray attenuation one obtains cross-sectional images of the object. Computerized tomography has many important applications to medical imaging and remote sensing. A general reference is [53] . The object to be imaged is usually modeled as a function f that describes spatial characteristics of the object (e.g., mass). From the mathematical point of view, the inverse problem corresponds to the recovery of the unknown function f in R d based on the observations of its Radon transform Rf . This transform is defined by integrals over hyperplanes [53] : let U = {x ∈ R 2 : x 1} be the unit disc in R 2 . Consider the integrals of a function f : U → R over all the lines that intersect U. The lines are parametrized by the length u ∈ [0, 1] of the perpendicular from the origin to the line and by the angle ϕ ∈ [0, 2π) of this perpendicular from the x-axis. Suppose that the function f (
The Radon transform is a compact operator. Its SVD basis is known but usually not so easy to compute [40] . Its associated observational model is Y = Rf + εξ . The recovery of f given Y is an ill-posed problem of degree β = 1/2 [9, 15, 53] .
Nonparametric estimation
The problem of finding inversion estimates of a function f from indirect noisy observations depends on the type of information one has about f . We call the problem nonparametric if f is only known to belong to a nonparametric class of functions. For example, the space of twice continuously differentiable functions. An example of a parametric family is the set of polynomials of degree less than d. The coefficients of the polynomials parametrize the family.
We will present some methods to obtain and assess nonparametric inversion estimates in the framework of the sequence space model (4), which is equivalent to the original model (2) . Since the operator is diagonalized, it is usually easier to understand the inverse problem and its estimators in the spectral domain.
Minimax approach
The minimax approach is well known by statisticians, especially those in the nonparametric community. It is a useful tool to define notions of optimality [36, 42, 57, 61] .
Let us return to model (5) and let θ = θ(X) = ( θ 1 , θ 2 , . . .) be any estimator of θ = (θ 1 , θ 2 , . . .) based on the data X = {X k }. Since f = k θ k ϕ k , it is natural to estimate f with f = k θ k ϕ k . The obvious question is to determine how good this estimator is.
Since an estimator is by definition random, one way to assess its quality is by computing the expected value of the squared difference between f and the true f . Define the risk function as the mean integrated squared error (MISE) of f :
where the notation · stands for the 2 -norm when applied to θ -vectors in the sequence space. Henceforth, E f and E θ will denote the expectations w.r.t. Y or X = (X 1 , X 2 , . . .) for models (2) and (5), respectively. Analyzing the risk R( f , f ) of the estimator f is equivalent to analyzing the corresponding sequence space risk E θ θ − θ 2 . Ideally, one would like to find an estimator that minimizes the MISE. However, the risk of an estimator depends, by definition, on the unknown f or θ . So we try instead to minimize an estimate of MISE or to determine an overall measure of the risk such as the minimax risk.
Definition 2. Suppose we know a priori that f belongs to some class of functions F. The minimax risk on F is defined as
r ε (F) = inf f sup f ∈F R( f , f ),
where the infimum is determined over the set of all estimators of f (measurable functions of Y).
In contrast to the parametric case, in nonparametric estimation it is usually not possible to find estimators that attain the minimax risk. One reason for this is the paucity of requirements made on the function f (e.g., f is only assumed to be in a smooth class of functions). A more natural approach is to consider asymptotic properties as the noise level decreases to zero (ε → 0). As mentioned in the introduction, in the Gaussian white noise model equivalence this is the same as the n → ∞ in the discrete sample model.
It is clear that for any estimator f
We will call the estimator optimal if we can bracket the above inequality with bounds that decrease to zero with the noise level. More precisely, the definition follows.
Definition 3.
An estimator f is said to be optimal or to attain the optimal rate of convergence v ε if the positive sequence v ε converges to zero as ε → 0 and there are constants
The estimator f is said to be minimax or to attain the exact constant if
An optimal estimator is thus an estimator whose risk is comparable to that of the best possible estimator. Theorem 1 provides examples of optimal estimators.
Classes of functions
An important problem now is to define 'natural' classes of functions F that capture the prior information known about the function f (e.g., smoothness). Under regularity conditions, the characteristics of the functions can be translated into properties of the coefficients {θ k }.
Assume that f belongs to the functional class corresponding to ellipsoids in the space of coefficients {θ k }:
where a = {a k } is a non-negative sequence that tends to infinity with k, and L > 0. This means that for large values of k the coefficients θ k will be decreasing with k and thus will be small for large k.
Remark 5.
The ellipsoid is one of the most natural assumptions as it defines an 2 -behavior of the coefficients. However, more general classes such as p -bodies or hyperrectangles may also be used [20] .
In the special case where the SVD basis is the Fourier basis, hypotheses on {θ k } can be precisely written in terms of the smoothness of f . Such classes arise naturally in various inverse problems; they include as special cases the Sobolev classes [68] and classes of analytic functions [37] .
For example, consider the circular deconvolution problem of section 1.3.2. Define the Sobolev class
where (α, L) = (a, L) with the sequence a = {a k } such that a 1 = 0 and
When α is an integer, this has an equivalent definition in terms of f :
where f (α) denotes the weak derivative of f of order α. A second choice is the class of analytic functions (functions that admit an analytic continuation into a band of the complex plane)
where a k = exp(αk), α > 0 and L > 0. Functions in this class are very smooth; they are often used in the context of inverse problems for partial differential equations (as in section 1.3.3). Indeed, in this kind of severely ill-posed problems the functions are often required to be very smooth in order to get reasonable reconstructions (see below).
Rates of convergence
Some important results have been obtained in the framework of ill-posed inverse problems with compact operators and functions with coefficients in some ellipsoid. For example, optimal rates of convergence have been proved [3, 15] . There is also a famous result by [56] which proves the existence of a minimax estimator (see also [54] ). That is, an estimator that attains not only the optimal rate but also the exact constant. This result has been generalized to the case of severely ill-posed problems with analytic functions [11, 28] . In [11, 27] , the authors study the problem of the heat equation (see section 1.3.3) with analytic functions. Table 1 shows some optimal rates of convergence for the sequence space model (5) when the SVD is the Fourier basis and the class of functions is either Sobolev or analytic. We see that the rates of convergence usually depend on the smoothness α of the function f and on the degree of ill-posedness β. When β increases the rates decrease. In the direct model we get the standard rates for nonparametric estimation, slower than ε 2 , which is the parametric rate. In the standard cases of mildly ill-posed problems with smooth functions or severely ill-posed problems with very smooth functions, the rates are polynomial in ε. For the severely ill-posed case with functions that are only Sobolev smooth the rate is logarithmic and very slow (the rate depends on β only through the constant). For mildly ill-posed problems with very smooth functions the rate is almost the parametric rate ε 2 .
Regularization methods
The term regularization in inverse problems usually refers to the ways for obtaining meaningful solutions from ill-posed inverse problems. For statisticians regularization is just a family of methods to define reasonable estimators that resolve unidentifiability and instability problems. In image processing, the same tools are just called image reconstruction methods (see, e.g. [22, 24, 41, 55, 63, 67] ). We provide some examples of regularization methods or estimators that are commonly used. These methods will be defined in the spectral domain even if some may be computed without the spectrum. The reason is that the theoretical properties of many regularization methods can be more easily studied in the spectral domain. However, some methods (e.g., Tikhonov regularization and Landweber iteration) are not computed using the SVD but via more computationally efficient techniques [22, 67] .
Let λ = (λ 1 , λ 2 , . . .) be a sequence of non-random weights. Every sequence λ defines a linear estimator θ(λ) = ( θ 1 , θ 2 , . . .), where X k is as in (5), θ k = λ k X k and
Examples of commonly used weights λ k are the projection weights λ k = I (k N), where I (A) denotes the usual indicator function of the set A. These weights define the projection estimator (also called truncated SVD or spectral cut-off)
(see, for example [66, 67] ). The value N is usually called the bandwidth.
The truncated SVD is a natural estimator and is often used as a benchmark as it attains optimal rates of convergence [5] . However, it is a rather rough estimator. Indeed, the weights can only take the values 0 and 1, i.e., one estimates θ k by X k or 0. Also, the estimator is not computationally efficient as it requires computation of the SVD and all the coefficients X k .
Another popular choice is the well-known Tikhonov regularization method [65] . The basic idea is to minimize a data misfit while controlling the regularity of the function. This is achieved by finding an estimator that minimizes the functional
where γ > 0 is a crucial tuning parameter that controls the balance. We will consider the selection of γ in section 3.3. Under mild regularity conditions, the minimizer of (9) is f γ = (A * A + γ I ) −1 A * Y . These estimators may also be defined in the spectral domain using the weights λ k = 1 1 + γ σ 2 k with γ > 0. The estimator is then defined as in (8).
Remark 6.
There have been many generalizations of Tikhonov regularization: for example to have a starting point g 0 [65] , to use an iterated method [22] or to use a Hilbert scales approach, i.e., with a term different from g 2 in (9), for example with Dg 2 instead [51] . See also the general references for regularization given above.
The L 2 -risk of any linear estimator (8) with weights λ is defined as
As usual, the first sum on the right-hand side is the squared bias while the second one is the variance. The bias term is related to the approximation error and measures if the estimator provides a good approximation of the unknown f even in the absence of noise. The variance, on the other hand, measures the variability of the inversion estimate introduced by the random noise. Ideally, bias and variance should be small. Because of their simplicity, we will mainly consider projection estimators to explain the main ideas behind oracle inequalities, minimax risk and the risk hull method. We start with their risk: the risk of a projection estimator of bandwidth N is
In this case, the bias-variance decomposition is very simple. Indeed, we estimate the first N coefficients with their empirical versions X k while the estimates of the rest of the coefficients are set to zero. Thus, the bias measures the influence of the coefficients θ k with k > N, and the stochastic term is due to the random noise in the first N coefficients.
It is evident that the selection of the bandwidth N is crucial. This is a common but important problem in nonparametric statistics: the estimator depends on tuning parameters that have to be chosen to balance bias and variance but we have the problem that the bias depends on the unknown f . Thus, the bias cannot be given exactly but one can often find bounds for the risk, as in the following theorem stated in the framework of model (5). This rate may be shown to be optimal (see, for example [56] ).
The variance is controlled by ε
To attain the optimal rate of convergence, N has to be of order ε −2/(2α+2β+1) as ε → 0. This choice reflects the trade-off between bias and variance of the estimator. One can see this effect in simulation studies: too large an N will overfit the data while too small an N will underfit.
There is an optimal choice of N that balances the bias and variance in a minimax sense but it depends very precisely on the smoothness α and the degree of ill-posedness β of the operator. And even in the case where the operator A (and thus its degree β) is precisely known, it is unreasonable to assume that we know precisely the smoothness of the unknown function f . We are thus led to the notions of adaptation and oracle inequalities to answer the question of how to choose the bandwidth without making strong assumptions on f .
Adaptation and oracle inequalities
One of the most important problems in nonparametric statistics is the data calibration of the tuning parameters (e.g., N or γ ) for a chosen class of estimators. For example, we have seen in theorem 1 that this choice is crucial to attain optimal rates of convergence.
Minimax adaptive estimation
The starting point of minimax adaptation is a collection A = { α } of classes α ⊂ 2 . The statistician knows that θ belongs to some member α of the collection A but does not know exactly which. When α is a smoothness class this assumption can be interpreted as follows: the underlying function is known to be smooth but its degree of smoothness is unknown. The notion of minimax adaptivity has been developed to define estimators that 'adapt' to the unknown smoothness of the function [43] .
Definition 4. An estimator θ is called minimax adaptive on the scale of classes A if for every
α ∈ A the estimator θ attains the optimal rate of convergence.
Minimax adaptive estimators play an important role in nonparametric statistics from both theoretical and practical points of view. Indeed, these estimators are optimal for any parameter α in the collection A. From a more practical point of view, minimax adaptivity guarantees good accuracy of the estimator for a wide choice of functions. Thus, the estimator automatically 'adapts' to the unknown smoothness of the underlying function (see, for example [44] ).
Remark 7.
Adaptive estimation is one of the main tools from statistics which is used even by the deterministic inverse problems community. There also exist some deterministic techniques of adaptation but the statistical ones are definitely rather popular now. For example, quite recently, several papers used the Lepski procedure of adaptation (see [2, 25, 50, 58] ).
Oracle inequalities
The use of oracle inequalities leads to another approach related to minimax adaptive estimation but not equivalent. The starting point is different as this time the goal is to choose the best possible estimator from a given family of estimators. In the minimax approach, on the other hand, one tries to obtain the best accuracy over all functions in some fixed class. Moreover, as we will see, oracle inequalities are not asymptotic.
Assume a fixed class of estimators. For example, the class of possible weights for the estimators defined by (8) . Define the oracle λ 0 as
The oracle corresponds to the best possible choice in . That is, the one that minimizes the risk. However, this is not an estimator because the risk and the oracle depend on the unknown θ . This is the reason it is called an 'oracle'; it is the best one in the family but it requires knowing the true θ . The goal is then to find a data-driven sequence of weights λ with values in such that the estimator θ = θ(λ ) satisfies the following oracle inequality for any θ ∈ 2 :
where ε is some positive tolerance term and C ε 1 (the closer to 1 the better it is). If ε is small (i.e., smaller than R(θ, λ 0 )), then an oracle inequality guarantees that the estimator has a risk of the same order as that of the oracle. The goal is thus to find data-driven methods that provide an automatic choice of λ and more or less mimic the oracle.
The oracle approach is often used to obtain adaptive estimators. For example, the best estimator in a given class often attains the optimal rate of convergence. On the other hand, minimax theory provides in some sense a justification for the use of oracle inequalities. Indeed, the best possible choice in a given family of estimators is not always satisfactory. Minimax results show that, with a good choice of the tuning parameter, a given family provides optimal estimators.
One may obtain asymptotic results as ε → 0: an estimator θ is said to satisfy an exact oracle inequality on the class as ε → 0 if
for every θ within some large subset 0 ⊆ 2 . In other words, the estimator θ precisely mimics the oracle on for any sequence θ ∈ 0 .
In the oracle approach, λ is usually restricted to take its values in same class that appears in the rhs of (12) . A model selection interpretation of (12) is the following: in a given class of models , we pick the model λ that is the closest to the true parameter θ in terms of the risk R(θ, λ).
Model selection and risk estimation
The problem of model selection is widespread in statistics and may have different meanings depending on the particular application. We consider model selection as the problem of choosing the 'best' estimator from a family . This selection should be completely datadriven.
Unbiased risk estimation.
Since the true parameter θ is unknown, so is the risk. Hence it is natural to look for an estimator that minimizes an estimate of the risk based on the available data. A classical approach to this minimization problem is based on the principle of unbiased risk estimation (URE) [60] . The idea of using URE to define a data-driven bandwidth choice goes back to [1, 47] . Originally, the URE was proposed in the context of the regression and cross-validation techniques but nowadays it is used as a basic adaptation tool for many statistical models.
For inverse problems this method was studied in [12] (see also [55] for a discrete sample version), where exact oracle inequalities were obtained. In the framework of linear estimators θ(λ), Stein's risk estimator is
It is an unbiased estimator of R(θ, λ). That is, R(θ, λ) = E θ U(X, λ) for all λ. Note that (14) is obtained by simply using
k as an unbiased estimator of θ 2 k in (10). The principle of unbiased risk estimation is then to find the λ that minimizes the risk estimate U(X, λ):
We now provide an example of oracle inequality obtained when URE is used to estimate N for projection estimators or γ for Tikhonov regularization. Define S = max λ∈
We have the following theorem whose proof can be found in [12] .
Theorem 2. Assume that
is finite with cardinality D and the estimator is θ = (θ 1 , θ 2 , . . .) with θ k = λ k X k . Then under weak conditions (see [12] ) there are constants γ 1 , γ 2 > 0 such that
for every θ ∈ 2 and for any B > 0 large enough.
In fact by imposing mild restrictions on the behavior of D and S for large ε, one may obtain an exact oracle inequality. This result means, for example, that we can precisely mimic the Tikhonov method with the best possible choice of tuning parameter γ .
Remark 8.
One of the problems with adaptation or oracle results is that the data-driven choices of the parameters make the risk of the estimator very difficult to control because the tuning parameter also depends on the same data.
Risk hull method
Even if one can find precise oracle inequalities as in theorem 2, the URE method is in fact not very satisfying in simulation studies [10] because for some samples the estimator is not precise at all. Thus, the mean risk over all the samples is usually too large. This leads us to the search of more stable data-driven choices of the parameters. To present the main ideas we consider only the class of projection estimators. The unbiased risk estimator for projection estimators is
Minimizing U(X, N) over N is equivalent to minimizinḡ
over N, which is in turn equivalent to minimizinḡ
The method of penalized empirical risk is a general approach that is very similar to URE. We first define a 'penalized' version of (17):
where pen(N) is a penalty function. The bandwidth choice is then defined as
For example, the URE criterion corresponds to a penalized empirical risk with a specific penalty called the URE penalty pen ure (N) = ε
k . The modern literature on penalized empirical risk is vast; we refer interested reader to [6] or [45] in the inverse problems framework. The main idea at the heart of this approach is that severe penalties may lead to substantial improvements over URE. The problem is that the selection of the penalty function is crucial, especially for inverse problems. The risk hull minimization (RHM) method proposed in [10] improves over URE by providing a relatively good strategy for selecting the penalty function (see also [26, 29] ).
The heuristic motivation of the RHM approach is based on the oracle ideology. Suppose there is an oracle that gives us θ k , k = 1, . . ., but we are only allowed to use the projection method. In this case, the optimal bandwidth is evidently given by N or = arg min N r(X, N), where
Let us try to mimic this bandwidth choice with a data-driven procedure. At first glance this problem seems hopeless because neither θ 2 k nor ξ 2 k are known. However, suppose for a moment that we know all θ 2 k and try to minimize r(X, N). Since ξ 2 k are assumed to be unknown, we can use a conservative minimization: we minimize the following non-random functional
where V (N) bounds from above the stochastic term ε
because then the risk of any projection estimator with any data-driven bandwidthÑ can be easily controlled:
This argument leads to the following definition: a non-random function (θ, N) is called a risk hull if
For example, l(θ, N) as defined by (19) and (20) is a risk hull. Evidently, the upper bound (21) should be as small as possible. So we look for the minimal hull (note that this hull strongly depends on σ 
In the framework of the empirical risk minimization, the RHM can be defined as follows. Let the penalty in (18) be defined as
where α > 0 is a fixed constant (not crucial) and
The function U 0 (N) may be computed by Monte Carlo simulations. The RHM chooses the bandwidth N rhm according to (18) with the penalty function defined by (22) and (23) .
The RHM penalty corresponds to the URE penalty plus the term
Therefore, asymptotically there is no real difference between the URE and the RHM. But non-asymptotically there are important differences. For example, in applications to ill-posed inverse problems the RHM is much more stable than the URE. Indeed, simulation studies reveal that the RHM is accurate for all the samples, resulting in smaller risks than those of the URE. One reason for this instability is that the URE is based on asymptotic ideas but in many inverse problems N may not be very large. One has to be careful with the asymptotics because of the ill-posedness. Indeed, if a data-driven choiceÑ is larger than the choice of the oracle, then the risk of the estimator may really become large.
The following oracle inequality (whose proof can be found in [10] ) provides an upper bound for the mean square risk of the RHM approach. It is assumed that σ k has a polynomial growth (σ k = k β ).
Theorem 3.
[10] Let the RHM bandwidth choice N rhm be defined by (18) with the penalty function defined by (22) and (23) and θ rhm be the associated projection estimator. Then there are constants C * > 0 and δ 0 > 0 such that for all δ ∈ (0, δ 0 ] and α > 1
Hence we have an oracle inequality but with a penalty term on the risk in the rhs. The RHM leads to an explicit penalty defined in the proof of theorem 3. Furthermore, this penalty may be used directly; there is no need for empirical calibration through simulations. Further discussion on the risk hull method and numerical results can be found in [10] .
Summary and discussion
We have considered the statistical approach to ill-posed inverse problems (which is not the standard framework of [64] where the error is modeled as deterministic) and presented some basic theoretical ideas in the context of the white noise model. This model is discretized in the spectral domain using the SVD. The SVD also allows us to define a measure of the ill-posedness of an inverse problem. This measure plays a role in the computation of rates of convergence of the inversion estimates.
To define estimators we used the nonparametric approach so as to make few assumptions on the unknown function. The performance of the estimators is measured by a risk function defined as the mean integrated square error. This risk is made up of bias and variance components. Assessment of the bias is particularly difficult because it depends on the function we want to estimate. One way to proceed then is to consider the worst risk when the function is known to be in a particular class and to look for estimators that minimize such worst risk (minimax estimators). But in nonparametric inverse problems minimax estimators may not exist. Hence we study instead an asymptotic minimax optimality inequality as the noise level goes to zero. These results depend of course on the particular chosen class of functions. We have provided the examples of ellipsoid classes of smooth functions, Sobolev and the class of analytic functions that consist of 'very smooth' functions.
We also considered the question of defining good estimators for ill-posed inverse problems (regularization). The common problem is the dependence of the estimators on tuning parameters such as truncation level of the SVD or the regularization parameter for Tikhonov. Minimax optimality criteria lead to the values with optimal rates of convergence of the estimators. But these optimal parameters are unachievable as they depend on exact knowledge of function smoothness and ill-posedness of the operator. Since the goal is to find datadriven choices of the parameters (adaptive methods), we discussed oracle inequalities and risk estimation.
The oracle gives us the best choice provided we knew the unknown function; it is therefore used as a benchmark. Oracle inequalities are used to make sure the estimators are close to the choice of the oracle. We provided examples of parameter choices based on minimizing risk estimates that lead to (penalized) oracle inequalities.
The idea of minimizing an estimate of the risk is natural. As an example we discussed Stein's unbiased risk estimator (URE). Another well-known application of this estimator is for thresholding of wavelet coefficients [19] . For projection estimators, the idea of estimating the truncation level by minimizing URE is a particular case of the method of penalized empirical risk. This approach performs better than URE provided the penalty function is chosen appropriately. The risk hull method provides one way to find a good penalty function that is guaranteed to improve on URE.
Our discussion was restricted to models based on (2), which is restrictive and strongly linked to the spectral approach based on the SVD. There are many different generalizations of the methods we have discussed.
Noisy operators. In some applications, the forward operator A is only partially known. For example, in astronomical observations the point spread function may be changing due to unknown physical conditions. This very important topic has been the subject of some recent works [13, 14, 35, 48] .
RHM for other methods. There are other regularization methods (e.g., the iterative methods, Landweber and ν-methods to name a few) that can attain optimal rates of convergence [5] and have very good properties from a numerical point of view. For example, in a very recent paper, the RHM approach has been extended to these families of estimators [49] .
Nondiagonal case. We have intensively used the SVD to diagonalize the operators. Thus, all the methods have been presented for the spectral approach. However, there is a more general situation where the operator cannot be represented by a diagonal matrix. In this case, one may obtain some close results such as optimal rates of convergence and adaptive estimation (see, for example [48, 52] ).
Wavelets and sparsity. This framework is strongly related to the previous nondiagonal case. Indeed, wavelet bases have been shown to almost diagonalize many operators and have good adaptability properties. Wavelet thresholding has been used to construct nonlinear adaptive estimators [14, 16, 18, 19, 20, 35, 39] . Wavelets can be used to model functions that may not be very smooth and thus allows the use of the Besov instead of the Sobolev classes. Higher-dimensional wavelet-like bases such as curvelets have also been developed [8] .
Nonlinear operators. Inverse problems with nonlinear operators are much more difficult. This framework has been intensively studied in the deterministic context but is not yet well understood in statistics [22] . Some recent papers concerning nonlinear inverse problems are [4, 45] .
