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Abstract
The asymptotic distribution of the quasi-maximum likelihood (QML) estimator is established for
generalized autoregressive conditional heteroskedastic (GARCH) processes, when the true parameter may
have zero coefficients. This asymptotic distribution is the projection of a normal vector distribution onto a
convex cone. The results are derived under mild conditions. For an important subclass of models, no moment
condition is imposed on the GARCH process. The main practical implication of these results concerns the
estimation of overidentified GARCH models.
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1. Introduction
Much attention has been given recently to the asymptotic properties of the quasi-
maximum likelihood estimator (QMLE) in the context of GARCH processes. Whereas ARCH
(AutoRegressive Conditionally Heteroskedastic) models were introduced by Engle in 1982 [11],
and generalized by Bollerslev in 1986 [7], it took about twenty years to see the emergence
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of consistency and asymptotic normality results for the general GARCH model under weak
assumptions. Recent references dealing with the QML estimation of general GARCH(p, q)
are the dissertation by Boussama [9], the monograph by Straumann [25] and the papers by
Berkes and Horva´th [4,3], Berkes, Horva´th and Kokoszka [5], Hall and Yao [14] for GARCH
models with heavy tailed errors, and Francq and Zakoian [12] (hereafter FZ). Using the QMLE
in the GARCH framework is beneficial for it is much less sensitive with respect to heavy
tailed unconditional distributions than, for instance, the least-squares method. Other estimation
procedures which are not demanding in terms of unconditional moments have recently been
suggested by Horva´th and Liese [15] and Ling [18]. See Straumann and Mikosch [26], Ling and
McAleer [20] for related work. See Ling and McAleer [19], Giraitis, Leipus and Surgailis [13]
for recent surveys on theoretical results for GARCH models.
The GARCH estimation theory however suffers the major weakness of excluding the presence
of zero coefficients in the true parameter value. Indeed, one important difference between
GARCH and other popular time series models, such as ARMA models, is that the admissible
parameter space needs to be inequality restricted. The data generation mechanism requires the
conditional variance to be always strictly positive, which is generally obtained by imposing
a strictly positive intercept and non-negative GARCH coefficients in the conditional variance
equation (see however Nelson and Cao [23] for weaker, but generally non-explicit, conditions). A
key regularity condition, imposed by the above cited papers to establish the asymptotic normality,
is that the true parameter must lie in the interior of the parameter space. For instance, it is easily
seen that the QMLE is not asymptotically Gaussian if, for instance, a GARCH(p, q) model is
estimated when the underlying process is a GARCH(p − 1, q), or a GARCH(p, q − 1) process.
Our aim in this paper is to derive the asymptotic distribution of the QML estimator under,
if possible, the same mild conditions as are employed when the parameter is in the interior of
the parameter space. The quasi-likelihood will be approximated by a quadratic function, and the
asymptotic distribution will be obtained as the projection of a normal vector onto a convex cone.
A quadratic approximation to the objective function and its optimization on a convex cone have
been used by Chernoff [10] and Andrews [1] among many others (see the latter paper for a list of
references). To our knowledge, when the parameter is on the boundary, asymptotic results for the
general GARCH(p, q), or even for the GARCH(1, 1), are not available in the literature. Partial
results can be found in Andrews [1,2] and Jordan [16].
The article proceeds as follows. Section 2 describes the estimation problem of concern and
recalls results available when θ0 is not on the boundary. Section 3 establishes the asymptotic
distribution of the QMLE when θ0 is on the boundary. For a large class of GARCH models, the
results are obtained without moment assumptions on the observed process. Section 4 shows how
to practically compute the asymptotic distribution. Proofs are relegated to an Appendix.
For a matrix A of generic term A(i, j) we use the norm ‖A‖ = ∑ |A(i, j)|. The spectral
radius of a square matrix A is denoted by ρ(A). The symbols
L→ and P→ denote the convergences
in distribution and in probability.
2. Assumptions and preliminary results
Consider the GARCH(p, q) model:
t =
√
htηt
ht = ω0 +
q∑
i=1
α0i
2
t−i +
p∑
j=1
β0 jht− j , ∀t ∈ Z (1)
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where (ηt ) is a sequence of iid random variables such that Eη2t = 1, ω0 > 0, α0i ≥
0 (i = 1, . . . , q), β0 j ≥ 0 ( j = 1, . . . , p). A strictly stationary solution (t ) is called
non-anticipative if t is a measurable function of the ηt−i , i ≥ 0. Let (1, . . . , n) be a
realization of length n of a non-anticipative strictly stationary solution (t ) to Model (1). The
vector of parameters is θ = (θ1, . . . , θp+q+1)′ = (ω, α1, . . . , αq , β1, . . . , βp)′ and it belongs
to a parameter space Θ ⊂ (0,+∞) × [0,∞)p+q . The true parameter value is denoted by
θ0 = (ω0, α01, . . . , α0q , β01, . . . , β0p)′ ∈ Θ .
Bougerol and Picard [8] showed that a unique non-anticipative strictly stationary solution (t )
to Model (1) exists if and only if the sequence of matrices A0 = (A0t ) has a strictly negative top
Lyapunov exponent, γ (A0) < 0, where
γ (A0) = limt→∞ a.s.
1
t
log ‖A0t A0t−1 . . . A01‖,
‖ · ‖ denoting any norm on the space of the (p + q)× (p + q) matrices, and
A0t =

α01η
2
t · · · α0qη2t β01η2t · · · β0pη2t
Iq−1 0 0
α01 · · · α0q β01 · · · β0p
0 Ip−1 0

with Ik being the k × k identity matrix.
Conditionally on initial values 20 , . . . , 
2
1−q , σ˜ 20 , . . . , σ˜ 21−p, the Gaussian quasi-likelihood is
given by
Ln(θ) = Ln(θ; 1, . . . , n) =
n∏
t=1
1√
2piσ˜ 2t
exp
(
− 
2
t
2σ˜ 2t
)
,
where the σ˜ 2t are defined recursively, for t ≥ 1, by
σ˜ 2t = σ˜ 2t (θ) = ω +
q∑
i=1
αi
2
t−i +
p∑
j=1
β j σ˜
2
t− j .
The parameter space Θ is a compact subset of [0,∞)p+q+1 that bounds the first component
away from zero. We will also assume throughout that Θ contains some hypercube of the form
[ω,ω] × [0, ε]p+q , for some ε > 0 and ω > ω > 0.
A QMLE of θ is defined as any measurable solution θˆn of
θˆn = argmax
θ∈Θ
Ln(θ) = arg min
θ∈Θ
l˜n(θ), (2)
where
l˜n(θ) = n−1
n∑
t=1
˜`t , and ˜`t = ˜`t (θ) = ˜`t (θ; n, . . . , 1) = 
2
t
σ˜ 2t
+ log σ˜ 2t .
Notice that ˜`t may depend on the whole set of observations since it is customary to choose
the empirical mean of the squared observations for the initial values. An ergodic and stationary
approximation (`t (θ)) of the sequence ( ˜`t (θ)) is obtained as follows. Under the condition A2
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below, denote by
(
σ 2t
) = {σ 2t (θ)} the strictly stationary, ergodic and non-anticipative solution of
σ 2t = ω +
q∑
i=1
αi
2
t−i +
p∑
j=1
β jσ
2
t− j , ∀t.
Note that σ 2t (θ0) = ht . Let
ln(θ) = n−1
n∑
t=1
`t , and `t = `t (θ) = `t (θ; t , . . .) = 
2
t
σ 2t
+ log σ 2t .
Let Aθ (z) = ∑qi=1 αi zi and Bθ (z) = 1 −∑pj=1 β j z j . By convention, Aθ (z) = 0 if q = 0 andBθ (z) = 1 if p = 0. To obtain the asymptotic properties of the QMLE in the classical case where
θ0 is not on the boundary, the following assumptions can be made.
A1: θ0 ∈
◦
Θ , where
◦
Θ denotes the interior of Θ .
A2: γ (A0) < 0 and
∑p
j=1 β j < 1, ∀θ ∈ Θ .
A3: η2t has a non-degenerate distribution with Eη
2
t = 1.
A4: if p > 0, Aθ0(z) and Bθ0(z) have no common root, Aθ0(1) 6= 0, and α0q + β0p 6= 0.
A5: κη := Eη4t < ∞.
It is worth noting that, in A2, the strict stationarity condition is imposed on the true value only.
For θ 6= θ0 we only require the weaker condition that∑pj=1 β j < 1 (see e.g. Kazakevicˇius and
Leipus [17], Th. 2.2). One important consequence of γ (A0) < 0 is that E2st < ∞ for some
s ∈ (0, 1). For a proof of this statement see Nelson [22] and Berkes et al. [5, Lemma 2.3]. For
detailed comments on these assumptions, and comparisons with similar conditions given in the
aforementioned papers, see FZ, in which the following result is established.
Theorem 1. Let (θˆn) be a sequence of QML estimators satisfying (2). Then
(i) if A2–A4 hold, almost surely θˆn → θ0, as n →∞,
(ii) if A1–A5 hold,
√
n(θˆn − θ0) L→ N (0, (κη − 1)J−1), where
J := Eθ0
(
1
σ 4t (θ0)
∂σ 2t (θ0)
∂θ
∂σ 2t (θ0)
∂θ ′
)
. (3)
In the next section we will allow true parameter values belonging to ∂Θ := {θ0 ∈ Θ : θ0i = 0,
for some i > 0}. To prevent θ0 from reaching the upper bound ofΘ we define θ0(ε) as the vector
obtained by replacing all zero coefficients of θ0 by ε and we make the following assumption.
A6: θ0(ε) ∈
◦
Θ for some ε > 0.
For instance, if the parameter space is specified as Θ = [ω,ω] × [0, α1] × · · · × [0, αq ] ×
[0, β1] × · · · × [0, β p], Assumption A6 is satisfied when ω > ω0 > ω > 0 and 0 ≤ θ0 < θ :=
(ω, α1, . . . , β p)
′.
3. Asymptotic distribution of θˆn when θ0 is on the boundary
It is easy to understand why the positivity condition, namely α0i > 0 (i = 1, . . . , q),
β0 j > 0 ( j = 1, . . . , p), is crucial for the asymptotic normality of the QMLE θˆn . Obviously,
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a Gaussian asymptotic distribution for
√
n(θˆn − θ0) is precluded when the components θˆin
of θˆn are constrained to be non-negative and θ0 ∈ ∂Θ . If, for instance, θ0i = 0 then√
n(θˆin − θ0i ) = √nθˆin ≥ 0 for all n and the asymptotic distribution of this variable cannot
be a standard Gaussian.
By Theorem 1, no moment assumption is required for the asymptotic distribution to hold, and
thus for the existence of J , when θ0 is an interior point of Θ . When θ0 ∈ ∂Θ , the asymptotic
distribution of
√
n(θˆn − θ0) will to be seen to rely on the existence of J as well. Before deriving
this asymptotic distribution, we give an example showing that the matrix J may not exist if
Eθ0
4
t = ∞ and A1 is relaxed.
3.1. Possible non-existence of J under A2–A5
Consider the ARCH(2) model t = σtηt , σ 2t = ω0 + α012t−1 + α022t−2 where ω0 > 0,
α01 ≥ 0, α02 = 0, and the distribution of the iid sequence (ηt ) is defined, for a > 1, by
P(ηt = a) = P(ηt = −a) = 12a2 , P(ηt = 0) = 1−
1
a2
.
This ARCH(2) model is used to generate the quasi-likelihood function but t is in fact an
ARCH(1). The strict stationarity condition γ (A0) < 0 takes the form α01 < exp
{−E(log η2t )}
for an ARCH(1). The process (t ) is therefore strictly stationary for any value of α01 since
exp
{−E(log η2t )} = +∞. However t is not second-order stationary when α01 ≥ 1.
We have
1
σ 2t
∂σ 2t
∂α2
(θ0) =
2t−2
ω0 + α012t−1
,
whence
Eθ0
{
1
σ 2t
∂σ 2t
∂α2
(θ0)
}2
≥ Eθ0
{ 2t−2
ω0 + α012t−1
}2∣∣∣∣∣∣ ηt−1 = 0
 P(ηt−1 = 0)
= 1
ω20
(
1− 1
a2
)
Eθ0(
4
t−2)
firstly because ηt−1 = 0 entails t−1 = 0 and secondly because ηt−1 and t−2 are independent.
It follows that J does not exist if Eθ0
4
t = ∞.
3.2. Assumptions and main result
It is then clear that the assumptions of Theorem 1 are not sufficient to ensure the existence of
J when A1 is relaxed. In view of these remarks we introduce two alternative assumptions. The
first one is a moment condition.
A7: Eθ0
6
t < ∞.
In many interesting cases, except the ARCH(q) models, no moment assumption on 2t will be
required. Indeed, it will be sufficient to ensure the existence of moments for the score vector
normalized by σ 2t . Note that under the condition γ (A0) < 0, the strictly stationary solution
σ 2t (θ0) has an expansion of the form: σ
2
t (θ0) = c0 +
∑∞
j=1 b0 j2t− j with c0 > 0, b0 j ≥ 0.
Similar expansions hold for the derivatives (see the proof of Lemma 8 below). The control of
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moments of {∂σ 2t /∂θ}/σ 2t will rely on the fact that every term 2t− j appearing in the numerator
of this ratio is also present in the denominator. We therefore consider the assumption
A8: b0 j > 0 for all j ≥ 1, where σ 2t (θ0) = c0 +
∑∞
j=1 b0 j2t− j .
It should be noted that a simple sufficient condition for A8 is α01 > 0 and β01 > 0 (because
b0 j ≥ α01β j−101 ). A necessary condition is obviously that α01 > 0 (because b01 = α01). More
generally, a necessary and sufficient condition for A8 is
{ j | β0, j > 0} 6= ∅ and
j0∏
i=1
α0i > 0 for j0 = min{ j | β0, j > 0}, (4)
meaning that the ARCH coefficients α cannot cancel up to the order j0 of the first GARCH
coefficient β equal to zero. Assumption A8 does not apply to ARCH(q) models, which is not
surprising in view of the example in Section 3.1. The main result of this section is the following.
Theorem 2. Let (θˆn) be a sequence of QML estimators satisfying (2). Then if A2–A6 and
either A7 or A8 hold,
√
n(θˆn − θ0) L→ λΛ := arg inf
λ∈Λ
{λ− Z}′ J {λ− Z} ,
with Z ∼ N (0, (κη − 1)J−1), Λ = Λ(θ0) = Λ1 × · · · × Λp+q+1,
where Λ1 = R, and, for i = 2, . . . , p + q + 1, Λi = R if θ0i 6= 0 and Λi = [0,∞) if θ0i = 0.
In the ARCH case, the result can be stated as follows.
Corollary 3. Let p = 0 and let (θˆn) be a sequence of QML estimators satisfying (2). Then if
γ (A0) < 0, A3, and A5–A7 hold,
√
n(θˆn − θ0) L→ λΛ := arg inf
λ∈Λ
{λ− Z}′ J {λ− Z} ,
with Z ∼ N (0, (κη − 1)J−1), Λ = Λ(θ0) = Λ1 × · · · × Λq+1,
where Λ1 = R, and, for i = 2, . . . , q + 1, Λi = R if θ0i 6= 0 and Λi = [0,∞) if θ0i = 0.
Comments.
1. For θ0 ∈
◦
Θ , the result of this theorem reduces to that of Theorem 1. Indeed, in this case
Λ = Rp+q+1 and λΛ = Z ∼ N (0, (κη − 1)J−1). Hence, Theorem 2 has interest only when θ0
belongs to ∂Θ .
2. We stress the fact that the moment condition A3 is on the iid process, not on (t ). For values
of θ0 satisfying A8, the asymptotic distribution is derived under the same mild conditions as are
employed for the standard case where θ0 ∈
◦
Θ .
3. Andrews [1] considered, as an example of a more general framework, the case of a
GARCH(1, q) model with q > 1, assuming that the parameters α1 and β1 are bounded away
from zero. Hence the case when α01 or β01 are on the boundary is not covered. In particular, this
precludes the ARCH(q) and the GARCH(1, 1) models with coefficients equal to zero. Jordan [16]
allows a parameter belonging to the boundary of a non-compact set, but is restricted to an ARCH
framework and requires the moment assumption E8t < ∞.
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4. Practical derivation of the limiting distribution
The vector λΛ appears to be the orthogonal projection of Z onto Λ, where orthogonality is
defined in the metric associated with the covariance structure J (see the proof of Lemma 13
below), namely x⊥y iff x ′ J y = 0. It is uniquely determined because Λ is convex. Moreover,
the fact that Λ is a convex cone whose faces are sections of subspaces allows one to obtain this
projection in a more explicit way (see e.g. Perlman [24]). Suppose, without loss of generality,
that the first d1 components of θ0 are positive, and that the last d2 components are null, with
d1 + d2 = p + q + 1. We have Λ = Rd1 × [0,∞)d2 = {λ ∈ Rd1+d2 | Kλ ≥ 0}, where
K = (0d2×d1 , Id2). LetK = {K1, . . . , K2d2−1
}
, where the Ki are matrices obtained by cancelling
0, 1 or several (up to d2−1) rows of K . Let Mi = K ′i
(
Ki J−1K ′i
)−1 Ki , let Pi = Id1+d2− J−1Mi
and denote by λKi = Pi Z the projection of Z onto the linear subspace of Rd1+d2 spanned by one
of the 2d2 − 1 faces of Λ (including the “face” Rd1 × {0}d2 ), defined by Kiλ = 0. Then we have,
with C = {λKi : Ki ∈ K and KλKi ≥ 0},
λΛ = Z1Λ(Z)+ 1Λc (Z)× argmin
λ∈C
‖λ− Z‖J
= Z1Λ(Z)+
2d2−1∑
i=1
Pi Z1Di (Z), (5)
for some partition (Di ) of Rd − Λ.
For the sake of illustration we consider the following examples.
Example 4 (One Zero Coefficient). Suppose that only one component of θ0 is zero, the other
components being positive. Thus d2 = 1,Λ = Rd1 × [0,∞), K = (0, . . . , 0, 1),K = {K }, and,
letting Z = (Z1, . . . , Zd)′,
λΛ = Z1Zd≥0 + PZ1Zd<0, P = Id − J−1K ′(K J−1K ′)−1K .
It follows that
λΛ = Z − Z−d c (6)
where Z−d = Zd1Zd<0, and c = E(Zd Z)/Var(Zd) is the last column of J−1 divided by the
(d, d)-element of this matrix. Note that the last component of λΛ is Z+d := Zd1Zd>0. Letting
λΛ = (λΛ1 , . . . , λΛd )′, it is also seen that λΛi = Zi if and only if Cov(Zi , Zd) = 0.
Example 5 (Noise Estimated as an ARCH(1)). To be more specific, consider Example 4 with
d1 (=d2) = 1. Then θ0 = (ω0, 0)′ and
J = Eθ0
1
σ 4t
(
1 2t−1
2t−1 4t−1
)
= 1
ω20
(
1 ω0
ω0 ω
2
0κη
)
, J−1 = 1
κη − 1
(
ω20κη −ω0−ω0 1
)
.
Thus
λΛ = Z − Z−2
(−ω0
1
)
=
(
Z1 + ω0Z−2
Z+2
)
.
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Fig. 1. Asymptotic marginal distributions of the QMLE, for the ARCH(1) model t =
√
ω + α2t−1ηt with ω0 = 1,
α0 = 0 and κη = 1.5. The left-hand graph displays, as a full line, the density of λΛ1 , and as a dotted line the density of
the normal distribution with the same first and second moments. The right-hand graph displays the distribution of λΛ2 ,
with the Dirac mass 1/2 at 0 and the densityN (0, 1) on (0,+∞).
Straightforward computations show that EλΛ1 = −ω0EλΛ2 = −ω0(2pi)−1/2 and
Var(λΛ) = 1
2
(
1− 1
pi
)1+ (1− 2κη)pi1− pi ω20 −ω0−ω0 1
 .
It can be seen that Var(λΛ1 ) = ω20κη − 12 (1 + 1pi )ω20 < Var(Z1) = ω20κη (see Example 6 below
for a generalization). Fig. 1 displays the density of λΛ1 and that of the continuous part of λ
Λ
2 . It is
interesting to note that even the first component of λΛ is not Gaussian. Elementary computations
show that its skewness coefficient is given by
E
(
λΛ1 − EλΛ1
)3(
Var λΛ1
)3/2 = −
(
1
2 − 1pi
)
1√
2pi{
κη − 12
(
1+ 1
pi
)}3/2 .
Note that this skewness is always negative but vanishes when κη goes to infinity.
Example 6 (Asymptotic Mean Squared Error Comparisons). The results of Lovell and
Prescott [21] for the Gaussian multiple regression model show that the Mean Squared Error
(MSE) of the least-squares estimator subject to a positivity constraint is smaller than the
conventional (unconstrained) MSE. As noted by Andrews [2], this property is probably true for
non-standard models with a parameter on the boundary of a convex set, but this property remains
a conjecture. We will verify this conjecture on Example 4. In view of (6), we have
MSE(λΛ) := Var(λΛ)+ EλΛEλΛ′
= Var(Z)+ Var(Z−d )cc′ − 2E(Z−d Z)c′ + (EZ−d )2cc′.
Since EZ−d Z = EZ+d Z = EZd Z/2 = Var(Zd)c/2, EZ−d = −
√
Var(Zd)/2pi and E(Z−d )2 =
Var(Zd)/2, we have
MSE(λΛ)−MSE(Z) = {E(Z−d )2 − Var(Zd)}cc′ = −
Var(Zd)
2
cc′ (7)
showing that the difference MSE(λΛ) − MSE(Z) is a semi-negative definite matrix. Thus,
when one GARCH coefficient is null, the conventional asymptotic standard errors for the QML
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estimators of the other coefficients are too large. This may have consequences in practical
applications.
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Appendix A. Proofs and technical results
A.1. Asymptotic normality of the normalized score
Before proving Theorem 2 we will establish several lemmas. Note that when θ0 ∈ ∂Θ ,
the function σ 2t (θ) may be negative in a neighborhood of θ0 and `t (θ) may be non-defined in
this neighborhood. Instead of a standard Taylor expansion, we will use a one-sided expansion,
based on right derivatives of ln(θ) = n−1∑nt=1 `t (θ) about θ0. For ease of notation, denote
by ∂σ 2t (θ0)/∂θ :=
(
∂σ 2t (θ0)/∂θi
)
i=1,...,p+q+1 and ∂`t (θ0)/∂θ := (∂`t (θ0)/∂θi )i=1,...,p+q+1
the vectors of partial derivatives of σt and `t at θ0 with the i-th derivative replaced by the
right derivative when θ0i = 0. We use the same convention for the derivatives of ln , ˜`t
and l˜n at θ0, and for the second partial derivatives. Under this convention, the derivatives of
`t (θ) = 2t /σ 2t + log σ 2t are given by
∂`t (θ)
∂θ
=
{
1− 
2
t
σ 2t
}{
1
σ 2t
∂σ 2t
∂θ
}
,
∂2`t (θ)
∂θ∂θ ′
=
{
1− 
2
t
σ 2t
}{
1
σ 2t
∂2σ 2t
∂θ∂θ ′
}
+
{
2
2t
σ 2t
− 1
}{
1
σ 2t
∂σ 2t
∂θ
}{
1
σ 2t
∂σ 2t
∂θ ′
}
. (A.1)
FZ [12] introduce the following notation for σ 2t and its derivatives:
σ 2t =
∞∑
k=0
Bk(1, 1)
(
ω +
q∑
i=1
αi
2
t−k−i
)
, (A.2)
∂σ 2t
∂ω
=
∞∑
k=0
Bk(1, 1),
∂σ 2t
∂αi
=
∞∑
k=0
Bk(1, 1)2t−k−i , (A.3)
∂σ 2t
∂β j
=
∞∑
k=1
Bk, j (1, 1)
(
ω +
q∑
i=1
αi
2
t−k−i
)
(A.4)
where
Bk, j = ∂B
k
∂β j
=
k∑
m=1
Bm−1B( j)Bk−m, B =

β1 β2 · · · βp
1 0 · · · 0
...
0 · · · 1 0
 , (A.5)
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and B( j) is a p × p matrix with (1, j)th element 1, and all other elements equal to zero. Similar
formulas, given below, hold for the second derivatives. Elementary properties of the matrix B are
established in the following lemma.
Lemma 7. For j = 1, . . . , p
B( j)Bk ≤ Bk− j+1, for all k ≥ j − 1, (A.6)
B( j)Bk = B( j−k), for all 0 ≤ k < j, (A.7)
AB(1) ≤ A, and for j 6= `2, {AB( j)}(`1, `2) = 0, ∀A ≥ 0, (A.8)
B(1)B( j) = B( j), and B(i)B( j) = 0, for i > 1, (A.9)
Bk(1, 1) ≥ β j Bk− j (1, 1), for all k ≥ j. (A.10)
Proof. First note that, when j ≤ p, the j-th row of B j is the first row of B. The first row of
B( j)A is the j-th row of A, and the other elements of B( j)A are zeros. Thus B( j)B j ≤ B.
Multiplying the two sides of the previous inequality by Bk− j , whose elements are non-negative,
yields (A.6). For k < j ≤ p, the j-th row of Bk is null, except one “1” in the j-th
position, which shows (A.7). The j-th column of AB( j) is the first column of A, and the other
elements of AB( j) are zeros. Thus (A.8) and (A.9) are obvious. Inequality (A.10) comes from
Bk(1, 1) =∑pj=1 β j Bk−1( j, 1) ≥ β j Bk−1( j, 1) = β j Bk− j (1, 1). 
The second lemma allows to consider the L1 norms of the derivatives of σ 2t at θ0.
Lemma 8. Under the assumptions of Theorem 2,
Eθ0
∥∥∥∥ 1
σ 2t
∂σ 2t
∂θ
(θ0)
∥∥∥∥ < ∞, Eθ0 ∥∥∥∥ 1
σ 4t
∂σ 2t
∂θ
∂σ 2t
∂θ ′
(θ0)
∥∥∥∥ < ∞,
Eθ0
∥∥∥∥ 1
σ 2t
∂2σ 2t
∂θ∂θ ′
(θ0)
∥∥∥∥ < ∞.
Proof. In this proof and the subsequent ones, K and ρ denote generic constants, whose values
might change from line to line but always satisfy K > 0 and 0 < ρ < 1. Since σ−2t is bounded
by 1/ω, the proof of Lemma 8 is straightforward under Assumption A7.
Now assume that, A8, instead of A7, holds. By (A.3), ∂σ 2t (θ0)/∂ω is bounded since
∑∞
k=0 Bk
is finite under A2. Since σ 2t (θ0) ≥ ω0 > 0, {∂σ 2t (θ0)/∂ω}/σ 2t (θ0) therefore possesses moments
of any order. Consider the derivatives with respect to αi . Let B0 be the matrix B for θ = θ0. We
have, in view of (A.2),
σ 2t (θ0) = ω0
∞∑
k=0
Bk0 (1, 1)+
∞∑
k=1
k∑
`=1
α0`Bk−`0 (1, 1)
2
t−k
with by convention α0` = 0 when ` 6∈ {1, . . . , q}. By assumption A8, for all k > 0 there exists
an integer ik ∈ {1, . . . ,min(q, k)} such that
k∑
`=1
α0`Bk−`0 (1, 1) ≥ α0ik Bk−ik0 (1, 1) ≥ αBk−ik0 (1, 1) > 0, (A.11)
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for some positive constant α (one can take α = min{α0i : α0i 6= 0}). It follows that for any
s ∈ (0, 1), in view of (A.2) and (A.3),
1
σ 2t
∂σ 2t
∂αi
(θ0) =
∞∑
k=0
Bk0 (1, 1)
2
t−i−k
∞∑
k=0
Bk0 (1, 1)
(
ω0 +
q∑
j=1
α0 j
2
t− j−k
)
≤
∞∑
k=i
Bk−i0 (1, 1)2t−k
ω0 + αBk−ik0 (1, 1)2t−k
≤
∞∑
k=i
Bk−i0 (1, 1)
2s
t−k
ωs0α
1−s{Bk−ik0 (1, 1)}1−s
, (A.12)
where the last inequality follows from ax/(b + cx) ≤ ax s/(bsc1−s) for all a, x ≥ 0, b, c > 0
and s ∈ (0, 1). The latter inequality comes from the elementary inequality x/(1 + x) ≤ x s for
all x ≥ 0 and all s ∈ (0, 1). Now, for any fixed s ∈ (0, 1), we will show that
Bk−i0 (1, 1)/{Bk−ik0 (1, 1)}1−s ≤ Kρk for all k. (A.13)
By A2 and the compactness of Θ , we have supθ∈Θ ρ(B) < 1. Thus ‖Bk0‖ ≤ Kρk for all k, and
since ik belongs to the finite set {1, . . . , q}, we have
{
Bk−ik0 (1, 1)
}s ≤ Kρk , and it suffices to
show that Bk−i0 (1, 1)/B
k−ik
0 (1, 1) is bounded by a constant independent of k. It is sufficient to
consider k such that Bk−i0 (1, 1) 6= 0. Let j0 be defined by (4) and let ri ∈ {1, . . . , j0} be such
that i − 1 ≡ ri − 1 (mod j0), that is i = qi j0 + ri with qi ≥ 0. In view of (A.10), we have
Bk−ri0 (1, 1) = Bk−i+qi j00 (1, 1) ≥ βqi0 j0Bk−i0 (1, 1) > 0. Moreover, α0ri 6= 0 by (4). Thus one can
take ik = ri in (A.11), so that we have
Bk−i0 (1, 1)/B
k−ik
0 (1, 1) ≤ 1/βqi0 j0 , (A.14)
and thus (A.13) holds. Then (A.12) gives
Eθ0
1
σ 2t
∂σ 2t
∂αi
(θ0) ≤ K
{ ∞∑
k=1
ρk
}
Eθ0
2s
t . (A.15)
Since 2t has a moment of order s, for some s ∈ (0, 1), the right-hand side in the last inequality
is finite. Hence σ−2t (∂σ 2t /∂αi ) has a moment of order 1 at θ = θ0.
Let us turn to the derivatives with respect to β j . In view of (A.4) we have
∂σ 2t (θ0)
∂β j
= ω0
∞∑
k=0
Bk, j (1, 1)+
∞∑
k=2
k∑
`=1
α0`Bk−`, j (1, 1)2t−k (A.16)
where B0, j = 0 and, for k > 0, the matrices Bk, j defined in (A.5) are taken at θ0. We obtain, for
any 0 ≤ ` ≤ k − j , by (A.6) and (A.7),
Bk−`, j ≤
k−`− j∑
m=1
Bm−10 B
k−`−m− j+1
0 +
k−∑`
m=k−`− j+1
Bm−10 B
( j−k+`+m)
= (k − `− j)Bk−`− j0 +
k−∑`
m=k−`− j+1
Bm−10 B
( j−k+`+m),
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which, together with (A.8), entails that
Bk−`, j (1, 1) ≤ (k − `− j)Bk−`− j0 (1, 1)+ Bk−`− j0 (1, 1)
≤ kBk−`− j0 (1, 1). (A.17)
For k − j < ` ≤ k we similarly obtain
Bk−`, j ≤
k−∑`
m=1
Bm−10 B
( j−k+`+m), and thus Bk−`, j (1, 1) = 0. (A.18)
Therefore, from (A.16) we deduce
∂σ 2t (θ0)
∂β j
≤ ω0
∞∑
k= j
kBk− j0 (1, 1)+
∞∑
k= j+1
k− j∑
`=1
α0`kB
k−`− j
0 (1, 1)
2
t−k .
Hence, proceeding as in (A.12) we get
1
σ 2t
∂σ 2t
∂β j
(θ0) ≤ K +
∞∑
k= j+1
k− j∑
`=1
α0`k
Bk−`− j0 (1, 1)
2s
t−k
ωs0α
1−s{Bk−ik0 (1, 1)}1−s
, (A.19)
and thus
Eθ0
1
σ 2t
∂σ 2t
∂β j
(θ0) ≤ K + K
{ ∞∑
k=1
kρks
}
Eθ0
2s
t < ∞, (A.20)
by arguments already used for (A.15). This allows to conclude that the first expectation in
Lemma 8 exists. Applying the Ho¨lder inequality in (A.12) and (A.19) with s such that E4st < ∞,
it can be shown that ‖σ−2t ∂σ 2t (θ0)/∂θ‖2 < ∞. Thus the second expectation in Lemma 8
exists.
Let us now turn to the second-order derivatives of σ 2t . It follows from (A.3) that
∂2σ 2t
∂ω2
= ∂
2σ 2t
∂ω∂αi
= 0 and ∂
2σ 2t
∂ω∂β j
=
∞∑
k=1
Bk, j (1, 1).
Thus ∂2σ 2t /∂ω∂β j ≤
∑∞
k= j kB
k− j
0 (1, 1) < ∞, by (A.17) and (A.18) with ` = 0, which proves
that ∂2σ 2t (θ0)/∂ω∂θi is bounded and admits moments at any order. The same conclusion holds
for
{
∂2σ 2t (θ0)/∂ω∂θi
}
/σ 2t (θ0). By (A.3) and (A.4) we find
∂2σ 2t
∂αi∂α j
= 0 and ∂
2σ 2t
∂αi∂β j
=
∞∑
k=2
Bk−i, j (1, 1)2t−k,
and the arguments used for the first-order derivative with respect to β j prove that{
∂2σ 2t (θ0)/∂αi∂θ
}
/σ 2t (θ0) is integrable. Differentiating (A.16) with respect to β j ′ gives
∂2σ 2t
∂β j∂β j ′
= ω0
∞∑
k=0
Bk, j, j ′(1, 1)+
∞∑
k=2
k∑
`=1
α0`Bk−`, j, j ′(1, 1)2t−k (A.21)
where
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Bk, j, j ′ = ∂Bk, j
∂β j ′
=
k∑
m=1
Bm−1, j ′B( j)Bk−m0 +
k∑
m=1
Bm−10 B
( j)Bk−m, j ′
:= B(1)k, j, j ′ + B(2)k, j, j ′ .
We first give a bound for the terms of the form B( j)Bk, j ′ involved in B
(2)
k, j, j ′ . First note that when
k ≤ p, only the first k rows of Bk0 contain terms depending on the β j . Thus the last p − k + 1
rows of Bk, j ′ are equal to zero, and it follows that
B( j)Bk, j ′ = 0 for k < j. (A.22)
Using successively (A.7), (A.6) and (A.9), we obtain, for j, j ′ = 1, . . . , p and k > 0,
B( j)Bk, j ′ =
k∑
n=1
B( j)Bn−10 B
( j ′)Bk−n0
≤
j∑
n=1
B( j−n+1)B( j ′)Bk−n0 +
k∑
n= j+1
Bn− j0 B
( j ′)Bk−n0
= B( j ′)Bk− j0 +
k∑
n= j+1
Bn− j0 B
( j ′)Bk−n0 ,
where by convention Bk0 = B(k+1) = 0 for k < 0 and
∑k′
n=k xn = 0 for k > k′. Using again
(A.7) and (A.6), we obtain
B( j)Bk, j ′ ≤ B( j+ j ′−k) +
k∑
n= j+1
Bn− j0 B
( j ′−k+n) for j ≤ k < j + j ′, (A.23)
B( j)Bk, j ′ = B( j ′)Bk− j0 +
k− j ′∑
n= j+1
Bn− j0 B
( j ′)Bk−n0 +
k∑
n=k− j ′+1
Bn− j0 B
( j ′)Bk−n0
≤ (k − j ′ − j + 1)Bk− j− j ′+10
+
k∑
n=k− j ′+1
Bn− j0 B
( j ′−k+n), k ≥ j + j ′. (A.24)
From (A.22) we obtain B(2)k, j, j ′ :=
∑k
m=1 B
m−1
0 B
( j)Bk−m, j ′ = 0 for k ≤ j . Using the fact
that the first column of B( j) is null for j > 1, (A.22) and (A.23) entail B(2)k, j, j ′(1, 1) = 0 for
j ≤ k < j + j ′. With the same argument, (A.22)–(A.24) show that for k ≥ j + j ′
B(2)k, j, j ′(1, 1) =
k− j− j ′∑
m=1
Bm−10 B
( j)Bk−m, j ′(1, 1)
≤
k− j− j ′∑
m=1
(k − m − j ′ − j + 1)Bk− j− j ′0 (1, 1)
≤ (k − j − j
′)(k − j − j ′ + 1)
2
Bk− j− j
′
0 (1, 1) ≤ k2Bk− j− j
′
0 (1, 1).
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Similarly we have B(1)k, j, j ′(1, 1) ≤ k2Bk− j− j
′
0 (1, 1). Therefore, from (A.21) we deduce
∂σ 2t
∂β j∂β
′
j
(θ0) ≤ 2ω0
∞∑
k= j+ j ′
k2Bk− j− j
′
0 (1, 1)+ 2
∞∑
k= j+ j ′+1
k− j− j ′∑
`=1
α0`k2B
k−`− j− j ′
0 (1, 1)
2
t−k .
By the arguments used to show (A.20), we conclude that
Eθ0
1
σ 2t
∂2σ 2t
∂β j∂β j ′
(θ0) < ∞,
which shows the existence of the last expectation in Lemma 8. 
The following two lemmas show the existence of the information matrix J defined in (3), under
the assumptions of Theorem 2.
Lemma 9. Under the assumptions of Theorem 2,
Eθ0
∥∥∥∥∂`t (θ0)∂θ ∂`t (θ0)∂θ ′
∥∥∥∥ < ∞ and Eθ0 ∥∥∥∥∂2`t (θ0)∂θ∂θ ′
∥∥∥∥ < ∞.
Proof. In view of Lemma 8, the derivatives of σ 2t divided by σ 2t possess second-order moments.
For θ = θ0, the variable 2t /σ 2t = η2t possesses a first-order moment and is independent of
the terms involving σ 2t and its derivatives. The results then follow from (A.1), using the Ho¨lder
inequality. 
Lemma 10. Under the assumptions of Theorem 2,
J is non-singular and Varθ0
{
∂`t (θ0)
∂θ
}
= {κη − 1} J.
Proof. The proof follows from Lemma 9 and the identifiability assumptions A3, A4 (see FZ,
Proof of Theorem 2.2(ii)). 
The following lemma, together with Theorem 1(i), readily shows that J can be consistently
estimated by Jˆ := ∂2ln(θˆn)/∂θ∂θ ′.
Lemma 11. Under the assumptions of Theorem 2, for any ε > 0, there exists a neighborhood
V(θ0) of θ0 such that, almost surely,
Eθ0 sup
θ∈V(θ0)∩Θ
∥∥∥∥∂2`t (θ)∂θ∂θ ′
∥∥∥∥ < ∞ (A.25)
and
lim
n→∞
1
n
n∑
t=1
sup
θ∈V(θ0)∩Θ
∥∥∥∥∂2`t (θ)∂θ∂θ ′ − ∂2`t (θ0)∂θ∂θ ′
∥∥∥∥ ≤ ε. (A.26)
Proof. When A7 is assumed, (A.25) is a consequence of (A.1). Now assume that A8, instead of
A7, holds. We will show that Lemma 8 remains true in some neighborhood of θ0. Let j0 = j0(θ0)
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be the integer defined in (4). Let V(θ0) be a neighborhood of θ0 such that
inf
θ∈V(θ0)
j0∏
i=1
αi > 0 and inf
θ∈V(θ0)
β j0 > 0.
For the sequence (ik) = (ik(θ0)) satisfying (A.11) and some α > 0 (for instance one can take
α = infθ∈V(θ0)min{i :1≤i≤ j0} αi ), we have
inf
θ∈V(θ0)
αik B
k−ik (1, 1) ≥ α inf
θ∈V(θ0)
Bk−ik (1, 1) > 0.
Like for (A.12) we then have
sup
θ∈V(θ0)
1
σ 2t
∂σ 2t (θ0)
∂αi
≤ K
∞∑
k=i
sup
θ∈V(θ0)
{
Bk−i (1, 1)
Bk−ik (1, 1)
}
ρk2st−k, (A.27)
using supθ∈V(θ0) ‖Bk‖ ≤ Kρk , which is a consequence of supθ∈Θ ρ(B) < 1. Note that
Bk−ik0 (1, 1) 6= 0 implies Bk−ik (1, 1) 6= 0 in V(θ0), but that Bk−i0 (1, 1) = 0 does not imply
Bk−i (1, 1) = 0 in V(θ0). However, in any case we have
Bk−i (1, 1)
Bk−ik (1, 1)
≤ 1
β
qi
j0
.
Indeed the last equality is straightforward when Bk−i (1, 1) = 0 and follows from (A.14) when
Bk−i (1, 1) 6= 0. It follows that the sup inside the sum in (A.27) is bounded. Therefore∥∥∥∥∥ supθ∈V(θ0) 1σ 2t ∂σ
2
t (θ0)
∂αi
∥∥∥∥∥
3
< ∞.
Similar existence of moments can be shown for the other derivatives involved in the second
derivative of `t (θ). (A.25) follows.
Now, under A7 or A8, the ergodic theorem shows that
lim
n→∞
1
n
n∑
t=1
sup
θ∈V(θ0)∩Θ
∥∥∥∥∂2`t (θ)∂θ∂θ ′ − ∂2`t (θ0)∂θ∂θ ′
∥∥∥∥ = Eθ0 sup
θ∈V(θ0)∩Θ
∥∥∥∥∂2`t (θ)∂θ∂θ ′ − ∂2`t (θ0)∂θ∂θ ′
∥∥∥∥ .
This expectation decreases to 0 when the neighborhood V(θ0) decreases to the singleton {θ0}.
Thus (A.26) is also proved. 
The following lemma shows that the initial values are asymptotically negligible.
Lemma 12. Under the assumptions of Theorem 2,∥∥∥∥∥n−1/2 n∑
t=1
{
∂`t (θ0)
∂θ
− ∂ ˜`t (θ0)
∂θ
}∥∥∥∥∥→ 0 (A.28)
and
sup
θ∈V(θ0)∩Θ
∥∥∥∥∥n−1 n∑
t=1
{
∂2`t (θ)
∂θ∂θ ′
− ∂
2 ˜`t (θ)
∂θ∂θ ′
}∥∥∥∥∥ P→ 0. (A.29)
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Proof. From FZ, p. 625, we have
sup
θ∈V(θ0)∩Θ
∣∣∣∣∣n−1 n∑
t=1
{
∂2`t (θ)
∂θi∂θ j
− ∂
2 ˜`t (θ)
∂θi∂θ j
}∣∣∣∣∣ ≤ Kn−1 n∑
t=1
ρtΥt ,
where K > 0, ρ ∈ (0, 1), and
Υt = sup
θ∈V(θ0)∩Θ
{
1+ 
2
t
σ 2t
}{
1+ 1
σ 2t
∂2σ 2t
∂θi∂θ j
+ 1
σ 2t
∂σ 2t
∂θi
1
σ 2t
∂σ 2t
∂θ j
}
.
It is known that, under the strict stationarity assumption A2, t admits a moment of order 6s for
some s > 0 (see Nelson [22] and Berkes et al. [5, Lemma 2.3]). Using the Ho¨lder inequality, it
follows that EΥ st < ∞. The Markov inequality and the elementary inequality (a+b)s ≤ as+bs
for all a, b ≥ 0, s ∈ (0, 1) entail
∀ε > 0, P
(
Kn−1
n∑
t=1
ρtΥt > ε
)
≤ K E(Υ st )ε−sn−s
n∑
t=1
ρst → 0, as n →∞,
which shows (A.29). The convergence (A.28) is shown by similar arguments. 
The following lemma establishes the asymptotic normality of the normalized score.
Lemma 13. Under the assumptions of Theorem 2, Jn := ∂2ln(θ0)∂θ∂θ ′ is an a.s. positive definite
matrix for sufficiently large n, and
Zn := −J−1n
√
n
∂ln(θ0)
∂θ
L−→ Z , with Z ∼ N {0, (κη − 1)J−1}.
Proof. The central limit theorem of Billingsley [6] for square-integrable stationary martingale
differences entails that
√
n
∂ln(θ0)
∂θ
= n−1/2
n∑
t=1
(1− η2t )
1
σ 2t
∂σ 2t
∂θ
(θ0)
L→ N {0, (κη − 1)J }.
The ergodic theorem and Lemma 10 show that Jn → J almost surely as n →∞. The conclusion
follows from the Slutsky lemma. 
A.2. Proof of Theorem 2
The notation an
oP (1)= bn stands for sequences (an) and (bn) such that an − bn converges to
zero in probability. When θ0 ∈
◦
Θ , FZ [12] (proof of Theorem 2.2) showed that under A1–A5,
√
n(θˆn − θ0) oP (1)= Zn := −J−1n
√
n
∂ln(θ0)
∂θ
. (A.30)
This relation cannot hold when θ0 ∈ ∂Θ because then, at least one component of the left-hand
side vector is a positive random variable. Instead we will establish that, for all θ0 ∈ Θ ,
√
n(θˆn − θ0) oP (1)= λΛn (A.31)
where λΛn = arg infλ∈Λ {λ− Zn}′ Jn {λ− Zn} . When θ0 ∈
◦
Θ we have λΛn = Zn because
Λ = Rp+q+1, so (A.31) reduces to (A.30) in this case. In the general case, λΛn can be interpreted
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as the orthogonal projection of Zn on Λ for the inner product 〈x, y〉Jn = x ′ Jn y. It will be
convenient to approximate this projection by that of Zn on the space
√
n(Θ − θ0) which, by
the assumption that Θ contains a hypercube, increases to Λ. This projection can be written as√
n(θJn (Zn)− θ0) with
θJn (Zn) = arg inf
θ∈Θ
‖Zn −
√
n(θ − θ0)‖Jn , whereas λΛn = arg inf
λ∈Λ
‖Zn − λ‖Jn .
The proof of Theorem 2 rests on a quadratic expansion about θ0 of the quasi-likelihood function.
Using a Taylor expansion for a function with right partial derivatives we get, for all θ and θ0 inΘ ,
l˜n(θ) = l˜n(θ0)+ ∂ l˜n(θ0)
∂θ ′
(θ − θ0)+ 12 (θ − θ0)
′ ∂2 l˜n(θ0)
∂θ∂θ ′
(θ − θ0)+ Rn(θ) (A.32)
= l˜n(θ0)− 12n Z
′
n Jn
√
n(θ − θ0)− 12n
√
n(θ − θ0)′ JnZn
+ 1
2
(θ − θ0)′ Jn(θ − θ0)+ Rn(θ)+ R∗n(θ)
= l˜n(θ0)+ 12n ‖Zn −
√
n(θ − θ0)‖2Jn −
1
2n
Z ′n JnZn + Rn(θ)+ R∗n(θ), (A.33)
where Rn(θ) and Rn(θ)∗ are remainder terms which will be discussed below. We will establish
the following intermediate results. For all θ0 ∈ Θ ,
(i)
√
n(θJn (Zn)− θ0) = OP (1),
(ii)
√
n(θˆn − θ0) = OP (1),
(iii) for any sequence (θn) such that
√
n(θn − θ0) = OP (1),
Rn(θn) = oP (n−1), R∗n(θn) = oP (n−1),
(iv) ‖Zn −√n(θˆn − θ0)‖2Jn
oP (1)= ‖Zn − λΛn ‖2Jn ,
(v)
√
n(θˆn − θ0) oP (1)= λΛn ,
(vi) λΛn
L→ λΛ.
To prove (i) we first remark that, in view of Lemma 10, the claim that ‖x‖Jn is a norm, a.s. for n
large, is justified. The triangle inequality gives
‖√n(θJn (Zn)− θ0)‖Jn ≤ ‖Zn −
√
n(θJn (Zn)− θ0)‖Jn + ‖Zn‖Jn
≤ ‖Zn‖Jn + ‖Zn‖Jn = OP (1),
where the second inequality holds because θ0 ∈ Θ and θJn (Zn)minimizes ‖Zn−
√
n(θ − θ0)‖Jn
over Θ , and the equality follows from Lemma 13. Thus (i) is proved.
By the Taylor expansion
l˜n(θ) = l˜n(θ0)+ ∂ l˜n(θ0)
∂θ ′
(θ − θ0)+ 12 (θ − θ0)
′
[
∂2 l˜n(θ∗i j )
∂θ∂θ ′
]
(θ − θ0),
where the θ∗i j lie between θ and θ0, the first remainder term in (A.32) satisfies
Rn(θ) = 12 (θ − θ0)
′
{[
∂2 l˜n(θ∗i j )
∂θ∂θ ′
]
− ∂
2 l˜n(θ0)
∂θ∂θ ′
}
(θ − θ0). (A.34)
1282 C. Francq, J.-M. Zakoian / Stochastic Processes and their Applications 117 (2007) 1265–1284
When θ = θˆn , by Theorem 1(i), (A.29) and (A.26), the difference of second-order derivatives
tends to zero in probability as n tends to infinity. Hence
Rn(θˆn) = oP (‖θˆn − θ0‖2) = oP (‖θˆn − θ0‖2Jn ).
The second remainder term in (A.33) is given by
R∗n(θ) =
{
∂ l˜n(θ0)
∂θ
− ∂ln(θ0)
∂θ
}
(θ − θ0)+ 12 (θ − θ0)
′
{
∂2 l˜n(θ0)
∂θ∂θ ′
− Jn
}
(θ − θ0). (A.35)
Therefore, in view of (A.28) and (A.29) we have
R∗n(θˆn) = oP (n−1/2‖θˆn − θ0‖Jn )+ oP (‖θˆn − θ0‖2Jn ).
We then have
l˜n(θˆn)− l˜n(θ0) = 12n ‖Zn −
√
n(θˆn − θ0)‖2Jn −
1
2n
‖Zn‖2Jn + Rn(θˆn)+ R∗n(θˆn)
= 1
2n
{‖Zn −√n(θˆn − θ0)‖2Jn − ‖Zn‖2Jn
+ oP (‖
√
n(θˆn − θ0)‖Jn )+ oP (‖
√
n(θˆn − θ0)‖2Jn )} ≤ 0,
because θˆn minimizes l˜n(·) over Θ . It follows that
‖Zn −√n(θˆn − θ0)‖2Jn ≤ ‖Zn‖2Jn + oP (‖
√
n(θˆn − θ0)‖Jn )+ oP (‖
√
n(θˆn − θ0)‖2Jn )
≤ {‖Zn‖Jn + oP (‖
√
n(θˆn − θ0)‖Jn )}2,
where the last inequality holds because ‖Zn‖Jn = OP (1). By the triangle inequality we deduce
that
‖√n(θˆn − θ0)‖Jn ≤ ‖
√
n(θˆn − θ0)− Zn‖Jn + ‖Zn‖Jn
≤ 2‖Zn‖Jn + oP (‖
√
n(θˆn − θ0)‖Jn ).
Thus ‖√n(θˆn − θ0)‖Jn {1+ oP (1)} ≤ 2‖Zn‖Jn = OP (1), and (ii) readily follows.
In view of (A.34), (A.29) and (A.26), we have Rn(θn) = oP (‖θn − θ0‖2) = oP (n−1),
which proves the first part of (iii). The second equality similarly follows from (A.35) and
R∗n(θn) = oP (n−1/2‖θn − θ0‖)+ oP (‖θn − θ0‖2) = oP (n−1).
By (A.33), by the fact that θˆn minimizes l˜n(·) and that θJn (Zn)minimizes ‖Zn−
√
n(θ−θ0)‖Jn ,
and by (i)–(iii) we have
0 ≤ ‖Zn −√n(θˆn − θ0)‖2Jn − ‖Zn −
√
n(θJn (Zn)− θ0)‖2Jn
= 2n{l˜n(θˆn)− l˜n(θJn (Zn))} − 2n{(Rn + R∗n)(θˆn)− (Rn + R∗n)(θJn (Zn))}
≤ −2n{(Rn + R∗n)(θˆn)− (Rn + R∗n)(θJn (Zn))} = oP (1).
Now since
√
n(θJn (Zn)− θ0) = λΛn for n sufficiently large, (iv) holds.
The vector λΛn being the projection of Zn on the convex set Λ for the scalar product 〈x, y〉Jn ,
it is characterized by λΛn ∈ Λ, 〈Zn − λΛn , λΛn − λ〉Jn ≥ 0,∀λ ∈ Λ; see e.g. Zarantonello [27],
Lemma 1.1, p. 239. Thus
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‖√n(θˆn − θ0)− Zn‖2Jn = ‖
√
n(θˆn − θ0)− λΛn ‖2Jn + ‖λΛn − Zn‖2Jn
+ 2〈√n(θˆn − θ0)− λΛn , λΛn − Zn〉Jn
≥ ‖√n(θˆn − θ0)− λΛn ‖2Jn + ‖λΛn − Zn‖2Jn .
Hence, by (iv)
‖√n(θˆn − θ0)− λΛn ‖2Jn ≤ ‖Zn −
√
n(θˆn − θ0)‖2Jn − ‖Zn − λΛn ‖2Jn = oP (1),
and (v) is proved.
The continuous mapping theorem entails (vi), because (Zn, Jn)
L→ (Z , J ) by Lemma 13,
λΛn = f (Zn, Jn) and λΛ = f (Z , J ) where f is a continuous function, except on the set of the
points (Zn, Jn) such that Jn is singular, which is a set of P(Z ,J )-probability zero. The proof of
Theorem 2 follows from (v) and (vi).
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