Software quality assurance is the most important activity during the development of software. Defective software modules may increase costs and decrease customer satisfaction. Hence, effective defect prediction models or techniques are very important in order to deliver efficient software. In this research different machine learning algorithms are used to predict three main prediction performance measures i.e. precision, recall and f-measure. The accuracy of the software modules is being calculated. Different classifiers are also used in order to predict the values of these measures by using important attributes only. The results obtained after applying both the techniques i.e. attribute selection and without attribute selection, on all the datasets, are then analysed and best predicted results are chosen in order to predict the correct values of prediction performance measures. The accuracy of some software modules can be improved to 91.16%, recall and precision to 1 after using attribute selection techniques in CM1 dataset. In PC1 dataset the accuracy has been improved to 93.778%.
INTRODUCTION
Software Quality is the most important aspect during and after the software development. Any defective module in software may lead to increase in its cost and may cause failures and results in customer's dissatisfaction. Delivering a robust, defect free and efficient software is very important; hence there is a huge need of efficient defect prediction models or techniques. There are many modeling techniques that are used in software quality prediction, namely-Discriminant Analysis, Logistic Regression, ANN, Bayes Belief Network, Genetic Algorithms, Classification Trees etc. If a model gives both high defect detection rate and high overall accuracy then it is an efficient and effective defect prediction model.
In this paper 4 NASA datasets [10] namely CM1, JM1, KC1 and PC1 are being evaluated. Many machine learning algorithms available in WEKA are used, in order to predict modules' precision, recall, f-measure and accuracy. According to Tim Menzies and his colleagues, who worked on JM1, there is a low probability of detecting defective modules [1] Comparison of many machine learning algorithms on these datasets, performed by Taghi Khoshftaar and Naeem Seliya also predicts low prediction performance [2] . Analysis done by Lan Guo and her colleagues also revealed similar results but they found that Random Forest technique produces better prediction results than other algorithms. [3] In this paper a software prediction methodology is introduced by using different machine learning algorithms. Results obtained by considering all the attributes together are compared with the results obtained by considering attributes after they are ranked by a Ranker algorithm. Many machine learning techniques for attribute selection that have been used in this research are GainRatioAttributeEval, PrincipalComponents, FilteredAttributeEval and ReliefAttributeEval. Different classifiers such as NaiveBayes, BayesNet, SMO, SimpleCart, RandomTree etc. are used in order to predict values of precision, recall, f-measure and accuracy.
Weka
The Weka workbench is a collection of machine learning algorithms and data preprocessing tools. Weka was developed at the University of Waikato in New Zealand, and the name stands for Waikato Environment for Knowledge Analysis. The system is written in Java and distributed under the terms of the GNU General Public License. It runs on almost any platform including Linux, Windows, and Macintosh operating systems. It includes methods for all the standard data mining problems: regression, classification, clustering, association rule mining, and attribute selection. All algorithms take their input in the form of a single relational table in the ARFF format, which can be read from a file or generated by a database query. [7] 
METHODOLOGY
By using different classifiers and performing cross validation with 10 folds, calculation of the commonly used prediction performance measures-Precision, Recall and F-measure, was done. The 10 folds cross validation method partitions the dataset into 10 equal portions, this method uses each portion once as the test set to evaluate the model built using the remaining nine portions. Results obtained by considering all the attributes together are compared with the results obtained by considering attributes after they are ranked by a Ranker algorithm.
Precision
It is the ratio of number of modules correctly predicted as defective to the total number of modules predicted as defective in the set tp+fp. 
Recall
It is the ratio of number of modules predicted correctly as defective to the total number of defective modules in the set tp+fn.
Recall=tp/(tp + fn)

F-Measure
It considers precision and recall equally important by taking their harmonic mean. The higher value indicates better prediction performance.
[4]
Fig1: Flowchart of the steps followed (without attribute selection)
Fig2: Flowchart of the steps followed (with attribute selection)
DATASET
This research analyzed the CM1, JM1, KC1 and PC1 datasets of Promise Repository [5] , which belong to 4 software products developed by NASA. In each dataset the graphs of each attribute were analysed. There are 22 attributes, mentioned below: with Naive bayes classifiers learned from the instances that reach the leaves. All attributes are used in each Naive Bayes model. 6. Random Trees: In Random Trees classification works as follows: the random trees classifier takes the input feature vector, classifies it with every tree in the forest, and outputs the class label that received the majority of "votes". In case of a regression, the classifier response is the average of the responses over all the trees in the forest. All the trees are trained with the same parameters but on different training sets. These sets are generated from the original training set using the bootstrap procedure: for each training set, you randomly select the same number of vectors as in the original set. The vectors are chosen with replacement. That is, some vectors will occur more than once and some will be absent. At each node of each trained tree, not all the variables are used to find the best split, but a random subset of them. With each node a new subset is generated.
[11] 
RESULTS AND ANALYSIS
Fig 3: Prediction performance measures of CM1
The above results show that the accuracy of CM1 software module can be improved to 89.558% by using attribute selection techniques. The prediction performance measures have also considerably improved after attribute selection method. 
CONCLUSION
An important feature of this study is that it has compared results from different machine learning algorithms on several data sets. This paper contributes new results to the framework of software defect prediction. The software prediction performance measures i.e. precision, recall, fmeasure and accuracy are calculated on 4 different datasets. These measures have been calculated in two ways firstly by considering all the attributes of the dataset and secondly by attribute selection techniques. The results from these two techniques are compared and the best results are taken into consideration for prediction of faulty modules. The attribute selection techniques in some cases prove to be very efficient and hence improve the prediction performance measures.
In datasets CM1 and KC1 all prediction performance measures values have improved after using attribute selection techniques. Similarly in dataset JM1 recall, fmeasure and accuracy has improved when attribute selection is applied. In PC1 dataset the attribute selection techniques give improved values of recall, f-measure and accuracy. Hence, by using attribute selection techniques the accuracy of software modules can be improved to about 93.778%. In this research the attribute selection is done by ranking the attributes using machine learning methods. The higher ranked attributes are selected for calculations. Hence, applying attribute selection techniques provided in Weka tool tends to improve the prediction performance measures and help in effective defect prediction of software modules.
