This paper describes a new framework for distributed control systems in which estimators are used at each node to estimate the values of the outputs at the other nodes. The estimated values are then used to compute the control algorithms at each node. When the estimated value deviates from the true value by more than a pre-specified tolerance, the actual value is broadcast to the rest of the system; all of the estimators are then updated to the current value. By using the estimated values instead of true value at every node, a significant savings in the required bandwidth is achieved, allowing large-scale distributed control systems to be implemented effectively. The stability, performance, and expected communication frequency of the reduced communication system are analyzed in detail. Simulation and experimental results validating the effectiveness and communication savings of the framework are also presented.
Introduction
When a control system is implemented in a distributed fashion, with multiple processors communicating over a network, the communication delays associated with the network as well as the computation delays associated with the processing time can degrade the system's performance. However, due to the rapid development of the microprocessor, the effects of the computation delay on the overall performance of the system are becoming less significant. On the other hand, the communication delay still has a major effect on the system performance and can be a major problem especially in a system with many nodes and a high communication frequency. Furthermore, the communication requirement is often a major obstacle when implementing MIMO systems in a distributed fashion. To address the communication problem, there are two main approaches towards realizing complex MIMO systems. The first uses a decentralized controller to eliminate the communication; the second uses improved communication algorithms to minimize the communication delay. However, there are few attempts to reduce the communication required within a distributed control system.
In this paper, we show how estimators at each node can be used to minimize the amount of actual communication needed. In essence, we trade increased computational demands for decreased communication. Both the performance and the stability of the system with the estimators are examined. We also analyze which parameters and modeling uncertainties influence the expected communication rate, and present simulation and experimental results which support the validity of the estimator framework. The outline of this paper is as follows. After a brief review of the related literature, the description of the proposed estimator scheme and framework is presented, and the stability and performance issues of the system with the proposed estimator are examined. In order to show the effectiveness of the framework, we considered a linear mass-spring-damper system to compare analysis and simulation, and a non-linear crosscoupled two axis system to compare simulation and experiment. The paper concludes with a discussion of future research directions.
analyzed. It has been shown in [4, 5] how network-induced delays can degrade the stability of a feedback control system where the components are interconnected via a common medium. Several researchers analyze the stability issues with a certain communication protocol. Robust control, state prediction [4] , and recursive information flow [12] have been proposed to compensate for the effect of time delays. To improve the performance of networked control system, algorithms have been proposed to estimate the plant outputs in between two successive transmission times [2] . However, none of the previous work has attempted to minimize the effect of communication time delays by reducing the amount of network traffic.
Problem Statement and Framework
As indicated in the previous section, one of the major research issues in distributed control systems is reducing the effects of network induced delays. Although several techniques have been proposed to compensate for the delayed data, little work has been done either to decrease the amount of communication required within a system or analyze the performance-related issues involving communication reduction. In this section, we outline a framework for reducing communication using state estimators.
Baseline: MIMO system with perfect communication
When communication delays are negligible, the performance of a distributed control system should be the same as that of a centralized MIMO system. Thus, a MIMO system without network induced delay (perfect communication) is chosen as the nominal system to which the performance of the system with the proposed estimator scheme will be compared. Consider a discrete time, causal, LTI MIMO system with n states and m inputs and outputs, described as follows
with
where R, D, N, and K are the reference, disturbance, sensor noise, and closed-loop controller, respectively. Any standard MIMO control design technique can be used to find an appropriate controller K. The states of the system can be expressed as follows:
where
If the number of inputs and outputs (m) is large, and the system is physically distributed over a wide area, it may make sense to implement the MIMO system in a distributed fashion over a network. The i th node contains the sensor for the i th output and the actuator for the i th input of the system. For example, a two-input two-output system is shown in Figures 1 and 2 with centralized and distributed configurations, respectively. For the distributed configuration to achieve the same performance as the centralized case, each 
State Estimator Framework
The main idea of the proposed estimator framework is that all nodes have identical estimators and thus identical estimator states. The estimated values of the remote outputs are used in the feedback control.
Every sample time, the controller at the i th node compares the estimate of the i th output to its true values.
If the difference is greater than a predefined threshold, the true value is communicated to the other nodes. Therefore, the error between the estimated data used in the control algorithm and the actual value is always bounded by a threshold value that can be chosen by the control designer. This bound between the estimated and actual data influences the behavior of the entire system; more details are given in Section 4.
Basically, the proposed state estimator is a centralized MIMO system which contains the nominal plant P with A o , B o , C o (which is used to design the controller) instead of the actual plant Π with A, B, C. On the i th node, the input to the controller is composed of the actual error E * i for the output associated with that node, and the estimated errorsÊ j , j = i for all other nodes. In addition, the proposed state estimator includes communication logic which compares the actual output of the i th node with the estimated output of the i th node and manages the communication from the i th node to the entire system. For example, if the difference between the actual and estimated output of the i th node is greater than a threshold value, either the actual output or the estimated states of the i th node are broadcast to the entire system. At that time, This threshold communication logic is used in this paper; in general, other communication logics could be employed such as an integration of the differences. The detailed idea of the proposed estimator for the subsystem in Figure 3 is illustrated in the programming diagram shown in Figure 4 . The estimator dynamics between communication instants can be described by the following equations:
They are identical in form to Equation (1) In a distributed control system with the proposed state estimator, the computation load at each node is increased due to the additional computation related to the estimator; however, the required communication is decreased since the communication only occurs when the difference between the measured actual output and the estimated output of the system is above the threshold value. The required communication within the system with the proposed estimator will be discussed in more detail in the following section.
Analysis of the State Estimator Framework
In this section, we analyze the behavior of the distributed system with the state estimators and compare it to the nominal centralized case. This analysis is done for when communications exist; the analysis of the partial
heck if there is updated data from X2 subsystem Figure 4 : The programming diagram for the subsystem in Figure 3 . Shaded blocks represent the extra computational steps necessary at each node for the estimator framework. 
MIMO System with the Proposed Estimator
Consider the system described in Equation (1) . When this system is implemented with the proposed estimator, it can be expressed by the following equations:
Even though the above equation is identical in form to Equation (1), the controller output U * differs from U in Equation (1), since U * is computed using both actual and estimated errors. First, the differences between the actual and estimated outputs can be described as follows
The actual controller output in the system with the estimator, U * , can be expressed as follows 
and it can be further simplified as follows
Using Equations (6) and (8), the states of the system with the estimator can be expressed as follows
When Equations (3) and (9) are compared, they only differ by the additional term B · K off · Γ. However, with the communication logic, Γ will be bounded by the threshold value H so that we can treat Γ as a bounded disturbance input to the system.
State Updating Methods and State Recovery Algorithm
First consider a MIMO system in which the outputs are a subset of the state variables, but the system is not necessary observable. That is, for all i = 1, · · · , m, there exists j such that Y i = x j . The proposed estimator scheme can be implemented by the output update method as shown in Table 1 . However, since only the measured states are updated, the unmeasured states will always differ from their actual values. Furthermore, even at a communication instant, the estimated state set does not reflect the estimator output set. That is, even immediately after an update, [
To overcome these limitations, we propose the state recovery algorithm. Note that if all states are measured, the state update method can be used. Table 1 shows the differences between each updating method considered. The state recovery update method assumes that the system is observable. Namely, the observability matrix O(A o , C o ) is full rank; however, the system need not be observable from each output; that is O(A o , C oi ) need not be full rank. To determine which states can be reconstructed from the i th output, the observer form can be used. 2 Once the system is in the observer form, it is straightforward to identify the states which can be updated using the i th measurement.
Since the system is observable, we could reconstruct all the actual states if we had all the measurements and the controller outputs. Note that even if (A o , C oi ) were observable, that is, the system were observable from only the i th output, we would need the controller outputs from all other nodes to reconstruct the states. To get the control outputs information, communication between all nodes would be required, which is undesirable. Therefore, we propose to use a combination of estimated and actual values to approximately recover the states related to the i th node. The basic idea of the state recovery algorithm is to break the MIMO system into a set of subsystems (A oi,i , B oi , C oi,i ) of the observer form, and assume the estimator states and control outputs of the remote nodes are close to their actual value. Then, using the observability of (A oi,i , C oi,i ) and considering the remote states as inputs to the i th subsystem, we estimate the states associated with the i th subsystem X * i from the output Y * i . Without loss of generality, we will assume that the estimator Equation (4) is in observer form and has observability index n 1 , n 2 , · · · , n m . For example, if the estimator has three inputs and three outputs with six states and observability index n 1 , n 2 , n 3 = 3, 2, 1, the state matrix takes the form
where × denotes entries that are not necessarily zero or one. Because the C o matrix in observer form has only m nonzero columns, we can defineC o as a square matrix containing only the nonzero columns. Note thatC o is an upper triangular matrix with unity diagonal entries, and henceC −1 always exists. Using this notation, the output equation from Equation (4) can be rewritten as followŝ
Since only the last column of the A i,j , j = i in observer form has nonzero entries, we don't need to know all the estimator statesX j but onlyX j,nj to estimate X * i . TheX j,nj reflecting Y * i can be calculated as follows
. . .
3 At this moment, we assume that the measurement noise is negligible.
The importance of Equation (10) 
. This sequence relationship allows the rest of the states of the i th node to be computed fromX j,nj ; j =i , X * i,ni , andŨ i . The proposed state recovery algorithm can be summarized by as follows
where the following notation has been introduced to simplify the expressions
It should be noted that the state estimation scheme uses both actual and estimated controller outputsŨ i along with Ω which is calculated using the estimated states of other remote nodes. Therefore, the recovered states are not necessarily the actual states. Furthermore, we cannot guarantee that the recovered states are closer to the actual states than the estimated states would be if only the output were updated. However, the recovered states should more closely reflect the current output set than the estimator states would if only the output were updated. Thus, we predict that the state recovery algorithm will require less communication than the output update algorithm. Simulation and experimental results, presented in Section 5, confirm this prediction.
BIBO Stability and Performance
Since the feedback control law uses a combination of actual and estimated outputs instead of all actual ones, some performance degradation of the system is unavoidable. Within the estimator framework, a lower threshold value will have better performance but will require more communication. In this limit, when the threshold value is zero, the difference between actual and estimated output will be zero (assuming no communication delay). In that case, the performance is the same as the original MIMO system although communication may be required at every sample time. Although it is not considered here, performance degradation due to network induced delay can be modeled as in [17] .
The purpose of the analysis presented in this section is to examine how the system responds with the proposed estimator scheme. The key result is to determine the communication threshold bound H that must be used in the estimator scheme to guarantee a maximum performance degradation ε. The analysis also shows how the different system parameters influence the communication frequency. In this paper, we assume that the original MIMO system is well-designed; meaning that both the actual closed-loop system and its model are exponentially stable:
is exponentially stable.
•
where A, B, C and A o , B o , C o are minimal realizations of Φ and P , respectively. Furthermore, we assume the transfer function matrices Φ and P are strictly proper and time-invariant.
Theorem 1: Given a finite threshold H, the system with the proposed estimator as defined in Equation (9) is BIBO stable.
Proof of Theorem 1: By assumption, it clear that all the terms in Equation (9) are exponentially stable 
Proof of Theorem 2:
The proof is by direct computation. Using the definition of PI and Equations (3) and (9), we get
is an exponentially stable transfer function matrix. Thus, the input-output behavior of Equation (11) can be specified by the unit-pulse response,
Then, |PI i | satisfies the following inequalities, It is true that Γ will be influenced by noise, disturbances, the estimator plant model used (see Section 4.4); however, Γ is limited by H. Thus, when a system is realized with the proposed estimator, the difference in performance between a distributed and centralized implementation is bounded. Furthermore, noise, disturbances, and a nominal plant model do not have an additional effect on the performance bound. Note that the actual system parameter (A, B, C) is used in Equation (11) and (12) to compute the threshold H in order to guarantee the performance of the system with the estimator. Although we cannot know the actual system parameters in a real system, robust control theory such as µ-synthesis can be used to relate modeling uncertainty to Φ PI (z) ∞ .
Since we use the threshold value H on (Y * + N) −Ŷ , a rule of thumb is to choose H ∞ close to ε. This is due to the fact that Φ PI is very close to the closed loop transfer function of the system except for K off instead of K. In fact, if all estimated values were used in the feedback loop (instead of using the actual i th measurement on i th the node), Φ PI would be exactly the closed loop transfer function of the system. 
Communication Frequency and Γ
Simplifying the above equation, it becomes
where Considering these remarks, Equation (13) can be further simplified as follows
For a reasonably well-designed controller, the convergence of Γ depends only on the two transfer matrices Φ S and Φ R , and the behavior of Γ can be described by Equation (14).
Application to General Distributed Systems
In this paper, we have focused on distributed control systems which have an actuator and a sensor colocated at a node. However, in general it is possible to connect all the actuators and sensors over a network medium. In that case, only a slight modification of the proposed framework would be necessary. The major difference would be that all the actuators use estimated values since getting the actual measurement requires communication. In other words, Equation (8) becomes U * = K · (E * + Γ). In addition, an estimator would be required at each actuator and sensor node. 
Simulation and Experimental Results
In this section, we validate the utility of the proposed framework though simulation and experiment. We consider a linear mass-spring-damper system to compare analysis and simulation, and a non-linear crosscoupled two-axis system to compare simulation and experiment.
Mass-Spring-Damper System
A two degree of freedom mass-spring-damper system is shown in Figure 5 . The dynamical system can be described by the following differential equations: 
where the units of k, b, m are N/m, Nm/sec, and kg, respectively. Note that we are assuming the system has only parametric uncertainties. A controller K is designed using the nominal parameters to have a integral Table 2 : Variable assignments to the proposed framework.
control action for both reference inputs; that is Suppose that this system is implemented in a two node distributed control architecture with the proposed estimator scheme. Table 2 summarizes the variable assignments developed in Section 4.
Analysis of the two-mass system
When analyzing this system, it is required to find the inverse of a MIMO system. Since the inverse of a strictly proper system or an improper system cannot be found, we have added a small additional feed-through term to the strictly proper system, and added some high-frequency dynamics to the improper system in order to get an approximate inverse [15] . With these assumptions, the analysis developed in Section 4 can be summarized as follows.
• The bode diagram of the transfer matrix Φ S is shown in Figure 6 . Although Φ S is stable, it is lightly damped, especially for the second input. Therefore, we expect that Γ 2 will take longer to settle than
• Φ R is stable and has zero DC gain due to the integral control action in K. Since Φ S and Φ R are both stable, the effects of the step reference input on Γ will decay to zero.
• Φ N and Φ D behave like sensitivity and complementary sensitivity transfer functions, respectively. Both cut-off frequencies are around 1 rad/sec. Therefore, we can use Equation 14 to predict the behavior of Γ for the disturbances and noises bounded by the cut-off frequency, 1 rad/sec.
• max i G i 1 = G 1 1 ≈ 9.34. Therefore, for any performance bound PI ∞ ≤ ε, H such that H ∞ ≤ ε 9.34 guarantees this performance bound in presence of any noise, disturbances, and the estimator plant model used in the system. • The singular values of Φ PI in Equation (11) are plotted in Figure 7 . The largest singular value is 5.14 at 0.85 rad/sec. If all Γ i could be approximated with by sinusoidal functions 4 , the maximum performance degradation of this system is bounded by the maximum threshold value times 5.14, the largest singular value of Φ PI .
Simulation results for the two-mass system
For the simulation, we set the sampling time T is shown in Figure 8 with a close-up in Figure 9 . In Figure 9b 
where CL is communication logic value at each sampling instant as shown in Figure 8c and 8d, PI is the difference between Y and Y * as shown in Figure 8e , and R is the reference input. Before analyzing the simulation, it should be noted that the communication cost depends on the total time of simulation. Since we are using a step reference, the system settles and no more communication occurs after a certain point. no communication is required within the system. The state update method requires the least amount of communication, followed by the state recovery update method; the output update method requires the most communication, as expected. We expected that the performance cost would be proportional to the threshold values. However, as shown in Figure 10b , the performance cost has local minima and maxima. This can be explained by the singular values of Φ PI shown in Figure 7 . |PI| depends not only on magnitude of Γ but also on its frequency content, and different threshold values will result in difference frequency contents in Γ. Due to this phenomenon, the relation between the threshold value and the performance cost of each update scheme does not exhibit a well-defined trend. In general, however, increasing the threshold values increases the performance degradation until the threshold values reach the point where no communication is required. Nevertheless, the performance degradation is bounded by G 1 1 = 9.34 times the threshold values even if no communication is required. Figure 10 clearly shows that the communication required can be significantly reduced with only a minimum impact on the performance of the system. For example, using the estimator with the state recovery algorithm, 1% performance degradation can be tolerated with only 2% of the original communication cost.
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More importantly, after the transient response has settled, communication no longer occurs since Γ converges to 0. If this system were realized by a conventional distributed control framework, then the minimum bandwidth of the network should be at least the sampling frequency times the amount of data to send each period. However, with the estimated framework, the bandwidth requirement of the network depends on the threshold value, and is clearly lower than the conventional distributed control framework. Furthermore, by varying the threshold (higher threshold value during transient period and lower after), we can further reduce the network bandwidth requirement.
Two Axis Contouring System
The experiment we consider is a two-axis table, such as might be used in a milling machine for contouring applications. Although each axis is controlled independently and can be modeled as a linear system, the contour error performance criteria and the cross-coupled controller algorithm used are nonlinear and result in strong coupling between the two axes. For simplicity, we only consider the motion of the x-y table. Each axis has a servo-level controller and a cross-coupled controller which computes its outputs using a reference Let the x-y table references be (r x (t), r y (t)), and the actual sensed positions be (x(t), y(t)). We consider the case in which the reference trajectory is a circle with center (x c , y c ) and radius ρ, hence: (r x (t), r y (t)) = (x c + ρ sin(t), y c + ρ cos(t)). In a contouring system, the control performance criterion is given by the contour error. The contour error (ε) is defined as the shortest distance from (x, y) to the desired circle:
It has been shown that a cross-coupled controller can improve the contouring accuracy (independent of the tracking accuracy of each axis) in a two-axis machine tool system [10, 16] .
Simulation results for two-axis system
The models we were used for simulation were those which were identified in the experiment in [17] . Each axis with a motor and slide is modeled by a second-order type-I transfer function
where G=process gain and τ =process time constant, and PI servo-controllers are used for each axis. In addition, the cross-coupled controller was designed according to [16] using only proportional gain.
We simulated with thresholds based on two types of errors: the axis error x aerr = x −x and the contour error
wherex andŷ are the estimated x and y, respectively. When the computed x aerr or x cerr exceeds the pre-defined threshold value h x , an update packet is sent to the remote y site. When updating, x or (x,ẋ) b. Figure 11 : Simulation results comparing the axis error and the contour error as threshold for the two axis system with 10% gain error. The proposed state recovery algorithm was used to update the estimator states. there is no update, it is assumed that the local estimated value is within the threshold of the actual value at the remote site. The performance degradation is defined as ( |ε * − ε|/ ε), where ε * and ε denote the contour error of the distributed system with the estimator and contour error of the standard distributed system, respectively. A threshold of 0 results in the standard distributed control implementation: the data is sent every sample time (100% communication) and results in 0% performance degradation. For 10% gain error, the simulation results with the state recovery algorithm for both cases are shown in Figure 11 . Using a threshold value on the axis error decreases the communication cost relative to using the contour error as shown in Figure 11b . For the detailed simulation results, we concentrated on using a threshold for the axis error with the state recovery update method described in Section 4.2. We examined the system with both process gain and time-constant errors in the estimator.
The simulation results for the process gain error and the time-constant error are shown in Figures 12 and 13 , respectively. As expected, larger modeling errors result in increasing communication cost at the same performance degradation and increasing performance degradation at the same communication cost. Larger modeling errors will move the performance degradation and communication cost curve toward the upper righthand corner as shown in Figures 12b and 13b . These graphs give the approximated amount of com- munication cost for the desired performance at given modeling error. As shown in Figure 12 , less than 12% of the communication is required to achieve 99% of the "optimal" performance when the model has 20% process gain error. If the gain error is only 10%, the same performance can be obtained with only 9% of the communication. In the other results, Figure 13 shows the same performance with 11% of communication cost when the process time-constant error is 20%. If the time-constant error is only 10%, only 8% of the communication is required. We have also studied the simulations for different disturbances, noise, and initial error conditions. Due to limited space, we will not discuss these situations in any detail here. However, the proposed estimator framework technique also results in a savings of 75-99% of the communication cost in those cases.
Experimental results for the two-axis system
A small two-axis table with DC motors as shown in Figure 14 was used for the experiment. The detailed description of the setup can be found in [17] , and the description of the system is the same as the previous section. In order to realize instantaneous communication which was one of our assumptions, one computer was used for the experiment emulating instantaneous communication. The reference input and system parameters are the same as those used in simulation to compare simulation and experimental results. Due to the limitations of our simple model, which does not include non-linearities such as friction or backlash, we cannot compare the actual values of simulation and experiment directly. Nevertheless, the general trend of the experimental results shown in Figure 15 is similar to that seen in the simulation results of Figure 11 . As in simulations, using a threshold value on the axis error decreases the communication cost relative to using the contour error. For performance degradations larger than 3%, the experimental results exhibit the same inversely proportional relationship between communication cost and performance degradation seen in the simulations. However, for performance degradations smaller than 3%, the performance degradation does not appear to be affected by the communication cost. This is most likely due to the precision error of the experimental setup; there was about 2% performance difference between two identical experiment runs. In order to achieve within 4% performance degradation, 8% communication cost was required. Figure 16 compares the contour error of 8% and 100% communication, and clearly shows the effectiveness of our framework. These indicate a huge amount of bandwidth savings without significantly reducing performance. Using the proposed estimator framework, the system is expected to be able to scale up significantly (10 times or more) using the same communication channel. Furthermore, even if no communication were required, the contour error would be less than twice the nominal value. In other words, this framework can be used not only to increase network bandwidth but also as an safety feature in case of communication failure.
The basic estimator framework proposed in this paper lends itself to many different variants. Although we have used a simple absolute value threshold to trigger inter-node communication, different thresholds could be used such as an integration of the differences ( 1 or 2 norm) or a threshold on the state error rather than the output error. In the case when the transient performance is not as important as the steady-state behavior, time-varying thresholds could be used, with a larger threshold value during the transient period and a smaller one during during steady-state. The state recovery method that we have proposed is fairly straightforward; more sophisticated algorithms may result in improved performance.
We have assumed that the communication delay doesn't have a large effect on the system performance; in fact, high-speed networks typically exhibit small delays at low traffic loads [11] . Thus, reducing the amount of communication in the system will reduce the impact of the network delay. However, there will always be some network-induced delay in the system and its effects should be considered.
In the future, we plan to investigate the feasibility of adaptive estimator techniques. In other words, if there is a large amount of communication, we would update not only the states but also the estimator parameters. Furthermore, we plan to investigate the possibility of applying optimal controller design techniques which incorporate communication frequency into the cost function.
This paper presented a distributed implementation of a centralized control design. On a broader scope, control design issues for distributed control systems remain largely unexplored. To address fault tolerant issues, for example, a decentralized (diagonal) controller may be used to guarantee stability in the system even in the case of total communication failure. The off-diagonal terms in the controller may then be used to improve the performance of the system. Other control architectures and goals will depend on the ever-growing application demands for distributed control systems.
List of Abbreviations and Symbols
• m: The number of nodes = total number of actuators = total number of sensors, m ∈ R.
• n i : The total number of states at i th node in the observer form. The number of X i .
• Π: An actual MIMO plant (m × m transfer matrix); C · (z · I − A) −1 · B.
• P : The nominal plant of Π used for control design (m × m transfer matrix);
• Ψ: A − B · K · C
• X: The states of Π in centralized control.
• X * : The states of Π with the estimator.
•X: The estimated states of Π.
• X i : A subset of X. States at i th node (n i × 1 vector).
• x i : A state of Π, x i ∈ R.
• X i,j : j th state of X i .
• •
• K: A closed loop controller for Π.
• K dia : Same as K but only with diagonal terms.
• K off : Same as K but only with off-diagonal terms.
• Γ: The difference between the measurement and estimated output: (Y * + N) −Ŷ .
• 
