Evaluating Machine Learning Methods for Calibrating Low-Cost PM2.5 Sensor Data by Chen, Xiang
EVALUATING MACHINE LEARNING METHODS FOR
CALIBRATING LOW-COST PM2.5 SENSOR DATA
by
Xiang Chen
A thesis submitted to Johns Hopkins University in conformity with the requirements
for the degree of Master of Science
Baltimore, Maryland
May 2021
© 2021 Xiang Chen
All rights reserved
Abstract
The rapid development of low-cost air pollution sensors has provided great potential
for their applications in scientific research, regulatory monitoring, personal health
care, and business development. Compared with traditional regulatory (FRM or
FEM) PM2.5 monitors, the low-cost air pollution sensors are more affordable, portable,
and easier to maintain thus allowing for ambient air quality monitoring at higher
spatial resolution. However, since the accuracy and reliability of low-cost sensors are
much lower than regulatory monitors and the performance of sensors differs across
environments and low-cost technology types, calibration of low-cost data is of great
importance to reduce systematic bias and error.
This study evaluated the accuracy of PurpleAir low-cost air pollution sensors in
California and found a consistent overestimation problem in PM2.5 which is influenced
by environmental factors such as humidity and temperature. Further investigations
found the overestimation is also correlated to ambient PM2.5 concentration. We then
compared the performance of six different calibration methods including four different
versions of linear regressions (LR), and two machine learning methods — random
forest (RF), and gradient boosting machine (GBM). For this evaluation, we used
collocated hourly PM2.5 measurements from the PurpleAir low-cost sensors and EPA
monitors for 6 months from October 2019 to March 2020 in California. The GBM
outperforms all the remaining models with a root mean squared error (RMSE) of 4.26
µg m-3 for temporal hold-out set and an RMSE of 5.11 µg m-3 for the furthest spatial
hold-out set. We also conducted a simulation analysis generating data from linear
ii
and non-linear calibration equations and GBM performs well under both scenarios.
GBM reduced the overestimation significantly, and the calibrated PurpleAir data was
in better agreement with EPA monitoring data both temporally and spatially. In
conclusion, GBM is an effective and promising method in calibrating low-cost PM2.5
sensor data.
All the data and code to reproduce this thesis is available on GitHub (https:
//github.com/wilson-xiangchen/AirCalibrate).
Primary Reader and Advisor: Abhirup Datta
Secondary Reader: Roger Peng
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Air pollution is one of the leading risk factors for human health. In 2019, 6.67 million
attributable deaths are related to air pollution (Murray et al., 2020). PM2.5 (particulate
matter with aerodynamic diameter ≤ 2.5 µg), as one of the main pollutants, has
been particularly measured and studied for a long time due to its toxic effects on
human health. The adverse health effects of PM2.5 include premature death (Dockery
et al., 1993; Di et al., 2017; C. Liu et al., 2019), asthma exacerbation (Habre et al.,
2014), respiratory desease (Pope 3rd, Bates, and Raizenne, 1995; Wen and W. Gao,
2018), lung cancer (Huang et al., 2017), cardiovascular diseases (Miller et al., 2007),
low birthweight (Sun et al., 2016), etc. PM2.5 exposure may have harmful effects
even below the established air quality standards (Zhao et al., 2020; Di et al., 2017).
Moreover, recent study shows PM2.5 may worsen the infection severity of COVID-19
and speed up the spread of virus (Brauer et al., 2021).
The measurement of PM2.5 levels is essential for regulation. The Clean Air
Act, which was first passed by U.S. Congress in 1963, requires the Environmental
Protection Agency (EPA) to establish National Ambient Air Quality Standards
(NAAQS, https://www.epa.gov/criteria-air-pollutants/naaqs-table) for six
hazardous pollutants including Particle Pollution (PM, including PM2.5 and PM10),
Lead (Pb), Carbon Monoxide (CO), Nitrogen Dioxide (NO2), Ozone (O3), and Sulfur
Dioxide (SO2). The Air Quality System (AQS) is operated by EPA to collect,
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validate, integrate, and report air quality data from the State and local government
environmental protection agencies. Each U.S. state is mandated to build air quality
monitoring networks for these six pollutants. According to NAAQS, the monitoring
should comply with either Federal Reference Method (FRM) or Federal Equivalent
Method (FEM). By March 2021, there are 1,376 active continuous PM2.5 AQS stations
in the U.S., which can provide real-time hourly data. These monitors play an important
role in regulating pollution emissions and evaluating environmental policies.
Due to the high cost of regulatory air monitoring instruments (up to $25,000) and
difficulties in equipment operating and maintenance, it is impossible to install the
regulatory monitors at high spatial resolution. As a result, only 23 states had a density
of continuous PM2.5 monitoring sites greater than 1 per 10,000 km2 by the end of 2018
(Bi, Wildani, et al., 2020). Many cities have very few, or only one PM2.5 monitor. Due
to the high variability of PM2.5 concentrations, current regulatory monitoring cannot
reflect the spatial variability in high resolution. Additionally, there is usually some
delay between data collection by FRM and FEM PM2.5 instruments and publishing
that data.
In recent years, the rapid development and application of low-cost air monitoring
sensors provide a possible way to instantaneously collect and publish data on air
pollutants at a much higher spatial density. Compared with traditional regulatory
PM2.5 monitors, these sensors are not only one or two orders of magnitude cheaper
(normally < $2,500), but also smaller, lighter, and more energy saving. Moreover, these
sensors are relatively easy to purchase, carry, install, operate, and maintain, which
makes it possible to have a large-scale, high-density near real-time sensor network.
Due to the advantages of low-cost sensors, they are now widely being used in
scientific research, regulatory monitoring, personal health care, and business devel-
opment. Deployment strategies of low-cost sensors span from stationary (Eeftens
et al., 2012), through to mobile (walk, scooter, bike, bus, car, and Mass Rapid Transit)
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(W.-C. V. Wang et al., 2021), and wearable (Thompson, 2016) networks. A lot of
research uses low-cost sensors to increase the spatial-temporal resolution of PM2.5
concentration and improve the model granularity and prediction accuracy (Bi, Wildani,
et al., 2020; Li et al., 2020; Jayaratne et al., 2020; Bi, Stowell, et al., 2020). Some
other research deploys sensors at the community level or asks people to wear them
to get personalized PM2.5 exposure data to better assess the relationship between
exposure and health and investigate the heterogeneity in susceptibility among different
population (W.-C. V. Wang et al., 2021; Han et al., 2020). As for regulatory purposes,
though current low-cost sensors cannot substitute regulatory monitors, they are very
useful in low- and middle-income countries without official environmental monitoring
stations (Pope et al., 2018). Meanwhile, low-cost sensors can be a good supplementary
source of data to improve the coverage of the monitoring area, and refine the emission
management (Lung et al., 2020; M. Gao, Cao, and Seto, 2015).
However, there are many limitations of the low-cost sensors. Their accuracy,
stability, and sensitivity are much lower than the regulatory monitors. Many low-cost
sensors tend to overestimate the PM2.5 concentrations. Most low-cost sensors have an
upper detection limits of 500-1000 µg m-3 (Lewis, Peltier, and Schneidemesser, 2018).
The sensor’s performance relies on lots of factors, including humidity, temperature,
the chemical position of particulates, operation time, etc. In real-world applications,
sensors from the same commercial suppliers can perform in a different way not to
mention sensors from different manufacturers. Even for the same sensor, it may
perform diversely under different correction methods.
To overcome the limitations of low-cost sensors, we need to do calibrations for
low-cost sensors. Based on the World Meteorological Organization’s (WMO) definition
of calibration, we modify the definition as the operations to establish the relationship
between low-cost sensor output with the standard measurement (Duvernoy and Dubois,
2006). There are mainly two ways to do the calibration: lab calibration and in-field
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calibration. Lab calibration uses standard gas with known concentrations of pollutants
to test and calibrate the output of the sensors under well-controlled conditions. This
method is accurate and can reflect the performance of the sensors under specific
scenarios. There are a lot of research about this topic (Y. Wang et al., 2015; Castell
et al., 2017; Zimmerman et al., 2018; Levy Zamora et al., 2018). However, the
real-world application environment may differ a lot from the lab condition, which may
introduce systematic errors.
Field calibration provides possibilities to solve this problem. It involves collocating
low-cost sensors with regulatory monitors to get measurements in a similar environment
for a period. It is useful to account for spatial-specific factors and sophisticated
interactions among pollutants. Sometimes exact collocation is not feasible, and
proximately located regulatory monitors are used as a reference for the calibration.
The statistical methods on this procedure have been widely explored and we can
roughly divide them into three kinds. The first one is simple correction factors (Lim
et al., 2019). This method uses a single correction factor to calibrate all low-cost
sensors regardless of spatial variation, which is simple to use but can be less accurate.
The second kind of models are linear regressions, including gain-offset models (Datta
et al., 2020; De Vito et al., 2018), multiple linear regressions (Badura et al., 2019;
Zusman et al., 2020; Jiang et al., 2021), geographically weighted regression (Bi,
Wildani, et al., 2020), linear and orthogonal regression (K. K. Johnson et al., 2018),
and ridge regression (N. E. Johnson, Bonczak, and Kontokosta, 2018). The third
kind are non-linear models including machine learning algorithms like random forest
(Zimmerman et al., 2018; Jiang et al., 2021), neural networks (Topalović et al., 2019;
De Vito et al., 2018; Si et al., 2020; Badura et al., 2019), gradient boosting regression
trees (N. E. Johnson, Bonczak, and Kontokosta, 2018; Si et al., 2020), support vector
regression (De Vito et al., 2018), Gaussian processes (De Vito et al., 2018; Monroy
et al., 2012), reservoir computing (De Vito et al., 2018), high-dimensional model
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representation (Cross et al., 2017; Fonollosa et al., 2015), k nearest neighbors (Cross
et al., 2017), and semi-supervised learning (Martinelli et al., 2013).
Although there are a lot of researches about statistical in-field calibration, there is
little research about systematic evaluation on the performance of different method-
ologies using data from thousands of low-cost sensors for a long continuous time on
the state level. To fill this gap, this paper aims to evaluate six statistical and ma-
chine learning methods using data sets from EPA regulatory monitors and PurpleAir





In this study, we chose California as our research area due to its high pollutant levels
(Yaya et al., 2020) and dense air monitoring network. The time of data spans from
October 2019 to March 2020 which covered the largest wildfire in California of 2019
(Kincade Fire in late October).
2.1.1 EPA PM2.5
PM2.5 measurements from the EPA AQS (https://aqs.epa.gov/) are used as refer-
ence data in this study. We included 305,232 hourly PM2.5 measurements from 74 EPA
monitors in California from October 2019 to March 2020. All of the measurements are
from the FRM or FEM monitors. We removed 0.1% largest PM2.5 values to reduce
the impact of extreme values on the analysis. The reference PM2.5 measurements are
used for calibration and evaluation of the PurpleAir low-cost sensor as detailed in
Section 3.2.
2.1.2 PurpleAir PM2.5
PurpleAir is one of the most popular air quality monitoring networks which utilizes
private air quality low-cost sensor data to produce a real-time air quality map. These
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PurpleAir low-cost sensors are relatively cheaper (around $200). They use laser optical
particle counters to give an estimate of the particulate matter mass concentrations
of different scales. They can also provide measurements on temperature, humidity,
and atmospheric pressure. These sensors are very easy to install, operate, and
maintain. They upload real-time measurements to the PurpleAir map automatically
using WiFi. The PurpleAir data is publicly available and free to download (https:
//www2.purpleair.com/). There are around 3,000 sensors in California by the end of
2019. We included 2,951,585 hourly PM2.5 observations from 1,149 outdoor PurpleAir
low-cost sensors in California from October 2019 to March 2020, all of which have
continuous measurements for more than one month. As for data quality control, we
removed PM2.5 values greater than 3000 µg m-3 and temperature values below absolute
zero (0 Kelvin). Meanwhile, PurpleAir sensors have dual Plantower Particulate sensors
named channels A and B. PM2.5 measurements from both channels will be corrected
by two kinds of corrections factors (CF=1 or CF=ATM). We chose CF=1 in this study
since CF=1 data explains more variability in EPA PM2.5 than CF=ATM (Barkjohn,
Gantt, and Clements, 2020). We removed 15% PM2.5 values with largest absolute
difference percent between two channels according to Bi, Wildani, et al., 2020. Figure
2.1 shows that two channels of PurpleAir PM2.5 are highly consistent with each other
after quality control.
2.1.3 PM2.5 collocation
In-field statistical calibration can reduce the bias and error of low-cost sensor data.
To calibrate the PurpleAir PM2.5 data, we matched each PurpleAir sensor with the
nearest EPA FRM/FEM monitor. We only used matches within 5 kilometers (km)
to train the different regression models in section 3. After collocation, there are 301
PurpleAir sensors (N=770,272) paired with 56 EPA monitors (N=184,665). Figure
2.2 shows the distribution of these paired monitors on the map. Figure 2.3 shows how
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Figure 2.1: Scatter Plot of PurpleAir PM2.5 from Dual Channels within Device after
Quality Control. The red solid line represents the fitted regression line, which is almost
identical to the 45° line.
the collocation procedure is performed using areas near San Francisco as an example.
2.1.4 Meteorological covariates
We included temperature and relative humidity from PurpleAir sensors as covariates
in the regression models in section 2.2.1. Meteorological variables are one of the
biggest interference factors for low-cost sensors. The sensors usually rely on the optical
method to estimate the particulate mass concentration. The method is based on the
relationship between ambient aerosol concentration and the light-scattering intensity
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Figure 2.2: Maps of Collocated EPA and PurpleAir Monitors in California. Unpaired EPA
and PurpleAir monitors are not shown in this figure. The red rectangle shows the location
of San Francisco, which is zoomed in in Figure 2.3.
of the particles. The measurement devices typically have a light source and a light
detector. There are two different kinds of instruments: the nephelometry measures
the total reflected light from aerosols, and the optical particle counter measures the
number and diameter of particles. PurpleAir sensor uses the second one. This method
has made some assumptions on characteristics of particles such as distribution of
size and shape, refractive index, density, etc. As a result, environmental factors such
as temperature, humidity, and light will influence the accuracy of the estimation.
Humidity is one of the leading influencing factors (Crilley et al., 2018). Since the
chemical composition of particulate matter differs a lot, some of the components may
have higher particle hygroscopicity than the others (Lewis, Peltier, and Schneidemesser,
2018). Also, different components of PM2.5 have diverse relationship with temperature
and humidity (Tai, Mickley, and Jacob, 2010).
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Figure 2.3: Map of Collocated EPA and PurpleAir Monitors near San Francisco, CA. The
dashed lines connect the collocated EPA monitors and PurpleAir sensors within 5km. The
isolated points are not collocated with any EPA monitors.
2.2 Models
2.2.1 Regression models
We used six regression models (four linear and two non-linear) to calibrate the
PurpleAir PM2.5. The first model is called the EPA correction equation U.S.-wide,
which uses fixed coefficients of a linear regression model with PurpleAir PM2.5 and
relative humidity from PurpleAir sensor as predictors. The second model is retrained
EPA correction equation which uses the same covariates as the first model, but
refitted using California data. The third model is a linear regression using PurpleAir
PM2.5, relative humidity, and temperature as predictors. The fourth model is a linear
regression using PM2.5, relative humidity, temperature, and interaction terms between
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PM2.5 and the rest covariates (relative humidity and temperature). The fifth and sixth
models are random forest and gradient boosting machine which both use PurpleAir
PM2.5, relative humidity, and temperature as predictors. We don’t include time
variables such as season, day of the week, time, etc., in our analysis. Future analysis
may include such variables to improve the prediction performance. The details of our
models are as follows.
(1) EPA correction equation U.S.-wide (EPA U.S.). Since the PurpleAir sensors
consistently over-predict PM2.5 concentrations especially under high humidity, EPA
scientists (Barkjohn, Gantt, and Clements, 2020) proposed the U.S.-wide correction
equation (Equation 2.1) to reduce bias and make the PurpleAir data comparable to
EPA regulatory monitors. The correction equation is based on around 12,000 24-hour
averaged PM2.5 measurements from 50 collocated PurpleAir sensors and FRM or
FEM monitors. The PurpleAir sensors are normally within a horizontal distance of
10 meters and a vertical distance of 1 meter, without flow obstructions. The paired
sensors and monitors distribute at 39 unique sites of 16 states. Nearly 60% of the
sensors are located in California and Iowa. The age of PurpleAir sensors ranges from
1 week to around 2 years. This experiment yielded the following calibration equation.
PM2.5 = 0.52 ∗ PurpleAir − 0.085 ∗ RH + 5.71 (2.1)
Where PurpleAir is averaged PurpleAir PM2.5 (µg m-3) with correction factor CF
= 1 from channels A and B, and RH is Relative Humidity (%).
(2) Retrained EPA correction equation using California data (EPA Retrained).
Since the EPA correction equation in model (1) is intended for U.S.-wide daily
correction, it may not perform well in PurpleAir hourly PM2.5 in California. We
retrained a new equation using the same variables in Equation 2.1 and our collocated
data. We can see from Table 2.1 that the coefficients differ a lot between the CA and
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the US-wide models.
Table 2.1: Comparison of Parameters between U.S.-Wide and California in PurpleAir
PM2.5 Correction Equation Developed by EPA.
Model Intercept PM2.5 Humidity
EPA U.S. 5.71 0.52 -0.085
EPA Retrained 7.04 0.32 -0.041
Differences 1.33 (23%) -0.20 (-38%) 0.044 (52%)
(3-4) Linear regression (LR). LR includes simple linear regression (SLR) and
multiple linear regression (MLR). Though linear models are simple, they can capture
the majority of the information and provide a moderate prediction accuracy. Datta
et al., 2020 applied a gain-offset model, which is a subclass of linear regression, on
calibrating PM2.5 low-cost sensors in Baltimore, Maryland. Linear and orthogonal
regressions were used to calibrate PM2.5 sensors in Atlanta, Georgia (K. K. Johnson
et al., 2018) and New York City, New York (N. E. Johnson, Bonczak, and Kontokosta,
2018). In our analysis, we add temperature to the EPA correction model as model
3. Model 4 includes both main effects and interaction terms between PM2.5 and the
other two covariates.
(5) Random Forest. Random forest (RF) is widely used due to its good performance
in out-of-bag prediction. Ho, 1995 first proposed the idea of random forest, and
Leo Breiman’s algorithm (Breiman, 2001) is mostly used. Random forest is based
on classification and regression trees (CART) and bootstrap aggregating (bagging).
Bagging improves the performance of CART by aggregating the results of multiple trees
created by the bootstrap procedure. However, the bootstrapped trees are correlated
with each other which may lead to overfitting. Random forest solves this problem by
using a random subset of the original features at each splitting time to grow a collection
of uncorrelated trees. The random forest is equivalent to bagging when using all of the
features at splitting. Meanwhile, random forest uses out-of-bag error to evaluate model
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performance and provides variable importance by permutation. Zimmerman et al.,
2018 used RF to improve the performance of the Real-time Affordable Multi-Pollutant
(RAMP) sensor package. Lim et al., 2019 applied RF to calibrate mobile sampling
PM2.5 data in Seoul, South Korea. As for hyperparameters in our model, we grow 50
trees with three candidate features at each splitting due to a large data set and few
covariates.
(6) Gradient boosting. Gradient boosting machine (GBM) is another ensemble
machine learning method that is popular in lots of domains (Boehmke and Greenwell,
2019). The idea originated from Leo Breiman (Breiman, 1997), and Friedman developed
the framework and proposed explicit algorithm (Friedman, 2001) which is mostly used
today. Gradient boosting starts with a simple model which is typically a decision
tree. The random forest grows a group of uncorrelated deep trees, while gradient
boosting grows a sequence of shallow trees where each tree uses the results from the
previous tree to improve performance. The procedure is gradient descent. GBM
can significantly improve the performance of PM2.5 low-cost sensors (N. E. Johnson,
Bonczak, and Kontokosta, 2018). As for hyperparameters, we grew 400 subsequent
trees with an interaction tree depth (the maximum depth of each tree) of 3, and
10 minimum observations in each terminal node. The learning rate (also known as
shrinkage, the multiplier for the contribution of each tree to the final result) is 0.1
with a mean squared error (MSE) loss function.
2.2.2 Evaluation criteria
The evaluation criteria we use are root mean squared error (RMSE), mean absolute
error (MAE), and coefficient of determination (R2). (1) RMSE (Equation 2.2) is
frequently used to describe the magnitudes of the errors. It is defined as the standard
deviation of the residuals (the differences between predicted and observed values), so
it has the same unit as the data. RMSE is non-negative and a lower value indicates a
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better fit of the model. However, large values in the data set have a greater impact
on RMSE, so it may be dominated by outliers. (2) MAE (Equation 2.3) measures
the absolute differences between paired data, especially predicted and observed values.
MAE is more robust to outliers. MAE is also in the same unit as data, so the
magnitude of MAE depends on the scale of data. (3) R2 describes the correlation
between independent and dependent variables. It can also be interpreted as the
fraction of variance explained/predicted by other variables in a model. It typically
ranges from 0 to 1, where 1 means perfect correlation and 0 indicates no correlation.
We use three different ways to split training and testing data sets. As for temporal
evaluation, we use data of all locations from October 2019 and February 2020 as our
training data set and hold out March 2020 for testing. For spatial evaluation, we use
two leave-out strategies. The first is called furthest holding out, which holds out data
from PurpleAir sites where the distance from collocated EPA monitors is among the
top 20% furthest. The second is called randomly holding out, which holds out 20% of












t |xs,t − x̂s,t|
N
(2.3)
Where xs,t represents EPA PM2.5 for location s and time t; x̂s,t represents predicted
PM2.5 for location s and time t; N represents total number of data points. For temporal
hold-out, s ∈ all, and t ∈ March 2020. For furthest holding out, s ∈ PurpleAir sites
whose distance from collocated EPA monitor is among top 20% furthest, and t ∈ all.





During the study period, the average EPA PM2.5 is 8.97 µg m-3 with standard deviation
(SD) equaling to 7.22 µg m-3, while the average PurpleAir PM2.5 is 12.4 (SD=15.1)
µg m-3 which is 38% (SD=109%) higher. As for meteorological variables, the average
temperature is 17.1 (SD=5.75) °C and average relative humidity is 49.7% (SD=18.0%).
Figure 3.1 shows the level of EPA and PurpleAir PM2.5 by each month. In general, the
monthly average PurpleAir PM2.5 values are greater than EPA (except October), but
median values are similar (except October and November). The interquartile range,
range, and variance of PurpleAir are much greater than those of the regulatory data.
PurpleAir also has more outliers. These indicate that PurpleAir sensors consistently
overestimate PM2.5, and the reliability of the sensors is much worse. In November,
PurpleAir and EPA have the largest difference which may be due to the Kincade Fire,
the largest wildfire in 2019, burning 77,758 acres in Sonoma County, California. The
reason is PurpleAir sensors tend to perform worse in the highly polluted environment.
In contrast, PurpleAir performs very similar to EPA monitors in March due to relatively
low PM2.5 concentrations.
The monthly average PM2.5 values show the performance of PurpleAir in a relatively
long term, but it may lose some details in a shorter period. To better assess the
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Figure 3.1: Box Plot of Monthly Average PM2.5 from EPA and PurpleAir. Mean values
are represented in red triangles. The lower, middle, and upper line of the box represents
25th, 50th (median), and 75th percentile, separately. The black vertical line outside box
represents smallest (largest) value within 1.5 times interquartile range below (above) 25th
(75th) percentile. The outside points are values beyond the 1.5 times interquartile range.
relationship between PurpleAir and EPA PM2.5 in a higher time resolution, we show
the scatter plot of hourly PurpleAir and EPA PM2.5 with a density heat map laying
above these points (Figure 3.2). We can see that the majority of the points are
below 20 µg m-3. The heat map shows a linear trend between PurpleAir and EPA
PM2.5. The fitted curve (red) is steeper than the 45 ° line indicating overestimating
of PurpleAir sensors, which is consistent with Figure 3.1. The grey points in the
background indicate the large variability of the relationship.
To further explore the source of the variability in Figure 3.1, we plot the ratio
of PurpleAir and EPA PM2.5 against temperature and humidity (Figure 3.3). From
Figure 3.3(a), the majority of temperature ranges from 10-25 °C, and the PM2.5 ratio
is less than 5. The PM2.5 ratio goes up quickly when the temperature is less than
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Figure 3.2: Heat Map of PurpleAir PM2.5 against EPA PM2.5. The density is standardized
to scale from 0 to 1. The red solid line represents the fitted regression line, and the blue
dashed line is the 45° line. The grey points in the background represents data points.
10 °C. This increasing trend may not be reliable because there are fewer data points
near the border. When the temperature is greater than 10 °C, the PM2.5 ratio slightly
goes down when temperature increases. This trend is relatively slow and stable. From
Figure 3.3(b), the majority of relative humidity ranges from 10-75 %, and the PM2.5
ratio is less than 5. The PM2.5 ratio goes up stably when humidity is less than 75 %.
Then the PM2.5 ratio goes down quickly when humidity is greater than 75 %. This
decreasing trend may also be unreliable due to fewer data points near the border.
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Figure 3.3: Heat Maps of the PM2.5 Ratio between PurpleAir and EPA against Temperature
and Humidity. The density is standardized to scale from 0 to 1. The red line represents
fitted curve. The grey points in background are data points.
3.2 Regression results
We split our data into one temporal and two spatial training and testing sets. We fitted
six regression models to these 3 data sets separately and evaluated their prediction
performance by RMSE, MAE, and R2 (Table 3.1). The RMSEs differ a lot across
different models and evaluation sets and the MAEs are quite consistent with RMSEs.
The differences between R2 are not huge. When comparing the results among three
evaluation sets, the results from two spatial evaluations are quite similar with each
other where the largest difference in two spatial RMSEs is 5%. However, the temporal
RMSE tends to be roughly 0.8 µg m-3 lower than spatial RMSE for each model, which
indicates there may be more spatial variability than temporal variability in the test
sets. This is reasonable since any pollutant emission such as smoking, cooking, traffic
exhaust near the micro-environment of the sensor may hugely influence the PM2.5
levels. Meanwhile, the differences may also be partly due to lower levels of PM2.5
in the temporal testing period. Comparing different models, the gradient boosting
machine outperforms the rest of the models among all three criteria in both temporal
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and spatial evaluation. The temporal RMSE for GBM is 4.26 µg m-3 and the spatial
RMSE are 5.11 µg m-3 (farthest holding out) and 5.13 µg m-3 (random holding out).
The EPA correction equation performs worst with temporal RMSE 5.11 µg m-3 and
the spatial RMSE 6.14 µg m-3 (farthest holding out) and 6.42 µg m-3 (random holding
out). The rest four models perform similarly with each other.
Table 3.1: Spatial-Temporal Prediction Performance of Regression Models. There are three
evaluation parameters: root mean squared error (RMSE), mean absolute error (MAE), and
coefficient of determination (R2). The subscript t represents temporal evaluation, which uses
data from October 2019 and February 2020 as training data and hold out March 2020 as
testing data. The subscript s.f represents spatial evaluation, which holds out 20% PurpleAir
sites with the longest distances from the collocated EPA monitors as testing data (farthest
holding out). The subscript s.r represents spatial evaluation, which randomly holding out
20% PurpleAir sites as testing data (random holding out).
Model RMSEt R2t MAEt RMSEs.f R2s.f MAEs.f RMSEs.r R2s.r MAEs.r
EPA U.S. 5.11 0.37 3.60 6.14 0.40 4.00 6.42 0.43 4.04
EPA Retrained 4.52 0.38 3.32 5.28 0.40 3.44 5.36 0.43 3.49
Linear 4.52 0.38 3.31 5.30 0.40 3.46 5.36 0.43 3.49
Linear Interact 4.50 0.38 3.27 5.30 0.40 3.43 5.33 0.43 3.46
Random Forest 4.53 0.38 3.29 5.41 0.38 3.52 5.35 0.44 3.52
Gradient Boosting 4.26 0.44 3.07 5.11 0.44 3.31 5.13 0.47 3.33
Since GBM performs best in all six models, we further investigated its spatial-
temporal prediction performance. As for temporal aspect, we showed time series of
PM2.5 for EPA, PurpleAir, and GBM prediction values in Figure 3.4. From Figure
3.4(a), the EPA PM2.5 values are mostly below 25 µg m-3 except some peaks in
November, early January and early February. We can see daily and weekly PM2.5
patterns over time. The overall trend is stable with moderate variance. Figure
3.4(b) clearly shows the overestimate of PurpleAir PM2.5 compared with EPA PM2.5.
There is a huge peak in November which may be caused by the Kincade Fire since
the PurpleAir sensors perform worse when the PM2.5 concentration is high. Some
moderate peaks appear in the following months. The daily and weekly patterns are
clear in this plot which is consistent with the patterns of EPA. The mean curve
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fluctuates very sharply indicating large variances for sensors over time. The blue
curves in the background deviate a lot from the average curve which shows great
variability among sensors. Figure 3.4(c) shows the calibration results for PurpleAir
using GBM. The method mitigates the overestimation problem of PurpleAir PM2.5
sensors where most huge peaks in Figure 3.4(b) are calibrated to scale similar to EPA.
The calibration also reduces the fluctuations both over time and among sensors. These
results are consistent with the summary statistics. The average of raw PurpleAir
PM2.5 is 12.4 (SD=15.1) µg m-3, which is 38% higher than the average of EPA PM2.5
(mean=8.97 µg m-3, SD=7.22 µg m-3). After calibration, the average of GBM PM2.5 is
8.99 (SD=5.05) µg m-3, which is nearly the same as EPA. The calibration also reduces
66% of the variance from raw PurpleAir PM2.5, which is 30% less compared with the
variance of EPA PM2.5.
As for spatial aspect, Figure 3.5 shows the average PM2.5 concentration from
EPA, PurpleAir, and GBM during research period (October 2019 to March 2020)
in California. From Figure 3.5(a), the EPA PM2.5 in most areas are below 10 µg
m-3 except the middle and bottom-left area. From Figure 3.5(b), although the
spatial pattern of PurpleAir PM2.5 is similar to EPA PM2.5 (higher in the middle
and bottom-left area), the PurpleAir PM2.5 levels are much higher than EPA in the
same areas. PurpleAir PM2.5 performs relatively well in low concentration areas such
as left and bottom-right region. Figure 3.5(c) shows the GBM calibrated PM2.5. It
underestimates the overestimation of raw PurpleAir in the top, middle and bottom-left
regions. Though the overall spatial distribution and levels of PM2.5 is quite similar to
EPA, the GBM calibrated PM2.5 still has a small overestimation in most of the areas.
To better illustrate the differences in spatial distribution of PM2.5 between raw or
calibrated PurpleAir and EPA, we included maps of average PM2.5 and differences
in concentrations (Figure 3.6). Figure 3.6(a) gives the same EPA PM2.5 as in Figure
3.5(a) as a baseline. Figure 3.6(b) shows PurpleAir is heavily overestimating PM2.5 in
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Figure 3.4: Time Series of PM2.5 Concentration from EPA, PurpleAir, and Gradient
Boosting Machine during Study Period. The red curve represents the average PM2.5 values.
The blue curves are time series of individual monitors.
middle and bottom-left areas and slightly overestimate in top region. Figure 3.6(c)
shows after calibration, most of the overestimation are eliminated, and the bottom
left region is over-calibrated due to less data points near the border.
From Figure 3.6, we find there may be more overestimation when the PM2.5 level
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Figure 3.5: Maps of Average PM2.5 from October 2019 to March 2020 in California from
EPA, PurpleAir, and Gradient Boosting Machine.
Figure 3.6: Maps of Average EPA PM2.5 from October 2019 to March 2020 in California,
and the Differences between Raw/GBM Calibrated PurpleAir PM2.5 and EPA PM2.5. (a)
shows the average EPA PM2.5. (b-c) shows the differences from EPA for raw and GBM
calibrated PurpleAir PM2.5.
is high. Thus we selected the Kincade Fire as a landmark event and used months
before (October, represents low-level PM2.5) and after (November, represents high-level
PM2.5) the fire to further investigate this hypothesis (maps of the other months are
attached in Appendix). From Figure 3.7, the PM2.5 levels of November (Mean=17.5 µg
m-3, SD=15.8 µg m-3) are greater than those in October (Mean=9.06 µg m-3, SD=13.9
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µg m-3) in general. There are also more relatively heavy polluted regions (middle
and coastal regions) in November and the overestimation of PurpleAir is far more
severe compared with October. After calibration, there are less heavily polluted areas
and the spatial differences among areas decrease in both months. From Figure 3.8,
in October, the PurpleAir predicts EPA PM2.5 very well. However, in November,
PurpleAir has a large area of overestimation which is correlated to highly polluted
areas in the EPA map. This provides more evidence on the relationship between
PurpleAir overestimation and ambient PM2.5 levels.
Figure 3.7: Map of Average PM2.5 in October and November 2019 in California from EPA,
PurpleAir, and Gradient Boosting Machine.
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Figure 3.8: Maps of Average EPA PM2.5 from October to November 2019 in California,
and the Differences between Raw/GBM Calibrated PurpleAir PM2.5 and EPA PM2.5. (a)
shows the average EPA PM2.5. (b-c) shows the differences from EPA for raw and GBM
calibrated PurpleAir PM2.5.
3.3 Simulation analysis
To evaluate the model performance under different underlying data-generating mecha-
nisms, we generated simulation data from each of the fitted models in Section 2.2.1
and fitted all six models to each data set. In detail, we used the predicted value of
each fitted model and add them to a random value drawing from Gaussian distribution
(mean=0, SD=1) as the true value. Then we split these simulated data sets into
temporal and spatial training and testing sets to evaluate out-of-sample prediction
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performance which is similar to Section 2.2.2 (holding out March 2020 for temporal
sets, and 20% PurpleAir sensors farthest from the collocated EPA monitors for spatial
sets). Each training set has 100,000 observations and each testing set has 20,000
observations, all of which are randomly sampled from the whole simulated data set
without replacement. For each model, we fitted it 20 times under the same data
generating model with different random terms. We averaged all 20 values to get a
final result. The comparison of results is shown in Table 3.2. For each true model,
the fitted model in the same form as the true model mostly performs best, which
is intuitive. When the true model is linear (EPA correction model, retrained EPA
correction model, linear model, linear interaction model), all the models perform well
including non-linear methods (RF, GBM) except the EPA correction model. When
the true model is non-linear (RF, GBM), RF and GBM still perform very well but
other linear methods produce more errors. When the true model is RF, the data is
more variable and hard to predict comparing with GBM or other linear models.
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Table 3.2: Spatial-Temporal Prediction Performance of Regression Models Based on
Simulated Data. True models generate simulated data which are combined with a random
Gaussian term to form simulated true values. The evaluation criterias (RMSE, MAE, and
R2 with subscript t, and s.f) are the same as Table 3.1.
True model Fitted Model RMSEt R2t MAEt RMSEs.f R2s.f MAEs.f
EPA U.S. EPA U.S. 1.00 0.97 0.80 1.00 0.98 0.80
EPA Retrained 1.00 0.97 0.80 1.00 0.98 0.80
Linear 1.07 0.97 0.85 1.14 0.98 0.88
Linear Interact 1.07 0.97 0.85 1.14 0.98 0.88
Random Forest 1.15 0.96 0.91 1.22 0.97 0.94
Gradient Boosting 1.10 0.97 0.86 1.16 0.98 0.89
EPA Retrained EPA U.S. 2.77 0.93 2.25 3.11 0.95 2.41
EPA Retrained 1.00 0.93 0.80 1.00 0.95 0.80
Linear 1.03 0.92 0.82 1.06 0.95 0.84
Linear Interact 1.03 0.92 0.82 1.06 0.95 0.84
Random Forest 1.10 0.91 0.87 1.13 0.94 0.89
Gradient Boosting 1.04 0.92 0.82 1.07 0.95 0.84
Linear EPA U.S. 2.80 0.92 2.26 3.21 0.94 2.45
EPA Retrained 1.04 0.92 0.83 1.05 0.95 0.83
Linear 1.00 0.93 0.80 1.00 0.95 0.80
Linear Interact 1.00 0.93 0.80 1.00 0.95 0.80
Random Forest 1.06 0.92 0.85 1.06 0.95 0.85
Gradient Boosting 1.01 0.93 0.80 1.01 0.95 0.80
Linear Interact EPA U.S. 2.87 0.90 2.27 3.27 0.93 2.48
EPA Retrained 1.14 0.91 0.89 1.20 0.93 0.91
Linear 1.10 0.91 0.86 1.14 0.94 0.87
Linear Interact 1.00 0.93 0.80 1.00 0.95 0.80
Random Forest 1.07 0.92 0.85 1.07 0.95 0.85
Gradient Boosting 1.02 0.92 0.81 1.02 0.95 0.81
Random Forest EPA U.S. 3.63 0.70 2.73 3.87 0.76 2.71
EPA Retrained 2.46 0.70 1.81 2.54 0.77 1.78
Linear 2.42 0.71 1.78 2.52 0.77 1.76
Linear Interact 2.39 0.72 1.71 2.49 0.77 1.70
Random Forest 1.86 0.83 1.41 1.88 0.87 1.39
Gradient Boosting 1.98 0.80 1.47 1.99 0.86 1.44
Gradient Boosting EPA U.S. 3.17 0.81 2.40 3.42 0.87 2.45
EPA Retrained 1.77 0.82 1.29 1.73 0.87 1.26
Linear 1.72 0.83 1.25 1.69 0.88 1.23
Linear Interact 1.69 0.84 1.18 1.65 0.88 1.15
Random Forest 1.08 0.93 0.86 1.09 0.95 0.86




4.1 Comparison with other studies
Among all the models we fitted, gradient boosting machine outperforms with temporal
RMSE of 4.26 µg m-3, MAE of 3.07 µg m-3, and R2 of 0.44. The RMSE of 4.26 µg
m-3 is 41% lower than the standard deviation of reference PM2.5 (7.22 µg m-3) which
indicates the calibration is relatively good. We compared our results with other recent
studies about low-cost sensor calibration in Table 4.1. All of these studies used RMSE
and R2 as criteria, and some of them also used MAE. Since the time resolution impacts
the performance of models (Datta et al., 2020), we only include studies using hourly
data. The locations of these studies across many countries, but all of them use outdoor
sensors. All of the studies included one or more linear regression models and some
added more machine learning methods such as RF, GBM, and NN.
Datta et al., 2020 conducted a on-field calibration in Baltimore, MD using 8-month
data. The study collocated 45 low-cost sensors (Plantower A003) in the Solutions to
Energy, Air, Climate, and Health (SEARCH) monitoring network with 2 regulatory
monitors (FEM BAM) of the Maryland Department of the Environment. The gain-
offset model achieves a RMSE of 3.6 µg m-3 and a MAE of 2.6 µg m-3 in this study.
N. E. Johnson, Bonczak, and Kontokosta, 2018 evaluated the performance of 3 Shinyei
PPD42 sensors with a reference instrument (FEM TOEM) in New York City. The
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study applied three calibration methods whose RMSE are 3.11-3.55 µg m-3 for linear
regression, 3.07-3.54 for ridge regression, and 2.16-2.52 for GBM. Si et al., 2020
collocated one Plantower PMS5003 sensor with a reference instrument (FEM SHARP)
at Wrocław, Lower Silesian Voivodeship, Poland for five months. The study applied
simple linear regression (SLR), multiple linear regression (MLR), Extreme Gradient
Boosting (XGBoost), and a feed-forward neural network (NN).The RMSE for models
are 4.91 µg m-3 for SLR, 4.65 µg m-3 for MLR, 4.19 µg m-3 for XGBoost, and 3.91 µg
m-3 for NN, compared with 9.93 µg m-3 for raw low-cost sensor data. Jiang et al., 2021
collocated 6 Plantower PMS7003 sensors with a reference instrument (FEM TEOM)
for one week at a busy intersection in Shanghai, China. The study applied a MLR and
a random forest (RF) which achieve RMSE 8.43 µg m-3 and 7.87 µg m-3, separately.
In conclusion, the RMSE ranged from 2.35 to 8.43 µg m-3; MAE ranged from
2.38 to 3.30 µg m-3 (partly missing); R2 ranged from 0.38 to 0.88 (with 1 missing).
The RMSE and MAE from our study are comparable to other studies, but R2 is the
lowest. This may be caused by a large research domain (whole California) and long
collocation distance (< 5km). When comparing RMSE with a standard deviation of
reference PM2.5, all of the studies which reported these values are quite similar. The
RMSE of best model in each research ranges from 3.6 to 4.26 µg m-3 and standard
deviation ranges from 6.0 to 7.80 µg m-3. Among all the models, simple and multiple
linear regressions are the most popular choices, but they typically have the worst
performance. Random forest and Ridge Regression perform similarly to linear models
and are less used. Gradient boosting machine and neural network both outperform
linear models and random forest. Moreover, neural network outperforms gradient
boosting machine by all three criteria according to Si et al., 2020.
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Table 4.1: Comparison of Model Performance with Other Recent Studies. All the results
are based on hourly data. The mean and standard deviation of reference PM2.5 (PM2.5 ref)
includes all training and testing time period. Abbreviations: Simple and Multiple Linear
Regression (SLR, MLR); Ridge Regression (RR); Random forest (RF); Gradient boosting
machine (GBM); Neural Network (NN); Root Mean Squared Error (RMSE); Mean Absolute
Error (MAE); and Coefficient of Determination (R2)
Study Location ReferenceInstrument Sensor
PM2.5 ref
Mean (SD) Model RMSE MAE R
2






MLR 4.50 3.27 0.38
RF 4.54 3.30 0.38

















Si et al., 2020 Calgary, Alberta,Canada FEM BAM
Plantower
PMS5003 6.55 (7.80)
SLR 4.91 3.21 0.55
MLR 4.65 3.09 0.59
GBM 4.19 2.63 0.67



















4.2 Limitations and future research
There are some limitations in this study: (1) Since the PurpleAir sensor is installed
and operated by citizens and companies in California, there may be inherently spatial
sampling bias within the PurpleAir data. The overall PM2.5 concentration may not
be representable for the whole area. Meanwhile, the density of PurpleAir sensors also
differs a lot among different areas. There are more sensors in metropolitan areas such
as Los Angeles and San Francisco. The overall mean will be more likely to represent
averages of urban PM2.5 and the prediction model will also perform better in cities. (2)
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The study period extends from October 2019 to March 2020 which covers all winter
and part of the fall and spring. However, it does not include months in summer when
the air pollution process is quite different.
Due to the high temporal variability of PM2.5, it will be helpful in future research
to extend the research period to a whole year to better assess the temporal prediction
performance. Also, whether the calibration results can be applied to other states still




From collocation analysis, we find PurpleAir sensors tend to overestimate the PM2.5.
The 6-month-average of raw PurpleAir hourly PM2.5 is 12.4 µg m-3 (SD=15.1 µg
m-3), which is 38% higher than the EPA PM2.5 (mean=8.97 µg m-3, SD=7.22 µg
m-3). This overestimation is influenced by environmental factors such as humidity and
temperature. We also find the overestimation worsens when the actual pollution level
is high. To reduce the overestimation, we compared six different calibration methods,
where the gradient boosting machine outperforms the other models about RMSE,
MAE, and R2 in both spatial and temporal evaluation. The temporal root mean
squared error (RMSE) for GBM is 4.26 µg m-3 and the spatial RMSE is 5.11 µg m-3.
Based on simulation analysis, we find linear models perform badly under non-linear
data generating models, but GBM performs well under both linear and non-linear
situations. After calibration, the average of GBM calibrated PurpleAir PM2.5 is 8.99
(SD=5.05) µg m-3, which is in good agreement with EPA data. The calibration reduces
66% of the variance from raw PurpleAir PM2.5, and the variance of GBM calibrated
data is 30% less than the variance of EPA PM2.5. The spatial-temporal overestimation
of PurpleAir PM2.5 is also eliminated by GBM calibration.
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Appendix
Here we list all maps of monthly average PM2.5 from October 2019 to March 2020 in
California from EPA, PurpleAir, and gradient boosting machine, as well as all maps
of the differences between raw or GBM calibrated PurpleAir PM2.5 and EPA PM2.5.
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Figure A.1: Map of Average PM2.5 in October 2019 in California from EPA, PurpleAir,
and Gradient Boosting Machine.
Figure A.2: Maps of Average EPA PM2.5 in October 2019 in California, and the Differences
between Raw/GBM Calibrated PurpleAir PM2.5 and EPA PM2.5. (a) shows the average
EPA PM2.5. (b-c) shows the differences from EPA for raw and GBM calibrated PurpleAir
PM2.5.
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Figure A.3: Map of Average PM2.5 in November 2019 in California from EPA, PurpleAir,
and Gradient Boosting Machine.
Figure A.4: Maps of Average EPA PM2.5 in November 2019 in California, and the
Differences between Raw/GBM Calibrated PurpleAir PM2.5 and EPA PM2.5. (a) shows the
average EPA PM2.5. (b-c) shows the differences from EPA for raw and GBM calibrated
PurpleAir PM2.5.
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Figure A.5: Map of Average PM2.5 in December 2019 in California from EPA, PurpleAir,
and Gradient Boosting Machine.
Figure A.6: Maps of Average EPA PM2.5 in December 2019 in California, and the
Differences between Raw/GBM Calibrated PurpleAir PM2.5 and EPA PM2.5. (a) shows the
average EPA PM2.5. (b-c) shows the differences from EPA for raw and GBM calibrated
PurpleAir PM2.5.
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Figure A.7: Map of Average PM2.5 in January 2020 in California from EPA, PurpleAir,
and Gradient Boosting Machine.
Figure A.8: Maps of Average EPA PM2.5 in January 2020 in California, and the Differences
between Raw/GBM Calibrated PurpleAir PM2.5 and EPA PM2.5. (a) shows the average
EPA PM2.5. (b-c) shows the differences from EPA for raw and GBM calibrated PurpleAir
PM2.5.
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Figure A.9: Map of Average PM2.5 in February 2020 in California from EPA, PurpleAir,
and Gradient Boosting Machine.
Figure A.10: Maps of Average EPA PM2.5 in February 2020 in California, and the
Differences between Raw/GBM Calibrated PurpleAir PM2.5 and EPA PM2.5. (a) shows the
average EPA PM2.5. (b-c) shows the differences from EPA for raw and GBM calibrated
PurpleAir PM2.5.
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Figure A.11: Map of Average PM2.5 in March 2020 in California from EPA, PurpleAir,
and Gradient Boosting Machine.
Figure A.12: Maps of Average EPA PM2.5 in March 2020 in California, and the Differences
between Raw/GBM Calibrated PurpleAir PM2.5 and EPA PM2.5. (a) shows the average
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