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Resumen
El estudio de Leland en la de´cada de los 90 establecio´ la base de con-
siderar la auto-similitud como una nocio´n importante en la comprensio´n del
tra´fico de red (incluyendo el modelado y el ana´lisis de su rendimiento), y des-
de entonces se ha investigado mucho sobre la naturaleza de este feno´meno.
Por ello, el tra´fico de la red del departamento de Ingenier´ıa Telema´tica pre-
senta un reto de caracterizacio´n y modelado; as´ı se dimensionara´n correcta-
mente los equipos y enlaces que conforman la red.
El objetivo es estudiar la naturaleza estad´ıstica del tra´fico de este entorno
LAN, presentar los principales desarrollos y resultados, y analizar sus im-
plicaciones en el modelado de tra´fico y la evaluacio´n del rendimiento de
red.
Las medidas de tra´fico tomadas en el segmento de red de Ingenier´ıa
Telema´tica en Marzo de 2004, evidencian sus caracter´ısticas impulsivas
(heavy-tailed) en un amplio rango de escalas temporales, poniendo de man-
ifiesto la propiedad de long memory.
La necesidad de este trabajo viene de la incapacidad de los modelos tradi-
cionalmente considerados para caracterizar el tra´fico telema´tico.
La transferencia de mensajes distribuidos segu´n una variable aleatoria
de cola pesada induce la auto-similitud en el tra´fico de red; el grado con
el que el taman˜o de los ficheros es heavy-tailed, determina directamente el
grado de auto-similitud del tra´fico en el nivel de enlace.
Esta relacio´n causal es robusta con respecto a cambios en los recursos de red
(ancho de banda, capacidad de los buffers de los nodos), topolog´ıa o cambios
en la distribucio´n del tiempo entre llegada de peticiones de ficheros.
Las propiedades del protocolo del nivel de transporte en la jerarqu´ıa TCP/IP
juegan un rol importante para la preservacio´n y modulacio´n de esta relacio´n.
La auto-similitud tiene algunas implicaciones negativas en el rendimiento
de la red (en te´rminos de tasa de pe´rdidas, tasa de retransmisiones, retardo
en cola,. . .): el aumento de la tasa de pe´rdida de paquetes y del retardo en
cola esta´ directamente relacionado con el aumento del cara´cter auto-similar
del tra´fico.
.
Abstract
We demonstrate that Ethernet local area network (LAN) traffic is sta-
tistically self-similar, that none of the commonly used traffic models is able
to capture this fractal behavior, and that such behavior has serious implica-
tions for the design, control, and analysis of high-speed, cell-based networks.
Intuitively, the critical characteristic of this self-similar traffic is that there
is no natural length of a ”burst”: at every time scale ranging from a few
milliseconds to minutes and hours, similar-looking traffic bursts are evi-
dent; we find that aggregating streams of such traffic typically intensifies
the self-similarity (”burstiness”) instead of smoothing it. Our conclusions
are supported by a rigorous statistical analysis of hundreds of millions of
high quality Ethernet traffic measurements collected in 2004, coupled with
a discussion of the underlying mathematical and statistical properties of
self-similarity and their relationship with actual network behavior.
.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
La geometr´ıa fractal aparecio´ en la de´cada de los 70 como una s´ıntesis
de los trabajos desarollados principalmente en las matema´ticas y en la f´ısica
durante ma´s de un siglo. Esta nueva geometr´ıa de objetos irregulares con-
stituye la base de un profundo conocimiento de ciertos dominios y tambie´n
ha permitido el disen˜o de mejores modelos para los ana´lisis financieros y
algoritmos ma´s robustos para el procesado de ima´genes.
Una definicio´n ba´sica de fractal es la siguiente: objeto cuyo compor-
tamiento no var´ıa a pesar del cambio de escala - no importa cua´nto se
aproxime el zoon en una parte de la sen˜al porque se va a observar un com-
portamiento similar; gran parte de los trabajos matema´ticos aplicados en
este a´rea se encargan de dar un significado preciso a e´sto.
La idea subyacente es bastante simple: investigar el comportamien-
to del feno´meno estudiado a distintas escalas. En vez de fijar una
resolucio´n para el ana´lisis, se considera simulta´neamente un amplio rango
de resoluciones y de e´sto se infiere una informacio´n u´til. El presente trabajo
examina co´mo esta idea tiene una importancia significativa en el ana´lisis de
tra´fico de datos de la red del departamento de Ingenier´ıa Telema´tica. 1
Aunque el tra´fico es puramente man - made, debe ser estudiado como un
feno´meno natural (muchos de sus aspectos van ma´s alla´ del alcance de este
trabajo). En otras palabras, mientras que los componentes ”ato´micos” del
tra´fico son disen˜ados y controlados, su interaccio´n resulta en comportamien-
tos nuevos (cualitativa y cuantitativamente) que deben ser descubiertos y
analizados.
Las causas de la complejidad del tra´fico se clasifican en cuatro categor´ıas
1. La estructura multicapa de la red - enlaces de subredes y nodos, cada
uno con su propia complejidad y diversidad en te´rminos de conectivi-
1Siguiendo una histo´rica perspectiva, la atencio´n se centrara´ en la dependencia a largo
plazo (long range dependence)
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dad, ancho de banda e implementacio´n f´ısica. E´sto favorece la emer-
gencia simulta´nea de comportamientos distintos.
2. La segunda categor´ıa esta´ directamente relacionada con el flujo de
datos:
a) Dina´mica asociada a los protocolos multicapa (mecanismos y es-
calas de tiempo).
b) Segmentacio´n y combinacio´n de los datos; los flujos de paquetes
se corresponden con una mezcla compleja de fuentes.
3. Variedad (en sus caracter´ısticas y demanda) de aplicaciones ofrecidas
como servicios de la red.
4. Variabilidad del tra´fico en un amplio rango de escalas de tiempo.
Todas las escalas temporales son importantes para un aspecto del tra´fico u
otro
Microsegundos: escala de tiempo caracter´ıstica de las LANs - es la du-
racio´n necesaria para transferir un Megabyte en una LAN de capacidad
1 Gigabit (subred del departamento de Ingenier´ıa Telema´tica).
Milisegundos: escala de tiempo para las colas en los gateways grandes
y tambie´n para los mecanismos de control de admisio´n y control de
congestio´n.
Es probable que, con el progreso de la tecnolog´ıa, continue creciendo el
nu´mero de escalas de intere´s. Es importante comprender las relaciones
entre los feno´menos que aparecen en las diferentes escalas de tiempo;
este es precisamente el objetivo del ana´lisis fractal. El tra´fico LAN no se
caracteriza u´nicamente por la existencia de mu´ltiples escalas de tiempo de
intere´s, sino tambie´n por la fuerte relacio´n entre ellas.
Viendo el tra´fico de datos como un feno´meno natural, parece que las solu-
ciones man-made para el desarrollo de las redes LAN, responde a situaciones
concretas. Parece natural esperar que un cuidadoso ana´lisis fractal del tra´fi-
co de la red del departamento de Ingenier´ıa Telema´tica revele caracter´ısticas
cruciales que puedan ayudar a mejorar su rendimiento.
El modelo ma´s simple para el tra´fico telefo´nico cla´sica emplea procesos
Poisson. Una de las propiedades ma´s importantes de los procesos Poisson
es su ”falta de memoria” (memoryless); los eventos futuros son ba´sicamente
independientes de los eventos pasados.
Basta observar las trazas del tra´fico Ethernet de la red de Ingenier´ıa
Telema´tica para comprobar el contraste entre el tra´fico de datos y el tra´fi-
co de voz; la variabilidad (burstiness) del primero implica que los eventos
ocurren de forma agrupada y por tanto pueden estar correlados.
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Al principio, los ingenieros de tra´fico pensaban que esta complejidad
an˜adida pod´ıa ser solucionada considerando procesos estoca´sticos que fueran
ma´s complejos que los procesos Poisson, pero so´lo se obtuvieron correlaciones
a corto plazo, no independencia; en la de´cada de 1990 se acepto´ la necesidad
de otro modelo.
Considerando los argumentos de escala descritos anteriormente, se puede
garantizar que las ra´fagas de tra´fico no desaparecen despue´s de realizar
un promedio temporal; en ninguna resolucio´n la representacio´n gra´fica se
aplana, siempre se observa el mismo comportamiento
Desde un punto de visto estad´ıstico, e´sto significa que los procesos va´li-
dos como modelos relevantes son aquellos que presentan correlaciones en
todas las escalas de tiempo. Estos procesos con conocidos en la literatura
matema´tica como procesos LRD (long range dependence) y se caracterizan
por una funcio´n de autocorrelacio´n que decae como kβ footnote La funcio´n
de autocorrelacio´n mide el ”grado de dependencia” entre lo que ocurre en el
instante de tiempo t y t + k ; el exponente β se denomina exponente LRD
y puede tomar cualquier valor del intervalo [0, 1].
La forma de la funcio´n de autocorrelacio´n implica que la autocorrelacio´n
total (suma en k de todas las correlaciones) tiende a infinito. E´sto da un
significado preciso a la intuicio´n de las fuertes correlaciones involucradas en
la variabilidad en todas las escalas de tiempo.
El decaimiento hiperbo´lico de la funcio´n de autocorrelacio´n se ha obser-
vado en casi todas las a´reas del tra´fico LAN (taman˜o de ficheros, tiempos
de transmisio´n, . . .).
El modelo ma´s ampliamente aceptado que explica la emergencia del
feno´meno LRD se basa en la superposicio´n de fuentes onoff. En particu-
lar, una secuencia de fuentes Poisson con un decaimiento hiperbo´lico (vari-
able aleatoria heavy-tailed) para los periodos de actividad e inactividad es
suficiente para generar LRD.
LRD tiene repercusiones extremadamente importantes en el rendimiento
de la red. En presencia de este feno´meno, el comportamiento de la cola del
sistema es completamente diferente del comportamiento cla´sico; se puede
observar un decrecimiento potencial para el taman˜o de la cola, llevando, en
algunas situaciones, a un tiempo de espera infinito.
LRD se refiere al comportamiento del tra´fico en frecuencias bajas, ya que
se esta´ examinando el decaimiento de las correlaciones en escalas de tiempo
cada vez ma´s grandes. Sin embargo, en las trazas de tra´fico la variabilidad
(burstiness) es observada desde escalas de tiempo pequen˜as. Investigar el
significado y las propiedades del comportamiento del tra´fico en altas fre-
cuencias resulta mucho ma´s complejo y no se va a abordar en este trabajo.
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1.2. Objetivos
El objetivo de este documento es establecer de una manera estad´ıstica-
mente rigurosa la caracter´ıstica de la auto-similitud o naturaleza fractal de
las medidas de tra´fico Ethernet de alta resolucio´n temporal coleccionadas
en la red del departamento de Ingenier´ıa Telema´tica. Detalladamente, los
objetivos son:
Revisar las caracter´ısticas de los modelos de tra´fico de paquetes tradi-
cionalmente empleados en la literatura.
Justificar la no validez de estos modelos para representar el tra´fico de
la red de Ingenier´ıa Telema´tica.
Ilustrar algunas de las diferencias ma´s llamativas entre los modelos
tradicionales y los modelos auto-similares (o fractales).
Presentar las propiedades de los modelos auto-similares.
Estimar el para´metro de Hurst para conocer el cara´cter auto-similar
del tra´fico de la red de Ingenier´ıa Telema´tica. Tambie´n se van a pre-
sentar otros ana´lisis para completar el estudio estad´ıstico.
Explicar la naturaleza auto-similar del tra´fico a partir de la multi-
plexacio´n de conexiones TCP.
Analizar la influencia de los protocolos de nivel de transporte en la
propagacio´n de la auto-similitud desde el nivel de aplicacio´n de la
arquitectura TCP/IP al nivel de enlace.
Presentar algunas de las implicaciones del tra´fico auto-similar de red
en el disen˜o, control y ana´lisis de rendimiento de la red.
Presentar dos algoritmos de generacio´n sinte´tica de tra´fico fractal basa-
dos en procesos auto-similares: RMD y FFT.
Estudiar en detalle el tra´fico web y el tra´fico dhcp.
1.3. Contenido de la memoria
Los cap´ıtulos de este proyecto cubren medidas de tra´fico, modelado,
ana´lisis de rendimiento y control de tra´fico para tra´fico de red auto-similar.
En el primer cap´ıtulo se presentan los modelos de teletra´fico considerados
en la literatura hasta 1993, conocidos como ”modelos cla´sicos”. Se analizan
los motivos que justifican la transicio´n hacia el uso de los modelos fractales
o auto-similares.
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En el segundo cap´ıtulo se presentan los fundamentos matema´ticos y las
propiedades de los procesos estoca´sticos auto-similares. Asimismo se estudi-
an detalladamente los distintos grados de auto-similitud: exacta, asinto´tica
y estricta.
En el tercer bloque de este trabajo se estudian las causas del cara´cter
autosemejante del tra´fico de la red de Ingenier´ıa Telema´tica. Se analiza la
distribucio´n estad´ıstica de las variables que intervienen en el modelado de
tra´fico y a partir de este punto se deriva la auto-similitud del tra´fico con-
junto.
En el cuarto cap´ıtulo se realiza una descripcio´n estad´ıstica de las trazas
de tra´fico coleccionadas en la red de Ingenier´ıa Telema´tica en Marzo 2004.
Se va a estimar el valor del para´metro de Hurst (que define el cara´cter auto-
similar) del tra´fico empleando tres te´cnicas diferentes.
En el quinto cap´ıtulo se va a realizar una discusio´n sobre dos diferentes
aproximaciones para modelar el tra´fico de red auto-similar: RMD, FFT. En
este bloque, tambie´n, se va a explicar en detalle el modelo on/off de varianza
infinita.
En los cap´ıtulos seis y siete se caracteriza con un alto nivel de detalle el
tra´fico generado por los servicios web y dhcp.
En u´ltimo lugar se presentan algunas conclusiones y futuras l´ıneas de
trabajo.
1.4. Palabras clave
Auto-similitud o autosemejanza (SS), efecto Hurst, lento decaimiento de
la varianza, dependencia a largo plazo (LRD), dependencia a corto plazo
(SRD), variabilidad, distribucio´n de cola pesada (heavy-tailed), IDC, FGN
(Fractional Gaussian Noise, FARIMA (Fractional AutoRegressive Moving
Average),FFT (Fast Fourier Transform), RMD (Random Midpoint Dis-
placement)).
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Cap´ıtulo 2
Estado del arte
La necesidad de conocer el comportamiento del tra´fico telema´tico suby-
ace a toda discusio´n relacionada con el dimensionamiento y disen˜o de con-
troles en redes de telecomunicacio´n; el modelado anal´ıtico de las fuentes de
tra´fico en una red es la base de su disen˜o.
El objetivo de reemplazar el tra´fico medido por modelos matema´ticos es
obtener un rendimiento similar al que se tiene en el entorno real. As´ı, las
medidas de tra´fico a gran escala pueden ser reducidas a la evaluacio´n de
unos pocos para´metros, combinados con alguna indicacio´n de su evolucio´n a
lo largo del tiempo; la simplicidad del modelo facilita la evaluacio´n anal´ıtica
del rendimiento de la red (o de algunos de sus elementos).
En definitiva, un modelo de tra´fico es una abstraccio´n matema´tica ma´s
o menos compleja que trata de imitar las propiedades estad´ısticas del tra´fico
real. La primera fase del disen˜o es un proceso de caracterizacio´n, que
consiste en el ana´lisis de la realidad a imitar (tra´fico de red). El objetivo
es describirla mediante un reducido conjunto de variables (descriptor es-
tad´ıstico), que resuma y abstraiga sus aspectos ma´s importantes; especificar
la distribucio´n marginal y la funcio´n de autocorrelacio´n de un proceso no
es suficiente para garantizar la exactitud en la prediccio´n de los resultados
de rendimiento.
Tras la definicio´n de este descriptor, la atencio´n del modelado se centra
en elegir un proceso matema´tico que lo aproxime (con independencia de la
realidad f´ısica que representa); la secuencia de valores generada a partir de
este proceso tendra´ propiedades similares a las del flujo de datos observado.
Un aspecto clave a la hora de definir un modelo es la escala de tiem-
pos a la que el modelo debe representar convenientemente la realidad. A
menudo resulta costoso modelar las fluctuaciones que observadas en un
amplio rango de escalas temporales.
La correspondencia con la realidad no es el u´nico baremo que se debe
considerar en la eleccio´n de una estrategia de modelado. As´ı, resultan de
intere´s otros aspectos:
Tratabilidad anal´ıtica. El modelo debe arrojar resultados anal´ıticos sin
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necesidad de simulacio´n.
Facilidad de implementacio´n (v´ıa software o hardware). La estructura,
la algoritmia y los costes computacionales que exige la implementacio´n
del modelo deben ser simples.
Parsimonia. El modelo debe ser caracterizado con un nu´mero reducido
de para´metros (con un significado f´ısico asociado).
Capacidad de modelar otros tipos de tra´fico y, en especial, tra´fico agre-
gado. En numerosas ocasiones se puede exigir a un modelo la ductili-
dad suficiente para que, mediante ciertos cambios de sus para´metros,
e´ste sea capaz de imitar otros tipos de tra´fico o incluso el propio tra´fi-
co agregado que resulta de multiplexar sobre un canal varias fuentes
individuales.
2.1. Validacio´n de un modelo
¿En que consiste la imitacio´n que hace el modelo de la realidad? ¿Co´mo
debe ser evaluada esta imitacio´n? Algunas de las comparaciones que se
pueden establecer entre el comportamiento real del tra´fico y el compor-
tamiento simulado, son las siguientes:
Comparar visualmente la evolucio´n en el tiempo de la muestra real
con la generada por una ejecucio´n del modelo propuesto.
Esta evaluacio´n constituye una validacio´n meramente cualitativa, pero
es un me´todo adecuado para localizar caracter´ısticas de la sen˜al de una
manera ra´pida. La validacio´n visual no basta para aceptar un modelo
pero s´ı sirve para rechazarlo.
Estimar ciertos estad´ısticos (de primer y segundo orden) y compararlos
con los del tra´fico real.
Analizar el comportamiento del sistema suponiendo como entrada la
sen˜al real y una ejecucio´n del modelo propuesto, y cotejar los resulta-
dos de ambos ana´lisis.
Esta validacio´n es ma´s realista que las anteriores y consiste en:
1. Inyectar tra´fico real en el sistema.
2. Estimar una serie de estad´ısticos (tasa de pe´rdidas o retrasos
medios).
3. Comparar estos resultados con los obtenidos a partir del modelo.
En u´ltima instancia la validez de un modelo viene determinada por su
capacidad de imitar el tra´fico en el entorno concreto donde se pretende
aplicar.
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Los esquemas anteriores no dejan de ser ”tests intermedios”, de los que
no se puede inferir nada definitivo acerca de la validez del modelo. As´ı,
el modelo debera´ ser evaluado (determinando el error que se comete)
con relacio´n a la realidad.
2.2. Clasificacio´n de los modelos
La clasificacio´n de los modelos de teletra´fico se basa en el ana´lisis de la
funcio´n de autocorrelacio´n del proceso estoca´stico subyacente
La funcio´n de autocorrelacio´n de cierta sen˜al es un indicador del grado
de dependencia lineal que existe entre una muestra y la k-e´sima muestra
anterior:
RX(k) =
1
σ2X
E [(X[i+ k]− µX)(X[i]− µX)]
donde µX representa la media de la sen˜al X[n] y σ2 su varianza.
En el modelado de tra´fico telema´tico la sen˜al X[n] lleva aparejada la
evolucio´n temporal de una variable f´ısica (nu´mero de usuarios conectados,
duracio´n de una llamada, nu´mero de bytes transmitidos en algu´n intervalo
de tiempo).
De acuerdo con la forma que el modelo impone a esta funcio´n, se pueden
distinguir:
1. Modelos dependientes a corto plazo (short range dependent models).
2. Modelos dependientes a largo plazo (long range dependent models).1
1Ambos son estacionarios.
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2.2.1. Modelos de dependencias a corto plazo
El cara´cter a ra´fagas del tra´fico telema´tico impuso la necesidad de in-
troducir correlacio´n en los modelos que lo representaban. Las primeras solu-
ciones pasaron por cadenas markovianas de pocos estados (la correlacio´n
viene dada por la dependencia del estado actual con el estado anterior).
Los procesos modulados por Markov, especialmente el proceso MMPP
(Markov Modulated Poisson Process) de dos estados, resultan apropiados
para modelar el agregado de fuentes on-off (la generacio´n del tra´fico evolu-
ciona entre dos estados con generacio´n poissoniana de distinta tasa media).
Una ventaja de los modelos markovianos es su tratabilidad anal´ıtica en teor´ıa
de colas, pero la necesidad de definir una matriz con las probabilidades de
conmutacio´n entre estados, motiva un crecimiento geome´trico del nu´mero
de para´metros conforme aumenta el nu´mero de estados. En este caso, y a
costa de perder la mencionada tratabilidad, se puede recurrir a los filtros
ARMA (Auto regresive moving average), en los que el valor de la muestra
actual viene dado por los N valores anteriores y M valores de un ruido blanco
aleatorio denominado proceso de innovacio´n. En cualquier caso, los procesos
markovianos, los filtros ARMA, y alguna otra solucio´n ma´s compleja que
pudiera ser incluida en este grupo, comparten algunas propiedades:
1. Carecen de la suficiente variabilidad para representar el tra´fico de
datos.
2. La representacio´n en grandes escalas de tiempo equivale a ruido blanco
gaussiano.
3. No son capaces de aproximar la funcio´n de autocorrelacio´n de la sen˜al
de tra´fico para valores altos del retardo k.
Estos procesos se disen˜an para ajustar las dependencias a corto plazo o
SRD (short range dependence) porque poseen una funcio´n de correlacio´n
que decae exponencialmente.
RX(k) ∼ e−k k →∞
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2.2.2. Modelos de dependencias a largo plazo
Al principio de la de´cada de los 90, momento en que Leland y otros
autores publicaron un trabajo en el que se probaba la naturaleza auto-
semejante de muestras de tra´fico Ethernet [Leland et al., 1993], se comenzo´ a
estudiar la presencia de un feno´meno estad´ıstico en el tra´fico de redes
telema´ticas: dependencia a largo plazo o LRD (long range depen-
dence).
Este feno´meno se refleja en coeficientes de correlacio´n con decaimiento
hiperbo´lico y se asocia a la existencia de una variabilidad del tra´fico en
una amplia gama de escalas temporales; no modelar esta variabilidad acar-
rea consecuencias graves en muchos esquemas de control, que asumen el
cara´cter intermitente del tra´fico para una escala ”natural” y acotada.
La variabilidad de la sen˜al se liga a cierto grado de autosemejanza o
fractalidad, que ha permitido aplicar en este campo las conclusiones y la
anal´ıtica desarrollada por Mandelbrot [B.B.Mandelbrot,1996 ] y otros au-
tores que ya hab´ıan estudiado procesos fractales en otras ramas de la ciencia.
El feno´meno de dependencia a largo plazo en series temporales ha venido
a revolucionar, al menos parcialmente, el a´mbito del modelado de tra´fico
telema´tico, ya que se ha detectado en el tra´fico IP.
El argumento esgrimido [A. Erramilli et al., 1996] para explicar este
feno´meno en series temporales, es la existencia de una estructura multi-
nivel de generacio´n. As´ı, para justificar la LRD del tra´fico web se apela
a la interaccio´n del comportamiento del usuario (preferencias por ciertos
ficheros, tiempo de ana´lisis de pa´ginas web, . . .) con las pol´ıticas de cache´ de
los buscadores, el taman˜o subexponencial o hiperbo´lico de los objetos en las
pa´ginas web, y el agregado de tra´fico que resulta en la red de a´rea local.
Hasta la fecha existen dos te´cnicas gene´ricas en las que se podr´ıan agru-
par los modelos planteados para aproximar la naturaleza LRD de una sen˜al
de tra´fico telema´tico:
Modelos multinivel: imitan directamente la variabilidad existente en al-
gunos niveles o escalas de tiempo. Estos modelos ”quasi-fractales” pre-
sentan estructuras complicadas, de escasa tratabilidad y su definicio´n
requiere un nu´mero amplio de para´metros, lo que perjudica la parsi-
monia del modelo.
Modelos autosemejantes: estos modelos ya responden a estructuras es-
trictamente fractales, es decir, de variabilidad en todas las escalas de
tiempo. Se corresponden con modelos bien conocidos, procesos FGN
(Fractional Gaussian Noise) o procesos F-ARIMA.
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Con los modelos del primer grupo se pueden generar sen˜ales fractales
puras (se mantiene la misma distribucio´n estad´ıstica en todas las
escalas de tiempo), y los modelos FARIMA permiten an˜adir el ajuste
de las dependencias a corto plazo incorporando una t´ıpica estructura
autorregresiva de media mo´vil (ARMA).
La principal ventaja de los modelos autosemejantes frente a los
modelos multinivel, es su capacidad de representar el feno´meno LRD
(long range dependence) mediante un u´nico para´metro, para´metro de
Hurst o para´metro H, que denota el grado de autosemejanza de la
muestra a modelar.
A pesar de la parsimonia, estimar el valor de H de una forma ajus-
tada e insesgada resulta muy dif´ıcil por la propia naturaleza de los
estimadores propuestos. Dichos estimadores se basan en el ana´lisis de
comportamientos asinto´ticos (rescaled adjusted range, variance time
plot) o en la minimizacio´n de funciones que suponen previamente una
forma al espectro (periodogram), e introducen siempre cierto sesgo en
la medida, de por s´ı limitada a un estrecho intervalo [0.5 , - 1]. Esta
problema´tica se agrava cuando los estimadores se aplican sobre series
de tra´fico real finitas y con posibles problemas de no estacionariedad.
As´ı pues, la aproximacio´n a la naturaleza LRD exige decidir en un com-
promiso a favor de la parsimonia o de la complejidad de medida y generacio´n.
Antes de estudiar en detalle los modelos autosemejantes, se van a re-
visar los principios de los modelos tradicionalmente empleados en el a´rea
de teletra´fico (en redes conmutadas de circuitos y paquetes).
2.3. Modelos incorrelados o ruidos blancos
Se trata de sen˜ales donde no existe relacio´n de ningu´n tipo entre las
muestras de la secuencia
RX(k) = 0 ∀k = 0
La generacio´n de cada muestra es independiente pero todas ellas siguen la
misma distribucio´n estad´ıstica.
En los u´ltimos an˜os han cobrado una importancia crucial los proce-
sos con varianza infinita o de cola hiperbo´lica o pesada (heavy-tailed),
pero hasta entonces, los modelos estad´ısticamente independientes (i.i.d
oindependent identically distributed) se consideraban va´lidos para modelar
ciertos aspectos de la generacio´n del tra´fico (taman˜o de los ficheros
transmitidos, duracio´n de las llamadas, . . .).
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El modelo Poisson y los modelos de ruido gaussiano se clasifican dentro
de este grupo. De especial intere´s resultan los procesos distribuidos con la
funcio´n logaritmo-normal, por cuanto se ha demostrado que la percepcio´n
del tiempo por parte del usuario de servicios de telecomunicacio´n sigue una
distribucio´n normal en escala logar´ıtmica.
2.4. Modelo telefo´nico ba´sico
En la actualidad, uno de los servicios de telecomunicaciones ma´s difun-
dido es la telefon´ıa ba´sica. Desde sus comienzos (hace ma´s de un siglo) hasta
nuestros d´ıas, se ha convertido en un servicio de comunicaciones con gran
importancia a nivel de usuario residencial, empresarial, o incluso a nivel
estrate´gico y ta´ctico gubernamental.
Este servicio presenta al usuario final una calidad de servicio determin-
ista, una vez establecida la llamada con el otro extremo la comunicacio´n
goza de un canal reservado de ancho de banda constante (la voz no sufre
cortes y la variacio´n del retardo esta´ limitada). La reserva de un circuito con
un ancho de banda fijo se basa en el ana´lisis de la sen˜al que va a circular
por este canal, la sen˜al de voz.
Durante el funcionamiento normal de la red la mayor parte del
equipamiento no se emplea, por tanto la topolog´ıa de la red telefo´nica es
jera´rquica, no existe un enlace por cada par de abonados. La comunicacio´n
entre abonados pertenecientes a diferentes centrales finales se realiza
estableciendo un circuito que atraviesa otras centrales de tra´nsito en niveles
superiores de la jerarqu´ıa.
Los enlaces entre las centrales finales y los nodos de tra´nsito soportan un
gran nu´mero de circuitos simulta´neos gracias a te´cnicas de multiplexacio´n
en frecuencia o en tiempo. El objetivo de dimensionamiento en estas redes
es determinar la capacidad (en nu´mero de circuitos de voz) de estos enlaces
que permita dar la mayor disponibilidad al menor coste. Los problemas se
centran en torno a dos situaciones en las cuales es imposible establecer el
circuito deseado entre dos abonados y por tanto se pierde una llamada por
falta de disponibilidad.
1. Bloqueo interno de algunos conmutadores en el trayecto del circuito, es
decir, imposibilidad de establecer ese circuito debido a falta de recursos
internos del conmutador. Esta probabilidad de bloqueo dependende de
la arquitectura escogida para el conmutador.
2. Saturacio´n de todos los canales existentes entre nodos finales y de
tra´nsito o entre estos u´ltimos en el trayecto del circuito.
Para predecir el comportamiento de la red ante la llegada de usuarios, es
necesario una descripcio´n estad´ıstica de su comportamiento respecto a los
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instantes en los que solicitan servicio, la duracio´n del mismo y la distancia
con el destino (bien sean llamadas locales a la central o no).
2.5. Modelo estad´ıstico de los usuarios
La atencio´n se va a centrar en el modelado del comportamiento de un
conjunto de usuarios, no de los usuarios de forma individual. Las variables
de intere´s son el patro´n de generacio´n de llamadas y su duracio´n.
La secuencia de valores correspondientes al tiempo entre llamadas en
una poblacio´n de usuarios, se ajusta correctamente a un proceso estoca´stico
T = (TK : k = 0, 1, 2, . . .) semi-infinito de tiempo discreto y estado continuo
donde los Tk son variables aleatorias i.i.d.s (independientes e ide´nticamente
distribuidas) que siguen una distribucio´n exponencial de para´metro λ.
P (Ti < t) = 1− eλt t ≥ 0, λ ≥ 0 (2.1)
Sea un proceos estoca´stico X discreto, estacionario en sentido amplio (WSS),
con media λ y varianza σ2. Los te´rminos de esta secuencia describen el
nu´mero de llegadas en un intervalo de tiempo t y se distribuyen segu´n vari-
able aleatoria de Poisson.
P (Xt = n) =
(λt)n
n!
e−λt (2.2)
Las fluctuaciones horarias de la tasa de llegadas se introducen considerando
el modelo de Poisson homoge´neo so´lo para intervalos de una hora de duracio´n
con la tasa correspondiente. Estas tasas horarias siguen patrones diarios
predecibles, destacando una hora del d´ıa que presenta la mayor actividad y
para la cual se realiza el dimensionamiento de los enlaces.
El segundo para´metro necesario para describir el comportamiento de los
usuarios es la duracio´n de las llamadas, que se distribuye segu´n una variable
aleatoria exponencial. La propiedad fundamental de esta distribucio´n es-
tad´ıstica es la falta de memoria (memoryless), es decir, conocer la duracio´n
de las llamadas anteriores no reduce la incertidumbre de la duracio´n de la
siguientes; anal´ıticamente se puede expresar como:
P (T ≤ t+ t0|T ≥ 0) = P (T ≤ t)
2.6. Modelos de sistemas
El modelo M/M/m/m corresponde en teor´ıa de colas al siguiente es-
quema: central de conmutacio´n con m circuitos de salida, usuarios descritos
mediante un proceso Poisson de llegadas, y duracio´n del servicio distribuida
exponencialmente.
En este sistema, la probabilidad de rechazo de llamadas, es decir, de que
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una nueva peticio´n de servicio no encuentre ninguna l´ınea libre, viene dada
por la fo´rmula B de Erlang.
B
(
m,
λ
µ
)
= E1,m
(
λ
µ
)
=
(λ/µ)n
m!∑
k=0m(
λ
µ)
k/k!
(2.3)
Los posibles reintentos de llamada tras bloqueo se modelan tradicionalmente
incrementando la tasa del proceso de llegadas, despreciando la correlacio´n
existente entre las llamadas bloqueadas y los reintentos.
Estos modelos apoyan la estructura jera´rquica de la red telefo´nica. Se
comprueba que la concentracio´n de usuarios hacia niveles superiores de la
jerarqu´ıa permite obtener la misma probabilidad de bloqueo con un nu´mero
menor de enlaces; el proceso de generacio´n de tra´fico resultante se asemeja
cada vez ma´s a ruido blanco gaussiano, cuya varianza disminuye con 1n a
medida que aumenta el nu´mero de usuarios.
El dimensionamiento de los elementos de conmutacio´n de tra´fico
telefo´nico se puede realizar en base a modelos sencillos. Dado que el ancho
de banda requerido es fijo, la red se dimensiona en base a la disponibilidad,
definida por la probabilidad de rechazo de llamada; mediante el dimension-
amiento para el caso de mayor intensidad de tra´fico (hora cargada) se logra
prevenir la congestio´n en la red.
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2.7. Modelos del tra´fico de datos en LANs
Durante las de´cadas 80 y 90, se produjo un crecimiento exponencial del
tra´fico en las redes conmutadas de paquetes (RCP).
El feno´meno de interconexio´n de redes de a´rea local (Internet), ha evolu-
cionado desde sus inicios militares, pasando por el a´mbito acade´mico univer-
sitario hasta su salida al entorno comercial. Los servicios cla´sicos, terminal
remoto, telnet, transferencia de ficheros,. . . han dado paso a una ple´tora de
nuevas aplicaciones cuyo auge esta´ llegando al nivel del servicio telefo´nico.
Estos nuevos servicios y las capacidades de transmisio´n de las nuevas redes
o´pticas, han llevado al tra´fico de datos a representar una parte muy impor-
tante del tra´fico de informacio´n mundial.
No basta so´lo con conocer y controlar el comportamiento de la red; se debe
garantizar su funcionamiento y unos para´metros contratados de calidad,
igual que en el servicio de telefon´ıa.
2.8. Modelos cla´sicos de sistemas de colas
El modelo ma´s simple de teor´ıa de colas supone que el proceso de lle-
gada de paquetes y el tiempo de servicio se distribuyen segu´n una variable
aleatoria Poisson y exponencial, respectivamente.
El tiempo de transmisio´n de unidades de tra´fico no es exponencial, sino que
presenta una clara bimodalidad debido a la presencia del protocolo TCP en
el nivel de transporte. El funcionamiento de este protocolo consiste en el
env´ıo de paquetes del ma´ximo taman˜o permitido por la red (MTU) y pa-
quetes de confirmacio´n de datos (ACK).
El proceso de llegadas no es un proceso Poisson (se vera´ en los siguientes
apartados) y e´sto dificulta la provisio´n de soluciones anal´ıticas.
2.9. El fallo del modelo Poisson
En los comienzos de ARPANET los resultados arrojados por los modelos
poissonianos se ajustaban a las medidas de tra´fico coleccionadas, pero las
caracter´ısticas del tra´fico de datos actual no coinciden con las de un proceso
Poisson.
Definicio´n: 1 Un proceso de llegada de paquetes se puede definir por el
instante de llegada de estos paquetes, a = (ak : k = 0, 1 . . .), o por el tiempo
transcurrido entre la llegada de dos unidades de informacio´n consecutivas,
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T = (Tk : k = 1, 2, . . .).
Se define un proceso de cuenta de paquetes X = (Xi : i = 1, 2, . . .) de forma
que cada Xi es el nu´mero de llegadas que se producen en un intervalo de
anchura δ, siendo estos intervalos contiguos.
X es un proceso de Poisson si las variables Xi son independientes e ide´nti-
camente distribuidas (i.i.d) con distribucio´n de Poisson de para´metro λ. En
este caso las variables aleatorias Ti son tambie´n variables i.i.d con distribu-
cio´n exponencial de para´metro λ.
2.10. Los tiempos entre llegadas no son exponen-
ciales
Para un proceso de Poisson la marginal del proceso T es una funcio´n
exponencial, y para cualquier desplazamiento no nulo la funcio´n correlacio´n
vale cero (si el desplazamiento es nulo vale 1).
[Raj Jain, 1986], [W. Leland, 1990], [Fowler and Leland, 1991] han de-
mostrado que no se observa ninguna de estas caracter´ısticas en el tra´fico
LAN (local area network).
[Raj Jain, 1986] distinguieron diferentes zonas en la marginal del proceso T,
que les llevo´ a formular un modelo diferente, basado en ”trenes de paque-
tes” (packet train model). En este modelo, el tra´fico entre pares de nodos se
da en forma de ra´fagas de paquetes muy pro´ximos entre s´ı. Los tiempos de
separacio´n entre ra´fagas se diferencian en varios o´rdenes de magnitud de los
tiempos de separacio´n entre paquetes.
2.11. Ra´fagas en todas las escalas
Las herramientas de monitorizacio´n han permitido conocer que el
proceso de llegada de unidades de tra´fico presenta ra´fagas en un amplio
rango de escalas temporales.
Examinando detalladamente una ra´faga de tra´fico, se puede comprobar
que esta´ compuesta por periodos de baja actividad separados por unos
pocos periodos muy activos. Algunas medidas de intermitencia se explican
a continuacio´n:
Relacio´n entre el ancho de banda pico y el ancho de banda medio:
no es fa´cil de interpretar dada la fuerte dependencia con respecto al
intervalo en el que se calculan.
Coeficiente de variacio´n del proceso de llegadas: no converge ra´pi-
damente hacia cero a medida que aumenta el intervalo de observacio´n,
a diferencia de su comportamiento en los modelos ma´s empleados.
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I´ndice de dispersio´n de cuentas (IDC): esta relacio´n entre la varian-
za del nu´mero de llegadas en un intervalo y su valor medio crece a lo
largo de varios o´rdenes de magnitud de agregacio´n del proceso; en los
procesos Poisson se estabiliza en escalas de tiempo relacionadas con
sus para´metros de definicio´n.
Si se aumenta la capacidad del buffer de los nodos para absorber las
ra´fagas del tra´fico real, la probabilidad de desbordamiento de los mismos
disminuye en menor proporcio´n que con tra´fico poissoniano (ser´ıa necesario
que el taman˜o del buffer sobrepasara el l´ımite impuesto por los requisitos de
ma´ximo retardo en el nodo). Se puede acotar el porcentaje de pe´rdidas en
grandes intervalos de tiempo pero e´ste no se mantiene en intervalos inferiores
sino que las pe´rdidas se concentran en los intervalos de alta actividad y
desaparecen en los de baja actividad.
En definitiva, el feno´meno de ra´fagas en todas las escalas de tiempo lleva
a un sobredimensionamiento de la red si se busca minimizar la congestio´n,
con la consiguiente pe´rdida de economı´a de escala.
2.12. ¿Sigue siendo va´lido un modelo de tra´fico
Poisson?
El modelo Poisson se viene empleando desde hace ma´s de medio siglo
en el estudio y disen˜o de redes telefo´nicas, debido a la tratabilidad anal´ıtica
que le confieren sus propiedades matema´ticas:
1. La superposicio´n de procesos Poisson es un proceso Poisson con
para´metro λ igual a la suma de sus componentes.
2. Poseen la propiedad de falta de memoria (memoryless), que consiste
en que el tiempo que resta para la llegada del siguiente paquete es
independiente del tiempo transcurrido desde la u´ltima llegada (dis-
tribucio´n exponencial).
3. Si un tra´fico Poisson se descompone aleatoriamente entre varias salidas
(por ejemplo, cada paquete va destinado a una u otra salida del con-
mutador), entonces los procesos resultantes (el tra´fico que llega a cada
salida) tambie´n se distribuyen segu´n una variable aleatoria Poisson.
Los procesos Poisson modelan de forma adecuada el proceso de llegada
de conexiones TCP en servicios como telnet, ftp, no as´ı para los servicios
smtp, ftp-data o www (el tiempo transcurrido entre dos conexiones consec-
utivas no se distribuye segu´n una variable aleatoria exponencial).
El tiempo entre la llegada de paquetes no se ajusta a una distribu-
cio´n exponencial, que subestima la capacidad que tiene el tra´fico de formar
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ra´fagas. Los procesos derivados del de Poisson, procesos compuestos de
Poisson (compound Poisson), procesos de llegadas en bloque de Pois-
son, hiperexponenciales o procesos de Poisson modulados por Markov
(Markov-modulated Poisson processes) tampoco son capaces de capturar
las caracter´ısticas de las ra´fagas que se producen en el tra´fico de datos,
carecen de la variabilidad suficiente para representar el tra´fico real 2.
2.13. Modelos tradicionales
2.13.1. Modelos On-Off Poisson
El modelo Poisson es muy r´ıgido, u´nicamente permite ajustar la
media.Para poder caracterizar con ma´s exactitud los estad´ısticos de sgundo
orden del tra´fico (varianza) se utiliza el modelo de tra´fico: Poisson on/off.
Se sabe que el tra´fico de datos es fuertemente impulsivo; la fuente de
tra´fico alterna periodos de silencio (estado off ) con periodos de actividad
(estado on), en los que genera datos a una tasa constante. El modelo Pois-
son on/off permite capturar esta dependencia a corto plazo. Consiste en
un proceso Poisson que es activado (estado on) y desactivado (estado off)
alternativamente; la duracio´n de estos intervalos sigue una distribucio´n ex-
ponencial de media µon y µoff (respectivamente). La probabilidad de que el
proceso se encuentre en estado on es:
Pon =
µon
µon + µoff
(2.4)
Xn es un proceso que representa el estado del proceso en el instante n;
X es una variable aleatoria Bernoulli que toma el valor 1 si el proceso se
encuentra en estado on y valor 0 si se encuentra en estado off.
An es un proceso que representa la tasa de transmisio´n en el instante n,
An = λXn. Los valores An son independientes, distribuidos ide´nticamente,
pero su distribucio´n se permite que sea general.
E[An] = λPon
V ar[An] = λ2(Pon)(1− Pon)
Si se representa la duracio´n media de los periodos on/off y la tasa media
de generacio´n de paquetes en el periodo activo por 1/σA,1/σS y λ respecti-
vamente, sus funciones de densidad de probabilidad vienen dadas por:
P [X ≤ t] = 1− e−σAt
2La funcio´n de correlacio´n de estos procesos es nula a cualquier desplazamiento, mien-
tras que el tra´fico real presenta una fuerte correlacio´n.
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P [Y ≤ t] = 1− e−σSt
P [Z ≤ t] = 1− e−λt
2.13.2. Modelos Markov
El modelo on/off es muy r´ıgido, so´lo reconoce dos estados de trans-
misio´n, o no se transmite nada o se genera tra´fico a una tasa constante λ.
Para poder caracterizar comportamientos ma´s complejos es necesario intro-
ducir de forma expl´ıcita en el modelo la nocio´n de estados. E´sto es lo que
hacen los modelos de tra´fico modulados por Markov.
Sea el espacio de estados S = s1, s2, . . . sM y Xn una variable aleatoria que
define el estado en el instante n. El conjunto de variables aleatorias Xn for-
man una cadena de Markov si la probabilidad del siguiente valor,Xn+1 = sj ,
depende u´nicamente del estado actual; e´sto se conoce como propiedad de
Markov, que implica que el futuro depende del estado actual y no de los
estados previos ni del tiempo en cada estado.
En el caso de un proceso markoviano con espacio de estados discreto, el
nu´mero de valores que puede adoptar Xn queda acotado a un conjunto fini-
to, por tanto el proceso queda completamente definido por dicho conjunto y
por una matriz de transicio´n bidimensional que determina la probabilidad
de transitar de un estado a otro o de quedarse en el actual.
Las principales ventajas de estos modelos son:
Capacidad de ser aplicados a distintos tipos de tra´fico (modelos de
propo´sito general).
Parsimonia y transportabilidad si el nu´mero de estados es reducido.
Simplicidad de la matriz de conmutacio´n a partir del tra´fico a imitar.
Sencillez e implementacio´n en la medida en que las dependencias son
simples (a corto plazo: de un estado con el anterior).
Tratamiento anal´ıtico en colas bien conocido y estudiado.
Sus desventajas:
Incrementar la complejidad del modelo (nu´mero de estados) exige un
crecimiento geome´trico de la parametrizacio´n del mismo para definir
una matriz de conmutacio´n bidimensional.
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Incapacidad de representar eficientemente nuevos aspectos detectados
en el tra´fico, especialmente la variabilidad o dependencia a largo pla-
zo (Long Range Dependence). No obstante, este feno´meno tiene una
repercusio´n relevante so´lo para escenarios de transmisio´n con buffers
grandes y ocupaciones altas, condiciones poco realistas para la trans-
misio´n de muchos tipos de servicios. Para ocupaciones bajas y buffers
pequen˜os un modelo markoviano puede aproximar razonablemente bi-
en la realidad. A costa de perder buena parte de su tratabilidad, si
se utilizan tiempos de permanencia en los estados de corte subexpo-
nencial (distribucio´n de Pareto), el modelo (semimarkoviano) podr´ıa
sintetizar tra´fico con caracter´ısticas LRD.
2.13.3. Procesos modulados de Markov
En un proceso modulado por Markov, Xn determina en el tiempo (o
modula) los para´metros de generacio´n estad´ıstica de otro proceso estoca´sti-
co Yn, que debe poseer cierto significado f´ısico (cantidad de informacio´n en
bits, ce´lulas o paquetes recibidos durante cierto intervalo o bien tiempo entre
legada de dichas unidades).
En otras palabras, en un proceso modulado por Markov, el proceso evolu-
ciona de una manera markoviana por una cadena de estados. Para cada
estado la generacio´n de tra´fico se efectu´a de una manera distinta, habitual-
mente siguiendo una funcio´n de distribucio´n cuyos para´metros dependen del
propio estado.
Proceso determinista modulado por Markov, MMDP (Markov Modu-
lated Deterministic Process). Es un proceso determinista en el que el
tiempo entre llegadas de unidades de tra´fico cambia segu´n el estado
en que se encuentre el proceso de Markov asociado. El tra´fico on/off
determinista es un caso particular de MMDP.
Proceso de Poisson modulado por Markov, MMPP (Markov Modulated
Poisson Process). Es un proceso de Poisson en el que el para´metro
λ cambia segu´n el estado en que se encuentre el proceso de Markov
asociado. El tra´fico on/off de Poisson es un caso particular de MMPP.
Se combina la simplicidad de la conmutacio´n markoviana con la de
la generacio´n poissoniana. Por la propia adecuacio´n de Poisson para
caracterizar el agregado de procesos estad´ısticamente independientes,
de acuerdo con el teorema de Palm, los procesos MMPP han sido muy
utilizados para representar el tra´fico de fuentes multiplexadas.
El tra´fico que se deriva de agregar fuentes MMPP, puede ser modelado,
con total equivalencia, por otra fuente MMPP.
Proceso de Bernoulli modulado por Markov, MMBP (Markov Modu-
lated Bernoulli Process). En este caso lo que cambia segu´n el estado en
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que se encuentre el proceso de Markov es el para´metro p de un proceso
de Bernoulli.
2.13.4. Modelos autoregresivos
El modelo autorregresivo AR de orden p tiene la forma:
Xt = φ1Xt−1 + φ2Xt−2 + . . .+ φpXt−p + b²t (2.5)
donde ²t es ruido blanco, los valores φj son nu´meros reales y los valores
Xt coresponden a las salidas del proceso.
Si se define el operador B tal que Xt−1 = BXt, y se define el polinomio
Φ(B) = 1− φ1B − φ2B2 − . . .− φpBp,
el proceso AR(p) se puede expresar de la siguiente forma:
Φ(B)Xt = b²t (2.6)
La funcio´n de autocorrelacio´n ρk es:
ρk = φ1ρk−1 + φ2ρk−2 + . . .+ φpρk−p (2.7)
Esta funcio´n de autocorrelacio´n decae exponencialmente, por tanto el
proceso AR(p) es incapaz de capturar las funciones de autocorrelacio´n que
decaen a una velocidad ma´s lenta.
Para caracterizar el tra´fico real es necesario encontrar el mejor ajuste
para los para´metros φ1, . . . , φk,b.
²t puede ser cualquier proceso estoca´stico, pero si es gaussiano, con media ν
y varianza σ2, es suficiente conocer el valor de tres para´metros para estimar
el rendimiento de la cola.
As´ı se reduce la complejidad de encontrar todos los para´metros requeridos
para un modelo autorregresivo de orden k y utilizar u´nicamente el proceso
autorregresivo de primer orden.
Xt = aXt−1 + b²t (2.8)
2.13.5. Modelos autoregresivos con media mo´vil
El modelo ARMA de orden (p,q) tiene la forma:
Xt = φ1Xt−1+φ2Xt−2+. . .+φpXt−p+b²t−θ1²t−1−θ2²t−2−. . .−θq²t−q (2.9)
Si se define B y Φ(B) como en el apartado anterior y Θ(B) = 1− θ1B−
θ2B
2 − . . .− θqBq el modelo se puede representar como
Φ(B)Xt = Θ(b)²t (2.10)
La funcio´n de autocorrelacio´n del proceso ARMA(p,q) se calcula para
todo k, pero para k > q la autocorrelacio´n del modelo ARMA(p,q) coincide
con el del proceso AR(p). ARMA(p,q) es incapaz de representar procesos
con funciones de autocorrelacio´n que decaen subexponencialmente.
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2.13.6. Modelos autoregresivos integrados de media mo´vil
El modelo ARIMA de orden (p,d,q) es una extensio´n del modelo AR-
MA(p,q) y el polinomio Φ(B) tiene d raices igual a la unidad. El modelo
ARIMA de orden (p,d,q) tiene la forma:
Ψ(B)∆dXt = Θ(B)²t (2.11)
donde ∆ es el operador diferencia definido como
∆Xt = Xt − zt−1 = (1−B)Xt
Cuando d es un nu´mero entero, el proceso ARIMA(p,d,q) es estrictamente
SRD (short range dependent). Sin embargo, si d es un nu´mero real se puede
extender a LRD.
La razo´n principal de la resistencia de los modelos tradicionales es la
ausencia de respuesta a las siguientes cuestiones:
¿Cua´l es la explicacio´n f´ısica de la naturaleza auto-similar del tra´fico
en las redes de comunicaciones?
¿Cua´l es el impacto de la auto-similitud en las redes, disen˜o de proto-
colos y ana´lisis de prestaciones?
Se puede dar respuesta a la primera pregunta argumentando los resultados
matema´ticos apropiados y analizando detalladamente los estad´ısticos de las
trazas del tra´fico Ethernet a escalas pequen˜as.
2.14. Modelado fractal de tra´fico
En los u´ltimos an˜os se han realizado varios estudios estad´ısticos
sobre trazas de tra´fico tomadas en entornos LAN (redes Ethernet)
[Leland et al., 1993], redes de a´rea extensa [Paxson, 1995] o redes de dis-
tribucio´n de v´ıdeo digital [Heyman and Lakshman, 1996].
Estos ana´lisis han puesto de manifiesto la naturaleza fractal o autose-
mejante del tra´fico.
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Figura 2.1: Tra´fico real (izquierda)
Imitando el trabajo de [Leland et al., 1993] (ver fig 2.1), y para ilustrar
este feno´meno en la red Ethernet del departamento de Ingenier´ıa Telema´tica,
se representa gra´ficamente la tasa de tra´fico monitorizado en distintas escalas
de tiempo utilizando la herramienta gnuplot (ver ape´ndice de herramien-
tas).
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Para un periodo de 15 horas consecutivas de tra´fico monitorizado en el
segmento de red de Ingenier´ıa Telema´tica (tra´fico interno y externo), las
siguientes figuras representan la tasa de llegada de paquetes (nu´mero de
paquetes por unidad de tiempo) para cinco escalas de tiempo diferentes.
Empezando con la escala de tiempo mayor (100 segundos (a)), la siguiente
gra´fica se obtiene incrementando la resolucio´n temporal por un factor de 10
y concentra´ndose en un subintervalo elegido aleatoriamente 3.
Todas las representaciones gra´ficas parecen, de forma intuitiva y en un
sentido de distribucio´n estad´ıstica, muy similares; un segmento del proceso
en una escala de tiempo se comporta de la misma forma que la versio´n
escalada del proceso en otra escala de tiempo diferente (comportamiento
auto-semejante o fractal). El cara´cter intermitente de la sen˜al representada
se mantiene en todas las escalas de tiempo de intere´s (las ra´fagas no tienen
un taman˜o ma´s o menos fijo, sino que su duracio´n oscila entre unos pocos
milisegundos y algunas horas).
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3La unidad de tiempo correspondiente a la escala temporal ma´s pequen˜a es 10 milise-
gundos
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La representacio´n gra´fica del tra´fico generado por modelos cla´sicos (ver
Figura 2.1) no mantiene una estructura semejante en las distintas escalas de
tiempo, sino que se aplana dos o tres o´rdenes de magnitud ma´s alla´. Dicho
de otro modo, los modelos cla´sicos son capaces de capturar u´nicamente la
dependencia del tra´fico a corto plazo (ra´fagas en el orden de milisegundos).
Se puede decir que los modelos cla´sicos no son va´lidos para caracterizar el
tra´fico de la red bajo estudio.
Los ana´lisis presentados en este trabajo ponen de manifiesto que las trazas
de tra´fico corresponden a las observaciones de un proceso asinto´ticamente
auto-similar de segundo orden o dependiente a largo plazo.
En definitiva, el modelado de tra´fico de la red de Ingenier´ıa Telema´tica
requiere la utilizacio´n de procesos estoca´sticos fractales. Existen numerosos
modelos matema´ticos de tra´fico auto-similar o dependiente a largo plazo. Al-
gunos facilitan el ana´lisis de colas, otros son motivados f´ısicamente y otros
muestran que la dependencia a largo plazo puede ser generada de distintas
formas. La abundancia de modelos matema´ticos puede distraer de una im-
portante caracter´ıstica, los mecanismos f´ısicos y causales subyacentes en el
feno´meno de red incluyendo las caracter´ısticas del tra´fico. Los modelos de
tra´fico f´ısicos que remontan las raices de la auto-similitud y la dependencia
a largo plazo a propiedades tales como los protocolos de red y distribucio´n
del taman˜o de los ficheros en los servidores, tienen una clara ventaja con
respecto a la prediccio´n y verificacio´n sobre los modelos de ”caja negra”
asociados con los ana´lisis de series temporales tradicionales.
En cualquier caso el e´xito de los modelos fractales viene determinado por
las consecuencias pra´cticas que posee la existencia de la LRD (long range
dependence) en el tra´fico telema´tico. As´ı, una de los principales efectos de
cargar un multiplexor con tra´fico fractal, es un decaimiento lento de las
pe´rdidas con el aumento del taman˜o del buffer de contencio´n. Esto implica
la inutilidad de las te´cnicas de buffering cuando el tra´fico es auto-similar,
ya que un aumento del taman˜o del buffer supone un crecimiento del retardo
sin obtener ganancias significativas en las pe´rdidas.
Otra problema´tica asociada al cara´cter fractal del tra´fico es su escasa trata-
bilidad anal´ıtica as´ı como la convergencia ma´s lenta de las medidas de simu-
lacio´n que imponen estos procesos de variabilidad a largo plazo (las simula-
ciones con procesos fractales pueden llegar a ver su duracio´n incrementada
en varios o´rdenes para obtener resultados con la misma fiabilidad que los
que se pueden conseguir con procesos SRD o incorrelados similares).
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La investigacio´n de la auto-similitud del tra´fico se clasifica en cuatro
categor´ıas:
Modelado basado en las medidas de tra´fico se centra en la coleccio´n
y ana´lisis de las medidas (de alta calidad y diversidad) de tra´fico LAN
para detectar, identificar y cuantificar las caracter´ısticas pertinentes.
No solo se ha trabajado en la caracterizacio´n del tra´fico sino tambie´n
en el a´rea de la inferencia estad´ıstica y cient´ıfica, que ha sido esencial
para la deteccio´n y cuantificacio´n de la auto-similitud o dependencia
a largo plazo.
En un nivel formal, la validez de una te´cnica de inferencia o estimacio´n
esta´ sujeta a un proceso subyacente que presumiblemente genero´ los
datos. As´ı que, en general, un conjunto de datos de origen desconocido
no puede ser u´nicamente atribuido a un modelo espec´ıfico; el principal
(y u´nico) propo´sito de la inferencia estad´ıstica o cient´ıfica es tratar
con este problema concluyendo si los datos son consistentes con una
estructura de modelo asumida. Ser consistente con un modelo asumido
no descarta la existencia de otros modelos que conformar´ıan los datos
igualmente bien.
En un nivel pra´ctico, muchas de las te´cnicas de inferencia comu´nmente
usadas para cuantificar el grado de auto-similitud o dependencia a
largo plazo exhiben diferentes idiosincracias y propiedades de robustez.
Debido a su naturaleza heur´ıstica, estas te´cnicas son generalmente
fa´ciles de usar y aplicar, pero los resultados son dif´ıciles de interpretar.
Modelado f´ısico explica las causas f´ısicas de la auto-similitud en el tra´fi-
co de red (feno´meno emp´ıricamente observado) considerando las
propiedades de los sistemas distribuidos. Asimismo provee nuevas ideas
acerca de la naturaleza dina´mica del tra´fico. Propiedad emp´ırica de los
sistemas distribuidos: la distribucio´n heavy-tailed del taman˜o de los
ficheros u objetos. Si los hosts intercambian ficheros cuyos taman˜os
son heavy-tailed, el tra´fico de red resultante en los puntos de mul-
tiplexacio´n en la capa de red es auto-similar. Este feno´meno causal
es robusto en el sentido de mantenerse para una variedad de pro-
tocolos de la capa de transporte y para distintas configuraciones de
red.Esta causalidad estructural no tendr´ıa sentido a menos que se
pudiera explicar por que´ los objetos heavy-tailed transportados en la
red inducen auto-similitud en los puntos de multiplexacio´n. El modelo
on/off establece que la superposicio´n de un gran nu´mero de fuentes
independientes on/off con periodos on/off heavy-tailed conduce a la
auto-similitud en el proceso agregado - un proceso FGN - cuya depen-
dencia a largo plazo es determinada por la pesadez de la cola (heavy
tailedness) de los periodos on/off. La agregacio´n en el espacio no es
esencial para inducir dependencia a largo plazo - e´sto es responsable
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de la propiedad gaussiana del tra´fico agregado por una aplicacio´n del
teorema central del l´ımite. Sin embargo, es relevante para describir el
tra´fico de red multiplexado. El modelo on/off tiene sus raices en un
renewal reward process presentado por Mandelbrot y provee la under-
pinning teo´rica para gran parte del trabajo en el modelado f´ısico del
tra´fico de red. E´sto junto con la evidencia emp´ırica de las duraciones
on/off heavy-tailed, representa una explicacio´n directa y de ma´s bajo
nivel de las razones f´ısicas de la auto-similitud y forma los principales
factores que distinguen el modelo on/off de otros modelos matema´ticos
de tra´fico auto-similar.
Ana´lisis de colas provee modelos matema´ticos de tra´fico dependiente a
largo plazo para facilitar los ana´lisis de rendimiento.
El comportamiento de un buffer con entrada dependiente a largo plazo
exhibe caracter´ısticas de rendimiento diferentes de los sistemas corre-
spondientes con entradas markovianas.
La distribucio´n de la longitud de la cola decae subexponencialmente si
el tra´fico de entrada es auto-similar mientras que para entradas marko-
vianas el decaimiento es exponencial. E´sto implica que el buffering -
como estrategia de provisio´n de recursos - resulte inefectivo cuando el
tra´fico de entrada es auto-similar por incurrir en un retardo de cola
desproporcionado respecto a reduccio´n en la tasa de pe´rdida de pa-
quetes.
E´sto ha llevado a una estrategia de provisio´n de recursos baja capacidad
de buffer / gran ancho de banda por su influencia simple y limitante
en la cola: si la capacidad del buffer se reduce, disminuye la capacidad
de encolar. Adema´s, cuanto ma´s pequen˜a es la capacidad del buffer,
ma´s relevantes se convierten las correlaciones a corto plazo para de-
terminar la ocupacio´n del buffer.
Un impacto del ana´lisis de rendimiento basado en colas ha sido la
adopcio´n creciente del paradigma del dimensionamiento de recursos,
que establece que la capacidad del buffer deber´ıa decrecer mientras
que el ancho de banda del enlace deber´ıa aumentar. Cuando la estruc-
tura de correlacio´n es de´bil, un incremento de la capacidad del buffer
no supone un incremento en su ocupacio´n. E´sto si ocurre cuando la
estructura de correlacio´n es fuerte.
Con respecto a las medidas de rendimiento de primer orden, tales como
tasa de pe´rdida de paquetes se convertir´ıan en factores dominantes.
Control de tra´fico y provisio´n de recursos se puede separar en pro-
visio´n de recursos y dimensionamiento.
El ana´lisis de colas con entrada auto-similar tiene que ver directa-
mente con el problema de dimensionamiento de recursos. La cuestio´n
de estimar cuantitativamente la utilidad marginal de una unidad de
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recurso adicional tal como el ancho de banda o capacidad del buffer es
respondida, en parte, con la ayuda de esta te´cnica. Del lado de control
de reaccio´n esta´ el trabajo sobre control de congestio´n en mu´ltiples
escalas de tiempo, que intenta aprovechar a estructura de correlacio´n
que existe a lo largo de las mu´ltiples escalas de tiempo en el tra´fi-
co auto-similar para propo´sitos de control de congestio´n. A pesar del
impacto negativo de la auto-similitud en el rendimiento, la depen-
dencia a largo plazo admite la posibilidad de utilizar la correlacio´n a
grandes escalas de tiempo, transformando esto u´ltimo para aprovechar
la estructura de precitabilidad, que puede ser afectada para guiar las
acciones de control de congestio´n a peqen˜as escalas de tiempo para
producir ganancias significativas en el rendimiento.
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Cap´ıtulo 3
Procesos auto-similares en
redes de comunicaciones
Leland sugirio´ el uso de modelos parsimoniosos para el tra´fico auto-
similar; estos modelos deben ser matema´ticamente tratables y f´ısicamente
razonables .
A continuacio´n se van a presentar las definiciones y propiedades de los
procesos auto-similares discretos en el tiempo, complementadas con algunas
condiciones ma´s generales de auto-similitud. Los procesos autosimilares re-
sultan muy interesantes dado que capturan de forma simple caracter´ısticas
importantes del tra´fico Ethernet como la presencia de dependencia a largo
plazo.
3.1. Algunos procesos auto-similares
En este apartado se van a definir dos procesos de este tipo:
FGN (Fractional Gaussian Noise)
FARIMA (Fractional AutoRegressive Integrated Moving-Average).
Estos procesos facilitan el modelado parsimonioso de series temporales
dependientes a largo plazo.
Los modelos tradicionales (ARMA - AutoRegressive Moving-Average -,
ARIMA - Autoregressive Integrated Moving-Average -) so´lo son capaces de
modelar una porcio´n a corto plazo de las correlaciones del conjunto de datos.
FGN con para´metro H ∈ (0, 1) es un proceso gaussiano estacionario
con media µ, varianza σ2, y funcio´n de autocorrelacio´n:
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r(k) =
1
2
((k + 1)2H − 2k2H + |k − 1|2H), k > 0
Su espectro de potencia es definido por:
f(λ) =
σ2
pi
sen(piH)Γ(2H + 1)(1− cosλ)
∞∑
j=−∞
|λ+ 2pij|−2H−1
Tambie´n puede ser definido como el proceso que tiene la mis-
ma funcio´n de correlacio´n que el proceso de incrementos unidad
∆BH(t) = BH(t)−BH(t− 1) del proceso FBM con exponente H.
La caracterizacio´n completa de un proceso FARIMA requiere tres
para´metros: p,d,q. Los o´rdenes p y q son los para´metros cla´sicos de un
proceso ARMA y d = H − 0,5 es el para´metro de diferencia fractal.
La definicio´n de un proceso FARIMA(0,1,0) es
(1−B)Xt = at (3.1)
donde B denota el operador desplazamiento y at es un proceso de ruido
blanco, pero se puede generalizar para un proceso FARIMA(0,d,0):
(1−B)dXt = at − 0,5 < d < 0,5 (3.2)
El operador diferencia fractal, (1−B)d, es definido por la serie binomial
(1−B)d =
∞∑
k=0
(
d
k
)
(−B)k
El espectro de potencia es:
f(λ) = (2senλ/2)−2d = |1− eiλ|−2d, 0 < λ ≤ pi (3.3)
Por tanto, f(λ) ∼ λ−2d = λ1−2H , λ→ 0.
Los procesos FARIMA(p,d,q) con valores de p y/o q distintos de 0 son
capaces de aproximar adecuadamente la dependencia a largo plazo (long
range dependence) y la dependencia a corto plazo (short range dependence).
3.2. Procesos auto-similares continuos en el tiem-
po
Una definicio´n habitual de los procesos estoca´sticos auto-similares se
basa en un escalado de la variable aleatoria continua en el tiempo.
Un proceso estoca´stico X(t) es estad´ısticamente auto-similar con para´metro
H (0,5 ≤ H ≤ 1) si para cualquier nu´mero real a ≥ 0, el proceso a−Hx(at)
tiene las mismas propiedades estad´ısticas que x(t). Esta relacio´n se puede
expresar con estas condiciones:
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1. E[x(t)] = E[x(at)]
aH
Media
2. V ar[x(t)] = V ar[x(at)]
a2H
Varianza
3. Rx[t, s] =
Rx(at,as)
a2H
Autocorrelacio´n
El para´metro H (para´metro de Hurst o para´metro de auto-similitud), es
una medida clave de la auto-similitud del proceso, de la longitud de la la
dependencia a largo plazo de un proceso estoca´stico. A medida que el valor
de H se aproxima a 1 aumenta el grado de persistencia de la dependencia a
largo plazo (H = 0.5 indica ausencia de auto-similitud).
Como ejemplo de esta definicio´n, se considera el proceso FBM (Fractional
Brownian Motion), que es utilizado frecuentemente en el ana´lisis de tra´fico
de datos de auto-similar.
Un proceso FBM BH(t) se define como:
BH(t) = XtH(t ≥ 0; 0, 5 ≤ H ≤ 1)
donde X es una variable aleatoria normalmente distribuida con media cero y
varianza 1, y H es un para´metro del proceso. As´ı pues, el valor del proceso en
el instante de tiempo t es igual al valor de la variable aleatoria X multiplicado
por el intervalo de tiempo elevado a H.
E[BH(t)] = 0
V ar(aX) = a2V ar(X)
V ar[BH(t)] = V ar[tHX] = t2H
Estas observaciones demuestran que para H=0.5 el proceso FBM se reduce
a un proceso BM normal.
La densidad de probabilidad de un proceso BM Brownian motion tiene la
forma:
fBH(x,t) =
1√
2pit2H
e−x
2/2t2H
La varianza de los incrementos estacionarios de este proceso es:
V ar[BH(t)−BH(s)] = E[(BH(t)−BH(s))2] = |t− s|2
La funcio´n de correlacio´n de BH(t) es:
RBH(t,s) = E[(BH(t)BH(s))
2])
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Este valor se deriva de la siguiente forma:
E[(BH(t)−BH(s))2] = E[BH(t)2 +BH(s)2 − 2BH(t)BH(s)]
Reajustando,
E[BH(t)BH(s)] =
1
2
(E[BH(t)2]− E[BH(s)2]−E[(BH(t)−BH(s))2])
=
1
2
(V ar[BH(t)] + V ar[BH(s)]− V ar[BH(t)−BH(s)])
=
1
2
(t2H + s2H − |t− s|2H)
Si H = 0,5 la expresio´n anterior se reduce a la funcio´n de correlacio´n de un
proceso BM (Brownian motion).
Si el proceso FBM es auto-similar, debe satisfacer las tres condiciones
mencionadas anteriormente.
Se considera el proceso BH(at), donde BH(t) es un proceso FBM.
BH(at) = X(at)H y se puede comprobar fa´cilmente que E[BH(at)] =
aHE[BH(at)] = 0, satisfaciendo la primera condicio´n.
V ar[BH(at)] = V ar[X(at)H ] = (at)2HV ar[X] = (at)2H . Por tanto,
V ar[BH(t)] = V ar[BH(at)]a2H , satisfaciendo la segunda condicio´n.
La tercera condicio´n tambie´n es satisfecha:
RBH (at, as) =
1
2
((at)2H + (as)2H − |at− as|2H)
=
a2H
2
(t2H + s2H − |t− s|2H)
a2HRB(t, s)
Una diferencia llamativa entre el proceso BM (brownian motion) y el pro-
ceso FBM (Fractional Brownian Motion) es la relacio´n entre sus intervalos;
En el primero son independientes e incorrelados (e´sto se puede demostrar
considerando la correlacio´n entre incrementos) y en el segundo no.
Se considera la correlacio´n entre los incrementos [-t, 0] y [0, t].
E[(BH(0)−BH(−t))(BH(t)−BH(0))]
=
−1
2
((−t)2H − t2H − | − t− t|2H)
=
1
2
((2t)2H − t2H)
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Si H = 0.5 , la correlacio´n entre incrementos pasados y futuros es nula
(incrementos independientes). Sin embargo, para H > 0, 5 se observa el
feno´meno de persistencia; un incremento positivo (o negativo) en algu´n
instante de tiempo implica un nuevo incremento (o decremento) en el futuro.
Este comportamiento persistente esta´ en conflicto con lo que normal-
mente se ha asumido sobre el feno´meno estoca´stico. En algunos procesos
(BM - brownian motion), los incrementos son independientes; en otros la
correlacio´n se mantiene para intervalos de tiempo pequen˜os, ∆t.
3.3. Procesos auto-similares discretos en el tiempo
En este apartado se van a presentar las definiciones de procesos exacta
y asinto´ticamente auto-similares. 1
La naturaleza del tra´fico de la red de Ingenier´ıa Telema´tica es discreta
(transmisio´n de tramas). Por tanto, el intere´s de este trabajo se va a centrar
en modelos de tra´fico discretos en valores y en tiempo.
Se va a introducir una condicio´n necesaria y suficiente de auto-similitud
en te´rminos de la varianza de las versiones agregadas del proceso original.
Tambie´n se va a presentar una condicio´n suficiente en te´rminos de la
funcio´n de correlacio´n del proceso.
Sea un proceso estoca´stico discreto en el tiempo o serie temporal
X(t), t ∈ Z.
µ = E[X(t)].
σ2 = E[(X(t)− µ)2]∀ t ∈ Z, y µ = 0.
r(−k) = r(k) = (E(Xt+k)−µ)(Xt−µ)
σ2
k ∈ I0 = 0, 1, 2, . . .
La media µ, la varianza σ2, y la funcio´n de correlacio´n r(k) son independi-
entes del tiempo.
1Este conjunto es demasiado restrictivo para modelar un tra´fico de red real, normal-
mente se emplea para propo´sitos teo´ricos.
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3.3.1. Auto-similitud exacta de segundo orden
Las dos definiciones que se van a introducir son equivalentes.
Definicio´n A
Un proceso X es exactamente auto-similar de segundo orden (es-s) con
para´metro H = 1− β2 si su funcio´n de correlacio´n es:
r(k) =
1
2
[(k + 1)2−β − 2k2−β + (k − 1)2−β] = g(k) k ∈ N
La funcio´n g(k) puede ser escrita como g(k) = δ2(k2−β) en te´rminos del
operador δ2(f(x)) aplicado a la funcio´n f(x) = x2−β.
Definicio´n B
Para la presentacio´n de la segunda definicio´n, es necesario introducir el
proceso agregado (en bloques de longitud m), X(m).
X(m) =
(
X
(m)
1 , X
(m)
2 , . . .
)
, X
(m)
i =
1
m
(
Xim−m+1 + . . .+X
(m)
im
)
, m, t ∈ N
Su funcio´n de correlacio´n rm(k) y su varianza V ar(Xm).
Un proceso X es exactamente auto-similar de segundo orden (es-s) con
para´metro H = 1 − β2 si la funcio´n de correlacio´n del proceso agregado
(rm(k)), coincide con el de la serie original ∀k,m ∈ N.
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Teorema 1 Para un proceso X exactamente auto-similar y 0 < β < 1, las
siguientes propiedades son equivalentes:
Segu´n la definicio´n B:
rm(k)=r(k)
Un proceso X con r(k) = g(k) no cambia sus caracter´ısticas de
segundo orden (correlacio´n y forma del espectro), aunque la muestra
sea dividida en bloques de longitud m.
Segu´n la definicio´n A:
r(k) = g(k) = 12(2− β)(1− β)k−β = H(2H − 1)k−β, k →∞
La funcio´n de correlacio´n de la serie original decae de forma
hiperbo´lica, no exponencial. Aunque los coeficientes de correlacio´n
para altos valores del retardo k son pequen˜os, el efecto acumulado es
muy importante y da caracter´ısticas que son dra´sticamente diferentes
respecto a los procesos dependientes a corto plazo.
∞∑
k=0
r(k) =∞
Vmσ
2 = m−β.
f(λ) = c|e2pi/λ − 1|2∑∞i=−∞ 1|λ+1|3−β , −12 ≥ λ ≤ 12 .
Adema´s de los procesos exactamente auto-similares de segundo
orden existen los procesos estrictamente auto-similares (ss-s), que
son ma´s ampliamente conocidos. A continuacio´n se va a realizar una com-
paracio´n de ambos procesos.
Definicio´n 1 Un proceso estacionario en sentido amplio X = (X1, X2, . . .)
es estrictamente auto-similar (ss-s) con para´metro H = 1− β2 , si
m1−HX(m) = X
o equivalentemente,
X˜(m) = X
X˜(m) = (X˜(m)1 , X˜
(m)
2 , . . .) es el proceso X
(m) normalizado y X˜(m)i =
1
mH
(Xim−m+1 + . . .+Xim).
La comparacio´n de los procesos exactamente auto-similares de se-
gundo orden (es-s) y los procesos estrictamente auto-similares de
segundo orden (ss-s) se expresa en te´rminos de las siguientes relaciones:
[rm(k) = r˜m(k) = r(k)]⇐ [X˜(m) = X]⇒ [varX˜(m)i = σ2 = varXi] (3.4)
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[rm(k) = r˜m(k) = r(k)]⇐ [varX˜(m)i = σ2]⇔ [r(k) = g(k)]⇔ [varX(m)i = σ2m−β]
(3.5)
donde r˜(m) es la funcio´n de correlacio´n del proceso normalizado X˜(m).
Estas relaciones demuestran que cualquier proceso ss-s tiene r(k) = g(k).
Esto significa que si X ss-s ⇒ es-s. La implicacio´n contraria se cumple
so´lo si la distribucio´n del proceso X es gaussiana.2
[X es un proceso gaussiano ss-s de media nula]
[rm(k) = r˜m(k) = r(k) = g(k)], [varX˜
(m)
i = σ
2], [varX(im) = σ
2m−β] (3.6)
[X es un proceso gaussiano de media nula y r(k)=g(k)]
[rm(k) = r˜m(k) = r(k) = g(k)], [varX˜
(m)
i = σ
2], [varX(im) = σ
2m−β] (3.7)
[X es un proceso gaussiano de media nula y varX˜(m)i = σ
2 (o equivalente-
mente, varX(im) = σ
2m−β)]
[rm(k) = r˜m(k) = r(k) = g(k)], [X˜(m) = X] (3.8)
[X es un proceso gaussiano de media nula y r˜m(k) = r(k)]
[X˜(m) = X], [rm(k) = r˜m(k) = r(k) = g(k)], [varX˜
(
im) = σ
2], [varX(m)i = σ
2m−β]
(3.9)
Las implicaciones anteriores muestran la equivalencia de las siguientes afir-
maciones:
1. Proceso gaussiano de media nula es ss-s
2. rm(k) = r˜m(k) = r(k)
3. varX˜(im) = σ
2
4. r(k) = g(k)
3.3.2. Auto-similitud asinto´tica de segundo orden
{Xn} es asinto´ticamente auto-similar (de segundo orden) con para´metro
H = 1− 12 , si y so´lo si:
limm→∞r(m)(k) = g(k), k = 1, 2, 3, . . .
Es decir, {Xn} es asinto´ticamente auto-similar si la funcio´n de correlacio´n
de {X(m)n } se comporta (para valores grandes de m) como la de un proceso
2Un proceso ss-s no puede tener media nula mientras que la media de un proceso es-s
s´ı puede ser distinta de cero
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exa´ctamente auto-similar de segundo orden.
Se puede demostrar [Tsybakov, 1997] que en un proceso asinto´ticamente
auto-similar de segundo orden, r(k) ∼ ck−β cuando k → ∞, siendo c una
constante necesariamente igual a H(2H − 1). Por este motivo, algunos au-
tores [Pappu, 1996] definen proceso auto-similar como un proceso LRD cuya
funcio´n de correlacio´n decae hiperbo´licamente.
3.4. Propiedades del tra´fico autosemejante
Las tres propiedades ma´s importantes del tra´fico auto-similar son:
Dependencia a largo plazo
Efecto Hurst
Decaimiento lento de la varianza
Estas propiedades, conocidas como propiedades fractales
[Willinger et al., 1996] han sido observadas en el tra´fico de la red de
Ingenier´ıa Telema´tica y no pueden ser explicadas utilizando los modelos
cla´sicos de tra´fico.
3.5. Dependencia a largo plazo y efecto Hurst
Un proceso estoca´stico que satisface la relacio´n
r(k) k−βL1(k), k →∞ (3.10)
se dice que exhibe long range dependence.
Los procesos con dependencia a largo plazo se caracterizan por un decaimien-
to hiperbo´lico de los coeficientes de correlacio´n segu´n aumenta el retardo k;
en los procesos dependientes a corto plazo el decaimiento es exponencial,
r(k) ∼ ρk, k →∞ (3.11)
resultando en una funcio´n de autocorrelacio´n sumable 0 <
∑
k r(k) <∞.
Cuando se trabaja en el dominio de la frecuencia, la dependencia a
largo plazo se manifiesta en una densidad espectral que obedece un com-
portamiento potencial cerca del origen. De hecho, equivalentemente a la
ecuacio´n 3.10 (bajo de´biles condiciones de regularidad en la funcio´n de lento
decaimientoL1), hay dependencia a largo plazo en X si:
f(λ) ∼ λ−γL2(λ) λ→ 0, 0 < γ < 1 (3.12)
donde L2 es una funcio´n que var´ıa lentamente cerca del origen y
f(λ) =
∑
k r(k)e
jkλ denota la densidad espectral de potencia.
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La dependencia a largo plazo implica que f(0) =
∑
k r(k) =∞ (la densidad
espectral de un proceso LRD tiende a ∞ a medida que λ se aproxima a
0 (1/f noise). Por su parte, la dependencia a corto plazo se caracteriza
por una funcio´n de densidad espectral f(λ) que, en λ = 0, es positiva y finita.
Histo´ricamente, la importancia de los procesos auto-similares subyace
en el hecho de que proveen una explicacio´n elegante y una interpretacio´n
de una ley emp´ırica conocida como ley de Hurst o efecto Hurst.
Para un conjunto de observaciones (Xk : k = 1, 2, . . . , n) con media
muestral X¯(n) y varianza muestral S¯(n)2, el estad´ıstico R/S (rescaled
adjusted range) es dado por:
R(n)/S(n) = 1/S(n)[max(0,W1,W2, . . . ,Wn −min(0,W1,W2, . . . ,Wn)]
(3.13)
conWk = (X1+X2+ . . .+Xk)−kX(n), k = 1, 2, . . . n. Hurst encontro´ que
muchas series temporales de la naturaleza satisfac´ıan la siguiente relacio´n:
E[R(n)/S(n)] ∼ cnH n→∞ (3.14)
donde H es el para´metro de Hurst H y c es una constante positiva y finita.
Si las observaciones Xk vienen de un modelo dependiente a corto plazo,
Mandelbrot y Van Ness (1968) demostraron que:
E[R(n)/S(n)] ∼ dn0,5 n→∞ (3.15)
d es una constante positiva, finita e independiente de n. La diferencia entre
las ecuaciones 3.14 y 3.15 se conoce como efecto Hurst o feno´meno de Hurst.
3.6. Lento decaimiento de las varianzas
Estad´ısticamente, la caracter´ıstica ma´s llamativa de los procesos auto-
similares es la velocidad a la que cae la varianza muestral de los procesos
X(m).
En los procesos cuyas series agregadas convergen en ruido blanco, la varianza
muestral decae segu´n m−1 (rec´ıproco del nivel de agregacio´n), mientras que
en los procesos auto-similares esta velocidad es proporcional a m−β para
β ∈ (0, 1), (disminucio´n ma´s lenta).
Cox demostro´ que si la funcio´n de autocorrelacio´n del proceso satisfac´ıa
la ecuacio´n 3.10 (o equivalentemete, su funcio´n de densidad espectral se
ajustaba a la ecuacio´n 3.12),
var(X(m)) ∼ am−β m→∞ (3.16)
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donde a es una constante positiva, finita e independiente de m, y 0 < β < 1;
de hecho el para´metro β es el mismo que en la ecuacio´n 3.10 y esta´ rela-
cionado con el para´metro γ de la ecuacion 3.12 por
β = 1− γ
Por otra parte, para procesos estacionarios en covarianza cuyas series agre-
gadas X(m) tienden a ruido blanco, es fa´cil comprobar que la secuencia
(var(X(m))) satisface
var(X(m)) ∼ bm−1 m→∞ (3.17)
donde b es una constante positiva, finita e independiente de m.
Las consecuencias del lento decaimiento de la secuencia var(X(m)) en
los procesos auto-similares pueden ser desastrosos para los tests estad´ısticos
cla´sicos e intervalos de confianza y prediccio´n. El motivo es que los errores
esta´ndar (derivados de los modelos convencionales) son de un factor que
tiende a infinito a medida que aumenta el nivel de agregacio´n de la muestra.
3.7. Ana´lisis estad´ıstico de las medidas de tra´fico
Ethernet
En este apartado, se va a establecer de una manera estad´ısticamente
rigurosa la naturaleza auto-similar del tra´fico Ethernet. Para ello, se van a
describir las herramientas gra´ficas y estad´ısticas y se va a ilustrar su uso en
el conjunto de medidas de tra´fico coleccionadas en la red del departamento
de Ingenier´ıa Telema´tica.
3.7.1. Me´todos estad´ısticos para comprobar la auto-
similitud
A partir de las manifestaciones del cara´cter (exactamente o asinto´tica-
mente) auto-similar del conjunto de datos, se puede estimar el grado de
auto-similitud (dependencia a largo plazo), para´metro H:
1. Dependencia a largo plazo → ana´lisis en el dominio de la frecuencia
basado en el periodogram.
2. Lenta velocidad de decaimiento de las varianzas de los procesos agre-
gados X(m) → ana´lisis de las varianzas de tales procesos.
3. Efecto Hurst → ana´lisis en el dominio del tiempo basado en el es-
tad´ıstico R/S.
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El objetivo de estos ana´lisis es inferir el grado de variabilidad (de auto-
similitud) - para´metro H en la relacio´n (3.14)) - del proceso auto-similar
que presumiblemente ha generado las observaciones de la muestra bajo con-
sideracio´n.
Variance-time plots
El algoritmo de este ana´lisis es el siguiente:
1. Se parte de una muestra de longitud n del proceso X:
{X1, X2, . . . , Xn}.
2. Para cada m : 2 ≤ m ≤ n2
a) Se divide la muestra de longitud n en
k series de longitud m: {X1, X2, . . . , Xm},
{Xm+1, Xm+2, . . . , X2m}, {X2m+1, X2m+2, . . . , X3m}, . . .,
{X(k−1)m+1, X(k−1)m+2, . . . , Xkm}
b) Se calcula la media de cada una de esas seriesX(m)1 , X
(m)
2 . . . X
(m)
k
y la media total X¯(m) = 1k
∑k
i=1X
(m)
i .
c) Se calcula la varianza de la media muestral como V ar[X(m)] =
1
k−1
∑k
i=1 (X
(m)
i − X¯(m)).
3. Se representa V ar[X(m)] frente a m en una escala logar´ıtmica. La
nube de puntos resultante se ajusta a una recta aplicando la te´cnica
de mı´nimos cuadrados (los valores pequen˜os de m se ignoran para
eliminar transitorios); la pendiente de esta recta se corresponde con el
valor estimado de β ya que V ar[X(m)] ∼ cm−β y por tanto
log(V ar[X(m)]) ∼ log(c)− βlog(m)
Si β̂ ∈ [−1, 0] se puede afirmar que el conjunto de datos exhibe un
cara´cter auto-similar (H ∈ [0,5, 1]).
H = 1− β/2
Si la serie original es auto-similar, la varianza de los procesos agregados
X(m) disminuye linealmente (se considera escala logar´ıtmica) con el nivel de
agregacio´n; la pendiente de esta recta es arbitrariamente mayor que -1.
En los modelos dependientes a corto plazo (MMPP, modelos ARMA)
la varianza de los procesos agregados tiene la forma (3.16); la recta que
representa el decrecimiento de la varianza de X(m) con respecto a m, tiene
una pendiente igual a -1.
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La fiabilidad de esta herramienta gra´fica depende del taman˜o de la
muestra. Para conjuntos de datos de tra´fico Ethernet (nu´mero alto de
observaciones en la muestra), ”eyeball tests” como e´ste resultan de gran
utilidad y dan una idea exacta de la naturaleza auto-similar de la serie de
tiempo subyacente y del grado de auto-similitud.
Ana´lisis R/S
Esta te´cnica es particularmente atractiva debido a su robustez frente
a cambios en la distribucio´n marginal(incluso distribuciones heavy-tailed).
Si la distribucio´n es gaussiana se pierde eficiencia y no se ha analizado la
robustez del estad´ıstico R/S.
El conjunto de datos, la muestra de taman˜o N (Xk : k = 1, . . . , N), se
subdivide en k bloques sin solape de longitud n/k > d 3.
Se calcula el estad´ıstico R(ti, d)/S(ti, d) para cada uno de estos bloques
de longitud d con comienzo en ti = [N/K](i − 1) + 1, que satisfacen
(ti − 1) + d ≤ N .
R(ti, d) = max(0,W (ti, 1), . . . ,W (ti, d))−min(0,W (ti, 1), . . . ,W (ti, d))
donde W (ti, k) =
∑k
j=1Xti+j−1 − k(1d
∑d
j=1Xti+j−1), k = 1, . . . , d.
S2(ti, d) es la varianza muestral de Xti , . . . , Xti+j−1
La longitud de la muestra R/S resultante para cada valor de d decrece a
medida que d aumenta, por la restriccio´n,mencionada en el pa´rrafo anterior,
en los valores de ti. dt+1 = mdt con m > 1.
La representacio´n gra´fica en escala logar´ıtmica de R(ti, d)/S(ti, d)
para cada valor de log(d) se denomina pox diagram. La nube de puntos
4 se ajusta a una recta mediante la te´cnica de mı´nimos cuadrados. Las
observaciones R/S correspondientes a valores pequen˜os de d se denominan
correlaciones a corto plazo y las correspondientes a valores grandes de d
son estad´ısticamente insignificantes si el nu´mero de observaciones por d
es menor que 5. La pendiente de la recta de regresio´n es una estima del
para´metro de Hurst. El nu´mero de bloques,k, y el nu´mero de valores d no
debe ser demasiado pequen˜o.
Cuando el para´metro H de (3.13) esta´ bien definido, la representacio´n
gra´fica comienza con una zona transient manifestando la naturaleza de
dependencia a corto plazo de la muestra, pero eventualmente se estabiliza
3Para cada valor de d se obtienen k valores de R/S, uno por bloque.
4no se consideran los valores R/S para valores altos de d
61
Modelado fractal de tra´fico IT-UC3M
y fluctua en una l´ınea recta de cierta pendiente.
Los ana´lisis gra´ficos R/S se utilizan para determinar si tal comportamiento
asinto´tico es apoyado por los datos. En caso afirmativo, una estima del
para´metro de auto-similitud, Ĥ, es dada por la pendiente asinto´tica de
la recta (t´ıpicamente obtenida por aplicacio´n de una te´cnica de ajuste de
mı´nimos cuadrados).
En referencia a la efectividad del ana´lisis R/S como funcio´n del taman˜o
de muestra, se pueden hacer comentarios similares a los del apartado an-
terior. Para propo´sitos pra´cticos, la caracter´ıstica ma´s u´til y atractiva de
este ana´lisis es su relativa robustez respecto a cambios en la distribucio´n
marginal. Esta caracter´ıstica permite investigaciones sobre la distincio´n de
la propiedad de auto-similitud de una muestra y de sus caracter´ısticas dis-
tribucionales.
I´ndice de variabilidad de las secuencias de paquetes de tra´fico
Sea N(t) el nu´mero de eventos (llegada de paquetes) de un proceso esta-
cionario en el intervalo (0, t]. Para cada intervalo de tiempo fijo τ > 0, se
puede construir una secuencia de cuenta de eventos Y = {Yn, (τ) > 0, n =
1, 2, . . .}, donde:
Yn(τ) = N [nτ ]−N [(n− 1)τ ] (3.18)
denota el nu´mero de eventos ocurridos durante el intervalo n de duracio´n τ .
Claramente, Y es tambie´n (de´bilmente) estacionario para todo τ > 0.
En este estudio, Y representa una traza de tra´fico de red donde Yn(τ) denota
el nu´mero de paquetes monitorizados desde un punto de la red durante el
intervalo de tiempo n de duracio´n τ , que es la escala de tiempo de la traza de
tra´fico, y representa la longitud (10 milisegundos, 1 segundo, 10 segundos,
. . .) de una muestra del proceso Y.
E{N(t)} = 1
E{X} = λt
donde E{X} es la esperanza matema´tica de la variable aleatoria que
representa el tiempo medio entre la llegada de dos mensajes consecutivos y
λ es el valor medio de la tasa de llegadas.
El ı´ndice de dispersio´n de cuentas (IDC)5 se define como
IDC(t) =
V ar[N(t)]
E{N(t)} =
V ar[N(t)]
λt
Una caracter´ıstica importante de IDC es que, matema´ticamente, equivale al
me´todo variance time plot en la estimacio´n del para´metro de Hurst de un
proceso estoca´stico auto-similar.
5En un proceso Poisson IDC tiene valor 1
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Si se representa en escala logar´ıtmica IDC(τ) en el eje de ordenadas y τ en el
eje de abcisas se obtiene una l´ınea recta con pendiente 2H−1. Cuando Y es
un proceso dependiente a largo plazo, la propiedad de decaimiento lento de
la varianza es equivalente a una recta IDC con pendiente 1−β < 0. Cuando
la curva IDC converge a una recta con pendiente 0 para algu´n valor finito
de τ , Y es un proceso dependiente a corto plazo.
A continuacio´n se va a definir una nueva medida de variabilidad:
Definicio´n 1 Para un proceso estacionario Y cuya funcio´n IDC(τ) es con-
tinua y diferenciable en el intervalo (0,∞), el ı´ndice de variabilidad en
la escala τ es:
Hv(τ) =
d(log(IDC(τ)))
d(log(τ)) + 1
2
donde d(log(IDC(τ)))d(log(τ)) es la pendiente de la recta que relaciona, en escala log-
ar´ıtmica, la funcio´n IDC(τ) y el nivel de agregacio´n.
El ı´ndice de variabilidad se define para que en un proceso dependiente
a largo plazo (o asinto´ticamente auto-similar), Hv(τ) = H ∈ (0,5, 1) ∀τ ≥
τ0 > 0. El valor de τ0 depende del proceso particular. Si el proceso es exacta-
mente auto-similar, Hv(τ) = H ∈ (0,5, 1) ∀τ > 0; e´sto es, si log(IDC(τ))
es lineal con respecto a log(τ), Hv(τ) se reduce a H.
En general, el proceso Y exhibe una variabilidad significativa en aquellas
escalas de tiempo τ tales que 0,5 < Hv(τ) < 1. Cuando
d(log(IDC(τ)))
d(log(τ)) → 1,
Hv(τ)→ 1 implicando alta variabilidad.
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Cap´ıtulo 4
Modelado de tra´fico como
multiplexacio´n de conexiones
de transporte
Algunas te´cnicas estad´ısticas y matema´ticas describen y validan el
feno´meno de escala presente en el tra´fico agregado en te´rminos de las
propiedades ma´s elementales de los patrones del tra´fico generado por los
usuarios individuales y/o aplicaciones. Ellos han impactado en la compren-
sio´n del tra´fico de red actual hasta tal punto que, ahora se conoce por que´ el
tra´fico de datos agregado exhibe un comportamiento auto-similar en un am-
plio rango de escalas temporales.
Una medida del e´xito de esta nueva comprensio´n del tra´fico de red es que
los argumentos matema´ticos son, al mismo tiempo, rigurosos y simples. Sin
embargo, para proveer una descripcio´n completa, es necesario comprender
la naturaleza dina´mica del tra´fico en escalas pequen˜as (milisegundos).
Debido al dominio de algunos protocolos y los mecanismos de control de
congestio´n, que juegan un rol muy importante en las redes de datos y deter-
minan el flujo de paquetes en las diferentes capas de la jerarqu´ıa de protoco-
los TCP/IP, el estudio de las caracter´ısticas locales del tra´fico de datos y la
comprensio´n de las interacciones complejas (entre las diferentes conexiones y
entre las capas de las jerarqu´ıa de protocolos en la red), esta´n relacionados.
A continuacio´n se va a demostrar por que´ el feno´meno de escala (o auto-
similitud) presente en el tra´fico agregado de la red del departamento de
Ingenier´ıa Telema´tica, es una propiedad aditiva 1.
4.1. Estructura aditiva y gaussianidad
El nu´mero de paquetes o bytes transmitidos por unidad de tiempo son
originados por las conexiones activas durante el periodo de medida y cuya
1Los procesos que generan el tra´fico total exhiben alta variabilidad alta o caracter´ısticas
heavy-tailed
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ruta atraviesa el enlace monitorizado.
En otras palabras, si para ”escalas de tiempo ” o ”niveles de resolucio´n”
m >> 1, (X(m) = X(m)(k) : k ≥ 0) denota el proceso de tasa de tra´fico,
esto es, nu´mero total de paquetes o bytes por unidad de tiempo (medido en
escala de tiempo m) generados por todas las conexiones, se puede escribir:
X(m) =
∑
X
(m)
i (k) k ≥ 0 (4.1)
donde se consideran todas las conexiones activas en el instante k y donde
Xi(m) representa el nu´mero total de paquetes o bytes por unidad de tiempo
(de nuevo medido en la escala de tiempo m) generados por la conexio´n i.
Por tanto la ecuacio´n 4.1 captura la naturaleza aditiva del tra´fico de red
agregado expresando el proceso de tasa de tra´fico conjunto X(m) como una
superposicio´n de procesos de tasa de tra´fico de las conexiones individuales.
Asumiendo por simplicidad, que los procesos de tasa de tra´fico X(m)i
son independientes e ide´nticamente distribuidos (i.i.d), entonces bajo condi-
ciones de de´bil regularidad sobre la distribucio´n marginal de X(m)i (existen-
cia de segundos momentos), la ecuacio´n 4.1 garantiza que el proceso de tasa
de tra´fico conjunto exhibe marginales gaussianas, siempre que el nu´mero de
conexiones sea suficientemente alto.
4.1.1. Auto-similitud a trave´s de conexiones heavy-tailed
Centrando la atencio´n en la dina´mica temporal de los procesos de tasa
de tra´fico individuales X(m)i , se supone por simplicidad que la conexio´n i
env´ıa paquetes o bytes a una tasa constante durante el periodo activo (on
period) y no transmite informacio´n durante el periodo idle (off period).
En el entorno LAN considerado, una conexio´n corresponde a un par
fuente-destino (source-destination) y los patrones de tra´fico correspondi-
entes conforman un proceso alternating renewal, donde los pares sucesivos
de periodos on y off definen los intervalos inter-renewal.
En entornos WAN tales como Internet, se asocian conexiones individuales
con sesiones. Una sesio´n comienza en un instante de tiempo aleatorio, gen-
era paquetes (bytes) a una tasa constante durante el tiempo de vida de la
conexio´n, y deja de transmitir; una sesio´n puede ser una aplicacio´n ftp, una
conexio´n telnet o una sesio´n web.
66
Modelado fractal de tra´fico IT-UC3M
El intere´s de este trabajo se centra en las caracter´ısticas globales de las
conexiones:
Patro´n de llegadas.
Duracio´n de sesiones.
Duracio´n de los periodos on/off ). El patro´n de llegada de paquetes en
el periodo activo ha sido modelado convenientemente asumiendo que
la tasa de generacio´n de paquetes es constante.
4.2. Variabilidad de la llegada de conexiones
En este apartado se va a analizar en un nivel intuitivo la auto-similitud
del proceso de llegadas de conexiones TCP; su cara´cter intermitente sug-
iere la cuestio´n de co´mo caracterizar la distribucio´n del tiempo entre estos
eventos.
4.2.1. Auto-similitud de la llegada de conexiones
Para estudiar el proceso de llegada de conexiones se establece una equiv-
alencia entre los conceptos de sesio´n y conexio´n TCP para aplicaciones
como telnet y ftp.
Por un lado, es cierto que los usuarios llegan al sistema de una forma ma´s
o menos sin memoria (memoryless), pero e´sto no se traslada a a llegada de
las conexiones TCP, porque una persona inicia ma´s de una operacio´n du-
rante una sesio´n (independientemente de la clase de aplicacio´n ftp, telnet o
www). E´sto rompe el paradigma de Poisson y sugiere una nueva visio´n de
la variabilidad del proceso de llegada de conexiones TCP.
Cuando las aplicaciones dominantes eran telnet y ftp-ctrl, el proceso de lle-
gadas se ajustaba a un proceso Poisson (superposicio´n de muchas fuentes
cuya actividad era memory-less) - el hecho de que un usuario iniciara una
sesio´n telnet no supon´ıa un aumento de la probabilidad de iniciar otra sesio´n.
Pero la aparicio´n del www (world wide web) cambio´ este principio: una vez
que un usuario empieza a navegar por internet la probabilidad de descargar
otro conjunto de pa´ginas web es mayor que la probabilidad de parar justo
despue´s de descargar la primera.
Entonces, el modelado estad´ıstico ma´s adecuado para el proceso de llegada
de conexiones TCP se basa en procesos auto-similares, no procesos Poisson.
El grado de variabilidad de la llegada de conexiones se mantiene en
todas las resoluciones de tiempo, la representacio´n gra´fica de los procesos
agregados es muy ”similar”. Anal´ıticamente se puede expresar con un u´nico
para´metro, para´metro de Hurst; cuanto ma´s alto es este valor mayor es el
grado de auto-similitud.
La representacio´n gra´fica del throughput (nu´mero de conexiones por unidad
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de tiempo) en varias escalas de tiempo, exhibe semejanzas estructurales
entre los procesos agregados.
4.2.2. Tiempo entre llegada de conexiones
A partir del proceso de llegada de conexiones TCP se deriva la distribu-
cio´n del tiempo transcurrido entre dos consecutivas.
La auto-similitud del proceso de llegada de conexiones TCP sugiere el uso
de distribuciones estad´ısticas con cola pesada (heavy-tailed), tales como la
distribucio´n lognormal, Weibull y Pareto, para modelar adecuadamente el
tiempo entre llegadas sobre un periodo de tiempo espec´ıfico; no se va a
emplear la distribucio´n exponencial para caracterizar esta variable.
La funcio´n de distribucio´n de probabilidad acumulada complementaria
de una variable aleatoria heavy-tailed es:
P [X > x] ∼ x−α x→∞ (4.2)
donde 0 < α < 2. Una de las distribuciones heavy-tailed ma´s simples es la
distribucio´n de Pareto, cuya funcio´n de densidad de probabilidad es dada
por:
ρ(x) = αkαx−α−1 (4.3)
donde α, k > 0 y x ≥ k. Su funcio´n de distribucio´n tiene la forma
F (X) = P [X ≤ x] = 1− (k/x)α (4.4)
El para´metro k representa el valor ma´s pequen˜o de la variable aleatoria. Las
distribuciones heavy-tailed tienen algunas propiedades que son cualitativa-
mente diferentes de las distribuciones comu´nmente encontradas tales como
la distribucio´n normal o exponencial.
Si α ≤ 1 el momento de primer orden de la distribucio´n estad´ıstica es in-
finito y si α ∈ [1, 2], la varianza es infinita - a medida que α disminuye, una
gran procio´n de la masa de probabilidad se va desplazando hacia la cola.
En te´rminos pra´cticos, una variable aleatoria distribuida segu´n una funcio´n
potencial puede dar valores extremedamente grandes con una probabilidad
no despreciable.
El efecto de modelar el tiempo idle (tiempo entre llegada de conexiones)
segu´n una distribucio´n heavy-tailed es una variacio´n positiva de la depen-
dencia a largo plazo cuando α es pro´ximo a 2, y una variacio´n negativa a
medida que el valor de α se acerca a 1.
4.3. Duracio´n y taman˜o de las conexiones
Considerando la limitacio´n de los recursos de red y la interaccio´n de los
flujos de tra´fico, la transferencia interactiva de ficheros cuyos taman˜os se
68
Modelado fractal de tra´fico IT-UC3M
distribuyen segu´n una distribucio´n heavy-tailed genera tra´fico auto-similar.
El grado de variabilidad del tra´fico viene determinado por el para´metro
α de la distribucio´n estad´ıstica (distribucio´n de Pareto). Para valores de α
cercanos a 2, la representacio´n del throughput se va aplanando en los niveles
de agregacio´n ma´s altos,indicando una de´bil dependencia de la estructura
en la serie subyacente. A medida que α se aproxima a 1, la variabilidad
se preserva incluso a escalas mayores, indicando que la serie original posee
dependencia a largo plazo.
Las series de tiempo agregadas generadas por una distribucio´n exponencial
y Pareto (α = 1,95) son indistinguibles.
El taman˜o de los ficheros transferidos en las conexiones TCP se dis-
tribuye segu´n una variable aleatoria heavy-tailed (de cola pesada) debido
a la naturaleza tan diversa de la informacio´n disponible en la red, desde
pequen˜os ficheros de texto hasta v´ıdeos de larga duracio´n y alta calidad.
El valor de α de la funcio´n de distribucio´n de probabilidad acumulada
se calcula aplicando logaritmos en ambos lados de la igualdad,
Fc(x) ∼ x−α (4.5)
Fjc ∼ ljx−αjLj(x) x→∞, 1 ≤ αj ≤ 2 (4.6)
Se comprueba que la variabilidad de la duracio´n de las conexiones es
mayor que la del taman˜o de los ficheros transferidos (valor de α menor);
e´sto es debido a la dina´mica del protocolo TCP en presencia de congestio´n
(aumento de la duracio´n de las conexiones ante la deteccio´n de pe´rdidas de
paquetes).
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4.4. Tasa de transferencia de las conexiones
Modelo regular: la tasa de transmisio´n se asume constante e igual para
todos los flujos (conexiones TCP).
La intermitencia del tra´fico sinte´tico obtenido a partir de este modelo
es inferior a la ofrecida por el caso no regular.
Modelo no regular: la tasa de transferencia difiere para cada conexio´n
TCP.
Este modelo se ajusta mejor a la traza real mediante una simple in-
speccio´n visual.
Para realizar una comparacio´n justa el valor de la tasa de transferencia
para el caso regular debe ser tal que la carga en bytes coincida para ambos
modelos.
En ambos modelos se asume que el proceso de llegadas es estacionario.
Los modelos estacionarios que sean capaces de capturar las caracter´ısticas
del tra´fico sera´n mucho ma´s sencillos de tratar anal´ıticamente que los mod-
elos no estacionarios, por lo que son la primera solucio´n a buscar; se deben
escoger intervalos de tiempo en los que la hipo´tesis de estacionariedad sea
razonable.
Las variables aleatorias que representan la duracio´n de la conexio´n y
el nu´mero de bytes transferidos tienen una cola de Pareto. En caso de ser
independientes, su cociente (tasa de transferencia) deber´ıa tener tambie´n
una cola de Pareto. Sin embargo la correlacio´n de ambas variables da lugar
a una distribucio´n con un cola menos pesada (variable aleatoria Weibull)2.
Matema´ticamente, la propiedad heavy-tailed de, por ejemplo, el tiempo
durante el que cada conexio´n individual genera paquetes de forma acti-
va, implica que la correlacio´n temporal de las versiones estacionarias de un
proceso de tasa de tra´fico individual X(m)i y (debido a la propiedad de adi-
tividad (4.1)) del proceso de tasa de tra´fico conjunto, X(m), decae de forma
hiperbo´lica (ma´s ra´pido que el decaimiento exponencial); e´sto es, exhiben
dependencia a largo plazo.
Ma´s precisamente, si r(m) = (r(m) : k ≥ 0) denota la funcio´n de correlacio´n
de la versio´n estacionaria del proceso de tasa de tra´fico conjunto X(m), en-
tonces la propiedad 4.5 implica dependencia a largo plazo.
Para todo m ≥ 1, r(m) satisface:
r(m)(k) ∼ ck2H−2 (4.7)
2Una caracter´ıstica destacable de la distribucio´n de Weibull es que no tiene una cola
tan pesada como para que su segundo momento no exista (aunque s´ı es ma´s pesada que
la de una variable aleatoria exponencial)
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donde H mide el grado de dependencia a largo plazo en X(m).
Se puede expresar el para´metro H en te´rminos del ı´ndice de cola 1 < α < 2:
H = (3− α)/2
Intuitivamente, la dependencia a largo plazo se manifiesta en periodos de
tasas de tra´fico mucho ma´s altas y mucho ma´s bajas que la media, in-
dependientemente de la escala de tiempo considerada. De hecho, para un
proceso estacionario en covarianza y media nula, la ecuacio´n 4.7 implica
auto-similitud asinto´tica de segundo orden, e´sto es, los procesos de tra´fico
conjunto X(m) tienen propiedades estad´ısticas de segundo orden ide´nticas
y ”parecen muy similares” para un nu´mero suficientemente alto de escalas
temporales. En otras palabras, la ecuacio´n (4.7) se mantiene si y solo si para
escalas de tiempo suficientemente grandes m1 y m2 se cumple que:
m1−H1 X
(m1) ∼ m1−H2 X(m2) (4.8)
donde H denota el para´metro de auto-similitud.
La capacidad de explicar la naturaleza auto-similar observada en el tra´fico
de datos agregado en te´rminos de las propiedades estad´ısticas de las conex-
iones individuales que constituyen el proceso de tasa de tra´fico conjunto,
demuestra que este comportamiento asinto´ticamente auto-similar es:
Una propiedad intr´ınsecamente aditiva (agregacio´n de N conexiones).
Es causado principalmente por las caracter´ısticas del
usuario/sesio´n/conexio´n (llegada de sesiones se distribuye segu´n
una variable aleatoria Poisson, la duracio´n de las conexiones se ajusta
a una distribucio´n heavy-tailed con varianza infinita, . . .).
Es independientes de la red (de los protocolos dominantes y los mecan-
ismos de control de congestio´n).
Para mantener la propiedad de auto-similitud en escalas de tiempo grandes
u´nicamente es necesario que la distribucio´n del nu´mero de paquetes o bytes
transmitidos en una conexio´n sea heavy-tailed con varianza infinita. La natu-
raleza estad´ıstica de la transmisio´n de paquetes individuales en una conexio´n
es irrelevante.
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4.5. Efecto de la pila de protocolos
Se demuestra que los mecanismos empleados por el protocolo de la capa
de transporte (control de congestio´n y fiabilidad de la comunicacio´n) son
factores importantes para mapear la distribucio´n heavy-tailed del taman˜o
de los documentos transferidos a la auto-similitud del tra´fico.
La auto-similitud del tra´fico observado en el nivel de enlace y en el nivel de
red es un feno´meno inducido, en parte influenciado por las acciones de la
capa de transporte, permitiendo una evaluacio´n intr´ınseca de la influencia y
el impacto de los protocolos de transporte en el rendimiento de la red.
La transmisio´n fiable y los mecanismos de control de flujo de TCP sir-
ven para preservar la estructura de dependencia a largo plazo,inducida por
la distribucio´n heavy-tailed del taman˜o de los ficheros transferidos, y trans-
ferirla al siguiente nivel de la pila de protocolos (nivel de enlace). E´sto se
manifiesta en un grado variabilidad alto en todas las escalas de tiempo.
Por su parte, si el servicio ofrecido en el nivel de transporte de la jerarqu´ıa
de protocolos no es fiable y no implementa ningu´n control de flujo (protocolo
UDP), el tra´fico exhibira´ un cara´cter auto-similar en escalas de tiempo del
orden de milisegundos.
El grado en el que el cara´cter heavy-tailed afecta a la auto-similitud se de-
termina comprobando co´mo el control de congestio´n es capaz de forjar una
fuente de tra´fico en un flujo de salida de media constante mientras se con-
serva la informacio´n.
Figura 4.1: Influencia del nivel de aplicacio´n en la auto-similitud del nivel
de enlace.
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4.6. Implicaciones de la auto-similitud en el
rendimiento
En este apartado se va a evaluar el rol de la pila de protocolos,
en particular, el protocolo de la capa de transporte para determinar el
rendimiento de la red suponiendo un tra´fico de entrada auto-similar.
Para ello, se toma una visio´n dual de la pila de protocolos, dividiendo su
funcionalidad en una capa de aplicacio´n y una capa de red/transporte,
agrupando las capas inferiores en el nivel de enlace. Tambie´n se van a
ignorar las subdivisiones ma´s finas de las capas que hay por encima del
nivel de transporte modela´ndolas como una simple entidad.
Los modelos de colas no son adecuados para predecir el rendimiento de
una red con tra´fico auto-similar. Con este tipo de tra´fico el retardo aumenta
y se requieren buffers de taman˜o mayor. Norros desarrollo´ un modelo basado
en el proceso FBM (fractional brownian motion) y un buffer de capacidad
infinita con un tiempo de servicio constante.
El siguiente resultado de la capacidad requerida para el buffer, es represen-
tativo de las implicaciones del tra´fico auto-similar para el rendimiento de la
red.
q =
ρ1/2(1−H)
(1− ρ)H(1−H)
donde H es el para´metro de Hurst. Para H=0.5 esta relacio´n se simplifica a
q = ρ/(1− ρ)
que es la capacidad requerida para un buffer de un sistema con tiempos
entre llegadas y tiempos de servicio que se distribuyen exponencialmente
Para un sistema con tiempo de servicio constante (M/D/1),
q =
ρ
(1− ρ) −
ρ2
2(1− ρ)
Aunque el nivel de utilizacio´n de la red, ρ, no sea alto, es necesario un
buffer de gran capacidad para tra´fico auto-similar. De aqu´ı se deriva una
consecuencia obvia para el disen˜o del buffer: para altos niveles de utilizacio´n
y presentando el tra´fico un cara´cter auto-similar, los requerimientos de
taman˜o del buffer sera´n muy distintos de los ana´lisis cla´sicos.
Algunos estudios anal´ıticos y emp´ıricos han demostrado que el tra´fico
auto-similar puede tener un impacto perjudicial en el rendimiento de la red:
1. Aumento del retardo.
2. Aumento de la tasa de pe´rdidas de paquetes.
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Desde la perspectiva de la teor´ıa de cola, una caracter´ıstica del tra´fico
dependiente a largo plazo es que la distribucio´n de la longitud de la cola
decae mucho ma´s lentamente que para las fuentes de tra´fico dependiente a
corto plazo que poseen un decaimiento exponencial.
Mientras que estos resultados indican que la provisio´n de calidad de servicio
(QoS) es un problema dif´ıcil en entornos donde el tra´fico de datos es auto-
similar, existen algunas v´ıas para mitigar los efectos de la auto-similitud.
En particular, una de las caracter´ısticas del tra´fico altamente auto-similar
es que, aumentando el ancho de banda de la red mejora el retardo ma´s
que en el caso en el que el tra´fico es de´bilmente auto-similar. De hecho, la
reduccio´n del retardo de paquetes a partir del ancho de banda aumentado es
mucho ma´s grande para tra´fico auto-similar que para tra´fico no auto-similar
cuando la capacidad de los buffers no es demasiado pequen˜a. E´sto sugiere
que, aunque reduciendo la capacidad del buffer se mejora el retardo en cola,
una alternativa posiblemente ma´s efectiva, es aumentar el ancho de banda.
En un entorno basado en UDP, el rendimiento (medido en te´rminos
de tasa de pe´rdida de paquetes y longitud media de cola) empeora dra´sti-
camente segu´n aumenta el grado de auto-similitud.
Si se emplea una comunicacio´n fiable v´ıa TCP, la tasa de pe´rdida de
paquetes (y de retransmisio´n) y el tiempo de transmisio´n de un fichero
empeora suavemente a medida que aumenta el valor de H. La excepcio´n es
la longitud media de la cola, que presenta el mismo crecimiento superlineal
que en el caso de la comunicacio´n no fiable. El suave empeoramiento de
las prestaciones de TCP bajo carga de tra´fico auto-similar supone un
incremento desproporcionado de la consumicio´n de espacio en el buffer.
4.7. Modelado estoca´stico de la dependencia a
largo plazo y las colas pesadas
.
Despue´s de haber estudiado los principales conceptos de la dependencia a
largo plazo y las distribuciones heavy-tailed, se consideran ahora los modelos
propuestos para capturar estos feno´menos en el contexto del tra´fico de red:
Modelos de ”caja negra”: intentan imitar las tendencias observadas en
los datos medidos sin capturar la naturaleza del tra´fico.
Modelos estructurales: intentan explicar las caracter´ısticas de los datos
observados empleando el conocimiento sobre el tra´fico.
El primero de ellos es criticado en la literatura de ingenier´ıa de red porque
los para´metros de estos modelos no esta´n relacionados con los para´metros
de la red, y por tanto no son fa´ciles de interpretar; en ningu´n caso sera´n
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u´tiles para propo´sitos de simulacio´n.
A partir de una traza de tra´fico se puede extraer gran cantidad de infor-
macio´n, que se puede utilizar en el disen˜o de modelos estructurales. Por
ejemplo, la cabecera de los paquetes TCP se puede utilizar para distinguir
sesiones individuales o informacio´n del nivel de aplicacio´n. Sin embargo, no
es posible describir completamente la complejidad de los datos utilizando
un modelo estructural, que significa que uno podr´ıa resort al modelado de
”caja negra.
Debido al taman˜o de las muestras que se manejan en el presente contex-
to de medidas Ethernet, es necesario un modelo sencillo debido al elevado
nu´mero de para´metros necesarios para disen˜ar un modelo verdaderamente
auto-similar.
Modelar, por ejemplo, la dependencia a largo plazo con la ayuda de procesos
ARMA es equivalente a aproximar una funcio´n de autocorrelacio´n que decae
hiperbo´licamente por una suma de exponenciales. Aunque siempre es posi-
ble, el nu´mero de para´metros necesarios tender´ıa a infinito a medida que el
taman˜o de la muestra aumentara, y resultar´ıa dif´ıcil dar una interpretacio´n
f´ısica de estos para´metros.
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Cap´ıtulo 5
Naturaleza fractal del tra´fico
IT UC3M
En este cap´ıtulo se va a presentar un estudio estad´ıstico de las
trazas coleccionadas en el segmento de red del departamento de Ingenier´ıa
Telema´tica, que conecta aproximadamente 70 sistemas, incluyendo esta-
ciones de trabajo UNIX y PCs.
5.1. Medidas de tra´fico
El sistema de monitorizacio´n utilizado para coleccionar los datos del
presente estudio registra todos los paquetes que circulan en el segmento de
red bajo estudio con sellos de tiempo precisos.
Figura 5.1: Escenario de la red de Ingenier´ıa Telema´tica
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Se puede establecer que los tiempos de observacio´n usados para medir el
tra´fico en la red TCP/IP son lo suficientemente grandes para afirmar que el
proceso estudiado corresponde a un proceso estacionario en sentido amplio
(WSS) dentro de los tiempos de medicio´n. Tambie´n es importante tener
en cuenta el concepto de carga de trabajo, es decir, la cantidad de trabajo
repartido a un sistema por la unidad de llegada ene´sima, y que existen
diferentes flujos de tra´fico segu´n los diferentes servicios que se proporcionen
en la red.
Para contextualizar este apartado se va a resumir brevemente el conjunto
de protocolos TCP/IP 1.
Capa de enlace: incluye el driver del dispositivo con el sistema operativo
y la interfaz de red correspondiente (de forma conjunta mantienen
todos los detalles hardware de la interfaz f´ısica con el cable).
Capa de red: mantiene el movimiento de los paquetes en la red.
Capa de transporte: provee un flujo de datos entre dos hosts.
Capa de aplicacio´n: mantiene los detalles de la aplicacio´n particular.
Para satisfacer el objetivo de este cap´ıtulo (ana´lisis estad´ıstico del tra´fico
de la red de Ingenier´ıa Telema´tica), se ha utilizado el analizador de proto-
colos tcpdump y un conjunto de filtros codificados en awk, que permiten
una interpretacio´n ma´s co´moda de la informacio´n de las trazas de tra´fico,
cuyo formato es el siguiente:
TIME SOURCE PORT DESTINATION PORT FLAG SEQNUM
19:52:7314 406.17.8.12.64826 723.65.19.6.www S 4256930:1256930(0)
19:52:7318 723.65.19.6.www 406.17.8.12.64826 S 768500:768500(0)
ack 4256931
19:52:7322 406.17.8.12.64826 723.65.19.6.www .
ack 768501 win 17520
19:52:7382 406.17.8.12.64826 723.65.19.6.www P 4293561:4257101(170)
ack 768501
1Sistema de 4 capas con diferentes protocolos en cada una de ellas.
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La captura de tra´fico se realizo´ el 25 de Marzo en la ma´quina
lm011.lab.it.uc3m.es (ubicada en el segmento de red bajo estudio) du-
rante 15 horas consecutivas (desde las 15:30 h. a las 06:30 h. del d´ıa 26).
El primer paso es filtrar el instante de llegada de cada unidad de tra´fico,
ejecutando la orden awk ’{print $1}’ siendo $1 el ı´ndice del campo de
seleccio´n. As´ı, se puede contabilizar en nu´mero de paquetes que han sido
transmitidos durante el periodo de monitorizacio´n.
En la siguiente tabla se presenta una clasificacio´n de los mensajes transmi-
tidos segu´n el protocolo de nivel superior (por encima del nivel de enlace).
Protocolo Nu´m. paquetes Porcentaje paquetes
TCP 170676 60.3602
UDP 517172 20.3397
ARP 163486 2.91345
ICMP 5476 1.33207
OTROS - 15.05
Tabla 5.1: Estad´ısticos de la tasa de paquetes transmitidos en distintas es-
calas de tiempo.
En el tiempo de ana´lisis se establecieron (y finalizaron) 423 conexiones
TCP, envia´ndose desde las ma´quinas de este entorno LAN hacia el exterior
(downstream) 49166456 bytes, y en sentido contrario (upstream), 684917.
El filtro que se escribe a continuacio´n calcula, a partir del instante
de llegada de cada unidad de tra´fico, la tasa de paquetes registrados en
cada intervalo de tiempo (su longitud var´ıa segu´n segu´n la escala).
Conviene especificar que la variable ”x” es un para´metro configurable y
depende del nivel de agregacio´n (escala de intere´s).
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{
if(variable == 0){
i++
variable=1
time_ref=$1
if(i==1)
time[i] =$1
else{
if(i>1){
if(time_ref - time[i-1] < 0){
contador++
i--
}
else{
contador++
time[i]=time_ref
}
}
}
}
else{
if (($1 - time_ref >= x) && ($1-time[i-1]>0)) {
print time_ref,contador/(x*100)
contador=0
variable=0
}
}
}
En las siguientes gra´ficas se representa la tasa de paquetes monitorizados
en diferentes escalas de tiempo (el estudio se realiza para diferentes niveles
de agregacio´n).
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En la siguiente tabla se recogen algunos valores de intere´s en la carac-
terizacio´n del throughput (tasa de paquetes transmitidos).
Escala de tiempo E[X] Var[X] Min[X] Max[X]
0.01 segundos 11.1909 125.237 9 1
0.1 segundos 2.75609 7.59604 9.9 0.1
1 segundo 1.70688 2.91345 9.93 0.01
10 segundos 1.33023 1.76952 9.892 0.002
100 segundos 1.15415 1.33207 8.9718 0.0042
Tabla 5.2: Estad´ısticos de la tasa de paquetes transmitidos en distintas es-
calas de tiempo.
La herramienta software tcp-reduce (cuyo co´digo fuente se encuentra
disponible en http://ita.ee.lbl.gov/html/contrib/tcp-reduce.html)
ha sido empleada para recopilar, de forma resumida, la informacio´n de las
conexiones TCP establecidas durante el periodo de monitorizacio´n. El con-
junto de scripts que componen esta herramienta requieren un formato bina-
rio del fichero de entrada (an˜adir la opcio´n -w en la ejecucio´n del analizador
de protocolos tcpdump). La informacio´n que proporciona la herramienta tcp-
reduce consiste en:
Timestamp: instante de tiempo en el que se establece la conexio´n TCP.
Duracio´n: tiempo transcurrido desde el establecimiento hasta la lib-
eracio´n de la conexio´n TCP.
Aplicacio´n: protocolo cuya informacio´n se encapsula en el paquete trans-
mitido
Bytes-US: nu´mero de bytes enviados hacia el exterior (internet).
Bytes-DS: nu´mero de bytes enviados hacia las ma´quinas de la red de
Ingenier´ıa Telema´tica .
Host-source: ma´quina que inicia el establecimiento de conexio´n.
Para recuperar cualquiera de estos datos en cada una de las conexiones basta
con ejecutar el comando awk ’{print $x}’ sobre el fichero que contiene el
resumen de la informacio´n, siendo x el ı´ndice de la seleccio´n.
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Para calcular la tasa de transferencia de las conexiones en sentidos as-
cendente y descendente se ejecuta el siguiente filtro awk:
{
#$4 si el sentido es ascendente y $5 si el sentido es descendente
if($2 != "?" && $4 != "?")
print ($4/$2)
}
El filtro que se escribe a continuacio´n, toma como entrada un fichero
con el instante de llegada de cada unidad de tra´fico y calcula el tiempo que
transcurre entre la llegada de dos paquetes (o conexiones TCP) consecutivos.
{
if(NR==1){
time_ref=$1
}
else{
resultado=$1-time_ref
if(resultado > 0){
i++
array[i]=resultado
print $1-time_ref
total=total+array[i];
}
time_ref=$1
}
}
Variable E[X] Var[X] Min[X] Max[X]
Duracio´n conexiones 76.9339 5918.83 99.0236 0.000102043
Bytes upstream 1201.52 1.44365e+06 10 985
Bytes downstream 17475.9 3.05407e+08 4 44429407
Tasa transferencia (downstream) 93799.7 8.7983+09 0.00327915 834824
Tasa transferencia (upstream) 2720.13 7.3991e+06 0.00357834 382267
Tiempo entre conexiones 7.51544 56.4819 0.000126839 9.99628
Tiempo entre paquetes 8,18673e−05 6,7022e−05 5.00679e-06 0.00019598
Tabla 5.3: Estad´ısticos generales para las conexiones TCP
Para calcular la media y varianza de las variables citadas anteriormente
(duracio´n de las conexiones, nu´mero de bytes transmitidos, tiempo entre
paquetes, tiempo entre conexiones, throughtput, . . .) se emplea el siguiente
filtro awk.
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{
i++
a[i]
total+=$1
}
END{
mean=total/NR
print("Media")
print(mean)
for (k=0; k<i; k++){
var=a[k+1]-mean
var=var*var
v=v+var
}
print("Varianza")
print(v/NR)
}
Aplicacio´n Nu´mero bytes US Porcentaje DS Nu´mero bytes DS Porcentaje US
www 247417 11.61 199820 0.40
imap 546663 1.98 5375 0.01
smtp 6628 0.096 18401 0.037
ftp 4200 0.061 612 0.0012
pop 27267 0.398 2368 0.0048
telnet 122 0.0017 76 1.54e-04
ssh 6016177 87.9 48939597 17.02
auth 743 0.010 207 4.2e-04
total 6849217 100 49166456 100
Tabla 5.4: Bytes (DS y US ) transmitidos durante el periodo de monitor-
izacio´n
Aplicacio´n Nu´mero conexiones Porcentaje conexiones
www 179 42.31
imap 27 6.38
smtp 24 5.67
ftp 24 5.67
pop 66 15.6
telnet 8 1.89
ssh 72 17.02
auth 23 5.43
total 423 100
Tabla 5.5: Conexiones TCP establecidas en el periodo de monitorizacio´n
El elevado porcentaje de conexiones del servicio ssh se debe al hecho de
que la monitorizacio´n cubre el periodo nocturno, horas en las que se realiza
una copia de seguridad de la informacio´n de las ma´quinas del segmento de
red analizado.
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Aplicacio´n Descripcio´n
Imap paquetes generados por el protocolo simple mail transfer protocol.
Smtp paquetes generados por el protocolo simple mail transfer protocol.
Ftp paquetes generados por el protocolo file transfer protocol (conexiones ftp-
control y conexiones ftp-data).
Pop paquetes generados por el protocolo post office protocolo.
Telnet paquetes generados por el protocolo remote terminal protocol.
Ssh paquetes generados por el protocolo remote terminal protocol.
Auth paquetes generados por el protocolo remote terminal protocol.
Proto paquetes generados por una coleccio´n de protocolos , incluyendo el protocolo
domain name service y el protocolo echo.
Tabla 5.6: Protocolos monitorizados
Figura 5.2: Jerarqu´ıa de protocolos TCP/IP
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A continuacio´n se representa gra´ficamente la funcio´n de distribucio´n de
probabilidad acumulada, F (x) y su versio´n complementaria Fc(x), de los
para´metros que intervienen en los modelos de teletra´fico.
Se puede comprobar que para el tiempo entre llegadas y la duracio´n de
las conexiones, la funcio´n de distribucio´n de probabilidad acumulada corre-
sponde a la de una variable aleatoria heavy-tailed, en la que el valor de α
pertenece al intervalo [1.157 - 1.43] (varianza infinita). Sin embargo, para
caracterizar la tasa de transferencia (en cualquiera de los dos sentidos), se
debe emplear la distribucio´n estad´ıstica Weibull (cola menos pesada que la
de la distribucio´n de Pareto).
Con el objetivo de implementar la funcio´n F (x) se codifica el siguiente
filtro awk. Para obtener la versio´n complementaria, Fc(X), se ejecuta el
comando sort - r.
{
i++
if(NR ==1) {
mayor=$1
menor=$1
}
else{
if($1<menor)
menor =$1
if($1>mayor)
mayor =$1
}
array[i]=$1
}END{
intervalo =0.01
variable = menor;
print 0
while (variable <= mayor){
for (contador=1; contador<=i; contador++){
if(array[contador]<=variable){
cuenta++
}
}#fin del for
print cuenta/NR
cuenta=0
variable=variable+intervalo
if(variable > mayor)
variable=mayor
}#fin del while
}
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Figura 5.3: cdf (cumulative distribution function) y ccdf (complementary
cumulative distribution function) del tiempo entre conexiones TCP.
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Figura 5.4: cdf (cumulative distribution function) y ccdf (complementary
cumulative distribution function) de la duracio´n de las conexiones TCP.
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scendente.
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5.2. Evaluacio´n de los estimadores sobre las trazas
de tra´fico
En las siguientes figuras se presenta la representacio´n gra´fica de tres
estimadores del para´metro de Hurst en cada una de las escalas de intere´s en
este estudio:
1. Estimador VT (variance-time plot).
2. Estimador RS (rescaled adjusted range).
3. Estimador IDC (index dispersion counts).
Para llevar a cabo este proceso de estimacio´n se han utilizado tres progra-
mas codificados en C (disponibles en ftp://ftp.ics.uci.edu/pub/duke/
self-similar/), que implementan los algoritmos descritos en el cap´ıtulo 3.
5.2.1. Variance-time plot
La ejecucio´n del programa variance.c requiere los siguientes para´metros:
Fichero de entrada: se debe especificar el sello de tiempo y la tasa de
paquetes registrados en el intervalo k-e´simo (su longitud depende de
la escala de observacio´n).
Unidad de tiempo: es el intervalo de medida por muestra (1 segundo).
Logaritmo decimal del primer nivel de agregacio´n considerado (t´ıpica-
mente es 0).
Logaritmo decimal del u´ltimo nivel de agregacio´n considerado.
Nu´mero de puntos en la gra´fica entre las escalas logar´ıtmicas.
Con esta cantidad y los dos para´metros anteriores, quedan definidos
los l´ımites de los niveles de agregacio´n (en escala logar´ıtmica) 2.
El resultado de la estimacio´n se guarda en un fichero (igual nombre que
el fichero de entrada y extensio´n vt), cuyo formato es:
i V
siendo i el ı´ndice de agregacio´n y V la varianza muestral.
2Se calcula la varianza muestral de los procesos asociados a estos niveles de agregacio´n.
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5.2.2. R/S plot
El programa que implementa este algoritmo, rslog.c, requiere los mismos
para´metros que el programa anterior.
Durante el proceso de estimacio´n se crea un fichero temporal (igual nombre
que el fichero de entrada y extensio´n xj ) cuyo formato es:
n X¯(n) ¯V ar[X(n)]
El fichero de salida (igual nombre que el fichero de entrada y extensio´n rs)
almacena el valor del estad´ıstico R/S de los procesos asociados a cada nivel
de agregacio´n.
5.2.3. Index dispersion counts
La ejecucio´n de este programa idc.c requiere los siguientes para´metros:
Fichero de entrada: se debe especificar el sello de tiempo y la tasa de
paquetes registrados en el intervalo k-e´simo (su longitud depende de
la escala de observacio´n).
Logaritmo decimal del primer intervalo L (t´ıpicamente es 0).
Logaritmo decimal del u´ltimo intervalo L considerado.
Nu´mero de puntos en la gra´fica entre las escalas logar´ıtmicas.
Con esta cantidad y los dos para´metros anteriores, quedan definidos
la longitud de cada intervalo L (en escala logar´ıtmica).
El fichero de salida (igual nombre que el fichero de entrada y extensio´n idc)
almacena el valor de la funcio´n IDC para cada valor de L. Las figuras que se
presentan a continuacio´n son la representacio´n gra´fica (en escala logar´ıtmica)
de las relaciones que permiten estimar el valor del para´metro de Hurst Ĥ :
logV ar(X(m)) ∼ −βlog(m)
logR/S(d) ∼ Hlog(d)
logIDC(m) ∼ 2H − 1log(m)
siendo m, d el nivel de agregacio´n considerado.
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Figura 5.7: Nivel de agregacio´n 100 segundos
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Figura 5.8: Nivel de agregacio´n 10 segundos
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Figura 5.9: Nivel de agregacio´n 1 segundo
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Figura 5.10: Nivel de agregacio´n 0.1 segundos
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Figura 5.11: Nivel de agregacio´n 0.01 segundos
La nube de puntos que resulta despue´s de aplicar cada uno de los es-
timadores, es aproximada por una recta mediante la te´cnica de mı´nimos
cuadrados. El valor de la pendiente de estas rectas se pesenta en la tabla
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Escala de tiempo Pte recta VT Pte recta RS Pte recta IDC
100 segundos 0.1341 0.487 0.118
10 segundos -0.8184 0.527 0.1206
1 segundos -0.7902 0.613 0.1384
0.1 segundos -0.7755 0.6568 0.163
0.01 segundos -0.7759 0.6537 0.1694
Tabla 5.7: Valores de la pendiente de la recta que aproxima (mediante la
te´cnica de mı´nimos cuadrados) la nube de puntos de la estimacio´n
5.8.
Escala de tiempo ĤV T ĤRS ĤIDC
100 segundos 0.5936 0.487 0.559
10 segundos 0.5908 0.527 0.5603
1 segundos 0.6049 0.6613 0.5692
0.1 segundos 0.6122 0.6568 0.5815
0.01 segundos 0.6120 0.6537 0.5847
Tabla 5.8: Valores estimados de H (Ĥ)
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Cap´ıtulo 6
Generacio´n de tra´fico fractal
Los modelos de tra´fico fractal presentan serias dificultades a la hora
de resolver de forma anal´ıtica problemas de dimensionamiento de enlaces,
taman˜os de buffers, te´cnicas de control de admisio´n,. . .. Generalmente estos
modelos permiten poner de manifiesto factores que pueden ser la causa de
las diferentes caracter´ısticas de los procesos de tra´fico reales. Ante la dificul-
tad de resolver anal´ıticamente los sistema de intere´s se recurrira´ a trazas de
tra´fico generadas en base al modelo, con las mismas caracter´ısticas princi-
pales que el tra´fico real, que permitan poner a prueba los sistemas o realizar
extensivos estudios nume´ricos.
En este cap´ıtulo se van a presentar varias te´cnicas existentes de gen-
eracio´n de tra´fico segu´n un proceso FGN.
1. Considerar un proceso R(t) en el que la duracio´n de los periodos on/off
siga una distribucio´n de cola pesada (Pareto)
El proceso Sn(t) se obtiene despue´s de multiplexar n instantes inde-
pendientes del proceso R(t), donde Sn(t) es el nu´mero de procesos R(t)
que esta´n en el periodo ON en el instante t. La serie temporal Sn(t)
es asinto´ticamente auto-similar.
2. Considerar un modelo de colas M/G/∞
La llegada de unidades de tra´fico sigue una distribucio´n de Poisson y el
tiempo de servicio sigue una distribucio´n de cola Pesada con varianza
infinita. En este modelo Xt es el nu´mero de ı´tems en el sistema en
cada instante t; Xt es asinto´ticamente auto-similar.
3. ”Random Midpoint displacement” (RMD)
Este me´todo subdivide progresivamente un intervalo. En cada divisio´n
se utiliza un desplazamiento gaussiano para determinar el valor de la
observacio´n en la mitad del subintervalo.
La auto-similitud viene por la apropiada escala de la varianza del de-
splazamiento. Este me´todo resulta atractivo porque es ra´pido y se
puede utilizar para interpolar una traza auto-similiar entre observa-
ciones hechas en una escala de tiempo grande.
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4. Calcular coeficientes de onda correspondientes a una transformada de
ondas de FBM
Los coeficientes son usados con una transformacio´n inversa de ondas
para normalizar la traza de FBM. Este me´todo es so´lo aproximado
porque los coeficientes de onda no son independientes pero es dif´ıcil
capturar su interdependencia.
5. Utilizar una aproximacio´n a la definicio´n de FBM
En vez de calcular para cada nuevo punto la contribucio´n correlacional
de los puntos previos (definicio´n de procesos FBM), se computa so´lo
la contribucio´n agregada. La aproximacio´n puede producir n puntos
en un tiempo O(n) en vez de O(n2).
La mayor´ıa de los me´todos de s´ıntesis requieren mucho tiempo de CPU,
a excepcio´n del me´todo RMD, que es bastante ra´pido.
6.1. Algoritmo FFT
6.1.1. Estimador Whittle
Un problema clave cuando se estudian las muestras de los procesos auto-
similares es estimar el para´metro de Hurst, para´metro H. A continuacio´n se
va a repasar el estimador de Whittle, porque algunas de las propiedades de
los procesos FGN sobre el que se basa son tambie´n utilizadas por el me´todo
de s´ıntesis FGN, y porque una aproximacio´n clave utilizada por el me´todo
puede utilizarse tambie´n para evaluar ra´pidamente el estimador Whittle.
{xt} es una muestra de un proceso auto-similar X del que son conocidos
todos los para´metros excepto la varianza y el para´metro H.
f(λ,H) denota el espectro de potencia de X cuando se normaliza para tener
varianza 1, e I(λ) es el periodogram (espectro de potencia estimado a partir
de la transformada de Fourier de {xt}).Entonces para estimar H, se busca
un Ĥ que minimiza:
g(Ĥ) =
∫ pi
−pi
I(λ)
f(λ; Ĥ)
dλ (6.1)
Si {xt} tiene longitud n, entonces la integral anterior se convierte en una
suma discreta sobre las frecuencias:
λ =
2pi
n
,
4pi
n
, . . . ,
2(n− 1)pi
n
La forma de este estimador se debe a que el periodograma I(λ) son
asinto´ticamente independientes y exponencialmente distribuidas con media
f(λ;H).
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Junto con el estimador se puede calcular σ2H , su varianza:
σ2H = 4pi[
∫ pi
−pi
(
logf(ω)
H
)2dω]−1
Cuando se sintetizan muestras de tra´fico auto-similares, se puede utilizar el
estimador Whittle junto con σ2H para determinar si Ĥ es una aproximacio´n
aceptable de H.
El estimador Whittle no es un test para comprobar si una muestra de una
serie temporal es dependiente a largo plazo, es un estimador de H, asumiendo
que el espectro de potencia del proceso subyacente corresponde a f(λ;H).
6.1.2. Me´todo FFT (Fast Fourier Transform)
En este apartado se presenta un me´todo basado en la transformada de
Fourier discreta en el tiempo (DTFT) para sintetizar muestras del proceso
FGN (Fractional Gaussian Noise).
La implementacio´n del me´todo es tanto ma´s ra´pida que las te´cnicas exis-
tentes y genera muestras que en la mayor´ıa de los casos son indistinguibles
de un proceso FGN real, utilizando te´cnicas estad´ısticas. En particular, el
me´todo FFT es menos parcial que el me´todo RMD (el otro algoritmo ma´s
ra´pido que se va a estudiar).
La estrategia detra´s de este me´todo consiste en construir una secuencia
de nu´meros complejos zi correspondientes al espectro de potencia del
proceso; {zi} es una muestra del proceso en el dominio de la frecuencia.
Se puede utilizar una transformada de Fourier inversa para obtener {xi},
contrapartida de {zi} en el dominio del tiempo.
La serie {xi} tiene (por construccio´n) el espectro de potencia del proceso
FGN. Debido a que la funcio´n de autocorrelacio´n y el espectro de potencia
forman una pareja Fourier, la funcio´n de autocorrelacio´n de la serie {xi}
tiene las mismas caracter´ısticas que la del proceso FGN.
La dificultad de esta aproximacio´n radica en el ca´lculo exacto de f(λ,H) y
en encontrar la secuencia {zi} correspondiente al espectro de potencia FGN.
No existe ninguna razo´n a priori para asumir que zi son independientes, y
capturar su interdependencia puede resultar dif´ıcil.
La transformada de Fourier discreta en el tiempo (DTFT) y su inver-
sa pueden ser ra´pidamente calculadas utilizando el algoritmo Fast Fourier
Transform (FFT). Por tanto el me´todo que se presenta es un me´todo FFT
de s´ıntesis de ruido gaussiano fractal (muestras de un proceso FGN). Los re-
sultados del me´todo son FGN en sentido estricto pero s´ı en sentido efectivo,
e´sto es, son indistinguibles (utilizando los tests estad´ısticos actuales) de las
muestras de un proceso estoca´stico FGN. Por tanto, para propo´sitos pra´cti-
cos las muestras pueden considerarse FGN con un alto grado de confianza.
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En l´ınea con este argumento existen cuatro tests que una muestra del proceso
FGN debe superar:
1. Una representacio´n variance-time plot deber´ıa mostrar que, si la mues-
tra es agregada por un factor de m, la varianza de la versio´n agregada
decae con una velocidad de m−β, donde β = 2(1 − H). E´ste es un
test heur´ıstico en el sentido de que las propiedades estad´ısticas de es-
tas gra´ficas no se conocen, pero resulta de gran utilidad porque se
evidencia el cara´cter intermitente de la muestra a distintas escalas de
tiempo.
2. El test de bondad de ajuste de Beran para la dependencia a largo plazo
debe indicar que la muestra es consistente con este feno´meno.
3. Estimador Whittle debe producir una estima de H, Ĥ consistente con
el verdadero valor de H utilizado para generar la muestra.
4. La distribucio´n marginal de la muestra debe ser normal o muy cercana
a la normal, ya que corresponde a un proceso gaussiano. E´sto puede
ser comprobado utilizando el test Anderson-Darling.
El test de Beran y el estimador Whittle esta´n relacionados de forma compleja
con el espectro de potencia del proceso estimado. Para un proceso FGN, el
espectro de potencia es:
f(λ;H) = A(λ;H)[|λ|−2H−1 +B(λ;H)] (6.2)
para 0 < H < 1 y −pi < λ < pi, donde
A(λ;H) = 2sin(piH)Γ(2H + 1)(1− cosλ)
B(λ;H) =
∞∑
j=1
[(2pij + λ)−2H−1 + (2pij − λ)−2H−1] (6.3)
La principal dificultad con el uso de la ecuacion 6.2 para calcular el espectro
de potencia es la suma infinita en la expresio´n de B(λ;H), que se va a
aproximar como sigue a continuacio´n:
B(λ;H) ∼ ad1 + bd1 + ad2 + bd2 + ad3 + bd3 +
ad
′
3 + b
d′
3 + a
d′
4
8Hpi
(6.4)
donde
d = −2H − 1
d′ = −2H
ak = 2kpi + λ
bk = 2kpi − λ
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Se define f(λ;H) como la aproximacio´n de la ecuacio´n 6.2 obtenida utilizan-
do la simplificacio´n 6.3 para B(λ;H). Las entradas del me´todo FFT son H
(para´metro Hurst deseado) y n (nu´mero par de observaciones de la muestra
sinte´tica). El me´todo procede como sigue:
Construir una secuencia de valores {f1, . . . , fn/2}, donde fj =
f(2pijn ;H), correspondiente al espectro de potencia de un proceso FGN
para frecuencias de 2pi/n a pi.
Modificar cada {fi} multiplica´ndola por una variable aleatoria expo-
nencial de media 1. Esta secuencia modificada es {f̂i}. E´sto se hace
porque cuando se estima el espectro de potencia del proceso utilizando
el periodograma de una muestra, la potencia estimada para cada fre-
cuencia esta´ distribuida asinto´ticamente como una variable aleatoria
exponencial con media igual a la potencia actual.
Una cuestio´n referente a la precisio´n del me´todo es el grado con el que
este resultado asinto´tico puede ser aplicado a un espectro de potencia
finito sin comprometer la propiedad de auto-similitud.
Construir {z1, . . . , zn/2}, una secuencia de valores complejos tal que
|zi| =
√
f̂i y la fase de zi esta´ uniformemente distribuida entre 0 y
2pi. La te´cnica de aleatorizacio´n de la fase preserva el espectro de po-
tencia (y por tanto la funcio´n de autocorrelacio´n) correspondiente a
{f̂i}, pero asegura que las muestras generadas utilizando el me´todo
sera´n independientes.E´sto tambie´n hace que la distribucio´n marginal
del resultado sea normal, un requisito para el proceso FGN, y tambie´n
para aplicar el procedimiento Whittle utilizando una expresio´n para
f(λ;H) correspondiente al espectro de potencia FGN.
Una cuestio´n es por que´ la aleatorizacio´n de la fase lleva a un proce-
so gaussiano (se verifica que la ausencia de aleatorizacio´n de la fase
supone un proceso no gaussiano). Esta te´cnica hace que las compo-
nentes de las distintas frecuencias sean independientes, cuando los cor-
respondientes senos y cosenos se suman en el ca´lculo de la operacio´n
de la transformada inversa de Fourier, el proceso se ajusta con una
versio´n del teorema central del l´ımite probado por Lindeberg. Este
teorema establece que si se suman variables aleatorias independientes
y distribuidas de forma diferente, la suma converge a una distribucio´n
normal, que es el objetivo.
La condicio´n de Lindeberg requiere que las varianzas de las diferentes
distribuciones sean pequen˜as en comparacio´n con la suma total. Si e´sto
se verifica, entonces el teorema explica por que´ la te´cnica de aleator-
izacio´n lleva a una distribucio´n marginal normal.
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Construir {z′0, . . . , z′n−1}, una versio´n expandida de {z1, . . . , z/n/2}:
z′j =
{
0 si j = 0 zj si 0 < j < n/2 zj/zn−j si n/2 < j < n
donde zn−j denota el complejo conjugado de zn−j .
{z′j} es el espectro de potencia utilizado para construir {zi} pero
porque e´sto es sime´trico sobre z′n/2 e´sto ahora corresponde a la trans-
formada de Fourier de una sen˜al de un valor real.
Transformada inversa de Fourier {z′j} para obtener la muestra FGN
aproximada {xi}.
El me´todo FFT (Fast Fourier Transform) no es una respuesta final a la
simulacio´n de la auto-similitud en el tra´fico de red, simplemente es un punto
de partida.
6.2. Algoritmo RMD
El objetivo de este algoritmo (random midpoint displacemente) es gener-
ar una traza FBM en el intervalo de tiempo [0, T]. Para ello se va a subdividir
el intervalo [0,T] recursivamente y se van a calcular los valores del proceso
en el punto medio.
Se va a suponer un tra´fico auto-similar en el intervalo [0, T ] con coeficiente
de muestreo n, donde T = 2n.
Pasos del algoritmo RMD:
1. Generar tra´fico acumulado en los instantes t = 0 y t = T para el
intervalo de tiempo [0, T ].
2. El tra´fico en el punto medio t = T2 es generado de acuerdo con unos
estad´ısticos (que se indicara´n), obtenie´ndose dos subintervalos - [0,T2 ]
y [T2 ,T].
3. Generar tra´fico para los puntos t=T4 y t =
3T
4 . Sobre este paso se van
a realizar N iteraciones.
La regla para generar tra´fico en el punto medio, Z( (a+b)2 ), segu´n el valor
del tra´fico en los puntos extremos, Z(a) y Z(b), se basa en la aproximacio´n
FBM. Espec´ıficamente, algunos autores han descubierto que el desplaza-
miento del punto medio, ZRMD =
Z(
(a+b)
2
)−[Z(a)+Z(b)]
2 , es independiente de
Z(a) y Z(b) y que se distribuye segu´n una funcio´n gaussiana de media nula
si Z(t) es un proceso FBM.
El algoritmo RMD utiliza una secuencia de variables aleatorias
gaussianas independientes y las toma con la escala adecuada como un
desplazamiento para ajustar el tra´fico en cada punto medio.
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Figura 6.1: Ilustracio´n de las tres primeras iteraciones del algoritmo RMD
Figura 6.2: Relacio´n entre Z((a+b)/2), Z(a), Z(b) y ZRMD
La varianza del desplazamiento del punto medio se determina a partir
de la siguiente derivacio´n.
V ar[ZRMD] = V ar[Z(
a+ b
2
)− Z(a) + Z(b)
2
] =
1
4
V ar[(
Z(a+ b)
2
− Z(a))− (Z(b)− Z(a+ b
2
))] =
1
4
(V ar[Z(
a+ b
2
)−Z(a)]+V ar[Z(b)−Z(a+ b
2
)]−2Cov[Z(b)−Z(a+ b
2
), Z(
a+ b
2
)−Z(a)]) =
1
4
[(
b− a
2
)2H + (
b− a
2
)2H − 2(22H−1 − 1)(b− a
2
)2H ] = (1− 22H−2(b− a
2
)2H
Por tanto, para la k-e´sima iteracio´n, la varianza del desplazamiento del punto
medio es igual a:
2−2kH(1− 22H−2)T 2H
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La traza FBM generada con el algoritmo RMD puede ser interpretada
como el proceso acumulativo de llegadas A(t).
A(t) =M(t) +
√
aMZ(t) (6.5)
donde M es la tasa media, y a es el factor de variabilidad definido como la
relacio´n de la varianza y el nu´mero medio de paquetes por unidad de tiempo.
El proceso de incrementos (a veces denotado como proceso de tasa), da el
nu´mero de llegadas por unidad de tiempo desde t a t+1.
A[t, t+ δt] =Mδt+
√
aM [Z(t+ δ)− Z(t)]
La entrada a la generacio´n de A(t) incluye M, a, y H, resultando en un
modelo de tra´fico parsimonioso de tres para´metros. Las ventajas de utilizar el
algoritmo RMD para la generacio´n de tra´fico auto-similar son: simplicidad,
eficiencia y rapidez.
Sus desventajas son:
1. Sintetizar a priori del tra´fico deseado.
2. Imprecisio´n del para´metro H resultante del tra´fico sinte´tico.
Normalmente la estimacio´n del para´metro H es superior a su valor
real (ver cap´ıtulo 3) cuando e´ste pertenece al intervalo [0,5 − 0,75], e
inferior cuando el valor deseado es mayor que 0.75.
3. El valor de A[t,t + δt] tiene que ser no-negativo; sin embargo, los re-
sultados de la simulacio´n (que representan el nu´mero de llegadas por
unidad de tiempo) pueden ser negativos, siendo necesario truncar la
salida. E´sto contribuye a la imprecisio´n en el para´metro H resultante.
El programa implementa este algoritmo para simular la realizacio´n del
proceso estoca´stico FBM (FBM (fractional brownian motion)). Aunque este
programa esta´ escrito para un proceso FBM se puede convertir para simular
cualquier proceso gaussiano cambiando las matrices de covarianza.
6.3. Modelo ON/OFF
El modelo de fuentes on/off, tambie´n llamado packet train source model,
sirve para capturar las rafagas en el flujo de paquetes. Este me´todo es par-
ticularmente atractivo porque evidencia el comportamiento de las fuentes
de tra´fico Ethernet.
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Se supone un conjunto de fuentes que alternan periodos on/off y que
exhiben el efecto ”Noah” (s´ındrome de varianza infinita). El periodo on es
aquel en el se transmite informacio´n a velocidad constante y el periodo off
corresponde al tiempo entre transmisiones.
Figura 6.3: Renewal reward process
El efecto ”Noah”garantiza que cada fuente exhibe caracter´ısticas que
cubren un amplio rango de escalas temporales y se puede describir uti-
lizando distribuciones con varianza infinita. Matema´ticamente se utilizan
distribuciones heavy-tailed (de cola pesada) para incluir el efecto ”Noah”.
Para todas las fuentes los periodos on/off son independientes e ide´ntica-
mente distribuidos. Asimismo las secuencias de estos periodos son indepen-
dientes unas de las otras, por tanto no existe una alternancia estricta entre
ellos. La distribucio´n estad´ıstica de estos periodos puede tener varianza fini-
ta o infinita.
El modelado tradicional de tra´fico asume que la varianza de las distribu-
ciones de los periodos on/off es finita, por lo que la superposicio´n de muchas
fuentes equivale a ruido blanco; el flujo de tra´fico agregado no presenta cor-
relacio´n a largo plazo.
6.3.1. Fuentes homoge´neas
En primer lugar se va a suponer la existencia de una sola fuente y la
atencio´n se va a centrar en la serie de tiempo estacionaria W (t), t ≥ 0 aso-
ciada.
W(t)=1: en el instante t se transmite informacio´n.
W(t)=0: en el instante t no se env´ıa ningu´n paquete.
La serie W(t) toma el valor 1 durante el periodo on y el valor 0 durante el
periodo off. Cuando so´lo existe una fuente los periodos on/off son estricta-
mente alternantes.
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Los periodos on puede seguir diferentes diferentes distribuciones estad´ısticas
pero siempre van a ser independientes.
Ahora se va a suponer la existencia de M fuentes i.i.d (independientes e
ide´nticamente distribuidas). Cada una de ellas env´ıa su propia secuencia de
paquetes, por tanto se asocia a una serie Wm(t), t ≥ 0 diferente.
La superposicio´n o cuenta acumulada de paquetes en el instante t es:
M∑
m=1
W (m)(t)
Rescalando el tiempo por un factor T, la cuenta de paquetes acumulados en
el intervalo [0,T] es:
W ∗M (Tt) =
∫ Tt
0
(
M∑
m=1
W (m)(t))du
Es de gran intere´s el comportamiento estad´ıstico del proceso estoca´stico
W ∗M (Tt), t ≥ 0 para un nu´mero muy elevado de fuentes y un periodo de
tiempo grande. Este comportamiento depende de las distribuciones de los
periodos de ON y OFF.
A partir del modelo FBM para el tra´fico de paquetes agregado acumulado,
(equivalentemente, modelo FGN para el tra´fico agregado) se quiere elegir
una distribucio´n de tal forma que, para M → ∞ y T → ∞, W ∗M (Tt) ade-
cuadamente normalizado sea σlimBH(t), t ≥ 0, donde σlim es una constante
positiva finita y BH(t) es el proceso estoca´stico FBM.
FBM es un proceso estoca´stico con media nula, incrementos estacionarios.
Su funcion de covarianza es:
E[BH(s)BH(t)] =
1
2
(s2H + t2H − |s− t|2H)
Los procesos Fractional gaussian noise (FGN) corresponden a los incremen-
tos Gj = BH(j)−BH(j − 1) ∀j ≥ 0. Su funcio´n de covarianza es:
E[GH(j)GH(j + k)] ∼ H(2H − 1)k2H−2 k →∞
donde ak ∼ bk significa akbk → 1 a medida que k se aproxima a ∞.
El decaimiento de la covarianza segu´n una ley de potencia caracteriza la
dependencia a largo plazo, long range dependence. Cuanto ma´s alto es el
valor de H ma´s lento es el proceso de decaimiento.
Para especificar la distribucio´n estad´ıstica de los periodos on/off
f1(x), F1(x) =
∫ x
0
f1(u)du, F1c = 1− F1(x)
µ1 =
∫ ∞
0
xf1(x)dx, σ2 =
∫ ∞
0
(x− µ1)2f1(x)dx
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denota la funcio´n de densidad de probabilidad, la funcio´n de distribucio´n
acumulada, la distribucio´n complementaria, la longitud media y la covar-
ianza de un periodo on y f2, F2, F2c, µ2, σ22 son las correspondientes a un
periodo off.
Se asume que cuando x→∞
F1c(x) ∼ l1x−α1L1(x) 1 < α1 < 2 o σ21 <∞
y
F2c(x) ∼ l2x−α1L2(x) 1 < α2 < 2 o σ22 <∞
lj > 0 es una constante y Lj > 0 es una funcio´n tal que limx→∞
Lj(tx)
Lj(x)
=
1 ∀t > 0.
La media µj es siempre finita pero la varianza σ2j es infinita cuando αj < 2.
Por ejemplo, Fj podr´ıa ser Pareto, Fjc(x) = kαjx−αj ∀x ≥ k ≥ 0, 1 <
αj < 2 e igual a 0 para x < k, o podr´ıa ser exponencial.
Para establecer el resultado principal es necesario introducir la notacio´n
utilizada.
Cuando 1 < αj < 2, aj = lj(Γ(2− αj))/(αj − 1).
Cuando σ2j < ∞, αj = 2 Lj = 1 y aj = σ2j . Los factores de normal-
izacio´n y las constantes de l´ımite dependen de si
Λ = limt→∞tα2−α1
L1(t)
L2(t)
es finita, infinita o nula.
Si 0 < Λ <∞, αmin = α1 = α2,
σ2lim =
2(µ22a1Λ + µ
2
1a2)
(µ1 + µ2)3Γ(4− αmin) , L = L2
Si Λ = 0 o Λ =∞
σ2lim =
2µ2maxamin
(µ1 + µ2)3Γ(4− αmin) , L = Lmin
min es el ı´ndice 1 si Λ = ∞ (si α1 < α2) y es el ı´ndice 2 si Λ = 0, max
denota el otra ı´ndice.
Teorema 1 Para valores grandes de M y T, el proceso agregado y acumu-
lado de paquetes WM (tT )∗ se comporta estad´ısticamente como:
TM
µ1
µ1 + µ2
t+ TH
√
L(T )MσlimBH(t) (6.6)
donde H = (3− αmin)/2.
Ma´s concretamente,
ζlimT→∞ζlimM→∞T−HL−1/2(T )M−1/2〈W ∗M (tT )−TM
µ1
µ1 + µ2
t〉 = σlimBH(t)
donde ζlim significa convergencia en el sentido de distribuciones de dimen-
sio´n finita.
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Heur´ısticamente, el teorema 6.6 establece que el factor TM(µ1/(µ1 + µ2))t
provee la principal contribucio´n para grandes valores de M y T. Las fluc-
tuaciones alrededor de este nivel son dadas por σlimBH(t) escalado por el
factor THL(T )1/2M1/2.
Es esencial que los l´ımites sean desarrollados en el orden indicado.
1 < αmin < 2 implica 12 < H < 1, dependencia a largo plazo. Por tanto,
el principal ingrediente para obtener un para´metro H mayor de 0.5 es la
propiedad heavy-tailed de los periodos on/off ; e´sto es, una cola hiperbo´lica
(decaimiento segu´n una ley de potencia) para las distribuciones estad´ısticas
de estos periodos con α entre 1 y 2.
Fjc ∼ ljx−αjLj(x) x→∞, 1 ≤ αj ≤ 2
6.3.2. Comprobando el efecto ”Noah”
A continuacio´n se van a presentar las te´cnicas utilizadas para determinar
la presencia o ausencia del efecto ”Noah” para los periodos on/off derivados
del tra´fico de datos generado por las fuentes individuales o los pares fuente-
destino. En el caso donde los datos son consistentes con el efecto ”Noah”,
estas te´cnicas constituyen procedimiento ra´pidos para estimar la intensidad
α de tal efecto. Para determinar la presencia o ausencia del efecto ”Noah”
en un conjunto de datos, se aplica logaritmo a ambos lados de la relacio´n
anterior, obteniendo:
logFjc(x) ∼ log(lj)− αjlog(x) x→∞ 1 < αj < 2 (6.7)
La funcio´n de distribucio´n complementaria de una muestra que presumi-
blemente se ha obtenido de una distribucio´n que exhibe colas hiperbo´licas,
resulta en una l´ınea aproximadamente recta para valores altos de x, con una
pendiente de −α,1 < α < 2. Para ilustrar la efectividad de esta te´cnica
aplicada a los datos de tra´fico de la subred del departamento de Ingenier´ıa
Telema´tica, se va a centrar la atencio´n en un par fuente-destino (otros pro-
ducen resultados similares).
Un me´todo estad´ısticamente ma´s riguroso para estimar la intensidad del
efecto ”Noah” es conocido como estimador de Hill.
U1, U2, . . . , Un denotan los periodos on y U(1) < U(2) < . . . < U(n) corre-
sponde a sus estad´ısticos.
αn =
(
1
k
∑
i=0
i = k − 1
(
logU(n−i) − logU(n−k)
))−1
(6.8)
donde la eleccio´n de 1 < k ≤ n indicas cua´ntas observaciones grandes entran
en el ca´lculo de la fo´rmula.
La representacio´n gra´fica del estimador Hill es una funcio´n de k (para un
amplio rango de valores). Si el comportamiento de los datos es consistente
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con la ecuacio´n 6.8, la representacio´n var´ıa considerablemente para pequen˜os
valores de k, pero se estabiliza a medida que se van incluyendo los datos de
la cola de la distribucio´n.
Un comportamiento en l´ınea recta para pequen˜os valores de x en la gra´fica
de la funcio´n complementaria corresponde a una regio´n de k valores donde el
estimador Hill queda estable. En ausencia de este comportamiento lineal, la
estima Hil continuara´ decreciendo a medida que k aumenta, un fuerte indicio
de que los datos no son consistentes con la asuncio´n de cola hiperbo´lica.
Aunque se conocen muchas propiedades teo´ricas del estimador Hill, e´stas
requieren asunciones extra sobre la distribucio´n subyacente que no se pueden
verificar en la pra´ctica. Es especialmente cierto para la propiedad de normal-
idad asinto´tica del estimador Hill, que se utiliza para computar intervalos
de confianza.
Por este motivo se van a elegir heur´ısticos para especificar rangos en el es-
timador Hill, no intervalos de confianza que son exactos teo´ricamente pero
suponen condiciones que no se pueden verificar para el conjunto de datos en
estudio.
6.3.3. Propiedad de robustez del efecto ”Noah”
Antes de comprobar la presencia del efecto ”Noah” en las trazas de tra´fi-
co generadas por los pares fuente-destino, se va a destacar la caracter´ıstica
de robustez del efecto ”Noah” que deber´ıa ser suficiente para resaltar el uso
de los modelos on/off o packet train en el nivel de fuente o fuente-destino.
En el pasado, el rechazo hacia este modelo se deb´ıa a la falta de inter-
pretacio´n f´ısica para definir objetivamente la nocio´n de periodo off. El prob-
lema es decidir de una manera coherente la distancia apropiada entre trenes,
decidir cuando ocurre la ”salida” del tren anterior y la ”llegada” del sigu-
iente. Aqu´ı se demuestra que, por lo que se refiere al ”efecto Noah”, no
importa co´mo hayan sido definidos los periodos off o distancias entre trenes
(y por tanto, los periodos on o longitud del tren de paquetes).
El efecto ”Noah” es robusto bajo un amplio rango de criterios para el
valor umbral de t, que define expl´ıcitamente el periodo off como cualquier
intervalo de longitud t segundos o ma´s durante el que no se produce la
llegada de ningu´n paquete.
La razon detra´s de esta intensidad del efecto ”Noah” en los periodos off
para diferentes valores de t, es la propiedad de escala de las distribuciones
que satisfacen la condicio´n de cola hiperbo´lica.
Por propiedad de escala se entiende que si la distribucio´n de la variable
aleatoria U satisface la ecuacio´n 8.2 y t denota un valor umbral,
P (U > u|U > t) ∼ (u
t
)−α u > t 1 < α < 2 (6.9)
El comportamiento de cola de las distribuciones de U condicionadas a difer-
entes valores del umbral t, difiere so´lo en un factor de escala, por tanto da
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lugar a representaciones de distribucio´n complementaria (escala logar´ıtmica)
con pendiente ide´ntica.
La propiedad de robustez del efecto ”Noah” se aplica tambie´n para los pe-
riodos on, aunque para explicar la intensidad del efecto ”Noah” se tiene que
recurrir a argumentos diferentes. Por tanto, mientras no haya una divisio´n
natural en los periodos on/off en el nivel de fuente, tal divisio´n aparece en
un amplio rango de escalas temporales; adema´s, estas divisiones aparecen
de una manera consistente.
6.3.4. Naturaleza del tra´fico generado por un usuario Ether-
net individual
Histo´ricamente era necesario modelar de forma precisa las fuentes de
tra´fico para obtener un modelado exitoso del tra´fico agregado, pero en el ca-
so del tra´fico de paquetes auto-similar, el conocimiento de las caracter´ısticas
fundamentales del tra´fico agregado puede proveer nueva luz sobre la natu-
raleza del tra´fico generado por un usuario individual.
En este apartado se da una explicacio´n f´ısica de la propiedad de auto-
similitud del tra´fico LAN Ethernet en te´rminos del comportamiento de los
usuarios Ethernet individuales.
Se va a recurrir a la construccio´n de Mandelbrot de los procesos FBM
(fractional brownian motion) empleando renewal reward processes como
simples bloques de construccio´n e interpreta´ndolo en el contexto de posibles
comportamientos de los usuarios Ethernet.
El proceso reneal reward process W (m) = (W (m) : t = 0, 1, 2, . . .) representa
la cantidad de informacio´n (bits, bytes, paquetes) generada por el usuario
m en el instante de tiempo t (1 ≤ m ≤M, t ≥ 0).
Dependiendo de si las unidades de informacio´n son bits (bytes) o paquetes,
este modelo de fuente se convierte en la clase de modelos fluidos o en el
modelo packet train model.
Para facilidad de presentacio´n, se va a asumir que los ”rewards” W0,
W1, W2, . . . toman valores 1 o´ 0 (o para mantener E[W ] = 0, +1 y
-1 con la misma probabilidad), donde el valor 1/0 indica un periodo
”activo”/”inactivo” en el que la fuente env´ıa 1/0 unidades de informacio´n
por unidad de tiempo. Aunque los sistemas de comunicacio´n Ethernet no
son slotted hay una unidad de tiempo natural (taman˜o de slot) impuesto
por la velocidad de transmisio´n de una unidad de informacio´n (60 µs para
el paquete ma´s pequen˜o (64 bytes)).
La propiedad crucial que diferencia el modelo de fuente renewal reward
process del modelo fluido o del modelo packet train es que los intervalos
inter-renewal (longitud de los periodos ”activo”/”inactivo”) se distribuyen
segu´n una variable aleatoria heavy-tailed, o utilizando la terminolog´ıa de
Mandelbrot, exhiben el s´ındrome de varianza infinita.
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Aunque la propiedad heavy-tailed de los periodos ”activo”/”inactivo” parece
plausible a la luz de la manera en la que un usuario t´ıpico de una estacio´n de
trabajo contribuye al tra´fico Ethernet, no se ha analizado el tra´fico generado
por los usuarios Ethernet individuales para validar este modelo de fuente.
En contraste, el modelo de fuente renewal reward para el tra´fico generado
por el usuario individual de una estacio´n de trabajo es extremadamente
simple
6.3.5. Implicaciones pra´cticas del efecto ”Noah”
La propiedad de auto-similitud observada emp´ıricamente permite una
clara distincio´n entre los modelos tradicionales de tra´fico y el tra´fico colec-
cionado en la subred del departamento de Ingenier´ıa Telema´tica.
La explicacio´n f´ısica propuesta se basa en el efecto ”Noah” y permite
identificar la diferencia esencial entre los modelos de fuente on/off de ambos
conjuntos; el modelado tradicional asume distribuciones de varianza finita
para los periodos on/off (de hecho, se utilizan distribuciones exponenciales o
geome´tricas), mientras que el modelado auto-similar se basa en la asumcio´n
del efecto ”Noah”, que requiere distribuciones de varianza infinita.
Desde un punto de vista ma´s aplicado, cuestiones relacionadas con el
impacto de la auto-similitud en la pra´ctica (generacio´n de tra´fico real,
rendimiento de la red, protocolos y controles) se puede reducir a la cuestio´n
ma´s ba´sica de las implicaciones pra´cticas del efecto ”Noah”.
A continuacio´n se va a presentar su impacto en el modelado de tra´fico, gen-
eracio´n de tra´fico sinte´tico y ana´lisis de rendimiento de red.
6.3.6. Generacio´n y modelado de tra´fico
No hay duda de que el tra´fico de la subred del departamento de Ingenier´ıa
Telema´tica es complejo. Se podr´ıa pensar que el modelo matema´tico debe
ser igualmente complicado, debe tener muchos para´metros para capturar de
forma realista la complejidad observada, pero no es as´ı. Los modelos on/off
modelan de forma parsimoniosa el tra´fico de red, y proveen una explicacio´n
f´ısica del feno´meno de auto-similitud simple y consistente con las medidas
de tra´fico.
El deseo de una explicacio´n fenomenolo´gica de la auto-similitud del tra´fico
LAN ha resultado en nuevos descubrimientos acerca de la naturaleza del
tra´fico. Se identifica el efecto ”Noah” como un ingrediente esencial, por tanto
se va a describir una importante caracter´ıstica del tra´fico por un para´metro
u´nico, intensidad α del efecto ”Noah” en los periodos on/off.
Explicar y por tanto modelar el feno´meno auto-similar en el contexto de
tra´fico de datos en te´rminos de la superposicio´n de muchas fuentes on/off
con distribuciones estad´ısticas de varianza infinita para las longitudes de los
periodos on/off conduce a un me´todo para generar largas trazas de tra´fico
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auto-similar en un tiempo razonable - asumiendo un entorno de computacio´n
paralela; se deja que varios procesadores generen tra´fico de acuerdo al mismo
modelo on/off (mismo valor de α); an˜adiendo (agregando) las salidas de
todos los procesadores se obtiene tra´fico auto-similar.
El objetivo es ”verificar” experimentalmente el teorema 6.6 en el contexto de
las medidas de tra´fico realizadas en la subred del departamento de Ingenier´ıa
Telema´tica. La funcio´n de densidad de probabilidad de Pareto de para´metros
α y β viene dada, como se vio anteriormente, por la expresio´n:
f(x) =
βαβ
x1+β
(6.10)
Los para´metros de las fuentes on/off de Pareto se ajustara´n del siguiente
modo:
La media de las distribuciones que describen los periodos on/off y
la tasa de transmisio´n en el estado on λ, de la misma manera que el
modelo cla´sico de tra´fico.
El para´metro β se ajusta a los valores observador en el ta´fico, que
esta´ en valores que oscilan entre 0.95 y 1.25. (H = 0.6)
1. Se parte de un generador de nu´meros aleatorios segu´n una distribucio´n
uniforme U entre [0,1].
2. Se iguala la distribucio´n U a la funcio´n de distribucio´n de la variable
aleatoria de Pareto, cuya expresio´n es:
F (x) = P (X ≤ x) = 1− α
β
x
, x ≥ α
y se obtiene
U = 1− α
β
x
→
a
x
= (1− U) 1β →
x = α(1− U)−1β →
x = α(U)
−1
β
6.3.7. Ana´lisis de rendimiento
Los beneficios pra´cticos de modelar el tra´fico medido con pocos para´met-
ros son especialmente importantes cuando la atencio´n se centra en los im-
pactos potenciales de las caracter´ısticas del tra´fico, efecto ”Noah” y el efecto
”Joseph”, sobre el rendimiento de la red, el ana´lisis de protocolos y el control
de congestio´n.
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Varios trabajos han demostrado que existe una diferencia significativa
en el rendimiento (expresado en te´rminos de la distribucio´n de la longitud
de cola) de un sistema modelado segu´n procesos markovianos y aquellos que
exhiben el efecto ”Joseph”. Ma´s espec´ıficamente, mientras que la distribu-
cio´n de la longitud de cola decrece exponencialmente en el primer conjunto,
en el segundo lo hace ma´s lentamente (depende de la intensidad H del efecto
”Joseph”).
En la pra´ctica, no capturar el efecto ”Joseph” puede llevar a unas predic-
ciones de rendimiento excesivamente optimistas y por tanto los requisitos de
calidad de servicio (QoS) no se van a garantizar en un escenario real. Esta
observacio´n es de particular importancia en el contexto de ancho de ban-
da equivalente (equivalent bandwidth). Al mismo tiempo, la presencia del
efecto ”Joseph” en el tra´fico medido no exluye economı´as de escala (ganan-
cias estad´ısticas por multiplexacio´n) multiplexando un elevado nu´mero de
fuentes.
A la vista de la explicacio´n f´ısica de que el efecto ”Joseph” en el tra´fico
LAN agregado es causado por el efecto ”Noah” en las fuentes on/off in-
dividuales que generan el flujo agregado, comprender los impactos de este
efecto sobre el rendimiento del sistema de colas es esencial.
6.4. Resumen y trabajo futuro
Tras la sinte´sis de tra´fico ”aute´ntico”, cabe plantearse las siguientes cues-
tiones:
¿Con que´ grado de confianza se puede asegurar que el proceso de in-
tere´s es dependiente a largo plazo y no simplemente, no estacionario?
Esta cuestio´n es crucial porque la no estacionariedad se exhibe de for-
ma similar a la dependencia a largo plazo.
Un test ba´sico para la estacionariedad es separar el conjunto de datos
en dos mitades y estimar H de forma independiente. Las dos estimas
deber´ıan producir (con sus ma´rgenes de error) valores comparables;
de no ser as´ı, significar´ıa que H var´ıa en el tiempo y por tanto, que el
proceso subyacente es no estacionario.
En los entornos LAN se ha descartado el hecho de que los efectos no
estacionarios sean la explicacio´n de la dependencia a largo plazo.
La dependencia a largo plazo, ¿es una propiedad de las fuentes de
tra´fico o so´lo del tra´fico agregado en un enlace de red?
Las diferentes fuentes de tra´fico interactu´an entre s´ı, compitiendo por
el ancho de banda 1. Estas interacciones prolongan los periodos on,
periodos en los que se transmite tra´fico, mientras que las tasas de
1E´sto es particularmente cierto para el tra´fico TCP debido al mecanismo de ventana
adaptativa.
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transmisio´n se tienden a homogeneizar. Ambos efectos fortalecen la
combinacio´n entre el tra´fico de red y el modelo on/off para generar
tra´fico auto-similar.
Hay que tener precaucio´n cuando se asume que las fuentes de tra´fico
son bien modeladas utilizando procesos auto-similares.
En algunas situaciones una ”fuente” de tra´fico puede ser tra´fico agre-
gado de un enlace anterior, lo que llevar´ıa a modelar ese tra´fico como
una fuente auto-similar. Pero, debido a que el tra´fico es distorsionado
por la dina´mica de red, tal modelo ser´ıa incompleto incluso si el u´ltimo
tra´fico medido en el enlace previo fuera auto-similar.
Adema´s, incluso si una fuente de tra´fico es auto-similar y el tra´fico
de nivel de enlace resultante tambie´n lo es, es posible que la relacio´n
entre ellos sea compleja: la dina´mica de red puede alterar la media,
la varianza, el para´metro Hurst y el cara´cter de dependencia a corto
plazo en la fuente; E´sto es, se podr´ıa alterar el proceso entero.
Algunos autores han presentado evidencia de que las fuentes Ethernet
se pueden modelar como procesos on/off, lo que produce auto-similitud
asinto´tica cuando estas fuentes son agregadas.
En este trabajo no se provee una gu´ıa del modelado individual de las
fuentes.
Relacionado con el punto anterior, si el objetivo de sintetizar tra´fico
auto-similar es utilizarlo como tra´fico de background, se debe recono-
cer que debido a la dia´mica de red no es posible separar claramente el
tra´fico de background del tra´fico introducido.
Si se produce algu´n cambio en los para´metros de tra´fico, la incorpo-
racio´n en el tra´fico de traffic queda como un problema abierto; e´sto es,
¿pueden ser modificados los me´todos FFT o RMD para extrapolar el
tra´fico alterado despue´s de estos cambios?. Incluso el conocimiento de
que´ cambios necesitan ser incorporados (media modificada, varianza y
para´metro de Hurst) es un problema abierto.
Es crucial comprender la importancia relativa de un proceso de lle-
gadas dependiente a corto plazo de uno dependiente a largo plazo. No
hay un balance fijo entre los dos, para algunas situaciones puede dom-
inar SRD o LRD y para otras cada uno de ellos podr´ıa contribuir con
efectos diferentes importantes.
Por ejemplo, cuando se desarrolla una simulacio´n de un sistema de
colas utilizando un buffer de taman˜o finito, la fuerza de la SRD en la
llegada de paquetes podr´ıa jugar un rol significativo en la distribucio´n
del retardo, mientras que la fuerza de la LRD influir´ıa en los patrones
de pe´rdida de paquetes.
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Modelado de tra´fico web
El World Wide Web fue disen˜ado e inicialmente desarrollado como un
me´todo de distribucio´n de documentos cient´ıficos. Desde su pu´blica apari-
cio´n en 1992, el World Wide Web ha sido adoptado por usuarios de entorno
comercial, educativo y gubernamental como un me´todo de organizar y dis-
tribuir informacio´n fa´cilmente, que es rico en contenido multimedia: texto,
gra´ficos, animacio´n, audio y v´ıdeo.
Actualmente, el web genera ma´s tra´fico de datos en Internet que
cualquier otra aplicacio´n. Como resultado, las caracter´ısticas del web tienen
implicaciones para la ingenier´ıa de red y para la evaluacio´n de rendimiento
de internet. Debido al uso tan amplio del web, la comprensio´n de sus carac-
ter´ısticas resulta fundamental. En este cap´ıtulo se van a describir un nu´mero
de caracter´ısticas emp´ıricas del web, centrando la atencio´n en las medidas
de las distribuciones de probabilidad.
Para ubicar las medidas en un contexto, se va a empezar por presentar
co´mo esta´ organizado el web. La infraestructura ba´sica utilizada por el web
consiste en un conjunto de hosts (cada uno de ellos funciona como un cliente
o un servidor o ambos) y una red a la que se conectan (normalmente se
denomina Internet).
La extraordinaria popularidad del web parece surgir de una combinacio´n
de su utilidad y su facilidad de uso. Es u´til como un medio para publicar y
desarrollar informacio´n en una amplia variedad de formatos: texto, gra´ficos,
animacio´n, audio, v´ıdeo e incluso software.
Su facilidad de uso se debe al ocultamiento de los detalles para contactar con
sitios remotos en Internet, transportar datos en la red, formatear y mostrar
la informacio´n solicitada independientemente del tipo de computadora par-
ticular.
La informacio´n del web consiste en un conjunto de ficheros identifica-
dos por una URL u´nica. So´lo es necesario conocer la URL de un fichero
para transferirlo desde donde este´ almacenado (cualquier host de Internet)
y mostrarlo en la computadora local.
El web esta´ organizado utilizando un modelo cliente-servidor. Cada
fichero es almacenado en un host, especificado como parte de su URL. Es-
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tos hosts se denominan servidores. Cuando un usuario solicita un fichero,
e´ste se transferiere al host local del usuario,cliente. El software empleado
por el cliente para descargar y mostrar el contenido de los ficheros se llama
navegador. La figura 7.1 muestra una vista esquema´tica de este modelo.
Figura 7.1: Clientes, red y servidores en el world wide web
Una vista ma´s detallada, incluyendo detalles de implementacio´n se mues-
tra en la figura 7.2. La configuracio´n mostrada es representativa de las conex-
iones entre un conjunto de hosts e Internet. Los clientes tienen conexio´n de
una red de a´rea local y e´sta se conecta, a trave´s de un gateway o router
(computadoras especiales), se conecta a Internet.
Todos los clientes de una subred emplean caching para aumentar la ve-
locidad de acceso a los ficheros disponibles en el web. Una cache´ es un
conjunto de copias de ficheros ya accedidos, que se guardan en un dispositi-
vo local de almacenamiento - memoria principal o disco. Cuando se realiza
la peticio´n de un fichero, el navegador del cliente comprueba si el archivo
esta´ en la cache´; si lo esta´, no es necesario descargarlo a trave´s de Internet
sino que basta con copiarlo directamente de la cache´. El tiempo de respuesta
de ambos servicios var´ıa en dos o tres o´rdenes de magnitud 1
Para implementar algu´n mecanismo de cache´, el navegador examina cada
peticio´n de URL. Si la peticio´n puede servirse desde la cache´, cache hit, si
no cache miss.
Ya que el navegador dispone de una cantidad limitada de espacio para im-
plementar la cache´, se debe decidir el almacenamiento de un fichero para evi-
1La mayor´ıa de los navegadores implementan algu´n mecanismo de cache´ desde los
primeros d´ıas del web
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tar ocupar espacio innecesariamente. Este conjunto de decisiones se conoce
como gestio´n de pol´ıticas de cache´.
Figura 7.2: Implementacio´n de las conexiones cliente al web
HTTP, el protocolo responsable de la transferencia del contenido web,
domina las trazas de tra´fico. Para caracterizar el comportamiento del tra´fico
HTTP se han propuesto algunos modelos anal´ıticos; la mayor´ıa de ellos
describen el comportamiento de un cliente comu´n con diferentes niveles de
detalle. Un pequen˜o nu´mero de trabajos se centran en el comportamiento
de una agregacio´n de clientes web; la ventaja principal de estos modelos es
la simplicidad.
En este trabajo se propone un nuevo modelo HTTP, que esta´ basado en el
concepto de comportamiento agregado y presenta dos ventajas principales:
pequen˜o nu´mero de para´metros y control de carga preciso.
7.1. Background
En este apartado se presenta la informacio´n de HTTP que resulta de
intere´s en el modelado de tra´fico. De la misma forma se van a presentar
las dos aproximaciones principales, cliente y agregacio´n, y los beneficios e
inconvenientes de cada uno de ellos.
7.1.1. Protocolo HTTP
HTTP es un protocolo peticio´n-respuesta disen˜ado para la transferencia
de ficheros web. Cada transferencia consiste en una peticio´n de pa´ginas u
objetos por parte de un cliente a un servidor y la correspondiente respuesta o
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notificacio´n de error. De una forma ma´s simple y general, el usuario solicita
una URL (Universal resource locator) al navegador y desde el navegador
se realiza la solicitud al servidor. Cuando se recibe la pa´gina, el navegador
realiza un parseo sobre ella para encontrar y solicitar al servidor los objetos
componentes (ima´genes, sonidos, clases Java, . . .).El usuario tiene ahora
disponible la informacio´n y los enlaces a otras pa´ginas; si el usuario selecciona
cualquier link el proceso empieza de nuevo.
La primera versio´n HTTP fue HTTP/0.9 y consist´ıa en un protoco-
lo simple para la transferencia no refinada de datos a trave´s de Internet.
La siguiente versio´n mejoro´ el protocolo permitiendo que el formato de los
mensajes fuera MIME, conteniendo en la sema´ntica de la peticio´n (o re-
spuesta) meta-informacio´n sobre los datos transferidos y los modificadores.
MIME permite a los navegadores mostrar informacio´n que no esta´ en for-
mato HTML como gra´ficos, audio y v´ıdeo. Sin embargo, en HTTP/1.0 no
se ten´ıan en cuenta los efectos de la jerarqu´ıa de los proxies, el efecto de la
cache´, la necesidad de conexiones persistentes o hosts virtuales. Para cubrir
estas deficiencias se disen˜o´ la versio´n 1.1 del protocolo HTTP.
La comunicacio´n HTTP se soporta normalmente sobre conexiones
TCP/IP aunque puede ser implementado en otras arquitecturas de pro-
tocolos siempre que en el nivel de transporte se garantice una comunicacio´n
fiable. El puerto reservado para estas comunicaciones es el puerto 80 aunque
se pueden utilizar otros. E´sto no impide que HTTP sea implementado sobre
cualquier otro protocolo en Internet, o en otras arquitecturas de protocolos.
7.1.2. Modelado de tra´fico HTTP
La simulacio´n es una herramienta ampliamente utilizada para la eval-
uacio´n de redes pero es importante disponer de modelos de tra´fico para
adquirir resultados u´tiles. La mayor´ıa de los trabajos realizados sobre el mod-
elado de tra´fico web se ha concentrado en el desarrollo de modelos cliente,
cuya atencio´n se centra en el comportamiento de cada cliente por separado.
Otra aproximacio´n posible consiste en modelar el comportamiento agregado
de varios clientes web, modelo de agregacio´n.
Ambos modelos tienen ventajas e inconvenientes. El modelo cliente es
capaz de capturar ma´s detalles de la aplicacio´n, es una mejor imitacio´n. Sin
embargo, este alto nivel de detalle supone una mayor complejidad en el mod-
elo porque precisa la comprensio´n y configuracio´n de ma´s para´metros. En
algunas situaciones el nivel de detalle no ayuda en la evaluacio´n, por tanto
muchos de ellos no importan. Algunos ejemplos de este tipo de evaluacio´n
son los desarrollados en los enlaces congestionados: provisio´n de recursos,
comportamiento de cola, . . .. En estos casos los modelos ma´s simples con-
stituyen una mejor solucio´n.
El modelo de agregacio´n no es una aproximacio´n tan cercana del tra´fico
real. A pesar de e´sto, su simplicidad permite simular algunas condiciones e
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identificar comportamientos que ser´ıa dif´ıcil con modelos cliente. Adema´s,
los modelos cliente tienden a consumir ma´s recursos de computacio´n que
los modelos de agregacio´n cuando se representa un nu´mero alto de clientes
web en un entorno de simulacio´n. En ambos modelos un asunto importante
es la eleccio´n de las caracter´ısticas requeridas por la aplicacio´n, que son el
centro del desarrollo del modelo. Algunos ejemplos de estas caracter´ısticas
son variabilidad, carga de red, dependencia a largo plazo, . . ..
Un modelo (de agregacio´n o cliente) utiliza para´metros para reproducir
propiedades concretas de la aplicacio´n web. Algunos ejemplos de para´metros
son: taman˜o de transferencia, intervalos entre pa´ginas, nu´mero de objetos
por pa´ginas, . . .. Para describir estos para´metros se utilizan dos aproxima-
ciones: basada en muestras de tra´fico real o anal´ıtica.
Los modelos creados utilizando estas aproximaciones son conocidos como
modelos estructurales porque ellos intentan caracterizar la naturaleza del
tra´fico.
El uso de muestras de tra´fico real consiste en describir un para´metro de
aplicacio´n concreto a trave´s de un conjunto de valores predefinidos que se
coleccio´n en un entorno de red real. La ventaja principal de este me´todo
es la facilidad de implementcio´n y la representacio´n precisa de un sistema
conocido. sin embargo, esta aproximacio´n trata el tra´fico generado como
una ”caja negra”. Nuevas condicioines o demandas variables no son fa´ciles
de configurar en un generador de tra´fico basado en este modelo.
La aproximacio´n anal´ıtica se basa en el uso de distribuciones de prob-
abilidad para describir un para´metro concreto 2. Cuando la distribucio´n es
conocida, se permite generar nuevas y diferentes secuencias de valores sigu-
iendo tal distribucio´n. El inconveniente principal de esta aproximacio´n es la
dificultad encontrada en la identificacio´n y configuracio´n de la distribucio´n
que describe adecuadamente esta secuencia de valores aleatorios.
Una tercera aproximacio´n puede ser incluida, que consiste en utilizar pro-
cesos abstractos conocios para intentar capturar u´nicamente las propiedades
estad´ısticas del tra´fico con independencia de los mecanismos subyacentes de
la generacio´n del ta´fico. Esta aproximacio´n es eficiente y su implementacio´n
es bastante simple. Adema´s, esta aproximacio´n es u´til cuando son de intere´s
caracter´ısticas espec´ıficas. Por ejemplo, la auto-similitud es fa´cilmente re-
producida por un proceso FBM fractional brownian motion. Sin embargo,
este tipo de me´todos no captura factores de importancia del perfil de tra´fico
y descuida elementos tales como el control de congestio´n de TCP, que es
una caracter´ıstica de importancia del tra´fico HTTP.
2Una distribucio´n de probabilidad describe el comportamiento de una secuencia de
valores aleatorios dado un conjunto de muestras suficientemente alto
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7.1.3. Coleccio´n del tra´fico
El desarrollo de modelos de tra´fico para aplicaciones interactivas supone
un estudio del tra´fico efectivo generado por estas aplicaciones. En otras pal-
abras, para desarrollar un modelo de tra´fico HTTP es importante coleccionar
muestras del entorno real y extraer la informacio´n necesaria, aunque en oca-
siones esta recuperacio´n no es trivial y se requiere el desarrollo de sofisticados
heur´ısticos. Los principales me´todos para coleccionar tra´fico HTTP son:
Logs de servidor: son generalmente fa´ciles de obtener porque uno de los
roles del servidor es asistir el impacto en el sistema. Como resultado
la mayor´ıa la mayor´ıa de los servidores mantienen registros detallados
de cada uno de los accesos realizados.
Por otro lado, existe una gran dificultad para capturar patrones de
acceso en varios servidores web y la informacio´n de las cabeceras HTTP
no esta´ disponible.
Logs de cliente: el cliente t´ıpicamente no registra sus actividades. De-
safortunadamente, es dif´ıcil utilizar registros de servidores para obten-
er una imagen de la actividad web en una red de a´rea local, ya que
cada cliente visita diferentes servidores en un pequen˜o espacio de tiem-
po. Los logs del cliente presentan una manera d´ıficil de identificar el
comportamiento agregado.
Logs de proxies: se basa en la coleccio´n de informacio´n de una manera
similar a la captura de paquetes. Una de las desventajas es su lim-
itacio´n, un proxy normalmente sirve a una LAN o un pequen˜o grupo
de ellas, mientras que la captura de paquetes se puede ejecutar en una
red de tra´nsito entre varias otras red.
Trazas de paquetes: se coleccionan aquellos paquetes que transportan
tra´fico HTTP en la subred del Departamento de Ingenier´ıa Telema´tica.
La u´nica desventaja es la dificultad en la interpretacio´n de algunos
para´metros tales como el nu´mero de objetos efectivos transferidos por
pa´gina. A pesar de ello, en este trabajo se va a utilizar este me´todo.
Despue´s de capturar el tra´fico es necesario identificar y capturar los para´met-
ros de intere´s, que var´ıan en cada modelo. Algunos son medidos fa´cilmente
y otros requieren te´cnicas sofisticadas.
7.2. Modelo de tra´fico
Un buen punto de partido para el desarrollo del modelo es establecer
su objetivo, que´ aplicacio´n describira´ y cua´les son las caracter´ısticas que se
pretenden modelar. As´ı que es importante establecer un perfil antes de em-
pezar el desarrollo del modelo; a pesar de su simplicidad, esta metodolog´ıa
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puede minimizar el tiempo de desarrollo.
El modelo debe tener poco para´metros. Adema´s, el generador de tra´fico
basado en este modelo deber´ıa ser utilizado como entrada a enlaces con-
gestionados. As´ı que, el modelo podr´ıa ignorar algunos detalles relaciona-
dos con los clientes web individuales porque el comportamiento agregado se
mantiene.
Para los generadores de tra´fico (tambie´n llamados generadores de carga),
generalmente no existe una manera simple de ajustar la carga. Es comu´n
utilizar la carga media generada por un conjunto de clientes para especificar
la configuraio´n de red.
De acuerdo con la teor´ıa de colas, el concepto de carga o factor de uti-
lizacio´n puede ser escrito como:
ρ = R/C
donde
R: tasa de llegada de conexiones TCP y
C: tasa ma´xima o capacidad del sistema.
Bajo la suposicio´n de que en la subred del Departamento de Ingenier´ıa
Telema´tica existe un u´nico servidor, la expresio´n anterior se convierte en:
ρ = λx¯
donde
λ es la tasa media de llegada de conexiones TCP y
x¯ es el tiempo medio de servicio (duracio´n media de las conexiones TCP).
Considerando el contexto de tra´fico HTTP,
x¯ = L¯/C
donde
L¯ es el taman˜o medio de transferencia y
C es la tasa ma´ximo o capacidad del enlace.
ρ es un para´metro de ajuste y se utiliza para elegir diferentes condiciones
de carga, C es un valor fijo para una configuracio´n de red concreta y L¯
controla el taman˜o medio de una transferencia web. Por u´ltimo, λ describe
la tasa de llegada de conexiones, que var´ıa de acuerdo con L¯ para mantener
el valor de ρ. Por tanto la tasa de llegadas se puede escribir como:
λ = ρC/L¯
Ya que T = 1/λ describe el tiempo entre la llegada de dos conexiones con-
secutivas,
T = L¯/ρC
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En las siguientes figuras se observa que la funcio´n de distribucio´n de
probabilidad acumulada de los tiempos de transmision es heavy-tailed. Este
comportamiento es especialmente importante porque apoya la explicacio´n
de la observada auto-similitud del tra´fico de red y esta´ relacionado con la
distribucio´n del taman˜o de los ficheros transferidos.
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Figura 7.3: cdf (cumulative distribution function) de la duracio´n de las
conexiones www.
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Figura 7.4: ccdf (complementary cumulative distribution function) de la du-
racio´n de las conexiones www.
7.2.1. ¿Por que los tiempos de transmisio´n se distribuyen
segu´n una variable aleatoria heavy-tailed?
Para comprender por que´ los tiempos de transmisio´n heavy-tailed se debe
examinar la distribucio´n estad´ıstica del taman˜o de los ficheros transferidos.
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Figura 7.5: cdf (cumulative distribution function) y ccdf (complementary
cumulative distribution function) del nu´mero de bytes transmitidos en las
conexiones www.
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La representacio´n anterior corresponde a la funcio´n de distribucio´n de
probabilidad de los bytes transmitidos en las conexiones TCP. Se demuestra
que la distribucio´n estad´ıstica que mejor caracteriza esta variable es una
distribucio´n de cola pesada (distribucio´n de Pareto).
Una cuestio´n importante es por que´ la transferencia de ficheros sigue
una distribucio´n heavy-tailed. Por un lado, esta´ claro que la peticio´n de
ficheros constituye una entrada del usuario al sistema y por tanto es nat-
ural asumir que e´sta podr´ıa ser la responsable principal de la distribucio´n
estad´ıstica del taman˜o de los ficheros transferidos. Si fuera realmente as´ı,
cambios en el comportamiento del usuario afectar´ıan a la naturaleza heavy-
tailed del taman˜o de los ficheros, y por implicacio´n, a las propiedades auto-
similares del tra´fico de red.
Se va a demostrar que la peticio´n de los ficheros no es intr´ınsecamente
responsable de la naturaleza heavy-tailed de las transferencias, sino que tal
naturaleza esta´ determinada por el taman˜o de los ficheros disponibles en el
web.
7.2.2. La naturaleza del conjunto de ficheros u´nicos y la ac-
cio´n de cache´ infinita
Tres de las conjuntos ma´s importantes que se han coleccionado son:
El conjunto de peticiones: es un registro de todas las peticiones de
URL realizadas por los usuarios. Estos conjuntos contienen muchas
peticiones duplicadas, que pueden ocurrir cuando un usuario solicita
un fichero ma´s de una vez, o cuando ma´s de un usuario pide el mis-
mo fichero. Muchas peticiones resultan en accesos hit a la cache´, que
significa que son satisfechas sin generar tra´fico en la red
El conjunto de transferencias de fichero: e´sto consiste de todos los
accesos ”miss’de la cache´. Cada elemento del conjunto corresponde
a una instancia de un fichero que esta´ siendo transferido en la red.
As´ı que es un subconjunto adecuado de un conjunto de peticiones de
fichero. Sin embargo, a pesar de la accio´n de cache´, algunos ficheros son
todav´ıa transferidos por la red ma´s de una vez, as´ı que este conjunto
tambie´n contiene ficheros duplicados.
El conjunto de ficheros u´nicos: este conjunto contiene exactamente una
entrada de cada fichero, independientemente cua´ntas veces haya sido
solicitado o transferido. As´ı que este conjunto es tambie´n un subcon-
junto adecuado de los dos anteriores.
El argumento que se emplea en este trabajo se basa en dos importantes
propiedades del conjunto de ficheros u´nicos:
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1. El conjunto de ficheros u´nicos es el l´ımite del conjunto de ficheros
transferidos cuando el taman˜o de la cache´ tiende a infinito.
Es de utilidad imaginar el comportamiento de una cache´ de infini-
to taman˜o, que no rechazar´ıa el almacenamiento de ningu´n fichero
por falta de espacio en memoria o en disco; las u´nicas referencias que
causar´ıan cache misses ser´ıan aquellas que ocurren la primera vez.
2. El conjunto de ficheros disponibles es el l´ımite del conjunto de ficheros
u´nicos cuando el tiempo tiende a infinito.
Se considera de nuevo la accio´n de una cache´ infinita. Las peticiones
de ficheros resultan cache misses si no han sido procesados anteri-
ormente por la cache´. Si se asume que los usuarios continu´an real-
izando peticiones nuevas (ficheros que no se han descargado anteri-
ormente), aumentara´ la fraccio´n de ficheros disponibles accedidos por
el usuario. A medida que el tiempo avanza, la fraccio´n de ficheros
visitados crece tanto que constituye un subconjunto apreciable de los
ficheros disponibles. Cuando e´sto ocurre, es razonable esperar que el
subconjunto de ficheros visitados se aproxima en distribucio´n al con-
junto de ficheros disponibles. Ya que cada uno de los ficheros visitados
ocurre exactamente una vez en el conjunto de ficheros u´nicos, este
conjunto tiende a aproximarse en distribucio´n al conjunto de ficheros
disponibles. Por supuesto, una cuestio´n importante relacionada con
este argumento es si ha transcurrido tiempo suficiente desde el inicio
de la conexio´n web para que ocurra este efecto.
Se debe apuntar que si los usuarios visitan nuevos ficheros de forma
aleatoria, se necesita muy poco tiempo para que ocurra este efecto,
por tanto el conjunto de ficheros u´nicos ser´ıa desde el comienzo una
muestra aleatoria del conjunto de ficheros disponibles. 3
Estas dos propiedades sugieren que para sistemas con cache´s de gran
capacidad que esta´n activos durante periodos largos, el conjunto de ficheros
transferidos se aproximara´ naturalmente al conjunto de ficheros disponibles
- y sera´ relativamente independiente de las solicitudes particulares de los
usuarios. El objetivo de cualquier gestio´n de pol´ıticas de cache´ es inten-
tar simular una cache´ infinita con recursos limitados. Cuanto mejor es el
rendimiento de una cache´ real, ma´s pro´ximo estara´ el conjunto de ficheros
transferidos al conjunto de ficheros u´nicos.
Los tiempos entre llegada de conexiones TCP cubren un amplio rango
de valores en aplicaciones tales como el web. Los tiempos ma´s pequen˜os se
crean cuando una pa´gina web tiene mu´ltiples ima´genes embebidas porque la
3Por simplicidad se asume que el conjunto de ficheros disponibles es esta´tico. Aunque
se mantiene en continuo crecimiento, el argumento presentado aqu´ı mantiene que: 1)los
usuarios visitan nuevos ficheros a una velocidad mayor que la velocidad a la que crece
el conjunto de ficheros disponibles o 2)el patro´n del usuario que visita nuevos ficheros es
independiente de sus taman˜os
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descarga de cada una de ellas se lleva a cabo en una conexio´n HTTP diferente
( en la versio´n 1.0 del protocolo HTTP se realizaba la transferencia de todos
los objetos web en la misma conexio´n, conexio´n persistente).
Una vez un usuario empieza a navegar por el web, visita un conjunto de
pa´ginas web; e´sto genera tiempos entre llegada de conexiones que son de
taman˜o intermedio, pero pueden transcurrir periodos de tiempo en los que
no haya actividad y por tanto se creen tiempos entre llegadas grandes.
El conjunto de ficheros transferidos es un superconjunto de los ficheros
u´nico, pero ambos grupos tienden a igualarse a medida que aumenta la
capacidad de la cache´. E´sto significa que el conjunto de ficheros transferido se
espera en general para ser similar a la distribucio´n de los ficheros disponibles
en el web y, por el efecto de la cache´, relativamente insensible a las peticiones
particulares realizadas por los usuarios.
Figura 7.6: Relacio´n entre los conjuntos de datos
7.2.3. ¿Por que´ los ficheros disponibles en el web son heavy-
tailed?
Una posible explicacio´n podr´ıa ser que los formatos multimedia fomentan
un aumento en el taman˜o de los ficheros y por ello aumenta el peso de la cola
de la distribucio´n. Observando la figura 7.6 no parece que e´sta sea la causa
principal del comportamiento heavy-tailed de la distribucio´n estad´ıstica del
taman˜o de los ficheros transferidos en el web.
La figura 7.7 se ha construido a partir del conjunto de ficheros disponibles
en los servidores web, clasificando los ficheros en siete categor´ıas diferentes:
ima´genes, audio, v´ıdeo, texto, arhivos, texto preformateado y ficheros com-
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Figura 7.7: CD del taman˜o de los ficheros de 32 sitios web
primidos. Esta simple clasificacio´n permite recoger el 85 por ciento de todos
los ficheros disponibles. Las categor´ıas de ima´genes, audio, v´ıdeo y texto
capturan el 97 por ciento del subconjunto anterior. La distribucio´n acumu-
lada de estas cuatro categor´ıas, expresada como una fraccio´n del conjunto
total de ficheros, se muestra en la figura 7.7.
La l´ınea superior de la figura es la distribucio´n de todos los ficheros. Las
tres l´ıneas intermedias, son los componentes de esa distribucio´n atribuible a
ima´genes, audio y v´ıdeo respectivamente. La l´ınea de la parte inferior es la
componente atribuible a texto (HTML).
La figura 7.6 muestra que el efecto de an˜adir ficheros multimedia al con-
junto de ficheros de texto es incrementar el peso de la cola. Sin embargo,
e´sto sugiere tambie´n que la disribucio´n de los ficheros de texto podr´ıa ser en
s´ı misma heavy-tailed. Utilizando la te´cnica de ajuste de mı´nimos cuadrados
para las porciones de la distribucio´n en las que log10(x) > 3, se llega a que
para todos los ficheros disponibles α̂ = 1,06 pero que para los ficheros de
texto solo α̂ = 1,36. Los efecto de los varios tipos multimedia tambie´n son
evidentes a partir de la figura.
En el rango de 1.000 - 30.000 bytes, el peso de la cola aumenta por la
transferencia de archivos gra´ficos.
En el rango 30.000 - 300.000 bytes, el peso de la cola aumenta por la
transferencia de archivos de audio.
En el rango de ma´s de 300000 bytes, el peso de la cola aumenta por
la transferencia de archivos de v´ıdeo.
Otro ejemplo que sugiere que el tra´fico multimedia no es el responsable
fundamental de la naturaleza heavy-tailed de los ficheros disponibles en el
web es la comparacio´n gra´fica de la distribucio´n de los ficheros disponibles
en el web con la distribucio´n completa de los ficheros de un sistema Unix.
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La cola de la distribucio´n de los ficheros disponibles en el web no es tan
pesada como la cola de la distribucio´n de los ficheros Unix.
Se comprueba que la tasa de transferencia (en ambos sentidos) sigue
una distribucio´n Weibull.
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Figura 7.8: cdf (cumulative distribution function) y ccdf (complementary cu-
mulative distribution function) de la tasa de transferencia de las conexiones
www (upstream).
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Figura 7.9: cdf (cumulative distribution function) y ccdf (complementary cu-
mulative distribution function) de la tasa de transferencia de las conexiones
www (downstream).
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7.2.4. Implicaciones para el tra´fico
La distribucio´n heavy-tailed del taman˜o de los ficheros disponibles en el
web es la causa de la auto-similitud del tra´fico www.
Algunos autores han demostrado que si el tra´fico se construye como la suma
de muchos procesos on/off, en los que los periodos on/off son independientes
y se distribuyen segu´n una variable aleatoria heavy-tailed con para´metro α,
resulta una serie asinto´ticamente auto-similar con para´metro H = (3−α)/2.
En el contexto del servicio world wide web, los procesos on/off individuales
son ana´logos a las sesiones de los navegadores. En cada sesio´n se distinguen
periodos de silencio o de recepcio´n de los datos transmitidos a una tasa
regular. E´sta es una simplificacio´n de un entorno web real, pero indica que
si la duracio´n de las transmisiones es heavy-tailed, es muy probable que la
naturaleza del tra´fico resultante sea auto-similar. El grado de auto-similitud,
medido con el para´metro H, esta´ relacionado linealmente con el para´metro
α de la distribucion del taman˜o de los ficheros.
En la siguiente tabla se muestra la informacio´n necesaria para caracteri-
zar adecuadamente los para´metros del tra´fico web.
Variable E[X] Var[X] Min[X] Max[X]
Duracio´n conexiones [segundos] 7.35698 64.1251 0.00412893 143.536
Bytes upstream 744.224 553869 47 3253
Bytes downstream 1742.37 3.03586e+06 154 12117
Tasa transferencia upstream 2753.71 7.58289e+06 13.056 42380.8
Tasa transferencia downstream 8112.73 6.58164e+07 14.2275 71447.1
Tiempo entre conexiones 278.17 77378.7 0.617452 2834.47
Tabla 7.1: Estad´ısticos de las conexiones www.
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Cap´ıtulo 8
Modelado de tra´fico DHCP
El protocolo DHCP (dynamic host configuration protocol) automatiza
el proceso de configuracio´n de dispositivos nuevos y existentes en las redes
TCP/IP. DHCP desarrolla muchas de las funciones que un administrador
de red lleva a cabo cuando se conecta un host en una red. Reemplazar el
manual de configuracio´n por un programa aporta flexibilidad, movilidad y
control a la configuracio´n de los equipos de la red.
En este cap´ıtulo se demuestra que el tiempo que transcurre entre la
llegada de dos paquetes de este protocolo se distribuye segu´n una variable
aleatoria heavy-tailed, por tanto el tra´fico de este tipo exhibe caracter´ısticas
de auto-similitud.
8.1. Un primer intento de automatizar la configu-
racio´n de dispositivos
En 1985, Bill Croft y John Gilmore disen˜aron un protocolo llamado
Bootstrap Protocol o BOOTP. La idea que hab´ıa detra´s de BOOTP era
automatizar la configuracio´n de los dispositivos de red, eliminando la
necesidad de la configuracio´n manual.
BOOTP requiere la creacio´n de una tabla que contenga una lista de los
clientes BOOTP, sus direcciones IP y otros para´metros de configuracio´n
necesarios. Un cliente env´ıa una peticio´n a la direccio´n broadcast de
la red (esta peticio´n sera´ respondida por el servidor) para obtener su
configuracio´n.
Este protocolo se encarga u´nicamente de la configuracio´n de red del
dispositivo a partir de la definicio´n esta´tica para ese cliente cliente en la
base de datos del servidor. Las tareas restantes deben ser desarrolladas por
el administrador de red
Con la proliferacio´n de DHCP, los administradores de red pueden elegir
tambie´n el nivel de control que ellos quieren ejercer en la provisio´n de
direcciones y pueden decidir si los clientes deben ser registrados antes de
que se les asignen direcciones IP.
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Una gran ventaja de DHCP es que permite conectar dispositivos mo´viles
en diferentes puntos de la red en cualquier instante de tiempo. Si un equipo
porta´til tiene configurado un cliente DHCP se puede conectar en la red y
utilizar inmediatamente los servicios ofrecidos sin requerir la intervencio´n
de un administrador de sistema.
Aunque el nu´mero de clientes sea reducido, la ventaja de no tener
que configurar manualmente cada direccio´n IP individual puede ser signi-
ficativo. Configurar un servidor DHCP simple para una u´nica subred no
debe suponer mucho ma´s tiempo que configurar la direccio´n IP de un nuevo
equipo.
8.2. Asignando direcciones IP utilizando DHCP
Una diferencia importante entre la manera de asignar direcciones de un
servidor DHCP y un administrador de red es que DHCP impone un l´ımite
en cua´nto tiempo se puede utilizar una direccio´n IP. El resto del protocolo es
ana´logo a lo que hace un administrador de red: un cliente DHCP (se refiere al
dispositivo, no al usuario) solicita una direccio´n IP. El servidor, empleando
su conocimiento sobre la red y una lista de direcciones IP e identificaciones
de los clientes, provee una.
La diferencia principal entre el protocolo DHCP y la asignacio´n manual
de direcciones es el alquiler (lease).
El protocolo DHCP adjudica una direccio´n IP a un cliente con un periodo de
posesio´n definido. Para evitar que el alquiler de una direccio´n IP expire (el
cliente deja de tener acceso a los servicios de red), el cliente debe renovarlo
cada cierto tiempo.
8.2.1. Regeneracio´n de direcciones con DHCP
DCHP impide el uso de las direcciones IP despue´s de expirar el periodo
de alquiler y posee un mecanismo para que los clientes continuen renovando
sus alquileres cuando se conectan a la red; con ello DHCP permite una
regeneracio´n fiable de las direcciones IP que no esta´n siendo usadas. Si un
dispositivo se desconecta de la red durante un periodo largo, debe contactar
con el servidor DHCP para obtener su configuracio´n de red cuando se conecta
de nuevo. Si la direccio´n es regenerada, se le da una nueva para que no exista
conflicto en la provisio´n de direcciones.
8.2.2. Describiendo servicios de red con DHCP
DCHP distribuye direcciones IP e informacio´n de configuracio´n opcional:
Direcciones de los routers por defecto.
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Direcciones de los servidores DNS.
Ma´scara de subred y direccio´n de broadcast.
8.2.3. An˜adiendo servicios con DHCP
Cuando es necesario an˜adir o mover un servicio de red, se emplean los
procesos de renovacio´n regular de alquiler de direcciones para propagar esta
nueva informacio´n (DCHP no permite actualizaciones instanta´neas).
El administrador simplemente actualiza la configuracio´n del servidor DHCP
como apropiada. Si la direccio´n IP de un servicio cambia, entonces la con-
figuracio´n debe ser actualizada para reflejar tal cambio.
Cuando los clientes DHCP renuevan sus alquileres, automa´ticamente reciben
esta nueva informacio´n y empiezan a utilizarla.
8.3. Problemas del protocolo DHCP
8.3.1. Carga del servidor
El servicio de nombres de la red del departamento de Ingenier´ıa
Telema´tica se encuentra en una ma´quina ra´pida y alta capacidad de memo-
ria. Sin embargo, el servidor DHCP puede estar instalado en una ma´quina
de menores prestaciones debido a la baja demanda de este servicio.
8.4. Estados del cliente
La operacio´n del cliente DHCP es modelada en RFC2131 por una
ma´quina de estados (state machine), y su comportamiento es descrito por
un diagrama de transicio´n de estados (state transition diagram). Cuando
un cliente no tiene una direccio´n IP va´lida se dice que esta´ en estado init.
La figura 8.1 presenta los estados en los que se puede encontrar el cliente
y las transiciones entre ellos. Durante el proceso de configuracio´n inicial,
el cliente pasa a estado selecting; cuando obtiene una direccio´n IP pasa
a estado bound. Cuando el cliente rearranca pasa a estado init-reboot y
despue´s confirma que su direccio´n IP es va´lida, pasando al estado bound.
Si algu´n servidor DHCP de la red env´ıa un mensaje dhcpnack al cliente
porque el cliente se ha movido a una nueva red, el cliente vuelve al estado
init.
Alguna vez antes de que el alquier de la direccio´n IP expire, el cliente en-
tra en el estado renewing e intenta ampliar el periodo de posesio´n de la
direccio´n IP enviando un mensaje unicast al servidor que le proporciono´ tal
direccio´n. Si el cliente no recibe respuesta a su peticio´n de renovacio´n, entra
en estado rebinding y env´ıa un mensaje broadcast para ampliar su alquiler
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Figura 8.1: Una ma´quina de estados finitos para un cliente DHCP
de algu´n servidor disponible. Si el alquiler finalmente expira sin que el cliente
haya podido renovarlo, vuelve al estado init.
8.4.1. Obteniendo una configuracio´n inicial
La red a la que se conecta un equipo configurado para usar DHCP de-
termina si tiene una direccio´n IP va´lida. Las razones por las que la direccio´n
IP del cliente podr´ıa no ser va´lida son:
El cliente se acaba de conectar a la red y no tiene una direccio´n IP
asignada.
El servidor DHCP ha informado al cliente que su direccio´n IP es inva´li-
da.
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El alquiler de su direccio´n previa ha expirado.
En todos estos casos, el cliente esta´ en estado init porque no tiene una
direccio´n IP va´lida.
Mensaje DHCPDISCOVER
Para obtener una direccio´n IP y otros para´metros de configuracio´n el
cliente debe localizar uno o varios servidores DHCP. A continuacio´n env´ıa
un mensaje DHCPDISCOVER a la direccio´n de broadcast para que sea
recibido por todos los servidores DHCP del mismo segmento de red.
Mensaje DHCPOFFERT
Despue´s de recibir el mensaje anterior, el servidor env´ıa un mensaje
DHCPOFFER presentando al cliente una direccio´n IP y otros para´metros
de configuracio´n de acuerdo con la definicio´n de su fichero de configuracio´n.
Mensaje DHCPREQUEST
En este mensaje el cliente DHCP solicita informacio´n de la direccio´n
IP y los otros para´metros de configuracio´n que el servidor proporciono´ en
el mensaje anterior; la direccio´n destino de este mensaje es la direccio´n de
broadcast.
Mensaje DHCPACK
Despue´s de recibir el mensaje DHCPREQUEST el servidor comprue-
ba que la direccio´n solicitada esta´ todav´ıa disponible y que los para´metros
de configuracio´n son correctos, registra la direccio´n asignada y env´ıa un
mensaje de confirmacio´n al cliente.
A partir de este punto del cap´ıtulo se van a presentar los resultados
obtenidos durante el periodo de monitorizacio´n de tra´fico DHCP (22 d´ıas)
en la ma´quina grunt.it.uc3m.es.
El resultado de la captura es el siguiente:
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1082740556.016234 0:c0:f0:3d:45:62 ff:ff:ff:ff:ff:ff
0.0.0.0.68 > 255.255.255.255.67:
4500 0148 0300 0000 8011 36a6 0000 0000
ffff ffff 0044 0043 0134 b549 0101 0600
8105 8105 0e00 0000 0000 0000 0000 0000
0000 0000 0000 0000 00c0 f03d 4562 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 6382 5363 3501 033d
0701 00c0 f03d 4562 3204 a375 8bf8 3604
a375 8b78 0c0c 4f45 4d43 6f6d 7075 7465
7200 3708 0103 060f 2c2e 2f39 ff00 0000
0000 0000 0000 0000
Para que el formato de la traza sea ma´s legible y el ana´lisis posterior de
la informacio´n se simplifique, se aplica el filtro dhcpdump sobre el fichero
que contiene la captura.
TIME: 1082740556.016234
IP: 0.0.0.0.68 (0:c0:f0:3d:45:62) > 255.255.255.255.67
OP: 1 (BOOTPREQUEST)
HTYPE: 1 (Ethernet)
HLEN: 6
HOPS: 0
XID: 81058105
SECS: 3584
FLAGS: 0
CIADDR: 0.0.0.0
YIADDR: 0.0.0.0
SIADDR: 0.0.0.0
GIADDR: 0.0.0.0
CHADDR: 00:c0:f0:3d:45:62:00:00:00:00:00:00:00:00:00:00
SNAME: .
FNAME: .
OPTION: 53 ( 1) DHCP message type 3 (DHCPREQUEST)
OPTION: 61 ( 7) Client-identifier 01:00:c0:f0:3d:45:62
OPTION: 50 ( 4) Request IP address 163.117.139.248
OPTION: 54 ( 4) Server identifier 163.117.139.120
OPTION: 12 ( 12) Host name OEMComputer
OPTION: 55 ( 8) Parameter Request List 1 (Subnet mask)
3 (Routers)
6 (DNS server)
15 (Domainname)
44 (NetBIOS name server)
46 (NetBIOS node type)
47 (NetBIOS scope)
57 (Maximum DHCP message size)
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El siguiente filtro se aplicara´ sobre un fichero que contenga u´nicamente
los paquetes request, offer, decline enviados o recibidos por una ma´quina.
{
if(NR==1)
time_ref=$1
else{
resultado=$1-time_ref
i++
array[i]=resultado
print array[i]
total=total+array[i];
time_ref=$1
}
}
END {
total=total/NR
print("tiempo medio entre llegadas")
print(total)
for(k=1;k <=i ;k++){
var_interarrival=array[k]-total
var_interarrival=var_interarrival*var_interarrival
dur=dur+var_interarrival
}
print("varianza del tiempo entre llegadas")
dur= dur/NR
print(dur)
}
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Este otro filtro sirve para averiguar el nu´mero de paquetes de cada tipo
que se han transmitido durante el periodo de monitorizacio´n. Este tiempo
supera los 20 d´ıas debido al limitado uso de este servicio.
{
if ($1== "TIME:"){
#solo se incrementa aqui el indice i
i++
vector_time[i]=$2
}
#TIPO MENSAJE#
if ($1=="OPTION:" && $2==53){
if($8==1)
print("discover")
if($8==2)
print("offer")
if($8==3)
print("request")
if($8==4)
print("decline")
if($8==5)
print("ack")
if($8==6)
print("nack")
if($8==8)
print("release")
if($8==8)
print("inform")
}
}
Tipo Mensaje Nu´mero paquetes
Offer 1852
Discover 5221
Request 2472
Decline 35
Ack 1862
Nack 216
Release 190
Inform 190
Total 12038
Tabla 8.1: Mensajes DHCP
A continuacio´n se presentan unas figuras que corresponden a la funcio´n
de distribucio´n de probabilidad (F (x)) y la funcio´n de distribucio´n de prob-
abilidad complementaria (Fc(x)) del tiempo transcurrido entre la llegada de
dos mensajes request, offer o decline. Se comprueba que estas variables se
distribuyen segu´n una funcio´n hiperbo´lica, no exponencial.
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Cap´ıtulo 9
Conclusiones y l´ıneas futuras
9.1. Conclusiones
Comprender la naturaleza del tra´fico en la subred del departamento de
Ingenier´ıa Telema´tica es esencial para las operaciones y la evaluacio´n de
rendimiento de la misma.
Los principales resultados de los ana´lisis estad´ısticos de las medidas real-
izadas sobre el tra´fico Ethernet son:
1. El tra´fico es estad´ısticamente auto-similar (el valor del para´metro H
es 0.6 - ligeramente superior al extremo inferior del intervalo [0,5−1]),
independientemente de cuando hayan sido coleccionados los datos y
en que´ parte de la red se haya realizado la captura.
2. El grado de auto-similitud, medido en te´rminos del para´metro H, es
t´ıpicamente una funcio´n de la utilizacio´n de la red y se puede utilizar
para medir la variabilidad (burstiness) del tra´fico (a medida que au-
menta su cara´cter intermitente, aumenta el valor de este para´metro).
3. Los principales componentes del tra´fico Ethernet comparten las mis-
mas caracter´ısticas auto-similares del tra´fico conjunto.
Las implicaciones de la naturaleza auto-similar del tra´fico en las opera-
ciones y evaluacio´n de su rendimiento son:
1. Los modelos de fuente para usuarios Ethernet individuales exhiben
variabilidad extrema en te´rminos del tiempo entre llegada de paquetes
(s´ındrome de varianza infinita).
2. Las medidas comu´nmente usadas para la variabilidad, tales como el
ı´ndice de dispersio´n (de cuentas), peak-to-mean-ratio, o el coeficiente
de variacio´n (para el tiempo entre llegadas), no son trascendentes para
tra´fico auto-similar sino que pueden ser remplazadas por el para´metro
de Hurst.
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3. La naturaleza de la congestio´n producida por los modelos de tra´fi-
co auto-similar difiere dra´sticamente de la observada en los modelos
tradicionales.
9.2. L´ıneas futuras
Para el propo´sito de modelado de la dina´mica del tra´fico de la red de
Ingenier´ıa Telema´tica, FGN tiene la ventaja de proveer una descripcio´n com-
pleta del proceso de tasa de tra´fico resultante; e´sto es, especificar su media,
varianza y para´metro H es suficiente para caracterizar completamente el
tra´fico.
Dada esta ventaja sobre otras - t´ıpicamente incompletas - descripciones de
la dina´mica del tra´fico de red, es importante conocer bajo que´ condiciones
el proceso FGN resulta adecuado y preciso.
[A. Erramilli et al., 1996] establece que el modelo FGN es apropiado porque:
El tra´fico es agregado sobre un gran nu´mero de conexiones independi-
entes (garantizando gaussianidad por la expresio´n 4.1).
Los efectos del control de flujo sobre cualquier conexio´n no se consid-
eran (las escalas de tiempo consideradas son suficientemente grandes
y se mantiene 4.8).
El rango de escalas de intere´s para el problema de rendimiento coincide
con la regio´n de escala (donde se mantiene la relacio´n 4.8).
En la pra´ctica, estas condiciones se satisfacen en los backbone (altos niveles
de agregacio´n) y para escalas de tiempo mayores que el RTT (round trip
time) de un paquete en la red.
9.2.1. Hacia modelos de carga de trabajo auto-similares no
gaussianos
Una de las condiciones que justifican el empleo del proceso FGN como
una descripcio´n adecuada y precisa del tra´fico de Ingenier´ıa Telema´tica, es
que el flujo de datos se constituye a partir de un gran nu´mero de conexiones
independientes. La variabilidad de la tasa de tra´fico en cada una de ellas
puede no ser demasiado alta (X(m)i se distribuye segu´n una variable aleatoria
con varianza finita).
Esta condicio´n no es aplicable en la red de Ingenier´ıa Telema´tica (tecnolog´ıa
de 100 Mbps), ya que, a pesar de la presencia de TCP, la tasa de tra´fico de las
conexiones individuales var´ıa sobre varios o´rdenes de magnitud (de Kbps a
Mbps), dependiendo de las condiciones de red. As´ı pues, para la comprensio´n
del tra´fico de la red bajo estudio, son de enorme relevancia los procesos que
presentan colas pesadas en el tiempo y en el espacio (distribucio´n estad´ıstica
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heavy-tailed con varianza infinita para la duracio´n y de la tasa de emisio´n
de las conexiones individuales).
Para ilustrar lo que se ha mencionado anteriormente, se considera una
conexio´n con periodos on/off, X(m)i , donde:
La duracio´n de los periodos on/off se ajusta a una funcio´n de dis-
tribucio´n heavy-tailed con varianza infinita.
La tasa de emisio´n de paquetes durante los periodos de actividad se
distribuye segu´n una variable aleatoria heavy-tailed con varianza in-
finita.
Centrando la atencio´n en esta modificacio´n del modelo renewal reward
process [B.B.Mandelbrot, 1996 ] y [A. Erramilli et al., 1996] han demostra-
do recientemente que, cuando se estudia el proceso de tasa de tra´fico con-
junto X(m) definido en la ecuacio´n 4.1, se obtiene un proceso estacionario
con una distribucio´n marginal estable de varianza infinita y un para´metro
H dado por:
H =
β − α+ 1
β
(9.1)
β denota el para´metro de la distribucio´n heavy-tailed que ajusta la tasa de
tra´fico de las conexiones individuales.
α es el ı´ndice asociado a la distribucio´n de la duracio´n de los periodos
on/off.
Ambos ı´ndices se asumen ide´nticos por simplicidad.
Si β = 2, la relacio´n 9.1 se reduce a H = (3 − α)/2 ∈
(
1
2 , 1
)
, valor
que coincide con el valor de H en un proceso FGN (Fractional Gaussian
Noise). Sin embargo, el proceso de superposicio´n obtenido bajo la suposi-
cio´n de colas pesadas con varianza infinita de las duraciones y las tasas, no
es gaussiano sino que tiene marginales heavy-tailed, implicando un aumento
de la probabilidad de que la tasa de tra´fico conjunto sea mucho mayor que
el valor medio y que pueda tomar valores extremos (un feno´meno conocido
como intermitencia).
En los procesos no gaussianos los para´metros estad´ısticos α (que es-
pecifican las marginales) y H no proveen una definicio´n; existe un nu´mero
de procesos dependientes, con incrementos estacionarios y con marginales
estables con el mismo para´metro α y el mismo para´metro de auto-similitud.
Sin embargo, los procesos FGN quedan completamente definidos a partir
de las caracter´ısticas estad´ısticas de segundo orden (varianza y para´metro
Hurst), debido a la gaussianidad.
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9.2.2. El comportamiento del tra´fico de red en pequen˜as es-
calas de tiempo
El ana´lisis del tra´fico medido en la red del departamento de Ingenier´ıa
Telema´tica y la comprensio´n de la estructura subyacente llevan a la con-
clusio´n de que este tra´fico de a´rea local es consistente con la auto-similitud
asinto´tica o el comportamiento de escala a largo plazo, sus caracter´ısticas
en escalas de tiempo ma´s pequen˜as son muy diferentes de las observadas
en escalas de tiempo mayores. Por tanto, para proveer una descripcio´n ma´s
adecuada y completa del tra´fico observado, ser´ıa necesario analizar sus carac-
ter´ısticas en escalas de tiempo pequen˜as y comprender sus causas y efectos,
pero e´sto queda fuera del alcance de este trabajo.
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Selfis
Herramienta para el ana´lisis de auto-similitud y dependencia a largo
plazo A pesar del amplio uso de la auto-similitud y la dependencia a largo
plazo del tra´fico de red, existe confusio´n en torno a la identificacio´n de tal
feno´meno en el tra´fico de una red real.
1. El exponente Hurst no puede ser calculado de una forma definitiva,
so´lo puede ser estimado.
2. Existen varios me´todos diferentes para estimar el exponente de Hurst
pero a menudo producen estimas diferentes.
3. No esta´ claro cua´l de los estimadores provee la estimacio´n ma´s precisa.
SELFIS es una herramienta software basada en java, que automatiza el
ana´lisis de auto-similitud.
Las principales caracter´ısticas de SELFIS son las siguientes:
Integra tres clases de funciones:
• ana´lisis de auto-similitud y dependencia a largo plazo.
• Transformadas de Fourier.
• Algoritmos de procesado de datos.
Es implementada como una herramienta de software independiente,
no es necesario software comercial adicional para utilizarlo.
El disen˜o modular permite a otros investigadores contribuir con su
propio co´digo fuente.
SELFIS evita el empleo de sofisticados algoritmos en el analisis de datos
reales. SELFIS es una herramienta software, basada en java, portable,
expansible, orientada a objetos, libremente distribuida como un servicio
a la comunidad de investigadores. Es una coleccio´n de metodolog´ıas para
la estimacio´n de auto-similitud y depenencia a largo plazo y algoritmos
de procesado de series temporales. Tambie´n incorpora varios estimadores
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de dependencia a largo plazo que revelan caracter´ısticas diferentes de las
series analizadas. Asimismo ofrece metodolog´ıas de procesamiento de datos
y transformaciones tales como wavelets, transformada de Fourier, test
de estacionariedad. Adema´s,SELFIS provee la posibilidad de sintetizar
secuencias dependientes a largo plazo, para la que incluye generadores de
muestras FGN.
Una de las desventajas de este programa es el retardo en cada una
de las acciones, problema agravado por el taman˜o de los ficheros de
entrada (58 Mbytes). Es por ello, por lo que el proceso de estimacio´n
del para´metro H del tra´fico de la red de Ingenier´ıa Telema´tica se ha
llevado a cabo utilizando tres programas codificados en C (disponibles en
ftp://ftp.ics.uci.edu/pub/duke/self-similar/), que implementan
los algoritmos descritos en el cap´ıtulo 3.
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Analizadores de protocolos
Para analizar el comportamiento de los protocolos de red es preciso
disponer de una herramienta capaz de monitorizar el tra´fico existente en
una interfaz y mostrarlo de una forma legible. Esta herramienta se denom-
ina analizador de protocolos de red y registra parte o el contenido
completo de cada paquete.
El post-procesado de esta informacio´n se denomina retrospective analysis.
Para capturar todo el tra´fico, los analizadores de protocolos colocan la tar-
jeta de red en modo promiscuo, para ver todo el tra´fico generado por todos
los equipos que comparten el mismo conjunto de cables y concentradores
(hubs).
La arquitectura software para un protocolo de red en una ma´quina
Linux con tarjeta Ethernet se describe de esta forma:
El analizador de protocolos corre como una aplicacio´n, comunica´ndose con
un componente del kernel1.
El socket de filtro (Linux Socket Filter) actu´a como intermediario entre
el analizador de protocolos y el controlador de la tarjeta de red Ethernet
(Ethernet device driver); coloca la tarjeta de red en modo promiscuo y
obtiene una copia de todo el tra´fico entrante (desde la red) y saliente (hacia
la red). El socket de filtro procesa este tra´fico y lo transfiere al analizador
de protocolos, que lo presenta al usuario.
Existen muchas herramientas u´tiles dependiendo del S.O., tipo de red,. . ..
Una de estas herramientas es un sniffer de red, basada en la librer´ıa de
captura de paquetes (libpcap) y que adema´s funciona en plataformas tan-
to Win32 como GNU/Linux-UNIX. Esta herramienta es TCPDump, que
funciona en l´ınea de comando. Otro analizador de protocolos es ethereal,
que es una aplicacio´n gra´fica.
1El kernel de un sistema operativo es la parte central o nu´cleo del sistema
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B.1. Ethereal
Esta herramienta se utilizo´ en el comienzo del trabajo para coleccionar
trazas de tra´fico en la red de Ingenier´ıa Telema´tica. Tiempo despue´s fue
reemplazada por el analizador de protocolos TCPDump debido a la simpli-
cidad y facilidad de uso de este u´ltimo.
Ethereal es un potente analizador libre de protocolos de redes, para
ma´quinas Unix y Windows. Permite capturar los datos directamente de una
red o obtener la informacio´n a partir de una captura en disco (puede leer
ma´s de 20 tipos de formato distintos). Destaca tambie´n por su impresion-
ante soporte de ma´s de 300 protocolos, gracias sin duda a la licencia GPL y
sus ma´s de 200 colaboradores de todo el mundo. En la ventana principal de
se reconocen dos a´reas de despliegue:
1. Resumen de paquetes capturados, un paquete por l´ınea.
2. Detalles de encabezado de protocolos para el paquete seleccionado.
La ventana de estado muestra en tiempo real la cantidad de paquetes
capturados, en total y de algunos tipos corrientes.
La situacio´n de captura se mantiene hasta que se presiona el boto´n stop.
Despue´s de unos instantes aparecen los paquetes capturados, tal cual se ve
en la imagen de la ventana principal; si se activa la opcio´n de actualizar
lista de paquetes en tiempo real (Update list of packets in real time) estos
se visualizan a medida que son capturados
B.2. TCPDump
TCPDump (en Windows, WINDump) es un programa cuya utilidad
principal es analizar el tra´fico que circula por la red. Se apoya en la li-
brer´ıa de captura pcap, que presenta una interfaz uniforme y que esconde
las peculiaridades de cada sistema operativo a la hora de capturar tramas
de red. Para seguir el manual es necesario unos conocimientos basicos del
protocolo TCP/IP, [Stevens et al., 1995].
Aunque viene incluido en la mayor´ıa de las distribuciones de Linux, sus
fuentes pueden encontrarse en http://www.tcpdump.org/.
En primer lugar hay que definir la interfaz de red en la que debe escuchar
el analizor de protocolos; cuando se ejecuta sin para´metros elige la interfaz
eth0 (en una ma´quina UNIX), mientras que en Windows hay que indicar
expl´ıcitamente la interfaz de red a monitorizar.
Para averiguar la interfaces en cualquier ma´quina UNIX se ejecuta el co-
mando ifconfig -a Unix, que imprime por pantalla las interfaces de la
ma´quina, as´ı como sus para´metros de configuracio´n.
lm011:~ /sbin/ifconfig -a
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eth0 Link encap:Ethernet HWaddr addr
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:646760 errors:0 dropped:0 overruns:0 frame:0
TX packets:449673 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:100
Interrupt:5 Base address:0x2c20
eth1 Link encap:Ethernet HWaddr addr
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:1321583 errors:0 dropped:0 overruns:0 frame:0
TX packets:1778135 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:100
Interrupt:9 Base address:0x3000
lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
UP LOOPBACK RUNNING MTU:3924 Metric:1
RX packets:39747 errors:0 dropped:0 overruns:0 frame:0
TX packets:39747 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
(en este ejemplo esta´n borradas las direcciones IP)
Cuando se ”lee” la red, puede que no interese que TCPDump intente
resolver los nombres de las maquinas (pueden que no estar dadas de alta en
el DNS, por motivos de seguridad, . . .). Para ello se dispone de la opcio´n
-n.
Para establecer la longitud de los datos que captura TCPDump se
emplea la opcio´n -s len, donde len es la longitud que interesa. Por defecto
TCPDump so´lo captura los primeros 68 bytes, que resulta u´til lo u´nico que
se quiere son las cabaceras IP, TCP o UDP, pero en otros casos truncan los
datos.
Se puede ajustar la longitud de la captura a la MTU del medio con esta op-
cio´n. Por ejemplo para capturar toda la trama ethernet se puede usar -s 1500.
En funcio´n de la cantidad de informacio´n que TCPDump debe in-
terpretar, se puede utilizar -v, -vv, -vvv, aumentando el grado de
informacio´n con cada una de las opciones.
Si se quiere imprimir el contenido del paquete se puede utilizar la
opcio´n x (para imprimir en ASCII se utiliza la opcio´n -X. La longitud que
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imprime viene determinada por la opcio´n -s o los 68 bytes que usa captura
por defecto.
Se puede trabajar offline con TCPDump. Si se quiere grabar la cap-
tura para posteriormente leerla y analizarla se utiliza la opcio´n -w file
donde file es el nombre del fichero donde quedara´ almacenada la captura
de datos. Posteriormente se puede leer y analizar offline con la opcio´n -r
file 2.
B.2.1. Interpretando la salida
Lo primero que hay que decir es que la salida depende del protocolo
que estemos analizando. Para empezar comentar que todas las capturas
del tcpdump tienen como primer campo una marca de tiempo, que indica
cuando ha sido capturado el paquete.
Protocolo ARP/RARP
El protocolo ARP (Address resolution protocol) sobre Ethernet esta´ doc-
umentado en la RFC 826 http://www.faqs.org/rfcs/rfc826.html.
RARP se puede encontrar en la RFC 1293 http://www.cis.ohio-state.
edu/cgi-bin/rfc/rfc1293.html. Estas peticiones aparecen de la siguiente
manera:
18:33:49.908612 arp who-has 192.168.1.2 tell 192.168.1.1
18:33:49.908691 arp reply 192.168.1.2 is-at 0:2:a5:ee:ec:10
En este caso, la ma´quina 192.168.1.1 pregunta por la direccio´n ethernet
192.168.1.2 (se supone que ambas ma´quinas esta´n ubicadas en el mismo
segmento de red).
2Este fichero tambie´n puede ser procesado por otros analizadores, tales como Ethereal
(http://www.ethereal.com).
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Protocolo TCP
El protocolo TCP se define en la RFC 793 http://www.faqs.org/rfcs/
rfc794.html. La linea general de un paquete TCP es:
src > dst: flags [dataseq ack window urgent options]
Los campos src, dst y flags estan siempre presentes. El significado de dichos
para´metros es:
Src: Direccio´n y puerto origen. En caso de no especificar el para´metro -n se
intenta resover el nombre via DNS y el se busca el nombre del puerto
v´ıa (normalmente en los Unix en /etc/services).
Dst: Direccio´n y puerto destino, exactamente igual que el caso anterior.
Flags: Flags de la cabecera TCP. Puede ser ” .” (no hay flags, o una com-
binacio´n de S (SYN), F (FIN), P (PUSH), W (reduccio´n de la ventana
de congestio´n), E (ECN eco).
Dataseq: Nu´mero de secuencia del primer byte de datos en este segmento
TCP. El formato es ”primero:u´ltimo(n)”, que significa que desde el
primero al u´ltimo (sin incluir) hay un total de n bytes de datos 3.
Ack: Nu´mero de asentimiento, siguiente nu´mero de secuencia que se espera
recibir 4.
Win: Taman˜o de la ventana de recepcio´n.
Options: Indica la existencia de opciones. Si hay, van entre < y >.
Protocolo UDP
Un paquete UDP se imprime de la siguiente manera:
origen.srcport > destino.dsrpot: udp len
Origen: Nombre o direccio´n origen.
Src-port: Puerto origen.
Destino: Nombre o direccio´n destino.
Dst-port: Puerto destino
Len: Longitud de los datos de usuario.
En algunos casos, puede interpretar protocolos que vayan encapsulado
en los paquetes UDP (NFS o DNS).
3Los segmentos SYN tambie´n ocupan un nu´mero del espacio de secuencia.
4Para los segmentos SYN tambie´n hay asentimiento.
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Fragmentos de datagramas IP
Los datagramas fragmentados se indican con una expresio´n al lado de
los mismos entre pare´ntesis:
(frag id:size@offset+) (frag id:size@offset)
Id: identificador del fragmento.
Size: taman˜o del fragmento.
Offset: posicio´n del fragmento en el datagrama original. El significado de
”+” al final del campo es la existencia o no de ma´s fragmentos.
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Ape´ndice C
Tcp-Reduce
Esta herramienta es una coleccio´n de scripts que, a partir de un fichero
(formato binario) con la captura completa, extraen la informacio´n de ca-
da conexio´n TCP (establecida y finalizada durante el periodo de monitor-
izacio´n) y la presenta en pantalla.
tcp-reduce.
tcp-conn.
tcp-summary.
Formato de los ficheros reducidos Cada l´ınea ASCII del fichero reducido
(obtenido tras ejecutar el script tcp-reduce sobre el fichero que contiene la
captura tcpdump) contiene 8 o 9 columnas y resume una conexio´n TCP.
1. La primera columna indica el instante en el que comenzo´ la conexio´n
(primer paquete SYN).
2. Duracio´n de la traza en segundos o ? si la traza no muestra el fin
de la conexio´n (no se han recogido paquetes con el flag FIN o RST
activado).
3. Protocolo empleado en el nivel de aplicacio´n. En general es derivado
del nu´mero de puerto utilizado por el receptor, excepto en el caso de
ftp-data. En este caso el paquete SYN se env´ıa al puerto 20 de TCP
Los puertos no identificados se almacenan como other-XXXX si no
son privilegiados (puerto menor que 1024) o priv-XXXX si el puerto
es mayor de 1024.
4. Bytes enviados por el que inicio´ la conexio´n o ? si no esta´ disponible
(la conexio´n no ha terminado o ha terminado con RST).
5. Bytes enviados por el receptor de la conexio´n, o ? si no esta´ disponible.
6. Host local y remoto que participaron en la conexio´n.
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El estado en el que acaba una conexio´n puede ser:
SF normal completado SYN/FIN.
REJ conexio´n rechazada.
S0 (estado 0): no se responde a la solicitud de inicio de conexio´n.
S1 (estado 1): conexio´n establecida.
S2 (estado 2): la conexio´n se ha establecido correctamente y el host
origen ha cerrado la conexio´n por su parte.
S3 (estado 3): la conexio´n se ha establecido correctamente y el host
destino ha cerrado la conexio´n por su parte.
S4 (estado 4): en las trazas de tra´fico no se ha registrado el mensaje se
solicitud de conexio´n pero si el mensaje de confirmacio´n de recepcio´n.
RSTOSn el host origen interrumpio´ la conexio´n (envio´ un paquete con
el flag RST activado) en el estado n.
RSTRSn el host origen interrumpio´ la conexio´n en el estado n.
SS el paquete de solicitud de conexio´n se registro´ cuando la conexio´n
estaba parcialmente cerrada.
SH el cierre de una conexio´n en estado 0 se produjo antes de regis-
trar el paquete de confirmacio´n de la solicitud de conexio´n (flag SYN
activado).
SHR el cierre de una conexio´n en estado 4 se produjo antes de registrar
el paquete de solicitud de conexio´n.
OOS1 El paquete de confirmacio´n no se corresponde con el paquete
de solicitud de conexio´n.
OOS2 El paquete de solicitud de conexio´n se retransmitio´ con un
nu´mero de secuencia diferente.
La salida del script tcp-sumary se presenta en seis columnas:
Protocolo TCP.
Nu´mero de conexiones intentadas en cada puerto (identificador del
protocolo en el nivel de aplicacio´n).
Nu´mero de kilobytes (KB) transferidos en ambas direcciones (host
origen-destino y destino-origen).
Porcentaje de conexiones que finalizaron en estado SF.
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Porcentaje de conexiones iniciadas por equipos del segmento de red
del departamento de Ingenier´ıa Telema´tica (hosts locales).
No se consideran aquellas conexiones en las que se transfiere una ı´nfima
cantidad de bytes (el valor de este umbral es configurable).
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Ape´ndice D
Presupuesto del proyecto
El presupuesto de este proyecto, de duracio´n 6 meses, consta de tres
apartados: el ca´lculo del presupuesto de ejecucio´n material, el coste de la di-
reccio´n de obra y, por u´ltimo, el presupuesto total, suma de los dos conceptos
anteriores 1.
D.1. Presupuesto de ejecucio´n material
Se incluyen en este presupuesto los gastos en herramientas empleadas,
tanto hardware como software, as´ı como la mano de obra.
D.1.1. Gastos de material
Concepto Precio Uso (meses) Amortizacio´n (an˜os) Total
Ordenador i686 590 6 1 295
Impresora La´ser 650 1 5 130
Material de oficina 150 150
Microsoft Office 2003 300 6 3 50
Sistema Operativo Windows XP 165 12 3 55
TOTAL 680
Tabla D.1: Gastos de material
El resto de herramientas software empleadas no se contabilizan porque
son de libre distribucio´n.
1Todas las cantidades que aparecen esta´n contempladas en Euros.
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D.2. Coste de mano de obra
Concepto Sueldo mensual Meses Total
Ingeniero Telema´tico 1200 4 4800
Mecano´grafo 600 2 1200
TOTAL 6000
Tabla D.2: Costes mano de obra
TOTAL PRESUPUESTO DE EJECUCIO´N MATERIAL 6680 Euros
D.2.1. Direccio´n del proyecto
La direccio´n del proyecto es llevada a cabo por un ingeniero que real-
iza las funciones de direccio´n, administracio´n y ana´lisis de requisitos. Sus
honorarios ascienden a 12.000 Euros.
D.2.2. Importe total del proyecto
Presupuesto de ejecucio´n material 6680
Direccio´n del proyecto 12000
TOTAL 18680
Tabla D.3: Coste total del proyecto
El importe total del proyecto asciende a DIECIOCHO MIL
SEISCIENTOS OCHENTA EUROS.
El ingeniero,
Fdo: Patricia Bravo Garc´ıa
Madrid, Junio de 2004
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