Emotion in sounds is perceived by a number of attributes such as pitch, loudness, duration, and timbre (Caclin et al., 2006; Hailstone et al., 2009) . Timbre is the acoustic property of sound that is essential for the identification of auditory stimuli with identical pitches (Bregman, Liao, & Levitan, 1990; Hailstone et al., 2009; McAdams & Cunible, 1992; McAdams, Winsberg, Donnadieu, De Soete, & Krimphoff, 1995) . For example, to identify two musical instruments playing the same note for the same duration, one uses timbre (Grey & Moorer, 1977; Risset & Wessel, 1982) . This study examines the role of timbre for the perception of emotion.
There is considerable research about how acoustic and structural features contribute to emotional expression in music, but few studies have explored the connection between timbre and emotion. As a notable exception, Eerola, Ferrer, and Alluri (2012) showed that the acoustic features envelope centroid, ratio high-frequency to low-frequency energy, and skewness could predict dimensions of emotion (i.e., valence and activation), but how does this extend to particular categories of emotion (e.g., happy, sad, anger, fear, or disgust; Ekman, 1992) ? By looking at particular categories of emotions we can describe the relationship between timbre and emotion more thoroughly. In this study we investigate the role of timbre in emotion perception by examining the following questions; do particular acoustic features of sound that predict timbre also predict different categories of emotions in instrumental sounds? If so, how are they related?
Timbre and Emotion
Timbre is an attribute of sound used by a listener to judge that two sounds similar in loudness and pitch are dissimilar (American National Standards Institute, 1994) . Helmholtz defined different timbres as resulting from different amplitudes (of harmonic components) of a complex tone in a steady state (Helmholtz, 1885) . These definitions, however, do not adequately describe acoustic features that predict both timbre and emotion in sound. A wide range of features from loudness and roughness (e.g., Leman, Vermeulen, De Voogdt, Moelants, & Lesaffre, 2005) to mode and harmony (e.g., Gabrielsson & Lindström, 2010) can account for perceived emotions, but can these features also explain timbre (Patel, 2009)? Psychoacoustical experiments show that timbre is multidimensional (Caclin et al., 2005) ; it arises from a distribution of acoustic features rather than one single physical dimension (Padova, Bianchini, Lupone, & Balardinelli, 2003) . Acoustic features such as amplitude, phase, attack time, decay, spectrum fine structure, spectral fluctuation, the presence of low-amplitude to highfrequency energy and spectral centroid work simultaneously to influence the perception of timbre and are central for instrument recognition (Caclin et al., 2005; Caclin, Giard, & McAdams, 2009; Chartrand & Belin, 2006; Grey & Moorer, 1977; Hailstone et al., 2009; Hajda, Kendall, Carterrette, & Harshberger, 1997) . The present research adopts these acoustic features and investigates the extent to which these features predict the perception of five categorical emotions-happiness, sadness, anger, fear, and disgust.
timbre. There are features that can explain emotion in sound; however, there is not yet evidence for a conclusive set of acoustic features that explain both emotion and timbre (Coutinho & Dibben, 2013; Eerola & Vuoskoski, 2013) . Eerola et al. (2012) showed that a dominant portion of valence and arousal could be predicted by a few acoustic features such as ratio of high-frequency to low-frequency energy, attack slope, and envelope centroid. Participants rated the perceived affect of 110 instrumental sounds that were equal in duration, pitch, and dynamics. Results showed that acoustic features related to timbre played a role in affect perception. Scherer and Oshinsky (1977) used synthetic tone sequences of expressive speech with varied timbres and demonstrated that manipulating amplitude, pitch variation, level, contour, tempo, and envelope could explain variance in emotion ratings. Participants listened to one of three types of tone sequences created from sawtooth wave bursts and rated each sound on scales accounting for pleasantness-unpleasantness, activity-passivity, and potencyweakness and indicated if each sound was an expression of anger, fear, boredom, surprise, happiness, or disgust. While this showed strong effects of manipulating acoustic features of sound on emotion perception, this study did not address whether these features were related to timbre. Likewise, Juslin (1997) showed that listeners use similar acoustic cues (e.g., tempo, attack time, and sound level) to decode emotion in synthesized and live music performances. While this research helps understand how some acoustic features are related to specific emotions, no direct comparison of features for timbre and emotion were made. Without this information, it is difficult to indicate how well timbre contributes to perceived emotion.
In summary, there is an important link between timbre and emotion, though previous studies are limited in terms of scope and stimuli. First, only a few studies have directly investigated the role of timbre in emotion perception (e.g., Eerola et al., 2012) . Second, music excerpts are typically the stimuli used to study emotion, which could have previously formed emotional associations for listeners. In this regard, it is unclear whether the acoustic features or the association of specific sound sources with emotional experience created the perceived emotion.
With these issues in mind, the present study has several aims. We extracted acoustic features from "pseudo" instrumental sounds and examined the extent to which these features could explain both timbre and emotion ratings made for the same sound stimuli. Stimuli for the present experiments were created to reduce participants' familiarity with sound stimuli, which could bias the perception of a listener to a certain emotion (e.g., associating flute sounds with happiness). Using categorical emotions for affect perception, we aim to compliment the work of Eerola et al. (2012) that used affect dimensions (valence and arousal).
Overview of Experiments
In conducting this study novel stimuli were created for Experiments 1a and 1b by mixing frequencies from 10 instrumental sounds (flute, clarinet, trumpet, tuba, piano, French horn, violin, guitar, saxophone, and bell) . To identify the acoustic properties that predict timbre and emotion judgments, 29 acoustic features that are known to relate to timbre (see Table 1 for descriptions) were initially extracted from these sound stimuli.
Experiment 1a: Timbre Judgment; Experiment 1b: Emotion Judgment
In Experiment 1a, participants listened to the sound stimuli one at a time and rated the extent to which each sound was perceptually close to the sound produced by a flute, clarinet, trumpet, tuba, piano, French horn, violin, guitar, saxophone, or bell (i.e., timbre judgment). In Experiment 1b, participants received the same sound stimuli and judged the extent to which the stimulus sounded happy, sad, angry, fearful, and disgusting (i.e., emotion judgment). Our The amount of energy above a specified frequency (usually 1,500 Hz) (Caclin et al., 2005 Ratio between geometric and arithemetic mean of a sound spectrum (Eerola, Ferrer, & Alluri, 2012 ) Regularity Degree of regularity of peaks within a sound spectrum (McAdams, Beauchamp, & Meneguzzi, 1999; Lartillot & Toiviainen, 2008) . Spread Standard deviation of a sound spectrum Kurtosis Kurtosis of a sound spectrum Skew Skew within a sound spectrum Envelope centroid Centroid of the temporal envelope (Eerola et al., 2012 ) Inharmonicity Deviation of partials from harmonic frequencies within a sound (Jensen, 1999 ) Hf-lf ratio High-energy to low-energy ration (Juslin, 2000) Sub band 1-10 Spectral flux within particular frequency bands (Alluri & Toiviainen, 2010; Eerola et al., 2012) This document is copyrighted by the American Psychological Association or one of its allied publishers.
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2 goal was to identify the extent to which acoustic features that could explain behavioral responses obtained in the timbre judgment task (Experiment 1a) also explain behavioral responses obtained in the emotion judgment task (Experiment 1b). Behavioral rating scores were averaged over participants for individual sound stimuli. Because data from the timbre judgment task in Experiment 1a consisted of 10 response dimensions for each sound and the emotion judgment task in Experiment 1b produced five response dimensions for each sound. To make dimensions of timbre and emotion responses comparable, Principal Component Analysis (PCA) was applied to equate the dimensionality of the two types of behavioral rating data (because the rating data was not normally distributed, a logarithmic transformation was applied before PCA). For our analysis, we selected the first two principal components from timbre judgment and emotion judgment tasks, based upon eigenvalues larger than one, and investigated the extent to which the aforementioned acoustic features accounted for the principal component scores obtained from the behavioral rating data. Eerola et al. (2012) showed that affect ratings of short instrumental sounds were explained by spectral centroid and ratio highfrequency low-frequency energy. This is in accordance with previous studies that relate the expressive content of speech and music (Juslin & Laukka, 2003; Scherer & Oshinsky, 1977) . Thus, we predict that features related to the fluctuation of sound should be significant predictors for the instrument as well as emotion ratings. Furthermore, it is also possible that features such as sub band 1-10, where lower bands are more indicative of perceived fullness and higher bands are representative of perceived activity (Alluri & Toiviainen, 2010) , are likely to characterize particular categories of emotion.
Method Participants
In total, 219 participants (73 male, mean age ϭ 18.6 years, 146 female, mean age ϭ 18.5 years) participated in Experiment 1a and a total of 376 participants (202 male, mean age ϭ 19.2 years; 174 female, mean age ϭ 19.2 years) participated in Experiment 1b. Participants were recruited from the university subject pool and attending introductory psychology classes. Participants received course credit for their participation. No participants who participated in Experiment 1a participated in Experiment 1b.
Materials
Stimuli consisted of 180 manually produced "pseudo" instrumental sounds (45 instrumental pairs ϫ 4 emotions ϭ 180 total sounds). We first audio-recorded sounds of 10 instruments at 440 Hz: flute, clarinet, alto saxophone, trumpet, French horn, tuba, guitar, violin, piano, and bells (six professional musicians from the 395th Army band, a United States Army reserve band, played each instrument at 440 Hz and a digital musical tuner was used for verification of pitch). We then paired these audio-recorded sounds (a total of 45 pairs), and five undergraduate laboratory assistants were instructed to generate four different emotional sounds (happy, sad, angry, and fearful) 1 for each pair using an audio editing and synthesis program (SPEAR; Klingbeil, 2005) . The synthesis program (SPEAR) applies fast Fourier transform analysis and decomposes each sound into amplitude and frequency components. Laboratory assistants created combination sounds from each pair of instrumental sounds by manually picking up frequencies from one sound (e.g., clarinet) and manually picking up frequencies from the other sound (e.g., French Horn), and mixing these frequencies to create a new sound (Figures 1a and  1b) . When creating combinations, laboratory assistants were instructed to make sure that the combination sound still sounded like a mix between the two instruments in the given pair (e.g., the combination sound still sounded like a mix between the clarinet and the French horn as in Figure 1a ).
Laboratory assistants then modified the combined sound by manually shifting or deleting individual frequencies so that the sounds would convey happiness, anger, sadness, or fear based on their own subjective judgments. Figure 2 illustrates how frequencies were shifted to create the emotional sounds. The same sound stimuli were used for Experiments 1a and 1b.
Before mixing, the sounds amplitudes were normalized using the program Audacity (Version 1.3.4-beta) by first utilizing the DC offset function where the mean amplitude of the sound sample is set to 0 to decrease any distortions or extra sounds not related to the stimuli. The sound stimuli were then normalized by setting the peak amplitude to Ϫ1.0 dB (decibel).
Procedure
In Experiment 1a, participants were randomly presented 180 sounds using customized Microsoft Visual Basic software through JVC Flats stereo headphones. No participants reported having difficulty hearing the sounds. Stimuli were presented in a random order for each participant. After listening to the stimuli participants rated each sound on 10 different rating scales for the 10 instrument types. For example, after listening to a stimulus sound, the participant rated how much the stimulus sounded like the flute, then the clarinet, and so forth, separately. For each rating, a scale ranging from 1 to 7-1 ϭ strongly disagree (the degree to which the stimuli sounded like one of the 10 given instruments) and 7 ϭ strongly agree-was used.
The procedure of Experiment 1b was identical to that in Experiment 1a except that participants rated each sound on five categorical emotions-happiness, anger, sadness, fear, and disgust (Ekman, 1992) . For example, after listening to a stimulus sound, the participant rated how much the stimulus was perceived to sound like happy, sad, anger, fear, and disgust via rating scales presented on the computer screen. Participants rated each sound on all five emotions with each emotional scale ranging from 1 to 7-1 ϭ strongly disagree and 7 ϭ strongly agree. This rating method was adopted from the emotion rating procedure used by Stevenson and James (2008) . 1 The emotion disgust was not included because we found that creating sounds conveying disgust by rearranging partials or frequencies was difficult. While this emotion has not shown to be prominent in the music and emotion literature, we included this in analyses and rating options for participants to make use of the five basic emotions (happy, sad, anger, fear, and disgust) as well as to give participants another dimension on which to rate sound stimuli. This document is copyrighted by the American Psychological Association or one of its allied publishers.
PERCEIVING CATEGORICAL EMOTION IN SOUND

Design and Analysis Procedure
Principal component analyses. Participants in Experiment 1a made timbre ratings associated with 10 different instruments (10 dimensions) and participants in Experiment 1b made emotion ratings associated with five categories of emotions (five dimensions). Because of different response dimensions in the two sets of rating data, it was necessary to make these response dimensions analogous. We used PCA for this purpose. Before PCA, judgment scores given to each stimulus were averaged across participants and a logarithmic transformation was applied to the rating data to reduce skewness. We selected the first two principal components because their corresponding eigenvalues were larger than one. The two components accounted for a majority of the variance for the judgment data in Experiments 1a and 1b (approximately 75 and 90%, respectively). Table 2 lists the amount of variance explained and eigenvalues for each principal component of the timbre judgment and emotion judgment tasks.
The dependent variables in Experiment 1a were PCA scores obtained from timbre judgment ratings and the dependent variables in Experiment 1b were PCA scores obtained from emotion judgment ratings. Independent variables were predictors, or acoustic features (envelope centroid, sub bands 1-10, etc.), extracted from the 180 sound stimuli. Robust regression (Hampel, Ronchetti, Rousseeuw, & Stahel, 1986 ) was used to determine statistically significant predictor variables.
Acoustic features: Feature selection. In total, 29 features were chosen (see Table 1 for a complete list and description). All features were computed using 25 ms frames with 50% overlap, or the mean of each acoustic feature across all frames. The feature extraction analysis was carried out in the MATLAB environment using the MIRToolbox 1.3.1 (Lartillot & Toiviainen, 2008) .
To extract acoustic features from our sound stimuli we followed the feature selection procedure specified by Al-Kandari and Joliffe (2001) and Abdi and Williams (2010) . Specifically, we first applied PCA to the 29 acoustic features to determine the number of PCs to retain (see Al-Kandari & Joliffe, 2001 ). Based on eigenvalues larger than one, we retained eight PCs. Next, we applied varimax rotation to the eight PCs. Varimax rotation is a type of orthogonal transformation that maximizes the variance of correlation coefficients (acoustic features with PCs) so that each PC will Step 1 of stimuli creation, where laboratory assistants arbitrarily selected frequencies from each instrumental sound using the program SPEAR (Klingbeil et al., 2005) 
. (b) Shows
Step 2, where lab assistants created a new sound by mixing frequencies taken from each instrumental sound within a pair. Lab assistants were instructed to maintain the sound identity from each instrumental sound in a pair so that the new sound sounded like a combination of the two instrumental sounds. This document is copyrighted by the American Psychological Association or one of its allied publishers.
4 be strongly correlated with some of the acoustic features, allowing for an easier interpretation of representative features in each PC (Tufféry, 2011) . Following the varimax rotation, we selected the feature that best represented each PC by their highest loadings. For example, to find the acoustic feature that represented PC1, we first obtained principal component scores for PC1 over 180 stimuli, measured the loadings between PC scores and individual acoustic features, and selected the feature that had the highest loading (sub band 9 for PC1, see Table 3 ). This procedure was applied for the remaining principal components and acoustic features. We used this feature selection procedure because relying solely on principal components as predictors would make the interpretation of data more difficult as individual principal components correspond to a linear combination of the acoustic features (Eerola et al., 2012) . To avoid this complication, we selected the acoustic features that had the highest loading onto each principal component to represent that particular dimension (Al-Kandari & Jolliffe, 2001; Eerola et al., 2012) . This procedure resulted in the selection of the eight acoustic features, envelope centroid and kurtosis, which refer to the shape of a sound; sub bands 2, 5, 7, and 9, which relate to the fluctuation within a particular band of the sound spectrum, where lower bands (approximately 50 -500 Hz) are representative of perceived fullness, and higher bands (approximately 1,600 -6,400 Hz) are representative of perceived activity (Alluri & Toiviainen, 2010) ; regularity, which is the degree of variation between peaks of a sound spectrum and zero cross, which is related to the perceived noisiness of a sound. Selected acoustic Figure 2 . This figure illustrates how instrumental combination sounds were made to sound emotional. Laboratory assistants manually made each instrument pair sound happy, sad, angry, and fearful by selecting and shifting or deleting varying frequencies in the combination sound. Stimuli were made to sound emotional based on subjective judgments of the laboratory assistants creating the sounds. 
Results
This section begins with an overview of the behavioral data from Experiments 1a (timbre) and 1b (emotion), followed by results indicating the extent of overlap between acoustic features in the timbre judgment task (Experiment 1a) and emotion judgment task (Experiment 1b). A robust regression analysis (Hampel et al., 1986 ) was used to examine the features that can predict timbre, emotion, and particular categories of emotion (e.g., happy, sad, etc.) because of its resiliency against outliers and distributional problems (Eerola et al., 2012; Street, Carroll, & Ruppert, 1988) .
Experiment 1a: Behavioral Data Analysis of Timbre Judgments
A logarithmic transformation was performed on both the timbre and emotion rating data before analyses. Figure 3 shows a summary of timbre judgments. Each box indicates transformed rating scores given to one of the 10 instruments (e.g., flute). Figure 4 shows a summary of emotion judgment data for Experiment 1b, where each box indicates how happy, sad, angry, fearful, or disgusting the 180 stimuli sounded. From the whiskers of the box plot for the emotion data it is evident that there is variation within the rated emotions.
Experiment 1b: Behavioral Data Analysis of Emotion Judgments
Note that the purpose of gathering emotion rating data for this study was not to create sounds that were necessarily happy or sad, for example, but to create a variety of sounds. Figure 5 shows emotion ratings made by participants for each emotion category. Overall, emotion ratings made by participants were congruent with the intended emotion of the stimuli (e.g., the intended happy sound was generally rated as happy). In general, emotion ratings of "fear" received higher scores than other ratings. Table 5 summarizes results from our regression analysis. A significant portion of timbre judgments were predicted by the acoustic features chosen for the study. For principal component 1, the adjusted R 2 value indicates that timbre ratings were well predicted at 44% by zero cross, kurtosis, sub band 7, sub band 9, regularity, envelope centroid, and sub band 3 (see Table 5 ). Zero cross relates to the perceptual noisiness of a sound, kurtosis gives a measure of the variability of a sound, and sub band 7 and 9 relate to higher frequencies in a sound that represent perceptual activity. These features had a positive beta value, indicating that higher values of these features were positively associated with principal component 1 scores (i.e., Inst PC1 in Table 5 ). The features regularity, or variation between peaks in a sound, envelope centroid, which indicates the sharpness and intensity contour of a sound, and sub band 3 that relates to perceived fullness in a sound for lower frequency bands (between 50 and 500 Hz), had a negative beta value indicating that values of these features are negatively associated with principal component scores. The sounds Table 5 ) was predicted at an adjusted R 2 of 28% with four features, zero cross, regularity, sub band 3, and sub band 7. Emo PC2 was predicted at an adjusted R 2 value of 42% by a majority of the eight significant features, zero cross, regularity, kurtosis, envelope centroid, sub band 3, 2, and sub band 9. Because similar significant acoustic features are shared between emotion and timbre (zero cross, regularity, sub band 3, and sub band 7 from both dimensions), this suggests that these features may play a role in differentiating emotions. Overall, the timbre and emotion sounds are best characterized by regularity, envelope centroid and sub band 3.
Regression Analysis: Identifying Features for Timbre and Emotion Judgments
The overlapping features between timbre and emotion ratings with a significance value of Ͻ.001 are listed in Table 6 . These features, regularity, envelope centroid, sub band 3, and sub band 9, indicate that both timbre and emotion are perceived by the shape and fluctuation within a sound signal. However, some features are better at describing timbre and others better at describing emotion. This idea is explored more in the following section, providing an extension to the work of Eerola et al. (2012) . . This figure shows participants' normalized emotion rating scores of sounds (y-axis) given in each emotion category (x-axis). Observed emotions (x-axis) and emotion ratings (y-axis) are shown separately for each "intended emotion" made by laboratory assistants (happy, sad, anger, and fear). Overall, participants' ratings were congruent with the stimuli's intended emotion over other emotions in three of the four categories (happy, sad, and fear). For example, the sounds that were produced to sound "happy" were rated high in happy as compared with other emotions, and the sound that were produced to sound "sad" were rated high in sad. In general, emotion ratings of "fear" received higher scores than other ratings. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
In summary, four acoustic features were able to predict both timbre and emotion ratings, suggesting a close relationship between emotion with timbre perception in instrumental sounds. While this is an area to be expanded in future work involving other types of emotion (dimensional and discrete) to create a more reliable model (Eerola & Vuoskoski, 2013) , there is nonetheless an indication of shared processes used for the perception of timbre and emotion.
Regression Analyses for Individual Emotions
To examine more closely the role of timbre in emotion, we investigated the extent to which the selected acoustic features predict individual emotions-happiness, sadness, anger, fear, and disgust-by applying robust regression separately for each emotion not using PCA (see Table 7 ). This analysis showed that the selected acoustic features could predict all individual emotions reasonably well (adjusted R 2 values ranging between 25 and 50%). Consistent with previous studies (Eerola, Friberg, & Bresin, 2013; Juslin, 1997; Juslin & Lindström, 2010; Scherer & Oshinsky, 1977) , the contributions of acoustic features varied for each emotion. For example, sub band 3 (a lower band of frequencies related to fullness of a sound) could predict the emotions sadness and fear, but had a negative association with happy. Similarly, sub band 3 did not predict anger and disgust. In contrast, sub band 7, which is related to perceived activity in a sound, could predict all emotions except for sadness.
About 35% of happiness ratings were predicted by a positive standardized beta value of sub band 7, and negative values for zero cross, regularity, and sub band 3, suggesting that as a sound increases in happiness it decreases in those acoustic features. Around 50% of the emotion sadness was best predicted by positive values of regularity, envelope centroid, and sub band 3 (fullness), and by negative values of zero cross, kurtosis, and sub band 9. Similar to happiness, the emotion sadness is predicted by less fluctuation but more fullness (sub band 3), where these features indicate sustained notes with a longer decay relative to their attack (Elliott, Hamilton, & Theunissen, 2013) . In addition, the negative association between sub band 9 (perceived activity) and sadness indicates that sad sounds are less active, perhaps dull. Anger was significantly predicted, at 24%, by zero cross and regularity, indicating that angry sounds fluctuate highly, and by the features envelope centroid, sub band 2 and sub band 7, indicating that an angry sound is likely to be comprised of dissonant tones. The emotion fear was predicted by zero cross, regularity, sub band 3, and sub band 7, which predicted 25% of the data. Disgust was predicted by zero cross, sub band 7, and sub band 9, which accounted for 21% of the data. These results indicate that timbrerelated features play a substantial role in the perception of emotion and that timbre could be a more useful indicator for specific emotions rather than emotion in general.
Discussion
Our results illustrate that acoustic features that characterize differences in timbre may also predict emotional judgments of the musical sounds differing in timbre. In particular, specific acoustic features are associated with particular emotions (i.e., a high zero cross, or fluctuation, is associated with the emotion disgust). Consistent with results from Eerola et al. (2012) and Goydke et al. (2004) , emotion ratings of short instrument sounds were predicted by a small set of acoustic features. A set of eight acoustic features were used to predict listeners' ratings across timbre and emotion, which have previously been identified as relating to the expressive content of speech as well as music (Eerola et al., 2012; Juslin & Laukka, 2003; Scherer & Oshinsky, 1977) .
Overall, a dominant part of the variance for timbre and emotion was predicted with two to six acoustic features. Regularity, envelope centroid, sub band 3, which represents spectral fluctuation at a lower frequency band, and sub band 9, which represents spectral fluctuation at a higher frequency band, were significantly associated with both timbre and emotion judgments. While some features such as regularity could predict the timbre, emotion, and categorical emotion data, other features predicted specific emotions. For example, sub band 7 predicted the emotions anger, fear, and disgust, such that less of this feature was associated with these emotions.
General Discussion
The two experiments explored whether acoustic features related to timbre can predict particular categories of emotion. In Experiment 1a, participants took part in a timbre judgment task where they rated the instrument identity of a sound stimulus. In Experiment 1b, participants listened to the same stimuli as Experiment 1a and judged the extent to which these stimuli were perceived to Eerola et al. (2012) . In addition, we found that zero cross, regularity, and to a lesser extent, sub bands 3, 2, 7, and 9 and kurtosis can also predict the perception of timbre and particular categories of emotion.
As an extension of the work of Eerola et al. (2012) , we found that sub band 3 and zero cross are better at predicting timbre compared to emotion. Furthermore, kurtosis can predict categorical emotions better than timbre. Overall, envelope centroid, regularity and sub bands 3 and 9 explained timbre and emotion, indicating that these features are likely general features used to perceive emotion. Additionally, some timbre-related features cannot describe particular emotions; for example, sub bands 2 and 7 could not predict the emotion sadness. Below, we interpret these results with respect to two issues: (a) the specificity of emotion prediction by the selected acoustic features, and (b) the question of the model of emotion used.
Acoustic Features of Timbre and Emotion
Unlike Eerola et al. (2012) , our results indicate that envelope centroid does not encompass the entirety of emotion categories used in our experiments. In the Eerola et al. (2012) study, envelope centroid was shown to predict valence and energy; however, our results show that envelope centroid was a good predictor for the emotions sad and anger. In contrast, envelope centroid was not related to other emotions such as happiness, fear or disgust, possibly because of the way emotions are processed. The emotions sad and anger have a negative valence, where happy has a positive valence. Past research shows that negative and positive emotions are processed differently.
In a brain imaging study, Koelsch, Fritz, Cramon, Muller, and Friederici (2006) investigated emotion perception of pleasant and unpleasant stimuli. Listeners heard dissonant music contrasted with pleasant music and functional magnetic resonance imaging (fMRI) results showed that emotions were processed in different areas of the brain. Negative emotions were processed in the hippocampus, parahippocampal gyrus, and temporal poles were activated whereas positive emotions were processed in the inferior frontal gyrus used for music-syntactic analyses and working memory, and the anterior superior insula and the ventral striatum were activated. According to this fMRI research, emotions are processed in different areas of the brain depending on valence (whether they are positive or negative). Results of our study found that certain acoustic features are associated with specific emotions; for example, kurtosis is predictive of the emotion sadness which has a negative valence. It is plausible that these acoustic features related to timbre are processed in different areas of the brain. Combined, these findings demonstrate that using acoustic features can potentially help develop a more functional model of emotion.
Brain mechanisms for processing timbre in music are said to be evolved for the representation and evaluation of vocal sounds (Juslin & Laukka, 2003) . As noted in Gabrielsson and Lindström (2010) , there are many expressive properties of music that are likely to overlap with the cues in vocal expression (Juslin & Laukka, 2003) . Theoretically, findings from our experiments could be interpreted in terms of vocal expression of emotion as compared to instrumental music Juslin & Laukka, 2003; Scherer, 2003) . This is an interesting point for future research that can explore the extent of overlap for timbre and emotion in vocal sounds. Furthermore, there is potential for this to generalize to the expression of emotion through other structural cues in music, the expression of vocal emotion, or expression of emotion in other modalities such as gesture (Hailstone et al., 2009; Sloboda & Juslin, 2001 ).
Model of Emotion
Previous studies, such as Eerola et al. (2012) and Västfjäll (2013) suggest that there are unique components of emotion conveyed by dimensional models of affect. For example, affective reactions induced by auditory stimuli can be explained by a combination of valence and activation (Russell, 1980; Russell & Barrett, 1999; Västfjäll, 2013) . Eerola et al. (2012) show that valence is associated with ratio high frequency-low frequency energy using a dimensional model of emotion; however, this acoustic feature does not explain the relationship between timbre and emotion using a categorical model of emotion. Results from our study indicate that envelope centroid is a good predictor of timbre and emotion when listeners' rate sounds using a categorical model of emotion, similar to results of Eerola et al. (2012) that show that envelope centroid can predict emotion using a dimensional model. While some acoustic features may not work to predict emotion in a dimensional model, they work well using a categorical model of emotion; however, not much is known about the overlap between dimensional and categorical models of emotion.
Despite these similarities it remains unclear whether emotions are separate entities, as explained by categorical models of emotion, or if they are governed by underlying factors, as explained by dimensional models of emotion (Kragel & Labar, 2015) . Kragel and Labar (2015) compared dimensional and categorical models to assess the underlying neural substrates of emotion perception. While recorded on fMRI, participants listened to and watched instrumental music and cinematic film clips to induce emotion, and rated their emotion on categorical emotions as well as valence and arousal. By utilizing computational modeling, Kragel and Labar (2015) demonstrated that combining dimensional and categorical models of emotion could better explain neural activation patterns of emotion perception. They also found that categorical and dimensional models of emotion could explain unique sources of neural information, indicating that emotion perception is diverse and not well explained by one model of emotion. In addition, results showed that activity in different neural systems could be mapped to unique emotion categories. Future research utilizing a combination of the categorical and dimensional approach in addition to acoustic features could work to better describe the relationship between timbre and emotion as well as the effect of timbre on specific emotions.
With respect to the effects of timbre on emotion judgments (Balkwill & Thompson, 1999; Eerola et al., 2012; Hailstone et al., 2009) our results are consistent with previous evidence and suggest that because there are similarities in acoustic features used to predict timbre and emotion, that there is an overlap in the mechanisms used to perceive timbre and emotion. We extend previous paradigms by showing that timbre is potentially related to specific emotions, such as sadness. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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Conclusions and Future Work
Our research reveals that a number of acoustic features, in particular, regularity, envelope centroid and sub bands 3 and 9, can predict ratings of both timbre and emotion in sound stimuli. While the results of this study provide an extension to the work of Eerola et al. (2012) showing that some acoustic features are better for predicting specific emotions, they also raise a number of questions related to the stimuli used to rate both timbre and emotion. Limitations of these studies include that although the stimuli were carefully constructed, they lacked variety in terms of dynamics or pitch, which could contribute to the reason that some features prevalent for timbre and emotion in past work were not significant in the feature selection process, such as ratio high-frequency to low-frequency energy. The lack of similar acoustic features, however, could also be because of the differences in using dimensional versus categorical emotions to rate stimuli, though participants were able to reliably rate the emotion of the individual stimuli. In addition, the method used to create affective sounds was unique compared with previous studies, such as Eerola et al. (2012) , in that acoustic cues of these sounds were not manipulated but instead frequencies of sounds were manipulated to create happy, sad, angry, or fearful stimuli. This method of sound production could limit emotional responses of participants in that variability may not be diverse enough to accurately produce the intended emotional response.
Despite these limitations, this work contributes an extended approach to the study of the relationship between music, speech and emotion by introducing a new pathway in the field of cognition, music, and emotion to relate timbre and emotion in terms of acoustic features. Specifically, we suggest that features such as sub band 7 (perceived activity) are related to the emotions anger, fear, and disgust such that these sounds are likely more active, while zero cross may be related to general emotion perception and is used to differentiate specific emotions (happiness compared to anger). We can further research the role of emotion in instrumental sounds and the possibility that they are perceived in the same way as speech sounds.
