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A skew resolution in AG(n, q) is a partition of the lines of the geometry into 
classes (skew resolution classes) such that any two distinct lines in a class are dis- 
joint and not parallel. In this paper we consider a special type of skew resolution. A 
hyperplane skew resolution R is a skew resolution having the property that for each 
class S of R there exists a unique parallel class P of hyperplanes in G such that each 
line of S traverses the members of P. In this paper we investigate the existence of 
hyperplane skew resolutions and their application to the line packing problem in 
PG(n, q) and other combinatorial designs. 0 1988 Academic Press. Inc. 
1. INTRODUCTION 
In this article we are interested in the connection between certain 
geometrical concepts and combinatorial designs. We begin with the 
geometry. 
A t-spread of a finite projective space PG(d, q) is a set of t-flats of 
PG(d, q) which partition the points of the geometry. It is known that 
PG(d, q) admits a t-spread if and only if t + 1 divides d + 1. A t-spread is 
geometric if the elements of the t-spread and the (2t + 1)-flats generated by 
distinct pairs of elements in the spread are the points and lines (respec- 
tively) of a projective geometry. PG(d, q) admits a geometric t-spread if 
and only if t + 1 divides d + 1. A packing of PG( d, q) is a partitioning of the 
lines into l-spreads. (cf [2, 141). 
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A resolution class in the affme geometry AG(n, q) is a set of lines in the 
geometry which partition the points. A resolution class is skew if no two 
distinct lines are parallel in the class. A resolution of AG(n, q) is a par- 
titioning of lines into resolution classes. A skew resolution class S of 
AG(n, q) is a hyperplane skew resolution class if the points of the hyperplane 
H at infinity which are not incident with any line of S are the points of a 
PG(n - 2, q). (An alternate way to state this condition is to say that there 
exists a parallel class P of hyperplanes in AG(n, q) such that each line of S 
traverses the members of P.) Denote this space by r(H, S). A skew 
resolution of AG(n, q) is a hyperplune skew resolution (HSR) if each class is 
a hyperplane skew class and, if S and S’ are distinct classes of the 
resolution, T(H, S) # r(H, S’). In Sections 2 and 3 we construct infinite 
classes of hyperplane skew resolutions, and in Section 4, show their 
relationship to packings in projective spaces. 
Hyperplane skew resolutions are also useful for constructing a certain 
type of combinatorial design which has application to the design of 
experiments. We discuss these combinatorial designs in Section 5 and the 
statistical applications in Section 6. 
2. CONSTRUCTING HYPERPLANE SKEW RESOLUTIONS 
THEOREM 2.1. Let P be a packing of C = PG(n, q). If there is a hyper- 
plane H of C such that 
(A, ) for each spread SE P, the lines of S contained in H cover exactly 
an (n-2)-flat in H (denote the flat r(H, S)), and 
(A,) for distinct spreads S and S’ of P, IJ H, S) # r( H, S’), 
then there exists a hyperplane skew resolution in AG(n, q). 
Prooj If we take the hyperplane H to be the hyperplane at infinity then 
each spread of P induces a hyperplane skew class in C \H= AG(n, q) and, 
hence, P induces a hyperplane skew resolution of AG(n, q). 
THEOREM 2.2. Any packing P of C = PG(3, q) satisfies properties (A,) 
and (A*) with respect to any hyperplane of C. 
Proof: A proof appears in [6,3]. 
A proof of the following result can be found in [2]. 
THEOREM 2.3. There exists a packing in PG(3, q). 
Theorems 2.2 and 2.3 imply 
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THEOREM 2.4. There exists a hyperplane skew resolution in AG(3, q). 
In order to generalize Theorem 2.4 to AG(2k - 1, q), k > 2, we require a 
construction due to A. Beutelspacher [2] for packings in PG(2k - 1, q). 
BEUTELSPACHER'S CONSTRUCTION. 
(0) In PG(3, q), q a prime power, for any regular spread (see [2] for 
definition), there exists a packing containing it. 
The construction is by induction on k. For k = 2 the result is true by the 
preceding remark. 
(1) Suppose that there exists a packing in xi= PG(d,, q) for 
2<i<k-1 where d,=2’-1. 
(2) Let S be a geometric l-spread in Ck. 
(3) Let n, be the projective space whose points are the lines of S and 
whose lines are the 3-flats of Ck generated by lines of S. We note that 
(4) From (1) we have a packing in 7~s. Denote such a packing by 
P(%). 
(5) Any line of rrs is a spread of a 3-space in Ck. This spread is 
regular. For any line 1 of Ck not in S there is precisely one 3-space of Ck 
corresponding to a line of rts which contains 1. In other words, the lines of 
rts induce a partitioning of the lines of Ck not in S. 
(6) For each 3-space of Ck which is covered by a line T of zs, denote 
it by C (T), there is a packing of C (T) containing the regular spread 
S n C (T). Denote this spread by 
P,= (S& ST, . . . . qL+ I), 
where Sr=SnC (T). 
(7) For each spread M of P(Q), 
wy= (J ST, 1 <i<q*+q, ME P(%J 
TEM 
is a spread of Ck. 
(8) {S}u (WY: l<i<q’+q, MEP(R~)} is a packing of Zk. 
We will now use the method of this construction to produce a packing in 
& which has a hyperplane satisfying conditions (A,) and (A,). 
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THEOREM 2.5. There exists a packing P and a hyperplane H in 
PG(2k - 1, q), k > 2, which satisfy condition (A,) and (A,) for k > 2. 
Proof. The proof is by induction with the initial step of the induction 
provided by Theorem 2.2. 
(1) Suppose there exists a packing in xi, i < k - 1, satisfying the 
conditions (A,) and (A2). 
(2) Let S be a geometrical l-spread in Ck. Such a spread always 
exists. Since rrs = (PG(dk- i, q2)) then, by the induction hypothesis, there 
exists a packing and a hyperplane of rcs satisfying (A,) and (A,). Denote 
these by P(zs) and H,, respectively. For each spread M of P(rc& lines of 
M contained in H, cover exactly the points of a (dk ~ 1 - 2)-space of H,. 
Denote such a subspace of M by T(H,, M). 
(4) We define the symbol C (F) to be the subspace of Ck which is 
generated by the lines of S which are points of a subspace F of ns. If F is a 
t-space of zs, then C (F) is a (2t + 1)-space of &. Thus, C (H,) is a 
(2dkp, - 1)-space in 1, and c (T(H,, M)) is a (2dk-l -3)-space of xk. 
Since P(rcs) and H, satisfy (A, ) and (A,), then for any two distinct spreads 
M, M’ E P(7cs) 
r(H,, M) Z ~(Hs, M’). 
Select a hyperplane H of Ck such that H contains C (H,). For any element 
T of M not in f (H,, M), C (T) is a 3-space of Ck which must meet H in a 
plane and which meets C (H,) in a line of S. 
(5) Let I,, I,, . . . . 1,2+, be the lines of the plane H n C ( T), T E ii4 and 
suppose I,, E S. Clearly, each spread of a packing of C (T) contains precisely 
one Ei, 0 < i Q q2 + q. Thus, we denote the spreads of a packing of C (T) by 
sg, S$, . . . . sty t = q2 + q, 
where we have omitted the spread contained in S. 
(6) E (W&, Ml) and HnC(T) are disjoint if T#H,. 
C(T(H,,M)) is a (d,-3)-space in Hand HnC(T) is a 2-space in H. 
Taking a line I E H n C (T) and the space C (T(H,, M)) there is a unique 
(dk- 2)-space of H containing I and C (ZJH,, M)). Denote this (d- 2)- 
space by Kf”. Now, KY meets each plane H n C (T), TE M in a line. Thus, 
iff,Z’EHnC(T), IZl’then Kf”#KIM. 
(7) Let M be a spread of P(n,). Let 
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be the (2d,- i - l)-spaces in H which contain C (T(H,, M)). Let S,? be a 
spread in C (T) which contains a line of KY, 0 < i < q* + q. Thus, 
WY= (,) ST, MEP(rrs), 1 <i<q2+q 
TEM 
is a spread of Ck which satisfies (A, ). 
(8) We must show that the packing P= {S} u { Wf’: M~P(rrs), 
1 d i< q2 + q) and H satisfy condition (A,). For distinct spreads M and M 
of P(Q) consider C (Q H,, M)) and C (r( H,, M’)). Since r( H,, M) and 
T(H,, M’) are distinct (dkp, - 2)-spaces in rcs they meet in at most a 
(dk ~ i - 3)-space which is a (24 _ , - 5)-space in Ck. If Kj”’ contains 
C (T(H,, M’)) then Kf’ would be C (H,) which is not possible if 
1 < i < q2 + q. Thus, KM # K,Y’, i, j#O, and from an earlier argument 
Kf’ # K,Y, i # j. This completes the proof that P and H satisfy (A 1) and 
(Ad 
THEOREM 2.6. There exists a hyperplane skew resolution in AG(2k - 1, q) 
for all k > 2, q a prime or prime power. 
3. A RECURSIVE CONSTRUCTION FOR HSRs. 
In [S] a recursive construction for skew resolutions was given. In this 
section we show that this construction can be adapted to construct hyper- 
plane skew resolutions. We require the following definitions and lemmas 
from [8]. 
Let V be the set of n-dimensional vectors over GF(q”). We define two 
affine geometries G and G* on the point set V. For any two points x, y E V, 
the line v passing through x and y is defined by 
Xy= @x+(14) y:LEGF(q)). 
Let L be the set of all such lines. Clearly, G = (V, L) is the AG(mn, q). 
G* = (V, L*) is the AG(n, 4”‘) were a line ZQ E L* is defined by 
q={nx+(l-n)y:/?~GF(q”‘)}. 
Parallelism in G and G* is the equivalence relation on lines given by 
additive cosets over GF(q) and GF(q”), respectively. 
For any line I of L*, points of 1 and the set L, of all lines of G contained 
in 1 form an m-space of G; that is, G(1) = (I, L,) = AG(m, q). 
LEMMA 3.1. For any line 1 of G, there exists exactly one line of G* which 
contains 1. 
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LEMMA 3.2. If two lines I, and 1, of G* are skew, then any two lines m, 
and m, of G such that m, c I, and m, c l2 are skew. 
We can now state and prove a recursive construction for hyperplane 
skew resolutions. 
THEOREMS 3.1. If there exists a hyperplane skew resolution in AG(m, q) 
and a hyperplane skew resolution in AG(n, q”‘), then there is a hyperplane 
skew resolution in AG(mn, q). 
Proof Let G and G* be AG(mn, q) and AG(n, q”), respectively, as 
defined above. 
(1) Let H be the infinite hyperplane of G. H is a PG(mn - 1, q) and 
H v G is a PG(mn, q). 
(2) Since G(l), 1 is a line of G*, is a m-space of G, then 1 is incident 
with an (m - 1 )-space in H. Denote this (m - 1)-space by M(1). If 1 and 1’ 
are parallel lines in G* then M(1) = M(1’). If 1 and 1’ are skew or inter- 
secting lines in G* then M(1) n M(1’) = 0 since lines in PG(n, q”) meet in 
at most one point. We state these observations as a lemma. 
LEMMA 3.3. Let S be the set of (m - 1)-spaces of H obtained from lines 
of G*. Then 
S= {M(l): IEG*} 
is an (m - 1 )-spread of H. 
By the way S is constructed, it follows that S is a geometric (m - l)- 
spread. Let xs be a projective geometry defined on the elements of S. zs is 
a PG(n - 1,q”). 
(3) Let D be a hyperplane skew resolution of G*. Since D is an HRS 
then for each resolution SE D there is an (n -2)~space of rcs which is not 
incident with any element of S. Denote this (n-2)-space by K,. K, is an 
(m( n - 1) - 1 )-space in H. 
(4) Consider an (mn - 2)-space J contained in H which contains KS. 
J meets each M(1) not contained in K, in an (m-2)-space in H. The 
following property is easily established: Let J and J’ be (mn - 2)-spaces in 
H containing Ks. J and J’ are distinct if and only if, for each M(1) not 
contained in K,, M(I) n J and M(1) n J’ are distinct (m - 2)-spaces. 
(5) Let S be a hyperplane of D. Each line, 1 E S is associated with the 
same M(1). Since there exists a hyperplane skew resolution in AG(m, q) 
then we can associate a unique (m - 2)-space of M(1) with each hyperplane 
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in a hyperplane skew resolution of G(I). Denote these classes by Jf, 
1 <ii(qrn- l)/(q- 1). 
(6) Let K, and K,. be two (n - 2)-spaces in 7ts. They have at most 
an (n-3)-space of 7ts in common. This is an (m(n-2)- 1)-space in H. 
Hence, there is an (m - 1)-space in H and in Ks\KF which implies that if 
Jf contains KS then Jf = H. Thus, Jf # Jy for any two distinct S, s’ ED 
and 1 <i,j<(q”- l)/(q- 1). 
(7) Let R’(J) be a skew resolution class of G(1) such that no element 
of the class is incident with M(I) n J where J is an (mn - 2)-space of H con- 
taining K,, S the skew class of G* containing 1. Define 
q”-1 
R,S= u R’(J;), 1 <i<- SED 
IeS q-l ’ 
and 
R= R~:SED, 1Qidsl. 
{ 
R is seen to be a hyperplane skew resolution of AG(mn, q). 
In [8] another recursive construction for skew resolutions is given. 
THEOREM 3.2. [S]. If there exist skew resolutions in AG(m, q”) and 
AG(n + 1, q) then there exist a skew resolution in AG(mn + 1, q). 
We conjecture this theorem can be extended to hyperplane skew 
resolutions. 
4. PACKINGS AND HSRs 
If we combine the results of the previous two sections, we obtain the next 
result 
THEOREM 4.1. For all i, j > 2, I, k > 1, q a prime power, there exists a 
hyperplane skew resolution in AG(n, q), where n = (2’- 1)(2’-- l)k. 
Proof: The proof follows by direct application of Theorems 2.5 and 3.1. 
The lines of PG(n, q) are said to be t-partitionable if the lines can be 
partitioned into classes with the property that each class in the partition 
forms a l-spread for a distinct t-flat of PG(n, q). Trivially the lines of any 
projective geometry are 1-partitionable. 
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THEOREM 4.2. If there exists a hyperplane skew resolution in AG(n, q), n 
odd, and tj” the lines in PG(n - 1, q) are (n - 2)-partionable then there exists 
a packing in PG(n, q). 
Proof Let S,, S,, . . . . S,, r = (q” - 1 )/(q - 1 ), be the hyperplanes in a 
hyperplane skew resolution of AG(n, q). With each Sj is associated a 
unique (n - 2)-space in the infinite hyperplane H = PG(n - 1, q). This space 
consists of the points of H which the lines of Si do not meet. Denote it by 
K,,. Since the lines of H are (n - 2)-partitionable we can denote each class 
in the partition by P,#, 1 < i < r, where the lines in P, cover the points of 
K,,. Let P(S,) be the lines of PG(n, q) associated with the lines of Si. Let 
and 
Ri=P(Si)uP,, 1 <i<r, 
P= (Ri: 1 <i<r}. 
P is a packing in PG(n, q). 
Theorem 4.2 provides an approach for constructing packings in 
projective spaces. Sections 2 and 3 constructed many hyperplane skew 
resolutions. If we can show that the corresponding projective spaces are 
partitionable then packings are constructable. We give evidence that this is 
possible. 
THEOREM 4.3. The lines in PG(4, 3) are 3-partitionable. 
Proof. A set of base blocks for the lines of PG(4, 3) under an 
automorphism of order 121 is 
B, = {28,30,74, 102) B, = {46,47,51, 115) 
B, = { 69,75,86,49} B, = {2,5, 17,88} 
B, = {71,89, 1, ll} B,={112,0,36,7} 
B, = { 77, 10,109,18} B, = (79, 106,93,6} 
B, = (95, 15, 70,39} B,. = { 101,61,22,3} 
B = u,FJ 1 B, is the point set for a hyperplane. Hence, the automorphism of 
order 121 gives a partitioning of the lines of PG(4, 3) into 121 classes, 10 
blocks per class where each class covers the point set of a hyperplane. This 
establishes that the lines of PG(4, 3) are 3-partitionable. 
Unfortunately, we do not know yet whether a hyperplane skew 
resolution in AG(5, 3) exists or not. If it does, then we can construct a 
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packing in PG(5, 3). This is presently unknown. By Theorem 4.1 there is a 
hyperplane skew resolution in AG(9, q). If the lines of PG(8, q) are 
7-partitionable then a packing in PG(9, q) exists. 
5. APPLICATION TO COMBINATORIAL DESIGNS 
A Kirkman square of order u and block size k, denoted KS,(u), is a 
square array defined on a u-set V (called points) satisfying the following 
properties: 
(1) Each cell of the array is either empty or contains a k-subset 
(block) of V. 
(2) Each point of I’ is contained in precisely one cell of each row and 
column of the array. 
(3) Every pair of distinct elements of V is contained in a unique 
block of the array. 
It is clear that the set of points and blocks of the array form a Steiner 
system. Thus, it follows that a KS,(v) must be an r x r array, where 
r = (u - 1 )/(k - 1). There has been much work done on these objects in 
recent years (cf. [S, 11-131). 
A Kirkman square KS,(u) is said to be blank balanced if the Cl matrix 
A obtained from the KS,(u) by replacing each empty cell with a 1 and each 
nonempty cell by a 0 is the incident matrix for a balanced incomplete block 
design. Denote such a design by BBKS,(u). 
A necessary condition for the existence of a BBKS,(r) is 
u-0 (mod k2) 
and 
url (modk-1). 
In the case of k = 2 the following infinite class of BBKS,(u) is known. 
THEOREM 1. Let v =4p be a positive integer greater than 7 such that 
4p - 1 is a prime or a prime power. Then there exists a BBKS,(u). 
Prooj This follows from the Mullin-Nemeth strong starter construc- 
tion for Room squares [9]. 
In the case of k = 2 the necessary condition becomes u = 0 (mod 4). The 
existence of a BBKS,(u) for all v = 0 (mod 4), u 2 8 would, of course, solve 
the existence problem for Hadamard matrices since the incident matrix 
obtained from a BBKS,(u) is that of a Hadamard design. It is not at all 
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clear and it is not known whether a BBKS,(o) can be constructed from a 
Hadamard matrix of order u. 
The connection between BBKSs and HSRs is provided by the next 
result. 
THEOREM 1.1. If there exists a hyperplane skew resolution in AG(n, q) 
then there exists a BBKS,(q”). 
Proof: Let S,, Sz, . . . . S,, r = (q” - 1 )/(q - 1 ), be the skew classes of the 
HSR S and let P,, Pz, . . . . P, be the parallel classes of the parallel resolution 
P. Index the rows and columns of an r x r array A with the elements of P 
and S respectively. A line 1 of AG(n, q) is placed in cell (P,, Si) if and only if 
I E Pin S,. Since IP,n Sjl < 1, each cell of A is either empty or contains a 
q-subset. The result is easily seen to be a KS&q”). Since each parallel class 
of P is associated with a unique point in the infinite hyperplane H and 
since S is a hyperplane skew resolution then A is a block balanced 
Kirkman square BBKS,(q”). 
The results of Sections 2 and 3 prove the following theorem. 
THEOREM 1.2. For all i, j > 2, 1, k 2 1 and q a prime power, there exists a 
BBKS,(q”), where n = (2’ - 1)’ (2’ - 1)“. 
We note that there are examples of BBKSs whose underlying design is 
not the points and lines of an affine geometry. In [4], a construction of 
KS,(q3) is given and it is shown that the square is blank balanced. Using a 
result in [6], the underlying design need not be isomorphic to AG(3, q). 
6.. STATISTICAL APPLICATIONS 
Archbold and Johnson [l] used a KS,(o) as an experimental design. 
Extending this model to KS,(u) is immediate. The KS,(u) is used to 
compare u treatments and r = (u - l)/(k - 1) varieties using r blocks each 
containing m = u/k main plots and each main plot having k subplots. 
(Note. Block is, of course, being used in the experimental design sense.) 
The varieties correspond to the columns of the KS,(u), the blocks to the 
rows, the treatments to the points, and the main plots to the blocks of the 
KS,(u). A model for this may be written as 
Y,g = P, + Yi + t j  + Z,i + e,+ 
where Y,, denotes the observation in the tth block for variety i and treat- 
ment j. PI, yi, and zi denote respectively the tth block effect, the ith variety 
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effect, and the jth treatment effect with 2, /I, = xi yi = cj rj and (Zli, etii) are 
independent random variables with E(z,[) = 0, E(e,V) = 0, V(z,,) = rrf, 
V(etV) = cr* for i, t E { 1,2, . . . . r}, and Jo (1, 2, . . . . u}. 
Using this model Ghosh and Shah [S] show that it is universally 
optimal for the estimation of treatment effects. If the KS,(o) is also blank 
balanced, they show that this model is also universally optimal for the 
estimation of varietal effects. 
7. CONCLUSION 
The direct construction given in this paper only gives hyperplane skew 
resolutions in aff’ne spaces with odd dimension. Recently, it was shown 
[lo] by an exhaustive search that an HRS in AG(4, 2) exists. This result 
and the recursive construction from Section 3 provide inlintely many even- 
dimensional spaces with HRSs. 
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