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Banach algebras.
© 2012 Elsevier Inc. All rights reserved.
0. Introduction
Throughout this paper, R (A) denotes an associative ring (a complex Banach algebra) with identity.
J(R) and U(R) will denote, respectively, the Jacobson radical and the group of units in R. Mn(R) and
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Tn(R) stand for the n × nmatrix ring and upper triangular matrix ring, respectively. For any element
a ∈ R, we define the commutant and double commutant of a by comm(a) = {x ∈ R : ax = xa},
comm2(a) = {x ∈ R : xy = yx for any y ∈ comm(a)}, respectively. For other unexplained terms in
ring theory and Banach algebras, see [13,18].
An element a in a ring R is called strongly π-regular (or polar) if an ∈ Ran+1 ∩ an+1R for some
n  1, and R is called a stronglyπ-regular ring if every element of R is stronglyπ-regular. Azumaya [3]
proved in 1954 that a ∈ R is strongly π-regular if and only if there exists b ∈ R such that ab = ba and
an = an+1b for some n  1. Furthermore, we may choose b above to satisfy b2a = b, and we say that
a is Drazin invertible with a Drazin inverse b (see [11]). The stronglyπ-regular ring plays an important
role in ring theory and C∗-algebras (see [2,5,10,12,15]).Moreover, theDrazin inverse is also very useful
in matrix theory and computations and in various applications of matrices (see [6,7,19,23]), since it
has a very desirable spectral property.
An element a ∈ R is called quasinilpotent if, for every x ∈ comm(a), 1 − ax ∈ U(R). The set of
all quasinilpotent elements of R will be denoted by Rqnil . In 1991, Harte [14] introduced the notion
of quasipolar elements of rings. An element a ∈ R is said to be quasipolar if there exists p2 = p ∈
comm2(a) such that a + p ∈ U(R) and ap ∈ Rqnil . Any idempotent p satisfying the above conditions
is called a spectral idempotent of a. This term is borrowed from spectral theory in Banach algebras
(see [13]). A generalized Drazin inversewas defined and investigated by Koliha [16] in complex Banach
algebra. Koliha and Patricio [17] studied further quasipolar elements and generalized Drazin inverses
of rings. They showed that any quasipolar element a ∈ R has a unique spectral idempotent, and a is
quasipolar if and only if it has a generalized Drazin inverse.
Motivated by strongly π-regular elements and quasipolar elements, we introduce the concept of
pseudopolar elements. An element a ∈ R is called pseudopolar if there exists p ∈ R such that p2 =
p ∈ comm2(a), a + p ∈ U(R) and akp ∈ J(R) for some k  1. The idempotent p satisfying the above
conditions is called a strongly spectral idempotent of a.We show that the strongly spectral idempotent
is unique and further find the uniqueness of the strongly spectral idempotent corresponds exactly to
the double commutant. R is said to be pseudopolar if each element of R is pseudopolar. In Section 2,
pseudopolar rings are connected to strongly π-regular rings, semiregular rings and uniquely strongly
clean rings. In particular, we constructmany examples of pseudopolar rings by upper triangularmatrix
rings over uniquely bleached local rings.
In Section 3, we define first a class of new generalized Drazin inverses in associative rings, the so-
called pseudo Drazin inverses. It is proved that an element is pseudopolar if and only if it has a pseudo
Drazin inverse. Next, some basic properties of Drazin inverses are extended to pseudo Drazin inverses.
For example, we prove that if ab is p-Drazin invertible in R then so is ba and (ba)‡ = b((ab)‡)2a.
Moreover, some characterizations of elements with equal strongly spectral idempotents are given by
pseudo Drazin inverses. Further investigation about pseudo Drazin inverse in Banach algebras will
appear in Section 5.
We provide an example in Section 4 to show that there exists an element which is quasinilpotent
but not in Jacobson radical. This example also shows indeed that the set of pseudopolar elements is
contained properly in that of quasipolar elements. Furthermore, we study the relationships between
the set of quasinilpotent elements and the Jacobson radical. In particular, we obtain that, for the 2× 2
matrix ring R over any commutative ring, Rqnil = 2√J(R).
1. Pseudopolar elements in associative rings
We first introduce the following main concept of this paper.
Definition 1.1. An element a ∈ R is called pseudopolar if there exists p ∈ R such that
p2 = p ∈ comm2(a), a + p ∈ U(R) and akp ∈ J(R) for some k  1.
Any idempotent p satisfying the above conditions is called a strongly spectral idempotent of a.
Every nilpotent element or idempotent element is pseudopolar. Recall that a ∈ R is strongly
π-regular if and only if ak ∈ ak+1R ∩ Rak+1 for some k  1 if and only if a has a Drazin inverse
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in R (see [11]) if and only if there exists p2 = p ∈ comm2(a) such that a + p ∈ U(R) and ap ∈ Rnil
(see [17]). So every strongly π-regular element is pseudopolar. The initial idea of the following result
was given by Koliha and Patricio [17].
Proposition 1.2. Any pseudopolar element a ∈ R has a unique strongly spectral idempotent (denoted
by a).
Proof. Suppose that p, q are strongly spectral idempotents of a pseudopolar element a ∈ R with
anp, amq ∈ J(R), respectively. Then
1 − (1 − p)q = 1 − (1 − p)(a + p)−m(a + p)mq = 1 − (1 − p)(a + p)−mamq ∈ U(R)
since amq ∈ J(R). Note that p ∈ comm2(a) and q ∈ comm2(a) (in fact, we only need q ∈ comm(a)).
Then pq = qp, and so
1 − (1 − p)q = 1 − [(1 − p)q]2 = [1 − (1 − p)q][1 + (1 − p)q].
This implies that (1− p)q = 0 since 1− (1− p)q ∈ U(R). Thus, we obtain that q = pq. Similarly, we
can prove that (1 − q)p = 0, that is p = qp. Hence, q = pq = qp = p. 
Remark 1.3. Let p be a strongly spectral idempotent of a ∈ R and let q ∈ R satisfy the following
weaker conditions:
q2 = q ∈ comm(a), a + q ∈ U(R) and akq ∈ J(R) for some k  1.
Then we also obtain q = p from the above proof.
Next, we will show a interesting result about strongly spectral idempotents.
Theorem 1.4. Let R be a ring and let a ∈ R. If there exists p2 = p ∈ comm(a) such that a + p ∈ U(R)
and akp ∈ J(R) for some k  1, then p is unique if and only if p ∈ comm2(a).
Proof. We only need to show the part of “only if" by Proposition 1.2. Suppose ax = xa. Set b =
(a + p)−1(1 − p). Then we get ab = ba since ap = pa. Note that
ab = a(a + p)−1(1 − p) = (a + p)−1(a + p)(1 − p) = 1 − p,
and further
c =: (1 − p)xp = (1 − p)kxp = (ab)kxp = bkxakp ∈ J(R).
Clearly, e =: p + c is an idempotent and commutes with a. Then a + e = (a + p) + c ∈ U(R)
since a + p ∈ U(R), c ∈ J(R), whence ake = akp + akc ∈ J(R) since akp ∈ J(R), c ∈ J(R). This
implies xp = pxp by the uniqueness of p. We can show px = pxp similarly, and so xp = px, as
desired. 
The least positive integer k for which the equations of Definition 1.1 hold is called the pseudo index
of a, denoted by ind(a).
Proposition 1.5. Let R be a ring with involution. Then a is pseudopolar if and only if a∗ is pseudopolar. In
this case, (a∗) = (a)∗ and ind(a) = ind(a∗).
Proof. Suppose that p is the strongly spectral idempotent of awith ind(a) = k. Then we have (p∗)2 =
p∗ ∈ comm2(a∗), a∗ + p∗ ∈ U(R) and (a∗)kp∗ ∈ J(R) by applying the properties of the involution.
ind(a) = ind(a∗) is clear since (x∗)∗ = x for any x ∈ R. 
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2. Pseudopolar rings
If each element in R is pseudopolar, we say that R is a pseudopolar ring. The following result gives
a connection between strongly π-regular rings and pseudopolar rings.
Theorem 2.1. R is strongly π-regular if and only if it is pseudopolar and J(R) is nil.
Proof. Note that each element of the strongly π-regular ring R is exactly polar. That is, for any a ∈ R,
there exists p2 = p ∈ comm(a) (indeed, p ∈ comm2(a) here) such that a + p ∈ U(R) and ap is
nilpotent. This shows that R is pseudopolar. We complete the forward implication by noting the well-
known fact that J(R) is nil. Conversely, suppose that a ∈ R is pseudopolar. Then there exists a strongly
spectral idempotent pwith akp ∈ J(R) for some k  1. Since J(R) is nil, we have (akp)n = 0 for some
n  1. This shows that aknp = 0, and so ap is nilpotent, as required. 
Remark 2.2. An element of a ring R is called strongly clean if it is the sum of an idempotent and a
unit that commute. If every element of R is strongly clean, we say that R is strongly clean. In 1999,
Nicholson [20] introduced this concept, and showed that every strongly π-regular ring is strongly
clean (also see [5]). In fact, we can prove easily that every pseudopolar ring is strongly clean by the
definition of pseudopolar rings. However, in Section 3, wewill be able to show that every pseudopolar
element is strongly clean.
We say that R has stable range one if for any a, b ∈ R satisfying aR + bR = R, there exists x ∈ R
such that a + bx ∈ U(R).
Corollary 2.3. If R is pseudopolar, then R has stable range one.
Proof. By Theorem 2.1, we know that R/J(R) is strongly π-regular. This implies that R/J(R) has stable
range one by [2, Theorem 4], and so R has stable range one. 
Recall that a ringR is abelian if all idempotents inR are central. A ringR is called semiregular ifR/J(R)
is regular and idempotents can be lifted modulo J(R). The following result connects semiregular rings
with pseudopolar rings. Suppose that R is pseudopolar. We denote the supremum of pseudo indexes
of all elements in R by ind(R).
Theorem 2.4. Let R be abelian. Then the following statements are equivalent:
(1) R is semiregular.
(2) R is pseudopolar.
In this case, the pseudo index ind(R) = 1.
Proof.Note that, if oneof theaboveconditionsholds thenR is exchange. ThusweknowthatR := R/J(R)
is abelian since R is abelian.
(1) ⇒ (2). Suppose R is semiregular. Note that R is abelian. Then R is strongly regular. Thus, for
any a ∈ R, there exist p2 = p ∈ R, u ∈ U(R) such that a = (1 − p)u and pu = up. We may assume
that p2 = p ∈ R since idempotents in R can be lifted modulo J(R). It is checked directly that a + p is a
unit in Rwith the inverse p+ (1− p)u−1. This implies that a+ p ∈ U(R), and p ∈ comm2(a) since R
is abelian. Note that ap = 0. Then ap ∈ J(R), as desired.
(2) ⇒ (1). Since R is pseudopolar, R is strongly π-regular by Theorem 2.1. Note that R is abelian.
Then, by [24, (4.1)], R is reduced since R is exchange, and so R is strongly regular. This shows that R is
semiregular since R is also exchange.
From the above proof, we observe easily that ind(R) = 1. 
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A ring is called uniquely clean if every element is uniquely the sum of an idempotent and a unit,
which was discussed by Anderson–Camillo [1] and Nicholson–Zhou [21] in the commutative and
noncommutative cases, respectively. Furthermore, A ring is called uniquely strongly clean if every
element is uniquely the sumof an idempotent and a unit that commute (see [8]). The next part intends
to show that every uniquely strongly clean ring need be pseudopolar, which will be completed by the
following lemma.
Lemma 2.5. If a = p + u is a uniquely strongly clean expression, then p ∈ comm2(a).
Proof. Let x ∈ comm(a) and define c = (1 − p)xp. We show first that a = (p + c) + (u − c) is also
a strongly clean expression in R. Clearly, pc = 0 and cp = c, and c2 = 0. So p + c is an idempotent.
Note that ac = ca. Then uc − cu = c, and so cu−1 − u−1c = u−1cu−1. We calculate directly that
(u−1c)3 = u−1c(u−1cu−1)c = u−1c(cu−1 − u−1c)c = 0 since c2 = 0. This implies that 1 − u−1c is
a unit. So u − c is also a unit. Note that (p + c)(u − c) = (u − c)(p + c) since pc = 0, cp = c and
uc − cu = c. Then a = (p + c) + (u − c) is a strongly clean expression in R.
Next, comparing the two strongly clean expressions a = p + u = (p + c) + (u − c), we see that
c = 0, i.e., xp = pxp. But we can also work with 1− a = (1− p)+ (−u)which is a uniquely strongly
clean expression. Noting that x ∈ comm(1 − a) also, we then get x(1 − p) = (1 − p)x(1 − p)which
simplifies to px = pxp. Then xp = px. 
Let R be a ring and R = R/J(R).
Theorem 2.6. Let U(R) = {1} and a ∈ R be uniquely strongly clean. Then a is pseudopolar with
ind(a)=1.
Proof.Suppose thatU(R) = {1}anda = p+u is auniquely stronglycleanexpression inR.Wefirst show
that 2p ∈ J(R). Note that p is an idempotent. Then 1−2p ∈ U(R), and sowehave 1−2p ∈ U(R) = {1}.
This implies that 2p ∈ J(R). Thus, a+ p = 2p+ u is invertible in R. Setw = a+ p. Then ap+ p = wp
shows ap + p = wp in R. Note that w = 1. Then ap = 0, and so ap ∈ J(R). By Lemma 2.5, a is
pseudopolar with ind(a) = 1. 
Remark 2.7. In Theorem2.6, the conditionU(R) = {1} is necessary in general. For example, let R = Z
be the integer number domain. Note that U(R) = {±1} and 2 = 1 + 1 is a uniquely strongly clean
expression. However, 2 is not pseudopolar in R.
Corollary 2.8. Every uniquely strongly clean ring R is pseudopolar with ind(R) = 1. In particular, it is
quasipolar.
Proof. Suppose that R is a uniquely strongly clean ring. Then R/J(R) is Boolean by [8, Theorem 17]. This
implies that U(R) = {1}. By Theorem 2.6, R is pseudopolar with ind(R) = 1. 
The idea of the proof of Lemma 2.5 suggests us to complete the Nicholson–Zhou observation in
[21].
Theorem 2.9. For any ring R, the following hold:
(1) For any e2 = e ∈ R, e is uniquely strongly clean.
(2) An idempotent is uniquely clean in R if and only if it is central.
Proof. (1) Let e2 = e ∈ R. Then e = (1 − e) + (2e − 1) is a strongly clean expression. Suppose that
e = f + u is also a strongly clean expression. Then f + u = e = e2 = f + 2fu+ u2, and so u = 1− 2f .
Thus we have f = 1 − e, as required.
(2) It is sufficient to show that any noncentral idempotent of R is not uniquely clean in R. Let e2 = e
be not in the center of R. Then there exists x ∈ R such that ex = xe. Assume that (1 − e)xe = 0. Then
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e = [(1 − e) + (1 − e)xe] + [(2e − 1) − (1 − e)xe]
is a clean expression in R since (1− e)+ (1− e)xe is an idempotent and [(2e− 1)− (1− e)xe]2 = 1.
Note that e = (1 − e) + (2e − 1) is a different clean expression since (1 − e)xe = 0. We may also
consider the case ex(1− e) = 0 similarly. Thus, for any noncentral idempotent of R, we can construct
at least two different clean expressions in R. The proof is completed. 
Example 2.10. Every local ring R is a pseudopolar ring with ind(R) = 1. Let p be a prime number and
Z(p) be the localization of Z at p. Then Z(p) is pseudopolar but not strongly π-regular. Furthermore,
Zpn is also local, and note that a local ring R is uniquely strongly clean if and only if R is uniquely clean if
and only if R/J(R) ∼= Z2 (see [8]). SoZpn is pseudopolar but not uniquely strongly cleanwhere p (= 2)
is a prime number and n  1.
Theorem 2.11. Let a ∈ R and e2 = e ∈ R. If eae + 1 − e is pseudopolar in R, then so is eae in eRe.
Proof. Suppose that p2 = p is the strongly spectral idempotent of eae + 1 − e in R. Note that e ∈
commR(eae + 1 − e). Then obviously ep = pe, and so epe ∈ commeRe(eae) is an idempotent. Since
p+(eae+1−e) is invertible inR, it follows that epe+eae is invertible in eRe. Note that (eae+1−e)np ∈
J(R) for some n  1. Then we have
(eae)n(epe) = e((eae + 1 − e)np)e ∈ eJ(R)e ⊆ J(eRe).
Furthermore, we can show that epe ∈ commR(eae + 1 − e), epe + (eae + 1 − e) ∈ U(R) and
(eae + 1 − e)n(epe) ∈ J(R). By Remark 1.3, we have p = epe. It is easy to check that
commeRe(eae) ⊆ commR(eae + 1 − e).
Then p = epe ∈ comm2eRe(eae) is a strongly spectral idempotent of eae in eRe. 
By Theorem 2.11, the following result is immediate.
Corollary 2.12. If R is a pseudopolar ring, then so is eRe for any e2 = e ∈ R.
For a ∈ R, la and ra will denote the abelian group endomorphisms of R given by left and right
multiplication by a, respectively. Recall that a local ring R is called bleached if lu − rj and lj − ru of
R are both surjective for any j ∈ J(R) and any u ∈ U(R). Furthermore, if both lu − rj and lj − ru are
isomorphic, then we say that R is uniquely bleached (see [4]).
Theorem 2.13. Let R be a local ring. Then the following are equivalent:
(1) R is uniquely bleached.
(2) Tn(R) is pseudopolar for any n  1.
(3) Tn(R) is pseudopolar for some n  2.
Proof. (1) ⇒ (2). From the proof of [9, Theorem 2.7], for any A ∈ Tn(R), there exists E2 = E ∈
comm2(A) such that E + A ∈ U(Tn(R)) and AE ∈ J(Tn(R)). This shows that Tn(R) is pseudopolar.
(2) ⇒ (3). It is clear.
(3) ⇒ (1). Let S = Tn(R)and suppose S tobepseudopolar. ByCorollary2.12, eSe is alsopseudopolar
for any e2 = e ∈ S. So wemay assume that n = 2. Let A =
⎛
⎝a11 a12
0 a22
⎞
⎠ ∈ S be pseudopolar. Then there
exists E2 = E ∈ comm2(A) such that A+E ∈ U(S) and AkE ∈ J(S) for some k  1. Set E =
⎛
⎝e11 e12
0 e22
⎞
⎠.
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It is easy to show that e2ii = eii, i = 1, 2 since E2 = E. Note that R is local. Then eii = 0 or 1. From
AkE ∈ J(S), we have akiieii ∈ J(R), which implies aiieii ∈ J(R) since R is local. If aii ∈ U(R), then eii = 0.
If aii ∈ J(R), then eii = 1 since A + E ∈ U(S). Note that S is pseudopolar. Then it is quasipolar, and so
R is uniquely bleached by [9, Corollary 2.6]. 
3. Pseudo Drazin inverses in associative rings
Definition 3.1. An element a ∈ R is calledpseudoDrazin invertible (orp-Drazin invertible for short)
if there exists b ∈ R such that
b ∈ comm2(a), ab2 = b and ak − ak+1b ∈ J(R) for some k  1.
Any element b ∈ R satisfying the above conditions is called a p-Drazin inverse of a, denoted by a‡.
The set of all p-Drazin invertible elements of R will be denoted by RpD. The following result ensures
that this concept is well-defined.
Theorem 3.2. An element a ∈ R is p-Drazin invertible if and only if a is pseudopolar. In this case, a has a
unique p-Drazin inverse
a‡ = (a + a)−1(1 − a),
where a is the strongly spectral idempotent of a.
Proof. Suppose that a is p-Drazin invertible with a p-Drazin inverse b, and set p = 1−ab. It is checked
easily that p2 = p ∈ comm2(a) since b ∈ comm2(a). Note that ak − ak+1b ∈ J(R) for some k  1.
Then we have akp = ak − ak+1b ∈ J(R), and so 1 + ap ∈ U(R). Thus,
(a + p)(b + p) = ab + ap + pb + p = (1 − p) + ap + p = 1 + ap ∈ U(R)
since pb = (1 − ab)b = b − ab2 = 0. This shows that a + p ∈ U(R).
Conversely, let a be pseudopolar with the strongly spectral idempotent p and akp ∈ J(R) for some
k  1. Put b = (1 − p)(a + p)−1. Then b ∈ comm2(a) since p ∈ comm2(a). Thus, we have
ab2 = a(1 − p)(a + p)−2 = (a + p)(1 − p)(a + p)−2 = (1 − p)(a + p)−1 = b,
ak − ak+1b = ak − ak+1(1 − p)(a + p)−1 = ak − ak(1 − p) = akp ∈ J(R).
From the above proof, we obtain a‡ = b = (a + p)−1(1 − p). And the uniqueness of the p-Drazin
inverse b can be proved by the uniqueness of the strongly spectral idempotent of a. 
In 1999, Nicholson [20] showed that every strongly π-regular element is strongly clean. Next, we
will give a stronger result by the concept of the p-Drazin inverse.
Corollary 3.3. Every pseudopolar element in a ring R is strongly clean.
Proof. Let a ∈ R be a pseudopolar element. Then a has a p-Drazin inverse by Theorem 3.2. It is verified
easily that−ahas also ap-Drazin inverse. This shows that−a is pseudopolar, i.e., a is strongly clean. 
Recall thata ∈ R isDrazin invertible if thereexistsb ∈ comm(a) such thatab2 = banda2b−a ∈ Rnil
(in fact, which implies that b ∈ comm2(a)), denoted by a ∈ RD (that is, a is strongly π-regular). a ∈ R
is g-Drazin invertible if there exists b ∈ comm2(a) such that ab2 = b and a2b − a ∈ Rqnil (see [17]),
denoted by a ∈ RgD (that is, a is quasipolar). These properties are easily seen to be related as follows.
Proposition 3.4. Let R be a ring. Then RD ⊆ RpD ⊆ RgD.
Example 3.5. Let S be local but not strongly π-regular. For instance, taking S = Z(p) with p being a
prime number. Then there exists some element r ∈ S such that r ∈ SpD but not in SD. Set R = S× L(l1)
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(see Section 4). Then (r, a) ∈ RgD but not in RpD where a has the form as that of Example 4.2. Thus, for
R here, RD  RpD  RgD
Wemay define the index of the p-Drazin invertible element similarly, and will show easily that the
index is coincident with that of the pseudopolar element. Later, we will call it pseudo Drazin index.
The following results give some properties of pseudo Drazin inverses, which will be used in Section 5.
Theorem 3.6. Let R be a ring with a, b ∈ R. If ab is p-Drazin invertible, then so is ba and (ba)‡ =
b((ab)‡)2a.
Proof. Let α = ab, β = ba, p = 1 − α‡α and q = 1 − bα‡a. It is checked directly that p, α‡ ∈
comm2(α), α + p ∈ U(R) and (αp)k ∈ J(R) for some k  1. Furthermore, the following facts may
be used freely: αα‡ = α‡α and (α‡)2α = α‡. We prove the existence of β‡ by showing the results
below:
(i) β + q ∈ U(R), (ii) (βq)k+1 ∈ J(R) and (iii) q2 = q ∈ comm2(β).
(i) It is well known that if 1 − xy ∈ U(R) then 1 − yx ∈ U(R). And note that 1 + (a − α‡a)b =
1 + α − α‡α = α + p ∈ U(R). Then we get
β + q = β + (1 − bα‡a) = 1 + b(a − α‡a) ∈ U(R).
(ii) (βq)k+1 = (b(1 − αα‡)a)k+1 = (bpa)k+1 = b(pαp)ka = b(αp)ka ∈ J(R) since (αp)k ∈ J(R).
(iii) Note that
q2 = (1 − bα‡a)2 = 1 − 2bα‡a + bα‡αα‡a = 1 − bα‡a = q.
βq = β − bαα‡a = β − bα‡aβ = qβ.
Let xβ = βx. Then
(axb)α = axβb = aβxb = α(axb).
This implies that axb ∈ comm(α‡) since comm(α) ⊆ comm(α‡). Thus we have
xbα‡a(1 − β) = xb(α‡ − α‡α)a = xbα((α‡)2 − α‡)a
= xβb((α‡)2 − α‡)a = βxb((α‡)2 − α‡)a
= b(axb)((α‡)2 − α‡)a = b((α‡)2 − α‡)axβ
= b((α‡)2 − α‡)aβx = b((α‡)2 − α‡)αax
= b(α‡ − αα‡)ax = bα‡a(1 − β)x.
Andsoxq(1−βq) = xq(1−β) = x(1−bα‡a)(1−β) = (1−bα‡a)(1−β)x = q(1−β)x = q(1−βq)x.
Note that
(1 − βq)xq(1 − βq) = (1 − βq)q(1 − βq)x
= (1 − βq)qxq(1 − βq)
= x(1 − βq)q(1 − βq)
= (1 − βq)qx(1 − βq).
Since (βq)k+1 ∈ J(R), we get 1 − βq ∈ U(R). This shows that xq = qx, as required.
Finally,we calculatedirectly that 1−q = (β+q)b(α‡)2a. By Theorem3.2,β‡ = (β+q)−1(1−q) =
b(α‡)2a. 
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Using the technique of block matrices, we obtain the following result.
Proposition 3.7. Let A ∈ Mm×n(R) and B ∈ Mn×m(R). If AB has a p-Drazin inverse in Mm(R), then so
does BA in Mn(R) and (BA)
‡ = B((AB)‡)2A.
Next, we give a characterization of elements of R with equal strongly spectral idempotents. The
following result is motivated by [17, Theorem 6.1].
Theorem 3.8. Let a ∈ RpD and b ∈ R. Then the following are equivalent:
(1) b ∈ RpD and a = b.
(2) a ∈ comm2(b), bma ∈ J(R) and b + a ∈ U(R) for some m  1.
(3) a ∈ comm2(b), bma ∈ J(R) and a‡b + a ∈ U(R) for some m  1.
(4) b ∈ RpD, a‡b + a ∈ U(R) and b‡ = (a‡b + a)−1a‡.
(5) b ∈ RpD and b‡ − a‡ = a‡(a − b)b‡.
(6) b ∈ RpD, a ∈ comm(b) and 1 − (b − a)2 ∈ U(R).
(7) b ∈ RpD, b‡R ⊆ a‡R and r(b‡) ⊆ r(a‡).
Proof. (1) ⇔ (2) follows from Definition 3.1.
(2) ⇔ (3).Note that b+ a ∈ comm(ab) from ab = ba, and (ab)m ∈ J(R). Thenwe get
b + a ∈ U(R) ⇔ (b + a) − ab ∈ U(R).
We observe that a‡a = 0, so a‡b + a = (a‡ + a)((b + a) − ab). Note that a‡ + a is a unit
since (a‡)2a = a‡ and a = 1 − a‡a. Then
b + a ∈ U(R) ⇔ a‡b + a ∈ U(R).
This proves the equivalence of (2) and (3).
(3) ⇒ (4). By the equivalence of (1) and (3) we obtain that a = b. Suppose that (3) holds. Then
(a‡b + a)b‡ = a‡bb‡ + ab‡ = a‡(1 − a) + bb‡ = a‡
as a‡a = 0 and b‡b = 0, and (4) follows.
(4) ⇒ (5). By (4), we have (a‡b + a)b‡ = a‡. Then
b‡ − a‡ = b‡ − (a‡b + a)b‡ = (1 − a − a‡b)b‡ = (a‡a − a‡b)b‡ = a‡(a − b)b‡.
(5) ⇒ (1). Note that b‡ − a‡ = a‡(a− b)b‡. Then a(b‡ − a‡) = aa‡(a− b)b‡ = 0. This implies
that ab‡ = 0 since aa‡ = 0. Thus, a(1 − b) = ab‡b = 0 and so a = ab. We can prove
similarly that b = ab. This shows that a = b.
(1) ⇒ (6). It is clear.
(6) ⇒ (1). Let ab = ba. Then ab = ba since b ∈ comm2(b). So
1 − (b − a)2 = (1 − b + a)(1 − a + b) ∈ U(R),
which implies that 1 − b + a, 1 − a + b ∈ U(R). Note that a(1 − a + b) = ab =
b(1 − b + a). Hence, we have
a = (1 − a + b)−1ab
= (1 − a + b)−1(1 − a + b)ab
= ab = (1 − b + a)−1(1 − b + a)ba
= (1 − b + a)−1ab = b.
Z. Wang, J. Chen / Linear Algebra and its Applications 437 (2012) 1332–1345 1341
(1) ⇒ (7). a = b shows that aa‡ = bb‡. Then a‡R = aa‡R = bb‡R = b‡R. Similarly, Ra‡ = Rb‡,
which implies r(a‡) = r(Ra‡) = r(Rb‡) = r(b‡).
(7) ⇒ (1). Note that Rb‡ = Rb‡b = l(1 − b‡b) and Ra‡ = Ra‡a = l(1 − a‡a). Then r(b‡) ⊆ r(a‡)
implies that Ra‡ ⊆ Rb‡ = Rb‡b. So a‡ = xb‡b, and b‡ = a‡ay since b‡R ⊆ a‡R ⊆ a‡aR. This shows that
(1 − a‡a)b‡ = 0 = a‡(1 − b‡b), i.e., a‡ = a‡b‡b and b‡ = a‡ab‡. Then aa‡ = aa‡bb‡ = b‡b, which
shows that a = b. 
4. Quasinilpotent elements and the Jacobson radical
LetA be a complex Banach algebrawith unity. The spectrumof a ∈ A is the setσA(a) of all complex
numbers λ such that λ − a is not invertible. We consider first the relationship of some notations in a
Banach algebra A, which may be found partly in [13,16].
1 = {a ∈ A : σA(a) = {0}}.
2 = {a ∈ A : ‖ an ‖1/n→ 0, n → ∞}.3 = {a ∈ A : 1 − Ca ⊆ U(A)}.
Aqnil = {a ∈ A : 1 − ax ∈ U(A) for any x ∈ comm(a)}.
Proposition 4.1. Let A be a Banach algebra. Then 1 = 2 = 3 = Aqnil.
Proof. 1 = 2 follows from [13, Theorem 9.5.2].1 = 3. Let a ∈ 1. Suppose that there exists c (= 0) ∈ C such that 1 − ca is not invertible in
A. Then c−1 − a is not a unit which implies c−1 ∈ σA(a) = {0}. It is a contradiction, so 1− ca ∈ U(A)
for any c ∈ C. Thus, we have a ∈ 3. Conversely, let a ∈ 3. Then λ− a ∈ U(A) for any λ (= 0) ∈ C
since 1 − Ca ⊆ U(A). So σA(a) = {0}.
3 = Aqnil . We first show the following result.
Claim. Let a ∈ 3 and b ∈ comm(a). Then ab ∈ 3.
By ab = ba and 2 = 3, we have
‖ (ab)n ‖1/n (‖ b ‖n‖ an ‖)1/n =‖ b ‖‖ an ‖1/n→ 0.
This shows that ab ∈ 3.
It is clear that Aqnil ⊆ 3. Suppose that a ∈ 3 and ax = xa. Then ax ∈ 3 by Claim, and so
1 − ax ∈ U(A). Thus, we have a ∈ Aqnil , as desired. 
Example 4.2. Define an operator a on the Banach space l1 by the infinite matrix
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 · · ·
1 0 0 0 · · ·
0 1/2 0 0 · · ·
0 0 1/3 0 · · ·
· · · · · · · · · · · · · · ·
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then, by Proposition 4.1, a is quasinilpotent in the Banach algebra L(l1) of all bounded linear operators
on l1 since ‖ an ‖1/n= n√1/n! → 0. But a is not nilpotent. Note that L(l1) is semisimple [22, p278].
Then J(L(l1)) = 0, and so ak is not in J(L(l1)) for any k  1. This also implies that a is g-Drazin
invertible but not p-Drazin invertible.
Let K be a subset of a ring R. Denote the root of K by
√
K = {a ∈ R : an ∈ K for some n  1}. In
particular,
n
√
K stands for the nth root ofK in R. Note that
√
J(R) ⊆ Rqnil for n  1. In fact, let a ∈ √J(R).
Then an ∈ J(R) for somen  1,which implies that (1−xa)(1+xa+· · ·+(xa)n−1) = 1−xnan ∈ U(R)
for any x ∈ comm(a). So 1 − xa ∈ U(R) shows that a ∈ Rqnil .
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Example 4.3. Let S be a commutative ring and R = M2(S). Then Rqnil = 2√J(R).
Proof. 2
√
J(R) ⊆ Rqnil is clear. Conversely, let A ∈ Rqnil . For any r ∈ S, A(rA∗) = (rA∗)A = rdet(A)I
where A∗ is an adjoint matrix of A. Then
det(I + rA∗A) = det(I + rdet(A)I) = (1 + rdet(A))2 ∈ U(S).
This shows that 1+ rdet(A) is a unit in S, and so det(A) ∈ J(S) (here, in fact, still holds for R = Mn(S)).
Note that A(sI) = (sI)A for any s ∈ S. Then
det(I + (sI)A) = det(I + sA) = det(sA) + tr(sA) + 1 = s2det(A) + s(trA) + 1 ∈ U(S).
Since det(A) ∈ J(S), we have s(trA)+1 ∈ U(S). Thus, trA ∈ J(S). Finally, byHamilton–Caylay Theorem,
we have A2 = (trA)A − det(A)I ∈ J(R). 
Next, we will consider the relation between Rqnil and J(R) in the noncommutative case. However,
we only can prove the following result for the case n = 2.
Example 4.4. Let R be a bleached local ring and S = T2(R). Then Sqnil = J(S).
Proof. We only need to show that Sqnil ⊆ J(S). Let A =
⎛
⎝a11 a12
0 a22
⎞
⎠ ∈ Sqnil but not in J(S). Then
A is not a unit in S, which shows that one of a11, a22 is in J(R) and the other is in U(R). Assume
a11 ∈ U(R), a22 ∈ J(R). Since R is bleached local, la11 − ra22 is surjective. Then there exists b ∈ R such
that a11b−ba22 = (a−111 −1)a12. Set B =
⎛
⎝a
−1
11 b
0 1
⎞
⎠. ThenAB = BA, and so I−AB =
⎛
⎝0 −a11b − a12
0 1 − a22
⎞
⎠
is a unit since A ∈ Rqnil . This is a contradiction. We can lead similarly to a contradiction for the case
a11 ∈ J(R), a22 ∈ U(R). Thus, Sqnil ⊆ J(S), as desired. 
Theorem 4.5. Let R be a pseudopolar ring. Then Rqnil = √J(R).
Proof. It is sufficient to show Rqnil ⊆ √J(R). Let a ∈ Rqnil . Then a has a g-Drazin inverse 0 since
a ∈ Rqnil . Note that R is pseudopolar. Then a has a p-Drazin inverse a‡ in R, and so a‡ is also a g-Drazin
inverse of a. This implies that a‡ = 0, which is equivalent to an ∈ J(R) for some n  1. 
Remark 4.6. Suppose that R is a uniquely bleached local ring. Then, by Theorem 2.13, we know that
S = Tn(R) is pseudopolar for any n  1. So, here Sqnil = √J(S) by Theorem 4.5.
5. Pseudo Drazin inverses in Banach algebras
LetA be a Banach algebra. Koliha called a ∈ A to be g-Drazin invertible if there exists b ∈ comm(a)
such that ab2 = b and a2b − a ∈ Aqnil . And then he proved that the g-Drazin inverse aD ∈ comm(a)
is indeed equivalent to aD ∈ comm2(a) in A (see [16, Theorem 4.4]). The original idea may also be
found in [13, Theorem 7.5.3] because of the equivalence of the quasipolar element and the g-Drazin
invertible element.
Remark 5.1. Note that everyp-Drazin invertible element is g-Drazin invertible. So, for aBanachalgebra
A, we may replace the double commutator for the commutator in the definition of the “p-Drazin
inverses".
Proposition 5.2. Let A be a Banach algebra with a, b ∈ A. If ab = ba and a‡, b‡ exist, then (ab)‡ exists
and (ab)‡ = b‡a‡.
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Proof. Note that a‡ ∈ comm2(a), b‡ ∈ comm2(b) and ab = ba. Then a‡, b‡, a and b commute each
other, and so b‡a‡ ∈ comm(ab) and (b‡a‡)2(ab) = b‡a‡. We may assume that ak − ak+1a‡ ∈ J(A)
and bk − bk+1b‡ ∈ J(A). Then (ab)k − (ab)k+1(b‡a‡) = −(bk − bk+1b‡)(ak − ak+1a‡) + ak(bk −
bk+1b‡) + (ak − ak+1a‡)bk ∈ J(A). This completes the proof. 
Next, our main aim is to express (a + b)‡ as a function of the elements a, b and their p-Drazin
inverses in Banach algebra A.
Theorem 5.3. Let A be a Banach algebra. If a and b are both p-Drazin invertible, then M =
⎛
⎝a d
0 b
⎞
⎠ is
p-Drazin invertible in M2(A) and the p-Drazin inverse
M‡ =
⎛
⎝a
‡ z
0 b‡
⎞
⎠ ,
where z = (∞i=0(a‡)i+2dbi)b + a(∞i=0aid(b‡)i+2) − a‡db‡.
Proof. Suppose that both a and bhave p-Drazin inverses a‡ and b‡ inA, respectively. SetW =:
⎛
⎝a
‡ z
0 b‡
⎞
⎠
where z = (∞i=0(a‡)i+2dbi)b + a(∞i=0aid(b‡)i+2) − a‡db‡. Then I − MW =
⎛
⎝a
 −az − db‡
0 b
⎞
⎠.
We first prove thatWMW = W .
W(I − MW) =
⎛
⎝a
‡ z
0 b‡
⎞
⎠
⎛
⎝a
 −az − db‡
0 b
⎞
⎠ =
⎛
⎝a
‡a −a‡az − a‡db‡ + zb
0 b‡b
⎞
⎠ .
Note that a‡a = 0 and b‡b = 0. Then
−a‡az = −a‡a(∞i=0(a‡)i+2dbi)b + a‡db‡ = −(∞i=0(a‡)i+2dbi)b + a‡db‡,
zb = (∞i=0(a‡)i+2dbi)b
and so −a‡az − a‡db‡ + zb = 0. This shows thatW = WMW .
Next, we will show that Mk+1W − Mk ∈ J(M2(A)) = M2(J(A)) for some k  1. Let ind(a) =
r, ind(b) = s and take k = r + s. Set fk = k−1i=0 aidbk−1−i. ThenMk =
⎛
⎝a d
0 b
⎞
⎠
k
=
⎛
⎝a
k fk
0 bk
⎞
⎠.
Mk − Mk+1W = Mk(I − MW) =
⎛
⎝a
k fk
0 bk
⎞
⎠
⎛
⎝a
 −az − db‡
0 b
⎞
⎠
=
⎛
⎝a
ka −ak+1z − akdb‡ + fkb
0 bkb
⎞
⎠ .
Note that ara ∈ J(A), bsb ∈ J(A). Then aka ∈ J(A), bkb ∈ J(A) since k = r + s.
afkb
 = a(ak−1d + · · · + ardbs−1 + ar−1dbs + · · · + dbk−1)b
= aar(as−1d + · · · + dbs−1)b + a(ar−1d + · · · + dbr−1)bsb
∈ J(A).
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Note that ak+1(a‡)i+2 = (a‡)i−k+1, i = k, k + 1, . . .. Then we have
ak+1∞i=k(a‡)i+2dbib
= ∞i=k(a‡)i−k+1dbib
= ∞j=1(a‡)j+1dbj−1(bk+1b) + a‡dbkb
= (∞j=0(a‡)j+2dbj)(bk+1b) + a‡d(bkb)
∈ J(A).
Since (a‡)k+1ak−1−i = (a‡)i+2, i = 0, 1, . . . , k − 1,we get
ak+1k−1i=0 (a‡)i+2dbib
= ak+1(a‡)k+1k−1i=0 ak−1−idbib
= aa‡(k−1i=0 ak−1−idbi)b
= aa‡fkb.
Now we further have
− ak+1z − akdb‡ + fkb
= −ak+1(∞i=0(a‡)i+2dbi)b − ak+1a∞i=0aid(b‡)i+2 + ak+1a‡db‡ − akdb‡ + fkb
= −ak+1(k−1i=0 (a‡)i+2dbi)b − ak+1(∞i=k(a‡)i+2dbi)b − ak+1a∞i=0aid(b‡)i+2
−akadb‡+fkb=(−aa‡fkb+fkb)−ak+1(∞i=k(a‡)i+2dbi)b−(ak+1a)∞i=0aid(b‡)i+2
− (aka)db‡ = afkb − ak+1(∞i=k(a‡)i+2dbi)b − (ak+1a)∞i=0aid(b‡)i+2 − (aka)db‡
∈ J(A).
This shows thatMk − Mk+1W ∈ J(M2(A)).
Finally, we need to show thatMW = WM. Note that
az − zb =∞i=0(a‡)i+1dbib + aa∞i=0aid(b‡)i+2 − aa‡db‡
− ∞i=0(a‡)i+2dbibb − a∞i=0aid(b‡)i+1 + a‡db‡b
=(∞i=0(a‡)i+1dbib − ∞i=0(a‡)i+2dbi+1b)
+ (a∞i=0ai+1d(b‡)i+2 − a∞i=0aid(b‡)i+1) − aa‡db‡ + a‡db‡b
=a‡db − adb‡ − aa‡db‡ + a‡db‡b
=a‡d − db‡.
Then az + db‡ = a‡d + zb. This implies that MW = WM. Since M2(A) is also a Banach algebra, the
proof is completed. 
Theorem 5.4. LetA be a Banach algebra. If a, b are p-Drazin invertible and ab = 0, then a+b is p-Drazin
invertible and the p-Drazin inverse
(a + b)‡ = (∞i=0(b‡)i+1ai)a + b∞i=0bi(a‡)i+1.
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Proof. Let A =
⎛
⎝1
a
⎞
⎠ and B = (b, 1). Then AB =
⎛
⎝b 1
0 a
⎞
⎠ since ab = 0 and BA = a + b. Note that
a and b are both p-Drazin invertible in A. Then, by Theorem 5.3, AB is p-Drazin invertible in M2(A)
and (AB)‡ =
⎛
⎝b
‡ ω
0 a‡
⎞
⎠, where ω = (∞i=0(b‡)i+2ai)a + b∞i=0bi(a‡)i+2 − b‡a‡. By Proposition 3.7,
BA = a + b has a p-Drazin inverse in A and
(a + b)‡ = (BA)‡ = B((AB)‡)2A
= (b, 1)
⎛
⎝b
‡ ω
0 a‡
⎞
⎠
2 ⎛
⎝1
a
⎞
⎠
= (∞i=0(b‡)i+1ai)a + b∞i=0bi(a‡)i+1.
The proof is completed. 
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