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On Koszulity in homology of moduli spaces of stable n-pointed
curves of genus zero
Natalia Iyudu
Abstract
We prove Koszulity of the homology of the of moduli spaces of stable n-pointed curves of genus
zero M0,n for n = 5, using its presentation due to Keel and the Priddy criterion of Koszulity. For
n = 6 we establish that M
!
0,6 is potential, find the expression for the potential, and based on that
prove that it is Koszul.
1 Introduction
In the paper [2], due to Keel, dedicated to the intersection theory of the moduli space of n-pointed
stable curves of genus zero, it was shown that the canonical map from the Chow ring to the
homology is an isomorphism, and the presentation of this ring by generators and relations have
been derived.
The variables DS in this presentation are parameterized by subsets S ⊂ {1,⋯, n} consisting of
two or more elements, variables corresponding to complimentary sets are coincide: DS =DS
C
. The
relations then looks as follows:
(1). For any four distinct elements i, j, k, l ∈ {1,⋯, n}:
∑
i,j∈S,k,l∉S
DS = ∑
i,k∈S,j,l∉S
DS = ∑
i,l∈S,j,k∉S
DS
(2). DSDT unless one of the following holds:
S ⊂ T,T ⊂ S,S ⊂ TC , TC ⊂ S.
We will use this presentation to examine Koszulity of the ring A =H●(M0,n).
For n = 5 we suggest the following choice of linearly independent variables: out of all generators
{δi,j} = {δ12, δ13, δ14, δ15, δ23, δ24, δ25, δ34, δ35, δ45}
we take those, sitting on the sides of the pentagon:
xi = δi,i+1, i ∈ Z/5Z,
then we rewrite all other variables and relations via them. This presentation wakes up some
associations with cluster algebras. Using the obtained relations we compute a presentation for the
Koszul dual (noncommutative) algebra A!. It turns out that it can be presented by one relation of
the form:
∑
a≠b,a≠b+1,a≠b−1
xaxb − ∑
k=1,...,5
x2k = 0.
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We can find a change of variables, such that the new relations does not have a square term x2.
Thus we have an algebra A! presented by a quadratic Gro¨bner basis. Hence due to the Priddy
criterion [5, 3], we can conclude that A! is Koszul, and hence A itself as well.
Then we consider A =H●(M 0,6). After change of generators to a smaller set of variables, which
span the same space modulo linear relations, we are able to show that the dual algebra A! is
potential, and find an expression for the potential. Then we construct a potential complex, which
is coincide with the Koszul complex. We show its exactness by checking it is exact in all but one
places, then numeric Koszulity implies Koszulity, according to lemma??.
Our methods here could be compared to those appeared in a vast literature, where Koszulity of
various algebras given by relation, originated from geometric objects, have been proved. To name
a few, there are series of papers [6, 7, 8] dedicated to Koszulity of algebras associated to graphs
and sell complexes, papers [?] on Koszulity of objects associated to the Coexter group action, etc.
2 Koszulity of H●(M 0,5)
We consider first the presentation of A =H●(M0,n) due to Keel [2] with generators
{δi,j} = {δ12, δ13, δ14, δ15, δ23, δ24, δ25, δ34, δ35, δ45}
and corresponding linear and monomial quadratic relations. Let V = spank{δi,j}. We suggest
to choose as a linear basis in V the following set: {xi = δi,i+1, i ∈ Z/5Z}. Via this basis we are
going to express other elements of {δi,j}, then we rewrite quadratic relations in terms of variables
xi, i ∈ Z/5Z. This will allow us later on to pass to the Koszul dual algebra A!, which could be shown
to be Koszul. The presentation for the A! which we obtain, after suitable change of variables, will
have a quadratic Gro¨bner bases. This due to the Priddy’s PBW criterion [5, 3] will imply Koszulity
of A! and hence of A.
STEP 1
Expression of {δi,j} via xi = δi,i+1, i ∈ Z/5Z.
Linear relation which we have for quadruple {a, b, c, d} ∈ Z/5Z of pairwise distinct elements from
1 to 5, are
δab + δcd = δac + δbd = δad + δbc.
In particular, δad = δab + δcd − δbc, and for, say a = i, b = i + 1, c = i + 2, d = i + 3 we get
δi,i+3 = δi,i+1 + δi+2,i+3 − δi+1,i+2,
that is
δi,i+3 = xi + xi+2 − xi+1.
The set of elements {δi,j}, which are our original generators can be presented ’geometrically’
as a sides and diagonals of the pentagon (analogously to the presentation of cluster variables).
Sides correspond to variables δi,i+1 and diagonals to δi,i+3, for appropriate i. We will call these two
types of generators side type and diagonal type generators respectively. Hence, by expressing the
diagonal type variables δi,i+3, via those δi,j with nearby indexes, e.i. via the side type variables, we
express all generators via the new basis {xi, i ∈ Z/5Z}.
STEP 2
Calculation of quadratic relations in terms of xi = δi,i+1, i ∈ Z/5Z.
2
Our initial quadratic relations have a shape
δi,jδj,k, i ≠ k
This means, for those variables which are side type, we will have
(1) δi,i+1δi+1,i+2 = xixi+1 = 0.
If a relation contains both side and diagonal type generators, it have a shape:
δi,i+3xk, k ≠ i + 1, k ∈ Z/5Z.
In the pentagon picture it could be interpreted as a fact, that only the side xi+1 does not intersect
the diagonal δi,i+3.
So in our new variables these relations look like:
(2) (xi + xi+2 − xi+1)xi = 0(k = i)
(xi + xi+2 − xi+1)xi−1 = 0(k = i − 1)
(xi + xi+2 − xi+1)xi+2 = 0(k = i + 2)
(xi + xi+2 − xi+1)xi+3 = 0(k = i + 3).
In the case when relations contain two diagonal variables, we also will have:
δi,i+3δj,j+3 = 0,
which means
δi,i+3δi−3,i = 0.
That is,
(3) (xi + xi+2 − xi+1)(xi−3 + xi−1 − xi−2) = 0.
Since it is obviously the same as
(xi + xi+2 − xi+1)(xi+2 + xi−1 − xi+3) = 0,
we can see that (3) follows from (2) and hence the relations of A on variables xi are formed by
(1) and (2).
This system of relations is equivalent to the following one:
xixi+1 = xi+1xi = 0
and for any other pair a, b, a′, b′ ∈ Z/5Z
xaxb = xa′xb′ = −x
2
a.
The Hilbert series here is clearly HA = 1 + 5t + t2. This also implies that codimension of the
second graded component of the ideal I2 is 1. Now using this system of relations, and additional
information that the dimension of the space orthogonal to I2 is one, we can write down generating
relation for the Koszul dual algebra A!:
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∑
a≠b,a≠b+1,a≠b−1
xaxb − ∑
k=1,...,5
x2k = 0.
This generating system of A! is not yet form a Gro¨bner basis of the ideal. But we can make
the change of variables which will make this relation free from square of one of variables (say, x2).
This will make a presentation of algebra combinatorially free, that is new relations is a Gro¨bner
basis. So the Gro¨bner basis is quadratic Due to the Priddy PBW criterion [5] this implies that A!
is Koszul.
So we have proved
Theorem 2.1. The algebra A =H●(M0,5) is Koszul.
3 Koszulity in the case of M0,6
Our goal in this section will be the following.
Theorem 3.1. The algebra A =H●(M0,6) is Koszul.
The canonical generating set for A from the described above Keel’s presentation we denote
{aij = a{i,j}, Sijk = S{i,j,k}} for two-element subsets {i, j} and three-element subsets {i, j, k} of
Ω = {1,2,3,4,5,6}.. We have 15 generators aij = aji with i ≠ j and 10 generators SR = SΩ∖R for
3-element subsets R of Ω.
It will be convenient to use the following notation:
ijR ⇐⇒ i, j ∈ R or i, j ∈ Ω ∖R;
iRj ⇐⇒ i ∈ R, j ∈ Ω ∖R or j ∈ R, i ∈ Ω ∖R.
The defining relations of A are as follows.
The linear relations are:
0 = ηi,j,k,m = aij + akm + Sijα + Sijβ − aik − ajm − Sikα − Sikβ,
for all i, j, k,m,α,β ∈ Ω such that {i, j, k,m,α,β} = Ω.
The quadratic relations are:
SRSR′ = 0 if SR ≠ SR′ ;
SRaij = 0 if iRj,
aijaik = 0 if i, j, k are distinct
+commutativity.
Remark 3.2. Note that there are automorphisms of A corresponding to elements of the group S6
of permutations of points Ω. Indeed, the natural action of S6 on the set {aij , Sijk} of generators
extends to action by automorphisms on A. This follows from the fact that this action on the set of
generators preserves the way in which corresponding sets intersect and therefore preserves the set
of defining relations.
Consider the set of variables
vi = ∑
j≠i
aij .
Our goal is to show that
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Theorem 3.3. The linear span of all aij and SR and the linear span of all vi and SR coincide
modulo L, where L is the linear span of all linear relations ηi,j,k,m. Furthermore, SR and vk are
linearly independent modulo L. Finally, the expressions of aij via vi and SR modulo L are:
aij =
1
5
(vi + vj) −
1
20
∑
k≠i,j
vk +
1
5
∑
R∶iRj
SR −
3
10
∑
R∶ijR
SR.
First, we need the following lemma.
Lemma 3.4. The space L⊥ is spanned by vi for i ∈ Ω and ξR = SR − 12 ∑
pqR
apq. Furthermore, the six
vectors vi and 10 vectors ξR form a linear basis in L
⊥.
Proof. First, note that introduced above new variables vs are orthogonal to each ηi,j,k,m. This gives
us six linearly independent elements vi of L
⊥. Next, we search for vectors orthogonal to L of the
form ξR = SR +α ∑
pRq
apq + β ∑
pqR
apq. The scalar products of such a vector with vectors ηi,j,k,m have
to be equal to 0, we see that w ∈ L⊥ precisely when 1 + 2β − 2α = 0. Now each ξR belongs to L⊥.
Obviously, all 16 vectors vi and ξR are linearly independent. On the other hand, the Hilbert series
of A is known [3]: HA = 1 + 16t + 16t2 + t3 and therefore, the dimension of L is 25-16=9 (25 is the
number of generators). Hence, the dimension of L⊥ is 25 − 9 = 16. Hence the 16 vectors vi and ξR
form a linear basis in L⊥.
Proof of Theorem 3.3. We shall express aij as a linear combination of vk and SR modulo L. We
are going to use the basis in L⊥ from Lemma 3.4. We shall try to find α,β, γ, δ ∈ K such that
aij = α(vi + vj) + β ∑
k≠i,j
vk + γ ∑
R∶iRj
SR + δ ∑
R∶ijR
SR
modulo L. This is equivalent to the inclusion
ζij = aij −α(ti + tj) − β ∑
k≠i,j
vk − γ ∑
R∶iRj
SR − δ ∑
R∶ijR
SR ∈ L.
This, in turn, is equivalent to ζij being orthogonal to all vk and ξR of Lemma 3.4. Orthogonality of
ζij to vi (or vj) reads as the equation 1− 6α− 4β = 0, while orthogonality of ζij to vk with k ∉ {i, j}
is equivalent to the equation 2α + 8β = 0. Orthogonality of ζij to ξR satisfying ijR reads as the
equation −1 + 4α + 8β − δ = 0. Finally, orthogonality of ζij to ξR satisfying iRj is equivalent to the
equation 4α + 12β − γ = 0. Solving this system of linear equations, we obtain that ζij ∈ L precisely
when α = 1
5
, β = − 1
20
, γ = 1
5
and δ = − 3
10
. Hence
aij =
1
5
(ti + tj) −
1
20
∑
k≠i,j
vk +
1
5
∑
R∶iRj
SR −
3
10
∑
R∶ijR
SR
modulo L.
All other statements of Theorem 3.3 follow via elementary dimension arguments..
The above results immediately yield the following presentation of A.
Theorem 3.5. A is given by 16 generators vi, SR and quadratic relations∶
SRSR′ = 0 if SR ≠ SR′ ;
SRtij = 0 if iRj,
tijtik = 0 if i, j, k are distinct
+commutativity,
where
tij = 4(vi + vj) − ∑
k≠i,j
vk + 4 ∑
R∶iRj
SR − 6 ∑
R∶ijR
SR.
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Theorem 3.6. The dual algebra B = A! is potential with symmetric potential which is also invariant
under the S6-action corresponding to permutations of Ω. Furthermore, the corresponding potential,
when written in terms of generators vi and SR has the form
P = a1∑
R
S3R + a2∑
R,i
S2Rv
⟲
i + a3∑
R,i
SRv
2
i
⟲
+ a4 ∑
i,j,R∶ijR
SRviv
⟲
j
+ a5 ∑
i,j,R∶iRj
SRviv
⟲
j + a6∑
i
v3i + a7 ∑
i,j∶i≠j
viv
2
j
⟲
+ a8 ∑
i,j,k
i,j,k are distinct
vivjvk
for some non-zero (a1, . . . , a8) ∈ K8.
Proof. Let V = A1 be the linear span of the generators vi and SR of A. Let R be the subspace of
V 2 of quadratic relations of A!. Then R⊥ is the space of quadratic relations of A. Since the Hilbert
series of A is HA = 1 + 16t + 16t2 + t3 [3],, dimA3 = 1. Hence the codimension of V R⊥ + R⊥V in
V 3 equals 1. It follows that (V R⊥ + R⊥V )⊥ = RV ∩ V R is one-dimensional. Let P be a (unique
up to a non-zero scalar multiple) element of V 3 spanning RV ∩ V R. The fact that R⊥ contains
commutators of generators easily implies that P is symmetric. In particular it is cyclicly symmetric,
aka a potential. The fact that P spans RV ∩ V R together with HA = 1 + 16t + 16t2 + t3 now yields
that R is spanned by the first derivatives of P . Since R⊥ is invariant under S6-action, so is R and
so is RV ∩V R. It follows that P is invariant under this action. Finally, since SRSR′ ∈ R⊥, we have
that two distinct SR never feature in the same monomial of P . It follows that P must have the
form as stated.
Now we shall compute P .
Theorem 3.7. The dual algebra B = A! is potential with potential (in generators vi, SR) given by
the formula
P = 2∑
R
S3R − 2∑
R,i
S2Rv
⟲
i + 4 ∑
i,j,R∶iRj
SRviv
⟲
j
+ 5∑
i
v3i − 11 ∑
i,j∶i≠j
viv
2
j
⟲
− 3 ∑
i,j,k
i,j,k are distinct
vivjvk.
Proof. By Theorem 3.6,
P = a1∑
R
S3R + a2∑
R,i
S2Rv
⟲
i + a3∑
R,i
SRv
2
i
⟲
+ a4 ∑
i,j,R∶ijR
SRviv
⟲
j
+ a5 ∑
i,j,R∶iRj
SRviv
⟲
j + a6∑
i
v3i + a7 ∑
i,j∶i≠j
viv
2
j
⟲
+ a8 ∑
i,j,k
i,j,k are distinct
vivjvk
for some non-zero (a1, . . . , a8) ∈ K8. The derivatives of P , being relations of A! must be orthogonal
to quadratic relations of A listed in Theorem 3.5. Note that they are automatically orthogonal to
all commutators as well as to products of distinct SR. Orthogonality of
∂P
∂SR
to SR′tij, iR
′j with
SR ≠ SR′ is also obvious.
Orthogonality of ∂P
∂SR
to SRtij with iRj is easily seen to be equivalent to 4a1 + 4a2 = 0, which
yields
a2 = −a1.
Orthogonality of ∂P
∂SR
to tijtik with ijR and ikR reads (taking into account a2 = −a1):
84a1 + 11a3 + 57a4 − 42a5 = 0.
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Orthogonality of ∂P
∂SR
to tijtik with ijR, iRj, or iRj, ikR, or iRj, iRk reads (taking into account
a2 = −a1):
−16a1 + 11a3 − 3a4 + 8a5 = 0.
Orthogonality of ∂P
∂vi
to SRtij with iRj reads (taking into account a2 = −a1):
−4a1 + 4a3 − 2a4 + 2a5 = 0.
Orthogonality of ∂P
∂vi
to SRtjk with jRk and i, j, k pairwise distinct reads (taking into account
a2 = −a1):
−4a1 − a3 + 3a4 + 2a5 = 0.
The equations we have so far form a closed system of linear equations on a1, . . . , a5. The space
of its solutions is one-dimensional and consists of (a1, . . . , a5) satisfying
a2 = −a1, a5 = 2a1, a3 = a4 = 0. (3.1)
We go on. Orthogonality of ∂P
∂vi
to tijtik with i, j, k pairwise distinct reads (taking into account
(3.1)):
−60a1 + 16a6 − 5a7 + 5a8 = 0.
Orthogonality of ∂P
∂vi
to tijtjk with i, j, k pairwise distinct reads (taking into account (3.1)):
180a1 − 4a6 + 35a7 − 15a8 = 0.
Finally, orthogonality of ∂P
∂vi
to tjktjm with i, j, k,m pairwise distinct reads (taking into account
(3.1)):
20a1 + a6 + 15a8 = 0.
Note that by now we have covered all options. The system of last three equations has one-
dimensional space of solutions consisting of (a1, a6, a7, a8) satisfying
a6 =
5
2
a1, a7 = −
11
2
a1, a8 = −
3
2
a1.. (3.2)
It remains to plug in some non-zero number as a1 (we choose a1 = 2 to kill denominators) and
use (3.1) and (3.2) to obtain the required formula for P .
Now we consider the potential complex for A!. It is easily seen to coincide with the Koszul
complex. In order to prove that A! is Koszul (which is equivalent to Koszulity of A), it is enough
to show that the potential complex for A! is exact. We do this by calculating the Hilbert series of
A! and applying the following lemma.
The main part is the calculation of the Hilbert series. We will establish numerical Koszulity for
A!.
Theorem 3.8. The Hilbert series of dual algebra A! for A is
HA! =
1
1 − 16t + 16t2 − t3
.
First we find minimal series in the variety P (16,3) of potential algebras with 16 generators and
potential of degree 3.
We use
Proposition 3.9. The potential complex is exact in general position in P(n,m) if in P(n,m) there
exists an exact potential complex.
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This could be shown in the same way as in [1], Theorem 3.2.
Then we construct an exact potential(=Koszul) complex.
Example Consider a potential algebra C = K⟨x, y1, . . . , ys⟩/∂P∂x ,
∂P
∂yj
, s ⩾ 2 (we need s = 15), with
the potential
P = xy1y
⟲
2
+ xy2y
⟲
1
+
s
∑
j=3
xy2j
⟲
.
The relations are as follows:
∂P
∂x
= y1y2 + y2y1 + y23 + . . . + y
2
s ;
∂P
∂y1
= xy2 + y2x;
∂P
∂y2
= xy1 + y1x;
∂P
∂yj
= xyj + yjx for j ⩾ 3.
It is easy to see that the only ambiguity xy1y2 resolves, so the relations form a quadratic Gro¨bner
basis. Thus algebra C is PBW and due to Priddy criterion [5, 3] it is Koszul.
Thus the exact potential complex according to proposition and the above Example is in general
position in P (n,m). Since generic series is minimal (standard arguments, see for example [4]), and
exactness of potential complex defines the series uniquely via the recurrence relation, we know that
minimal series in P (16,3) is the same as in the Example and is equal to 1
1−16t+16t2−t3
.
So we have
Proposition 3.10. HA! ⩾
1
1−16t+16t2−t3
.
Now we need to show that an equality in the opposite direction holds. For this we consider
algebra A! over the field of characteristic 7. After coefficients of relations considered as elements
of Z7 the pattern of Gro¨bner basis of relations becomes much simpler, namely the highest words
can be made exactly the same as those in Example 1. And it is possible to check that these words
form a Gro¨bner basis, hence the Hilbert series of A! is equal to
HA!
Z7
=
1
1 − 16t + 16t2 − t3
.
But again standard arguments (as in [4]) show that after passing from Z to Zp, the series can only
become bigger. Hence we have
Proposition 3.11. HA! ⩽HA!
Z7
= 1
1−16t+16t2−t3
.
Combining Proposition3.10 and Proposition3.11 we have that the Hilbert series of A! is
HA! =
1
1 − 16t + 16t2 − t3
.
To prove Theorem3.1 we combine Theorem3.8, lemma?? and note that the potential complex is
exact in all but one terms.
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