Abstract-A cloud data center consumes a great amount of electrical energy, resulting in a high level of carbon footprint. The reduction of electrical power consumption cuts down operational costs, and also improves system reliability for cloud based data centers. Data center power consumption is a critical issue that could be solved by consolidating servers' workload and turning off idle physical servers. We propose a heuristic based resource allocation policy for cloud based data centers in order to reduce operational costs. Our proposed technique shows that efficient resource allocation greatly reduces energy consumption, which leads to minimize operational costs. One of the more significant findings to emerge from this study is that, based on CPU utilization and live migration, proposed algorithm helps to minimize energy costs. The present study provides additional evidence with respect to environmental issues.
I. INTRODUCTION
Computing resources on demand is a great technological advancement for the Information and Communication Technology (ICT) industry, which is generally based on the "payas-you-go" model. Most common service models of cloud providers are Software as a Service (SaaS), Infrastructure as a Service (IaaS) and Platform as a Service (PaaS). Without thinking about management of resources, users get these services based on their needs. It enables access to resources from anywhere in the world by paying on a pay-per-use basis. Managing resources in an energy efficient manner is a considerably difficult task. Service Level Agreements (SLAs) between consumer and provider ensure service quality. Users request for various constraints, such as deadline or price by SLAs. Providers must reduce energy consumption without violating SLAs [1] .
Virtualization is the key technology that increases the utilization of physical resources. Virtualization facilitates multiple virtual machines into a single physical machine along with different operating systems. These virtual machines act as an independent physical machine. Using virtualization system resources could be shared in an efficient manner that improves resource usage. On the other hand, every virtual machine (VM) runs independently with its own allocated resources and improved service quality, as well as maintenance costs. The placement of a VM is the key issue, which deploys newly created VMs at runtime into an appropriate physical machine. This placement issue is a highly difficult task, where there is a need to maintain various constraints like scalability, performance, availability, cost, network and energy efficiency.
To facilitate cloud computing, we need to build a large scale data center with over a thousand physical nodes, and it needs a large amount of electrical power. With the growing demand of cloud computing, energy consumption will be vastly increased in the near future. Power efficiency of hardware and proper resource management helps to minimize electrical energy costs. A recent study shows that servers usually operate at only 10% to 50% of their full capacity, which was concluded from the data collected from 5000 operational servers during over a half year period [2] . At the same time, a completely idle server consumes about 70% of their peak power [3] . In this paper, we propose an energy aware resource allocation policy with initial simulation results. We analyze the results of our proposed algorithm and summarize with future research directions in the remainder of the paper.
II. RELATED WORK
In early stages, Pinheiro et al. [4] proposed a power consumption minimization technique for cluster computing nodes. The main idea of this work is the minimization of power consumption by monitoring system utilization and switched off idle physical servers. However, the actual load balancing is not operated by the system, and the proposed algorithm runs on the master node, which may occur as a single point of failure. Kusic et al. [5] have investigated the problem of continuous consolidation using Limited Lookahead Control (LLC). However, simulation based learning is needed for the proposed model, and the execution time was very high. Song et al. [6] proposed a priority based resource allocation policy for virtualized clusters. This policy does not consider migration of a VM in the case of overloaded tasks. Cardosa et al. [7] examined the problem of power-efficient VM allocation in heterogeneous virtualized computing environments. They have use maximum, minimum and proportional CPU allocation for the VM. Verma et al. [8] provide an in-depth analysis on application placement in heterogeneous virtualized systems to minimize energy consumption while maximize performance. However, it does not handle exact SLA requirements. The problem of mapping VMs on a physical server was investigated by Calheiros et al. [9] . They have investigated the problem of mapping VMs on physical machines by optimizing network communication among VMs. However, the solution does not deal with energy aware context. Naha and Othman evaluated cloud brokering algorithms [10] and later on they proposed brokering algorithms [11] for cloud data center. Their proposed algorithms reduced operational cost and also decreased processing time in some cases. However, they did not consider energy efficiency for their proposed algorithms.
A number of research works have been done on thermal efficient resource management in data centers [12, 13] . The studies show that temperature aware and software-driven thermal management workload placement provides extra energy savings. At first, Nathuji and Schwan [14] applied dynamic VM consolidation to reduce energy consumption in data centers. Zhu et al. [15] applied heuristic based dynamic VM consolidation with a static CPU utilization threshold of 85%. This threshold determines overloaded hosts during runtime and it was justified by Gmach et al. [16] , based on their workload traces and analyses. Furthermore, they investigated a combination of reactive and periodic threshold-based invocations [17] .
Beloglazov et al. [18] proposed a general algorithm for VM allocation. This algorithm determines overloaded hosts throughout the available hosts list. After searching out the overloaded hosts, the VM placement algorithm is called to find a new position for the hosts required to migrate. The next phase of the algorithm is to find under loaded hosts with a placement of VMs from the listed hosts. The algorithm output is a collective migration map that contains information about new VM placement from tentative migrated VMs from overloaded and under loaded hosts. They extend their works by proposing a VM Selection Policy, VM provisioning and optimization algorithm (Beloglazov et al. [19] ). The basic idea is to set upper and lower utilization thresholds for hosts and keep the total utilization of the CPU by all the VMs allocated to the host between these thresholds. All VMs of lower threshold hosts will migrate to other hosts and the hosts switched to sleep mode. If any host exceeds the upper threshold, some VMs have to be migrated from the host to reduce the utilization. Shekhar Srikantaiah et al. [20] , have presented interrelationships between resource usage, energy utilization and performance of consolidated workload. This work shows performance increased in numerous ways. However, performance degradation was caused due to the increase in completion time. Power aware load balancing and migration of activity within a processor, among multicore processors and servers, has also been studied [21, 22, 23] . Lee et al. [24] applied Dynamic Voltage Frequency Scaling (DVFS) for minimizing energy consumption. However, the algorithm proposed by Beloglazov et al. [18] is more efficient than DVFS. Chang et al. [25] proposed a neural network model for the prediction of cloud workload by which providers can avoid unexpected situations where users request for hues infrastructure. Other studies also conducted experiments to avoid hardware over-provisioning and making cloud computing more energy efficient [26, 27] .
III. THE SYSTEM ARCHITECTURE
The architecture of the system consists of hues number of heterogeneous physical servers in an IaaS environment. Each server is characterized with Millions of Instructions VM provisioning is requested by many individual users, and these users request for processing power in MIPS, network bandwidth and amount of RAM. Thus, the workload was created as a mixed workload on a single physical server by different types of applications. The software layer consists of a local and global manager, and providers pay a penalty in the case of SLA violation. The local manager monitors CPU utilization and take migration decisions if necessary. The global manager maintains VM placement. The Virtual Machine Manager (VMM) performs real migration and resizing of VMs. The VMM is also responsible for changing the power mode of physical servers. Figure 1 shows the basic system architecture used in the simulation framework. In our system model, we use HP ProLiant G4 and G5 power models to determine power consumption on different load levels [18] . We calculate the cost of live VM migration and SLA violation with the metric proposed by Beloglazov et al. [18] .
IV. PROPOSED ALGORITHM Dynamic VM consolidation migrates VMs when a host is considered underloaded or overloaded. An underloaded host is placed into sleep mode after migrating all running VMs on to it. In the case of an overloaded host, at first, it is necessary to select VMs that need to migrate. After that, the system needs to find a new placement for migrating all selected VMs. In this section, we propose a new VM selection algorithm. Our proposed Energy Aware VM Selection Algorithm (EAVMSA) decides which VMs need to migrate first. This algorithm migrates VMs until a host is considered as overloaded. The flowchart of our proposed EAVMSA is presented in Figure 2 .
The key policy of this algorithm is that it selects the VM that requires maximum time to migrate when compared with 
V. EXPERIMENTAL SETUP
Following the system model, we simulate an IaaS cloud infrastructure in CloudSim [28] toolkit version 3.0. It is difficult to conduct an experiment using complex cloud computing in a real environment. CloudSim simulator offers the modeling of a complex virtualized environment, on demand provisioning, and energy aware simulations. This simulator works well with computationally intensive workloads with no particular completion deadlines [29] . We have simulated a single data center that consists of 800 heterogeneous physical servers. We used an equal number of HP ProLiant ML110 G4 and HP ProLiant ML110 G5 servers. HP ProLiant ML110 G4 consumes 86 Watts of power in 0% utilization, and 117 Watts of power in 100% CPU utilization. On the other hand, the HP ProLiant ML110 G5 consumes 93.7 Watts of power in 0% utilization, and 135 Watts of power in 100% CPU utilization. Server cores are 1860 MIPS and 2660 MIPS for HP ProLiant ML110 G4 and HP ProLiant ML110 G5 servers respectively. Instance types are corresponded to Amazon EC2 instances with the exception of CPU core. The reason for this exception is that the workload comes from single core VMs. Each of the VMs is either Medium Instance, Extra Large Instance, Small Instance or Micro Instance, with 2500, 2000, 1000 and 500 MIPS accordingly. VM's RAM is 0.85 GB, 3.75 GB, 1.7 GB and 613 MB for the Medium Instance, Extra Large Instance, Small Instance and Micro Instance respectively. VMs are allocated according to the requirements of the VM types initially, but during the simulation period, VMs utilize minimum resources followed by workload data, and apply dynamic consolidation. In our simulation, we used workload data collected during 10 days from PlanetLab [30] , and the characteristics of the workload data are shown in Table 1 [18] . 
VI. SIMULATION RESULTS
We combined the proposed VM selection algorithm with the Threshold (THR) VM overload detection algorithm for the conducted experiment. Next, we compared the proposed algorithm with the THR-MMT-1.0 [18] . The results from the simulation show that our proposed algorithm saves 20% energy on average when compared to the THR-MMT-1.0. Overall, energy consumption of all workloads is shown in Figure 3 . The amount of VM migration is greatly improved with our proposed algorithm. VM migration is improved by 90% on average when compared to the THR-MMT-1.0. A comparison of VM migration between the two algorithms is shown in Figure 4 . Simulations with the combinations of different algorithms and various scenarios are still on going. In summary, initial results from the conducted simulation show that the proposed algorithm is more energy efficient when compared to the previously proposed algorithm.
VII. CONCLUSION AND FUTURE DIRECTIONS
This paper has investigated dynamic VM consolidation in an energy efficient manner. In this investigation, the aim was to develop an energy efficient resource management policy. This study has shown that threshold based dynamic consolidation reduces energy consumption, and also the number of VM migrations. An initial simulation was conducted in a largescale experiment setup using PlanetLab workload trace, which consists of thousands of computing nodes. Our proposed algorithm significantly cuts the operational costs in the cloud data centers by reducing energy consumption. The current investigation was limited by the VM selection algorithm. However, further research may explore more suitable functionality by applying more efficient host overload and underload detection algorithms. We are currently working on VM selection and host underload and overload detection algorithms. Regarding future work, we aim to propose a combined algorithm to improve both performance and energy efficiency, together. A simulation with complex workload modeling could be another research direction for this work.
