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青 Ih，鳥誠
矢田和善
ゲノム科学・情報工学-金融工学等の現代科学の一つの特徴は データがもっ次元数の膨大さにあ
る.例えば， DNAマイクロアレイのようなゲノムデータは，次元数が数万にものぼり，それに対して
標本数は 100にも満たない事例が多く見られる. 1990年代頃から，多変量統計解析の理論と方法論の
枠組みで高次元データを捉えようとする研究が各方面から始まった しかしながら，理論的制約から
次元数は襟本数よりも小さいことが前提とされ，襟本数よりも次元数の方が圧倒的に大きい高次元小
襟本データを理論的に扱うことはできなかった従来の多変量統計解析法では 高次元小標本データ
という解析対象はデータの次元数に対-して標本数が十分ではないために，信頼のおける解を与えるこ
とはできない.それゆえ，高次元小標本データに対する統計的推測の理論と方法論の路発が，急務と
されている.
高次元小標本データを対象とした研究を展開するためには，まずは，これまでの多変量統計解析の
枠組みを外す必要がある.なぜならば，従来の多変量統計解析の枠組みに囚われた研究では，高次元
データ空間の特徴を捉えることができず 高次元データが本来もつ豊富な情報を生かせないからであ
る.
2000年以鋒，確率論と理論物理の方面から，ランダム行列の理論に基づき，高次元統計解析の基
礎理論に重要な結果がもたらされた.Baik et al. [14]， Baik and Silverstein [15]， Johnstone [35]， 
Paul [42]等による，標本密有値の漸近的性質の研究である.高次元におけるランダム行列の理論は，
Bai and Silvers七ein[13]が詳しい. しかしながら，これらの研究は，データの次元数pと標本数n
が n/p→C>Oを満たす場合を考え，高次元において標本数は次元数と間程度を仮定し，母集団分
布には正規分布もしくは類する条件を仮定していた.次元数が数万にものぼり襟本数は高々 100程度
といった高次元小標本においては，標本数を次元数と同程度には仮定できない.それゆえ， η がpに
依存しないような設定で，もしくは，n=η(p)であっても η/p→0となる設定で，高次元漸近理論
を展開する必要がある.
Yata and Aoshima [54]は，高次元小標本のもとで 4クロスデータ行列法?とよばれるノンパラメ
トリックな方法論を考案した.クロスデータ行列法は，データセットを 2分割して掛け合わせ，クロ
スデータ行列という非正則な行列を定義し，これに基づいて高速かつ高精度な汎用性の高い推測を可
能にする.Yata and Aoshima [54]は，クロスデータ行列の特異値分解に基づいて固有値の推定と漸
近分布を求め， さらに固有ベクトルや主成分スコアの推定も与えて，それらが高次元小標本のもとで
一致性をもつことを証明した一方，高次元小標本データ空間を幾何学的に捉えるための研究もある
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Ahn et al. [1]， Hall et al. [31]， Yata and Aoshima [56] は，標本数 η を高々 100 程度に~定して
次元数pをp→∞としたときの高次元小標本データの漸近的振る舞pを考察し，高次元データ空間
の幾何学的表現を見つけている. Ahn et al. [1]や Hallet al. [31]は，母集団分布が正規分布もし
くは類する条刊二を満たすものであることを仮定した.それに対し， Yata and Aoshima [56]は分布の
限定を取り去って非正規分布の場合も扱い，先行研究では見つけられなかった高次元小標本データの
2つの幾何学的表現を発見した.非正規性の尺度を境にした， 1 m有空間の球部集中現象と座標illJ集中
Jl象である
Aoshima and Yata [8]ぅ [9]は，高次元小襟本における統計的推測に，幾何学的表現に基づいた各
種方法論を考案し 高次元漸近正規性-標本数の設計-精度保証に至るまでの一連の基礎理論を築き
上げた. Aoshima and Yata [8]ぅ[9]の研究は多岐にわたり，高次元球部上の与ーえられたバンド 1屈の
信頼領域，高次元二標本問題，高次元共分散行列の推定・検定，高次元判別分析，高次元回帰分析，高
次元変数選択問題，パスウェイ解析等 高次元小標本データに対する統計的推測の8つの重要な問題
に，高次元データの豊富な情報を生かすための理論と方法論を与えている.Fujikoshi et al. [29]も
高次元データにおける統計的推測の問題を部分的に扱っているが，母集団分布に正規分布を仮定して，
n/ρ→ C>Oなる高次元大標本の枠組みであることに注意する.
工学における機械学習の方面から 高次元データ解析の方法論に関する研究が膨大にある.高次元
データへのアプローチは，高次元データが有する非線形性の扱いに特徴がある.例えば，回帰分析と
~!~Ij別分析は，機械学習の領域では教師あり学習という立場で広く研究され，代表的な手法に Vapnik
[47]が考案したサポートベクトルマシン (SVM)がある.高次元データ解析において疎な解が得られ，
汎化性能がよいことも知られているが，理論的に精度を保証するものではなく，また，計算コストに
問題を抱える部分がある.機械学習の詳細は，例えば， Bishop [19]， Hastie et al. [3J等を参照され
たい.
本稿では，数理統計学の立場から，高次元小標本における理論と方法論の最新の研究を紹介する.
2節では，高次元小襟本における統計的推測の鍵となる データの幾何学的表現について紹介する.
従来の多変量統計解析における推測では，大標本漸近理論に見られるように，データが中心に集まっ
ていく法則を用いる.これに対し，高次元小標本における統計的推測では様相が大きく異なり，デー
タが仁I~心から離れていく法則を用いることになる.
3節では，高次元小標本データの主成分分析 (PCA)を紹介する.高次元小標本に対して従来型の
PCAを用いると不適解を生じることが矢口られている.解決策として，高次元小標本データの幾何学
的表現に基づいてクロスデータ行列法?と i ノイズ掃き I~:'I し法?という 2 つの新しい PCA を紹介す
る.応用例のーっとして，高次元小標本データのクラスター分析を紹介する
4節では，高次元小標本における推定と検定を紹介する.要求されるバンド幅をもっ信頼領域問題
と，要求される有意水準と検出力をもっ二標本問題を扱い，高次元小標本ならではの新しい統計的推
測を紹介する.高次元小標本データの幾何学的表現に根ざした各種統計量について，高次元漸近正規
性を有することを示し，精度を保証するために必要となる標本数を二段階推定法で決定する.
5節では，高次元小標本における各種パラメータの推定と検定に，計算コストを著しく削減し，か
つ，漸近分散が小さい不備推定量を与えるための 4拡張クロスデータ行列法うを紹介する.
6節では，高次元小標本データの判別分析を紹介する. 2群から抽!出される高次元小標本データの
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幾何学的差異を利用した判別関数を紹介し，それが高次元漸近正規性を有し，判別方式が誤判別確率
に対して要求される精度を保証することを示す.
なお，本稿で扱う理論と方法論は，母集団分布に対する正規性や母集団「慢の共分散行列に対する共
通性の制約を特に必要とするものではない.それらの制約は高次元小襟本データの様相を正しく反映
しておらず，それらに限定された理論と方法論を扱うことは，高次元データが本来もつ豊富な情報を
見落すことになる.本稿では，高次元小標本データが織り成す幾何学的表現に根ざして，理論と方法
論を扱うことにする
2 高次元小標本データの幾何学的表現
平均にp次の 0ベクトル，共分敢行列にp次の正定値対称行予IJ:E(ρ)(> 0)をもっ母集団を考える n 
1[~1の p 次データベクトル X1(p) γ . ，Xn(p)を無作為に1'1]J，':I:，して，データ行列 X(p):pxη ニ [X1(p)，
Xn(p)]を定義する.ただし，p> nである. :E(ρ)の毘有{直を入1(p)ど・・・三入p(ρ)(> 0)とし，適当
な在交行列 H(p)= [h1(p)ぅ ，hp(p)] で :E(p)を :E(p)= H(叫んp)HZ)ぅA(p)= diag(入l(p)ぅ
入ρ(川と分解する そのとき Z(p)=A品/2HZ)X(P)とおき，Z(p) = [Zl(p)う ろ ω)]T，Zi(p) = 
(Zi1(p)γ ・ぅ Zin(p))T と表記する.ただし，Z(p)の成分は， 4次モーメントが一様有界であることを
仮定する.今後，次元数を意識して付した添え字 (p)は省いて表記する
高次元小襟本データを解析する上で鍵となるのは データがもっ特有の幾何学的表現である. Ahn 
et al. [1]， Hall et al. [31]は，母集団に正規分布もしくは p-mixingを仮定して，高次元小標本デー
タの幾侭学的表現を導いた.また， Jung and Marron [36]， Jung et al. [37]は，母集団に正規分
布もしくは p-mixingを仮定して， PCAに関する幾何学的表現を導いた p-mixingの詳細について
は， Bradley [20]を参照のこと.これらに対して， Yata and Aoshima [56]は，母集団に正規分布や
p-mixingを仮定せずに，高次元神i近理論を発展させることで，高次元小標本データが有する幾何学的
表現を発見することに成功した
いま，標本共分散行列を Sニ n-1XXT とする.そのとき SD=η-1XTX はSと正の|翠有値
を共有する SDの思有{直を入1::三....三入η とし，入3に対する国有ベクトルを Ujとして，スペクト
jレ分解を SD=)，7 入UoU!とおく.次のような球形条件を考える.U ム--j=1"J '-"J '-"j 
2L1入? ハー‘一(2:;=1 Ai)2 ，~ぅ1"'…
、 、
? ?
??? ，?、 、
そのとき， Ahn et al. [1]， Jung and Marron [36]は， X に正規分布もしくは Zにp-mixingを仮
定して
p→∞ (2) 
を示したただし，11， はη次単位行列である.Yata and Aoshima [56] は，切j= (n/2:;=1ん)SDUj，
すなわち，切j= (n/2:;=1ん)入jUjについて， X が正規分布もしくは Zがp-mixingの場合に，p→
∞のとき次の結果を示した
切3εRn， j = 1，.・ 3η. (3) 
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説ここで，Rη 工作η 巴RnlIlenl = l}である. (2)， (3)は高次元小標本データがもっ一つの幾何学
的表現であり ，p→∞のとき SDの国有ベクトルは方向が定まらず， I琵有値は定まるものの互いの
差異がなくなり SDを用いて固有値.fiIl有ベクトルを推定することは国難になることが容易に想像
また， Yata and Aoshima [5]ぅ [56]は，非正規分布かつ非ρ-mixingの場合に，次の結果を
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?
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示した
(4) 
Yata and Aoshima [56]は， ~I::正規分布
p→∞. 
ここで Dnは対角成分が Op(l)となる対角行列である
かつ非p-mixingの場合に，p→∞のとき次の結果も示している
(5) 
ここで，Rn* = {(lぅOう うO)T，ゅう1う うO)Tう うゆうO，..， l)T}である (4)， (5)は (2)，(3)の
対極にある高次元小標本データの幾何学的表現といえ SDの国有ベクトルが座標軸と重なり方向は
i富有値は定まらないことを意味している.以上の観察を精密に述べれば次のようにな
うn.j = 1うUjεRn*， 
定まるものの，
る
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1:RJ1:p次元正規分布 Np(OぅIp)における 10組の土切j(.j=lぅ2)の幾何学的表現.
0は切1を，ムは切2を表す.
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定理 1([56]) Zの成分の 2次モーメントについてね*ヱ(Zik-1， ぅzjた-1)ヨ k;=1ぅ 川
とおき，その共分散行列を COV(Zb)= (ゆij) とする. もしも，Zが
乞??入1入jゆ7
「J JJ→0ぅ P→∞ (6)
(乞?=l入j)三
なる条件を満たすならば，仮定 (1)のもと p→∞ (η は!琵定したままでよい)で (2)と (3)が成り
立つ. もしも，Zが条件 (6)を満たさないならば，仮定 (1)のもと p→∞ (η は国定したままでよ
しi)で (4)と(ある正則条件のもと)(5)が成り立つ.
条件 (6)を満たす例と満たさない例として，p次元正規分布 Np(O，lp)と，平均がOで共分散行列
が1p(尺度行列が (3/5)lp)で自由度が 5のp次元t分布を考える.ここで，当該のp次元t分布の
密度関数は， Cを正規化定数とすると，C{l十 (xTx)/3}一(p十5)/2ぅxE RPで与えられる.標本数
を n=2として，次元数が p=2ぅ 20う 200う 2000の各場合で，土ωj (.jニ lぅ2)の対を独立に 10組
発生させた.出力結果を切1はOで，切2はムで表示する.図1(a)-(d)は正規分布について，図2
の (a)-(d)はt分布について，結果を纏めたものである.
-2 
-2 
2 
0 
。
。
(a) pニ 2
2 
-2 
ヱ
0 
2 
(b) p = 20 
(c) p = 200 (d)ρ= 2000 
。
図2:平均0，共分散行列Ip(尺度行列が (3/5)Ip)，自由度5のp次元t分布におけ
る10組の土切j(j = 1，2)の幾何学的表現.。は切1を，ムは切2を表す.
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次元数が増えるにつれ，条件 (6) を満たす場合とそうでない場合の，それぞれのデータの特徴がI~j
1僚になってp く様子が見てとれる.高次元小標本データに対して理論と方法論を構築するためには，
データに関するこれらの幾何学的表現を知っておくことが重要である
3 高次元小標本データの主成分分析
2節と同様に，平均がp次の Oベクトル，共分散行列がp次の正定値対称行列2:(> 0)で，Zの
成分の 4次モーメントが一様有界であることを仮定する.2:の[1m有値には，次のモデルを仮定する
ん =αi，pCXi (i=lう うTl1)う入i= Ci (i = m + 1， • • • ，p) (7) 
ここで，向(>0)， Ci (> 0)ぅ向 (α1三- 三αm> 0)はともに未知の (pに依存しない国定された)実
数で，Tl1は未知の (pに依存しない国定された)自然数とし，これらのパラメータは入1三..ミ入p>O
を満たすものとする. (7) の後半(入1 の m+1 番目以i年)はノイズを表し， Ef=η叶1 入~/(Ef=~叶1 入i)2
→ 0ぅP→∞となるので， (1)の球形条件を満たすものになっている. Jung and Marron [36]等も
同様のモデルを考えているが，彼らのモデルには向>1というHjlJ約がある.標本共分敢行列を Sニ
'1-1 XXT とする.本節で、は，Zの成分について，条件
(*) Zijぅi=l，..，p(.7=1ぃ・ ，'1)が互いに独立
を満たすときと満たさないときに場合分けして，高次元小標本データに対する主成分分析 (PCA)の
性質を纏める. (*)を満たすーっの例は， Xが正規分布に従う場合である.本節では，n(p)をpに依
存して定まる標本数とする.
3.1 従来型PCAの限界
J ung and lvlan、on[36]， Yata and Aoshima [53]は，高次元小標本データに対する従来型PCAの
性質を研究した. Lee et al. [38]も従来型PCAの性質をランダム行列理論に基づいて研究している
が，n/ρ→ c>Oのもとであることに注意する. J ung and Marron [36]は母集団に正規分布もしく
は介mixingを仮定して，従来型PCAに不適解が生じることを示した一方で， Yata and Aoshima 
[53]は，母集団分布に制約を諜すことなしに，従来型PCAによる推定が一致性をもつための条件を
n(p) = ]Jγ(γ> 0)という形式で、導き，高次元小襟本における従来型PCAの限界を示した例えば，
国有{症については，次の 2つの定理を与えた.
定理2([53]) Zがい)を満たすとき，条件
(i) 向>1のとき p→∞ぅ η →∞，
(i) α1ε ゅう 1]のとき p→∞うが一向/n(p)→ 0
のもとで，ん (i= 1γ ・ぅ71)について次が成り立つ.
ミ=1十句(1)
定理3([53]) Zが(*)を満たさないとき， (8)は次の条件のもとで成り立つ.
(i) 向>1のとき p→∞ぅ n→∞，
(i) 向 ε(0ぅ1]のとき p→∞ぅ p2-2cxi/川p)→ 0
(8) 
これらの定理は，従来型PCAによる回有値の推定が一致性をもつための条件を与える.定理2と3
から， αiE(O，l]のとき従来型PCAが一致性をもつためには，標本数η を次元数pに依存して決め
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るべきだと分かる. また， Zが(*)を満たさない場合， (i)の条件が厳しくなっているため，高次元
小標本のもとで、推定が一致性をもつことはi極めて難しいことが分かる. (次節の注意 lを参照のこと.) 
この困難を克服するために， Yata and Aoshima [54]ぅ[56]は 4クロスデータ行列法?と Lノイズ掃き
出し法うという 2つの巽なるアプローチを提案し これらの方法論に基づく新しい PCAを開発した
3.2 ノイズ掃き出し法による新しい PCA
Yata ancl Aoshima [56]は，条件(*)が仮定される高次元データに対して， 1~11 で見た高次元小襟
本の幾何学的表現に着目して，ノイズ掃き l出し法という方法論を提案したそれは，次のような間有
値の推定に基づ、くものである
tr(SD) -L:;=1入) (_. 1 1 ¥ 
入'i- 入1一 (i = 1，.・ぅη-1) 
17， - z 
(9)の第2項がノイズの掃き出しを意味している.SDは
17，SD=~ 入jZjZ7 十ヱ入3Z34
j=l j= 1Y~十 l
と分解でき，ノイズを表す分解の第 2項は条件(キ)のもとで
2二?33=m十1入1入3仇jーハ( L:L叶 1入j¥ ‘ハ一‘…
(L:~=m十 1 入j)2 ~ "(乞?=m十1入j)2) '~， F '一
を満たす.よって，定理 1により
2二?=m十1入3Zjzf
ロ=m十1入3 Inぅ P→∞
(9) 
なる幾何学的表現をもっ.従って，ノイズの大きさが確率的に定まり，それを (9)の第2項のように
除去すれば固有値の望ましい推定ができる. ノイズの漸近的挙動を精密に評価すると，次の定理を得
る
定理4([56]) Zに(*)を仮定する.そのとき，条件
(i) αi > 1/2のとき p→∞ぅ η →∞，
(i) 向 ε(0ぅ1/2]のとき p→∞うが-20:i/η(p)→ 0 
のもとで，ん (i= 1γ ・，1η)について次が成り立つ.
ミエ1十 Op川 (10) 
定理4の条件を定理2と見比べると，推定量 (9)は従来型PCAよりも;晶、条件のもとで一致性を
もつことが分かる.
注意 1 条件(*)のもとで SDのノイズの大きさは漸近的に乞?zm十1入j/η である.定理2の
(i)は，ノイズがん(i三m)よりも小さくなるように標本数 η をとることができれば入1は一致性を
もっ，というものである.一方，定理4の (i)では，ノイズの主要項を掃き出してからんを定義し
ているので，一致性をもつための標本数 η にかかる条件は軽減されている.なお，条件(*)を満たさ
ない場合，図 2のような散らばったノイズも入i(i:::;m)より小さくなるように標本数 η をとらなけ
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ればならないので 一致性をもつための条件は必然的に厳しくなる
定理5([56]) Zに(*)を仮定する Var(z;j) = lvIi (> 0)ぅi= 1ぅ ぅp(.j=lぅ ?η)とおく.
そのとき，条件
(i) 向>1/2のとき p→∞ぅ η→∞，
(i) αtεゅう1/2]のとき p→∞ぅ p2-4α)川p)→ 0
のもとで，単根の国有値入i(i :; m)に対して次が成り立つ.
1JLlh-1}キ N(Oぅ1)V lvIi ¥入i ) 
、 、
??
? ??
ょ
??
、 、
ここで¥坊は分布収束を表す
注意 2 Zが正規分布のとき，1v1i = 2 (i= 1γ ・ • ，p)である.なお，重根の回有値に対・しては，対
応する 2の国有ベクト jレが一意に定まらないので， (11)のような許可近正規性は成り立たない.
次に，I:のj司有ベクトルについて，ノイズ掃き出し法による推定を考える.SDのスペクトル分解を
SD =ε;L1入14zG7とする 推定量 (9)に基づいて，I:の国有ベクトル hiをhiニ(以i)-1/2XUi 
で推定する ここで， hzには符号の自由度があるため，各zで h[hi三0を仮定する そのとき，次
の定理を得る
定理6([56]) Zに(*)を仮定する.そのとき，定理4の条件 (i)-( i)のもとで，単根のIJ;!J有値
入?， (i三m)に対して次が成り立つ.
hffZ1=1十op(l) (12) 
次に，主成分スコアについて，ノイズ掃き出し法による推定を考える.データ Xjの第t主成分スコ
アは， h72j=何 Zij(= Sijとおく)である SDのIJ;!J有ベクトルの成分を Ui= (ねう ， 'Uin)T 
とする 推定量 (9)に基づいて，第 i主成分スコアを Uijぷ不(=Sijとおく)で推定する.そのと
き，次の定型を得る.
定理7([56]) Zにい)を仮定する. IvlSE(ム)= n-1~;ー (Sij -Sij)2とおく.そのとき，定
立H4の条件 (i)-(i)のもとで，単根の酉有1主ん(i三m)に対・して次が成り立つ.
MSE(ム)
入1zop(1)(13)
系1([56]) 平均がOでないとき，SoD = (n -l)-l(X -X)T(X -X)とおく.ここで，支土
防ぅ ぅtl，£ =ZL12.7/71，である そのとき，(SDぅ'n)の代わりに (SoDぅn-1)を用いれば，定
理4から定理7が成り立つ.
条件(*)が仮定されるとき，ノイズ掃き!:t)し法による固有値，国有ベクトルと主成分スコアの推
定は，従来型PCAを著しく改良することが報告されている.ノイズ掃き出し法の応用として， Yata 
and Aoshima [56]は高次元小標本における 2の逆行列の推定を与えている.高次元における 8の推
測については， Bickel and Levina [17]) [18]等を参H官のこと.
3.3 クロスデータ行列法による新しい PCA
本節では，Zに(*)が仮定できない場合を考える. このとき，図 2のように回脊空間が座標軸上に
集まる場合も考慮しなければならない. もはや，ノイズの大きさが定まらず， (9)のようなノイズ除去
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をすることはできない.このような状況にあっても有効な方法論として， Yata and Aoshirna [54]は
クロスデータ行列法を考案した.クロスデータ行列法はノンパラメトリックな方法論であり，次のよ
うなアイデアに基づくものである:t、ま， η(1)= (17，/2) + 1，町2)= 17， 一円1) とおく. ここで，(x) 
はzを越えない最大の主主数を表す.データ行列 X を(無作為に)2つに分割して，Xl :pxη(ωlり)ニ
[μXl仏1，う うm町叫lトnη町凡
列とよぶことにする いま， η叩(川1り)三川叩2幻)に注意し，SD町(1り)の特異{値直分解を SD町(1り)=2εご二;三己出三己2:?)えλ(U仏i(ωiリ)U叫zL2)
とする. ここで，入ん1三. ど入町2) (三 0)は SD(1)の特異値，Ui(1) (もしくは Ui(2))は左特異ベク
トル(もしくは右特異ベクトル)である.クロスデータ行列 SD(l) の特異値分解に着目する J~HEI:Jは，
高次元小標本データの幾何学的表現にある.いま， X の分割に対応して Zを2つに分割し，Zl.1 
(Zl.11ぅ・・ぅ Zl.1η(j))T，Z2.1二 (Z2.11，• .・ぅ Z2.1η(2)T，j = 1ぅ・・ぅPを定義する. そのとき，
(町内(2))1/2SD(1)=乞入.1Z1jZ'J;+ "2二入3Z134i
.1=1 .1=rn十1
と書ける.第 2項はノイズを表し，無条件で
ロニ川十1入.1Z1j41ハ
2二?zm十1入j )う p→∞ 
なる幾何学的表現を有する.これは クロスデータ行列を用いることで ノイズを自動的に除去する
ことができることを意味している. ノイズの漸近的挙動を精密に評価すると，次の定理を得る.
定理8([54]) 条件
(i) αi > 1/2のとき p→∞ぅ η →∞，
( i) α1ε(0，1/2]のとき ρ→∞ぅ p2-2ai/17，(p)→ 0 
のもとで，ん(i 二二 1 う・ • ，m)について次が成り立つ.
ど=1十 Op仰 (14) 
定理8の条件を定理3と見比べると 特異値んは従来型PCAよりも緩い条件のもとで一致性をも
つことが分かる.
注意3 この性質を利用して， Yata and Aoshima [5]は，高次元データ空間に内在する潜在空間
の次元推定を考えている.
定理9([54]) V訂 (Z;.1)= Mi (> 0)ぅi=lぅ ，p (j = 1， うη)とおく.定理8の条件 (i)-(i)
のもとで，単根の国有値入i(i三7n)に対して次が成り立つ.
1 ~~ (主-1 )キ N(O，l)V ]¥I[i ¥入i -) (15) 
次に，:Eの毘有ベクトルについて，クロスデータ行列法による推定を考える.SD(l)の特異値んと特異
ベクトル Ui(.7)うj二 1ぅ2に基づいて，思有ベクト川九ェえJI/2作品/2X市 (1)十 η品/2X九ロ))/2
で推定する.各zでhfhzと0を仮定する.そのとき，次の定理を得る
定理 10([54]) 定理8の条件 (i)-(i)のもとで，単根の国有値んが三 m)に対して次が成り立つ.
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んfhzニ l+op(l) (16) 
次に，主成分スコアについて，クロスデータ行列法による推定を考える • SD(l)の特異ベクトル
を Ui(l)= (Uil(l) γ ・ • ，Uin(l)(l))T (l = 1 ぅ 2) と成分表示する • SD(1)の特異値と特異ベクトルに基づ
いて，Xlj (l = 1，2)の第 z主成分スコアを仏j(l)Vn(l)).i (=去り(l) とおりで推定する 各 tで，
Si.i (l)ぅ.7= 1γ ・ぅη(l)ぅ!二 1ぅ2に5りう.7= 1γ ・.，nという通し番号を付ーける. そのとき，次の定理
を得る
定理 11((54]) MSE(si) = n-1 .2二7=1(去り-Sij)2 とおく 定理8の条件 (i)-(ii)のもとで，単
根の国有値入'i(i :; m)に対して次が成り立つ.
MSE(Si) 
入 =op(l) (17) 
系 2([54]) Zにい)を仮定する.そのとき，定理4の条件 (i)-(ii)の也とで， (14)が成り立ち，
単根の国有値入i(i三1'1)に対して (16)-(17)が成り立つ.定理5の条件 (i)-(めのもとで (15)が
成り立つ.
系 3([54]) 平均が Oでないとき，SoD(1)ニ(町1)η(2))-lj2(X1 -Xl)T(X2 -X2)とおく.こ
こで Xl=[丞l，• • . ) xL]， xz = n(iIε XZj (l = 1，2)である そのとき，SD(l)の代わりに SoD(l)
を用いれば，定狸8から定理 11および系 2が成り立つ.
クロスデータ行列法による固有値，国有ベクトルと主成分スコアの推定は，条件(*)が仮定できな
いノンパラメトリックな状況において 従来型の PCAを著しく改良することが報告されている.ま
た，ノイズ掃き出し法とクロスデータ行列法の比i絞が，理論的かつ数値的に Yata[51]とYataand 
Aoshima [59]で研究されている.
3.4 高次元小標本データのクラスター分析
高次元小標本における PCAの一つの応用として，クラスター分析を考える 2つのクラスターがあ
るとする.それらを川ぅ向と名付け，平均 μぃ μ2と，共分散行列記ぃ :E2をもっと仮定する.デー
タは，p.cl.f. (もしくは， p.f・.) 
f(x)ェ εfI(x;μし:El)+ (1 -ε)h(x;μ2， :E2)うεε(0ぅ1)
をもっ混合分布からの襟本とみなす.ただし，fi(x;μi， :Ei)はmのp.d.f.(もしくは， p.f.)とする.
この母集団から n個のデータを無作為にi'lIl，':J:I，し，データ行列 X= [Xlγ ・，Xη]を定義する.そのと
き，E(Xi) =εμ1十 (1-ε)μ2， Var(Xi) =ε:E1十 (1-ε):E2十ε(1-ε)(μ1 -μ2) (μ1 -μ2)1' (= 
2とおく)である:Eiの最大固有1在を入'ilとし，ム=11μ1 -μメドとする.ここで，ムヱ cpβ，c> 
Oぅグ>0，かつ，んdム→ Oぅi= 1ぅ2を仮定し，h[(μ1μ2)三Oとする. Yata and Aoshima 
[54]は，第 1主成分スコ 7Sljと2の最大固有値んについて p→∞のとき
S釘1j f ゾ山(υ1一ψ 十句州(り
♂何i t 一d何7市{石T亡てコμ÷句叫(ο1)， う
Xjε7Tlのとき?
Xj巴7了2のとき
となることを示したつまり 第 l主成分スコアを精度よく推定できれば その符号から高次元小標
本データを高い精度で分類できる.混合分布は非正規分布なので 3.3節で紹介したクロスデータ行列
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法を用いて主成分スコアを推定する.実際， Aoshima and Yata [10)， Yata ancl Aoshima [54)は，
推定量 Sijを用いてマイクロアレイデータのクラスター分析を行い，性能の高さを1i在認している
4 高次元小標本の平均ベクトルに関する推定と検定
本節では，母集団が ki関あると想定し，各母集団(町)の分布には平均ベクトル μi= (μilγ ・1μ'iP)T
と共分散行予iJ:E'i (> 0)の存在を仮定する.高次元データに対して:Eiニ:Ej(iチj)を想定すること
は現実的ではないので，共分散行列の共通性は仮定しない.むしろ，高次元小標本データの幾何学的表
現を通して，母集団間の共分散行列の差異を推測に生かすことを考える. この点については， 6節でも
触れることにする:Ei の国有値を入江三 •• .と入ip(>0)とし， lin:l infp→∞入ip> 0 (i= ]γ ・・うた)
を仮定する:Eiを :E'i= H'iAiHT， Aiニdiag(入ilγ ・・ぅ入'ip)と対角化する適当な直交行列を Hi= 
[hilぅ・・うh'ip]とする.いま，各母集団引から ni(三4)il~1の p 次元データ Xil ，...，Xiniを無作為に
抽出lする.zり =(Ziljう うz勾ZilηpωJ
る.
Xij = riwり+μi， 7， = 1，・・・うた;j = 1 ぅ・・・ぅ η~. (18) 
ここで， r'iは rir'[= :Eiなる px円行列とし，切りは E(切り)= 0ぅVar(切り)ニ IT;とする.ただ
し， η 三pである このモデルは Ba心ia剖I凶 Sar山
[伊58針]等で扱われた (仏1凶叫8的)は， r'i二 H4Ajy/2の場合を合む一般的な多変量モデルといえる. ここで，
切4りj= (ωi仕1日3う...うω1口Tiリj)Tとおき，各成分は 4次モーメントが一様有界であることを仮定する.母集
団π1うi= 1，..， kの分布について，次の 3つのどれか一つを仮定する:
(A-i) Np(μi， :Ei)う
(A-ii) Zijl， j = 1，... ，pは互いに独立である，
(A-iii) E(ωijlωωωitl) = 0ぅ E(切るlωLl)zl，E(切りl切ωWitl切iul)= 0， jヂムtぅU.
(A“ii)は (A-ii)を緩めた条件であり， (A-ii)は (A-i)を緩めた条件である.共分散行列には以下を
仮定する
(A-iv) tr(:EDjp <∞ (t = 1ぅ2)ぅtr(:E;)jp2→ OぅP→∞;i = 1ううK
4.1 要求されるバンド幅をもっ信頼領域
平均ベクトルの 1次結合 μ=2二?=1bzμ1の推定を考える 各母集団向から抽出された大きさ ni
の標本に基づいて Tn = L~=l biXiniを定義する ここで，n 土 (η1，• .・ぅ川)， X川=L7~1 Xijjηz 
である.任意の θ=(μ1γ ・ぅμた，:E1，・・，:Ek)に対して要求される精度を満たすための，二段階推定
法に基づいた μに関する信頼領域は， Aoshima et al. [6]によって一致解が与えられ， Aoshima and 
Takada [5]によって解の 2次漸近有効性が示された. さらに， Aoshima and Yata [7]は二段階推
定法の 2次漸近一致性の理論を構築し， Yata [49]， Yata and Aoshima [52]によって各種推測問題
に拡張されたまた， Yata [50]は高次元データに対する p→∞漸近有効な解を考えた.種々の統
計的推測におけるこ段階推定法については，例えば， Aoshima [2]， Aoshima et al. [3]， Aoshima 
and Mukhopadhyay [4]， Ghosh et al. [30]等を参照のこと.一連の先行研究は， ηjp→∞もしく
は ηjp→ c(> 0)の場合を扱っている.高次元小標本の枠組みでは nijp→ 0で信頼領域を構築す
ることになり，その場合，有界な半径をもっ信頼領域は存在しない. Aoshima and Yata [8]は，損
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図3:μ の信頼領域RL_n (灰色の領域)
失関数 IITn -J-L12 について，与えられる 5= O(p1/2) > 0でバンド!嬬を調節する
RL，n = {με RP : max{-5十乞ηぅ O}三IITnμ12三6十 2η} (19) 
なる信頼領域を考えたここで，I:ηニ玄L1b?tr(21)/711である これは，高次元小標本データの幾
何学的表現に基づいて導かれた信頼領域で、ある.データの球面集中現象に着自して μの存在領域を有
効に特定しようというものである. I:n > c5のとき RLnは中心が Tn で半径がそれぞれJ豆戸てs
とゾ豆Zτ3の2つのp次元球に挟まれる領域になる.図 3の灰色の領域がRL，n である
注意4 Aoshima and Yata [8]は，高次元小標本データの判別分析において，この信頼領域の幾
何学的表現に基づいて判別関数を考えた‘ (6節を参照のこと.) また， Yata and Aoshima [57]は，
高次元の変数選択にこの信頼領域を応用している
各母集団引の標本共分散行列 Si町工 (η4-1)-12:;ふ(犯行 -Xγ凡;)(Xij-Xin;)Tに基づいて，
Eη=2L1b?tr(S川)/川とおく このとき， ITη 一μ12について，次の定理を得る
定理 12([8]) 母集団川ぅ 'i= 1ぃ • ，kの分布に (A-ii)を仮定する. (A-iv)のもと，p→∞? 
n.i→∞ぅ 'i= 1" ・うたのとき次が成り立つ.
iITη ーμ12-I: J n刊(仏1)
2 2:7，j b;b]tr('Ei'Ej )/(η1川)
pま，与えられる αε ゅうりに対して，母集団的 ('i= 1γ ・，k)の標本数を
ァ…つ とー町三 N1Miん Itr( 'E ~)1/4 ちて Ibj ltr( 'E])1/4 (= Ciとおり (20) 
を満たす最小の整数とする.ここで，zα/2は N(Oぅ1)の上側 α/2点で、ある. (20)は適当な条件のも
とで乞L1mが最小になるように導かれている (A-iv)と5= O(p1/2) > 0から，Ci/p→ OぅP→
∞が成り立ち，高次元小標本の枠組みで標本数が定まっていることに注意する.このとき，次の定理
を得る
定理 13([8]) 母集団的ぅ 'i= 1" ，. ，kの分布に (A-ii)を仮定する.nは (20)を満たすものと
する. (A-iv)のもと p→∞のとき，次が成り立つ.
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(20) におけるな(~;)は未知なので，実際には二段階推定法で標本数を決定する.二段階誰定法の
初!脚本数の決め方については)Mukhopacll判 lancl D鴫加 [39]， [40]を参H賀のこと /tr(司
について，各母集団引から得られる事前情報をもとに酬の下i浪σ日(/tr(司 >σ日>0)を設定
し，九/0市打 ε(0ぅ1)ぅP→∞を仮定する いま)T* = n1in1三i5_kIbi I fo江口=1 Ibjl~ と
おいて
( / Z~， /つ¥/2 ¥ i 
711 = max < 4ぅ(よな一九)十 1f 
を定義する.ここで，(x)はzを越えない最大の整数を表す.各母集団向から rn11~1の初期標本をおlj
出し) tr(~f)の不偏推定量を 3.3 節のクロスデータ行列法，もしくは) 5.1節で紹介する拡張クロス
データ行列法で構築する.例えば， Yata [50] はクロスデータ行列法を用いて tr(~I)の不偏推定量
tr( Sim(l) St:m(2))を得た. (詳細は 5.1節を参照のこと.)いま，各母集団の襟本数を
f 片=寸一 }たc '1 
川←=n1 似ペ{いm肌う (:旬1α叫/包:γ~~ I川b仇川州仰川iI市伊い怜阿tr吋(但S九m州川川(υω1り)S九im(2))1/4ε |附bち削刷w刷3バμ州州!ド防州七む叫叫r吋(
で定義する.各母集団から Ni-m個の追加標本を抽出し，初期襟本と追加標本を合併して TN 二
εL bzE川と 2N=ZLbhr(S川 )/Niを定義する ここで，N = (N1， ぅNk)である.こ
のとき TN と ~N に基づいて計算される (19) の信頼領域について，次の定理を得る
定理 14([8]) 母集団πi，2 ェ 1ぃ • ，kの分布に (A-ii)を仮定する. (A-iv)のもと p→∞のと
き，次が成り立つ.
limiぱ Pθ(με Rf，N)三1-α.
定理 15([8]) 母集団的ぅ i= 1ぃ • ，kの分布に (A-i)を仮定する. (A-iv)のもと p→∞のと
き，各町で次が成り立つ.
lims叩 IEθ(Ni- Ci)1 :; 1ぅ Varθ(Ni)= O(p1/2 / t5)
注意5 (21)のNiについて，tr(Sim(l) Sim(2))の代わりに 5.1節で紹介する拡張クロスデータ行
列法から導かれる (26)の不偏推定量 Wimを用いても，上記の 2つの定理は成り立つ.
二段階推定法によって構築した信頼領域の精度を シミュレーション実験で検証する.単純な設定
として)p = 1600; k = 2， br= b2 = 1; t5ニ 5う α=0.05; m = 20とおく.説明を簡単にするため，
向。=1 ， 2) の母集団分布には Np (O ぅ ~i) を考える ここで) ~i = CiB(ρJz-j11/3)Bとおき)Ci > 
0， B = cliag( )0.5十l/(p十1)ぅ)0.5+ 2/(p十1)，..， )0.5十p/(p+ 1)，ん εゅう1)とする 次
の3つの場合を考える:(i) (C1ぅC2)= (1う1)ぅ(ρ1，P2) = (0.3， 0.3); (i) (C 1ぅC2)= (1ぅ1)ぅ(ρ1，ρ2)= 
(0.3う0.4);(ii) (C1ぅC2)ニ (1う1.5)う (ρ1，P2) = (0.3う0.3).2000回のシミュレーションによる標本数の
平均，分散，被覆確率，その標準偏差を纏めたものが表 1である.ここでは割愛するが，設定を変え
て実験をしたときにも 二段階推定法による信頼領域は数千の次元数で要求精度を満たすことが確認
されている.
注意6 Yata ancl Aoshima [57]は) 1μ12の推定量 Tn ニ IITnl2-i:η を考え，pに依存する
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表 1・二段階推定法で構築した信頼領域の精度 (ρ=1600，た=2， (5= 5，α= 0.05うm=20) 
N N-C Var(N) P s(P) 
(C1，C2)=(1ぅ1)う (ρ1ぅρ2)= (0.3，0.3) 
C 116.29 I 117.00 0.72 47.81 0.943 0.00518 
C1 58.14 I 58.50 0.36 15.13 
C2 58.14 I 58.50 0.36 14.83 
(C]ぅC2)= (1ぅ1)ヲ (ρ1ぅρ2)= (0.3，0.4) 
C 131.66 I 132.24 0.58 69.54 0.950 0.00487 
C] 61.87 I 62.17 0.30 16.60 
C2 69.79 I 70.07 0.28 27.08 
(C1，C2) = (1ぅ1.5)ぅ(ρ1，ρ2)= (0.3，0.3) 
C 143.89 I 144.21 0.32 74.89 0.946 0.00505 
C¥ 64.68 I 64.88 0.20 17.53 
C2 79.21 I 79.33 0.12 29.48 
6で区間1認を誠節するような
Rn，oニ (με RP: max{九-d， O}三1μ12三max{久十3ぅ O}}
なる信頼領域を構築し マイクロアレイデータの解析に利用している.
4.2 要求される有意水準と検出力をもっこ標本問題
2つのf}:集団の平均ベクトル μぃ μ2について，次の検定を考える.
Ho:μ1 -μ2 vs. Hl:μ1 =f.μ2・
高次元二標本問題について， Dempster [24]ぅ [25]は，母集団分布に正規性と b1= b2を仮定して検
定統計量を与えた. Bai and Saranadasa [12]は，正規性の条件を緩めた仮定のもとで，下記の (22)
で与えられる検定統計量を提案した しかしながら，依然として b1= b2なる厳しい条件を仮定して
いた.最近， Chen and Qin [22]は，非正規かつ b1=f. b2のもとで， (22)で与えられる検定統計量
の漸近分布を導出した.一方， Aoshima and y匂ta[8]は，非正規かつ blヂb2のもとで，ni/p→ 
Oにおいてムェ 11μ]一 μ2112について与えられる要求伐 Pεゅう 1/2)，ムL= O(p1/2) (> 0)に対
して，有意水準 (size)三αとなり，かつ，ム三ムL のときに検出力 (power)ど1-sとなるような
検定方式を与えた
各母集団から抽出される大きさ n'iの標本に基づいて，ム=11μ1 -μ2112の推定量
不一十2h，zzmf qE二:L127=121jhj'-ー，n一色町(ηi- 1) ー η1n2 
を考える.そのとき，Eθ(Tη)ヱムとなり
(22) 
~よ 2 ，_."， 4 ム 4 巾Varθ(九)=〉; tr(r)十一-tr(b1b2)+γ-=-(μ1 -μ2)'1bi(μ1一 μ2)
包 ni(ni-1) 
V~ \-~ / 
' nln2 乞ηt
となる.そのとき，次の定理を得る
定理 16([ 8]ぅ [22]) 母集団分布に (A白ii)を仮定する.正則条件として (μ1-μ2)Tbi(μ1一
μ2) = o{tr(bI)/ni}ぅ i二 1ぅ2を仮定する.そのとき， (A-iv)のもと p→∞ぅ川→∞ぅ i= 1ぅ2の
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Tnー ム吟 N(O，l)
¥/Varθ(Tn ) 
Aoshima and Yata [8]は，各母集団の標本数を
(Zα 十 Zs)Vτι
1ど ム; k(幻)1/4主叫
を満たす最小の整数とし， (22)の検定統計量に基づく検定方式を
Hoを棄t;[J
で定義した.そのとき，次の定理を得る
ロ乙>企ど竺ー
Zoピ十 Zβ
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(24) 
定理 17([8]) 母集団分布に (A-ii)を仮定する.標本数 η1ぅn2は (23)を満たすものとする.
(A-iv)のもと p→∞のとき，検定方式 (24)は次が成り立つ.
lim su p size ::;αう limiぱ power(ムL)三1-s. (25) 
ただし， power(ムL)はム=ムL のときの検出力で、ある
(23)における tr(苛)は未知である Aoshima and Yata [8]， [9]は， 3.3節で紹介したクロス
データ行列法を用いて2つの異なる Ciの推定法を提示し，(25)を満たすような検定方式を二段階推
定法で与えている.そのときの標本数 Niは，Ndp二二 op(l)ぅP→∞が成り立つ.
注意 7 Aoshima and Yata [8]は，高次元小襟本における様々な検定問題を扱っている.例えば，
H : tr(:E 1) = tr(:E2)の検定や， μ1-μ2の成分に関する多重検定および変数選択の問題にも，有意
水準と検出力に関して精度を保証する検定方式を与えている.一方で， Srivωtava [45]も高次元にお
ける検定問題を扱っているが，母集罰分布に正規性を仮定し，導かれる結果も正規分布に摂定される
結果であることに注意する.
5 高次元小標本における各種パラメータの推定と検定
Yata and Aoshima [58]は， 3.3節で紹介したクロスデータ行列法における 2分割の組合せを考慮、
して，ゅよ張クロスデータ行列法 (ECDM)うを開発した.本節では， ECDMを用いて各種パラメータ
の推定量や検定統計量の構築を解説する.母集団はp次の平均ベクト jレμ，共分散行列:E(> 0)を
もち，母:集罰から n(ど4)偲のp次元データ引い・バη が無作為に抽出されたとする. 4節とi司様
に，データには Xj= rWj十 μ，j = 1，・・ 3η なるモデルを考える. ここで， rはrrT ニ 2 とな
るpxγ行列とし， ttY3は E(Wj)= 0， Var(wj) = Irとする.ただし， γどpである.いま， tU32
(ω1jぅ・・?ωrj)Tとおき，各成分は4次モーメントが一様有界と仮定する.母集団分布には，次の 2
つのどちらか一つを仮定する:
(A-v) 切り i= 1，..・ぅ?、は互いに独立である，
(A-vi) E(切り切り切り)= 0， E(ωLωむ)= 1， E(切り切り切り切の)= 0， iヂムtパL
(A-vi)は (A-v)を緩めた条件であり， (A-v)は正規性を緩めた条件である.
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5.1 tr('2:2)の推定量
高次元小標本の推測に精度保証をする上で， しばしば重要になるのがむ('2:::2)の推定である.高次
元データに対-しては，単純な推定量 tr(S2)は非常に大きなバイアスをもつので役に立たない. Yata 
[50]は， Yata and Aoshin1a [54)で開発されたクロスデータ行列法を用いて tr('2:2)の推定を考えた
標本を 2分割し，n(l)ニ (n/2)十 1，n(2) = n -n(1) とおく.それぞれの分割から標本共分散行列
Sn(l)ニ (η(1)_1)-1 :2二(町-Xn(])(Xj一丸(1))Tう
J=1 
Sη(2) = (n(2) -1)-1 .2乞; (同♂町3一 否丸九η川(川2幻)) ( 
)=1ηl(l) 一十ト1 
を計計A算する ここで，否弘7礼川1
偏性 E{れtr(同Snい?η川1刈(1り)S乳?川2)汁}= t廿r('2:2勺)が示され，tr(S川 l)S川2) は tr('2:2)の不偏推定量になる.母
集団分布に (A-vi)を仮定すると，p→∞ぅ n→∞のとき Var{七r(S川1)Sn(2)) /tr('2:2)}ェ 8{1十
0(1)}/n2十o[tr('2:4) / {ntr('2:2)2} 1→ 0となり ，n/p→ 0なる高次元小標本の枠組みで一致性が主
張できる
Bai and Saranadωa [12]， Srivastava [4]は，推定量 tr('2:2)= C;;:-1 { 七r(S~) -tr(Sn)2/(η-1)} 
を与えた. ここで Snは不偏襟本共分敢行列であり ，Cn = (n -2) ( n十 1)/(η-'-1)2である.その
とき，母集団分布に正規性を仮定すれば，E{tr('2:2)} = tr('2:2)なる不信i性をもち，]J→∞， η→∞
のとき V旬、{tr(L;2)/tr(L;2)}= 4{1十 0(1)}/η2 + 8tr(L;4){1十 0(1)}/{ηtr(L;2)2}→ 0となる し
かしながら，母集団分布が非正規の場合には， tr(L;2)の不備性は主張で、きず，高次元において非常に
大きなバイアスを生じる. これは， tr(L;2)が正規分布の 4次モーメントの'1吉報まで必要とすることに
起因する.実際i，(A-vi)のもとでは，E(tr(L;2)) = tr(L;2)十 O{tr(L;2)/η}となる. さらに， ttjjの
成分について 8次モーメントの一様有界性まで仮定できないと， V紅 {tr(L;2)/tr(L;2)}<∞さえ保証
できない.上記以外に， Chen et al. [23]も tr(L;2)のu-統計量に基づく不備推定量を提案している
が，計算コストが O(pn4)と非常に大きく，実用に向かない.
Yata and Aoshima [58)は，拡張クロスデータ行列法 (ECDM)を次のように開発した :2つの集
合 V川1)( た)ぅ ~L(2)( た ) (k = 3γ ・け 2n-1)を次のように定義する.
? ?
?
?
??
?
??
???????
?、????
?
??? ?
?
?
? ?
」
?
?? ?
ぅ?
?
?? ???
〉?
、?
? ?
】
??
?
?
?
?
??
、??
?
????
?
? ? ?
?
、、??ー ???
? ?
?? 』??????
?
??
?
? ?
?
?
??
?
?
』
?
?、????
、???
???
、????
、
??
??????
?
、?
?
?
? ? lk/2J三n(1)のときう
うn}う それ以外う
lk/2J三川1)のときう
うn}う それ以外.
ここで， l :rJはz以下の最大の整数を表す.そのとき，k = 3ぃ・・ ，2n-1について，!Vn(l)(た)!=n(l)，
1 = 1ぅ2，1くl(1) (た)n ~"(2)(た) = o， ~ì(l)( た) U ~ì(2)(k) = {1γ ・汁η}となること，及び， i < j (三 η)
について
zε1ら(1)(i十j)ヲ jεV叫2)(叫 j)
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となることに注意する， ここで， 181 は集合 S の要素の偶数を表す• Vn (1 )(i十.i) と院~(2)(i+.i) に対応、
してデータ集合を 2分寄せし，それらに基づいて不偏推定量を計算して， i < j (三η)のすべての組合
せについて平均をとる.これが ECDMである
例えば，kニ 3ぃ・・ぅ2n 1について，標本平均を
ゑl(1) (た)=川乞 X:Jう
3ε1ノn(l)(k)
Xn(幻(た)=叫乞 X.]
7εV;，(2)(k) 
とし， tr(~2) の不偏推定量として v'n{(Xi -X7ι(1)(i，+:J))T (X:J -X叫2)('i+:J))}2(i < j)を計算する
ただし，v'n η(1)n(2)/{(nノ(1)-1)(η(2)-1)}である.すべての組合せの平均をとって
ゲ 2un 全{(21-En(])(HJ(23一丸(2)(i行))}2 (η-1)乞 (26) 
を定義する.そのとき iVn は，母集団分布に依らず、に不偏性 E(日仏)= tr(~2) が成り立ち，一致性
について次の定理を得る.
定理 18([11]う [58]) 母集団分布に (A-vi)を仮定する.p→∞，n→∞のとき，次が成り立つ.
M(W4fm4) JL)=τ{1 十 o(l)} 十 O~tr (~ 2 ) ) n 2 l ~ I ~ ¥ ~ J) I ~ lηtr(~2 )2 
ECDMはクロスデータ行列法よりも漸近分散が小さい不偏推定量を構築できる.また， ECDMの
計算コストは O(pη2)なので， u-統計量に基づくものよりも高速で実用的である. さらに，母集団分
布に正規性を仮定すると Vぽ{ìVn/tr(~2)} = 4{1十o(1)} /η2 十 8tr(~4){1 十 o(l)}/{川r(~2)2}と
なり，正規分布に限定して提案された前掲の tr(~2) と|可等の漸近分散をもっ.
注意8 Aoshima and Yata [10]は，クロスデータ行列法におけるデータ集合の2分割を計算機上
でランダムに実行して推定量を構築するという L一般化クロスデータ行列法 (GCDM)'とよぶ方法を
提案した.
5.2 高次元における相関ベクトルの検定
母集団に p十 1次元の分布を考え， η価のデータ X1(*)γ・・ぅ忽η(*)を無作為に抽出したとする.た
だし，x.i(*)ニ (27ぅXj(*))T，j = 1ぅ・・ぅηとする ここで，Xj(*)の分散を Var(Xj(*))=σ乙Xjと
Xj(水)の棺関ベクトjしを Corr(XjぅXj(*))= p，共分散ベクトルを COV(Xj，Xj(本)=σ とおく.その
とき，次の検定を考える.
Ho:ρ= 0 vs. H1:ρヂO.
高次元における相関の検定は，グラブイカルモデリングやパス解析等に用いられる.詳細は，例えば，
Drton and Perlman [26]やHeroand Rajaratnam [34]， '¥ヘrileet al. [48]等を参照のこと. Aoshima 
andYata[8]は，クロスデータ行列法を用いて検定統計量を構築し，高次元漸近正規性を証明した
本節では， Aoshima and Yata [8]の結果を ECDJ'vIを用いて発展させたYataand Aoshima [58]の
検定統計量を紹介する.
pま，k = 3γ ・・ぅ2η-1について
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九(h)(た)二 n0~ 2二 X_j(*)う
iEV，'(l)(k) 
を計算し，検定統計量を
説
丸山)(た)ニ川 :L X_j(*) 
jεV，'(2)(k) 
2un τL =う:(24-E71(1)(1+3))T(mj-Eη(2)(i十.7))(η-1)乞
x (日(*)-→i))(Xj(キ)-xη(2*)(i十.7))
で定義する そのとき，母集団分布に依らずに不偏性 E(Tnσ)= 1σ12が成り立つ.
注意9 Zhong‘ et al. [60]は，回帰モデルにおいて U白統計量に基づく 1σ[戸の不偏推定量を提案
しているが，計算コストが O(pn4)と非常に大きく，実用に向かない.
次の 2つを仮定する
(A-vii) p→∞のときな(:E4)/tr(:E2)2→ 0， 
(A-viii) p→∞ n→∞と 11σ1110のとき， lim inf (j; /t居可/(η1σ12)> 0 
そのとき，次の定理を得る.
定理 19([58]) 旬:集団分布に (A-v)を仮定する.そのとき，Xj(*)のある正員Ij条件と (A-vii)-
(A-viii)のもと p→∞ n→∞のとき，次が成り立つ.
Tη，σ11σ112 
キ N(Oぅ1)
Sη(*)J2W二/η
ここで， 8η(りはσ?の不備標本分散である
この定理に基づいて， Yata and Aoshima [58]は，有意水準と検出力に関して要求される精度を保
証する検定方式を与え マイクロアレイデータのパスウェイ解析に応用した.
6 高次元小標本データの半開IJ分析
高次元データの所属について， 2 {洋の判別問題を考える，高次元小標本においては標本共分散行列
島'l の逆行列が存在しない.そのため， Fisherの線形判別方式や 2次判別方式は適用できない. 2 
~t干の共分散行列が等しいと仮定する場合， Saranadasa [43]による単位行列を代入した判別方式や，
Bickel and Levina [16]による標本共分散行列の対角成分だけを使った判別方式， Srivastava and 
Kubokawa [46]によるリッジ型逆行列による判別方式がある.これらに対し， Yata and Aoshima 
[56]は， 3.2節で紹介したノイズ掃き出し法を用いて，推定した固有空間から共分散行列の逆行列を
構築して2HJ別方式を与え，その判別精度が先行研究よりも優ることを示した しかしながら， 2群の
共分散行列が等しいと仮定する問題設定の単純化は，高次元データが本来もつ 2群の差異に関する情
報に自をl填ることになり，望ましいものではない. 2群の共分散行手IJが等しいことを仮定しない場合，
Dudoit et al. [27]による標本共分散行列の対角成分だけを使った判別方式や， Chan and Hall [21]， 
Hall et al. [31]ぅ [32]， Aoshima and Yata [1]等によるユークリッド距離に基づく判別方式，そし
て， Aoshirna al1d Yata [8]が与えた高次元小標本データの幾何学的表現に基づく判別方式がある.
他に， Aoshima and Yata [8]， Fan a.nd Fan [28]等の変数選択に基づく判別方式もある.本節では，
高次元小襟本における理論的な方法論の構築に特に重要な， Aoshima. a.nd Yata [8 ]の判別方式を紹
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介する. 2 n干の共分散行列の差異がもたらす高次元小襟本データの幾何学的表現の遣いに着呂した方
法論として，その統計的推測は興味深いであろう.
6.1 幾何学的表現に基づく判別方式
2つの母集団7fiぅi= 1ぅ2は，p次の平均ベクトルμzと共分散行列:Ei(> 0)をもっとする.各母
集団引から，ni (三 4)個のデータ Xil，・・ぅXinjを抽出する.母集団分布には4節と同様の仮定を
する.4olj別の対象となる偲体のデータを Xoとする. Aoshima and Yata [8]は，高次元小標本デー
タの幾何学的表現に基づく次のような判別関数 ω(xoh)を考えた
pllxo -xlnJI12 pllXo -X2η2112 __L__ ftr(S2n2) 1 P ， P 
(xolγ) 一一 一 一 log~一一一ー〉
tr(SlnJ) tr(S2η?) r "-0 l tr(SlηJ) J η1η (27) 
判別方式は， ω(Xo卜y)< 0のとき Xoε7fl，ω(xolγ)どOのとき Xo巴巧とする.γ は要求精度に
依存して決まる値で、あり，これについては後ほど触れることにする.
誤判別確率を，引の Xoをπ2に誤判別する場合に e(211)と表記し， e(112)も同様の表記とする
ム=11μ1μ2112，ム:Ej ニ {tr(:E1)-tr(:E2)}2 /tr(:Ei)， i = 1，2とおき，ム2-ム十ム:Ei/2， iニ 1，2
とする.そのとき，ム犬二 mini=L2ムzは2群!習の差異を表すパラメータと考えられる.次の 2つを
仮定する.
(Aーix) 各zで，p→∞のとき (μ1-μ2)T:Ei(μ1 -μ2)/ム2→ 0かつ tr(:E;){tr(:E 1) -
tr(:E2)}2/(tr(丸)2ム;)→ 0，
(A-x) 各4で，p→∞のとき maXj=l，2 tr(:EJ) / (niム;)→ O.
そのとき，誤半IJ;aU確率に関する一致性に，次の定理を得る.
定理 20([ 8]ぅ[41]) 母集団分布に (A-iii)を仮定する. (A-ix)-(A-x)のもと， γ=0とした判別
方式 (27)は，p→∞のとき次が成り立つ.
e(211)→0う e(112)→O. 
ム大が大きいほど誤判別確率の収束は速い.判別方式 (27)は，ム大を通して， μi，iニ 1，2の差異
だけでなく:Ei，i二二 1う2の差異も考慮することで，判別精度を向上させている.
ω(xoIO)の漸近的挙動を簡単なシミュレーション実験で示す.2群は π1: Np(O， Ip)ぅ作2:Npゅう2Ip)
とし， μ1μ2の状況を設定した.平均聞の距離のみに基づく判別方式では，この状況における 2群
を識別することはできない.いま， nlη2 = 5と設定し，p=4ぅ32ぅ256う2048の4つの場合を考え
る.これらの設定は，仮定 (A-iii)，(A寸X)，(A-x)を満たす.図4は， A: Xo E引のとき B:Xoξ 
π2のときについて，それぞれ2000回のシミュレーションによる ω(xoIO)のヒストグラムを与えて
pる.定理20で主張する通り，次元数が上がるにつれて， 2つのヒストグラムが原点を境に完全に分
離していく様子が見てとれる
6.2 半IJ別関数の漸近正規性と精度保証
2群の差異を表すム大が (A-ix)-(A-x)を満たすほど大きくないときには，標本数 niを次元数pに
依存して設計することで，判別方式 (27)の精度は保証される.次の 2つを仮定する:
(A-xi) p→∞のとき， (μ1 -μ2)T:Ei(μ1 -μ2)/ム?→o(i = 1ぅ2)，
(A-xii) p→∞と η→∞のとき， tr(:E;)/(n;ム;)→ Oぅliminf tr(:E;) / (ηi~;)>0(i=l ， 2). 
そのとき，次の定理を得る.
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O.i 
(a) p = 4 
-0.4 目0.2 0.0 0.2 0.4 0.6 0.8 
(c)p=256 
?
?
?
?
-u.5 0.0 0.5 1.0 1.5 ~.O 
(b)p=32 
14 
司自2 -0.1 0.0 0.1 0.2 0.3 0.4 
!~14 ω(xoIO)のヒストグラム. A: Xo Eπ1 (Np(Oぅ1p))のとき B:XoεTt2(八Tp(Oぅ21p))のとき
(d) p = 2048 
定理 21([8]) 母集団分布に (A-ii)を仮定する. さらに， tr(2:1)/tr(2:2)→ 1ぅP→∞も仮定す
る.そのとき， (A-iv)， (A-xi)-(A-xii)のもと，p→∞のとき次が成り立つ.
ω(xoIO) +ム2{tr(2:2)/p}-1
二今 N(Oぅ1)う Xoξ川のとき 7
2 J {tr(2:1) /p} -2tr(2:i) /，n1 + {tr(2:2) /p} -2tr(2:1 2:2) /n2 
ω(xoIO)ー ム1{t1‘(2::1)/p}-l 
キ N(Oぅ1)う Xoε乃のとき
2/{証言2)/p} -2tr( 2::~) /n2十{tr(2: 1) / p } -2tr(2: 12:2) / n1
定理121を用いて， -'j:IJ別方式 (27)の精度保証が考えられる.与えられる仏 Pε(0ぅ1/2)，ムLニ
O(p1/2) (> 0)に対して，ム大三ムLのときの誤半IJ別確率が e(2¥1):S;α， e(1¥2)三Fとなることを要
求精度とする.同:集団 7日 (i= 1ぅ2)の標本数を
(九十勾)2 ふ
t三 八2pσ七r(2:I)1/4L tr(2:J)1/4 (= Ciとおく ) (28) 
'-' L j=l 
を満たす最小の撃数とする.σ 土 max{tr(2:i) 1/2 ぅ tr( 2:: ~)1/2} である.そのとき，次の定理を得る.
定理22([8]) 母集団分布に (A-ii) を仮定する • n1ぅ向は (28)を満たすとする.判別方式 (27)に
おいて γ={tr(Sl711十S2川)/ (2p)}-1ムL(Zβ-Zα)/(Zα十 Zβ)とおく そのとき， (A-iv)と(A-xi)
のもと，ム大;三ムL なるム大に対して p→∞のとき次が成り立つ.
1im SUp e(211)三αう 1im SUp e(l 12) : s. (29) 
(28)における tr(2::I)は未知なので， Aoshima and Yata [8 ]はクロスデータ行列法を用いて G
を推定し，二段階推定法による判別方式が (29)を満たすことを証明した.二段階推定法による標本
数Niは，八九/p= op(l)ぅP→∞が成り立ち，高次元小標本の枠組みで解が得られている.
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注意 10 精度保証に関するいうFぅムL)の定め方や諸注意について， Aoshima and Yata [9]， [10] 
を参照のこと.なお， Aoshima and Yata [8]は，高次元小標本における重密婦分析を用いた判別方
式や，変数選択を伴う判別方式も扱い，精度を保証する解を与えている.
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