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Cellular automata (CA) modeling is useful to assist in understanding rural–urban land
conversion processes. Although CA calibration is essential to ensuring an accurate
modeling outcome, it remains a significant challenge. This study aims to address that
challenge by developing and evaluating a multi-objective optimization model that
considers the objectives of minimizing minus maximum likelihood estimation (MLE)
value and minimizing number of errors (NOE) when calibrating CA transition rules. A
Pareto front-based heuristic search algorithm, the Non-dominated Sorting Genetic
Algorithm-II (NSGA-II), is used to obtain optimal or near-optimal solutions. The
proposed calibration approach is validated using a case study from New Castle
County, Delaware, United States. A comparison of the NSGA-II-based calibration
model, the generic Logit regression calibration approach (MLE-based Generic
Genetic Algorithm (GGA) calibration approach), and the NOE-based GGA calibration
approach demonstrates that the proposed calibration model can produce stable solu-
tions with better simulation accuracy. Furthermore, it can generate a set of solutions
with different preferences regarding the two objectives which can provide CA simula-
tion with robust parameters options.
Keywords: NSGA-II; land conversion; rural–urban; cellular automata; calibration;
Logit regression
1. Introduction
As a dynamic, bottom-up modeling technique, cellular automata (CA) are suitable for
modeling complex spatio-temporal dynamics such as those used in studies of land-use
change and urban growth (White and Engelen 1993, 1997, Batty et al. 1994a, Clarke et al.
1997, Clarke and Gaydos 1998, Wu 1998, Wu and Webster 1998, Batty et al. 1999, Li
and Yeh 2000, Silva and Clarke 2002, Pontius and Malanson 2005, Li and Liu 2007, Li
et al. 2007, Yang 2008, Feng and Liu 2012, 2013). However, the specification of CA state
transition rules remains a significant research challenge, despite the emergence of CA as a
powerful modeling tool in urban growth simulation (Batty 1998). The calibration of CA
for urban growth modeling requires finding the best combination of transition rule values
for matching the modeled urban phenomenon to its real counterpart. Calibration is critical
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to the performance of a CA model (Batty et al. 1994a, 1994b, Landis and Zhang 1998,
Batty et al. 1999).
The difficulty in calibrating CA rules is mainly due to the large, unknown solution
search space and its exponential growth as more complicated and larger number of
variables become involved. A number of CA calibration methods have been developed
for urban growth modeling and have achieved various levels of success and efficiency.
Clarke et al. (1997, 1998) calibrated the CA model by using one visual and four statistical
tests to find the best parameter values. Wu and Webster (1998) defined the CA transition
rules according to a multi-criteria evaluation (MCE) formulation. To remove the subjec-
tive parameter setting, some studies based on Logit regression models have also been
conducted. Wu (2002), for instance, successfully calibrated a CA model by combining
global and local development probability with the regression model and considering
neighborhood rules. Although the statistics-based methods, such as the Logit regression
model, can identify better parameters for CA modeling, their drawback is that regression
models are based on the assumption of independent variables and samples, which are
often hard to match with real-world cases. From another perspective, CA models must be
assessed according to plausibility (Batty 1998) rather than these statistical tests, which
means that the target of the rural–urban CA model is to capture the basic features
regarding the precision of rural–urban land-use change. Thus, a gap exists between the
statistical parameters estimation methods and the real-world precision of the calibrated
rural–urban CA model.
In the last decade, some studies have applied methods developed in the artificial
intelligence literature to calibrate the CA models, which directly aimed to pursue the
precision of land-use change. Li and Yeh (2002) calibrated a CA model using a neural
network algorithm. A training set and its corresponding modeling output were used to
train the neural network to reproduce future urban land-use patterns. Genetic algorithms
(GAs) have also been used to successfully calibrate CA models (Colonna et al. 1998,
Goldstein 2003, Yang and Li 2007, Yang et al. 2007, Shan et al. 2008, Feng and Liu
2012). GAs are based on biological principles to direct the search toward regions of
solution space that contain likely improvements (Goldberg 1989). Hence, the application
of GAs might offer better precision in land conversion simulation. The state-of-the-art
design of GA fitness functions for calibrating CA models is often informed by maximiz-
ing the percentage of correctness (goodness of fit) or minimizing the number of errors
(NOE), which may introduce drawbacks including existing unreasonably calibrated para-
meters and weak robustness. There may also be a need for improvement in the use of GAs
to calibrate CA models, not only in relation to the design of fitness function, but also in
relation to the core design of GA form. Herein, the Non-dominated Sorting Genetic
Algorithm-II (NSGA-II), as one type of Pareto front-based GA model, which has also
been utilized to solve the spatial land-use optimization problem (Cao et al. 2011), is
utilized in accordance with two individual objectives – the minimization of the minus
maximum likelihood estimation (MLE) value (statistical meaning) and the minimization
of NOE – to effectively, efficiently, and stably calibrate the parameters of CA models.
The remainder of this paper begins with a brief introduction to CA and the rural–urban
conversion model used. Then, NSGA-II is explained, along with its desirable ability to
calibrate CA transition rules through the integration of a fitness function based on an MLE
(Logit regression model) as one objective and NOE for reflecting simulation results as the
other one. Compared to a generic Logit regression calibration approach (an MLE-based
generic genetic algorithm (GGA) calibration approach) (GLRCA) and the NOE-based
GGA calibration approach, the NSGA-II-based CA calibration model is validated by a
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case study from New Castle County, Delaware, United States, in which the rural–urban
land-use change from 1992 to 1997 was simulated.
2. CA for rural–urban conversion modeling
CA was originally introduced by Ulam and von Neumann in the 1940s to study the
behavior of complex systems (VonNeumann and Burks 1966). It is a dynamic discrete
model studied in computability theory, mathematics, physics, complexity science, theore-
tical biology, and microstructure modeling. It consists of cells or pixels, the states (such as
land-use types), neighborhoods, and transition rules. The future states of the cells are
changed from the current states to the specific states under the consideration of neighbor-
hood influences and transition rules. Undoubtedly, the setting of the transition rules is one
of the essential issues in CA modeling.
CA has been successfully applied to simulations of the rural–urban conversion process
in previous decades. The generic CA for modeling rural–urban conversion could be
formulated as follows:
Stþ1ðiÞ ¼ Change to Urban Cell; If rules satisfiedKeep the Status of Rural Cell; Otherwise

(1)
where Stþ1ðiÞ is the state of the cell i at time t þ 1.
The general transition rules can be divided into the following parts:
P tþ1i ¼ f ðpN ti ; pF ti ; pC ti ; pOti Þ (2)
where P tþ1i is the transition preference value of the transition rules, pN
t
i is the transition
preference value of neighborhood influence, pFti is the transition preference value of
global factors, pCti is the transition preference value of constraints, and pO
t
i is the
transition preference value of random influence of other driving forces. The function of
Equation (2) is flexible about how to combine the above-mentioned probabilities. The
sum of these probabilities is applied in this study.
The transition preference value of neighborhood influence reflects the interactions
between cells and their neighborhoods, along with the characteristics of bottom-up self-
organization evolution. With regard to the 3 × 3 cells kernel, the neighborhood potenti-
ality of cell transition is defined as follows:
pNti ¼
P
33
conðStðiÞ ¼ urbanÞ
3 3 1 (3)
where StðiÞ is the state of the cell i at time t, conðÞ is a conditional function that returns 1
if StðiÞ is urban land use. In this simulation, the neighborhood has been defined as eight
immediately neighboring cells, as in previous studies (Fulong Wu 2002, Yang 2008). It
must be noted that pNti is denominated by time t, which means that it will change along
with the simulation.
The transition preference value of global factors reflects the effects of natural and
socioeconomic conditions on urban development. It generally includes factors such as
population density, distance to roads, distance to developed center, distance to railway,
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slope, and ecological suitability. Mathematically, this can be generalized as the estimation
of probability of particular state transition occurring at a particular location i through a
function of global factors ðx1; x2;:::; xnÞ. A Logit model can be developed to calculate the
probability of development as follows:
pFti ¼
1
1þ expðða0 þ a1x1 þ a2x2 þ :::þ anxnÞÞ (4)
where ðx1; x2;:::; xnÞ are the global factors (variables), ða1; a2;:::; anÞ are the coefficients of
the Logit regression model, and a0 is a constant.
Constraint transition preference value is used to represent the influence of the natural
constraints and the high-level land-use planning on urban development. The formula can
be specified as follows:
pC ti ¼ conðstðiÞ  restrictÞ (5)
where StðiÞ is the state of the cell i at time t, conðÞ is a conditional function that returns 1
if StðiÞ is not restricted.
Due to the uncertainty of urban development, it is necessary to bring forward a
random parameter to control the simulation process (Li and Yeh 1999).
pOti ¼ 1þ ð ln γÞα (6)
where γ is a random value within the range of 0 and 1, α is an integer within the range of
1 and 10 for controlling the influence of other uncertain factors.
All the four aspects mentioned above are very essential for the entire model. In this
research, we are focusing on the calibration of pFti , since it involves the most factors that
need to be calibrated, with an assumption that all other aspects use the same parameters
setting. Thus, this study highlights the potential improvement of the calibration of pFti to
construct more accurate, suitable, and stable CA-based rural–urban conversion models.
3. NSGA-II algorithm for calibration
With regard to the limitations of the early calibration methods and the characteristics of
CA-based rural–urban conversion models, the NSGA-II multi-objective optimization
scheme-based calibration method, as one kind of Pareto front-based optimization models,
can offer improvement by integrating the fitness function of the generic Logit regression
model and the percentage of correction for the simulation results. In this section, the
objectives are introduced at first, followed by the principles of NSGA-II, which are related
to its effective searching capability of Pareto front solutions (calibrated parameters sets).
And the details of NSGA-II for CA rural–urban conversion model calibration are also
explained as well as the calibration of development probability and validation method.
3.1. Objectives
3.1.1. MLE
With respect to the generic Logit regression model, the MLE method is typically used to
estimate the parameters during the regression process.
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The regression model is as mentioned in Equation (4). Accordingly, the likelihood
function can be defined as follows:
LðβÞ ¼
Yn
i¼1
pFti yi½1 pFti 1yi (7)
The logarithm likelihood value should be as follows:
LLðβÞ ¼ ln½LðβÞ ¼
Xn
i¼1
yi ln½pFti  þ ð1 yiÞ ln½1 pFti 
 
(8)
where n is the number of samples, and ðy1; y2;:::; ynÞ denote observations.
Because minimization operation is utilized in this optimization process, minus LLðβÞ
will be the final fitness function for reflecting the objective value of MLE.
3.1.2. NOE
With regard to NOE, which could reflect the precision of the simulation results, the
objective is as follows.
In Table 1, A is the number of cells under a situation in which the observation value is
the same as the simulated value and the cells did not change. B is the number of cells
under a situation in which the simulated value changes, but the real value does not. C is
the number of cells under a situation in which the simulated value does not change, but
the real value does. D is the number of cells under a situation in which the observation
value is the same as the simulated value and the cells changed. P1 is equal to A/(A + B);
P2 is equal to D/(C + D); P3 is equal to A/(A + C); P4 is equal to D/(B + D); and P is equal
to (A + D)/(A + B + C + D).
Obviously, NOE could be calculated by (B + C).
3.2. Principles of NSGA-II
NSGA-II, developed by Deb et al. (2002) as an improved version of NSGA, is an efficient
multi-objective evolutionary algorithm that uses an elitist approach that sorts the popula-
tion at different ‘fronts’ using a non-dominated sorting method with a particular book-
keeping strategy. The crowding distance sorting is another essential part in ranking the
population, at which point the best individuals in terms of non-dominance and diversity
are chosen. A sketch of the algorithm that indicates how a solution Pt is progressed to
Ptþ1 through the front using the crowding distance sorting is shown in Figure 1.
Table 1. Conversion matrix.
Simulated
Non change Change %
Real Non change A B P1
Change C D P2
% P3 P4 P
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3.2.1. Non-dominated sorting
To sort a population of size N according to the level of non-domination, each solution
must be compared to every other solution in the population to check whether it is
dominated. This requires an oðONÞ computation, where ON in the brackets stands for
the number of objectives. For enumeration to reflect the entire first Pareto front, oðON 2Þ
comparisons are required, whereas in the worst situations, the computation to obtain all of
the fronts, level by level, requires oðON 3Þ comparisons. Within NSGA-II, the book-
keeping strategy can be used to decrease the required computations to oðON2Þ at most.
3.2.2. Crowding distance
The crowding distance is another essential concept proposed by Deb et al. (2000) for the
NSGA-II algorithm, the target of which is to generate an estimation of the density of
solutions surrounding a particular solution within the population. The crowding distance
for a point i is the estimate of the size of the largest cuboid enclosing the point i, but
including no other point in the population. It calculates the average distance between two
points on either side of this point along the objective axes (as shown in Figure 2).
The details could be seen in the paper of Deb et al. (2002).
Pareto front
Cuboid
f1
f2
i
Figure 2. The crowding distance calculation (Deb et al. 2002; Cao et al. 2011).
Non-dominated
sorting
Pt
F_1
F_2
F_3
Qt
Rt
Pt+1
Rejected
Crowding
distance
sorting
Figure 1. A sketch of NSGA-II (Deb et al. 2002; Cao et al 2011).
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3.3. Details of NSGA-II model for CA rural–urban conversion model calibration
NSGA-II is an algorithm with a particularly good Pareto front search capability that
generates sufficiently diverse solutions (Deb et al. 2002). Figure 3 illustrates the general
process of the parameters calibration for defining the transition rules of a CA model by
NSGA-II.
3.3.1. The representation and initialization of population
GAs typically cannot directly handle optimization without representation (encoding),
which is the first step in the application. Each genotype in the population represents a
complete specification for a single solution, and the genotypes are made up of genes that
should be specified by the individual components of a solution. The earliest popular
representation for GA implementation was the fixed-length binary string. This remains the
most flexible and popular representation so far, since it is straightforward to explain and
provide further crossover and mutation operations. There are other additional representa-
tion methods for specific cases, such as real value, percentage and priority (Matthews
2001), grid, and quad-tree. In this study, the simple parameters are easily represented by
the fixed-length binary string. The ‘gray code’ is also utilized due to its characteristic that
any two neighboring codes only have one different character, which improves the reason-
ability of the crossover and mutation process.
The initialization, which influences both the convergence precision and efficiency, is
another essential step of GA. To keep the range of the initialized solutions and the
precision of the iteration in this study, the randomly created populations were the
initialized population.
In this study, each gene takes 10 bits. And referring to another case of applying
NSGA-II on the field of geographic optimization problem (Cao et al. 2011) as well as a
few experiments, the total size of the population is set to be 100.
Encoding/representation
Initialization
Coupled with the CA model
Non-dominated sorting and
crowding distance sorting
Elitism strategy
Evaluation of objectives
Sorting selection
Crossover and mutation
New generation
Termination rule
satisfied?
Yes
No
Final solutions (sets of parameters)
Figure 3. Flowchart of NSGA-II for calibrating a CA Model.
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3.3.2. Sorting selection and elitism
Selection, also named as reproduction, is the process of selecting the better individuals
based on the fitness function. The reproduction operator is used to choose the survival of
the fittest individuals; that is, fitness is the criterion, and individuals with high fitness will
have a higher probability of surviving into the next generation. On the contrary, those with
low fitness will have a lower probability of surviving. In this research, the selection
operation is based on the above-mentioned principles, non-dominated sorting and crowd-
ing distance, which embody the essential parts of NSGA-II. Elitism is another parameter
capable of improving the iteration process. In elitism selection, the top 10% of the strings
would be duplicated directly to the next generation. This step is performed to retain good
solutions suitable to the current generation, which avoids missing the best solutions found
in early iterations.
3.3.3. Crossover and mutation
Nature produces the next generation using a mating process. This is accomplished by two
parents creating offspring that contain genetic material from both parents. Crossover (also
named as recombination) is when two individuals with a certain probability are chosen
and exchange one or some of their parts. The offspring generated by this process retain the
basic characteristics of the individual parents. The key issues in this process are deciding
the point of crossover and performing the exchange between the parents. This is the
essential characteristic of GAs, which differs from other forms of evolutionary
computation.
Matching is the inevitable prerequisite for the crossover process. The popular match-
ing method is random while the real crossover process involves swapping the matching
pairs. The general crossover operators include one-point, two-point, uniform, and arith-
metic crossovers. The one-point crossover, also called a simple crossover, is utilized in
this research and is illustrated in the following figure (Figure 4).
Similar to biological mutation, mutation in GAs maintains genetic diversity from one
generation of a population to the next. It uses a small probability value to mutate some
part or parts of an individual, such as swapping 1 and 0 in a binary-coded chromosome.
Mutation itself is a kind of probability algorithm; however, when integrated with selection
and crossover operation, the loss of useful information can be avoided. In this study, a
simple mutation operator, which is similar to a simple crossover operator, is utilized to
enhance the local searching capability of GAs, maintain the diversity of the individuals,
and avoid premature convergence.
Parents
Children
Crossover point
Figure 4. Single-point crossover (only one crossover point, randomly chosen, at which to perform
the exchange of the chromosome pair).
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3.4. Calibration of development probability and simulation
The calibration of development probability is carried out through repeating the above-
mentioned genetic operations. The parameters of Equation (4) are targeted for calibration.
First, the statistical analysis is used to obtain the significance of these factors and decide
which factors should be considered for modeling and calibration. Second, the populations,
with a size of 100, are randomly created for the following iteration. After that, the
population is translated into the values used in the evaluation of the two objectives,
MLE and NOE, operated by the NSGA-II model with its selection, crossover, and
mutation. Finally, through 5000 iterations, which reach convergence, the calibrated para-
meters are obtained. Through integrating the four factors together and computing the
comprehensive transition preference value, the simulation will be automatically finished
by transiting the top certain number of rural land cells with higher comprehensive value to
urban land cells.
3.5. Validation method for the calibration results
Besides parameters calibration, validation also plays an important role in modeling a
complex system (Batty and Torrens 2005), which is also one necessary step to prove the
meaning of the parameters calibrated during the calibration process. Many scholars
discussed the validation topic and made great progress to bring us better and better
validation models for land-use models (Kok et al. 2001, Brown et al. 2005, Vliet et al.
2011). But under the consideration of our emphasis, which mainly focuses on the
calibration thought rather than a new land-use model, we utilize the following validation
method. First, the calibration parameters obtained by the proposed algorithm are com-
pared separately to the parameters obtained from GLRCA and NOE-based GGA calibra-
tion approach, which is only considering the accuracy of the simulation. Through these
comparisons, the meaning of the two objectives considered in our proposed model could
be clarified, and also the advantages of the proposed model could be demonstrated. On the
other hand, the comparison of calibration results and their simulation precision based on a
whole data set from the Pareto front and generic Logit regression solutions could finally
prove the advance of the proposed model in this real case study.
The following section introduces a case study of New Castle County, Delaware,
United States, in which the rural–urban states from 1992 to 1997 are simulated using
the above-mentioned operations, thus validating the effectiveness of the proposed model.
4. Case study and validation of calibration results
4.1. Study area and data collection
New Castle County, covering about 1100 km2, is one of three counties constituting the
state of Delaware (Figure 5). It is the urban and manufacturing center of Delaware, and
accommodates around 60% of the state’s population. The urban land use is mainly located
in the northern part of the county.
The data used in this study mainly include land use, terrain, and transportation
network data. The land-use data were generated from digital orthophotos provided by
the Delaware Office of State Planning Coordination (Figure 6). All land-use data were
rasterized at a resolution of 50 × 50 m, which has totally 379,149 land cells. The original
land uses were classified into five types: residential, commercial, industrial, agricultural,
and others. The first three were categorized as urban areas. The agricultural lands were
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PENNSYLVANIA
New
Castle
County
Sussex
County
DELAWARE
20 km
10 mi
MARYLAND
Kent County
NEW JERSEY
Figure 5. Location of New Castle County in Delaware.
Land-use status quo of New Castle County in l992
N
Legend
<VALUE>
Rural
Urban
Background
Legend
<VALUE>
Rural
Urban
Background
0 2 4 8 0 2 4 8km km
N
Land-use status quo of New Castle County in l997
Figure 6. Land-use status quo of New Castle County in 1992 and 1997 (Huang et al. 2009).
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defined as rural areas offering the potential for urban expansion, which is the essential
feature in this study. The others were extracted from the research area since they include
forest, water, and barren, which could be classified as unsuitable for the purpose of urban
development.
The transportation network data were divided into two kinds: primary and small roads,
each of which plays a different role in the urbanization process. The data were based on
the Shapefile of the 2001 road network. As construction of the US transportation network
was finalized during the 1960s, differences in it between 1992 and 2001 should be
negligible.
The real land-use status quo of 1992 and 1997 can be seen in Figure 6; there are
totally 14,999 land cells transited from rural to urban land use from 1992 to 1997, which
would also be the target change numbers for the following validation of the case study in
Section 4.4.
4.2. Variables and sampling
The rural cells of the land-use status quo in 1992 are the features studied here. As
previously mentioned, pFti is the essential formula used to show the independent variables
and dependent variable. The dependent variable should be a binary variable that shows
whether or not rural–urban conversion changed from 1992 to 1997, which can be
determined by comparing the two land-use maps in Figure 6. Given the data limitations
and the statistical significance test, the independent variables are as follows: (a) slope, (b)
zoning suitability, (c) distance to industrial centers, (d) distance to small roads, and (e)
distance to primary roads. Slope reflects the physical characteristic of land cells, which
should influence rural–urban conversion. Zoning suitability indicates areas suitable for
conversion to urban use. The Euclidean distances to the nearest industrial centers, small
roads, and primary roads are calculated as the other three proximity variables affecting the
rural–urban conversion. These proximity variables, derived using the ESRI ArcGIS soft-
ware package, are shown in Figure 7 along with the first two variables.
In addition to pFti , other factors also influence the comprehensive transition preference
value during the simulation process. Because this study focuses on calibrating better
parameters for computing the comprehensive transition preference value, and given that
there are no other parameters in the other factors (pNti , pC
t
i , and pO
t
i), we use the same
pNti , assuming that pC
t
i is as in Figure 8, and use 1 as pO
t
i to operate the rural–urban
conversion simulation.
The cells that did not sustain land-use changes significantly outnumber the cells that
did. To maintain the calibration accuracy, small, but important, areas must be represented
in the samples (Congalton 1988). Therefore, a ratio between changed and unchanged rural
cells should be specified. A ratio of two-thirds of the 5000 empirically and randomly
chosen unchanged/changed rural cells could assure the calibration accuracy in this case.
4.3. Parameter calibration based on NSGA-II and comparison with GLRCA and
NOE-based GGA calibration approaches
During the calibration process, the 5000 samples are used by the MLE-based GGA
calibration approach, the NOE-based GGA calibration approach, and the NSGA-II-
based calibration model. The calibration results are shown in Figures 9–11.
First, the GLRCA is used, and the convergence curves are as follows for the objectives
of NOE and MLE by 500 iterations. The right curve in Figure 9 clearly shows the
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Figure 7. Predicted factors: (a) slope, (b) zoning suitability, (c) distance to industrial centers,
(d) distance to small roads, and (e) distance to primary roads (Huang et al. 2009).
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Figure 8. Neighbor index (left) and constraints (right).
Figure 9. Convergence curves of NOE and MLE values toward the objective of MLE.
Figure 10. Convergence curves of NOE and MLE values toward the objective of NOE.
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convergence of the optimization process, and the MLE value reaches 2855. However,
with respect to the left curve, which could show the changes in the objective value along
with the iterations, the NOE value varies rapidly for the first 200 iterations and converges
at around 1400 after 200 iterations. This clearly presents the gap or conflict between the
two objectives. In this study, the optimization process is repeated 10 times and a unique
set of parameters is obtained, which can prove the robustness of the computation. The
coefficients and constant are in the first row in Table 3.
Second, the NOE-based GGA calibration approach is used, and the convergence
curves are separately for the objectives of NOE and MLE by 100 iterations. In
Figure 10, the convergent curve of the NOE and the unordered curve of MLE also
prove that there is a gap between the two objectives. In addition, the 10 runs for this
optimization also reveal the instability, as it becomes trapped in the local optimum, of the
NOE as a single optimization objective, although it can, at times, produce a solution with
a better NOE (Table 2). Due to the instability of these coefficients, the solutions produced
by this approach might not be suitable for simulation without a specific design.
In Table 2, Coeff_a, Coeff_b, Coeff_c, Coeff_d, and Coeff_e are the ða1; a2;:::; anÞ in
Equation (4), which are the coefficients of these global factors. The Const is the constant
a0 in Equation (4). NOE is the objective value that could also represent the predication
precision of these 5000 samples.
Table 2. Parameters of regression and Pareto front solutions.
Coeff_a Coeff_b Coeff_c Coeff_d Coeff_e Const NOE
Solution_1 −3.753 −6.806 2.011 −10.398 −3.151 6.312 1265
Solution_2 −2.419 −7.753 −7.903 −7.323 −6.441 8.785 1274
Solution_3 −0.161 −10.226 −9.215 4.075 10.828 7.774 1267
Solution_4 −1.925 −10.742 −9.538 −9.581 7.559 9.065 1265
Solution_5 −0.613 −5.215 −5.258 −8.849 −3.688 5.925 1275
Solution_6 −1.387 −10.677 5.194 −10.419 −8.634 8.462 1260
Solution_7 −0.161 −9.796 −5.516 −7.366 9.151 7.065 1258
Solution_8 −2.441 −9.860 2.183 −10.441 −1.409 9.065 1264
Solution_9 −0.290 −6.032 1.129 −3.516 −2.742 5.602 1266
Solution_10 −6.032 −7.968 −6.527 −8.140 8.054 6.742 1274
Figure 11. Pareto front of NSGA-II optimization model.
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Finally, the NSGA-II based calibration model is used for 5000 iterations to reach
convergent status, which is proved by the comparison of generations that has almost no
difference. On the Pareto front, 100 solutions are distributed from 1200 to 1400 for the
NOE objective and from 2855 to 2890 for the MLE objective, which means that the
solutions not only reach the similar result through the GLRCA, but also exceed the result
reach using the NOE-based GGA approach in the earlier experiments (Figures 9 and 10).
4.4. Comparison of results (calibration parameters and simulation precision) from the
Pareto front and generic Logit regression solutions based on the whole data set
Figure 11 indicates that there are 100 solutions on the Pareto front at one time. Each
solution should be one of these near-optimal solutions with respect to one set of prefer-
ences for the two objectives: MLE and NOE. To validate the meanings of these solutions,
three representatives – the solution on the Pareto front up, which is the solution with the
best NOE value; that on the Pareto front middle, which is the solution with the most
similar preference for the two objectives; and the Pareto front down, which is the solution
with the best MLE value – are compared using the parameters computed by the GLRCA
based on both the 5000 samples and the whole dataset. The results are listed in Table 3.
Coeff_a, Coeff_b, Coeff_c, Coeff_d, and Coeff_e are the ða1; a2;:::; anÞ in Equation
(4), which are the coefficients of these global factors. Const is the constant a0 in Equation
(4). The MLE is the objective value of MLE and NOE is the objective value of NOE,
which could also represent the predication precision of these 5000 samples. In addition,
Sim P is the final simulation precision of the land use from 1992 to 1997 based on the
whole data set, which totally has 379,149 land cells and has certain 14,999 land cells
changed from rural to urban land use.
With regard to the GLRCA, the coefficients of these factors and the constant are
representative. The values clearly reveal the relationships between the five factors and the
transition preference value. With decreases in the slope, zoning suitability number,
distance to small roads, and distance to primary roads, the transition preference value
increases. In addition, the greater the distance to industrial centers, the greater the
transition preference value. These relationships accord with common sense, and the
knowledge that the factor of distance to industrial centers negatively influences the
rural–urban conversion can also be understood in relation to the fact that development
is focusing on residential and commercial use. With respect to the other three solutions,
there are few differences among them, which could also prove the stability and credibility
of the optimization-simulation model. The Pareto front up solution has the best NOE and
Sim P, but the worst MLE. This means that both the predication precisions of the 5000
samples and the simulation are better than the GLRCA, with very little sacrifice of MLE
value. It’s also clear that there is almost no difference between the solution produced by
Table 3. Parameters of regression and selected Pareto front solutions.
Coeff_a Coeff_b Coeff_c Coeff_d Coeff_e Const MLE NOE
Sim
P
Logit regression −1.830 −2.820 0.857 −10.575 −1.389 2.279 2855.340 1401 76.17
Pareto front Up −0.419 −2.720 1.323 −2.634 −2.182 2.161 2889.058 1261 78.03
Pareto front middle −1.882 −2.828 0.376 −0.505 −0.892 2.161 2865.717 1300 76.51
Pareto front down −1.860 −2.828 0.849 −10.720 −1.387 2.290 2855.343 1400 76.15
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the GLRCA and the Pareto front down solution, which suggests that the essential
elements of the GLRCA are the same as the multi-objective optimization-simulation,
such that the solutions based on the multi-objective optimization-simulation are credible.
Meanwhile, the Pareto front middle solution produces the calibrated parameter with
compromising NOE, Sim P, and MLE values. A comparison of these four solutions
clearly reveals that the proposed model for the calibration of CA-based rural–urban
land-use conversion models is capable of generating better solutions than those produced
by the GLRCA. It is also able to deliver more effective solutions with varied preferences
for the two objectives at one time, which is a novel and meaningful development in the
calibration of the parameters in CA-based rural–urban land conversion models.
With respect to the coefficients and constants themselves, the Pareto front up
solution shows better precision with less influence of slope and distance to small
roads, similar zoning suitability influence, and more influence exercised by the
distance to industrial centers and the distance to primary roads than in the GLRCA.
Meanwhile, the Pareto front middle solution displays less influence of the distance to
industrial centers, small roads, and primary roads in the rural–urban land-use conver-
sion and better NOE and Sim P as well. As previously mentioned, the Pareto front
down solution is almost the same as the GLRCA solution for all these coefficients, the
constant, NOE, and Sim P.
In addition, the simulation results of the GLRCA and Pareto front solutions are also
presented in Figure 12. As for the comparison of these four simulation results, solution (a)
is almost totally the same as solution (d), which could also be observed from Table 3.
However, there are some differences among solutions (b), (c), and (d) (same as (a));
through scrutiny, we can find in the left-middle of the map, both solutions (b) and (c) have
a more accurate simulated urban area (in a shape of ‘boot’), besides, we can also find
solution (c) has a better simulated urban area than that of both solutions (a) and (b) in the
right-bottom area.
5. Conclusion
The calibration of CA rules remains a challenging but essential step in the modeling of
CA-based rural–urban land conversion given the importance of the simulation accuracy
(goodness of fit) and reasonability of the parameters (statistical meaning), and conflicts
between the these two aspects. This study innovatively implements the NSGA-II model to
calibrate the parameters of a CA model for the simulation of rural–urban land conversion.
As one type of Pareto front-based heuristic optimization algorithms, NSGA-II, with its
powerful elitism, non-dominated sorting method, and crowding distance computation, is
used to simultaneously calibrate the parameters of the CA model, considering the two
objectives of MLE and NOE. Compared to the GLRCA and the NOE-based GGA
calibration approach, the characteristics of the NSGA-II-based calibration model make it
capable of generating a number of optimal/near-optimal solutions (sets of parameters) on
the Pareto front under the consideration of the two objectives mentioned above, which
manages to achieve a balance between the pursuing of the simulation accuracy and the
reasonability of the parameters (statistical meaning).
Based on the simulation of rural–urban land conversion in New Castle County, the
NSGA-II-based calibration model produces 100 sets of parameters on the Pareto front.
Three representative solutions from the Pareto front, located at the top-left, middle, and
lower-right, are chosen for the comparison of solutions obtained by the GLRCA, which
clearly shows that the NSGA-II-based calibration model not only generates solutions with
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better precision on the 5000 samples and better simulation result from 1992 to 1997 for
the whole research area, but also provides other solutions with better statistical meaning
(reasonability). There are more solutions when simulation accuracy and reasonability are
Figure 12. Simulation results of regression and Pareto front solutions. ((a) regression simulation
result, (b) Pareto front up simulation result, (c) Pareto front middle simulation result, (d) Pareto front
down simulation result).
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considered under different weights. This could supply the CA model with much more
reasonable and correct sets of parameters on the Pareto front.
Given the efficiency of the NSGA-II-based calibration approach, which takes around
30 hours for 5000 iterations, developing its ability to integrate a more efficient algorithm
or even parallel computation could be a fruitful direction for future research. Ensuring the
generalizability of the calibration model would also be a worthwhile research direction.
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