ABSTRACT Brain-computer interface (BCI) has become extremely popular in recent decades. It gained its significance from the intention of helping paralyzed people communicate with the external environment. One of the major challenges facing BCI systems is obtaining reliable classification accuracy of motor imagery (MI) mental tasks. In this paper, a novel CSP\AM-BA-SVM approach is proposed using bio-inspired algorithms for feature selection and classifier optimization to improve classification accuracy of the MI-BCI systems. The proposed approach applies optimum selection of time interval for each subject. The features are extracted from EEG signal using the common spatial pattern (CSP). Binary CSP is extended to multi-class problems by utilizing one-vs-one strategy. This paper introduces applying a hybrid attractor metagene (AM) algorithm along with the Bat optimization algorithm (BA) to select the most discriminant CSP features and optimize SVM parameters. The efficacy of the proposed approach was examined using three data sets. The proposed approach has achieved 78.55% accuracy and 0.71 mean kappa for BCI Competition IV data set 2a, 86.6% accuracy and 0.82 mean kappa for BCI Competition III data set IIIa, and 85% for the binary class BCI Competition III data set IVa. For multi-class data sets, the proposed approach outperforms winners of BCIC IV, 2a and BCIC III, IIIa with kappa 0.14 and 0.17, respectively. For binary class BCIC III, IVa, it performed slightly better than existing studies in the literature by ≈ 0.5%. The proposed CSP\AM-BA-SVM transcends the traditional CSP\SVM approach and other existing studies.
I. INTRODUCTION
Brain Computer Interface (BCI) is the interface that permits a person to interact with computer systems using electroencephalography (EEG) recorded from brain activity. These signals can be used in environmental control, communication, and to control devices [1] . BCI can help disabled people perform their daily activities without help from others.
BCI systems can be categorized as endogenous or exogenous, according to the mental strategy applied in controlling devices [2] . Exogenous BCI is based on evoked activity that needs external stimuli such as Visual Evoked Potentials (VEPs). It does not require extensive training as in SSVEPs and P300 BCIs, which can be rapidly deployed. P300 signal is commonly used in commands selection as speller [3] , [4] .
Endogenous BCI is based on spontaneous activity as motor imagery. It does not require external stimulus. The subject is allowed to control the system freely [5] . The motor imagery signals have been largely described for specific frequency bands by the average of event-related changes of brain activity. Event Related Desynchronization (ERD) and Event Related Synchronization (ERS) are the decrease and increase of power in a particular frequency band during either physical motor execution or mental imagination of movement [6] . ERD/ERS generated by the imagined movement doesn't require the actual movement to be performed. The patterns of topography and spectral behavior of ERD/ERS, which are produced by motor imagery, are similar to patterns of actual movements [7] . These patterns have high variability among subjects [8] . Consequently, intensive training is required for each subject [9] .
Various BCI applications are based on MI, where MI was used to control movement of a cursor in one, two or three dimensions [10] , [11] . Royer et al. [12] utilized MI to control a 3-D virtual helicopter. It was also employed in controlling a wheelchair by imagining movement of left hand, right hand or foot [13] , [14] . In [15] , MI based BCI was used to help paralyzed patients control prosthetic limbs. In addition, it proved its applicability in medical rehabilitation and restoration by helping people who suffer from strokes to restore lost physical functions [16] - [18] . Furthermore, it was used in video games, where players can control games using their motor imagery signals [19] , [20] .
BCI Competition datasets have commonly been used as benchmark datasets in the field of BCI. Unlike [21] - [30] , most of the proposed approaches were evaluated using only one dataset [31] - [42] . Binary class BCI problems have been studied thoroughly [26] , [27] , [31] - [35] (most probably left and right-hand classes). Many real world applications are multi-class problems [43] ; so addressing multi-class problems is an important challenge facing BCI system. Some studies have tried to overcome this issue [30] , [36] - [39] , [41] , [42] , [44] , [45] .
MI-BCI can be employed in either one of two modes, synchronous or asynchronous. Asynchronous (self-paced) BCI is a more natural BCI interface, where subject controls timing and task without external cues [23] , [39] , [40] , [46] . Though this mode is more suitable for online systems, yet it has the disadvantage that the system processes brain signals continuously. Many of the current systems are synchronous (cue-paced) [25] , [36] - [38] , [44] , [47] . This mode uses fixed time window where the subject has to perform mental tasks after the cue is given within a fixed time frame [48] . It is easy to develop, yet, impractical in real-world applications.
Synchronous BCI systems use fixed time interval for all subjects, which is considered one of the drawbacks of this mode [49] . MI-BCI is subject-dependent where there is no mean to define exactly when the effect of the motor imagination appears after the cue in the EEG recording [50] , i.e. it can appear instantly after the cue or some time later. Thus, start of imagination interval may vary from one subject to another. Only a few studies have tried to tackle this issue by proposing approaches for automatic selection of time interval [49] , [50] . Feng et al. [50] demonstrated that the starting time differs from one trial to another in MI task according to visual cue. They proposed an algorithm named ''Correlation-based Time Window Selection (CTWS)'' to define the best time interval window for a given subject.
Extracted features from considered time intervals rely on frequency bands obtained from EEG. Hence, before feature extraction we need careful selection of frequency bands. The brain oscillations are divided into frequency bands called delta [<4 Hz], theta [4] [5] [6] [7] Hz, alpha [8] [9] [10] [11] [12] Hz, beta [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] Hz and gamma [>30] Hz. The main motor imagery frequency bands are the alpha and beta bands [48] . The EEG signal is band-pass filtered to extract motor imagery frequencies. Some studies used one broad band covering alpha and beta range [41] , [46] . In [51] , Schirrmeister et al. used all frequency bands higher than 4-Hz. Other studies divide EEG frequency into multiple bands covering theta, beta, alpha and low gamma [23] , [25] , [28] , [42] , [52] - [54] .
Regarding BCI feature extraction techniques, the Common Spatial Patterns (CSP) and Wavelet Decomposition Transform are the most commonly used. Furthermore, wavelet has been used by a wide range of studies [44] , [55] to extract EEG band power information. Tu and Wei [56] compared wavelet with CSP. Their results proved that CSP performed better than wavelet. Though CSP is a powerful motor imagery feature detector yet, it is only used for binary class problem as in [23] , [27] , [32] , [37] , [52] , and [57] . Some studies [2] , [58] have tried to extend CSP for multi-class MI problems; however, the achieved results reveal that binary CSP remains superior. Consequently, different classification strategies are investigated to solve multi-class classification problems using a set of binary classifiers thus, facilitating the problem at hand and taking advantage of applying binary CSP. Dong et al. [36] compared One-vs-One (OVO) and One-vs-Rest (OVR). Their results showed superiority of OVO strategy, whereas, studies [25] , [38] , [42] , [58] have utilized only OVR strategy.
The obtained feature vector resulting from feature extraction process generally has high dimensionality. This high dimensionality may affect classifier performance, especially with small training sets [5] . Thus, feature selection is needed to preserve only relevant features and eliminate redundant features [59] . Prevalent feature selection algorithms for MI-BCI systems are Genetic Algorithm [60] , Principal Component Analysis (PCA) [61] , Sequential Forward Floating Search [40] , Sequential Forward Search [62] , Independent Component Analysis (ICA) [63] , Mutual Information Best Individual Features (MIBIF) [23] , [31] , [63] , and Particle Swarm Optimization (PSO) technique, which was utilized by Kumar and Inbarani [44] . The final set of selected features is fed into classifier to be classified.
Selecting a suitable classifier is a critical issue for BCI systems. Some of the well-known MI-BCI classifiers are Support Vector Machine (SVM) [36] , [38] , [46] , [50] , [57] , Linear Discriminant Analysis (LDA) [37] , [38] , Naïve Bayes [23] , [31] , [38] , Hidden Markov Model (HMM) [40] , k-nearest neighbors (kNN) [47] and Artificial Neural Network (ANN) [61] .
Most existing studies have adjusted the classifier parameters by trial and error, which is very time consuming and may not lead to accurate results. However, few BCI studies have addressed the issue of classifier optimization. PSO has been used by Tang et al. [64] to optimize Hidden-Layer Visible Deep Stacking Network classifier. It has also been used to optimize SVM [5] . Moreover, SVM classifier has been optimized using Genetic Algorithm (GA) [65] , Ring topology based particle swarm optimization (RTPSO) algorithm [55] and Magnetic Bacteria Optimization Algorithm (MBOA) [66] .
To sum up, the following observations about the existing studies were made: 1) BCI Competition datasets are the most commonly used benchmark datasets. 2) Most existing systems are evaluated using only one dataset, which is not enough to ensure robustness. 3) Many studies considered only two MI classes: left and right hand, which is not sufficient for real-world applications. 4) Regarding synchronous systems, although the suitable time interval that represents motor imagination is subject dependent, fixed time interval has always been utilized for all considered subjects. 5) Feature extraction process usually results in high dimension features vector that should be precisely examined and reduced. 6) The tuning of classifier parameters has a remarkable impact on classification process. Since this study aims to develop a reliable approach for a MI-BCI system with improved performance, the above-mentioned issues are investigated as thoroughly as possible.
The rest of the paper is organized as follows: Materials and methods are discussed in Section II, together with details of the proposed approach and datasets used. Section III presents experimental results. In Section IV, the results of all experiments are discussed and compared to existing studies. Finally, Section V draws the conclusion and lists recommendations for further research.
II. MATERIALS AND METHODS
MI-BCI system encompasses preprocessing, feature extraction, dimension reduction\feature selection (if needed) and finally classification. This section overviews these techniques together with used datasets and performance measure. Not only the proposed CSP\AM-BA-SVM approach is discussed, but also the traditional CSP\SVM approach, in order to highlight the differences, and later on compare results achieved by each of them.
A. DATASET DESCRIPTION (3-SETS)
Instead of considering one dataset as was routinely done in the literature (section I), three BCI Competition datasets have been investigated to evaluate the efficacy of the proposed approach. Regarding BCI Competition datasets, this study is concerned with motor imagery datasets with alpha, beta and gamma rhythms. The three datasets are BCIC IV dataset 2a, BCIC III dataset IIIa and BCIC III dataset IVa. The first two datasets are multi-class, while the third is a binary-class dataset.
1) DATASET I: BCIC IV 2A (MULTI-CLASS DATASET)
This dataset was recorded from nine subjects [67] . Subjects were asked to imagine moving: left hand, right hand, foot and tongue. The EEG was recorded from 22 electrodes, according to the international 10-20 system with sampling rate 250 Hz. Recorded data was filtered using bandpass filter between 0.5 Hz and 100 Hz (with 50 Hz notch filter). Data was recorded in two sessions: one for training and the other for evaluation. Each session had 288 trials, consisting of 72 trials for each class [68] . Data was recorded from three subjects [69] in this dataset, using 60 electrodes. EEG was sampled at 250 Hz and filtered with notch filter between 1 and 50 Hz. Subjects were asked to perform multi-class motor imagery actions (left hand, right hand, foot and tongue), where each class consisted of 90 trials for subject k3b and 60 trials for subjects k6b and l1b [70] . This dataset [71] was recorded from five subjects (aa, al, av, aw, ay) for binary class motor imagery action (left hand and feet) from 118 channels with sampling rate 100 Hz. The data was extracted from 0.5 s after the cue for a duration of three seconds [72] . A total number of 280 cued trials were recorded for each subject. The trials were unevenly divided between training and testing as shown in Table 1 [71] . For this dataset, only the 18 channels proposed by Wang and James [73] were used in this study. Those channels of the sensorimotor cortex are denoted by, ''C5, C3, C1, C2, C4, C6, CP5, CP3, CP1, CP2, CP4, CP6, P5, P3, P1, P2, P4 and P6.'' A summary of the three datasets is given in Table 2 .
B. CSP\SVM APPROACH
This section demonstrates the different stages of the traditional CSP\SVM approach. The CSP features are computed separately from nine frequency bands extracted from an EEG segment. This EEG segment represents a fixed time interval for all considered subjects. Thereafter, the CSP features are concatenated to form one feature vector. Finally, the resulted features vector is fed into SVM classifier. The SVM parameters are adjusted empirically by trial and error. The following subsections provide more details about CSP\SVM approach.
1) FREQUENCY BANDS EXTRACTION
A fixed time interval is extracted from the trials of all considered subjects in a dataset. This time interval begins after the cue and extends for a duration of 3 seconds. Following [23] , [25] , [31] , and [39] , nine frequency bands are considered covering the range Hz. A fifth order Butterworth filter is utilized to extract each band. The considered bandwidth is 4-Hz. Thus, the nine bands can be defined as [4] [5] [6] [7] [8] [8] [9] [10] [11] [12] ,. . ., 36-40 Hz. Actually, several patterns were examined, but this pattern leads to a more steady frequency response [23] . 
2) COMMON SPATIAL PATTERNS (CSP)
Common Spatial Patterns (CSP) has proved its popularity as a feature extraction technique in the field of BCI [34] , [52] , [53] . However, as discussed in section I, CSP can successfully address only binary classification problems. Hence, the multi-class problem must be divided using some classification strategy into binary classification problems [53] . The CSP algorithm is discussed in short as follows:
Spatial filters are applied to two-class problem, where they maximize variance of one class while minimizing variance of the other. 
where ''T '' denotes the transpose of a matrix, and tr(·) is the trace of the matrix.
Hence, E (c, m) can be denoted as the matrix of given class c and trial m. Each trial has its covariance matrix S(c, m). Consequently, the average spatial covariance matrix can be calculated for each class [53] as follows:
The discriminative spatial patterns in CSP are generated from the estimation of the above sample covariance-matrix [35] . High variance indicates strong rhythm while low variance points to weak rhythm. One of CSP's limitations is that it is extremely sensitive to noise, where low signal-to-noise ratio results in high estimation variance. Moreover, the smaller the number of training trials, the higher the variance which leads to unreliable estimated parameters [74] . Synchronous BCI system allows predefined time segments, which help CSP achieve higher accuracy compared to asynchronous BCI.
3) SUPPORT VECTOR MACHINE (SVM)
SVM classifier is a robust classifier that is widely used in MI-BCI systems either in binary [24] , [26] or multiclass [36] , [38] , [47] , [54] problems. SVM has the ability to generalize classification problems by reducing the complexity of a learning model. The main concept of SVM is to find the optimum hyperplane to separate two classes [75] . This hyperplane enlarges the gap between different classes. Support vectors are the maximization of the distance between adjacent points of different classes and the hyperplane. The SVM hyperplane decision function for binary problem is given in Eq. (3) [75] .
where α is given as 0 ≤ α i ≤ C, i = 1, 2, . . . , N , represents the Lagrange multipliers, C is a penalty parameter which regulates the trade-off between the allowed training error and the imposed margins, x i are the support vectors and K (x i , x) represents the kernel function. Multi-class SVM can be generated using binary SVMs. However, in this work, OVO classification strategy is considered to resolve the CSP issue mentioned in the previous subsection. Thus, binary SVM is all what is needed here.
4) ONE-VS-ONE (OVO) CLASSIFICATION STRATEGY
In order to extend CSP to the considered multi-class problem, the OVO strategy is chosen for its superiority in initial experiments of this study. For a problem of N classes, this approach forms combinations of pairs of classes. Each class is paired with every other class in the set resulting in N × (N − 1)/2 pairs [76] , pairs are given in Eq. (4) .
where p i,j is a pair of two classes i and j The CSP is applied to each pair p i,j individually to extract discriminant features of a given pair for the nine frequency bands. Then, CSP features of all bands are concatenated and used as an input to SVM classifier. A given trial may be labeled with multiple classes. A majority-voting scheme is applied to make the final decision. Thus, the winner class is the one with maximum votes. It may occur that a trial is assigned equally to more than one class. In this case, VOLUME 6, 2018 the winner class will be the one that obtains the maximum sum of confidence scores from the classifiers.
C. THE PROPOSED CSP\AM-BA-SVM APPROACH
This section introduces three main components of the proposed CSP\AM-BA-SVM approach.
1) OPTIMUM TIME INTERVAL
Synchronous studies [25] , [36] - [38] , [44] , [47] usually use fixed time intervals for all considered subjects. The specified time interval might not be suitable for all subjects, as it depends on the subject's initial instance of motion imagination from the beginning of the visual cue. In most cases, this varies from one subject to another [50] . Hence, the selection of optimum time interval approach is adopted in this study to determine the suitable interval for each subject. Each subject has a signal recorded from [t min , t max ], where t min is the time of starting visual cue and t max is the end of recording. In [49] , variable duration window for each subject was used. This study uses same duration window for all subjects, where N time intervals are examined with duration d = 3 seconds each as used in [47] , [77] , and [78] . The first interval starts 0.5 seconds after the beginning of the visual cue. Each interval has a shift t = 0.5 seconds from starting time of previous interval.
where i (1, . . . nTimeInt) and t 2 (nTimeInt) <= t max For each subject, all time intervals are examined to find the optimum interval for this subject (i.e. the interval, which gave best results for the given subject, is considered the optimum interval for that subject). Regarding each examined interval for a specific subject, the nine considered frequency bands for CSP\SVM approach are also extracted in the same way discussed in section II.B.1. Moreover, CSP is applied on each frequency band. Next, the CSP features are concatenated to form a high dimension feature vector, which suffers from redundancies and irrelevant information. Thus, considering such feature vector for classification (CSP\SVM approach) may confuse the classifier. Hence, an efficient feature selection algorithm is needed to retain only the distinct related features.
2) THE ATTRACTOR METAGENE (AM) ALGORITHM
Feature selection models can be categorized as filter, wrapper or hybrid models [79] . The filter model does not depend on any classifier; instead, it selects features according to statistical criteria. This model is more time efficient and more resistant to over-fitting compared to other models.
The wrapper model depends on a classifier in the selection process, as it selects the most discriminant features based on the cross validation results of the used classifier. This model is computationally expensive, more prone to over-fitting and may be biased to the used classifier [79] .
Although filter model is more popular, the wrapper model is more practical in terms of classifier accuracy. Due to the drawbacks of these two algorithms, a hybrid model has been suggested to overcome said shortcomings [80] . The hybrid model is greatly resistant to over-fitting as is filter model, and can achieve a high level of accuracy comparable to wrapper model.
Attractor Metagene (AM) is an unsupervised algorithm, yet, it has proved its efficiency in prognostic models of breast cancer [81] . Cheng et al. [82] aims to converge to metagenes by extracting important features. This algorithm identifies gene signature, which is considered a stable ''attractor.'' In this approach, the associated genes are collected iteratively, to reach a defined number of stable attractors. One of its major benefits is that it is based on mutual information estimation to calculate statistical dependence among given variables.
In this algorithm, the weights are randomly initialized. For each i th iteration the estimated metagene is calculated as follows [82] :
w i is a vector of weights of size 1 × p, where p is the number of genes, and G is the gene expression matrix of size p × n, where n denotes the number of samples. The weights are updated every i th iteration according to measure of similarity by
where W j,i+1 is the j th element of w i+1 andG j is the j th row of G. The similarity metric J is defined by calculating Pearson correlation between M i and G j , if greater than 0, then
where I (M i , G j ) is the amount of mutual information between two genes, located in the range [0 − 1], and α is defined to be any nonnegative number.
On the other hand, if the Pearson correlation is ≤ 0, then
the iterations continues until the change of w i along iterations becomes less than the defined tolerance, w i − w i+1 < tolerance or when maximum number of iterations is reached.
Cheng et al. [82] have presented the AM algorithm as a filter model. However, in order to get the best of both worlds (filter & wrapper), this study introduces a hybrid AM algorithm where AM is used to derive a weight for each feature in the CSP feature vector (obtained from combining the nine bands for each pair of classes by computing mutual information of each feature for corresponding motor imagery class as mentioned above). The features are sorted in descending order according to their AM weights. The bat algorithm iterates over f -sorted features (where f=1: total number of features). In each iteration, a subset of first f -sorted features is introduced to the SVM classifier where the parameters of SVM are tuned using the bat optimization algorithm (for each pair of classes according to OVO strategy). Finally, the subset with minimum f-features that achieves the best accuracy after optimization is selected to be the finest feature subset for the given subject's pair.
3) THE BAT ALGORITHM FOR SVM (BA-SVM)
Regarding non-linear separable classification problems, linear SVM cannot provide appropriate results; hence, a suitable kernel is needed to map data onto a higher dimensional space [83] . Each kernel has its own parameters that must be tuned precisely to guarantee the best performance for the considered classifier. Nevertheless, choosing the suitable value for each parameter is not an easy task. Trial and error is most commonly used for adjusting parameters. However, it is exhaustive, time consuming and may not lead to optimum results. For example, the RBF kernel has two parameters: penalty C and σ , that play an important role in controlling the data fitting in SVM classifier, which may lead to under-fitting or over-fitting [84] .
The sigma σ parameter of the RBF Kernel affects the transformation mapping of data. Very small sigma σ leads to kernel value to be approximately equal to zero, for any sample different from training sample. This leads margins to be rigid, which is called over-fitting. On the other hand, large value of σ causes kernel value maximization, together with increasing support vectors and misclassifying samples; this is called under-fitting [84] . The penalty parameter regulates the trade-off between maximizing support vectors margin and minimizing training error. When the value of penalty is greatly decreased, grave under-fitting may occur. Meanwhile, when it is greatly increased, it causes the increase of support vectors and so training time increases, resulting in over-fitting [85] . Accordingly, these two parameters must be adjusted carefully. Therefore, automatic optimization of SVM parameters yields better results.
Tharwat et al. [84] have suggested the use of the Bat algorithm for SVM parameter adjustment. In this study, the Bat algorithm is applied for the first time in MI-BCIs to accomplish this task and it is briefly explained as follows:
This algorithm aims to search for positions (solutions) close to global minimum or maximum. The number of parameters to be optimized form the dimension of the search space as explained in [84] . In BA, the positions of bat (x i ), the initial velocity (v i ) and frequency f i are randomly initialized in the search space. The number of bats is specified by the user [86] . The positions of the bats are updated iteratively by adding a velocity to the old positions as shown in Eq. (13) .
The velocity of bats is also updated every bat i as in Eq. (14)
where x * is the current global best position (solution).
The frequency f i is updated as shown in Eq. (15)
where β is a random number in the range [0, 1], f min is the minimum frequency and f max is the maximum frequency.
Compared to other bio-inspired optimization algorithms, BA has two main advantages: its parameters are self-tuned and it can control the space and range of bat movements. Hence, ''it switches automatically from exploration to exploitation'' [84] . This yields early convergence compared to other meta-heuristic algorithms [86] .
D. TRAINING AND EVALUATION PHASES
In this study, for reliability and robustness, all experiments were carried out using the three mentioned datasets (section II.A). The training and evaluation phases of both CSP\SVM and CSP\AM-BA-SVM approaches are summarized in this section.
1) TRAINING PHASE a: CSP\SVM APPROACH
For a given subject, a definite time interval is extracted from each training trial according to the considered dataset. It begins after the cue and extends for three seconds. According to OVO strategy, six different pairs represent permutation of all four MI classes ( (1 2
), (1 3), (1 4), (2 3), (2 4), (3 4)).
Each pair is trained separately through the following steps: 1) Each training EEG segment for the considered pair is decomposed into nine segments corresponding to the nine considered frequency bands. 2) CSP is applied locally on each band to extract CSP features. 3) Four pairs of spatial filters are selected from each band. The resulting CSP selected features of all nine bands are concatenated forming (9-Bands X 4-spatial pairs) 72 features. 4) The binary SVM classifier that is concerned with the considered pair is trained and its parameters are tuned using trial and error. 5) The parameters that achieved the best fitness are maintained.
b: CSP\AM-BA-SVM APPROACH
For a given subject, various time intervals are extracted and examined, using a shifted window of three seconds width, in the same way discussed in section II.C.1. For OVO strategy, each pair is trained separately. The 72 CSP features of the considered pair are extracted from the nine bands, as in CSP\SVM approach. The hybrid proposed AM algorithm along with the Bat algorithm for SVM optimization is applied on the concatenated CSP features (sections II.C.2 & II.C.3) as follows: 1) The CSP features are ranked according to their significance (weights) provided by the AM algorithm.
2) The first f features of the ranked list are selected where f varies from 1 to the total number of features.
3) The binary SVM classifier that is concerned with the considered pair is trained with the selected subset and its parameters are tuned using the suggested BA. 4) For each pair, the smallest feature subset that provides the best fitness together with its SVM parameters is maintained. Hence, the number of selected features differs from one subject to another. Moreover, features that discriminate between two classes differ from one pair of classes to another. Therefore, features are subject and pair dependent. Fig. 1 provides more clarifications about the training phase of the proposed CSP\AM-BA-SVM.
2) EVALUATION PHASE
Regarding the CSP\SVM approach, for a given subject, the considered time interval in the training phase is extracted from each testing trial. Then, the CSP features of the nine bands are extracted using the same spatial filters of the training phase. Finally, the features are fed into six trained SVM classifiers (parameters fixed using trial and error) and the final decision is derived according to the OVO strategy. On the other side, as shown in Fig. 2 , the proposed CSP\AM-BA-SVM is evaluated in the same way except for the following: 1) the selected time interval is considered for each subject. 2) The smallest feature subset that achieved best training accuracy is selected from the full set of 72 CSP features for each pair, and then it is fed into its corresponding trained SVM classifier (parameters are tuned using BA).
E. PERFORMANCE MEASURE
Based on BCI Competition's rules, the performance of proposed approach was measured by Kappa coefficient for multi-class datasets (BCI Competition IV, dataset 2a and BCI Competition III, dataset IIIa), and classification accuracy for binary dataset (BCI Competition III, dataset IVa).
1) CLASSIFICATION ACCURACY
It is one of the most important evaluation metrics, which is used for measuring system performance. A confusion matrix H defines the correlation between 'true' classes and output resulting from the classifier. The classification accuracy ''Accuracy'' is derived from confusion matrix H as in Eq. (16) . (16) where p 0 is the overall agreement, N is the total number of samples, H ii are elements of the confusion matrix H on the main diagonal. 
Correctly Classified Samples Total Number of Samples

2) COHEN'S KAPPA COEFFICIENT
Kappa is a prevalent performance measure for BCI especially for multi-class problem. It is considered more robust than the overall agreement (accuracy), as it takes into consideration the possibility that agreement occurs by chance. The higher the resulting coefficient, the greater the existing correlation found between predicted and actual classes. Zero coefficient indicates that there is no correlation between actual and predicted classes [87] . The probability of agreement by chance is calculated as follows:
where n oi , n io are the sums of each column and each row, respectively. Then, the kappa coefficient κ is calculated as given in Eq. (18) 
while the standard error of kappa estimation is calculated as in Eq. (19)
All experiments were carried out using the MATLAB software package version 8.5 (R2015a), with a machine 2.60 GHz Intel(R) Core(TM) i7 CPU processor, RAM 16.0 GB and Microsoft Windows 10 operating system.
III. EXPERIMENTAL RESULTS
This section presents the results of classification accuracy of the proposed CSP\AM-BA-SVM. The efficacy of the proposed CSP\AM-BA-SVM is evaluated versus the traditional CSP\SVM through five experiments. The five experiments investigate the impact and significance of the main distinct components of the proposed approach (Optimum time interval, feature selection and optimizing SVM parameters) by examining CSP\SVM approach first, then adding each component, one at a time, ultimately resulting in an overall CSP\AM-BA-SVM approach.
It was found empirically that the best kernel for the SVM classifiers is RBF [84] . Hence, the BA is utilized to adjust the penalty C and sigma σ RBF parameters. For BA parameters setting, empirically, the penalty parameter C of the RBF was set in the range [0.001, 1000], whereas, the searching range of σ was set in the range [0.001, 1000]. The number of bats (population size) is set to 5. Yang [86] declared that BA can achieve global convergence when γ = α = 0.9. The BA terminates on reaching optimal solution or maximum number of iterations. In this study, maximum number of iterations is set to 10. The remaining BA parameters were adjusted as suggested by Yang [86] , where pulse rate r 0 = 0.5, loudness A 0 = 0.5. The fitness function of BA is implemented to minimize classifier error. Each time the bat position is updated, the SVM classifier is trained using the training set, while the misclassification error is calculated by using testing set as in [84] .
The performance measures for the conducted experiments are the classification accuracy and Kappa (with its standard error) as discussed in section II.E. Throughout all experiments: the kappa, standard error of kappa estimation and accuracy are calculated for multi-class datasets, while accuracy is calculated for binary class dataset.
A. EXPERIMENT I: CSP\SVM (FIXED TIME INTERVAL)
This experiment examines traditional CSP\SVM (trained and evaluated as explained in section II.D) using the three datasets. The fixed time interval for datasets BCIC IV dataset 2a, BCIC III dataset IIIa and BCIC III dataset IVa is [2.5-5.5] s, [3] [4] [5] [6] s and [0.5-3.5] s, respectively. It is worth mentioning that the BCIC III dataset IVa includes only two classes (one pair). Thus, no OVO strategy is needed for this dataset, one binary SVM classifier is sufficient. 
B. EXPERIMENT II: CSP\SVM (OPTIMUM TIME INTERVAL)
Regarding this experiment, the feature of optimum time interval is added to CSP\SVM approach. Thus, various time intervals are investigated for each subject. For the first two multi-class datasets intervals: [2.5-5.5] s, [3] [4] [5] [6] s, [3.5-6.5] s and [4] [5] [6] [7] s were examined. The third dataset is not considered in this experiment since the EEG recording of this dataset is only three seconds after the cue (window size). Thus, there is no possibility for more than one interval. Experimental results show that some subjects have achieved their best results with different time intervals. For BCIC IV dataset 2a, best time interval for subject 6 is [3.5-6.5] s, for Subjects 2, 3 and 4 time interval [3] [4] [5] [6] s is optimum, and [2.5-5.5] s is suitable for the remainder of subjects. Meanwhile, For BCIC III dataset IIIa best time interval for subject k3b is [3.5-6.5], while interval [3] [4] [5] [6] achieved better results with subjects k6b and l1b. Thus, this proves that a subject response time of visual cues differs from one subject to another, which causes difference of motor imagery emission among subjects. These optimum time intervals for each subject are used for the remaining experiments. Tables 6 and 7 present the results achieved by multi-class datasets. The results reveal an increase in average Kappa and accuracy for each dataset compared to Table 3 and 4 (fixed time interval). 
C. EXPERIMENT III: CSP\BA-SVM (OPTIMUM TIME INTERVAL)
This experiment is the same as experiment II. However, it adds up the Bat optimization algorithm instead of the trial and error for adjusting the parameters of the SVM. Tables 8, 9 and 10 show the results achieved by the three datasets for this experiment. The results reveal a significant improvement in the multi-class datasets, compared to Tables 6 and 7, roughly 0.1 and 0.06 average Kappa increase for the two multi-class datasets respectively. Moreover, a 2.5% increase in average accuracy for the third binary class dataset is achieved as compared to Table 5 .
D. EXPERIMENT IV: CSP\AM-SVM (OPTIMUM TIME INTERVAL)
Although this experiment is essentially the same as experiment II; nevertheless, it adds up the AM algorithm for feature selection and the parameters of the SVM classifiers are adjusted using trial and error. Tables 11, 12 and 13 show the results achieved by the three datasets. The results prove the significance of the AM feature selection algorithm, as it achieved remarkable improvement for the multi-class datasets, compared to Tables 6 and 7 , (approximately 0.1 and 0.08 average Kappa increase for the two multi-class datasets, respectively). Furthermore, a 6% increase in the average accuracy for the third two-class dataset is evident compared to Table 5 .
E. EXPERIMENT V: CSP\AM-BA-SVM (OPTIMUM TIME INTERVAL)
This experiment examines the proposed CSP\AM-BA-SVM versus traditional CSP\SVM and its modified versions in experiments II-IV (addition of the proposed algorithm components one by one). Tables 14, 15 and 16 provide   TABLE 11 . Exp. IV: CSP\AM-SVM (Optimum Time) for BCIC IV dataset 2a. the results achieved by the three datasets. By comparing tables 14-16 with tables 3-13, the significance of the proposed CSP\AM-BA-SVM in improving performance is shown. For multi-class datasets, compared to traditional CSP\SVM, the average Kappa (accuracy) increased roughly by 0.18 (13.7%) and 0.17 (12.4%). In addition, accuracy of the third dataset increases by 7%. The results proved superiority of the proposed approach more obviously with multi-class problem over binary class problem. 
IV. DISCUSSION
This paper proposes a CSP\AM-BA-SVM approach for multi-class MI-BCI systems. The proposed algorithm addresses some drawbacks in existing studies (section I). First, it is concerned with four MI classes (left hand, right hand, tongue and feet). Second, it provides extraction of optimum time interval for each subject. Third, it presents a novel hybrid feature selection model for MI-BCI system. This hybrid AM feature selection approach reduces number of CSP features along with optimizing parameters of the SVM classifier automatically. Optimization is carried out by BA, which is introduced to the MI-BCI systems for the first time. Finally, the proposed approach is validated using three different datasets: BCIC IV dataset 2a, BCIC III dataset IIIa and BCIC III dataset IVa. Traditional CSP\SVM is implemented to act as a base for the proposed approach. In this study, conducted experiments begin with CSP\SVM and additional components are added one by one in order to reach the proposed CSP\AM-BA-SVM at the end. This procedure emphasizes the impact of added components. The results reveal the advantage of the proposed CSP\AM-BA-SVM approach and the significance of each new component included in it. The next subsections compare the proposed approach with existing studies.
A. DATASET 1: BCIC IV 2A Fig. 3 presents the mean kappa together with its standard error and the mean accuracy of the nine subjects for the five conducted experiments. It is clear that using either classifier optimization (Exp. III) or feature selection (Exp. IV) improves the performance remarkably, compared to traditional CSP\SVM approach. Yet, the combination of both in CSP\AM-BA-SVM approach (Exp. V) gives the optimal outcome. The proposed approach achieved mean kappa 0.71 for all subjects and 78.55% mean accuracy. The comparative analysis with previous studies of BCIC IV dataset 2a shows that the proposed approach achieves better results compared to other studies in literature as in Table 17 .
Many studies including this one are based on Filter Bank CSP (FBCSP) proposed by Ang et al. [31] . Meanwhile, the proposed CSP\AM-BA-SVM approach outperforms the Ang et al. [23] (the winners) with kappa 0.14. They implemented FBCSP to extract features, then used MIBIF for feature selection and Naïve Bayes Parzen Window for classification.
CSP\AM-BA-SVM approach also performs better than [30] , [88] , and [89] with 0.11 increase in kappa. Kam et al. [88] decomposed an EEG trial into components of space-time-frequency. They classified extracted features using LDA classifier. Gaur et al. [89] proposed a preprocessing filter approach named ''Subject Specific Multivariate Empirical Mode Decomposition Filter'' (SS-MEMDBF). The filters based on MEMD reduce the non-stationarities caused by inter and intra subject difference, thus obtaining enhanced EEG signal. For classification, they used Riemannian mean computation calculated for all classes. Unlike CSP\AM-BA-SVM, which employed optimum time interval, they used a fixed time interval [2.5-4.5] s for all subjects. In addition, their approach was evaluated using only one dataset.
Davoudi et al. [30] proposed a dimensionality reduction approach named ''Distance Preservation to Local Mean'' (DPLM). It is worth mentioning that CSP\AM-BA-SVM outperformed their approach for both multi-class datasets: BCIC IV, 2a with a 0.11 increase in kappa and BCIC III, IIIa with 0.02 kappa as shown in tables 17 and 19.
Nicolas-Alonso et al. [39] proposed a semi-supervised learning method with adaptive processing to minimize inter-session differences. They used FBCSP for feature extraction. The higher mutual information features are selected by MIBIF. The selected features are classified by ''Sequential Updating Semi-Supervised Spectral Regression Kernel Discriminant Analysis'' (SUSS-SRKDA). CSP\AM-BA-SVM approach gave slightly better results than SUSS-SRKDA [39] . Moreover, they evaluated their approach using only one dataset.
Mo and Zhao [66] used magnetic bacteria (MB) optimization algorithm to optimize SVM, where they considered only subjects 1, 3, 7, 9 of BCIC IV dataset 2a. As shown in Table 18 , the BA-SVM outperforms the MB-SVM by 19% in terms of classification accuracy of the four subjects. Thus, BA proves to be a better optimizer for SVM classifier compared to MB algorithm suggested in [66] . Fig. 4 presents the mean kappa and mean accuracy of three subjects for the five conducted experiments. The results of this dataset proved that using either classifier optimization (Exp. III) or feature selection (Exp. IV) improves performance remarkably, compared to traditional CSP\SVM approach. Yet, the combination of both components in CSP\AM-BA-SVM approach (Exp. V) improves performance for all subjects. The proposed approach achieved mean kappa 0.82 and classification accuracy 86.6%.
As shown in Table 19 , the proposed approach outperforms existing studies in literature including Guan et al. (winners) [70] . They used mu and beta frequency bands. SVM classifier was used to classify extracted CSP features. They achieved average kappa 0.79 and accuracy 85.93%. Thus, the proposed approach obtained a 0.03 higher kappa than winners did. Furthermore, Schlögl et al. [92] extracted Adaptive Autoregressive (AAR) features using Kalman filtering. The extracted features were introduced to SVM classifier, achieving 0.48 kappa.
C. DATASET 3: BCIC III DATASET IVA Fig. 5 presents the mean accuracy of the five subjects for the four experiments (the second one is excluded as mentioned in section III.B.). This dataset has also proved that using either classifier optimization (Exp. III) or feature selection (Exp. IV) improves performance remarkably, compared to traditional CSP\SVM approach. However, the combination of both in the CSP\AM-BA-SVM approach (Exp. V) remains the best approach.
As shown in Table 20 , the proposed algorithm outperforms the existing studies in the literature, except for the winner. Unlike this study, Wang et al. (winners) [71] did not use the same approach for all subjects. For subjects al, aw and ay, they used CSP, whereas for subjects aa and av, they used three combined features (CSP-AR-LDA). Moreover, for subjects with a small number of training data as subjects aw and ay, they used testing trials in the training phase. They utilized the full electrode set, which consists of 118 electrodes while this study used only 18 electrodes ''C5, C3, C1, C2, C4, C6, CP5, CP3, CP1, CP2, CP4, CP6, P5, P3, P1, P2, P4, P6'' suggested by Wang and James [73] . The proposed approach was able to achieve reliable results using the same approach for all subjects and using only a training set even in the case of subjects having few training records.
Arvaneh et al. [24] implemented ''Spatially Sparsed CSP'' (SSCSP) filters which proved to have strong weights within the area of motor cortex and smooth weights otherwise. Their results are less than the proposed approach by 11.5%. While, Lotte and Guan [28] used ''Spatially Regularized CSP'' (SRCSP) algorithm to extract features for a binary class problem achieving 78.63% classification accuracy with 6.37% less than that of proposed approach. One drawback of this approach is that the covariance matrix is built depending on other subjects other than the target subject.
As with the proposed approach, Selim et al. [26] utilized 18 electrodes suggested by Wang and James [73] . They used Root Mean Square (RMS) feature as input to LDA classifier. They obtained 78.77% which is less than the proposed approach by 6.23%. Furthermore, Dai et al. [93] designed a ''Transfer Kernel CSP'' (TKCSP) approach. They employed the 118 channels for the five subjects achieving results less than proposed approach by 5.83%. TKCSP has the same drawback as RCSP, as it relies on subjects (source subjects) other than the target subject. It tries to define the kernel of the domain-invariant by matching the division among source and target subjects.
Park and Chung [94] focused on extracting CSP from local channels. They set various regions of channels to generate CSP based on local regions. LS-SVM classifier is used to classify extracted features. This approach has the advantage of dealing with ''Small-Sample Setting'' (SSS) which improves the accuracy of subjects having small training sets such as ay and aw. They achieved 84.46%, which is slightly less than the proposed approach. Yet, they evaluated their approach using only one binary class dataset.
Optimization of classifier parameters has a remarkable impact on classification accuracy. However, most optimization algorithms are time-consuming which is considered a drawback of using these algorithms. Meanwhile, classifier optimization is carried out during the training phase, which is done offline. Thus, it does not affect performance of the system in real-time mode. Table 21 presents the average training time for a subject and the execution time of a single testing trial. For multi-class datasets (BCIC IV, 2a and BCIC III, IVa) the total training time is the summation of training time for the 6-pairs (OVO), whereas, for binary BCIC III dataset IVa, the given training time represents the time of only one pair. The training time of one pair is obtained for 10 BA iterations. The average time for one iteration of proposed AM-BA-SVM represents one iteration of feature selection (AM) and optimization of SVM classifier using BA as shown in Fig. 1 (a) . The average testing time for a single trial is also included.
The obtained computational time of proposed feature selection (AM) and bat optimization algorithm during training phase shows that they are time-consuming. In addition, using binary classifiers for solving multi-class problem, increases computation time. However, the time consumed to select features and classify a testing trial is still acceptable for a BCI online system.
V. CONCLUSION
This study proposes a novel approach named CSP\AM-BA-SVM for multi-class MI-BCI system based on hybrid bio-inspired algorithms for feature selection and classifier optimization. It attempts to simultaneously and systematically adapt the many parameters involved. Since the emission time of the MI signal differs from one subject to another, thus, allowing optimum time interval will be beneficial. For each subject, different time intervals defined by a sliding window of width three seconds are examined by the proposed approach to find the best interval for a given subject. CSP features are computed for each of the nine frequency bands that are extracted from the examined EEG interval (segment). Subsequently, the CSP of the nine bands are concatenated to form a set of 72 features. OVO strategy is utilized to extend CSP to a multi-class problem.
A hybrid AM feature selection algorithm is proposed to achieve high classification accuracy as in wrapper models and be less prone to over-fitting as in filter models. The hybrid AM algorithm is applied to the CSP feature set where it provides a ranked list of features according to their significance. It discovers the best feature subset that can achieve the best results using SVM classifier.
This study suggests the use of the Bat algorithm for optimizing SVM parameters instead of trial and error. To the knowledge of the authors, the hybrid AM algorithm along with the Bat algorithm is introduced for the first time in MI-BCI systems. The proposed CSP\AM-BA-SVM approach has been validated using three datasets to guarantee reliability and robustness of results.
The conducted experiments first examined traditional CSP\SVM approach. Then, components of the proposed optimum time interval, feature selection and SVM parameter optimization were added one by one. This was done to investigate how these components affected system accuracy. Finally, the proposed CSP\AM-BA-SVM is examined and compared to existing studies. The results obtained from the three datasets proved superiority of the proposed approach and the remarkable effect of each new added component for both binary and multi-class problems.
The proposed CSP\AM-BA-SVM approach, not only selects a subset of a minimum number of best features, but also optimizes the SVM classifier, yielding a higher classification accuracy. Thus, it outperforms existing approaches in terms of classification accuracy and Kappa measures. For future work, feature extraction techniques other than CSP will be investigated with the proposed AM-BA-SVM module. One drawback of this approach is the time consumption of BA. Therefore, optimization of training time will be managed in future studies. Also, using deep learning approaches will be examined. Additionally, new datasets will be considered.
