INTRODUCTION
In an earlier work [T I], the author described a technique for constructing rigid analytic modular forms on the p-adic upper half plane by means of an integral transform (a "Poisson Kernel"). In this paper, we apply these methods to the study of rigid analytic modular forms on the upper half plane over a complete local field k of characteristic p. Arising out of the theory of Drinfeld modules [D] , these modular forms, first studied by Goss (see [Gol, G02] ), are in many ways analogous to the classical modular forms for SL 2 (Z). For a brief, but effective, introduction to the theory of these "characteristic p " modular forms, see the introduction to Gekeler's paper [Gekl] . Also useful is Gekeler's book [Gek2] .
We establish three main results. First of all, we show that if, k is the function field of a complete, geometrically irreducible curve C over the finite field 1F q with q elements, k is a completion of k, r is an arithmetic subgroup of GL 2 (k), and IJ, is a measure on wi coming from a "harmonic cocyc1e of weight n for r ," (see Definition I below) then F(z) = r _1_ dlJ,(x) jpl z -x is a cusp form of weight n for r. This generalizes Theorem 3 of [T I] to the characteristic p case.
Next we show that every cusp form for an arithmetic subgroup r of GL 2 (k) can be represented by an integral like (*). This result can be interpreted as an isomorphism between certain relative homology groups of r and corresponding spaces of cusp forms (see Proposition 21). As in the characteristic zero case covered in [TI] , this result is a consequence of the Riemann-Roch theorem and analysis on the tree associated to GL 2 (k). The calculations of the dimensions of spaces of modular forms carried out by Goss and Gekeler also play an important role. The characteristic p result is more technical than the result in [T 1], due to the presence of cusps. Our proof relies on the theory of the Euler-Poincare characteristic discussed in [Se, Chapter II] .
Finally, we apply the integral representation (*) to give an integral formula for the coefficients in the Taylor expansion of a cusp form for a congruence subgroup of GL 2 (lF q [TD at a cusp. For example, suppose that f is a form for SL 2 (lF q [T] ) , that e and 7f are respectively the exponential function for the Carlitz module and its period, and that t(x) = 1/e(7fx). Then f has a Fourier-type expansion f = I:i~l b(i)ti at infinity and we show that b(i) = 7f r 1 e(7fx)i-l dill' JJi'q(( 'j' ))/ Ji'q[T) where III is the measure giving f. The formula is similar for a congruence subgroup. These coefficients have been computed by a variety of techniques (see the works of Goss and Gekeler) . Our formula should be compared to the classical Fourier transform formula for the Fourier coefficients of a modular form for SL 2 (Z). Perhaps it will shed some light on the relationship between modular forms for GL 2 (k) and Goss' L-functions [G03] .
The author thanks D. Goss and and E. U. Gekeler for their helpful comments on this work.
PRELIMINARIES
Notation. Let k be the field of functions on a complete, geometrically irreducible curve C over the finite field IF q with q-elements. Fix a place m of k of degree (), and let k be the completion of k at this place. Let K be a completion of an algebraic closure of k . Let T-1 be a uniformizing parameter for k; let deg be a valuation at m with deg T = () , and let I· I be the associated absolute value extended to K. Finally, let A be the subring of k of functions with poles only at m.
Let !T be the tree of GL 2 (k) and n = K -k be Drinfeld's "upper half plane." The group GL 2 (k) acts on n by linear fractional transformations in z. There is a reduction map red: n -!T that commutes with the action of
In order to clarify the relationship between the tree !T and the upper half plane n, we will make the reduction map a bit more explicit. For more details on this construction, the reader may refer to [D] , [GvdP] , or [T2] . Given a rational number r and an element a of k, let rt5 B(a,r)={zEK:lz-al:: :;q }.
Now let U(1)
be the admissible open subset of n defined by
where the union is over all a E F;.. The set U (1) is an "open annulus" punctured at the rational points. (y) . This coset space is precisely the set of vertices of the tree ~ . One may recover the entire tree ~ as the nerve of the covering of Q by the U(y). Indeed, two different U(y) will overlap on an annulus, which is GL 2 (k) equivalent to the basic annulus v = {z : 1 < Izl < l}.
Having realized ~ as the nerve of the covering of n by the U(y), we may construct the reduction map "by hand." We decree first of all that, if z is a point in Q that belongs to precisely one of the U(y), then z reduces to the corresponding vertex of ~ . If z belongs to two distinct U (I') , then z reduces to a point on the corresponding edge. Such an edge corresponds to an annulus in Q; to make the correspondence between points on such an annulus and points on the associated edge of ~ , we need the idea is of an oriented annulus. Definition 1. An orientation on an annulus W is represented by an isomorphism
Two such isomorphisms wand w' represent the same orientation if the function u = (w-I 0 w')* z on V satisfies lu(P)1 = Iz(P)1 at all points P of V.
One can show that a given annulus has precisely two orientations; for example V has its canonical orientation (determined by the identity map, or, equivalently, the function z) and its opposite orientation (determined by the function T / z .)
We associate to the annulus V, with its canonical orientation, the oriented edge e = [U(I), U(r)] , where r=(~ ~).
In terms of a barycentric coordinate x on e, a point z reduces to the point on e where x = t5-l log q Izl. If we extend this map to all of n by GL 2 (k) equivariance, we obtain the entire reduction map.
The space of ends E of the tree ~ plays a crucial role in this paper. This space consists of the set of infinite rays in ~, modulo the relation that identifies two rays if they differ by a finite initial segment. Each oriented edge e of ~ defines an open subset U (e) of E. U (e) consists of the set of rays that pass through e. As is well known, E, with this topology, is homeomorphic to !pi.
Let ~ denote the compactification of ~ obtained by adjoining the ends. The reduction map red : Q -+ ~ extends to a map !pi -+ ~ , which respects the GL 2 (k) action and induces a homeomorphism of !pi with E. Therefore we may find a homeomorphism x :
We will tend to abuse notation and identify E with IPk by means ofthe function
x.
Let us also establish some terminology derived from that of [TI] . Definition 2. Let M be an abelian group and r a subgroup of GL 2 (k). (2) For integers n ~ 0, let V(n) be the space of homogeneous forms in two variables X and Y of degree n -lover the field k. If Then we define Char(r, n) to be the space of r-invariant harmonic cocycles taking values in the space
Elements of Char(r, n) will be called harmonic cocycles of weight n (jar r Cuspidal cocycles. As we have remarked earlier, the most significant difference between the theory we develop in this paper for GL 2 (k) and our earlier work on SL 2 (Qp) is the presence of cusps for GL 2 (k) on Q. In this section, we examine the behavior of harmonic cocycles near cusps, and show that every harmonic cocycle vanishes "near a cusp." Definition 2. A cusp of an arithmetic subgroup r is an end of the quotient tree !Tjr.
The quotient !T jr is a finite graph with a finite number of cusps attached (See [Se, Chapter II, Theorem 9] .) In the theory of complex-valued automorphic forms for r (see [W] ), one is concerned with cuspidal, complex-valued harmonic cocycles-that is, harmonic cocycles that vanish off of a finite subgraph of !T jr. As we see in the next theorem, this condition is automatically satisfied when one considers cocycles taking values in characteristic p. We will show that c vanishes on all e i for i sufficiently large. This implies that c is nonzero on only finitely many edges in !T jr. We will assume, without loss of generality, that p is the cusp at infinity.
Let V be the maximal unipotent subgroup of r that fixes p. V contains a maximal subgroup consisting of matrices of the form where x belongs to a fractional ideal L of A. Define a sequence of subgroups
We have and
UVi=V.
Since r contains a conjugate of the group of translations Z t-+ Z + b , we may drop an initial finite set of edges from our representative for p, and assume that the sequence of Vi is strictly increasing. In this case, Vj Vi_I is cyclic of order qt5 . Suppose c is a harmonic cocycle for r taking values in M, which is finite dimensional over k. Let us define Mi to be the Vi invariant elements in M. Therefore, c vanishes on all e j for j > N, and, consequently, c is cuspidal.
Measures. Generalizing earlier work of Drinfeld and Schneider, we showed in [Tl] how to construct measures on pl(Qp) from harmonic cocycles on the tree of SL 2 (Qp)' Here we generalize these results to GL 2 (k) , with most of the work devoted to understanding the effect of the cusps.
For n ~ 2, let ~ denote the set of k-valued functions on Pk (viewed as the ends of :T) , which are locally meromorphic, with poles only at 00 of order at most n -2. We point out that ~ contains the space P n of polynomials of degree n -2 in x.
Definition 4. Let c E Char(r, n) be a harmonic cocycle of weight n ~ 2. Given an edge e of :T and an integer 0 :5 i :5 n -2 , we define
JU (e) and extend this definition to P n by linearity.
The properties of c have the following two consequences.
Lemma 5. The integral defined by c E Char(r, n) on P n has the following properties:
Proof. The first of these two properties follows from the transformation law for c E Char(r, n) and the second follows from the fact that c is harmonic.
The integral we have constructed on P n extends to ~. To carry out the extension, we require only the following estimate.
Lemma 6. There exists a constant C > 0 such that, for all 0 :
where e is an edge of:T with 00 fj U(e), r E U(e), and p(e) =
sUPX,YEU(e) Ix -yl is the diameter of U(e).
Proof. The proof of this lemma is obtained directly from [Sch, by making some slight changes in notation. We include it only for the sake of completeness. First one shows by a calculation that, for all r E k such that yr ¥ 00 and' 0 :::; i :::; n -2 , we have
If e is r-equivalent to an edge e' such that c(e') = 0, then our desired estimate is obtained automatically. From these estimates and equation (1) we obtain
and the second term in this inequality can be bounded absolutely, independent of y -I r E U (e) .
Just as in the characteristic zero case described in [Tl] , this estimate allows us to extend our integral from P n to the larger class of functions ~. For the sake of reference we reproduce the properties of the extension here.
Proposition 7. Let c E Char(r, n), and let .u be the associated measure on ~. Then 
where the limit is taken over partitions of U(e) into smaller compact opens U(e') . The properties of the integral guarantee that these generalized Riemann sums converge. If infinity belongs to U(e) , one follows the same procedure, except that one expands f into a Laurent series in 1/ x, then truncates the terms involving negative powers of x. The resulting truncation is a polynomial of degree at most n -2, since f has at worst a pole of that order at infinity.
This concludes our discussion of measures derived from cocycles. In the next section, we will show how to use these measures to construct cusp forms.
THE T -ADIC POISSON KERNEL Modular forms. In this section, we actually construct modular forms from harmonic cocycles. First, we must define the modular forms we are studying, and to do that we need to introduce two functions from the theory of Drinfeld modules.
Let L be a nonzero fractional ideal of A. Define We let Mn(r) denote the space of modular forms of weight n for rand Sn(r) the space of cusp forms of weight n.
Residues. Suppose e is an oriented edge of 9'". As we discussed earlier, the set of points V(e) in n that reduce to e forms an "annulus"-that is, a rigid domain that is analytically isomorphic to the standard annulus
If fdz is a rigid differential on V(e), we can choose an isomorphism v between V(e) and V that represents the orientation on e (see Definition 1) and then expand The first main result of this paper is the following integral formula for cusp forms.
Theorem 11. Let c be a harmonic cocycle of weight n ~ 2 for arithmetic r c GL 2 (k), and let J.l be the associated measure. Define F by the integral
IPk z -x Then F is a rigid analytic cusp form for r of weight nand Res(F) = c.
Proof. The fact that F is a modular form and that Res(F) = c follows precisely as in the proof of [T, Theorem 3] . To see the modular property, start with the relation I
z-x From this, one computes
Here we have used the transformation property of the measure J.l and the fact that the integral of a polynomial of degree n -2 in x is zero; both of these properties are given in Lemma 5.
To verify that F has the desired residues, see Corollary 14, where this fact (and indeed even more) is obtained.
The only new result here is the assertion that F is in fact a cusp form. In Lemma 13, we will prove that F vanishes at 00. This in fact suffices to show that F is a cusp form. To see this, suppose p is another cusp and Y E GL 2 (k) is such that yp = 00. Then it suffices to prove that F* = (cl'z + dl')-n F(yz) vanishes at 00. However, a computation using the properties of the integral shows that where
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use A further check shows that if f.l is derived from the harmonic cocycle c, then f.l* is derived from yc. Consequently, the proof that F vanishes at infinity, applied to the measure f.l* , implies that F* vanishes at infinity as well.
We must introduce some notation before proving that the F defined in Theorem 11 is in fact a cusp form. Recall that the "imaginary absolute value" is defined as 
On Us(oo) we may expand the integral for Fs,oo as follows:
Applying the estimate from Proposition 7(2), we see that
zEn"s
Working now with F r , a for a E Q , we obtain
}=o Again applying Proposition 7(3), we obtain
Combining these, we see that there is a constant C 2 such that Izn/2 F(z)1 is bounded on nr,s independently of rand s. If we let s -+ 00, we obtain our estimate.
Remark. In the notation of the proof of this lemma, we may define
As we saw in the proof of the lemma, the integral
, V,(oo) z -x goes to zero uniformly as r goes to infinity. Consequently, the Poisson integral may be computed by integrating over k, rather than all of '1 .
The following corollary will be crucial in the derivation of our formula for Fourier coefficients.
Corollary 13. Let f be a cusp form obtained from a measure J.l as in Theorem 11. Let e be an edge of !T. Suppose that 00 ¢ U (e), and let a be a center for U (e). Then for all integers m, we have
Rese(z -a)mfdz = [ (x -a)mdJ.l(x).
U(e)
Proof. We have the expansion 
From this we read off the desired residues immediately.
MEASURES AND MODULAR FORMS
In this section we examine in detail the measures and modular forms coming from congruence subgroups of GL 2 (k). We will show that the kernel of the Res map on such forms is precisely the subspace of Eisenstein series, and that the integral transform in Theorem 11 establishes an isomorphism between Sn(r) and Char(r, n). We will rely on information about the Euler characteristic of r, as described in [Se, Chapter 11.2.9] .
As a first step, we point out that the Eisenstein series have no residues.
Lemma 14. Let En be an Eisenstein series for GL(Y, I) of weight n. (See
Proof. This is clear from the definition of En' The Eisenstein series are sums of terms of the form l/(az + b)n , and the differential form zidz/(az + b)n clearly has no residues on !T as long as 0 ~ i ~ n -2 .
Let M] be the complete algebraic curve obtained by compactifying the quotient n/r(l) , and let g(I) be its genus. Let h(l) be the number of cusps for r(l), and let X(I) denote the Euler-Poincare characteristic of r(I) in the sense of [Se, 11.2.9] . These invariants are related in the following way (see for example [Gek2, VI1.5 .11]):
-g(I) = h(I) + X(I) .
We apply this result to obtain the following formula for the number of cusp forms.
Lemma 15. Let n ~ 2 be an integer. Then
Proof. There is an invertible sheaf w of degree g(l)
Sn(r(I)) = H (w 0 (cusps) )
(see [G02, Theorem 1.79 and Corollary 1.81; note the sign error]). By RiemannRoch, therefore, we have
Theorem 16. Let r be an arithmetic subgroup of GL 2 (k), and suppose n :::: 2 is an integer. Then the maps Res: Sn(r) -Char(r, n) and C 1-+ ( _1_ dp, (x) jp! Z -X C k are mutually inverse isomorphisms.
Proof. It suffices to assume that r = r(l) for an ideal J, since every r contains a r(J) as a subgroup of finite index, and therefore every f for r is in fact a cusp form for some r(l). We know that 1 is injective, and that Res is a left inverse. By Lemma 15, it suffices to prove that
We will prove this estimate below. Apparently, the statement we give in this corollary was not known in this generality before.
In order to complete the proof the Theorem 16, we must introduce some terminology. Following Serre [Se, p. 132] , we say that a vertex or edge of !T is f(l)-stable if its stabilizer group is trivial, and f(l)-unstable otherwise. Let s: be the subgraph of !T consisting of unstable edges and vertices, and define So = Vert(!T) -Vert(S:) and SI = Edge(!T) -Edge(S:) .
Theorem 18. Let 10 = Card(So/f(l)) and II = Card(SI/r(l)). Then 10 and II are finite and 10 -II = x(l).
Proof. This is [Se, Chapter II, Theorem 13'] .
Let C~~~ble(r(l), n) be the space of f(l)-equivariant, V(l-n)-valued functions on the stable edges of !T , which are harmonic relative to the stable vertices. Such a function is determined by specifying n -1 elements of k for each f(l)-class of stable edges; each stable vertex imposes at most n -1 linear conditions on the values of f. We have proved the following lemma.
Lemma 19. dim C~~~ble(r(l), n) ::::
To prove the inequality (3), and thereby complete the proof of Theorem 16, we must construct a harmonic cocycle on all of !T, given its values on the Proof. The first claim is clear. For the second, let e be an unstable edge of !T , and let X(e) be the connected component of ~ containing e. Then, by [Se, op. cit.], b(e) is the only end of X(e). Consequently, every path leaving e and heading away from b(e) reaches a stable edge after travelling a finite distance. This proves the second claim. To verify the third claim, suppose that w is a source of both e j and e j • Then the path to b(e) from w passes through both of e j and e j , and therefore e j = e j • Now suppose J E C~~:bje(r(1), n). We will show how to extend J to an element of Char(r(I) , n). Let! be defined on the edges of :T by the formula
wESrc ( Consequently, ! is harmonic. This completes the proof of the inequality (3).
A homological interpretation. The results of this section can be interpreted in terms of the relative homology of r (see [Se, II.2.9) ), when r is without torsion of order prime to p (this is true, for example, when r = qI) and I ::j:. A). Let St (the "Steinberg Module" for r; see [Se, loco cit.) ) be the kernel of the boundary map from the module L j = Z[Sd of stable I-chains to the module
When n ~ 2 , there is a map
This map is well defined (i.e., it does not depend on the choice of representatives for the edges in Sdr) and injective, and the fact that J is harmonic implies that 1>(1) actually belongs to St®r V ( 1-n) . Furthermore, by Lemma 20, we see that 1> is surjective. However, the group St ®r V (1 -n) is precisely the relative homology group Hj(r, {ru}, V(I -n)) where the ru are the stabilizers of a system of representatives for the cusps of r. Consequently, we have established the following result.
Proposition 21. The map 1> 0 Res:
This result provides generalization to the arithmetic subgroups of GL2(k) , of work of Mitchell, Priddy, and Kuhn (see [KM, MP) ) on the occurrence of the Steinberg module for the finite group GLn(lFq) in the symmetric algebra over lF q .
To illustrate this, let V(n) be the symmetric forms of degree n -lover the finite field IF q , and let St denote the Steinberg module for GL 2 (IF q). This are stable. 
is the rational function
We will show how this result can be deduced from Theorem 16. Let k = IF q (T), A = IF q [T] , and r = r( I) where I = T A. The quotient graph !T /r for q = 3 is shown in Figure 2 ; observe that r has q + 1 cusps corresponding in a natural way to the points of 1P'~ . The group GL2(IFq) acts on Char(r, n) , q and we can see this action as the action of GL2(IFq) on the q + 1 classes of r-stable edges in !T. Using this, it is not hard to verify that We know that M is generated by an Eisenstein series of weight q -1 and by a cusp form of weight q2 -1 (see [Go1] ) and that N is generated over M by the Poincare series P q + 1 of weight q + 1 (see [Gek1, 5.13] ). Consequently,
AN INTEGRAL FORMULA FOR THE TAYLOR COEFFICIENTS OF CUSP FORMS
In this section we will apply the theory of measures developed earlier in the paper to derive an integral formula for the Taylor coefficients of a cusp form. We must limit ourselves to a somewhat special situation. Throughout this section, we suppose that k = IFq(T), A = IFq [T] , and that k is the completion of k relative to the absolute value "at infinity," normalized by I TI = q .
Suppose that J E Mn (r(l)) is a modular form, and let
The function t[ is the logarithmic derivative of e[ and functions as a uniformizing parameter "at infinity." The modular form J has an expansion [Gek1] . We state our formula in terms of the cusp at infinity. Suitable conjugation will move any cusp to infinity, so our formula can be applied, with modification, to any cusp. Before proving Theorem 22, we mush establish some lemmas. The first of these is due to Goss, although we require a slightly more precise version than that given by him. We are now in a position to give the proof of Theorem 22.
Proof of Theorem 22. Let e be the oriented edge of !T corresponding to the
The region V (e) en, which reduces to e, is the annulus V (e) = {z : qdeg(I) > Izl > qdeg(I)-I}. Now V(e) is contained in the set B of the preceding lemma, so the Fourier expansion of f converges on V (e). In addition, the function t-;l = e l is an analytic parameter on V(e). To see this, write 1 tl(z) = "" -.
~z-a aEI
Then, since Izl < qde g (/) on V(e) , we know that, for a =J 0, Iz -al = lal ~ l e g (/). Therefore tl(z) = z-lu(z) where u(z) is close to 1 on V(e). Now we observe that if f = I: aU)t~ then (Recall that e l is additive, and so del = dz.) Expand e~-l in a convergent series 
J Ute)
./(
= ( e;-ldf.lj(X). h:/I
The interchange of summation and integration is justified by Proposition 7(3), using the convergence of the expansion for ei-I • Let us make a few remarks about this formula. First, from an arithmetic point of view, t[ may not be the most appropriate parameter at infinity. For example, if I = A, it is more appropriate to expand f in the parameter t = t Al7f , where 'if is the "period" of the Carlitz module (see [Gek1, 4 .1] for example). Clearly the coefficients of the expansion where e(x) = 1/t(x) is the exponential function for the Carlitz module. This is the formula we gave in the introduction to this paper. It is also worth noticing what our formula means with regard to a "double" cusp form. A cusp form is called a double cusp form (following [G02]) if it has a double zero at the cusps. This means that the coefficient a( 1) in its Fourier expansion (at each cusp) vanishes. Requiring that a( 1) vanish for the cusp at infinity, for example, is the same as requiring that
where e is an edge chosen so that U (e) is a fundamental domain for k / I as in the proof of Theorem 22. It is interesting that the behavior of f at the cusps is determined by its behavior in the interior of n.
CONCLUSION
Our goal in this paper has been to illustrate the power of the "Poisson Kernel" method in the study of rigid analytic modular forms for GL 2 (k). Many areas for further research remain. For example, there is a natural map from the space of harmonic cocycles of weight n for r into the cohomology group HI (r, V (1 -n) ). In the characteristic zero case, this is an isomorphism. What about for function fields?
In addition, it would be worthwhile to extend the formula we have given for the Fourier coefficients of a modular form for congruence subgroups of GL 2 (lF q [T] ) to more general arithmetic groups.
Another interesting problem is to determine precisely the exact harmonic cocycles attached to certain "known" cusp forms, such as the Poincare series P q + 1 and the "discriminant function" Ll q 2_ 1 on SL 2 (lF q [T] ). The theory we have presented determines these cocycles up to a multiplicative constant in k.
Finally, the arithmetic implications of this work, and in particular its potential relation to the theory of L-functions and other arithmetic objects associated to Drinfeld modular curves, needs to be clarified.
