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Abstract: We investigate in this work the spectrum of singularities of super-Brownian
motion with stable branching. The main purpose is to provide a uniform description of the
latter in high dimension d ≥ 2
γ−1
, presenting the singularities existing at every time t and
characterising as well the set of random times at which singularities of higher order appear.
In lower dimensions, we give a partial description of the singularities which complement the
recent study of the density by Mytnik and Wachtel [34].
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1. Introduction and main results
A so-called stable super-Brownian motion Xt(dx) in dimension d ≥ 1 with branching index γ ∈
(1, 2] is a finite measure-valued Markov process related to the log-Laplace equation
∂
∂t
u(t, x) = ∆u(t, x) + au(t, x)− bu(t, x)γ , (1.1)
where a ∈ R and b > 0 are any fixed constants and ∆ is a d-dimensional Laplacian. We will
sometimes call this process γ-stable super-Brownian motion or γ-SBM. The underlying motion of
X is characterised by the operator ∆ appearing in (1.1), and therefore, corresponds to Brownian
motion. Note that the use of a fractional Laplacian ∆α instead of ∆ leads to a more general
superprocess with symmetric stable motion. Some regularity properties of such superprocessess in
dimension d = 1 were investigated in [21, 22]). Moreover, the continuous state branching mechanism
of the superprocess is described by the function
ψ(u) = −au+ buγ,
and such branching mechanism belongs to the domain of attraction of a stable law. In the rest
of this work, we will assume that a = 0, b = 1 i.e. the branching is critical, and denote by ζ the
extinction time of the super-process Xt(dx), i.e. ζ = inf{t : Xt(Rd) = 0}. In the case of critical
branching that we consider, ζ is known to be almost surely finite. LetMf (R
d) be the space of finite
measures on Rd equipped with weak topoogy. In what follows, we will also assume that Xt(dx)
starts from a deterministic measure µ with finite mass, i.e. µ ∈Mf (Rd).
A large literature has investigated the fractal geometry of superprocesses, and in particular
super-Brownianmotion, in high dimension. Whenever d ≥ 2γ−1 , the measure-valued processXt(dx),
at fixed time, is known to be a singular with respect to the Lebesgue measure. Moreover, in the
case of stable branching mechanism, the Hausdorff and packing dimensions of its support are well
known: for any fixed t > 0,
dimH suppXt = dimP suppXt = d ∧
2
γ − 1
, a.s. on the event {Xt(R
d) > 0}, (1.2)
where we use dimH (resp. dimP) to denote Hausdorff (resp. packing) dimensions of the sets. We
refer to [7, 8] for the quadratic branching, and [15] for the more general stable case (even though not
directly stated for the packing dimension, the result follows easily from the arguments presented
in [15]).
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This result has later been extended by Delmas [9] and Duquesne and Le Gall [15] to more general
branching mechanisms, and to more general set of times. In particular, for γ-stable super-Brownian
motion X , it was proved in Delmas [9], that for any non-empty closed set F ⊂ (0,∞),
dimH
⋃
t∈F
suppXt = d ∧
( 2
γ − 1
+ 2dimHF
)
on the event
{
F ⊂ (0, ζ)
}
. (1.3)
The question of existing of Hausdorff gauge function of the measure Xt(dx) was also thoroughly
studied in the literature. For example, in the case of quadratic branching (γ = 2), Perkins [35]
have determined the exact Hausdorff gauge function φ of the measure Xt(dx) whenever d ≥ 3:
he showed that φ(r) = r2 log log 1/r. The (non)-existence of a packing gauge function has also
been investigated by Le Gall et al. [29]. Several of these results have recently been extended to
more general branching mechanisms by Duquesne [12], Duquesne and Duhalde [13]. In dimension
d ≥ 4 and the case of quadratic branching, Tribe [39] has also obtained a uniform extension of the
properties (1.2) and (1.3).
In this work, we are interested in studying the fine structure of the measure Xt(dx) in terms of
exceptional mass distribution. More specifically, we aim to characterise the asymptotic behaviour
of Xt(B(x, r)) as r → 0. It is known that at a typical point, the stable super-Brownian motion
behaves “well”. In particular, one can show that for any fixed t > 0
lim
r→0
logXt(B(x, r))
log r
=
2
γ − 1
Xt(dx)-a.e. Pµ-a.s. (1.4)
where the above limit at x, if exists, is sometimes called the local dimension of the measure Xt
at x (see for instance [19, Chap. 10]). In fact, surprisingly, we could not find statement (1.4) in
the literature on superprocesses. However, it easily follows by putting together a set of well-known
results in fractal geoemetry and standard proofs on stable super-Brownian motion (we refer to
Appendix B for a short proof).
Nevertheless, there may exist points at which the local mass Xt(B(x, r)) can be exceptionally
large (or thin). Such a behaviour has been investigated by Perkins and Taylor [36] on quadratic
super-Brownian motion, proving the existence of points with exceptional thin mass. On the other
hand, the former also proved that SBM has no points of large masses: for every t > 0,
Pµ-a.s. ∀x ∈ supp(Xt); lim inf
r→0
logXt(B(x, r))
log r
= 2. (1.5)
The purpose of this work is to investigate the existence of such points with exceptional large
masses on the super-Brownian motion with stable branching. For that purpose, we recall the notion
of pointwise Hölder exponent of a measure: at every x ∈ Rd, one defines
αXt(x) := lim inf
r→0
logXt
(
B(x, r)
)
log r
. (1.6)
Informally, the latter describes the asymptotic order of the largest masses appearing around x.
Note that previous definition is only licit whenever αXt(x) ∈ [0, d). In order to characterise higher
orders of regularity, one needs to study the variations of the density of Xt(dx), as recently done
by Mytnik and Wachtel [34] on the density of one dimensional superprocesses.
The study of the pointwise Hölder structure of measures (or stochastic processes) is usually
known as multifractal analysis, and focuses on determining the so-called multifractal spectrum, or
spectrum of singularities, defined by:
∀h ≥ 0; dXt(h, V ) := dimHE(h,Xt) ∩ V where E(h,Xt) :=
{
x ∈ Rd : αXt(x) = h
}
, (1.7)
and V is any non-empty open set in Rd. Initially introduced by Frisch and Parisi [23] in their
study of turbulence, this formalism has proved to be relevant to investigate a much larger class
of random (or deterministic) measures. In the recent probability literature, Dembo et al. [10] and
Shieh and Taylor [38] have for instance characterised the multifractal structure of the occupation
measure of Brownian motion (and stable processes). This formalism has also been extended to the
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study of the regularity of function and sample paths, leading to several important recent works
in probability: Lévy processes [24, 16, 2], super-critical Galton–Watson trees [31, 32], density of
super-processes [34], fragmentation processes and continuous random trees [4, 5, 3] to name but a
few.
In our main following results, we present a uniform description of the multifractal structure of
stable super-Brownian motion, the latter combining a component of the spectrum of singularities
existing at every time, and the existence of exceptional times where exceptional large masses
appear.
Theorem 1. Suppose γ ∈ (1, 2), µ ∈ Mf (Rd) and under Pµ, Xt(dx) is a stable super-Brownian
motion starting from µ. The following statements are then satisfied Pµ-a.s.
(a) Assuming d ≥ 2, the spectrum of singularities of the measure Xt(dx) is given by:
dimH E(h,Xt) ∩ V = γh− 2, ∀h ∈
[
2
γ ,
2
γ−1
]
∩
[
0, d
)
, (1.8)
for any t > 0 and open set V ⊂ Rd such that Xt(V ) > 0.
(b) For any dimension d ≥ 1, the spectrum of times where "small exponents" appear, is given by:
dimH
{
t > 0 : E(h,Xt) 6= ∅
}
=
γh
2
, ∀h ∈
[
0, 2γ
)
∩
[
0, d
)
, (1.9)
Moreover, for every t > 0 and any h ∈
[
0, 2γ
)
∩
[
0, d
)
, E(h,Xt) is either empty or has zero
Hausdorff dimension.
Remark 1. Theorem 1 provides a full characterisation of the large masses of stable super-Brownian
motion whenever d ≥ 2γ−1 . It is derived in (a) that at every level t ∈ (0, ζ), a full of spectrum
of singularities exists between the "typical" h = 2γ−1 (see (1.4)) and the smaller exponent h =
2
γ .
Moreover in (b) it is shown that there are also points with Hölder exponenet less than 2/γ, and
the spectrum of times at which such points appear is derived there.
The dimension d ≥ 2γ−1 corresponds to the transient case of stable super-Brownian motion. In
this case the results of Theorem 1 are clearly consistent with the multifractal structure of stable
trees presented in [3]; note on this ocasion that the proof of Theorem 1 relies heavily on the tools
introduced in [3].
Remark 2. As for results of Theorem 1 for dimensions d < 2γ−1 , they are also very interesting.
As pointed out above, the limitations of the pointwise exponent (1.6) imply that the results are
not as complete as in dimension d ≥ 2γ−1 . Nevertheless, these results also bring information on the
behaviour of stable super-Brownian motion and its singularities of low orders. More precisely, it
is known (see Fleischmann [21]) that if d < 2γ−1 , at every fixed time t, Xt(dx) admits a density
Xt(x) (we conjecture the latter exists for all times t > 0 at the exception of times of jumps of the
process). Moreover, according to the work of Mytnik and Perkins [33], whenever 2 ≤ d < 2γ−1 ,
Xt(x) is everywhere unbounded. The first part (1.8) of the spectrum provides a clear explanation
of this fact: 2 ≤ d < 2γ−1 , then at every t > 0, there exists a set of singularities of Xt(dx) with
exponent h ∈
[
2
γ , d
)
. Clearly, this set is dense on the set of points of positive density Xt(x) and,
at these points, the density can not be bounded (otherwise, one would clearly have αXt(x) ≥ d),
and therefore explodes at a rate at least equal to h− d.
In dimension d = 1, Theorem 1 also provides interesting information on the behaviour of stable
super-Brownian motion, complementing the recent work of Mytnik and Wachtel [34]. In this case,
it is known (see [33, 22]) that at fixed time t > 0, the density is Hölder continuous. Moreover, it
follows from results in [33], that the density is not continuous in time-space: in fact, it explodes in
open neighbourhood of every time-space point (t, x). Theorem 1 provides an informal explanation
to this counter-intuitive behaviour: according to (1.9), singularities of order stricly smaller than 1
only appear at exceptional (dense, owing to the self-similarity of stable SBM) times , leading to
an explosion of the density at these exceptional points. The previous theorem in fact implies that
the Hausdorff dimension of this dense set of times is at least γ2 . On the other hand, typical times
do not present any such singularity of small order, hence informally inplying the existence of a
continuous density. The more complete understanding of the singularities of the one-dimensional
density is the subject of on-going work.
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One may observe that Theorem 2 in [3] presents a stronger characterisation of the spectrum
of singularities by studying the structure on any sub-tree T (F ) = ∪a∈F T (a). Assuming d ≥
2γ
γ−1 ,
we may obtained as well an analogue uniform result on stable super-Brownian motion. For that
purpose, we need to introduce the following notion (previously defined in [3]): a Borel set F is said
to satisfy a strong Frostman’s lemma if there exists a probability measure µF on F (i.e. suppF ⊆ F )
such that for every ε > 0,
∃r0 > 0, ∀x ∈ F, ∀r ∈ (r, r0); µF
(
B(x, r)
)
≤ rdimHF−ε. (1.10)
Note that even though the previous assumption is stronger that the celebrated Frostman’s lemma,
it remains a mild assumption satisfied by a large class of fractal sets (and in particular sets with
a finite Hausdorff measure for a given gauge function). Under this condition on the fractal sets
considered, we can then obtained a strong uniform statement.
Theorem 2. Suppose γ ∈ (1, 2), µ ∈ Mf (Rd) and under Pµ, Xt(dx) is a stable super-Brownian
motion starting from µ.
(a) Assuming d ≥ 2γγ−1 , Pµ-a.s., for any Borel set F ⊂ (0, ζ) satisfying the strong Frostman’s
condition (1.10) and such that dimHF = dimPF , we get:
∀h ∈
[
2
γ ,
2
γ−1
]
; dimH
⋃
s∈F
E(h,Xs) = γh− 2 + 2dimHF ; (1.11)
(b) Assuming d ≥ 2, for any Borel set F ⊂ (0,∞), Pµ-a.s., the singularities of smallest order
satisfy:
inf
x∈Rd
inf
s∈F
αXs(x) =
2− 2dimPF ∩ (0, ζ)
γ
on the event F ∩ (0, ζ) 6= ∅. (1.12)
We may note a major difference between the two previous results (a) and (b): the first one is
uniform in the set F (a.s. for all sets) whereas the second one is not. The weaker form of the latter
is natural since the largest masses only appear at exceptional levels. This typical behaviour exists
as well in the case of continuous stable trees [3, Th. 5]. Mörters [30] has also obtained a similar
result by studying the speed of the fastest particles on super-Brownian motion.
In addition, as a corollary of Theorems 1 and 2, we obtain a uniform characterisation of the
fractal dimension of the support of stable super-Brownian motion, extending classic results of
Delmas [9] and Tribe [39], Serlet [37] on the subject.
Theorem 3. Suppose γ ∈ (1, 2), d ≥ 2γ−1 and µ ∈Mf(R
d). Then, Pµ-a.s.,
∀t ∈ (0, ζ); dimH(suppXt) = dimP(suppXt) =
2
γ − 1
. (1.13)
Moreover, whenever d ≥ 2γγ−1 , Pµ-a.s.
for any closed set F ⊂ (0, ζ); dimH
⋃
t∈F
suppXt =
2
γ − 1
+ 2dimHF. (1.14)
The rest of the paper is organised as follows: in Section 2, we introduce the main notations and
tools, presenting in particular the Lévy snake approach to the construction of superprocesses and
a local nondeterminism property adapted to this setting. The proofs of the main result restricted
to excursion measures is presented in Section 3, dividing the former in upper and lower bound
estimates. Section 4 gathers the proofs of Theorems 1, 2 and 3 on stable super-Brownian motion.
Finally, in Appendix A is proved a technical lemma on stable trees which is a consequence of fine
properties obtained in [3].
P. Balança & L. Mytnik/Singularities of stable super-Brownian motion 5
2. Notations and preliminary properties
We aim to study the multifractal structure of stable super-Brownian motion using an approach
different from the work of Mytnik and Wachtel [34]. The latter is based on the martingale rep-
resentation of superprocesses whereas this article uses an alternative construction of the former
based on the Brownian snake (or Lévy snake in its most general setting). Briefly, this approach has
been initially introduced in the work of Le Gall and Le Jan [28] and consists in first constructing
the continuous trees encoding the genealogy of a CSBP, and then, conditionally on a realization
of a tree, introducing the motion of particles (usually Brownian motion) as a stochastic process
indexed by that continuous tree. As observed by Duquesne and Le Gall [15], the latter construction
allows to lift more easily the fractal geometry of continuous Lévy trees to super-processes. In our
specific case, we therefore rely on our previous study [3] of the multifractal structure of stable trees
to investigate the singularities of stable super-Brownian motion.
2.1. Introduction to continuous stable trees and the Brownian snake
We will start by recalling several notations and important results concerning continuous stable
trees and the Brownian snake. Most of the material presented in the beginning of this section is
available in much more details in the seminal articles [28, 27, 14, 15].
Continuous random stable trees. As presented by Duquesne and Le Gall [14, 15], Lévy trees
are encoded by excursions of a continuous non-negative process (Hu)u≥0 named the height process,
H being simply a reflected Brownian motion whenever γ = 2. In the case that is considered in this
paper H arises as a certain functional of spectrally positive stable process with exponent γ ∈ (1, 2).
In what follows we consider just this particular case.
We denote by NH(dH) the excursion measure constructed by Duquesne and Le Gall [14],
i.e. meaning that NH is a measure on C(R+,R+) (non-negative continuous functions) such that
H(0) = 0 and H(u) = 0 for every u ≥ LH where LH := sup{u ≥ 0 : H(u) > 0} < ∞ denotes the
lifetime of an excursion. We denote by (Λat , t ≥ 0) the local time of H at level a ≥ 0, It is well
known (see e.g. Section 3.2 in Duquesne and Le Gall [15]) that by under excursion measure NH ,
the law of the total local time ΛaLH of excursion H is characterized as follows:
NH
(
1− e−λΛ
a
LH
)
=
(
(γ − 1)a+ λ1−γ
)− 1γ−1 =: ua(λ), ∀λ ≥ 0. (2.1)
Originally described as a Ray–Knight theorem, this result connects the law of local time of the
height process H under NH , to the Laplace transform of continuous state branching processes
(CSBPs) and informally states that the total mass of the local time idexed by levels a 7→ ΛaLH is
a CSBP starting from a single individual.
Under NH(dH), the excursion (Hu)0≤u≤LH is the depth-first exploration process of a rooted R-
tree which is defined as a quotient metric space. To define it rigorously we introduce the equivalence
relation u ∼H v if and only if dH(u, v) = 0, where dH denotes the following pseudo-distance:
dH
(
u, v
)
= Hu +Hv − 2 min
u∧v≤w≤u∨v
Hw.
Stable trees are then defined as a quotient metric space: (T , d) :=
(
[0,LH ]/ ∼H , dH
)
. As presented
in [15, Th. 2.1], (T , d) is an R-tree, i.e. a metric space such that for every σ, σ′ ∈ T
(i) There is a unique isometry fσ,σ′ from
[
0, d(σ, σ′)
]
into T such fσ,σ′(0) = σ and fσ,σ′(d(σ, σ
′)) =
σ′. We set Jσ, σ′K = fσ,σ′
([
0, d(σ, σ′)
])
, that is the geodesic joining σ to σ′;
(ii) If g : [0, 1]→ T is continuous injective, then g([0, 1]) = Jg(0), g(1)K.
We refer to [11, 18, 17] for a more detailed overview on the topic of (random) R-trees.
To summarize, the stable tree is the tree (T , d) coded by function H under excursion measure
NH . We denote by N(dT ) the measure on the set of equivalence classes of rooted compact R-trees,
such that N gives the law of the stable tree (T , d) under the measure NH . Finally, for every time
t > 0, we denote by T (t) = {σ ∈ T : d(ρ, σ) = t} the level set of generation t. Note that for the
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sake of readability, we will denote by B(σ, r) the open balls in an R-tree metric space (T , d), and
use on the contrary the usual notation B(x, r) when referring to balls in Rd.
As presented in [15], one can construct a local time ℓt(dσ) carried by the level set T (t) and
which, informally, represents the mass distribution of the population at time t. As it is shown in
the proof of Theorem 4.2 in [15], the measure ℓt(dσ) is the image of the measure Λt(ds) under
certain mapping. In particular, one can immediately see from that definition, that the total masses
of ℓt and Λt are equal, that is,
〈ℓt,1〉 = ΛtLH . (2.2)
In what follows we use the following notation for the total mass of the local time ℓt:
〈ℓt〉 := 〈ℓt,1〉.
(2.2) and (2.1) immediately give the law of the total mass of the local time 〈ℓt〉. Namely,
N
(
1− e−λ〈ℓ
t〉
)
= N
(
1− e−λΛ
t
LH
)
= ut(λ) =
(
(γ − 1)t+ λ1−γ
)− 1γ−1 , λ ≥ 0. (2.3)
N(dT )-a.e., the local time t 7→ ℓt(dσ) is càdlàg for the weak topology and 〈ℓt〉 > 0 if and only
if h(T ) > t, where h(T ) denotes the total height of the tree:
h(T ) = sup{d(ρ(T ), σ) : σ ∈ T }.
The measure N of the event {h(T ) > t} is explicitly given by
N(〈ℓt〉 > 0) =
(
(γ − 1)t
)− 1γ−1 := v(t), ∀t ∈ (0,∞). (2.4)
We then denote by Nt(dT ) the conditional probability measure N(dT | 〈ℓ
t〉 > 0). In addition, we
will also designate by σζ the extinction node of T : d(ρ, σζ) = h(T ). We refer to [15, Th. 4.4] for
the proof of its uniqueness.
For any σ, σ′ ∈ T , Jσ, σ′K stands for the unique geodesic between σ and σ′. The subtree Tσ
stemming from σ ∈ T is then defined as following:
∀σ ∈ T ; Tσ =
{
σ′ ∈ T : σ ∈ Jρ(T ), σ′K
}
.
For all t, δ ∈ (0,∞), we also introduce the subset T (t, δ) =
{
σ ∈ T (t) : h(Tσ) > δ
}
⊂ T (t). Since
T is a compact space, T (t, δ) is a finite subset of T (t). Moreover, we denote by Z(t, δ) := #T (t, δ)
its cardinal and by T(t, δ) the collection of subtrees rooted at level t and higher than δ:
T(t, δ) = {Tσ : σ ∈ T (t, δ)} ⊂ T
where T stands for the set of all equivalence classes of rooted compact R-trees (two rooted R-trees
are called equivalent if there is a root-preserving isometry mapping the two). We also designate by
tr(t) the truncated tree above t: tr(t) =
{
σ ∈ T : d(ρ(T ), σ) ≤ t
}
. Note that the limiting case of
δ = 0 is simply defined by: T (t, 0) = ∪δ>0T (t, δ) and T(t, 0) = ∪δ>0T(t, δ).
Branching property. One important feature of Lévy trees is the branching property presented by
Duquesne and Le Gall [15]. For any t ∈ (0,∞), let Gt be the σ-field generated by tr(t) and Nt be
the following point measure
Nt(dσ
′dT ′) =
∑
σ∈T (t,0)
δ(σ,Tσ). (2.5)
The branching property then states that under Nt(dT |Gt ), Nt is a Poisson point process on
T (t)×T with intensity ℓt(dσ′)N(dT ′). Note that Weill [40] has conversely proved that the branching
properly entirely characterised the law of Lévy trees.
Brownian snake. Given a compact rooted R-tree T representing the genealogy of individuals, we
may now introduce the motion of the Brownian snake. For that purpose, for any x ∈ Rd, we define
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an Rd-valued Gaussian process W := (Wσ, σ ∈ T ) indexed by the continuous tree T and whose
distribution is characterised by
E[Wσ ] = x and Cov
(
Wσ,Wσ′
)
= d(ρ(T ), σ ∧ σ′) Idd (2.6)
where Idd designates the d-dimensional identity matrix. We denote by Tsp the space of spatial
trees corresponding to couples of the form (T ,W). Given T , we denote by QxT (dW) the law of the
tree-indexed process (Wσ)σ∈T starting from x and introduce the measure Nx(dT dW) on the set
of spatial trees as following
Nx(dT dW) := N(dT )Q
x
T (dW). (2.7)
Note that the previous definition is licit since the map T 7→ QxT is measurable. As presented in
[15], if T follows the law of a stable tree, the process W has Nx-a.e. a continuous modification
which is Hölder continuous with exponent 12 − ε for any ε > 0. In what follows if a function is
Hölder continuous with exponent η, we for simplicity call it η continuous function.
Nowthe super-Brownian motion with stable branching can be constructed from the above spatial
tree. First under Nx and for every t > 0, we define the measure Xt = Xt(T ,W ) on Rd as follows:
for any bounded measurable non-negative function ϕ on Rd,
〈Xt, ϕ〉 =
∫
T (t)
ϕ(Wσ) ℓ
t(dσ). (2.8)
Note that the above equality immediately implies that suppXt ⊂W (T (t)). Duquesne and Le Gall
[14] have proved that certain Poisson sum of such measures gives a (stable) super-Brownian motion:
Proposition 4. Suppose µ ∈Mf(Rd) and∑
i∈I
δ(T i,Wi)
is a Poisson measure with intensity
∫
Rd
µ(dx)Nx(dT dW). Then, the measure-valued process (Xt)t≥0
defined by
∀t > 0; Xt(dx) =
∑
i∈I
Xt(T
i,Wi) and X0 = µ (2.9)
is a super-Brownian motion starting from µ with stable branching mechanism.
As pointed out by Duquesne and Le Gall [15], the interesting aspect of the previous construction
is to directly obtain a proper version of a superprocess, i.e. which is càdlàg with respect to the
weak topology on [0,∞). In addition, for every t > 0, the sum (2.9) only presents a finite number
of terms, as only finitely many trees satisfy h(T i) > t.
Consequently, in the rest of the article, we will mainly focus on the study of the fine fractal
geometry of the measure Xt under Nx, and then deduce the multifractal structure of stable super-
Brownian motion itself. More specifically, we will prove the following main proposition about
properties of measure Xt under Nx.
Proposition 5. Suppose x ∈ Rd. Then, the following statements hold Nx-a.e.
(a) Assuming d ≥ 2, the spectrum of singularities of the measure Xt(dx) is equal to:
∀h ∈
[
2
γ ,
2
γ−1
]
∩
[
0, d
)
; dimH E(h,Xt) ∩ V = γh− 2,
for any t > 0 and open set V ⊂ Rd such that Xt(V ) > 0.
(b) Supposing d ≥ 2γγ−1 , for any Borel set F ⊂ (0, h(T )) satisfying the strong Frostman’s lemma
(1.10) and such that dimHF = dimPF , we have:
∀h ∈
[
2
γ ,
2
γ−1
]
; dimH
⋃
s∈F
E(h,Xs) = γh− 2 + 2dimHF.
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(c) For any dimension d ≥ 1,
∀h ∈
[
0, 2γ
)
∩
[
0, d
)
; dimH
{
t > 0 : E(h,Xt) 6= ∅
}
= γh,
Moreover, for every t > 0 and any h ∈
[
0, 2γ
)
∩
[
0, d
)
, E(h,Xt) is either empty or has zero
Hausdorff dimension.
One key tool to study the multifractal structure of the measure Xt under Nx is to introduce the
notion of local nondeterminism for the Brownian snake.
2.2. Local nondeterminism on Brownian motion indexed by trees
Balança [3] provides a fine description of the multifractal structure of the indexing stable trees.
Consequently, to obtain a characterisation of the singularities of stable super-Brownian motion,
one has to precisely analyse the behaviour of the tree-indexed Gaussian process W . The study
of Gaussian processes and, more generally, Gaussian random fields, has been a long existing field
of research in probability theory. In particular, much work has been done in the last 20 years
to understand the fine geometry of multiparameter multidimensional Gaussian processes such
as fractional Lévy fields , fractional Brownian sheets or the solutions of SPDEs with Gaussian
noise [44, 1, 41, 42]. The study of these Gaussian fields share some common ground, and more
specifically, it has appeared that one key element in the characterisation of the fractal geometry of
Gaussian processes lays in the property commonly called local nondeterminism. Initially introduced
by Berman [6] to investigate the local time of Gaussian processes, it has since been successfully used
to understand multiple geometric aspects of a large class of Gaussian fields (we refer particularly
to the surveys of Xiao [41, 43] for a deeper review on the subject). As a consequence, it seems
quite reasonable in our context to present an analogue of the local non-determinism property on
the tree-indexed process W .
Lemma 2.1. Suppose T is a compact R-tree, d = 1, x = 0, N ≥ 1 and W = (Wσ)σ∈T is the
Gaussian process defined by (2.6). Then, there exists a constant c1,N > 0 such that for every σ ∈ T
and all σ1, . . . , σN ∈ T ,
Var
(
Wσ
∣∣Wσ0 ,Wσ1 , · · · ,WσN ) ≥ c1,N min
0≤i≤N
d(σ, σi),
where by convention σ0 denotes the root ρ of T . In addition, c1,N ≥ (2N !)−2.
Proof. Recall that by the definition of the conditional expectation in L2,
Var
(
Wσ
∣∣Wσ0 ,Wσ1 , · · · ,WσN ) = inf
a∈RN+1
Var
(
Wσ −
N∑
i=0
aiWσi
)
.
We denote by Tσ the subtree rooted in σ, and define the following two subsets of {σ0, σ1, · · · , σn}:
E+ = {σi : σi ∈ Tσ} and E− = {σi : σi /∈ Tσ}. In addition, for any σ′  σ′′ ∈ T , we denote by
WJσ′,σ′′K the increment Wσ′′ −Wσ′ . Let us set a ∈ R
N+1 and observe that
Var
(
Wσ −
N∑
i=0
aiWσi
)
= Var
(
Wσ −
∑
σi∈E+
aiWσi −
∑
σj∈E−
ajWσj
)
= Var
(
Wσ
(
1−
∑
σi∈E+
ai
)
−
∑
σi∈E+
ai
(
Wσi −Wσ
)
−
∑
σj∈E−
ajWσj
)
.
For any σi ∈ E+ and σj ∈ E−, Cov(Wσj ,Wσi −Wσ) = 0 and Cov(Wσ ,Wσi −Wσ) = 0. Hence, the
independence of the Gaussian vectors entails
Var
(
Wσ −
N∑
i=0
aiWσi
)
= Var
(
Wσ
(
1−
∑
σi∈E+
ai
)
−
∑
σj∈E−
ajWσj
)
+Var
( ∑
σi∈E+
ai
(
Wσi −Wσ
))
.
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Let us first suppose that
∑
σi∈E+
ai ≥
1
2 and investigate the second term. We denote by σ
′
1 the
common ancestor of the nodes in E+. We also introduce a partition E1 ∪ · · · ∪ Ek of E+ such that
(Ej)1≤j≤k are subsets of separate sub-tree rooted at σ′1. Note that by definition of E+, Ej ⊂ Tσ for
every j ∈ {1, . . . , k}. Then,
Var
( ∑
σi∈E+
ai
(
Wσi −Wσ
))
= Var
(
WJσ,σ′
1
K
∑
σi∈E+
ai
)
+Var
( ∑
σi∈E+
ai
(
Wσi −Wσ′1
))
≥
1
4
d(σ′1, σ
′
0) + Var
( ∑
σi∈E+
ai
(
Wσi −Wσ′1
))
,
where by convention σ′0 = σ. Due to the independence of the components of W indexed by the
distinguished subtrees rooted at σ′1, the right hand term satisfies
Var
( ∑
σi∈E+
ai
(
Wσi −Wσ′1
))
=
k∑
j=1
Var
( ∑
σi∈Ej
ai
(
Wσi −Wσ′1
))
.
Since
∑
σi∈E+
ai ≥
1
2 and k ≤ N , there exists j ∈ {1, . . . , k} such that
∑
σi∈Ej
ai ≥
1
2N . Then, we
may iterate the previous procedure on the collection Ej : let us define σ′2 as the common ancestor
of the nodes σi ∈ Ej and observe that
Var
( ∑
σi∈Ej
ai
(
Wσi −Wσ′1
))
= Var
(
WJσ′
1
,σ′
2
K
∑
σi∈Ej
ai
)
+Var
( ∑
σi∈Ej
ai
(
Wσi −Wσ′2
))
≥
1
4N2
d(σ′1, σ
′
2) + Var
( ∑
σi∈Ej
ai
(
Wσi −Wσ′2
))
.
Iterating the previous construction, we observe that the latter stop after at most N steps when a
node σi ∈ E+ is reached. As a consequence, we construct by induction a family of nodes σ′0, . . . , σ
′
p
such that σ′0 = σ, σ
′
p = σi for some i and
Var
(
Wσ −
N∑
i=0
aiWσi
)
≥ cN
p−1∑
j=0
d(σ′j , σ
′
j+1) = cN d(σ, σi) ≥ cN min
0≤i≤N
d(σ, σi),
for a constant cN > 0. In addition, according to the induction procedure, we get cN ≥ (2N !)−2.
Let us now suppose that
∑
σi∈E+
ai <
1
2 and study the term Var
(
Wσ
(
1 −
∑
σi∈E+
ai
)
−∑
σi∈E−
aiWσi
)
. We denote by b the constant b := 1 −
∑
σi∈E+
ai ≥
1
2 and proceed in a similar
fashion: let σ′1 be the highest ancestor of the type σ ∧ σi, where σi ∈ E−. The previous definition
is licit as σ ∧ σi ∈ Jρ, σK for any i. We still denote by E1, . . . , Ek the partition of E− corresponding
to separated subtrees stemming from σ′1, and define E0 = E− \ ∪
k
j=1Ej Then,
Var
(
bWσ −
∑
σi∈E−
aiWσi
)
= Var
(
bWσ −
k∑
j=0
∑
σi∈Ej
aiWσi
)
.
Using the independence of the different components of W , the right hand component is equal to
Var
(
b(Wσ −Wσ′
1
)
)
+Var
(
Wσ′
1
(
b−
k∑
j=1
∑
σi∈Ej
ai
)
−
∑
σi∈E0
aiWσi
)
+
k∑
j=1
Var
( ∑
σi∈Ej
ai(Wσi −Wσ′1 )
)
,
where the first term Var
(
b(Wσ−Wσ′
1
)
)
is lower bounded by 14d(σ
′
0, σ
′
1). Let us now distinguish two
different cases. Suppose first that b1 := b −
∑k
j=1
∑
σi∈Ej
ai ≥
1
4 . Observing that we then obtain
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the exact same configuration, we simply iterate the previous procedure on the component
Var
(
b1Wσ′
1
−
∑
σi∈E0
aiWσi
)
.
Otherwise, as b ≥ 12 , there exists j ∈ {1, . . . , k} such that
∑
σi∈Ej
ai ≥
1
4N , and we therefore need
to lower bound the following term
Var
(
Wσ′
1
∑
σi∈Ej
ai −
∑
σi∈Ej
aiWσi
)
.
We then observe that this question is strictly equivalent to the first case studied in this proof,
since for any Ej ⊂ Tσ′
1
. As a consequence, we can iterate the procedure and obtain as well in both
situations a collection of nodes σ′0, . . . , σ
′
p such that σ
′
0 = σ, σ
′
p = σi for some i and
Var
(
Wσ −
N∑
i=0
aiWσi
)
≥ cN
p−1∑
j=0
d(σ′j , σ
′
j+1) = cN d(σ, σi) ≥ cN min
0≤i≤N
d(σ, σi),
where the constant still satisfies cN ≥ (2N !)−2. The latter inequality hence concludes the proof of
the lemma.
Remark 3. We note that in Lemma 2.1, the constant c1,N appearing in the lower bound may
depend on the parameter N . In the literature, a Gaussian process is usually said to satisfy a strong
local nondeterminism property (see [43] on this topic) if the former constant is independent of N .
Such a property then allows to have stronger estimates on the law of the Gaussian process (small
balls, local time, . . . ).
In the setting of this work, one can observe that if T is a continuous stable tree, then W is not
strongly locally nondeterministic. Indeed, let σ0 ∈ T be a vertex with infinite multiplicity (see [15]
for their existence whenever γ ∈ (1, 2)) and for every r > 0, E(r) ⊂ T be a collection of nodes such
that for every σ 6= σ′ ∈ E(r), d(σ0, σ) = d(σ0, σ′) = r and the nodes σ and σ′ belong to separate
connected components in T \ {σ0}. It then follows from the independence properties of W that
∀r > 0; Var
(
Wσ0
∣∣Wσ : σ ∈ E(r)) ≤ r · [#E(r)]−1
Since σ0 has infinite multiplicity, E(r) →∞ and as a consequence, W can not be strongly locally
nondeterministic.
It remains nevertheless an open question on which class of compact R-trees the constant c1,N
is independent of N , and in particular if W is strongly locally nondeterministic when T is the
Continuous Random Tree (γ = 2).
2.3. Some tree-collections and a few technical results
As we aim to adapt Gaussian techniques to our continuous tree formalism, we may observe that the
main difference with the classic setting lays in the heterogeneity of the indexing space. Indeed, the
Gaussian literature mainly deals with random fields indexed by RN , or more generally manifolds,
which have an homogeneous structure. On the contrary, the multifractal geometry of stable trees
described in [3] shows that the former are particularly non-homogeneous indexing spaces, with a
local dimension varying largely from one vertex to another. A consequence of this feature is that
if one tries to apply directly Gaussian techniques to the process W , it will only provide the worse
case scenario in terms of regularity. If that strategy is good enough to retrieve some results such
that the optimal Hölder regularity of the density presented in [22], it is not sufficient to obtain a
full picture of the geometry of the stable super-Brownian motion, and in particular, characterise
its multifractal structure. Consequently, in order to circumvent this issue, we will investigate the
properties of the process (Wσ)σ∈T when indexed by subsets of the continuous tree T , focusing in
particular on those sufficiently homogeneous. More formally, we introduce now several important
classes of such subsets.
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Definition 1. For any δ > 0, interval H := [h0, h1] ∈ R and κ ≥ 1, we denote by T {δ,H, κ} the
collection:
T {δ,H, κ} :=
{
σ ∈ T : ℓa(σ)
(
B(σ, 2δ)
)
∈
(
κδh1 , κδh0
]}
,
where a(σ) := d(ρ, σ). We also define T {t, δ,H, κ} := T {δ,H, κ} ∩ T (t) for every t > 0. In the
cases H = [h,∞) or H = (−∞, h], we respectively use the notations:
T {δ, h≥, κ} = T
{
δ, [h,∞), κ
}
and T
{
δ, h<, κ
}
= T {δ, (−∞, h], κ},
setting as well T {t, δ, h≥, κ} = T {δ, h≥, κ} ∩ T (t) and T {t, δ, h<, κ} = T {δ, h<, κ} ∩ T (t).
Finally, we will also make use of the following classes:
T {δ≥, H, κ} :=
⋂
r≥δ
T
{
r,H, κ
}
=
{
σ ∈ T : ∀r ≥ δ, ℓa(σ)
(
B(σ, 2r)
)
≤
(
κrh1 , κrh0
]}
,
using as well the analogue notations T {δ≥, h≥, κ} and T {δ≥, h<, κ} to refer to the cases H = [h,∞)
or H = (−∞, h].
In addition to the introduction of the previous collections and subsets of T and T (t), we also
require to define some analogue classes of on families of subtrees.
Definition 2. For every t > 0, any δ > 0, any interval H := [h0, h1] ∈ R and any κ ≥ 1, we
define:
T(t, δ,H, κ) :=
{
Tσ ∈ T(t, δ) : sup
u∈[δ,2δ]
〈ℓu〉(Tσ) ∈
(
κδh1 , κδh0
]}
.
We will also make use of the following notations: T(t, δ, h≥, κ) := T(t, δ, [h,∞), κ) and T(t, δ, h<, κ) :=
T(t, δ, (−∞, h], κ)
Note that in the previous definition, 〈ℓu〉(Tσ) refers to the local time at level u in the sub-tree Tσ.
As pointed out above, Definitions 1 and 2 introduce sub-classes sufficiently homogeneous to study
the restriction of process (Wσ)σ∈T using known Gaussian techniques. Moreover, if one defines the
following collections of intervals Hn := (Hp)1≤p≤n:
∀p ∈ {1, . . . , n− 1}; Hp :=
[
hp−1, hp
)
and Hn :=
[
hn−1,∞
)
where hp :=
p
n(γ−1) , (2.10)
we remark that the former sub-classes form a partition of the tree:
T =
n⋃
p=1
T {δ,Hp, κ} and T(t, δ) =
n⋃
p=1
T(t, δ,Hp, κ), whenever κ ≥ sup
u≥0
〈ℓu〉. (2.11)
As we will be investigating in the rest of the article the behaviour of the processW restricted to
the subsets T {δ≥, H, κ} and T {δ,H, κ}, we may first present a few properties of the latter. Note
that the next two lemmas extend features of stable trees described in [3, Lemma 4.4].
Before stating these results, let us define a few additional notations. For any x ∈ (0, 1), we
set the function: g(x) :=
(
log x−1
)−1
. Moreover, for any n ∈ N, δn := 2−n and Dn denotes the
collection of standard closed dyadic intervals: Dn :=
{
[kδn, (k + 1)δn] : k ∈ Z
}
. Finally, in the rest
of the article, b > 0 will denote a deterministic fixed level.
Lemma 2.2. Let us use the notations (2.10) introduced above. N-a.e. there exists N ≥ 1 such
that for every n ≥ N , all t ∈ (0, b), every Hp ∈ Hn, any σ ∈ T (t), r ≥ 2δn and κ ≥ 1:
#
(
B(σ, 2r) ∩ T{t− δn, δn, Hp, κ}
)
≤ c0 δ
1−γhp
n
(
ℓt
(
B(σ, 8r)
)
+ g(r)−2r
1
γ−1
)
+ c0 κn
2.
where the positive constant c0 only depends on γ.
The same result holds on the collection of index intervals Ĥp := (−∞, hp], p ∈ {1, . . . , n − 1},
and Ĥn = R.
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Before proving Lemma 2.2, let us note that the informal notation B(σ, 2r)∩T{t− δn, δn, Hp, κ}
is licit since for any Tσ ∈ T{t− δn, δn, Hp, κ}, either Tσ(δ) ⊂ B(σ, 2r) or Tσ(δ) ∩ B(σ, 2r) = ∅.
Let us also describe in words the meaning of the above lemma. Roughly speaking, for any n
suffuciently large the lemma gives a uniform bound on a number of subtrees (in a neighborhood
of any node σ) "born" at level t − δn that possess a local time of order δhn. If hp < 1/γ then the
numder of such trees is finite!
Proof. Let us set n ∈ N, κ ≥ 1, Hp ∈ Hn, jδn > 0. We define a slight modification of collections
T{jδn, δn, Hp, κ}:
T̂(jδn, δn, hp, κ, T ) :=
{
Tσ ∈ T(jδn, δn, T ) : sup
u∈(δn,4δn]
〈ℓu〉(Tσ) ≥ κδ
hp
n
}
.
Observe that for any t ∈ [(j + 1)δn, (j + 2)δn), T{t − δn, δn, Hp, κ} ⊂ T̂(jδn, δn, hp, κ), and as a
consequence, it is sufficient to control uniformly the size of the former collection. For that purpose,
let us now set δk ≥ δn and introduce two families of events:
A1(δk, δn) :=
{
T : inf
u∈[δk,δk+2δn)
2〈ℓu〉 ≤ 〈ℓδk〉 and 〈ℓδk〉 ≥ k2δ
1
γ−1
k
}
and A2(δk, δn, hp) := ∪∞κ=1A2(δk, δn, hp, κ) where for any κ ≥ 1:
A2(δk, δn, hp, κ) :=
{
T : #T̂(δk, δn, hp, κ) ≥ δ
1−γhp
n 〈ℓ
δk〉+ κn2
}
.
We may then define a second collection of subtrees for any a > 0:
TA(a, δk, δn, hp) :=
{
Tσ ∈ T(a, δk) : Tσ ∈ A1(δk, δn) or Tσ ∈ A2(δk, δn, hp)
}
.
Note that according the previous definitions, if TA(a, δk, δn, hp) = ∅, then for any t ∈ [a + δk +
δn, a+ δk + 2δn) and any σ ∈ T (t):
#
(
B(σ, 2δk) ∩ T{t− δn, δn, Hp, κ}
)
≤ c δ1−γhpn
(
ℓt
(
B(σ, 4δk)
)
+ g(δk)
−2δ
1
γ−1
k
)
+ c κn2.
As a consequence, we will obtain the desired property if we prove that the collection TA(a, δk, δn, hp)
is uniformly empty for any δn large enough.
For that purpose, recall that given Ga, the branching property of Lévy trees endows that
#TA(a, δk, δn, hp) is a Poisson random variable parametrised by 〈ℓa〉N
(
A1(δk, δn)∪A2(δk, δn, hp)
)
.
We may begin by estimating the measure of the first event of A1(δk, δn). The Ray–Knight theorem
proved by Duquesne and Le Gall [14, Th 1.4.1] states that given Gδk , under Nδk , the process
Xu := 〈ℓ
u−δk〉 is a stable CSBP starting from 〈ℓδk〉. Then, Lemma 3.4 presented in Balança [3]
entails that if X is a stable CSBP, for any x ≥ k2δ
1/(γ−1)
k
Px
(
inf
u≤2δn
Xu ≤ x/2
)
≤ exp
(
−c0 xδ
−1/(γ−1)
n
)
≤ exp
(
−c0 k
2(δk/δn)
1/(γ−1)
)
≤ exp(−c1 n
3/2),
where the constants c0, c1 > 0 only depends on γ. Hence, N
(
A1(δk, δn)
)
≤ v(δk) exp(−c1 n
3/2).
Let us now investigate the second event A2(δk, δn, hp). Still using the branching property of
stable trees, we know that given Gδk , #T̂(δk, δn, hp, κ) is a Poisson random variable parametrized
by
〈ℓδk〉N
(
sup
u∈(δn,4δn]
〈ℓu〉 ≥ κδhpn
)
≤ c2 〈ℓ
δk〉 δ1−γhpn
where the bound is a consequence of Lemma 3.5 in [3]. Therefore, using a classic Chernoff inequality
on Poisson distributions, we get:
Nδk
( ∞⋃
κ=1
#T̂(δk, δn, hp, κ) ≥ 4c2 δ
1−γhp
n 〈ℓ
δk〉+ κn2
∣∣∣∣ Gδk
)
≤
∞∑
κ=1
exp
(
−c3 κn
2
)
≤ c4 exp
(
−c1 n
2
)
.
P. Balança & L. Mytnik/Singularities of stable super-Brownian motion 13
up to a modification of c1. Combining the two previous estimates, we have obtained:N
(
A1(δk, δn)∪
A2(δk, δn, hp)
)
≤ c4 v(δk) exp
(
−c1 n3/2
)
. Hence, Markov’s inequality entails:
Na
(
#TA(a, δk, δn, hp) ≥ 1
∣∣ Ga ) ≤ c4 〈ℓa〉v(δn) exp(−c1 n3/2),
and thus, N
(
#TA(a, δk, δn, hp) ≥ 1
)
≤ c4 v(δn) exp
(
−c1 n3/2
)
.
As a consequence, we get:
N
(⋃
n∈N
n⋃
p=1
⋃
δk∈[δn,2b]
⋃
jδn∈(δk,2b)
{
TA(jδn, δk, δn, hp) ≥ 1
})
≤ c5
∑
n∈N
n22nv(δn) exp
(
−c1 n
3/2
)
<∞,
Borel–Cantelli lemma then entails the desired result.
As a direct consequence of Lemma 2.2, we are also able to bound the local contribution of
T {δn, Hp, κ} to the local time:
ℓt
(
B(σ, 2r) ∩ T {δn, Hp, κ}
)
≤ min
{
ℓt
(
B(σ, 2r)
)
, c0 κδ
1−(γ−1)hp
n
(
ℓt
(
B(σ, 8r)
)
+ g(r)−2r
1
γ−1
)
+c0 κ
2n2δhpn
}
. (2.12)
As another corollary of this result which will be extensively used in the rest of this work, we
obtain a uniform bound on the collections T(t, δ, h<, κ).
Lemma 2.3. N-a.e. there exist two positive constants δ0 and c0 only depending on γ such that
for every δ ∈ (0, δ0), all t ∈ (0, b), every h ∈ [0,∞] and any κ ≥ 1
#T(t, δ, h<, κ) ≤ c0 κ
{
δ
−(γh−1)∧
1
γ−1
(
〈ℓt〉+ 1
)
+ g(δ)−2
}
.
Proof. Set t ∈ (0, b), κ > 1 and δ > 0 small enough. Let h ∈ [0, 1γ−1 ], n ∈ N such that δ ∈
[δn−1, δn) and pn ∈ {1, . . . , n} such that h ∈ [hpn , hpn+1). Then, observe that T(t, δ, h<, κ) ⊂
T(t, δn, Ĥpn , 2
−hκ), and thus according to Lemma 2.2
#T(t, δ, h≤, κ) ≤ c0 κ
{
δ
1−γhpn
n
(
〈ℓt〉+ 1
)
+ g(δn)
−2
}
≤ c1 κ
{
δ1−γh
(
〈ℓt〉+ 1
)
+ g(δ)−2
}
,
since δ
1/n
n is constant (note that Lemma 2.2 remains valid if ones replace the condition κ ≥ 1
by κ ≥ κ0, the latter being fixed). Finally, the case h >
1
γ−1 is a consequence on the bound on
T(t, δn,R, 2
−1/(γ−1)κ)
We will also require in the following sections a control on the infimum of the local time, as
presented in the next lemma.
Lemma 2.4. N-a.e. there exists N ∈ N such that for every n ≥ N , any δk ∈ [δn, b] and any
jδn ∈ (0, b):
∀Tσ ∈ T(jδn, δk); inf
u∈[δk,δk+4δn]
〈ℓu〉(Tσ) + g(δk)
−2δ
1
γ−1
k ≥
1
2 〈ℓ
δk〉(Tσ).
Proof. Let us set n ∈ N and k ≤ n. As recall in the proof of Lemma 2.2, given Gδk , the process
X : u 7→ 〈ℓu−δk〉 is a stable CSBP starting from 〈ℓδk〉. Hence, still according to Lemma 3.4 presented
in Balança [3], for any x ≥ 2k2δ
1/(γ−1)
k
Px
(
inf
u≤4δn
Xu ≤
x
2 − k
2δ
1/(γ−1)
k
)
≤ exp
(
−c0 xδ
−1/(γ−1)
n
)
≤ exp(−c1 n
3/2).
As a consequence of the Ray–Knight theorem,
N
(
inf
u∈[δk,δk+4δn]
〈ℓu〉(Tσ) + g(δk)
−2δ
1
γ−1
k <
1
2 〈ℓ
δk〉
)
≤ v(δk) exp(−c0 n
3/2).
The rest of the proof then follows the structure previously presented in Lemma 2.2: summing over
k ≤ n and n ∈ N, the branching property of stable trees and Borel–Cantelli lemma entail the
desired result.
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Note that as a direct consequence of Lemma 2.4, we also obtain a property on the collections
T {t, δ≥, h≥, κ}. Indeed, suppose n ∈ N, jδn ∈ (0, b), h ∈
[
0, 1γ−1
]
and t ∈ [jδn, (j + 1)δn]. Then,
σ ∈ T {t, δn≥, h≥, κ} =⇒ σ
′ ∈ T {jδn, δn≥, h≥, κ
′} (2.13)
where κ′ = 2max(41/(γ−1)κ, n2) and σ′ = Jρ, δK ∩ T (jδn).
3. Proof of Proposition 5: multifractal spectrum under measure Nx
In this section, we aim to lift the multifractal structure of random stable trees to multifractal
spectrum of measures Xt (recall (2.8) for its definition). As previously outlined, the use of the Lévy
snake approach pushes naturally towards the adaptation of techniques existing in the multiparam-
eter Gaussian literature.
3.1. Upper bound estimates
To start with, we may present a simple connection between the Hölder regularity of the local time
on stable trees and the measure-valued excursions of stable super-Brownian motion.
Lemma 3.1. Suppose x ∈ Rd. Then, Nx-a.e. for every t > 0,
∀σ ∈ T (t); αXt(Wσ) ≤ 2αℓ(σ, T ), (3.1)
where αXt(Wσ) and αℓ(σ, T ) respectively denote to the pointwise exponents of the measure Xt(dx)
and ℓt(dσ) at Wσ and σ (note that αℓ(σ, T ) can be directly deduced from (1.6)).
Proof. Set t > 0 and σ ∈ T (t). We recall that for every ε > 0, W is 1−ε2 Hölder continuous.
Hence, for any r > 0 sufficiently small, W
(
B(σ, r2/(1−ε))
)
⊂ B(Wσ , r). As a consequence, the
characterisation (2.8) of the excursion measure Xt yields
Xt
(
B(Wσ, r)
)
= ℓt
(
{σ′ : |Wσ′ −Wσ| < r}
)
≥ ℓt
(
B(σ, r2/(1−ε))
)
.
Therefore, αXt(Wσ) ≤
2
1−ε αℓ(σ, T ), proving the lemma as ε→ 0.
Introducing the following sets F (h, ℓt) and F (h,Xt) derived from the iso-Hölder sets (1.7):
F (h, ℓt) :=
{
σ ∈ T (t) : αℓ(σ, T ) ≤ h
}
and F (h,Xt) :=
{
x ∈ Rd : αXt(x) ≤ h
}
(3.2)
we note that Lemma 3.1 entails Nx-a.e.
∀t > 0, ∀h ≥ 0; W (F (h, ℓt)) ⊆ F (2h,Xt). (3.3)
If the local mass of the stable SBM can be simply lower bounded by the local time in the tree,
it remains more complicated and subtle to obtain an equivalent upper bound. Namely, the key
ingredient is to understand the structure of the set W−1(B(Wσ , r)) and, at least, provide a cover
sufficiently optimal of the latter, which will then provide an upper bound of the mass Xt
(
B(Wσ , r)
)
.
For that purpose, let us set in the rest of this section ǫ > 0 and for every n ∈ N, define
rn := δ
(1−ǫ)/2
n . As previously outlined in the Section 2, the tree-indexed process (Wσ)σ∈T is known
to be η continuous on the tree T for any η ∈ (0, 1/2). Thus, in what follows, we may and will
assume that n is sufficiently large (greater or equal than some N0 = N0(ω)) such that
|Wσ −Wσ′ | ≤ rn, ∀σ, σ
′ : |σ − σ′| ≤ δn
Now, to start with, for every n ∈ N, κ ≥ 1, h ∈
[
0, 1γ−1
]
and σ0 ∈ T (t), we will look more
closely at the local mass ℓt
(
W−1(B(Wσ0 , rn)) ∩ T {t, 2δn≥, h≥, κ}
)
. More precisely, setting j ≥ 3
and t ∈ [jδn, (j + 1)δn), we observe that:
ℓt
(
{σ : |Wσ0 −Wσ| < rn} ∩ T {t, 2δn≥, h≥, κ}
)
≤
∑
Tσ′∈T((j−1)δn,δn)∩T {t,2δn≥,h≥,κ}
|Wσ0−Wσ′ |≤4rn
ℓt
(
Tσ′
)
. (3.4)
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We note that |Wσ −Wσ′ | ≤ 4rn if Tσ′ ∈ T((j − 1)δn, δn) and σ ∈ Tσ′ ∩ T (t) and recall that the
informal notation T((j−1)δn, δn)∩T {t, 2δn≥, h≥, κ} is licit as for any Tσ′ ∈ T((j−1)δn, δn), either
Tσ′ ∩ T {t, 2δn≥, h≥, κ} = ∅ or Tσ′ ∩ T (t) ⊂ T {t, 2δn≥, h≥, κ}.
Then, using the partition of T((j − 1)δn, δn) (and the notations) presented in Definition 2 and
Lemma 2.2, the right hand term in (3.4) is bounded by:
c0 κ
∑
Hp∈Hn
∑
Tσ′∈T((j−1)δn,δn,Hp,κ)∩T {t,2δn≥,h≥,κ}
|Wσ0−Wσ′ |≤5rn
δhpn , (3.5)
since ℓt
(
Tσ′
)
≤ c0κδ
hp
n (recall that by definition δ
hp−1
n = cδ
hp
n ) for any Tσ′ ∈ T((j−1)δn, δn, Hp, κ).
Moreover, according to Lemma 2.4 and Equation (2.13), for any σ ∈ T {t, 2δn≥, h≥, κ} and σ′ :=
Jρ, σK ∩ T (jδn), then σ′ ∈ T {jδn, δn≥, h≥, κ′} where κ′ = 2max(41/(γ−1)κ, n2). As a consequence,
T((j − 1)δn, δn, Hp, κ) ∩ T {t, 2δn≥, h≥, κ} ⊂ T((j − 1)δn, δn, Hp, κ) ∩ T {jδn, δn≥, h≥, κ
′},
and based on (3.5), our problem is simplified into estimating the size of subsets V ⊂ T((j −
1)δn, δn, Hp, κ) ∩ T {jδn, 2δn≥, h≥, κ′} such that for all Tσi , Tσl ∈ V, |Wσi − Wσl | ≤ 8rn. The
following lemma aims to obtain a uniform bound on this quantity.
Lemma 3.2. Suppose h ∈
[
0, 1γ−1
]
. Nx-a.e. for all integers n ∈ N large enough, any jδn ∈ (b−1, b),
t ∈ [jδn, (j+1)δn), Hp ∈ Hn and any subcollection V ⊂ T((j−1)δn, δn, Hp, κn)∩T {jδn, δn≥, h≥, κ′n}
such that
∀Tσi , Tσl ∈ V; |Wσi −Wσl | ≤ 8rn,
then the cardinal of the subset V satisfies
#V ≤
(
δ1−γhp+(d/2∧h)n + 1
)
δ−2ǫdn ,
where d2 ∧ h := min(
d
2 , h), κn = n
2 and κ′n = 4
γ/(γ−1)n2.
Before presenting the proof, let us remark that Lemma 3.2 is mainly interesting in the case
hp >
1
γ since if hp ≤
1
γ , Lemma 2.2 already provides a tight bound:
#V ≤ #T((j − 1)δn, δn, Hp, κn) ≤ c κn log(1/δn)
2.
Proof. T is supposed to follow the law of stable trees and satisfy Lemma 2.2. In addition, we set
h ∈
[
0, 1γ−1
]
, n ∈ N, jδn ∈ (b−1, b), Hp ∈ Hn and for the sake of readability:
T(j, n, p) := T((j − 1)δn, δn, Hp, κn) ∩ T {jδn, δn≥, h≥, κ
′
n}.
In the proof, we will study a slightly different collection V′ ⊂ T(j, n, p). Namely, let A(j, n,Hp) be
the event there exists a subcollection V′ ⊂ T(j, n, p) such that
#V′ > zn where zn :=
(
δ1−γhp+(d/2∧h)n + 1
)
δ−2ǫdn ,
and
∀Tσi , Tσl ∈ V
′; |Wςi −Wςl | ≤ 12rn, where ςi := T
(
jδn
)
∩ Jρ, σζ(Tσi)K,
recalling that σζ(Tσi) denotes the unique extinction vertex of the subtree Tσi . We note that the
desired bound on the subcollection V can be easily deduced from an equivalent result on V′.
Then, setting m ≥ 1, we define the r.v. N (j, n,Hp) as following:
N (j, n,Hp) =
∑
· · ·
∑
Tσ1 ,...,Tσm distinct
1{
maxi,l≤m|Wςi−Wςl |≤12rn
},
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where for the sake of readability, we omit to recall that the sum is over elements Tσi ∈ T(j, n, p).
We observe that if such a previous collection V′ exists, we must have N (j, n,Hp) ≥
(
⌈zn⌉
m
)
. In other
words, A(j, n,Hp) ⊂
{
N (j, n,Hp) ≥
(
⌈zn⌉
m
)}
and Markov inequality then entails
QT
(
1A(j,n,Hp)
)
≤
(
⌈zn⌉
m
)−1
QT
(
N (j, n,Hp)
)
.
We thus need to estimate
QT
(
N (j, n,Hp)
)
=
∑
· · ·
∑
Tσ1 ,...,Tσm distinct
QT
({
max
1≤i6=l≤m
|Wςi −Wςl | ≤ 12rn
})
.
Let us fix Tσ1 , . . . , Tσm−1 ∈ T(j, n, p) and investigate the sum∑
Tσm∈T(j,n,p)
QT
{
max
1≤i6=l≤m
|Wςi −Wςl | ≤ 12rn
}
.
Recall that W is a d-dimensional Gaussian process whose d components are independent. Further-
more, each of them satisfies the LND property described in Lemma 2.1, i.e.
Var
(
W 0ςm
∣∣W 0ς0 ,W 0ς1 , · · · ,W 0ςm−1 ) ≥ c1,m min0≤i≤m−1 d(ςi, ςm).
where by convention ς0 = ρ. Consequently, since the conditional variable is still Gaussian, using
simple Gaussian estimates, the term QT
{
max1≤i6=l≤m|Wςi −Wςl | ≤ 12rn
}
is bounded, up to a
constant, by
QT
{
max
1≤i6=l≤m−1
|Wςi −Wςl | ≤ 12rn
}
· rdn
(
min
1≤k≤m−1
d(ςk, ςm)
)−d/2
.
Note that we may omit the root ρ = ς0 as the minimum distance with the other elements at level
jδn will always be at most of order d(ρ, ςm).
We observe as well that
{
min1≤k≤m−1 d(ςk, ςm)
}−d/2
≤
∑m
k=1 d(ςk, ςm)
−d/2, and as a conse-
quence, our problem is reduced to the study of the following type of sum, for any k ∈ {1, . . . ,m−1}:∑
· · ·
∑
Tσ1 ,...,Tσm distinct
QT
{
max
1≤i6=l≤m−1
|Wςi −Wςl | ≤ 12rn
}
· rdn d(ςk, ςm)
−d/2.
Since the latter quantity is invariant under permutations on the index set {1, . . . ,m− 1}, we may
assume without any loss of generality that k = m− 1 and then proceed by induction. At the end,
our study is therefore simplified into the investigation of the following quantity:
rd(m−1)n
∑
· · ·
∑
Tσ1 ,...,Tσm distinct
m−1∏
i=1
d(ςi, ςi+1)
−d/2.
Note that the use of the collection V′ (instead of V) and the tree configuration ensure that for
every i ∈ {1, . . . ,m−1}, d(ςi, ςi+1) ≥ 2δn. Hence, setting once more Tσ1 , . . . , Tσm−1 ∈ T(j, n, p), we
observe ∑
Tσm 6=Tσm−1
d(ςm−1, ςm)
−d/2 ≤ 2
∑
δk∈[δn,b]
∑
Tσm∈B(ςm−1,2δk)∩T(j,n,p)
δ
−d/2
k ,
Based on Definition 1 of T {jδn, δn≥, h≥, κ′n}, Lemma 2.2 provides a tight bound on the number of
elements in B(ςm−1, 2δk) ∩ T((j − 1)δn, δn, Hp, κn) ∩ T {jδn, δn≥, h≥, κ′n}, entailing∑
Tσm 6=Tσm−1
d(ςm−1, ςm)
−d/2 ≤ c0 n
4
∑
δk∈[δn,b]
δ
−d/2
k
(
δ1−γhpn δ
h
k + 1
)
≤ c1 n
4
{
δ1−γhp+(h−d/2)∧0n + δ
−d/2
n
}
,
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recalling that whenever B(ςm−1, 2δk) ∩ T {jδn, δn≥, h≥, κ′n} 6= ∅, ℓ
jδn
(
B(ςm−1, 2δk)
)
≤ κ′nδ
h
k . As a
consequence, since rn = δ
(1−ǫ)/2
n , we obtain by induction
QT
(
N (j, n,Hp)
)
≤ c1 c
m
1,mm!n
4mrd(m−1)n δ
−(m−1)d/2
n
{
δ1−γhp+(d/2∧h)n + 1
}m−1
δ−1/(γ−1)n
≤ c2 c
m
1,mm!
{
δ1−γhp+(d/2∧h)n + 1
}m
δ−mdǫ−1/(γ−1)n ,
where the term n2δ
−1/(γ−1)
n comes from the last stage of the induction, summing over all Tσ1 ∈
T((j − 1)δn, δn, Hp, κn) ∩ T {jδn, δn≥, h≥, κ′n}. Recalling zn =
(
δ
1−γhp+(d/2∧h)
n + 1
)
δ−2dǫn and
observing that
(
⌈zn⌉
m
)
≥ zmn m
−m, we get
QT
(
1A(j,n,Hp)
)
≤ c2 c
m
1,mm
2m δmdǫ−1/(γ−1)n .
The parameterm ≥ 1 can then be chosen sufficiently large to obtainQT
(
1A(j,n,Hp)
)
≤ c2 cm1,mm
2m δ2n.
Finally, as we aim to obtain a uniform bound on jδn ∈ (b−1, b) and Hp ∈ Hn,
∑
n∈N
QT
( ⋃
jδn∈(b−1,b)
⋃
Hp∈Hn
A(j, n,Hp)
)
≤ bc2 c
m
1,mm
2m
∑
n∈N
nδn <∞.
Borel–Cantelli lemma then concludes the proof.
Note that the previous lemma is inspired by the literature on multiparameter Gaussian processes,
and in particular the seminal works of Kaufman [25] and Khoshnevisan et al. [26] on the uniform
fractal geometry of Brownian sheet.
Based on the previous lemma, we may estimate the contribution to the local time ℓt
(
{σ :
|Wσ0 −Wσ| < rn} ∩ T {t, 2δn≥, h≥, n
2}
)
.
Lemma 3.3. Suppose h ∈
[
0, 1γ−1
]
. Nx-a.e. for all integers n large enough, any jδn ∈ (b−1, b) and
every t ∈ [jδn, (j + 1)δn):
∀σ0 ∈ T (t); ℓ
t
(
{σ : |Wσ0 −Wσ| < rn} ∩ T {t, 2δn≥, h≥, n
2}
)
≤ c0 δ
(d/2∧h)−3ǫd
n
for some positive constant c0 independent of n and j.
Proof. Set h ∈
[
0, 1γ−1
]
. For any integer n large enough and jδn ∈ (b
−1, b), observe first that
T((j − 1)δn, δn, Hp, n
2) ∩ T {jδn, 2δn≥, h≥, κ
′
n} = ∅ whenever δ
hp
n > 4
γ/(γ−1)δhn,
where we recall κ′n = 4
γ/(γ−1)n2. Hence, according to the bound presented in Lemma 3.2 and
bounds (3.4) and (3.5), for any t ∈ [jδn, (j + 1)δn] and any σ0 ∈ T (t):
ℓt
(
{σ : |Wσ0 −Wσ| < rn} ∩ T {t, 2δn≥, h≥, n
2}
)
≤ c0 n
2
∑
Hp∈Ĥn
δhpn
(
δ1−γhp+(d/2∧h)n + 1
)
δ−2ǫdn ,
where Ĥn =
{
Hp ∈ Hn : δ
hp
n ≤ 4γ/(γ−1)δhn
}
. As a consequence, since 1− (γ − 1)hp ≥ 0,
ℓt
(
{σ : |Wσ0 −Wσ| < rn} ∩ T {t, 2δn≥, h≥, n
2}
)
≤ c1
(
δd/2∧hn + δ
h
n
)
δ−3ǫdn ≤ 2c1 δ
d/2∧h−3ǫd
n .
From the previous estimates, we may finally deduce the upper bounds on dimensions that appear
in Proposition 5.
Lemma 3.4. Nx-a.e. for any Borel set G ⊂ (0,∞):
∀h ∈
[
1
γ ,
1
γ−1
]
∩
[
0, d2
)
; dimH
⋃
s∈G
F (2h,Xs) ≤ 2γh− 2 + 2dimPG,
P. Balança & L. Mytnik/Singularities of stable super-Brownian motion 18
and in particular, dimH F (2h,Xt) ≤ 2γh− 2. Moreover,
∀h ∈
[
0, 1γ
)
∩
[
0, d2
)
; dimH
{
t > 0 : F (2h,Xt) 6= ∅
}
≤ γh.
Finally, assuming d ≥ 2, for any Borel set G ⊂ (0,∞), Nx-a.e.
inf
x∈Rd
inf
s∈G
αXs(x) =
2− 2dimPG ∩ (0, h(T ))
γ
.
Proof. Let us first note that by a standard regularisation argument, it is sufficient to prove the
upper bound replacing the packing dimension by the upper box dimension of G (we refer for
instance to [3, Lemma 4.5] for the details of this argument).
The proof of the upper bound of the multifractal spectrum is divided in two main steps: we first
start by constructing a proper cover of F (2h,Xt) using the previous lemmas, and then we deduce
a bound on the Hausdorff dimension. For that purpose, let us set ǫ > 0, h ∈
[
4ǫd, 1γ−1
]
∩ [0, d2 ) and
t ∈ (b−1, b). For every n ∈ N, we define:
V (t, δn, h) :=
⋃
δk∈[δn,2b]
⋃
σ∈T (t):ℓt(B(σ,2δk))>n2δhk
B(Wσ, rk), (3.6)
where rk = δ
(1−ǫ)/2
k . We also introduce the limit set V (t, h) = lim supn→∞ V (t, δn, h). Suppose
σ0 ∈ T (t) is such that Wσ0 /∈ V (t, h), implying the existence of N ∈ N such that for all integers
n ≥ N :
∀δk ∈ [δn, b], ∀σ ∈ T (t) : Wσ ∈ B(Wσ0 , rk); ℓ
t(B(σ, 2δk)) ≤ n
2δhk .
As a consequence, for every integer n ≥ N and any σ ∈ T (t) such that Wσ ∈ B(Wσ0 , rn), we get
σ ∈ T {t, 2δn≥, h≥, n2}. Therefore, using in addition the estimate obtained in Lemma 3.3, we have
for all n ≥ N :
Xt
(
B(Wσ0 , rn)
)
= ℓt
(
{σ : |Wσ0 −Wσ| < rn} ∩ T {t, 2δn≥, h≥, n
2}
)
≤ c0 δ
h−3ǫd
n ≤ c0 r
2h−6ǫd
n ,
implying that Wσ0 /∈ F (2h − 8ǫd,Xt), and thus the desired covering property: F (2h− 8ǫd,Xt) ⊂
V (t, h).
Hence, we may now focus on obtaining a proper bound on the Hausdorff dimension of V (t, h).
For that purpose, let us now restrict to the situation h ∈
[
1
γ ,
1
γ−1
]
∩ [0, d2 ). For any σ ∈ V (t, h),
n-infinitely often, there exists δk ∈ [δn, 2b] such that ℓt(B(σ, 2δk)) > n2δhk . Nevertheless, since
〈ℓt〉 < ∞, one must have δk ≤
(
〈ℓt〉n−2
)1/h
→n→∞ 0. Hence, according to definition (3.6), for
every n ∈ N,
V (t, δn, h) ⊂
⋃
δk≤(〈ℓt〉n−2)1/h
⋃
σ∈T (t):ℓt(B(σ,2δk))>δhk
B(Wσ , rk).
Consequently, noting that the second union does not depend any more on n ∈ N and using in
addition Definition 2, we obtain:
V (t, h) ⊂ lim
n→∞
⋃
σ∈T (t):ℓt(B(σ,2δn))>δhn
B(Wσ, rn) ⊂ lim
n→∞
⋃
Tσ′∈T((j−1)δn,δn,h<,1)
B(Wσ′ , 3rn), (3.7)
where j ≥ 1 is such that t ∈ [jδn, (j+1)δn) and observing that for any σ ∈ Tσ′ ∩T (t), |Wσ−Wσ′ | ≤
2rn. Then, recall that Lemma 2.3 provides a tight bound on the size of T((j − 1)δn, δn, h<, 1),
uniformly in jδn ∈ (0, b): for all n large enough and every jδn ∈ (0, b):
#T((j − 1)δn, δn, h<, 1) ≤ c0 δ
1−γh
n
{
sup
u≥0
〈ℓu〉+ 1
}
≤ c0 r
2−2γh
n
{
sup
u≥0
〈ℓu〉+ 1
}
. (3.8)
Assuming G ⊂ (b−1, b) is a Borel set, we denote by J (n) the collection n-dyadic intervals
necessary to cover the former. If s = dimBG, we know that for every n ∈ N sufficiently large,
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#J (n) ≤ 2n(s+ǫ). As a consequence, using the previous covering (3.7) of V (t, h) and the bound
(3.8), one easily deduces as well a proper covering of the set ∪s∈GV (s, h), therefore entailing the
desired bound:
dimH
⋃
s∈G
F (2h− 8ǫd,Xs) ≤ 2γh− 2 + 2dimBG+ 2ǫ.
The limit ǫ→ 0 and b→∞ then concludes the first part of the proof.
Fix again arbitrary ǫ > 0 and h ∈ [4ǫd, d2 ∧
1
γ ]. For every n ∈ N, let us introduce the following
r.v.
N(n) := #
{
jδn ∈ (0, b) : T((j − 1)δn, δn, h<, 1) 6= ∅
}
.
Then, according to the proof of [3, Lemma 4.6], for any ǫ > 0 and every n sufficiently large:
N(n) ≤ δ−γh−3ǫn . In particular, based on the covering property (3.7) of V (t, h), we get:
dimH
{
t > 0 : F (2h− 8ǫd,Xt) 6= ∅
}
≤ γh− 3ǫ,
which entails the desired bound as ǫ→ 0.
Finally, we may consider the last equality for a fixed Borel set G ⊂ (b−1, b). The lower bound
inequality
inf
x∈Rd
inf
s∈G
αXs(x) ≤
2− 2dimPG ∩ (0, h(T ))
γ
.
is trivial using Lemma 3.1 and the same result [3, Th. 5] on stable trees. To obtain the other side
inequality, we note that the assumption d ≥ 2 ensures that infx∈Rd infs∈G αXs(x) < d. Then, the
former is a consequence of the cover (3.7) and [3, Lemma 4.6] which proves that F (h, ℓ)∩ T (G) is
empty whenever h < 1−dimPG∩(0,h(T ))γ .
3.2. Lower bound estimates
The lower bound on the multifractal spectrum of super-Brownian motion will also make use of
the previous work [3] investigating the multifractal structure of stable trees. Consequently, we will
briefly recall a few elements and notations introduced in [3]. For that purpose, let us fix in this
section a closed interval H ⊂ ( 1γ ,
1
γ−1 ] and ǫ > 0. Then, according to [3, Lemma 4.21], N(dT )-a.e.
for every h ∈ H and any t ∈ (ǫ, h(T ) − ǫ), there exist G(t, h) ⊂ T (t) and a probability measure
µt,h(dσ) supported by G(t, h) such that for any σ ∈ G(t, h), αℓ(σ, T ) ≤ h, and
∀r > 0; µt,h
(
B(σ, r)
)
≤ rγh−1−ε(r) log(1/r)η (3.9)
where η > 0 is independent of t and h, and ε(·) is a positive non-decreasing function satisfying
limε→0 ε(r) = 0.
As a natural way to obtain a lower bound on the multifractal spectrum of stable super-Brownian
motion, we will prove that the pushforward measure W⋆(µt,h) satisfies as well a proper mass
distribution principle. More specifically, we define for every h ∈ H, the measure νt,2h(dx):
∀V ∈ B(Rd); νt,2h(V ) := µt,h(W
−1(V )). (3.10)
Owing to Lemma 3.1, we already know that supp νt,2h ⊂ W (F (h, ℓt)) ⊂ F (2h,Xt). Consequently,
using as well the upper bound on the spectrum obtained in Lemma 3.4, it only remains to prove that
νt,2h satisfies a proper mass distribution principle. We will adopt a strategy similar to Lemma 3.2
and, using the local nondeterminism property (Lemma 2.1), estimate properly the accumulation
phenomena that might appear on νt,2h(dx).
For that purpose, we need to recall a few more elements concerning the construction of the
collection of measures µt,h(dσ). To begin with, let (ρn)n∈N be a fast decreasing sequence to zero
such that ρn = 2
−ρ−1
n−1 and (Hn)n∈N denote the dyadic-like approximations of elements in H. Then,
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as presented in [3], for every n ∈ N, jρn ∈ (ǫ, h(T ) − ǫ) and h ∈ Hn, there exists a non-empty
collection of subtrees Vn(j, h) ⊂ T((j − 1)ρn, ρn) such that
∀Tσ ∈ Vn(j, h); inf
u∈[ρn/2,2ρn]
〈ℓu〉(Tσ) ≥ g(ρn)
−αρhn,
where α > 1 is a fixed positive real. In addition, we also set Vn(h) := ∪jρn∈(ǫ,h(T )−ǫ)Vn(j, h).
The construction presented in [3] then ensures that the collections (Vn(h))n∈N,h∈Hn are nested,
allowing to define G(t, h) as following:
G(t, h) :=
⋂
n∈N
G(t, h, n) where G(t, h, n) :=
⋃
Tσ∈Vn(kn,hn)
Tσ ∩ T (t),
and the sequences (kn)n∈N and (hn)n∈N are such that t ∈ [knρn, (kn + 1)ρn) and hn → h. The
nested structure of the collections (Vn(h))n∈N,h∈Hn allows to construct µt,h(dσ) in a Cantor-like
fashion: starting with µt,h,0 = ℓ
t, ones define µt,h,n+1 by spreading the mass of µt,h,n “uniformly”
on the set G(t, h, n+1) (we refer to [3, Lemma 4.21] for the precise description of the construction).
The Cantor-like structure ensures the convergence to a finite measure µt,h supported by G(t, h)
and Lemma 4.21 in [3] then proves a proper mass distribution principle (3.9) on the former.
In order to prove an equivalent property on the measures νt,2h, we need a more precise description
of the properties the collection (Vn(h))n∈N,h∈Hn . We provide for that purpose in the next lemma
a construction of a dyadic-like collection of nodes related to the former.
Lemma 3.5. Suppose H ⊂
(
1
γ ,
1
γ−1
]
is a fixed closed interval and ǫ > 0. N(dT )-a.e., for every n
large enough, any δk ∈ [ρn, ρn−1), u ∈ Dk =
{
[jδk, (j + 1)δk] : j ∈ Z
}
and h ∈ Hn, there exists a
collection of nodes Vn(u, δk, h) ⊂ T (u) satisfying the following properties:
(i) for every jρn ∈ (ǫ, h(T )− ǫ), there exists u ∈ Dk ∩ (0, jρn] such that
∀Tσ ∈ Vn(j, h), ∃σ
′ ∈ Vn(u, δk, h); d(σ, σ
′) ≤ 4δk;
(ii) for every u ∈ Dk, h ∈ Hn and any σ ∈ Vn(u, δk, h),
#
(
B(σ, 2r) ∩ Vn(u, δk, h)
)
≤ c0


1 +
(
rϑ−1n
) 1
γ−1 g(r)−β if δk ∈ [ρn, ϑn)
and r ≥ δk;(
rδ−1k
) 1
γ−1 g(δk)
−β if δk ∈ [ϑn, ρn−1)
and r ∈ [δk, ρn−1);(
ρn−1δ
−1
k
) 1
γ−1 g(δk)
−β
(
1 +
(
rϑ−1n−1
) 1
γ−1
)
if δk ∈ [ϑn, ρn−1)
and r ≥ ρn−1,
where the constants β and c0 are independent of the parameters n, k and h, and ϑn :=
ρ
(γ−1)(γh−1)
n g(ρn)
−αγ(γ−1) ≥ ρn.
Finally, we will simply denote by Vn(δk, h) the full collection ∪u∈DkVn(u, δk, h).
The technical proof of this lemma is mostly the continuation of the construction presented in
[3] and does not rely on any new estimates on continuous stable trees. As a consequence, for the
sake of readability, we only presented the former in Appendix A.
Similarly to Lemma 3.2, we may now investigate the accumulation behaviour on the collections
Vn(u, δk, h), u ∈ Dk.
Lemma 3.6. Suppose x ∈ Rd. Nx-a.e. for every n large enough, any h ∈ Hn, δk ∈ [ρn, ρn−1),
u ∈ Dk and any subcollection V ⊂ Vn(u, δk, h) satisfying
∀σi, σj ∈ V ; |Wσi −Wσj | ≤ 8rk := 8δ
(1−ǫ)/2
k ,
the cardinal of the subset V satisfies:
#V ≤


rd−ǫk ϑ
−
(
1
γ−1∨
d
2
)
n if δk ∈ [ρn, ϑn);
rd−ǫk
(
δ
−
(
1
γ−1∨
d
2
)
k ρ
(
1
γ−1−
d
2
)
∨0
n−1 +
(
ρn−1δ
−1
k
) 1
γ−1ϑ
−
(
1
γ−1∨
d
2
)
n−1
)
if δk ∈ [ϑn, ρn−1).
(3.11)
P. Balança & L. Mytnik/Singularities of stable super-Brownian motion 21
where we recall the notation ϑn := ρ
(γ−1)(γh−1)
n g(ρn)
−αγ(γ−1) ≥ ρn.
Proof. The structure of the proof is clearly similar to Lemma 3.2 and we will therefore omit
technical details that remain the same. Let us set n ∈ N, δk ∈ [ρn, ρn−1), h ∈ Hn and u ∈ Dk
and A(u, k, n, h) be the event there exist a subcollection V ⊂ Vn(u, δk, h) such that ∀σi, σj ∈
V , |Wσi − Wσj | ≤ 8δ
(1−ǫ)/2
k and #V > zk, the latter denoting the upper bound presented in
Equation (3.11). Then, set p ≥ 1 and define as well the random variable N (u, k, n, h):
N (u, k, n, h) =
∑
· · ·
∑
σ1,...,σp distinct
1{maxi,j |Wσi−Wσj |≤8rk},
where we omit to recall that the sum is over distinct elements σi ∈ Vn(u, δk, h). The same counting
argument and the Markov inequality still entail QT
(
1A(u,k,n,h)
)
≤
(
zk
p
)−1
QT
(
N (u, k, n, h)
)
. To
bound QT
(
N (u, k, n, h)
)
, we adopt a strategy similar to Lemma 3.2. The induction presented in
the latter still holds and entails:
QT
(
N (u, k, n, h)
)
≤ c0,p r
d(p−1)
k
∑
· · ·
∑
σ1,...,σp distinct
p−1∏
j=1
d(σj , σj+1)
−d/2.
the constant c0,p depending on p. We may now distinguish two different cases, depending on the
value of δk.
(i) To start with, let us consider the case δk ∈ [ρn, ϑn). Set σ1, . . . , σp−1 ∈ Vn(u, δk, h). According
to Lemma 3.5, and the construction presented in [3], there is no σp 6= σp−1 in the ball
B(σp−1, 2r), when r < ϑn. Furthermore, according to the estimate presented in Lemma 3.5,
∀r ≥ ϑn; #
(
B(σp−1, 2r) ∩ Vn(u, δk, h)
)
≤ c0
(
rϑ−1n
) 1
γ−1 g(r)−β .
recalling that ϑn = ρ
(γh−1)(γ−1)
n g(ρn)
−αγ(γ−1). Hence,∑
σp 6=σp−1
d(σp−1, σp)
−d/2 ≤
∑
δm≥ϑn
∑
σp∈B(σp−1,2δm)∩Vn(u,δk,h)
δ−d/2m
≤ c1
∑
δm≥ϑn
ϑ
−
1
γ−1
n δ
1
γ−1−
d
2
m g(δm)
−β
≤ c2 ϑ
−
(
1
γ−1∨
d
2
)
n g(δk)
−β−1 ≤ c3 r
−d+ǫ/2
k zk,
using the notation zk previously introduced.
(ii) Let us now look at the case δk ∈ [ϑn, ρn−1). Owing the estimates presented in Lemma 3.5, we
need to split the sum
∑
σp 6=σp−1
d(σp−1, σp)
−d/2 into three different components corresponding
to the intervals [δk, ρn−1), [ρn−1, ϑn−1) and [ϑn−1,∞). To begin with,
∑
δm∈[δk,ρn−1)
∑
σp∈B(σp−1,2δm)∩Vn(u,δk,h)
δ−d/2m ≤ c1
∑
δm∈[δk,ρn−1)
δ
1
γ−1−
d
2
m δ
−
1
γ−1
k g(δk)
−β
≤ c2 δ
−
(
1
γ−1∨
d
2
)
k ρ
(
1
γ−1−
d
2
)
∨0
n−1 g(δk)
−β−1.
In addition,
∑
δm∈[ρn−1,ϑn−1)
∑
σp∈B(σp−1,2δm)∩Vn(u,δk,h)
δ−d/2m ≤ c1
∑
δm∈[ρn−1,ϑn−1)
δ
−
d
2
m
(
δkρ
−1
n−1
)− 1γ−1 g(δk)−β
≤ c2 δ
−
1
γ−1
k ρ
1
γ−1−
d
2
n−1 g(δk)
−β
≤ c2 δ
−
(
1
γ−1∨
d
2
)
k ρ
(
1
γ−1−
d
2
)
∨0
n−1 g(δk)
−β−1.
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since δk ≤ ρn−1. Finally, the last part is such that∑
δm≥ϑn−1
∑
σp∈B(σp−1,2δm)∩Vn(u,δk,h)
δ−d/2m ≤ c1
∑
δm≥ϑn−1
(
ρn−1δ
−1
k
) 1
γ−1 δ−d/2m
(
δm ϑ
−1
n−1
) 1
γ−1 g(δk)
−β
≤ c2
(
ρn−1δ
−1
k
) 1
γ−1ϑ
−
(
1
γ−1∨
d
2
)
n−1 g(δk)
−β−1.
Combining the three previous bounds, we get as well
∑
σp 6=σp−1
d(σp−1, σp)
−d/2 ≤ c3 r
−d+ǫ/2
k zk.
Consequently, we obtain by induction in two previous cases:
QT
(
N (u, k, n, h)
)
≤ c1,p r
ǫ(p−1)/2
k z
p−1
k · δ
−1/(γ−1)−ǫ
k .
where the last term in the bound stands for the last step in the induction and the cardinal of
Vn(u, δk, h). Therefore, QT
(
1A(u,k,n,h)
)
≤ c2,p r
ǫ(p−1)/2
k · z
−1
k δ
−1/(γ−1)−ǫ
k and
QT
( ⋃
u∈Dk∩(0,h(T ))
1A(u,k,n,h)
)
≤ c2,p r
ǫ(p−1)/2
k · z
−1
k δ
−1/(γ−1)−ǫ−η
k ≤ c3,p δk,
if the parameter p is chosen sufficiently large. Summing over δk ∈ [ρn, ρn−1) and h ∈ Hn, we obtain
QT
( ⋃
h∈Hn
⋃
δk∈[ρn,ρn−1)
⋃
u∈Dk∩(0,h(T ))
1A(u,k,n,h)
)
≤ c4,p 2
nρn−1,
The sum over n ∈ N of the last quantity clearly converges, hence concluding the proof with the
help of Borel–Cantelli lemma.
Let us also present a similar accumulation lemma on the complete collections Vn(δk, h), necessary
to the proof of Theorem 2.
Lemma 3.7. Suppose x ∈ Rd and d ≥ 2γγ−1 . Nx-a.e. for every n large enough, any h ∈ Hn,
δk ∈ [ρn, ρn−1) and any subcollection V ⊂ Vn(δk, h) satisfying
∀σi, σj ∈ V ; |Wσi −Wσj | ≤ 8rk := 8δ
(1−ǫ)/2
k ,
the cardinal of the subset V satisfies:
#V ≤


rd−ǫk δ
−1
k ϑ
1−
d
2
n if δk ∈ [ρn, ϑn);
rd−ǫk
(
δ
−
d
2
k + ρ
1
γ−1
n−1 δ
−
γ
γ−1
k ϑ
1−
d
2
n−1
)
if δk ∈ [ϑn, ρn−1).
(3.12)
where we recall the notation ϑn := ρ
(γ−1)(γh−1)
n g(ρn)
−αγ(γ−1).
Proof. The proof being very close to the one of Lemma 3.6, let us only focus on the estimates
which differ. To begin with, we define similarly the random variable N (k, n, h):
N (k, n, h) =
∑
· · ·
∑
σ1,...,σp distinct
1{maxi,j |Wσi−Wσj |≤8rk},
where the sum is over elements σi ∈ Vn(δk, h). Similarly, we get:
QT
(
N (k, n, h)
)
≤ c0,p r
d(p−1)
k
∑
· · ·
∑
σ1,...,σp distinct
p−1∏
j=1
d(σj , σj+1)
−d/2.
(i) In the case δk ∈ [ρn, ϑn), set σ1, . . . , σp−1 ∈ Vn(δk, h). According to Lemma 3.5, and the
construction presented in [3], there is no σp 6= σp−1 in the ball B(σp−1, 2r), when r < ϑn.
Furthermore, as a direct consequence of the estimates presented in Lemma 3.5:
∀r ≥ ϑn; #
(
B(σp−1, 2r) ∩ Vn(δk, h)
)
≤ c0 rδ
−1
k ·
(
r ϑ−1n
) 1
γ−1 g(r)−β .
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Hence, ∑
σp 6=σp−1
d(σp−1, σp)
−d/2 ≤
∑
δm≥ϑn
∑
σp∈B(σp−1,2δm)∩Vn(δk,h)
δ−d/2m
≤ c1
∑
δm≥ϑn
δ−1k ϑ
−
1
γ−1
n δ
γ
γ−1−
d
2
m g(δm)
−β
≤ c2 δ
−1
k ϑ
1−
d
2
n g(δk)
−β−1 ≤ c3 r
−d+ǫ/2
k zk,
where zk refers to right hand term in (3.12).
(ii) Let us now look at the case δk ∈ [ϑn, ρn−1). Owing the estimates presented in Lemma 3.5,
we also need to split the sum
∑
σp 6=σp−1
d(σp−1, σp)
−d/2 into three different components
corresponding to the intervals [δk, ρn−1), [ρn−1, ϑn−1) and [ϑn−1,∞). To begin with,
∑
δm∈[δk,ρn−1)
∑
σp∈B(σp−1,2δm)∩Vn(δk,h)
δ−d/2m ≤ c1
∑
δm∈[δk,ρn−1)
δ
γ
γ−1−
d
2
m δ
−
γ
γ−1
k g(δk)
−β−1
≤ c2 δ
−
d
2
k g(δk)
−β−1.
According to the construction recalled at the beginning of the section, for any δm ∈ [ρn−1, ϑn−1),
B(σp−1, 2δm) ∩ Vn(δk, h) = B(σp−1, 2ρn−1) ∩ Vn(δk, h). Hence, still using Lemma 3.5:
∑
δm∈[ρn−1,ϑn−1)
∑
σp∈B(σp−1,2δm)∩Vn(δk,h)
δ−d/2m ≤ c1
∑
δm∈[ρn−1,ϑn−1)
δ
−
d
2
m
(
δkρ
−1
n−1
)− γγ−1 g(δk)−β
≤ c2 δ
−
γ
γ−1
k ρ
γ
γ−1−
d
2
n−1 g(δk)
−β−1 ≤ c2 δ
−
d
2
k g(δk)
−β−1.
since δk ≤ ρn−1. Finally, the last part is such that
∑
δm≥ϑn−1
∑
σp∈B(σp−1,2δm)∩Vn(δk,h)
δ−d/2m ≤ c1
∑
δm≥ϑn−1
(
ρn−1ϑ
−1
n−1
) 1
γ−1
(
δmδ
−1
k
) γ
γ−1 g(δk)
−β−1
≤ c2ρ
1
γ−1
n−1 δ
−
γ
γ−1
k ϑ
1−
d
2
n−1 g(δk)
−β−1.
Combining the three previous bounds, we get
∑
σp 6=σp−1
d(σp−1, σp)
−d/2 ≤ c3 r
−d+ǫ/2
k zk.
We omit the rest of the proof which remains exactly the same.
The estimate obtained in Lemma 3.6 is sufficient to deduce a mass distribution principle on the
collection of measure (νt,2h)h∈H, recalling that H stands for a closed interval H ⊂ (
1
γ ,
1
γ−1 ].
Lemma 3.8. Suppose x ∈ Rd. Nx-a.e. for every h ∈ H and any time t ∈ (ǫ, h(T )− ǫ),
∀z ∈ Rd, ∀r ∈ (0, 1); νt,2h
(
B(z, r)
)
≤ c0 r
d∧(2γh−2)−ηε, (3.13)
where c0 > 0 only depends on ǫ and H, and η > 0 on H. In addition, there also exists a decreasing
sequence ̺n → 0 such that
∀z ∈ Rd, ∀n ∈ N; νt,2h
(
B(z, ̺n)
)
≤ c0 ̺
d∧
2
γ−1−ηε
n . (3.14)
Proof. Let us set h ∈ H, t ∈ (ǫ, h(T ) − ǫ), z ∈ Rd and r ∈ (0, 1). Without any loss of generality,
we may assume that z = Wσ0 , for some σ0 ∈ G(t, h) (we refer to the introduction of the section
for the definition of the latter) and r = rk := δ
(1−ǫ)/2
k , k ∈ N. We aim in this proof to bound the
local mass:
νt,2h(B(z, rk)) = µt,h
({
σ ∈ G(t, h) : |Wσ0 −Wσ| ≤ rk
})
.
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We know there exists n ∈ N and hn ∈ Hn such that δk ∈ [ρn, ρn−1) and σ0 ∈ G(t, hn, n). In
addition, according to the properties of Vn(δk, hn) presented in Lemma 3.5, there is u ≤ t ∈ Dk
such that
∀σ ∈ G(t, h), ∃σ′ ∈ Vn(u, δk, hn); d(σ, σ
′) ≤ 6δk.
Consequently, since W is 1−ǫ2 -Hölder continuous,{
σ ∈ G(t, h) : |Wσ0 −Wσ | ≤ rk
}
⊂
⋃
σ∈Vn(u,δk,hn):|Wσ−Wσ0 |≤4rk
σ∈Tς∈T(t−6δk,6δk)
G(t, h) ∩ Tς
For any σ, σ′ ∈ Vn(u, δk, hn) such that |Wσ − Wσ0 | ≤ 4rk and |Wσ′ − Wσ0 | ≤ 4rk, one gets
|Wσ −Wσ′ | ≤ 8rk. Consequently, we may use the bound presented in Lemma 3.6 to obtain an
estimate of νt,2h(B(z, rk)). Similarly to the latter, we need to distinguish two different cases.
(i) Consider first the case δk ∈ [ρn, ϑn). According to [3, Lemma 4.21], there exist two positive
constants c0 and η0 such that
∀σ ∈ G(t, h); µt,h(B(σ, 12δk)) ≤ c0 g(δk)
−η0 ϑ
1
γ−1
n . (3.15)
Hence, using the bound presented in Equation (3.11), we get:
νt,2h(B(z, rk)) ≤ c0 ϑ
1
γ−1
n g(δk)
−η0 · rd−ǫk ϑ
−
(
1
γ−1∨
d
2
)
n ≤ r
d−2ǫ
k ϑ
(
1
γ−1−
d
2
)
∧0
n .
If d2 ≤ γh − 1 ≤
1
γ−1 , the previous bound readily implies νt,2h(B(z, rk)) ≤ r
d−2ǫ
k . On the
other hand, if d2 > γh− 1,
νt,2h(B(z, rk)) ≤ r
2γh−2−ηǫ
k ·
δ
d/2−(γh−1)
k
ϑ
(d/2−1/(γ−1))∨0
n
.
for some η > 0. The second part of the right term is then bounded by a constant, since
δk ≤ ϑn and d/2− (γh− 1) ≥ (d/2− 1/(γ− 1))∨ 0, therefore providing the desired estimate.
(ii) Let us now investigate the case δk ∈ [ϑn, ρn−1). Similarly, [3, Lemma 4.21] entails:
∀σ ∈ G(t, h); µt,h(B(σ, 12δk)) ≤ c0 g(δk)
−η0
(
δkϑn−1ρ
−1
n−1
) 1
γ−1 . (3.16)
Therefore, using the second bound obtained in Lemma 3.6, we get:
νt,2h(B(z, rk)) ≤ c0 g(δk)
−η0
(
δkϑn−1ρ
−1
n−1
) 1
γ−1 · rd−ǫk
(
δ
−
(
1
γ−1∨
d
2
)
k ρ
(
1
γ−1−
d
2
)
∨0
n−1 +
(
ρn−1δ
−1
k
) 1
γ−1ϑ
−
(
1
γ−1∨
d
2
)
n−1
)
.
Let us first suppose that d2 ≤ γh− 1 ≤
1
γ−1 . Simplifying the previous expression, we obtain
νt,2h(B(z, rk)) ≤ r
d−2ǫ
k ·
(
ϑ
1
γ−1
n−1 ρ
−
d
2
n−1 + 1
)
≤ rd−ηǫk
(
ρ
γh−1−d/2
n−1 + 1
)
≤ rd−ηǫk ,
recalling that ϑn−1 = ρ
(γhn−1−1)(γ−1)
n−1 g(ρn−1)
−αγ(γ−1).
Let us now assume that d2 > γh− 1. Then,
νt,2h(B(z, rk)) ≤ r
−η0ǫ
k
(
ϑ
1
γ−1
n−1 δ
1
γ−1∧
d
2
k ρ
−
(
1
γ−1∧
d
2
)
n−1 + δ
d
2
k ϑ
(
1
γ−1−
d
2
)
∧0
n−1
)
≤ r2γh−2−η1ǫk
((
δkρ
−1
n−1
) 1
γ−1∧
d
2−(γh−1) + δ
d
2−(γh−1)
k ϑ
(
1
γ−1−
d
2
)
∧0
n−1
)
≤ 2r2γh−2−η1ǫk ,
since as previously δk ≤ ρn−1 ≤ ϑn−1 and d/2− (γh− 1) ≥ (d/2− 1/(γ − 1)) ∨ 0.
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This last inequality concludes the first part of the proof, as we have obtained the expected upper
bound in both of the two cases. The second inequality is simply a consequence of the previous
bounds in the particular case δk = ϑn.
In high dimension d ≥ 2γγ−1 , we are able to obtain a uniform mass distribution principle. More
specifically, suppose F ⊂ (ǫ,∞) is a Borel set satisfying the strong Frostman’s lemma: for every
ε > 0,
∃r0 > 0, ∀x ∈ F, ∀r ∈ (r, r0); µF
(
B(x, r)
)
≤ rdimHF−ε.
where µF is probability measure on F . Following the definition of µF,h in [3], we then introduce
the natural pushforward measure νF,2h(dx):
∀V ∈ B(Rd); νF,2h(V ) := µF,h
(
W−1(V )
)
=
∫
(0,∞)
µt,h
(
W−1(V )
)
µF (dt), (3.17)
and the set G(F, h) = ∪t∈FG(t, h).
Similarly to the previous lemma, Lemma 3.7 leads to a proper mass distribution principle on
the collection of measures (νF,2h)h∈H.
Lemma 3.9. Suppose d ≥ 2γγ−1 and x ∈ R
d. Nx-a.e. for all h ∈ H and every Borel set F satisfying
(1.10), we get:
∀z ∈ Rd, ∀r ∈ (0, 1); νF,2h
(
B(z, r)
)
≤ c0 r
2γh−2+2dimHF−ηε,
where c0 > 0 only depends on ǫ and H, and η > 0 depends on H.
Proof. The structure of the proof follows the one of Lemma 3.8. Let us set h ∈ H, F ∈ (ǫ,∞)
satisfying (1.10), s = dimHF , z ∈ Rd and r ∈ (0, 1). Without any loss of generality, we may assume
that z = Wσ0 , for some σ0 ∈ G(F, h) and r = rk := δ
(1−ǫ)/2
k , k ∈ N. Similarly, we observe that:
∀n ∈ N;
{
σ ∈ G(F, h) : |Wσ0 −Wσ| ≤ rk
}
⊂
⋃
σ∈Vn(δk,hn)
|Wσ−Wσ0 |≤4rk
G(F, h) ∩ B(σ, 12δk).
(i) Consider first the case δk ∈ [ρn, ϑn). According to [3, Lemma 4.21], the uniform bound (3.15)
and the property (1.10), for any σ ∈ Vn(δk, hn):
µF,h
(
G(F, h) ∩ B(σ, 12δk)
)
≤ sup
s∈I(σ,k)
µs,h
(
B(σ, 12δk)
)
· µF
(
I(σ, k)
)
≤ c1 δ
s−ǫ
k · g(δk)
−η0 ϑ
1
γ−1
n .
where I(σ, k) :=
(
h(σ) − 12δk, h(σ) + 12δk
)
. Hence, using the bound presented in Equa-
tion (3.12), we get:
νF,2h(B(z, rk)) ≤ c1 δ
s−ǫ
k g(δk)
−η0 ϑ
1
γ−1
n · r
d−ǫ
k δ
−1
k ϑ
1−
d
2
n ≤ c1 r
2γh−2+2s−ηǫ
k ·
δ
d/2−γh
k
ϑ
d/2−γ/(γ−1)
n
,
which entails the desired bound as δk ≤ ϑn and d/2− γh ≥ d/2− γ/(γ − 1).
(ii) Let us now investigate the case δk ∈ [ϑn, ρn−1). Similarly, still according to the estimates
(3.16) and (1.10), for any σ ∈ Vn(δk, hn):
µF,h
(
G(F, h) ∩ B(σ, 12δk)
)
≤ c1 δ
s−ǫ
k · g(δk)
−η0
(
δkϑn−1ρ
−1
n−1
) 1
γ−1 .
Therefore, using the second bound in Lemma 3.7, we get:
νt,2h(B(z, rk)) ≤ c1 δ
s−ǫ
k · g(δk)
−η0
(
δkϑn−1ρ
−1
n−1
) 1
γ−1 · rd−ǫk
(
δ
−
d
2
k + ρ
1
γ−1
n−1 δ
−
γ
γ−1
k ϑ
1−
d
2
n−1
)
≤ c1 r
2γh−2+2s−ηǫ
k
((
δkρ
−1
n−1
) 1
γ−1−(γh−1) + δ
d
2−γh
k ϑ
−
d
2+
γ
γ−1
n−1
)
≤ c1 r
2γh−2+2s−ηǫ
k ,
since as previously δk ≤ ρn−1 ≤ ϑn−1 and d/2− γh ≥ d/2− γ/(γ − 1).
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This last inequality concludes the proof.
We may now present the second part of the proof of Proposition 5.
Lemma 3.10. Suppose x ∈ Rd. Then, the following statements hold Nx-a.e.
(a) Assuming d ≥ 2, the spectrum of singularities of the excursion measure Xt(dx) is equal to:
∀h ∈
[
1
γ ,
1
γ−1
]
∩
[
0, d2
)
; dimH E(2h,Xt) ∩ V ≥ 2γh− 2,
for any t > 0 and open set V ⊂ Rd such that Xt(V ) > 0.
(b) Supposing d ≥ 2γγ−1 , for any Borel set F ⊂ (0, h(T )) satisfying the strong Frostman’s lemma
(1.10) and such that dimHF = dimPF , we have:
∀h ∈
[
1
γ ,
1
γ−1
]
; dimH
⋃
s∈F
E(2h,Xs) ≥ 2γh− 2 + 2dimHF.
(c) For any dimension d ≥ 1,
∀h ∈
[
0, 1γ
)
∩
[
0, d2
)
; dimH
{
t > 0 : E(2h,Xt) 6= ∅
}
≥ γh,
Moreover, for every t > 0 and any h ∈
[
0, 1γ
)
∩
[
0, d2
)
, E(2h,Xt) is either empty or has zero
Hausdorff dimension.
Proof. Suppose H ⊂
(
1
γ ,
1
γ−1
]
and h ∈ H ∩
[
0, d2
)
(whenever d ≥ 2). According to the result of
Lemma 3.8 and the upper bound in Lemma 3.4, one has Nx-a.e.
∀t ∈ (0, h(T )), ∀h′ ∈ [0, h); νt,2h
(
E(2h′,Xt)
)
= 0.
In addition, defining the collection GW (t, 2h) = W (G(t, h)), we observe according to Lemma 3.1
that for every z ∈ GW (t, 2h), α(z,Xt) ≤ 2h. Therefore, GW (t, 2h) ⊂ F (2h,Xt) and
νt,2h
(
E(2h,Xt)
)
≥ νt,2h
(
GW (t, h) \
⋃
h′<h
E(2h′,Xt)
)
> 0
Lemma 3.8 combined with the celebrated mass distribution principle (see for instance [20, Th. 4.2])
then gives the desired lower bound: dimHE(2h,Xt) ≥ 2γh− 2. In the specific case h =
1
γ , we make
use of the specific construction of a measure µt,h described in [3, Lemma 4.23] and the observation
in the former that for any h′ < 1γ , µt, 1γ
(E(h′, ℓt)) = 0. The properties of the set V (t, h) presented
in Lemma 3.4 are then sufficient to conclude that E( 2γ ,Xt) is non-empty for every t ∈ (0, h(T )).
Finally, the self-similarity of stable trees immediately provides the local version for any open set
V , concluding the proof of the first part.
The proof of the second statement is rather similar. Suppose F ⊂ (0, h(T )) satisfies the strong
Frostman’s lemma (1.10) and is such that dimHF = dimPF . According to the upper bound Lemma
3.4, one obtains as well:
∀h′ ∈ [0, h); νF,2h
(⋃
s∈F
E(2h′,Xs)
)
= 0.
Note that the strong Frostman assumption is the key element to obtain the previous equality, for
any h′ ∈ [0, h). Lemma 3.9 and the mass distribution principle then entail the desired result. The
case h = 1γ is also treated similarly, still relying on the construction presented in [3, Lemma 4.23].
Finally, the third part is direct consequence of Lemma 3.1 proving that αXt(Wσ) ≤ 2αℓ(σ, T )
and the construction in [3, Lemma 4.29] of proper probability measures µh(dt) carried by the sets{
t > 0 : F (h, ℓt) 6= ∅
}
. Using the same measures, the upper bound previously obtained and the
mass distribution principle give the desired estimate.
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4. Proof of Theorems 1, 2 and 3: spectrum of stable super-Brownian motion
Finally, let us present of the proofs of the main Theorems 1, 2 and 3 on stable super-Brownian
motion.
Proof of Theorems 1 and 2. Following the construction recalled in Proposition 4, we can assumed
that the stable SBM has the following representation: Xt(dx) =
∑
i∈I Xt(T
i,Wi)(dx). For any
ε > 0, there is only a finite number of trees T i such that h(T i) > ε. As a consequence, Pµ-a.s.
∀t > 0, ∀x ∈ Rd; αXt(x) = inf
i∈I
αX it (x),
noting that the infimum is in fact a minimum over a finite collection. Hence, Pµ-a.s. for every
t > 0 and any h ≥ 0, F (2h,Xt) = ∪i∈IF (2h,X it ), and Proposition 5 on the spectrum of excursion
measures entails our results on stable super-Brownian motion.
The proof of Theorem 3 is a slight variation of the arguments presented in Section 3.
Proof of Theorem 3. The first result on the Hausdorff dimension is a direct consequence of the
uniform upper bound (Lemma 3.4) and the mass distribution principle (Lemma 3.8). An equivalent
statement on the packing dimension is straightforward using the image of covers described in [3,
Lemma 4.4] and the 12 -Hölder continuity of the process (Wσ)σ∈T .
To obtain the second uniform statement, we also rely on [3, Lemma 4.4] to construct a proper
cover and obtain the optimal upper bound. Lemma 3.9 can be adapted to this particular setting,
using for that purpose the classic Frostman’s lemma: for any Borel set F and every α < dimHF ,
there exists a compact set F⋆ ⊂ F such that Hα(F⋆) ∈ (0,∞) and
∀r > 0, ∀t ∈ R; Hα
(
F⋆ ∩B(t, r)
)
≤ cF r
α,
for some positive constant cF . The desired lower bound is then obtained by adapting Lemma 3.9
and replacing the measure µF (dt) by Hα
(
F⋆ ∩ dt
)
.
Appendix A: Proof of Lemma 3.5 on stable trees
In this section, we present the proof of Lemma 3.5. The latter relies heavily on the specific
construction of the measures µa,h(dσ) presented in [3], and even though quite technical, is only a
consequence of the properties and estimates presented in this previous work.
Lemma (3.5). Suppose H ⊂
(
1
γ ,
1
γ−1
]
is a closed interval and ǫ > 0. N(dT )-a.e., for every
n large enough, any δk ∈ [ρn, ρn−1), u ∈ Dk and h ∈ Hn, there exists a collection of nodes
Vn(u, δk, h) ⊂ T (u) satisfying the following properties:
(i) for every jρn ∈ (ǫ, h(T )− ǫ), there exists u ∈ Dk ∩ (0, jρn] such that
∀Tσ ∈ Vn(j, h), ∃σ
′ ∈ Vn(u, δk, h); d(σ, σ
′) ≤ 4δk;
(ii) for every u ∈ Dk, h ∈ Hn and any σ ∈ Vn(u, δk, h),
#
(
B(σ, 2r) ∩ Vn(u, δk, h)
)
≤ c0


1 +
(
rϑ−1n
) 1
γ−1 g(r)−β if δk ∈ [ρn, ϑn)
and r ≥ δk;(
rδ−1k
) 1
γ−1 g(δk)
−β if δk ∈ [ϑn, ρn−1)
and r ∈ [δk, ρn−1);(
ρn−1δ
−1
k
) 1
γ−1 g(δk)
−β
(
1 +
(
rϑ−1n−1
) 1
γ−1
)
if δk ∈ [ϑn, ρn−1)
and r ≥ ρn−1,
where the constants β and c0 are independent of the parameters n, k and h, and ϑn :=
ρ
(γ−1)(γh−1)
n g(ρn)
−αγ(γ−1).
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Finally, we will simply denote by V(δk, h) the full collection ∪u∈DkV(u, δk, h).
Proof. Let us set δk ∈ (ρn, ρn−1], u = mδk ∈ Dk and h ∈ Hn. We start by defining the following
collection:
V⋆n(mδk, δk, h) :=
⋃
jρn∈[(m+1)δk,(m+2)δk)
⋃
Tσ∈Vn(j,h)
Jρ(T ), σK ∩ T (mδk) ⊂ T (mδk).
The collection Vn(mδk, δk, h) is then defined as the following equivalent class:
Vn(mδk, δk, h) = V
⋆
n(mδk, δk, h) / ∼T (mδk)
where σ ∼T (mδk) σ
′ if and only if there exists Tς ∈ T((m−1)δk, δk) such that σ, σ′ ∈ Tς . According to
the previous definition, for any σ, σ′ belonging to the same equivalence class, we get d(σ, σ′) ≤ 2δk.
Consequently, for any σ 6= σ′ ∈ Vn(mδk, δk, h), d(σ, σ′) ≥ 2δk. The previous construction also
clearly entails property (i).
In order to verify the second point, we may naturally distinguish two different cases in our
construction.
(i) Suppose first δk ∈ [ρn, ϑn). In order to verify (ii), we make use of the estimates presented
in [3, Lemmas 4.16-4.21]. To start with, if r ∈ [δk, ϑn], the construction described in [3,
Lemma 4.16] ensures that for any Tσ ∈ Vn(j, h), #
(
B(σ, 2r) ∩ Vn(j, h)
)
= 1, and thus
#
(
B(σ, 2r)∩Vn(u, δk, h)
)
= 1 as well. If r ∈ (ϑn, ρn−1), we also remark that according to the
construction presented in [3], for any σ ∈ Vn(u, δk, h):
∀r ∈ [ϑn, ρn−1]; ℓ
u(B(σ, 2r)) ∈ [r(r), r(r)],
where r(r) :=
(
r g(r)1+ǫ
)1/(γ−1)
and r(r) :=
(
r/g(r)1+4ǫ
)1/(γ−1)
. The appropriate bound
#
(
B(σ, 2r) ∩ Vn(u, δk, h)
)
is then a direct consequence of the previous estimates and the
property ℓu(B(σ, 2ϑn)) ≥ c0 ϑ
1/(γ−1)
n g(ρn−1)
ǫ (see [3, Lemma 4.16]).
If r ≥ ρn−1, we use equivalent properties satisfied by the collections Vn(k, h). Indeed, we know
that the local time is similarly properly controlled at every scale, i.e. for any σ ∈ Vn(u, δk, h)
∀l ∈ {1, . . . , k} ∀r ∈ [ϑl, ρl−1]; ℓ
u(B(σ, 2r)) ∈ [r(r), r(r)].
Hence, combining these precise estimates with the construction [3, Lemma 4.16], we get:
∀l ∈ {1, . . . , k − 1} ∀r ∈ [ϑl, ρl−1]; #
(
B(σ, 2r) ∩ Vn(u, δk, h)
)
≤
(
rϑ−1n
) 1
γ−1 g(r)−β ,
for some β > 0 independent of r and l. Finally, the extension to any r ∈ [ρl, ϑl) is a
consequence of the isolation of nodes constructed at every scale, entailing the equality:
∀l ≥ k − 1 ∀r ∈ [ρl, ϑl]; #
(
B(σ, 2r) ∩ Vn(u, δk, h)
)
= #
(
B(σ, 2ρl) ∩ Vn(u, δk, h)
)
.
(ii) Let now consider the second case δk ∈ (ϑn, ρn−1]. In order to check the second bound, we still
rely on the construction properties presented in [3]. In particular, for any σ′ ∈ Vn(mδk, δk, h)
and σ′ ∈ T ((m+ 1)δk) such that σ = Jρ, σ′K ∩ T (mδk), we know that:
∀r ∈ [ϑn, ρn−1]; ℓ
u(B(σ′, 2r)) ≤ r(r) and ℓu(B(σ′, 2δk)) ≥
(
δk g(δk)
3
)1/(γ−1)
.
Note that the latter lower bound is more precisely a consequence of [3, Lemma 4.16] and
the exponential tail [3, Lemma 3.4]. These tight estimates of the local time provide the first
bound whenever r ∈ [δk, ρn−1].
On the other hand, if r ≥ ρn−1, we then simply combine the bound obtained in the first case
with the second one: every element in Vn−1(h) contains at most
(
ρn−1δ
−1
k
)1/(γ−1)
g(δk)
−β
nodes in Vn(mδk, δk, h). In addition, we also know from the previous case that every ball
B(σ, 2r) contains at most 1 +
(
rϑ−1n−1
)1/(γ−1)
g(r)−β elements in Vn−1(h) rooted at the same
level. The combination of the two previous estimates then leads to the expected bound, up
to a modification of the constant β > 0.
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Appendix B: Proof of statement (1.4)
Rather surprisingly, we could not find a presentation of statement (1.4) in the literature on
superprocesses. Nevertheless, the latter follows easily from a set of well-known results. Hence,
we quickly present in the following lemma the proof of this equality.
Lemma B.1. For any fixed t > 0,
lim
r→0
logXt(B(x, r))
log r
=
2
γ − 1
Xt(dx)-a.e. Pµ-a.s.
Proof. Let us start by presenting the proof of the lower bound. For any fixed t > 0, according
to the proof of Theorem 6.3 in [15] and the well-known Frostman lemma ([20, Th. 4.13]), for any
s < 2γ−1 :
lim sup
r→0
Xt
(
B(x, r)
)
r−s = 0 Xt(dx)-a.e. Pµ-a.s.
hence proving that lim infr→0
logXt(B(x,r))
log r ≥
2
γ−1 Xt(dx)-a.e.
In order to obtain the other side inequality, let us recall a property on the packing dimension
[19, Prop. 2.3]: for a Borel set F and a finite measure µ,
if lim sup
r→0
logµ(B(x, r))
log r
≥ s for all x ∈ F and µ(F ) > 0, then dimPF ≥ s.
Let us suppose now there exists an event Ω0 of positive probability such that for every ω ∈ Ω0,
there is a set F ⊂ Rd satisfying
lim sup
r→0
logXt(B(x, r))
log r
≥ s for all x ∈ F and Xt(F ) > 0.
for some s > 2γ−1 . Using the previous property of the packing dimension, it would clearly contradict
Theorem 3, and more precisely that dimP suppXt =
2
γ−1 on the event Xt(R
d) > 0, hence proving
the upper bound.
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