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1. Introduction
Collins (1975) observed certain intriguing factorization properties of repeated resultants
and discriminants arising from a pair of \random" integral polynomials in three variables,
each having total degree two. The motivation for the present paper comes from our
desire to flnd theorems which would help to explain some of the phenomena observed by
Collins.
The observations to which we refer (Collins, 1975, pp. 177 and 178) concern some
detailed experimental traces of the work of the cylindrical algebraic decomposition algo-
rithm and are reviewed in Section 3 of the present paper. To give an indication of the
°avour of this material we mention here two such observations. We denote by discrx(F )
the discriminant with respect to x of F (x) and by resx(F;G) the Sylvester resultant with
respect to x of F (x) and G(x), where F (x) and G(x) are polynomials of positive degrees
whose coe–cients lie in an arbitrary domain of multivariate integral polynomials. We
recall that, in case the degree of F (x) is at least two, the discriminant with respect to x
of F satisfles
resx(F; F 0) = §adiscrx(F );
where F 0 denotes the derivative of F and a is the leading coe–cient of F . Collins gen-
erated polynomials A1(x1; x2; x3) and A2(x1; x2; x3) of total degree two with random
integer coe–cients from the interval [¡9;+9]. He noticed that the univariate polynomial
U(x1) = resx2(discrx3(A1); resx3(A1; A2))
is equal, up to some integer factor, to the square of an irreducible polynomial P (x1) of
positive degree. On the other hand, the polynomial
V (x1) = resx2(discrx3(A1);discrx3(A2))
was seen to be irreducible.
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Collins remarked that the factorization properties observed, of which the factorization
of U(x1) indicated above is an example, strongly suggest some theorems. While he did
not provide such theorems, he did speculate a little. He noted, for example, that U(x1) is
essentially a resultant of two resultants with a \common ancestor" A1, and that similar
comments can be made for most of the other factorization properties. On the other hand,
there is no \common ancestor" in the case of the irreducible repeated resultant V (x1).
van der Waerden (1975) promptly responded to the challenges implicit in these obser-
vations of Collins with a thirteen page handwritten letter to Collins, dated 15 July 1975.
This unpublished personal communication contains intuitive and informal explanations
for some of the phenomena noticed by Collins. Since that time, insofar as we are aware,
no published works have speciflcally addressed the factorization properties of repeated
resultants. We have studied parts of the letter of van der Waerden (1975) carefully, and
have used some of the concepts from the letter as a starting point for the work reported
in the present paper.
Indeed, there are two key concepts which we have extracted from the letter of van
der Waerden (1975). The flrst concept is that of a \generic" polynomial f(x; y; z) of
a given total degree d, that is, a polynomial in x; y and z of total degree d such that
every possible coe–cient is a distinct indeterminate. The second concept is that of the
resultant of three polynomials f(x; y; z), g(x; y; z) and h(x; y; z) with respect to two of the
variables, say y and z. Such a resultant is a univariate polynomial R(x) which we denote
by resy;z(f; g; h). Amongst other explanations he provides, van der Waerden sketches
an informal proof that, where g(x; y; z) and h(x; y; z) are generic polynomials of given
positive total degrees, with the total degree of g at least two,
resy;z(@g=@z; g; h)2 j resy(discrz(g); resz(g; h)):
This relation helps to explain the flrst of the observations by Collins mentioned above.
We have provided in the present paper a rigorous proof of this relation, and this proof
is probably the most signiflcant contribution of the paper. We have also reported some
other relations of a similar °avour which help to explain some of the other phenomena
noted by Collins.
We provide background knowledge about such multivariate multipolynomial resultants
in Section 2. We state our results in Section 3, then proceed to provide proofs of these re-
sults in Sections 4 to 6. Section 7 contains some discussion about potential computational
applications of the results contained herein.
2. Background Material
The aim of this section is to review the fundamental properties of multivariate mul-
tipolynomial resultants. Some of this material can be found in greater detail in works
such as Gelfand et al. (1994), Gonzales-Vega (1991), Habicht (1948), Hodge and Pe-
doe (1953), Hong (1996), Lang (1993), Macaulay (1916), Sturmfels (1996) and van der
Waerden (1950b).
We begin our review by recalling an existence theorem for the resultant of n generic
non-constant homogeneous forms in n variables, where n ‚ 1. We shall brie°y describe
the existence theorem for such a resultant found in the text of van der Waerden (1950).
Let n ‚ 1, let l1; : : : ; ln be positive integers, and let f1; : : : ; fn be generic homogeneous
forms in x1; : : : ; xn of degrees l1; : : : ; ln, respectively. By this, we mean that for each i,
fi is a homogeneous form in x1; : : : ; xn of degree li such that every possible coe–cient of
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fi is a distinct indeterminate. Let A denote the list of all the indeterminate coe–cients
of all of the fi. The concept of an \inertia form" for the fi plays a key role in van der
Waerden’s treatment of this subject. An integral polynomial T in the coe–cients of the
fi|that is, T 2 Z[A]|is called an inertia form for the fi if, for some ¿ ‚ 0, x¿nT is an
element of the polynomial ideal (f1; : : : ; fn) in Z[A; x1; : : : ; xn] generated by the fi. (This
deflnition is slightly difierent from, but equivalent to, the one given by van der Waerden
(1950b), and by Lang (1993).)
van der Waerden (1950b) observes that the inertia forms for the fi comprise an ideal I
in Z[A] and he shows further that I is a non-zero prime ideal. His development culminates
in the following result.
Theorem 2.1. Where f1; : : : ; fn are n ‚ 1 generic homogeneous forms in x1; : : : ; xn
of positive degrees l1; : : : ; ln, respectively, the ideal I of the inertia forms for the fi is a
principal ideal. That is, I is generated by a single polynomial R, which is uniquely deter-
mined up to sign. R is an irreducible integral polynomial in the indeterminate coe–cients
of the fi. The vanishing of R for particular f1; : : : ; fn with coe–cients from a fleld K is
necessary and su–cient for the existence of a common zero of f1; : : : ; fn, distinct from
the (trivial) zero solution, over a suitable extension of K. R is homogeneous in the co-
e–cients of fi of degree Li = l1 : : : li¡1li+1 : : : ln. Where ai denotes the coe–cient of xlii
in fi, R contains a \principal term" §aL11 : : : aLnn .
In the course of proving this theorem, van der Waerden describes a construction for
the polynomial R. R is shown to be equal to a greatest common divisor of a certain n
determinants whose entries are from the list A of the indeterminate coe–cients of the fi.
We shall not need to describe this construction for the purposes of the present paper.
The resultant res(f1; : : : ; fn) of f1; : : : ; fn is deflned to be that generator R for the
ideal I of the inertia forms for the fi for which R contains the term +aL11 : : : a
Ln
n , where
the ai and Li are as deflned in the statement of the theorem. Each of the references on
resultants listed above contains material which is essentially equivalent to Theorem 2.1,
though some of these references do not explicitly employ the notion of inertia form.
We remark that the resultant of a single generic non-constant homogeneous form
f1(x1) = axl11 is a and that in the case of two generic non-constant homogeneous forms
in two variables, the resultant of the above theorem and deflnition agrees with the well-
known Sylvester resultant.
Again let f1; : : : ; fn be n ‚ 1 generic non-constant homogeneous forms in x1; : : : ; xn.
Each coe–cient a of each fi is said to have a certain weight, equal to the exponent of
xn in the term of which a is the coe–cient. The weight of ap is deflned to be p times
the weight of a, and the weight of apbqcr : : : to be the sum of the weights of ap, bq,
cr; : : :, where a; b; c; : : : are any coe–cients of any of the fi. An integral polynomial of
the coe–cients of the fi is said to be isobaric provided that all of its terms are of the
same weight. The following additional property of the resultant was stated and proved
by Macaulay (1916):
Theorem 2.2. With f1; : : : ; fn as in Theorem 2.1, the resultant R of f1; : : : ; fn is iso-
baric and of weight L = l1 : : : ln.
Let D be an integral domain. Then, by Theorem 2.1 and the associated deflnition of the
generic resultant, n ‚ 1 particular homogeneous forms f1; : : : ; fn in D[x1; : : : ; xn] such
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that each fi either has positive degree li or is zero have a resultant R = res(f1; : : : ; fn),
an element of D, such that R = 0 ifi f1; : : : ; fn have a common non-trivial zero over a
suitable extension of the quotient fleld of D. In case some fi = 0, R = 0.
Now suppose that f1; : : : ; fn are n ‚ 2 non-homogeneous polynomials in D[x1; : : : ;
xn¡1] such that each fi either has positive total degree li, or is zero. Then the non-zero
fi can be expressed as follows:
fi = Hi;0(x1; : : : ; xn¡1) + ¢ ¢ ¢+Hi;li(x1; : : : ; xn¡1);
where Hi;j is homogeneous in x1; : : : ; xn¡1 of degree j. We shall call Hi;li the leading form
of fi. By introducing a new variable xn, called a variable of homogeneity, the non-zero
fi can now be made homogeneous by putting:
f^i = Hi;0(x1; : : : ; xn¡1)xlin + ¢ ¢ ¢+Hi;li(x1; : : : ; xn¡1):
We set f^i = 0 in case fi = 0. We deflne the resultant R = res(f1; : : : ; fn) of f1; : : : ; fn to
be res(f^1; : : : ; f^n), an element of D, which was deflned above.
We state and prove a basic property of the resultant of n ‚ 2 particular non-
homogeneous polynomials over D.
Theorem 2.3. Let f1; : : : ; fn 2 D[x1; : : : ; xn¡1] such that each fi has positive total de-
gree or is zero. Then there exist polynomials a1; : : : ; an 2 D[x1; : : : ; xn¡1] such that
f1a1 + ¢ ¢ ¢+ fnan = res(f1; : : : ; fn):
Proof. By Theorem 2.1 there exist polynomials A1; : : : ; An in D[x1; : : : ; xn] and ¿ ‚ 0
such that
f^1A1 + ¢ ¢ ¢+ f^nAn = x¿nres(f^1; : : : ; f^n):
Putting xn = 1 in this equation and deflning ai = Ai(x1; : : : ; xn¡1; 1), we see that the
required equation holds.2
Theorem 2.3 is a counterpart of Theorem 3 of Collins (1971).
We can now deflne the crucial concept of the resultant of n ‚ 2 polynomials in at least
n ¡ 1 variables with respect to n ¡ 1 of the variables. Let D be an integral domain, let
y denote the s-tuple (y1; : : : ; ys) of s ‚ 0 indeterminates, and let f1; : : : ; fn be partic-
ular non-homogeneous polynomials in D[y; x1; : : : ; xn¡1] such that each fi has positive
degree in x1; : : : ; xn¡1 or is zero. The resultant of f1; : : : ; fn with respect to x1; : : : ; xn¡1,
resx1;:::;xn¡1(f1; : : : ; fn), is simply the resultant of f1; : : : ; fn regarded as polynomials in
x1; : : : ; xn¡1 over the integral domain D[y]. The next theorem displays a fundamental
property of this resultant.
Theorem 2.4. Let D be an integral domain, let F be the quotient fleld of D and let „F
denote the algebraic closure of F . Let s ‚ 0, let y denote the s-tuple (y1; : : : ; ys) and
let f1; : : : ; fn be polynomials in D[y; x1; : : : ; xn¡1] such that each fi has positive degree
li in the xj or is zero. Let R(y) be the resultant of the fi with respect to the xj and
let Hi;li(y; x1; : : : ; xn¡1) be the leading form of fi with respect to the xj. Then, for all
fl = (fl1; : : : ; fls) 2 „F s, R(fl) = 0 ifi either
(a) the forms Hi;li(fl; x1; : : : ; xn¡1) have a common non-trivial zero over „F ; or
(b) the polynomials fi(fl; x1; : : : ; xn¡1) have a common zero over „F .
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Proof. Let f^i denote the homogenization of fi with respect to x1; : : : ; xn¡1. Let fl 2 „F s.
In the course of this proof it will be helpful to consider an evaluation homomorphism
` : „F [y] ! „F deflned by `(p(y)) = p(fl). It follows by the deflnition and elementary
properties of the resultant that
`(resx1;:::;xn(f^1; : : : ; f^n)) = res(`(f^1); : : : ; `(f^n)):
That is,
R(fl) = res(f^1(fl; x1; : : : ; xn); : : : ; f^n(fl; x1; : : : ; xn)):
Now to the proof proper. Suppose that (a) holds, and let (fi1; : : : ; fin¡1) 2 „Fn¡1 be a
common non-trivial zero of the Hi;li(fl; x1; : : : ; xn¡1). Then (fi1; : : : ; fin¡1; 0) is a common
non-trivial zero of the f^i(fl; x1; : : : ; xn). Therefore, by Theorem 2.1, the resultant of the
f^i(fl;x1; : : : ; xn) is zero. Hence R(fl) = 0. Suppose, on the other hand, that (b) holds, and
let (fi1; : : : ; fin¡1) 2 „Fn¡1 be a common zero of the fi(fl; x1; : : : ; xn¡1). By Theorem 2.3,
there exist polynomials a1; : : : ; an in D[x1; : : : ; xn¡1] such that
f1a1 + ¢ ¢ ¢+ fnan = R(y):
Putting y = fl and (x1; : : : ; xn¡1) = (fi1; : : : ; fin¡1) in this equation, we obtain 0 = R(fl).
Conversely, suppose that R(fl) = 0. Then, by an equation established above,
res(f^1(fl; x1; : : : ; xn); : : : ; f^n(fl; x1; : : : ; xn)) = 0:
Therefore, by Theorem 2.1, the f^i(fl; x1; : : : ; xn) have a common non-trivial zero, say
(fi1; : : : ; fin). Suppose flrst that fin 6= 0. Then, for each i,
f^i(fl; fi1=fin; : : : ; fin¡1=fin; 1) = 0;
hence, fi(fl; fi1=fin; : : : ; fin¡1=fin) = 0, so (b) holds. Suppose, on the other hand, that
fin = 0. Then, for each i, Hi;li(fl; fi1; : : : ; fin¡1) = 0. As (fi1; : : : ; fin¡1) is non-trivial, (a)
holds.2
The above theorem is a counterpart of Theorem 5 of Collins (1971).
We close this section with two theorems about generic non-homogeneous polynomials.
Let s ‚ 0 and n ‚ 2 and, for 1 • i • n, let fi be a polynomial in the variables
y1; : : : ; ys; x1; : : : ; xn¡1, such that fi has total degree di with respect to all the variables
and every possible coe–cient of fi is a distinct indeterminate. We’ll say that each fi is a
generic non-homogeneous polynomial in y1; : : : ; ys; x1; : : : ; xn¡1 of total degree di.
Theorem 2.5. Let s ‚ 0, n ‚ 2, and let f1; : : : ; fn be generic non-homogeneous polyno-
mials in y1; : : : ; ys; x1; : : : ; xn¡1 of total degrees with respect to all the variables d1; : : : ;
dn > 0, respectively. Let D be the polynomial domain obtained by adjoining all of the in-
determinate coe–cients of all the fi to Z, let F be the quotient fleld of D and let „F be the
algebraic closure of F . Let R(y) = R(y1; : : : ; ys) be the resultant of f1; : : : ; fn with respect
to x1; : : : ; xn¡1. Then, for all b = (b1; : : : ; bs) 2 „F s, R(b) = 0 ifi f1(b; x1; : : : ; xn¡1); : : :,
fn(b; x1; : : : ; xn¡1) have a common zero over „F .
Proof. Let b = (b1; : : : ; bs) 2 „F s. Suppose flrst that the fi(b; x1; : : : ; xn¡1) have a
common zero over „F . Then, by Theorem 2.4,R(b) = 0. Conversely, suppose thatR(b) = 0.
Then, by Theorem 2.4, either (a) or (b) of Theorem 2.4 holds. Suppose that (a) holds.
Now the leading forms Hi;di(x1; : : : ; xn¡1) of the fi with respect to x1; : : : ; xn¡1 are
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independent of y1; : : : ; ys. By (a) these n forms have a common non-trivial zero over „F .
In particular, the flrst n ¡ 1 ‚ 1 of these forms have a common non-trivial zero over
„F . Hence, by Theorem 2.1, res(H1;d1 ; : : : ; Hn¡1;dn¡1) = 0. But this contradicts another
conclusion of Theorem 2.1, which is that this resultant is an irreducible element of D,
homogeneous in the coe–cients of H1;d1 of degree d2 : : : dn¡1 > 0. Therefore (a) does not
hold. Hence (b) holds.2
Theorem 2.6. Let s ‚ 0, n ‚ 2, and let f1; : : : ; fn be generic non-homogeneous polyno-
mials in y1; : : : ; ys; x1; : : : ; xn¡1 of total degrees with respect to all the variables d1; : : : ;
dn > 0, respectively. Let D be the polynomial domain obtained by adjoining all of the
indeterminate coe–cients of all the fi to Z. Let R(y) = R(y1; : : : ; ys) be the resultant
of f1; : : : ; fn with respect to x1; : : : ; xn¡1. Then R(y) is irreducible over D and has total
degree d1 : : : dn.
Proof. Let „fi(y; x1; : : : ; xn¡1; z) denote the homogenization of fi with respect to y; x1;
: : : ; xn¡1, in which z is introduced as the variable of homogeneity. Let
„R(y; z) = resx1;:::;xn¡1( „f1; : : : ; „fn):
Then, by Theorem 2.2, „R(y; z) is isobaric of weight d = d1 : : : dn in the coe–cients of
the „fi, regarded as polynomials in x1; : : : ; xn¡1. Now each such coe–cient c(y; z) of „fi is
homogeneous in y and z of degree equal to its weight. Hence,
„R(y; z) =
X
i1+¢¢¢+is+j=d
Ai1;:::;isy
i1
1 : : : y
is
s z
j ;
where the Ai1;:::;is are elements of D. Indeed, Ai1;:::;is is homogeneous in the coe–cients
of „fi of degree Di = d1 : : : di¡1di+1 : : : dn, by Theorem 2.1. Suppose that
„R(y; z) = S(y; z)T (y; z)
in D[y; z]. Then S and T are homogeneous in y and z and in the coe–cients of each
„fi, by Theorem I-10.5 of Walker (1978) (which says that any factor of a homogeneous
polynomial is homogeneous).
Now we must pay particular attention to the variables in the s-tuple y = (y1; : : : ; ys).
We have
„R(1; 0; : : : ; 0) = S(1; 0; : : : ; 0)T (1; 0; : : : ; 0):
But „R(1; 0; : : : ; 0) is an irreducible element of D, by Theorem 2.1, as
„R(1; 0; : : : ; 0) = resx1;:::;xn¡1( „f1(1; 0; : : : ; 0; x1; : : : ; xn¡1; 0); : : : ;
„fn(1; 0; : : : ; 0; x1; : : : ; xn¡1; 0));
where the right-hand side is just the resultant of the leading forms of the generic non-
homogeneous polynomials fi(1; 0; : : : ; 0; x1; : : : ; xn¡1). Therefore, either S(1; 0; : : : ; 0) or
T (1; 0; : : : ; 0), say the latter, is a unit, that is §1. Then
S(1; 0; : : : ; 0) = § „R(1; 0; : : : ; 0) = §Ad;0;:::;0
is homogeneous in the coe–cients of „fi of degree Di, by Theorem 2.1. Hence, T (y; z) is
independent of the coe–cients of „fi, for each i. We have, therefore,
„R(y; z) = (§Ad;0:::;0yp1 + ¢ ¢ ¢)(§yq1 + ¢ ¢ ¢) = S(y; z)T (y; z):
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For all i, 1 • i • n, consider the efiect of setting equal to zero every coe–cient
ci1;:::;is;e1;:::;en¡1 of „fi for which either some ik > 0, 2 • k • s, or i1 +e1 + ¢ ¢ ¢+en¡1 < di.
The efiect of this specialization is the same as that of setting y2 = ¢ ¢ ¢ = ys = z = 0.
Under this specialization,
„R(y; z) = Ad;0;:::;0yd1 :
Hence, T (y; z) = §yq1, as T (y; z) is unafiected by this specialization. But y1 is not a divisor
of „R(y; w). Hence q = 0. We’ve shown that „R(y; z) is irreducible. Since R(y) = „R(y; 1),
R(y) is also irreducible, and has total degree d.2
3. Statements of Results
Collins (1975, pp. 177 and 178) reported his observations concerning some detailed
experimental traces of the work of the cylindrical algebraic decomposition (cad) al-
gorithm applied to certain randomly generated sets of trivariate integral polynomi-
als. He describes, for example, the computation of two successive projections of a set
fA1(x1; x2; x3); A2(x1; x2; x3)g, where A1 and A2 are polynomials of total degree two
with random integer coe–cients from the interval [¡9;+9]. We denote by discrx(F ) the
discriminant with respect to x of a polynomial F (x) of positive degree whose coe–-
cients lie in an arbitrary domain of multivariate integral polynomials. Collins observed
that the primitive parts of the polynomials discrx2(discrx3(A1)), discrx2(discrx3(A2))
and resx2(discrx3(A1);discrx3(A2)) are irreducible. He observed, on the other hand, that
discrx2(resx3(A1; A2)) is divisible by the square of an irreducible polynomial P2(x1) of
positive degree, and that resx2(discrx3(A1); resx3(A1; A2)) is equal, up to some integer
factor, to the square of another irreducible polynomial P4(x1) of positive degree. He fur-
ther noticed that the resultant with respect to x2 of resx3(A1; A2) and psc1x3(A1; A2),
the flrst principal subresultant coe–cient of A1 and A2 with respect to x3 (Collins,
1975, p. 141), is equal, up to some integer factor, to P2(x1)2. He added that, \in gen-
eral", resx2(resx3(A1; A2); resx3(A2; A3)) is found to be reducible in other experiments
performed.
In this paper, we present theorems concerning generic non-homogeneous polynomials
in three variables of arbitrary positive total degrees which help to explain, either in full
or in part, most of the observations listed above. It will be appropriate to start with a
theorem which explains the last of the above-mentioned observations by Collins, namely,
that \in general", resx2(resx3(A1; A2); resx3(A2; A3)) is reducible. The theorem, together
with its companion Theorem 3.2, suggests that, \in general", resx2;x3(A1; A2; A3) is a
simple (that is, non-repeated) factor of resx2(resx3(A1; A2); resx3(A2; A3)). Theorem 3.1
was stated and an informal, intutitive proof of it sketched by van der Waerden (1975).
Theorem 3.1. Let f; g and h be generic non-homogeneous polynomials in x; y, and z
of positive total degrees l;m and n, respectively, as deflned in Section 2. Let D be the
integral domain obtained by adjoining all the indeterminate coe–cients of f; g and h to
Z. Then the polynomial S(x) = resy;z(f; g; h) is irreducible over D and has degree in
x lmn, while the polynomial R(x) = resy(resz(f; g); resz(g; h)) in D[x] has degree in x
lm2n. Moreover, S(x) j R(x) in D[x].
Theorem 3.2. With f; g and h as in the statement of Theorem 3.1, the polynomial
R(x) = resy(resz(f; g); resz(g; h)) is squarefree with respect to x; hence, where S(x) =
resy;z(f; g; h), S(x)2 does not divide R(x) in D[x].
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Proofs of these theorems are found in Section 4.
Our next theorem explains another of the above-mentioned observations by Collins.
The theorem says that in the special case of Theorem 3.1 in which f = @g=@z and
where the total degree m of g satisfles m ‚ 2, the square of resy;z(f; g; h) divides
resy(resz(f; g); resz(g; h)) in D[x]. This theorem, which also was stated and explained
intuitively by van der Waerden (1975), is the main result of the present paper.
Theorem 3.3. Let g and h be generic non-homogeneous polynomials in x; y and z of
total degrees m ‚ 2 and n ‚ 1, respectively. Let D be the integral domain obtained
by adjoining all the indeterminate coe–cients of g and h to Z. Then the polynomial
S(x) = resy;z(@g=@z; g; h) is irreducible over D and has degree in x (m ¡ 1)mn, while
the polynomial R(x) = resy(discrz(g); resz(g; h)) in D[x] has degree in x (m ¡ 1)m2n.
Moreover, S(x)2 j R(x) in D[x].
A proof of this theorem together with the supporting results required is found in
Section 5. We remark that in case m = 2 we have degxS(x)2 = degxR(x) and so S(x)2
is equal to R(x) up to a factor in D, consistent with Collins’ observations.
Our flnal theorem partially explains two more of Collins’ above-mentioned observa-
tions. van der Waerden (1975) stated, and informally justifled, the portion of the the-
orem pertaining to discry(resz(f; g)), but his remarks were applicable only to the case
l = m = 2.
Theorem 3.4. Let f and g be generic non-homogeneous polynomials in x; y and z of
total degrees l ‚ 2 and m ‚ 2, respectively. Then the polynomial R(x) = resy(resz(f; g);
psc1z(f; g)) has degree in x (l¡1)l(m¡1)m and the polynomial D(x) = discry(resz(f; g))
has degree in x lm(lm ¡ 1). Neither R(x) nor D(x) is squarefree with respect to x.
Moreover, every irreducible factor of positive degree of R(x) has multiplicity at least two.
A proof of Theorem 3.4 is found in Section 6. We conjecture that, with f and g as
in Theorem 3.4, R(x) = resy(resz(f; g);psc1z(f; g)) in fact equals the square of an irre-
ducible polynomial P (x), while P (x)2 is a proper factor of D(x) = discry(resz(f; g)).
4. Proofs of Theorems 3.1 and 3.2
We flrst present a proof of Theorem 3.1.
Proof. The irreducibility of S(x) and the formula for its degree come directly from
Theorem 2.6, in which we take s = 1 and n = 3. We now prove the formula for the
degree of R(x). Let „f(x; y; z; t), „g(x; y; z; t) and „h(x; y; z; t) denote the homogenizations
of f; g and h, respectively, with respect to x; y and z, in which t is introduced as the
variable of homogeneity. Let „R1(x; y; t) = resz( „f; „g) and „R2(x; y; t) = resz(„g; „h). As in
the proof of Theorem 2.6 we have
„R1(x; y; t) =
X
i+j+k=lm
Ai;jx
iyjtk;
„R2(x; y; t) =
X
i+j+k=mn
Bi;jx
iyjtk;
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where the Ai;j and Bi;j are elements of D, A0;lm = „R1(0; 1; 0) 6= 0 and B0;mn =
„R2(0; 1; 0) 6= 0. Let „R(x; t) = resy( „R1; „R2). Again, as in the proof of Theorem 2.6, we
have
„R(x; t) =
X
i+j=lm2n
rix
itj ;
where ri 2 D. Let R1(x; y) = resz(f; g) and R2(x; y) = resz(g; h). As R1(x; y) =
„R1(x; y; 1), R2(x; y) = „R2(x; y; 1) and R(x) = „R(x; 1), it follows that degxR(x) • lm2n.
We now show that this inequality is in fact an equation. Consider the specialization
expressed with a slight abuse of notation by
f = xl;
g = zm;
h = yn:
Then R1(x; y) = (¡1)lmxlm and R2(x; y) = ymn under this specialization. So R(x) =
xlm
2n under this specialization. We have proved that degxR(x) = lm2n.
Let F be the quotient fleld of D and let „F be the algebraic closure of F . Let fi 2 „F
and suppose that S(fi) = 0. By Theorem 2.5 (with s = 1 and n = 3) there exist fl; ° 2 „F
such that
f(fi; fl; °) = g(fi; fl; °) = h(fi; fl; °) = 0:
Hence, by Theorem 2.5 (with s = 2 and n = 2),
resz(f; g)(fi; fl) = resz(g; h)(fi; fl) = 0:
Therefore, by Theorem 2.4 (with s = 1 and n = 2), R(fi) = 0. We have shown that every
root fi 2 „F of S(x) is a root of R(x).
As S(x) is irreducible overD (Theorem 2.6), S(x) is irreducible over F (by Lemma 3.27,
Herstein, 1964, Chap. 3). Hence, since the characteristic of F is zero, S(x) has no multiple
roots (by Corollary 1 to Lemma 5.6, Herstein, 1964, Chap. 5). Hence, S(x)jR(x) over „F :
that is, R(x) = S(x)T (x) for some T (x) 2 „F [x]. By equating the coe–cients of R(x) and
S(x)T (x) we see that, in fact, T (x) 2 F [x]. Write T (x) = (c=d)P (x), where c; d 2 D and
P (x) is primitive. We have dR(x) = cS(x)P (x). Since S(x) and P (x) are both primitive
polynomials inD[x], S(x)P (x) is also primitive (by Lemma 3.26, Herstein, 1964, Chap. 3).
Hence, djc and S(x)jR(x) over D.2
We now present a proof of Theorem 3.2.
Proof. Let ¢ = discrx(R). We shall show that ¢ 6= 0 by considering specializations of
f; g and h as products of linear factors. With a slight abuse of notation let
f = (z + d1) : : : (z + dl);
g = (y + z + h1) : : : (y + z + hm);
h = (x¡ y + z + u1) : : : (x¡ y + z + un);
where the di; hj and uk are distinct indeterminates, denote a specialization of f; g and
h. Then
resz(f; g) =
Y
i;j
(y + hj ¡ di)
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and
resz(g; h) =
Y
s;t
(¡2y + x+ ut ¡ hs);
under this specialization, by the product formula for the Sylvester resultant (van der
Waerden, 1950, Section 5.9). Hence,
R(x) =
Y
i;j;s;t
(x¡ 2di + 2hj ¡ hs + ut)
for this specialization, again by the product formula for the Sylvester resultant. The lm2n
roots of R(x) under this specialization are distinct|hence, ¢ 6= 0 for this specialization.
Therefore, for generic non-homogeneous f; g and h we have ¢ 6= 0. Hence, R(x) is
squarefree with respect to x.2
5. Proofs of Theorem 3.3 and Supporting Results
Just as the irreducibility of resy;z(f; g; h) was required in the proof of Theorem 3.1, so
do we need to know that resy;z(@g=@z; g; h) is irreducible for our proof of Theorem 3.3.
This will take some efiort to establish. We begin with an elementary result.
Theorem 5.1. Let m ‚ 2 and let
g(z) = amzm + am¡1zm¡1 + ¢ ¢ ¢+ a0
be a polynomial with distinct indeterminate coe–cients ai. Let D = Z[a0; : : : ; am]. Then
discrz(g), the discriminant of g with respect to z, is an irreducible element of D.
Proof. Perhaps the simplest proof which can be given is an adaptation of the proof of
the irreducibility of the Sylvester resultant of two generic polynomials f(z); g(z) which
can be found in van der Waerden (1950, pp. 105 and 106). Suppose that
g(z) = am(z ¡ fi1) : : : (z ¡ fim);
with the fii distinct indeterminates. Then
discrz(g) = a2m¡2m
Y
i<j
(fii ¡ fij)2
(see, for example, van der Waerden, 1950, p. 101). Suppose that
discrz(g) = AB;
where A and B are elements of D. Then A and B can be written as symmetric functions
of the roots fii. Since discrz(g) is divisible by fi1¡fi2, A or B, say A, has to be divisible
by fi1 ¡ fi2 as well. Suppose that B is also divisible by fi1 ¡ fi2. Then, being symmetric
functions, A and B must each be divisible by all other fii ¡ fij and, therefore, by the
product
Q
i<j(fii ¡ fij). By virtue of the product formula for the discriminant quoted
above,
A = §apm
Y
i<j
(fii ¡ fij)
for some p, with 0 • p • 2m ¡ 2. But if fi1 and fi2 are transposed, with all other fij
flxed, then the sign of A changes, contradicting the symmetry of A. So, by virtue of the
discriminant’s product formula, A must be divisible by (fi1 ¡ fi2)2, hence by all other
Factors of Iterated Resultants 377
(fii ¡ fij)2, hence by the product
Q
i<j(fii ¡ fij)2. But am does not divide discrz(g) in
D. Therefore B = §1.2
The key to establishing the desired irreducibility result is the following theorem.
Theorem 5.2. Let m ‚ 2, n ‚ 1 and let g(y; z; w) and h(y; z; w) be generic homogeneous
polynomials of degrees m and n, respectively. Let D be the polynomial domain obtained
by adjoining all of the indeterminate coe–cients of g and h to Z. Then res(@g=@z; g; h)
is irreducible in D, is homogeneous in the coe–cients of g of degree (2m ¡ 1)n and is
homogeneous in the coe–cients of h of degree m(m¡ 1).
Proof. Our proof is an adaptation of the proof of Macaulay (1916, pp. 12 and 13) of
the irreducibility of the multivariate multipolynomial resultant. Let
g(y; z; w) = b0;mzm + (b1;m¡1y + b0;m¡1w)zm¡1 + ¢ ¢ ¢+ (bm;0ym + ¢ ¢ ¢+ b0;0wm);
h(y; z; w) = c0;nzn + (c1;n¡1y + c0;n¡1w)zn¡1 + ¢ ¢ ¢+ (cn;0yn + ¢ ¢ ¢+ c0;0wn);
r = res(@g=@z; g)w=0;
r^(y; w) = resz(@g=@z; g);
h0(y; w) = h(y; 0; w) = cn;0yn + ¢ ¢ ¢+ c0;0wn;
R0 = res(@g=@z; g; h0);
R0 = res(r^; h0);
R = res(@g=@z; g; h):
Up to sign we have
r = b0;md;
where d = discrz(g(1; z; 0)). Now r^(y; w) is of weight m(m ¡ 1) in the coe–cients of g,
regarded as a polynomial in z. Also each such coe–cient of g is homogeneous in y and w
and has degree equal to its weight. Hence, r^(y; w) is homogeneous and of degree m(m¡1):
r^(y; w) = Aym(m¡1) +Bym(m¡1)¡1 + ¢ ¢ ¢ ;
where A;B; : : : are polynomials in the coe–cients of g, homogeneous of degree 2m ¡ 1.
We can factor out b0;m from r^(y; w) thus:
r^(y; w) = b0;m( „Aym(m¡1) + „Bym(m¡1)¡1 + ¢ ¢ ¢) = b0;md^(y; w);
where „A = d and, up to sign, d^(y; w) is the discriminant of g(y; z; w) with respect to z.
The entire coe–cient of mmbm0;m in r^(y; w) is (b
0)m¡1, where
b0 = bm;0ym + bm¡1;0ym¡1w + ¢ ¢ ¢+ b0;0wm;
that is, b0 is the part of g(y; z; w) independent of z. (This can be seen by inspection of
the Sylvester matrix of @g=@z and g with respect to z.) Hence, „B has a term
(m¡ 1)mmbm¡10;m bm¡2m;0 bm¡1;0;
and cannot be divisible by d, as d does not involve bm¡1;0. That is, d does not divide „B.
Now we claim that, for all particular values of the b’s and c’s from the fleld of complex
numbers, the vanishing of R0 implies the vanishing of R0. For suppose that the b’s and
c’s are specialized such that R0 = 0. Should b0;m = 0, then r^(y; w) = 0, hence R0 = 0.
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Otherwise, by Theorem 2.1 (and the remarks following Theorem 2.3), there exists a non-
trivial zero say (fl; °; –) of the system @g=@z = g = h0 = 0. Notice that if fl = – = 0,
then b0;m°m = 0, which implies that b0;m = 0, a contradiction. So fl and – are not both
zero. Now r^(fl; –) = h0(fl; –) = 0. Hence, by Theorem 2.1, R0 = 0. The claim is proved.
Therefore, by Hilbert’s Nullstellensatz (van der Waerden, 1950b, pp. 5 and 6), every
irreducible factor of R0 divides R0.
Since r^(y; w) = b0;md^(y; w), we have
R0 = res(r^(y; w); h0(y; w))
= bn0;mres(d^(y; w); h
0(y; w))
= bn0;mR^0;
say. Now if we put d = 0, we see that R^0 has a term (¡1)ncn;0 „Bncm(m¡1)¡10;0 , and that
this is the only term of R^0 containing c
m(m¡1)¡1
0;0 when d = 0. Hence, expanding R^0 in
powers of c0;0 to two terms, we have:
R^0 = dnc
m(m¡1)
0;0 +B
0cm(m¡1)¡10;0 + ¢ ¢ ¢ ;
where
B0 · (¡1)ncn;0 „Bn (mod d):
It follows from this that d does not divide B0. (For if djB0, then dj „Bn, so dj „B, as d is
irreducible by Theorem 5.1. This is a contradiction.) Hence, as in the proof of Macaulay
(1916, p. 5) of the irreducibility of the Sylvester resultant of two generic polynomials, R^0
has an irreducible factor of the form dncq0;0 + ¢ ¢ ¢, with q > 0, and has no other irreducible
factor involving the coe–cients of g. Therefore, R0 can be expressed as
R0 = bn0;m(d
ncq0;0 + ¢ ¢ ¢)S;
where S is independent of the coe–cients of g.
Consider the specialization
g = zm + ym;
h = c0;nzn + ¢ ¢ ¢+ (cn;0yn + ¢ ¢ ¢+ c0;0wn);
that is, h is unspecialized. Now
r^(y; w) = resz(@g=@z; g) = mmym(m¡1);
and so R0 = mmnc
m(m¡1)
0;0 , under this specialization. But S is unafiected by this special-
ization, since S is independent of the coe–cients of g. Hence, S = mkcl0;0, for some k and
l, with 0 • k • mn and 0 • l • m(m ¡ 1). In fact, under this specialization, d = mm,
and the irreducible factor dncq0;0 + ¢ ¢ ¢ = mmncq0;0. So k = 0.
But under the specialization
g = zm + wm;
h = yn;
we have R0 = (¡1)m(m¡1)nmmn. Therefore, c0;0 does not divide R0. (For if c0;0jR0 then
R0 = 0 under this specialization, as c0;0 = 0 under this specialization.) Hence l = 0. It
follows that q = m(m¡ 1):
R0 = §bn0;m(dncm(m¡1)0;0 + ¢ ¢ ¢):
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The factor dncm(m¡1)0;0 + ¢ ¢ ¢ must be a factor of R0. The reason is that R0 has an irre-
ducible factor involving some coe–cient of g other than b0;m; this divides R0 and therefore
must be equal, up to sign, to this factor. Moreover, this factor occurs with multiplicity
1 in R0, since it is homogeneous in the b’s of degree (2m¡ 2)n while R0 is homogeneous
in the b’s of degree (2m¡ 1)n. The remaining factor of R0 must be, up to sign, bn0;m:
R0 = §bn0;m(dncm(m¡1)0;0 + ¢ ¢ ¢):
Now R0 is what R becomes when all the coe–cients of h other than those of h0 are put
equal to zero. Thus R has an irreducible factor of the form
bn¡k0;m d
nc
m(m¡1)
0;0 + ¢ ¢ ¢ :
Suppose that R has another irreducible factor, say S. Then, upon specializing, all the
coe–cients of h other than those of h0 equal to zero, S becomes §bl0;m. Since bl0;m is
independent of the c’s, we must have S = §bl0;m. But b0;m does not divide R. Hence,
l = 0 and S = §1, contradicting the hypothesis that S is an irreducible factor of R.
Hence R is irreducible.2
It is conceivable that Theorem 5.2 could be given a more \modern" proof, and it
would be good if such a proof could be found. We believe that the proof we have given
is su–cient, at least, to establish the validity of the theorem. Moreover, we feel that the
proof is quite instructive, though admittedly somewhat cumbersome. It is remarkable
how much can be done using elementary arguments.
We are now in a position to establish the desired irreducibility result.
Theorem 5.3. Let m ‚ 2, n ‚ 1 and let g(x; y; z), h(x; y; z) be generic non-
homogeneous polynomials of degrees m and n, respectively. Let D be the polynomial do-
main obtained by adjoining all of the indeterminate coe–cients of g and h to Z. Then
R(x) = resy;z(@g=@z; g; h) is irreducible in D[x] and has degree in x (m¡ 1)mn.
Proof. Our proof is an adaptation of the proof of Theorem 2.6. Let „g(x; y; z; t) and
„h(x; y; z; t) denote the homogenizations of g(x; y; z) and h(x; y; z), respectively, with re-
spect to x; y and z, in which t is introduced as the variable of homogeneity. Let „R(x; t) =
resy;z(@„g=@z; „g; „h). Then, by Theorem 2.2, „R(x; t) is isobaric of weight (m¡ 1)mn in the
coe–cients of „g and „h, regarded as polynomials in y and z. Each such coe–cient c(x; t)
of „g or d(x; t) of „h is homogeneous in x and t of degree equal to its weight. Hence:
„R(x; t) = A0x(m¡1)mn +A1x(m¡1)mn¡1 + ¢ ¢ ¢+A(m¡1)mnt(m¡1)mn;
where the Ai are elements of D. Indeed, Ai is homogeneous in the coe–cients of g of
degree (2m¡ 1)n, and in the coe–cients of h of degree (m¡ 1)m.
Suppose that S(x; t) and T (x; t) are elements of D[x; t] such that
„R(x; t) = S(x; t)T (x; t):
Then S(x; t) and T (x; t) are homogeneous in the coe–cients of g and in the coe–cients
of h, by Theorem I{10.5 of Walker (1978). Now
„R(1; 0) = S(1; 0)T (1; 0):
But „R(1; 0) is an irreducible element of D, by Theorem 5.2, as
„R(1; 0) = resy;z(@g=@z(1; y; z; 0); g(1; y; z; 0); h(1; y; z; 0));
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and g(1; y; z; 0) and h(1; y; z; 0) are generic non-homogeneous polynomials in y and z.
Therefore, either S(1; 0) or T (1; 0), say the latter, is a unit, that is §1. Then S(1; 0) =
§ „R(1; 0) is homogeneous in the coe–cients of g of degree (2m¡1)n, and in the coe–cients
of h of degree (m¡1)m. But „R(1; 0) = A0. Hence, T (x; t) is independent of the coe–cients
of g and h. We thus have:
„R(x; t) = (§A0xp + ¢ ¢ ¢)(§xq + ¢ ¢ ¢) = S(x; t)T (x; t):
Consider the efiect of setting equal to zero every coe–cient bi;j;k of g (such that
bi;j;kx
iyjzk occurs in g) such that i + j + k < m and every coe–cient ci;j;k of h (such
that ci;j;kxiyjzk occurs in h) such that i+ j + k < n. The efiect of this specialization is
the same as that of setting t = 0. Under this specialization
„R(x; t) = A0x(m¡1)mn:
Hence, T (x; t) = §xq, since T (x; t) is unafiected by this specialization. But x does not
divide „R(x; t). Hence q = 0. We’ve shown that „R(x; t) is irreducible. As R(x) = „R(x; 1),
R(x) is also irreducible, and has degree (m¡ 1)mn.2
We next present two key lemmas for the proof of Theorem 3.3.
Lemma 5.1. Let K be an algebraically closed fleld of characteristic zero. Let f1(x; y) and
f2(x; y) be elements of K[x; y] which have positive total degrees n1 and n2, respectively.
Suppose that, for i = 1; 2, the coe–cient of yni in fi is a non-zero constant. Let R(x) be
the resultant of f1 and f2 with respect to y. Let fi 2 K such that fi is a simple, that is,
non-repeated, root of R(x). Then there is a unique element fl of K such that
f1(fi; fl) = f2(fi; fl) = 0:
Moreover, (fi; fl) is a non-singular point of each curve f1(x; y) = 0 and f2(x; y) = 0, and
these curves have distinct tangent lines at (fi; fl).
Proof. For i = 1; 2, the hypothesis that the coe–cient of yni in fi is a non-zero con-
stant implies that the inflnite point on the y-axis is not on the curve fi = 0. Hence, by
Theorem 5.3 in Chapter IV of Walker (1978), the multiplicity of the root fi of R(x) = 0
is equal to the number of intersections of the curves f1 = 0 and f2 = 0 on the line x = fi.
Hence, by hypothesis, f1 = 0 and f2 = 0 have exactly one intersection on the line x = fi.
Hence, there is a unique element fl of K such that (fi; fl) is a common zero of f1 and f2.
By Theorem 5.10 in Chapter IV of Walker (1978), the point (fi; fl) has multiplicity one
for each curve f1 = 0 and f2 = 0 (that is, (fi; fl) is a non-singular point of each curve)
and these curves have distinct tangents at (fi; fl).2
Lemma 5.2. Let K be an algebraically closed fleld of characteristic zero. Let g(x; y; z)
and h(x; y; z) be elements of K[x; y; z] which have positive total degrees m and n, respec-
tively. Suppose that the coe–cient of zm in g and the coe–cient of zn in h are non-zero
constants. Let R(x; y) be the resultant of g and h with respect to z. Let (fi; fl) 2 K2
such that (fi; fl) is a non-singular point of the curve R(x; y) = 0. Then there is a unique
element ° of K such that
g(fi; fl; °) = h(fi; fl; °) = 0:
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Moreover, (fi; fl; °) is a non-singular point of each surface g = 0 and h = 0. Finally, if
@g=@z(fi; fl; °) = 0, then the intersection of the tangent plane to the surface g = 0 at
(fi; fl; °) and the x; y-plane is tangent to the curve R(x; y) = 0 at (fi; fl).
Proof. By hypothesis, either @R=@x(fi; fl) 6= 0 or @R=@y(fi; fl) 6= 0. By interchanging
x and y if necessary, assume that @R=@y(fi; fl) 6= 0. Consider the bivariate polynomi-
als f1(y; z) = g(fi; y; z) and f2(y; z) = h(fi; y; z). Where S(y) = resz(f1; f2), we have
S(y) = R(fi; y). Now fl is a simple root of S(y), as S0(fl) = @R=@y(fi; fl) 6= 0. Hence,
by Lemma 5.1, there is a unique element ° of K such that (fl; °) is a common zero of
f1 and f2. Moreover, (fl; °) is a non-singular point of each curve f1 = 0 and f2 = 0.
Thus, (fi; fl; °) is a common zero of g and h and, in particular, @g=@y(fi; fl; °) 6= 0, or
@g=@z(fi; fl; °) 6= 0. Thus, (fi; fl; °) is a non-singular point of g = 0. A similar conclusion
holds for h = 0.
For the last conclusion of the lemma, suppose that @g=@z(fi; fl; °) = 0, and let the
equation of the tangent plane to g = 0 at (fi; fl; °) be ‚(x¡ fi) + „(y ¡ fl) = 0. Suppose
that ‚(x¡ fi) + „(y ¡ fl) = 0 is not the equation of the tangent line to R = 0 at (fi; fl).
Put `1(t; z) = g(fi¡„t; fl+‚t; z), `2(t; z) = h(fi¡„t; fl+‚t; z) and S(t) = resz(`1; `2).
Then S(t) = R(fi ¡ „t; fl + ‚t; z). As @R=@y(fi; fl) 6= 0 and ‚(x ¡ fi) + „(y ¡ fl) = 0 is
not tangent to R = 0 at (fi; fl), t = 0 is a simple root of S(t). Hence, by Lemma 5.1,
(0; °) is a non-singular point of the curve `1(t; z) = 0. But the multiplicity of `1(t; z) = 0
at (0; °) is at least two, as the initial form ‚(x ¡ fi) + „(y ¡ fl) = 0 of g at (fi; fl; °)
vanishes under the substitution x = fi ¡ „t, y = fl + ‚t. We have a contradiction.
Therefore, ‚(x ¡ fi) + „(y ¡ fl) = 0 is the equation of the tangent line to R = 0 at
(fi; fl).2
At last can we present the proof of Theorem 3.3.
Proof. The irreducibility of S(x) and the formula for its degree come directly from
Theorem 5.3. We now prove that degxR(x) = (m ¡ 1)m2n. Now, as remarked earlier,
the setting of Theorem 3.3 is essentially a specialization of that of Theorem 3.1, in which
f = @g=@z and m ‚ 2. It follows, by Theorem 3.1, that degxR(x) • (m ¡ 1)m2n.
Consider the specialization expressed with a slight abuse of notation by
g = zm + xm;
h = yn:
Then it can be readily verifled that, for some non-zero integer r, R(x) = rx(m¡1)m
2n
under this specialization. Hence, degxR(x) = (m¡ 1)m2n.
Let F be the quotient fleld of D and „F be the algebraic closure of F . Let fi 2 „F
and suppose S(fi) = 0. By Theorem 2.4 (with s = 1 and n = 3), either (a) or (b) of
Theorem 2.4 holds. Suppose that (a) holds. Now the leading forms of @g=@z, g and h
with respect to y and z are independent of x. By (a), these three forms have a common
non-trivial zero over „F . In particular, the leading forms G(x; y; z) and H(x; y; z) of g and
h, respectively, with respect to y and z have a common non-trivial zero over „F . Hence,
by Theorem 2.1, res(G;H) = 0. But this contradicts another conclusion of Theorem 2.1,
which is that res(G;H) is an irreducible element of D, homogeneous in the coe–cients
of G of degree n and in the coe–cients of H of degree m. Therefore (a) does not hold.
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Hence (b) holds. That is, there exist fl; ° 2 „F such that (fi; fl; °) is a common zero of
@g=@z; g and h. Therefore, by Theorem 2.4 (with s = 2 and n = 2),
discrz(g)(fi; fl) = resz(g; h)(fi; fl) = 0:
Therefore, by Theorem 2.4 (with s = 1 and n = 2), R(fi) = 0.
Suppose that the multiplicity of fi as a root of R(x) is 1. Then, by Lemma 5.1, (fi; fl)
is a non-singular point of each curve discrz(g) = 0 and resz(g; h) = 0 and these curves
have distinct tangent lines at (fi; fl). Hence, by Lemma 5.2, (fi; fl; °) is a non-singular
point of the surface g(x; y; z) = 0. Hence, there exists a unique tangent plane P to the
surface g(x; y; z) = 0 at (fi; fl; °). By Lemma 5.2, as @g=@z(fi; fl; °) = 0, the intersection
of P and the x; y-plane is tangent to the curve resz(g; h) = 0 at (fi; fl). But again by
Lemma 5.2, as the curve discrz(g) = 0 is non-singular at (fi; fl), the intersection of P
and the x; y-plane is tangent to the curve discrz(g) = 0 at (fi; fl). This contradicts the
distinctness of the tangents to the curves discrz(g) = 0 and resz(g; h) = 0 at (fi; fl).
Therefore, the multiplicity of fi as a root of R(x) is at least two.
Since S(x) is irreducible over D (Theorem 5.3), S(x) is irreducible over F (by
Lemma 3.27, Herstein, 1964, Chap. 3). Hence, as the characteristic of F is zero, S(x) has
no multiple roots. Hence, S(x)2jR(x) over „F . As in the proof of Theorem 3.1, we can
readily deduce from this that S(x)2jR(x) over D.2
6. Proof of Theorem 3.4 and Supporting Results
We begin by proving the key lemma for the proof of Theorem 3.4.
Lemma 6.1. Let K be an algebraically closed fleld of characteristic zero. Let f(x; y; z)
and g(x; y; z) be elements of K[x; y; z] which have positive total degrees l and m, respec-
tively. Suppose that the coe–cient of zl in f and the coe–cient of zm in g are non-zero
constants. Let R0(x; y) be the resultant of f and g with respect to z and R1(x; y) be the
flrst principal subresultant coe–cient of f and g with respect to z. Let (fi; fl) 2 K2 be a
common zero of R0 and R1. Then (fi; fl) is a singular point of the curve R0 = 0.
Proof. Suppose, to the contrary, that (fi; fl) is a non-singular point of the curve R0 =
0. Then, either @R0=@x(fi; fl) 6= 0 or @R0=@y(fi; fl) 6= 0. By interchanging x and y if
necessary, assume that the latter inequation holds. Consider the bivariate polynomials
ffi(y; z) = f(fi; y; z) and gfi(y; z) = g(fi; y; z). Where S(y) = resz(ffi; gfi), we have S(y) =
R0(fi; y). Now fl is a simple root of S(y) as S0(fl) = @R0=@y(fi; fl) 6= 0. Hence, by
Lemma 5.1, there is a unique element ° of K such that
ffi(fl; °) = gfi(fl; °) = 0:
Moreover, (fl; °) is a non-singular point of each curve ffi = 0 and gfi = 0, and these curves
have distinct tangent lines at (fl; °). Therefore, the greatest common divisor h(z) over K
of the two polynomials ffi(fl; z) and gfi(fl; z) equals z ¡ °. But according to Theorem 2
of Collins (1975), as R0(fi; fl) = R1(fi; fl) = 0, the degree of h(z) is at least two. We have
obtained a contradiction. Therefore, (fi; fl) is a singular point of the curve R0 = 0.2
We can now present the proof of Theorem 3.4.
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Proof. Let „f(x; y; z; t) and „g(x; y; z; t) denote the homogenizations of f(x; y; z) and
g(x; y; z), respectively, with respect to x; y and z, in which t is introduced as the variable
of homogeneity. Let A be the integral domain obtained by adjoining to Z all of the inde-
terminate coe–cients of f and g. Let „R0(x; y; t) = resz( „f; „g) and „R1(x; y; t) = psc1z( „f; „g).
As in the proof of Theorem 2.6, we have
„R0(x; y; t) =
X
i+j+k=lm
Ai;jx
iyjtk;
where the Ai;j are elements of A and A0;lm = „R0(0; 1; 0) 6= 0. By straightforward analogy
with the proof of Theorem 2.6, we also have
„R1(x; y; t) =
X
i+j+k=(l¡1)(m¡1)
Bi;jx
iyjtk;
where the Bi;j are elements of A and B0;(l¡1)(m¡1) = „R1(0; 1; 0) 6= 0. Let „R(x; t) =
resy( „R0; „R1). Again as in the proof of Theorem 2.6 we have
„R(x; t) =
X
i+j=(l¡1)l(m¡1)m
rix
itj ;
where the ri are elements of A. We claim that r(l¡1)l(m¡1)m 6= 0. For r(l¡1)l(m¡1)m =
„R(1; 0), which is equal to the resultant with respect to y of the polynomials „R0(1; y; 0)
and „R1(1; y; 0). But „R0(1; y; 0), which is equal to the resultant with respect to z of
„f(1; y; z; 0) and „g(1; y; z; 0), is irreducible by Theorem 2.6. Therefore, „R0(1; y; 0) and
„R1(1; y; 0), whose degrees are lm and (l¡1)(m¡1), respectively, have no common factor
of positive degree in y. Therefore, r(l¡1)l(m¡1)m 6= 0 as claimed.
Let R0(x; y) = resz(f; g), R1(x; y) = psc1z(f; g) and R(x) = resy(R0; R1). Then
R0(x; y) = „R0(x; y; 1), R1(x; y) = „R1(x; y; 1) and R(x) = „R(x; 1). It follows from the
properties of „R(x; t) proved above that R(x) has degree (l ¡ 1)l(m ¡ 1)m, which is at
least four, by hypothesis. Let D(x) = discry(R0). It can be shown by analogous means
that D(x) has degree lm(lm¡ 1), which is at least 12, by hypothesis.
Let F be the quotient fleld of A and let „F denote the algebraic closure of F . Let fi 2 „F
be a root of R(x). By Theorem 2.4 there exists an element fl of „F such that
R0(fi; fl) = R1(fi; fl) = 0:
By Lemma 6.1, (fi; fl) is a singular point of the curve R0 = 0 in „F 2. Hence, by Lemma 5.1,
fi is a multiple root of R(x). Also, fi is a root of D(x). Moreover, again by Lemma 5.1,
the multiplicity of fi as a root of D(x) is at least two. It follows from these conclusions
that neither R(x) nor D(x) is squarefree with respect to x, and that every irreducible
factor of R(x) has multiplicity at least two.2
7. Discussion
What do the results of this paper for generic non-homogeneous polynomials tell us
about factors of repeated resultants and discriminants of non-homogeneous integral poly-
nomials in Z[x; y; z]? Let us consider Theorem 3.1. It is not true that, for all elements
f; g; h of Z[x; y; z] of positive total degree,
resy;z(f; g; h) j resy(resz(f; g); resz(g; h))
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in Z[x]. A counter-example is provided by f = y2 + z + x, g = ¡y2 + z, h = y2 + z, for
which resy;z(f; g; h) = 0 and resy(resz(f; g); resz(g; h)) = 4x2. However, for given positive
integers l;m and n, if the coe–cients of generic non-homogeneous polynomials f; g and h
of total degrees l;m and n, respectively, are chosen from Z so that either res(Hf ; Hg) 6= 0
or res(Hg; Hh) 6= 0, where Hf ; Hg and Hh are the leading forms with respect to y and z
of f; g and h, respectively, then we will have
resy;z(f; g; h) j resy(resz(f; g); resz(g; h))
in Z[x]. More generally, for each of the other theorems stated in Section 3, there is
a certain algebraic subset X of the space of all possible coe–cients of generic non-
homogeneous polynomials f; g and h in x; y and z of total degrees l;m; n > 0, respectively,
such that, if particular integer values for the coe–cients of f; g and h are chosen to lie
outside X, then the conclusion of the theorem will hold for the particular polynomials
f; g and h chosen.
Presumably the results proved for generic non-homogeneous polynomials in three vari-
ables can be generalized to r ‚ 3 variables. We have chosen not to attempt to formulate
such generalizations here in the interest of keeping the notation and proofs as simple as
possible, and also because our main aim was to explain the observations of Collins (1975)
concerning polynomials in three variables.
It is conceivable that the results of this paper could be applied to develop improved al-
gorithms for repeated resultant computation. For example, one may wish, given f(x; y; z),
g(x; y; z) and h(x; y; z) in Z[x; y; z], to compute the irreducible factors of resultants with
respect to y of pairs of elements of the set
S = fresz(f; g); resz(g; h); resz(h; f)g:
If f; g and h are su–ciently \general", one could apply Theorem 3.1 to deduce that the
resultant with respect to y of each such pair of elements of S is divisible by resy;z(f; g; h).
To compute the irreducible factors of
R(x) = resy(resz(f; g); resz(g; h));
for example, it may be possible to compute the known factor resy;z(f; g; h) and its cofactor
directly, without explicitly computing R(x), then to factorize these polynomials. The
author intends to investigate such potential computational applications of the results of
this paper.
The author is hopeful that he will soon be able to publish a result concerning factors
of the repeated discriminant
D(x) = discry(discrz(f));
where f is a generic non-homogeneous polynomial in x; y and z of total degree at least
three. Unpublished independent experimental results of Encarnaci¶on and Collins suggest
that D(x) is divisible by the cube of a polynomial P (x) of positive degree.
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