This paper proposed a distributed packet scheduling algorithm for live peer-to-peer streaming system, where network coding is extended to improve the efficiency in bandwidth utilization. A problem of superfluous packet transmission due to the lack of synchronization among peers is identified. This problem often leads to bandwidth inefficiencies. We solve the problem of finding a suitable asynchronous packet scheduling policy by posing and solving a bandwidth allocation problem. This proposed scheduling policy can reduce the superfluous packet transmission, thereby achieving a more efficient bandwidth usage and an improved quality of service in live streaming applications. Experimental results confirm that the proposed scheme demonstrates significantly better video quality, delivery ratio under different network size and different loss rate compared with other push-based schemes.
INTRODUCTION
In recent years, multimedia communication has become a part of our everyday life. Many studies [1] , [2] have been conducted in the multi-source streaming and scalable video streaming. According to the importance, timeliness and scarcity of packets [3] , [4] , the packet scheduling can be more specifically targeted. Comparatively, little attention has Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. been given to improve bandwidth efficiencies through suitable packet scheduling schemes. In fact, improving bandwidth efficiency is necessary as a more effective bandwidth usage may lead to a better quality of service in media streaming applications. Therefore, this paper focuses on improving bandwidth efficiency in cooperative live streaming networks.
Network coding has demonstrated its benefits in the field of multimedia transmission in terms of reducing communication delay [5] , [6] , error-resilience [7] , scalable transmitting [8] , and quality optimization [9] . However, bandwidth efficiencies in combining network coding with multimedia transmission need further to be improved. In present push scheduling schemes, nodes actively push encoded packets to its neighbors until arrival of a stop message. Nevertheless, due to the lack of synchronization among peers, in some cases, some transmitted packets are received after the current content generation has already been decoded. In the sequel, we call that type of packets uninformative. In some other cases, available packets are not enough to decode the original content within the given time window. Let us term these packets unrecoverable. In conventional push-based schemes, it is impossible to avoid such superfluous transmissions, i.e., uninformative and unrecoverable packets. This is because fully synchronization needs enormous amounts of communication overheads and these overheads cannot be compensated by the gains achieved. Thus, it is critical to find a trade-off between improved transmission efficiencies and the information overheads needed to achieve it. To address this problem, a new transmission mechanism is proposed. In a nutshell, the idea behind the proposed approach is that sender nodes pre-calculate the number of packets that receivers need, then the sender nodes push packets to these receivers according to the pre-calculation results.
Some works have also been carried out in using NC to improve the bandwidth efficiency. For instance, work in [6] considers the sub-stream scheduling problem as a maxweighted bipartite matching problem (MWBM). Nevertheless, with network coding, the scheduling problem becomes a new more flexible and simpler problem. Another previous research [10] constructs the cost function for each possible transmitting policy. Nevertheless, it still cannot avoid communication overheads and the bandwidth inefficiencies caused by these unrecoverable packets.
SYSTEM MODEL
In this section, the overall system model is defined. The overall model includes a network encoded media streaming model, a network model and a loss compensation model of the network.
Network encoded media streaming and network model
The media stream distributed to the network nodes is modelled as a single dimensional array of generation. Each generation is identified within the media stream by a temporal index g ∈ [1, G] . Each generation g is subdivided into sg blocks of symbols and all sgs form the vector s. Each generation has a same playback duration κ seconds. The average streaming rate is represented by S.
The network model is modelled as a swarm-push P2P streaming network. Three types of peers are defined in the system: streaming source, tracker server, and client node. Each peer contacts the tracker server to join the P2P network and form neighbor relationships. Some control information (e.g. information related to the upload bandwidth of neighbor nodes, video packets) is exchanged during the handshake procedure. The overlay of network nodes is represented as the graph (N , ε) composed for nodes N = {N1, ..., NN } and the edge ε. Its upload ability of each client node is U = {U1, ...UN } in κ seconds for N = {N1, ..., NN } respectively. For simplicity, the average upload ability in a generation duration in the network is represented by
Ui/N . In these nodes, N1 represents the tracker server and N2 represents the streaming source. For any node Nj, Aj ⊂ N is the neighborhood of Nj. It is the set of sender nodes that transmit packets to node Nj. |Ai| is the size of neighborhood of Ni.
Instead of transmitting raw video packets, the P2P network transmits network-encoded packets. A new networkencoded packet is generated by performing random network coding in a single generation in the Galois field of size q = 2 8 . When a client node receives a packet, it checks if the packet is uninformative (linearly dependent to other received packets). If the packet is uninformative, it is discarded. Once a client node has collected enough informative packets in a generation before the playback deadline, it recovers this generation using the progressive Gauss-Jordan elimination. During the media streaming, only generations in the priority period are transmitted to guarantee a smooth low-delay playback. A priority period Γ is defined as a moving window next to the playback point.
Proposed Loss Compensation Model
The loss compensation model reduces unrecoverable transmissions due to the loss in the network. In a lossy network, the scheduled data rate needs to be more than the original media rate to compensate the impact of loss rate and inherit linear dependent rate, such that enough linear independent packets can be received by receivers. The loss compensation model is developed to find a trade-off between bandwidth efficiencies and the media quality.
To achieve a fluent playback, at any temporal index g, each node Nj needs to receive sg linear independent packets to decode the original generation g. The number of scheduled packets sent from the senders is denoted as ςg in generation g. To achieve recoverable transmissions, ςg is defined as sg over the successful transmission rate . is denoted as the probability that a linear independent packet is successfully received by a node. Therefore, the number of scheduled packets ςg in generation g can be written as:
is related to the loss rate θ and inherit linear dependent rate ρ of random network coding. A received packet is linear dependent to other received packets due to the property of random network coding. Randomly chosen coefficients may be the same as the coefficients in previously sent packets. According to the research in [11] , the lower bound on this inherit linear independent probability ρ only depends on the size of the Galois Field, q, and ρ ≥ (1 − 2 −q ). Therefore, the lower bound of the probability of receiving a linear independent packet can be simply given as:
According to Eq.2, it can be concluded that the rate of receiving a linear independent packet is larger than the product of the loss rate and the linear dependent rate. It also means that when ςg are pushed from the sender, more than sg linear independent packet can be received by the receiver. Therefore, ςg is chosen as the optimal trade-off between transmission efficiencies and the media quality.
DISTRIBUTED PACKET SCHEDULING
In this section, the details of the distributed bandwidthefficient packet scheduling (DPS) algorithm are clarified. The main features of this algorithm are that 1) it builds a cooperation model among sender peers; 2) it calculates the decoding status and allocates senders' upload bandwidth to receiver nodes.
Handshake Procedure
In the handshake procedure, each sender node Ni decides its allocated upload bandwidth Uij to receiver node Nj. Firstly, when the receiver node Nj joins the network, it contacts with the tracker node to obtain a list of free sender peers Ni as its neighbor nodes Ai and become one of the client peer automatically. For each Ni ∈ Aj, they are given an integer number i as its uniquely identification. Then, the tracker server calculates the amount of upload bandwidth Uij that each sender Ni should contribute for supporting the full-rate delivery of this receiver node Nj. The scheduled upload bandwidth Uij from sender node Ni ∈ Aj to receiver node Nj is given as
After that, the scheduled upload bandwidth allocation Uijs for ∀Ni ∈ Aj are stored into a vector following its identification order and sent to each parental node Ni ⊂ Aj. At the same time, the tracker calculates the residual available upload bandwidth Ui for each sender Ni ∈ Aj by Ui = Ui −Uij. In this way, at the end of the handshake procedure, each sender Ni will get a list of cooperative senders Ni ∈ Aj, and their corresponding allocated bandwidth Uij for this receiver Uj.
Real-time Distributed Scheduling
The real-time distributed scheduler pre-calculates the scheduled number of packets dij from node Ni to Nj in any generation g. The transmission model in the local scheduling algorithm can be summarized as a multi-sender and single receiver relationship. A receiver node Nj has a set of parent nodes Ni, where Ni ∈ Aj. Allocated upload capacity of the link connecting peers Ni and Nj is denoted as Uij. Each parent node Ni also keeps a list of all parent nodes and their corresponding allocated upload capacity Uij for ∀Ni ∈ Aj. For each generation g of Γ, each node Ui independently decides how many packets and to whom it will send. To achieve an accurate allocation, parent node Ui performs the real-time distributed scheduling algorithm to get the number of scheduled packets per generation. The number of scheduled packets dij for any generation g from sender Ni to receiver node Nj can be expressed as followed in Eq. 4:
In Eq.4 (a), dij is calculated by the produce of the rate of ith allocated upload bandwidth over all allocated upload bandwidth from sender node Ui to the last sender node UI in the sender list and the rest needed number of packets ςr. 4 (b) means that the rest needed number of packets ςr can be represented by the difference between the scheduled result ςg and the number of scheduled results for sender node U0 to Ui−1.
In general, the DPS algorithm performs the upload bandwidth allocation for each receiver based on the chronological order that the node Ui becomes the sender of the client node Uj. Each sender calculates the number of pending transmitting packets based on the pre-mentioned information. The algorithm achieves the bandwidth-efficient packet delivery without buffer-updating. This algorithm is simple to implement as it is only according to the ratio of upload bandwidth Ui over overall upload bandwidth.
PERFORMANCE EVALUATION

Experiment Settings
In our experiment, we only focus on the packet scheduling algorithm. To achieve a fair comparison, all the experiments use the same network construction: The network is implemented on the event-based network simulator. All end nodes independently choose its neighbors and then form a random connected network. The size of the default test network is setting to be 100 nodes and the default loss rate of the link is set to be 0.02.
The testing video streaming is the Paris sequence encoded with H.264/AVC. The bit rate of stream S is 116 Kbyte/s. The video quality achieved after the decoding of all packets is 40.12dB. Generation size κ is 8 frames, which correspond to a group of pictures covering 0.26 seconds of video. The size of priority period Γ l is 8κ. It means that the playback deadline at each peer as 2.13 seconds and the packets need to arrive at each node in 2.13 second to not expire. The maximum upload bandwidth of streaming source U2 is set to satisfy 10% end users. The actual size of the video block is 1024 Bytes. Coefficients of network-encoded packets are stored in the packet header and transmitted with the video packets as well, whose size depends on the number of encoding packets in the generation. In the simulation, the packet header (e.g. address of destination peer, and sequence number of video) is 150 Bytes and the average size of network coding coefficients is about 32 Byte per packet (1 Byte for the coding coefficient of each video packet in the generation). Theoretically, in such packet size settings, to achieve full rate streaming, the actual bandwidth demand U d should be at least equal to 1.18 times ς.
Streaming Performance Comparison
In this section, we compare our proposed scheme with a centralized packet scheduler (CPS), an advanced version of the random-push reference scheme (ARND), and an asynchronous distributed scheduler (ADS) similar to [10] . CPS means a hypothesized central coordinator performs the centralized push scheduling algorithm. The ARND is an improved version of RND similar to [12] . In RND, each node randomly pushes its encoded packets to its neighbors according to the buffer-map of its neighbors. In ARND, generations which require more packets to decode the original data are given more chance to be chosen. The ARND-50ms and the ARND-200ms mean that the buffer-map which represents the data availability of its neighbor peers updates every 50ms or 200ms separately. The ADS selects push policy based on the time-weighted cost.
We first study the performance of average video quality of each method when U avg ranging from 0.8S to 1.45S and the network is set as default configurations. The average video quality is measured by the peak signal-to-noise ratio (PSNR) at the receiver nodes. As depicted in Fig. 1 , the DPS allows almost all clients to recover the media stream when the upload bandwidth is just enough to compensate for the actual bandwidth demand U d . When U avg = U d , the CPS and the DPS can achieve over 40.12, 40.05dB respectively and the DPS curve almost overlaps the CPS curve over the whole range of U avg . By contrast, when U avg = U d , the ADS, the ARND-50ms, and the ARND-200ms can only achieve 39.75dB, 39.06dB, and 35.76dB separately. Besides, when U avg is 0.8S, the DPS has more significant improvement(5.14dB, 5.16dB, 8.43dB)compared with ADS, ARND50ms, and ARND-200ms algorithm separately, which proves that the DPS can achieve better quality of service through improving bandwidth efficiencies.
In Fig.2 , the performances of the average delivery ratio are analysed as a function of the loss rate in the network. The delivery ratio is defined as the average received informative avg is set to be 1.2S and the network settings are the default settings. The results in Fig.  2 show that the proposed DPS algorithm outperforms the ARND-50ms and ADS algorithms and performs close to the CPS algorithm over the whole range of loss rate from 0% to 14%. It also shows that the DPS does not lose its advantages even when the loss rate increases to 14%.
In the last experiment, the average delivery ratio versus the number of peers is compared in Fig. 3 . As depicted in Figure 3 , the delivery ratio among these five methods is compared when the network size N is 20, 50, 100, 200 separately. Average node upload bandwidth U avg is set to be 1.2S. From the figure, we can see that the five methods are all scalable. Under such experimental setting, both CPS and DPS can achieve over 99% delivery ratio. Under different network size, the ADS and the ARND-50ms and the ARND-200ms can achieve about average 96.4%, 94.5%, 89% deliver ratio separately. In all, the DPS achieves similar delivery ratio as the CPS over the whole range of chosen network size. Because the DPS only transmits informative and recoverable packets, the performance of bandwidth utilization and delivery ratio is improved.
CONCLUSION
This paper proposes a distributed bandwidth-efficient packet scheduling algorithm which solves the asynchronous bandwidth allocation problem. The new approach reduces the typical source of uninformative video packets, unrecoverable video packets and control overhead, thereby achieving a more efficient network bandwidth utilization and better quality of service. Numerous experiments justify the robustness of our approach to link loss, different upload bandwidth and network scalability.
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