This paper describes a learning algorithm for autonomous mobile robots based on sets of fuzzy automata. The task the robots have to learn is how to avoid obstacles reactively. The approach presented here is one in which two or four robots learn simultaneously, with the experiences of each robot being passed onto the others. It is shown that this sharing of experiences results in faster and more robust learning than is the case without sharing.
Introduction
Recently there has been much interest in the development of intelligent machines which learn from their past experiences [Mataric, 1996] , [Mitchell, 1994] , [Schaerf, 1995] , [Yamaguchi, 1996] . In the field of robotics, much attention has been devoted to bottom-up robot control and sensor development , [Brooks, 1991] , [Kelly, 1996] , [Langton, 1988] , [Levy, 1992] , [Sugawara, 1996] . In this strategy, known as Artificial Life, robots are built with simple sensors, actuators and control strategies. More complex sensors and behaviour patterns can then be built on top of the basic behaviours [Brooks, 1986] .
Recently we developed a robot that learned how to avoid obstacles reactively in its environment [Mitchell, 1994] . This learning robot used simple sonar sensors and a low power microprocessor to learn successfully in only a few minutes. With the development of communicating robots [Kelly, 1996] we have started studying group learning. In this instance we are investigating the effect of each robot sharing its experiences with the other robots. This should decrease the time taken for the robots to learn how to avoid obstacles as each robot has more data from which to learn.
The robots
Five autonomous mobile robots have been constructed which are equipped with an infrared communication system as well as an ultrasonic sonar for detecting obstacles. The obstacle detection system consists of three sets of ultrasonic sonar transducers; one set looking forward, one set looking to the front-left and the other set looking to the front-right. This sonar system returns the range to the nearest obstacle in front of each set of ultrasonic transducers. To allow the robots to detect close obstacles, echoes have to be detected whilst the ultrasonic pulse is still being transmitted, thus requiring a high detection threshold. For the detection of objects further away, a much lower threshold is required to allow for the large signal loss. Thus in order to allow the robots to detect both near and distant obstacles, a time varying threshold system is used. The threshold is initially large, but decreases with time to a pre-set minimum. A time-out system is used to determine if there are no objects within range. Each set of ultrasonic sonar transducers is scanned ten times per second, and has a range of 30mm to 1m with a resolution of better than 5mm.
An infrared system is used for inter-robot communications. This is frequency division multiplexed, with each robot having its own channel in the range from 220kHz to 400kHz. To transmit information a ring of twelve LEDs are used each with a half power angle of 60 degrees to ensure 360 degree coverage. To receive information each robot also has four photodiodes arranged 90 degrees apart (each with a half power angle of 120 degrees). This combination of LEDs and photodiodes allows communication regardless of the relative orientations of the robots. Information is transmitted by frequency modulating the carriers, with the decoding being carried out using an off-the-shelf radio frequency (RF) integrated circuit. Data is transceived at 1200 baud (120 bytes per second) using differential phase shift keying (DPSK), thus permitting automatic frequency control. The range of this communications system is over 5 metres.
Physically the robots are small, having a width of 140mm, a length of 130mm and a height of 140mm (see figure 1 ). Each robot also weighs less than 600 grams. Motive power is provided by two small d.c. motors with in-line gear boxes one connected to each of the back wheels. The front of each robot is supported by a single castoring wheel. At present the motor control is openloop pulse width modulation providing several different speeds (up to 1ms -1 ) and directional control. Each robot is controlled by a single 8MHz Z80 CPU. The processor receives an interrupt when the communication system receives a byte of data from another robot. Power is provided by four 1.2V, 1800mAH nickel metal hydride rechargeable batteries. In order to keep the centre of gravity of each robot low, the batteries are placed underneath the robots. A special low dropout voltage regulator is used to provide the 5 volt supply for the electronic circuitry whilst the motors have their own separate step-up regulator to provide them with a constant 6V. With maximal activity, in the worst case, the battery life is greater than five hours from a full charge.
The learning algorithm
The learning algorithm is based on sets of fuzzy automata [Narendra, 1989] . If the motor speeds are limited to full speed forward, full speed backwards and stop then with two motors there are nine different possible output actions (a 1 ..a 9 ). With three channels of sonar each giving an 8 bit range value there are 2 24 input states. We have mapped these to five input states which represent the different circumstances the robot can find itself in : state 1 : no object near robot state 2 : obstacle in distance to the right state 3 : obstacle in distance to the left state 4 : obstacle relatively near the right state 5 : obstacle relatively near the left The robot is required to learn a mapping from input states to output actions which allows is to wander around avoiding obstacles. Each of the five input states (s 1 ..s 5 ) has its own fuzzy automaton associated with it. Each automaton, which is effectively a set of motor actions (a 1 ..a 9 ), has a set of probabilities of taking the associated action (p 1 ..p 9 ). A weighted roulette wheel technique is used to randomly select the most appropriate output action for the given input state. The action with the highest probability is the most likely to be chosen. This method is similar to techniques which are used in genetic algorithms [Goldberg, 1989] . The chosen action is executed for a short period of time and is then evaluated. If the action was successful, its probability of being selected is increased whilst if the action was unsuccessful, its probability of being selected is decreased. In both cases the other probabilities of the chosen automaton are adjusted in order to keep the total probability constant. In the following description the performance value is Alpha (positive meaning successful and negative meaning unsuccessful), n is the action that was chosen and j represents all the actions except for n. The rules for adjusting the probabilities are thus: p n = p n + Alpha (increase/decrease probability of chosen action) p j = p j -( Alpha / 8 ) (decrease/increase other probabilities)
Since we are only using a slow processor all of the probabilities are stored as signed 16-bit integers rather than as fractions.
In order to evaluate Alpha, a definition of which actions are good and which actions are bad is required. Rules were chosen which are general and hence would not give the robot any information about which motor actions to select. The basic rules are that if there is no object within range it is good to go forward but if an object is relatively near it is good to get further away from it. Thus if the object is in the distance it is still good to go forwards but it is also good to get further away from the object. where : LeftSpeed and RightSpeed are the current motor speeds; +1 for forwards, -1 for backwards and 0 for stop; and RightDir, LeftDir and FrontDir are the changes in distance of the nearest object to the relevant sensor. This is positive when the robot is getting further away and negative otherwise. The values are bounded to +/-9 (approximately +/-35mm) to prevent a huge value from being returned when an object is suddenly lost or suddenly detected by the sonar.
The main adaptive loop of the program is : Choose probability set (automaton) according to obstacle position, Choose action a n of this automation, Move robot for short period of time, Evaluate Action (derive value of Alpha) and update probabilities.
The range returned from the front sonar sensor is used for determining whether the robot has successfully got further away from the obstacle when it is close. At this range the front sensor can always see an object anywhere towards the front of the robot. The left and right sensors are used when the object is further away as the front sensor is unable to detect objects to the far left and right.
Group Learning
For group learning, each robot has to transmit for every learning cycle, its input state (i.e. 1 to 5), the output action that it chose (i.e. 1 to 9) and how good or bad that action was (i.e. the Alpha factor). To allow for the low rate of data transmission and the scanning of up to four robots, six sets of this data are compressed into a packet of data along with start of packet/synchronisation codes, an incremental packet ID and a two byte check sum. The ID code allows for the detection of missed packets since if the ID of this packet is not one greater than the last packets ID then one or more packets of data have been missed. This loss of packets is typically about 5% for two way learning and 15% for four way learning. The main adaptive loop of the program now becomes :
Choose probability set (automaton) according to obstacle position, Choose action a n of this automation, Move robot for short period of time, Evaluate Action (derive value of Alpha) and update probabilities Collect and Transmit information to other robot(s).
(data from the other robots is handled under interrupt. The robots probabilities are updated when a complete packet of data is received)
Results
The test set-up consisted of four robots each in its own environment bounded by an elliptical wall of 7.5m circumference and 120mm height. Tests were conducted with four robots running the learning algorithm at the same time, both with and without the sharing of experiences. The four robots could thus be acting as four individuals, two pairs or one quadruplet. The 45 probabilities (p 1 ..p 9 for each s 1 ..s 5 ) were stored in the on board EEPROM every 3.4 seconds. This allowed 10 minutes of data to be stored in the memory space available. Three tests, each consisting of four robots, were performed under each test condition, thus giving twelve sets of data to allow an average learning rate to be determined.
In order for the fitness of the robot to be determined we considered the result of each of the actions (a 1 ..a 9 ) for each state (s 1 ..s 5 ). We were thus able to determine the approximate Alpha factor which each action would give in each state. It was immediately evident that five states were too few even for an initially static robot. For example if the robot were close to a wall on the left and facing along the wall, the action spin right would achieve a high Alpha. If, however, the robot were facing the wall almost head on, the action spin right would achieve a much lower Alpha. Both of these situations would be considered by the robot to be state 5 (obstacle relatively near the left). The situation becomes worse if the dynamics of the robot are taken into account. The momentum of the robot may continue to bring it closer to an obstacle even though it has chosen the best action for avoiding the obstacle in that situation. This could result in a negative Alpha and hence a reduction in the probability of choosing the best action for that situation in the future. In fact the robot will still learn the best action as poorer actions would result in an even larger negative value of Alpha. The learning will, however, be slowed down. The fitness was calculated by weighting each of the values of probabilities to reflect the expected Alpha and then summing all the weighted probabilities. A graph of the mean fitness of the set of twelve tests vs. time for the three cases is shown in figure 2 The dotted line shows individual learning, the dashed line shows pairs sharing experiences and the solid line shows quadruplets sharing experiences. Although it is subjectively obvious that the four way learning is faster than the two way, which is in turn faster than the individual, two methods were used to quantify the learning rates. The first was to numerically differentiate the fitness data with respect ot time. This should show the mean learning rate across the group with respect to time. This is shown in figure 3 . The peak values taken from this graph are 1.18 for the individual learning, 2.28 for the two way learning and 4.25 for the four way. As the fitness data had to be smoothed slightly in order for the numerical differentiation to converge and the resultant graph was noisy we decided to try fitting exponentials of the form p(1-e t/T ) to the fitness graphs. A least squares method was used to determine the values of p and T which gave the best fit. The original fitnesses and the best fit exponentials are shown in figure 4.
The exponentials are a reasonable fit and gave time constants of 2.675 minutes for individual learning, 1.29 minutes for two way learning and 0.687 minutes for four way learning. These time constants were converted to rates and normalised for comparison with the data from figure 3. This table shows that when two robots share experiences thier combined learning rate is double that of individual robots. When four robots share their experiences however the learning rate falls short of the expected four-fold increase. This is almost certainly due to the lost packets of data noted in the communication. This in turn may be due, in part at least, to one robot coming in between two who are communicating. As the line of sight communication is then lost each robot will experience slightly less than four times as much as the individuals. This problem does not occur with two way sharing, as with the set up used it was impossible for another robot to block the communication in this case.
In order to determine whether the sharing of experiences had also improved the repeatability of the learning the variance across the group was calculated. Figure 5 shows the variance across the group vs time for each of the three cases. Once again the dotted line shows individual learning, the dashed line shows two way learning and the solid line shows four way learning. Sharing experiences certainly improves repeatability in learning as the lower variance shows. The large improvement from individual learning to two way learning is not however repeated from two way to four way learning. The mean variances over the 10 minute test were 48.7 for individual learning, 15.29 for two way learning and 12.73 for four way learning.
Conclusions
The results clearly show that shared experience learning is faster and more repeatable than individual learning. If the communication system were perfect then the multiple learning robots would effectively be one agent learning with two or four times the learning data rate and the possibility of being in two or four situations at the same time. Each of the robots should therefore just be considered to be part of a single learning agent and the increase in learning rate would thus be as expected.
In fact errors in the communication system mean that in practice the robots do differ and each receives slightly less than the expected learning data rate and hence learns slightly more slowly than expected. Unfortunatley this method of improving learning is not scalable as shown with even a small group of robots. It is expected that larger groups would show diminishing returns even with no errors in communication. This is beacause the communication itself takes up time during which the robot may not be able to learn. For small groups of agents, however, sharing of experiences has been shown to give advantages in learning rate and in repeatability.
We are currently developing a camera based system to track the robots and calculate their mean speed. This should give us a better method of evaluating the fitness of the robots over time. We are also investigating methods by which the robots can determine for themselves, by communication, an appropriate number of input states.
