All data are available here: <https://figshare.com/articles/Driving_with_Intuition_raw_data/3573888> (DOI: <https://dx.doi.org/10.6084/m9.figshare.3573888.v2>).

1. Introduction {#sec001}
===============

Our surrounding environment continuously stimulates our brain via multiple sensory modalities. However, full processing of all environmental stimuli would be extremely energy-consuming for our brain. In actual fact, when we observe the world, reality is not always chaotic and unpredictable. Rather, it shows some spatiotemporal regularities. The capacity to extract these regularities is a fundamental survival function for an organism, since it allows for the fine-grained, proactive control of resource allocation that is necessary for stimuli elaboration or action preparation. In other words, the brain takes advantage of these regularities, building up inner models of external reality, resulting in the possibility of anticipating a forthcoming event and consequently optimizing our behavior over time \[[@pone.0170370.ref001]--[@pone.0170370.ref004]\].

It has been suggested that the brain implements its predictive aptitude by capitalizing on a Bayesian computational architecture. This account posits the brain as a mechanism that makes continuous inferences about forthcoming stimuli on the basis of conditional probabilistic computations \[[@pone.0170370.ref005],[@pone.0170370.ref006]\]. A possible way through which this can be accomplished is by exploiting the sensory contingencies provided by the external sensory environment itself.

Crucially, over the last decade, neuroimaging evidence has shown that the possibility of predicting 'what', 'when' and 'where' about forthcoming events, translates into anticipatory neural activity \[[@pone.0170370.ref003],[@pone.0170370.ref004],[@pone.0170370.ref007],[@pone.0170370.ref008]\]. As a consequence of this, in the last decade the focus of cognitive neuroscience research has been progressively shifting from the investigation of post-stimulus neural activity to the exploration of the neurocognitive mechanisms taking place before the actual occurrence of a stimulus. The experimental evidence accumulated so far has provided fundamental knowledge that brain functioning can be conceived as an active constructor of reality, rather than as a simple, passive processor of external stimuli. One of the most used experimental paradigms to investigate anticipatory activity involves the study of an Event Related Potential (ERP) known as Contingent Negative Variation (CNV). The CNV is a slow cortical response of negative polarity, reflecting both expectancy and motor preparatory processes, that precedes anticipated events \[[@pone.0170370.ref008],[@pone.0170370.ref009]\]. Remarkably, this ERP is considered as a reliable electrophysiological hallmark of timing, since its morphological features, including peak and slope inversion latency, mirror the duration of a previously encoded target interval when it has to be processed in temporal reproduction, discrimination or bisection tasks \[[@pone.0170370.ref008],[@pone.0170370.ref010]--[@pone.0170370.ref012]\]. In the time-frequency domain, the findings reveal that anticipating sensory events resets the phase of slow delta-theta (2--8 Hz) activity before the stimulus occurs speeding up stimulus detection \[[@pone.0170370.ref013],[@pone.0170370.ref014]\]. Evidence of the influence of anticipatory activity on stimuli elaboration has also been found in the alpha (8-12Hz) and beta (13-30Hz) oscillatory range. In fact, the desynchronization of alpha oscillation has been correlated with time of prediction of the anticipated event's occurrence \[[@pone.0170370.ref015]\]. The general interpretation of alpha desynchronization is that it is an active inhibitory mechanism that regulates sensory information processing, optimizing the elaboration of task-relevant elements \[[@pone.0170370.ref016]\]. On the other hand, beta oscillations are generally associated with motor preparation, which facilitate the action execution required from the forthcoming stimulus \[[@pone.0170370.ref017]\].

1.2 Anticipatory ERP activity preceding unpredictable events {#sec002}
------------------------------------------------------------

Some researchers have posed the question as to whether this anticipatory activity may still be observed in the context of statistically unpredictable (random) events. From an adaptive point of view, these situations are clearly more complicated and potentially threatening for life. Hence, the possibility for biological organisms to even approximately anticipate these events would represent a clear adaptive advantage. Usually, the experimental paradigms employed in these kinds of studies imply dichotomic stimuli, leading researchers to test the hypothesis that an anticipatory modulatory effect may discriminate between them. The first result was presented by Levin et al. \[[@pone.0170370.ref018]\], who observed a larger CNV before subject responses to target stimuli presented in a randomized sequence. More recently, research has provided further evidence of differential pre-stimulus cortical activity prior to unpredictable stimuli. Radin, Vieten, Michel, & Delorme \[[@pone.0170370.ref019]\], tested a group of meditators, showing significant differences in pre-stimulus cortical activity before a randomly presented light flash or tone, highlighting the similarities with Stimulus Preceding Negativity, and hypothesizing that "*SPN may be a marker not only for conventional forms of anticipation*, *but potentially for retrocausal forms as well*" (pag. 295). A noteworthy consideration is that anticipatory activity before unpredictable stimuli in randomized presentations showed similarities to the activity observed before predictable stimuli, suggesting that similar underlying neurocognitive mechanisms may subserve them both. Yet, it is still to be fully understood whether the capacity to anticipate unpredictable stimuli might be extended to an ecological context. To this purpose, we created a simplified driving simulation paradigm, which may include a car accident (i.e., 'crash end' condition) or not (i.e., 'no crash end' condition). The experimental design entailed a passive and an active task. In the *passive task*, participants had to simply and passively observe a car moving along the street and mentally anticipate the temporal occurrence of the car crash however, they were unable to explicitly act so as to avoid its occurrence. On the other hand, in the *active task*, they were asked to try to avoid the car accident by withdrawing the accelerator (spacebar) at the exact moment in which they felt that a car accident was occurring. This allowed us to examine the ERP activity arising before each of the two possible events (i.e., crash or no-crash end) in order to test the hypothesis that the brain activity might present "anticipatory" effects. The experimental paradigm was purposely designed with the future aim of integrating human-machine smart systems based on the possibility of using ERP anticipatory activity as a neural marker of upcoming, potentially threatening events. Before such high-tech approaches are reached, it is important to test for the presence of a reliable brain anticipatory activity preceding unpredictable stimuli. Here we borrow the definition of this pre-stimulus activity from Mossbridge et al. \[[@pone.0170370.ref020]\] who named it Predictive Psychophysiological Anticipatory Activity (PPAA). PPAA is a category including different type of signals, e.g. EEG, ECG, etc., which refers to pre-stimulus onset activity. We used this definition in order to place our study within this theoretical framework.

2. Material and Methods {#sec003}
=======================

2.1 Study preregistration {#sec004}
-------------------------

The study was preregistered on Open Science Framework (<https://osf.io/rcjfa>), following the guidelines of the Preregistration Challenge (<https://cos.io/prereg>).

2.2 Participants {#sec005}
----------------

As declared in the pre-registration format, our study included 40 participants from a total of 47 participants initially recruited through an online announcement. All the participants were students from different faculties of the University of Padova. All participants were rewarded with 10€ for their participation in the study. They had no history of neurological, neuropsychiatric disorders or drug consumption and had normal or corrected-to-normal visual acuity. After being informed of the conditions of the study, all participants signed a voluntary consent form, and they were told that they could stop participating in the experiment at any time. The study was approved by the ethical committee of the School of Psychology of the University of Padova (id. protocol 1930). We used a 20% threshold of rejected epochs as an inclusion criterion to the final dataset. At the end of data collection, we rejected 7 participants over 47 as they showed artifact-contamination of more than 20%. We performed a full analysis on 40 participants, 12 males and 28 females, mean age = 22.9; SD = 2.1.

2.3 Study design {#sec006}
----------------

We used a simplified driving simulation as behavioral task. To this purpose, a graphic interface was specifically designed by one of the co-authors (MM), who programmed the driving-simulation software environment using the open source software 'Unreal® Engine4' on a PC running Windows 10. The simulation was presented on a 21.5" monitor with a screen resolution of 1920 ×1080 pixels and a driving-simulation resolution of 1280 × 720. The experiment was divided into a passive and an active task. A third, baseline task was further administered (see [Fig 1](#pone.0170370.g001){ref-type="fig"}). All participants underwent all the experimental tasks.

![Experimental design.\
Passive or Active Task blocks were always presented after the Baseline condition. Blocks presentation was randomized between subjects. No-Crash End and Crash End conditions were randomized both in the Active and Passive Task.](pone.0170370.g001){#pone.0170370.g001}

### 2.3.1 Baseline task {#sec007}

In this task, participants were asked to passively watch the driving simulation, which consisted of a total of 14 trials. Each trial lasted from 7 to 10 s, with the whole task lasting about 120s. This consisted of a car moving along the street from a first-person perspective (see [Fig 2A](#pone.0170370.g002){ref-type="fig"}). The baseline task had two aims. On the one hand, it was administered for participants to familiarize themselves with the driving simulation environment. On the other hand, all participants were explicitly told that in this task no car accidents would occur in any trial. This information induced participants to establish certainty about what to expect to occur at the end of each run. As a further consideration, although the duration of each trial was jittered (i.e., between 7 and 10 s) in order to avoid habituation, the relatively short length allowed participants to implicitly establish temporal expectancy about the putative end of each trial \[[@pone.0170370.ref008]\]. This explorative choice allowed us to use this condition as a baseline for detecting the anticipatory neural activity induced by the explicit instruction of no car accident as well as by the implicit timing about the end of the trial due to the quasi-regular temporal structure of the trials \[[@pone.0170370.ref021]\].

![a) First person perspective of the car moving along the street in all the conditions of the "passive task"; b) Trial ending in 'No Crash Baseline' and 'No Crash End' condition; c) Car presentation in 'Crash End'; d) Trial ending with a car crash in 'Crash End' condition.](pone.0170370.g002){#pone.0170370.g002}

### 2.3.2 Passive task {#sec008}

In the passive task. participants had to passively watch the driving simulation, as in the baseline condition. Yet, in this case they were explicitly told that each trial could end with the simulation of a car accident ('crash end') or not ('no crash end'). The administration of these two experimental conditions were randomized both within and between subject. Specifically, the crash end condition consisted in a video simulating a street accident with a car coming from the opposite direction, together with a crash sound (see [Fig 2C and 2D](#pone.0170370.g002){ref-type="fig"}). By contrast, in the no crash end condition, the sentence "Journey terminated without accidents" appeared on the screen (see [Fig 2B](#pone.0170370.g002){ref-type="fig"}) at the end of the trial. All participants received the following instructions: 'You will see a car moving along the street, just like you did in the baseline task. However, in the present task a car crash could occur. Importantly, if and when the car crash will be presented is totally random. Your task is to try to mentally anticipate the car presentation'. In order to avoid any implicit or explicit prediction about the timing of the trial end, the duration of each run was randomly varied between 25 and 40s. Overall, the car accident was present in 50% of trials, with the remaining trials being 'no crash' trials. A total of 20 trials was delivered for each condition. Crucially, this information was not given to the participants in order to prevent them from using any conscious strategy based on the prediction of future events by counting the number of the previous ones. The trial type sequence was randomized within and between participants by using the randomization algorithm implemented in the Unreal® Engine software, so that the occurrence of a 'crash' or 'no crash' trial was fully unpredictable. Crucially, neither visual nor auditory cues were presented to predict the accident.

### 2.3.3 Active task {#sec009}

In the active task, all the experimental manipulations, including trial type and duration randomization, were kept equal as in the passive task. However, in contrast to the passive task, in this case participants were given the possibility of controlling the speed of the car by pressing (or withdrawing) the space bar, which acted as the car accelerator. Crucially, the speed control allowed participants to behaviorally avoid the car crash. In particular, if they decelerated within a 'decision time' range, lasting 5 seconds and randomly inserted (from 6 to 25 s), the car crash was avoided. Not only were participants not informed about the beginning or the duration of the 'decision time', but they were also unaware about the duration of the trial. As in the passive task, neither explicit nor implicit cues suggested the forthcoming event type. The general instruction given to participants was to decelerate just once per trial, that is, only when they felt the 'intuition' that an upcoming car crash was going to occur. Any attempts at deceleration outside the decision time window were codified as 'false positive'.

The Active task was primarily included because we wanted to obtain a behavioral correlate of the anticipatory brain activity, in line with the hypothesis that this anticipation could influence participants' behavior. As a noteworthy consideration, a possible confound for the investigation of the anticipatory ERP activity in the active task may derive from the presence of a motor preparation/execution electrophysiological activity (i.e., pressing or withdrawing the space bar). In fact, this may result in the elicitation of a response-preceding readiness potential (RP), which may overlap any activity related to car crash anticipation by itself \[[@pone.0170370.ref008]\].

2.4 EEG recording {#sec010}
-----------------

During the entire session, the electroencephalogram (EEG) was continuously acquired using a Micromed: SD MRI 64 system (Micromed/Treviso, Italy), amplified and digitized with sampling frequency of 512 Hz. A 32-channel Electro-Cup International montage was employed, in accordance with 10--20 international system \[[@pone.0170370.ref022]\], referenced to the bilateral linked mastoids, using Ag/AgCl electrodes. All electrode impedances were less than 10 KΩ and balanced. Eye movements were recorded using two electrical-oculogram (EOG), placed at the outer canthus of each eye, respectively. The raw data of all included and excluded participants are available here: <https://figshare.com/articles/Driving_with_Intuition_raw_data/3573888>.

2.5 Data analysis {#sec011}
-----------------

The exploratory analyses will be explicitly declared in order to distinguish them from the planned (preregistered) ones.

### 2.5.1 Active task: behavioural analysis {#sec012}

For each participant, the rate of crash skipping (hits) were extracted and codified as 'True accident Prediction', while the deceleration outside the decision time window (false positive) were codified as 'False accident Prediction'. Finally, the trials in which the car accident was not present and the participant did not decelerate, were codified as 'True No Accident Prediction'. We tested the hypothesis that the number of predictions was above chance level considering both 'True accident' and 'True No Accident'. No ERP analyses were conducted for the Active task, since, in this case the possible presence of a PPAA may overlap with RP activity.

### 2.5.2 Passive task: ERP analysis {#sec013}

All EEG recordings were processed offline using the MATLAB toolbox EEGLAB \[[@pone.0170370.ref022]\]. The data were first band-pass filtered between 0.1 and 30 Hz and segmented into epochs starting --3000 ms before stimulus onset and ending 500 ms after it. Epochs were then visually inspected to interpolate bad channels and remove rare artifacts. Artifact-reduced data were then subjected to Independent Component Analysis \[[@pone.0170370.ref023]\]. All independent components were visually inspected, and only those related to eye blinks or eye movements according to morphology and scalp distribution were discarded. The remaining components were then projected back to the electrode space to obtain cleaner EEG epochs. The remaining epochs containing excessive noise or drift (± 100 μV at any electrode) were further rejected. Seven participants out of 47, showing excessive noisy signal, were discarded. In the remaining 40 participants, the total number of artifact-free trials per condition was: Baseline (mean = 13.53; SD = 0.71), No Crash End Passive Task (mean = 19.37; SD = 0.86) and Crash End Passive Task (mean = 19.25, SD = 1.08). Subject average and grand average ERPs were generated for each electrode site and experimental condition. Statistical differences between conditions were calculated by using both the Mass Univariate Analysis toolbox \[[@pone.0170370.ref024]\] and the Fieldtrip Brainstorm toolbox \[[@pone.0170370.ref025]\]. ERP components were statistically compared in pairs of experimental conditions by performing cluster-based, lower-tailed t-tests. A non-parametric, 1000 random permutation test was applied as multiple-comparison correction. For the Mass Univariate Analysis we reported p-value, critical t-test score and correspondent alpha-wise level, whereas Fieldtrip toolbox analyses \[[@pone.0170370.ref026]\] we reported p-value, where cluster metric corresponds to the sum of all the t-values of all the data points in the cluster and cluster size corresponds to the number of data points included in each cluster (the sum of the number of signals in the cluster over all the time points). We applied a lower-tailed t-test because we hypothesized that the anticipatory effect (the PPAA) could be included in the negative slow wave classification related to anticipatory neural activity, such as CNV or SPN. As an additional statistical analysis, the mean voltage amplitude for each subject and over all electrodes was measured and extracted (-1000 ms time window) performing Bayesian parameters analysis estimating the effect size with the corresponding High Density Intervals (HDIs) of the different comparisons using the BEST package \[[@pone.0170370.ref027]\] and BayesFactors (BF) with a Cauchy prior = .20 using the JASP software \[[@pone.0170370.ref028]\].

### 2.5.3 Explorative analyses: time on task effect {#sec014}

To deepen the understanding of anticipatory brain activity, we decided to explore its dynamic evolution across the task, known as Time on Task Effect (TOT; \[[@pone.0170370.ref008]\]). Addressing the presence of TOT is important because it provides a dynamic picture of changes in anticipatory brain activity over time, allowing us to make further inferences about attentional resource allocation. More specifically, as previously reported \[[@pone.0170370.ref008]\], the dynamic evolution of anticipatory ERP activity may unveil the presence of implicit learning effects. As a matter of fact, the use of a randomized experimental design should abolish TOT implicit learning effects, allowing to control for any possible bias in the trials condition distribution over time. The epoched ERP dataset relative to each task of interest (i.e., Baseline, Crash End Passive Task and No Crash End Passive Task) was clustered into 3 consecutive temporal bins, each one including one third of the trials total number. The three temporal bins were hence defined as the early, the middle and the late phase of the task. The trials within each phase were then averaged and statistically compared using the same pair-wise statistical comparisons applied for conventional ERP analysis. The statistical comparisons were performed both *within* and *between* tasks. More specifically: 'early *vs* middle', 'early *vs* late' and 'middle *vs* late' comparisons were done *within* each mentioned task. Furthermore, we examined TOT *between* the Passive and Active task. This was done by calculating, for each experimental task, three difference waves, obtained from the following TOT subtractions: 'early minus middle', 'early minus late' and 'middle minus late'. The resulting difference waves were then compared between tasks as follows: the 'early minus late' difference wave relative to the No Crash Baseline *vs*. the 'early minus late' difference wave relative to the Crash End Passive Task and so on.

### 2.5.4 Explorative analyses: spectral density analysis {#sec015}

While ERP provides time-domain electrophysiological information, in order to perform a more complete exploration of anticipatory brain activity, we decided to perform an explorative spectral density analysis using Welch's method. Our purpose was to examine the power of the different frequencies before stimulus onset, comparing the three "passive" conditions. First, we performed the power spectrum density analysis with Welch's method implemented in Brainstorm, analysing the signal in a time window including 1000 ms before the stimulus onset (i.e., -1000 to 0 ms). A window overlap ratio of 50% was used and the delta, theta, alpha and beta frequency bands were targeted. We did not extract either gamma 1 or gamma 2 because a band-pass filter between 0.1 and 30Hz was originally applied to analyze ERP activity, this excluded high-frequency data from the dataset used to calculate the power spectrum. Subsequently, we performed statistical comparisons *between* tasks by using the same approach employed for conventional and TOT ERP analysis but, in this case, separately for each frequency band.

2.6 Results {#sec016}
-----------

### 2.6.1 Active task: behavioural results {#sec017}

As shown in [Table 1](#pone.0170370.t001){ref-type="table"}, there was no statistical evidence of above chance performance (equal to 10), either for the 'True accident prediction' or for the 'True no accident prediction'.

10.1371/journal.pone.0170370.t001

###### Descriptive and inferential statistics relative to behavioural performance in the active task.

![](pone.0170370.t001){#pone.0170370.t001g}

                             Mean (SD)    One-sample t-test   Cohen's *d*   BF~10~
  -------------------------- ------------ ------------------- ------------- --------
  **True AccPrediction**     10.9 (3.7)   1.5                 .25           1.7
  **True NoAccPrediction**   8.1 (4.6)    -2.5                -.39          .17

### 2.6.2 Passive task: ERP results {#sec018}

From the visual inspection of ERP morphology, we noticed that the tasks started to differentiate each other at around -1000 ms before stimulus onset, while no appreciable differences were present before this point. To be sure that eventual ERP modulations did not occur before the interval in which the difference was actually observed, we performed pair-wise statistical analyses by contrasting the mean ERP amplitude relative to the time window from -3000 ms to -1000 ms, measured in the Baseline, Crash End Passive and No-Crash End Passive conditions. Specifically, 1000-permutation cluster-based, two-tailed analyses, using both Mass univariate toolbox and Field trip brainbox toolbox implemented in the Brainstorm software, were performed. Since these analyses did not yield significant differences, we concluded that the ERP signal between -3000 ms and -1000 ms did not differ between tasks. Hence, we considered a baseline from -1500 ms to -1000 ms before stimulus onset, including a -500 ms interval before the beginning of the observed ERP difference. The visual inspection of the scalp map distribution (see [Fig 3](#pone.0170370.g003){ref-type="fig"}) further revealed that, while the 'Crash End Passive' and the 'Baseline' conditions were characterized by a negative activity distributed over the fronto-central electrodes, the 'No Crash End Passive' condition did not show the same pattern.

![Topographical distribution of temporal evolution of the brain anticipatory activity in the Baseline and the two passive conditions.](pone.0170370.g003){#pone.0170370.g003}

The statistics confirmed the qualitative pattern showing greater negativity at 'Crash End Passive' compared to 'No Crash End Passive' conditions (*p* = 0.03, critical t-score for each contrast was -1.81, corresponding to a 0.03 test-wise alpha level). The statistical analysis yielded findings in line with the observed electrical scalp-map distribution, since it identified a spatiotemporal cluster showing more negative voltages at the following electrodes: F3, FZ, F4, C4, P4, FC3, FC4, CP4, FCz ([Fig 4A](#pone.0170370.g004){ref-type="fig"}). These results are consistent with previous studies \[[@pone.0170370.ref003],[@pone.0170370.ref004],[@pone.0170370.ref008],[@pone.0170370.ref029]\]. Interestingly, we also found a significant difference between the 'No Crash Baseline' and the 'No Crash End Passive' condition (*p* = 0.03, critical t-score = -1.69 that corresponds to a test-wise alpha level of 0.04), the difference being expressed at following electrodes: F7, F3, FZ, F4, F8, C4, FC3, FC4, FCz ([Fig 4B](#pone.0170370.g004){ref-type="fig"}).

![Event Related Potentials of the pre-stimulus activity are represented on the left side of the figure.\
The time windows of analyses are highlighted. The topographical distributions of t-values are represented on right side of the figure. The white dots are the electrodes where the statistically significant differences are expressed. 4a) 'Crash End' and 'No Crash End',4b) 'No Crash Baseline' and 'No Crash End', 4c) 'No Crash Baseline" and 'Crash End'.](pone.0170370.g004){#pone.0170370.g004}

No significant differences between the 'No Crash Baseline' and the 'Crash End Passive' were found (see [Fig 4C](#pone.0170370.g004){ref-type="fig"}).

These findings were further confirmed by the Bayesian analyses. The results are presented in [Table 2](#pone.0170370.t002){ref-type="table"}.

10.1371/journal.pone.0170370.t002

###### Effect sizes with their corresponding 95% HDIs and BayesFactor values, of the comparisons between the mean amplitudes in the three conditions.

![](pone.0170370.t002){#pone.0170370.t002g}

                              Baseline vs No Crash End   Baseline vs Crash End       Crash vs No Crash End
  --------------------------- -------------------------- --------------------------- -------------------------
  **Means (SD)**              -.18 (1.7) vs .36 (1.3)    -.18 (1.7) vs -.21 (1.04)   -.21 (1.04) vs .36(1.3)
  **Effect size (95%HDIs)**   .47 (-.03 to .98)          .09 (-.55 to .41)           .44 (-.04 to .88)
  **BF**~**10**~              2.02                       .43                         2.5

From the above results a clear difference emerges between the mean amplitude of the 'No Crash Baseline' and 'Crash End Passive' conditions with respect to the passive No Crash one. These differences are slightly superior using the average amplitude of the channels that emerged from the permutation analysis (see [Table 3](#pone.0170370.t003){ref-type="table"}).

10.1371/journal.pone.0170370.t003

###### Effect sizes with their corresponding 95% HDIs and BayesFactor values, of the comparisons between the three conditions using the channels emerged from the permutation analysis.

![](pone.0170370.t003){#pone.0170370.t003g}

                              Baseline vs No Crash End   Baseline vs Crash End       Crash vs No Crash End
  --------------------------- -------------------------- --------------------------- -------------------------
  **Means (SD)**              -.38 (2.09) vs .47 (1.7)   -.38 (2.09) vs -.36 (1.4)   -.36 (1.4) vs .47 (1.7)
  **Effect size (95%HDIs)**   .51 (-.01 to .99)          .05 (-.50 to .40)           .52 (.06 to .98)
  **BF**~**10**~              3.9                        0.46                        3.5

As it can be seen, both the statistical approaches did not reveal any significant difference between the 'Baseline' and the 'Crash End Passive' comparison when considering the mean ERP amplitude in the -1000 to 0 ms time window. However, a closer inspection of the ms-by-ms temporal unfolding of the anticipatory activity over the scalp showed a different spatio-temporal pattern between these two conditions. Specifically, in this temporal window, the negativity featuring both the 'Crash End Passive' and 'Baseline' emerged earlier in the first case, i.e., at about 750 ms before stimulus onset. By contrast, in the Baseline condition, the fronto-central negativity started later, i.e., at about 500 ms. Moreover, the morphological inspection of ERP activity taking place at about 200 ms before stimulus onset displayed a boost of anticipatory activity for the Baseline as compared to the Crash End Passive condition ([Fig 3](#pone.0170370.g003){ref-type="fig"}). Both these elements suggest that, although not statistically comparable, these two conditions may engage at least partially distinct neurocognitive mechanisms.

### 2.6.3 Explorative analyses: time on task analysis results {#sec019}

No significant TOT effects were found either relatively to the 'Crash End Passive' or to the 'No Crash End Passive' conditions, confirming that, in both of these cases, the anticipatory ERP activity was not significantly modulated in amplitude across the task. Furthermore, the TOT did not present specific directional trends in either cases. It was in fact highly variable across trials, in early, middle and late phases (see [Fig 5B](#pone.0170370.g005){ref-type="fig"} and [S1 Fig](#pone.0170370.s001){ref-type="supplementary-material"}). This finding would suggest that no implicit learning effects are present either in the Crash End Passive or No Crash End conditions. However, we found a significant TOT difference with respect to the Baseline condition. In particular, we found more negative amplitude in the early as compared to the middle temporal bin \[*p* = 0.045, Critical t-score = -2.021 that corresponds to a test-wise alpha level of 0.025; electrodes: C4, P4, T6, CP4, TP8\] as well as in the early as compared to late temporal bin \[*p* = 0.044, critical t-score = -1.874 that corresponds to a test-wise alpha level of 0.034; electrodes: F4, C4, P4, T6, FC4, CP4, TP8\]. No significant differences were observed in the middle *vs*. late contrast. The within-condition TOT modulatory effect is shown in [Fig 5A](#pone.0170370.g005){ref-type="fig"}, which shows that the anticipatory ERP activity in the Baseline condition is at its maximum during the first trials but decreases over time, disappearing in the middle and late temporal bins. This peculiar pattern can be accounted for by the fact that, in highly temporally predictable tasks, participants are usually engaged in an implicit learning of the temporal contingency among stimuli. This translates into a higher allocation of neural resources over the first trials, when they are implicitly engaged in extracting the rule at the basis of such temporal contingency. Once this knowledge is acquired, there is a progressive disinvestment of resources in favor of the implementation of possible actions induced by temporal expectations that have been progressively established over time. This mechanism is automatic, since it requires neither explicit a priori temporal knowledge nor the active engagement in an experimental task, being already established in the first months of life \[[@pone.0170370.ref030],[@pone.0170370.ref031]\]. In our paradigm, the baseline condition induced a strong expectancy about the end of the trial, due to the low variability of the temporal duration of each trial, which ranged between 7 and 10 sec. In other words, after few trials participants established a strong, implicit temporal expectancy about the approximate end of each run. Moreover, they had certainty about the condition as they were informed at the outset that, in the baseline condition, no car crash would occur. Taking together both these issues, it is not surprising that we observed strong anticipatory activity in the Baseline condition that, nevertheless, diminished dramatically in the middle and late phases of the task as a result of habituation. Moreover, it is important to mention that this activity trend is a distinctive element between Baseline and Crash End Passive, as revealed by between-task comparison. In fact, a significant difference was observed in 'early *vs*. middle' \[*p* = 0.02, cluster metric = -31, cluster size = 28; significant differences at FZ, CZ, C3, C4, P3, PZ P4, O1, O2, CP3, CP4, FPZ, CPZ, FCZ electrodes\] and 'early *vs*. late' comparisons \[p = 0.0439, cluster metric = -16, cluster size = 16; significant differences at C3, CZ, C4, PZ, P4, CP3, CP4, CPZ electrodes\]. These findings allowed us to further dissociate the ERP activity arising before the crash in the baseline and passive task, respectively, as reflecting at least partially different mechanisms. Indeed, it can be argued that in the baseline condition participants easily extracted the rule allowing them to implement anticipatory neural activity. We argue that this kind of anticipatory activity can be interpreted as a passive CNV component most probably induced by the regular statistical distribution of the temporal duration of trials in the baseline condition.

![**a.** Topographic scalp distribution of the evolution of anticipatory activity of the "Baseline" condition in the three phases of the Time-on-Task analysis. **b.** Topographic scalp distribution of the evolution of anticipatory activity of the 'Crash End Passive' condition in the three phases of the Time-on-Task analysis.](pone.0170370.g005){#pone.0170370.g005}

### 2.6.4 Explorative analyses: spectral density results {#sec020}

As a further element, allowing for the dissociation of baseline and crash end conditions, we found statistical differences in their Welch power spectrum distribution (PSD) (*p* = 0.002, cluster metric = 350, cluster size = 218). Statistical significant differences are found also in 'Baseline' *vs* 'No Crash End Passive' (*p* = 0.002, cluster metric = 323, cluster size = 174). [Fig 6](#pone.0170370.g006){ref-type="fig"} shows the scalp distribution of the significant differences. No differences in the power of frequency were found between 'Crash End Passive' and 'No Crash End Passive' conditions.

![Statistically significant differences between power spectrum density in the comparison between No Crash Baseline vs Crash End Passive and No Crash Baseline vs No Crash Passive in the bands: Delta (2-4Hz), Theta (5-7Hz), Alpha (8-12Hz), Beta (15-29Hz).](pone.0170370.g006){#pone.0170370.g006}

3 Discussion {#sec021}
============

The aim of the present study was to investigate whether anticipatory neural activity can be extended to randomized stimuli presented in a more ecological context. Although other authors already reported evidence of anticipatory neural activity preceding randomized, unpredictable stimuli \[[@pone.0170370.ref019]\], some criticisms about the methodological reliability of these study has been raised \[[@pone.0170370.ref032]\]. Our study aimed at investigating this apparently controversial phenomenon using a more robust methodological and statistical approach.

By measuring the EEG activity during the passive viewing of an ecological, driving simulation, we observed a fronto-central negative ERP activity, here interpreted as a PPAA, that arose before the occurrence of a statistically unpredictable, randomized car accident. Importantly, our findings show, for the first time, that this activity can be dissociated from the expectancy-related CNV wave that can arise on the basis of the implicit learning of the temporal contingency between stimuli as observed in the 'Baseline' condition \[[@pone.0170370.ref008]\]. This distinction stems from several sources of evidence. First, the PPAA and the CNV elicited in our study are characterized by a different temporal and spatial pattern. Second, the dynamic of the across-task evolution (TOT analysis) was different between the CNV and the PPAA, since the first one was larger at the beginning of the task while the second one did not show significant amplitude modulation over time. This different temporal pattern may be also explained by assuming a different level of sustained attention between the baseline and the passive task. In the first case, participants had the certainty that 'relevant' (i.e., crash) events would not have occurred. This may have induced a habituation of the neural anticipatory response from the early to the late phase of the task. By contrast, the presence of a possible salient event (a car crash) may have reduce or canceled out this effect. A third line of evidence derives from the Welch power spectrum density, which suggested that the anticipatory, oscillatory neuronal activity is differently modulated in the Baseline compared with the crash end condition. Taken together, these results suggest that the CNV and the PPAA are supported by at least partially distinct and dissociable neurocognitive mechanisms.

Simply providing statistically significant data is not enough to explain a phenomenon. In order to be fully understood, the data should be linked with a theoretical framework. A first, legitimate criticism arising when interpreting these results, stems from possible methodological issues. For example, it could be claimed that the observed anticipatory differences between the Passive Crash End and the Passive No Crash End conditions are simply due to methodological artifacts. In the attempt to address any possible methodological shortcomings of the present study, we considered several possible technical or design biases. Concerning the first aspect, we can exclude differences due to the frame's screen refresh because no frame screen refreshed errors were detected, which could otherwise have been interpreted as a cue of the forthcoming stimulus. We can also exclude differences in the randomization procedure. The randomization procedure implemented by the Unreal® Engine4 software uses a pseudo random generator algorithm, which can be found on the web site <https://www.unrealengine.com/what-is-unreal-engine-4>. The random sequences of all 40 participants are made available here: <https://figshare.com/s/8d43eac9f73bf7e29bf5>. Concerning other possible biases, we asked whether the observed ERP difference may be simply due to a classical Gambler's fallacy phenomenon in the passive task, that is, the expectation that a 'Crash End' probability will increase linearly with the number of the previous 'No Crash End' trials. A simulation by Mossbridge et al. \[[@pone.0170370.ref033]\], showed that with approximately 40 participants, and a random presentation of the two classes of events, this effect can be ruled out or it is very unlikely given that the expectation of a 'Crash End' event is balanced by the expectation of a 'No Crash End' one.

Our results could be inserted in the "predictive brain" perspective \[[@pone.0170370.ref034]--[@pone.0170370.ref036]\], extending the capability of the brain to use its inner model to predict future events including those based on the presentation of random stimuli. The capacity to predict environmental dynamics and prepare the body-system to react to incoming stimuli, allows for more efficient and adaptive behaviour, therefore, from an evolutionary point of view, to 'anticipate' a random stimulus could be the most adaptive capacity of the brain, improving the likelihood of the organism's survival.

Some theoretical frameworks have been proposed to elucidate anticipatory effects. These explanations include the hypothesis that our brain could also show quantum-like temporal non-locality, similar to that observed in quantum physics. A noteworthy proposal is the Orchestrated Object Reduction (ORCH-OR) theory proposed by Hameroff and Penrose \[[@pone.0170370.ref037],[@pone.0170370.ref038]\]. This theoretical explanation implicates microtubules as quantum processors in the brain. Interpretations of anticipatory activity, arising from this approach, involve explanations borrowed from quantum mechanics and modelled to help provide a psychologically relevant understanding. Hagan, Hameroff, & Tuszyński \[[@pone.0170370.ref039]\] showed how, despite the warm, noisy and wet intracellular milieu, quantum effects were present at the microtubule level. The superposition is assured, in the aromatic rings of the tubuline protein, by the London Forces. Despite these forces being 40 times weaker than a hydrogen bond, thanks to the high number of coupled electronic clouds, they can influence the protein conformation. The superposition state could be extended to the neighbouring cells via a tunneling-effect through the gap-junction. While the proteins are in the superposition state, in physical terms, they are in a *coherence* state, where all the possible states in which the system may collapse exist at the same time, meaning that the future system conformations also exist at the same time. In *coherence*, all the states are entangled with each other, therefore, it is possible that the present state is entangled with a future state, with an information exchange from the future to the present, implying retrocausal effects. The term retrocausal, refers to a condition in which the temporal causal links are inverted. Although there are, as yet, few experimental confirmations in psychology \[[@pone.0170370.ref040]\], in physics there is a vast literature about retrocausal effects in quantum mechanics \[[@pone.0170370.ref041],[@pone.0170370.ref042]\]. The theoretical interpretation, reported here is a possible explanation of how the brain is capable of anticipating stimuli that are considered unpredictable. However, solving the conundrum of finding a substratum to retrocausal effects in psychology is not the purpose of the present research. The main purpose is to start to delineate the neurophysiologic identity and confines of 'anticipation effects', such as topographical scalp activation, latency and polarity with the purpose to investigate also the activation source (e.g. with a High Density-EEG), so that the contributions of other researchers, can help to draw a picture that is starting to become clearer. Defining the identity of this anticipation effect might have future applications in the field of human-machine integration. In fact, if we delineate the characteristics that compose pre-stimulus activity in random stimuli, a software with on-line analysis might be able to detect them. If we observe the potential evolution of smart-systems for cars, it is possible to imagine a machine-integrated EEG software. The opportunity to detect possible forthcoming dangers could be a life-saving element. With an EEG cup on the drivers' head, the software could provide feedback when the characteristic elements of anticipatory activity are detected, providing the driver with feedback about a possible forthcoming danger. The present technology is not far from this possible goal. To develop this, three issues need to be addressed in an effort to clarify and improve our understanding. First, the neuroscience community should define the neurophysiological characteristics of anticipatory activity for randomly presented stimuli more precisely. The second step would be to improve EEG-on-line data analyses, and the last step should be focused on developing more effective and efficient ways to record live brain activity. The strength of this vision is its multidisciplinary approach, which includes neuroscience, informatics and engineering, providing an opportunity to nourish a fruitful research field.
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###### Topographic scalp distribution of the evolution of anticipatory activity of the "No Crash End" condition in the three phases of the Time-on-Task analysis.

(TIF)

###### 

Click here for additional data file.
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