This paper presents the identification of university students dropout patterns by means of data mining techniques. The database consists of a series of questionnaires and interviews to students from several universities in Colombia. The information was processed by the Weka software following the Knowledge Extraction Process methodology with the purpose of facilitating the interpretation of results and finding useful knowledge about the students. The partial results of data mining processing on the information about the generations of students of Industrial Engineering from 2016 to 2018 are analyzed and discussed, finding relationships between family, economic, and academic issues that indicate a probable desertion risk in students with common behaviors. These relationships provide enough and appropriate information for the decision-making process in the treatment of university dropout.
"This conclusion was obtained through an analytical model called Mincer regression, which shows how incomplete higher education generates 40% return on investment to the graduate, compared to not studying, while completing university education generates the professional in Colombia up to 140% return on investment, compared to another educational level" [5] .
According to several authors [6] [7] [8] [9] [10] , the student dropout profiles obtained through data mining techniques involving classification, association, and grouping, indicate that these techniques can generate models consistent with the observed reality and the theoretical support based only on the databases of different universities. This work aims to study a database regarding students' dropout in a private university in Colombia, using data mining techniques in order to identify patterns that allow the development of retention strategies.
2 Theoretical Review 2.1 Techniques to Reduce Student's Dropout SINNETIC developed a statistical analysis of the scientific literature with more than 1,726 research papers associated with the subject to find best practices that reduce university dropout [11] .
Centralized Evaluation
It consists of generating standardized evaluation resources (scientifically developed exams) applied by the higher education institution, making 70% or more of the grades depend on this evaluation format, leaving the teacher only 30% of evaluation capacity with mechanisms such as homework, short tests, etc [12] .
In universities that have applied this mechanism, student's dropout has been reduced by up to 34%, with institutions from India and Spain showing the best figures in this regard [13] .
Recreate Proficiency Markets Among Teachers
This measure implies that a subject matter can be taught by two or more teachers, generating competitiveness and recreating an incentive scheme where the teachers receive an economical income that can be improved by higher level of enrolled to their courses. To avoid an indulgent position from the teacher, the evaluation is centralized in the university and are elements such as reputation, good comments from the previous cohorts which determine the flow of students enrolled by subject, semester to semester [14, 15] .
In institutions where this measure has been applied, dropout reduction reaches levels of 32% throughout the training cycle, although this measure has a greater impact on early dropout, understood as desertion during the first two years, when the results of reduction is around 44% [16] .
Reduction of Regulations
More than 13 studies that report the number of standards, the linguistic complexity of the policies, the number of statutes or articles within documents such as research regulations, teaching regulations, etc., tend to be positively correlated with student's dropout. This correlation oscillates around 0.43 and 0.67 on a scale ranging from −1 to 1 [17] .
Universities that reduce the regulatory burden and simplify communication through strategies based on behavioral economics have managed to reduce student´s dropout by up to 23% [7] .
Differential Registration Schemes with Fiduciary Incentives
This mechanism consists in raising the barriers of dropout by means of economic incentives that consist of charging during the first four semesters more than 70% of the cost of the whole program under the promise that 20% of extra charge in the first semesters will go to a savings program (fiducia, CDT, etc.) in order to generate interests for reducing the costs of finishing a career. The student who drops out before completing 50% of the program will lose the interests and over cost. Evidence of this mechanism can be found in only two studies showing reductions of 21% in students' dropout [18] .
Data Mining and Classifiers
The process of extracting knowledge from large volumes of data has been recognized by many researchers as a key research topic in database systems, and by many industrial companies as an important area and opportunity for greater profits [15] . Fayyad et al. define it as "The non-trivial process of identifying valid, new, and potentially useful patterns from the data that are fundamentally understandable to the user".
The Knowledge Discovery in Databases (KDD) is basically an automatic process in which discovery and analysis are combined. The process consists of extracting patterns in the form of rules or functions from the data, for the user to analyze them. This task usually involves preprocessing data, doing data mining, and presenting results [17] [18] [19] . The KDD process is interactive and iterative involving several steps with the intervention of the user in making many decisions and is summarized in the following five stages.
Selection Stage. In the Selection Stage, once the relevant and priority knowledge is identified and the goals of the KDD process are defined from the point of view of the final user, an objective data set is created selecting the whole data set or a representative sample on which the discovery process will be carried out [20] .
Preprocessing/Cleaning Stage. In the Preprocessing/Cleaning stage (Data Cleaning), the data quality is analyzed, and basic operations are applied such as the removal of noisy data. Strategies are selected for the management of unknown data (missing and empty), null data, duplicated data, and statistical techniques for its replacement [21] .
Transformation/Reduction Stage. In the data transformation/reduction stage, useful features are searched to represent data depending on the goal of the process. Methods for dimensions reduction or transformation are used to decrease the effective number of variables under consideration or to find invariant representations of the data [16] . Dimensions reduction methods can simplify a table in a database in a horizontal or vertical way. The horizontal reduction involves the elimination of identical tuples as a result of the substitution of any attribute value for another of high level in a defined hierarchy of categorical values or by the discretization of continuous values. Vertical reduction involves the elimination of attributes that are insignificant or redundant with respect to the problem. Reduction techniques such as aggregations, data compression, histograms, segmentation, entropy-based discretization, sampling, etc. [19] are used.
Data Mining Stage. Data mining is the most important stage of the KDD process [20] . The objective of this stage is the search, extraction, and discovery of unsuspected and relevant patterns. Data mining consists of different tasks, each of which can be considered as a type of problem to be solved by a data mining algorithm as Adamo and Hernández et al. assert, where the main tasks are Classification, Association, and Clustering [21, 22] .
Data Interpretation/Evaluation Stage. In the interpretation/evaluation stage, the discovered patterns are interpreted, and it is possible to return to the previous stages for subsequent iterations. This stage can include the visualization of the extracted patterns, the removal of redundant or irrelevant patterns, and the translation of useful patterns in terms that are understandable to the user. On the other hand, the discovered knowledge is consolidated to be integrated into another system for subsequent actions, or simply to document and report it to the interested parties, as well as to verify and solve potential conflicts with previously discovered knowledge [23] .
Materials and Methods

Database
The data used in this study was obtained from a student tracking system aligned with the policies of the Colombian Institute for the Promotion of Higher Education. The sample is made up of 985 industrial engineering students from a private university in Colombia during the time period 2016-2018.
The questionnaires and tests included in the system are briefly described below [24] .
1. Questions about family, socioeconomic, and academic topics of the students are included in order to know their background. The information is stored in the system database and can be modified in each application of the questionnaires if there is any change in the student's situation. 2. Questions are included to know specifically if the students work, the kind of work, who or how they pay their expenses, who they keep informed of their studies, and their general health conditions. 3. The tests of self-esteem, assertiveness, learning styles, and study skills are questionnaires of closed questions to recognize problems related to organization of activities, study techniques, and motivation to study. 4. Ratings. Optionally, there is a section of grades where students capture the grade obtained by each learning unit of the different educational programs they attend.
Methods
The data analysis was carried out using two important data mining tools: clustering and association rules. Particularly, the K-means clustering algorithm and the A priori algorithm were used for the association rules. To carry out the data analysis process, the KDD method was used, consisting of the following steps [14, 20, 21, 25 ]:
1. Selection of data and analysis of their properties. Once the questionnaires are applied to the students and the information is in the database, the relevant data are defined to analyze the available information such as academic, family, and socioeconomic background. In this step for association rules, specific data from the database were used, consisting in sport practice, economic problems, whether they work or not, high school average, interruptions in their studies, and the career study field. In the case of grouping, the data used consisted of information about the reasons to choose the career, medical treatments, economic dependencies (if they are married or have children), and knowledge of programs such as scholarships. 2. Data pre-processing. In this stage, the database is cleaned when looking for inconsistent, out of range, missing data, or empty fields to be later integrated and used in the analysis with data mining. The files created in this stage have the extension in .arff format for the analysis with Weka software, which is an application designed for the analysis of databases applying different algorithms for both supervised and unsupervised learning to obtain statistics and trend patterns according to the research objectives. 3. Application of data mining techniques. Once the files are obtained in .arff format, they are loaded to the Weka tool, and the option by which the information will be processed is selected. In the case of association rules, the associate option is chosen and then the a priori algorithm is selected and parameters such as the number of rules, the output, the minimum coverage, among others, are adjusted to later start the execution and obtain the patterns.
In the case of clustering, a similar procedure is followed, selecting the cluster option, then the algorithm to be used, k-means in this case, and the parameters are adjusted considering the number of clusters in which the information is to be grouped and the iterations that it will have. 4. Interpretation and evaluation based on the results obtained from the previous phase.
The "patterns" obtained from Weka are analyzed and evaluated if they are useful. This task is performed by the analyst.
Results
This section presents the main results obtained from the analysis of the system data studied through data mining techniques. It is divided into two subsections, one for the discussion of results obtained with association rules and the other one for the results obtained from the analysis by means of grouping tools.
Association Rules
In order to generate strong rules that exceed the support and minimum trust, the minimum support was established at 3% and confidence at 80%. 1,957 rules were generated, from which, the rules were chosen with 100% confidence. The most representative association rules are the following:
Rule 1. 100% of students who drop out are single, their grade average is less than 2.4, they have failed courses in the first semesters (1 to 4) and they failed these courses only once. Rule 2. 100% of the students who drop out have completed their secondary studies in a public school, they are single, their average grade is less than 2.4, they have failed courses in the first semesters (1 to 4) and all of them failed these courses only once. Rule 3. 100% of students who drop out are single men, their average grade is less than 2.4, and they are from a private university.
According to the above results, among the factors associated with student's dropout are: being single, having a low average, having failed courses in the first semesters, and coming from a public school.
For the analysis by means of association rules, the information of the database that corresponds to the family, economic, and academic background sections was used. Based on this information, the following conclusions were reached.
1. Students who usually practice some type of sport like soccer have economic problems and those who do not practice any sport activity do not present economic problems. 2. Most of the students who drop out have economic problems, which is why they should look for a way to earn an income and decide to go to work and later they decide to abandon their studies to continue obtaining the income. 3. Students who drop out have got a favorable average in their previous studies, which indicates that the cause of their desertion is not directly related to academic situations. 4. Most of the students who drop out have never interrupted their studies at primary and secondary levels. 5. Most of the students entering the engineering career have a misconception of the approach to the moment they decide to enroll.
Based on the results obtained with the use of association rules, a general view was obtained about the situation of the students, the student's community, the industrial engineering career, and the probable causes for leaving studying. For example, the contrast of opinions between students (men and women) and the relationship that exists between students who practice sports and their economic situation, gives a reference of how students can act and what they think. These factors can influence the low academic performance of students and can have an impact on the decision of dropping out. However, these results are preliminary, and a more extensive study is necessary in order to obtain more information to enhance the decision making processes in the academic community.
Clustering or Grouping
Once the application of association rules was completed, the k-means clustering technique was used on a broader set of data since new information was included from the application of the questionnaire and self-esteem, assertiveness, and learning styles tests, besides the registration of new grades. From the application of this algorithm, the following results were obtained:
1. From a total of 940 students, 321 of them think they had liked to study another career. From these 321 students, 150 prefer not to continue studying and start working to obtain an income, while the rest prefer to change to another career they like. 2. From the 70% of students who take medication, their parents have higher educational studies, so they have medical attention, but it must be followed up to see if it is cause of desertion. In this case, the interest is because 100% of students who take medication only 70% have medical care, while the other 30% do not have it which, in some cases, is not enough or their parents do not know about the problem. 3. Students who have someone who depends economically on them -married or working-are strong candidates to drop out due to their economic and family situation. 4. All the students surveyed say they know the field of knowledge of the career, and 93% of them have not been enrolled in another engineering. However, only 3% of the students have no reason to finish their studies, so the career was their first choice and they do not have another engineering in mind. In this way, the causes of desertion are due to social, economic, and personal causes, or that they do not have enough commitment to complete their studies. 5. Students who have another career in mind have difficulty in the school situation since they are in classes only because they have no other option at the moment but when their opportunity arrives they will decide to leave the career and enroll in the career they really want to study. 6. The economic situation of the student causes desertion when they do not know what scholarships the student can access either by the institution or by a government agency. This is the job of tutors or the staff of academic services of the institution, however, this issue is sometimes left aside, and not enough attention is paid to the publication of calls among students. 7. From the sick students, it is observed that the institutional insurance helps to cover the cases, and not having this benefit can make difficult to cover their needs, which leads to some students being studying for keeping the insurance and not because they really want to do it. This is reflected in the qualifications at the end of each semester.
From the results obtained in this analysis, as more data is obtained from the application of the questionnaires, the analysis becomes deeper and more precise information is obtained about the needs of the students. It represents a benefit for the decision-making processes that allow the permanence of the students in the institution and can complete the career in a satisfactory way.
Conclusions
The research focuses on the capture of information on students of industrial engineering in a private university in Colombia. The data are stored in the database to be later analyzed by data mining techniques to obtain common behavior patterns among students. The resulting information can help identify problems in the student community that affect their performance and cause problems both for the students who drop out and for the institution in the search for terminal efficiency.
The main contribution of the work discussed in this paper is that, in addition to systematizing the tutoring process, it supports the analysis of the data through data mining tools and pattern recognition. With the analysis of the information that was carried out, preliminary results were obtained on the factors that can influence the dropout and underperformance of the students of industrial engineering in Colombia. Among these factors are the social, economic, and academic ones.
For future researches, it is necessary to try other techniques such as expert system based on artificial neural networks to improve the results obtained so far.
