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These notes provide a brief primer on the basic aspects of “observational entropy” (also known as
“quantum coarse-grained entropy”), a general framework for applying the concept of coarse-graining
to quantum systems. We review the basic formalism, survey applications to thermodynamics, make
a connection to quantum correlations and entanglement entropy, compare to the corresponding
classical theory, and discuss a generalization based on POVM measurements.
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I. INTRODUCTION
Many related but distinct notions of entropy are impor-
tant in physics. These range from informational measures
of inherent uncertainty in a state, such as classical Gibbs
and quantum von Neumann entropy, to “microstate-
counting entropies,” such as classical Boltzmann entropy,
and ultimately to thermodynamic entropy with applica-
tions to heat and work.
It is well known that the relationship between informa-
tional entropies and thermodynamic entropy is related to
the concept of coarse-graining, as is the case with classical
Boltzmann entropy. And indeed, examples of methods
involving coarse-grained entropies can be found through-
out the literature (e.g. [1–21] and many others).
Recently, a precise formulation of coarse-graining ap-
plicable to general quantum systems, which was orig-
inally discussed by von Neumann [2] (see [22] for a
more detailed history), has been given a thorough re-
investigation [23, 24] and shown to provide a comprehen-
sive framework for connecting quantum entropies to ther-
modynamics [22–28]. This framework goes by the name
“observational entropy,” or “quantum coarse-grained en-
tropy.” Here we use the former name, to distinguish from
other coarse-graining methods.
Among the many coarse-graining methods existing in
the literature (see e.g. those cited above), many are
equivalent to observational entropy. A key aspect of the
present program is to explicitly identify observational en-
tropy as thermodynamic entropy, in and out of equilib-
rium, and based on this to develop a unified description
of quantum entropy, information, and thermodynamics.
This broad framework therefore incorporates many ex-
isting results based on coarse-graining.
The motivation underlying the definition of observa-
tional entropy is to unify important aspects of vari-
ous types of entropy. Toward this end, there has been
progress in showing that observational entropy:
• Defines thermodynamic entropy both in and out of
equilibrium, such that the non-equilibrium entropy
∗ jcschind@ucsc.edu
dynamically approaches the appropriate equilib-
rium value as a closed system thermalizes [23–25],
and also describes standard situations in thermo-
dynamics such as a system coupled to a heat
bath [22, 26].
• Generically increases, in the sense of the second law
of thermodynamics [22–26].
• Has a clear informational meaning, incorporating
both a “microstate counting” (Boltzmann) contri-
bution and a “probabilistic uncertainty” (Shannon)
contribution [23, 24].
• Has a clear connection to the von Neumann [23, 24]
and entanglement [28] entropies.
• Has a direct correspondence with a classical version
of the theory [25].
Given these properties, this framework promises to
provide an avenue toward a unified description of quan-
tum entropy and thermodynamics. The goal of this paper
is to provide a simple introduction to and primer on the
subject.
II. BASIC FORMALISM
Observational entropy SC(ρ) assigns a value of entropy
to a quantum state ρ given a coarse-graining C. It rep-
resents an uncertainty of the state in the coarse-grained
description. Different coarse-grainings are useful for de-
scribing different physical situations. The basic formal-
ism is as follows.
A coarse-graining C = {Pi} is a collection of Her-
mitian (P †i = Pi) orthogonal projectors (PiPj = Pi δij)
forming a partition of unity (
∑
i Pi = 1). Each subspace
generated by Pi is called a “macrostate.”
One way to specify a coarse-graining is via the spectral
decomposition of an observable operator Q =
∑
q q Pq.
The associated coarse-graining is CQ = {Pq}, so that
each macrostate corresponds to a different measurement
outcome. Any coarse-graining can be associated with
such an operator, so any coarse-graining can be seen as
arising from measurement.
2Given a coarse-graining C the observational entropy
of a density operator ρ (on a Hilbert space H) is defined
as
SC(ρ) = −
∑
i
pi log
(
pi
Vi
)
, (1)
where pi = tr(Piρ) is the probability to find ρ in each
macrostate, and Vi = tr(Pi) is the “volume” of each
macrostate.1
The definition can be rewritten in a form suggestive of
its informational meaning
SC(ρ) = −
∑
i
pi log pi +
∑
i
pi logVi. (2)
The first term is the Shannon entropy of the probability
distribution over macrostates. The second term is the
mean Boltzmann entropy.
There is a simple relation between observational en-
tropy and von Neumann entropy: von Neumann en-
tropy is the minimum value of observational entropy,
minimized over coarse-grainings for a given ρ. Specifi-
cally,
inf
C
(
SC(ρ)
)
= SCρ(ρ) = S
VN(ρ), (3)
where SVN(ρ) = −tr(ρ log ρ) is the von Neumann en-
tropy, and Cρ is the coarse-graining arising from spectral
decomposition of ρ. Thus (3) also expresses that no mea-
surement is more informative than measuring the density
matrix itself.
Coarse-grainings have a partial ordering where they
may be “finer,” “coarser,” or incomparable to one an-
other. We say C = {Pi} is coarser than C′ = {P
′
i },
written C ≥ C′, if each Pi ∈ C can be written as the sum
Pi =
∑
j Q
′
j of some subset {Qj} ⊂ C
′. (That is, if each
Pi ∈ C can be partitioned into elements of C′.) If C ≥ C′
then
SC(ρ) ≥ SC′(ρ). (4)
In other words, refining a coarse-graining to a finer one
does not increase observational entropy.
The coarsest coarse-graining is {1}, which yields
S{1}(ρ) = log dimH. The finest coarse-grainings are
those consisting of rank-1 projectors (that is, Vi = 1),
corresponding to a measurement that fully distinguishes
some orthonormal basis. In light of (3), SCρ(ρ) yields
the minimum entropy of any coarse-graining. This state-
ment can be strengthened by the additional statement
1 Equivalently one can define a coarse-grained density matrix
ρcg =
∑
i
piPi/Vi and let SC(ρ) = S
VN(ρcg). The definition (1),
however, is more consistent with the attitude adopted here that
observational entropy and von Neumann entropy represent con-
ceptually distinct types of uncertainty.
SC(ρ) = S
VN(ρ) if and only if Cρ ≥ C. These facts may
be summarized by the general bound
log dimH ≥ SC(ρ) ≥ S
VN(ρ), (5)
where lower equality holds if and only if C is finer than
or equal to Cρ (the coarse-graining in eigenspaces of ρ).
In the same way that describing a system based on
a measurement leads to a coarse-grained description, a
system can be described by a sequence of measurements,
leading to a description by “multi-coarse-graining.” A
multi-coarse-graining ~C = (C1, C2, . . . , C3) is simply a
sequence of coarse-grainings.
The observational entropy in a multi-coarse-
graining ~C = (C1, C2) (the case of two coarse-grainings
generalizes immediately to longer sequences), where C1 =
{P 1i } and C2 = {P
2
j }, is defined by
S~C (ρ) = −
∑
ij
pij log
(
pij
Vij
)
, (6)
where pij = tr(P
2
j P
1
i ρP
1
i P
2
j ) and Vij = tr(P
2
j P
1
i P
1
i P
2
j ).
Coarse-grainings are said to commute if all their pro-
jectors commute. Both commuting and non-commuting
multi-coarse-grainings can be physically relevant. Order
of the sequence is relevant in the non-commuting case.
This formula obeys the same general bound as for a sin-
gle coarse-graining.
A commuting multi-coarse-graining can be redefined as
a single coarse-graining, called a joint coarse-graining,
since in the commuting case the set of products {P 1i P
2
j }
itself forms a coarse-graining.
One important class of coarse-grainings are the “local
coarse-grainings,” defined when the Hilbert space can be
decomposed to a tensor productH = HA⊗HB⊗. . .⊗HC .
Local coarse-grainings are defined by
CA ⊗ CB ⊗ . . .⊗ CC = {P
A
l ⊗ P
B
m ⊗ . . .⊗ P
C
n }, (7)
where CA = {PAl } is a coarse-graining of A, and so on
for the other subsystems. These are precisely the coarse-
grainings describing subsystem-local measurements (i.e.
consisting of only local operators). Local coarse-grainings
may, but need not, be viewed as commuting multi-coarse-
grainings, since (CA, . . . , CC), where CA = {PAl ⊗1B...C}
and so on, yields the same probabilities.
An important property of local coarse-grainings is the
identity
SCA⊗...⊗CC (ρ) =
(∑
X
SCX (ρX)
)
− ICA⊗...⊗CC (ρ), (8)
where X ∈ {A,B, . . . , C} labels the subsystems, with ρX
the reduced density in each one. The first term is the sum
of marginal entropies, and the second term
ICA⊗...⊗CC (ρ) ≡
∑
lm...n
plm...n log
(
plm...n
pAl p
B
m . . . p
C
n
)
(9)
3is the mutual information of the joint measurement.
The pAl ≡
∑
m...n plm...n = tr(P
A
l ρA) and so on are
marginal probabilities, and subadditivity of Shannon en-
tropy implies I ≥ 0.
This survey of the formalism of observational entropy
is sufficient to understand most results within the frame-
work. For further development of the general theory, and
proofs of the identities given above, see [23, 24].
III. APPLICATION TO THERMODYNAMICS
Observational entropy has so far been applied (focus-
ing on studies explicitly formulated within the present
framework) to study thermodynamics in several ways.
Some basic results include:
• Equilibrium thermodynamic entropy can be iden-
tified as observational entropy in an energy coarse-
graining—that is, in the coarse-graining CH of
eigenspaces of the Hamiltonian H . This is easily
verified in both the microcanonical (ρ ∝
∑
E PE
is a sum of nearby energy projectors) and canon-
ical (ρ ∝ e−βH) ensembles—since in these cases ρ
is simply a mixture of energy eigenspaces so that
SCH (ρ) = S
VN(ρ), leading to the usual micro-
canonical and canonical entropies. Grand canonical
entropy can be treated similarly, by jointly coarse-
graining with additional conserved quantities.
• For an isolated system with local interactions, non-
equilibrium thermodynamic entropy can be iden-
tified with observational entropy SC(ρ) in a local
energy coarse-graining C = ⊗i CHi , where the sys-
tem is split into small but macroscopic local sub-
systems each with local Hamiltonian Hi. This has
been called the “factorized observational entropy”
(FOE). Starting out of equilibrium, over time this
entropy dynamically approaches the expected equi-
librium value (up to some corrections dependent
upon finite-size effects and on the initial state).
Not only does FOE dynamically equilibrate, it also
has a clear interpretation when the system has only
partially equilibrated: at some intermediate time t
it represents the equilibrium thermodynamic en-
tropy the system would eventually attain if (hypo-
thetically) at time t all interaction between the lo-
cal subsystems was turned off. This entropy there-
fore helps understand the thermalization of closed
systems. See [23–25] for further discussion.
• For a system coupled to a heat bath, the total non-
equilibrium thermodynamic entropy can be identi-
fied with the observational entropy SCS⊗CE ,where
CE is an energy coarse-graining of the bath, and CS
is any coarse-graining of the system. This entropy
was shown to obey standard thermodynamic laws
for entropy production in open systems, and prop-
erly describe thermodynamics of the system-bath
interaction. See [22, 26] for further discussion.
• Observational entropy generically obeys a second
law of thermodynamics in closed systems. That is,
for generic coarse-grainings, observational entropy
in a closed system typically increases to, then for
long periods of time stays near, a maximum value.
This is true for any coarse-graining not specifically
chosen to give a constant observational entropy (for
instance CQ where [Q,H ] = 0 gives a constant en-
tropy). See [23–25] for further discussion.
• Thermodynamic entropy defined based on observa-
tional entropy obeys an appropriate second law of
thermodynamics in the sense of heat transfer be-
tween an open system and a thermal bath. That
is, total entropy is non-decreasing (and related to
irreversiblity) during thermodynamic processes. It
can also be related to the first law. See [22, 26] for
further discussion.
Expanding these results to a comprehensive treatment
of thermodynamics with observational entropy continues
as an active area of research.
IV. QUANTUM CORRELATIONS
AND ENTANGLEMENT ENTROPY
In the context of observational entropy, entanglement
entropy has a clear informational and statistical mechan-
ical meaning not only for bipartite pure states, where it is
usually defined, but also for general states in multipartite
systems. This connection is furnished by a generalization
of entanglement entropy called “quantum correlation en-
tropy” (or “quarrelation entropy” for short).
In a multipartite system whose Hilbert space decom-
poses to H = HA ⊗HB ⊗ . . .⊗HC , the quantum cor-
relation entropy is defined by
SqcAB...C(ρ) = infC=CA⊗...⊗CC
(
SC(ρ)
)
− SVN(ρ), (10)
where the infimum is over all local coarse-grainings
(cf. (3) where the infimum is over all coarse-grainings),
and the subscript denotes a partition into subsystems,
allowing various partitions of the same system.
This quantity represents the difference in observa-
tional entropy between the most informative local coarse-
graining, as compared to the most informative global
coarse-graining. It measures how much information is
inaccessible to observers restricted to make subsystem-
local measurements.
In the special case of a bipartite system AB in a pure
state ρ = |ψAB〉〈ψAB|, Sqc reduces to the standard en-
tanglement entropy
SqcAB(|ψAB〉〈ψAB|) = S
VN(ρA) = S
VN(ρB), (11)
where ρA, ρB are the reduced densities in each subsystem.
But in general the quarrelation entropy and subsystem
von Neumann entropies are not equivalent.
4The bipartite pure case shows that Sqc generalizes en-
tanglement entropy. In mixed and multipartite states,
however, Sqc measures more general quantum correla-
tions. In particular it is zero on strictly classically cor-
related states (those that can be diagonalized in a lo-
cally orthonormal product basis), but can be nonzero on
separable states. This clarifies that Sqc is a measure of
total nonclassical correlations (similar to quantum dis-
cord [29]), and not an entanglement measure.
The interpretation of quarrelation entropy in terms of
observational entropy is furnished by the inequality
SCA⊗...⊗CC (ρ) ≥ S
VN(ρ) + SqcAB...C(ρ), (12)
which holds for any local coarse-graining CA ⊗ . . . ⊗ CC .
That is, any local description of a system includes con-
tributions to the total entropy (of the joint system) both
due to mixedness of ρ (the von Neumann entropy) and
due to nonlocal correlations between the subsystems (the
entanglement entropy).
In the earlier discussion of thermodynamics, non-
equilibrium thermodynamic entropy was given in both
examples by observational entropy in a local coarse-
graining. Thus one finds that Sqc is typically a con-
tribution to non-equilibrium thermodynamic entropy.
The quantity Sqc is equal to another well known mea-
sure of non-classicality, the “relative entropy of quan-
tumness” [30, 31], which measures the relative entropy
distance of a state from the nearest classically correlated
state. These are also equal to still another thermody-
namically motivated correlation measure, the “zero-way
quantum deficit” [32], which relates to information/work
extractable by local operations.
The connection with these other measures shows that
Sqc is a broadly useful quantity, applicable both within
and beyond the present framework, which is impor-
tant both as an entropy and as a measure of the non-
classicality of a state.
See [28] for further discussion.
V. CLASSICAL OBSERVATIONAL ENTROPY
Observational entropy can also be defined for classical
systems, described by a phase space Γ, with generalized
coordinates qk and canonical momenta πk. The state is
given by a classical probability density ρ(~q, ~π) on phase
space. The classical form of observational entropy is ba-
sically a standard application of coarse-graining to clas-
sical systems—the generic increase of such an entropy is
mentioned for instance in the review by Wehrl [3].
In the classical case a coarse-graining is simply a par-
tition of the phase space into disjoint subsets Γi ⊂ Γ.
That is C = {Γi} such that
⋃
i Γi = Γ and, for i 6= j,
Γi ∩ Γj = ∅. Each subset Γi is called a macrostate.
The definition (1) of observational entropy is un-
changed, but in the classical case the probabilities and
volumes are defined as
pi =
∫
Γi
ρ d~q d~π, Vi =
∫
Γi
d~q d~π. (13)
A normalizing constant may also be included in the inte-
gration measure for consistency of units. The interpreta-
tion of classical and quantum observational entropies are
essentially the same.
In the classical formalism the Gibbs entropy
SG(ρ) = −
∫
Γ
ρ log ρ d~q d~π replaces von Neumann en-
tropy as the minimal observational entropy. This is a
satisfying connection since each represents the essential
uncertainty in the state itself.
Moreover, in the classical case there is a unique “finest”
coarse-graining, in which every point of phase space (mi-
crostate) is considered to be its own macrostate. Obser-
vational entropy in this “fine-graining” yields the Gibbs
entropy. (There are also coarser coarse-grainings—the
coarsest being a classical version of Cρ—that also yield
the Gibbs entropy.)
Classical thermodynamics based on the classical
coarse-grained entropy has been studied, and many of the
same thermodynamic properties discussed above for the
quantum case also hold in classical systems. In partic-
ular the connections to equilibrium thermodynamic en-
tropy and the application to non-equilibrium thermody-
namics of an isolated system through (a classical version
of) FOE, as well as the second law of thermodynamics
in closed systems, were all shown to hold in the classical
case [25].
Local coarse-grainings can also be defined in the clas-
sical case. The total phase space is viewed as a Carte-
sian product Γ = Γ1 × Γ2 (the case of two subsystems
directly generalizes to many), where Γ1 has some num-
ber of the coordinates, say q1i , along with their canoni-
cal momenta π1i . Then “local” coarse-grainings arise as
Cartesian products of subsystem coarse-grainings. How-
ever, by the definition (10), one finds that in the classical
case entanglement entropy is always zero—this must be
true since the “finest” classical coarse-graining discussed
above is itself local. Thus when quantum correlation en-
tropy contributes to non-equilibrium thermodynamic en-
tropy, it is a purely quantum effect.
The close parallel between the classical and quan-
tum formalisms helps illuminate the fundamental aspects
of coarse-grained entropy, and also demonstrates where
purely quantum effects, like entanglement/quarrelation
entropy, become important.
See [25] for further discussion.
VI. EXTENSION TO POVM
COARSE-GRAININGS
By the above definitions, a coarse-graining is essen-
tially a projective measurement. This can be generalized
to coarse-grainings representing positive operator valued
measurements (POVMs) as follows.
5A POVM coarse-graining is a set K = {Ki}
of trace-preserving (
∑
iK
†
iKi = 1) operators (acting as
Kraus operators). Then observational entropy becomes
SK(ρ) = −
∑
i
pi log
(
pi
Vi
)
, (14)
where
pi = tr(Ki ρK
†
i ), Vi = tr(KiK
†
i ), (15)
are the “likelihoods” and “volumes” of measurement out-
comes. In this case “macrostate” may be interpreted
to mean “measured state.” Projective coarse-grainings
arise in the special case K†i = Ki and KiKj = Ki δij
(i.e. when the Kraus operators are Hermitian orthogonal
projectors).
Some basic facts are known about POVM coarse-
grainings, for example that SK(ρ) ≥ SVN(ρ) continues
to hold, and that multi-coarse-grainings can be defined
with reasonable properties [33]. But no comprehensive
theory of POVM coarse-grainings has been established
yet. Doing so remains an important direction of future
research.
The extension to POVM coarse-grainings is particu-
larly interesting in relation to the quantum correlation
entropy Sqc discussed earlier.
Local POVM coarse-grainings may be defined by
KA ⊗KB ⊗ . . .⊗KC = {K
A
l ⊗K
B
m ⊗ . . .⊗K
C
n }, (16)
where KA = {KAl } is a POVM coarse-graining of A, and
so on. The elements Klm...n of the coarse-graining imple-
ment separable operations. Not all separable operations
are included, however, since the operations must be lo-
cally as well as globally trace-preserving (that is, since it
is required that
∑
l(K
A
l )
†KAl = 1 at each subsystem, in
addition to
∑
lm...nK
†
lm...nKlm...n = 1).
By infimizing (10) over local POVM (rather than local
projective) coarse-grainings one obtains a generalization
of the quantum correlation entropy. An interesting open
question is whether this generalization is equivalent to
the projective case (that is, whether the most informative
local coarse-graining is always projective, as is the case
for global coarse-grainings). If not, it will be interesting
to see what kind of correlations (e.g. discord-type or
entanglement-type) the generalized Sqc measures.
A classical analog of POVM coarse-grainings can also
be defined. One simply replaces ρ with the phase space
density distribution (as earlier) and the operators Ki
with a set of complex functions χi on phase space such
that
∑
i |χi|
2 = 1 (also, traces become integrals over
phase space). This represents classical measurements
with more realistic uncertainty than the projective case.
VII. CONCLUSION
The theory of coarse-graining and observational en-
tropy, in both classical and quantum systems, provides a
useful foundation for a comprehensive and unified theory
of statistical mechanics in and out of equilibrium, which
is still being actively developed. The goal of the present
paper has been to provide a basic introduction to, and
survey of, this subject.
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