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In this project, a multivariate synthetic control chart for monitoring the process mean vector of skewed 
populations using weighted standard deviations has been proposed. The proposed chart incorporates the 
weighted standard deviation (WSD) method of Chang and Bai (2004) into the standard multivariate 
synthetic chart of Ghute and Shirke (2008) . The standard multivariate synthetic chart consists of the 
Hotelling's f2 chart and the conforming run length (CRL) chart. The results show that the proposed chart 
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project also suggest a synthetic double sampling (DS) chart for the mean . The synthetic DS chart 
comprises a DS sub-chart and a CRL sub-chart. The DS chaIt was proposed by Daudin (1992) while the 
CRL chaIt was suggested by Bourke (1991). The synthetic DS chart outperforms both of its standard 
counterparts, namely the synthetic chart of Wu and Spedding (2000) and the DS chart of Daudin (1992). 
In addition, a comparison between statistical charts and neural network based charts is made, where the 
results indicate that neural network based charts perform better. 
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Dalam projek ini, suatu carta kawalan sintetik multivariat untuk pemantauan vektor min proses bagi 
taburan terpencong dengan menggunakan sisihan piawai berpemberat telah dicadangkan . Carta yang 
dicadangkan menggabungkan kaedah sisihan piawai berpemberat (WSD) Chang dan Bai (2004) dengan 
carta sintetik multivariat asas Ghute dan Shirke (2008). Carta sintetik multivariat asas terdiri daripada 
carta f2 Hotelling dan carta conformingJ].Jn lengtbj CRL) . Keputusan menunjukkan bahawa carta-yang 
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dicadangkan memberi prestasi yang lebih baik daripada carta multivariat sedia ada untuk populasi 
terpencong, daripada segi kadar isyarat palsu dan kadar pengesanan anjakan sederhana dan besar 
dalam min, berdasarkan pelbagai darjah kepencongan . Projek ini juga mencadangkan suatu carta 
pensampelan berganda (DS) sintetik untuk min. Carta DS sintetik terdiri daripada carta DS dan carta 
CRL. Carta OS dicadangkan oleh Daudin (1992) manakala carta CRL dicadangkan oleh Bourke (1991). 
Carta OS sintetik mempunyai prestasi yang lebih baik daripada kedua-dua carta asasnya, iaitu carta 
sintetik Wu dan Spedding (2000) dan carta OS Daudin (1992) . Tambahan pula, suatu perbandingan 
antara carta berstatistik dan carta berasaskan rangkaian neural telah dilakukan, yang mana keputusan 
menunjukkan bahawa carta berasaskan rangkaian neural mempunyai prestasi yang lebih baik. 
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1. Introduction 
This research proposes two main extensions of quality control charts. The first extension 
deals with a proposed multivariate synthetic control chart for monitoring the process mean 
vector of skewed populations using weighted standard deviations while the second involves 
the construction of a synthetic double sampling (DS) chart for the mean. This technical report 
is organized as follows : Section 2 explains the research background while Section 3 
discusses the research objectives achieved. Section 4 gives an overview of the two proposed 
control charting methods and a discussion on the comparison of the proposed charts with 
existing charts. Section 5 describes the performance evaluation and analysis of results . 
Section 6 concludes the technical rep0l1 and identifies some future works . 
2. Research Background 
There are many situations where the quality of a process is determined by at least two related 
quality characteristics (Chang, 2007). Since these quality characteristics are correlated, 
monitoring them independently is misleading. Thus, multivariate charts are developed to 
enable a simultaneous monitoring of several related variables. The commonly used 
multivariate charts are the Hotelling' s f2, multivariate cumulative sum (MCUSUM), and 
multivariate exponentially weighted moving average (MEWMA) charts. A potential 
disadvantage of multivariate charts is the multivariate normality assumption of the underlying 
process distribution. In practice, the normality assumption is usually violated. For example, 
measurements from chemical processes, filling processes, and semiconductor processes are 
often skewed (Chang, 2007). For a skewed population, the false alarm rate of a conventional 
chart increases with the skewness. Thus, this project proposes a multivariate synthetic chm1, 
which comprises a WSD Hotelling's f2 sub-chart and a CRL sub-chart, for monitoring the 
mean vector of skewed populations using the weighted standard deviation (WSD) method. 
The WSD f2 chart was suggested by Chang and Bai (2004) and the CRL chart by Bourke 
(1991). 
Another problem faced by a conventional control chart is its inability to detect small 
and moderate shifts promptly. Hence, adaptive charts, like the double sampling (DS) chart of 
Daudin (1992), which has warning limits that enable a quicker detection of an out-of-control 
signal without increasing the false alarm rate, have been suggested. This project shows that 
the out-of-control detection speed of the DS chart can be further enhanced by constructing a 
synthetic DS chart. A synthetic DS chart consists of the basic DS chart of Daudin (1992) and 
the CRL chart of Bourke (1991). 
3. Research Obj ectives Achieved 
The main objectives achieved in this research are as follows : 
(i) A multivariate synthetic control chart for monitoring the process mean vector of 
skewed populations using weighted standard deviations has been proposed.~his work 
was published in an lSI indexed journal, i.e., Communications in Statistics -
Simulation and Computation, 38 (7),1493 - 1518, in 2009. 
(ii) A synthetic double sampling (DS) chart for the mean has been proposed. This work 
will be published in lIE Transactions, 43 (1), 1 - 16, in 2011. lIE Transactions is an 
lSI indexed journal. 
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The synthetic WSD-r chart gives favorable results by having the highest mean shift 
detection rates for moderate and large shifts when process parameters are known and 
unknown, based on most levels of skewnesses, in comparison to the Hotelling's r, WSD-
r, WSD-MEWMA and WSD-MCUSUM charts. The synthetic WSD-r chart also has 
lower false alarm rates than all the above mentioned charts, except the WSD-MCUSUM 
chart, when subgrouping is considered. 
The proposed synthetic DS chart outperforms the synthetic chart of Wu and Spedding 
(2000) and the DS chart of Daudin (1992). It is also shown that the proposed synthetic DS 
chart have better zero-state average run length (ARL) and average number of observations to 
sample (AN OS) performances than the EWMA chart for detecting a shift in the mean of 
about 0.5a onwards . When the size of a mean shift is small and the mean sample size n = 5, 
the proposed procedure reduces the out-of-control ARL and ANOS values by nearly half, 
compared with both the synthetic and OS charts. In terms of detection ability versus the 
EWMA chait, the synthetic DS chart is superior to the synthetic or even the DS chart, as the 
former outperforms the EWMA chart for a larger range of magnitudes of shifts compared to 
the latter. 
6. Conclusions 
The main works in this project deals with two types of proposed control charting schemes, 
i.e ., the multivariate synthetic chart for monitoring the mean vector of skewed populations 
using WSDs (Khoo et aI., 2009) and the synthetic double sampling (DS) chart (Khoo et aI., 
2011). The proposed charts address the shortcomings and enhance the performances of 
existing charts. The following are some potential future works in this area that can be carried 
out: 
(i) A study on the performance of the synthetic WSD-r chart under a steady state mode, 
where a mean shift occurs randomly at any time. 
(ii) Constructions of Hotelling's r , MEWMA, MCUSUM and synthetic r charts 
incorporating the weighted variance (WV) method. 
(iii) Development of new multivariate control charting methods to monitor the process 
dispersion of skewed populations. 
(iv) A study of the performance of the synthetic DS chart for the steady state mode . 
References 
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them independently is misleading. Thus, multivariate control charts are developed 
to enable a simultaneous monitoring of several related variables. 
The commonly used multivariate control charts are the Hotelling's T2 , 
multivariate cumulative sum (MCUSUM), and multivariate exponentially weighted 
moving average (MEWMA) charts. To date, numerous works on multivariate charts 
have been made. Excellent summaries and discussions of most of these works were 
given in Bersimis et al. (2007) . 
A potential disadvantage of control charts is the normality assumption of the 
underlying process distribution. In practice, the normality assumption is usually 
violated. For example, measurements from chemical processes, filling processes, and 
semiconductor processes are often skewed (Chang, 2007). For a skewed population, 
the false alarm rate of a conventional chart increases with the skewness. Numerous 
univariate control charting approaches had been suggested in the literature to 
address this problem. These include the heuristic methods, such as the X and R 
charts based on the weighted variance (WV) method proposed by Bai and Choi 
(1995), the X, cumulative sum (CUSUM), and exponentially weighted moving 
average (EWMA) charts based on the weighted standard deviation (WSD) method 
suggested by Chang and Bai (2001), and the X and R charts based on the 
skewness correction method presented by Chan and Cui (2003). Other works 
on skewed univariate charts include that by Y ours tone and Zimmer (1992), Wu 
(1996), Castagliola (2000), Dou and Sa (2002), Chen (2004), Nichols and Padgett 
(2005), and Tsai (2007). For a multivariate process, the T2 (Chang and Bai, 2004), 
MEWMA, and MCUSUM (Chang, 2007) charts based on the WSD method have 
been proposed to solve the problem of multivariate skewness. 
One recent method developed in the literature to enhance the performances 
of univariate and multivariate charts is to combine the chart with a conforming 
run length (CRL) chart, leading to a synthetic control chart. The CRL chart is an 
attribute chart developed by Bourke (1991) to monitor the fraction nonconforming. 
Wu and Spedding (2000a) proposed a univariate synthetic X control chart as a 
combination of the X and CRL charts and show that the new chart outperforms 
the standard X chart for all magnitudes of shifts. It also surpasses the EWMA 
chart in terms of the detection power for a mean shift of greater than 0.8a. Other 
research articles that deal with univariate synthetic charts were suggested by Wu 
and Spedding (2000b), Wu and Yeo (2001), Wu et al. (2001), Calzada and Scariano 
(2001), Davis and Woodall (2002), Scariano and Calzada (2003), Huang and Chen 
(2005), Chen and Huang (2005), and Costa and Rahim (2006). Ghute and Shirke 
(2008a) extended the synthetic X chart proposed by Wu and Spedding (2000a) to the 
multivariate case by combining the Hotelling's T2 chart and the CRL chart. Ghute 
and Shirke (2008b) also suggested a multivariate synthetic chart for the process 
dispersion . A joint monitoring of both the multivariate process mean and variance 
using a combined scheme involving a simultaneous use of the synthetic T2 and the 
synthetic lSI charts was presented by Ghute and Shirke (2007). Costa and Machado 
(2007) considered a synthetic chart with two stage sampling to control bivariate 
processes. All he- univariate and multivariate synthetic charts that are availao e 
today are based on the normality assumption of the underlying process distribution. 
Khoo et al. (2008) proposed an univariate synthetic chart for monitoring the 
mean of skewed populations using the WV method. The purpose of this article is 
to improve the sensitivity of the T2 chart based on the WSD approach, which is 
used in the monitoring of a multivariate process mean from a skewed population. 
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Step 3. If T2 :s UCL, the sample is classified as a conforming sample and 
the control flow returns to Step 2. Otherwise, the sample is considered as a 
nonconforming sample and the control flow proceeds to Step 4. 
Step 4. Check the number of T2 samples between the present and the last 
nonconforming samples. This number is the CRL value of the CRL sub-chart. 
Step 5. If CRL 2: L, conclude that the process is in-control and the control 
flow returns to Step 2. Otherwise, the process is considered as out-of-control and 
the control flow proceeds to Step 6. 
Step 6. Signal an out-of-control status. 
Step 7. Find and remove the assignable cause. Then the control flow returns 
to Step 2. 
2.3. Multivariate Charts for Skewed Populations Using 
Weighted Standard Deviations 
2.3.1. WSD-T2 Chart. Chang and Bai (2004) proposed the WSD-T2 chart based 
on a modification of the T2 statistic in Eg. (1) with the WSD method. For this case, 
when the ith sample is obtained, it is standardized as (Chang and Bai, 2004) 
z;- = W - 1Z;, for i = 1,2, ... , (3) 
of which the jth element is 
_ \ _1_Zj;' if Xj > {lj 
ZIli = Xji - Ilj = 2Pj 
)1 Wa/fo 1 ) ) Z .. otherwise 
2(1 - P) jI' 
(4) 
Then the WSD-T2 statistic for the ith sample is defined as 
Tw2 . = (ZW)'p - IZW, f . 1 2 .1 1 1 or I = , , . . . , (5) 
where Z;w = (Zrr, Z~, ... ,Z~)' . Because the WSD method approximates a 
probability density function with segments from p-variate normal distributions, 
the control limit h = X; (p) can be used approximately for the WSD-T2 chart 
(Chang and Bai, 2004). Thus, an out-of-control signal is given when T~v.i > h. Note 
that in Eg. (3), 
(6) 
where 
1
-2P-j ,- if Xj; > Ilj 
Wj = 2(1 _ P), otherwise (7) 
Here, Pj = Pr(Xj; :s p). For symmetric distributions, the WSD- T 2 chart reduces to 
the T 2 chart. 
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for detecting a mean shift of size d(J11) at the quickest speed . The jth element of 
SjW is 
A 1---W( k) 
ji 2Pj C;V' 
A'f( (1 - 2(1-~)C;V ), 
0, 
if CW > kW and A VI > 0 
, J' 
if CW > kW and A VI < 0 I Jl -
(13) 
otherwise 
In Eq. (13), A'f( is the jth element of Ai'. The WSD- MCUSUM chart issues an 
out-of-control signal if its statistic, 
(14) 
exceeds the control limit, he' where he is determined so that the chart gives 
a desired in-control ARL when the process distribution is multivariate normal 
(Chang, 2007). Here, the control limit of the MCUSUM chart can be used 
approximately for the WSD-MCUSUM chart based on the same explanation given 
in Sec. 2.3.2. The WSD- MCUSUM chart reduces to the MCUSUM chart for 
symmetric distributions. 
3. A Proposed Multivariate Synthetic WSD-T2 Chart 
The WSD- T 2 chart was shown to provide considerable improvement over the 
standard T2 chart for skewed distributions, in terms of false alarm rates and out-of-
control average run lengths (ARLs) by Chang and Bai (2004). A synthetic WSD-T2 
chart is proposed in this paper to improve the performances of the WSD-T2 chart 
when the underlying process distribution is skewed. It will be shown in Sec. 4 
that the synthetic WSD- T 2 chart provides a remarkable improvement over all 
the existing charts for skewed populations under consideration, in terms of false 
alarm and out-of-control mean shift detection rates when the underlying process 
follows a skewed distribution. Note that when the underlying process distribution is 
symmetric, the synthetic WSD- T2 chart reduces to the synthetic T 2 chart of Ghute 
and Shirke (2008a) . 
The synthetic WSD-T2 chart is based on the idea of integrating the WSD 
method of Chang and Bai (2004) and the synthetic T2 chart approach of Ghute and 
Shirke (2008a). The synthetic WSD-T2 chart consists of a WSD- T 2 sub-chart and 
a CRL sub-chart. The operation of the synthetic WSD- T2 chart is similar to that 
of the synthetic T2 chart discussed in Sec. 2.2, except in Step 2 of Sec. 2.2. In this 
step, the WSD- T2 statistic is computed for the WSD- T2 sub-chart using Eq. (5), in 
the construction of the synthetic WSD- T 2 chart. 
Note that the optimal limits, UCLs and Ls'F"for the WSD- T 2 sub-chart- and the 
CRL sub-chart, respectively, are computed assuming that the underlying process 
follows a multivariate normal distribution. They are also employed for the case of 
skewed populations because the WSD method can effectively give a multivariate 
normal approximation of the probability density function (PDF) of a skewed 
multivariate distribution (Chang and Bai, 2004). 
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Table 1 
Values of ARLs(d) for different 
(Ls, UCLs) combinations 
L s UCLs ARLs(d) 
1 5.9135 3.839 
2 6.5879 3.138 
3 6.9815 2.927 
4 7.2599 2.855 
5 7.4753 2.840 
6 7.6509 2.853 
7 7.7989 2.880 
8 7.9268 2.915 
Step 5. If Ls = 1, then increase Ls by 1 and go back to Step 3. If Ls 2: 2 and 
ARLs(d) has been reduced, then increase Ls by 1 and go back to Step 3, otherwise, 
go to the next step. 
Step 6. Stop the iteration. Choose the last (Ls, UCLs) combination before an 
increase in the value of ARLs(d) as the optimal limits because this combination 
gives the lowest value of ARLs(d). 
To illustrate the design of the synthetic WSD- T2 chart, consider the case when 
n = 5, p = 2, d = 1, and ARLs(O) = 370. The ARLs(d) values for the different 
combinations of (Ls. UCLs) limits are shown in Table 1. It is seen that the A RLs(d) 
values first decline and then increase. The minimum ARLs(d) is 2.840 when Ls = 5 
and UCLs = 7.4753. Thus, the optimal limits for the synthetic WSD-T2 chart are 
Ls = 5 for the CRL sub-chart and UCLs = 7.4753 for the WSD-T2 sub-chart. 
The optimal limits of the synthetic T 2 chart provided by Ghute and Shirke (2008a) 
for some cases of n, p , d , and ARLs(O) can also be used for the synthetic WSD- T2 
chart because the limits for the latter are obtained assuming that the process follows an 
underlying multivariate normal distribution. If other choices of n, p, d, and ARLs(O) 
are required, the six steps approach discussed above is employed to compute the 
optimal (Ls, UCLs) limits for the synthetic WSD-T2 chart. 
The main idea in the construction of the synthetic WSD-T2 chart is to use the 
heuristic WSD method proposed by Chang and Bai (2004) to construct the WSD-T2 
sub-chart and then merging the WSD-T2 sub-chart with the CRL sub-chart to form 
the synthetic WSD- T2 chart. The WSD method adjusts the variance--covariance 
matrix of the quality characteristics in the WSD-T2 sub-chart's statistic according 
to the direction and degree of skewness. Chang and Bai (2004) pointed out that the 
WSD method effectively approximates the probability density function of a skewed 
distribution using several multivariate normal distributions. Hence, the (Ls , UCLs) 
limits of the synthetic WSD- T 2 chart obtained based on the multivariate normality 
assumption are still reasonably optimal fOLmultivariate skewed populations. 
4. Performance of the Synthetic WSD-T2 Chart 
In this section, we compare the performance of the proposed synthetic WSD- T2 
chart with that of the Hotelling's T2 chart, the WSD- T 2 chart suggested by Chang 
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distributions, the shape parameters of (XI' X2) are determined so that the desired 
skewnesses ()II' )12) are attained. The false alarm rates are computed for ()II' )12) E 
{(1 , 1), (1 ,2), (1. 3) , (2,2), (2 , 3), (3, 3)} and the sample sizes, n E {I , 3, 5, 7} when 
the process is in-control, while the mean shift detection rates are computed for 
(i' l ' h ) E {(I , 1), (2,2) , (3 , 3)} and n = 5 when the process is out-of-control. Six 
different directions of the process mean shifts from Po = (PI ' P2Y to III = (Ill + 
i5 10'1.1l2 + c'5 20'2 )' are considered and the size of the mean shift is d(PI) = [(PI -
Po),"2.- 1 C!ll - Po)] 1/2. These directions are similar to that considered by Chang (2007), 
in his study of the performances of the WSD- MEWMA and WSD-MCUSUM 
charts . The directions of the shifts are shown in Fig. 1. Here, the mean shifts if at 
least one (5) i= 0, for j = 1 and 2. The process is in-control if c'5 1 = i5 2 = O. 
The false alarm rates and mean shift detection rates are obtained from Monte 
Carlo simulations using the Statistical Analysis System (SAS) version 9.1 program, 
run on an Intel Pentium 2.8 GHz computer, where all the results are averages of 
10,000 repetitions. For cases with unknown parameters, process parameters are 
estimated from 30 preliminary in-control subgroups, each of size, n. 
The false alarm rates of the charts are given in Tables 3 and 4 when parameters 
are known and unknown, respectively. 
Note that the false alarm rates, marked as "*" in these tables for the Cheriyan 
and Ramabhadran' s bivariate gamma distribution cannot be computed because the 
corresponding shape parameters of one of the gamma distributed components, used 
in the transformation to compute variate X2 have negative values. This is consistent 
with the false alarm rates obtained by Chang and Bai (2004) as the same bivariate 
gamma distribution is considered here. Table 3 shows that the synthetic WSD- T2 
chart performs significantly better than the standard T2 and the WSD-T2 charts 
for all skewnesses ()II' )12 ) and sample sizes, n, when parameters are known. It also 
shows that generally, the synthetic WSD-T2 chart outperforms the WSD- MEWMA 
chart for all skewnesses, when n = 3.5, and 7. On the whole, if parameters are 
known, it is seen that the WSD-MCUSUM chart produces the lowest false alarm 
rates for n = 1 and 3, when p = 0.3 and 0.8, while the synthetic WSD- T2 chart 
gives the smallest false alarm rates for n = 5 and 7, when p = 0.3. When process 
parameters are unknown, Table 4 shows that generally, the synthetic WSD- T2 chart 
has lower false alarm rates than the standard T2, WSD- T2, WSD- MCUSUM and 
WSD- MEWMA charts for all skewnesses ( )I I' )12 ) and sample sizes, n = 3.5 and 7, 
except for the case involving the Wei bull distribution and p = 0.8. For this case, 
)Q 
"-, --,, 
(a) (b) 
Figure 1. Directions of the mean shift when (a) only III is shifted (b) both /II and )12 are 
shifted. 
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Table 4 
False alann rates for bivaria te distributions (parameters unknown) 
S,lmplc size. 1/ 
SYllth WSD- WSe- SYllth WSD- WSD- SytHh WSD- WSe- SYllIh WSD- WSD-
Di:..trinulion (jll ' i'2) WSD- J 2 S l d-r~ WSD-r2 MClJSUM MEWMA WSD-r~ Std-T ~ WSD-T2 MctlSlJM MEWMA WS D-r ::! Std_1 1 WSD-T2 MCUSUM MEWMA WSD-T~ Std_r 2 WSD-T 2 MCUSlIM MEWMA 
Nnrmal 
Lognormal 
Weihlll! 
G:!mlll:t 
Norm:ll 
Lognormal 
Wcibllil 
Gamma 
~~ 
(1.1) 
(1.2) 
(I . » 
~n 
~ . ~ 
0~ 
(1.1) 
11.2) 
(1.3) 
Rn 
~ . ~ 
~~ 
(1.1) 
(1.2) 
iU) 
Rn 
~ ~ 
~~ 
(0.0) 
(I.\) 
(1.2) 
(U) 
(2. 1) 
(2.3) 
(3 . 3) 
(1 . 1) 
( I. ::!) 
(U) 
(2.2) 
(2.3) 
(3 . -') 
(1.1 ) 
(1 . 2) 
(I.)) 
(2. 2) 
12 . 3) 
(3 . 1) 
0.0200 
q.0244 
O.U280 
0.0302 
0.0321 
1l.0345 
q.o:no 
O.029(l 
0.0)25 
0.0342 
°r0174 (}rtl397 
0.t>424 
0.1)237 
0.0275 
010298 O ~OJ4() 
0(0368 
'r"IlS 
0.0219 
0.0272 
0.0306 
0.03!7 
'>.0357 
0.0380 
0.0412 
0.0549 
0.0521 
0.0470 
O.b5S 3 
0.b50s 
0.0606 
0 0365 
0.0555 
0.0095 
0.025S 
0.0342 
O.0391l 
0.0427 
tl.tl474 
O.tl520 
0.0304 
0.0404 
0.0455 
0.0507 
0.0560 
tU161~ 
O.02(t4 
0.0367 
0.0428 
n.{)484 
0.0552 
l).tlG32 
0.1l095 
0.0277 
0.0361 
0.0396 
O.tl454 
O.t1497 
0.0550 
0.0546 
0.0570 
0.0554 
0.0(146 
0.0655 
0.0699 
0.OH4 
0.0575 
tU1I27 
n.0106 
0.0252 
0.02S0 
0.0300 
0.0329 
0.0357 
0.0134 
0.0281 
0.0307 
0.0335 
tl.tl366 
1l.(J3Y9 
O. (J ~03 
0.0248 
0.0275 
IU1309 
1l,{1344 
O.(13S4 
0.0142 
0.0229 
0.0273 
().02~1 
0.0329 
0.0355 
O'o)8S 
0.0510 
tl.{I4~6 
0.1l446 
0.055] 
0.0542 
0.0584 
0.0302 
0.0484 
0.0647 0.07U7 0.0596 
11.111 .'4 
O.O]4() 
0.0146 
0.0152 
0.0153 
0.0159 
0.0166 
tl.O]36 
0.0140 
0.0148 
0.0145 
lUll 54 
ll.o162 
0.0135 
0.0140 
0.0142 
IU1l41 
tl .tll44 
tl.0149 
0.0145 
0.0151 
0.0158 
0.0168 
ll.tH65 
0.0173 
0.0181 
0.0231 
tUI211 
11.(1]97 
0.0242 
0.0235 
0.0263 
0.0 154 
0.0180 
0.0228 
11,(1152 
0.0 166 
0.0182 
0.0199 
0.0197 
1l.t1214 
0.023U 
0.()163 
0.0181 
0.0210 
O.OJ:OO 
0.0229 
0.0257 
0.0163 
0.0182 
0.0220 
0.0[93 
0.0231 
1I.1I2M 
0.0174 
0.0189 
0.0211 
0.0241 
11.0224 
0.0245 
0.0261 
0.0264 
0.11166 
0.0210:4 
(.1.0295 
0.0314 
0.0.145 
0.0191 
0.0243 
0.0333 
O.lX1S 2 
n.oosl 
O.lX)92 
0.0101 
0.0102 
a.0112 
0.0123 
0.0149 
0.0155 
0.0 166 
0.0163 
0.0176 
11.0190 
0.0077 
0.0081 
0.0092 
0.0092 
0.0 106 
0.0125 
0.0085 
0.0087 
0.0099 
0.0107 
0.01 13 
0.01 24 
0.0138 
0.0248 
0.0226 
0.0199 
0.0213 
0.02B 
0.0.107 
O.oJ 13 
0.0204 
o.on! 
0.0040 
O.IlI:n 
0.0195 
0.0243 
0.0256 
0.0305 
0.03 51 
0.0 138 
0.0207 
0.0265 
0.0273 
(Un32 
1I.1l39 [ 
0.0 130 
0.0(94 
0.0253 
O.tl267 
0.0330 
0.0396 
0.0293 
0.0144 
0.0214 
0.0266 
0.0280 
0.U330 
0.0380 
0.0329 
tl.tn57 
(J.(137 ] 
0.0445 
0.0477 
0.0533 
0.0168 
0.0343 
0.0491 
O.OUQI 
(l .0090 
0.01 16 
0.0140 
0.0 (43 
(l.I1I67 
0.0 191 
0.0088 
0.0109 
0.0 133 
0.0 132 
tl.0 159 
0.0 187 
0.0083 
0.0101 
0.012( 
0.0 130 
0.0 151 
0.0178 
0.0408 
0.0098 
0.012S 
0.0 152 
0.0 159 
0.mS5 
0.02 12 
0.0290 
0.0279 
{l.U:! 57 
(l.1l)47 
0.0355 
0.0402 
0.0129 
0.0252 
0.0393 
fI-=tl.J 
11 .0221 n.0271 
tl.1l108 O.tll27 
n.ll 112 0.0146 
0.QI10 0.0168 
0.0115 0.0163 
{I.O[ [9 0.0184 
{l .0 122 0.0204 
(l.{1]()6 0.01 27 
(}.OIOQ 0.0156 
0.011 3 0.0198 
0.0112 0.0 182 
0.0 II 5 (1.0222 
lUll 19 IUC61 
0.0107 0.0127 
0.0112 0.0157 
0.0116 0.022S 
11.011 2 11.0183 
(1.011 3 1J.(1~42 
0.0114 0.0299 
,I == (l.8 
0.0355 0.0417 
0.0 111 0.0132 
0.0116 0.0(56 
O.tl124 0.0 192 
1l .01 [7 O.tl165 
IUlI2 :! 0.0187 
0.0125 0.0202 
0.0133 0.0156 
0.0134 n.O!90 
0.01.15 0.0144 
0.0141 O.O'!05 
0.0143 n.0246 
0.0152 0.0272 
0.0112 0.0[35 
0.11125 n.019( 
0.0143 0.0296 
O.lXlS4 
(W()49 
0.0055 
0.000 1 
0.0061 
0.lI007 
0.0074 
O.(X)..I.8 
0.0053 
0.006 ( 
O.lI060 
(U)()68 
O.O()78 
0.0047 
0.0051 
0.lI060 
O.()()57 
0.0067 
0.0080 
0.0056 
0.0052 
0.lI058 
11.0064 
0.0005 
O.oon 
0.0080 
0.0 129 
0.0122 
0.0112 
IWIS7 
0.0162 
0.01S8 
0.lI066 
0.0118 
IUlll2Q 
11.11(9) 
0.0141 
0.0185 
0.0(89 
0.02.l2 
0.0275 
0.0094 
0.0143 
0.0 194 
0.0191 
0.0242 
IU1292 
0.0093 
0.01.l? 
0.0 184 
(I.lllffQ 
0.014) 
0.0294 
0.0058 
0.0101 
0.0158 
O.1l210 
0.0209 
0.0256 
0.0302 
0.0217 
0.!l252 
0.0179 
(l.032S 
0.0367 
0.1)426 
0.0114 
0.02;1 
0.01167 
(1.O{l6 1 
fl .0077 
0.0096 
0.0094 
O.IlII.l 
IUlln 
1).0057 
0.0068 
0.0084 
0.U080 
o.Ot19Q 
(1.(1118 
0.0056 
11.0066 
0.0078 
o.tJ079 
(l.0095 
fl.0113 
0.0106 
0.0066 
0.0086 
0.0109 
0.0106 
11.0127 
0.0149 
O.UI84 
0.0184 
0.0175 
(U1244 
0.0260 
0.0309 
0.0084 
0.0179 
0.0202 0.0388 0.0309 
0.0140 
0.0100 
0.0103 
0.0100 
0.0106 
0.0108 
0.0111 
0.0097 
0.0102 
0.0106 
0.0104 
O.OIOX 
0,0] 13 
0.0099 
0.0104 
0.0111 
(l.0!05 
Il.OllI 
0.0115 
0.0] 09 
0.0101 
0.0106 
1l.OID 
0.0105 
0.0109 
0.0110 
0.0 110 
0.0116 
0.0121 
(l.OiIS 
0.0122 
0.0128 
0.0103 
0.0112 
0.0129 
0.0275 
0.0124 
0.0145 
0.0170 
0.0165 
0.0187 
0.0209 
{).0116 
0.0151 
0.0199 
o.om 
tl.0224 
{l.O267 
0.0117 
0.0154 
0.0231 
U.oJS1 
0.0251 
0.0309 
0.0252 
0.0118 
0.0145 
0.0 183 
0.0[52 
0.0 175 
0.01S8 
0.0131 
0.0174 
o.ons 
0.0185 
0.0232 
0.O::!5S 
0.0120 
O.OISI 
0.029S 
0.0047 
Il.004 1 
1),O(}46 
0.0051 
0.0052 
0.0058 
O.UU64 
0.0041 
O.()()48 
0.0057 
0.0057 
(Ul068 
0.0082 
0.0040 
0.0047 
0.006J 
Il.O056 
0.007J 
0.0095 
0.0048 
0.0042 
0.0048 
1).0055 
0.0054 
O.OllfiU 
0.0067 
0.0089 
11.0093 
0.0092 
0.012 1 
0.0132 
0.0158 
0.0051 
0.0097 
O.OISI 
0.0031 
tl.tl077 
0.0 11l 
0.0 156 
0.0156 
Il.0195 
(l.1l2]4 
0.0077 
O.llll6 
0.0161 
0.0155 
0.1l:2 00 
Il.0243 
0.tlO76 
0.0111 
0.0150 
0.0153 
0.tl197 
0.0240 
0.0038 
0.00S3 
0.0 133 
0.0 184 
Il.0175 
1l.0220 
0.026 1 
0.0(67 
0.0201 
0.0232 
1l .12M 
0.0304 
0.0359 
0.0090 
0.0203 
0.0321 
0.0063 
0.0051 
0.0062 
0.0078 
0.0075 
0.0090 
0.0106 
0.0049 
0.0056 
0.0069 
0.0064 
(l.OIl7S 
(l.0093 
0.0048 
0.0054 
0.0065 
O.Il063 
0.0074 
O.OOS9 
0.0070 
0.0054 
0.0070 
O.009() 
0.00S4 
0.0103 
0.0 122 
0.0 141 
0.0144 
0.0140 
0.0195 
0.0213 
0.0259 
0.u098 
0.0145 
o.om 
0.0252 
(J.(1096 
(l.O 1 tXl 
0.0104 
0.0103 
0.0106 
{Ul109 
0.0095 
0.0 100 
0.0 106 
0.0 105 
0.0 110 
0.0116 
0.0098 
0.0 101 
0.0114 
tl.0104 
0.0114 
0.0121 
0.0194 
0.0097 
0.0103 
O.QI JO 
0.0 102 
0.0105 
0.0108 
0.0105 
0.0112 
0.0119 
0.01 !l 
0.01 IS 
0.0123 
0.0098 
0.0 109 
0.0128 
0.0280 
0.0114 
1l.0 135 
0.0 161 
0.0155 
0.0178 
(Ul200 
0.1l1 15 
0.0 151 
0.0202 
0.0183 
0.0230 
ll.(l::!75 
0.01 14 
0.0154 
0.0240 
lUll 85 
O,{1259 
lJ.(lJ22 
0.0228 
0.0114 
0.0141 
0.0182 
O.{) 14S 
lUll 72 
0.0186 
0.0[25 
0.0172 
0.0]42 
0.0183 
0.0234 
0.026[ 
lWI15 
0.01l8 
0.0300 
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Table 5 
Mean shift detection rates when only fl! is shifted, 11 = 5 and optimal d(p!) = I for bivariate lognormal distribution 
(parameters known) 
II p = 0.3 p = 0.8 
II 
Synth WSD- WSD- Synth WSD- WSD-
d(IlI) Case (YI ' 12) WSD- T2 Std- T2 WSD- T2 MCUSUM MEWMA d(lll) Case (YI ' ~ ·2) WSD- T2 Std- T2 WSD- T2 MCUSUM MEWMA 
0.5 (I, I) 0.0175 0.0292 0.0154 0.0591 0.0882 0.5 (l, I) 0.0223 0.0268 0.0168 0.1008 0.0974 
(2,2) 0.0122 0.0377 0.0152 0.0904 0.0807 (2,2) 0.0191 0.0347 0.0164 0.1003 0.0979 
(3,3) 0.0093 0.0425 0.0158 0.0880 0.0775 (3,3) 0.0164 0.0390 0.0164 O.IOll 0.1011 
2 (I, I) 0.0612 0.0134 0.0290 0.1175 0.1266 2 (I, I) 0.0494 0.0178 0.0258 0.1116 0.1182 
--
(2,2) 0.1094 0.0150 0.0427 0.1310 0.1490 (2,2) 0.0769 0.0223 0.0334 0.1203 0.1350 
v, 
C) (3,3) 0.1626 0.0189 0.0568 0.1424 0.1680 (3,3) 0.1060 0.0262 0.0392 0.1283 0.1504 
0\ (1, I) 0.2012 0.1512 0.0918 0.2259 0.2234 (l, I) 0.2543 0.1487 0.1115 0.2351 0.2352 
(2,2) 0.1395 0.1450 0.0652 0.2140 0.2079 (2 , 2) 0.2268 0.1379 0.0946 0.2309 0.2299 
(3,3) 0.0941 0.1373 0.0523 0.2067 0.1991 (3, 3) 0.2201 0.1268 0.0856 0.2294 0.2286 
2 q,l) OA970 0.1496 0.2690 0.2723 0.2845 2 (I, I) OA556 0.1482 0.2389 0.2641 0.2745 
(2 , 2) 0.6249 0.1346 0.3988 0.2988 0.3188 (2,2) 0.5709 0.1293 0.3414 0.2845 0.3019 
q, 3) 0.7061 0.1128 0.5062 0.2317 0.3484 (3,3) 0.6535 0.1075 OA366 0.3035 0.3273 
1.25 (I. 1) OA289 0.2956 0.1944 0.2860 0.2850 1.25 (I, I) 0.7138 0.2991 0.2346 0.2956 0.2966 
(2 , 2) 0.3188 0.2740 0.1339 0.2706 0.2662 (2,2) 0.6668 0.2749 0.2011 0.2877 0.2872 
q ,3) 0.2485 0.2542 0.1018 0.2612 0.2553 (3 , 3) OA279 0.2504 0.1856 0.2836 0.2829 
2 ( I , I) 0.7185 0.3303 OA860 0.3449 0.3578 2 (I, I) 0.6878 0.3213 OA478 0.3359 0.3472 
(2,2) 0.8004 0.3358 0.6274 0.3778 0.3964 (2,2) 0.7655 0.3143 0.5745 0.3626 0.3799 
(3,3) 0.8461 0.3331 0.7185 OA033 OA239 (3, 3) 0.8146 0.2972 0.6673 0.3862 OA065 
(continued) 
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Table 6 
Mean shift detection rates when both 111 and 112 are shifted, 11 = 5 and optimal d(1l1) = 1 for bivariate lognormal distribution 
II (parameters known) 
p = 0.3 
Synth 
d(Il\) Case (i·\ . i'2l WSD- Tl Std- Tl WSD- Tl 
0.5 
4 
6 
4 
6 
1.25 
4 
(1 ,1) 
(2,2) 
(3. 3) 
(1.1) 
(2,2) 
(3,3) 
(l, 1) 
(2,2) 
l3.3) 1.1) 12,2) 
l3,3) 1,1) 2.2) 
(3,3) 
(1. 1) 
(2.2) 
(3,3) 
(1 , 1) 
(2 , 2) 
(3.3) 
(1 , 1) 
~li 
(3.3) 
(1,1) 
(2.2) 
(3.3) 
0.0144 
0.0097 
0.0079 
0.0348 
0.0444 
U.0542 
0.0732 
0.1430 
0.2195 
0.0346 
0.0441 
0.0556 
0.1711 
0.0966 
0.0632 
0.3652 
0.4348 
0.5033 
0.5376 
0.6879 
0.7777 
0.3645 
0.4338 
0.5029 
0.3835 
0.2455 
0.1672 
0.6100 
0.6639 
0.7125 
0.0334 
0.0443 
0.0496 
0.0218 
0.0275 
0.0315 
0.0080 
0.0064 
0.0096 
0.0219 
0.0273 
0.0316 
0.1596 
0.1580 
0.1521 
0.1486 
0.1344 
0.1200 
0.1396 
0.1197 
0.0984 
0.1484 
0.1348 
0.1202 
0.3005 
0.2833 
0.2666 
0.3106 
0.2956 
0.2750 
0.0152 
0.0155 
0.0164 
0.0205 
0.0226 
0.0236 
0.0311 
0.0501 
0.0721 
0.0206 
0.0227 
0.0238 
0.0858 
0.0606 
0.0498 
0.1731 
0.2164 
0.2667 
0.2877 
0.4403 
0.5645 
0.1731 
0.2158 
0.2661 
0.1801 
0.1189 
0.0905 
0.3483 
0.4171 
0.4878 
p = 0.8 
WSD- WSD- Synth 
MCUSUM MEWMA d(ll.) Case (, \. i ',) WSD- T2 Std-T1 WSD- T2 
0.0894 
0.0803 
0.0752 
0.1062 
0.1109 
0.1157 
0.1234 
0.1412 
0.1556 
0.1065 
0.1109 
0.1157 
0.2205 
0.2048 
0.1950 
0.2500 
0.2587 
0.2680 
0.2782 
0.3093 
0.3357 
0.2500 
0.2588 
0.2681 
0.2809 
0.2619 
0.2499 
0.3160 
0.2366 
0.3384 
0.0804 
0.0660 
0.0575 
0.1087 
0.1191 
0.1302 
0.1333 
0.1604 
0. 1824 
0.1088 
0.1191 
0.1301 
0.2170 
0.1963 
0.1834 
0.2559 
0.2691 
0.2834 
0.2908 
0.3302 
0.3630 
0.2560 
0.2693 
0.2836 
0.2790 
0.2554 
0. 2408 
0.3230 
0.3380 
0.3546 
0.5 
1.25 
4 
6 
4 
6 
4 
(1,1) 
D.~ 
0,~ 
(1. 1) 
(2.2) 
0.~ 
(1, I) 
D.~ 
0,~ 
(1.1) 
(2.2) 
(3.3) 
(1. 1) 
D.~ 
0,~ 
( I. I) 
D.~ 
0,~ 
(I , I) 
D,~ 
(3.3) 
(1. I) 
D,~ 
0.~ 
(1.1) 
(2,2) 
0.3) 
(I, I) 
D.~ 
(3.3) 
0.0146 
0.0101 
0.0091 
0.0344 
0.0421 
0.0494 
0.0739 
0.1444 
0.2201 
0.0342 
0.0421 
0.0493 
0.1693 
0.0946 
0.0608 
0.3640 
0.4322 
0.5005 
0.5431 
0.6942 
0.7819 
0.3635 
0.4316 
0.4992 
0.3793 
0.2382 
0.1591 
0.6077 
0.6572 
0.7009 
0.0347 
0.0455 
0.0506 
0.0228 
0.0300 
0.0330 
0.0073 
0.0070 
0.0112 
0.0228 
0.0290 
0.0330 
0.1588 
0.1555 
0.1487 
0.1476 
0.1322 
0.1166 
0.1387 
0.1159 
0.0897 
0.1475 
0.1321 
0.1170 
0.2981 
0.2781 
0.2590 
0.3095 
0.2905 
0.2656 
0.0160 
0.0168 
0.0178 
0.0208 
0.0230 
0.0242 
0.0289 
0.0467 
0.0653 
0.Q208 
0.0230 
0.0242 
0.0863 
0.0614 
0.0507 
0.1742 
0.2195 
0.2732 
0.2902 
0.4477 
0.5735 
0.1738 
0.2187 
0.2724 
0.1788 
0.1179 
0.0897 
0.3489 
0.4187 
0.4887 
WSD- WSD-
MCUSUM MEWMA 
0.0904 
0.0818 
0.0766 
0.1062 
0.1101 
0.1144 
0.1224 
0.1392 
0.1528 
0.1062 
0.1101 
0.1143 
0.2207 
0.2047 
0.1949 
0.2500 
0.2595 
0.2698 
0.2780 
0.3089 
0.3353 
0.2502 
0.2596 
0.2698 
0.2810 
0.2617 
0.2499 
0.3164 
0.3278 
0.3405 
0.0814 
0.0673 
0.0587 
0.1082 
0.1177 
0.1280 
0.1321 
0.1581 
0.1794 
0.1083 
0.1178 
0.1281 
0.2171 
0.1962 
0.1831 
0.2558 
0.2692 
0.2839 
0.2906 
0.3297 
0.3627 
0.2559 
0.2693 
0.2839 
0.2790 
0.2553 
0.2407 
0.3229 
0.3380 
0.3546 
( continued) 
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Table 7 
Mean shift detection rates when only III is shifted, n = 5 and optimal d(PI) = 1 for bivariate lognormal distribution 
(parameters unknown) 
p = 0.3 (J = 0.8 
Synth WSD- WSD- Synth WSD- WSD-
d(fll) Case (1'1 ' ( 2) WSD- T2 Std- T2 WSD- T2 MCUSUM MEWMA d(fll) Case (1'1' ;·2) WSD-T' Std- T2 WSD- T2 MCUSUM MEWMA 
0.5 ( I , I) 0.0311 0.0382 0.0237 0.0998 0.0939 0.5 (I, I) 0.0450 0.0354 0.0260 0.1054 0.1029 
q,2) 0.0289 0.0518 0.0258 0.0970 0.0897 (2 , 2) 0.0491 0.0485 0.0300 0.1077 0.1066 
(3 , 3) 0.0298 0.0628 0.0628 0.0988 0.0909 (3,3) 0.0587 0.0591 0.0357 0.1132 0.1 149 
2 ( I , I) 0.0780 0.0199 0.0394 0.1215 0.1305 2 (I, I) 0.0791 0.0250 0.0371 0.1162 0.1228 
..... (2, 2) 0.1386 0.0231 0.0618 0.1368 0.1546 (2,2) 0.1249 0.0325 0.0547 0.1278 0.1423 
v, 
..... (3, 3) 0.2095 0.0293 0.0926 0.1516 0.1767 (3, 3) 0.1810 0.0409 0.0783 0.1409 0.1622 
0 (\ , I) 0.2396 0.1749 0.1184 0.23\0 0.2288 (I, I) 0.3075 0.1727 0.1398 0.2403 0.2406 
(2,2) 0.1970 0.1821 0.\003 0.2221 0.2174 (2,2) 0.3054 0.1792 0.1400 0.2408 0.2404 (3, 3) 0.1872 0.1948 0.0992 0.2215 0.2145 (3,3) 0.3321 0.1918 0.1575 0.2467 0.2469 
2 (I, I) 0.5086 0.1697 0.2875 0.2768 0.2889 2 (1, I) 0.4836 0.1700 0.2602 0.2691 0.2794 
(2,2) 0.6377 0.1740 0.4220 0.3064 0.3261 (2 , 2) 0.5963 0.1739 0.3729 0.2494 0.3114 
(3 , 3) 0.7213 0.1879 0.5360 0.3346 0.3595 (3 , 3) 0.6809 0.1888 0.4812 0.3213 0.3433 
1.25 (I, 1) 0.4498 0.3215 0.2295 0.2916 0.2907 125 (I, 1) 0.5211 0.3254 0.2687 0.3014 0.3026 
(2,2) 0.3789 0.3199 0.1873 0.2795 0.2764 (2,2) 0.5029 0.3284 0.2607 0.2989 0.2999 
(3,3) 0.3578 0.3349 0.1804 0.2776 0.2719 (3,3) 0.5174 0.3467 0.2810 0.3032 0.3034 
2 (I , I) 0.7223 0.3494 0.4988 0.3495 0.3621 2 (I , I) 0.6960 0.3433 0.4630 0.3412 0.3522 
(2, 2) 0.8072 0.3695 0.6407 0.3843 0.4022 (2,2) 0.7751 0.3592 0.5930 0.3720 0.3881 
(3, 3) 0.8533 0.3950 0.7332 0.4133 0.4339 (3 , 3) 0.8272 0.3867 0.6902 0.4016 0.4208 
( continu.ed) 

....... 
v, 
....... 
N 
d(pJl 
0.5 
1.25 
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Table 8 
Mean shift detection rates when both /11 and /12 are shifted, 11 = 5 and optimal d(IlI) = 1 for bivariate lognormal distribution 
I (parameters unknown) 
Case 
4 
6 
4 
6 
4 
I (';". h) 
(1 .1) 
(2.2) 
(3.3) 
(1.1) 
(2.2) 
p.3) 
p .I) 
\2. 2) 
p.3) 
II. I) 
IQ• 2) 
3.3) 
l.l) 
2.2) 
~3. 3) 
(I. I) 
(2.2) 
(3.3) 
(1,1) 
(2,2) 
(B. 3) 
(1 , 1) 
(2.2) 
(3.3) (il . l ) 
(2,2) 
if: ~~ 
(2.2) 
(3.3) 
Synth 
WSD- Tl 
0.0271 
0.0237 
0.0237 
0.0515 
0.0709 
0.0978 
0.1049 
0.1912 
0.2869 
0.0594 
0.0802 
0.1094 
0.2130 
0.1572 
0.1380 
0.3868 
0.4641 
0.5433 
0.5573 
0.7013 
0.7908 
0.4036 
0.4636 
0.5534 
0.4143 
0.3183 
0.2790 
0.6188 
0.6797 
0.7356 
p = 0 .3 
Std-T" 
0.0436 
0.0600 
0.0725 
0.0296 
0.0386 
0.0466 
0.0131 
0.0119 
0.0158 
0.0294 
0.0384 
0.0472 
0.1841 
0.1969 
0.2117 
0.1710 
0.1736 
0.1761 
0.1586 
0.1562 
0.1671 
0.1704 
0.1652 
0.1827 
0.3283 
0.3324 
0.3486 
0.3343 
0.3408 
0.3452 
WSD- T" 
0.0237 
0.0265 
0.Q305 
0.0300 
0.0377 
0.0467 
0.0412 
0.0690 
0.1080 
0.0297 
0.0372 
0.0477 
0.1122 
0.0939 
0.0914 
0.1979 
0.2541 
0.3144 
0.3050 
0.4614 
0.5929 
0.1967 
0.2417 
0.3230 
0.2164 
0.1708 
0.1595 
0.3719 
0.4508 
0.5217 
WSD-
MCUSUM 
0.0953 
0.0901 
0.0900 
0.1109 
0.1179 
0.1245 
0.1262 
0.1448 
0.1622 
0.1106 
0.1174 
0.1262 
0.2269 
0.2163 
0.2146 
0.2550 
0.2678 
0.2799 
0.2816 
0.3151 
0.3462 
0.2547 
0.2629 
0.2833 
0.2878 
0.2745 
0.2718 
0.3218 
0.3369 
0.3510 
WSD-
MEWMA 
0.0874 
0.0776 
0.0743 
0.1137 
0.1264 
0.1410 
0.1364 
0.1644 
0.1892 
0. 1133 
0.1259 
0.1405 
0.2237 
0.2084 
0.2023 
0.2612 
0.2785 
0.2992 
0.2944 
0.3357 
0.3721 
0.2608 
0.2780 
0.2987 
0.2863 
0.2686 
0.2616 
0.3289 
0.348 I 
0.3703 
d(pd 
0.5 
1.25 
Case 
4 
6 
4 
6 
4 
(". i2) 
(1,1) 
a,~ 
0 . ~ 
(1.1) 
(2,2) 
0 . ~ 
(1,1) 
(2.2) 
0.~ 
(1.1) 
a.~ 
(3.3) 
(I. I) 
a.~ 
(3.3) 
(1.1) 
(2.2) 
0.~ 
(1,1) 
a.~ 
0 , ~ 
(1,1) 
a.~ 
0.~ 
(1 , 1) 
(2,2) 
0. ~ 
(1.1) 
(2.2) 
0.~ 
Synth 
WSD- T' 
0.0337 
0.0304 
0.0311 
0.0607 
0.0833 
0.1144 
0.1077 
0.1984 
0.2986 
0.0605 
0.0822 
0.1133 
0.2332 
0.1780 
0.1604 
0.4038 
0.4785 
0.5552 
0.5643 
0.7100 
0.7979 
0.4033 
0.4775 
0.5546 
0.4304 
0.3394 
0.3051 
0.6238 
0.6794 
0.7312 
p = 0.8 
Std- T1 
0.0452 
0.0629 
0.0755 
0.0304 
0.0408 
0.0504 
0.0124 
0.0126 
0.0178 
0.0303 
0.0408 
0.0504 
0.1847 
0.1990 
0.2129 
0.1706 
0.1744 
0.1868 
0.1590 
0.1599 
0.1775 
0.1705 
0.1744 
0.1870 
0.3272 
0.3332 
0.3480 
0.3336 
0.3414 
0.3639 
WSD- Tl 
0.0256 
0.0293 
0.0338 
0.0310 
0.0405 
0.0535 
0.0416 
0.0702 
0.1119 
0.0309 
0.0402 
0.0531 
0.1160 
0.0996 
0.0976 
0.1996 
0.2609 
0.3378 
0.3110 
0.4742 
0.6087 
0.1993 
0.2596 
0.3367 
0.2202 
0.1778 
0.1669 
0.3728 
0.4541 
0.5386 
WSD-
MCUSUM 
0.0967 
0.0924 
0.0924 
0.1107 
0.1177 
0.1271 
0.1255 
0.1438 
0.1715 
0.1106 
0.1175 
0.1269 
0.2277 
0.2180 
0.2160 
0.2552 
0.2695 
0.288 1 
0.2821 
0.3163 
0.3487 
0.2551 
0.2692 
0.2878 
0.2888 
0.2766 
0.2735 
0.3222 
0.3389 
0.3597 
WSD-
MEWMA 
0.0890 
0.0803 
0.0778 
0.1133 
0.1258 
0.1409 
0.1359 
0 .1 635 
0.1885 
0.1132 
0.1255 
0.1406 
0.2248 
0.2103 
0.2054 
0.2611 
0.2794 
0.3021 
0.2951 
0.3372 
0.3746 
0.2610 
0.2791 
0.3018 
0.2875 
0.2709 
0.2653 
0.3288 
0.3489 
0.3725 
( continued) 

1514 Khoo et at. 
It follows that 110 = (11 1, 112, 113, 114)' = (1.0138 , 1.1693, 1.1058, 1.2372)" P = (PI' P2, 
P3, P4)' = (0.5330.0.6101,0.5887,0.6279)' and 
(00286 -0.0599 -0.0265 00305) 
L= 0.5022 0.2589 0.3194 0.2723 0.0470 ' 
0.8124 
since Pj = expC!oj), Pj = Pr(Xj S /.1), Var(X) = exp(oj)[exp(oj) - 1] , cov(Xj' Xk ) = 
Pxj.xkJVar(X;)Var(Xk ), for j , k = 1, 2. 3, and 4. Note that Xj is the jth element of 
the four variate lognormal vector. 
The data which consist of the sample averages of the four variables for 
the 30 samples are given in columns 2-5 in Table 9 while the T2 , WSD-T2, 
Table 9 
'" Four variate lognormal data and summary statistics 0 
0 
N 
V Variables ~ 
~ Sample ,.., 
0 
no., i Xli X2i X3i X4i T2 T~.i ElY yW N , , , 
.-< 
'" 
0 I 0.8949 1.3488 l.l047 1.3189 3.5618 4.5177 0.9392 1.5670 0 
OJ 2 0.9369 1.6291 1.3241 1.2851 2.8913 1.8697 1.5341 1.9237 
'" 3 0.9824 1.0503 0.9207 0.8894 2.1495 3.6381 2.0119 2.2748 
.... 
4 0.9687 1.0914 0.9696 0.7670 3.0419 5.5470 4.4182 3.6712 w 
'" .c
0.9298 1.6901 1.6187 1.4071 5.4613 4.7516 3.7686 3.2002 u 5 .~ 
:;: 
6 0.9570 0.9360 0.7526 0.9662 3.9583 5.6494 5.7470 4.0602 0 
0 7 0.9707 0.9604 0.9828 0.9004 1.5 158 2.1521 6.8820 4.5415 g 
8 1.0173 0.9217 1.0988 0.7724 1.5481 2.7049 7.0983 4.6719 
>- 9 0.9341 1.0871 1.0737 0.9760 2.1713 2.4651 8.9197 5.4669 
'" 
'0 10 0.8944 1.2599 1.0740 0.9097 3.1050 3.9266 12.3409 6.7372 w 
'0 
'" 11 0.8698 1.1811 l.l 292 l.l465 7.8843 8.6510 16.3393 8.3297 ~ 
~ 12 0.9612 1.4050 1.2768 1.1578 0.9861 0.8305 14.6020 8.2595 3 
0 
a 13 1.0415 0.5544 0.7236 0.5071 5.5116 9.0906 17.0762 9.1829 
14 1.1114 0.9598 0.9633 1.5677 2.3979 2.3734 11.4214 7.9906 
15 0.9919 l.l134 1.1112 1.0534 0.2859 0.4270 10.6368 7.9528 
16 0.9374 l.l904 1.0307 1.2119 1.7793 2.0604 11.4780 8.5245 
17 1.0056 1.3339 0.9105 1.8501 3.9645 3.7763 9.4584 8.0578 
18 0.9987 1.5169 1.4615 1.3330 2.4673 1.7210 5.8 160 6.8461 
19 1.0506 1.3297 1.0020 1.6385 2.4937 2.5413 4.0500 5.7887 
20 0.9508 1.4780 1.2732 1.2978 l.l438 0.9871 3.9928 5.7060 
21 1.0125 1.4502 1.3500 1.2784 1.7744 1.1968 2.6817 4.6751 
22 0.9786 1.0688 1.1 289 0.9450 0.8792 1.2069 2.9397 4.7789 
23 1.1395 1.363 1 l.l167 3.2070 35.9350 21.4859 2.8963 4.5288 
24 1.0617 0.8025 0.8638 1.0041 1. 5262 2.3329 2.2417 4.0913 
25 0.9732 1.13l6 0.992B 1.1800 0.7307 __ 0.9160 2. 6594 4.2681 
26 1.0971 1.0979 0.9497 1.7534 2.7234 2.2324 2.9682 4.0680 
27 1.1018 1.0004 0.9271 1.6049 2.2289 2.0710 4.0533 4.3895 
28 1.1787 1.0521 1.0511 2.0356 8.0076 6.0555 6.4866 5.2925 
29 0.9504 1.4733 1.3610 1.0651 2.0926 1.8776 2.8233 3.6231 
30 1.0768 0 .9798 1.1414 1.0707 1.3638 1.6178 2.3781 3.1351 

'" o 
o 
N 
o 
N 
~ 
"' 
o 
o 
o 
o 
:2 
>-
'" 
"0 
W 
"0 
'" o
" 
3 
o 
o 
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synthetic WSD- T 2 chart. Since the process is in-control for all the 30 samples, 
a false alarm is issued more frequently by the Hotelling's T2, WSD-T2 , WSD-
MCUSUM, and WSD- MEWMA charts compared with the synthetic WSD-T2 
chart when the underlying distribution is skewed. 
6. Conclusion 
In this article, a new synthetic WSD-T2 chart based on the weighted standard 
deviation approach is suggested. This article shows how the standard WSD-T2 
chart's performance can be significantly enhanced by combining it with the 
conforming run length (CRL) chart in the construction of the synthetic WSD-T2 
chart. The simulations show that the synthetic WSD-T2 chart gives favorable 
results by having the highest mean shift detection rates for moderate and large 
shifts when process parameters are known and unknown, based on all skewnesses 
(Yl ' Y2 )· Besides, the synthetic WSD- T2 chart also has lower false alarm rates than 
all the charts for skewed populations, except the WSD-MCUSUM chart, when 
subgrouping is considered. The example in Sec. 5 also shows that the synthetic 
W SD-T2 chart provides a more reliable conclusion about the state of a process 
when the underlying distribution is skewed and the process is in-control. All the 
advantages of the synthetic WSD-T2 chart mentioned above makes it a favorable 
alternative to all the existing multivariate charts for skewed populations based on 
the WSD method, discussed in Section 2.3. 
Three future works on multivariate control charts for skewed populations that 
are worthy of pursuing are as follows. 
(i) A study on the performance of the synthetic WSD-T2 chart under a steady-
state mode, where a mean shift occurs randomly at any time. 
(ii) Construction of the Hotelling's T2 , MEWMA, MCUSUM, and synthetic T 2 
charts incorporating the weighted variance (WV) method. 
(iii) Development of new multivariate control charting methods to monitor the 
process dispersion of skewed populations. 
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SUATU PERBANDINGAN ANTARA CARTA.,CARTAKAWALAN 
BERSTATISTIK DENGAN CARTAKAWALAN BERDASAIU(AN 
RANGKAIAN NEURAL 
(A Comparison between Statist·ieal Control Charts and 
a Neural Network Based Control Chart) 
ONG HONG CHOON, CHEAH SIEWCHUIN & LOW SHEAU PHlN 
A BSTR4K 
Carta kawalan merupakan suatu alat kualiti yang paling berpengaruh dalam knwaJall proses 
berstatistik dan ia digunakan dengan luasnya dalam proses perkiJangan. Apabila permintaan 
berkaitan dengan kawalan proses semakin meningkat, carta kawalan tradisional tidak lag.i 
mencukupi untuk mengesan pe~ubaban yang mendadak dalalI! sesuatu pros~s. Oleh yang 
demikian, pewa larian digabungkan dalam carta kawalan Shewhart X. Langkah ini, dan juga 
carta kawalan EWMA diperkenalkan untuk mengatasi pembatasan tcrhadap kepekaannya. 
Carta kawalan berdasarkan rangkaian neural merupakan satu langkah baw dan pencapaiaonya 
dibandingkan dengan carta kawa!an berstat istik. Data lljian yang sarna dijana daripada 
pemboleh ubah rawak normal piawai dengan menggunakan SAS. Data in; dianggap sebagai 
data dalam kawa!an untuk ketiga-tiga Jenis carta kawalan. Kriterillm yang digunakan untuk 
rnembandingkan prestasi kedua-dua jenis caria adalah purata panjang larian (ARL). Daripada 
keputusan yang didapati, rangkaiunueural mempunyai ARL yang lebih baik berbanding 
dengan pewa larian datum calta kawalan lradisiona! dan juga carta EWrvIA ketika mengesan 
anjakan keci! dan besar dalam min proses. 
Kala kunci: pl.Jrata panjang larian; rangkaian neural; petlla larian; EWMA; Shewhart .~; 
ABSTRACT 
Control chart is one of the most powerful quality tools in statistical process control and is 
widely used in the manufacturing process. As the demand of the quality control increases, 
traditional control chart is no longer $ufti~ient to detect the sudden change in a process. Thus, 
run rules are built-in into the Shewhart X control chart. This improvement, and also E\VMA 
charts are introduced to overcome the limitation to its sensitivity. Neural network based 
control chart is a new approach and its performance is compared with the statistical control 
charts. The same test data from the standard normal random variable. is generated using SAS. 
This data is assumed as the in-control data for the three types of control charts. The criteria to 
compare the performance of both types of eontr.ol charts is the average run length (ARL) . 
From the results obtained, neural network has a better ARL than the statistical control charts 
which includes the run rules of Shewhmt X control chart and the EWMA chart when 
detecting small and large shifts in the process mean. 
Keywords: average run length; neural network; run rules; EWM.A; Shewhart X 
1. Pengenalan 
Pada tahun 1924, Dr. Walter A. Shewhart memperkenalkan carta kawaJan tradisional - carta 
kawalan She\vhart. V/alau bagaimanap1.Iil, cartz{< ~lwalan tndisional kurang sensitif untuk 
mengesan perubahan kecil daJam sesuatu pro~<;.~. MaKa, petua Im·ian yang digabungkan dalam 
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f 
i'erbandi'lgan carla kaw(lian bers{Qlislik dengan carta kawala!l herdasarkan rangkoian neural 
2.4. Rangknian neural human 
Rangkaian neural buatan mengandungi unit-unit yang terdiri daripada ciri~c ir i input! OLltput 
(Schalkoff 1997). lanya berupaya mernproses maklumat daripada sarnbutan neuron dari input 
dan berhubung ke output. Nilai-n ilai input bersama dengan sambutan yang dikenali , 
digunakan untHk melatih model rangkaian neural. Sepanjang latihan, pemberat-pemberat 
dalarn rangkaian akan diubah suai sehingga output yang sesuai diperoleh. Hal ini dapa! dilihat 
dalam Rajah I 
LapiSffn inpul 
Input 
Lupisao 
tcrsernbullyi 
Rajah I: l\'[odei rangkaian neural 
Lapisan oUlput 
OutpUI 
Terdapat dna jenis seni bina rangkaian neura.! yang mcnggunakan pembelqiaran yang diselia, 
iaitu model perseptron multilapisan (Multi-Layered Perceptron - MLP) dan rangkaian fungsi 
as as jejari (Radial Basis Function - RBF). Dalam kajian ini, model p~rseptr6n multilapisan 
CMLP) telah digunakan untuk meiaksanakan proses pembelajaran rangkaian neural. 
2.5. Seni bina j'y[LP dengan dua lapisan tersemhullyi 
MLP merupakan suatu rangkaian neural del1gan pembclajaran yang diselia dan nilai 
outputnya adalah selanjar. Menurut Cheng dan Cheng (200 J), rangkaian in; menyediakan satu 
pemetaan daripada satu vektor input kepada satu vektor output. Dalam kqjian ini, sen! bina 
MLP dengan dua lapisan tersembunyi digunakan seperti yang ditunjukkan dalam 
Data 
Input 
Lapisan input Lapisan 
tersembunyi 
pertarna 
Lapisan tcrsembunyi 
kedua 
Rajah 2: MLP dcngan struktur [5 x 8 x 8 x I 
Lapisan 
output 
-... Output 
====== ==~====~ 
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Perbal1dingufl ,'aria kawalan berSlalis!ik dengan carla ka walan berdasarkan m!1gkaian neural 
Vektor input x = (XI, _<j ., . XlJ digabungkan dengan vektor pembenit dalam lapisan 
tersembunyi pertarna, {Vii}. Isyarat input adalah 
L 
nj = 2:>"x1 (1) 
I~I 
Kemudian, setiap satu neuron yang tersembunyi dikira dengan fungsi pengaktifan p untuk 
mendapatkan isyarat Cj , 
. C1 = p(nj ) = p(± V/iXt ) (2) 
I ~ I 
Untuk lapisan tersembunyi kedua, setiap satu neuron terscmbunyi daripada siaran-siaran 
lapisan tersembullyi pertama mengisyaratkan Ci kepada neuron lapisan tersembunyi kedua. 
I 
rj = LWyC i 
;=1 
(3) 
Kemudian, setiap satu neuron tersembullyi dikira dengan fungsi pengaktifan h untuk 
mendapatkan isyarat fl' 
(4) 
Isyarat ini juga digunakan ke at as lapisan output. 
J 
Sk= I>jkY j (5) 
}=I 
Dan isyarat Sk dikira dengan fungsi pengaktifan g untuk menghasilkan nilai output Zk 
(6) 
lumlah kuasa dua ralat lITltuk dua lapisan tcrscmbunyi adalah 
E = E(v,w,u) 
K 
E=2)tk - z)Y (7) 
kul 
Ralat wujud kerana output latihan yang dihasilkan Zk adala.h bcrbeza daripada nilai sebenar 
'", Hal ini kerana Japisan neuron tersembunyi mer~ana output saJah yang perlll dibetulkan 

Perbandingan carla kaIValan berswlL5Iik dengan carla kowalan berdasarkon rr.mgkaian neural 
2.9. Rmzgkaian ler/utill 
Rangkaian terlatih adalah penting untuk mendapatkan output yang dikehendaki da lam 
pe-mbentukan atau latihan rangkaian tersebllt. Dengan menggunakan satu transformosi linear, 
isyarat input yang di-wakili oleh unit-unit input telah dipetakan ke suatu skala yang ditentukan 
(Cheng ] 995). Pemberat hubungan awa l dijanakan untuk menghasilkan nilai-nilai dalam 
selang [-05, 0.5 ] dan kemudian diubah Sll'ai dengan menggunakan al-Kbwarizmi perambatan 
balik falat. Apabila latihan dijaJankan, nilai pemberat-pemberat barll akan diperoleh dan ianya 
digunakan Llntuk menel1tukan tafaf satll proses, 
2.10. Ukuran prestasi 
Prestasi carta kawaJan statistik dan carta kawalan rangkaian neura.l dinilai dengan 
menggunakan purata panjnng larian (ARL). Ianya merupakan jumlah min sampel yang 
dikehendaki bagi sesuatu proses untuk Il1cnsyaratkan keadaan luar kawalan . Matlamat ARl. 
adalah untuk mengesan sebarang keadaan luar kawalan secepat mungkil1 (iaitu ARL yang 
lebih pendek) jib proses tersebut adaJah di luar kawalan (ada anjakan dalam min proses) dan 
selewat rnungkin jika proses adalah terkawal (tiada anjakan dalam min proses), 
Simulasi min proses bagi menghasilkan anjakan yang berlainan, 0 diJakukan dengan 
menggunakan SAS versi 9. 1. Data ujian dijanakan daripada pemboleh ubah rawak normal N 
(0. 1) cler:tgan <5 mewakili anjakan min proses. Perbandingan antara carta kawalanstatistik dan 
carta kawalan rangkaian neural dilakukan untuk mengesan carta yang paling berkesan. Carta 
kawalan yang mempunyai ARL yang Jebih pendek dalam proses di keadaan luar kawaJan 
mempunyai prestasi yang Jebih baik. 
3. Keputusan dan Perhillcangall 
Profil ARL untuk semlla skema adalah berdasarkan purata anjakan proses dari sigma yang 
bernilai dari sifar hingga empat PUrata anjakan proses dengan sigma sifar menunjllkkan 
proses tersebut adalah dalam kawalan dan proses luar kawalan telah ditunjukkan oleh nilai-
nilai yang lain sampai ke empat sigma. Berdasarkan .ladual I, kes-kes llntuk anjakan G.OO, 
0.50, 0.75, 1.00, 1.25, ] .50, 1.75, 2.00, 2.25, 2.50, 2.75, 3 .00, 3.50 dan 4.00 telah 
dilaksanakan. Had-had kawalan untuk carta kawa lan berstatistik ditentukan dengaA merujuk 
kepada kajian Crowder (1989) dan Khoo (2004). Untuk carta kawalan berstatistik dan carta 
kawalan berdasarkan rangkaian neural, pilihan dibuat dengan mengubah had-had kawalan 
untnk mendapatkan ARL da lam kawalan sebanyak lebih kurang 370. 
Merujuk kepada ladua! I dan memberi perhatian kepada anjakan yang keci! daripada J .0, 
EWMA optimum dan carta kawalan berdasarkan rangkaian neural te lab menunjukkan prestasi 
yang lebih baik daripada carta kawalan Shewhart dan petua larian. Dengan banya merujuk 
kepada E\VMA optimum dan: carta kawalan berdas;.'lrkan rangkaian neural, Calta kawalan 
berdasarkan rangkaian neural dapat mengesan anjakan 0.5 lebih cepat daripada EWMA 
optimum. Akan tetapi, EWMA optimum pacta J.O menunjukkan prestasi yang lebih baik 
daripada carta kawalan berclasarkan rangkaian neural kerana ia mencatat ARL luar kawalan 
yang lebih pendek. 
Walaupun carta kawalan Shewhart piawai tcrkena l dengan kebo lehannya dalam 
pengesanan anjakan besar, tetapi berdasarkan keputusan simllJasi, cm1a kawalan berdasarkan 
rangkaian neural menunjllkkan prestasi yang lebih baik dengan mencatat ARL luar kawalan 
h--~==~yang-pendek. Kesimpulanny-a, G-arta-kawalan berdasari<an rangkaiaFl-neural lebih cekap ~lalam 
pengesanan anjakan keciJ dan menunjukkan prestasi yang setanding dengan EWMA dalam 
pengesanan anjakan sedcrnana. 
25 
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This article proposes a synthetic double sampling chart that integrates the Double Sampling CDS) X chart and the conforming run 
length chart. The proposed procedure offers performance improvements in terms of the zero-state Average Run Length (ARL) and 
Average Number of Observations to Sample (ANOS). When the size of a mean shift 8 (given in terms of the number of standard 
deviation units) is small (i .e., between 0.4 and 0.6) and the mean sample size n = 5, the proposed procedure reduces the out-of-control 
[5 ARL and ANOS values by nearly half, compared with both the synthetic and DS X charts. In terms of detection ability versus the 
Exponentially Weighted Moving Average (EWMA) chart , the synthetic DS chart is superior to the synthetic or even the DS X chart , 
as the former outperforms the EWMA chart for a larger range of 8 values compared to the latter. The proposed procedure generally 
outperforms the EWMA chart in the detection of a mean shift when 8 is larger than 0.5 and n = 5 or 10. Although the proposed 
procedure is less sensitive than the EWMA chart when 8 is smaller than 0.5, this may not be a setback as it is usually not desirable, 
W from a practical viewpoint, to signal very small shifts in the process to avoid too frequent process interruptions. Instead, under such 
circumstances, it is better to leave the process undisturbed. 
Keywords: Synthetic chart, double sampling chart, exponentially weighted moving average chart, conforming run length, average run 
length , average number of observations to sample 
1. Introduction 
l5 The performance of a control chart is mainly determined 
by how fast the chart reacts to a shift. Usually, the Average 
Run Length (ARL) is used as a performance measure of a 
chart when the sample size in each sampling stage is fixed. 
When the sample size in each sampling stage is not fixed, 
30 such as for the Double Sampling (DS) chart, the Average 
Number of Samples (AN OS) could be used to evaluate the 
chart's performance. 
The synthetic DS chart combines the usefulness of the 
synthetic and DS X charts. Davis and Woodall (2002) 
(Lucas and Crosier, 1982; Rhoads et al., 1996), Giving a 
head start to a control chart is extremely important in situ-
ations where after restarting the control chart following an 
alarm and checking the monitored system, one is interested 
to know instantaneously whether the process returns un-
der statistical control; i.e., whether the process adjustment 
has successfully return the mean to its target value (Knoth, 
2005) . 
On a different note, the DS X chart, like the Variable 
Sample Size (VSS) and Variable Sample Interval (VSI) 
charts, has warning limits that enable a quicker detection of 
an out-of-control signal without increasing the false alarm 
45 
50 
35 poin eo our tllc'1C tne synthetic chart can oe representee! 
as a runs rule chart with a head start feature. By having 
a head start feature, the synthetic chart is more sensitive 
in detecting an out-of-control situation at first time points, 
as in the case of an Exponentially Weighted Moving Aver-
rate as comparee! witn control charts with fixe a samplesi""ze;C-. -
However, contrary to the VSS and VSI methods, the DS ap-
proach allows the observation of a second sample without 55 
40 age (EWMA) or cumulative sum charts with a head start 
' Corresponding author 
0740-S17X 'C 20 11 " llE" 
any interruption, where the second sample comes from the 
same population as the first (Irianto and Shinozaki, 1998). 
The synthetic DS chart, which possesses the desirable 
properties of two basic charts, is possibly the simplest form 
of a VSS chart and can be successfully used when varying 
the sample size during production is runs, This is usually 
60 
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Synthetic double sampling control chart 
Step 2. 
Step 3. 
Step 4. 
Step 5. 
and 
LCLx/s = flo - kax, (1 b) 
where flo and a x are the in-control mean and stan-
dard deviation of the sample mean, respectively. 
Wu and Spedding (2000) give formulae to compute 
the optimal values of k and L' to obtain the mini-
mum out-of-control ARL for a desired size of shift, 
Oapb based on a desired in-control ARL (ARLo) . 
At each inspection point, a random sample of size 
n is taken and the sample mean, X, is computed. 
If LCLx/s < X < UCLx/s, the sample is conform-
ing and the control flow returns to Step 2. Other-
wise, the sample is non-conforming and the control 
flow advances to Step 4. 
Count the number of X samples between the cur-
rent (included in the count) and the last (excluded 
in the count) non-conforming samples. This num-
ber is the CRL value. 
If CRL > L', an in-control status is concluded and 
the control flow returns to Step 2. Otherwise, an 
out-of-control status is signalled and the control 
flow advances to Step 6. 
Step 6. Take actions to investigate and remove the 
assignable cause(s). Then return to Step 2. 
3.2. DS X cOlltro/ chart 
The DS procedure proposed by Daudin (1992) offers bet-
ter ARL performance than the Shewhart X chart, without 
increased sampling. I t can also be made to reduce the sam-
pling without lowering the ARL performance. The DS X 
chart allows a second sample to be observed if the first sam-
ple signals a warning about a deviation in the mean. Using 
Fig. 2, the DS X charting procedure is explained as follows. 
Step 1. Determine the limits L, LI, and L 2 . 
Z = .\',-Ilo 
" alFt out-of-control (13) 
L 
take a second sample ( '2 )
take a second sample (J 2 ) 
- L 
out-of~control (J 3) 
(First sample) 
Fig. 2. Daudin's OS X control charting procedure. 
3 
Step 2. Take the first sample of size n I from a popula-
tion with a target mean value flo and an in-control 
standard deviation a. Then compute the sam-
ple mean XI = I:~~I (Xlj/nl) where Xlj, for j = 
1,2, ... , n I, are the observations in the first sample. 180 
Step 3. If ZI = (XI - flo)/(a /fo'J is in II, the process is 
in-control. Then the control flow returns to Step 2. 
Step 4. If ZI is in h the process is out-of-control. Then 
proceed to Step 8. 
Step 5. If ZI is in h a second sample of size n2 is taken from 185 
the same population, from which the first sample 
was taken. Then compute X2 = I:~~I X2j /n2 
where X2j, for j = 1, 2, . . . ,n2, are the observa-
tions in the second sample. 
Step 6. Compute the overall sample mean X = 190 
(nl XI + n2X2)/(nl + n2). 
Step 7. If Z = (X - flo)/(a /J~n'-I --c-+-n-2) is in 14 , the process 
is in an in-control state and the control flow returns 
to Step 2. Otherwise, the process is in an out-of-
control state and the control flow advances to 195 
Step 8. 
Step 8. An out-of-control signal is issued and corrective 
actions are taken to identify and remove assignable 
cause(s). Then return to Step 2. 
Let a = (Ifll - floi)/a be the size ofa mean shift, where 200 
flo is the in-control mean, fll is the out-of-control mean, 
and a is the in-control standard deviation . The probabil-
ity pea) for the process to be in an out-of-control state is 
(Daudin et at., 1990): 
pea) = 1 - (<t>(LI + a.JnI) - <t>( - LI + O.JnI)} 
-lE/~ {<t>(cLz +rco- zjnl/n2) 
-<t>(-CL2+/,co-zjn l/n 2) }¢(Z)dZ, (2) 
out-of-control 
in-control ( ' 4) 
out-of-control 
(Second sample) 
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Synthetic double sampling control chart 
Equations (5) and (6) have been verified by a Monte 
Carlo simulation. 
The optimal design of the synthetic DS chart requires 
determining a set of six parameters, i.e., n I, n2, L, L I , L 2, 
and . L3, so that ARLs(oopt) (or similarly ANOSs(oopt)) is 
m1l11mlZed whIle the desired in-control ARL, i.e., ARLs(O) 
(or similarly, ANOSs(O)), value is attained. Note that Oopt 
represents the size of a mean shift, for which a quick detec-
tion is needed. In other words, the optimization procedure 
involves minimizing the out-of-control ARL of the chart 
for a desired size of mean shift Oopt. This is similar to the op-
timization p£ocedure used by Irianto and Shinozaki (1998) 
for the DS X chart (see Section 3.2) . 
The optimal parameters of a synthetic DS chart are de-
termined as follows. 
Step 1. Specify Ito, a, Oopt, ARLs(O) , and n. Here, n is the 
mean sample size in each sampling stage when the 
process is in an in-control state. 
Step 2. Select the first trial values of n I ( < n) and nks 2n), 
based on the constraint nl + n2 > n, and a value of 
LI satisfying the following inequality (see Irianto 
Oul[ 12JIIMatrixForm= 
ARLdelta nl n2 
1.57221 4 10 
1.51362 3 10 
1.59803 2 10 
1.82444 I 10 
1.53497 4 9 
1.48399 3 9 
1.56775 2 9 
1.78244 I 9 
1.5001 4 8 
1.4616 3 8 
1.54954 2 8 
1.75388 I 8 
1.46927 4 7 
1.44733 3 7 
1.54545 2 7 
1.75165 I 7 
1.44674 4 6 
1.45264 3 6 
1.57034 2 6 
1.78564 I 6 
1.44124 4 5 
1.4867 3 5 
1.64351 2 5 
1.89039 I 5 
- 1.46566- 4 4 
1.57169 3 4 
1.79925 2 4 
1.54691 4 3 
1.75449 3 3 
1.73936 4 2 
Out[ 13J= { 1.44124, 4, 5, 3.20555, 
5 
and Shinozaki (1998): 
cp-I (1- n-nl_~) ::s LJ ::S cp-I (1- n -n l ). 
2n2 2 2n2 
F 
. l' (8) 
or sImp Icity, the median of LI in the above in-
Step 3. 
equality is used as the range of L J since this in-
equality is quite small if the size of the desired 
Type-I error, iX, is small. Note that iX = 1/ ARLs(O). 
Determine L using Equation (9) (see Irianto and 
Shin ozaki (1998). Here, L is chosen so that the 
mean sample size in each sampling stage when the 
process is in an in-control state is n. 
Step 4. 
Step 5. 
L = cp - I [n - nl + cp (L I )] . 2n2 
Initialize L3 to have a value of one. 
Compute L2 by solving Equation (10): 
(9) 
1 1 
ARLs(O) = - x (10) P(O) 1 - [1 - P(O)]L] , 
where P(O) is given in Equation (2) when 0 = O. 
L Ll L2 L3 
3.20638 1.63837 1.851 7 
3.20555 1.27772 1.978 6 
3.20528 1.03354 2.029 6 
3.20514 0.839213 2.044 6 
3.20621 1.58725 1.874 6 
3.20547 1.21709 1.983 5 
3.20522 0.964724 2.03 5 
3.20509 0.762445 2.085 6 
3.20605 1.52867 1.894 5 
3.20539 1.14708 1.98 4 
3.20516 0.884642 2.024 4 
3.20505 0.672367 2.089 5 
3.20588 1.46031 1.971 5 
3.2053 1.06459 2036 4 
3.20511 0.789326 2.073 4 
3.20501 0.563963 2.087 4 
3.20572 1.37861 1.988 4 
3.20522 0.964724 2.091 4 
3.20505 0.672367 2.12 4 
3.20496 0.42887 2.136 4 
3.20555 1.27772 2.065 4 
3.20514 0.839213 2.078 3 
3.20499 0.522459 2.165 4 
3.20491 0.251599 2.186 4 
3205~ 9-1~14708-2~068--J-I~~ 
3.20505 0.672367 2.124 3 
3.20493 0.316859 2.203 4 
3.20522 0 .964724 2.128 3 
3.20496 0.42887 2.156 3 
3.20505 0.672367 2.161 3 
1.27772, 2.065 , 4} 
Fig. 3. A RLs(Sopt) for all the (/1 I . /1 2 ) pairs and their corresponding optima] parameters when /1 = 5, A RLs(O) = 370, and Sopt = ] . 
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Table 1. Optimal combin~tions of L, L 1, L2, L3, 111, 112 for the synthetic DS chart when ARLs(O) = 250 and 370 co 
0 
w 
ARLs(O) = 250 ARLs(O) = 370 (") ;;; 
oopr oopr 
0 
050
1
' 
1.50 
(") 
n 0.25 0.75 1.00 1.50 0.25 0.50 0.75 1.00 0 
cr 
2 1, 4, 309106, 1,4, 3.091 06, 1,4, 3.091 06, 1,4,3.09106, 1, 3, 3.09 08, 1,4, 3.205 39, 
(1) 
1, 4,3.20539, 1,4,3.20539, 1,4, 3.205 39, I, 3, 3.205 22 , -, 10 
1.14552, 1.145 52, 1.14552, 1.14552, 0.963435 , 1.14708, 1.14708, 1.14708, 1.14708, 0.964724, -...J 
2.254,24 2. 187,18 2.068,11 1.988,8 1.94, 4 2.354, 26 2.317,22 2.178,12 2.082,8 2.034,4 "-' 0 
3 2, 6, 3091 56, 2, 6, 3.091 56, 2, 6, 3.091 56, 2, 5,3.09131, 2, 3, 3.09 08, 2, 6, 3.205 72, 2, 6, 3.205 72, 2, 6, 3.205 72, 2, 5, 3.205 55, 2, 3, 3.205 22, 0 
1.37653, 1.37653, 1.376 53, 1.275 89, 0.963435, 1.37861, 1.37861, 1.37861, 1.277 72, 0.964724, 
2.204,24 2. i 02,16 1.95, 9 1.935, 6 1.968, 3 2.38,35 2.224, 18 2.078, 10 2.036,6 2.061,3 
4 3,8, 3.092 06, 3,8,13.09206, 3,6,3.091 56, 3,5,3.09131 , 3, 3, 3.0908, 3, 8, 3.206 05, 3, 8, 3.206 05, 3,7, 3.20588, 3, 5, 3.205 55, 3, 3, 3.205 22, -...J 
1.52609, U2609, 1.37653, 1.275 89, 0.963435, 1.52867, 1.52867, 1.46031, 1.277 72, 0.964724, ..,. 
2.2 , 29 2.006, 14 1.972, 7 1.969, 5 1.918,2 2.337, 35 2.126,15 2.031 ,8 2.069, 5 2.013,2 
5 4, 10, 3,10, 3,8,3.09106, 4,5,3.09131, 4,3,3.0908, 4,10, 3,10, 3,9,3.20547, 4, 5, 3.205 55 , 4,4, 3.205 39, 
3.092 56, 3.091 31, 1.145 52, 1.275 89, 0.963435, 3.20638, 3.205 55, 1.21709, 1.277 72, 1.14708, 
1.635 31, 1.275 89, 1.986,6 1.965,4 1.947.2 1.63837, 1.277 72, 2.029,6 2.065,4 1.97, 2 
2.141,28 2.037, II 2.272,32 2.131 ,11 
6 4,12, 4,12, 4,9, 3.091 1.8, 4, 6, 3.0908, 5, 4, 3.091 06, 4,12, 4,12, 4,9,3.20547, 4, 7, 3.2053 , 5, 4, 3.205 39, 
3.091 56, 3.09156, 1.21539, 0.963435, 1.145 52, 3.20572, 3.20572, 1.21709, 1.06459, 1.14708, 
1.37653, 1.37653, 1.938,5 1.968,3 1.9,2 1.37861, 1.37861 , 2.038,5 2.011,3 1.999, 2 
2.204, 24 1.978,10 2.312,26 2.078, 10 
7 5,1 4, 4, 14, 5,9,3.091 18, 5, 7, 309093, 6,4,3.091 06, 5, 14, 4, 14, 3.2055, 5,10, 5, 7,3.2053, 6,4,3.205 39, 
3.09181, 3. ~91 22, 1.21539, 1.063 16, 1.145 52, 3.20588, 1.23822, 3.20555, 1.06459, 1.14708, 
1.457 98, 1.23648, 1.981,5 1.948,3 1.923,2 1.46031, 2.091,9 1.27772, 2.044, 3 2.019,2 
2.167,23 1.996,9 2.288,26 2.034, 5 
8 6,16, 5, 16, 6,9,3.091 18, 6,7,3.09093, 7,4,3 .091 06, 6,16, 5, 16, 6,10, 6, 7, 3.2053, 7,4,3.205 39, 
3.092 06, 3.091 39, 1.21539, 1.063 16, 1.14552, 3.20605, 3.20561, 3.20555, 1.06459, 1.14708, 
1.52609, 1.31208, 1.956,4 1.974,3 1.939,2 1.52867, 1.314, 1.277 72, 2.069, 3 2.034,2 
2.128,22 1.941,8 2.255,25 2.041,8 2.012,4 
9 6,18, 6,16, 6, II, 7, 7, 3.09093, 7,5,3.09068, 6,18, 6,18, 6, II, 7, 7, 3.2053, 7,5,3.205 14, 
3.09156, 3.091 39, 3.09097, 1.063 16, 0.83806, 3.20572, 3.20572, 3.205 33, 1.06459, 0.839213 , 
1.37653, 1.31208, 1.092 25, 1.893,2 1.969,2 1.37861 , 1.37861, 1.09372, 1.991,2 2.057,2 
2.132,18 Q44,7 1.968,4 2.237,19 2.02,8 2.065,4 
10 7,20, 6,18" 7,10, 8,7,3.09093, 8,5, 3.09068, 7,20, 6, 19, 7,11, 8,7,3 .2053 , 8, 6, 3.205 22, 
3.091 72, 3.091 18, 3.09089, 1.063 16, 0.83806, 3.20583, 3.20551, 3.20533, 1.06459, 0.964724, 
1.43254, 1.21539, 1.032 16, 1.91 , 2 1.976, 2 1.43479, 1.24843, 1.09372, 2.007,2 2.039,2 
2.113, 18 1.971,7 1.955,3 2.207,18 2.043,7 2.019, 3 
-....) 
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Table 3. Data for an illust rative example for the svnthetic DS chart I • 
Sample 1 (If I , = 3) Sample 2 (n 2 = 10) First slage Second stage 
Sampling -----f----- ------------------------------ ------ -----
stage. i XII Xu I, X/3 Xli X22 X23 X24 X25 X]6 X17 X28 Xl9 Xl! /0) Xu Zu .Y, Z, 
- 0.6378 - 0.29 j 6 - 0.1103 - 0.3465 - 0.6002 
-.l 
.,. 2 - 0.0485 0.0579 - 0.4435 - 0.1447 - 0.2507 
3 2.0026 000~4 - 0.1528 0.6187 1.0717 
I 
4 - 0.8532 - 0.1 1f8 - 0.2568 - 0.4076 - 0.7060 
~ =~:~:~~ -6:6~I~ -i:~~i~ =~:~~~~ : :~~~~ -~ : i~~~ -~:~~!; -~:~~;~ -~:~~~~ =~ : ~~6~ =6:~~~~ ~:~~~~ =~:;~~~ -6:~~:~ -: :~~~~ -~:~~~~ -b:~~~~ 
I 
7 0.4520 - 1.29~ 3 - 0.2075 - 0.3503 - 0.6067 
8 0.7265 -007~6 0.9564 0.5344 0.9257 
9 - 0.2969 - 0.558 1 0.0519 - 0.2677 - 0.4637 
I 
10 - 0.8843 0.7218 0.4424 0.0933 0.1616 
II 0.8220 0.94~6 0.8159 - 0.2666 - 0.4674 0.1327 - 0.6992 0.8 178 2.8078 0.4081 2.2298 0.79 15 0.4993 0.8605 1.4905 0.6796 2.4505 
12 0.4792 0.61~2 1.9690 - 0.2739 - 0.9705 - 0.6283 - 0.5023 0.2724 1.1036 1.0335 1.8870 1.7521 - 0.5838 1.0225 1.7709 0.4736 1.7077 
13 0.9380 0.5357 1.3754 0.8233 - 0.6218 - 1.5725 0.7629 2.0284 0.4223 - 0.7145 - 0.0240 1.8929 0.9613 0.9497 1.6449 0.5236 1.8880 
14 - 1.2246 0.0019 - 1.1536 1.1920 0.0993 0.1663 1.4243 1.4709 1.3218 0.7223 0.5801 0.8475 - 0.1065 - 0.7921 - 1.3720 0.4109 1.4815 
15 1.3847 0.99'14 0.8157 0.1980 0.1955 - 1.0122 0.6331 - 0.8213 - 0.1390 0.9897 1.6450 2.3262 2.2233 1.0659 1.8462 0.7259 2.6171 
16 - 0.4327 - 0.2284 2.1275 0.4888 0.8466 
I 
17 0.9834 1.5051 0.3958 1.0865 2.3982 2.1720 0.4764 - 0.1938 0.6774 0.4277 0.3553 0.5307 1.1173 0.9614 1.6652 0.9178 3.3093 
18 1.4988 0.12 \ 1 0.5504 0.7234 1.2530 
19 - 0.7767 0.5087 0.8652 0.1991 0.3448 
I 
20 - 0.0669 - 00610 0.6064 0.1568 0.27 17 
'-0 
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·2 ------------------------------------ -L2 
------------------------------------ -L 
·4 ~--~--~--------_r--------~--~----r_~ 
o 5 10 15 20 
Sampling stage no. i 
Fig. 5. DS/S sub-chart. 
Figure 5 shows the DS/S sub-chart and Fig. 6 shows 
the non-conforming sampling stages at i = 11, 15, and 17, 
and their respective CRL values. Note that in Fig. 5, the 
50 solid dots represent Zl,i while the hollow dots denote Zi. 
Figure 7 gives the CRL/S sub-chart that identifies the out-
of-control sampling stages at i = 11 , 15, and 17 based on 
the CRL values in Fig. 6. 
7.2. DS X chart 
55 Since ARLs(O) = 370, n = 5, and 60p t = 0.5 are desired, the 
optimal parameters for the DS X chart can be found using 
the optimization program 7 that incorporates the method 
~4 given inlrianto and Shinozaki (1998) to be n 1 = 4, n2 = 10, 
L = 3.20638, LI = l.638 37, and L2 = 3.003. The charting 
70 procedure described in Section 3.2 is used to construct the 
DS X chart. Table 4 presents the data of the 20 sampling 
stages and their corresponding XI,i , Xi, ZI,i , and Zi values, 
computed for the DS X chart. The DS X chart is plotted 
in Fig. 8. Only one out-of-control signal is detected; i.e. , 
11 
CRL 
14~--------------------------------------__. 
12 
------------------~---------------- L3 
10 
6 
4 x 
x 
O~~~~~~~~~~~_T~~~~~~~~~ 
o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Sampling stage no. i 
Fig. 7. CRUS sub-chart. 
". L 
L2 
----------------------- -Ll 
·2 
----------- ------------- ----------- - -L2 
------------------------------------
-L 
.4~--~--_,--------_.--------._--------._~ 
o 5 10 15 20 
Sampling stage no. i 
Fig. 8. DS X chart. 
at sampling stage, i = 19, as ZI9 = 4.4057 > L2 = 3.003 . 475 
In Fig. 8, the solid dots represent Zl,i and the hollow dots 
denote Zi. 
14-------------CRL] = II ------------~-CRL2 = 4 
o 0 000 0 0 000 000 
I = 0 2 3 4 5 6 7 8 9 10 I I 12 13 14 15 16 17 18 19 20 
o conforming sampling stage 
• nonconforming sampling stage 
Fig. 6. CRL values for the sampling stages. 
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Table 6. ARL and ANOS values of the various charts for n = 5 and Oopt = 0.5 
EWMA Synthetic DS X Synthetic DS 
0 ARL ANOS ARL ANOS ARL ANOS ARL ANOS 
0 370 1850 370 1850 370 1850 370 1850 
0.2 32.56 162.81 134A4 672.22 111.50 586.37 67 .32 353.91 
OA 11.61 58.06 27.76 138.81 23.16 139.02 10.07 60.19 
O.S 8.68 43.39 14A8 72A2 12.02 78.39 5A8 3SAS 
0.6 6.96 34.80 8.53 42.65 6.88 48 .86 3.57 2S.00 
0.8 5.00 25.00 4.01 20.04 2.98 24.74 2.08 16.89 
I 3.95 19.76 2A2 12. 10 1.77 16A4 1.53 13.84 
1.25 3.18 15.88 1.58 7.90 1.27 12.25 1.23 11.90 
1.5 2.66 13 .31 1.23 6.13 1.10 9.82 1.10 10.31 
1.75 2.30 l1A8 1.08 5.39 1.03 7.78 1.04 8.64 
2 2.08 10.40 1.02 5.11 1.01 6.10 1.01 6.94 
2.5 1.88 9Al 1.00 5.00 1.00 4.36 1.00 4.30 
3 1.52 7.61 1.00 5.00 1.00 4.03 1.00 3.23 
4 1.02 5.08 1.00 5.00 1.00 4.00 1.00 3.00 
5 1.00 5.00 1.00 5.00 1.00 4.00 1.00 3.00 
and 0 is very large, say 0 ~ 3, the synthetic DS and DS X 
charts have comparable performances. In terms of ANOS, 
the synthetic DS chart outperforms the synthetic and DS X 
charts by close to or more than two times when 0.4 :s 0 :s 
0.6 and n = 5. The synthetic DS chart also performs better 
than the EWMA chart for 0 ~ 0.5 and 0 ~ 0.6 when Oapt = 
0.5 and I, respectively, where n = 5, in terms of the ARL 
and ANOS performances. For n = 10, the synthetic DS 
chart has superior ARL and ANOS performances to the 
EWMA chart when 0 ~ 0.4 and OOpl = 1. However, for the 
same nand OOpl = 0.5, the former outperforms the latter 
when 0.4 :s 0 :s 0.6 and 0 ~ 1.75. This is an improvement 
over the synthetic chart, which outperforms the EWMA 
chart only when <1 ~ 0.8 for n = 5 and <1 ~ 0.6 for n = 10. 
Note that the average number of observations to sig-
nal an out-of-control situation, i.e., ANOS values for the 
EWMA and synthetic charts, is computed as AN as = 
ARL(8) x n, where n = 5 or 10, since these charts use a 540 
fixed sample size, n, in each sampling stage. Here, ARL(8) 
represents the ARL of a chart corresponding to a shift of 
size 8. However, for the synthetic DS chart, whose sample 
size in each sampling stage is either n J or n J + n2, its ANOS 
value is calculated using Equation (6), where ARLs(8) de- 545 
notes the ARL of the chart corresponding to a shift of size 
8. Similarly, the ANOS value of the DS X chart is also com-
puted using Equation (6) but with ARLs(8) being replaced 
by ARL(8), where ARL(8) is the ARL of the DS X chart 
for a shift of size 8. 550 
Table 7. ARL and ANOS values of the various charts for n = 5 and Oopt = 1.0 
EWMA Synthetic DS X Synthetic DS 
0 ARL ANOS ARL ANOS ARL ANOS ARL ANOS 
0 370 1850 370 1850 370 1850 370 1850 
0.2 61.85 309 .27 ISO.33 751.63 111.50 586.37 98.37 508.59 
OA 14.38 71.88 32.83 164.16 23.16 139.02 15 .77 88 .88 
0.5 9.08 45AO 16.61 8306 12.02 78.39 7.75 4602 
0.6 6A3 32.15 9.20 46.02 6.88 48 .86 4A2 27.71 
0.8 3.98 19.92 3.73 18.66 2.98 24.74 2.12 __ 14.54 __ 
1 2.92 14.59 2.10 10.48 1.77 16A4 IA4 IOA6 
1.25 2.22 11.08 lAO 7.01 1.27 12.25 1.15 8.33 
1.5 1.82 9.11 1.15 5.74 1.10 9.82 1.05 7.02 
1.75 1.54 7.68 1.05 S.24 1.03 7.78 1.01 5.94 
2 1.32 6.59 1.01 S.06 1.01 6.10 1.00 S.07 
2.5 LOS 5.26 1.00 5.00 1.00 4.36 1.00 4.18 
3 1.00 5.02 1.00 5.00 1.00 4.03 1.00 4.00 
4 1.00 5.00 1.00 5.00 1.00 4.00 1.00 4.00 
5 1.00 5.00 1.00 5.00 1.00 4.00 1.00 4.00 
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Appendix 
Derivation of the ARLs(o) formula in Equation (5) for the 
synthetic DS chart. 
Under the zero-state mode, a process shift is assumed 
to occur from the beginning or immediately after a non-
conforming sample. The synthetic chart's zero-state ARL 
for a given mean shift, 0, is calculated as (Wu and Spedding, 
2000): 
ARL(o) = reo) ~ R(o) , (Al) 
where r (0) is the probability of observing a non-conforming 
sample and R(o) is the probability that the CRL is smaller 
than or equal to the lower limit, L' , of the CRL chart. Let 
s(o) denote the complementary ofr(8); i.e., s(o) = 1 - reo). 
Since it is usually assumed that the CRL follows a geometric 
distribution, then -'-----~--
R(o) = Pre CRL :s L') 
= Pr(CRL = 1)+Pr(CRL = 2) + ... + Pr(CRL = L ' ) 
= reo) + s(o)r(o) + .. , + [s(8)]' - 1 + r(8) 
= r(o){ 1 + s(o) + ... + [S(o)]L' - I} 
= reo) 11 - [s(8)]L' I 
1 - s(8) 
= I - [S(O)]L' (A2) 
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An EWMA Control Chart for Monitoring the Mean of Skewed Populations 
. Using Weighted Variance 
Michael B. C. KhOOI, Abdu M. A. Atta2 
1.2School of Mathematical Sciences, Universiti Sains Malaysia, Penang, Malaysia 
Abstract - This paper discusses the use of weighted variance 
(WV) in setting up the limits of the exponentially weighted 
moving average (EWMA) chart for the monitoring of the 
mean of a process from a skewed population. This chart, 
called the WV-EWMA chart hereafter, reduces to the 
standard EWMA chart when the underlying distribution is 
symmetric. The Type-I and Type-II errors of the 
WV-EWMA chart are compared with that of the existing 
charts for skewed populations. Simulation results show that 
the new method gives a considerable improvement over the 
existing methods when the underlying distribution is skewed. 
Keywords EWMA chart, X chart, skewed 
populations, Type-I errol', Type-II error, weighted variance, 
weighted standard deviation, skewness correction 
I. INTRODUCTION 
A control chart is used to monitor a process. Standard 
variable charts assume that the quality characteristic is 
normally distributed . In many situations, this assumption 
does not hold. For example, chemical, semiconductor and 
cutting too l wear processes are often skewed [1]. For a 
skewed population, the Type- l error of standard charts 
increases with the skewness. Three different approaches 
that are currently used to deal with skewed populations 
are transformation, increasing the sample size and 
heuristic control charts. The heuristic charts that are 
avai lable inc lude the X and R charts based on the weighted 
variance (WV) [2], weighted standard deviation (WSD) [1] 
and skewness correction (SC) [3] methods as well as the 
EWMA chart based on the WSD method [I] . Other works 
on skewed univariate charts are reported in [4] - [10]. 
This paper considers the use of weighted variance (WV) 
to compute the limits of an EWMA chart This method is 
found to perform well when the distribution is skewed. 
II. LITERATURE REVIEW OF HEURISTIC CHARTS 
FOR MEAN 
A. Weighted Variance (WV) X Chart 
The WV method is based on the idea that a skewed 
UCLwv = ~ + 3 ~ J2P: (I a) 
and 
(1 b) 
where Px is the probability that a random variable X wi ll 
be less than or equal to its mean ~. Note that the WV X 
chart reduces to the standard X chart when Px = OS 
Here, (J denotes the standard deviation of X while n 
represents the sample size. The notations defined here will 
also be used in the later sections. When parameters are 
unknown, the control limits are computed using the 
following formulae [2]: 
(2a) 
and 
= 3R ~') LeL = X -~ ,,2\I - Px)' 
IVV d; "11 (2b) 
where 
(3) 
with k and n denoting the number of samples and the 
number of observations in a sample, respectively, and 
o(x)=l for x~O or o(x)=O for x< O. In Equations 
(2a) and (2b), X denotes the grand mean, R the mean of 
the sample ranges and d~ the constant for a given skewed 
population corresponding to the constant d2 for a normal 
distribution. The constant d; can be computed via 
numerical integration for a given skewed distribution [2]. 
B. Weighted Standard Deviation (WSD) X Chart 
distribution can be sp litted into two segments at its The WSD method uses the same approach as the WV 
_______ a~v~erage and eacJJ segment is used fOL creating_L new __ method, i.e., by splitting a skewecLdistribution into two 
symmetric distribution. The WV method uses both segme nts. The limits of the WSD X chart are [I] 
c reated symmetric distributions in setting up the chart's (J 
limits. The limits of the WV X chart are [2] UCLWSD =!l + 3 In 2p,\. (4a) 
and 
978-1-4244-2630-0/08/$2500 ©2008 IEEE 218 
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IV. PERFORMANCE OF THE WV-EWMA CHART 
The WV-EWMA chart is compared with the 
existing heuristic charts for skewed data, the standard X 
chart and the standard EWMA chart, in terms of the Type-
I and Type-II error rates, computed via a Monte Carlo 
simulation using SAS. The Type-I error rate is defined as 
the probability of signaling an out-of-control even though 
the process is actually in-control. On the contrary, the 
Type-II error rate is defined as the probability of failing to 
signal an out-of-control although the process has shifted. 
The existing heuristic charts considered are the WV X, 
WSD X, SC X and WSD-EWMA charts. In this paper, 
the WSD-CUSUM chart suggested in [I] is not 
considered in the performance comparison, because both 
the WSD-CUSUM and the WSD-EWMA charts have 
almost the same performance [I]. Hence, we only 
consider the WSD-EWMA chart. 
The skewed distributions considered are Weibull and 
gamma because they represent a wide variety of shapes 
from symmetric to highly skewed. For the sake of 
comparison, the standard normal distribution is also 
considered . For convenience, a scale parameter of one is 
used for the Weibull and gamma distributions. Note that 
Px for the Wei bull [2] and gamma [12] distributions are 
(15) 
and 
(16) 
respectively, where p and 11 are both shape parameters. 
Here, r( . ) is the gamma function and F( . ) is the gamma 
distribution function. 
The skewness coefficients considered for the 
Weibull and gamma distributions are u J E {O, 1,2, 3}. 
The shape parameters corresponding to these values of uJ 
are P E {3.6286, 1.5688, 0.9987, 0.7637} and 11 E 
{38000, 3.913, 0.983, 0.442} for the Weibull and gamma 
distributions, respectively. The in-control means of the 
Wei bull and gamma distributions are 
11 = r( I + ~) (17) 
and 
(18) 
respective ly, whi le their in-control standard deviations are 
220 
(19) 
and 
(20) 
respectively. The out-of-control mean is 11, = 11 + 8o, 
where 8 E {0.25, 0.5, I, 2}. 
All the charts considered in this study are designed 
based on an in-control ARL of 370 when the process 
fo llows a normal distribution. The combinations of (A., L) 
E {(O.l, 2.6952), (0.2 , 2.8537), (0.3, 2.9286), (0.4 , 
2.9614)} for the standard EWMA, WSD-EWMA and 
WV-EWMA charts are determined using the plots in 
[II]. The simulated results are tabulated in Tables I and II 
for the Type-I and Type-II error rates, respectively. Here, 
the Type-I error rate of a chart is computed as the 
proportion of sample points (based on 1,000,000 samples) 
plotting beyond its control limits when the process is in-
control. On the contrary, the computation of the Type-II 
error rate is made based on the proportion of sample 
points (from 1,000,000 samples) plotting within the limits 
of a chart when the process is out-of-control. Only the 
Type-II error rates for the gamma distribution are shown 
because of space constraint. 
The average run length (ARL) performance is not 
considered because the ARL values can be easi ly 
computed from the Type-I and Type-II errors in Tables I 
and II, respectively. Here, the in-control ARL is 
ARLo = l/a, while the out-of-control ARL is 
ARL, = l/(l- P) , where a and P are the Type-I and 
Type-II error rates, respectively. Since the interpretation 
based on ARL or Type-I and Type-II errors are the same, 
we on ly consider the Type-I and Type-II errors in this 
study. 
In general, Table I shows that the proposed 
WV-EWMA chart with A. :0; 0.2 gives a lower Type-I 
error rate compared to the other charts when n = 3 or 5 
(see the boldfaced va lues). When n = I, the WV-EWMA 
chart with A. = 0.1 has the lowest Type-I error rate (also, 
see the boldfaced va lues). Since 0.05 < A. < 0.25 is 
recommended [13] and due to the fact that the 
WV-EWMA chart provides a fovourable rate of Type-I 
error compared with the other charts when 0.05 < A. < 
0.25, the WV-EWMA chart is recommended. Table II 
shows that the WV-EWMA chart has the lowest Type-II 
error rate compared with the WSD-EWMA charts for all 
8 and A. E {O.I, 0.2, 0.3, 0.4}. The WV-EWMA chart 
also has lower Type-II error rates than the X charts for 
skewed populations and the standard X chart when 8 :0; I. 
However, tneWV-EWMA chart-hasasligntryhig~ 
Type-II error rate than the standard EWMA chart. Since 
the standard EWMA chart has a very high Type-I error 
rate compared with the WV-EWMA and WSD-EWMA 
charts when the skewness is large, the standard EWMA 
chart is less attractive. Furthermore, when A. = 0.3 and A. = 

tv 
tv 
tv 
, 
Sample 
Size, n 
I 
3 
5 
Distribution 
Nom1al 
Wei bull 
Gamma 
Nannal 
Wei bull 
Gamma 
Normal 
Weibull 
Gamma 
Skewlless, 
n, 
0 
0 
I 
2 
3 
0 
I 
2 
3 
0 
0 
I 
2 
3 
0 
I 
2 
3 
0 
0 
I 
2 
3 
0 
I 
I 
2 
3 
A = 0.1 
WV WSD Standard 
Method Method Method 
0.0027 0.0027 0.0027 
0.0026 0.0026 0.0026 
0.0026 0.0029 0.0029 
0.0027 0.0034 0.0037 
0.0028 0.0040 0.0044 
0.0028 0.0028 0.0028 
0.0027 0.0028 0.0030 
0.0027 0.0033 0.0037 
0.0026 0.0046 0.0045 
0.0028 0.0028 0.0028 
0.0027 0.0027 0.0027 
0.0028 0.0032 0.0028 
0.0029 0.0046 0.0030 
0.0031 0.0065 0.0035 
0.0027 0.0027 0.0027 
0.0028 0.0032 0.0029 
0.0030 0.0047 0.0030 
0.0033 0.0078 0.0034 
0.0027 0.0027 0.0027 
0.0027 0.0027 0.0027 
0.0029 0.0033 0.0028 
0.0031 0.0051 0.0029 
0.0034 0.0073 0.0032 
0.0028 0.0028 0.0028 
0.0028 0.0032 0.0028 
0.0032 0.0052 0.0028 
0.0036 0.0088 0.0031 
TABLE I 
TYPE-I ERROR RATES FOR THE VARIOUS CHARTS 
EWMA Charts 
A = 0.2 A = 0.3 
WV WSD Standard WV WSD Standard 
Method Method Method Method Method Method 
0.0027 0.0027 0.0027 0.0027 0.0027 0.0027 
0.0025 0.0025 0.0025 0.0021 0.0021 0.0021 
0.0028 0.0024 0.0038 0.0033 0.0023 0.0047 
0.0039 0.0020 0.0062 0.0055 0.0034 0.0086 
0.0047 0.0028 0.0077 0.0068 0.0041 0.0105 
0.0027 0.0027 0 .0027 0.0027 0.0027 0.0027 
0.0031 0.0026 0.0040 0.0037 0.0028 0.0051 
0.0039 0.0026 0.0063 0.0055 0.0033 0.0087 
0.0047 0.0025 0.0078 0.0067 0.0037 0.0108 
0.0028 0.0028 0.0028 0.0027 0.0027 0.0027 
0.0026 0.0027 0.0026 0.0025 0.0025 0.0025 
0.0027 0.0030 0.0030 0.0027 0.0026 0.0034 
0.0029 0.0040 0.0043 0.0033 0.0032 0.0056 
0.0032 0.0054 0.0056 0.0042 0.0038 0.0076 
0.0027 0.0027 0.0027 0.0026 0.0026 0.0026 
0.0027 0.0030 0.0031 0.0028 0.0027 0.0035 
0.0029 0.0042 0.0042 0.0032 0.0032 0.0055 
0.0030 0.0068 0.0055 0.0039 0.0045 0.0075 
0.0027 0.0028 0.0028 0.0027 0.0027 0.0027 
0.0027 0.0027 0.0027 0.0026 0.0026 0.0026 
0.0027 0.0032 0.0029 0.0026 0.0029 0.0030 
0.0029 0.0049 0.0036 0.0029 0.0042 0.0045 
0.0032 0.0071 0.0047 0.0034 0.0058 0.0063 
0.0028 0.0028 0.0028 0.0027 0.0027 0.0027 
0.0027 0.0032 0.0030 0.0026 0.0029 0.0031 
0.0029 0.0050 0.0036 0.0028 0.0043 0.0046 
0.0031 0.0090 0.0047 0.0031 0.0075 0.0063 
A = 0.4 
WV WSD Standard WV 
Method Method Method Method 
0.0027 0.0027 0.0027 0.0026 
0.0019 0.0019 0.0019 0.0007 
0.0041 0.0027 0.0058 0.0072 
0.0071 0.0045 0.0108 0.0125 
0.0087 0.0054 0.0130 0.0144 
0.0026 0.0026 0.0027 0.0027 
0.0046 0.0033 0.0063 0.0079 
0.0072 0.0044 0.0110 0.0128 
0.0086 0.0050 0.0137 0.0 148 
0.0027 0.0027 0.0027 0.0027 
0.0024 0.0024 0.0024 0.0020 
0.0028 0.0024 0.0039 0.0038 
0.0039 0.0028 0.0069 0.0071 
0.0054 0.0032 0.0095 0.0097 
0.0026 0.0026 0.0026 0.0026 
0.0030 0.0026 0.0040 0.0043 
0.0039 0.0028 0.0070 0.0072 
0.0050 0.0030 0.0096 0.0091 
0.0027 0.0027 0.0027 0.0027 
0.0025 0.0025 0.0025 0.0023 
0.0026 0.0026 0.0033 0.0031 
0.0031 0.0035 0.0056 0.0052 
0.0041 0.0045 0.0078 0.0073 
0.0027 0.0027 0.0027 0.0027 
0.0027 0.0028 0.0034 0.0033 
0.0032 0.0035 0.0056 0.0053 
0.0037 0.0056 0.0078 0.0069 
X Charts 
WSD SC 
Method Method 
0.0026 0.0026 
0.0007 0.0007 
0.0050 0.0015 
0.0084 0.0042 
0.0095 0.0074 
0 .0027 0.0027 
0.0059 0.0020 
0.0084 0.0043 
0.0092 0.0071 
0.0027 0.0027 
0.0021 0.0021 
0.0025 0.0017 
0.0039 0.0021 
0.0053 0.0035 
0.0026 0.0026 
0.0029 0.0026 
0.0041 0.0023 
0.0041\ 0.0033 
0.0027 0.0027 
0.0023 0.0023 
0.0021 0.0021 
0.0026 0.0021 
0.0036 0.0027 
0.0027 0.0027 
0.0024 0.0026 
0.0027 0.0022 
0.0032 0.0025 
Standard 
Method 
0.0026 
0.0007 
0.0098 
0.0183 
0.0213 
0.0027 
0.0106 
0.0186 
0.0224 
0.0027 
0.002 1 
0.0059 
0.0118 
0.0163 
0.0026 
0.0063 
0.0118 
0.0165 
0.0027 
0.0023 
0.0048 
0.0092 
0.0133 
0.0027 
0.0049 
0.0094 
0.0134 
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Abstract - This paper proposes a weighted variance 
method to compute the limits of the X and S charts for 
skewed distributions. The proposed charts extend the 
weighted variance X and R charts in [I] by enabling a 
process from a skewed distribution with moderate and large 
sample sizes to be monitored efficiently, hence producing 
more favourable Type-I and Type-II error rates than the 
charts in 111. Note that the charts in [11 are only intended to 
be used for small sample sizes. The Type-l and Type-II error 
rates computed show that the proposed charts outperform 
the existing heuristic charts, as well as those in 11J for 
moderate and large sample sizes, involving cases with known 
and unknown parameters, when the distribution of a process 
is skewed. 
Keywords X chart, S chart, weighted variance, 
weighted standard deviation, skewness correction 
I. INTRODUCTION 
In process monitoring, the assumption of a nom1ally 
distributed process is often violated. A Shewhart chart is 
not applicable for skewed distributions as its Type-I error 
rate is inflated. 
Nonparametric methods that do not rely on the 
assumption of nonnality can be used to deal with 
nonnormality. However, a major setback of nonparametric 
methods is that these methods are robust or insensitive to 
outliers [2]. Another popular strategy for dealing with 
nonnormality is to transform the data to achieve 
approximate normality. Among the transformation 
methods commonly used are the power transformation and 
Box-Cox procedure [2]. A potential drawback of 
transformation methods is that the samples are no longer 
plotted in the original scale of measurement. 
To overcome the shortcomings faced by the 
non parametric and transformation methods, heuristic X 
and R charts are suggested to address the problems of 
skewed underlying process distributions. These include 
the /Y and R charts using the wei ghted variance (WV) [1] 
and skewness correction (SC) [3] methods, and the X 
chart using the weighted standard deviation (WSD) 
__ ~_-Jmetho<l[A] . ____________ ~ __ _ 
The standard deviation, a of the heuristic charts in 
[I] , [3] and [4] are estimated using the sample range, 
instead of the sample standard deviation. Since the range 
method in estimating a loses statistical efficiency as the 
sample size, n increases [5], the use of the heuristic charts 
in [I], [3] and [4] is not desirable when 11 is moderate or 
large. As n increases, the sample standard deviation is 
978-1-4244-4870-8/09/$26.00 ©2009 IEEE 389 
more efficient than the sample range as an estimator of 
standard deviation. Thus, heuristic charts whose standard 
deviation are estimated from the sample standard 
deviation must be constructed for moderate or large n. 
This paper proposes the X and S charts based on thc 
WV approach, for use when n 2 10. Unlike the standard 
X and S charts, the proposed charts provide asymmetric 
limits in accordance with the direction and degree of 
skewness by using different variances in computing the 
upper and lower limits. Thus, the proposed charts have 
lower false alarm rates than the standard X and S charts 
for a process from a skewed distribution. Contrary to the 
weighted variance X and R charts suggested in [1], the 
proposed charts are based on the standard deviation 
estimated from the sample standard deviation and not the 
sample range, like in the case of the charts in [1]. It will be 
shown in Section IV that the proposcd charts outperform 
the existing heuristic charts for the various skewed 
distributions when process parameters are known and 
unknown by having lower Typc-I and Typc-II error rates 
when n is moderate or large. 
In Section II, we review the existing heuristic charts 
for skewed distributions. The proposed weighted variance 
X and S charts are discussed in Section III. The 
perfonnances of the proposed charts are compared with 
other heuristic charts for skewed distributions in Section 
IV. Finally, conclusions are drawn in Section V. 
II. AN OVERVIEW OF HEURISTIC CHARTS FOR 
SKEWED DISTRIBUTIONS 
A. WV X and R charts 
The control limits of the WV - X chart are [1] 
"UC"L - 30 x ~ 
wv- x -)l x + ..r;;" 2Px ( la) 
LCL wv_x = )l x - 3/n ~2(J - P,) , (l b) 
where Px = Pr(X ~)l x ) . When parameters are unlmown, 
the-e§"lImators use a are ~x =X, A--R~~a-n""d---­cr = -
x d; 
A ~t,8(X-Xij) 
Px = .__ .. __ .. __ .. __ . Here, X represents the grand nxk 
average, R the average sample range, d; the constant for 
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its corresponding value, Px . The average of the sample 
standard deviations from these 200000 samples are 
computed, followed by & x for 200000 x n observations. 
Next, < is computed for each of the three distributions 
and the average is taken. Finally, Au, AL , B" and BL 
are computed. Table I gives values of c;, Au ' AL , Bli 
and BL for selected combinations of nand Px . Note that 
At, for Px ::; 0.5 is similar to AL for 1- PI" . 
IV. PERFORMANCE COMPARISON 
The WV - X and WV- S charts are compared with 
the heuristic X and R charts discussed in Section II, in 
terms of their Type-I and Type-II error rates. The Type-I 
error rate is the probability of signaling a fa lse out-of-
control while the Type-ll error rate is the probability of 
signalling a false in-control. 
The Type-l error rate is computed based on the 
Weibull , gamma and normal distributions whi le the Type-
II error rate based on an exponential distribution. The 
Weibull di stribution reduces to an exponential distribution 
when its shape parameter, P is one. 
Note that p'y for the Weibull [1) and gamma [6) 
distributions are 
(9) 
and 
( 10) 
respectively, where p and II are shape parameters, while 
rc ) and F( ) are the gamma function and gamma 
di stribution function, respectively. 
The in-control means of the Weibull and gamma 
distributions are 
~l x = r(l+i J (ll ) 
and 
( 12) 
respective ly, and the in-control standard deviations are 
(13) 
and 
(14) 
respecti vel y. 
The mean of an out-of-control process is 
~I = ~ x +oO'x ' where oE {0.25, 0.5(0.25), 1.5, 2} . Here, 
When parameters are known, the Type-I and Type-II 
error rates are obtained based on 10000 simulation trials 
and sample sizes, nE {I 0, 15, 20}. For the case with 
unknown parameters, first, 30 in-control samples, each of 
size, n are generated and the limits of the chart estimated. 
Then to compute the Type-I error rate, another 1000 in-
control samples, each of size, n are generated in a phase-II 
process and the proportion of points falling beyond the 
limits computed. On the eontrary, for computing the 
Type- Il error rate, 1000 out-of-control samples, each 
containing n observations, are generated in a phase- ll 
process and the proportion of points plotting within the 
limits computed. The procedure of generating 30 in-
control samples followed by 1000 in-control/out-of-
control samples is repeated for 10000 s imulation trials and 
the average Type- IlType-1l error rate is recorded. 
Tables II and III give the Type- I error rates for the 
heuristic charts for mean and variance, respectively, while 
Tables IV and V, show the Type-II error rates for those 
charts. The WV - Xs and WV - X charts have similar 
limits when parameters are known, hence they have the 
same error rates in Tables II and IV. Table JJ shows that 
when parameters are known, the Type- I error rates of the 
charts are comparable, though that of the WSD - X chart 
tends to be higher when nand K J increase. When 
parameters are unknown, the WV - X s chart has the 
lowest Type-I error rate (see Table II). Overall , Table III 
shows that the WV- S chart has a lower Type-I error rate 
than the other charts for variance when parameters are 
known and unknown. When parameters are known , the 
Type-II error rates of both the WV - XI' and WV - X 
charts are lower than that of the WSD - X and 
SC - X charts (see Table IV). For the case of unknown 
parameters in Table IV, the WV - Xs chart has a lower 
Type-Il error rate than the WSD - X and SC - X charts 
but s li ghtly higher than that of the WV - X chart. Table V 
shows that the WV- S chart has the lowest Type-II error 
rate when parameters are known and unknown. 
V. CONCLUSION 
Numerous charts for skewed di stribution s have been 
suggested, besides those described in Section 11 (see [6] -
[11), to name a few). The WV - X sand WV- S charts 
proposed in this paper for skewed populations are found to 
be superior to their existing counterparts when the samp le 
size is moderate or large. 
______ ,11 x and (J x are the i - 'ontrol mean and standat~ACKJ\lOWLEDGMENT 
deviation, respect ively. The out-of-control standard 
deviation is a l = ba x ' where bE {1.5, 2(0 .5), 4 .5}. For the 
in-control process, the skewness coefficients used for the 
Weibull and gamma distributions are K J = {a, 1,2, 3}. 
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DIstribution 
Normal 
Wei bull 
PnmmC!CfS 
Known 
GammJ 
Normal 
Weibull 
Parameters 
Unknown 
Gamma 
_._---
----
I 
,, :: 10 
W WV-X.l WV - x WSO - x 
'D 
w 0.25 0.9860 0 .98m 0.9933 
0.50 0 .9492 0 .9492 0 .9738 
P~i'al1l~ICrS 0.75 0 .S453 0 .845.1 0.91 2J 
Known I.U 0,6210 n.t'210 0.7573 
1.15 0 .30.10 OJ030 04773 
1.5 0.0632 0 ,0632 0. 1674 
2.0 U.OOOO 0 .0000 0.0001 
0.25 O.9~3~ 0.9827 0 .9932 
0.5 0.9429 0 .9413 0 .9743 
PanuUIo!ICrS 
0 .75 0.8364 0 ,3D2 0.9123 
Ullknown I.D D.624 I 0.6200 0.757) 
1.25 0.3356 0.3337 0.4773 
1.5 0.1042 0 .I'l56 0.1674 
2.0 0.0007 0 .0009 0.0001 
Parameter.-; 
KllOV.l1 
Parameters 
Unknown 
I 
TABLE Ill. Typl:-I ERROR RATtS !'OR VARIANCE CHARTS 
n "" III n·- 15 n = 20 
' J WV-S WV-R SC-R WV-S WV- R SC-R WV-S WV- R 
0.0 0 .0030 0 .0043 0 .0041 0.0029 0.0045 0.0045 0.0027 0 .0046 
0,(, 0.0023 O.OO2n n . f)O~6 0.I)(J24 0.01)28 O.OOJR 0.0025 0.0029 
1.0 0.0043 0.0055 0.0093 0.0037 O.OO5i 1).010R 0.003; 0.O(J59 
2.0 0.0070 0 .0080 0 .0092 0.0061 0.0077 0 .0112 0.0055 0.0076 
3.0 0.0089 0.0095 0.0040 0.0078 0.0091 0.005 1 0.0074 0.0088 
0.0 0.0028 0.0042 0.(02) 0 .0028 11.0043 0.002 7 0.01121 0.0044 
1.0 0.0056 0 .0069 0.0069 0.0049 0 .0071 0.0088 0.0045 0.0073 
l .l} 0.001;9 0.0081 o,uoss 0.0061 0.0077 0 .0109 0.0055 0.0078 
3.0 0.0074 0.OO~2 (1.<1041 0.0065 0.0080 0.0071 0.0059 0.0078 
0 .0 0.0035 0 .0047 0 .0032 0 .0032 0.0047 0.0035 0.0032 0.0049 
0.0 0.0015 0.1)014 11.<10 1) 0.0015 0.0012 0 .0013 0 .001-1 0.1)010 
1.0 U.0041 U.0041 0.OO4X 0.002~ 0.0041 0 .0054 0.0022 0.0037 
2.0 0 .0060 0 .0074 O.OI IS 0.0040 0 .0057 0.0128 0 .0031 0.0047 
3.(' U.O,)64 O.I)OXO 0.0167 O.OllR4 0.0067 0.0177 0.0035 0.1l061 
0 .0 0.0032 0.0046 0.0030 0.0032 0.0048 0.0034 0.0030 0.0048 
1.0 0.0069 0.0069 0 .0064 0.0054 0.0074 0.0073 0.0044 0.0069 
2.0 0.0060 0 .1)075 0.0121 0.(m9 O.UOSS 0 .0119 0.0031 0.1)046 
3.0. ___ U.OO32 0.005U 0.0211 0.0019 0.003~ U.11208 U.0012 0.0031 
TABLE N. TYPE-[J ERROR RATES FOR MEAN CHARTS 
n - IS 
SC - x WV - "'(s \'V V - X WSO - X SC - X WV - Xs 
0.9931 0.9827 0.9827 0,9921 0.9899 0.9790 
0.9733 0.9151 04 )51 0.9562 0.9452 0 .8701 
U.9[08 0 .7040 0.7040 0,8203 O .7~M 0.5377 
n.753~ n.3JUS 0.3)0:-; 1).5013 0.4453 0.1301 
0.4724 0.0532 0 0532 0.1427 0 .1060 0.0041 
0.1638 0.0007 0 .0007 0.0070 0 .00.17 0.0000 
0 .0001 O.OOC)(J o.nOOl[ 0.0000 0 .0000 O,f)OOC) 
0.9884 0.9799 0.9776 0.9866 0.9R29 0.9743 
0.9588 0.9079 0 .8991 0.9349 0 .9194 0.8555 
0.8766 0.7000 0.6802 0.7692 0.n89 0.5305 
n.7000 0.3532 0.3:114 1).4486 0.3938 0.1475 
0.4320 0.0807 0.0721 0.1366 0.105[ 0.0095 
0.1736 0.0051 0.0044 0.0[45 0.0095 1) .0000 
<.1.0041 0 .0000 0.0000 0.0000 0 .0000 0.0000 
TABLE V. TYPE-[! ERROR RATES FOR VARIANCE CHARTS 
n ;:. 10 n IS n - 20 b WV- S WV-I/ SC R WV-S SC- R WV-S WV-R SC 1/ WV 1/ 
1.5 OJnn.: 0.9193 0.958. 0.8720 0 .90S6 0.9952 0.S588 0.9007 0 .9993 
1 .0 0.7273 0.7611 O.9XS9 0 .6435 0.7152 0.9968 0.5593 0.6793 0.9962 
2 .5 0 .5252 0.5704 0.9883 0,,1853 0.4874 0 .9852 0.2721 0.4250 0.9706 
3.0 0.3535 0.4009 0 .9705 0.2057 0.2991 0.9542 0 . 1129 0.2312 0.9375 
3.5 0.2298 0.2721 0.9357 0 .1039 0.1728 0.8992 0.0'''7 0.1150 0.8642 
4.0 0.1496 0.18 19 0.3003 0.0527 0.0973 0.[935 0.0171 0.0543 0.1263 
4.5 0.Q960 0.120) 0.2138 0 .0262 0 .0536 0.1 )82 0.0064 0 .0251 0.0667 
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ABSTRACT 
A multivariate chait, instead of separate univariate charts is used for a joint monitoring of 
several correlated variables. Two time weighted multivariate charts that are commonly 
used for a quick detection of small shifts in the mean vector are the multivariate 
exponentially weighted moving average (MEWMA) and multivariate cumulative sum 
(MCUSUM) charts. The MEWMA and MCUSUM charts use information from past data, 
which make them sensitive to small shifts. These charts require the assumption that the 
underlying process follows a multivariate normal distribution. This paper studies the 
robustness of the MEWMA and MCUSUM charts toward nonnormality by considering 
the multivariate Weibull and multivariate gamma distributions based on different sample 
sizes and correlation coefficients . 
1. INTRODUCTION 
In most process monitoring situations, the quality of a process is determined by two 
or more quality characteristics (Woodall and Montgomery, 1999). Process monitoring 
problems involving several related variables of interest are called multivariate statistical 
process control. The most useful tool used in the monitoring of a multivariate process is a 
multivariate control chart. The first step in constructing a multivariate chait involves the 
analysis of a preliminary set of data that is assumed to be in statistical control. This 
analysis is known as a Phase-I analysis and it is conducted to estimate process parameters 
that will be used for the monitoring of a future process, a.k.a., a Phase-II process . 
Numerous multivariate chalts and their extensions are presently available. These 
charts can be grouped into 3 broad categories, namely, the Hotelling's T 2, multivariate 
EWMA (MEWMA) and multivariate CUSUM (MCUSUM) charts. The Hotelling's T2 
chart was proposed by Hotelling (1947) for the detection of a large sustained shift. The 
MCUSUM chart was first suggested by Woodall and Ncube (1985) while the MEWMA 
chart was introduced by Lowry et al. (1992). However, the MCUSUM charts suggested 
by Crosier (1988) will be discussed in this paper as they are more widely used. 
This paper is organized as follows: Section 2 reviews the MEWMA chait while 
Section 3 reviews the MCUSUM chait. In Section 4, a simulation study is conducted to 
compare the performances of MEWMA and MCUSUM charts for skewed distributions. 
Finally, conclusions are drawn in Section 5. 
2. MEWMA CONTROL CHART 
The MEWMA chart proposed by Lowry et al. (1992) is based on the following 
statistic: 
(1) 
where Z 0 = Ilo and 0 < A ~ 1. X I' X 2' ... , are assumed to be independent multivariate 
normal random vectors, each with p quality characteristics. The control charting statistic 
of a MEWMA chart is (Lowry et al., 1992) 
7;2= Z;L. ~: Z,. (2) 
The chart signals a shift in the mean vector when 7;2 > hi ' where hi is the limit 
chosen to achieve a desired in-control ARL (ARLo) and 
L. =_A_ [l - (l -A/' 'k, (3) 
Z, 2-A JL-x 
is the variance-covariance matrix for Z , . Lowry et al. (1992) showed that the run length 
performance of the MEWMA chart depends on the off-target mean vector III and the 
covariance matrix of X " i.e., L. X, only through the value of the non-centrality 
parameter, 
O=tlll-Ilo)' L.~(IlI-llo)r, (4) 
where Ilo denotes the in-control mean vector. 
Lee and Khoo (2006a) provide a method based on the Markov chain approach for the 
se lection of the optimal parameters, A and hi ' which produce the minimum out-of-
control ARL (ARL I ) for a desired size of a shift of interest based on a fixed ARLo' 
3. MCUSUM CONTROL CHART 
Crosier (1988) suggested two multivariate CUSUM charts. The one with the better 
ARL performance is based on the following statistics: 
C, =tSt-1 +X,-a)' L.~(SI_ I +x,-a)r , for t = 1,2, .. . , (5) 
where 
{
O' if C, ~ k 
S , = ( f k J . . S,_I +x,-a\I-~ , If C, > k (6) 
Note that So = 0, k > 0 is the reference value and a is the aim point or target value for the 
mean vector. The control chart ing statistic for the MCUSUM chart is (Crosier, 1988) 


















































