Modeling work-speed-accuracy trade-offs in a stochastic rotary machine by Kasper, Alexandra K. S. & Sivak, David A.
Modeling work-speed-accuracy trade-offs in a stochastic rotary machine
Alexandra K. S. Kasper∗ and David A. Sivak†
Department of Physics, Simon Fraser University, Burnaby, British Columbia, V5A1S6 Canada
(Dated: May 28, 2019)
Molecular machines are stochastic systems that catalyze the energetic processes keeping living cells
alive and structured. Inspired by the examples of F1-ATP synthase and the bacterial flagellum, we
present a minimal model of a driven stochastic rotary machine. We explore the trade-offs of work,
driving speed, and driving accuracy when changing driving strength, speed, and the underlying
system dynamics. We find an upper bound on accuracy and work for a particular speed. Our
results favor slow driving when tasked with minimizing the work-accuracy ratio and maximizing
the rate of successful cycles. Finally, in the parameter regime mapping to the dynamics of F1-ATP
synthase, we find a significant decay of driving accuracy at physiological rotation rates, raising
questions about how ATP synthase achieves reasonable or even remarkable efficiency in vivo.
PACS numbers: 05.70.Ln, 05.40.-a, 05.10.Gg, 02.60.Cb
I. INTRODUCTION
Molecular motors are stochastic machines built from
protein-based components and are capable of converting
between different forms of energy in the cell. The molecu-
lar details of energy transduction in these soft-matter ob-
jects are often complex, and relatively few systems have a
well-characterized mechanism. The F1 subunit of FoF1-
ATP synthase and bacterial flagellar motors are the most
prominent examples of stochastic rotary molecular ma-
chines that have been extensively studied and for which
there is reasonable agreement about their structure and
function [1, 2].
Both F1 and flagellar motors are capable of reversible
operation, as confirmed by direct observation [1–5].
Flagellar motors switch between clockwise and counter-
clockwise rotation in response to changing extracellular
conditions in order to control the movement of the bacte-
rial cell, but the ion-transfer process driving the rotation
does not switch directions [2, 5]. In other words, the
same chemical process can drive mechanical rotation in
either the clockwise or counter-clockwise direction. F1,
on the other hand, exhibits reversible mechanochemical
coupling: external rotation of a crankshaft drives the en-
ergetically costly reaction of ATP synthesis, while un-
der suitable conditions the machine can also hydrolyze
ATP and rotate in the opposite direction [1, 3, 4]. Unlike
flagellar motors, the directionality of mechanical rotation
and the chemical reactions in F1 are coupled: when one
reverses, so does the other.
Bacterial flagellar motors and F1 are believed to be
highly efficient machines [6, 7]. F1 is reported to have
an efficiency of nearly 100% and exhibit near-perfect
mechanochemical coupling between the crankshaft and
chemical catalysis [3, 4, 7, 8]. The energy transfer is me-
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diated by the rotation of the central crankshaft via a me-
chanical torque (caused by the rotation of the Fo subunit
or single-molecule manipulation), ultimately producing
conformational changes in the catalytic sites of F1.
Mechanochemical coupling lies in the interdependence
of the energetics of the mechanical and chemical states:
the energies of mechanical states depend on the chemi-
cal state, and vice versa. Mechanochemical coupling can
be quantified by the match between the number of rota-
tions and the number of ATP produced [3]. Since F1 has
three catalytic sites, perfect mechanochemical coupling
can be quantified by three ATP produced per full rota-
tion of the F1 subunit of ATP synthase. ATP synthase
is believed to operate at hundreds of rotations per sec-
ond in living cells [9], yet the experiments demonstrating
high efficiency use rotation rates two orders of magnitude
slower than this.
It remains unclear whether ATP synthase and bac-
terial flagellar motors are capable of high efficiency at
physiologically relevant rotation rates. Recent measure-
ments of efficiency throughout the cycle of F1-ATPase
without significant opposing force found a maximum ef-
ficiency of 72% [10]. Characterizing the breakdown of ef-
ficient energy conversion could inform the design of artifi-
cial molecular machines, where energetic efficiency would
prove useful in applications ranging across computation
and information manipulation [11], artificial photosyn-
thesis [12], and drug delivery [13].
Here we computationally explore the behavior of a
simple driven stochastic rotary machine. We present a
minimal model inspired by the F1 subunit of ATP syn-
thase operating in the ATP synthesis mode. We find
an analytic speed-dependent upper bound in the work-
accuracy space that is satisfied across the explored pa-
rameter space. In the parameter regime representing
F1, our simulations agree with experiments finding near-
perfect operation at rotation rates below 10 Hz; yet, our
simulations predict a steep decrease in machine accuracy
beyond 10 Hz, with significantly reduced operation by
100 Hz. We believe this result is consistent with experi-
mental results at speeds ∼100 Hz when unsuccessful cy-
ar
X
iv
:1
90
5.
10
64
0v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
5 M
ay
 20
19
2π
3
2 π
3
π
4 π
3
5 π
3
2 π
0 2⇡2⇡/3 4⇡/3
En
er
gy
E‡
π 2 π
0 ⇡ 2⇡
E
✓ ✓
✓0(t)
(a) (b)
FIG. 1. The two components of the potential. (a) Molecular
potential with three minima and energy barriers of height E‡.
(b) Time-dependent driving potential with a single minimum
at θ0(t) and height Eκ.
cles are considered.
II. MODEL
We propose a minimal thermodynamic model of a
driven rotary machine, where we tune driving strength,
driving speed, and intrinsic machine dynamics to explore
the trade-offs between energetic efficiency, speed, and
mechanochemical coupling.
The F1 system has two prominent coarse-grained state
variables: the crankshaft angle and the chemical coordi-
nate quantifying progress of ATP synthesis. Other mod-
els of F1 involve higher-dimensional state variables, for
example defining the chemical state as the occupancy of
each of the three catalytic states [14, 15]. In the spirit
of minimalism, our model has a single dependent state
variable, the chemical coordinate θ, and one independent
state variable, the crankshaft angle θ0. We assume per-
fect coupling between the crankshaft and the experimen-
tal apparatus driving the system, for example a magnetic
trap.
This model machine (a continuous analog of the model
in [16]) has potential energy landscape U(θ, t) with two
sinusoidal components: a molecular potential and a time-
dependent driving potential (Fig. 1). The molecular po-
tential represents the internal energetics of F1: the three
minima at θ = 0, 2pi/3, and 4pi/3 represent the three
metastable states. The minima are separated by energy
barriers of height E‡. This model easily generalizes to a
rotary machine with an arbitrary number N of distinct
minima and hence distinct steps.
The driving dynamics are modeled by a time-
dependent driving potential with a single minimum at
the crankshaft angle θ0(t), the control parameter in our
model. Θ denotes the protocol θ0(t) (the values θ0 takes),
consisting of a complete cycle driving through one full
rotation over the period τ . Eκ is the peak height of the
driving potential and thus quantifies the strength of driv-
ing.
III. METHODS
We used the Smoluchowski equation (the overdamped
Fokker-Planck equation) to simulate system dynamics
subject to driving. The Smoluchowski equation for the
evolution of the probability distribution over the chemi-
cal coordinate θ is [17]
∂P (θ, t)
∂t
=
D
kBT
∂[U ′(θ, t)P (θ, t)]
∂θ
+D
∂2P (θ, t)
∂θ2
, (1)
for angular diffusion coefficient D, temperature T , and
Boltzmann’s constant kB.
The average system energy is
E(t) =
∫ 2pi
0
dθ P (θ, t)U(θ, t) . (2)
The work is defined as the energy change when the po-
tential is updated, and the heat as the energy change
when the system relaxes on a static landscape. Because
of the discrete nature of simulations, these two processes
are distinguishable substeps within one full time update.
The system returns to the same control state at the end
of the driving cycle, so the equilibrium free energy change
is zero; thus, all work over one cycle is necessarily excess
work, above and beyond the minimum energy input re-
quired to change the equilibrium state of the system.
The flux J(θ, t) is the net instantaneous probability
flow at a particular angle and time,
J(θ, t) = −DU
′(θ, t)
kBT
P (θ, t)−D ∂
∂θ
P (θ, t). (3)
We define accuracy η as the net probability flow over one
cycle, averaged over angle:
η =
1
2pi
∫ 2pi
0
∫ τ
0
J(θ, t) dtdθ . (4)
Accuracy quantifies the mechanochemical coupling,
the probability that the rotating crankshaft successfully
drives a full complement of three chemical reactions per
driving cycle. The accuracy divided by the cycle time
gives the average flux over one cycle:
〈J〉Θ = η
τ
. (5)
We evolved Eq. (1) using finite-difference numerical
methods [18]. To exclude transient behavior resulting
from system initialization, the probability distribution
was evolved for many driving cycles, continuing until
reaching periodic steady state (PSS), which is defined by
a complete driving cycle leaving unchanged the system’s
angular distribution: P (θ, t) = P (θ, t+τ) for all angles θ
and times t over a cycle duration τ . This implies no net
energy accumulation in the system: all energy entering
as excess work is dissipated as heat over a complete cycle.
We defined the time scale for all simulations using an
estimation of the diffusion coefficient of F1 following [19].
3We determined, based on observed angular occupancy
probabilities in [3], that our model best maps to F1’s en-
ergetics when E‡ = 2. See App. A and B for calculation
details.
IV. RESULTS
Figure 2 shows one third of a PSS cycle. Under strong
driving (Eκ  E‡; Fig. 2a), P (θ, t) has a single peak
closely aligned with θ0. The decreased peak height for
θ0 ∼ pi/3 represents the spread of the distribution as
the system awaits a large thermal fluctuation to kick it
over the barrier of the molecular potential. At interme-
diate driving (Eκ > E
‡; Fig. 2b), each distribution has
two main peaks, indicating significant probability in two
minima of the molecular potential. These visualizations
for large and intermediate driving exhibit the qualitative
behavior of a cycle with high accuracy: most of the prob-
ability flows through the system over the course of one
driving cycle. For weak driving (E‡ & Eκ; Fig. 2c), com-
parable probability remains in each minimum due to the
rarity of thermal kicks with sufficient strength to carry
the system over the large barrier. This shows low accu-
racy: driving has a weak effect on the distribution.
(a) (b) (c)
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FIG. 2. PSS angular distributions P (θ, t) over a third of
a cycle. Colored dashed lines show the instantaneous value
of θ0. The correspondingly colored solid curves show polar
plots of the distribution, with the radius corresponding to
the probability. Rotation rate is 14 Hz and barrier height
E‡ = 4 kBT . The driving strength Eκ is (a) 32 kBT , (b)
16 kBT , or (c) 4 kBT . Distributions are normalized within a
given plot but not between plots. One third of a driving cycle
is swept out as the color changes from red to blue.
Figure 3 explores the effect of driving rate on accu-
racy, cycle-averaged flux and work, and the ratio of work
and accuracy. Figure 3a shows that accuracy decreases
monotonically with rotation rate for all examined E‡ and
Eκ: a rapidly rotating crankshaft reduces the probability
that the chemical coordinate traverses a cycle before the
crankshaft returns to its original angle.
Since a fast machine with a low accuracy may still pro-
duce more product per unit time than a slower but more
accurate machine, we also examine the flux per cycle.
Figure 3b shows that for some combinations of E‡ and
Eκ, flux per cycle peaks at intermediate rotation rate.
These peaks coincide with the region where η sharply
decreases with increasing rotation rate (Fig. 3a), indicat-
ing that maximal machine output occurs at intermediate
accuracy and rotation rate.
Work per cycle also peaks at intermediate rotation rate
when Eκ > E
‡ (Fig. 3c). The peak work occurs at the
same rotation rate as the peak flux, meaning maximal
output maximizes the cost per cycle. For a fixed energy
budget per cycle, the peak in work indicates that there
will often be two cases that satisfy this constraint: a
faster yet less accurate machine, or a slower yet more
accurate machine.
Figure 3d shows the work per unit probability driven
through one cycle, 〈W 〉Θ/η. Intuitively, 〈W 〉Θ/η is the
cost of a successful cycle, obtained by normalizing the
excess work by the total probability flow. When E‡ = 0,
this cost increases linearly with rotation rate and inde-
pendently of Eκ, consistent with analytic predictions [20].
Figure 4 shows a parametric plot of accuracy η versus
〈W 〉Θ, permitting examination of the three-way trade-
off between rotation rate, accuracy η, and work per cycle
〈W 〉Θ. For each color, rotation rate is held fixed while
Eκ and E
‡ are varied. Generally speaking, machine func-
tion improves up (increasing accuracy) and to the left
(decreasing work per cycle).
We find a boundary of operation that is independently
calculated from the system’s physical parameters, with
no fitting parameters. For a particular driving rate, all
explored E‡ and Eκ produce accuracy lying below these
lines. The work per cycle for the upper terminus of each
line is calculated from
〈W 〉∗Θ = v2
kBT
D
t (6a)
=
(2pi)2
τ
kBT
D
, (6b)
the work imposed on a diffusing particle by a quadratic
trap translating at constant velocity v = 2pi/τ over du-
ration τ [20][21].
To obtain the boundary line for each rate, we assume
that work decreases linearly with slippage, i.e., half the
accuracy requires half the work. Each line describes a
decrease in work that is proportional to the decrease
in accuracy: 〈W 〉Θ = η〈W 〉∗Θ. η has an upper bound
of unity. This assumption only strictly holds for a flat
molecular potential with E‡ = 0: across varying Eκ and
rotation rate, any simulation with no molecular energy
barriers (E‡ = 0) falls exactly on the respective theory
line (Fig. 4 inset).
V. DISCUSSION
We explored the fundamental limits of a driven
stochastic rotary machine by developing a minimal model
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FIG. 3. (a) Accuracy, (b) average flux, (c) work per cycle, and (d) work/accuracy ratio as a function of rotation rate. (a)
Accuracy decreases as cycle rate increases. (b) Flux is maximized at intermediate rotation rate. (c) Excess work per cycle
peaks at intermediate rotation rate. (d) The ratio of excess work and accuracy increases with both rotation rate and barrier
height E‡. Molecular barrier height E‡ varies between sub-plots and driving strength Eκ varies within each sub-plot.
of driving inspired by the F1 subunit of the molecu-
lar machine ATP synthase. Chemical output (accuracy)
per cycle is increased by slower driving, and there is
reason to believe the system cannot maintain perfect
mechanochemical coupling at arbitrarily high speeds. For
a particular energy (work) budget, there are often two
accuracy-speed pairs that satisfy the constraint: a faster
but less accurate option, and a slower but more accurate
option – both with the same flux (chemical output per
unit time).
The theory line in Fig. 4 is a Pareto frontier of oper-
ation [22]. We expect that no combination of E‡ or Eκ
(molecular or driving energetics, respectively) can both
increase accuracy and decrease work. This is because
the work cost 〈W 〉Θ/η per successful cycle increases with
E‡, as seen in Fig. 3d: it costs more to successfully drive
the machine through its cycle when there are molecular
barriers, compared to a flat molecular landscape.
An important feature of our simulations is that there is
no net accumulation of energy in the system upon com-
pleting one PSS cycle: the net excess work is equal to
the amount of heat released – over one complete cycle.
However, the instantaneous flow of work and heat are
not balanced in general. Rather, only in the quasistatic
driving case is driving sufficiently slow that the system
remains in equilibrium: work is dissipated as heat in-
stantaneously. But given the finite driving rates of our
simulations, the system is out of equilibrium. In fact, it
is often far from equilibrium, and driving can (at least
transiently) result in negative work: the update to the
potential decreases the energy of the system.
The negative work implies the system is able to retain
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FIG. 4. Accuracy and work per cycle for varying rotation rate v = 2pi/τ , barrier height E‡, and driving strength Eκ. Color
indicates rotation rate, while points of the same color span all combinations of parameter values E‡ = 1,2,4,8 and Eκ =
1,2,4,8,16,32. Solid lines are independently calculated from theory (6b), lying above all corresponding numerical calculations,
describing a performance frontier for a particular rotation rate. Decreasing the rotation rate pushes the frontier towards higher
accuracy and lower work per cycle. Inset: numerical calculations for flat molecular potential (E‡=0) coincide with theory
lines (6b).
excess work and return some of it later rather than re-
leasing it all as heat. When the molecular potential is not
flat (E‡ > 0), we hypothesize that more heat is released
during relaxation on average, resulting in less stored en-
ergy that can be recovered later as negative work and
therefore a higher net work cost.
For large Eκ, the driving potential dwarfs the molecu-
lar potential, resulting in a system that essentially does
not feel its molecular potential and falls close to the fron-
tier.
For the F1-like system (E
‡ = 2), we only found near-
perfect accuracy (an indicator of tight mechanochemi-
cal coupling) for the slowest driving. Single-molecule ex-
periments reporting near-perfect efficiency of ATP syn-
thase have rotational driving rates on the order of 0.1-10
Hz [3, 4, 7, 8]. In our model, we find near-perfect per-
formance at 2 and 4 Hz for driving strengths of Eκ = 16
and 32. ATP synthase is believed to operate at hundreds
of Hz in living cells [9], and F1 is capable of rotating at
700 Hz with gold beads attached to the γ subunit [23].
In our system, the accuracy is greatly diminished above
10 Hz, with system response (accuracy) falling to near
zero for 100 Hz driving at all driving strengths explored.
Experimentalists have noted that in higher-speed
regimes the rotation rate as predicted by measuring ATP
hydrolysis or synthesis rates from bulk solution is lower
than the individual rotation rates observed by tracking
beads attached to the crankshaft [23]. Furthermore, the
average rotation rate was more than 10× faster than that
predicted from the hydrolysis rate and an assumed 3 ATP
molecules hydrolyzed per rotation [23]. [24] found a sim-
ilar mismatch. [23] attributes the discrepancy—at high
rotation rate—between rates of rotation and hydrolysis
to temporary inactivation of up to 90% of the F1 at any
given time. However, their calculation of the average
rotation rate factored in the paused beads and still pro-
duced a rate nearly 13× faster than expected from the
chemical outputs in the bulk. Our results for E‡ = 2 find
an accuracy <20% over 100 Hz, which can be interpreted
as over 80% of driving cycles being unsuccessful at high
speeds.
Future extensions of this work could add features to the
model (§II) to more closely capture the in vivo physical
operation of ATP synthase: introducing a force resist-
ing rotation, due to the out-of-equilibrium concentrations
of ATP, ADP, and Pi; and replacing the magnetic trap
6with a fluctuating rotary component (modeling Fo) vis-
coelastically coupled to F1 and driven by a force (due to
cross-membrane proton concentration differences). This
would give a useful model system to explore the physical
constraints on energy flows between such strongly cou-
pled nonequilibrium subsystems [25], and the resulting
design principles [26] governing the architecture of such
machines. Beyond the potential implications for in vivo
F1 and other naturally evolved machines, consideration
of our entire parameter space gives a broad picture of this
class of stochastic rotary machines, potentially informing
the design of artificial molecular motors.
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Appendix A: Equating physical time and simulation
time
The time elapsed in the simulation must be mapped to
meaningful time units in order to compare with observed
behavior of F1. The diffusion coefficient is used to map
between simulation time and real time. The Einstein
relation, D = kBT/mγ, allows for a direct conversion
by equating the experimental diffusion coefficient, Dexp,
with the diffusion coefficient defined by the parameters
kBT and mγ.
In an experiment using a magnetic bead tethered to the
crankshaft, the experimental frictional drag coefficient
γexp is
mγexp = 8piηr
3 + 6piηy2r , (A1)
where ηH2O = 10
−9 pN s nm−2 is the viscosity of the
surrounding liquid, r is the radius of the bead, and y
is the distance between the center of the bead and the
rotational axis [19][27]. Using reasonable values for r
and y (y = r = 0.287µm) [3] and room temperature
(kBT=4.114 pN nm), Dexp can be estimated as:
Dexp =
kBT
mγ
≈ 30 rad2/s . (A2)
The simulation timestep is identified with a physical time
by equating the simulated diffusion coefficient with Dexp.
Appendix B: Estimate of E‡ for F1
The experimentally measured angular distribution of
the system can be used to estimate the height E‡ of
the intrinsic molecular barriers. Toyabe et al. report
a standard deviation of σ = 20◦ = 0.35 rad around each
well, and confirmed agreement with the Einstein relation
kwidth = kBT/σ
2, leading to a value of kwidth ≈ 8 kBT . A
quadratic trap with a spring constant of kwidth maps in
the present model to a value of E‡ = 29kwidth. Therefore
E‡ ≈ 2 kBT maps the present model to the F1 system.
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