




























































Information Flow in SCM System 











































































































































































































































































{Tk} ， {Ck}， {Sk}' {Ik}に分解し，各々につい
て予測を行い，再度合成するという予測機構





































































Xk+1 =φk+l.k Xk +Vk (1) 























TCk+1 = f(X1ktX2k，..・..，Xnk，TCk) (3) 






Modified Gl¥1DH Scheme 
態選移行列，観測行列おのおのに 凶 ningseries (k=l，2， .…，M) 
ついて次のような設定を行う。
























{Z山} {Zlk) {Zlk) {Z山}
first I {zn) Iseco・I{Z2k) {bt) Ih-出 I{bt} 
ト一一一--j nd 
layer I lIayer layer 
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Modified GMDH Processing 
釘ainingdata (N) 
Xt+1 = 01) xk (Regression) 
ー
• • • • • • • • • • • • 
・
-checking da包 (M)
1 = 1 
X(llk叫 =Xk+I. X(川 lk+1= COl Xk 
while{ 1怜x伊刷州】ηJ)u制 . 玄がt町>k肘制川+叫11/X(lが;ブ少刈(1ω町k+
x沿k+l叶1=C(伊例い川附1り】 X(伊ド判州1りIlk弘肘Mφ叶1{Regre白s幻ion心t} ) 
X(l+l刷 =C<>> X(l1k+1 
1 = 1 + 1 
φk+l，k = C(ll C(~ll ・・・・・ C(I】








































Rji = Sk: (k = 1，2，3"・H ・.，N) (6) 
ただし. j = 1，2，…・，12









Rji: (j = 1，2，・….，12)，Ci= 1，2，・…，m-1)
出力データ:
















































































手元1a z 。1.1 /弐/3a105 1 
0.95 
0.9 








































































X1k+l = 0.008+0.995x1k (R
2 = 0.984) 
X2k+l = 0.049+0.962x2k (R
2 = 0.980) 
X3k+1 = 0.018+0.970X3k (R
2 = 0.957) 
X4k+l = 0.135-0.024x1k +0.042x2k 
-0.011x3k+0.864x4k (R2 = 0.985) 
X5k+l = 0.221 +0.004X1k +0. 110x3k 
+0.683x5k (R
2 = 0.842) 
X6k+l = 0.088+0.091x2k +0.041x3k 
-0. 127x4k -0.004X51+O. 919x6k 





V1 = 0.000036 V2 = 0.000109 
V3 = 0.001712 V4 = 0.000020 





W1 = 0.000037 W2 = 0.000094 
W3 = 0.002104 W4 = 0.000030 













X~k+l = 1.886+1.174x2kー 2.464x4k
(R2 = 0.789) 
なお，評価指標としては36個の各時点につい
ての平均2乗誤差を用いるo
[表一 1 トレンド中心時系列に対する評価(予測精度)] 
方法名 IKLF-R KLF-H AR(3) 重回帰

































15 29 43 57 71 85 99 113 
Month 





























































Rji = Sk: (k = 1，2，3，…・，108)
ただし， j = 1，2，…・，12









R~ = {Rj90， Rj91} - {Rj94， Rj95} 
(j = 1，2，・…，12)
R~ = {Rj91，Rj9ω2} - {Rj95，R附
(j = 1，2，.…日"口.，1ロ2)
R~ = {Rj肋 Rj93}- {Rj砂 Rj97}
(j = 1，2，….，12) 
各年度において，実際の月次パターンと上









方法名 I1996 1997 1998 3年平均
[平均パターン] 平均パターン 10.0012850.012150 0.001897 0.005111 






R; = 1232 R戸 (j = 1，2，・…，12)
1998年の予測:




















































方法名 IKLF-R KLF-H AR(3) 重回帰
l蜘平均パターン10.0026930.002561 0.002973 0.006242 
学習バトン10.0024420.002358 0.002619 0.005075 
1即平均パターン10.0140940.013341 0.014576 0.024468 
学習バトiI 0.011698 0.010984 0.012161 0.020254 
1郷平均バトン10.0022560.002069 0.002418 0.017619 
学習バトン10.0024600.001732 0.001990 0.016026 
j年平均バトン10.0063470.005990 0.006656 0.016110 
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