Abstract. This paper presents how Self-Organizing Maps and especially Kohonen maps can be applied to digital images of ancient collections in the perspective of valorization and diffusion. As an illustration, a scheme of transparency reduction of the digitized Gutenberg Bible is presented. In this two steps method, the Kohonen map is trained to generate a set of test vectors that will train in a supervised manner a classical feed-forward network. The testing step consists then in classifying each pixel into one class out of four by feeding directly the feed forward network. The pixels belonging to the transparency class are then removed.
Introduction
To assure longer conservation and worldwide diffusion, libraries have dashed into vast programs of digitalization of their collections [1] .
One of the most emblematic document of human history, the Gutenberg Bible that started the history of printing in the occidental world has been worldwide available through the world wide web for a few years. In the case of an ancient and rare document as the Gutenberg Bible, digitalization aims to provide a wider access to material which needs to be protected from too frequent handling in the perspective of worldwide diffusion but also improved conditions for scholar studies, for instance, comparison of two copies. The digital images can be compared more easily than the physical books themselves. The possibility of comparing two copies is valuable because no two copies of the Gutenberg Bible are exactly identical [2] .
After digitalization, no matter how well this stage has been done [3] , it is necessary or desirable to apply a wide variety of image processing techniques to valorize this digital document. Among others, image restoration, compression, segmentation and then, character recognition may be envisaged for a wide variety of applications. For this kind of tasks, Artificial Neural Networks (ANN) have already proven their abilities [4] .
In this paper, we propose to apply Self-Organizing Maps (SOM) to the digitized Gutenberg Bible. There remain four vellum full exemplars throughout the world, one being conserved in Göttingen. The Niedersächsische Staats und Universitätsbiblio-thek Göttingen has achieved its digitalization and the whole Bible (1282 pages) has been available on a web site 1 since June 2000. However, probably due to the lighting needed for digitalization, the pages present an important show-through effect. The reverse page information appears on the right-hand image and degrades the general aspect and sometimes the readability of the text.
In the perspective of ancient collections valorization, image restoration is an important topic. Among others, transparency reduction may be interesting in the perspective of this emblematic document worldwide diffusion and valorization. After transparency reduction, one may see facsimiles looking much more like the original pages would appear with good light conditions in the Göttingen University library.
Color Image Classification Using Self-Organizing Maps
Image color clustering by means of self-organizing maps has been proposed in various works to achieve different goals, for instance, segmentation and compression [5] [6] [7] [8] [9] [10] . This paragraph is a very brief reminder of so-called self-organizing maps also known as Kohonen maps, applied on the particular case where the input vector is formed by the three RGB components of one image pixel. Complete developments may be found in [11, 12] .
The competitive layer consists in S neurons (S being chosen by the user depending on the problem to solve). A three components weight vector is associated to each neuron and represents the RGB components of this neuron. The competitive layer computes the distances between the current pixel and each neuron. The one which is the closest to the current pixel wins and is the unique whose weight vector gets modified according to the Kohonen learning rule. Thus, the neuron whose weight vector was closest to the current pixel is updated to be even closer. The result is that the winning neuron is more likely to win the competition if a similar pixel is presented later, and less likely to win when a very different pixel is presented. As more and more pixels are presented, each neuron in the layer adjusts its weights towards a group of pixels. Eventually, if there are enough neurons, every cluster of similar pixels will have a neuron that outputs 1 when a pixel in the cluster is presented, while outputting a 0 at all other times. Thus, the competitive network learns to categorize the pixels of the given image.
Self-organizing feature maps (SOM or SOFM) learn to classify input vectors according to how they are grouped in the input space. They differ from competitive layers in that neighboring neurons in the self-organizing map learn to recognize neighboring sections of the input space. Thus, self-organizing maps learn both the distribution (as do competitive layers) and topology of the input vectors they are trained on. The neurons in the layer of a SOFM are arranged originally in physical positions according to a topology function. As for the competitive layer, the SOFM computes the distance between the input pixel and each neuron of the map. Every winning neuron updates then its weights and, in addition to that, its neighbours update their weights too. This feature of the SOFM is responsible for the network ability to learn the topology of the input space.
Whereas both the competitive layer and the SOFM use unsupervised learning, Learning Vector Quantization networks (LVQ) is a method that uses supervised learning. LVQ networks classify input vectors into target classes by using a competitive layer to find subclasses of input vectors, and then combining them into the target classes by means of a linear network trained for instance with backpropagation. LVQ networks can classify any set of input vectors, not just linearly separable sets of input vectors. The only requirement is that the competitive layer must have enough neurons, and each class must be assigned enough competitive neurons. To ensure that each class is assigned an appropriate amount of competitive neurons, it is important that the target vectors used to initialize the LVQ network have the same distributions of targets as the training data the network is trained on. If this is done, target classes with more vectors will be the union of more subclasses.
Application on the Digitized Gutenberg Bible

General Principle
The general principle consists in classifying each pixel of the page to be processed in one class out of four: background, right-hand text, colored letters and transparency. This classification then leads to practical applications as transparency reduction or compression which will be described in the following paragraphs. One may notice that we have used RGB components in our work. However, it might be interesting to apply the same ideas with other color frames as HSV, YIQ or CIE L*a*b* that could be more suited.
The method consists first in selecting a characteristic sample of the page to be processed. The sample has not to be too large (in number of pixels) to avoid prohibitive computation time .It has also to include the main features of the collection, such as colored characters , transparency and visible writing. Figure 1 shows an extract of one page of the Gutenberg Bible (folio 11r of the Genesis Book in volume 1). A small window including the reference letter in the upper left corner of the image is used to establish the Kohonen map. Figure 3 shows the Kohonen map obtained after training on the small window. It consists in a retangular grid topology of 7 by 7 neurons trained using the euclidean distance and during 50 epochs. The principle characteristics of SOMs appear on this figure: the neurons density depends directly on the number of pixels of the corresponding zone in the input space and the topology is obviously conserved. Note here that the choice of the 7*7 dimension of the Kohonen map is just for visualization clarity and it is not really used for the final experiment. 
Transparency Reduction
As a first idea to apply self-organizing maps to ancient collections, we propose to reduce the show-through effect that degrades the general aspect and the readibility of the digitized pages of the exemplary of the Gutenberg Bible held in Göttingen. One may object that it should be quite easy to find out a few rules on the RGB components to remove or at least to reduce this transparency (for instance, transparency pixels are not contrasted too much and the RGB components should not be very different). These few rules applied pixel by pixel on the whole page would probably achieve a good result. This is not false. In a similar way, other works have produced good algorithms to reduce transparency. There have been a number of methods for mitigating show-through effects through digital image processing techniques. Naïve methods are based on extensions to binarization techniques for gray-scale document images [13, 14, 15] . To resolve the limitations of the naïve methods, sophisticated methods have been developed on the assumption that images on both sides of the paper sheet are acquired and processed so that the front side image can be compared with the backside image [16] . Correspondence between the two images needs to be established with pixel precision in some way in order to estimate the transmission coefficient of the paper sheet. However, it is difficult to apply this approach to ordinary input devices because solving the correspondence problem is intractable due to nonlinear shape distortion of page images. That is why more sophisticated methods have been proposed since [17, 18] .
However, one should not forget that color clustering may lead to other results beyond transparency reduction (for instance, image compression). One should then consider this particular application (even if it may have some interest in itself) as an illustration of the self-organizing maps applied to color images.
It is possible to classify input pixels into four different classes: background, righthand text, colored letters (like reference letters) and reverse page pixels showing through. This last class is then to be removed from the original page and replaced by background color (the average of the eight last pixels having been detected as background pixels). Our first approach was to use the SOM followed by Kmeans algorithm as done in [19] . This method gives good results with the Gutenberg bible.
However, as the Kmeans algorithm is not reliable in the case of non separable classes (colored letters are not linearly separable as we can see on Fig.2) , we have chosen to use SOM and a supervised neural network.
To achieve this classification, we have used a feed-forward network (FFN) (using back-propagation of the error) with one hidden layer (because the four classes are not linearly separable) with 25 neurons in the hidden layer. To train this network which imposes supervised learning, we have used a set of 100 RGB vectors whose components are the RGB components of a Kohonen map of 10 by 10 neurons trained on the image sample corresponding to figure 1. As a supervised learning method, it is necessary to associate to each element of this set of 100 vectors, the corresponding target, that is, the class in which it has to be put in.
Our method has two steps. The first one consists in training the FFN using the output of the SOM which has been trained on the small window of the chosen image. The testing step consists in feeding the FFN with the pixels of the image to be processed.
Thus, the SOM is only used for the purpose of training. In fact, the SOM has the ability to reduce the dimension of the input data ( small window chosen for training).This means that the weights of the neurons obtained after training the SOM represent the most characteristic colors of the input sample. Then, the FFN is trained on an optimal set of colors.
As the chosen sample is representative of the collection to be processed, we can now test our method on a variety of images from this collection. As shown in figure  4 , the testing data is given directly to the FFN. The testing set can also be another image having the same characteristics as the one from which we have extracted the training data. Note that this figure is directly related to the Gutenberg Bible. For other books or collections, the number of classes in the output of the FFN can be different, but the general principle will be exactly the same.
One has to notice that the first network, as a non supervised learning method, does not require to associate any target to the image sample; the dimension of this image sample is then limited by the computation power of the station. On the other hand, the second network, as a supervised learning method, requires to associate to each test vector its corresponding target. That is why we have chosen to use a set of 100 test vetors, this numerical value being reasonable for the entry by hand of the corresponding targets.
The number of neurons is guided by two constraints. The first requirement is to have a sufficiently large number of neurons compared to the number of the final classes. For instance, a 2*2 SOM will classify the input image into 4 classes, which would disqualify the use of the FFN. Our experiments show that starting from a 5*5 neurons map, we can separate the different classes. On the other hand, having a very large map would make the association "neurons-classes" heavy without improving the results in a significant way. Figure 5 shows the result of the transparency reduction applied on the extract of figure 1. Almost 15 % of the total amount of pixels has been detected as transparency and replaced. This rate may seem to be too large but it is due to the fact that during the feed-forward network training, it has been considered that it would be better to mistake a background pixel for a transparency one, the pixel being replaced by a background one anyway rather than to miss a transparency pixel that would not be removed. On a qualitative point of view, figure 5 shows that the transparency reduction has been efficient: the text is easier to read, the image much more pleasant to look at. However, when one looks carefully at the obtained image, one can see, a) remaining dark pixels corresponding to transparency pixels that were too close to right-hand text to be correctly classified, b) a character trimming effect: some characters have lost some pixels because they have been wrongly removed, their RGB components being close to the transparency class.
To judge the validity of our approach, we have tested in it on other images different from the one from which we have extracted our training data. The result has the same characteristics as the first one. Most of the transparency disappeared and we obtain the desired front writing. Whether simple schemes or more complicated ones like classification by ANN are used, as long as the classification is based on the RGB components of the current pixel, the effect of character trimming described above can not be avoided. A pixel of right-hand text may have RGB components corresponding to a light gray level and then be mistaken for a transparency pixel and, similarly, a transparency pixel may be quite dark and be confused with right-hand text. While training, a trade-off has to be found between this two contradictory effects but its efficiency will always be limited. It is also possible to apply rules after classification and before taking decision of removal; for instance, to limit the trimming effect, even though a pixel has been detected as a transparency pixel, the decision not to replace it will be taken if its closest neighbors have been detected as right-hand text.
However, a furher idea would consist in using once again a SOM and a feedforward network whose input vectors would not only be the RGB components of the single current pixel but also the RGB components of its 8 closest neighbors. Thus, the additional rules for removal decision mentionned above would be included in the architecture of the neural network.
Perspectives
Our method has to be tested on a variety of Document images. There exists a number of images which present a higher transparency and characteristics which are harder to segment. The use of a FFN is then really necessary as it can separate non linearly separable classes of pixels.
As another perspective of this work, we are thinking about an approach which is inspired by the binarization algorithms .In fact, many thresholding techniques use the neighborhood of the pixel to determine its class. These methods can be extended to the classification of the pixels into N classes instead of 2 classes only. The locally adaptive thresholding techniques seem to be quite adequate for this purpose.
