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The Secret Santa Problem 
 
Matthew J. White 
Tandem Friends School 
 
 
Abstract 
In this paper, we will investigate the Secret Santa problem, a combinatorics problem 
involving derangements with at least one two-cycle.  We will first consider the 
probability that a permutation in a set of derangements has at least one two-cycle, and 
then generalize the result for derangements with at least one cycle of size q or smaller and 
derangements with at least one q-cycle.  We will first solve for the probabilities by using 
recurrence relations, and will then provide them in non-recursive form.  Next, we will 
reexamine the eight-year-old solution to the Secret Santa problem, demonstrating an error 
in the original authors’ approach.  We will solve for the error term, and generalize the 
results.  Finally, we will provide secondary results, including an enumeration of the 
properties of a class of recurrence relations to which derangements and n! belong. 
 
 
1. Introduction 
 
During the winter holidays, many organizations have gift-giving traditions.  For instance, 
in my school the student body and faculty participate in a custom that we call “Secret 
Santa,” in which each person randomly picks a name out of a box and then gives his or 
her chosen recipient small gifts.  One year, a mathematics teacher announced that she had 
selected the same person who had selected her, and speculated on the probability of such 
an event.  Given that the probability that among n individuals a certain individual will 
select a certain other individual is
1
1
−n , and that the probability that the other individual 
will select the first individual is also
1
1
−n , the teacher conjectured that the probability of 
such an event is 2)1(
1
−n .  However, this proved incorrect, and so the Secret Santa 
problem, a combination of the three following questions, remained open at my school: 
 
1. What is the probability for n individuals that a certain individual selects a certain 
other individual? 
2. What is the probability that a certain individual is a member of a two-cycle; what 
is the probability that a certain individual selects the same individual who selects 
him or her? 
3. What is the probability that at least one two-cycle exists? 
 First, consider the teacher’s proposed solution of 2)1(
1
−n to the first question.  The 
solution seems reasonable, so why does it fail to resolve the problem?  Suppose only 
three individuals, A, B, and C, participate in Secret Santa one year; what would be the 
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probability that year that A would pick B’s name and B would pick A’s name?  According 
to the teacher’s proposed solution, the answer should be 4
1 , but in fact such an event 
simply cannot occur.  If A picks B’s name and B picks A’s name, C would inevitably pick 
his or her own name, which of course cannot occur, since the rules of Secret Santa state 
that each individual must select the name of another individual.  The teacher erroneously 
assumed independence between A picking B’s name and B picking A’s name, when 
actually each selection is dependent on all previous selections. 
 Rather than concentrate on the first and second questions, which we will solve in 
section five, we will focus primarily on the more difficult third question in this paper.  In 
their 1998 paper on the Secret Santa problemi, Kelly M. McGuire, George Mackiw and 
Christopher H. Morrell asked the question in its negative, and restated it as the following: 
“What fraction of the number of derangements of n objects contains no two-cycle?” 
 This paper has five remaining sections: section two will review the results of the 
1998 paper; section three will generalize the Secret Santa problem for derangements with 
minimal cycle size > q and derangements with at least one q-cycle; section four will 
introduce an error in the eight-year-old solution, solve for the error term, and generalize 
the results; section five will provide secondary results, including some involving 
recurrence relations of the form kaana nnn ++−= −− ))(1( 21 ; finally, section six will 
conclude the paper and provide questions for future research. 
 
2. Background 
 
In this section we will consider the methods that McGuire et al. used to solve the third 
question.  Let nd  be the number of different ways that n individuals can select each other.  
Since the set of selections may be considered a permutation, and no individual can select 
him or herself, it follows that nd  is the number of permutations of n individuals with no 
one-cycles, or derangements.  Let nT  be the number of derangements with minimal cycle 
size of three; then 
n
n
d
T
 should provide a solution to the third question in its negative, from 
which the actual solution quickly follows. 
 It is well-known that ⎥⎦
⎤⎢⎣
⎡=
e
ndn
!  for 0>n ii, where [ ]x  is the nearest integer to x.  
However, to determine the probability 
n
n
d
T
, we must ascertain the slightly more elusive 
nT .  It is not difficult to determine through inspection the initial values 01 =T , 02 =T , 
and 23 =T , but it becomes more arduous to find nT  as n increases. Therefore, consider a 
derangement of n individuals with minimal cycle size of three.  Suppose 1P , the first 
individual to choose, selects some individual 2P ; then, to avoid forming a two-cycle, 2P  
may not select 1P , but rather must select some other individual 3P .  Suppose then that 3P  
selects 1P .  Since there are 1−n  individuals who could be 2P , and 2−n  individuals who 
could be 3P , the number of different derangements in which 1P  selects 2P , 2P  selects 3P , 
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and 3P  selects 1P  is 3)2)(1( −−− nTnn , as there are 3−nT  ways for the remaining 3−n  
individuals to select each other.  However, 3P  might not select 1P ; 3P  might select some 
other individual 4P .   The following outlines the different possible selections, where 
21 PP →   reads “ 1P  selects 2P ,” 321 PPP →→  reads “ 1P  selects 2P , and 2P  selects 3P ,” 
and so forth: 
 
Selection  Number of derangements             
1321 PPPP →→→    ...54 →→ PP     3)2)(1( −−− nTnn  
14321 PPPPP →→→→    ...65 →→ PP    4)3)(2)(1( −−−− nTnnn  
K  
14321 ... PPPPP →→→→→     )!1( −n  
 
Thus, 
)!1()3)(2)(1()2)(1( 43 −++−−−+−−= −− nTnnnTnnT nnn K . 
Factoring 1−n  gives: 
])!2()4)(3)(2()3)(2()2)[(1( 543 −++−−−+−−+−−= −−− nTnnnTnnTnnT nnnn K
])2)[(1( 13 −− +−−= nnn TTnnT  
13 )1()2)(1( −− −+−−= nnn TnTnnT . 
Now that we have a recurrence relation with which to define nT , we can specify 
n
n
d
T
 for 
some constant n.  Then, 
n
n
d
T−1  should give the solution to the third question. 
 The problem that then logically follows is to find the value of 
n
n
d
T
 as ∞→n .  
McGuire et al. also present the following result: as ∞→n , 21−→ e
d
T
n
n . 
 
3. Generalization for derangements with at least one cycle of size q or 
smaller and derangements with at least one q-cycleiii 
 
Let qnT ,  be the number of derangements of n individuals with minimal cycle size > q, 
having initial values 1,0 =qT , 0, =qnT  for qn ≤<0 , and !,1 qT qq =+ .  Then, 
n
qn
d
T ,  should 
satisfy the question, “What fraction of the number of derangements of n objects contains 
no cycle of size q or smaller?”  Furthermore, 
n
qn
d
T ,1−  should give the probability that at 
least one cycle of size q or smaller exists in Secret Santa. 
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 If no cycle of size q or smaller exists, then 1321 +→→→→ qPPPP L .  Then, 
1+qP  may either select 1P  or some other individual 2+qP .  If 1+qP  selects 1P , there are 
qqnT ,1−−  ways for the remaining 1−− qn  individuals to select each other, and therefore 
qqnTqnnn ,1)()2)(1( −−−−− L  derangements in which 11321 PPPPP q →→→→→ +L . 
Extending the process produces the following identity: 
)!1()1)(()1()()1( ,2,1, −++−−−−+−−= −−−− nTqnqnnTqnnT qqnqqnqn KLL . 
Using a similar method as in section two gives the following: 
qnqqnqnqqnqn TnTqn
nTnTqnnT ,1,1,1,1, )1()!1(
)!1()1()()1( −−−−−− −+−−
−=−+−−= L . 
 With the recurrence relation, we can determine the fraction 
n
qn
d
T ,  for some fixed n 
and q.  However, qnT ,  can also be evaluated non-recursively: 
Proposition 3.1: ∑ ∑
=
⎥⎦
⎥⎢⎣
⎢ −
=
−−=
n
k
q
kn
j
j
q
k
qn j
H
k
nT
0 0
, )!
)1(
!
)1((! , where qH  is the q
th harmonic 
number. 
Proof: 
For fixed q, let ),( qxT  be the exponential generating function for qnT , .  
x
k
x
qxT
q
k
k
−
−
=
∑
=
1
)exp(
),( 1 iv, so ),( qxT  is the exponential generating function for the inverse 
binomial transform of the sequence qnt ,  whose exponential generating function is 
x
k
xq
k
k
−
−∑
=
1
)exp(
2 ; ∑
=
− ⎟⎟⎠
⎞
⎜⎜⎝
⎛−=
n
k
qk
kn t
k
n
qxT
0
,)1(),( .  But qnt ,  is the exponential convolution of the 
sequence qna ,  whose exponential generating function )exp(),(
2
∑
=
−=
q
k
k
k
xqxA  and the 
sequence qnb ,  whose exponential generating function is x
qxB −= 1
1),( , from which the 
identity quickly follows. 
Corollary 3.1.1: qH
n
qn
n
e
d
T −
∞→ =
1,lim . 
Proof: 
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The corollary is clear from the form of qnT , : since 
1
0 !
)1( −∞
=
∑ =− ekk
k
 and 
qH
j
j
q e
j
H −∞
=
=−∑ 1
0 !
)1(
, qH
qH
n
qn
n
qn
n
e
e
e
n
d
n
T
d
T −
−
−
∞→ ===
1
1
,
,
!
!lim .  For alternative proofs, the reader 
should turn to the notesv. 
 Let qnR ,  be the number of derangements of n individuals with at least one q-cycle, 
having initial values of 0, =qnR  for qn < , and )!1(, −= qR qq .  Then 
n
qn
d
R ,  should be the 
probability that at least one q-cycle exists in Secret Santa.  Of course, 2,2, nnn TdR −=  for 
all n, but the result does not hold for greater q. 
 qnR ,  is the sum of the number of derangements of n individuals with exactly one 
q-cycle, the number with exactly two, etc.  In general, there are 
!)!(
!
kkqnq
n
k −  distinct 
ways to choose kq individuals from n to form exactly k q-cycles, and qkqnkqn Rd ,−− −  ways 
for the remaining kqn −  individuals to select each other.  Therefore, 
∑
⎥⎦
⎥⎢⎣
⎢
=
−− −−=
q
n
k
qkqnkqnkqn Rdkkqnq
nR
1
,, )(!)!(
! , where ⎣ ⎦x  is the floor of x and ⎥⎦
⎥⎢⎣
⎢
q
n  is the 
maximum number of q-cycles in a derangement of n individuals.  Note that if 
)(mod1 qn ≡ , only 1−⎥⎦
⎥⎢⎣
⎢
q
n  q-cycles can exist, but 0,11
,
=−=−
⎥⎦
⎥⎢⎣
⎢−⎥⎦
⎥⎢⎣
⎢− qqq
q
nnq
q
nn
RdRd .  
Also, for 2=q  and 3=q  and )(mod0 qn ≡ , 1−
q
n  q-cycles implies 
q
n  q-cycles, since  
the remaining individuals could only form a q-cycle, but 
0,,)1()1( =−=− −−−− qqqqq
q
nnq
q
nn
RdRd . 
 
 However, this recursive definition is not very efficient, nor does it easily provide 
insight into the behavior of 
n
qn
d
R ,  as ∞→n .  Therefore, consider that for 2≠q , there are 
qnRn ,2)1( −−  derangements in which 121 PPP →→ ; for 2=q , there are 2)1( −− ndn , since 
there is already a q-cycle.  Continuing the process gives 
qnqnqnqn dqnnRnnRnR −−− +−−++−−+−= )1()1()2)(1()1( ,3,2, LK  
 KL +−−+ −− qqnRqnn ,1)()1( . 
Therefore, 
qqnqnqnqn RqnnRRnR ,1,1,2, )()2()(1( −−−− −−++−= L  
 6
 )))()(1()2( ,1 qqnqnqn Rdqndqnn −−−− −−−+−−+ L  
for 2>q ; the qnR ,2− and qqnR ,−   terms disappear when 2=q .  But nnn ndd )1(1 −+= − .  
(See section five or refer to the notesvi for proof.)  Thus, 
)))1)((1()2()()2()(1( ,
1
,1,2,1, qqn
qn
qqnqnqnqn RqnnRqnnRRnR −
+−
−−−− −−+−−+−−++−= LL  for 
2>q .  This can be expressed in terms of factorials as 
)))1((
)!(
)!2(
)!1(
)!2()(1( ,
1
,1,2,1, qqn
qn
qqnqnqnqn Rqn
nR
qn
nRRnR −
+−
−−−− −−−
−+−−
−++−= . 
 However, similarly to qnT , , qnR ,  can also be evaluated non-recursively: 
Proposition 3.2: ∑ ∑∑ ∑
=
⎥⎦
⎥⎢⎣
⎢ −
=
+
=
⎥⎦
⎥⎢⎣
⎢ −
=
−−=−−−=
n
k
q
kn
j
j
jkn
k
q
kn
j
j
jk
qn jqkjqk
nR
0 0
1
0 0
, ))!
)1(
!
)1(())
!
)1(1(
!
)1((! . 
Proof: 
For fixed q, let ),( qxR  be the exponential generating function of qnR , .  
x
e
x
eqxR
q
xx
x
q
−−−=
−−−
11
),( vii, so ),( qxR  is the exponential generating function for the 
inverse binomial transform of the sequence qnr ,  whose exponential generating function is 
x
e
x
q
xq
−−−
−
11
1 ; ∑
=
− ⎟⎟⎠
⎞
⎜⎜⎝
⎛−=
n
k
qk
kn r
k
n
qxR
0
,)1(),( .  But from its exponential generating function, 
which is an exponential convolution, we see that ∑
⎥⎦
⎥⎢⎣
⎢
=
−−=
q
n
k
k
k
qn kq
nnr
0
, !
)1(!! , so 
∑ ∑∑ ∑
=
⎥⎦
⎥⎢⎣
⎢ −
=
+
=
⎥⎦
⎥⎢⎣
⎢ −
=
−−=−−−=
n
k
q
kn
j
j
jkn
k
q
kn
j
j
jk
qn jqkjqk
nR
0 0
1
0 0
, ))!
)1(
!
)1(())
!
)1(1(
!
)1((! . 
Corollary 3.2.1: q
n
qn
n
e
d
R 1, 1lim
−
∞→ −= . 
Proof: 
Similarly to Corollary 3.1.1, 1
0 !
)1( −∞
=
∑ =− ekk
k
 and q
j
j
j
e
jq
1
0 !
)1( −∞
=
=−∑ , so 
q
q
n
qn
n
qn
n
e
e
ee
n
d
n
R
d
R 1
1
1
1,
, 1)1(
!
!lim
−
−
−−
∞→ −=
−== . 
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Alternative Proof: 
qnqn TT ,1, −−  is the number of derangements with minimal cycle size > 1−q  with at least 
one q-cycle.  The two events are not independent; the probability that at least one q-cycle 
exists is affected by the condition that the minimal cycle size > 1−q .  However, it is 
clear that the two events are more independent for large n, so that their effect upon each 
other diminishes to relative insignificance as n becomes sufficiently large.  Therefore, 
)(~ ,1,,1,
n
qn
n
qn
n
qnqn
d
R
d
T
d
TT −− − .  But as ∞→n , by Corollary 3.1.1, 
)1()1(
11111111,1, q
n
qnqqHqHqH
n
qnqn e
d
T
eeee
d
TT −−−−−−−−−− −=−=−=− , so q
n
qn e
d
R 1, 1~
−− , i.e. 
q
n
qn
n
e
d
R 1, 1lim
−
∞→ −= .  For another alternative proof, the reader should turn to the notes
viii. 
 qnR ,  is also related to degree-n permutations of order q, with fixed q: 
Proposition 3.3: For fixed q, the number of degree-n even permutations of order q minus 
the number of degree-n odd permutations of order q equals )()1( ,1, qnqn
n nRR −−−  if and 
only if q is prime. 
Proof: 
The exponential generating function for the number of degree-n even permutations of 
order dividing q minus the number of degree-n odd permutations of order dividing q is 
∑ +−
qk
kk
k
x
|
1)1(exp ix.  Let ),( qxA  be the exponential generating function for the number of 
degree-n even permutations of order q minus the number of degree-n odd permutations of 
order q.  Then x
xx
eexA −= − 2
2
)2,( , since for prime q the number of degree-n even 
permutations of order q minus the number of degree-n odd permutations of order q equals 
the number of degree-n even permutations of order dividing q minus the number of 
degree-n odd permutations of order dividing q minus one, and xq
xx
eeqxA
q
−= +),(  for odd 
prime q. 
 We know from Proposition 3.2 that 
x
e
x
eqxR
q
xx
x
q
−−−=
−−−
11
),( .  Therefore, 
),(),()1( qxAqxRx −−=−  if and only if q is prime, from which the proposition quickly 
follows. 
 Also, let a ),1( q -permutation be a permutation with only one-cycles and q-cycles; 
then )()1( ,1, qnqn
n nRR −−−−  is the number of ),1( q -permutations with an even number of 
cycles minus the number of ),1( q -permutations with an odd number of cycles. 
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4. The Error Term 
 
With 
n
qn
d
R , , it may appear as if we have succeeded in both solving the third question and 
generalizing the result.  However, throughout this paper we have assumed that the 
question “What fraction of the number of derangements of n objects contains at least one 
two-cycle?” is mathematically equivalent to “What is the probability that at least one 
two-cycle exists in Secret Santa?”  If a single derangement is chosen randomly to 
describe the assorted gift-giving, then the two questions are mathematically equivalent.  
Suppose, however, that n individuals select each other one after another in some 
(presumably random) order, as if they had been assembled in a single file, as is common 
in Secret Santa.  Then we cannot be sure that the questions are identical; it seems to be a 
reasonable assumption, but it implies that each selection order – henceforth 
“arrangement” – is equally likely, despite the single file process, or that the average 
arrangement with at least one two-cycle is as equally likely as the average arrangement.  
If the assumption proves true, 
n
n
d
R 2,  will indeed be the solution to the third question; 
however, if it proves false, we have yet to solve the Secret Santa problem.  Suppose four 
individuals, A, B, C, and D, participate in Secret Santa; the following are the only nine 
different ways (derangements) that the four individuals can select each other, using cycle 
notationx: 
(A, B, C, D) 
(A, B, D, C)  
(A, C, B, D)  
(A, C, D, B)  
(A, D, B, C)  
(A, D, C, B)  
(A, B)(C, D) 
(A, C)(B, D) 
(A, D)(B, C) 
Since there are three derangements that have at least one two-cycle, if the assumption is 
true, then the solution to the third question for 4=n  should be 31 .  When four 
individuals select each other, they form either one four-cycle or two two-cycles; therefore, 
each arrangement for 4=n  must be equally likely for the assumption to be true. 
 We should now admit that we have not taken arrangements into account yet; for 
instance, (A, B) does not indicate whether A or B selects first.  Since there are four 
selections for A, B, C, and D, there are 4! different arrangements in which the four 
individuals can choose.  For the sake of simplicity, assume that A chooses first, B second, 
C third, and D fourth; note that we can assume a fixed arrangement without 
compromising the integrity of the mathematics.  Then, we can apply elementary 
probability techniques to determine the probability of each arrangement.  For instance, 
the arrangement (A, B, C, D) has a probability of 9
1 , since A has three choices (B, C, or 
 9
D), then B has three choices (A, C, or D), and then C must choose D and D must choose A.  
Although the probability of this arrangement corresponds to the expected probability, the 
probability of (A, C, B, D) is 12
1 : A again has three choices (B, C, or D), but then C has 
only two choices (A or D), then B has two choices (A or C), and then D must choose A.  
As the following table demonstrates, each arrangement is not equally likely: 
 
Arrangement       Probability 
(A, B, C, D)       9
1  
(A, B, D, C)        9
1  
(A, C, B, D)        12
1  
(A, C, D, B)        6
1  
(A, D, B, C)        12
1  
(A, D, C, B)        6
1  
(A, B)(C, D)       9
1  
(A, C)(B, D)       12
1  
(A, D)(B, C)       12
1  
We must conclude that the assumption does not hold true for 4=n . 
 It is also now clear that the assumption is false for 5>n ; we must merely 
consider the probability of (A, B, C, D)(E, F, …) to that of (A, C, B, D)(E, F, …).  The 
probability of (E, F, …) is the same in both arrangements, but according to the table 
above, (A, B, C, D) and (A, C, B, D) are not equally likely.  However, we know neither 
why each arrangement is not equally likely nor what the actual solution to the third 
question is, if not 
n
n
d
R 2, .  Therefore, in order to more fully understand arrangements, 
consider all n! different arrangements for each arrangement, rather than just a single fixed 
arrangement.  If each arrangement is not equally likely, there must be something 
fundamentally different in the way that the probabilities behave for some arrangements 
than for others. 
 First, however, consider a new notation.  Let )(21 kPBAP →  read “A, the kth 
individual to choose, selects B.  The probability that A selected when he or she did (e.g. A 
was first to choose, or second to choose, etc.) is 1P  and the probability that A selected B 
is 2P , given previous selections (i.e. 1P  and 2P  are conditional probabilities).”  For 
example, suppose A was the first to choose among n individuals and he or she selected B; 
we write )1(
1
11
−→ nBAn .  Furthermore, if we denote multiple selections using this 
notation, we write the selections next to each other with a ‘/’ in-between, chronologically, 
so that the notation for the individual first to choose is the leftmost, followed by the 
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second to choose, etc.  For instance, suppose in the previous example that B was second 
to choose and selected A; then we write the two selections as  
)1(
1
11
−→ nBAn  / )2(1
1
1
1
−→− nABn . 
 We can now use our new notation to evaluate the actual probability that at least 
one two-cycle exists in Secret Santa for four individuals A, B, C, and D.  Instead of 
evaluating 4! arrangements, we will assume, without loss of generality, that A chooses 
first, and evaluate those 3! arrangements.  Let (A, B)(C, D); the following are the 
derangement’s 3! distinct arrangements: 
)1(
3
1
4
1 BA→  / )2(
3
1
3
1 AB→  / )3(1
2
1 DC→  / )4(1|1 CD→ 4321=  
)1(
3
1
4
1 BA→  / )2(
3
1
3
1 AB→  / )3(1
2
1 CD→  / )4(1|1 DC→ 4321=  
)1(
3
1
4
1 BA→  / )2(
2
1|
3
1 DC→  / )3(
2
1
2
1 AB→  / )4(1|1 CD→ 2881=  
)1(
3
1
4
1 BA→  / )2(
2
1|
3
1 DC→  / )3(
2
1
2
1 CD→  / )4(1|1 AB→ 2881=  
)1(
3
1
4
1 BA→  / )2(
2
1
3
1 CD→  / )3(
2
1|
2
1 AB→  / )4(1|1 DC→ 2881=  
)1(
3
1
4
1 BA→  / )2(
2
1
3
1 CD→  / )3(
2
1
2
1 DC→  / )4(1|1 AB→ 2881=  
We take the average probability of the arrangements and multiply it by 4! to determine 
that the probability of (A, B)(C, D) is 54
5 .  We multiply 54
5  by 3, since (A, B)(C, D), 
(A, C)(B, D), and (A, D)(B, C) are essentially identical derangements, which gives an 
actual probability of 18
5 , which is 18
1 less than the expected 3
1 . 
Proposition 4.1: Let ),,,,,( 232 nnnp σσσσ −K be the probability of a derangement of n 
individuals with exactly 2σ  two-cycles, exactly 3σ  three-cycles, etc.  Let 
),,,,,( 232 nnnq σσσσ −K  be defined by a product of a nested sum, where the nest runs 
through s, r, and t, and the sums run through trsk ,, , as 
∑
−≤≤≠
−≤≤
−
⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢+−
=
21,
21
0,1,2
1,1,2
0,1,2
0,1,2
232
0,1,2
0,1,2
1[),,,,,(
σ
σσσσ
mjk
nk
nn
m
kk
kkn
nq K  
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∑
∑
∑
≠⇒≠==
≠⇒≠=
≠⇒≠ −≤≤
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⋅
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σ
σ
K
L
 
]]] LLL . 
Then 
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≠⇒≠==
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≠⇒≠ −≤≤
≤≤ ≤≤
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−
−
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where the first term is a product of a nested sum similar to the one in 
),,,,,( 232 nnnq σσσσ −K . 
Proof: 
We must find the average probability of the derangement’s arrangements.  We will 
therefore consider each factor in the selection process within an arrangement. 
 We will first consider the effect of 1P  on ),,,,,( 232 nnnp σσσσ −K .  Suppose we 
have two individuals A and B among n individuals in Secret Santa and A selects B.  Then 
)(
1
1
2 kPBAkn
→+−  for all k; 1P  is completely independent of the objects of all 
previous selections (i.e. who chooses whom), so 1P  is a variable of n and k alone, and by 
elementary probability, 
1
1
1 +−= knP .  Therefore, 1P  affects no arrangement differently 
than others and has a uniform effect on ),,,,,( 232 nnnp σσσσ −K  for all 2σ , 3σ , etc.: 1P  
will contribute a factor of 
!
1
n
 to ),,,,,( 232 nnnp σσσσ −K . 
 However, note that for every derangement there are n! arrangements.  We are 
considering averages, so after deducing the average probability of a derangement’s 
arrangements we must multiply it by n!.  1P  contributes a factor of !
1
n
 to 
),,,,,( 232 nnnp σσσσ −K , so together the two phenomena have no impact on 
),,,,,( 232 nnnp σσσσ −K . 
 We will now consider the effect of 2P  on ),,,,,( 232 nnnp σσσσ −K .  Consider 
)(21 kPBAP →  for 2−≤ nk .  There have already been 1−k  individuals selected, so if A 
has not been selected yet, then there are k individuals that he or she cannot select, 
including him or herself.  Therefore, the probability would be 
kn −
1  that A individual 
would select B.  However, if A has been selected already, then there are only 1−k  
individuals that he or she cannot select.  Therefore, in that case the probability would be 
1
1
+− kn . 
 13
 However, whether A has already been selected depends on the second-to-last and 
last-to-choose.  We will therefore consider the following two cases: 
1. the second-to-last does not select the last and the last does not select the second-
to-last; 
2. the second-to-last selects the last or the last selects the second-to-last. 
The probability of the first case is 
∑∑
≠⇒≠==
≠⇒≠=
≠⇒≠ −≤≤
≤≤ ≤≤
−≠⇒=
≠⇒−=
≤≤
−−
− ⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢+−
cbatrs
cbatrs
cbatrs
s
strstrs
strstrs
trs
kkctbras
kkbras
kkas
st
r
ns
nknk
nknk
nk
trs
strs
trs
trs kk
kkn
,,,,
,,,,
,,,,
))(mod1(,,,,
))(mod1(,,,,
,,
,,
,
10
1
2
1
1
1
,,
))(mod1(,,
,,
,,
]]1[[
σ
LLL . 
In the nested sum, s runs through the cycle sizes, r runs through the individual cycles of 
size s, and t runs through the individual members of the unique cycle specified by s and r; 
trsk ,,  denotes the position (i.e. the value of k in )(21 kPBAP → ) held by the unique 
individual specified by s, r, and t (i.e. 1P  in )(21 kPBAP → ).  nk trs ≤≤ ,,1 , but 
nknk strstrs ≠⇒−= − ))(mod1(,,,, 1  and 1))(mod1(,,,, −≠⇒= − nknk strstrs , since the second-to-last 
does not select the last and the last does not select the second-to-last; st < , so 
1))(mod1( −=− tst  for 0≠t  and 1))(mod1( −=− sst  for 0=t .  ns ≤≤2 , sr σ≤≤1 , 
and 10 −≤≤ st  follow from the definitions of s, r, and t, and cbatrs kkas ,,,, ≠⇒≠ , 
cbatrs kkbras ,,,,, ≠⇒≠= , and cbatrs kkctbras ,,,,,, ≠⇒≠==  follow from the fact that 
only a single individual can occupy any given position.  Since 
trsstrstrs
strs
trs kkkk
k
,,))(mod1(,,,,
))(mod1(,,
,, 0 >⇔=⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢
−−
 and 
))(mod1(,,,,,,
))(mod1(,,
,, 1 strstrstrs
strs
trs kkkk
k
−−
>⇔=⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢  (note that ))(mod1(,,,, strstrs kk −≠ ), our 
argument is complete. 
 We now consider the probability of the second case.  The probability that two 
members of the same cycle of size s, one of whom has selected the other, are second-to-
last and last is 
)1(
2 2
−nn
σ  for 2=s  and 
)1(
2
−nn
s sσ  for 2>s , since the probability that a 
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member of a cycle of size s is second-to-last is 
n
s sσ  and the probability that the 
individual he or she selected or the individual who selected him or her is last is 
1
1
−n  for 
2=s  and 
1
2
−n  for 2>s ; for 2=s , the individual he or she selected is the same 
individual who selected him or her.  Here we can see a bias forming against 
derangements with two-cycles; a member of a two-cycle who is second-to-last or last is 
less likely to have his or her object or selector in one of the last two positions.  Therefore, 
a derangement with a greater number of two-cycles is less likely to have the second-to-
last individual have a probability of selection of 1, and its average arrangement will 
therefore be more likely to receive a factor of 2
1  from the second-to-last individual’s 
selection probability, making it less likely.  However, this observation, although it 
demonstrates bias against derangements with two-cycles, does not conclusively show that 
derangements with two-cycles are less likely; other biases may exist. 
For 2>s , there will always be an individual – the object of the second-to-last or 
last – who will select before he or she is selected, and therefore the probability of his or 
her selection will always be 
kn −
1 , from which the nested sum 
⎣ ⎦⎡ ⎤ ⎣ ⎦⎡ ⎤∑ ∑ ∑
−
=
−
≠
=
−
≠
≠=
+−+−−
2
1
2
1
2
3233212211
12
2
23
13
13
1[1[1[
n
j
n
jj
j
n
jj
jj
j jjjjnjjjjnjn
L  follows.  Finally, when 
the cycle is complete, ),,,...,,,( 232 inq nn σσσσ −  will enumerate all the arrangements of the 
sn −  remaining individuals, by an argument similar to one in the first case. 
We conclude the proposition with an example: 
∑ ∑
≠⇒=
≠⇒=
≤≤
≠⇒=
≠⇒=
≠
≤≤ ⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢+−⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
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34
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41
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1,1,2
0,1,2
1,1,2
1,1,20,1,2
1,1,2
0,1,2
0,1,2
1,1,20,1,2
1,1,20,1,2
0,1,2
0,1,21,1,2
0,1,21,1,2
0,1,21,1,2
1,1,2 4
1[
4
1[
)0,2,4(
kk
kk
k
kk
kk
kk
k kk
kkkk
kk
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]]]
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4
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1,2,2
0,2,2
0,2,2
34
43
41
1,2,20,2,2
1,2,20,2,2
0,2,21,2,2
,1,21,2,2
1,2,2
1,2,20,2,2
1,2,20,2,2
,1,20,2,2
0,2,2
∑∑
≠⇒=
≠⇒=
≠
≠
≤≤
≠⇒=
≠⇒=
≠
≤≤ ⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢+−⎥⎥
⎤⎢⎢
⎡
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⎥⎢⎣
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∑ ∑
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≠
≤≤ ⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢+−⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢+−
+
21 21
1,1,2
0,1,2
1,1,2
1,1,20,1,2
1,1,2
0,1,2
0,1,2
0,1,2
0,1,21,1,2
1,1,2
]
4
1
4
1[
3
1
k
kk
k kk
kkkk
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54
5=
, and the definition holds true. 
 The example, however, reveals how inefficient this definition of 
),,,,,( 232 nnnp σσσσ −K  is; of course, the nested sum is more efficient than generating 
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all the arrangements and finding their average probability, but the efficiency of the 
definition is still )( nmO  for all n.  Also, the definition’s form does not lend itself easily 
to a full analysis of ),,,,,( 232 nnnp σσσσ −K .  Therefore, consider that a derangement is 
simply a union of disjoint cycles; we can then limit our investigation of the selection 
process to q-cycles, rather than more complex derangements.  We must now only 
determine the average number of individuals within a q-cycle who select after they have 
already been selected and then weigh the probability that the individuals will occupy 
certain positions against the possible probabilities of each position (with respect to the 
larger n-cycle). 
Proposition 4.2: Let ),( kqu  be the number of arrangements of a q-cycle such that exactly 
k individuals select after they have already been selected.  Then 
1
1
),( −
−=
k
q
qkqu , where 
1
1
−
−
k
q
 is an Eulerian number. 
Proof: 
Let 1P  be the first individual to choose, and let 2P  be the object of 1P ’s selection.  1P  
will never be selected before he or she selects, and 2P  will always be selected before he 
or she selects.  Therefore, we only need to find the number of arrangements of the 1−q  
individuals not 1P  such that 1−k  individuals select after they have been selected.  
However, this is just the number of permutations of order 1−q  with 1−k  permutation 
descents, i.e. 
1
1
−−
−
kq
q
, which equals 
1
1
−
−
k
q
.  But 1P  can be q different individuals, so 
1
1
),( −
−=
k
q
qkqu . 
Proposition 4.3: ∑−
=
⋅⋅
1
1
),(
!
1 q
k
kquk
qq
, the average number of individuals who select after 
they have already been selected divided by (i.e. relative to) q equals 2
1 . 
Proof: 
1
1
),( −
−=
k
q
qkqu , so 
)
1
1
)1()!1)(1((
!
1
1
1
!
1),(
!
1 2
1
1
1
1
1
∑∑∑ −
=
−
=
−
= −
−−−−−−=−
−=⋅⋅
q
k
q
k
q
k k
q
kqqq
qk
q
k
q
kquk
qq
 
)
1
1
!(
!
1))
1
1
1
1
)(()!1)(1((
!
1 1
1
2
1
2
1
∑∑∑ −
=
−
=
−
= −
−−=−−
−−−−
−−−−−=
q
k
q
k
q
k k
q
kq
qkq
q
kq
q
kqqq
q
 
2
1),(
!
1 1
1
=⋅⋅⇒ ∑
−
=
q
k
kquk
qq
. 
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Remark: Since ∑−
=
⋅⋅
1
1
),(
!
1 q
k
kquk
qq
 is constant, there is no extra bias against any q-cycle 
because of the average number of such individuals. 
 If ∑−
=
⋅⋅
1
1
),(
!
1 q
k
kquk
qq
 had not been constant, some q-cycles would have been less 
likely than others, since relative to their size they would have produced more 
1
1
+− kn  
factors in the larger derangement.  But, since it is constant, one might be tempted to 
conjecture that only bias against two-cycles exist, since derangements with more two-
cycles are more likely to have their second-to-last individual have a selection probability 
of 2
1 .  However, examining ),,,,,( 232 nnnp σσσσ −K  for different derangements 
reveals, for instance, that )1,0,0,0,6()0,0,2,0,6( pp < , so there is bias against cycles of 
size greater than two as well. 
Even if the average number of individuals within a q-cycle who are selected 
before they select relative to q is constant, those individuals may still produce different 
factors.  For example, if the individuals within a three-cycle who are selected before they 
select on average choose before such individuals within a six-cycle, there will be some 
bias against three-cycles relative to six-cycles, since the 
1
1
+− kn  factors will be smaller 
on average.  Therefore, we must weigh the probability that the individuals within a q-
cycle will occupy certain positions against the possible probabilities of each position with 
respect to the larger n-cycle.  It is clear that some derangements will produce 
arrangements that are unique to them; for instance, an n-cycle is the only derangement of 
n individuals that will produce an arrangement with a probability of 
!)!1)(1(
2
nnn −− , 
when all individuals except the first-to-choose are selected before they select (the least 
likely arrangement of any derangement), or an arrangement with a probability of 
!)!1(
1
nn − , when all individuals are selected after they select (the most likely arrangement 
of any derangement). 
However, as n grows, the differences between the arrangements become smaller, 
suggesting that the derangements will become more equally likely.  Also, analysis of 
),,,,,( 232 nnnp σσσσ −K  for small n suggests that 
n
nn d
np 1~),,,,,( 232 σσσσ −K  for all 
values of 2σ , 3σ , etc.  However, we cannot determine whether this is true until we weigh 
the probability that the individuals within a q-cycle will occupy certain positions against 
the possible probabilities of each position with respect to the larger n-cycle.  Nevertheless, 
we can still solve exactly, if not asymptotically, for the probability of the generalized 
third question: 
Proposition 4.4: Let ),( qnP  be the actual probability that at least one q-cycle exists in 
Secret Santa for n individuals.  Then 
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⎣ ⎦⎣ ⎦
)0,,0,,,,(
!!!)(32
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1 32
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K
qn
nqn
qniqiin
qn qn
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qn
nqnP
qn
i
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=−+++
−≤≠≤≤
≤≤ −
∑
−
−−= σσσσσσ
σσσσ
σ σσσq
, 
where the sum runs through all derangements with at least one two-cycle. 
Proof: 
!!!)(32
!
32
32
qn
qnqn
n
−
−− σσσσσσ LL  is the number of derangements with exactly 2σ  two-
cycles, exactly 3σ  three-cycles, etc., and )0,,0,,,,( 32 KK qnp −σσσ  is the probability of 
such a derangement.  We then sum through all derangements with at least one two-cycle, 
so 
⎣ ⎦⎣ ⎦
)0,,0,,,,(
!!!)(32
!),( 32
)(32
,,0
1 32
32
32
KK
LL
K
qn
nqn
qniqiin
qn qn
p
qn
nqnP
qn
i
qn −
=−+++
−≤≠≤≤
≤≤ −
∑
−
−−= σσσσσσ
σσσσ
σ σσσq
. 
Remark: If 
n
nn d
np 1~),,,,,( 232 σσσσ −K , 
n
qn
d
R
qnP ,~),( , since without the factor of 
)0,,0,,,,( 32 KK qnp −σσσ , the sum is exactly qnR , . 
 We will further expound upon consequences of the error term in the next section. 
 
5. Secondary results and recurrence relations of the form 
kaana nnn ++−= −− ))(1( 21  
 
We will begin this section by returning to the recurrence relations of section three; we 
will now provide an alternative derivation of 
)))1((
)!(
)!2(
)!1(
)!2()(1( ,
1
,1,2,1, qqn
qn
qqnqnqnqn Rqn
nR
qn
nRRnR −
+−
−−−− −−−
−+−−
−++−=  for 2>q .  Let 
kqnS ,,  be the number of derangements of n individuals with exactly k q-cycles.  Consider 
that for 2≠q , there are kqnSn ,,2)1( −−  derangements in which 121 PPP →→ ; for 2=q , 
there are 1,,2)1( −−− kqnSn , since there is already a q-cycle.  Continuing gives 
1,,,,3,,2,, )1()1()2)(1()1( −−−− +−−++−−+−= kqqnkqnkqnkqn SqnnSnnSnS LK
KL +−−+ −− kqqnSqnn ,,1)()1( . 
Therefore, 
)(
)!1(
)!2()(1( 1,,1,,1,,2,,1,, −−−−−−− −−−
−++−= kqqnkqqnkqnkqnkqn SSqn
nSSnS
))(
)!(
)!2(
,,1,, kqqnkqqn SSqn
n
−−− −−
−+  
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for 2>q ; the kqnS ,,2− and kqqnS ,,−   terms disappear when 2=q .  But 
)(
!)!(
!
,,, qqknqknkkqn Rdkqknq
nS −− −−= , from which 
)))1((
)!(
)!2(
)!1(
)!2()(1( ,
1
,1,2,1, qqn
qn
qqnqnqnqn Rqn
nR
qn
nRRnR −
+−
−−−− −−−
−+−−
−++−=  quickly follows. 
We will now turn to the first and second questions from the introduction; now that 
we have solved the generalized third question, we can also solve the generalized first and 
second questions: 
1. What is the probability for n individuals that q certain individuals are in the same 
q-cycle? 
2. What is the probability that a certain individual is a member of a q-cycle? 
Proposition 5.1: Let ),( qnP  be the probability that q certain individuals are in the same 
q-cycle.  Then 
⎣ ⎦
),0,1,,,,(
!!!)(32
)!(),( 12
)(32
,)(0 32
32
32
KK
LL
K
+−
−= −
−=−+++
−≤−≤≤ −
∑
−
− qq
qnqn
qniiqn qn
np
qn
qnqnP
qn
i
qn
σσσσσσ
σσσσ
σσσ
 
Proof: 
We have that q certain individuals are in the same q-cycle, so the remaining qn −  
individuals’ selections will not involve them.  Therefore, the remaining individuals will 
form among themselves a derangement disjoint from the q-cycle.  
!!!)(32
)!(
32
32
qn
qnqn
qn
−
−−
−
σσσσσσ LL  is the number of derangements of the qn −  remaining 
individuals with exactly 2σ  two-cycles, exactly 3σ  three-cycles, etc., and 
),0,1,,,,( 12 KK +− qqnp σσσ  is the probability of a derangement of the n individuals with 
one more q-cycle than there are within the derangement of the qn −  remaining 
individuals.  We then sum through all derangements of the qn −  remaining individuals, 
so 
⎣ ⎦
),0,1,,,,(
!!!)(32
)!(),( 12
)(32
,)(0 32
32
32
KK
LL
K
+−
−= −
−=−+++
−≤−≤≤ −
∑
−
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qnqn
qniiqn qn
np
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qnqnP
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i
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σσσσσσ
σσσσ
σσσ  
Remark: If 
n
nn d
np 1~),,,,,( 232 σσσσ −K , 
n
qn
d
d
qnP −~),( . 
Proposition 5.2: Let ),( qnP  be the probability that a certain individual is a member of a 
q-cycle.  Then 
⎣ ⎦
),0,1,,,,(
!!!)(32
)!(
)!(
)!1(
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12
)(32
,)(0 32
32
32
KK
LL
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−
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−≤−≤≤ −
∑
−
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σσσσ
σσσ
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Proof: We have that a q-cycle exists, and a certain individual is a member of it.  There 
are 
)!(
)!1(
qn
n
−
−  distinct ways for the remaining 1−n  individuals to also be members of the 
q-cycle; we then multiply this by the probability that q certain individuals are in the same 
q-cycle (see Proposition 5.1), so 
⎣ ⎦
),0,1,,,,(
!!!)(32
)!(
)!(
)!1(
),(
12
)(32
,)(0 32
32
32
KK
LL
K
+−
−
−
−= −
−=−+++
−≤−≤≤ −
∑
−
− qq
qnqn
qniiqn qn
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qn
i
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σσσσσσ
σσσσ
σσσ
Remark: If 
n
nn d
np 1~),,,,,( 232 σσσσ −K , 
n
qn
dqn
dn
qnP
)!(
)!1(
~),( −
− − . 
In an attempt to find a closed form definition for Rn,q , I investigated a number of 
sequences, and produced a few results for a class of recurrence relations to which nd  and 
n! belong, and have included them below. 
 Consider the recurrence relation ))(1( 21 −− +−= nnn ddnd xi; we now inspect the 
more general kaana nnn ++−= −− ))(1( 21  with initial values a0 and a1. 
Proposition 5.3: na  can also be defined recursively as 
n
nn
kaaknaa )1)(
2
(
2 101
−+−++= − . 
Proof: 
We will use induction.  First note that ))1)(
2
(
2
1
1001 −+−++= kaakaa , so the identity is 
true for n =1.  Now assume that the identity is true for some +∈ Zq .  By the first 
recurrence relation, kqaqakaaqa qqqqq ++=++= −−+ 111 )( .  But then 
)))1)(
2
(
2
())1)(
2
(
2
( 101011
qq
qqq
kaakkkaakqaqaa −+−+−+−+−++= −+
1
101 )1)(2
(
2
)1( ++ −+−+++=⇒ qqq kaakaqa . 
Thus, if the identity is true for some q then it is also true for 1+q .  Since we have already 
shown that the identity is true for 1a , the statement is true for all n. 
Remark: From the two recursive definitions, we see that 
n
nnnn ndddnd )1())(1( 121 −+=+−= −−− .  In fact, if the sequence ns  is defined recursively 
as nnn cnss )1(1 −+= −  for some real constant c, ns  can also be defined as 
))(1( 21 −− +−= nnn ssns .  If 0=c , !nsn = , so n! and nd  can be defined by the same 
recurrence relation, and the only difference between the two sequences’ definitions is that 
1!1 =  but 01 =d . 
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Proposition 5.2: na  has the closed form definition of 
an = ke
2 − 2e(k − a1) + k + 2(a0 − a1)
2e
n!
⎡ 
⎣ ⎢ 
⎤ 
⎦ ⎥  for 0>n  whenever an ∈ Z . 
Proof: 
We first determine the exponential generating function of the sequence and then use it to 
define the sequence in terms of n and k. 
Let ∑∞
=
=
0 !
)(
n
n
n n
xaxA .  Then, 
A(x) = e
−x (ke2x − 2(k − a1)ex + k + 2(a0 − a1))
2(1− x)  
 = 1
2
xn ⋅ (kex − 2(k − a1) + (k + 2(a0 − a1))e−x )
n= 0
∞∑  
 = 1
2
(k (x n 1
i!
) − 2(k − a1) xn
n= 0
∞∑ + (k + 2(a0 − a1)) (x n (−1)ii!i= 0
n∑
n= 0
∞∑ ))
i= 0
n∑
n= 0
∞∑  
Therefore, 
A(x) = an x
n
n!n= 0
∞∑ = 12 (k 1i!i= 0
n∑ − 2(k − a1) + (k + 2(a0 − a1)) (−1)ii!i= 0
n∑ )n! x nn!n= 0
∞∑  and 
an = 12 (k
1
i!i= 0
n∑ − 2(k − a1) + (k + 2(a0 − a1)) (−1)ii!i= 0
n∑ n!, so 
an = ke
2 − 2e(k − a1) + k + 2(a0 − a1)
2e
n!
⎡ 
⎣ ⎢ 
⎤ 
⎦ ⎥  for 0>n  whenever an ∈ Z . 
 
6. Conclusion 
 
With ),,,,,( 232 nnnp σσσσ −K , qnR , , and qnT , , we should now be able to more easily 
answer questions related to Secret Santa.  However, we need to further understand the 
behavior of ),,,,,( 232 nnnp σσσσ −K  in order to determine the probabilities’ asymptotic 
values.  Interestingly, if 
n
nn d
np 1~),,,,,( 232 σσσσ −K , 
)1(
1~
!
)!2(
~)2,( 2 −⎥⎦
⎤⎢⎣
⎡
⎥⎦
⎤⎢⎣
⎡ −
=−
nn
e
n
e
n
d
dnP
n
n , where ),( qnP  is the probability of the generalized 
first question, and the teacher’s proposed solution of 2)1(
1
−n  for )2,(nP  will be very 
accurate for sufficiently large n. 
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 This paper should serve at least as a cautionary tale: it is tempting to assume that 
events are equally likely when in fact they are not.  Also, any algorithm that attempts to 
randomly select permutations with some imposed conditions – such as that no cycles of 
certain sizes may exist – should take into account that some bias may exist for some 
permutations; for example, an algorithm that calculates all derangements and then 
randomly selects one will be completely random, but an algorithm that selects a random 
derangement by a single-file-like method, although much more efficient, will not be. 
 This paper should provide a few opportunities for future research.  Are there 
simpler definitions for ),,,,,( 232 nnnp σσσσ −K ?  What is the exact behavior of 
),,,,,( 232 nnnp σσσσ −K ?  What is the exact correlation between average cycle length 
and ),,,,,( 232 nnnp σσσσ −K ?  The nested sum may seem difficult to unravel, but the 
fact that if ∑−
= −
⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢=
1
0 ))(mod1(
)(
q
i
i
qi
i jj
jqv , 
1
1
)(3
)()(2
)([[),(
0
01
1
1
11 1
2,
1 −
−=⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢−⎥⎥
⎤⎢⎢
⎡
⎥⎦
⎥⎢⎣
⎢= ∑ ∑ ∑
≤≤
≠
≤≤
−≤≠
≤≤
−
− k
q
qqvqvqvqvkqu
nj
jj
nj
nmjj
nj
mn
n
L  suggests 
the existence of a simpler definition.  Also, it is curious that 1),gcd( 2, −= nRd nn  for 
161 ≤≤ n , but 908),gcd( 2,1717 =Rd .  What is the behavior of ),gcd( ,qnn Rd ? 
Nevertheless, although we cannot evaluate asymptotic probabilities for the 
generalized three questions, we can still determine their exact solutions.
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