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Досліджується проблема визначення параметрів продуктивності для ро-
зподілених інформаційних систем, які утворені різнорідними апаратними засо-
бами. Визначено структуру та розроблено опис процесу функціонування інфо-
рмаційної системи, призначеної для розподіленого виконання завдань. Запропо-
новано методику оцінки продуктивності елементів розподіленої інформаційної 
системи на основі побудови часового профілю. Здійснено моделювання та по-
казано зв’язок між основними показниками продуктивності системи 
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1. Вступ 
Основу більшості сучасних інформаційних систем управління ресурсами 
підприємств (ERP-систем) складають розподілені у просторі програмно-
апаратні комплекси, призначені для узгодженого вирішення різноманітних за-
вдань [1]. При створенні таких інформаційних систем (ІС), як і у будь-якому 
проекті, завжди є ризик невиправданих витрат ресурсів. Для мінімізації ризиків 
та скорочення термінів окупності проектів необхідним є апріорне знання пока-
зників ефективності ІС. Одним із суттєвих показників ефективності інформа-
ційної системи є продуктивність. За умови достатньо точного розрахунку про-
дуктивності майбутньої ІС можна визначити загальний термін окупності інвес-
тиційного проекту та собівартість продукції підприємства.  
Нормативними документами визначаються вимоги щодо попередніх роз-
рахунків техніко-економічного обґрунтування створення ІС на етапі проекту-
вання. Разом з тим, існуюча практика оцінювання продуктивності ІС носить 
лише орієнтовний характер. У таких умовах важко, а іноді і неможливо прийн-
яти рішення щодо доцільності фінансування проекту створення чи удоскона-
лення ІС. Найбільш раціональним підходом щодо прийняття адекватного рі-
шення стосовно доцільності фінансування проекту є одержання точних розра-
хунків продуктивності майбутньої ІС на основі застосування прогностичних 
моделей. Знаючи прогноз продуктивності ІС можна достатньо точно визначити 
і економічні показники майбутньої ІС. 
Ще більшої актуальності набувають зазначені положення у випадку розг-
ляду систем з розподіленою архітектурою ‒ розподілених інформаційних сис-
тем (РІС). Постійне зростання обчислювальних можливостей апаратних плат-
форм та нерівномірність оновлення обчислювальної техніки на підприємстві 
призводить до того, що матеріальну основу РІС сьогодні складають різнорідні 






урахуванням продуктивності та індивідуальних особливостей побудови про-
грамного забезпечення. У випадку застосування мобільних апаратних платформ 
наявність суттєвих масогабаритних обмежень висуває необхідність проекту-
вання програмного забезпечення з урахуванням обчислювальних можливостей 
обладнання. 
Крім того, до особливостей застосування зазначених РІС відносяться:  
‒ багаторівневий ієрархічний характер архітектури;  
‒ відсутність загального централізованого управління обчислювальним 
процесом;  
‒ відсутність єдиного скоординованого часу в системі;  
‒ наявність конфліктів і ресурсів, які спільно використовуються.  
У зв’язку з цим актуальною є загальна проблема теоретичного обґрунту-
вання процесів функціонування РІС та оцінювання продуктивності з урахуван-
ням технічних параметрів складових елементів. Іншим аспектом є необхідність 
урахування можливості реалізації РІС на різнорідних апаратних засобах в умо-
вах обмежених апаратних можливостей. 
 
2. Аналіз літературних даних та постановка проблеми 
Переважна більшість теорій побудови розподілених інформаційних систем 
не охоплюють всі зазначені вище особливості комплексно. Існуючі теорії роз-
поділених обчислень створювалися перш за все з метою побудови математич-
ного апарату для специфікації поведінки елементів РІС і досліджень їх еквіва-
лентних перетворень. Крім того, проблема визначення продуктивності РІС 
пов’язується з побудовою таких математичних моделей, які б дозволили варію-
вати простір ознак при побудові прогностичних коефіцієнтів. Один з таких під-
ходів базується на використанні калібрувального методу [2]. Разом з тим, за-
пропонована модель достатньо складно масштабується на випадок опису вели-
ких систем, які складаються з сотень і тисяч вузлів. 
Традиційні моделі для паралельних систем передбачають постійний склад 
обчислювального простору і не застосовуються для опису розподілених систем, 
тому продуктивність розподілених додатків описується, як правило, на якісно-
му рівні. Останнім часом з’явились та одержали розвиток технології розподіле-
них обчислень [3], які застосовуються для вирішення довготривалих задач за 
участі різнорідних обчислювальних ресурсів організацій. Особливістю таких 
РІС є неоднорідна та динамічно-змінна структура ресурсів – обчислювальні ву-
зли можуть підключатися до системи та виходити з неї у будь-який момент 
протягом роботи системи. Разом з тим, хоча модель у [3] і враховує деякі особ-
ливості мобільних РІС, проте не дозволяє кількісно оцінювати загальну продук-
тивність такої системи. 
У роботі [4] запропоновано підхід до оцінки продуктивності розподілених 
обчислювальних систем, до складу яких входять вузли різної потужності. При 
цьому вузли беруть участь у обчисленнях згідно з певним розкладом – функці-
єю, яка приймає значення 1 у моменти, коли вузол виділяється для обчислень, і 
0 у протилежному випадку. Обмеженість моделі [4] визначається необхідністю 








дом” авторами пропонується методика аналізу продуктивності, заснована на 
порівнянні роботи системи з еталонною гіпотетичною системою. Варіювання 
еталонної системи дозволяє одержати кількісні оцінки різних характеристик, 
що і було реалізовано на практиці у системі BNB-Grid [6]. У той же час, процес 
визначення параметрів еталонної системи залишається на розсуд дослідників. 
Крім того, такий підхід не дозволяє обчислювати кількісні характеристики сис-
теми апріорно, на основі аналітичних розрахунків. 
У [7] пропонується оцінювати продуктивність РІС із сервіс-орієнтованою 
архітектурою шляхом урахування залежності пропускної здатності та обсягу 
буферів базової телекомунікаційної мережі від ймовірності втрати запитів в си-
стемі. Визначення параметрів здійснюється шляхом моделювання за допомо-
гою ієрархічних кольорових мереж Петрі, хоча запропонований апарат не дає 
можливості здійснювати алгоритмічний аналіз роботи мережі.  
Найбільш близькими щодо вирішення проблеми побудови моделі розпо-
діленого процесу функціонування РІС у теоретичному плані є роботи в облас-
ті теорії розподілених обчислень та паралельних процесів. Так, у [8] алгорит-
ми оцінювання базуються на оцінюванні часу виконання задач, який залежить 
від багатьох факторів ‒ архітектури системи, середовища паралельних обчис-
лень, властивостей програмних засобів, які застосовуються. Разом з тим, авто-
рами відмічаються труднощі щодо комплексного врахування зазначених фак-
торів. У [9] основний акцент робиться на оцінюванні властивостей потоків та 
впливу на загальну продуктивність системи. Разом з тим відмічаються труд-
нощі при врахуванні питань синхронізації потоків, особливо при сумісному 
використанні об’єктів та змінних, розподілі даних між потоками, узгодженні 
обчислювального навантаження. У [10] наведено порівняльний аналіз техно-
логій оцінювання продуктивності, які використовуються в сучасних парадиг-
мах розподілених обчислень (Cloud Computing, Jungle Computing and Fog 
Computing). Відмічається, що, хоча кожна з цих парадигм має власні засоби 
оцінки продуктивності, всі вони є постфакторними і потребують достатньої 
статистики роботи системи. При цьому апріорне оцінювання продуктивності 
залишається проблемним питанням. 
Крім того, у цих роботах не враховуються індивідуальні апаратні особли-
вості елементів системи, поведінка у процесі функціонування та внутрішні ко-
мунікаційні можливості елементів системи. 
Отже, залишаються не вирішеними питання комплексного оцінювання 
продуктивності РІС з урахуванням зазначених раніше особливостей побудови: 
багаторівневої архітектури, відсутності централізації та координації часу, наяв-
ності конфліктів та ресурсів, які спільно використовуються.  
 
3. Мета та завдання дослідження 
Метою роботи є розробка методики оцінки продуктивності елементів роз-
поділеної інформаційної системи, розгорнутої на різнорідних апаратних засо-
бах, яка б дозволяла здійснювати як алгоритмічний, так і кількісний аналіз про-







Для досягнення поставленої мети необхідно: 
– визначити структуру та розробити опис процесу функціонування інфор-
маційної системи, призначеної для розподіленого виконання завдань; 
– розробити підхід щодо оцінювання основних видів продуктивності РІС; 
– визначити основні показники продуктивності та порядок їх обчислення; 
– здійснити моделювання РІС за основними показниками продуктивності. 
 
4. Структура та процес функціонування розподіленої інформаційної 
системи 
Структура людино-машинної інформаційної системи, призначеної для 
виконання розподілених обчислень (розподіленого виконання завдань) на осно-
ві інформаційної взаємодії між елементами системи, може бути проілюстрована 
рис. 1 [11].  
 
 
Рис. 1. Структура розподіленої інформаційної системи  
(розподілений виконавець) 
 
Процес функціонування такої РІС визначає взаємодія процесів роботи про-
грамних об’єктів (агентів) Аi,j, i=1…m, j=1…ni, що працюють під керівництвом 
контейнерів Ki,j, i=1…m, j=1…ni, з операторами Oi,j, i=1…m, j=1…ni та логічним 
середовищем платформи існування Пi,j, i=1…m, j=1…ni у деякому фізичному се-
редовищі розподіленої інформаційної системи. Сукупність Пi,j, Oi,j, Аi,j, Ki,j, 
i=1…m, j=1…ni утворює послідовного виконавця Bi,j, i=1…m, j=1…ni. У свою 
чергу сукупність послідовних виконавців утворює розподіленого виконавця. 
Схемне уявлення про цю взаємодію можна описати так. Кожен оператор 








його роботи. При цьому він працює у програмному середовищі, встановленому 
на його платформі Пi,j, i=1…m, j=1…ni (програмне забезпечення ERP-системи, 
розподілені додатки та ін.).  
Послідовність дій виконавця складається з окремих кроків si,j,k, k=1…Ki,j, 
j=1…ni, i=1…m, де Ki,j – загальна кількість кроків j-го виконавця і-го рівня, які 
фіксуються логічним середовищем платформи та є видимими для його агента 
Аi,j, i=1…m, j=1…ni.  
На основі дій оператора належний йому агент визначає логічну послідов-
ність своїх дій. Частина цих дій є звернення та передача інформації до інших 
агентів, а інша частина – до оператора. Звернення до агентів та оператора су-
проводжуються передачею повідомлень відповідного типу (рис. 2). 
 
 
Рис. 2. Мережевий графік роботи виконавців 
 
Такий підхід дозволяє наочно подати роботу системи у вигляді мережево-
го графіка, кожен крок якого у подальшому може бути оціненим з точки зору 
його тривалості. Сукупність часових відрізків, які відповідатимуть певним кро-
кам, з урахуванням простоїв елементів і буде визначати загальну тривалість ро-
боти системи. Відношення тривалості роботи до загального часу застосування і 
складає суть поняття продуктивності системи. При цьому стрілки на графіку 
(рис. 2) можна інтерпретувати як процес передачі управління у мережі.  
 
5. Основні параметри продуктивності розподіленої інформаційної  
системи 
Для забезпечення можливості оцінювання алгоритмічного та кількісного 
аспектів функціонування РІС скористаємось підходом [12, 13], де зазначається, 







рами роботи комп’ютерної системи. Тому метою є отримання часової діаграми 
роботи системи. Цю діаграму можна описати за допомогою часового профілю. 
Часовим профілем роботи розподіленої системи CS назвемо вектор-
функцію 
 
G(t)=(g1(t), g2(t),…, gn(t)),          (1) 
 
де gi(t), i=1…n – часовий профіль послідовного виконавця SEi∈CE. 
Часовим профілем послідовного виконавця SEi назвемо однозначну фу-
нкцію gi(t), визначену на R, з областю значень – множина кортежів виду 
<p, s, q, ai>, де p∈P – процес, s∈S(p) – крок, q∈cx(s) – дія, ai∈w(qi) – атомарний 
процес послідовного виконавця SEi. Завдання побудови G(t) для системи CS ро-
збивається на два етапи: 
1. Для кожного SEi визначити послідовність виконуваних ним дій;  
2. Для кожної дії визначити час, необхідний даному SEi на її виконання.  
Приклад часового профілю послідовного виконавця при роботі з геоінфо-












Тут для РІС розглядається деякий процес p: <навігація>, що складається з 
кроків роботи елементів РІС: s(p)=<рух, аналіз, дія, очікування>.  
Кожен з кроків передбачає певну сукупність операцій у системі 
cx(s)=<формування_об’єкта, активація, обчислення,…>, які визначають функ-
ціональність агентів у системі. У свою чергу, кожна дія складається з множини 
атомарних процесів, що виконуються машиною під час реалізації дій 
w(qi)=<старт, запит,…, стоп, пауза>.  
Кожен атомарний процес володіє деякою тривалістю його виконання, су-
марна тривалість сукупності атомарних процесів і визначатиме загальний час 
виконання програми при вирішенні певних задач. 
Знаючи часовий профіль поведінки системи, можна отримати оцінки різ-
них видів продуктивності, а також вивести співвідношення, що зв’язують осно-
вні форми продуктивності з різними кількісними характеристиками функціону-
вання системи.  
Нехай дано розподілену систему CS, яка складається з Q послідовних ви-
конавців. Введемо змінні, що характеризують функціонування CS: 
T – тривалість періоду функціонування CS за астрономічним часом; 
J – число завдань, виконаних CS за період спостереження.  
Завдання можна розуміти як виконання операції, функції, кроку, команди 




  – пропускна спроможність системи CS; 
Ui – кількість астрономічного часу, який i-й послідовний виконавець з CS, 






  – завантаження i-го виконавця; 
Ni – загальна кількість дій (дія є складовою частиною завдання), викона-







  – середній час дії i-го послідовного виконавця (це потужність 







  – середнє число дій i-го об’єкта на одне завдання з J. 
У цих позначеннях справедливим буде наступне твердження. 
Пропускна спроможність і-го послідовного виконавця i=1…Q може бу-
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Це співвідношення є аналогом рівняння збереження, яке часто викорис-
товується в моделях фізичних систем.  
Приклад залежності пропускної спроможності Х від потужності Pwi та се-
реднього числа дій Eni при Wi=1 наведено на рис. 4. 
Як бачимо, збільшення числа дій на одну задачу Eni, або зменшення по-
тужності (збільшення часу Pwi), однозначно призводять до зменшення пропус-




Рис. 4. Залежність пропускної спроможності системи від потужності виконавця 
та середнього числа дій на одне завдання 
 
Також визначимо співвідношення між потужністю послідовного вико-












   де Т≥Тoi+Ui. 

















































       (2) 
 
Визначимо мінімальний час обчислення, який повинен виділятися на 
один обмін при заданій пропускній спроможності.  
Для цього представимо Тoi=m·Tti, тобто розіб’ємо час обміну на m частин. 
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Звідки, виражаючи , отримуємо:  
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1. Дано: N – загальна кількість дій, які треба виконати за час Т; 
2. Треба так розподілити ці дії між Q виконавцями щоб:  
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Знаючи часовий профіль G(t), можна отримати набір операційних змінних 
W, Ni, J і T. Візьмемо у якості завдання виконання процесу у системі, а як дію – 













  (tk – момент закінчення процесу, наприклад, 
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де χp(t) – характеристична функція кроку процесу p, тобто χp(t)=1 якщо 













де δi(t) – функція, яка приймає значення 1 у момент зміни значення gi(t) і дорів-
нює 0 в решту моментів часу. 
Ще одним важливим видом продуктивності є час відгуку системи. Нехай 
на CS розташовано N агентів, до яких надходять запити. У якості завдання візь-
мемо виконання j-м агентом (j=1…N) запиту. Припускаємо, що N не змінюється 
протягом періоду спостереження. Введемо наступні позначення: 
J – число запитів, виконаних за період спостереження Т; 
J' – число завдань, що надійшли в систему за період спостереження;  
r(k) – час корисної роботи k-го агента;  
z(k)=T‒ r(k) – час “простою” k-го агента. 
































Взаємозв'язок між часом відгуку і пропускною спроможністю системи 
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що може бути доведено наступним чином:  
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 для N=5 та 
Z=2 наведено на рис. 5. Як бачимо, при збільшенні пропускної спроможності 











Рис. 5. Залежність часу відгуку системи від пропускної спроможності та  
відносної кількості невиконаних заявок 
 
На основі двох розглянутих видів продуктивності визначимо характерис-








Stg(p, t) визначає кількість одиниць пам'яті, займаної процесом p у момент t. 
Позначимо:  
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де N – це число агентів, які були присутні у момент t=0, тобто не враховуємо 
динаміки функціонування агентів, а сума береться за всіма p в системі. Тоді кі-
лькість пам'яті, яка використовується в системі у момент t, дорівнює  
 









У цих позначеннях середня кількість пам’яті, що використовується у сис-
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або, використовуючи вираз для m(t):  
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M=X·Str.             (3) 
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Наведені співвідношення дозволяють кількісно оцінити параметри розпо-
ділених інформаційних систем та синтезувати системи із заданими параметра-








6. Обговорення результатів застосування методики оцінки продуктив-
ності елементів розподіленої інформаційної системи 
Застосування часових профілів для вирішення задачі аналізу продуктивно-
сті розподіленої інформаційної системи дозволяє вирішити проблему апріорної 
оцінки параметрів проектованих розподілених систем з метою розгортання на 
різнорідних апаратних платформах. Як видно з проведеного дослідження, вихі-
дними даними для обчислень є часові показники виконання елементарних опе-
рацій при виконанні завдань системою. Зазначені показники безпосередньо за-
лежать від технічних характеристик апаратних платформ виконавців і напряму 
визначають параметри продуктивності системи в цілому. Точність визначення 
продуктивності системи залежатиме від точності визначення часу виконання 
окремих атомарних операцій.  
Знаючи часовий профіль роботи системи, можна отримати основні харак-
теристики продуктивності – пропускну спроможність та час відгуку. Отримані 
співвідношення дозволяють також оцінити мінімальний час обчислень, необ-
хідний для одного інформаційного обміну з урахуванням ліміту загального часу 
вирішення задачі. При цьому встановлено аналітичний зв’язок між технічною 
продуктивністю виконавця, числом виконуваних ним дій при роботі програми 
та часом обміну і обчислення. Застосування запропонованої методики є особ-
ливо необхідним на ранніх етапах розробки РІС з метою оптимального проек-
тування програмного забезпечення систем.  
Створена модель є теорією, яка описує динаміку взаємодії процесів приклад-
них програм з функціонуванням фізичного середовища платформи виконання. У 
ній відображені як ієрархічна структура обчислювальної системи, так і розподіле-
ний характер логічного та фізичного середовища. При цьому поведінка процесу 
виконання програми розподіленим виконавцем не залежить від часу роботи послі-
довних виконавців, які здатні функціонувати автономно один від одного. 
Загальна задача аналізу продуктивності подається у математичній формі 
задачі побудови часового профілю ‒ вектор функції, яка описує часову діаграму 
функціонування розподіленої обчислювальної системи. Окрім можливості оці-
нювання основних видів продуктивності (пропускної здатності та часу відгуку) 
запропонований підхід дозволяє оцінювати також і інші показники ефективнос-
ті: мінімальний час обчислень, які припадають на один обмін при заданому за-
гальному часі обчислень; співвідношення часу обміну та часу обчислень та ін. 
Переваги проведеного дослідження полягають у простоті та доступності 
запропонованого підходу щодо визначення продуктивності розподілених сис-
тем на основі побудови часових профілів. Адже для побудови часових діаграм 
необхідним є лише знання часу виконання окремих елементарних операцій, пі-
сля чого, завдяки простим арифметичним операціям, обчислюється загальний 
час роботи виконавця та співвідноситься з загальним часом роботи системи. За-
стосування наведених співвідношень є особливо корисним на ранніх етапах ро-
зробки а також при перевірці коректності моделей обчислювальних систем. 
Обчислення параметрів апаратних засобів РІС на основі знання часових 









зволяє уникнути основних недоліків, притаманних класичним підходам щодо 
побудови та оцінювання продуктивності РІС. 
Так, запропонована модель не потребує визначення прогностичних коефі-
цієнтів, необхідних для реалізації підходу на основі використання калібруваль-
ного методу [2]. При цьому, запропонована модель може бути масштабована на 
достатньо значне число виконавців, кількість яких обмежується лише наявніс-
тю первинної інформації щодо параметрів функціонування. 
Крім того, запропонована модель добре узгоджується також і з парадиг-
мою розподілених обчислень довготривалих задач з непостійним складом ви-
конавців [3]. У такому випадку змінним параметром є кількість послідовних 
виконавців та їх ієрархічна підпорядкованість розподіленому виконавцеві. 
На відміну від моделей оцінювання продуктивності у системах, які пра-
цюють за розкладом [4, 5], запропонована модель не потребує апріорного знан-
ня розкладу роботи та визначення еталонних параметрів процесу. Разом з тим, 
модель все ж таки потребує знання тривалості елементарних операцій, що скла-
дають суть завдання, яке виконується. 
Порівняння запропонованого підходу з моделюванням за допомогою іє-
рархічних кольорових мереж Петрі [7] свідчить про відсутність необхідності 
апріорного достатньо складного обчислення ймовірності втрати запитів в сис-
темі. А, у порівнянні з технологіями сучасних розподілених обчислень (Cloud, 
Jungle and Fog Computing) [10] немає необхідності збору достатньої кількості 
статистики роботи системи для її постфакторного оцінювання.  
Крім того, запропонований підхід враховує індивідуальні апаратні особ-
ливості елементів системи, поведінку у процесі функціонування та внутрішні 
комунікаційні можливості окремих елементів. 
Одним з проблемних питань застосування моделі процесу функціонування на 
основі часових профілів є необхідність чіткого знання для кожного з виконавців:  
– послідовності дій, які виконуються;  
– часу виконання елементарних операцій, які складають кожну дію.  
Крім того, необхідним також є знання щодо перерозподілу завдань (пере-
дачі управління), які виконуються послідовними виконавцями, що утворюють 
певного розподіленого виконавця. 
При постійному розширенні кола завдань, ускладненні процедур їх узго-
дження між виконавцями, це призводитиме до росту обчислювальної складнос-
ті у геометричній прогресії і буде слугувати обмежуючим фактором подальшо-
го застосування моделі. Виходом з такої ситуації може бути узагальнення (агре-
гація) окремих типових блоків виконавців та завдань, які ними виконуються. 
Напрямом подальших досліджень у рамках запропонованого підходу мо-
жуть бути моделі та методи функціонування розподілених систем та паралель-
них обчислень з урахуванням алгоритмічних та структурних особливостей фі-
зичного та логічного середовищ РІС. Апріорне знання параметрів функціону-
вання дозволить не лише оцінювати продуктивність РІС, а й створити умови 
для розроблення протоколів взаємного функціонування елементів РІС, пере-







Одним з проблемних питань, які потребують окремого дослідження, є дос-
лідження впливу технічних параметрів обчислювальної системи на параметри 
продуктивності. Адже, архітектура та параметри обладнання (процесор, пам’ять) 
можуть суттєво змінювати часовий профіль виконання одних і тих завдань. Від-
так, зазначені аспекти потребують окремого (індивідуального) врахування. 
 
7. Висновки 
1. Визначено структуру та розроблено опис процесу функціонування ін-
формаційної системи, призначеної для розподіленого виконання завдань. При 
цьому показано, що процес функціонування розподіленої інформаційної систе-
ми доцільно подати як взаємодію процесів роботи програмних об’єктів (аген-
тів) з операторами та логічним середовищем платформи існування у деякому 
фізичному середовищі системи. Сукупність платформ, операторів, агентів та 
відповідних контейнерів утворює послідовного виконавця. У свою чергу, суку-
пність послідовних виконавців утворює розподіленого виконавця. Послідов-
ність дій виконавця складається з окремих кроків, які фіксуються логічним се-
редовищем платформи, що і дозволяє побудувати часовий профіль його роботи.  
2. Побудова часових профілів для виконавців дає можливість оцінювати 
основні види продуктивності розподіленої інформаційної системи. Завдання 
побудови часового профілю виконується у два етапи: для кожного послідовного 
виконавця визначається послідовність дій, які ним виконуються; для кожної дії 
визначається час, необхідний даному виконавцеві на її виконання. Часовий 
профіль будується на основі знання часу виконання атомарних операцій. 
3. У якості основних показників, за якими оцінюється продуктивність роз-
поділеної інформаційної системи, пропонується використовувати пропускну 
спроможність послідовного виконавця та час відгуку системи. На основі зазначе-
них показників є можливість визначати мінімальний час обчислення, середній час 
виконання завдань та середній час очікування запиту. Таким чином утворюється 
система показників продуктивності інформаційної системи, яка дозволяє здійсню-
вати як алгоритмічний, так і кількісний аналіз процесів її функціонування. 
4. Моделювання розподіленої інформаційної системи за основними по-
казниками продуктивності підтверджує істинність запропонованого підходу і 
дозволяє наглядно оцінити зв'язок між основними показниками  продуктив-
ності. Так, дослідження залежності пропускної спроможності від потужності 
виконавця та середнього числа дій на одне завдання показують, що збіль-
шення числа дій на одне завдання, або зменшення потужності, однозначно 
призводять до зменшення пропускної спроможності виконавця. У свою чер-
гу, збільшення пропускної спроможності призводить до зменшення часу від-
гуку системи. 
Напрямком подальших досліджень у цій сфері може бути широке коло 
питань теоретичного обґрунтування параметрів процесів функціонування еле-
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