Fourier transform infrared (FT-IR) spectroscopy is a valuable technique for characterization of biological samples, providing a detailed fingerprint of the major chemical constituents. However, water vapor and CO 2 in the beam path often cause interferences in the spectra, which can hamper the data analysis and interpretation of results. In this paper we present a new method for removal of the spectral contributions due to atmospheric water and CO 2 from attenuated total reflection (ATR)-FT-IR spectra. In the IR spectrum, four separate wavenumber regions were defined, each containing an absorption band from either water vapor or CO 2 . From two calibration data sets, gas model spectra were estimated in each of the four spectral regions, and these model spectra were applied for correction of gas absorptions in two independent test sets (spectra of aqueous solutions and a yeast biofilm (C. albicans) growing on an ATR crystal, respectively). The amounts of the atmospheric gases as expressed by the model spectra were estimated by regression, using second-derivative transformed spectra, and the estimated gas spectra could subsequently be subtracted from the sample spectra. For spectra of the growing yeast biofilm, the gas correction revealed otherwise hidden variations of relevance for modeling the growth dynamics. As the presented method improved the interpretation of the principle component analysis (PCA) models, it has proven to be a valuable tool for filtering atmospheric variation in ATR-FT-IR spectra.
INTRODUCTION
In biological sciences, Fourier transform infrared (FT-IR) spectroscopy has proven to be an important tool for measuring an overall chemical fingerprint of very different samples. For the monitoring of biological processes in fluids like fermentation and enzymatic reactions, the attenuated total reflection (ATR) FT-IR technique has turned out to be very useful. 1 This technique prevents saturation of the water peaks for aqueous samples, as a micrometer scale path length is achieved. Thus, FT-IR spectroscopy is a versatile tool that allows for nondestructive simultaneous quantification of a rich diversity of chemical constituents (proteins, lipids, carbohydrates, free vs. bound water, etc.) and certain physical properties (e.g., light scattering). The multi-component detection is beneficial, for example, in the real-time monitoring of biofilms, grown directly on the ATR crystal. 2, 3 The relevant information is extracted from FT-IR spectra by use of chemometric methods.
However, the analysis of FT-IR spectra is often hampered by IR absorptions due to uncontrolled, varying amounts of water vapor and CO 2 in the light path. The atmospheric absorption of water vapor demonstrates characteristic absorption bands, each showing a symmetric pattern of fine spectral lines and involving the excitation of a chemical bond vibration. As each vibrational state is associated with many rotational levels (J), spectral lines appear symmetrically in two branches of the band, resulting from transitions involving DJ ¼ þ1 and DJ ¼ À1, respectively. These lines are high-frequent compared to the absorptions from liquids and solids. 4 For CO 2 , the absorption lines are less resolved, and a high instrument resolution is needed in order to see the individual lines of the CO 2 bands. These atmospheric absorptions represent an experimental nuisance, creating unwanted but systematic patterns, which often cannot be completely avoided by purging of the instrument with gaseous N 2 or using background subtraction. The concentrations of water vapor and CO 2 are likely to vary between the background measurement and the sample scanning. This problem is, for example, encountered when a process is followed over a long time in the ATR cell (e.g., biofilm development). For ATR-FT-IR measurements of aqueous samples, evaporation from the sample itself may increase the humidity in the sample compartment and give rise to the problems, especially if the measurements are carried out at elevated sample temperatures. In this situation, the problem is not solved by purging, which is also expensive and time consuming.
The CO 2 bands are not as wide as the water vapor bands and the major band is found in a spectral region devoid of absorptions from the main biochemical components (lipids, proteins, and carbohydrates). On the other hand, the water vapor absorptions overlap with some important bands from proteins and lipids, and, in particular, the presence of water vapor absorptions in the amide I region (1700-1600 cm À1 ) presents a problem in analysis of protein secondary structures based on the amide I band. Even small contributions from water vapor may hamper this analysis and lead to incorrect band assignments, as these absorptions are amplified by the resolution enhancement (e.g., by Fourier self-deconvolution). 5 Thus, it appears necessary to correct the spectra for the atmospheric contributions in order to obtain useful sample information or to improve accuracy and precision of the FT-IR calibration models. The correction is also advantageous when classifying biological samples based on their FT-IR spectra, as the presence of water vapor absorptions in, e.g., the information-rich protein amide I region, may cause confusion. However, as the subbands of amide I show line widths comparable to those of the water vapor lines, information may be lost if simple low-pass filtering is used for reducing the water vapor effects. Commonly, a gas absorption spectrum is collected and stored in the beginning of each measurement series, and the subtraction from each sample spectrum is accomplished by use of an algorithm in the spectroscopic software. The main problems associated with this approach relate to difficulties in determining the correct subtraction factor and in obtaining exactly the same gas composition and the same band shapes for the reference and the sample spectrum. 6 As regards the latter problem, the sample itself may influence the spectral shape due to the influence on the beam geometry. Also, temperature and pressure influence the shape of the gas spectrum. In addition, a low instrument resolution causes distortion of the spectral lines and results in nonlinearities. 6 The present paper shows a model-based preprocessing tool for ATR-FT-IR spectra to minimize water vapor and CO 2 spectral contributions. Successful removal of these interferences is demonstrated for different types of samples, measured with the same instrument.
NOTATION AND TERMINOLOGY
I means measured light intensity, while A means absorbance, defined as log 10 (I), or log 10 (I/I 0 ), when mentioned explicitly. I(m) means measured intensity at m cm À1 . A i,k means estimated absorbance in sample i at wavenumber channel k.
EXPERIMENTAL
All measurements were performed on a Bruker Equinox 55 FT-IR instrument, equipped with a liquid-nitrogen-cooled MCT detector, scanning from 4000 cm À1 to 600 cm À1 . The nominal instrument resolution was 4 cm À1 , but the spectral readings were recorded at 2 cm À1 intervals. Aqueous and biofilm samples were measured on a horizontal ATR ZnSe crystal. Each spectrum resulted from coaddition of at least 128 scans (if not otherwise mentioned) obtained in single-beam mode. Background spectra were obtained on the empty sample holder.
Four FT-IR experiments were carried out, as described in the following. Gas model spectra for water vapor and CO 2 were obtained from Experiment 1 (providing a data set of only atmospheric absorptions) and Experiment 2 (providing a data set also with liquid water absorptions). The model performance is tested on a basic and a realistic/complex data set, obtained from Experiments 3 and 4, respectively. Experiment 1: Gas Calibration Measurements. A total of 120 FT-IR spectra of various concentrations of water vapor and gaseous CO 2 were obtained using an empty sample compartment, monitoring the gradual replacement of room air with N 2 gas. The N 2 purging was started after closing of the sample compartment and spectra were recorded once a minute for 60 minutes Each spectrum resulted from coaddition of 32 scans. This time series experiment was performed twice and the data were used for estimating primary gas spectra. Experiment 2: Water Calibration Extension Measurements. Milli-Q water (distilled and ion-exchanged) and various salt solutions of low concentrations (0.2-1.0 M) of NaCl, MgSO 4 , or NaClO 4 (prepared in Milli-Q water) were measured on the ATR crystal, mounted in a closed sample cell, which allowed for temperature control by circulation of heating or cooling water in the space around the ATR cell. A total of 205 sample spectra were recorded with different levels of water vapor and CO 2 in the sample compartment. Water was measured at different temperatures between 8 and 60 8C, while salt solutions were measured at 15, 22, and 29 8C. The FT-IR instrument was kept at room temperature in all measurements. These ATR-FT-IR spectra of aqueous solutions were used to define secondary ''nuisance'' gas spectra and to develop a between-regions calibration model (discussed later).
Experiment 3: Water Test Measurements. Water spectra at different temperatures and with different water vapor and CO 2 levels were measured by placing Milli-Q water in the ATR cell at one temperature (about 22 8C), closing the sample compartment, and starting N 2 purging. The spectra were read at consecutive points in time while the sample was changed gradually towards another temperature (about 10 8C) by slowly decreasing the temperature of the cooling water. The FT-IR instrument itself was kept at room temperature. In total 25 spectra were recorded in this time series. These spectra were used for testing how well the ''nuisance'' gas modeling worked for samples similar to some of the calibration samples.
Experiment 4: Yeast Cell Culture Test Measurements. Candida albicans (strain SC 5314, ATCC collection) was grown in 10 mL Sabouraud Medium (bioMérieux, France) for 24 hours. Three hundred microliters (300 lL) of this culture was added to 3 mL of fresh medium and placed on the ATR crystal at room temperature (21 8C) and a biofilm was allowed to develop. Biofilm growth was monitored by ATR-FT-IR spectroscopy during 19 hours and a total of 58 spectra were collected at intervals of 20 minutes throughout the growth period. Sixty-four scans were coadded for obtaining each final spectrum. These samples were used for testing how the correction for water vapor and CO 2 performed for sample spectra that were very different from the calibration sample spectra.
Determining Four Primary Gas Model Spectra. The spectra in Experiment 1 were used for establishing the main gas absorbance model. Component loadings for a two-component bi-linear model were defined for the water vapor and CO 2 regions by the following analysis: The two contiguous time series in Experiment 1 were generated in order to avoid possible day-to-day variations in the instrument. Furthermore, to minimize even minute-to-minute instrument variation effects, the temporal absorbance difference spectra between consecutive spectral readings
were computed within each of the two time series, for spectra i ¼ 2, 3, . . . at wavenumber channels k ¼ 1, 2, . . . , 1764 (corresponding to the region 4000-600 cm À1 ). The two H 2 O(g) ranges (k ¼ 1:400; i.e., 4000:3231 cm À1 and k ¼ 1001:1450; i.e., 2072:1205 cm À1 , see Table I ) were modeled separately. The motive for this was to secure high flexibility in future gas-removal applications, since the two regions are very different with respect to other components absorbing there. (The two region models will then be linked quantitatively; see below.) Likewise, two CO 2 ranges (k ¼ 809:930; i.e., 2442:2208 cm À1 and k ¼ 1601:1764; i.e., 1400:600 cm À1 ) were modeled separately. In each of these four wavenumber regions an uncentered principal component analysis (PCA), i.e., a singular value decomposition (SVD) was performed. The first two principal component (PC) loading vectors of D i,k¼k1:k2 were extracted, placed back in the common wavenumber-basis 4000-600 cm À1 (outside the defined range, the value was set to zero), and saved as primary gas spectra for that region. Determining Secondary Gas Model Spectra. The performance of the primary gas model with 4þ4 gas components thus obtained from the spectra in Experiment 1 was then checked in the water spectra from Experiment 2: The gas effects in the four regions were estimated and corrected for as described in the next section. However, the resulting gas-corrected spectra indicated some remaining high-frequency absorbance variations in the water vapor and CO 2 regions. It was therefore decided to expand the gas model. High-frequency spectra were defined as the gas-reduced water spectra minus their smoothed versions (smoothed with a 22 cm À1 wide moving-average filter). These high-pass filtered spectra showed one clear remaining high-frequent variation pattern in each of the two H 2 O(g) regions and in the first CO 2 region 2442:2208 cm À1 (the last CO 2 region at the lower end of the spectrum was too noisy for further modeling). One additional non-random secondary ''nuisance'' gas model spectrum was thus defined in each of these three wavenumber regions, as the first principal component vector, obtained by SVD of each set of difference spectra.
As a result, the final gas models had a primary and two secondary model spectra in each of the water vapor regions and in the first CO 2 region, and a primary and one secondary model spectrum in the last CO 2 region, i.e., in total 11 gas model spectra. Each of these spectra has non-zero values inside one of the four independently modeled gas regions, and zero elsewhere in the 4000-600 cm À1 wavenumber range.
Correction for the Gas Model Spectra. The concentrations of water vapor and CO 2 in a measured spectrum of sample i, A i,k , k ¼ 1, 2, ... , K, may be approximated by the model shown in Eq. 2:
where c i,j represents the concentration ''score'' of gas element j ¼ 1, 2, ... , J, respectively, whose absorbance at channel k is k j,k Contribution d i,k represents relevant but unmodeled chemical and physical absorption effects in sample i's absorbance at channel k, e.g., from desired sample constituents or undesired instrument effects, while e i,k represents residuals, including the presumably random measurement error at this channel. In the present case, the gas parameters k j,k in Eq. 2 may now be considered known. The number of gas components J equals 11; k j,k represents the four primary gas spectra obtained from Experiment 1, representing ''average'' water vapor or CO 2 spectra in the four above-mentioned wavenumber regions, and the seven secondary gas component spectra from Experiments 1 and 2, representing other systematic gas contributions in the wavenumber regions.
Even though the elements in k j,k are known, it can be difficult to assess their concentrations c i,j , because the ''interesting'' chemical and physical absorption effects d i,k can create large alias errors in these gas score estimates. On one hand, if the ''interesting'' absorbance contribution d i,k in Eq. 2 had been very small compared to the J gas contributions c i,j k j,k , then d i,k could have been ignored, and the gas concentration scores [c i,j , j ¼ 1, 2, ... , J] could have been estimated by, e.g., least squares regression of absorbance
On the other hand, if d i,k had been large but the spectra of the chemical constituents or physical phenomena causing d i,k had been known, then the problem could have been solved by simply expanding the regression model accordingly.
However, in many cases the chemical and physical contributions in d i,k are too large to be ignored, while the casual contribution spectra behind d i,k are unknown. Thus, in order to develop a more general gas correction model, applicable even in such situation, we here estimate the gas scores only based on reliable high-frequent parts of the spectra.
If we assume that the ''non-gas'' contributions d i,k have much smoother spectral features than the gases, then the highfrequency part of the non-gas elements will be small and can be more or less ignored. A common way to extract high-frequent spectral information is to take derivatives, and this will be used here: For each sample i with spectrum A i,k , a simple spectral second derivative was computed according to Eq. 3:
Similarly for each gas model element j with spectrum k j,k , the same simple second derivative was computed according to Eq. 4:
Moreover, we assume that the second derivative of the unknown but smooth sample contribution spectrum d i,k , k ¼ 1, 2, ... can be approximated by a simple unknown offset f i at all channels in the second derivative. The second-derivative model can then be written:
Gas concentrations c i,j in each sample spectrum i are then estimated (ĉ i,j ) by least squares regression of G i,k on [h j,k , j ¼ 1, 2, ... , J; 1 k ] according to Eq. 5, by minimizing the residual sum of squares in e i,k over the K wavenumber channels. Indirect Gas Predictions. In case the spectra contain the amide I band from proteins, the above-mentioned assumptions about smoothness of the real sample spectra d i,k may not hold. The scores (''concentrations'') of the water vapor components in the second H 2 O(g) region (2072:1205 cm À1 , containing the amide I region) may instead be predicted indirectly from the estimated scores of the three water vapor components in the first region (2442:2208 cm À1 ) by Eq. 6, where M ¼ 3 represents the three components of the first H 2 O(g) region, and N ¼ 3 represents the three components of the second region:
Likewise, the scores of the N ¼ 2 CO 2 components in its second wavenumber region were predicted from M ¼ 3 CO 2 components in the first region by Eq. 6. The model parameters b j,m and b 0,m in Eq. 6 were here estimated by full-rank ordinary least squares (OLS) regression using the scores c i,j ¼ [c i,n , c i,m ] obtained in Experiment 2, for water vapor and for CO 2 separately. The indirect score estimation models were then used for the prediction of gas component scores in Experiment 4, since samples in this experiment contain proteins. Gas Correction. With the gas scores c i,j thus obtained in all four gas wavenumber regions, the sample spectra are then gascorrected by subtracting the gas scores c i,j, multiplied by the corresponding gas model spectrum k j,k :
Test of the Final Model. The final extended gas model thus consisted of three model spectra in each of the water vapor regions, three model spectra in the main CO 2 region, and two model spectra in the second CO 2 region. This final gas model was applied for correction of the independent test sets from Experiments 3 and 4.
Evaluation of the gas model performance was done by inspection of scores and loadings from a PCA before and after the gas correction. In addition, water vapor indices were used for comparison of water vapor absorptions in the spectra. The index was calculated for each spectrum as A max À A min in the 1847-1837 cm À1 region in the second derivative and used as a conventional measure of the water vapor level. 7 To illustrate how the gas correction can be combined with more established spectral preprocessing, the spectra from Experiment 4 will finally be submitted to extended multiplicative signal correction (EMSC) 8 as described in Martens et al. 9 All results were computed and displayed in the authors' software using Matlab (TM) version 7.0.
RESULTS

Experiment 1: Estimation of Four Primary Gas Model
Spectra. Figure 1a shows the raw data (intensity I(m) spectra) from the first of the time series in Experiment 1, showing water vapor and CO 2 in room air being gradually replaced with N 2 purging gas and hence leaving smaller and smaller intensity reductions. Two characteristic water vapor absorption patterns are evident in the 4000-3500 cm À1 and 2000-1200 cm À1 ranges. These are the results of rotation-vibration (''rovibrational'') transitions, associated with the stretching and bending vibrations of H 2 O, respectively. Moreover, the double CO 2 absorption band around 2350 cm À1 is seen, as well as a weaker CO 2 band around 670 cm À1 , involving CO 2 antisymmetric stretching and CO 2 bending, respectively. 10 Only the latter CO 2 absorption demonstrates a so-called Q-branch in the middle of the band. Each water vapor and CO 2 band was contained in one of the four defined spectral regions, according to Table I.
In the first of two defined water vapor regions (4000-3231 cm À1 ), the atmospheric water bands overlap only little with protein absorptions, whereas the interference is more dramatic in the second water vapor region (2072-1205 cm À1 ), as this region contains amide bands from proteins as well as absorption bands from lipids. The first of the defined CO 2 regions (2442-2208 cm À1 ) is outside the absorption regions for the common biochemical constituents, whereas the second region (914-600 cm À1 ) contains some important backbone vibrations of macromolecules.
''Nuisance'' Spectra from Experiment 1. The temporal absorbance difference spectra D i,k , Eq. 1, in Fig. 1b show more clearly the four gas absorptions, which are amplified in Figs. 1c-1f. The peak sizes decrease with purging time. The SVD of each gas element region showed that the first component accounted for more than 99% of the total variance, while the second component, although small, also showed systematic contributions. This indicated that one major and one minor spectral pattern of gas variation could be observed in each region. This was seen within each of the two time-series in this experiment. The two replicate PC loading vectors were very similar, for both component 1 and for component 2, in each of the four spectral regions. Hence, their mean (shown in Figs.  2a-2d ) was subsequently used for each region.
The first component loading (highest curve in each of the four plots) is seen to be almost non-negative, as expected for chemical absorbances. The spectral patterns of these primary components resemble typical water vapor or CO 2 spectra. The second component loadings (lowest curve in each of the four plots in Figs. 2a-2d ) has been amplified for visual clarity. They show both negative and positive absorbances. They do model some small systematic variation around the typical gas spectrum in each region, and their inclusion in the model is therefore likely to improve the removal of the atmospheric absorptions for similar measurements. But their interpretation is not clear.
The concentration scores of the eight primary ''nuisance'' gas components c i,j , j ¼ 1, 2, ... , 8 were estimated in the two time series. Figure 3 shows that they all decrease as a function of gas purging time, as expected. The figure also reveals that in this experiment, very similar water vapor scores are estimated from each of the two regions of water vapor absorptions, and the same is found in the case of CO 2 estimation from the two CO 2 regions. When the estimated gas concentration score for the second component was plotted against the corresponding estimated score of the first component, it was found to display a curved but temporally smooth and highly reproducible relationship (not shown here), in each of the four gas wavenumber regions. The cause of this is not yet clear. It may be that the second component in each case models a weak but systematic spectral effect of partial pressure of water vapor and of carbon dioxide. Alternatively, it may reflect a nonlinear instrument response or a temporal change in the instrument. Experiment 2: Estimation of Three Secondary Gas Model Spectra. Absorbance spectra of the 205 aqueous solutions measured in the ATR cell are shown in the top panel of Fig. 4 . These samples come from several measurement series taken over two months. In each measurement series, a background spectrum was measured and subtracted. Moreover, in each spectrum the absorbance at 4000 cm À1 has been subtracted, as a simple baseline correction. The three insets display the two water vapor regions and the main CO 2 region, each after a local baseline correction. The spectra display the three broad absorbance peaks around 3300, 1640, and 800 cm À1 from liquid water plus a major peak around 1100 cm À1 (due to the presence of anions SO 4 2and ClO 4 À in some of the samples). However, as the three insets show, the presence of some high-frequency water vapor contributions is evident, as well as contributions from the first CO 2 double peak. In contrast, the second CO 2 peak is not readily visible.
The spectra were corrected for the eight primary gas ''nuisance'' spectra by the procedure described by Eqs. 1-5 in the Methods Section: The second-derivative transformed sample spectra were regressed on the second-derivative transformed model spectra (plus a constant, representing the second derivative of a local second-degree polynomial in the given wavenumber range). These estimated gas content scores were used for determination of the main spectral gas contributions, which were subsequently removed from the non-transformed spectra by Eq. 6. The gas-corrected spectra are seen in the middle panel of Fig. 4 . Again, the three insets display the two water vapor regions and the main CO 2 region, each after a local baseline correction. The difference between the top and middle panels, i.e., the gas contributions estimated and subtracted, are shown in the bottom panel of Fig. 4 . The gas estimates have mainly positive or negative gas peaks in each region, illustrating how the samples may have higher or lower gas content than a reference sample (background spectrum).
Ideally, the high-frequency residuals of the corrected spectra (i.e., after subtracting the low-pass filtered versions of the spectra) should only contain measurement noise. However, upon closer inspection, these high-frequency residuals display some remaining systematic high-frequency patterns in three of the four gas-channel regions (Fig. 5a ). Therefore, a separate SVD of the residuals in each of these three regions was performed. The first component loading was extracted (Fig. 5b ) and these were projected (see, e.g., Martens and Naes 1989) 11 on the primary ''nuisance'' spectra. The orthogonalized residuals (Fig. 5b) were used as secondary loadings, i.e., secondary ''nuisance'' spectra (orthogonal to the already established ''nuisance'' spectra). They may account for deviations from the atmospheric spectra in Experiment 1, caused by the samples and the ATR device.
Indirect Gas Prediction Model. To what extent do the two different water vapor regions give similar estimates of water vapor concentration in a given sample's spectrum? Figure 6 shows various relationships between water vapor scores from regions 1 and 2, for components 1, 2, and 3, respectively, in Experiment 2. The top row shows the estimate from region 1 versus the estimate from region 2. Considering that the loading spectra for the first two (primary) components have been obtained from a rather different measurement situation (Experiment 1) than the present, the similarity between the scores from the two regions is good (as seen from the closeness to the diagonal where the abscissa equals the ordinate). Only a scaling difference is seen for the first component (Fig. 6a) , while an offset is seen for the second and much smaller component (Fig. 6b ). As the two regions resulted in rather similar scores in Experiment 1, the deviations seen for Experiment 2 (Figs. 6a and 6b ) may be related to the large differences between the spectra in the two experiments (of the empty sample compartment and of water on the ATR). Figure 6c shows that the two regional loading spectra for the third (secondary) components obtained in Experiment 2 reflect much of the same systematic variation phenomenon, presumably related to varying water vapor concentrations. Hence, the two wavenumber regions gave clearly related score estimates.
To prepare for a situation where protein and lipid signals make water vapor concentration estimation difficult in water vapor region 2, linear full-rank calibration models were established from the gas score estimates in Experiment 2 to predict the water vapor component scores in region 2 from those in region 1. (Region 1 is a region with only a few and relatively broad protein bands (e.g., amide A and amino acid NH stretch), which do not interfere with the gas score Fig. 5a for three gas regions (the two water regions and the main CO 2 region). (c) The secondary model spectra, obtained by orthogonalizing the spectra in Fig. 5b on the primary model spectra ( Figs. 2a-2d ).
FIG. 6. Score relationships for water vapor in Experiment 2. (Left, center, and right) Components 1, 2, and 3. (Top) Score estimate in region 1 (ordinate) versus score estimate in region 2 (abscissa). (Bottom) Score estimate in region 2, predicted from score estimates in region 1 (ordinate) versus score estimate in region 2 (abscissa). estimation.) The component scores in region 2 were regressed on to the component scores in region 1 by OLS regression. Figures 6d-6f show the prediction ability of the water vapor score models. For each of the three components in region 2 it seems that its water vapor scores can be successfully predicted from the water vapor scores in region 1, at least for these types of spectral measurements. The degree of over-fitting in the predicted scores in Figs. 6d-6f is considered negligible, since the number of observations (205) is far higher than the number of independent parameters (4) estimated for each component in Eq. 4.
Similar calibration models were developed for predicting CO 2 scores in the second CO 2 range from the first CO 2 range. However, the modeling of (small) CO 2 effects in the second range was less successful in this region. In fact, detailed modeling below about 856 cm À1 was found to be difficult due to large day-to-day instrument drift, which in turn probably is due to low lamp/detector signal strength in this region.
These calibration models to predict region 2 from region 1 for water vapor and CO 2 will be used in Experiment 4 to avoid confounding with proteins and lipids.
Experiment 3: Test of Model on Attenuated Total
Reflection-Fourier Transform Infrared Spectra of Aqueous Samples. Absorbance ATR-FT-IR spectra obtained on pure water dropping gradually from 21 to 10 8C are shown in Fig. 7a . The absorbance at 4000 cm À1 was subtracted from each spectrum to correct for irrelevant baseline variations. The gas peaks and the temperature effect on the water spectrum become apparent after mean centering each channel (Fig. 7b) . In Figs. 7c and 7d , the mean-centered and gas-corrected spectra (Eq. 7) are shown, based on two ways to perform the gas score. Figure 7e shows the gas component model spectra used. In Fig.  7d the estimate of gas component scores c i,j , j ¼ 1, 2, ... , 11 was based on the spectral second derivatives, as described by Eqs. 3, 4, and 5, respectively.
As one of many alternative estimation possibilities, in Fig.  7c the gas component score estimation was based directly on the least squares solution of Eq. 2, assuming non-gas contributions d ik to be negligible. For each gas type (water vapor, CO 2 ), the primary gas model component spectrum from its two regions (containing zero outside its region) was first summed into a common primary water vapor or CO 2 FIG. 7. Test of the gas model, using ATR-FT-IR spectra of pure water at different temperatures, obtained in Experiment 3. Raw absorbance spectra (a) before and (b) after mean centering. Mean-centered spectra after subtraction of gases, (c) estimated in raw absorbance and (d) in second derivative. (e) Gas model spectra. component spectrum. The same was done for the secondary components, resulting in a total of three water vapor component spectra and three CO 2 component spectra, i.e., J ¼ 6 in Eq. 2. The high amount of remaining water vapor in Fig.  7c illustrates the alias problem that can arise when basing the gas score estimation directly on the actual absorbance spectra instead of on their second derivatives. Compared to this, the gas correction based on estimation of gas scores in the second derivative ( Fig. 7d ) effectively eliminated the gas nuisance effects. Figure 8 illustrates the consequences for the subsequent data analysis when applying no gas correction or when using the two different approaches to the gas correction:
Simple PCA, i.e., SVD of the mean-centered spectra in Figs. 7b-7d, was used in order to extract the major systematic patterns of variation in the FT-IR spectra as the liquid water sample cooled from about 21 8C to about 10 8C. The PC loading spectra and the PC scores, both scaled by the size of the component, are shown on the left and right side, respectively, of Fig. 8 . One PC seems to dominate the data in all three cases. This variation is presumed to reflect the temperature-dependent changes between a weakly and a strongly hydrogen bonded state of liquid water.
The scores of the first PC are not affected by water vapor and CO 2 nuisances, as these are minor effects compared to the temperature-induced variation in liquid water. However, looking at the loading spectra (left-hand side of Fig. 8 ), which are intended to represent the effect of temperature on liquid water, these are strongly contaminated by irrelevant highfrequent water vapor signal in the case of the untreated data ( Fig. 8a ) and the over-simplified gas score estimation (Fig. 8c) .
It was not possible to use regression for estimation of the water temperature effect, since the precise temperatures were not known for these samples. Anyway, this approach would have been to no avail, as the temporal change in the temperature of the liquid water sample in the ATR is strongly confounded with the temporal change in water vapor concentration inside the instrument.
In contrast, the gas-corrected spectra based on secondderivative estimates (Fig. 7d) gave an estimated temperature effect on the liquid water ( Fig. 8e ) with little or no trace of the water vapor or CO 2 .
Experiment 4: Yeast Cell Culture Test Measurements. Figure 9 summarizes the effect of preprocessing on in situ spectra of the live cell culture of C. albicans, growing on the ATR surface. The absorbance spectra measured, A ¼ Àlog 10 (I(m)) ( Fig. 9a ) are rather similar to that of pure water (Fig. 7a ) except for a higher baseline at the lower wavenumbers. After having subtracted the mean of these spectra, Fig. 9b shows that the variation in this data set is dominated by irrelevant water vapor and CO 2 contributions, presumably from inside the FT-IR instrument, plus a weaker variation around 1000 cm À1 from the samples themselves.
The concentrations of the water vapor and CO 2 components were estimated in second derivative in the upper wavenumber regions (above 2200 cm À1 ) but not in the lower wavenumber regions (below 2200 cm À1 ), for fear that informative, highfrequent signals from proteins, etc., might be lost. Instead, the scores in the lower wavenumber region were predicted from those in the upper region by the calibration models obtained in Experiment 2 (Fig. 6 ).
The second row in Fig. 9 shows the gas-corrected absorbance spectra before and after mean centering. (The wavenumbers below 856 cm À1 were weighted to zero because the measurements were considered unreliable in this region.) Apparently, most of the water vapor and CO 2 contributions have been removed, revealing other systematic variation patterns in several regions. However, some minor gas (especially CO 2 ) contributions are still evident. Therefore, to further reduce the CO 2 effect, each spectrum was linearly interpolated locally under the CO 2 peak, i.e., from 2442 cm À1 to 2208 cm À1 . Moreover, the light scattering of the C. albicans suspension may be expected to change with growth time. Light scattering effects in the spectra may result from changes in refractive index of the sample over time. As the refractive index affects the penetration depth of the IR light, this variation may cause multiplicative scaling effects. Also, additive baseline effects appear. For removal of this physical variation, the spectra were subjected to EMSC. The wavenumber regions between 1582 and 1453 cm À1 were down-weighted by a factor of 0.01 in the EMSC parameter estimation in order to suppress the effects of the clear sample absorbance variations in this region, presumably due to proteins, lipids, etc. The region below 856 cm À1 was likewise down-weighted due to instrument variations and low signal/noise in this region. For catching the multiplicative light scattering effect and additive baseline variations, each spectrum was approximated by the mean spectrum from Fig. 9c plus a second-degree polynomial in the wavenumber domain. The estimated polynomial baseline effects were subtracted and the result divided by the estimated multiplicative light scattering parameter. The corrected spectra, which are shown in the bottom of Fig. 9 , display many regions with chemical variations.
Each of the three data matrices displayed in Figs. 9b, 9d , and 9f were submitted to PCA. The loading and score vectors are shown in the left and center parts of Fig. 10 , while the two first PC scores are plotted against each other in the right part of the figure. The untreated absorbance data (row 1) give PCA loading vectors dominated by irrelevant gas contributions. Hence, the obtained scores probably reflect the trivial purging of gases. After removal of the gas absorptions (row 2), their contributions to the loadings are greatly reduced, and the loadings now show peaks from the chemical constituents. Thus, the scores reflect chemical changes during the cell growth, but also physical changes, and the jumps observed in the score plots are probably related to some physical measurement variations. The additional step for removal of remaining CO 2 and light scattering effects (row 3) causes the scores to show much smoother development over time. Thus, it seems that the physical variations have been removed in this step, leaving mainly chemical information, and the course of the scores may reflect two growth phases: an initial fast and a final slower phase.
DISCUSSION
The above-presented preprocessing approach appears suitable for reducing the atmospheric contributions to ATR-FT-IR spectra, thereby facilitating the analysis of the interesting variations in the samples. As seen from the conventional water vapor indices in Table II , and as shown above, the empirical gas model was able to effectively reduce the contaminating water vapor patterns, even in the spectra of C. albicans, which are very different from the calibration spectra. Interestingly, correction of the C. albicans spectra caused the largest decrease in the water vapor index (Table II) . Likewise, in Fig. 9 is seen a tremendous effect of removing the gas contributions from the C. albicans spectra. After the correction, the scores in the first three principal components are no longer influenced by the gases, and it is possible that they could be used for modeling growth dynamics of C. albicans. In contrast, without such removal of the gas absorptions, many more principal components would be needed in this modeling and the interesting loadings would contain more noise and irrelevant phenomena. In addition, if purging rate and growth rate were the same, it could be hard to obtain chemical information about the samples from the loading plots, as these would also contain the gas signatures.
The subtraction of atmospheric absorptions in FT-IR spectra is a necessity in protein secondary structure analyses that are based on the amide I band (1700-1600 cm À1 ). In order to ensure correct amide I band assignments, the overlapping water vapor band needs to be almost completely eliminated prior to the analysis. 5 Thus, mathematical treatments for removal of the water vapor spectrum have been proposed, and in many cases, the algorithms are included in the spectroscopic software. The method proposed here is thought to improve the amide I analysis considerably, as it reduces the high-frequent bands in the amide I region of the second-derivative water spectra.
The water vapor peaks are relatively narrow compared to our spectral resolution. In the two vapor regions the average width of visually discernible peaks was found to be about 14 cm À1 . So with our 4 cm À1 wavenumber resolution, there are only two or three clear spectral readings per vapor peak. Under these conditions an accurate modeling of the water vapor requires a very stable instrument. According to the results of Goormaghtigh et al., 12 using a nominal resolution of 0.5 cm À1 would likely improve the gas removal. However, this would increase the noise and the measurement time. Thus, we use a resolution that is commonly used for measurements of biological samples.
Temperature variations in the measurement chamber may contribute to some variation in the gas spectra, as the populations of molecules occupying the higher rotational levels become increased at the expense of others with increasing temperature. 4 This causes the maximum of the two branches to move further away from the center of the rotationvibration band. In addition, temperature-and pressure-dependent line broadening effects arise. 4 However, the small variations around room temperature that are commonly found between measurement days are believed to cause only minor temperature effects in the gas spectra. In addition, the calibration samples are expected to cover some temperature variations, due to the different temperatures of the ATR cell (up to 60 8C) in the calibration measurements. However, the performance of the preprocessing tool at very different temperatures was not tested.
Free Matlab (TM) software code for establishing and using a model of ''nuisance'' contributions from water vapor and CO 2 in IR spectra can be downloaded at www.umb.no/specmod, where the actual values of the gas component spectra obtained in the present paper can also be found. The methods presented here are considered rather generic. But the gas component spectrum values are considered valid only for the present type of ATR-FT-IR measurements in our Bruker instrument; before they can be used in another experimental setup, they may need substantial calibration transfer modification.
