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methodAbstract In this paper, a mixed finite difference method is proposed to solve singularly perturbed
differential difference equations with mixed shifts, solutions of which exhibit boundary layer beha-
viour at the left end of the interval using domain decomposition. A terminal boundary point is
introduced into the domain, to decompose it into inner and outer regions. The original problem
is reduced to an asymptotically equivalent singular perturbation problem and with the terminal
point the singular perturbation problem is treated as inner region and outer region problems
separately. The outer region and the modified inner region problems are solved by mixed finite
difference method. The method is repeated for various choices of the terminal point. To validate
the computational efficiency of the method model examples have been solved for different values
of perturbation, delay and advanced parameters. Convergence of the proposed scheme has also
been investigated.
 2016 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In recent years, the studies of differential difference equations,
i.e., equations containing shifts of the unknown function andits derivatives have developed very rapidly and intensively
[1–3]. Problems involving these equations arise in studies of
control theory [4], in determining the expected time for the
generation of action potentials in nerve cells by random synap-
tic inputs in dendrites [5], in the modelling of activation of a
neuron [6] and many more. Over the last few decades lot of
research work has been carried out in obtaining the numerical
solutions to these differential difference equations, to mention
a few are Lange and Miura [7–9], Kadalbajoo and Sharma
[10–13], Kumara Swamy et al. [14], Nageshwar Rao and
Pramod Chakravarthy [15] and many more.
In this paper, a domain decomposition method is presented
for the solution of singularly perturbed differential difference
equations with mixed shifts i.e., the delay and the advancedomain
2 L. Sirisha et al.terms, solutions of which exhibit boundary layer behaviour at
the left end of the interval. In Section 2, description of the
problem is given. In Section 3, terminal boundary condition,
inner and outer region problems are defined and also numeri-
cal scheme is derived to solve inner and outer region problems.
Convergence of the method is discussed in Section 4. Numer-
ical examples and results to support the method are given in
Section 5. Discussions and conclusion are given in final
section.
2. Description of the problem
We consider singularly perturbed differential-difference equa-
tion with small shifts, the delay as well as the advance terms
of the form:
ey00ðxÞ þ aðxÞy0ðxÞ þ bðxÞyðx dÞ þ cðxÞyðxÞ
þ dðxÞyðxþ gÞ ¼ fðxÞ; 0 < x < 1 ð1Þ
subject to the boundary conditions
yðxÞ ¼ /ðxÞ; on  d 6 x 6 0 ð2Þ
yðxÞ ¼ cðxÞ; on 1 6 x 6 1þ g ð3Þ
where aðxÞ; bðxÞ; cðxÞ; dðxÞ; fðxÞ; /ðxÞ and cðxÞ are
bounded and continuously differentiable functions on (0,1), e
is the singular perturbation parameter (0 < e << 1), d and g
are the delay and the advance parameters respectively
(0 < d ¼ oðeÞ; 0 < g ¼ oðeÞ).
Using Taylor series expansion in the neighbourhood of the
point x, we have
yðx dÞ  yðxÞ  dy0ðxÞ ð4Þ
yðxþ gÞ  yðxÞ þ gy0ðxÞ ð5Þ
On substituting Eqs. (4) and (5) into Eq. (1), we get an asymp-
totically equivalent singular perturbation problem of the form:
ey00ðxÞ þ qðxÞy0ðxÞ þ rðxÞyðxÞ ¼ fðxÞ ð6Þ
with boundary conditions
yð0Þ ¼ /ð0Þ ð7Þ
yð1Þ ¼ cð1Þ ð8Þ
where qðxÞ ¼ aðxÞ  dbðxÞ þ gbðxÞ and rðxÞ ¼ bðxÞ þ cðxÞþ
dðxÞ:
Since 0 < d << 1 and 0 < g << 1, the transition from
Eqs. (1)–(6) is admissible. For more details on the validity of
this transition one can refer El’sgol’ts and Norkin [3]. Thus,
the solution of Eq. (6) will provide a good approximation to
the solution of Eq. (1).
In general, the solution of problem (1)–(3) exhibits bound-
ary layer behaviour at one end of the interval [0,1] depending
on the sign of qðxÞ ¼ aðxÞ  dbðxÞ þ gbðxÞ. Here, we have con-
sidered the problems whose solution exhibits layer behaviour
on the left side of the interval. We assume that
rðxÞ¼ bðxÞþ cðxÞþdðxÞ6 0, qðxÞ ¼ aðxÞ  dbðxÞ þ gbðxÞP
M > 0 throughout the interval [0,1], where M is some con-
stant. Under these assumptions, Eq. (1) has a solution yðxÞ
which in general, exhibits a boundary layer on the left end of
the underlying interval.Please cite this article in press as: Sirisha L et al., Mixed ﬁnite diﬀerence method for s
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Now, we divide the problem into two, the inner region and the
outer region problems. Let xp be the terminal point or thick-
ness of the inner region, with 0 < xp << 1. Then the inner
and outer region problems are defined on 0 6 x 6 xp and
xp 6 x 6 1 respectively. To obtain the boundary condition at
xp, we solve the reduced problem with an appropriate bound-
ary condition. The reduced problem of (6) is
qðxÞy0ðxÞ þ rðxÞyðxÞ ¼ fðxÞ ð9Þ
with
yð1Þ ¼ cð1Þ ð10Þ
Let yðxpÞ be the (analytical or numerical) solution of the
reduced problem. At the terminal point x ¼ xp, the terminal
boundary condition is yðxpÞ ¼ k (say).
By using the terminal boundary condition, the outer region
problem is as follows:
ey00ðxÞ þ qðxÞy0ðxÞ þ rðxÞyðxÞ ¼ fðxÞ; xp 6 x 6 1 ð11Þ
with
yðxpÞ ¼ k ð12Þ
yð1Þ ¼ cð1Þ ð13Þ
By solving the second order singular perturbation problem Eq.
(11) with conditions (12), (13), we get the solution yðxÞ over
the region ½xp; 1. Since the terminal point xp is common to
both the inner and outer regions, the inner region problem is
as follows:
ey00ðxÞ þ qðxÞy0ðxÞ þ rðxÞyðxÞ ¼ fðxÞ; 0 6 x 6 xp ð14Þ
with
yð0Þ ¼ /ð0Þ ð15Þ
yðxpÞ ¼ k ð16Þ
To solve the inner region problem, Eqs. (14)–(16), we choose
the transformation
t ¼ x
e
ð17Þ
When the solution yðxÞ is considered as a function of the
stretched variable ‘t’, which magnifies the boundary layer
region, then any rapid variation that might be exhibited by
the solution can be eliminated. By using Eq. (17), the functions
in Eq. (14) are transformed as follows:
yðxÞ ¼ yðteÞ ¼ YðtÞ ð18Þ
y0ðxÞ ¼ y
0ðteÞ
e
¼ Y
0ðtÞ
e
ð19Þ
y00ðxÞ ¼ y
00ðteÞ
e2
¼ Y
00ðtÞ
e2
ð20Þ
qðxÞ ¼ qðteÞ ¼ QðtÞ ð21Þ
rðxÞ ¼ rðteÞ ¼ RðtÞ ð22Þ
fðxÞ ¼ fðteÞ ¼ FðtÞ ð23Þ
On substituting Eqs. (18)–(23) into Eq. (14), the new inner
region problem is formulated into an asymptotically equiva-
lent two-point boundary value problem of the form:
Y00ðtÞ þQðtÞY0ðtÞ þ eRðtÞYðtÞ ¼ eFðtÞ; 0 6 t 6 tp ð24Þingularly perturbed diﬀerential diﬀerence equations with mixed shifts via domain
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Yð0Þ ¼ /ð0Þ ð25Þ
YðtpÞ ¼ yðxpÞ ¼ k ð26Þ
where tp ¼ xpe . Solving this new inner region problem (24)–(26),
we obtain the solutions over the interval 0 6 t 6 tp.
Mixed finite difference method has been derived to solve
the Eq. (11) with Eqs. (12), (13) (outer region problem) and
Eq. (24) with Eqs. (25) and (26) (inner region problem). In fact,
any standard analytical or numerical method can be used.
Finally, we combined the solutions of both the inner region
defined on 0 6 x 6 xp and outer region defined on
xp 6 x 6 1 problems to get the approximate solution of the
original problem, Eqs. (1)–(3), over the interval 0 6 x 6 1.
For various choices of xp (the terminal point), the numeri-
cal scheme is repeated, until the solution profiles stabilize from
iteration to iteration. For computational point of view, we
used an absolute error criterion
jymþ1ðxÞ  ymðxÞj 6 r 0 6 x 6 xp ð27Þ
where ymðxÞ= the solution for the mth iterate of xp and
r= the prescribed tolerance bound.
Discretizing the interval ½xp; 1 into N nodal points each of
length h with xp ¼ x0 < x1 < x2 < . . . < xN ¼ 1, xi ¼ xp þ ih
for i ¼ 0; 1; 2; . . . ;N, we set up the difference equation of the
outer region problem given by Eqs. (11)–(13). For simplicity,
let qðxiÞ ¼ qi, rðxiÞ ¼ ri, fðxiÞ ¼ fi, yðxpÞ ¼ y0, yðxiÞ ¼ yi,
yðxi þ hÞ ¼ yiþ1, yðxi  hÞ ¼ yi1, y0ðxiÞ ¼ y0i, y00ðxiÞ ¼ y00i , etc.
By Numerov method, we have
yi1  2yi þ yiþ1 ¼
h2
12
ðy00i1 þ 10y00i þ y00iþ1Þ þOðh6Þ ð28Þ
Now, we extend this method for second order singular
perturbation problem, where the first order derivatives, y0iþ1,
y0i1, using non symmetric finite differences are given as
follows:
y0iþ1 
yi1  4yi þ 3yiþ1
2h
þOðh2Þ ð29aÞ
y0i1 
3yi1 þ 4yi  yiþ1
2h
þOðh2Þ ð29bÞ
and y0i by mixed finite difference scheme using central and
upwind finite differences:
y0i ¼ a
yiþ1  yi1
2h
 
þ ð1 aÞ yiþ1  yi
h
 
with a ¼ 1
2
gives
y0i 
3yiþ1  2yi  yi1
4h
þOðhÞ ð29cÞ
From the Eq. (11), we have
ey00iþ1 ¼ qiþ1y0iþ1  riþ1yiþ1 þ fiþ1 ð30aÞ
ey00i ¼ qiy0i  riyi þ fi ð30bÞ
ey00i1 ¼ qi1y0i1  ri1yi1 þ fi1 ð30cÞ
On substituting Eqs. (29a)–(29c) and Eqs. (30a)–(30c) in
Eq. (28) and simplifying, we getPlease cite this article in press as: Sirisha L et al., Mixed ﬁnite diﬀerence method for si
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yi1  2yi þ yiþ1
h2
 
þ ai1
24h
ð3yi1 þ 4yi  yiþ1Þ
þ 10ai
48h
ð3yiþ1  2yi  yi1Þ þ
aiþ1
24h
ðyi1  4yi þ 3yiþ1Þ
þ bi1
12
yi1 þ
10bi
12
yi þ
biþ1
12
yiþ1 ¼
ðfi1 þ 10fi þ fiþ1Þ
12
ð31Þ
Now, on rearranging Eq. (31) a three term recurrence relation
is obtained given as follows:
Eiyi1  Fiyi þ Giyiþ1 ¼ Hi; i ¼ 1; 2; . . . ;N 1 ð32Þ
where
Ei ¼ eh2  3ai124h þ bi112 þ
aiþ1
24h
 5ai
24h
Fi ¼ 2eh2  4ai124h  10bi12 þ
4aiþ1
24h
þ 10ai
12h
Gi ¼ eh2  ai124h þ
biþ1
12
þ 15ai
24h
þ 3aiþ1
24h
Hi ¼ 112 ðfi1 þ 10fi þ fiþ1Þ
The resulting tri-diagonal system is solved by the tridiagonal
solver, Thomas algorithm.
Similarly, to set up equation for the inner region problem,
given by Eqs. (24)–(26), we discretized the interval 0 6 t 6 tp
into N subintervals of equal mesh length h ¼ tp0
N
with mesh
points 0 ¼ t0 < t1 < t2; . . . ; tN ¼ tp. Following the analogous
procedure as in Eqs. (28)–(30), we obtain the three term
recurrence relation for the inner region as follows:
eEiyi1  eFiyi þ eGiyiþ1 ¼ eHi; i ¼ 1; 2; . . . ;N 1 ð33Þ
where
eEi ¼ 1h2  3Qi124h þ eRi112 þ Qiþ124h  5Qi24heFi ¼ 2h2  4Qi124h  10eRi12 þ 4Qiþ124h þ 10Qi12heGi ¼ 1h2  Qi124h þ eRiþ112 þ 15Qi24h þ 3Qiþ124heHi ¼ e12 ðFi1 þ 10Fi þ Fiþ1Þ
This resulting tri-diagonal system is easily solved by Thomas
algorithm.
4. Convergence analysis
Writing the tri-diagonal system Eq. (32) in matrix–vector
form, we get
AY ¼ C ð34Þ
in which A ¼ ðmijÞ; 1 6 i; j 6 N 1 is a tri-diagonal matrix of
order N  1, with
miiþ1 ¼ eh2  ai124h þ 10ai12h þ
3aiþ1
24h
þ biþ1
12
mii ¼ 2eh2 þ 4ai124h  10ai12h 
4aiþ1
24h
þ 10bi
12
mii1 ¼ eh2  3ai124h þ
aiþ1
24h
þ bi1
12
and C= (di) is a column vector with di ¼ 112 ðfi1 þ 10fi þ fiþ1Þ
where i ¼ 1; 2; . . . ;N 1 with local truncation error
TiðhiÞ ¼ h 10
24
aiy
00
i þOðh2Þ ð35Þ
i.e., truncation error in the difference scheme is of OðhÞ.
We also have
AY TðhÞ ¼ C ð36Þngularly perturbed diﬀerential diﬀerence equations with mixed shifts via domain
4 L. Sirisha et al.where Y ¼ ðy0; y1; . . . ; yNÞT and TðhÞ ¼ ðT0ðhÞ;T1ðhÞ; . . . ;
TNðhÞÞT denote the actual solution and the local truncation
error respectively.
From Eqs. (34) and (36), we get
AðY YÞ ¼ TðhÞ ð37Þ
Thus the error equation is
AE ¼ TðhÞ ð38Þ
where E ¼ Y Y ¼ ðe0; e1; e2; . . . ; eNÞT.
Let the ith row elements sum of matrix A, be Si, then we
have
Si ¼
XN1
j¼1
mij ¼ e
h2
þ 3ai1
24h
 aiþ1
24h
þ biþ1
12
þ 10bi
12
for i ¼ 1
Si ¼
XN1
j¼1
mij ¼ bi þOðh2Þ ¼ Bi0 ; for i ¼ 2; 3; . . . ;N 2
Si ¼
XN1
j¼1
mij ¼ e
h2
þ 1
24h
ðai1  3aiþ1Þ þ 1
12
ðbi1 þ 10biþ1Þ;
for i ¼ N 1
For a given h, the matrix A is irreducible and monotone, since
0 < e << 1 and d ¼ oðeÞ.
Then, it follows that A1 exists and its elements are non
negative.
Hence from Eq. (38), we get
E ¼ A1TðhÞ ð39Þ
and
kEk 6 kA1k:kTðhÞk ð40Þ
Let mki be the ðk; iÞth element of A1. From the theory of matri-
ces we have
XN1
i¼1
mk;iSi ¼ 1; k ¼ 1; 2; . . . ;N 1 ð41Þ
since mki P 0 (i.e., the elements of A are non negative).
Therefore,
XN1
i¼1
mk;i 6
1
min Si
16i6N1
¼ 1
Bio
6 1jBio j
ð42Þ
for some i0 between 1 and N  1 and Bio ¼ bi.
We define kA1k ¼ max16k6N1
PN1
i¼1 j mkij and kTðhÞk ¼
max16i6N1 jTiðhÞj.
From (35), (39), (40) and (42), we get ej ¼
PN1
i¼1 mkiTiðhÞ;
j ¼ 1; 2; 3; . . . ;N 1
which implies ej 6
Kh
jbij ð43Þ
where K ¼ 10
24
aiy
00
i .
Therefore, using Eq. (43) we have kEk ¼ OðhÞ
i.e., our method reduces to a first order convergent on
uniform mesh.Please cite this article in press as: Sirisha L et al., Mixed ﬁnite diﬀerence method for s
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The proposed method is validated on examples of the type
given by Eqs. (1)–(3) with left-end boundary layer. The exact
solution of singularly perturbed differential-difference
equation:
ey00ðxÞ þ aðxÞy0ðxÞ þ bðxÞyðx dÞ þ dðxÞyðxÞ þ cðxÞyðxþ gÞ
¼ fðxÞ; 0 < x < 1
under the boundary conditions
yðxÞ ¼ /ðxÞ; on  d 6 x 6 0
yðxÞ ¼ cðxÞ; on 1 6 x 6 1þ g
with constant coefficients is given by:
yðxÞ ¼ c1em1x þ c2em2x þ f=c ð44Þ
where
c1 ¼ ½fþ cc3 þ e
m2 ðf /c3Þ
½ðem1  em2Þc3 ;
c2 ¼ ½f cc3 þ e
m1ðfþ /c3Þ
½ðem1  em2Þc3
m1 ¼
½ða bdþ dgÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða bdþ dgÞ2  4ec3
q

2e
;
m2 ¼
½ða bdþ dgÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða bdþ dgÞ2  4ec3
q

2e
;
c3 ¼ ðbþ cþ dÞ
Example 1. Consider the singularly perturbed differential-
difference equation with left end boundary layer:
ey00ðxÞ þ y0ðxÞ þ 2yðx dÞ  3yðxÞ ¼ 0
The numerical results are presented in Tables 1 and 2 for
e= 103, 104 and different values of delay and advance
parameters respectively. The effect of the small parameters,
namely the delay parameter d and advance parameter g, on
the boundary layer solutions has been presented in Fig. 1.
Example 2. Consider the singularly perturbed differential-
difference equation with left end boundary layer:
ey00ðxÞ þ y0ðxÞ  3yðxÞ þ 2yðxþ gÞ ¼ 0
The numerical results are presented Tables 3 and 4 for
e= 103, 104 and different values of delay and advance
parameters respectively. The effect of the small parameters,
namely the delay parameter, d and advance parameter, g, on
the boundary layer solutions has been presented in Fig. 2.
Example 3. Consider the singularly perturbed differential-
difference equation with left end boundary layer:
ey00ðxÞ þ y0ðxÞ  2yðx dÞ  5yðxÞ þ yðxþ gÞ ¼ 0ingularly perturbed diﬀerential diﬀerence equations with mixed shifts via domain
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Table 1 Numerical results of Example 1 for e ¼ 103 with d ¼ 0:1e.
x tp = 10 tp = 20 tp = 30 Exact sol.
y(x) y1(x) [16] y(x) y1(x) [16] y(x) y1(x) [16]
0.0000 1.000000 1.0000000 1.000000 1.0000000 1.000000 1.0000000 1.00000
0.0002 0.885400 0.8891662 0.8854318 0.8863916 0.885445 0.8856926 0.885445
0.0004 0.791604 0.7984523 0.791657 0.7934058 0.791685 0.7921346 0.791692
0.0006 0.714839 0.7242065 0.714906 0.7173000 0.714933 0.7155601 0.714965
0.0008 0.652015 0.6634415 0.652089 0.6550117 0.652119 0.6528881 0.652175
0.0100 0.371650 0.3925705 0.371682 0.3771362 0.371684 0.3732482 0.372046
0.0200 0.375384 0.3819092 0.375387 0.3779721 0.375752
0.0300 0.3790096 0.3828013 0.3793767
0.1000 0.406867 0.4072314 0.406857 0.4072314 0.406861 0.4072314 0.406852
0.2000 0.449616 0.4500288 0.449636 0.4500288 0.449630 0.4500288 0.4496217
0.4000 0.549061 0.5495898 0.549106 0.5495898 0.549732 0.5495898 0.549066
0.6000 0.670568 0.6711769 0.670516 0.6711769 0.671069 0.6711769 0.670505
0.8000 0.818882 0.8196632 0.818850 0.8196632 0.818888 0.8196632 0.818884
0.9000 0.904921 0.9058052 0.904948 0.9058052 0.904880 0.9058052 0.904878
1.0000 1.000000 1.0000000 1.000000 1.0000000 1.000000 1.0000000 1.000000
Remark: y1 is the solution by Gemechis and Reddy [16].
The underline indicates the solution at the terminal boundary point in the inner region.Hence, the solution is upto that point only in the inner region.
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.4
0.5
0.6
0.7
0.8
0.9
1
x
y
 
 
tp=30
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Exact solution
Figure 1 Inner layer solutions of Example 1 for e ¼ 0:001, d ¼ 0:1e ¼ g and different terminal points.
Table 2 Numerical results of Example 1 for e ¼ 104 with d ¼ 0:1e ¼ g.
x tp = 10 tp = 20 tp = 30 Exact sol.
y(x) y1(x) [16] y(x) y1(x) [16] y(x) y1(x) [16]
0.00000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
0.00002 0.885411 0.889053 0.885418 0.886319 0.885420 0.885664 0.885420
0.00004 0.791596 0.798220 0.791609 0.793246 0.791611 0.792055 0.791613
0.00006 0.714788 0.723852 0.714807 0.717045 0.714809 0.715414 0.714813
0.00008 0.651906 0.662965 0.651928 0.654657 0.651930 0.652666 0.651936
0.00100 0.368240 0.388117 0.368268 0.373027 0.368268 0.369410 0.368305
0.00200 0.368608 0.374089 0.368608 0.370467 0.368645
0.00300 0.368977 0.371570 0.369014
0.10000 0.406600 0.406657 0.406602 0.406657 0.406602 0.406657 0.406601
0.20000 0.449361 0.449415 0.449361 0.449415 0.449359 0.449415 0.449358
0.40000 0.548839 0.548890 0.548841 0.548890 0.548841 0.548890 0.548840
0.60000 0.670342 0.670384 0.670344 0.670384 0.670346 0.670384 0.670345
0.80000 0.818744 0.818770 0.818745 0.818770 0.818750 0.818770 0.818750
0.90000 0.904844 0.904859 0.904845 0.904859 0.904848 0.904859 0.904848
1.00000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
The underline indicates the solution at the terminal boundary point in the inner region.Hence, the solution is upto that point only in the inner region.
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Table 3 Numerical results of Example 2 for e ¼ 103 with g ¼ 0:1e.
x tp = 10 tp = 20 tp = 30 Exact sol.
y(x) y1(x) [16] y(x) y1(x) [16] y(x) y1(x) [16]
0.0000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000
0.0002 0.8854001 0.8898741 0.8854318 0.8877456 0.8854450 0.8877023 0.8854454
0.0004 0.7916049 0.7997113 0.7916578 0.7958402 0.7916795 0.7957615 0.7916920
0.0006 0.71483984 0.7258931 0.7149062 0.7205952 0.7149329 0.7204876 0.7149649
0.0008 0.65201515 0.6654564 0.6520894 0.6589903 0.6521187 0.6588590 0.6521745
0.0100 0.37165025 0.3926501 0.3716825 0.3809045 0.3716843 0.3806655 0.3720457
0.0200 0.3753847 0.3819941 0.3753865 0.3817548 0.3757517
0.0300 0.3791565 0.3828873 0.3795235
0.1000 0.407094 0.4073182 0.407044 0.4073182 0.407047 0.4073182 0.407045
0.2000 0.449804 0.4501143 0.449824 0.4501143 0.449818 0.4501143 0.449751
0.4000 0.549247 0.5496684 0.549292 0.5496684 0.549259 0.5496684 0.549185
0.6000 0.670741 0.6712409 0.670689 0.6712409 0.670512 0.6712409 0.670668
0.8000 0.819028 0.8197021 0.818996 0.8197021 0.819033 0.8197021 0.818943
0.9000 0.905047 0.9058264 0.905073 0.9058264 0.905004 0.9058264 0.904955
1.0000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000
The underline indicates the solution at the terminal boundary point in the inner region.Hence, the solution is upto that point only in the inner region.
Table 4 Numerical results of Example 2 for e ¼ 104 with g ¼ 0:1e.
x tp = 10 tp = 20 tp = 30 Exact sol.
y(x) y1(x) [16] y(x) y1(x) [16] y(x) y1(x) [16]
0.0000000 1.000000 1.0000000 1.000000 1.0000000 1.000000 1.0000000 1.000000
0.0000200 0.885409 0.8891366 0.885417 0.8864011 0.885418 0.8857456 0.885418
0.0000400 0.791594 0.7983701 0.791607 0.7933951 0.791609 0.7922027 0.791611
0.0000600 0.714787 0.7240578 0.714805 0.7172490 0.714808 0.7156171 0.714811
0.0000800 0.651905 0.6632162 0.651927 0.6549061 0.651929 0.6529145 0.651935
0.0010000 0.368254 0.3885801 0.368283 0.3734850 0.368283 0.3698667 0.368320
0.0020000 0.368623 0.3745477 0.368623 0.3709251 0.368660
0.0030000 0.368992 0.3720278 0.369028
0.1000000 0.406622 0.4071122 0.406621 0.4071122 0.406621 0.4071122 0.406616
0.2000000 0.449382 0.4498618 0.449380 0.4498618 0.449378 0.4498618 0.449363
0.4000000 0.548863 0.5492994 0.548859 0.5492994 0.548859 0.5492994 0.548853
0.6000000 0.670373 0.6707174 0.670368 0.6707174 0.670363 0.6707174 0.670356
0.8000000 0.818775 0.8189732 0.818768 0.8189732 0.818765 0.8189732 0.818756
0.9000000 0.904866 0.9049717 0.904866 0.9049717 0.904860 0.9049717 0.904851
1.0000000 1.000000 1.0000000 1.000000 1.0000000 1.000000 1.0000000 1.000000
The underline indicates the solution at the terminal boundary point in the inner region.Hence, the solution is upto that point only in the inner region.
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Figure 2 Inner layer solutions of Example 2 for e ¼ 0:0001,
d ¼ 0:1e ¼ g and different terminal points.
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e= 103, 104 and different values of delay and advance
parameters respectively. The effect of the small parameters,
namely the delay parameter, d and advance parameter, g, on
the boundary layer solutions has been presented in Fig. 3.6. Discussions and conclusion
A domain decomposition method has been presented for solv-
ing singularly perturbed differential difference equations with
mixed shifts, solutions of which exhibit boundary layer beha-
viour at left end of the interval. Initially, these domain decom-
position methods were introduced by Prandtl for singular
perturbation problems. These techniques are essential to know
the behaviour of the solution, especially in the boundary layer.
In this paper, we have extended these domain decomposition
methods for solving singularly perturbed differential-
difference equations. Non symmetric finite differences andingularly perturbed diﬀerential diﬀerence equations with mixed shifts via domain
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Table 5 Numerical results of Example 3 for e ¼ 103 with d ¼ 0:1e ¼ g.
x tp = 10 tp = 20 tp = 25 Exact sol.
y(x) y1(x) [16] y(x) y1(x) [16] y(x) y1(x) [16]
0.000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000
0.0002 0.8181791 0.8208835 0.8182274 0.8190290 0.8182274 0.8186693 0.8181620
0.0004 0.6694993 0.6743861 0.6695796 0.6710132 0.6696130 0.6703587 0.6694756
0.0006 0.5479197 0.5545692 0.5480202 0.5499527 0.5480612 0.5490565 0.5478969
0.0008 0.4485009 0.4565743 0.4486129 0.4509386 0.4486577 0.4498444 0.4484837
0.0100 0.0026382 0.0171680 0.0026819 0.0065311 0.0026824 0.0044664 0.0027752
0.0200 0.0028013 0.0068309 0.0028018 0.0046571 0.0029006
0.0300 0.00300228 0.0049032 0.0031070
0.1000 0.0046823 0.0046968 0.0046816 0.0046968 0.0046818 0.0046968 0.0046755
0.2000 0.0084982 0.0085266 0.0084954 0.0085266 0.0084946 0.0085266 0.0084839
0.4000 0.0279938 0.0281015 0.0279908 0.0281015 0.0279970 0.0281015 0.0279664
0.6000 0.0922132 0.0926154 0.0922244 0.0926154 0.0922202 0.0926154 0.0921350
0.8000 0.3037560 0.3052365 0.3038623 0.3052365 0.3037660 0.3052365 0.3035375
0.9000 0.5513032 0.5541317 0.5513981 0.5541317 0.5514702 0.5541317 0.5511026
1.0000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000
The underline indicates the solution at the terminal boundary point in the inner region.Hence, the solution is upto that point only in the inner region.
Table 6 Numerical results of Example 3 for e ¼ 104 with d ¼ 0:1e ¼ g.
x tp = 10 tp = 20 tp = 30 Exact sol.
y(x) y1(x) [16] y(x) y1(x) [16] y(x) y1(x) [16]
0.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000
0.0000200 0.8190719 0.8217893 0.8190841 0.8198857 0.8190862 0.8195039 0.8190776
0.0000400 0.6709589 0.6758847 0.6709803 0.6724228 0.6709836 0.6717284 0.6709699
0.0000600 0.5497091 0.5564294 0.5497375 0.5516915 0.5497416 0.5507411 0.5497251
0.0000800 0.4504504 0.4586279 0.4504840 0.4528452 0.4504885 0.4516852 0.4504710
0.0010000 0.0024942 0.0169474 0.0025392 0.0064431 0.0025393 0.0043361 0.0025482
0.0020000 0.0025092 0.0064169 0.0025092 0.0043036 0.0025182
0.0030000 0.0025267 0.0043166 0.0025358
0.1000000 0.0045333 0.0045280 0.0045330 0.0045280 0.0045330 0.0045280 0.0045323
0.2000000 0.0082566 0.0082482 0.0082564 0.0082482 0.0082562 0.0082482 0.0082551
0.4000000 0.0273914 0.0273696 0.0273905 0.0273696 0.0273904 0.0273696 0.0273874
0.6000000 0.0908714 0.0908196 0.0908675 0.0908196 0.0908638 0.0908196 0.0908606
0.8000000 0.3014668 0.3013628 0.3014512 0.3013628 0.3014450 0.3013628 0.3014397
0.9000000 0.5490925 0.5489652 0.54906188 0.5489652 0.5490401 0.5489652 0.5490353
1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 1.0000000
The underline indicates the solution at the terminal boundary point in the inner region.Hence, the solution is upto that point only in the inner region.
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Figure 3 Inner layer solutions of Example 3 for e ¼ 0:001,
d ¼ 0:1e ¼ g and different terminal points.
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ences) have been applied for the first derivate approximations,
in addition to the Numerov scheme. Both the inner and outer
regions have been solved using the proposed mixed finite dif-
ference method. The method is iterative on the terminal point
xp and the process is repeated for different values of xp (the ter-
minal point which is not unique), until the solution profile sta-
bilizes in both the inner and outer regions. Convergence of the
method has also been established. The numerical results have
been tabulated and compared with the exact solutions (Tables
1–6). For the validation of the proposed scheme, the numerical
solutions are compared with the results of Gemechis and
Reddy [4], for d ¼ 0:1e ¼ g; d ¼ 0:5e ¼ g and different values
of e. Although the solutions are computed at all the points with
mesh size h, only few values have been reported. Further, the
inner layer solutions for different values of the terminal points
and perturbation parameter e have been presented in graphs
(Graphs 1–3). It can be observed from the tables and thengularly perturbed diﬀerential diﬀerence equations with mixed shifts via domain
8 L. Sirisha et al.graphs that the present method approximates the exact solu-
tion very well. The present method is simple, easy and efficient
technique for solving singularly perturbed differential-
difference equations. In fact, our method helps us to know
the behaviour of the solution in the boundary layer (inner
region) (from Figs. 1–3) with hP e, where the existing numer-
ical methods fail to give good results. Thus, the present
method is an alternative technique for solving singularly per-
turbed differential-difference equations, with mixed shifts.
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