Processing of word stress related acoustic information: A multi-feature MMN study by Honbolygó, Ferenc et al.
	 1	
Processing	of	word	stress	related	acoustic	information:	a	multi-feature	MMN	1	 study	2	 	3	 	4	 Ferenc	Honbolygó1,2,	Orsolya	Kolozsvári3,	Valéria	Csépe1	5	 	6	
1:	Brain	Imaging	Centre,	Research	Centre	for	Natural	Sciences,	Hungarian	7	 Academy	of	Sciences,	Budapest,	Hungary	8	
2:	Institute	of	Psychology,	Eötvös	Loránd	University,	Budapest,	Hungary	9	
3:	Department	of	Psychology,	University	of	Jyväskylä,	Jyväskylä,	Finland	10	 	11	 Corresponding	author:	Ferenc	Honbolygó	12	 E-mail:	honbolygo.ferenc@ttk.mta.hu	13	 Address:	Brain	Imaging	Centre,	Research	Centre	for	Natural	Sciences,	Hungarian	14	 Academy	of	Sciences,	Magyar	tudósok	körútja	2.,	H-1117,	Budapest,	Hungary	15	 Phone:	+	36-1-3826615	16	 	17	
Manuscript of the article that appeared in: 18	
International Journal of Psychophysiology. 2017 Aug; 118:9-17.  19	
DOI: 10.1016/j.ijpsycho.2017.05.009. 20	
 21	 	22	 	 	23	
	 2	
Highlights		24	
• Processing	of	word	stress	features	were	studied	with	speech	and	non-25	 speech	stimuli.	26	
• All	features	elicited	the	MMN	and	LDN,	and	speech	elicited	larger	ERPs	27	 than	non-speech.		28	
• F0	and	consonant	duration	features	elicited	a	larger	MMN	than	other	29	 features.	30	
• Listeners	were	sensitive	to	cues	signaling	prosodic	boundaries.	31	
• Findings	support	a	two-stage	model	in	the	processing	of	speech	related	32	 information.	33	 	34	 	35	 	36	 	37	 	 	38	
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Abstract	39	 In	the	present	study,	we	investigated	the	processing	of	word	stress	related	40	 acoustic	features	in	a	word	context.	In	a	passive	oddball	multi-feature	MMN	41	 experiment,	we	presented	a	disyllabic	pseudo-word	with	two	acoustically	similar	42	 syllables	as	standard	stimulus,	and	five	contrasting	deviants	that	differed	from	43	 the	standard	in	that	they	were	either	stressed	on	the	first	syllable	or	contained	a	44	 vowel	change.	Stress	was	realized	by	an	increase	of	f0,	intensity,	vowel	duration	45	 or	consonant	duration.	The	vowel	change	was	used	to	investigate	if	phonemic	46	 and	prosodic	changes	elicit	different	MMN	components.	As	a	control	condition,	47	 we	presented	non-speech	counterparts	of	the	speech	stimuli.	48	 Results	showed	all	but	one	feature	(non-speech	intensity	deviant)	eliciting	the	49	 MMN	component,	which	was	larger	for	speech	compared	to	non-speech	stimuli.	50	 Two	other	components	showed	stimulus	related	effects:	the	N350	and	the	LDN	51	 (Late	Discriminative	Negativity).	The	N350	appeared	to	the	vowel	duration	and	52	 consonant	duration	deviants,	specifically	to	features	related	to	the	temporal	53	 characteristics	of	stimuli,	while	the	LDN	was	present	for	all	features,	and	it	was	54	 larger	for	speech	than	for	non-speech	stimuli.	We	also	found	that	the	f0	and	55	 consonant	duration	features	elicited	a	larger	MMN	than	other	features.	56	 These	results	suggest	that	stress	as	a	phonological	feature	is	processed	based	on	57	 long-term	representations,	and	listeners	show	a	specific	sensitivity	to	segmental	58	 and	suprasegmental	cues	signaling	the	prosodic	boundaries	of	words.	These	59	 findings	support	a	two-stage	model	in	the	perception	of	stress	and	phoneme	60	 related	acoustical	information.	61	 	62	 Keywords:		speech	perception,	word	stress,	ERP,	multi-feature	MMN	 	63	
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1.	Introduction	64	 The	perception	of	speech	relies	on	the	simultaneous	processing	of	segmental	and	65	 suprasegmental	(or	prosodic)	information.	Among	the	possible	prosodic	66	 information	to	be	processed	by	the	auditory	system,	word	stress	is	a	relative	67	 emphasis	given	to	certain	syllables	within	words	or	to	certain	words	in	68	 sentences	(for	review	see	Kager,	2007).	Word	stress	plays	either	a	culminative	or	69	 demarcative	role,	that	is	emphasizing	or	separating	certain	parts	of	the	speech	70	 stream,	thus	potentially	contributing	to	the	segmentation	of	continuous	speech	71	 into	words	(Cutler	and	Norris,	1988).	Stress	is	realized	as	a	combination	of	72	 several	acoustic	features	such	as	fundamental	frequency	(f0),	intensity	and	73	 duration,	the	relative	importance	of	which	varies	in	different	languages	(van	der	74	 Hulst,	2006).	In	the	present	study,	we	investigated	the	contribution	of	these	75	 acoustic	features	to	the	perception	of	a	syllable	as	stressed	versus	unstressed	in	76	 a	word	context.	 	77	 Studies	on	stress	perception	originally	assumed	that	since	stressed	syllables	are	78	 produced	with	a	greater	articulatory	effort	than	unstressed	syllables,	the	main	79	 acoustic	correlate	of	stress	should	be	intensity	(Bloomfield,	1935;	Sweet,	1906).	80	 However,	acoustical	measurements	on	large	speech	corpora	did	not	confirm	this	81	 assumption,	as	they	found	typically	duration,	f0,	and	spectral	balance	to	reliably	82	 differentiate	stressed	and	unstressed	syllables	(Campbell	and	Beckman,	1997;	83	 Plag	et	al.,	2011;	Sluijter	and	van	Heuven,	1996).	Perceptual	studies	84	 demonstrated	that	listeners	rely	on	the	same	acoustic	features	when	they	have	85	 to	discriminate	stressed	and	unstressed	syllables	(Fry,	1958;	Sluijter	et	al.,	1997;	86	 Turk	and	Sawusch,	1996).		87	
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To	study	the	neural	background	of	processing	speech	related	acoustic	88	 information,	the	Mismatch	Negativity	(MMN)	event-related	brain	potential	(ERP)	89	 component	has	been	an	exceptionally	useful	tool	(see	Näätänen,	Paavilainen,	90	 Rinne,	&	Alho,	2007,	for	review).	The	MMN	is	an	auditory	component	with	a	91	 negative	polarity	and	a	fronto-central	voltage	maximum.	It	is	usually	elicited	in	92	 passive	oddball	paradigms	where	frequently	repeated	standard	stimuli	are	93	 interspersed	by	rarely	repeated	deviant	stimuli	differing	from	the	standard	in	94	 some	discriminable	features.	The	MMN	appears	100-250	ms	after	the	onset	of	95	 the	change	and	can	be	elicited	in	the	absence	of	participants’	attention.	The	MMN	96	 is	currently	interpreted	as	a	brain	electrical	correlate	of	the	mainly	pre-attentive	97	 detection	of	violation	of	simple	or	complex	regularities	(Winkler	et	al.,	2009).	98	 The	MMN	paradigm	has	been	previously	applied	to	study	the	processing	of	word	99	 stress.	Weber	et	al.	(2004)	found	that	German	adults	showed	an	MMN	to	the	100	 word	with	stress	on	the	first	syllable	as	well	as	to	the	word	with	stress	on	the	101	 second	syllable.	Ylinen	et	al.	(2009)	investigated	the	processing	of	Finnish	words	102	 and	pseudowords	with	unfamiliar	(stress	on	the	second	syllable)	versus	familiar	103	 (stress	on	the	first	syllable)	word	stress	patterns.	According	to	the	results,	the	104	 pseudowords	and	words	with	unfamiliar	stress	pattern	elicited	two	MMNs	105	 related	to	the	first	and	second	syllables	of	utterances,	while	the	words	with	106	 familiar	stress	pattern	elicited	a	single	MMN	in	the	earlier	time	windows.	Similar	107	 results	were	found	in	a	study	with	Hungarian	adults		(Honbolygó	et	al.,	2004),	in	108	 which	the	authors	demonstrated	that	a	word	with	stress	on	the	second	syllable	109	 (which	is	an	unfamiliar	stress	pattern	in	Hungarian)	elicited	two	MMN	110	 components	when	contrasted	with	a	word	with	stress	on	the	first	syllable.	In	a	111	 subsequent	study	(Honbolygó	and	Csépe,	2013),	it	has	also	been	shown	that	112	
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pseudowords	with	stress	on	the	second	syllable	elicited	two	consecutive	MMN	113	 components,	while	pseudowords	with	a	familiar	stress	pattern	in	a	deviant	114	 position	did	not	elicit	an	MMN,	suggesting	that	stress	processing	is	modulated	by	115	 top-down	processes.	Finally,	in	a	study	comparing	the	processing	of	duration-116	 related	stress	in	speech	and	music	in	English	(Peter	et	al.,	2012),	the	authors	117	 found	that	in	the	case	of	speech,	only	the	stress	on	the	first	syllable	condition	118	 elicited	an	MMN,	while	in	the	case	of	music	stimuli	both	long-short	and	short-119	 long	patterns	(the	musical	equivalent	of	stress	on	the	first	and	stress	on	the	120	 second	syllable)	elicited	an	MMN.	This	results	somewhat	contradicts	earlier	data,	121	 given	that	the	authors	found	an	MMN	to	the	familiar	and	not	the	unfamiliar	122	 stress	pattern,	however	this	might	be	due	to	a	different	method	of	calculating	123	 ERPs	(using	the	offset	of	the	stimuli	as	0	ms).		124	 Apart	from	the	classic	passive	oddball	paradigm,	the	MMN	can	be	elicited	in	a	so-125	 called	multi-feature	paradigm	as	well	(Näätänen,	Pakarinen,	Rinne,	&	Takegata,	126	 2004),	in	which	five	types	of	acoustic	changes	are	presented	so	that	every	other	127	 stimulus	is	a	standard,	and	every	other	one	is	one	of	the	five	different	deviants.	128	 The	paradigm	is	based	on	the	assumption	that	each	sound	feature	elicits	a	129	 separate	MMN,	and	at	the	same	time	strengthens	the	memory	trace	of	the	130	 standard	with	respect	to	those	features	they	share	(Pakarinen	et	al.,	2013).	The	131	 paradigm	allows	the	fast	recording	of	ERP	responses	to	several	deviant	types	in	132	 one	stimulus	sequence,	and	according	to	previous	results	the	MMN	elicited	in	the	133	 oddball	versus	the	MMN	elicited	in	the	multi-feature	paradigm	do	not	differ	134	 (Näätänen	et	al.,	2004;	Pakarinen	et	al.,	2009).		135	 The	multi-feature	paradigm	has	been	applied	to	investigate	the	MMN	elicited	by	136	 speech	sounds	(Kuuluvainen	et	al.,	2014;	Lovio	et	al.,	2009;	Pakarinen	et	al.,	137	
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2013,	2009;	Sorokin	et	al.,	2010).	Pakarinen	et	al.	(2009)	investigated	the	138	 processing	of	feature	changes	in	Finnish	consonant-vowel	(CV)	syllables,	and	139	 found	that	all	five	changes	(f0,	intensity,	vowel	duration,	vowel	change,	140	 consonant	change)	elicited	similar	MMNs	both	in	the	multi-feature	and	in	the	141	 oddball	paradigms.	Sorokin	et	al.	(2010)	recorded	ERPs	to	vowel,	vowel	142	 duration,	consonant,	syllable	intensity,	and	frequency	changes	in	CV	syllables,	143	 and	to	their	corresponding	non-speech	counterparts	in	a	multi-feature	paradigm,	144	 and	found	that	the	vowel	and	frequency	deviants	elicited	larger	MMNs	in	the	145	 speech	than	non-speech	condition.	Pakarinen	et	al.	(2013)	found	that	the	MMN	146	 amplitude	and	latency	followed	the	magnitude	of	deviation	of	several	acoustic	147	 and	phonetic	features	in	vowel	stimuli:	the	larger	the	deviation	was,	the	larger	148	 and	earlier	the	MMN	peaked.	Kuuluvainen	et	al.	(2014)	showed	that	the	149	 MMN/MMNm	(the	magnetic	counterpart	of	MMN	obtained	from	MEG	150	 recordings)	was	enhanced	to	the	same	features	in	speech	CV	syllables	compared	151	 to	their	non-speech	versions,	and	this	enhancement	was	stronger	for	the	152	 phonemic	features	(consonant	and	vowel	identity,	vowel	duration)	as	well	as	for	153	 certain	prosodic	features	(frequency).	Partanen	et	al.	(2011)	found	that	the	MMN	154	 was	elicited	by	acoustic	(f0,	intensity)	and	phonemic	(vowel	duration,	vowel	155	 identity)	changes	on	all	syllables	of	a	three	syllable	long	pseudoword.	Vowel	156	 duration	change	elicited	slightly	larger	MMNs	than	the	other	features,	possibly	157	 indicating	the	enhanced	sensitivity	of	Finnish	participants	to	this	particular	158	 feature.		159	 Currently,	only	one	study	used	the	multi-feature	paradigm	to	investigate	the	160	 word	stress	related	processing.	Tong	et	al.	(2014)	studied	the	discriminations	of	161	 acoustic	cues	of	English	word	stress	in	Cantonese-speaking	children	by	using	162	
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multi-feature	paradigm	with	four	deviants:	change	in	pitch,	intensity,	duration,	163	 or	a	change	in	all	three	features.	Of	the	four	features,	f0	and	duration	elicited	a	164	 mismatch	response	(MMR)	in	an	early	time	window	(170–270	ms),	and	intensity	165	 and	the	combined	feature	change	elicited	an	MMR	in	a	later	time	window	(270–166	 400	ms).	It	is	important	to	note,	that	despite	the	visible	negative	peaks	in	the	167	 early	time	range,	the	authors	studied	positive	ERP	deflections.	Nevertheless,	the	168	 study	demonstrated	that	Cantonese-speaking	children	are	sensitive	to	f0,	169	 duration,	and	intensity	in	the	perception	of	English	word	stress,	and	provided	170	 further	evidence	that	the	multi-feature	paradigm	offers	a	fast	and	reliable	way	to	171	 investigate	the	processing	of	acoustic	and	linguistic	sound	features	in	both	172	 phoneme	and	prosody	related	processing	(Pakarinen	et	al.,	2009).		173	 In	the	present	study,	we	used	the	multi-feature	paradigm	to	investigate	the	174	 neural	basis	of	processing	stress	related	acoustic	features.	Our	aim	was	to	study	175	 these	features	in	both	speech	and	non-speech	contexts	in	order	to	understand	176	 their	specific	contribution	to	stress.	In	the	study,	we	investigated	stress	177	 processing	in	Hungarian.	Hungarian	is	a	fixed	stress	language	with	an	obligatory	178	 trochaic	(stress	on	the	first	syllable)	stress	pattern,	therefore	we	presented	179	 deviant	stimuli	that	differed	from	the	standard	in	the	first	syllable.	The	standard	180	 was	a	disyllabic	pseudo-word	with	two	identical	syllables	(i.e.,	no	stress	on	181	 either	of	the	syllables),	and	the	deviants	differed	from	the	standard	in	that	they	182	 were	stressed	on	their	first	syllable.	Stress	could	be	realized	either	by	an	183	 increase	of	f0,	intensity,	vowel	duration	or	consonant	duration	(note	that	vowel	184	 and	consonant	duration	can	also	be	segmental	features,	see	later).	We	also	185	 applied	a	vowel	identity	change,	in	order	to	investigate	if	phonemic	and	prosodic	186	 changes	elicit	different	MMN	components.		187	
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In	contrast	to	previous	studies	(Kuuluvainen	et	al.,	2014;	Pakarinen	et	al.,	2013;	188	 Partanen	et	al.,	2011),	we	considered	the	acoustic	features	as	contributors	to	the	189	 emergence	of	stress	as	a	phonological	representation.	Therefore,	in	the	190	 experiment	we	applied	only	the	increase	of	specific	features	(e.g.,	f0,	intensity,	191	 see	later),	and	not	their	decrease.	Furthermore,	unlike	in	previous	studies	192	 (Honbolygó	et	al.,	2004;	Honbolygó	and	Csépe,	2013;	Tong	et	al.,	2014),	where	193	 the	processing	of	stress	pattern	violation	was	investigated,	we	wanted	to	study	194	 the	processing	of	stressed	syllable	as	compared	to	an	unstressed	one.	For	this	195	 purpose,	we	created	a	pseudoword	with	stress	on	the	first	syllable	against	a	196	 pseudoword	without	stress	on	the	first	syllable,	by	increasing	certain	acoustic	197	 features.		198	 Based	on	previous	findings,	we	expected	that	all	stimulus	features	elicit	the	MMN	199	 component	(Pakarinen	et	al.,	2013,	2009;	Tong	et	al.,	2014),	but	that	speech	200	 stimuli	elicit	larger	MMNs	than	non-speech	stimuli	(Kuuluvainen	et	al.,	2014;	201	 Sorokin	et	al.,	2010).	Moreover,	according	to	the	results	of	Kuuluvainen	et	al.	202	 (2014)	and	Partanen	et	al.	(2011),	prosodic	and	phonemic	changes	could	be	203	 expected	to	modulate	the	MMN	related	to	their	linguistic	relevance.	We	also	204	 assumed	that	we	would	find	ERP	evidence	signaling	the	detection	of	stressed	vs.	205	 unstressed	syllable,	as	our	previous	results	demonstrated	that	the	detection	of	206	 stress	pattern	change	elicit	two	consecutive	MMNs	in	both	words	and	pseudo-207	 words	(Honbolygó	et	al.,	2004;	Honbolygó	and	Csépe,	2013).		208	 	209	 2.	Materials	and	Methods	210	 	211	 2.1.	Participants	212	
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Fifteen	Hungarian	university	students	(3	males)	took	part	in	the	experiment.	All	213	 participants	gave	a	written	informed	consent.	Participants’	age	was	between	19	214	 and	24	years	(Mage	=	21.27,	SD	=	1.44).	None	of	them	reported	having	any	215	 neurological	disorders	or	hearing	deficits,	all	of	them	had	normal	or	corrected	to	216	 normal	eyesight,	and	were	students	of	Eötvös	Loránd	Universtiy.	They	received	217	 course	credit	for	their	participation.	The	study	was	approved	by	the	local	Ethical	218	 Board.	219	 	220	 2.2.	Stimuli	221	 The	stimuli	consisted	of	different	variations	of	the	disyllabic	pseudoword	[nɒnɒ]	222	 (see	Table	1),	each	syllable	consisting	of	a	consonant	and	a	vowel	(CV).	The	word	223	 was	synthesized	in	Profivox	waveform	speech	synthesizer	(Olaszy	et	al.,	2000).	224	 The	acoustic	manipulations	were	done	in	the	synthesizer,	which	enabled	us	to	225	 control	almost	all	acoustic	aspects	of	the	stimuli.	Five	different	types	of	226	 manipulations	were	done	on	the	stimuli,	all	of	which	occurred	only	on	the	first	227	 syllable:	changes	in	f0,	intensity,	vowel	duration,	consonant	duration	and	vowel	228	 identity	(phoneme).	The	first	four	changes	were	considered	as	prosodic	changes,	229	 and	the	last	one	as	a	phonemic	change.	In	Hungarian,	stress	is	realized	mainly	by	230	 changes	of	f0	and	intensity	(Fónagy,	1958),	but	duration	may	also	play	a	role	231	 (White	and	Mády,	2008).	Since	there	are	no	data	about	whether	the	duration	of	232	 vowel	or	consonant	contributes	to	stress,	we	decided	to	change	both	features.	233	 Note	that	although	vowel	and	consonant	duration	can	be	segmental	features	(i.e.,	234	 short	and	long	vowels	can	be	distinct	phonetic	categories)	in	Hungarian,	in	the	235	 present	study	they	were	not:	the	longer	version	of	the	phoneme	[ɒ]	does	not	236	 exist	as	a	phonetic	contrast,	and	the	longer	version	of	the	consonant	[n]	in	the	237	
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word	onset	position	is	used	only	as	a	stylistic	feature.	Therefore,	we	considered	238	 vowel	and	consonant	durations	in	this	particular	case	as	prosodic	features.		239	 F0	deviants	were	created	by	increasing	the	fundamental	frequency	of	the	first	240	 syllable	by	11	Hz	(approximately	7.8%).	Intensity	deviants	were	created	by	241	 increasing	the	mean	intensity	of	the	first	syllable	by	3.3	dB.	For	vowel	duration	242	 deviants,	the	length	of	the	vowel	[ɒ]	in	the	first	syllable	was	increased	by	34.5	243	 ms.		For	the	consonant	duration	deviants,	the	consonant	[n]	was	lengthened	by	244	 56.5	ms,	but	no	additional	silence	was	added	between	the	consonant	and	the	245	 subsequent	vowel.	We	selected	these	parameters	for	the	deviants	based	on	a	246	 behavioral	study,	in	which	we	determined	the	smallest	difference	between	two	247	 stimuli	needed	for	participants	to	perceive	them	as	“different”	(Honbolygó	&	248	 Kolozsvári,	2015).	249	 	250	 Table	1.	Acoustic	features	of	the	standard	stimuli	in	the	speech	and	non-speech	251	 conditions.	Respective	values	of	the	deviant	stimuli	are	shown	in	brackets.		252	
 Speech Non-speech 
 1st syllable 2nd syllable Total 
duration 
(ms) 
1st syllable 2nd syllable Total 
duration 
(ms) 
F0 (Hz) 141.3 
(152.3) 
141.4 286 141 (152) 141 286 
Intensity (dB) 71 (74.3) 70 286 71 (75) 71 286 
Vowel duration / 
duration (ms) 
98 (132.5) 92.5 320 118 (174.5) 118 320 
Consonant 
duration / rise-time 
(ms) 
48 (104.5) 48 342 5 (100) 5 342 
Phoneme - First 
three formants / f0 
(Hz) 
580/1342/2
135 
(487/1267/2
571) 
524/1356/2
294 
286 141 (180) 141 286 
	253	 	254	
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The	phoneme	deviant	was	created	by	exchanging	the	vowel	[ɒ]	in	the	first	255	 syllable	to	[o]	(i.e.,	changing	[nɒnɒ]	to	[nonɒ]),	following	(Partanen	et	al.,	2011)	256	 and	keeping	all	of	the	other	acoustic	parameters	the	same	as	the	standard.	The	257	 vowels	in	the	standard	and	phoneme	deviant	differed	in	their	F1,	F2	and	F3	258	 formants,	which	were	580/1342/2135	for	[ɒ]	and	487/1267/2571	for	[o]	259	 respectively.	260	 We	also	created	non-speech	stimuli	corresponding	to	these	measures.	Non-261	 speech	stimuli	consisted	of	two	consecutive	tones	with	similar	parameters	as	the	262	 speech	stimuli	(except	the	phoneme	deviant	stimulus).	First,	we	used	the	Praat	263	 software	(Boersma	and	Weenink,	2007)	to	generate	a	sinusoid	tone	with	the	264	 following	parameters:	f0=141	Hz;	intensity=71	dB;		duration=118	ms;	rise	265	 time=5	ms	(see	Table	1.).	No	other	harmonics	were	used	and	the	parameters	266	 were	taken	from	the	standard	speech	stimulus.	Second,	to	recreate	the	267	 impression	of	two	‘syllables’,	we	created	tone	pairs	by	using	the	same	sinusoid	268	 tone	twice,	and	inserting	a	50	ms	silent	segment	between	the	tones.	To	269	 determine	the	length	of	this	silent	part,	we	examined	the	transition	between	the	270	 two	syllables	in	the	standard	speech	stimulus,	inspecting	both	the	intensity	271	 contour	and	stimulus	waveform.	Generally,	the	tones	were	made	25	ms	shorter	272	 than	the	corresponding	speech	syllables,	to	compensate	for	the	50	ms	silent	part	273	 (see	Figure	2	for	the	waveform	of	speech	and	corresponding	non-speech	274	 stimuli).	Finally,	we	created	the	5	deviant	tones,	by	altering	the	first	tone	275	 according	to	the	acoustic	parameters	of	the	5	deviant	speech	stimuli’s	first	276	 syllable	(see	Table	1.).	The	second	tone	was	always	the	same.	For	the	phoneme	277	 deviant,	it	was	not	possible	to	create	a	sound	corresponding	to	the	vowel	change	278	 in	the	speech	stimuli;	therefore,	we	created	a	completely	different	stimulus.	We	279	
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generated	a	tone	with	180	Hz	fundamental	frequency,	71	dB	intensity,	118	ms	280	 duration,	and	5	ms	rise	time	and	used	it	as	the	first	tone	of	the	stimulus,	making	281	 it	sufficiently	different	from	the	standard	and	the	other	deviants.	282	 	283	 2.3.	Procedure	284	 The	experiment	consisted	of	six	blocks:	blocks	1-3	consisted	of	speech	sounds	285	 and	blocks	4-6	consisted	of	non-speech	sounds.	Participants	watched	a	silent	286	 movie	while	stimuli	were	presented	via	headphones	during	all	blocks	with	a	287	 sound	intensity	of	75	dB	SPL.	Stimulus	sequence	was	established	following	the	288	 Optimum-1	paradigm	put	forward	by	Näätänen	et	al.,	(2004)	where	the	standard	289	 (50%)	and	deviant	(50	%	in	total)	stimuli	were	presented	in	alternating	order.	290	 Deviants	were	arranged	randomly,	making	sure	two	consecutive	occurrences	of	291	 the	same	deviant	type	were	avoided.	Each	block	contained	615	stimuli,	where	292	 the	first	15	stimuli	were	all	standards.	The	stimuli	were	presented	with	a	293	 stimulus-onset-asynchrony	(SOA)	of	750	ms.	In	total	3690	stimuli	were	294	 presented,	1845	speech	and	1845	non-speech	stimuli.	One	block	was	295	 approximately	8	minutes	long,	making	the	total	recording	time	for	the	six	blocks	296	 about	50	minutes.	297	 	298	 2.4.	EEG	Recording	and	Data	Analysis	299	 EEG	activity	was	measured	using	a	32	channel	recording	system	(BrainAmp	300	 amplifier	and	BrainVision	Recorder	software,	BrainProducts	GmbH).	The	301	 Ag/AgCl	sintered	ring	electrodes	were	mounted	in	an	electrode	cap	(EasyCap)	on	302	 the	scalp	according	to	the	10%	equidistant	system	at	the	following	positions:	303	 Fp1,	Fp2,	F9,	F7,	F3,	Fz,	F4,	F8,	F10,	FC5,	FC1,	FC2,	FC6,	T9,	T7,	C3,	Pz,	C4,	T8,	304
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T10,	CP5,	CP1,	CP2,	CP6,	P7,	P3,	P4,	P8,	O1,	O2,	P9,	and	P10.	We	used	Pz	as	a	305	 reference,	and	the	electrode	position	between	Fz	and	Fpz	as	ground.	Electrode	306	 contact	impedances	were	kept	below	10	kΩ.	EEG	data	was	recorded	with	a	307	 sampling	frequency	of	500	Hz,	using	a	band-pass	online	filter	between	0.1	and	308	 100	Hz.	309	 The	EEG	data	was	analyzed	offline	by	using	BrainVision	Analyzer	software.	Data	310	 was	band-pass	filtered	between	1	and	30Hz	(48	dB/oct),	and	notch	filtered	at	50	311	 Hz.	The	first	15	standards	of	each	block	were	omitted	from	averaging.	Eye-312	 movement	artifacts	were	corrected	with	the	help	of	independent	component	313	 analysis	(ICA).		In	order	to	correct	eye-movement	artifacts,	the	raw	EEG	was	first	314	 decomposed	into	ICA	components	using	the	Infomax	algorithm,	and	then	2	315	 components	related	to	vertical	(blinks)	and	horizontal	eye-movements	were	316	 selected	by	visual	inspection	by	an	expert,	relying	on	both	the	time	course	and	317	 the	spatial	maps	of	the	components.	This	was	followed	by	the	reconstruction	of	318	 EEG	from	the	remaining	ICA	components,	thus	leaving	out	the	eye-movement	319	 related	activity.		The	data	was	then	re-referenced	to	the	average	activity	of	the	320	 two	mastoid	electrodes	(P9,	P10),	and	the	implicit	reference	was	reused	as	321	 channel	Cz.	The	importance	of	using	the	average	activity	of	mastoids	as	reference	322	 was	to	maximize	the	ERP	components	visibility	on	the	frontal	electrodes.		The	323	 continuous	EEG	was	segmented	into	epochs	synchronized	to	the	onset	of	stimuli	324	 from	100	ms	before	onset	to	700	ms	past	onset,	separately	for	standards	and	325	 deviants,	and	baseline	corrected	using	the	pre-stimulus	segment.	We	applied	an	326	 automatic	artifact	rejection	algorithm	to	reject	those	segments	where	the	activity	327	 exceeded	±	75	μV.	This	was	necessary	in	order	to	remove	artifacts	still	remaining	328	 in	the	data	after	the	ICA	correction.	After	artifact	rejection,	the	mean	number	of	329	
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retained	epochs	in	the	speech	deviant	conditions	was	171.93	(SD=0.38,	range:	330	 135-180)	and	in	the	non-speech	deviant	conditions	was	176.29	(SD=0.52,	range:	331	 167-180).	Finally,	the	remaining	epochs	were	averaged.		332	 	333	 2.5.	Statistical	analyses	334	 ERPs	elicited	by	the	deviants	differed	from	that	of	the	standard	in	several	latency	335	 ranges,	which	were	analyzed	in	50	ms	long	time	windows	centered	at	the	peak	336	 latencies	visible	on	the	grand	averages	(see	Figure	1.):	175-225	ms	(MMN),	325-337	 375	ms	(N350),	425-475	ms	(LDN).	To	quantify	the	ERP	components,	we	338	 measured	the	mean	amplitudes	of	the	activity	in	the	above	time	windows	in	the	339	 deviant	minus	standard	difference	curves	for	each	deviant	in	each	time	window	340	 at	Fz	electrode.	We	calculated	one	sample	t-tests	to	determine	if	the	component	341	 mean	amplitudes	in	the	three	time	windows	differed	from	zero	at	Fz	electrode	in	342	 all	conditions.	We	applied	Bonferroni	adjusted	alpha	values	to	account	for	343	 multiple	comparisons	(the	critical	value	was	p	<	.005	in	this	case).	To	compare	344	 the	stimulus	related	effects,	we	used	a	repeated	measures	ANOVA	with	factors	of	345	 Speechness	(speech,	non-speech)	and	Stimulus	(f0,	intensity,	vowel	duration,	346	 consonant	duration,	phoneme).	The	Greenhouse-Geisser	method	(Greenhouse	347	 and	Geisser,	1959)	was	used	to	correct	the	violation	of	sphericity	assumption.	348	 We	used	the	Tukey	HSD	test	for	pair-wise	comparisons	in	order	to	control	Type	I	349	 error.		350	 	351	
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	352	 Figure	1.	Grand	average	ERP	responses	for	all	stimulus	types	(standard,	f0	deviant,	intensity	353	 deviant,	vowel	duration	deviant,	consonant	duration	deviant,	phoneme	deviant)	in	the	speech	354	 and	non-speech	conditions	at	Fz	electrode.	355	 	356	 3.	Results	357	 3.1.	Visual	inspection	of	ERPs	358	 The	visual	inspection	of	grand	average	ERPs	elicited	by	the	standard	and	five	359	 deviants	(see	Figure	1.),	and	the	difference	curves	obtained	by	subtracting	the	360	 ERPs	to	the	standard	from	that	of	the	five	deviants	(see	Figure	2.)	revealed	three	361	 ERP	deviations	reflecting	stimulus	or	deviance	effects.	The	first	negative	362	 component	around	200	ms	was	termed	MMN,	and	it	appeared	for	all	stimuli,	in	363	 both	speech	and	non-speech	conditions.	There	was	a	negative	deflection	364	 appearing	around	350	ms	specifically	for	the	vowel	and	consonant	duration	365	 deviants,	which	we	termed	N350,	based	on	the	latency	of	the	component.	We	366	 also	found	a	third	negative	component	around	450	ms,	which	we	considered	as	a	367	 Late	Discriminative	Negativity	(LDN).		368	 	369	
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	370	 Figure	2.	Difference	waves	of	the	five	deviant	types	(f0,	intensity,	vowel	duration,	consonant	371	 duration,	phoneme)	in	the	speech	(black	line)	and	non-speech	(grey	line)	conditions,	at	Fz	372	 electrode.	Sound	waveforms	below	the	x	axes	illustrate	the	temporal	characteristics	of	speech	373	 (black)	and	non-speech	(grey)	stimuli.	Grey	areas	depict	the	time	windows	where	the	ERP	374	 components	(MMN,	N350,	LDN)		were	quantified.	Topoplots	below	the	ERP	curves	show	the	375	 amplitude	distribution	of	the	ERP	components	in	the	speech	(upper	rows)	and	non-speech	376	 (lower	rows)	conditions.		377	 	378	 	379	 3.2.	MMN	time	window	380	 One	sample	t-tests	showed	that	the	MMN	component	was	significantly	present	at	381	 Fz	electrode	in	all	but	the	non-speech	intensity	condition,	t(14)	=	-3.52	-	-9.07,	p	382	 <	.005.		383	 Repeated	measures	ANOVA	with	factors	of	Speechness	and	Stimulus	resulted	in	384	 a	significant	Speechness	main	effect,	F(1,14)	=	7.95,	ε	=	1.0,	p	<	.05,	ηp2	=	.36,	385	 showing	that	speech	sounds	elicited	more	negative	MMNs	than	non-speech	386	 sounds.	We	also	obtained	a	significant	Stimulus	main	effect,	F(4,56)	=	6.66,	ε	=	387	 .66,	p	<	.01,	ηp2	=	.32.	According	to	the	Tukey	HSD	post-hoc	test	calculated	on	the	388	
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Stimulus	factor,	the	MMN	components	elicited	by	the	f0	and	consonant	duration	389	 deviants	were	larger	than	those	elicited	by	the	other	stimuli	(p	<	.05),	but	the	390	 two	did	not	differ	from	each	other	(see	Figure	3).		391	 	392	 	393	
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	394	 Figure	3.	Mean	amplitude	values	of	the	three	ERP	components	(MMN,	N350,	LDN)	in	the	case	of	395	 the	five	deviant	types	(f0,	intensity,	vowel	duration,	consonant	duration,	phoneme)	in	the	speech	396	 (black)	and	non-speech	(grey)	conditions	at	Fz	electrode.	Error	bars	indicate	standard	errors.	397	 	398	
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3.3.	N350	time	window	399	 One-sample	t-tests	demonstrated	that	the	N350	component	was	significantly	400	 present	at	Fz	electrode	in	all	but	the	speech	intensity,	speech	phoneme,	non-401	 speech	f0	and	non-speech	intensity	deviant	conditions,	t(14)	=	-4.22	-	-9.72,	p	<	402	 .005.	403	 Repeated	measures	ANOVA	with	factors	of	Speechness	and	Stimulus	resulted	in	404	 a	significant	Stimulus	main	effect,	F(4,56)	=	6.22,	ε	=	.58,	p	<	.01,	ηp2	=	.31,	and	a	405	 significant	Speechness	x	Stimulus	interaction,	F(4,56)	=	12.11,	ε	=	.86,	p	<	.01,	ηp2	406	 =	.46.	The	post-hoc	test	calculated	on	the	Speechness	x	Stimulus	interaction	407	 demonstrated	that	in	the	speech	condition,	the	consonant	duration	deviant	408	 elicited	a	larger	N350	than	the	f0,	intensity	and	phoneme	deviant,	while	the	409	 vowel	duration	deviant	elicited	a	larger	N350	than	the	intensity	and	phoneme	410	 deviant	(p	<	.01).	This	indicates	that	the	N350	was	indeed	specific	for	the	vowel	411	 and	consonant	duration	conditions.	Furthermore,	the	consonant	duration	412	 deviant	elicited	a	more	negative	N350	in	the	speech	condition	than	in	the	non-413	 speech	condition	(p	<	.01)	(see	Figure	3).	We	also	found	a	difference	in	the	414	 phoneme	deviant	between	the	speech	and	non-speech	conditions,	but	since	the	415	 N350	was	considered	specifically	for	the	vowel	and	consonant	duration	416	 conditions,	this	difference	was	taken	as	an	indication	of	other	ERP	deviations	in	417	 this	time	window.		418	 	419	 3.4.	LDN	time	window	420	 One-sample	t-tests	demonstrated	that	the	LDN	component	was	significantly	421	 present	at	Fz	electrode	in	all	but	the	non-speech	vowel	duration	condition,	t(14)	422	 =	-3.75	-	-8.72,	p	<	.005.		423	
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Repeated	measures	ANOVA	with	factors	of	Speechness	and	Stimulus	resulted	in	424	 a	significant	Speechness	main	effect,	F(1,14)	=	15.51,	ε	=	1.0,	p	<	.01,	ηp2	=	.52,	425	 showing	that	speech	sounds	elicited	more	negative	LDN	than	non-speech	426	 sounds.	We	also	obtained	a	significant	Stimulus	main	effect,	F(4,56)	=	5.49,	ε	=	427	 .76,	p	<	.01,	ηp2	=	.28.	The	post-hoc	analysis	calculated	on	the	Speechness	factor	428	 showed	that	the	phoneme	deviant	elicited	a	larger	LDN	component	than	all	but	429	 the	f0	deviant	(p	<	.05)	(see	Figure	3).	430	 	431	 4.	Discussion	432	 In	the	present	study,	we	investigated	the	processing	of	word	stress	related	433	 acoustic	features	in	the	case	of	speech	and	non-speech	stimuli	using	a	multi-434	 feature	MMN	paradigm.	Our	results	showed	that	changes	in	the	acoustic-435	 phonetic	features	of	speech	and	non-speech	stimuli	elicited	the	MMN	component	436	 in	all	but	one	case	(non-speech	intensity	deviant).	This	confirmed	previous	437	 results	demonstrating	that	several	different	stimulus	features	can	elicit	the	MMN	438	 in	the	multi-feature	paradigm	(Näätänen	et	al.,	2004;	Pakarinen	et	al.,	2013,	439	 2009;	Tong	et	al.,	2014).	The	paradigm	also	allowed	the	investigation	of	the	440	 acoustic	features’	contribution	to	the	processing	of	word	stress	information	and	441	 to	separately	track	the	processing	of	each	feature.		442	 The	MMN	in	the	case	of	non-speech	intensity	deviant	was	not	significant,	443	 because	in	the	time	window	used	to	quantify	the	MMN	(175-225	ms),	the	non-444	 speech	intensity	deviant	had	a	positive	dip,	making	the	amplitude	of	the	MMN	445	 measured	here	so	small	as	to	not	reach	significance	(see	Figure	2.).	This	result	446	 can	be	interpreted	as	a	difference	in	intensity	processing	in	the	speech	and	non-447	 speech	stimuli.		448	
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Besides	the	MMN,	we	obtained	two	other	components	that	showed	stimulus	449	 related	effects:	one	negativity	at	350	ms,	which	we	termed	N350	and	another	450	 one	at	450	ms,	which	we	termed	LDN.		451	 The	N350	appeared	specifically	to	the	vowel	duration	and	consonant	duration	452	 deviants,	that	is	to	features	related	to	the	temporal	characteristics	of	stimuli.	The	453	 N350	has	been	found	in	visual	linguistic	tasks	and	it	is	suggested	to	be	an	ERP	454	 correlate	of	the	phonological	analysis	of	orthographic	word	patterns	(Bentin	et	455	 al.,	1999;	Csépe	et	al.,	2003;	Spironelli	and	Angrilli,	2007).	The	N350	has	been	456	 also	reported	in	NREM	ERP	studies,	associated	with	arousal	processes	orienting	457	 the	individual	to	process	relevant	sensory	stimuli	during	sleep	(Halász,	1998;	458	 Yang	and	Wu,	2007).	Since	none	of	the	above	explanations	can	be	applied	to	our	459	 study,	we	propose	an	alternative	account.	The	N350	component	appeared	460	 specifically	in	the	vowel	and	consonant	duration	conditions,	both	of	which	461	 include	a	difference	in	the	timing	of	the	first	syllable	of	the	stimulus.	This	462	 temporal	difference	might	have	led	to	different	offset	responses	in	the	case	of	the	463	 standard	and	duration	deviants,	which	produced	the	N350	component	on	the	464	 difference	curves.	Furthermore,	we	obtained	a	significantly	larger	N350	in	465	 speech	than	in	the	non-speech	condition	in	the	consonant	duration	deviant.	This	466	 might	indicate	a	specific	sensitivity	to	the	offset	in	the	speech	context	as	467	 compared	to	the	non-speech	context.	Obtaining	EPRs	to	duration	differences	is	468	 methodologically	challenging	(Jacobsen	and	Schröger,	2003),	and	there	is	469	 evidence	that	short	and	long	deviants	elicit	MMN	components	with	different	470	 amplitudes	(Colin	et	al.,	2009).	Our	results	contribute	to	this	discussion	by	471	 showing	that	stimuli	with	different	temporal	feature	differences	elicit	largely	472	 dissimilar	ERP	patterns	than	stimuli	without	temporal	differences.	473	
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The	LDN	component	was	present	for	all	acoustic	features,	and	it	was	larger	for	474	 speech	than	for	non-speech	stimuli.	The	LDN	is	now	a	well-established	ERP	475	 component	found	in	oddball	paradigms	appearing	around	300-550	ms	after	476	 stimulus	onset	in	both	adults	and	children	(Bishop	et	al.,	2011;	Cheour	et	al.,	477	 2001;	Korpilahti	et	al.,	2001,	1995).	The	LDN	is	suggested	to	be	associated	with	478	 higher	cognitive	processes,	such	as	attention	(Shestakova	et	al.,	2003)	or	long-479	 term	memory	(Zachau	et	al.,	2005).	Peter	et	al.	(2012)	in	a	multi-feature	MMN	480	 study	found	LDN	component	in	the	non-speech	(music)	condition	for	duration	481	 related	stress,	and	suggest	that	its	presence	may	reflect	the	long-term	memory	482	 transfer	of	the	stress	pattern.	Based	on	this	suggestion,	we	propose	that	the	483	 enhanced	presence	of	LDN	for	speech	stimuli	in	the	present	study	may	indicate	484	 that	acoustic	features	related	to	stress	are	processed	in	relation	to	long-term	485	 traces.		486	 	487	 4.1.	Speechness	effect	488	 We	found	that	speech	stimuli	elicited	larger	MMN	and	LDN	components	than	489	 non-speech	stimuli	having	similar	acoustic	characteristics.	This	result	490	 corroborates	the	results	of	Sorokin	et	al.	(2010)	and	Kuuluvainen	et	al.	(2014),	491	 who	found	an	overall	stronger	MMN	and	MMNm	source	for	speech	than	for	non-492	 speech	sounds.	The	authors	argued	that	the	enhanced	neural	responses	to	493	 speech	stimuli	support	the	existence	of	long-term	memory	representations	for	494	 speech	sound	features,	and	the	origins	of	the	enhanced	processing	of	speech	495	 sounds	are	found	at	the	early	stages	of	cortical	processing.	Our	results	496	 demonstrate	a	similar	enhancement	at	later	stages	of	processing,	as	indexed	by	497	 the	LDN	component.	Since	Sorokin	et	al.	(2010)	and	Kuuluvainen	et	al.	(2014)	498	
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did	not	investigate	the	LDN	component,	it	is	not	possible	to	relate	our	findings	to	499	 their	data.	At	the	same	time,	in	both	studies,	there	was	a	visible	LDN	in	the	case	500	 of	consonant	change	stimuli,	which	were	larger	in	the	speech	than	is	the	non-501	 speech	condition;	furthermore,	in	a	subsequent	study	with	children,	Kuuluvainen	502	 et	al.	(2016)	found	a	larger	LDN	for	vowel	changes	in	the	speech	compared	to	the	503	 non-speech	condition.	These	results	provide	additional	support	for	the	enhanced	504	 LDN	elicited	by	speech	vs.	non-speech	information.	505	 We	also	found	a	speechness	effect	in	the	N350,	which	was	larger	for	speech	than	506	 for	the	non-speech	stimulus	in	the	consonant	duration	deviant.	Although	the	507	 functional	significance	of	the	N350	is	not	clear,	we	suggest	that	at	least	in	the	508	 case	of	the	consonant	duration	deviant,	the	processing	of	temporal	features	was	509	 enhanced	in	the	speech	condition.	510	 The	speechness	effect	found	in	our	study	might	be	somewhat	undermined	by	the	511	 fact	the	speech	and	non-speech	blocks	were	presented	in	the	same	order	for	512	 each	participant,	which	might	have	produced	order	effects,	confounding	the	513	 speechness	effect.	Moreover,	the	non-speech	stimuli	used	in	the	present	study	514	 were	sinusoid	tones,	i.e.,	they	were	far	less	complex	in	terms	of	spectro-temporal	515	 features	than	the	speech	stimuli,	which	might	explain	the	speechness	effect.	516	 However,	the	actual	acoustical	changes	(f0,	intensity,	duration,	rise	time)	517	 introduced	are	comparable	to	the	changes	in	speech	stimuli,	therefore	we	might	518	 argue	that	the	speechness	effect	obtained	is	in	fact	due	to	the	differences	in	519	 processing	speech	and	non-speech	related	acoustical	information.	Furthermore,	520	 since	our	results	are	in	line	with	previous	results,	this	might	confirm	that	we	521	 found	genuine	speech	vs.	non-speech	differences.	522	 	523	
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4.2.	Prosody	effect	524	 The	comparison	of	ERPs	related	to	prosodic	(f0,	intensity,	vowel	duration,	525	 consonant	duration)	and	phonemic	(phoneme)	features	indicated	that	both	526	 elicited	the	MMN	and	LDN	components.	However,	f0	and	consonant	duration	527	 deviants	elicited	a	larger	MMN	than	intensity,	vowel	duration	and	phoneme	528	 deviants,	and	f0	and	phoneme	deviants	elicited	a	larger	LDN	than	other	deviants.	529	 At	the	same	time,	we	could	not	show	any	interactions	between	the	speechness	530	 and	stimulus	effects,	indicating	that	the	stimulus	related	differences	where	not	531	 specific	to	speech	processing.			532	 Previously,	Kuuluvainen	et	al.	(2014)	found	a	clearer	speech	enhancement	effect	533	 for	the	phonemic	features	(consonant	and	vowel	identity,	vowel	duration),	but	534	 also	for	f0.	Sorokin	et	al.	(2010)	showed	that	both	vowel	and	frequency	deviants	535	 elicited	larger	MMNs	in	the	speech	than	non-speech	condition,	interpreted	as	an	536	 enhanced	processing	of	linguistically	relevant	information	at	the	pre-attentive	537	 stage.		Partanen	et	al.	(2011)	demonstrated	a	larger	MMN	for	the	vowel	duration	538	 deviant	compared	to	f0,	intensity	and	vowel	deviants,	which	was	explained	by	539	 the	enhanced	sensitivity	of	Finnish	listeners	to	perceiving	duration	changes.	540	 Overall,	the	studies	converge	in	suggesting	that	the	linguistic	relevance	of	sound	541	 features	affects	brain	responses	at	the	pre-attentive	stage.	The	linguistic	542	 relevance	however	can	be	either	phonemic,	as	demonstrated	by	Partanen	et	al.	543	 (2011),	or	both	phonemic	and	prosodic,	as	shown	by	Kuuluvainen	et	al.	(2014),	544	 Sorokin	et	al.	(2010)	and	by	the	present	data.		545	 Unfortunately,	the	present	data	did	not	demonstrate	a	difference	between	546	 speech	and	non-speech	stimuli	in	the	processing	of	consonant	duration	and	f0	547	 related	acoustic	information.	This	might	suggest	that	the	MMN	reflects	the	548	
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magnitude	of	the	perceived	difference,	i.e.,	that	the	consonant	duration	and	f0	549	 changes	were	easier	to	discriminate	than	the	other	features,	but	it	can	also	550	 indicate	that	the	perceptual	system	has	a	specific	sensitivity	to	these	cues,	551	 because	of	their	relevance	to	linguistic	features.	Previously	Peter	et	al.	(2012)	552	 found	that	in	non-speech	(music)	stimuli,	stress	related	features	elicited	both	the	553	 MMN	and	the	LDN,	which	was	taken	as	an	indication	of	stress	being	processed	554	 based	on	long-term	representations,	irrespective	of	whether	the	acoustical	555	 changes	were	related	to	speech	or	non-speech	stimuli.		556	 The	specificity	of	duration	and	f0	information	has	been	demonstrated	by	Vainio	557	 et	al.	(2010),	who	found	that	in	Finnish,	phonological	quantity	(i.e.,	phonetic	558	 duration)	is	co-signaled	by	a	systematic	difference	in	tonal	structure	(i.e,	f0	559	 changes).	This	suggests	that	listeners	use	both	kind	of	information	when	building	560	 the	phonological	structure	of	the	word.	This	assumption	fits	to	the	concept	of	a	561	 language	specific	Prosody	Analyzer	proposed	by	Cho	et	al.	(2007),	the	task	of	562	 which	is	to	compute	the	prosodic	structure	of	utterances	during	speech	563	 recognition.	The	Prosody	Analyzer	extracts	the	segmental	and	suprasegmental	564	 representations	in	parallel	in	order	to	locate	prosodic	boundaries.	Consequently,	565	 we	might	hypothesize	that	the	enhanced	MMN	found	for	f0	and	consonant	566	 duration	features	might	reflect	the	functioning	of	the	Prosody	Analyzer	in	567	 locating	word	boundaries.	Future	studies	are	needed	to	provide	evidence	about	568	 the	specific	processing	of	f0	and	duration	information,	compared	to	other	569	 prosodic	cues,	and	to	demonstrate	if	these	features	are	language	specific,	or	if	570	 they	are	present	in	other	languages	than	Hungarian	or	Finnish.		571	 Another	important	prosody	related	result	was	the	enhancement	of	LDN	found	572	 for	one	prosodic	(f0)	and	one	phonemic	(vowel)	feature.	Again,	we	did	not	find	573	
	 27	
any	evidence	that	this	difference	would	be	specific	to	speech	compared	to	non-574	 speech	features.	As	discussed	above,	the	enhanced	LDN	for	the	f0	and	vowel	575	 features	may	indicate	that	these	are	processed	in	relation	to	long-term	traces.		576	 Taken	together,	the	MMN	and	LDN	findings	suggest	a	two-stage	process	in	the	577	 perception	of	stress	and	phoneme	related	acoustical	information.	In	the	first	578	 stage,	duration	and	f0	are	taken	together	to	build	up	the	phonological	structure	579	 of	the	word,	the	central	point	of	which	is	the	syllable	(c.f.	Vainio	et	al.,	2010).	This	580	 process	is	reflected	in	the	changes	of	the	MMN	component	(see	e.g.,	Honbolygó	581	 and	Csépe,	2013;	Näätänen	et	al.,	1997).	In	the	second	stage,	the	representation	582	 obtained	is	matched	against	long-term	lexical	representations,	and	here	the	f0	583	 and	vowel	information	remains	important.	This	process	is	reflected	in	the	584	 changes	of	the	LDN	component	(see	e.g.,	Korpilahti	et	al.,	2001).		585	 	586	 5.	Conclusions	587	 To	summarize,	we	obtained	three	consecutive	ERP	components	(MMN,	N350,	588	 LDN)	reflecting	the	processing	of	a	stressed	syllable	as	compared	to	an	589	 unstressed	syllable	in	a	word	like	context.	The	MMN	and	LDN	components	were	590	 larger	for	speech	stimuli	compared	to	non-speech	stimuli,	suggesting	an	591	 enhanced	early	and	late	processing	of	speech	related	acoustic	information.	We	592	 also	found	that	Hungarian	listeners	have	a	specific	sensitivity	for	f0	and	593	 consonant	duration	features,	and	this	fits	in	a	model	assuming	a	language	594	 specific	Prosody	Analyzer,	the	task	of	which	is	to	locate	prosodic	boundaries	595	 based	on	both	segmental	and	suprasegmental	representations.		596	 Our	results	further	validate	the	usefulness	of	the	multi-feature	MMN	paradigm	in	597	 tracking	brain	mechanisms	related	to	the	processing	of	speech	stimuli,	and	598	
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provide	evidence	about	the	specific	mechanisms	contributing	to	speech	599	 segmentation	based	on	prosody.		600	 	601	 Acknowledgements	602	 The	study	was	supported	by	the	Hungarian	Research	Fund	OTKA	PD	84009	(FH)	603	 and	OTKA	NK	101087	(VCS).		We	thank	Gábor	Olaszy	and	Géza	Németh	604	 (Department	of	Telecommunications	and	Media	Informatics,		Budapest	605	 University	of	Technology	and	Economics)	for	providing	us	the	Profivox	program	606	 for	research	purposes.		We	want	to	also	thank	Gabriella	Baliga	for	her	help	with	607	 data	collection.	608	 	 	609	
	 29	
References	610	 Bentin,	S.,	Mouchetant-Rostaing,	Y.,	Giard,	M.H.,	Echallier,	J.F.,	Pernier,	J.,	1999.	611	 ERP	manifestations	of	processing	printed	words	at	different	612	 psycholinguistic	levels:	time	course	and	scalp	distribution.	J.	Cogn.	Neurosci.	613	 11,	235–260.	doi:10.1162/089892999563373	614	 Bishop,	D.V.M.,	Hardiman,	M.J.,	Barry,	J.G.,	2011.	Is	auditory	discrimination	615	 mature	by	middle	childhood?	A	study	using	time-frequency	analysis	of	616	 mismatch	responses	from	7	years	to	adulthood.	Dev.	Sci.	14,	402–416.	617	 doi:10.1111/j.1467-7687.2010.00990.x	618	 Bloomfield,	L.,	1935.	Language.	George	Allen	and	Unwin,	London.	619	 Boersma,	P.,	Weenink,	D.,	2007.	Praat:	doing	phonetics	by	computer	(Version	620	 4.5.)[Computer	program].	Retrieved	from	http//www.praat.org/.	621	 Campbell,	N.,	Beckman,	M.E.,	1997.	Stress,	Prominence,	and	Spectral	Tilt.	622	 Intonation	Theory,	Model.	Appl.	67–70.	623	 Cheour,	M.,	Korpilahti,	P.,	Martynova,	O.,	Lang,	A.H.,	2001.	Mismatch	negativity	624	 and	late	discriminative	negativity	in	investigating	speech	perception	and	625	 learning	in	children	and	infants.	Audiol	Neurootol	6,	2–11.	626	 Cho,	T.,	McQueen,	J.M.,	Cox,	E.	a.,	2007.	Prosodically	driven	phonetic	detail	in	627	 speech	processing:	The	case	of	domain-initial	strengthening	in	English.	J.	628	 Phon.	35,	210–243.	doi:10.1016/j.wocn.2006.03.003	629	 Colin,	C.,	Hoonhorst,	I.,	Markessis,	E.,	Radeau,	M.,	de	Tourtchaninoff,	M.,	Foucher,	630	 A.,	Collet,	G.,	Deltenre,	P.,	2009.	Mismatch	Negativity	(MMN)	evoked	by	631	 sound	duration	contrasts:	An	unexpected	major	effect	of	deviance	direction	632	 on	amplitudes.	Clin.	Neurophysiol.	120,	51–59.	633	 doi:10.1016/j.clinph.2008.10.002	634	 Csépe,	V.,	Szücs,	D.,	Honbolygó,	F.,	2003.	Number-word	reading	as	challenging	635	 task	in	dyslexia?	An	ERP	study.	Int.	J.	Psychophysiol.	51,	69–83.	636	 doi:10.1016/S0167-8760(03)00154-5	637	 Cutler,	A.,	Norris,	D.,	1988.	The	Role	of	Strong	Syllables	in	Segmentation	for	638	 Lexical	Access.	J.	Exp.	Psychol.	Hum.	Percept.	Perform.	14,	113–121.	639	 Fónagy,	I.,	1958.	A	hangsúlyról	[On	stress].	Nyelvtudományi	Értekezések	18.	640	 Fry,	D.B.,	1958.	Experiments	in	the	perception	of	stress.	Lang.	Speech	1,	126–152.	641	 doi:10.1177/002383095800100207	642	 Greenhouse,	S.W.,	Geisser,	S.,	1959.	On	methods	in	the	analysis	of	profile	data.	643	 Psychometrika	24,	95–112.	644	 Halász,	P.,	1998.	Hierarchy	of	micro-arousals	and	the	microstructure	of	sleep.	645	 Neurophysiol.	Clin.	28,	461–475.	doi:10.1016/S0987-7053(99)80016-1	646	 Honbolygó,	F.,	Csépe,	V.,	2013.	Saliency	or	template?	ERP	evidence	for	long-term	647	 representation	of	word	stress.	Int.	J.	Psychophysiol.	87,	165–172.	648	 doi:10.1016/j.ijpsycho.2012.12.005	649	 Honbolygó,	F.,	Csépe,	V.,	Ragó,	A.,	2004.	Suprasegmental	speech	cues	are	650	 automatically	processed	by	the	human	brain:	a	mismatch	negativity	study.	651	
	 30	
Neurosci.	Lett.	363,	84–88.	doi:10.1016/j.neulet.2004.03.057	652	 Honbolygó,	F.,	Kolozsvári,	O.,	2015.	A	hangsúly	észlelésének	akusztikai	653	 meghatározói	[Acoustical	determiners	of	word	stress	654	 perception][Hungarian].	Beszédkutatás	23,	21–34.	655	 Jacobsen,	T.,	Schröger,	E.,	2003.	Measuring	duration	mismatch	negativity.	Clin.	656	 Neurophysiol.	114,	1133–1143.	doi:10.1016/S1388-2457(03)00043-9	657	 Kager,	R.,	2007.	Feet	and	metrical	stress,	in:	de	Lacy,	P.	(Ed.),	The	Cambridge	658	 Handbook	of	Phonology.	Cambridge	University	Press,	Cambridge,	pp.	195–659	 228.	660	 Korpilahti,	P.,	Krause,	C.M.,	Holopainen,	I.,	Lang,	A.H.,	2001.	Early	and	late	661	 mismatch	negativity	elicited	by	words	and	speech-like	stimuli	in	children.	662	 Brain	Lang.	76,	332–339.	663	 Korpilahti,	P.,	Lang,	H.,	Aaltonen,	O.,	1995.	Is	there	a	late-latency	mismatch	664	 negativity	(MMN)	component?,	in:	Electroencephalography	and	Clinical	665	 Neurophysiology.	p.	96P.	doi:10.1016/0013-4694(95)90016-G	666	 Kuuluvainen,	S.,	Alku,	P.,	Makkonen,	T.,	Lipsanen,	J.,	Kujala,	T.,	2016.	Cortical	667	 speech	and	non-speech	discrimination	in	relation	to	cognitive	measures	in	668	 preschool	children.	Eur.	J.	Neurosci.	43,	738–750.	doi:10.1111/ejn.13141	669	 Kuuluvainen,	S.,	Nevalainen,	P.,	Sorokin,	A.,	Mittag,	M.,	Partanen,	E.,	Putkinen,	V.,	670	 Seppänen,	M.,	Kähkönen,	S.,	Kujala,	T.,	2014.	The	neural	basis	of	sublexical	671	 speech	and	corresponding	nonspeech	processing:	A	combined	EEG--MEG	672	 study.	Brain	Lang.	130,	19–32.	673	 doi:http://dx.doi.org/10.1016/j.bandl.2014.01.008	674	 Lovio,	R.,	Pakarinen,	S.,	Huotilainen,	M.,	Alku,	P.,	Silvennoinen,	S.,	Näätänen,	R.,	675	 Kujala,	T.,	2009.	Auditory	discrimination	profiles	of	speech	sound	changes	in	676	 6-year-old	children	as	determined	with	the	multi-feature	{MMN}	paradigm.	677	 Clin.	Neurophysiol.	120,	916–921.	678	 doi:http://dx.doi.org/10.1016/j.clinph.2009.03.010	679	 Näätänen,	R.,	Lehtokoski,	A.,	Lennes,	M.,	Cheour,	M.,	Huotilainen,	M.,	Iivonen,	A.,	680	 Vainio,	M.,	Alku,	P.,	Ilmoniemi,	R.J.,	Luuk,	A.,	Allik,	J.,	Sinkkonen,	J.,	Alho,	K.,	681	 1997.	Language-specific	phoneme	representations	revealed	by	electric	and	682	 magnetic	brain	responses.	Nature	385,	432–434.	683	 Näätänen,	R.,	Paavilainen,	P.,	Rinne,	T.,	Alho,	K.,	2007.	The	mismatch	negativity	684	 (MMN)	in	basic	research	of	central	auditory	processing:	a	review.	Clin	685	 Neurophysiol	118,	2544–2590.	686	 Näätänen,	R.,	Pakarinen,	S.,	Rinne,	T.,	Takegata,	R.,	2004.	The	mismatch	687	 negativity	(MMN):	Towards	the	optimal	paradigm.	Clin.	Neurophysiol.	115,	688	 140–144.	doi:10.1016/j.clinph.2003.04.001	689	 Olaszy,	G.,	Németh,	G.,	Olaszi,	P.,	Kiss,	G.,	Zainkó,	C.,	Gordos,	G.,	2000.	Profivox	-	a	690	 Hungarian	text-to-speech	system	for	telecommunications	applications.	Int.	J.	691	 Speech	Technol.	3,	201–215.	doi:10.1023/A:1026558915015	692	 Pakarinen,	S.,	Lovio,	R.,	Huotilainen,	M.,	Alku,	P.,	Näätänen,	R.,	Kujala,	T.,	2009.	693	 Fast	multi-feature	paradigm	for	recording	several	mismatch	negativities	694	 (MMNs)	to	phonetic	and	acoustic	changes	in	speech	sounds.	Biol	Psychol	82,	695	
	 31	
219–226.	doi:10.1016/j.biopsycho.2009.07.008	696	 Pakarinen,	S.,	Teinonen,	T.,	Shestakova,	A.,	Kwon,	M.S.,	Kujala,	T.,	Hämäläinen,	H.,	697	 Näätänen,	R.,	Huotilainen,	M.,	2013.	Fast	parametric	evaluation	of	central	698	 speech-sound	processing	with	mismatch	negativity	(MMN).	Int.	J.	699	 Psychophysiol.	87,	103–110.	700	 doi:http://dx.doi.org/10.1016/j.ijpsycho.2012.11.010	701	 Partanen,	E.,	Vainio,	M.,	Kujala,	T.,	Huotilainen,	M.,	2011.	Linguistic	multifeature	702	 MMN	paradigm	for	extensive	recording	of	auditory	discrimination	profiles.	703	 Psychophysiology	48,	1372–1380.	doi:10.1111/j.1469-8986.2011.01214.x	704	 Peter,	V.,	Mcarthur,	G.,	Thompson,	W.F.,	2012.	Discrimination	of	stress	in	speech	705	 and	music:	A	mismatch	negativity	(MMN)	study.	Psychophysiology	49,	706	 1590–1600.	doi:10.1111/j.1469-8986.2012.01472.x	707	 Plag,	I.,	Kunter,	G.,	Schramm,	M.,	2011.	Acoustic	correlates	of	primary	and	708	 secondary	stress	in	North	American	English.	J.	Phon.	39,	362–374.	709	 Shestakova,	A.,	Huotilainen,	M.,	Ceponiene,	R.,	Cheour,	M.,	2003.	Event-related	710	 potentials	associated	with	second	language	learning	in	children.	Clin	711	 Neurophysiol	114,	1507–1512.	712	 Sluijter,		a	M.,	van	Heuven,	V.J.,	1996.	Spectral	balance	as	an	acoustic	correlate	of	713	 linguistic	stress.	J.	Acoust.	Soc.	Am.	100,	2471–2485.	doi:10.1121/1.417955	714	 Sluijter,		a	M.,	van	Heuven,	V.J.,	Pacilly,	J.J.,	1997.	Spectral	balance	as	a	cue	in	the	715	 perception	of	linguistic	stress.	J.	Acoust.	Soc.	Am.	101,	503–513.	716	 doi:10.1121/1.417994	717	 Sorokin,	A.,	Alku,	P.,	Kujala,	T.,	2010.	Change	and	novelty	detection	in	speech	and	718	 non-speech	sound	streams.	Brain	Res.	1327,	77–90.	719	 doi:10.1016/j.brainres.2010.02.052	720	 Spironelli,	C.,	Angrilli,	A.,	2007.	Influence	of	Phonological,	Semantic	and	721	 Orthographic	tasks	on	the	early	linguistic	components	N150	and	N350.	Int.	722	 J.	Psychophysiol.	64,	190–198.	doi:10.1016/j.ijpsycho.2007.02.002	723	 Sweet,	H.,	1906.	A	primer	of	phonetics,	3rd	ed.	Oxford:	Clarendon	Press.	724	 Tong,	X.,	McBride,	C.,	Zhang,	J.,	Chung,	K.K.H.,	Lee,	C.Y.,	Shuai,	L.,	Tong,	X.,	2014.	725	 Neural	correlates	of	acoustic	cues	of	English	lexical	stress	in	Cantonese-726	 speaking	children.	Brain	Lang.	138,	61–70.	doi:10.1016/j.bandl.2014.09.004	727	 Turk,		a	E.,	Sawusch,	J.R.,	1996.	The	processing	of	duration	and	intensity	cues	to	728	 prominence.	J.	Acoust.	Soc.	Am.	99,	3782–3790.	doi:10.1121/1.414995	729	 Vainio,	M.,	Järvikii,	J.,	Aalto,	D.,	Suni,	A.,	Järvikivi,	J.,	Aalto,	D.,	Suni,	A.,	2010.	730	 Phonetic	tone	signals	phonological	quantity	and	word	structure.	J.	Acoust.	731	 Soc.	Am.	128,	1313–1321.	732	 van	der	Hulst,	H.,	2006.	Word	Stress,	in:	Brown,	K.	(Ed.),	Encyclopedia	of	733	 Language	&	Linguistics	(Second	Edition).	Elsevier,	Oxford,	pp.	655–665.	734	 doi:http://dx.doi.org/10.1016/B0-08-044854-2/00056-0	735	 Weber,	C.,	Hahne,	A.,	Friedrich,	M.,	Friederici,	A.D.,	2004.	Discrimination	of	word	736	 stress	in	early	infant	perception:	Electrophysiological	evidence.	Cogn.	Brain	737	 Res.	18,	149–161.	738	
	 32	
White,	L.,	Mády,	K.,	2008.	The	long	and	the	short	and	the	final:	Phonological	739	 vowel	length	and	prosodic	timing	in	Hungarian,	in:	4th	Speech	Prosody	740	 Conference,	Campinas,	Brasil.	pp.	363–366.	741	 Winkler,	I.,	Denham,	S.L.,	Nelken,	I.,	2009.	Modeling	the	auditory	scene:	742	 predictive	regularity	representations	and	perceptual	objects.	Trends	Cogn.	743	 Sci.	13,	532–540.	744	 Yang,	C.M.,	Wu,	C.S.,	2007.	The	effects	of	sleep	stages	and	time	of	night	on	NREM	745	 sleep	ERPs.	Int.	J.	Psychophysiol.	63,	87–97.	746	 doi:10.1016/j.ijpsycho.2006.08.006	747	 Ylinen,	S.,	Strelnikov,	K.,	Huotilainen,	M.,	Näätänen,	R.,	2009.	Effects	of	prosodic	748	 familiarity	on	the	automatic	processing	of	words	in	the	human	brain.	Int.	J.	749	 Psychophysiol.	73,	362–368.	750	 Zachau,	S.,	Rinker,	T.,	Körner,	B.,	Kohls,	G.,	Maas,	V.,	Hennighausen,	K.,	Schecker,	751	 M.,	2005.	Extracting	rules:	early	and	late	mismatch	negativity	to	tone	752	 patterns.	Neuroreport	16,	2015–2019.	753	 	754	 	755	 	756	
