On multivariate fractional random fields: tempering and operator-stable
  laws by Didier, G. et al.
ar
X
iv
:2
00
2.
09
61
2v
1 
 [m
ath
.PR
]  
22
 Fe
b 2
02
0
ON MULTIVARIATE FRACTIONAL RANDOM FIELDS: TEMPERING AND
OPERATOR-STABLE LAWS
GUSTAVO DIDIER, SHIGEKI KANAMORI, AND FARZAD SABZIKAR
Abstract. In this paper, we define a new and broad family of vector-valued random fields called
tempered operator fractional operator-stable random fields (TRF, for short). TRF is typically
non-Gaussian and generalizes tempered fractional stable stochastic processes. TRF comprises
moving average and harmonizable-type subclasses that are constructed by tempering (matrix-) ho-
mogeneous, matrix-valued kernels in time- and Fourier-domain stochastic integrals with respect
to vector-valued, strictly operator-stable random measures. We establish the existence and fun-
damental properties of TRF. Assuming both Gaussianity and isotropy, we show the equivalence
between certain moving average and harmonizable subclasses of TRF. In addition, we establish
sample path properties in the scalar-valued case for several Gaussian instances.
1. Introduction
In this paper, we define a new and broad family of vector-valued random fields called tem-
pered operator fractional operator-stable random fields (TRF, for short). TRF is typically
non-Gaussian and generalizes tempered fractional stable stochastic processes. It ties together
the research literatures on stable laws, anisotropic operator scaling, semi-long range depen-
dence as well as transient anomalous diffusion in physics. TRF comprises moving average and
harmonizable-type subclasses that are constructed by tempering (matrix-) homogeneous, matrix-
valued kernels in time- and Fourier-domain stochastic integrals with respect to vector-valued,
strictly operator-stable random measures. We establish the existence and fundamental properties
of TRF. Moving average and harmonizable-type instances are generally non-equivalent; however,
assuming both Gaussianity and isotropy, we show the equivalence between certain subclasses. In
addition, we establish sample path properties in the scalar-valued case for several Gaussian in-
stances.
Fractional, or non-Markovian, constructs provide the mathematical framework for scale in-
variant systems. These systems lack a characteristic time or space scale, and their behavior
across scales is related by means of scaling exponents (Mandelbrot and Van Ness (1968), Flan-
drin (1992), Wornell and Oppenheim (1992)). A cornerstone class of scale invariant stochastic
processes is fractional Brownian motion (FBM), i.e., the only Gaussian, self-similar, stationary
increment process (Embrechts and Maejima (2002)). The literature on fractional probability the-
ory and its applications is now extensive (e.g., Dobrushin and Major (1979), Granger and Joyeux
(1980), Dahlhaus (1989), Robinson (1995), Moulines et al. (2008), Beran et al. (2013), Bardet
and Tudor (2014), Pipiras and Taqqu (2017)).
Recall that a distribution is called stable, in the scalar case, or operator-stable, in the vector
case, when it can be reexpressed as the sum of independent copies of itself, up to dilation and shift
factors (Jurek and Mason (1993), Meerschaert and Scheffler (2001)). Non-Gaussian stable laws
display heavy tails, a property observed in a number of areas such as in finance (Meerschaert and
Scheffler (2003)) and network traffic (Taqqu et al. (1997), Willinger et al. (2003)). On the other
hand, in the context of random fields, a (fractional) system is called anisotropicwhen its behavior
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may be affected by rotations or reflections (e.g., Bonami and Estrade (2003), Didier et al. (2018)).
Anisotropy is encountered in several fields of research such as in radiology (Brunet-Imbault et al.
(2005)) and texture analysis (Arneodo et al. (2000), Roux et al. (2016)). An important framework
of fractional, heavy-tailed anisotropic models that we call operator scaling or operator fractional
operator-stable random fields (ORF) was constructed over the years by multiple authors (see,
for instance, Maejima and Mason (1994) on random processes, Bierme´ et al. (2007) on scalar-
valued random fields, and Kremer and Scheffler (2019) on vector-valued random fields). We can
generally express ORF by means of two non-equivalent classes of random fields defined in the
multidimensional time and Fourier domains, respectively, as
(1.1) Rn ∋ XH(x) =
∫
y∈Rd
[
ϕ(x − y)H−qB − ϕ(−y)H−qB
]
M(dy), x ∈ Rd,
and
(1.2) Rn ∋ X˜H(x) = Re
∫
y∈Rd
(ei〈x,ξ〉 − 1)ϕ(ξ)−Hϕ(ξ)−qB M(dξ), x ∈ Rd.
In (1.1) and (1.2), H is the so-named Hurst (matrix) exponent, ϕ > 0 is a (real-valued) homoge-
neous function in the sense of matrix scaling (see (2.11)), for any matrix A the expression ϕ(·)A
denotes the matrix exponential (see (2.5)), q is an appropriate constant, and M(dy) and M(dξ) are
operator-stable random measures associated with the matrix exponent B (see (2.16) and (2.20)).
In the scalar case (n = 1), we can set B−1 = α ∈ (0, 2] and the random measures are symmetric
α-stable (SαS ; see Example 2.3). In dimensions d = n = 1, (1.1) and (1.2) encompass linear
fractional stable motion (LFSM; Stoev and Taqqu (2004)) and FBM (α = 2). Fundamental prop-
erties have been established for many Gaussian and non-Gaussian instances of ORF, including
existence, stochastic continuity, critical Ho¨lder exponents and the Hausdorff dimension of sample
paths (see, for instance, Maejima and Mason (1994), Bierme´ et al. (2007), So¨nmez (2016, 2018)).
In many empirical settings, power law behavior – as parametrized by some fixed scaling, or
Hurst, exponent – is expected to hold only within a range of scales. Outside this range, the
observed dynamics may qualitatively change. In the anomalous diffusion literature, for example,
this appears in the form of transience. A particle’s position X = {X(t)} is said to undergo transient
anomalous diffusionwhen its mean squared displacement EX2(t) satisfies a scaling relation of the
form EX2(t) ≈ Ctζ , C ≥ 0, where the exponent ζ = ζ(t) ≥ 0 may itself change as a function of
time (Piryatinska et al. (2005), Stanislavsky et al. (2008), Sandev et al. (2015), Wu et al. (2016),
Chen et al. (2017), Liemert et al. (2017), Chen et al. (2018), Molina et al. (2018)). Transience
may also appear as a consequence of accounting for the energy spectrum of turbulence in the low-
frequency range (Meerschaert et al. (2014)), and is closely related to the property of semi-long
range dependence (semi-LRD). The increments of a stochastic process are said to display semi-
LRD when their autocovariance function decays hyperbolically over small lags and exponentially
fast over large lags. A canonical example is tempered FBM (TFBM; Meerschaert and Sabzikar
(2013, 2014)), a transiently anomalous diffusion process whose increments are semi-long range
dependent.
In this paper, we use recently developed operator-stable stochastic integration techniques (Kre-
mer and Scheffler (2017, 2019); see also Samorodnitsky and Taqqu (1994)) to put forward a
broad mathematical framework that combines operator-stable laws, fractional anisotropy and
transience. This is done by applying exponential-type dampening techniques to construct tem-
pered fractional extensions of (1.1) and (1.2). These new families are calledmoving average-, and
harmonizable-tempered operator fractional operator-stable random fields (MA-TRF and H-TRF,
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respectively; for precise expressions, see Definitions 3.1 and 4.1). Tempering produces more
tractable mathematical objects, and can be made arbitrarily light, which is especially convenient
in the development and applications of stochastic fractional calculus (Cartea and del-Castillo-
Negrete (2007), Baeumer and Meerschaert (2010), Meerschaert and Sabzikar (2014), Boniece
et al. (2020)). Moreover, we use Bessel-type functions to further define moving average-Bessel-
tempered operator fractional operator-stable random fields (MA-B-TRF; see Definition 3.4).
MA-B-TRF involves flexible Hurst eigenvalue-dependent tempering that turns out to be suitable
for the calculation of Fourier transforms. We establish fundamental properties of the three sub-
classes of TRF (MA-TRF, MA-B-TRF and H-TRF), such as their existence, stochastic continuity
and stationarity of increments (see Theorem 3.1, Corollary 3.2, Theorem 3.2, Corollary 3.5, The-
orem 4.1, Corollary 4.2). All of them display operator scaling properties involving both domain
(E) and range (H) matrix exponents. In other words, any TRF Xλ satisfies
(1.3) {Xλ(cEx)}x∈Rd f .d.= {cHXcλ(x)}x∈Rd , c > 0,
where
f .d.
= denotes the equality of finite-dimensional distributions and λ > 0 is a tempering pa-
rameter (cf. Li and Xiao (2011), Didier et al. (2017)). In particular, TRF encompasses tempered
fractional stable motion (TFSM) in dimensions d = n = 1 (cf. Meerschaert and Sabzikar (2016)
and Sabzikar and Surgailis (2018); see also Remark 4.3).
Establishing the equivalence of moving average and harmonizable representations of Gaussian
random fields is a classical problem of great interest in both theory and applications (Rozanov
(1967), Brockwell and Davis (1991)). In the tempered operator fractional framework, it can be
shown that many Gaussian instances of TRF have covariance function
(1.4)
EXH(x)XH(y)
t
=
1
2
{‖x‖HC2x,H‖x‖H
∗
+ ‖y‖HC2y,H‖y‖H
∗ − ‖x − y‖HC2x−y,H‖x − y‖H
∗}, x,y ∈ Rd
forC2•,H ∈ S≥0(n,R) (see Corollaries 5.3 and 5.7). The fact thatC2x,H is a function of x even under
isotropy (see (5.1)) makes directly comparing covariance functions for different representations
quite intricate. This obstacle is also encountered with anisotropic Gaussian instances of (1.1) and
(1.2) (cf. Bierme´ et al. (2007), p. 325; Didier and Pipiras (2011), Baek et al. (2014)). In this paper,
we construct harmonizable representations of isotropic and Gaussian MA- and MA-B-TRF by,
instead, computing Fourier transforms of their kernels (Propositions 5.4 and 5.8). Our results
show that the harmonizable representation of isotropic Gaussian MA-B-TRF is mathematically
simpler than that of MA-TRF, and that the former is the natural moving average-type counterpart
to a subclass of isotropic Gaussian instances of H-TRF (see expression (5.11)). In addition, we
provide some closed-form expressions for the covariances of both subclasses of random fields
(Propositions 5.5 and 5.9).
It is well known that sample path properties of random fields provide measures of fractality
and regularity of global and local behavior (see Adler (1981), Falconer (1990)). In this paper,
we further consider the sample path properties of scalar-valued, Gaussian instances of TRF. We
call them (scalar-valued) tempered operator fractional Brownian fields (TOFBF). We establish
the Ho¨lder regularity of sample paths, as well as the Hausdorff or box dimensions of the graphs
of moving average (MA-TOFBF) and harmonizable (H-TOFBF) types. In particular, our results
show that tempering does not affect the sample path properties of MA-TOFBF with respect to its
non-tempered, operator fractional Brownian field counterpart, as studied in Bierme´ et al. (2007)
(on the sample path properties of the related Bessel type, see Remark 6.5).
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This paper is organized as follows. In Section 2, we sum up fundamental concepts and lay
out the notation used in the rest of the paper. In Section 3, we construct and study MA-TRF and
MA-B-TRF, namely, in the multidimensional time domain. In Section 4, we construct and study
H-TRF, namely, in the multidimensional Fourier domain. In Section 5, assuming Gaussianity
and isotropy, we construct harmonizable representations of MA-TRF and MA-B-TRF, as well as
some expressions for their covariance functions. In Section 6, we establish the sample path prop-
erties of scalar-valued, Gaussian instances. Section 7 contains all proofs and technical results. In
the Conclusion, we sum up the results and discuss open problems.
2. Preliminaries
Let M(d,R), M(d,C) be, respectively, the spaces of d × d matrices with R– and C–valued
entries, and let O(d), SO(d) ⊆ M(d,R) be, respectively, the orthogonal and special orthogonal
groups. Also let GL(n,C) be the general linear group of nonsingular, complex-valued matrices.
Define S≥0(d,R), S≥0(d,C) as the cones of symmetric and Hermitian positive semidefinite matri-
ces, respectively. Let eig(M) be the set of possibly repeated eigenvalues (characteristic roots) of
M ∈ M(d,R). For notational convenience, we also write
(2.1) ̟M = infℜeig(M), ΥM = supℜeig(M), M ∈ M(d,C).
Throughout the paper, I ∈ M(d,R) is the identity matrix, and
(2.2) E ∈ M(d,R)
denotes a matrix exponent whose eigenvalues have real parts satisfying
(2.3) ̟E > 0.
Throughout the paper, we use the notation
(2.4) q = tr(E) > 0.
Also let Γ = Rd\{0}. For c > 0, we define matrix exponentiation in the usual way as
(2.5) cE := exp{(log c)E} =
∞∑
k=0
((log c)E)k
k!
.
As an exponent, the matrix E induces a norm on Rd. In other words, there exists a norm ‖ · ‖0,
associated with the unit sphere
(2.6) S 0 = {x ∈ Rd : ‖x‖0 = 1},
in such a way that the mapping
Ψ : (0,∞) × S 0 → Γ, Ψ(r, θ) = rEθ,
is a homeomorphism (see Lemma 6.1.5 in Meerschaert and Scheffler (2001)). Therefore, any
x ∈ Γ can be uniquely decomposed in anisotropic polar coordinates as
(2.7) x = τ(x)El(x)
for some radial (scalar) component τ(x) > 0 and some directional (vector-valued) component
l(x) ∈ S 0. One such norm can be explicitly calculated by means of the formula
(2.8) ‖x‖0 =
∫ 1
0
‖tEx‖•dt
t
,
where ‖ · ‖• is any norm in Rd.
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The matrix E in (2.2) and (2.5) determines matrix exponentiation in the domain Rd; when con-
structing classes of vector-valued random fields, we also need to consider matrix exponentiation
in the range Rn. In this case, this is based on the so-called Hurst matrices H ∈ M(n,R). Such
matrices can be defined in Jordan form as
(2.9) H = PJHP
−1, P ∈ GL(n,C),
where we assume that
(2.10) 0 < ̟H ≤ ΥH.
In this paper, tempered operator fractional random fields are developed based on stochastic
integration frameworks in the multidimensional time and Fourier domains. This involves two
main ingredients: appropriate integrands and random measures. For the reader’s convenience,
we provide a self-contained discussion; more details can be found in Jurek and Mason (1993),
Maejima and Mason (1994), Samorodnitsky and Taqqu (1994), Bierme´ et al. (2007), Kremer and
Scheffler (2017, 2019).
In regard to the first ingredient, the so-named E-homogeneous functions play the role of inte-
grands or, equivalently, matrix-valued kernels. Let E ∈ M(d,R) be a matrix whose eigenvalues
satisfy (2.3). We say a function ϕ : Rd → C is E-homogeneous if, for x , 0 and c > 0,
(2.11) ϕ(cEx) = cϕ(x).
Throughout the paper, we only consider E-homogeneous functions ϕ such that
(2.12) ϕ(x) > 0, x , 0,
so condition (2.12) is omitted in statements. Given the sphere S 0 induced by E (see (2.6)), if in
addition ϕ is continuous, we write
(2.13) Mϕ ≔ max
θ∈S 0
ϕ(θ) > 0 and mϕ ≔ min
θ∈S 0
ϕ(θ) > 0.
Remark 2.1. The exponent of an E-homogeneous function ϕ is generally not unique. Consider
the set of symmetries S(ϕ) of ϕ, i.e., those matrices A ∈ M(d,R) such that ϕ(Ax) = ϕ(x),
x ∈ Rd. Under mild technical assumptions, the set of possible exponents of ϕ can be written
as E + TS(ϕ), where TS(ϕ) is the tangent space of the Lie group S(ϕ) at the identity (for more
details, see Meerschaert and Scheffler (2001), Theorem 5.2.13).
In regard to the second ingredient (random measures), we begin by describing operator-stable
laws. Recall that a Le´vy measure is defined as a Borel measure ν(dx) such that ν({0}) = 0 and∫
Rn
min{1, ‖x‖2}ν(dx) < ∞. It can be shown that, for a function ψ̂ : Rn → C,
(2.14) µ̂ = exp(ψ̂)
is the characteristic function of an infinitely-divisible distribution µ on Rn if and only if we can
express
(2.15) ψ̂(u) = i〈γ, u〉 + 〈u,Qu〉 +
∫
Rn
(
ei〈u,x〉 − 1 − i〈u,x〉
1 + ‖x‖2
)
ν(dx), u ∈ Rn,
for some Le´vy measure ν(dx), some shift component γ and some Q ∈ S≥0(n,R). In this case, we
write µ ∼ [γ,Q, ν], where the triplet γ, Q and ν is uniquely determined by µ. In particular, ψ̂ as
in (2.15) is the only continuous function satisfying ψ̂(0) = 0 and (2.14). The function ψ̂ is called
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the log-characteristic function of µ. Let X, {X j} j∈N be i.i.d. random vectors in Rn. We say X is
operator-stable if there are A j ∈ GL(n,R) and shift vectors a j ∈ Rn such that
A j
j∑
k=1
Xk + a j
d
= X, n ∈ N
(Sharpe (1969), Hudson and Mason (1981)). The matrix scaling factor often takes the form
A j = j
−B for some B ∈ M(n,R), in which case we refer to B as the exponent of the distribution
µ(dx) of X. If a j = 0, j ∈ N, then X is called strictly operator-stable. A distribution on Rn
is called full when its support is not contained in any hyperplane. It can be shown that a full
probability measure µ(dx) on Rn is operator-stable if and only if it is infinitely-divisible and, for
some B ∈ M(n,R) and some family {as}s>0 ⊆ Rn, its characteristic function µ̂ satisfies
(2.16) µ̂(u)s = µ̂(sBu) exp{i〈as, u〉}, s > 0, u ∈ Rn
(Meerschaert and Scheffler (2001), Theorem 7.2.1). Moreover, ̟B ≥ 1/2, and ̟B > 1/2 if and
only if the distribution µ(dx) of X has no Gaussian component. In addition, µ(dx) is strictly
operator-stable if and only if we can write as = 0, s > 0. For an operator-stable distribution that
is not necessarily full or strict, it can be shown that
(2.17) s · ψ̂(u) = ψ̂(sB∗u) + i〈as, u〉, s > 0, u ∈ Rn,
where ∗ denotes the Hermitian adjoint (see Kremer and Scheffler (2019), Corollary 2.2).
Example 2.2. An elementary example of a strictly operator-stable distribution is given by a ran-
dom vector X = (X1, . . . , Xn)
t whose entries X1, . . . , Xn are independent symmetricα-stable (SαS )
random variables, each with parameter αi ∈ (0, 2], i = 1, . . . , n, respectively. In this case, the
characteristic function of X has the form E exp i〈u, X〉 = exp{−∑ni=1 |ui|αi}, u = (u1, . . . , un)t ∈ Rn.
Moreover, the scaling relation (2.16) is satisfied for B = diag(1/α1, . . . , 1/αn) and as ≡ 0.
We are now in a position to look into random measures. Consider the measure space
(2.18) (Rd,B(Rd),Lebd(dy))
and also the so-called δ-ring
(2.19) S := {A ∈ B(Rd) : Lebd(A) < ∞}.
An independently scattered random measure (ISRM) is a mapping M from sets in S to Rn-valued
random vectors satisfying two properties: (i) it assumes independent values (i.e., random vectors)
over disjoint sets in S; (ii) it is σ-additive a.s. Let µ be a full, operator-stable distribution inB(Rn)
with triplet [γ,Q, ν], exponent B and log-characteristic function ψ̂. Consider an ISRM
(2.20) M(dx)
generated by µ and (Rd,B(Rd),Lebd(dy)). In particular, this means that for A ∈ S ⊆ B(Rd),
M(A) ∼ [Lebd(A)γ,Lebd(A)Q,Lebd(A)ν] (for details on the construction and existence of
infinitely-divisible, Rn-valued ISRMs, see Kremer and Scheffler (2017)). Given a measurable
mapping f : Rd →M(n,R), a characterization of the integrability of f with respect to M(dx) is
provided in Kremer and Scheffler (2019), Theorem 2.3. However, assuming µ is full and strictly
operator-stable with exponent B (and ̟B, ΥB as in (2.1)), a sufficient condition for the almost
sure existence of the stochastic integral
(2.21)
∫
Rd
f (x)M(dx)
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is that there are 0 < δ1 ≤ Υ−1B , δ2 > 0 and R > 0 such that
(2.22)
∫
{x:‖ f (x)‖≤R}
‖ f (x)‖ 1ΥB −δ1dx +
∫
{x:‖ f (x)‖>R}
‖ f (x)‖ 1̟B+δ2dx < ∞.
In this case, the characteristic function of the stochastic integral (2.21) is given by
(2.23) E exp
{
iut
∫
Rd
f (x)M(dx)
}
= exp
{ ∫
Rd
ψ̂
(
f (x)∗u
)
dx
}
, u ∈ Rn
(Kremer and Scheffler (2017), Theorem 5.4). Due to algebraic convenience, condition (2.22) is
used in this paper in establishing the existence of tempered operator fractional random fields in
the time domain.
Example 2.3. The simplest example of a full, strictly operator-stable random measure is given
by a vector of i.i.d. SαS random measures, where 0 < α ≤ 2. In fact, consider the measure space
(2.18) and δ-ring (2.19). A R-valued SαS random measure on (Rd,B(Rd)) with control measure
Lebd(dx) is an ISRM such that, for all A ∈ S, M(A) is a SαS random variable with parameter
Leb
1/α
d
(A). The finite-dimensional distributions of a SαS random measure M(dx) are uniquely
determined by its control measure Lebd(dx). Moreover, let f be a R-valued function such that∫
Rd
| f (x)|αdx < ∞. Then, the R-valued integral I( f ) =
∫
Rd
f (x)M(dx) is well defined and its
characteristic function is given by
(2.24) E exp{iuI( f )} = exp
{
− |u|α
∫
Rd
| f (x)|αdx
}
, u ∈ R.
More details on R- or C-valued SαS randommeasures can be found in Samorodnitsky and Taqqu
(1994), Sections 3.1–3.3 and 6.1–6.3.
When considering integrands with C-valued entries, it is natural to replace µ with a full, strictly
operator-stable distribution µ˜ ∼ [˜γ, Q˜, ν˜] on R2n with log-characteristic function ψ˜. In this case,
we assume that an exponent of µ˜ is given by B˜ = B⊕ B for some B ∈ M(n,R). Hence, the ISRM
M(dx) generated by µ˜ and Lebd(dx) can be identified with a C
n-valued ISRM M˜(dx). Define the
mapping Cn ∋ z 7→ Ξ(z) = (ℜz,Iz), which breaks up a vector in Cn into its real components.
Then, we can write Ξ(M˜) = M, where M is called the R2n-valued ISRM associated with M˜. We
say that a measurable function f : Rd →M(n,C) is partially integrable with respect to M˜ if
(2.25) ℜ
∫
Rd
f (x)M˜(dx)
exists a.s. One such function f may be partially integrable even if
∫
Rd
f (x)M˜(dx) does not exist.
If f is, indeed, partially integrable, then the characteristic function of the stochastic integral (2.25)
is given by
(2.26) E exp
{
iut ℜ
∫
Rd
f (x)M˜(dx)
}
= exp
{ ∫
Rd
ψ̂Ξ(M)
(
Ξ( f (x)∗u)
)
dx
}
, u ∈ Rn,
where ψ̂Ξ(M) is the log-characteristic function associated withΞ(M) (Kremer and Scheffler (2017),
Remark 5.12).
For n = 1, a distribution µ on B(Rd) is called rotationally invariant (isotropic) if (Oµ) = µ for
every rotation matrix O ∈ SO(n) (see Samorodnitsky and Taqqu (1994), Definition 2.6.2). For
SαS -based harmonizable representations, one typically uses a C-valued rotationally invariant α-
stable random measure (cf. Bierme´ at al. (2007)). For appropriately defined integration kernels,
it turns out that this conveniently yields stationary increments. However, in the operator-stable
8 GUSTAVO DIDIER, SHIGEKI KANAMORI, AND FARZAD SABZIKAR
framework, a similar but generally weaker condition than rotational invariance is sufficient for
stationary increments. Such condition is given by
(2.27) (Aµ˜)(dx) = µ˜(dx), A ∈ T (2n),
where we define the (Abelian) group of rotation matrices
(2.28) T (2n) =
{ (
(cosω)In (sinω)In
−(sinω)In (cosω)In
)
, ω ∈ [0, 2π)
}
(cf. Kremer and Scheffler (2019), p. 20).
3. Moving average TRF
As anticipated in the Introduction, in this section we introduce two different classes of moving
average-type TRFs and establish their fundamental properties. The difference between these two
classes lies in the tempering function. In one case, tempering is done by means of a traditional,
scalar-valued exponential function that affects all entries of the fractional kernel; in the other
case, by means of a matrix-valued function that slows down the eigenvalue-based scaling laws
over large (time) scales. As it turns out, the essential distributional properties of the random fields
by the two methods are qualitatively identical.
We begin with the more familiar (entry-wise) exponential tempering.
Definition 3.1. Let µ be a full, strictly operator-stable measure on B(Rn) with log-characteristic
function ψ̂ and exponent B. Let M(dy) be a Rn-valued ISRM generated by µ and
(Rd,B(Rd),Lebd(dy)). Let H be a (Hurst) matrix as in (2.9) and (2.10). Fix λ > 0, and sup-
pose
(3.1) ̟H−qB + q̟B > 0.
Let ϕ : Rd → [0,∞) be a continuous E-homogeneous function. A vector-valued moving average
TRF (MA-TRF) is the random field whose stochastic integral representation is given by
Xλ(x) =
∫
Rd
[
e−λϕ(x−y)ϕ(x − y)H−qB − e−λϕ(−y)ϕ(−y)H−qB
]
M(dy), x ∈ Rd.(3.2)
Note that, by formally setting λ = 0 in (3.2), X0(x) corresponds to (1.1). Also, for n = 1 = d
and B = 1/2 (Gaussian), (3.2) is a TFBM (Meerschaert and Sabzikar (2013)).
In the following theorem and corollary, we establish the existence and fundamental properties
of MA-TRF.
Theorem 3.1. The random field (3.2) exists for every x ∈ Rd.
Corollary 3.2. Let Xλ := {Xλ(x)}x∈Rd be a MA-TRF. Then,
(a) under the commutativity condition
(3.3) HB = BH,
Xλ is strictly operator-stable with exponent B and satisfies the scaling property
{Xλ(cEx)}x∈Rd f .d.= {cHXcλ(x)}x∈Rd , c > 0;(3.4)
(b) Xλ is stochastically continuous;
(c) Xλ has stationary increments;
(d) Xλ(x) is full at any x ∈ Rd\{0}.
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When constructing harmonizable representations as in Section 5, it can be very convenient to
work with tempering tools that depend on Hurst eigenvalues. To construct matrix-based temper-
ing, we start from the modified Bessel function of the second kind Kν(x) and apply the so-named
technique of primary matrix functions. This involves greater generality than what is strictly
needed in Section 5, but is also of independent theoretical interest.
Recall that the modified Bessel function of the second kind can be represented as
(3.5) C ∋ Kν(u) =
∫ ∞
0
e−u cosh(t) cosh(νt)dt, u > 0, ν ∈ C,
where cosh(z) = (e−z + ez)/2, z ∈ C (see Temme (2011), Section 9.6). The function Kν is
continuous and, for any ν ∈ R, it satisfies
(3.6) Kν(u) ∼
√
π
2u
e−u, u →∞,
(3.7) Kν(u) ∼
{
2|ν|−1Γ(|ν|)u−|ν|, ν , 0
− log u, ν = 0 , u→ 0
+
(see Abramowitz and Stegun (1970), formulas 9.6.8, 9.6.9 and 9.7.2; cf. the proof of Theorem
3.2). Hence, Kν can be naturally seen as a tempering device assuming the singularity around the
origin can be controlled.
Formally, a matrix-valued tempering function is obtained by replacing the parameter ν with the
matrix H − qB in expression (3.5). To make this procedure rigorous, for the reader’s convenience
we recall the definition of primary matrix functions (more details and properties can be found in
Horn and Johnson (1991), Sections 6.1 and 6.2). Consider
(3.8) Λ = PJP−1 ∈ M(n,C),
where J is in Jordan form with Jordan blocks Jϑ1 , . . . , JϑN along the diagonal. Let
(3.9) qΛ(z) = (z − ϑ1)r1 . . . (z − ϑN)rN
be the minimal polynomial of Λ, where ϑ1, . . . , ϑN are pairwise distinct, and rk ≥ 1 for k =
1, . . . ,N, N ≤ n. Now, let U ⊆ C be an open set. Given a function h : U → C and some
Λ ∈ M(n,C) as in (3.8), consider the conditions: (M1) ϑk ∈ U, k = 1, . . . ,N; (M2) if rk > 1, then
h(z) is analytic in a vicinity Uk ∋ ϑk, where Uk ⊆ U. Let
Mh = {Λ ∈ M(n,C); conditions (M1) and (M2) hold at the characteristic roots ϑ1, . . . , ϑN of Λ}.
We can now define the primary matrix function h(Λ) associated with the scalar-valued stem
function h(z).
Definition 3.3. The primary matrix function h :Mh →M(n,C) is defined as
h(Λ) = Ph(J)P−1 = P

h(Jϑ1) . . . 0
...
. . .
...
0 . . . h(JϑN )
P−1,
where
h(Jϑk) =

h(ϑk) 0 . . . 0
h′(ϑk) h(ϑk)
. . . 0
...
. . .
. . .
...
h(rk−1)(ϑk)
(rk−1)! . . . h
′(ϑk) h(ϑk)

, k = 1, . . . ,N.
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Starting from the framework provided by Definition 3.3, in Proposition F.6 we extend the
univariate formula (3.5) by establishing the integral representation
(3.10) M(n,C) ∋ KN(u) =
∫ ∞
0
e−u cosh(t) cosh(Nt)dt, u > 0,
for the primary matrix function KN(u), where N ∈ M(n,C) and cosh(Nt) = (e−Nt + eNt)/2, t > 0,
is also a primary matrix function.
We are now in a position to define the alternative moving average-type random field, based on
matrix-based tempering.
Definition 3.4. Let µ be a full, strictly operator-stable measure on B(Rn) with log-characteristic
function ψ̂ and exponent B. Let M(dy) be a Rn-valued ISRM generated by µ and
(Rn,B(Rn),Lebd(dy)). Let H be a (Hurst) matrix as in (2.9) and (2.10). Fix λ > 0, and define the
matrix-valued function ̺H−qB,λ(y) := KH−qB(λϕ(y)), where KH−qB(·) is as in (3.10). Suppose
(3.11) 2̟H−qB + q̟B > 0.
Let ϕ : Rd → [0,∞) be a continuous E-homogeneous function. A vector-valued moving average-
Bessel-TRF (MA-B-TRF) is the random field whose stochastic integral representation is given
by
(3.12) XBesλ (x) =
∫
Rd
[
̺H−qB,λ(x − y)ϕ(x − y)H−qB − ̺H−qB,λ(−y)ϕ(−y)H−qB
]
M(dy), x ∈ Rd.
In the following theorem and corollary, we establish the existence and fundamental properties
of MA-B-TRF. Note that the latter qualitatively match those of MA-TRF.
Theorem 3.2. The random field (3.12) exists for every x ∈ Rd.
Corollary 3.5. Let XBes
λ
:= {XBes
λ
(x)}x∈Rd be a MA-B-TRF. Then,
(a) under the commutativity condition (3.3), XBes
λ
is strictly operator-stable with exponent B
and satisfies the scaling property
{XBesλ (cEx)}x∈Rd
f .d.
= {cHXBescλ (x)}x∈Rd , c > 0;(3.13)
(b) XBes
λ
is stochastically continuous;
(c) XBes
λ
has stationary increments;
(d) for n = 1, XBes
λ
(x) is full at any x ∈ Rd\{0};
(e) for E = I and assuming eig(H − qB) ⊆ Rn, XBes
λ
(x) is full at any x ∈ Rd\{0}.
Remark 3.6. In the general anisotropic case of E satisfying relation (2.3), it remains an open
problem whether or not XBes
λ
(x) is full at any x ∈ Rd\{0}.
4. Harmonizable TRF
As discussed in the Introduction, in this section we turn to the Fourier domain. We construct
harmonizable-type TRF and investigate its essential properties. Since the integration kernels
involved are naturally entry-wise C-valued, we resort to Cn-valued random measures.
Definition 4.1. Let µ˜ be a full, strictly operator-stable measure on B(R2n) with log-characteristic
function ψ˜ and exponent B˜ := B ⊕ B. Let M˜(dy) be a Cn-valued ISRM identified with a R2n-
valued ISRM M generated by µ˜ and (Rd,B(Rd),Lebd(Rd)). Fix λ > 0, and let H be a (Hurst)
matrix as in (2.9) and (2.10). Let ϕ : Rd → [0,∞) be a continuous E∗-homogeneous function.
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We define a vector-valued harmonizable-TRF (H-TRF) as the random field whose stochastic
integral representation is given by
X˜λ(x) = ℜ
∫
Rd
(e−i〈x,ξ〉 − 1)(λ + ϕ(ξ))−H(λ + ϕ(ξ))−qBM˜(dξ), x ∈ Rd.(4.1)
Note that, by formally setting λ = 0 in (4.1), X˜0(x) corresponds to (1.2). Also, for n = 1 = d
and B = 1/2 (Gaussian), (4.1) is a TFBM (Meerschaert and Sabzikar (2013)).
In the following theorem and corollary, we establish the existence and fundamental properties
of H-TRF. As discussed in Section 2, by comparison to moving average-type TRFs, showing the
stationarity of increments requires an additional assumption.
Theorem 4.1. The random field (4.1) exists for every x ∈ Rd.
Corollary 4.2. Let {X˜λ(x)}x∈Rd be a H-TRF. Then,
(a) under the commutativity condition (3.3), X˜λ is strictly operator-stable with exponent B
and satisfies the scaling property
{X˜λ(cEx)}x∈Rd f .d.= {cHX˜cλ(x)}x∈Rd , c > 0;(4.2)
(b) X˜λ is stochastically continuous;
(c) if µ˜(dx) as in Definition 4.1 satisfies the symmetry condition (2.27), then X˜λ has stationary
increments;
(d) X˜λ(x) is full at any x ∈ Rd\{0}.
Remark 4.3. It is illustrative to revisit, in the framework of TRF, the univariate stochastic pro-
cesses tempered fractional stable motion of the first and second kinds (TFSM and TFSMII,
respectively; Meerschaert and Sabzikar (2016), Sabzikar and Surgailis (2018)). While dropping
condition (2.12), moving average- and harmonizable-type TFSMs correspond to the instances
generated by taking ϕ(x) = (−x)+ = max{x, 0} and ϕ(x) = (λ + iξ)−1 in (3.2) and (3.12), re-
spectively. On the other hand, TFSMII finds no corresponding random field among moving
average-type TRF defined in this paper. In fact, the moving average subclass of TFSMII is given
by XII
H,α,λ
(t) :=
∫
R
hH,α,λ(t; y)Zα(dy), t ∈ R, where
hH,α,λ(t; y) := (t − y)H−
1
α
+ e
−λ(t−y)+ − (−y)H−
1
α
+ e
−λ(−y)+ + λ
∫ t
0
(s − y)H−
1
α
+ e
−λ(s−y)+ ds.
The same holds for its harmonizable subclass, defined by X˜II
H,α,λ
(t) = 1√
2π
∫
R
eiξt−1
iξ
(λ +
iξ)
1
α
−HWα(dξ), t ∈ R.
5. Representations of isotropic tempered operator fractional Brownian fields
It is well known that moving average and harmonizable non-Gaussian fractional random fields
are generally non-equivalent. However, assuming Gaussianity, equivalence can be established
for certain subclasses of random fields. As discussed in the Introduction, it is intricate to re-
late moving average and harmonizable representations of Gaussian TRF directly by means of its
covariance function, even under isotropy. So, in this section, we establish harmonizable repre-
sentations of Gaussian and isotropic instances of MA-TRF and MA-B-TRF by computing the
Fourier transforms of their kernels.
In the next definition, we recap the notion of isotropy for random fields (cf. Didier et al. (2018),
Section 3.4.1).
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Definition 5.1. We say a Rn-valued random field X = {X(x)}x∈Rd is isotropic when
{X(Ox)}x∈Rd f .d.= {X(x)}x∈Rd , O ∈ O(d).
The Gaussian, isotropic instance of MA-TRF is described in the next definition (cf. expression
(3.2)).
Definition 5.2. Fix λ > 0. Let H be a (Hurst) matrix as in (2.9) and (2.10), and let Z(dy) be a
R
n-valued Gaussian ISRM with Lebesgue control measure on Rd. The random field
(5.1) BH,λ(x) :=
∫
Rd
[
e−λ‖x−y‖‖x − y‖H− d2 I − e−λ‖−y‖ ‖ − y‖H− d2 I
]
Z(dy), x ∈ Rd,
is called an isotropic tempered operator fractional Brownian field (ITOFBF).
Because BH,λ(x) is an instance of the random field Xλ with ϕ(x) = ‖x‖ and M(dx) = Z(dx),
all the properties stated in Theorem 3.1 and Corollary 3.2 hold with B = 1
2
I. In addition, ITOFBF
has finite second moments, whose structure we provide in the following corollary. In particular,
note that the covariance structure of ITOFBF does have the form (1.4).
Corollary 5.3. Let BH,λ = {BH,λ(x)}x∈Rd be an ITOFBF. Then,
(i) BH,λ is, indeed, isotropic;
(ii) BH,λ has covariance function
Cov[BH,λ(x), BH,λ(x
′)]
(5.2) =
1
2
[‖x‖HC2x‖x‖H
t
+ ‖x′‖HC2x′‖x′‖H
t − ‖x− x′‖HC2x−x′‖x− x′‖H
t
]
for all x,x′ ∈ Rd, where
(5.3) S≥0(n,R) ∋ C2x = E
[
BH,‖x‖λ(e1)BH,‖x‖λ(e1)
t] , et1 = (1, 0, . . . , 0).
In the next proposition, we obtain the harmonizable representation of ITOFBF. We focus on
the case of greatest interest in practice, namely, when the Hurst matrix H = PJHP
−1 has simple
and real eigenvalues, with arbitrary coordinates P ∈ GL(n,C). Throughout the rest of the paper,
2F1(a; b; c; z) represents a Gaussian hypergeometric function, which is defined as
2F1(a; b; c; z) =
∞∑
j=0
Γ(a + j)Γ(b + j)Γ(c)
Γ(a)Γ(b)Γ(c + j)Γ( j + 1)
z j
= 1 +
a · b
c · 1 z +
a(a + 1)b(b + 1)
c(c + 1) · 1 · 2 z
2
+ . . .
(5.4)
for all a, b ∈ C, all complex |z| < 1 and real c not a negative integer. In the statement of the
proposition,
(5.5) hℓ, ℓ = 1, . . . , n,
denote the possibly repeated, R–valued and ordered eigenvalues (characteristic roots) of H.
Proposition 5.4. Let BH,λ = {BH,λ(x)}x∈Rd be an ITOFBF as in (5.1) with parameters λ > 0 and
H = PJHP
−1, P ∈ GL(n,C), where the eigenvalues of the Hurst matrix are real and simple. Then,
BH,λ admits the harmonizable representation
(5.6)
{BH,λ(x)}x∈Rd f .d.=
{ 1√
2π
CH,λ
∫
Rd
(e−i〈ξ,x〉 − 1) 2F1
( I d
2
+ H
2
,
I d
2
+ H + I
2
;
d
2
;−‖ξ‖
2
λ2
)
W(dξ)
}
x∈Rd ,
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where W(dξ) is a Cn-valued Gaussian random measure with Lebesgue control measure such that
W(−dξ) = W(dξ) a.s. In (5.6), we use (5.4) to define the matrix-valued 2F1 function as
(5.7) M(n,R) ∋ 2F1
( I d
2
+ H
2
,
I d
2
+ H + I
2
;
d
2
;−‖ξ‖
2
λ2
)
:= Pdiag
(
2F1
( d
2
+ h1
2
,
d
2
+ h1 + 1
2
;
d
2
;−‖ξ‖
2
λ2
)
, . . . , 2F1
( d
2
+ hn
2
,
d
2
+ hn + 1
2
;
d
2
;−‖ξ‖
2
λ2
))
P−1,
and CH,λ is a matrix constant given by
CH,λ =
(2π)
d
2
λ
d
2 2
d−2
2 Γ(d
2
)
Pdiag
(
Γ
(d
2
+ h1
)
λ−h1 , . . . , Γ
(d
2
+ hn
)
λ−hn
)
P−1.
The following proposition builds upon (5.6) to provide a Fourier-domain alternative covariance
formula to (5.2). In the statement and proof of the proposition, we use the matrix-valued function
2F1 in the sense of (5.7), and J·(·) denotes the modified Bessel function of the first kind (cf. (C.5)).
Proposition 5.5. Let BH,λ = {BH,λ(x)}x∈Rd be an ITOFBF as in (5.1) with parameters λ > 0
and H = PJHP
−1, P ∈ GL(n,C), where the eigenvalues of the Hurst matrix are real and simple.
Define the matrix-valued function
S≥0(n,C) ∋ 2F1
 I d2 + H
2
,
I d
2
+ H + I
2
;
d
2
;− r
2
λ2

= 2F1
 I d2 + H
2
,
I d
2
+ H + I
2
;
d
2
;− r
2
λ2
 2F1
 I d2 + H
2
,
I d
2
+ H + 1
2
;
d
2
;− r
2
λ2
∗ .
Then, we can express the covariance function of BH,λ as
Cov[BH,λ(x), BH,λ(x
′)] = ‖x − x′‖1− d2 (2π) d2
∫ ∞
0
r
d
2 J d−2
2
(‖x − x′‖r) 2F1
 I d2 + H
2
,
I d
2
+ H + I
2
;
d
2
;− r
2
λ2
 dr
− ‖x‖1− d2 (2π) d2
∫ ∞
0
r
d
2 J d−2
2
(‖x‖r) 2F1
 I d2 + H
2
,
d
2
+ H + I
2
;
d
2
;− r
2
λ2
 dr
− ‖x′‖1− d2 (2π) d2
∫ ∞
0
r
d
2 J d−2
2
(‖x′‖r) 2F1
 I d2 + H
2
,
I d
2
+ H + I
2
;
d
2
;− r
2
λ2
 dr
+

2(2π)m+1
(2m + 1)!!
∫ ∞
0
rd−1 2F1
 I d2 + H
2
,
I d
2
+ H + I
2
;
d
2
;− r
2
λ2
 dr, if d = 2m + 1;
(2π)m+1
(2m)!!
∫ ∞
0
rd−1 2F1
 I d2 + H
2
,
I d
2
+ H + I
2
;
d
2
;− r
2
λ2
 dr, if d = 2m,
=: ‖x − x′‖1− d2C2H,λ(‖x− x′‖) − ‖x‖1−
d
2C2H,λ(‖x‖) − ‖x′‖1−
d
2C2H,λ(‖x′‖) + D2H,λ.
(5.8)
Expressions (5.6) and (5.8) show that the harmonizable representation and covariance function
of ITOFBF have complicated forms, involving matrix-valued hypergeometric-based functions.
In the next definition, we consider the Gaussian, isotropic version of MA-B-TRF (cf. expression
(3.12)). As it turns out, expressions for the latter are more mathematically manageable.
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Definition 5.6. Fix λ > 0. Let H be a Hurst matrix as in (2.9) and (2.10), and let Z(dy) be a
R
n-valued Gaussian ISRM with Lebesgue control measure on Rd. The random field
(5.9) BBesH,λ(x) = C
Bes
H,λ
∫
Rd
[
‖x − y‖H− d2 IKH− d
2
I (λ‖x − y‖) − ‖ − y‖H−
d
2
IKH− d
2
I (λ‖ − y‖)
]
Z(dy)
is called an isotropic-Bessel-tempered operator fractional Gaussian field (I-B-TOFBF). In (5.9),
CBes
H,λ
:= λ(d/2)I−HΓ(H)−12I−H, where the terms Γ(H),KH− d
2
I(x) ∈ M(n,R) are defined by
Γ(H) := Pdiag(Γ(h1), . . . , Γ(hn))P
−1, KH− d
2
I(x) := Pdiag
(
Kh1− d2 ,...,hn− d2 (x)
)
P−1.
Because BBes
H,λ
(x) is an instance of the random field XBes
λ
with ϕ(x) = ‖x‖ and M(dx) = Z(dx),
all the properties stated in Theorem 3.2 and Corollary 3.5 hold with B = 1
2
I. In addition, mutatis
mutandis, the second order properties provided in Corollary 5.3 for ITOFBF also hold for I-B-
TOFBF and can be shown by similar arguments. For this reason, we state the following result
without proof. As with ITOFBF, note that the covariance structure of I-B-TOFBF does have the
form (1.4).
Corollary 5.7. Let BBes
H,λ
= {BBes
H,λ
(x)}x∈Rd be a I-B-TOFBF. Then,
(i) BBes
H,λ
is, indeed, isotropic;
(ii) BBes
H,λ
has covariance function
Cov[BBesH,λ(x), B
Bes
H,λ(x
′)]
=
1
2
[‖x‖HC2x,Bes|x‖H
t
+ ‖x′‖HC2x′,Bes‖x′‖H
t − ‖x− x′‖HC2x−x′ ,Bes‖x− x′‖H
t
]
for all x,x′ ∈ Rd, where
S≥0(n,R) ∋ C2x,Bes = E
[
BBesH,‖x‖λ(e1)B
Bes
H,‖x‖λ(e1)
t
]
, et1 = (1, 0, . . . , 0).
In the next proposition, we obtain a harmonizable representation of I-B-TOFBF.
Proposition 5.8. Let BBes
H,λ
= {BBes
H,λ
(x)}x∈Rd be a I-B-TOFBF as in (5.9) with parameters λ > 0
and H = PJHP
−1, P ∈ GL(n,C), where the eigenvalues of the Hurst matrix are real and simple.
Then, BBes
H,λ
admits the harmonizable representation
(5.10) {BBesH,λ(x)}x∈Rd
f .d.
=
{
C∗H,λ
∫
Rd
(e−i〈ξ,x〉 − 1)(λ2 + ‖ξ‖2)−H W(dξ)
}
x∈Rd
for some matrix constant C∗H,λ, where W(dξ) is a C
n-valued Gaussian random measure with
Lebesgue control measure on Rd such that W(−dξ) = W(dξ) a.s.
Let Y = {Y(x)}x∈Rd be the random field appearing on the right-hand side of (5.10). Then, Y is,
indeed, a Gaussian H-TRF. In fact, in the parametrization (4.1),
(5.11) {Y(x)}x∈Rd =
{
C∗
H˜,η
∫
Rd
(e−i〈ξ,x〉 − 1)(˜λ + ϕ˜(ξ))−(H˜+ q˜2 I) W(dξ)
}
x∈Rd
for some matrix C∗
H˜ ,˜λ
, where λ˜ = λ2, ϕ˜(ξ) = ‖ξ‖2, H˜ + q˜
2
I = H. In particular, Y satisfies
relation (4.2) with domain and range scaling matrices E˜ = 1
2
I and H˜, respectively, where tr(E˜) =
q˜. Consequently, in this specific sense, I-B-TOFBF appears as a natural moving average-type
counterpart to a subclass of the Gaussian, isotropic instances of (4.1).
In the following proposition, we provide an explicit expression for the covariance function of
I-B-TOFBF in low dimension d, based on the modified Bessel function of the second kind.
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Proposition 5.9. Let BBes
H,λ
= {BBes
H,λ
(x)}x∈Rd be a I-B-TOFBF as in (5.9) with parameters λ > 0
and H = PJHP
−1, P ∈ GL(n,C), where the eigenvalues of the Hurst matrix are real and simple.
Let
(5.12) (qℓℓ′)ℓ.ℓ′=1,...,n := (P
∗P)−1 ∈ S>0(n,C)
and suppose
(5.13) ̟H = h1 >
d
4
.
Then, for x,x′ ∈ Rd, the covariance function of BBes
H,λ
can be expressed as
Cov[BBesH,λ(x), B
Bes
H,λ(x
′)](5.14)
= (2π)
d
2 λ−
d
2P
(
qℓℓ′
‖x − x′‖hℓ+hℓ′− d2
2hℓ+hℓ′−1Γ(hℓ + hℓ′)
K d
2
−(hℓ+hℓ′ )(λ‖x − x′‖)
)
ℓ,ℓ′=1,...,n
P∗
− (2π) d2 λ− d2P
(
qℓℓ′
‖x‖hℓ+hℓ′− d2
2hℓ+hℓ′−1Γ(hℓ + hℓ′)
K d
2
−(hℓ+hℓ′ )(λ‖x‖)
)
ℓ,ℓ′=1,...,n
P∗
− (2π) d2 λ− d2P
(
qℓℓ′
‖ − x′‖hℓ+hℓ′− d2
2hℓ+hℓ′−1Γ(hℓ + hℓ′)
K d
2−(hℓ+hℓ′ )(λ‖ − x
′‖)
)
ℓ,ℓ′=1,...,n
P∗
+(2π)mλ−2HP
(
qℓℓ′ B
(d
2
, hℓ + hℓ′ − d
2
))
ℓ,ℓ′=1,...,n
P∗

1
(2m + 1)!!
, if d = 2m + 1;
1
2(2m)!!
, if d = 2m.
(5.15)
=: C2H,λ(‖x − x′‖) − C2H,λ(‖x‖) − C2H,λ(‖ − x′‖) +D2H,λ,
where B(a, b) :=
Γ(a)Γ(b)
Γ(a+b)
, a, b > 0, is the Beta function.
6. Sample path properties of (anisotropic) scalar-valued tempered operator fractional
Brownian fields
In this section, we investigate sample paths properties of scalar-valued (n = 1), Gaussian in-
stances of TRF – hereinafter called (scalar-valued) moving average- and harmonizable-tempered
operator fractional Brownian field (MA-TOFBF and H-TOFBF, respectively). Note that, unlike
in Section 5, no assumption of isotropy is made. Specifically, we establish the Ho¨lder conti-
nuity of the sample paths of Xλ and X˜λ, and also compute the box-counting and the Hausdorff-
dimensions of their graphs. In particular, it is shown that tempering does not affect the sample
path properties of MA-TOFBF and H-TOFBF with respect to their non-tempered, OFBF coun-
terparts (cf. Bierme´ et al. (2007), Theorem 5.4 and Theorem 5.6).
We start by recapping the definitions of Ho¨lder critical exponent and directional regularity.
Definition 6.1. We say aR-valued random field {X(x)}x∈Rd hasHo¨lder critical exponent η ∈ (0, 1)
if it satisfies the following two properties.
(a) For any β ∈ (0, η), the sample paths of {X(x)}x∈Rd satisfy almost surely a uniform Ho¨lder
condition of order β on any compact set. That is, for any compact set K ⊂ Rd, there exists
a positive random variable A such that
|X(x) − X(y)| ≤ A‖x − y‖β x,y ∈ K;
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(b) for any β ∈ (η, 1), the sample paths of {X(x)}x∈Rd do not almost surely satisfy any uniform
Ho¨lder condition of order β.
Definition 6.2. Let {X(x)}x∈Rd be a R-valued random field with stationary increments. Let r be
any direction on the Euclidean unit sphere. We say that X has regularity α(r) in the direction r
if {X(tr)}t∈R has the Ho¨lder critical exponent η(r).
Turning to measures of fractal dimension, let K be a compact set on Rd and let G(X)(ω) =
{(x, X(x)(ω));x ∈ K} be the graph of the path of {X(x)}x∈Rd on the set K. Let dimHausG(X) and
dimboxG(X) be the Hausdorff and the box-counting dimensions of G(X), respectively. Recall that,
in most cases, the dimension measures coincide (Falconer (1990)).
Moreover, let V1, . . . ,Vp be the spectral decomposition of R
d with respect to a matrix E as in
(2.2). Define
Wi = V1 ⊕ . . . ⊕ Vi, i = 1, . . . , p,(6.1)
andW0 = {0}. Also for i = 1, . . . , p, let
(6.2) a1 < . . . < ai
be the real parts of the eigenvalues of E|Wi .
We are now in a position to state our main results on the sample path properties of MA-TOFBF
and H-OTFBF. Theorem 6.1 and Corollary 6.3 establish that the Ho¨lder critical exponent, the
directional Hausdorff dimension, and the Hausdorff and box-counting dimensions of the graph of
TOFBF.
Theorem 6.1. Fix n = 1.
(i) Let Xλ = {Xλ(x)}x∈Rd be a MA-TOFBF for a R-valued Gaussian ISRM Z(dy) with
Lebesgue control measure on Rd and whose Hurst parameter satisfies H − q
2
, 0. Then,
any continuous version of Xλ has Ho¨lder critical exponent H/ap. Furthermore, for any
i = 1, . . . , p and for any r ∈ Wi\Wi−1, Xλ has regularity H/ai in the direction r.
(ii) Let X˜λ = {X˜λ(x)}x∈Rd be a H-TOFBF for a C-valued Gaussian ISRM Z(dξ) with
Lebesgue control measure on Rd such that Z(−dξ) = Z(dξ) a.s. Suppose, in addition,
that
(6.3) H < ̟E.
Then, the statements in (i) hold for any continuous version of X˜λ.
Corollary 6.3. Suppose the conditions of Theorem 6.1 hold. Then, for any continuous version of
the MA-TOFBF Xλ = {Xλ(x)}x∈Rd ,
dimHausG(Xλ) = dimboxG(Xλ) = d + 1 − H/ap a.s.(6.4)
Remark 6.4. Though we do not provide a proof, the same techniques can be applied to construct,
for H-TOFBF, the analogous claim to that in Corollary 6.3.
Remark 6.5. Preliminary results indicate that the sample path properties of MA-Bessel-TOFBF
differ from those of MA-TOFBF and require ad hoc efforts. This is the topic of future work.
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7. Conclusion
In this paper, we define new and broad classes of vector-valued random fields called moving
average–, moving average–Bessel– and harmonizable–tempered operator fractional operator-
stable random fields (MA-TRF, MA-B-TRF and H-TRF, respectively). These classes of random
fields bring together the research literatures on stable models, anisotropic operator scaling, as
well as semi-long range dependence and transient anomalous diffusion in physics. MA-TRF and
H-TRF are constructed by tempering (matrix-) homogeneous, matrix-valued kernels in time- and
Fourier-domain stochastic integrals with respect to vector-valued, strictly operator-stable ran-
dom measures. In particular, they generalize tempered fractional stable stochastic processes. We
establish the existence and fundamental properties of MA-TRF, MA-B-TRF and H-TRF. The ran-
dom fields are generally non-equivalent and non-Gaussian; however, assuming both Gaussianity
and isotropy, we show the equivalence between two subclasses of random fields. In addition, we
establish sample path properties (Ho¨lder-exponents and the Hausdorff dimension) in the scalar-
valued case for certain Gaussian instances. The results in this paper lead to a number of interest-
ing open problems. First, establishing the relationship between moving average and harmonizable
representations of anisotropic TOFBF, whose kernels involve general E-homogeneous functions.
Second, characterizing symmetries and exponents of TRF, which to the best of our knowledge
has not been done for any class of tempered operator fractional random field. Third, studying the
sample path properties of TRF in the full multivariate and operator-stable case, including those
of the Bessel type. Fourth, starting from the rich framework of TRF, developing applications in
physics and statistical modeling.
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Appendix A. Section 3: proofs
In proofs, C denotes a generic constant that may change from one line to the next.
Proof of Theorem 3.1: Fix x ∈ Rd. In view of (2.22), it suffices to show that, for some 0 < δ <
Υ
−1
B ≤ ̟−1B , ∫
Rd
[
‖e−λϕ(x−y)ϕ(x − y)H−qB − e−λϕ(−y)ϕ(−y)H−qB‖ 1ΥB−δ
]
dy
(A.1) +
∫
Rd
[
‖e−λϕ(x−y)ϕ(x − y)H−qB − e−λϕ(−y)ϕ(−y)H−qB‖ 1̟B +δ
]
dy < ∞.
We first consider the second integral in (A.1). So, fix δ > 0. Recall the elementary bound
(A.2) (a + b)p ≤ Cp(ap + bp), a, b ≥ 0, p > 0,
where Cp > 0 does not depend on a, b. Then, up to a constant, the second integral in (A.1) is
bounded by
(A.3)
∫
Rd
[
‖e−λϕ(x−y)ϕ(x − y)H−qB‖ 1̟B+δ + ‖e−λϕ(−y)ϕ(−y)H−qB‖ 1̟B +δ
]
dy.
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Consider the constants mϕ,Mϕ > 0 as in (2.13). By a change of variable into polar coordinates
induced by E (Lemma F.2), and by the E-homogeneity of ϕ,∫
Rd
[
‖e−λϕ(−y)ϕ(−y)H−qB‖ 1̟B +δ
]
dy =
∫ ∞
0
∫
S 0
‖e−λϕ(rEθ)ϕ(rEθ)H−qB‖ 1̟B +δrq−1σ(dθ)dr
=
∫ ∞
0
∫
S 0
‖e−λrϕ(θ)rH−qBϕ(θ)H−qB‖ 1̟B +δrq−1σ(dθ)dr
≤
∫ ∞
0
e
−λrmϕ( 1̟B +δ)‖rH−qB‖ 1̟B +δrq−1
∫
S 0
‖ϕ(θ)H−qB‖ 1̟B+δσ(dθ)dr
(A.4) ≤ C
∫ ∞
0
e
−λrmϕ( 1̟B +δ)‖rH−qB‖ 1̟B+δrq−1dr.
The integrand in (A.4) is clearly integrable at r → ∞. So, we need only consider its behavior
around r = 0. In fact, for some n∗ ∈ N,
(A.5)
∫ 1
0
e
−λrmϕ( 1̟B +δ)‖rH−qB‖ 1̟B +δrq−1dr ≤
∫ 1
0
| log r|n∗r̟H−qB ( 1̟B +δ)+q−1dr.
So, for integrability it suffices that̟H−qB ( 1̟B + δ)+ q− 1 > −1. Under condition (3.1), this holds
for small enough δ > 0. Hence, the right-hand side of (A.4) is finite. In turn, after a change of
variable y′ = x − y, the first integral in (A.3) can be shown to be finite by the same argument.
This establishes that the sum in (A.3) is finite.
In regard to the first integral in (A.1), by replacing 1
̟B
+ δ with 1
ΥB
− δ in the argument for
(A.3), we conclude that finiteness holds if ̟H−qB + qΥB > 0. This condition, in turn, is implied
by (3.1). Therefore, (A.1) holds and Xλ(x) exists, as claimed. 
Proof of Corollary 3.2: We first prove part (a). Fix m ∈ N, u1, . . . , um ∈ Rn and r > 0. By
Kremer and Scheffler (2017), Theorem 5.4, (b), and Example 3.7, (a) (see also expression (2.23)
in this paper), the characteristic function of the vector (Xλ(x1), . . . , Xλ(xm)) at r
B∗u1, . . . , r
B∗um is
given by
E exp
{
i
m∑
j=1
(rB
∗
u j)
tXλ(x j)
}
= exp
{ ∫
Rd
ψ̂
( m∑
j=1
[
e−λϕ(x j−y)ϕ(x j − y)H−qB − e−λϕ(−y)ϕ(−y)H−qB
]∗
rB
∗
u j
)
dy
}
.
By condition (3.3) and property (2.17), we obtain
exp
{ ∫
Rd
r · ψ̂
( m∑
j=1
[
e−λϕ(x j−y)ϕ(x j − y)H−qB − e−λϕ(−y)ϕ(−y)H−qB
]∗
u j
)
dy
}
=
(
E exp
{
i
m∑
j=1
utXλ(x j)
})r
.
Therefore, Xλ is strictly operator-stable with exponent B, as claimed. Moreover, fix c > 0 and
recall that q is given by expression (2.4). Again by using characteristic functions, we can see that
the random measure in expression (3.2) satisfies the scaling relation
(A.6) M(cEdz)
d
= cqBM(dz), c > 0.
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By condition (3.3), ϕ(z)H−qB = ϕ(z)Hϕ(z)−qB. Thus, in view of the E-homogeneity of ϕ, by a
change of variable y = cEz we obtain
{Xλ(cEx)}x∈Rd =
{ ∫
Rd
(
e−λϕ(c
Ex j−y)ϕ(cEx − y)H−qB − e−λϕ(−y)ϕ(−y)H−qB
)
M(dy)
}
x∈Rd
f .d.
=
{ ∫
Rd
(
e−cλϕ(x j−z)cH−qBϕ(x − z)H−qB − e−cλϕ(−z)cH−qBϕ(−z)H−qB
)
cqBM(dz)
}
x∈Rd
= { cHXcλ(x)}x∈Rd .
This establishes relation (3.4). Thus, (a) holds.
We now show (b). By Theorem 5.4, (c), in Kremer and Scheffler (2017), after a change of
variables it suffices to show that
(A.7)
∫
Rd
ψ̂
(
[e−λϕ(x−y)ϕ(x − y)H−qB − e−λϕ(−y)ϕ(−y)H−qB]∗u
)
dy → 0, x→ 0,
for any u ∈ Rn\{0}. The proof of (A.7) consists in, first, constructing an integrable function that
bounds the integrand of (A.7) for every small ‖x‖. Then, by the dominated convergence theorem
and the continuity of the function ψ̂, we can conclude that Xλ is stochastically continuous at
x = 0, as claimed.
So, without loss of generality, suppose
(A.8) ‖x‖ ≤ 1 − η0
for some fixed η0 ∈ (0, 1). For notational simplicity, let
(A.9) fx(y) = e
−λϕ(x−y)ϕ(x − y)H−qB − e−λϕ(−y)ϕ(−y)H−qB, x ∈ Rd.
Bearing in mind that ψ̂(0) = 0, as in Kremer and Scheffler (2019), Theorem 2.5, we define the
sets
A0 =
{
y : ‖ fx(y)‖ ≤ 1, fx(y)∗u , 0
}
, A1 =
{
y : ‖ fx(y)‖ > 1, 0 < ‖ fx(y)∗u‖ ≤ 1
}
,
A2 =
{
y : ‖ fx(y)‖ > 1, ‖ fx(y)∗u‖ > 1
}
.
For z ∈ Rn\{0}, let z = τB∗(z)B∗ lB∗(z) be the decomposition of z into polar coordinates induced
by the matrix B∗, and note that ̟B∗ = ̟B, ΥB∗ = ΥB. So, for any small δ1, δ2 > 0, by property
(2.17) of log-characteristic functions and by Lemma F.1 with B∗ in place of E,∣∣∣∣ψ̂( fx(y)∗u)∣∣∣∣ = ∣∣∣∣ψ̂(τB∗( fx(y)∗u)B∗ lB∗( fx(y)∗u))∣∣∣∣(1A0(y) + 1A1(y) + 1A2(y))
≤ C1A0(y)‖ fx(y)∗u‖
1
ΥB
−δ1
+C′1A1(y)‖ fx(y)∗u‖
1
ΥB
−δ1
+C′′1A2(y)‖ fx(y)∗u‖
1
̟B
+δ2
≤ C1A0(y)‖ fx(y)∗u‖
1
ΥB
−δ1
+C′1A1(y)‖u‖
1
ΥB
−δ1‖ fx(y)‖
1
̟B
+δ2
+C′′1A2(y)
(
‖u‖ ‖ fx(y)‖
) 1
̟B
+δ2
(A.10) ≤ C1{y:‖ fx(y)‖≤1}
(
‖ fx(y)‖ ‖u‖
) 1
ΥB
−δ1
+
[
C′‖u‖ 1ΥB−δ1 +C′′‖u‖ 1̟B+δ2
]
‖ fx(y)‖
1
̟B
+δ21{y:‖ fx(y)‖>1}.
We begin by considering the first sum term on the right-hand side of (A.10), i.e.,
(A.11) C 1{y:‖ fx(y)‖≤1}
(
‖ fx(y)‖ ‖u‖
) 1
ΥB
−δ1
.
Restricted to the range ‖y‖ ≤ 1, since δ1 > 0 is assumed small enough, it is clear that
(A.12) ‖ fx(y)‖
1
ΥB
−δ1 1{y:‖ fx(y)‖≤1∩ ‖y‖≤1} ≤ 1{y: ‖y‖≤1} ∈ L1(Rd).
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Now consider (A.11) over the range ‖y‖ > 1. By (A.2),
(A.13) ‖ fx(y)‖
1
ΥB
−δ1 ≤ C
(
‖e−λϕ(x−y)ϕ(x − y)H−qB‖ 1ΥB −δ1 + ‖e−λϕ(−y)ϕ(−y)H−qB‖ 1ΥB −δ1
)
(for any y). Let τE be the radial component induced by the polar decomposition of a vector
induced by the matrix E. By condition (A.8) and Lemma F.1, for small δ > 0 and ‖y‖ > 1, we
can bound
(A.14) τE(x − y) ≥ C ‖x − y‖
1
ΥE
−δ
0
≥ C | ‖y‖0 − 1|
1
ΥE
−δ
.
Therefore,
‖e−λϕ(x−y)ϕ(x − y)H−qB‖ ≤ Ce− λ2ϕ(x−y) ≤ Ce−C′ | ‖y‖0−1|
1
ΥE
−δ
.
A similar bound can be constructed for ‖e−λϕ(−y)ϕ(−y)H−qB‖. In view of (A.13) restricted to
‖y‖ > 1,
(A.15) ‖ fx(y)‖
1
ΥB
−δ11{y:‖y‖>1} ≤ C
(
e
−C′( 1
ΥB
−δ1) | ‖y‖0−1|
1
ΥE
−δ
+ ‖e−λϕ(−y)ϕ(−y)H−qB‖ 1ΥB−δ1
)
1{y:‖y‖>1}.
We conclude that the first sum term on the right-hand side of (A.10) is bounded uniformly in x
by a dy-integrable function. Therefore,∫
Rd
‖ fx(y)‖
1
ΥB
−δ11{y:‖ fx(y)‖≤1}dy → 0, x→ 0.
We now turn to the second sum term on the right-hand side of (A.10), i.e.,
(A.16)
[
C′‖u‖ 1ΥB−δ1 +C′′‖u‖ 1̟B +δ2
]
‖ fx(y)‖
1
̟B
+δ21{y:‖ fx(y)‖>1}.
For the range ‖y‖ > 1, one can adapt the argument leading up to (A.15). So, we can assume
‖y‖ ≤ 1. In view of (A.13) with 1
̟B
+ δ2 in place of
1
ΥB
− δ1, it suffices to consider the function
‖e−λϕ(x−y)ϕ(x − y)H−qB‖ 1̟B+δ21{y:‖ fx(y)‖>1∩‖y‖≤1},
which in turn is bounded by
‖e−λϕ(x−y)ϕ(x − y)H−qB‖ 1̟B +δ21{y:‖y‖≤1} → ‖e−λϕ(−y)ϕ(−y)H−qB‖
1
̟B
+δ21{y:‖y‖≤1}, x→ 0.
Note that, after a change of variable z = x − y,∫
Rd
‖e−λϕ(x−y)ϕ(x − y)H−qB‖ 1̟B+δ21{y:‖y‖≤1}dy =
∫
Rd
‖e−λϕ(z)ϕ(z)H−qB‖ 1̟B+δ21{z:‖x−z‖≤1}dz,
where
‖e−λϕ(z)ϕ(z)H−qB‖ 1̟B +δ21{z:‖x−z‖≤1} ≤ ‖e−λϕ(z)ϕ(z)H−qB‖
1
̟B
+δ21{z:‖z‖≤2}, ‖x‖ ≤ 1 − η0.
Therefore, by the dominated convergence theorem, as x→ 0,∫
Rd
‖e−λϕ(x−y)ϕ(x − y)H−qB‖ 1̟B +δ21{y:‖y‖≤1}dy →
∫
Rd
‖e−λϕ(−y)ϕ(−y)H−qB‖ 1̟B+δ21{y:‖y‖≤1}dy.
Thus, again by the dominated convergence theorem,∫
Rd
‖ fx(y)‖
1
̟B
+δ21{y:‖ fx(y)‖>1}dy → 0, x→ 0.
This establishes (b).
In regard to (c), we need to show that
{Xλ(x + h) − Xλ(h)}x∈Rd f .d.= {Xλ(x)}x∈Rd , h ∈ Rd.
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For this purpose, we use characteristic functions. In fact, for any h ∈ Rd and for any m ∈ N, fix
x1, . . . ,xm. Then, by a change of variable h − y = z,
E exp
{
i
m∑
j=1
utj (Xλ(x j + h) − Xλ(h))
}
= E exp
{
i
m∑
j=1
utj
( ∫
Rd
[
e−λϕ(x j+h−y)ϕ(x j + h − y)H−qB − e−λϕ(h−y)ϕ(h − y)H−qB
]
M(dy)
)}
= exp
{ ∫
Rd
ψ̂
( m∑
j=1
[
e−λϕ(x j+h−y)ϕ(x j + h − y)H−qB − e−λϕ(h−y)ϕ(h − y)H−qB
]∗
u j
)
dy
}
= exp
{ ∫
Rd
ψ̂
( m∑
j=1
[
e−λϕ(x j−z)ϕ(x j − z)H−qB − e−λϕ(−z)ϕ(−z)H−qB
]∗
u j
)
dz
}
= E exp
{
i
m∑
j=1
utj
( ∫
Rd
[
e−λϕ(x−z)ϕ(x j − z)H−qB − e−λϕ(−z)ϕ(−z)H−qB
]
M(dz)
)}
.
This establishes (c).
To show (d), note that, by Proposition 2.6, (a), in Kremer and Scheffler (2019), for fixed
x ∈ Rd\{0}, it suffices to show that there is a positive Lebesgue measure set on which the kernel
(A.9) has full rank. In fact, by way of contradiction, suppose
(A.17) Lebd
{
y : det
[
e−λϕ(x−y)ϕ(x − y)H−qB − e−λϕ(−y)ϕ(−y)H−qB
]
, 0
}
= 0.
Without loss of generality, consider the most encompassing case where
(A.18) H − qB = Pdiag(J⊖, J⊙, J⊕)P−1, P ∈ GL(n,C),
is the Jordan decomposition of H − qB. In (A.18), the matrices J⊖, J⊙ and J⊕ contain Jordan
blocks with negative, zero and positive real parts, respectively. Note that
det
[
e−λϕ(x−y)ϕ(x − y)H−qB − e−λϕ(−y)ϕ(−y)H−qB
]
=
∏
J=J⊖ ,J⊙ ,J⊕
det
(
e−λϕ(x−y)ϕ(x − y)J − e−λϕ(−y)ϕ(−y)J
)
.
Consider, first, J = J⊕. Then, by taking y → 0 and by continuity,
(A.19) det
[
e−λϕ(x−y)ϕ(x − y)J⊕ − e−λϕ(−y)ϕ(−y)J⊕
]
→ det[e−λϕ(x)ϕ(x)J⊕] > 0.
For J = J⊖, ‖e−λϕ(−y)ϕ(−y)J⊖‖ → ∞ as y → 0. Hence,
(A.20)
∣∣∣∣ det [e−λϕ(x−y)ϕ(x − y)J⊖ − e−λϕ(−y)ϕ(−y)J⊖] ∣∣∣∣→ ∞.
For J = J⊙, each eigenvalue of J⊙ can be expressed as iη, where η ∈ R. In view of (E.2), for each
diagonal entry of the matrix-valued expression e−λϕ(x−y)ϕ(x − y)J⊙ − e−λϕ(−y)ϕ(−y)J⊙ ,
|e−λϕ(x−y)ϕ(x − y)iη − e−λϕ(−y)ϕ(−y)iη| ∼ |e−λϕ(x)ϕ(x)iη − e−λϕ(−y)ϕ(−y)iη|, y → 0.
If η = 0, since ϕ(x) > 0 and ϕ is E-homogeneous and continuous, we obtain, as y → 0,
|e−λϕ(x) − 1| , 0.
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Alternatively, if η , 0, since ϕ is E-homogeneous and continuous, then ϕ(−y)iη =
exp{iη logϕ(−y)} does not converge. Therefore, Lemma F.1 implies that
(A.21)
∣∣∣∣ det (e−λϕ(x−y)ϕ(x − y)J⊙ − e−λϕ(−y)ϕ(−y)J⊙)∣∣∣∣
is bounded away from zero over a positive dy measure set around the origin y = 0. Thus, in
view of (A.19), (A.20) and (A.21), relation (A.17) cannot hold. This establishes (d). 
Proof of Theorem 3.2: Fix x ∈ Rd. In view of (2.22), it suffices to show that, for some 0 < δ <
Υ
−1
B
≤ ̟−1
B
, ∫
Rd
[
‖̺H−qB,λ(x − y)ϕ(x − y)H−qB − ̺H−qB,λ(−y)ϕ(−y)H−qB‖
1
ΥB
−δ]
dy
(A.22) +
∫
Rd
[
̺H−qB,λ(x − y)ϕ(x − y)H−qB − ̺H−qB,λ(−y)ϕ(−y)H−qB‖
1
̟B
+δ
]
dy < ∞.
So, fix δ > 0. By the elementary bound (A.2), up to a constant the second sum term on the
right-hand side of (A.22) is bounded by
(A.23)
∫
Rd
[
‖̺H−qB,λ(x − y)ϕ(x − y)H−qB‖
1
̟B
+δ
+ ‖̺H−qB,λ(−y)ϕ(−y)H−qB‖
1
̟B
+δ
]
dy.
Because we can make a change of variable y′ = x − y in the first integral in (A.23), it suffices to
show that the second integral in (A.23) is finite, i.e.,
(A.24)
∫
Rd
‖̺H−qB,λ(−y)ϕ(−y)H−qB‖
1
̟B
+δ
dy < ∞.
So, fix a matrix N ∈ M(n,C). Without loss of generality, suppose we can decompose
(A.25) N = Pdiag(J⊖, J⊙, J⊕)P
−1,
where the matrices J⊖, J⊙ and J⊕ contain Jordan blocks with negative, zero and positive real parts,
respectively. We study the behavior of KN(u), defined as the primary matrix function (3.10), as
u→ 0+ and∞. First, consider the limit u→ 0+. By a change of variable w = u et
2
, for some n∗ we
can rewrite
(A.26) P−1KN(u)P
=

2−J⊖−IuJ⊖
∫ ∞
u/2
e−
u2
4w e−ww−J⊖−Idw + Ou→0(1) 0 0
0 | log u|n∗Ou→0(1) 0
0 0 2J⊕−Iu−J⊕
∫ ∞
u/2
e−
u2
4w e−wwJ⊕−Idw + Ou→0(1)
 ,
where Ou→0(1) is a matrix whose norm is bounded in u. Turning to the limit u → ∞, fix any
η ∈ (0, 1). By the same change of variable w = u et
2
,
‖KJ⊕(u)‖ =
∥∥∥∥2J⊕−Iu−J⊕ ∫ ∞
u/2
e−
u2
4w e−wIwJ⊕−Idw + 2−J⊕−IuJ⊕
∫ ∞
u/2
e−
u2
4w e−wIw−J⊕−Idw
∥∥∥∥
≤ max{‖u−J⊕‖, ‖uJ⊕‖}e− u2 η
{
‖2J⊕−I‖
∥∥∥∥ ∫ ∞
u/2
e−
u2
4w e−w(1−η)IwJ⊕−Idw
∥∥∥∥
+‖2−J⊕−I‖
∥∥∥∥ ∫ ∞
u/2
e−
u2
4w e−w(1−η)Iw−J⊕−Idw
∥∥∥∥} ≤ Ce− u2 η∗ou→∞(1)
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for some η∗ ∈ (0, η), where ou→∞(1) is a matrix whose norm goes to zero as u → ∞. The same
bound holds for ‖KJ⊖ (u)‖ and ‖KJ⊙(u)‖. Therefore, from (A.25),
(A.27) ‖KN(u)‖ ≤ e− u2 η∗ou→∞(1), u → ∞,
for some η∗ ∈ (0, 1). So, turning back to the integral in (A.24), by a change of variable into polar
coordinates induced by E (Lemma F.2), we obtain∫
Rd
‖̺H−qB,λ(−y)ϕ(−y)H−qB‖
1
̟B
+δ
dy
=
{∫ 1
0
+
∫ ∞
1
}∫
S 0
‖KH−qB(λrϕ(θ)) (rϕ(θ))H−qB‖
1
̟B
+δ
rq−1σ(θ)dr.
To show that this integral is finite, we first consider the integration range [0, 1] × S 0. Set
N = H − qB, u = λrϕ(θ),
in expression (A.26), and note that, in block-diagonal form, we can write rH−qB =
Pdiag(rJ⊖ , rJ⊙ , rJ⊕)P−1. Then, for some n∗ we obtain
KH−qB(λrϕ(θ)) r
H−qB
= Pdiag
(
r2J⊖ Or,θ(1), | log r|n∗Or,θ(1),Or,θ(1)
)
P−1,
where each Or,θ(1) denotes a matrix with bounded norm in both r and θ. Therefore,∫ 1
0
∫
S 0
‖KH−qB(λrϕ(θ)) (rϕ(θ))H−qB‖
1
̟B
+δ
rq−1σ(θ)dr
≤ C′
∫ 1
0
∫
S 0
∥∥∥∥diag(r2J⊖ Oθ(1),C| log r|n∗ I,Oθ(1))∥∥∥∥ 1̟B +δrq−1σ(dθ)dr
(A.28) ≤ C′′
∫ 1
0
∥∥∥∥diag(r2J⊖ , | log r|n∗ I, I)∥∥∥∥ 1̟B +δrq−1dr.
For the integral on the right-hand side of (A.28) to be finite, it suffices that 2̟H−qB( 1̟B + δ) +
(q − 1) > −1. This holds under condition (3.11). Turning to the integration range (1,∞) × S 0, by
setting x = λrϕ(θ) in expression (A.27), we arrive at∫ ∞
1
∫
S 0
‖KH−qB(λrϕ(θ))(rϕ(θ))H−qB‖
1
̟B
+δ
rq−1σ(θ)dr
≤
∫ ∞
1
∫
S 0
‖e− x2 η∗or(1)rH−qB‖
1
̟B
+δ
rq−1σ(θ)dr < ∞.
Therefore, (A.24) holds.
By a similar procedure with 1
ΥB
− δ in place of 1
̟B
+ δ, condition (3.11) ensures that the first
integral in (A.22) is also finite. Therefore, (A.22) holds. This establishes the claim. 
Proof of Corollary 3.5: In regard to (a), both strict operator-stability and the scaling property
(3.13) can be established by a simple adaptation of the proof of Corollary 3.2, (a).
To prove (b), the argument is similar to that for showing Corollary 3.2, (b). For the reader’s
convenience, we highlight the main steps. Again by Theorem 5.4, (c), in Kremer and Scheffler
(2019), after a change of variables it suffices to show that
(A.29)
∫
Rd
ψ̂
(
[̺H−qB,λ(x − y)ϕ(x − y)H−qB − ̺H−qB,λ(−y)ϕ(−y)H−qB]∗u
)
dy → 0, x→ 0,
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for any u ∈ Rn\{0}. So, for notational simplicity, let
(A.30) f Besx (y) = ̺H−qB,λ(x − y)ϕ(x − y)H−qB − ̺H−qB,λ(−y)ϕ(−y)H−qB, x ∈ Rd.
By the same argument as in the proof of Corollary 3.2, (b), bound (A.10) also holds with the
function f Besx (y) in place of fx(y). In other words, without loss of generality suppose condition
(A.8) is in place. For any small δ1, δ2 > 0,
(A.31)
∣∣∣∣ψ̂( f Besx (y))∣∣∣∣
≤ C1{y:‖ f Besx (y)‖≤1}
(
‖ f Besx (y)‖ ‖u‖
) 1
ΥB
−δ1
+
[
C′‖u‖ 1ΥB −δ1 + C′′‖u‖ 1̟B+δ2
]
‖ f Besx (y)‖
1
̟B
+δ21{y:‖ f Besx (y)‖>1}.
Analogously to (A.12), consider the first sum term on the right-hand side of (A.31), namely,
C1{y:‖ f Besx (y)‖≤1}
(
‖ f Besx (y)‖ ‖u‖
) 1
ΥB
−δ1
Restricted to the range ‖y‖ ≤ 1,
1{y:‖ f Besx (y)‖≤1∩‖y‖≤1}
(
‖ f Besx (y)‖ ‖u‖
) 1
ΥB
−δ1
is bounded by the integrable function C′ 1{y: ‖y‖≤1} for any small ‖x‖. Now consider the range
(A.32) ‖y‖ > 1.
By (A.2),
(A.33) ‖ f Besx (y)‖
1
ΥB
−δ1 ≤ C
(
‖̺H−qB,λ(x − y)ϕ(x − y)H−qB‖
1
ΥB
−δ1
+ ‖̺H−qB,λ(−y)ϕ(−y)H−qB‖
1
ΥB
−δ1)
(for any y). By condition (A.8) and Lemma F.1, for small δ > 0 the bound (A.14) holds. There-
fore, under (A.32), expression (A.27) implies that, for some η∗ ∈ (0, 1),
‖KH−qB(λϕ(x − y))ϕ(x − y)H−qB‖ ≤ Ce−ϕ(x−y)η∗ ≤ Ce−C′ | ‖y‖0−1|
1
ΥE
−δ
.
A similar bound can be constructed for ‖KH−qB(λϕ(−y))ϕ(−y)H−qB‖. By (A.33) restricted to
‖y‖ > 1,
‖ f Besx (y)‖
1
ΥB
−δ11{y:‖y‖>1}
(A.34) ≤ C
(
e
−C′( 1
ΥB
−δ1) | ‖y‖0−1|
1
ΥE
−δ
+ e
−C′′( 1
ΥB
−δ1) ‖y‖
1
ΥB
−δ1
0
)
1{y:‖y‖>1}.
We conclude that the first sum term on the right-hand side of (A.31) is bounded uniformly in x
by a dy–integrable function. Therefore,∫
Rd
‖ f Besx (y)‖
1
ΥB
−δ11{y:‖ fx(y)‖≤1}dy → 0, x→ 0.
We now turn to the second sum term on the right-hand side of (A.31), namely,[
C′‖u‖ 1ΥB −δ1 + C′′‖u‖ 1̟B+δ2
]
‖ f Besx (y)‖
1
̟B
+δ21{y:‖ f Besx (y)‖>1}.
For the range ‖y‖ > 1, one can adapt the argument leading up to (A.34). So, we can assume
‖y‖ ≤ 1. In view of (A.33) with 1
̟B
+ δ2 in place of
1
ΥB
− δ1, it suffices to consider the function
‖KH−qB(λϕ(x − y))ϕ(x − y)H−qB‖
1
̟B
+δ21{y:‖ f Besx (y)‖>1∩‖y‖≤1}.
Such function, in turn, is bounded by
‖KH−qB(λϕ(x − y))ϕ(x − y)H−qB‖
1
̟B
+δ21{y:‖y‖≤1}
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(A.35) → ‖KH−qB(λϕ(−y))ϕ(−y)H−qB‖
1
̟B
+δ21{y:‖y‖≤1}, x→ 0,
where all functions involved in expression (A.35) are dy-integrable by (A.24). Note that, after a
change of variable z = x − y,∫
Rd
‖KH−qB(λϕ(x − y))ϕ(x − y)H−qB‖
1
̟B
+δ21{y:‖y‖≤1}dy
=
∫
Rd
‖KH−qB(λϕ(z))ϕ(z)H−qB‖
1
̟B
+δ21{z:‖x−z‖≤1}dz,
where
‖KH−qB(λϕ(z))ϕ(z)H−qB‖
1
̟B
+δ21{z:‖x−z‖≤1} ≤ ‖KH−qB(λϕ(z))ϕ(z)H−qB‖
1
̟B
+δ21{z:‖z‖≤2}, ‖x‖ ≤ 1−η0.
Moreover, ∫
Rd
‖KH−qB(λϕ(z))ϕ(z)H−qB‖
1
̟B
+δ21{z:‖z‖≤2}dz < ∞
by a simple adaptation of the bound (A.28) and by condition (3.11). Therefore, by the dominated
convergence theorem, as x→ 0,∫
Rd
‖KH−qB(λϕ(x − y))ϕ(x − y)H−qB‖
1
̟B
+δ21{y:‖y‖≤1}dy
→
∫
Rd
‖KH−qB(λϕ(−y))ϕ(−y)H−qB‖
1
̟B
+δ21{y:‖y‖≤1}dy.
Thus, again by the dominated convergence theorem,∫
Rd
‖ f Besx (y)‖
1
̟B
+δ21{y:‖ fx(y)‖>1}dy → 0, x→ 0.
This establishes (b).
By a change of variables in the characteristic function, the same argument in the proof of
Corollary 3.2, (c), shows that the increments of XBes
λ
are stationary. In other words, (c) holds.
To show (d), recall that, by Proposition 2.6, (a), in Kremer and Scheffler (2019), for fixed
x ∈ Rd\{0}, it suffices to show that there is a positive Lebesgue measure set on which the kernel
(A.30) has full rank. So, by way of contradiction, fix x , 0 and suppose
(A.36) Lebd{y : KH−qB(λϕ(x − y)) ϕ(x − y)H−qB , KH−qB(λϕ(−y)) ϕ(−y)H−qB} = 0.
First consider the case where H − qB ≤ 0. By continuity and relation (3.6), as y → 0,
KH−qB(λϕ(x−y)) ϕ(x−y)H−qB → KH−qB(λϕ(x)) ϕ(x)H−qB, ‖KH−qB(λϕ(−y)) ϕ(−y)H−qB‖ → ∞.
Again by continuity, this contradicts (A.36). Now consider the alternative case where H−qB > 0.
By (A.36),
(A.37) KH−qB(λϕ(x − y))ϕ(x − y)H−qB = KH−qB(λϕ(−y))ϕ(−y)H−qB dy–a.e.
By continuity, equality (A.37) holds for y ∈ Rd\{0,x}. So, pick y so that {kx − y}k∈N ⊆ Rd\{0}.
By induction, relation (A.37) implies that
KH−qB(λϕ(kx − y)) ϕ(kx − y)H−qB = KH−qB(λϕ(−y)) ϕ(−y)H−qB, k ∈ N.
However, KH−qB(λϕ(kx−y)) ϕ(kx−y)H−qB → 0, as k → ∞, which is a contradiction. Therefore,
(d) holds.
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We now turn to (e). Since E = I, then by (2.8) without loss of generality we can assume
‖ · ‖0 = ‖ · ‖, i.e., the Euclidean norm. So, fix x , 0. We want to show that
(A.38) Lebd
{
y : det
[
KH−qB(λϕ(x − y)) ϕ(x − y)H−qB − KH−qB(λϕ(−y)) ϕ(−y)H−qB
]
, 0
}
> 0.
Again without loss of generality, we only consider the case where the Jordan decomposition of
H satisfies (A.18). Then, we can write
det
[
KH−qB(λϕ(x − y)) ϕ(x − y)H−qB − KH−qB(λϕ(−y)) ϕ(−y)H−qB
]
=
∏
J=J⊖ ,J⊙ ,J⊕
det
(
KJ(λϕ(x − y)) ϕ(x − y)J − KJ(λϕ(−y)) ϕ(−y)J
)
.
Fix ν ∈ eig(H − qB) ⊆ Rn. Let y(r) := r x‖x‖ . As r → ∞, by (3.6),
Kν
(
λϕ(x − y(r))
)
ϕ(x − y(r))ν
Kν
(
λϕ(−y(r))
)
ϕ(−y(r))ν
=
Kν
(
λϕ(x − r x‖x‖ )
)
ϕ(x − r x‖x‖)ν
Kν
(
λϕ(−r x‖x‖ )
)
ϕ(−r x‖x‖)ν
=
Kν
(
λ(r − ‖x‖)ϕ(− x‖x‖ )
)
(r − ‖x‖)ν
Kν
(
λrϕ(− x‖x‖ )
)
rν
∼
Kν
(
λ(r − ‖x‖)ϕ(− x‖x‖)
)
Kν
(
λrϕ(− x‖x‖ )
)
∼
1√
‖(r−‖x‖)ϕ(− x‖x‖ )‖
e−(r−‖x‖)ϕ(−
x
‖x‖ )
1√
‖rϕ(− x‖x‖ )‖
e−rϕ(−
x
‖x‖ )
∼ e‖x‖ϕ(− x‖x‖ ).
Since ‖x‖ϕ(− x‖x‖) > 0, then, for large enough r,
(A.39) Kν(λϕ(x − y(r)))ϕ(x − y(r))ν − Kν(λϕ(−y(r)))ϕ(−y(r))ν , 0.
Let σ(dθ) be the uniform surface measure on the (Euclidean) sphere. By the continuity of Kν,
there exists a region of the form
(A.40) A((r1, r2),Θ) =
{
y : r1 < ‖y‖ < r2, y‖y‖ ∈ Θ
}
, σ(Θ) > 0,
for some Borel set Θ, over which
(A.41) Kν(λϕ(x − y))ϕ(x − y)ν − Kν(λϕ(−y))ϕ(−y)ν , 0.
Since card(eig(H − qB)) < ∞, then we can assume (A.41) holds over y ∈ A((r1, r2),Θ) for all
ν ∈ eig(H − qB). This shows (A.38) and, thus, (e). 
Appendix B. Section 4: proofs
Proof of Theorem 4.1: For x, ξ ∈ Rd, let
f˜x(ξ) =
(
(cos〈x, ξ〉 − 1)(λ + ϕ(ξ))−H(λ + ϕ(ξ))−qB − sin〈x, ξ〉(λ + ϕ(ξ))−H(λ + ϕ(ξ))−qB
0 0
)
.
In particular, f˜x(ξ) ∈ M(2n,R). Note that, for fixed ut = (ut1, ut2) ∈ R2n,
(B.1) Ξ( fx(ξ)
∗u1) = f˜x(ξ)
∗u.
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So, bearing in mind relation (2.26), by Kremer and Scheffler (2017), Proposition 5.10, it suffices
to show that f˜x(ξ) is integrable with respect to M = Ξ(M˜). In other words, we want to show that
(B.2)
∫
Rd
|ψ̂Ξ(M)( f˜x(ξ)∗u)|dξ < ∞, ut = (ut1, ut2) ∈ R2n.
For
(B.3) 0 < δ < Υ−1B ≤ ̟−1B ,
set
(B.4) ρ1 = Υ
−1
B − δ, ρ2 = ̟−1B + δ.
The following two bounds (i.e., (B.5) and (B.6)) can be established by arguing as in Kremer and
Scheffler (2019), p. 18–19; see that reference for more details. The first bound pertains to the
log-characteristic function. It states that, for some C > 0,
(B.5) |ψ̂Ξ(M)(x)| ≤ C(‖x‖ρ1 + ‖x‖ρ2), x ∈ Rd.
Starting from (B.5), one can develop the second bound, which involves the integral in (B.2). In
fact, for ut = (ut
1
, ut
2
),∫
Rd
|ψ̂Ξ(M)( f˜x(ξ)∗u)|dξ ≤ C
2∑
j=1
∫
Rd
(λ + ϕ(ξ))−q
∥∥∥∥∥∥
(
(cos〈x, ξ〉 − 1)(λ + ϕ(ξ))−H∗u1
− sin〈x, ξ〉(λ + ϕ(ξ))−H∗u1
)∥∥∥∥∥∥
ρ j
dξ
(B.6) ≤ C′
2∑
j=1
‖u1‖ρ j
∫
Rd
(λ + ϕ(ξ))−q
(
| cos〈x, ξ〉 − 1|ρ j + | sin〈x, ξ〉|ρ j
)
‖(λ + ϕ(ξ))−H‖ρ j dξ.
Now, by a change of variable into polar coordinates induced by E (Lemma F.2), for j = 1, 2 we
can bound the integral in the sum on the right-hand side of (B.6) by∫ ∞
0
∫
S 0
(λ + rϕ(θ))−q‖(λ + rϕ(θ))−H‖ρ jrq−1σ(dθ)dr
≤ Cσ(S 0)
∫ ∞
0
(λ + rC′)−q ‖(λ + rC′)−H‖ρ j rq−1dr
(B.7) = C′′
∫ ∞
0
(1 + s)−q‖(1 + s)−H‖ρ j sq−1ds.
In (B.7), we make the change of variable s = rC′. The integral on the right-hand side of (B.7) is
finite if q +̟Hρ j − q + 1 > 1. Equivalently, in view of (B.4), it is finite when ̟H(Υ−1B − δ) > 0
( j = 1) or ̟H(̟
−1
B + δ) > 0 ( j = 2). In view of (B.3), both conditions are met. Therefore, (B.2)
holds, whence X˜λ(x) exists, as claimed. 
Proof of Corollary 4.2: We begin by showing (a). For any k ∈ N, fix x1, . . . ,xk ∈ Rd.
Also, fix c > 0. Then, in view of relations (2.26) and (B.1), the characteristic function of
X˜λ(c
Ex1), . . . , X˜λ(c
Exk) is given by
u1, . . . , uk ∈ Rn 7→ exp
∫
Rd
ψ̂Ξ(M)
(∑k
j=1(cos〈cEx j, ξ〉 − 1)(λ + ϕ(ξ))−H
∗−qB∗u j
−∑kj=1 sin〈cEx j, ξ〉(λ + ϕ(ξ))−H∗−qB∗u j
)
dξ.
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Since B˜∗ = B∗ ⊕ B∗ and ϕ is E∗-homogeneous, by making a change of variable ζ = cE∗ξ, and by
applying the commutativity condition (3.3) as well as property (2.17), we obtain
exp
∫
Rd
c−qψ̂Ξ(M)
(∑k
j=1(cos〈x j, ζ〉 − 1)cH
∗
+qB∗((cλ) + ϕ(ζ))−H
∗−qB∗u j
−∑kj=1 sin〈x j, ζ〉cH∗+qB∗((cλ) + ϕ(ζ))−H∗−qB∗u j
)
dζ
= exp
∫
Rd
ψ̂Ξ(M)
(∑k
j=1(cos〈x j, ζ〉 − 1)cH
∗
((cλ) + ϕ(ζ))−H
∗−qB∗u j
−∑kj=1 sin〈x j, ζ〉cH∗((cλ) + ϕ(ζ))−H∗−qB∗u j
)
dζ.
A similar argument with characteristic functions further shows that X˜λ is strictly operator-stable
with exponent B. This establishes (a).
Before showing (b), we show (c). For z ∈ C\{0}, consider the rotation matrices
(B.8) R(z) =
1
|z|
(
(ℜz)In (Iz)In
−(Iz)In (ℜz)In
)
∈ T (2n).
For x,h ∈ Rd, the integral representation of the increment of X˜λ is given by
X˜λ(x + h) − X˜λ(h) = ℜ
∫
Rd
ei〈x,h〉(ei〈x,ξ〉 − 1)(λ + ϕ(ξ))−H(λ + ϕ(ξ))−qBM˜(dξ) a.s.
Hence, for u ∈ Rn,
E exp(iut(X˜λ(x + h) − X˜λ(h))) = exp
∫
Rd
ψ̂Ξ(M)(ζ(h,x, ξ, u))dξ,
where, for R(·) as in (B.8),
(B.9) ζ(h,x, ξ, u) := R(ei〈−h,x〉)∗
(
(cos〈x, ξ〉 − 1)(λ + ψ(ξ))−qB∗(λ + ψ(ξ))−H∗u
− sin〈x, ξ〉(λ + ψ(ξ))−qB∗(λ + ψ(ξ))−H∗u
)
.
By condition (2.27), ψ̂Ξ(M)(A
∗x) = ψ̂Ξ(M)(x) for A ∈ T (2n), x ∈ R2n. Therefore,
ψ̂Ξ(M)(ζ(h,x, ξ, u)) = ψ̂Ξ(M)(ζ(0,x, ξ, u)).
The claim now follows by adapting the proof of Corollary 3.2, (c).
We now turn to (b). Since ψ̂Ξ(M)(0) = 0 and ψ̂Ξ(M) is continuous, by both Theorem 5.4 and
Remark 5.12 in Kremer and Scheffler (2017), it suffices to show that, for u ∈ Rn,∫
Rd
ψ̂Ξ(M)(ζ(x0,x, ξ, u))dξ → 0, x→ x0,
where ζ(x0,x, ξ, u) is as in (B.9). Note that
ψ̂Ξ(M)(ζ(x0,x, ξ, u)) = (λ + ϕ(ξ))
−qψ̂Ξ(M)
(
R(ei〈x0 ,ξ〉)
(
(cos〈x, ξ〉 − 1)(λ + ϕ(ξ))−H∗u
− sin〈x, ξ〉(λ + ϕ(ξ))−H∗u
) )
.
Thus, by relation (B.6), ∫
Rd
|ψ̂Ξ(M)(ζ(x0,x, ξ, u))|dξ
≤ C
2∑
j=1
∫
Rd
(λ + ϕ(ξ))−q
∥∥∥∥∥∥R(ei〈x0 ,ξ〉)
(
(cos〈x, ξ〉 − 1)(λ + ϕ(ξ))−H∗u
− sin〈x, ξ〉(λ + ϕ(ξ))−H∗u
) ∥∥∥∥∥∥
ρ j
dξ
(B.10) ≤ C′
2∑
j=1
‖u‖ρ j
∫
Rd
(λ + ϕ(ξ))−q
(
| cos〈x, ξ〉 − 1)‖ρ j + | sin〈x, ξ〉|ρ j
)
‖(λ + ϕ(ξ))−H∗‖ρ jdξ.
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However, as in the proof of Theorem 4.1 (see (B.7)), the right-hand side of (B.10) is bounded
uniformly in x by an integrable function. Thus, by the dominated convergence theorem, (b)
holds.
We now turn to (d). Let f : Rd →M(n,C) be a measurable function. By Kremer and Scheffler
(2019), Corollary 2.7, if
det |ℜ f (ξ)| + det |I f (ξ)| > 0
over a set with positive Lebesgue measure, then ℜ
∫
Rd
f (ξ)M˜(ξ) is full. So, recast the kernel of
X˜λ as
ℜ
{
(ei〈x,ξ〉 − 1)(λ + ϕ(ξ))−H(λ + ϕ(ξ))−qB
}
(B.11) = (cos〈x, ξ〉 − 1)(λ + ϕ(ξ))−H(λ + ϕ(ξ))−qB.
The determinant of the expression on the right-hand side of (B.11) is positive outside the set
{ξ : cos〈x, ξ〉 = 1} for x , 0. This shows (d). 
Appendix C. Section 5: proofs
Proof ofCorollary 5.3: Claim (i) is a consequence of the fact that ‖Ox‖ = ‖x‖ for anyO ∈ O(d).
So, we now turn to claim (ii). As a consequence of the scaling property (4.2),
(C.1) E
[
BH,λ(x)BH,λ(x)
t]
= ‖x‖HE
[
BH,‖x‖λ
(
x
‖x‖
)
BH,‖x‖λ
(
x
‖x‖
)t]
‖x‖Ht .
Moreover, by claim (i), {BH,λ(−Ix)}x∈Rd f .d.= {BH,λ(x)}x∈Rd . Therefore, by an adaptation of the
argument in Didier and Pipiras (2011), Proposition 5.1, EBH,λ(x)BH,λ(y)
t
= EBH,λ(y)BH,λ(x)
t.
Thus, by the stationary increments of BH,λ, for all x,x
′ ∈ Rd,
Cov[BH,λ(x), BH,λ(x
′)]
=
1
2
{
‖x‖HE
[
BH,‖x‖λ
( x
‖x‖
)
BH,‖x‖λ
( x
‖x‖
)t] |x‖Ht + ‖x′‖HE [BH,‖x′‖λ( x′‖x′‖
)
BH,‖x′‖λ
( x′
‖x′‖
)t] ‖x′‖Ht
−‖x− x′‖HE
[
BH,‖x−x′‖λ
( x− x′
‖x− x′‖
)
BH,‖x−x′‖λ
( x− x′
‖x− x′‖
)t] ‖x− x′‖Ht}.
Moreover, by claim (i), relation (5.3) holds. This shows (5.2). 
In the proof of Proposition 5.4, which we provide next,
(C.2) F ( f )(ξ)
denotes the Fourier transform of a function f at the point ξ.
Proof of Proposition 5.4: We establish (5.6) by computing the Fourier transform of the generic
kernel function component
(C.3) R ∋ gh,λ,t(x) ≔ e−λ‖t−x‖‖t − x‖h− d2 − e−λ‖−x‖‖ − x‖h− d2 , h ∈ (0, 1).
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In fact,
F
[
gˆh,λ,x
]
(ξ) =
1√
2π
∫
Rd
e−i〈ξ,y〉
[
e−λ‖x−y‖‖x − y‖h− d2 − e−λ‖−y‖‖ − y‖h− d2
]
dy
=
1√
2π
[∫
Rd
e−i〈ξ,y〉−λ‖x−y‖‖x − y‖h− d2dy −
∫
Rd
e−i〈ξ,y〉−λ‖−y‖‖ − y‖h− d2 dy
]
.
After a change of variable −y′ = x − y, we can rewrite the first term on the right-hand side as∫
Rd
e−i〈ξ,y〉−λ‖x−y‖‖x − y‖h− d2 dy =
∫
Rd
e−i〈ξ,x+y
′〉−λ‖−y′‖‖ − y′‖h− d2 dy′
= e−i〈ξ,x〉
∫
Rd
e−i〈ξ,y
′〉−λ‖y′‖ ‖y′‖h− d2 dy′.
Hence,
F
[
gˆh,λ,x
]
(ξ) =
e−i〈ξ,x〉 − 1√
2π
∫
Rd
e−i〈ξ,y〉−λ‖y‖ ‖y‖h− d2dy.
Now, by changing from Euclidean to polar coordinates in dimension d, we obtain
F
[
gˆh,λ,x
]
(ξ) =
e−i〈ξ,x〉 − 1√
2π
∫ ∞
0
e−λrrh−
d
2
[∫
S r
e−i〈ξ,y〉dS
]
dr.(C.4)
In (C.4), S r is the surface of an d-dimensional unit ball of radius r, dS is a differential surface
element of the d-dimensional unit ball, and the inner integral is evaluated over the surface S r. By
using the standard formula (see Reed et al. (1995), p.1445), the latter is given by∫
S r
e−i〈ξ,y〉dS =
(
2πr
‖ξ‖
) d
2
‖ξ‖J d−2
2
(‖ξ‖r),(C.5)
where Jν(·) is Bessel or a modified Bessel function of the first kind. Thus,
F
[
gˆh,λ,x
]
(ξ) =
e−i〈ξ,x〉 − 1√
2π
∫ ∞
0
e−λrrh−
d
2
(
2πr
‖ξ‖
) d
2
‖ξ‖J d−2
2
(‖ξ‖r)dr
=
e−i〈ξ,x〉 − 1√
2π
(2π)
d
2
‖ξ‖ d2−1
∫ ∞
0
e−λrrhJ d−2
2
(‖ξ‖r)dr.
Note that∫ ∞
0
e−αxJν (βx) x
µ−1dr =
(
β
2α
)ν
Γ(ν + µ)
αµΓ(ν + 1)
2F1
(
ν + µ
2
,
ν + µ + 1
2
; ν + 1;−β
2
α2
)
,
where 2F1 is a Gaussian hypergeometric function given by (5.4) (see Gradshteyn and Ryzhik
(1994), p.1088). Then,
F
[
gˆh,λ,x
]
(ξ) =
e−i〈ξ,x〉 − 1√
2π
(2π)
d
2
‖ξ‖ d2−1
( ‖ξ‖
2λ
) d−2
2
Γ(d
2
+ h)
λh+1Γ(d
2
)
2F1
 d2 + h
2
,
d
2
+ h + 1
2
;
d
2
;−‖ξ‖
2
λ2

= Ch,λ 2F1
 d2 + h
2
,
d
2
+ h + 1
2
;
d
2
;−‖ξ‖
2
λ2
 ,
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where Ch,λ =
(
(2π)
d
2Γ(d
2
+ h)
)(
2
d−2
2 λ
d
2
+h
Γ(d
2
)
)−1
. Note that the matrix-valued function
F [gH,λ,x](ξ) := Pdiag(F [gh1,λ,x](ξ), . . . ,F [ghn,λ,x](ξ))P−1
is Hermitian (in the sense of functions). Therefore, by applying Parseval’s identity,
BH,λ(x) =
∫
Rd
gH,λ,x(y)Z(dy)
f .d.
=
∫
Rd
F [gH,λ,x](ξ)W(dξ)
=
1√
2π
CH,λ
∫
Rd
(e−i〈ξ,x〉 − 1) 2F1
 I d2 + H
2
,
I d
2
+ H + I
2
;
d
2
;−‖ξ‖
2
λ2
W(dξ).
In other words, (5.6) holds. 
Proof of Proposition 5.5: By the harmonizable representation (5.6) of B˜H,λ(x),
Cov[BH,λ(x), BH,λ(x
′)] = E[BH,λ(x)BH,λ(x′)]
=
C2
H,λ
2π
∫
Rd
(e−i〈ξ,x−x
′〉 − e−i〈ξ,x〉 − ei〈ξ,x′〉 + 1)
× 2F1
 I d2 + H
2
,
d
2
+ H + 1
2
;
d
2
;−‖ξ‖
2
λ2
 dξ.
(C.6)
In order to simplify expression (C.6), we consider the integrals
I1 =
∫
Rd
ei〈ξ,x〉2F1
 I d2 + H
2
,
I d
2
+ H + I
2
;
d
2
;−‖ξ‖
2
λ2
 dξ,
I2 =
∫
Rd
2F1
 I d2 + H
2
,
I d
2
+ H + I
2
;
d
2
;−‖ξ‖
2
λ2
 dξ.
In regard to I1, in light of expression (C.5) and by changing Euclidean coordinates into polar
coordinates for I1, we arrive at
I1 =
∫
Rd
ei〈ξ,x〉2F1
 d2 I + H
2
,
I d
2
+ H + I
2
;
d
2
;−‖ξ‖
2
λ2
 dξ
=
∫ ∞
0
2F1
 d2 I + H
2
,
I d
2
+ H + I
2
;
d
2
;− r
2
λ2
 [∫
S r
ei〈ξ,x〉dS
]
dr
=
∫ ∞
0
2F1
 d2 I + H
2
,
I d
2
+ H + I
2
;
d
2
;− r
2
λ2
 (2πr‖x‖
) d
2
‖x‖ J d−2
2
(‖x‖r) dr
= (2π)
d
2 ‖x‖1− d2
∫ ∞
0
r
d
2 J d−2
2
(‖x‖r) 2F1
 I d2 + H
2
,
d
2
I + H + I
2
;
d
2
;− r
2
λ2
 dr.
(C.7)
We now turn to I2. Consider the following fact: in R
d, for 0 < r < ∞, 0 ≤ θi ≤ π, i = 1, . . . , d,
0 ≤ θd−1 ≤ 2π, the Jacobian for a change of variables from Euclidean to polar coordinates is
given by ∣∣∣∣∣ ∂(k1, . . . , kn)∂(r, θ1, . . . , θn−1)
∣∣∣∣∣ = rn−1
n−1∏
i=1
(sin θi)
n−i−1.
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Moreover,∫
[0,π]d−2×[0,2π]
d−1∏
i=1
(sin θi)
d−i−1dθ1, . . . , dθd−1 =
d−1∏
i=1
∫
[0,π]
(sin θi)
d−i−1dθi ×
∫
[0,2π]
dθd−1
=

2 · (2π)m
(2m + 1)!!
× 2π, if d = 2m + 1;
(2π)m
(2m)!!
× 2π, if d = 2m.
(C.8)
As a consequence of (C.8),
(C.9) D2H,λ = I2.
Expression (5.8) now follows from (C.6), (C.7) and (C.9). 
Proof of Proposition 5.8: We establish (5.10) entry-wise by computing the Fourier transform of
the generic kernel function component
R ∋ hh,λ,x(ξ) = ‖x − y‖h− d2Kh− d
2
(
λ‖x − y‖
)
− ‖ − y‖h− d2Kh− d
2
(
λ‖ − y‖
)]
.
In fact, recall the notation (C.2) for the Fourier transform. Then,
F
[
hh,λ,x(ξ)
]
=
1
(2π)d/2
∫
Rd
ei〈ξ,y〉
[
‖x − y‖h− d2Kh− d2
(
λ‖x − y‖
)
− ‖ − y‖h− d2Kh− d2
(
λ‖ − y‖
)]
dy
=
1
(2π)d/2
∫
Rd
ei〈ξ,y〉‖x − y‖h− d2Kh− d
2
(λ‖x − y‖) dy
−
∫
Rd
ei〈ξ,y〉‖ − y‖h− d2Kh− d
2
(λ‖ − y‖) dy =: I1 − I2.
The change of variable −y′ = x − y yields
I1 =
∫
Rd
ei〈ξ,x+y
′〉‖ − y′‖h− d2Kh− d
2
(
λ‖ − y′‖) dy′
= ei〈ξ,x〉
∫
Rd
ei〈ξ,y
′〉‖ − y′‖h− d2Kh− d
2
(
λ‖ − y′‖) dy′
Therefore,
F
[
hh,λ,x(ξ)
]
=
ei〈ξ,x〉 − 1
(2π)d/2
∫
Rd
ei〈ξ,y〉‖ − y‖h− d2Kh− d
2
(λ‖ − y‖) dy
=
ei〈ξ,x〉 − 1
(2π)d/2
∫
Rd
ei〈ξ,y〉‖y‖h− d2Kh− d
2
(λ‖y‖) dy
= (ei〈ξ,x〉 − 1) F
[
‖y‖h− d2Kh− d
2
(λ‖y‖)
]
(ξ).(C.10)
On the other hand,
F
[
‖y‖h− d2Kh− d2 (λ‖y‖)
]
(ξ) =
1
(2π)
d
2
∫
Rd
ei〈ξ,y〉
[
‖y‖h− d2Kh− d2 (λ‖y‖)
]
dy
=
λ−d/2−h
(2π)d/2
∫
Rd
ei〈ξ/λ,y
′〉[‖y′‖h− d2Kh− d
2
(‖y′‖) ]dy′
= λh−d/22h−1Γ(h)(λ2 + ‖ξ‖2)−h,
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where we make the change of variable λy = y′ and apply the formula
F
[
‖y‖h− d2Kh− d
2
(‖y‖)
]
(ξ) = 2h−1Γ(h)(1 + ‖ξ‖2)−h, h > 0
(see Lim and Teo (2008), p. 013509-3). Note that the matrix-valued function
F [hH,λ,x](ξ) = Pdiag(F [hh1,λ,x](ξ), . . . ,F [hhn,λ,x](ξ))P−1
is Hermitian (in the sense of functions). Therefore, by applying Parseval’s identity, we arrive at
BBesH,λ(x) =
∫
Rd
hH,λ,x(y)Z(dy)
f .d.
=
∫
Rd
F [hH,λ,x]W(dξ)
= C∗H,λ
∫
Rd
(e−i〈ξ,x〉 − 1)(λ2 + ‖ξ‖2)−HW(dξ)
for a matrix constant C∗
H,λ
. In other words, (5.10) holds. 
Proof of Proposition 5.9: The proof is similar to that of Proposition 5.5. By applying expression
(5.10), we can write
Cov[BBesH,λ(x), B
Bes
H,λ(x
′)] = E[BBesH,λ(x)B
Bes
H,λ(x
′)t]
=
λ2H−dI
2π
∫
Rd
(e−i〈ξ,x−x
′〉 − e−i〈ξ,x〉 − ei〈ξ,x′〉 + 1)(λ2 + ‖ξ‖2)−H(λ2 + ‖ξ‖2)−H∗dξ
To establish (5.8), we consider the integrals
I1 :=
∫
Rd
ei〈ξ,x〉(λ2 + ‖ξ‖2)−H(λ2 + ‖ξ‖2)−H∗dξ,
I2 :=
∫
Rd
(λ2 + ‖ξ‖2)−H(λ2 + ‖ξ‖2)−H∗dξ
In regard to I1, by switching from Euclidean to polar coordinates, we obtain
I1 =
∫
Rd
ei〈ξ,x〉(λ2 + ‖ξ‖2)−H(λ2 + ‖ξ‖2)−H∗dξ
=
∫ ∞
0
(λ2 + r2)H(λ2 + r2)−H
∗
[∫
S r
ei〈ξ,x〉dS
]
dr
=
∫ ∞
0
(λ2 + r2)H(λ2 + r2)−H
∗
(
2πr
‖x‖
) d
2
‖x‖ J d−2
2
(‖x‖r) dr
= (2π)
d
2 ‖x‖1− d2
∫ ∞
0
(λ2 + r2)H(λ2 + r2)−H
∗
r
d
2 J d−2
2
(‖x‖r)dr.(C.11)
However, for −1 < ℜν < ℜ
(
2µ +
3
2
)
, a > 0, b > 0,
∫ ∞
0
xν+1 Jν(bx)
(x2 + a2)µ+1
dx =
aν−µbµ
2µΓ(µ + 1)
Kν−µ(ab)
(Gradshteyn and Ryzhik (1994), p.686). So, recall that we can write H = PJHP
−1, where JH =
diag(h1, . . . , hn). By setting a = λ, b = ‖x‖, µ = hℓ + hℓ′ − 1, ν = d
2
− 1, ℓ, ℓ′ = 1, . . . , n, we can
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rewrite the integral on the right-hand side of (C.11) as
P
( ∫ ∞
0
(λ2 + r2)−JH (P∗P)−1(λ2 + r2)−JH r
d
2 J d−2
2
(‖x‖r)dr
)
P∗
= P
(
qℓℓ′
λ
d
2
−(hℓ+hℓ′−1)‖x‖hℓ+hℓ′−1
2hℓ+hℓ′−1Γ(hℓ + hℓ′)
K d
2
−(hℓ+hℓ′ )(λ‖x‖)
)
ℓ,ℓ′=1,...,n
P∗.
Therefore, assuming hℓ + hℓ′ >
d − 1
4
, ℓ, ℓ′ = 1, . . . , n,∫
Rd
ei<ξ,x>(λ2 + ‖ξ‖2)−H(λ2 + ‖ξ‖2)−H∗dξ
= (2π)
d
2 P
(
qℓℓ′
λ
d
2
−(hℓ+hℓ′−1)‖x‖hℓ+hℓ′− d2
2hℓ+hℓ′−1Γ(hℓ + hℓ′)
K d
2
−(hℓ+hℓ′ )(λ‖x‖)
)
ℓ,ℓ′=1,...,n
P∗.
In regard to I2, by following the same argument in the proof of Proposition 5.5, we arrive at∫
Rd
(λ2 + ‖ξ‖2)−H(λ2 + ‖ξ‖2)−H∗dξ
=
∫ ∞
0
(λ2 + r2)−H(λ2 + r2)−H
∗
rd−1dr ×

2(˙2π)m+1
(2m + 1)!!
, if d = 2m + 1;
(2π)m+1
(2m)!!
, if d = 2m.
However, from Gradshteyn and Ryzhik (1994), p.327, assumingℜµ > 0,ℜ
(
ν +
µ
2
)
< 1,
∫ ∞
0
xµ−1(1 + x2)ν−1dx =
1
2
B
(
µ
2
, 1 − ν − µ
2
)
.
Therefore, by making the change of variable r = λr′ and (qℓℓ′)ℓ,ℓ′=1,...,n as in (5.12),∫ ∞
0
(λ2 + r2)−H(λ2 + r2)−H
∗
rd−1dr = λdI−4H
∫ ∞
0
(1 + r′2)−H(1 + r′2)−H
∗
r′d−1dr′
=
λdI−4H
2
P
(
qℓℓ′ B
(d
2
, hℓ + hℓ′ − d
2
))
ℓ,ℓ′=1,...,n
P∗
whenever hℓ + hℓ′ >
d
2
, ℓ, ℓ′ = 1, . . . , n. Thus,∫
Rd
(λ2 + ‖ξ‖2)−H(λ2 + ‖ξ‖2)−H∗dξ
= λdI−4HP
(
qℓℓ′ B
(d
2
, hℓ + hℓ′ − d
2
))
ℓ,ℓ′=1,...,n
P∗

(2π)m+1
(2m + 1)!!
, if d = 2m + 1;
(2π)m+1
2(2m)!!
, if d = 2m.
Therefore, expression (5.14) holds under condition (5.13). 
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Appendix D. Section 6: proofs
The following classical proposition is used in proofs. We recap it here for the reader’s conve-
nience.
Proposition D.1. (Adler (1981), Theorems 3.3.2 and 8.3.2; Bierme´ et al. (2007), Proposition 5.2)
Let {X(x)}x∈Rd be a R-valued Gaussian random field with stationary increments. Let η ∈ (0, 1).
If
η = sup{β > 0 : E[(X(x) − X(0))2] = o‖x‖→0(‖x‖2β)},
then, for any β ∈ (0, η), any continuous version of {X(x)}x∈Rd satisfies property (a) in Definition
6.1. If, in addition,
η = inf{β > 0 : ‖x‖2β = o‖x‖→0(E[(X(x) − X(0))2])},
then any continuous version of {X(x)}x∈Rd has the Ho¨lder critical exponent η.
In the following proofs, without loss of generality we assume d ≥ 2.
Proof of Theorem 6.1: We first show (i). The proof follows from Proposition D.1 and the asymp-
totic behavior of second moment of Xλ(x) around x = 0. Let x ∈ Rd. We know that Xλ(0) = 0.
So, define
Γ
2
ϕ,H,λ(x) = E[Xλ(x)
2] =
∫
Rd
∣∣∣∣e−λϕ(x−y)ϕ(x − y)H− q2 − e−λϕ(−y)ϕ(−y)H− q2 ∣∣∣∣2 dy.
By property (1.3) and by using polar coordinates with respect to E (Lemma F.2), we obtain
Γ
2
ϕ,H,λ(x) = τ(x)
2H
Γ
2
ϕ,H,τ(x)λ(l(x))
= τ(x)2H
∫
Rd
∣∣∣∣e−τ(x)λϕ(l(x)−y)ϕ(l(x) − y)H− q2 − e−τ(x)λϕ(−y)ϕ(−y)H− q2 ∣∣∣∣2 dy
= τ(x)2H
∫
Rd
∣∣∣∣[1 − O(τ(x)λϕ(l(x) − y))]ϕ(l(x) − y)H− q2 − [1 − O(τ(x)λϕ(−y))]ϕ(−y)H− q2 ∣∣∣∣2 dy
= O(τ(x)2H), as ‖x‖ → 0.
(D.1)
In order to apply to Proposition D.1, we construct bounds on τ(x) based on the conventional
Euclidean norm ‖x‖ (cf. Bierme´ et al. (2007), Theorem 5.4). Since we are interested in the
behavior of x around the origin, without loss of generality we can assume ‖x‖ ≤ 1. Fix r ∈
Wi\Wi−1 for any i = 1, . . . , p. Using the spaceWi instead of Rd in Lemma F.1, we obtain that, for
any small δ > 0, there exists a constant C2 > 0 such that τ(tr) ≤ C2|t|1/ai−δ for |t| ≤ 1, because
the eigenvalues of E|Wi are a1, . . . , ai. Moreover, write r = ri + ri−1 with ri ∈ Vi and ri−1 ∈ Wi−1.
Then, we can decompose tr = τ(tr)El(tr) = τ(tr)Eli(tr) + τ(tr)
Eli−1(tr), where li(tr) ∈ Vi and
li−1(tr) ∈ Wi−1. Moreover, rewrite E = E1 ⊕ . . . ⊕ Ep, where every real part of the eigenvalues of
the matrix Ei equals ai. We arrive at the bound
|t| ‖ri‖ = ‖τ(tr)Eli(tr)‖ = ‖τ(tr)Ei li(tr)‖
≤ ‖τ(tr)Ei‖ ‖li(tr)‖ ≤ C3τ(tr)ai−δ, |t| ≤ 1.(D.2)
The last inequality in (D.2) is a consequence of the facts that ‖li(tr)‖ ≤ C for any |t| ≤ 1, and that
every real part of the eigenvalues of Ei equals ai. Therefore, there exists a constant C1 > 0 such
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that τ(tr) ≥ C1|t|1/ai+δ for any |t| ≤ 1. Hence, we conclude that for all directions r ∈ Wi\Wi−1, and
any small δ > 0, there exist constants C1,C2 > 0, such that
C1|t|1/ai+δ ≤ τ(tr) ≤ C2|t|1/ai−δ, |t| ≤ 1.(D.3)
Therefore, in view of (D.1) and (D.3),
C′1|t|2H/ai+δ ≤ Γ2ϕ,H,λ(tr) ≤ C′2|t|2H/ai−δ, |t| ≤ 1.
By Proposition D.1, this shows that Xλ has regularity H/ai in the direction r, as claimed. To
establish the Ho¨lder critical exponent, we can adapt the argument. Since H/ap is the Ho¨lder
critical exponent of Xλ in any direction ofWp\Wp−1, then for any β ∈ (H/ap, 1) the sample paths of
Xλ do not almost surely satisfy any uniform Ho¨lder condition of order β. Moreover, from Lemma
F.1, we get that for any δ > 0, there exists a constant C > 0 such that Γ2ϕ,H,λ(x) ≤ C‖x‖2H/ap−δ for
‖x‖ ≤ 1. Proposition D.1 then implies that any continuous version of Xλ almost surely satisfies a
uniform Ho¨lder condition of order β < H/ap on any compact set. This concludes the proof of (i).
To show (ii), in view of the proof of (i), it suffices to establish the asymptotic behavior of the
second moment of X˜λ(x) around x = 0. So, let x ∈ Rd. By property (1.3) and by using polar
coordinates with respect to E (Lemma F.2),
EX˜2λ(x) = τ(x)
2H
EX˜2τ(x)λ(l(x))
= τ(x)2H
∫
Rd
|e−i〈l(x),ξ〉 − 1|2 1
(τ(x)λ + ϕ(ξ))2H+q
dξ
= τ(x)2H
∫ ∞
0
∫
S 0
|e−i〈l(x),rEθ〉 − 1|2 1
(τ(x)λ + r2H+qϕ(θ))2H+q
rq−1σ(dθ)dr
(D.4) ∼ τ(x)2H
∫ ∞
0
∫
S 0
|e−i〈l(x),rEθ〉 − 1|2 1
r2H+1ϕ(θ)2H+q
σ(dθ)dr,
where the integral on the right-hand side of (D.4) is finite by condition (6.3). This establishes
(ii). 
Proof of Corollary 6.3: The argument for showing (6.4) resembles the proof of Theorem 5.6 in
Bierme´ et al. (2007). For the reader’s convenience, we provide the details.
Recall that, for any scalar-valued random field X,
dimHausG(X) ≤ dimBoxG(X) ≤ dimBoxG(X),(D.5)
where dim
Box
and dimBox denote the lower and upper box-counting dimension, respectively. From
the inequality (D.5), it suffices to show that, almost surely,
(D.6) dimBoxG(Xλ) ≤ d + 1 − H/ap, d + 1 − H/ap ≤ dimHausG(Xλ).
We first show the left inequality in (D.6). Consider a continuous version of Xλ. From Theorem 6.1
and a d-dimensional version of Corollary 11.2 in Falconer (1990), we obtain that dimBoxG(Xλ) ≤
d + 1 − β a.s. for any β < H/ap. Therefore,
dimBoxG(Xλ) ≤ d + 1 − H/ap a.s.
We now prove the right inequality in (D.6). Fix β > 1. If we show
Iβ :=
∫
K×K
E[(Xλ(x) − Xλ(y))2 + (‖x − y‖2)−β/2]dxdy < ∞,(D.7)
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then the Frostman criterion (Falconer (1990), Theorem 4.13, (a)), implies that dimHausG(Xλ) ≥ β
a.s. So, to prove (D.7), first note that (x2 + 1)−β/2 ∈ L1(R) for β > 1. Thus, its Fourier transform
fˆβ(ξ)
(x2 + 1)−β/2 =
1
2π
∫
R
eixξ fˆβ(ξ)dξ.
is not only in L∞ but also it is in L1(R) as well. Using this fact and the Gaussian assumption on
Xλ we have
E[{(Xλ(x) − Xλ(y))2 + ‖x − y‖2}−β/2]
=
1
2π
‖x − y‖−β
∫
R
E
[
eiξ
Xλ(x)−Xλ(y)
‖x−y‖
]
fˆβ(ξ)dξ
=
1
2π
‖x − y‖−β
∫
R
e
− ξ2
2
E[(Xλ(x)−Xλ(y))2]
‖x−y‖2 fˆβ(ξ)dξ.
Since fβ ∈ L∞(R), then there exists C > 0 such that
E[((Xλ(x) − Xλ(y))2 + ‖x − y‖2)−β/2]
≤ C‖x − y‖1−β(E[(Xλ(x) − Xλ(y))2])−1/2
≤ C′‖x − y‖1−βτ(x − y)−H,(D.8)
where we use (D.1) and the fact that Xλ has stationary increments. Next, pick a > 0 satisfying
K ⊂ {x ∈ Rd; ‖x‖ ≤ a/2}. Then, there exists a constant C > 0 such that
(D.9) Iβ ≤ C
∫
‖x‖≤a
‖x‖1−βτ(x)−Hdx
is finite as long as the right-hand side of (D.9) is bounded. For p = 1 (see (6.1)), Lemma F.1
implies that, for δ > 0, there exists a C > 0 such that, for ‖x‖ ≤ a,
τ(x)−H ≤ ‖x‖−H/ap−δ.
Therefore, Iβ is finite if 1 − β − H/ap − δ > −d, that is, β < d + 1 − H/ap − δ. Now suppose
p ≥ 2. Decompose x = xp + xp−1 = τ(x)Elp(tx) + τ(x)Elp−1(x) with xp, lp(x) ∈ Vp and
xp−1, lp−1(x) ∈ Wp−1 as we did in the proof of Theorem 6.1. Again without loss of generality, we
can choose an inner product (·, ·) on Rd that makes these spaces mutually orthogonal and set the
norm ‖x‖ = (x,x)1/2. Therefore, Vp and Wp−1 are orthogonal, and ‖xp‖ ≤ a and ‖xp−1‖ ≤ a.
Moreover, as discussed in the proof of Theorem 6.1, by Lemma F.1 restricted to the spaces Vp
and Wp−1, respectively, we obtain that for any δ > 0 there exists a constant c > 0 such that, for
‖x‖ ≤ a,
τ(x)H ≥ c‖xp‖H/ap+δ and τ(x)H ≥ c‖xp−1‖H/a1+δ.
Hence, τ(x)H ≥ c/2
(
‖xp‖H/ap+δ + ‖xp−1‖H/a1+δ
)
. Therefore, by the triangle inequality,
Iβ ≤ C
∫
‖xp‖≤a
∫
‖y‖≤a
(
‖xp‖2 + ‖xp−1‖2
)1/2−β/2 (‖xp‖H/ap+δ + ‖xp−1‖H/a1+δ)−1 dxp−1dxp.
Let k be the dimension of Vp. We know that 1 ≤ k ≤ d − 1. By using polar coordinates for both
xp and xp−1, and we get that there exists a constant C > 0 such that Iβ ≤ CJβ, where
Jβ =
∫ a
0
∫ a
0
(
r2 + s2
)1/2−β/2 (
rH/ap+δ + sH/a1+δ
)−1
rk−1sd−1−kdrds.
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By a change of variable r = ts,
Jβ =
∫ a
0
∫ a/s
0
sd−β−H/ap−δ(t2 + 1)1/2−β/2
(
tH/ap+δ + sH/a1−H/ap
)−1
tk−1dtds
≤
(∫ a
0
sd−β−H/ap−δds
) (∫ ∞
0
(t2 + 1)1/2−β/2t−H/ap−δ+k−1dt
)
.
The first term is finite when d − β − H/ap − δ > −1, i.e. β < d + 1 − H/ap − δ, and the
second term is bounded when −β − H/ap − δ + k < −1, that is, β > k + 1 − H/ap − δ.
These together show (D.7). Hence, as anticipated, by the Frostman criterion we conclude that
dimHausG(Xλ) ≥ d + 1 − H/ap − δ a.s. 
Appendix E. The exponential of a matrix in Jordan canonical form
Let Jλ ∈ M(n,C) be a Jordan block of size nλ, whose expression is
(E.1) Jϑ =

ϑ 0 0 . . . 0
1 ϑ 0 . . . 0
0 1 ϑ . . . 0
...
...
...
. . .
...
0 0 . . . 1 ϑ

.
Then, for z > 0,
(E.2) zJϑ =

zϑ 0 0 . . . 0
(log z)zϑ zϑ 0 . . . 0
(log z)2
2!
zϑ (log z)zϑ zϑ
. . . 0
...
...
. . .
. . . 0
(log z)nϑ−1
(nϑ−1)! z
ϑ (log z)
nϑ−2
(nϑ−2)! z
ϑ . . . (log z)zϑ zϑ

.
The expression for zJ , where J is, more generally, a matrix in Jordan canonical form (i.e., whose
diagonal is made up of Jordan blocks), follows promptly.
Appendix F. Auxiliary technical results
Lemmas F.1–F.5, stated next, are used in Sections 3 and 4. They are established in Bierme´ et
al. (2007), and hence their proofs are omitted. Recall that, in the notation (6.2),
a1 < . . . < ap, 1 ≤ p ≤ d,
denote the p distinct real parts of the eigenvalues of the matrix E. In particular,
̟E = a1, ΥE = ap.
Lemma F.1. Let ‖ · ‖0 , τE(·) be as in (2.6) and (2.7), respectively. For any (small) δ > 0 there
exist constants C1,C2,C3,C4 > 0 such that for all ‖x‖0 ≤ 1 or τE(x) ≤ 1
C1‖x‖
1
a1
+δ
0
≤ τE(x) ≤ C2‖x‖
1
ap
−δ
0
and, for all ‖x‖0 ≥ 1 or τE(x) ≥ 1
C3‖x‖
1
ap
−δ
0
≤ τE(x) ≤ C4‖x‖
1
a1
+δ
0
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Lemma F.2. There exists a unique finite Radon measure σ on S 0 such that for all f ∈ L1(Rd, dx)
we have
(F.1)
∫
Rd
f (x)dx =
∫ ∞
0
∫
S 0
f (rEθ)σ(dθ)rq−1dr
where q = tr(E).
Remark F.3. Let h be a function that is continuous on Rd\{0}, and suppose we want to show that
(F.2)
∫
Rd
|h(x)|dx < ∞.
It suffices to check the behavior of the kernel h(x) in (F.2) for x ∈ S 0 and as ‖x‖ → 0 or∞, where
the latter limits can be equivalently expressed as τE(x) → 0 and∞. This can be done conveniently
by means of an entrywise application of the change-of-variables formula (F.1). Since the latter
formula assumes integrability of the original expression, one can build a truncation argument
based on hA(x) = 1{1/A≤τE(x)≤A}h(x), A > 0, and the dominated convergence theorem. It thus
suffices to show that the condition∫ ∞
0
∫
S 0
|h(rEθ)|rtr(E)−1σ(dθ)dr < ∞,
expressed in E-induced polar coordinates, holds.
Lemma F.4. There exists a constant K ≥ 1 such that for all x,y ∈ Rd we have
τ(x + y) ≤ K(τ(x) + τ(y))
Lemma F.5. Let β ∈ R, q = tr(E), and suppose f : Rd → C is measurable such that | f (x)| =
O(τ(x)β). If β > −q then f is integrable near 0, and if β < −q then f is integrable near infinity.
The following proposition establishes an integral representation for the primary matrix func-
tion KN(x), and is used in the construction of X
Bes
λ
(see Definition 3.4).
Proposition F.6. For N ∈ M(n,C), let KN(u) be a primary matrix function defined based on the
modified Bessel function of the second kind. Then, expression (3.10) holds, where cosh(Nt) :=
(e−Nt + eNt)/2, t > 0, is also a primary matrix function.
Proof. For u > 0, it suffices to show that the function Kν(u) is holomorphic (analytic) in ν. So,
fix ν0 ∈ C and for δ > 0 consider any ν in the disc D(ν0, δ) ⊆ C. Let
f (ν, t) = e−u(
e−t+et
2
)
(e−νt + eνt
2
)
∈ C.
For any t ≥ 0, f (ν, t) is holomorphic in ν, where
∂
∂ν
f (ν, t) = e−u(
e−t+et
2
)t
(eνt − e−νt
2
)
.
In particular,
(F.3)
∣∣∣∣ ∂
∂ν
f (ν, t)
∣∣∣∣ ≤ e−u( e−t+et2 )t (e|ν0+δ|t + 1
2
)
,
where the bounding function is integrable in t. So, rewrite
1
ν − ν0
{ ∫ ∞
0
f (ν, t)dt −
∫ ∞
0
f (ν0, t)dt
}
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(F.4) =
∫ ∞
0
ℜ
( f (ν, t) − f (ν0, t)
ν − ν0
)
+ iI
( f (ν, t) − f (ν0, t)
ν − ν0
)
dt.
However, by the mean value theorem for C-valued functions (Evard and Jafari (1992), Theorem
2.2), there are ν1(ν0, ν, t), ν2(ν0, ν, t) ∈ C in the segment (ν0, ν) = {z ∈ C : z = αν0 + (1 − α), α ∈
(0, 1)ν} such that
(F.5) ℜ ∂
∂ν
f (ν1(ν0, ν, t), t) + iI ∂
∂ν
f (ν2(ν0, ν, t), t)
Therefore, by expressions (F.5) and (F.4), as well as the bound (F.3), the dominated convergence
theorem implies that
∂
∂ν
∫ ∞
0
f (ν, t)dt =
∫ ∞
0
∂
∂ν
f (ν, t)dt.
Therefore, Kν(u) is holomorphic in ν, as claimed. 
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