Abstract. The orbits of a minimal parabolic k-subgroup acting on a symmetric k-variety are essential to the study of symmetric k-varieties and their representations. This paper gives an algorithm to compute these orbits and most of the combinatorial structure of the orbit decomposition. There are several ways to describe these orbits, see for example [22, 28, 35] . Fundamental in all these descriptions are the associated twisted involutions in the restricted Weyl group. These describe the combinatorial structure of the orbit decomposition in a similar manner to the special case of orbits of a Borel subgroup acting on a symmetric variety, see [19] . However, the orbit structure in the general case is much more complicated than the special case of orbits of a Borel subgroup.
Introduction
Symmetric varieties are defined as the spherical homogeneous spaces G/H with G a reductive algebraic group and H the fixed point group of an involution θ. They occur in many problems in representation theory, including the study of HarishChandra modules with k = ‫ރ‬ (see for example [44] ), geometry (see [31] , [21] and [1] ) and singularity theory (see [26] and [37] ).
When G and θ are defined over a field k which is not necessarily algebraically closed, then the variety G k /H k is called a symmetric k-variety. Here G k (resp. H k ) denotes the set of k-rational points of G (resp. H). These also occur in several areas including the cohomology of arithmetic subgroups (see [43] ) and representation theory. It is in this last area that these symmetric k-varieties are best known. The representation theory and Plancherel formulas of symmetric k-varieties over the real numbers (also called reductive symmetric spaces) has been studied extensively in the last few decades. Most of the early work was done by Harish-Chandra, who gave the Plancherel formulas for the Riemannian symmetric spaces and the groups 1991 Mathematics Subject Classification. 68Q40, 20G15, 20G20, 22E15, 22E46, 43A85. 1 case. Expanding on Harish-Chandra's ideas the representation theory for the general reductive symmetric spaces has been carried out by a number of mathematicians including Flensted-Jensen, Oshima, Sekiguchi, Matsuki, Brylinski, Delorme, Schlichtkrul and van den Ban (see [9, 30, 29, 8, 2, 3] ). Once the work on the real symmetric k-varieties and their representations has been completed, a natural next case to study will be the ᒍ-adic symmetric k-varieties and their representations. Some people have already started on this with a number of interesting results (see [24, 32, 20] ). Another case which has been studied is the representations associated to symmetric k-varieties defined over a finite field (see [25] and [10] ).
The one essential tool in all of the above studies of symmetric k-varieties and their representations is a description of the geometry of the orbits of a minimal parabolic k-subgroup acting on the symmetric k-variety. A description of these orbits naturally leads to a description of most of the fine structure of these symmetric k-varieties including the restricted root system of the symmetric k-variety. Besides representation theory, these orbits are also of importance in a number of other areas, including geometry (see [31] and [26] ) and the cohomology of arithmetic subgroups (see [43] ).
The orbits of a minimal parabolic k-subgroup acting on the symmetric k-variety have been studied for various base fields by many mathematicians. For k =k a description was given by Springer [39] . For k = ‫ޒ‬ descriptions were given by Matsuki [28] and Rossmann [35] . For arbitrary fields of characteristic not 2 a description was given by Helminck and Wang [22] . In practice it is quite difficult and cumbersome to actually compute these orbits and their closures. Fortunately most of the geometry of these orbits and their closures can be described combinatorially and therefore most of this work could be done by a computer. For k algebraically closed (of characteristic not 2) we gave in [19] an efficient algorithm to compute the orbits and their closures. In this paper we show how the algorithm in [19] can be modified and extended to compute the orbits for a number of base fields, including k = ‫.ޒ‬ Although the structure of symmetric k-varieties and the related k-groups is much more complicated than that of symmetric varieties over algebraically closed fields the algorithm to compute the above orbits is similar to the one for symmetric varieties over algebraically closed fields given in [19] . Most of the code developed for that situation can be modified to compute the orbits in this case as well.
Essential in the algorithm to compute the orbits in [19] was the description of the image and fibers of the natural map ϕ k : V k → I, where V k denotes the set of orbits of a minimal parabolic k-subgroup acting on the symmetric k-variety and I the set of twisted involutions in the Weyl group. Most of the combinatorial structure of the orbits in V k depended only on properties of the associated twisted involutions in ϕ k (V k ) ⊂ I. For arbitrary base fields we can define this map again and also in this case most of the combinatorial structure can be adapted from the twisted involutions to the orbits and their closures. As can be expected there are a few additional difficulties in describing the twisted involutions contained in ϕ k (V k ), but the main problems occur when one tries to compute the orbits in V k . For most base fields the fibers of ϕ k are infinite, which makes it impossible to compute V k . For a number of base fields, including local fields and finite fields there are finitely many orbits and a computation of the orbits becomes feasible. The algorithm to compute the orbits in V k necessarily also depends on a classification of the k-involutions involved. These have been fully classified for k =k and k = ‫.ޒ‬ For these fields the algorithm will be able to compute the orbits. For k a ᒍ-adic field, a finite field or a number field, partial classifications of the k-involutions exist, which actually enable us to compute the twisted involutions and the corresponding combinatorial structure in these cases. For k = ‫ޑ‬ ᒍ a classification of the k-involutions is nearly finished, which will enable us to compute the orbits in V k in that case as well.
In this paper we will use the description of the orbit structure in [22] and and prove a number of additional results about these orbits which are useful for the actual computation. Using these results we can modify the algorithm in [19] to compute the orbits for a number of other base fields as well. This algorithm can be implemented again on a computer using existing symbolic manipulation programs or by writing an independent program. Probably the easiest would be to write an extension to the program LiE. This would also give a relatively efficient implementation. To obtain a more efficient implementation one will need to write an independent program. Note that most of the remaining structure of a symmetric variety, like the restricted root system, will also follow from the above structure.
A brief outline of this paper is as follows. In section 2 we introduce notation and review a few generalities about the orbits of a minimal parabolic k-subgroup P acting on the symmetric k-variety G k /H k . We also discuss the action of the Weyl group W on these orbits. In section 3 we discuss the connection of these orbits with twisted involutions in the Weyl group. In particular we analyze the natural maps ϕ k : V k → I ⊂ W and ϕ : V → I, where V k is the set of orbits P k \G k /H k , V the set of orbits P\G/H and I the set of twisted involutions in the Weyl group W. The image ϕ k (V k ) is contained in ϕ(V ) and the combinatorial structure from ϕ(V ) carries over to ϕ k (V k ). We will use these maps ϕ and ϕ k to classify the sets of orbits V and V k for a number of base fields. For k algebraically closed, the real numbers, the ᒍ-adic numbers, a finite field or a number field we will compute ϕ(V ). For k =k and k = ‫ޒ‬ we will compute ϕ k (V k ) and V k as well. Most of these results are from [22] and [17] .
In section 4 we discuss the -, θ and ( , θ)-indices related to the k-structure and the k-involutions. In section 5 we introduce the θ-singular and (θ, k)-singular involutions in the restricted Weyl group and prove a number of results about these. These involutions will give us a set of representatives for the W-orbits in ϕ(V ) and ϕ k (V k ). For this see section 6 and 8. In section 6 we also look at the Weyl group W ( A) of a θ-stable maximal k-split torus containing a maximal (θ, k)-split torus. In this case we can show that there is a bijective correspondence between the twisted W-orbits in ϕ(V ) and the W-conjugacy classes of θ-singular involutions in the Weyl group W ( A).
In section 7 we show how the algorithm in [19] can be modified to compute ϕ(V ) for k algebraically closed, the real numbers, a ᒍ-adic field, a finite field or a number field. This computation only depends on the ( , θ)-index of the k-involution.
Finally in section 8 we show how the algorithm in section 7 can be extended to compute ϕ k (V k ) and V k as well, provided one has a classification for the kinvolutions for that field. This algorithm can be used to compute ϕ k (V k ) and V k for k = ‫.ޒ‬ A discussion of this case is included as well.
Preliminaries and Recollections
In this section we set the notations and discuss the relation between the orbits of minimal parabolic k-subgroup acting on a symmetric k-variety and the H kconjugacy classes of θ-stable maximal k-split tori. For this we will rephrase the characterization of these orbits in [22, 17] by giving another characterization of the orbits, which is geared more toward the conjugacy classes of θ-stable maximal k-split tori. We will also prove a number of additional results. Our basic reference for reductive groups will be the papers of Borel and Tits [5, 6] and also the books of Borel [4] , Humphreys [23] and Springer [38] . We shall follow their notations and terminology.
2.1. Notations. Given an algebraic group G, the identity component is denoted by G 0 . We use L(G) (resp. ᒄ, the corresponding lower case German letter) for the Lie algebra of G. If H is a subset of G, then we write N G ( H ) (resp. Z G ( H )) for the normalizer (resp. centralizer) of H in G. We write Z(G) for the center of G.
An algebraic group defined over k shall also be called an algebraic k-group. For an extension K of k, the set of K-rational points of G is denoted by
If G is a reductive k-group and A a torus of G then we denote by X * ( A) (resp. X * ( A)) the group of characters of A (resp. one-parameter subgroups of A) and by ( A) = (G, A) the set of the roots of A in G. The group X * ( A) can be put in duality with X * ( A) by a pairing · , · defined as follows:
, then let U α denote the unipotent subgroup of G corresponding to α. If A is a maximal torus, then U α is one-dimensional. Given a quasi-closed subset ψ of (G, A), the group G ψ (resp. G * ψ ) is defined in [5, 3.8] . If G * ψ is unipotent, ψ is said to be unipotent and often one writes U ψ for G * ψ . 2.2. Throughout the paper G will denote a connected reductive algebraic k-group, θ an involution of G defined over k, G θ = {g ∈ G | θ(g) = g} the set of fixed points of θ and H a k-open subgroup of G θ . The involution θ is also called a k-involution of G. The variety G/H is called a symmetric variety and the variety G k /H k is called a symmetric k-variety.
Given g, x ∈ G, the twisted action associated to θ is given by (g,
The set Q is contained in Q . Both Q and Q are invariant under the twisted action associated to θ. There are only a finite number of twisted G-orbits in Q and each such orbit is closed (see [33] ). In particular, Q is a connected closed k-subvariety of G. Define a morphism τ : G → G by
The image τ(G) = Q is a closed k-subvariety of G and τ induces an isomorphism of the coset space
If T ⊂ G is a torus and σ ∈ Aut(G, T ) an involution, then we write
It is easy to verify that the product map
σ is a finite group. (In fact it is an elementary abelian 2-group.) The automorphisms of (G, T ) and W (G, T ) induced by σ will also be denoted by σ. If σ = θ we reserve the notation T + and T − for T + θ and T − θ respectively. For other involutions of T, we shall keep the subscript.
Recall from [11] [33] ). This is the root system associated with the symmetric variety G/H. To the symmetric k-variety G k /H k one can also associate a natural root system. To see this we consider the following tori:
Consider a maximal (θ, k)-split torus A in G. In [22, 5.9] it was shown that (G, A) is a root system and N G k ( A)/Z G k ( A) is the Weyl group of this root system. We can also obtain this root system by restricting the root system of G k .
Namely let
2.5. P k -orbits on G k /H k . Let P be a minimal parabolic k-subgroup of G. There are several way's in which one can characterize the double cosets P k \G k /H k . One can characterize them as the P k -orbits on the symmetric k-variety G k /H k (using the θ-twisted action), one can take the H k -orbits on the flag variety G k / P k or one can consider the P k × H k -orbits on G k . All these characterizations are essentially the same. For more details see [22] . We will use the P k × H k -orbits on G k to characterize P k \G k /H k . In this subsection we will briefly review this characterization.
Let A be a θ-stable maximal k-split torus of
These sets V k (resp. V) are essential in the study of orbits of minimal parabolic subgroups on the symmetric [22] ). Similarly the set V is associated with the set of H × P orbits on G (see [17] ). The set V is finite, but the set V k is in general infinite. In a number of cases one can show that there are only finitely many ( P k × H k )-orbits on G k . If k is algebraically closed, the finiteness of V k was proved by Springer [39] . The finiteness of the orbit decomposition for k = ‫ޒ‬ was discussed by Wolf [45] , Rossmann [35] and Matsuki [28] . For general local fields this result can be found in Helminck-Wang [22] . An example that in most cases the set V k is infinite can be found in [22, 6.12 ].
2.6. W-action on V and V k . The Weyl group W acts on both V and V k . The action of W on V (resp. V k ) is defined as follows. Let v ∈ V and let x = x(v). If n ∈ N, then nx ∈ V and its image in V depends only on the image of n in W. We thus obtain a (left) action of
To get another description of V k and V we define first the following.
Since all maximal k-split tori of G are conjugate, also all maximal quasi k-split tori of G are conjugate. If A is a maximal quasi k-split torus of G, then (G, A) is a root system in ( X * ( A), X 0 ) in the sense of [5, §2.1] where X 0 is the set of characters of A which are trivial on ( A ∩ [G, G]) 0 ; moreover the Weyl group of
Let
A be the variety of maximal quasi k-split tori of G. This is an affine variety, isomorphic to G/N G ( A), on which θ acts. Let A θ be the fixed point set of θ, i.e. the set of θ-stable maximal quasi k-split tori. It is an affine variety on which H acts by conjugation. Similarly let A k denote the set of maximal k-split tori of G and let A θ k be the fixed point set of θ i.e., the set of θ-stable maximal k-split tori. The group H k acts on A θ k by conjugation. If x ∈ V k , then x −1 Ax is again a maximal k-split torus and conversely any θ-stable maximal k-split torus in A θ k can be written as x −1 Ax for some x ∈ V k . Similarly any θ-stable maximal quasi k-split torus is of the form
. This determines maps of V k , resp. V to the orbit sets A θ k /H k resp. A θ /H. It is easy to check that these maps are independent of the choice of the representative x(v) for v and are constant on W-orbits. So we also get maps of orbit sets: 
Proof. (i).
Since any θ-stable maximal k-split torus is of the form x −1 Ax for some x ∈ V k , the map γ k is surjective.
Let
So we may assume that A 1 = A 2 . But then by [22, 6.10] 
The proof of (ii) follows using a similar argument as in (i).
Let
There is a natural map
sending the H k -conjugacy class of a θ-stable maximal k-split torus onto its Hconjugacy class. Then 
/H Since γ 0 and γ k are bijections, it follows that there is a bijection between the fibers of δ and ζ. For a θ-stable maximal k-split torus A, the fiber ζ −1 ( A) consists of all θ-stable maximal k-split tori, which are H-conjugate to A, but not H k -conjugate. That these fibers can be infinite can be seen from example [22, 6.12 ].
Twisted involutions
Another way to characterize the W-orbits in V k and V is by characterizing the image and fibers of the natural map from V into W, induced by the map τ|V : V → N G (T ). This map also enables us to port the natural combinatorial structure on the image (contained in the set of twisted involutions in W) to V and V k . Similar to the case of orbits of a Borel subgroup acting on a symmetric variety as in [19, 34] this will enable us to describe most of the combinatorial structure involved.
3.1.
Recall that an element a ∈ W ( A) is a twisted involution if θ(a) = a −1 (see [39, §3] or [22, §7] ). Let
is a twisted involution. The element ϕ(v) ∈ I is independent of the choice of representative x(v) ∈ V for v. So this defines a map ϕ : V → I.
We can define a map
Again this is a twisted involution. From the above observations we get the following relation between ϕ k and ϕ:
The maps ϕ (resp. ϕ k ) play an important role in the study of the Bruhat order on V (resp. V k ). For more details, see [34] and [17] .
3.2.
The Weyl group W acts also on I. This action comes from the twisted action of W on (the set) W, which is defined as follows: if w, w 1 ∈ W, then w * w 1 = ww 1 θ(w) −1 . If w 1 ∈ W, then W * w 1 = {w * w 1 | w ∈ W} is the twisted W-orbit of w 1 . Now I is stable under the twisted action, so that we get a twisted action of W on I. The images of ϕ and ϕ k in I are unions of twisted W-orbits, as follows from the following result:
Proof. The proof is immediate from the above observations.
3.4.
From this result it follows now that the maps ϕ : V → I (resp. ϕ k : V k → I) are equivariant with respect to the action of W on V (resp. V k ) and the twisted action of W on I. So there are natural orbit maps φ : V/ W → I/ W and φ k : V k / W → I/ W. From (4) and 2.10 we get the following relation between φ and φ k .
Since γ and γ k are one-to-one, we also get embeddings of 
The map φ k is also oneto-one in a number of other cases, like the standard pairs (G k , H k ) for k = ‫.ޒ‬ For a further discussion of this see [13, 14] .
An example that the map φ k is not always one-to-one can be found in 5.8.
3.6.
In this paper we will need several properties of the twisted involutions. In the remainder of this section we will collect some of their properties from [22, 19] and prove some additional results. A first description of these twisted involutions, in the case that θ( + ) = + , was given by Springer in [39] . For k = k there exists a θ-stable Borel subgroup (see [40] ), so then this condition is satisfied. However if k = k then G does not necessarily have θ-stable minimal parabolic k-subgroups. One can easily generalize the description in [39] and give a similar description of the twisted involutions, when θ( + ) = + . This follows essentially from the results in [22] , although some of these results are not explicitly stated there. In the following we will review this characterization and prove a few additional results. First we need a few facts about real, complex and imaginary roots.
3.7.
In the remainder of this section, let A be a θ-stable maximal quasi k-split torus of G, = ( A) the root system of A with respect to G, + a set of positive roots of , the corresponding basis, W = W ( A) the Weyl group of A and = {s α | α ∈ }. The Weyl group W is generated by . Let E = X * ( A) ⊗ ‫ޚ‬ ‫.ޒ‬ If σ ∈ Aut( ), then we denote the eigenspace of σ for the eigenvalue ξ, by E(σ, ξ). For a subset of denote the subset of consisting of integral combinations of by . Then is a subsystem of with Weyl group W . Let w 0 denote the longest element of W with respect to .
The involution θ of G induces an automorphism of W, also denoted by θ, given by
If s α is the reflection defined by α, then θ(s α ) = s θ(α) , α ∈ .
3.8.
The roots of can be divided in three subsets, related to the action of θ, as follows.
These definitions carry over to the Weyl group W and the set V. We define first real, complex and imaginary elements for the Weyl group, which then will imply similar definitions for V. Definition 3.9. Given w ∈ I θ , an element α ∈ is called complex (resp. real, imaginary) relative to w if wθα = ±α (resp. wθα = −α, wθα = α). We use the following notation,
We will omit θ from this notation if there is no ambiguity as to which involution we consider.
3.10.
To get a similar description of the twisted involutions as in [39] , we pass to another involution, which leaves + invariant. Let w 0 ∈ W such that
and let θ = θw 0 . Instead of working with θ we can work again with θ and w . Similar as in [19, 4.6-4 .8] we get the following results for w 0 , θ and the sets of twisted involutions I θ and I θ : Proposition 3.11. Let , + , θ, w 0 and θ be as above. Then we have the following properties:
For the real, complex and imaginary roots we have again the following:
Lemma 3.12. If w ∈ I θ and w = ww 0 , then w θ = wθ. In particular we have
We also have again the following characterization of twisted involutions:
Proposition 3.13. [22, 7.9 ] If w ∈ I θ and w = ww 0 ∈ I θ , then there exist s 1 , . . . , s h ∈ and a θ -stable subset of satisfying the following conditions:
. 
3.14. In the case of orbits of a Borel subgroup acting on a symmetric variety as in [19] the involution θ could be lifted to an involution of G conjugate to θ. In this case θ can again be lifted to an involution of G conjugate to θ, but this involution is mostly not a k-involution. To solve this question we will have to look at the following class of parabolic subgroups of G:
Using a similar argument as in [22, 2.4 ] one can show that every quasi parabolic k-subgroup of G contains a θ-stable maximal quasi k-split torus of G.
Let P be a quasi parabolic k-subgroup of G, A ⊂ P a θ-stable maximal quasi k-split torus, W = W ( A), = ( A), and I = I θ the set of twisted involutions in W. Let w ∈ I and ξ = wθ. Then ξ is an involution of . In the following we show when ξ can be lifted to an involution of G and when that involution is conjugate to θ. Using a similar argument as in [19, 5 .1] we get the following results:
with z ∈ Z(G). Then ξ is conjugate to θ if and only if n ∈ τ(V )Z(G).

Proof. Assume first that
Combining the above results we get: Lemma 3.18. Let V, V, ϕ : V → I be as above and let w ∈ I. Then the following are equivalent.
3.19.
Let P and A be as above. As in (5), let w 0 ∈ W = W ( A) be such that θ( + ) = w 0 ( + ) and let θ = θw 0 = w −1 0 θ. We can solve now the question of when the involution θ can be lifted to a conjugate of θ. By Lemma 3.18 it suffices to show that w 0 ∈ ϕ(V ). This is equivalent to the following: Proposition 3.20. Let V, V, ϕ : V → I and w 0 be as above. Then we have the following:
. This shows (1). The proof of (2) follows with a similar argument replacing V and V by V k and V k . If ξ ∈ Aut(G) with ξ( A) = A, then by abuse of notation we will write ξ| for the action of ξ on . Summarizing the above results we get now the following result. Relation between θ and θ . Now we have shown that θ can be lifted to G and that it is conjugate to θ we can show that corresponding orbit decompositions for V and ϕ(V ) are again similar. This all can be seen as follows.
Let P, A, V, V, I and ϕ : V → I be as above.
Denote the actions of θ and θ on also by θ and θ . Then θ = θw 0 = w −1 0 θ. (
3.25. W-action on I θ . As in 3.2 there is also an action of the Weyl group W on I θ . Namely if w ∈ W and a ∈ I θ , then define an action w * a = wa θ (w) −1 . Since θ = θw 0 and a = aw 0 for some a ∈ I θ , we get
This means that the isomorphism ι w 0 is equivariant with respect to the actions of W on I and I θ . This leads to the following result. 
Remark 3.27. In the case that G contains a θ-stable parabolic k-subgroup we can get the same results for V k and ϕ k (V k ).
The following result is useful in the study of twisted involutions and will be used in the sequel. Proof. The first statement follows from Lemma 3.12 and the second statement is immediate from the definition of the twisted W-action on I θ .
( , θ)-index
The computation of ϕ(V ) and V will depend on the ( , θ)-index of the kinvolution θ. In this section we briefly review some results about these from [15] .
Let G be a reductive k-group and θ
There is a finite Galois extension K/ k such that T splits over K. Denote the Galois group Gal(K/ k) of K/ k by and let 0 ⊂ Aut( X, ) be the subgroup corresponding to the action of on ( X, ). Similarly let = {1, −θ} ⊂ Aut( X, ) be the subgroup spanned by −θ | T and let θ = 0 . the subgroup of Aut( X, ) generated by 0 and . In the following E ⊂ Aut( X, ) will be one of 0 , or θ .
4.2.
For σ ∈ E and χ ∈ X we will also write χ σ or σ(χ) for the element σ.χ ∈ X. Write W = W ( ) for the Weyl group of . For any closed subsystem 1 of let W ( 1 ) denote the finite group generated by the s α for α ∈ 1 . Now define the following:
This is a co-torsion free submodule of X, invariant under the action of E . Let 0 = ∩ X 0 . This is a closed subsystem of invariant under the action of E . Denote the Weyl group of 0 by W 0 and identify it with W ( 0 ). Put W E = {w ∈ W | w( X 0 ) = X 0 },X E = X/ X 0 (E ) and let π be the natural projection from X tō X E . If we take S = {t ∈ T | χ(t) = e for all χ ∈ X 0 } and Y = X * (S), then Y may be identified withX E = X/ X 0 . Let¯ E = π( − 0 (E )) denote the set of restricted roots of relative to E . Remark 4.3. In the case that E = , then X 0 is the annihilator of a maximal k-split torus S of T. Similarly in the case that E = , then X 0 is the annihilator of a θ-split torus S of T. In both these cases¯ E is the root system of (S) with Weyl group W E . An order on ( X, ) related to the action of E can be defined as follows. is called a E -linear order. A fundamental system of with respect to a E -linear order is called a E -fundamental system of .
A E -linear order on X induces linear orders on Y = X/ X 0 and X 0 , and conversely, given linear orders on X 0 and on Y, these uniquely determine a E -linear order on X, which induces the given linear orders (i.e., if χ / ∈ X 0 , then define χ 0 if and only if π(χ) 0).
4.5.
Fix a E -linear order on X, let be a E -fundamental system of and let 0 be a fundamental system of 0 with respect to the induced order on X 0 . Definē
. This is called a restricted fundamental system of relative to S.
There is also a natural (Weyl) group associated with the set of restricted roots, which is related to W E / W 0 . Since W 0 is a normal subgroup of W E , every w ∈ W E induces an automorphism ofX E = X/ X 0 = Y. Denote the induced automorphism by π(w).
We call this the restricted Weyl group, with respect to the action of E on X. It is not necessarily a Weyl group in the sense of Bourbaki [7, Ch.VI,no.1]. However in the case that S is a maximal k-split, θ-split or (θ, k)-split torus, then¯ E is actually a root system with Weyl groupW E .
4.6.
There is a natural action of E on the set of E -fundamental systems of . this set. If is a E -fundamental system of , and σ ∈ E , then the E -fundamental system σ = {α σ | α ∈ } gives the same restricted basis as , i.e.¯ σ =¯ . Let w σ ∈ W 0 be the unique element w σ ∈ W 0 such that σ = w σ and define a new action of E on ( X, ) as follows:
It is easily verified that χ → χ [σ] is an automorphism of the triple ( X, , ) and that χ [σ] [τ] = χ [στ] for all σ, τ ∈ E , χ ∈ X. This action of E on is essentially determined by , 0 and [σ]. Following Tits [42] the quadruple ( X, , 0 , [σ]) is called an index of E or an E -index. We will also use the name E -diagram, following the notation in Satake [36, 2.4 ].
4.7.
As in [42] we make a diagrammatic representation of the index of E by coloring black those vertices of the ordinary Dynkin diagram of , which represent roots in 0 (E ) and indicating the action of [σ] on by arrows.
In the cases of E = and E = we get the well known θ-index and -index, which are essential in the respective classifications. For k-involutions we do not use the θ -index, but we combine it with the -index and θ-index to add additional information. These indices are defined as follows. 
Remarks 4.9. (1) A ( , θ) -order, as above, is completely determined by the sextu-
We will call this sextuple an index of ( , θ) or an ( , θ)-index. This terminology follows again Tits [42] . We will also use the name ( , θ)-diagram, following the notation in Satake [36, 2.4] . (2) We can make a diagrammatic representation of the ( , θ)-index by coloring black those vertices of the ordinary Dynkin diagram of , which represent roots in 0 ( , θ) and giving the vertices of 0 ( ) We conclude this section with some additional results for the action of the involution on ( X, ).
4.10. θ-orders on quasi k-split tori. For θ-stable maximal quasi k-split tori we will need both the action of θ and −θ. The action of θ is as defined in 4.4. The action of −θ can be defined in a similar manner. We will discuss this action in the following. We will use the same notation as in 4.2. In particular let A be a θ-stable maximal quasi k-split torus of G and write X = X * ( A) and = ( A). Similar as in 4.2 let
. Let π be the natural projection from X to X/ X 0 (θ) and π − the natural projection from X to X/ X 0 (−θ). As in [12] we define a θ-order (resp. −θ-order) on by choosing orders on X 0 (θ) and X/ X 0 (θ) (resp X 0 (−θ) and X/ X 0 (−θ)). To be more precise: Definition 4.11. Let be a linear order on X. The order is called a θ + -order if it has the following property:
The order is called a θ − -order if it has the following property:
if χ ∈ X, χ 0, and χ / ∈ X 0 (θ), then θ(χ) 0. (10) Similar as in [11] , a θ + -order on X will also be called a θ-order on X. Note that a θ − -order on X is a θ-order on X for the involution −θ of ( X, ).
A basis of with respect to a θ + -order (resp. θ − -order) on X will be called a θ + -basis (resp. θ − -basis) of . If is a basis of with respect to a θ + -order on X, then we write 0 (θ) = ∩ 0 (θ) and¯ θ = π ( − 0 (θ) ). Similarly if is a basis of with respect to a θ − -order on X, then we write 0 (−θ) = ∩ 0 (−θ) 
For more details see [11, sect. 2] . This is called a characterization of θ on its (+1)-eigenspace (because W 0 (θ) is the Weyl group of 0 (θ)).
Similarly we get a characterization of θ on a θ − -basis of as follows. Let 2 be a θ − -basis of .
This is called a characterization of θ on its (−1)-eigenspace.
(θ, k)-singular involutions
In this section we introduce two classes of involutions in W which will be used in the characterization of the W-orbits in ϕ(V ) and ϕ k (V k ).
5.1.
We use the notation of section 2. In particular let G be a connected reductive k-group, θ an involution of G defined over k and H a k-open subgroup of G θ .
For quasi k-split tori we defined singular roots with respect to the involution (see 3.8). For k-split tori we have to combine this with the k-structure of the group itself. Before we can define this all we need a bit more notation. Let A be a θ-stable maximal k-split torus.
If α is either real or imaginary, then G α is θ-stable. We first define θ-singular roots:
The θ-singular roots can be divided in those which are singular with respect to the k-structure and those which are not. These are defined now as follows.
Definition 5.3. A real θ-singular root
α ∈ ( A) is called (θ, k)-singular (resp. θ- singular anisotropic) if G α ∩ H is isotropic (resp. G α ∩ H is
anisotropic). Similarly a imaginary θ-singular root is called (θ, k)-singular (resp. θ-singular anisotropic)
if G α has a non-trivial (θ, k)-split torus (resp. G α has no non-trivial (θ, k)-split tori).
Similar as for θ-stable maximal tori we have the following result (see [12] ).
Proposition 5.4. Let A be a θ-stable maximal k-split torus of G. Then we have the following. (1) A + is a maximal k-split torus of H if and only if ( A) has no (θ, k)-singular real roots. (2) A − is a maximal (θ, k)-split torus of G if and only if ( A) has no (θ, k)-singular imaginary roots.
Proof. We will prove (1). The proof of (2) is similar.
Conversely
assume ( A) has no (θ, k)-singular real roots. By passing to Z G ( A + ), we can assume that A + = {e}. Since ( A) has no (θ, k)-singular real roots, it follows that G α ∩ H is anisotropic for all α ∈ ( A). But since A is maximal k-split,
we get that H is anisotropic and hence does not contain any k-split tori. Unfortunately not all real roots are (θ, k)-singular. Whether a θ-singular root is (θ, k)-singular or not depends on other properties of the k-involution, like the quadratic elements. We illustrate this in the following example. . We use here the same notation as in [11] . See also [15] .
In both these cases G has a θ-split maximal k-split torus A and ( A) = ( A − ) is of type A 1 . In the first case the Lie algebra of (G θ 1 ) k is ᒐᒍ(2) and (G θ 1 ) 0 k is compact. So all roots of ( A) are θ-singular, but not (θ, k)-singular. In the second case the Lie algebra of (G θ 2 ) k is ᒐᒍ (1, 1) (2) In general the root system ( A) of a θ-stable maximal quasi k-split torus A is reduced. It would be quite natural to expect that if λ, 2λ ∈ ( A) and λ is θ-singular, then also 2λ is θ-singular. This is true for real roots, however for imaginary θ-singular roots this is in general not true, as can be seen from the following example.
Example 5.8. Assume ( , θ)-index of (G, θ) is: 
If α is either real or imaginary, then G α is θ-stable. Similarly if w ∈ W ( A) satisfies w 2 = e and wθ = θw, then we set
In 5.2 and 5.3 we defined θ-singular and (θ, k)-singular roots. We can lift these definitions to involutions in the Weyl group by defining the following. called (θ, k)-singular if it satisfies (1), (2), (3) and if  (5) [G w , G w ] ∩ H contains a maximal k-split torus of [G w , G w ] .
A root α ∈ ( A) is called θ-singular (resp. (θ, k)-singular) if the corresponding reflection s α ∈ W ( A) is θ-singular (resp. (θ, k)-singular) .
Remark 5.11. Note that these definitions of θ-singular (resp. (θ, k)-singular) roots coincide with those defined in 5.2 and 5.3.
Lemma 5.12. Let A be a θ-stable maximal k-split torus with A − a maximal (θ, k)-split torus of G and w ∈ W ( A) a (θ, k)-singular (resp. θ-singular) involution. Then we have the following conditions:
Proof. We show the assertion for the case that w is (θ, k)-singular. The result for the case that w is θ-singular follows with a similar argument.
(i). From θw = wθ it follows that
A − = ( A − ) + w ( A − ) − w . Since A − is a maximal (θ, k)-split torus of G, ( A − ) − w is also a maximal θ-split torus of [G w , G w ]. But since θ|[G w , G w ] is (θ, k)-split, it follows that ( A − ) − w is a maximal k-split torus of [G w , G w ]. Hence ( A − ) − w = A − w . (
ii) is immediate from (i) and the observation that
The θ-singular involutions in W ( A 0 ) can be characterized as follows. 
But this follows from [13, 8.13] .
(i) ⇒ (ii) follows from Lemma 5.12.
Corollary 5.14. Let A 0 be a θ-stable maximal k-split torus of G with A − 0 a maximal (θ, k)-split torus of G. Then we have the following. (i) Every involution in W (
A 0 ) ∩ W ( A − 0 ) is θ-singular. (ii) α ∈ ( A 0 ) is θ
-singular if and only if α is a real root.
This result is immediate from Theorem 5.13. orthogonal (θ, k)-singular roots {α 1 , . . . , α r } of of ( A), such that w = s α 1 . . . s α r .
Twisted W-orbits in I
In this section we establish the correspondence between W-twisted isomorphy classes of the involutions w 0 ∈ I and the W-conjugacy classes of the involutions w 0 ∈ I.
The map φγ
where γ is as in 2.9 and φ as in 3.4, enables us to use results proved for conjugacy classes of θ-stable quasi k-split tori in [13, 14] to characterize ϕ(V ). In the following we use this correspondence to prove that every W-orbit in ϕ(V ) contains a θ-singular involution.
6.2.
We give first another description of the involutions w 0 in the characterization of the twisted involutions as in Proposition 3.13.
Let A 0 be a θ-stable maximal k-split torus of G with A − 0 a maximal (θ, k)-split torus and A 1 a θ-stable maximal quasi k-split torus of G. There exists g ∈ G such that 
be the Weyl group element corresponding to n and let w 2 
Every W-orbit in ϕ(V ) contains a θ-singular involution.
Every W-orbit in ϕ(V ) has a representative w
These results are immediate from Proposition 6.3, using the isomorphism between I θ / W and I θ / W as in 3.26.
For ϕ k (V k ) we will prove in Theorem 8.5 a similar result using the (θ, k)-singular involutions. 
Since w
The group W ( A 0 , H ) corresponds with W 1 (θ) due to the following result. ( [22, 4.9] there exists x ∈ ( H 0 P) k such that x Px −1 = P 1 . Let P 0 be a minimal parabolic k-subgroup of P containing A 0 . By [22, 4.8 
what proves (i). Finally (ii) is immediate from (i).
Remark 6.7. Ideally one would like W ( A − 0 ) to have representatives in H k , but as the proof of this result indicates, this will unfortunately not always be true. However in many cases, including the standard pairs for k = ‫ޒ‬ (for a definition see [11] ), one can show that W ( A − 0 ) has representatives in H k . It is an interesting open question to give necessary and sufficient conditions such that W ( A − 0 ) has representatives in H k .
Corollary 6.8. Let
As for the other inclusion, it suffices by Proposition 6.6 to show that
But this follows from the fact that every root α ∈ 0 ( A 0 , θ) is compact and therefor G α ⊂ H.
To prove the correspondence between W 1 (θ)-conjugacy classes of involutions in
) and the W-conjugacy classes we need the following result from [19] . Write E = X * ( A) ⊗ ‫ޚ‬ ‫ޒ‬ and for σ ∈ Aut( ) denote the eigenspace of σ for the eigenvalue ξ, by E(σ, ξ). Proof. Assume first that w 1 and w 2 are W-conjugate.
. By Proposition 6.9 w 1 and w 2 are conjugate under Corollary 6.8) it follows that θ(w) = w and hence ww 1 θ(w −1 ) = ww 1 w −1 = w 2 .
For the converse statement assume w ∈ W such that ww 1 θ(w −1 ) = w 2 . Then by Lemma 3.28 we have w((
and with a similar argument we also have w((
Then by Proposition 6.9 w 1 and w 2 are W-conjugate, what proves the result.
Computing ϕ(V ) and V
In this section we give an algorithm to compute ϕ(V ) and V. This algorithm is essentially a modification of the one used for computing orbits or Borel subgroups acting on symmetric varieties as in [19] . 
Combining this result with Corollary 3.22 we get the following characterization of w 0 and θ . [15] (see also [16] ). For k algebraically closed the ( , θ)-indices are given in [11] . The element w 0 ∈ W follows from the classification of involutions in [12] . Combining these two classifications and we get a list of the elements w 0 ∈ W. From the classification of ( , θ)-indices in [15] we also get a list of the involutions θ for each of the irreducible ( , θ)-indices. Note that in each case θ = id or a diagram automorphism. [12] . Similar as in [19] let
be a set of representatives of I θ / W and let
be the corresponding subset of . Similarly let
and [12, 7.4] we call an involution w 0 a 0 -standard involution if ⊂ 0 . We can choose now 0 -standard involutions as representatives for both I (V ) and I (V ) (see also [12, §7] ). Using Proposition 6.3 and a similar argument as in [19] we get the following result: (3). Using the above results, the classification of ( , θ)-indices of k-involutions in [15] and the classification of involutions in the Weyl group in [12] we get a list of the possible subsets ∈ 0 , which correspond to involutions which are not W-conjugate.
With only very few exceptions, the isomorphism class of an involution w 0 ∈ I (V ) is determined by the type of the root system spanned by . Only in the case that (G, θ) is (θ, k) or ϕ(V ) ) from the subsets ∈ 0 as above we can use the same method as in [11] . If w 0 ∈ I , then we also write W ( ) for the stabilizer subgroup Similar as in [11] we can now show that to compute the subgroups W ( ) of W as above, it suffices to consider I id or I − id . The W-orbits in all other cases can be identified with orbits for these two cases. This can be seen as follows. Remark 7.16. The involution θ| A can also be described by a θ-index. This θ-index ofθ| A follows from the corresponding ( , θ)-index. A list of these θ-indices is given in [13] . Both θ * and (−θ) are immediate from these θ-indices.
Let
Using a similar argument as in [19, 9.15] it follows from the above observations that by switching from a θ − -order to a θ + -order one can reduce the characterization of ϕ(V ) from twisted involutions to involutions in W. We summarize this in the following result. 
The computation of the orbits in V can be reduced again to the case that G is semisimple and simply connected. For more details see [19, 9.21 ].
7.
19. An algorithm to classify V. Combining the results in this paper we get now an algorithm to classify the orbits in V. Each step of this algorithm can be implemented in LiE or a number of other programs. Assume that G is semisimple and simply connected and assume that the pair (G, θ) is irreducible. In the following let A be a θ-stable maximal k-split torus such that A − is a maximal (θ, k)-split torus of G, W = W ( A), = ( A) and a θ − -basis of . The algorithm is as follows.
(1) The first step is to compute the set I id = I − id for all the irreducible root systems. These were already determined in the computation of the orbits of a Borel subgroup on G/H in [19] . The next step is to determine θ and w 0 and to classify ϕ(V ) or ϕ (V ) by identifying the corresponding W-orbits in I id or I − id . Recall that by 7.3 the involution w 0 is completely determined by the subset 0 (θ) = {α ∈ | θ(α) = α}. . The results about the Bruhat order on the set of twisted involutions in [19] and [34] carry over to this situation and can also be used to characterize the Bruhat order on V. For k a ᒍ-adic or real field one can also look at the Bruhat order on V k . This situation is however much more complicated and will need a lot of additional work. The main complication is the fact that there is no longer a unique open orbit. We intend to deal with this in a future paper.
(2). The above algorithm can be implemented on a computer for each symmetric k-variety G k /H k , as in [15] . The eventual goal is to be able to compute the orbits of all finite cases and the infinite families up to a certain dimension. We should note that some of the finite cases are extremely large and it will be hard to compute these. The highest dimension of the infinite cases that can be handled will depend on several factors. First of all it depends of course on the processor used, but more importantly, it depends on the efficiency of both the algorithm and its implementation. To optimize the algorithm one will have to use some specific properties of each of the symmetric k-varieties G k /H k .
(3). To implement the above algorithm we can use most of the code written for the computation of the orbits of a Borel subgroup acting on a symmetric variety as in [19] . Nevertheless there will be a lot of additional work, mainly due to the fact that there are many more ( , θ)-indices then in the case of orbits of a Borel subgroup acting on a symmetric variety as in [19] . There are 137 different types of absolutely irreducible ( , θ)-indices, while there are only 24 absolutely irreducible θ-indices related to symmetric varieties.
The amount of work needed to implement the algorithm can be reduced considerably by using one of the available symbolic manipulation programs for which a lot of Weyl group algorithms already have been implemented. For example one could use the excellent package of Stembridge (see [41] ), who has implemented several Weyl group algorithms in Maple. Even more suited is the package LiE (see [27] ). Using this package the calculation of W ( ) and the calculation of the minimal coset representatives in W/ W ( ) are easily implemented. Another reason that LiE is a good choice is that the source code (written in C) is available, so one can also optimize its algorithms to suit the above calculation of I θ and V. An implementation in LiE should be able to handle all the finite dimensional cases. If a more efficient implementation of the algorithm is needed, then one will have to write an independent program.
Computing ϕ k (V k )
In this section we give an algorithm to compute ϕ k (V k ). This algorithm necessarily depends on the classification of k-involutions. To get a classification of these one needs to classify both the ( , θ)-index and the quadratic elements (see [15] for more on this). The ( , θ)-indices have been classified for k the real numbers, ᒍ-adic numbers, finite field, numbers field or algebraically closed. However for most of these fields a classification of the quadratic elements is still lacking. For k = ‫ޒ‬ and k =k a classification of the k-involutions can be found in [11] . In these cases the algorithm in this section can compute ϕ k (V k ). Recall from 2.10 that we have a natural embedding ζ : A θ k /H k → A θ /H sending the H k -conjugacy class of a θ-stable maximal k-split torus onto its H-conjugacy class and we have that ϕ k (V k ) ⊂ ϕ(V ) ⊂ I is W-stable. From [13, 4.13] it follows now that the following diagram commutes.
This means that in order to find representatives for the W-orbits in ϕ k (V k ) we can look at H-conjugacy classes of θ-stable maximal k-split tori instead of H kconjugacy classes. This will enable us to characterize the 0 -standard involutions in ϕ k (V k )/ W by using the classification of θ-stable maximal k-split tori in [12, 13, 14] . Combining the results in [13, §4] with the results of section 7 we get the following result. In order to get a list of these for a specific field k one needs first a classification of the k-involutions for that field. Sofar that classification is only known for k =k and k = ‫ޒ‬ (see [11] ). (2) . For k = ‫ޒ‬ a list of the maximal (θ, k)-singular involutions is given in [14] . So combined with the algorithm in 7.19 we can compute ϕ k (V k ) for k = ‫.ޒ‬ (3). The computation of the orbit closures in V k is much more complicated than for V. For a further discussion of this see [18] .
Let
8.8.
In [14] we showed that for k = ‫ޒ‬ there exists a one to one correspondence between (θ, k)-singular involutions in A and H k -conjugacy classes of θ-stable maximal k-split tori. This leads to the following result: [19] the fibers of ϕ k : V k → I for k = ‫ޒ‬ differ a Weyl group element. So these can be computed in a similar way as in [19] for k =k. We note however that a more efficient description of these is still needed. We hope to address this question in a future paper.
We conclude with giving an example, which illustrates the above algorithm. = {diag(a 1 , . . . , a n , a 1 , . . . , a n ) | a 1 , . . . , a n ∈ k * }. Clearly A ⊂ T, T is maximal k-split and A is both maximal θ-split and 
