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Abstract
With the increase in the processing core counts on modern computing platforms, the main memory accesses
present a considerable execution bottleneck, leading to poor scalability in multithreaded applications. Even when the
memory is physically divided into separate banks, each associated with a set of cores, i.e., exhibiting the so called
nonuniform memory access (NUMA) architecture, the access time to the shared data structures may be detrimental
to the scalability. Hence, it is imperative to carefully map large shared arrays to speciﬁc memory banks based on the
nature of the computation and the multithreaded parallelism characteristics. This paper describes memory-pinning
strategies pertinent to sparse matrix-vector multiplication and vector orthogonalization phases of an ab initio nuclear
structure computation performed by the MFDn package. Several nuclei and nuclear interactions were considered
in the large-scale test cases with the dimensions of the sparse symmetric matrices ranging from 32 million to 320
million. Performance gains of up to 25% were observed with the proposed strategies as compared to the default
memory placement policy.
Keywords: Nonuniform memory access (NUMA) node, Multithreaded execution, Memory aﬃnity, Sparse
matrix-vector multiply, Vector orthogonalization, Ab initio nuclear structure calculation
1. Introduction
Transistor densities have been growing in accordance with Moore’s law resulting in the growth of the number of
cores on a single processor chip. With the increasing core counts on modern multiprocessor systems, main memory
bandwidth becomes an important consideration for high performance applications. The main memory subsystem
can be of two types nowadays: Uniform Memory Access (UMA) or Nonuniform Memory Access (NUMA). UMA
machines consist of a single physical memory bank for the main memory, which may lead to memory bandwidth
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contention when there are many application threads trying to access the main memory simultaneously. This problem
of scalability may be alleviated by NUMA architectures wherein the main memory is physically split into several
memory banks, with each bank associated with a set of cores, the combination of which is called a NUMA node.
Hence, memory contention may be reduced among the threads.
However, accesses to remote memory banks as in the case of large shared arrays, for example, may become
painstakingly slow and may aﬀect the application scalability for higher thread counts [1]. Thus, it is imperative to
carefully consider which parts of the shared data should be attributed to which physical memory bank based on the
data access pattern or other considerations. Such an attribution of data to physical main memory is often called
memory aﬃnity [2, 3]. This notion goes hand in hand with the CPU aﬃnity, as noted in [4], such that the threads are
bound to speciﬁc cores from the application startup and their context switches are disabled. Once threads are bound,
the memory may be pinned too. On multicore NUMA platforms, the ability to pin the memory in the application code
becomes important since it is generally most beneﬁcial for a data portion local to a thread to be placed on the memory
bank local to the core on which it is executing1, so as to ensure the fastest access [6]. Conversely, the default memory
aﬃnity policy — used in most Linux-type operating systems — is enforced system-wide for all the applications. Thus,
this default (called ﬁrst-touch) memory placement policy calls for improvement to achieve better scalability, which
may be obtained using already existing software libraries to work with NUMA nodes [3].
The motivation for the present work was to take full advantage of the multicore NUMA nodes in executing very-
large scale parallel ab initio nuclear physics calculations performed by the MFDn package [7] and [8] developed at
Iowa State University. Many Fermion Dynamics nuclear (MFDn) [9] handles very large sparse unstructured matrices
arising in the solution of the underlying Schro¨dinger equation. Hence, the remote memory accesses in such operations
as sparse matrix-vector multiplication (SpMV) and vector orthogonalization, are considered in this research since they
constitute the bulk of the computational load in MFDn.
The paper is organized as follows. Section 1.1 overviews the computational steps of MFDn that employed large
shared arrays. Section 2 brieﬂy outlines the authors’ work [10] on memory aﬃnity, which serves as the foundation of
this work, followed by the description of the memory pinning strategy for the orthogonalization within MFDn. Sec-
tion 3 depicts the large-scale test cases used along with the experimental results and their comparisons. In Section 4,
the concluding remarks are given.
1.1. Overview of the MFDn application
MFDn is a large scale parallel code developed at Iowa State University and is used for ab initio nuclear physics
calculations [9]. The MFDn code computes a few lowest converged solutions, that is the eigenvalues (energy levels)
and eigenvectors (wave functions), for the many-nucleon Schro¨dinger equation H |φ〉 = E |φ〉 . In MFDn, a sparse
symmetric Hamiltonian matrix H of size m×m is evaluated in a large harmonic oscillator basis. The dimension of the
matrix characterizes the size of the many-body basis used to represent a nuclear wave function. In general, the larger
the basis set and the total number of the oscillator quanta Nmax above the lowest nuclear conﬁguration, the higher the
accuracy of the energy estimation [11, 12].
MFDn diagonalizes the matrix H by an iterative Lanczos procedure with re-orthogonalization to obtain the low-
lying eigenvalues and eigenvectors. The eigenvectors are then used to obtain a suite of observables, which, once
converged, can be compared with experimental nuclear structure data, and used for new predictions in nuclear
physics [13]. The Lanczos procedure is of particular interest in this work because of the MFDn multithreaded im-
plementation and the extensive use of shared arrays. Each iteration consists of a sparse matrix-vector multiplication
(SpMV), followed by an orthogonalization (VO) against all the previous Lanczos vectors. Each Lanczos iteration
typically spends the most time in SpMV with the Hamiltonian matrix, only the lower half of which is stored to save
memory.
The MFDn software is written in Fortran90 and parallelized using a combination of MPI and OpenMP, being
actively developed for almost two decades. In the early development of the code [7] and [8], the main focus has
been eﬃcient memory allocation; signiﬁcant performance enhancements have been made over the last ﬁve years
[9, 14, 15, 16, 17] under the U.S. Department of Energy Scientiﬁc Discovery through Advanced Computing (SciDAC)
1Here and throughout the paper, it is assumed that only one thread is executing per core and there is no oversubscription of cores as has been
studied, e.g., in [5].
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Figure 1: Two dimensional distribution of the lower tri-
angle of the Hamiltonian matrix (Diagonal processors are
numbered 1 – 5 and marked in red).
1: for i = 1 to m do
2: for k = ptrA(i) to ptrA(i + 1) − 1 do
3: y(jA(k))← y(jA(k)) + x(i) × A(k)
4: yt(i)← yt(i) + xt(jA(k)) × A(k)
5: end for
6: end for
Figure 2: Pseudo-code for sparse matrix-vector multiplication in MFDn
for the oﬀ-diagonal processors.
1: for i = 1 to l do
2: α← 0.0
3: w′ ← wi
4: for j = 1 to m do
5: α← α + v( j) × w′( j)
6: end for
7: end for
Figure 3: Pseudo-code for the local portion of the vector orthogonal-
ization operation performed in a processor rank of MFDn. Each vector
is of size m and the previously orthogonalized vectors are denoted as
wi i = 1, . . . l.
Program. As a result, MFDn has been shown to have good scaling properties using the Message Passing Interface
(MPI)2 on existing supercomputing architectures due to the recent algorithmic advances that signiﬁcantly improved
its overall performance. In [15], the use of a hybrid MPI/OpenMP approach has been presented to take advantage of
the current multicore supercomputing platforms [18]. Here, the sparse matrix data is partitioned among the available
compute nodes and is exchanged by using the MPI distributed communication library. Then, the local portions of the
data are accessed also but, this time, by using multithreaded programming tools, such as OpenMP. In MFDn, the lower
half of the sparse matrix is distributed across the available MPI processes, which are organized in the 2× 2 grid, while
the upper half is not stored due to symmetry. Fig. 1 shows the MFDn sparse matrix distribution across the available
MPI processes, which are organized in the 2 × 2 grid. Because of the 2-dimensional distribution of the matrix, MFDn
runs on n(n + 1)/2 processors, where n is the number of diagonal processors. The oﬀ-diagonal processors (numbered
6 – 15 in Fig. 1) have more work to do during the SpMV phase since they have to work with the upper half of the
matrix as well (for computing the transpose output vector) which is not stored in memory. The Lanczos vectors,
needed for re-orthogonalization after every matrix-vector multiplication, are distributed over all the processors.
The code segment in Fig. 2 describes the SpMV for MFDn on an oﬀ-diagonal MPI processor rank. Sparse matrices
are characterized by a very large percentage — often more than 99.99% — of zero entries, which are not stored for
performance and space reasons. An r × m sparse matrix is represented by three one-dimensional arrays:
 A, for all the non-zero values;
 jA for their positions in the in each row or column;
 ptrA for the pointers to the start of a column or row.
Such a storage format is called Compressed Sparse Row (CSR) or Compressed Sparse Column (CSC) depending on
whether column or row indices are being stored in jA, respectively. Then, a multiplication of the sparse matrix stored
in CSR or CSC by a vector x of size m may be performed to obtain a vector y of size r, Additionally, xt and yt refer to
the components of the input and output vectors, respectively, used with the transposed matrix (i.e., upper matrix half).
Hence, the SpMV shown in Fig. 2 is in the CSC format, which also contains some operations from the CSR format
due to symmetry. In order to avoid race conditions in the write operation on y (line 3), an auxiliary output storage
vector is used by each thread, followed by its global summation performed in a “critical section” of OpenMP.
Following the SpMV, the resulting vector is accumulated on the n diagonal processors. Next, this vector is dis-
tributed to all the processors performing the local — and the most computationally intensive — part of the orthog-
2MPI Forum: http://www.mpi-forum.org.
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Figure 5: Proposed placement of the shared data accessed deter-
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onalization operation against all the previous Lanczos vectors, stored in a large array that is distributed across the
memories of all the processor ranks. The code segment for the local orthogonalization part is shown in Fig. 3.
2. Memory placement strategies for diﬀerent computation types
The default Linux ﬁrst-touch policy ensures that there is fast access to at least one memory bank regardless of the
shared data access pattern within application threads [19]. Speciﬁcally, the data is placed in the memory bank local to
the thread writing to it ﬁrst, which is typically done by the master thread. Thus, the downside of the ﬁrst-touch policy
is that all the threads accessing this shared data converge to this NUMA node, as shown in Fig. 4, causing bandwidth
contention in the memory bank servicing the master thread. The problem may be exacerbated since the master thread
typically initializes multiple shared data structures. Since the threads have to go out of their local NUMA node for
accessing the data, the remote access latencies are also incurred, which causes an increase in application performance
overhead. For very large shared arrays, which do not ﬁt into a single local NUMA node, the operating system allocates
the memory in other, non-local, nodes under the default ﬁrst-touch policy. Since the memory accesses are spread out
across several NUMA nodes now, the bandwidth contention may be reduced among the threads, which, for very large-
scale shared arrays, may actually yield and an improvement over the scenario shown in Fig. 4, when the multithreading
degree is high.
Conversely, the goal of the developed memory placement strategy is to minimize the data transfer overhead be-
tween the main memory and the application code when accessing shared data. Hence, the default (ﬁrst-touch) place-
ment has to be changed according to certain application and system considerations [20]. In a nutshell, the following
general steps need to be taken to study the application at hand to determine the memory placement for its shared data
structures:
Step 1: Identify all shared data structures in the application;
Step 2: Classify them as having deterministic and non-deterministic access pattern by threads.
– For deterministic: Find a chunk-to-thread correspondence; Pin each chunk to the memory bank local to the
corresponding thread.
– For non-deterministic: Spread the data across all the memory banks (Optional).
The classiﬁcation step (Step 2) may be performed based on a deﬁnition of the deterministic and non-deterministic
accesses to a data structure. In the former, portions of the structure are accessed by a thread exclusively, while several
threads may access a portion in the latter case. This deﬁnition is rather general and is featured, for example, in the
case of multithreaded loop parallelization, such that a block of loop iterations is dedicated to a thread. If the loop
index corresponds to a data portion (called chunk), such as that of a shared array, then each thread accesses its own
array chunk exclusively. Such an array may be classiﬁed as having deterministic access and then distributed among
speciﬁc memory banks. Fig. 5 presents the obtained distribution to the local NUMA nodes (vertical arrows emphasize
the local access patterns) that minimizes the access latency. Algorithm 1 speciﬁes array chunk sizes attributed to each
thread and, consequently, to each NUMA node, by accepting the following inputs:
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 Total array dimension dim total;
 Total number of threads nthreads;
 Number of NUMA nodes mnodes (system parameter);
 Number of cores lcores per NUMA node (system).
Algorithm 1 produces two outputs:
 Chunk size dim per thread(i) attributed to thread i, (i = 1, . . . , nthreads).
 Chunk size dim per node( j) attributed to NUMA node j, ( j = 1, . . . ,mnodes).
Note that each NUMA node is typically associated with several cores, i.e., with a group of threads (one thread per
core). Algorithm 1 splits the data structure into chunks in accordance with the exact assignment thread access pattern,
in which each thread is assigned an (almost) equal contiguous portion of the data structure. This pattern is common
among multithreaded programming models, such as OpenMP [21], with the default assignment size to ensure con-
tiguous data in each chunk. Additionally, the thread scheduling (also called work-sharing) is assumed to be static, so
that it is known before the loop execution. Thus, once the contiguous chunk sizes are determined by Algorithm 1, the
actual chunk attribution is accomplished by providing a mapping of chunk number to NUMA node number, where
array chunks and NUMA nodes are numbered consecutively, as in Fig. 5, for example.
Since, for the non-deterministically accessed data structures, their thread access pattern and timing are not known
in advance, they may be spread out in a ﬁne-grain fashion across all the memory banks. This step is optional be-
cause the “interleaved” distribution is not as beneﬁcial as the pinning array chunks deterministically to local thread
memories.
Algorithm 1 Determine chunk size per NUMA node.
for j = 1 to mnodes do
dim per node( j)← 0
end for
per thread dim← ceiling(dim total/nthreads)
virtual dim← per thread dim × nthreads
o f f set ← virtual dim − dim total
for i = 1 to (nthreads − o f f set) do
dim per thread(i)← per thread dim
end for
for i = (nthreads − o f f set + 1) to nthreads do
dim per thread(i)← per thread dim − 1
end for
for j = 1 to mnodes do
for i = lcores × ( j − 1) + 1 to lcores × j do




The NUMA application programming interface (API) [3] available for Linux is used in this work to control the
data placement for shared arrays, overriding the default ﬁrst-touch memory aﬃnity policy employed by the operating
system. This API oﬀers two principal memory placement policies called bind and interleave. The former places
(binds) memory of an application on a selected memory bank or set of banks whereas the latter spreads (interleaves)
data on a page-by-page basis over the memory banks of a NUMA machine. If applied throughout the entire appli-
cation, each policy may be too restrictive since it is often necessary to tailor the memory attribution to a particular
access pattern of a data structure [22]. For the ﬁne-tuning purposes, the NUMA API provides a system call mbind()
which may be used to apply these aﬃnity polices selectively to certain regions of the memory. An important aspect
to consider when using mbind() is that it is designed to work on large chunks of data which are aligned on a page
boundary i.e., the starting address of the chunk should be an integral multiple of the system page size. So, once the
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shared array chunks have been determined, it becomes necessary to check whether each such chunk is page-aligned
before consigning it to a NUMA node. To beneﬁt from the selective and intelligent data placement on the memory
banks, the thread migration or their context switch has to be disabled. In other words, the CPU aﬃnity must be
observed, which may be accomplished with the sched setaffinity() system call also available on Linux systems.
Memory aﬃnity in sparse matrix-vector multiply. Sparse matrices are shared among the threads involved in the SpMV
computation and need to be mapped to local memory banks to ensure minimal data transfer overhead. Thus, the two-
step strategy described in Section 2 is employed as follows. The shared arrays (denoted as A, jA, ptrA in Section 1.1)
that represent a sparse matrix typically have a deterministic SpMV access pattern, and thus, need to be bound to the
memory banks local to each accessing thread. On the other hand, the vectors x and y may be shared by threads with
either deterministic or non-deterministic access depending on the type of the storage format considered. Hence, these
vectors may beneﬁt from interleaving across all the memory banks. To eﬀectively distribute the shared arrays with
the deterministic access pattern, it becomes necessary to select speciﬁc portions (chunks) of these arrays which are
accessed by each thread. The output of Algorithm 1, i.e., the chunk size of each NUMA node, is used to determine
the array starting and ending indices that delineate each chunk boundary.
Memory aﬃnity in vector orthogonalization. Since the local portion of the orthogonalization involves a large dense
shared array of previously orthogonalized vectors, which, in addition, grows with the number of Lanczos iterations, it
makes sense to apply the memory aﬃnity strategy to pinning this array. Originally, OpenMP has been used to paral-
lelize this operation [15], such a way that all the vector arrays are shared among the threads. As evident from Fig. 3,
the access pattern for the vectors is deterministic. Hence, the NUMA Bind policy is used to pin them to the appropri-
ate NUMA banks. Algorithm 1 is applied to VO in the manner similar to SpMV if the large array of the orthogonalized
l vectors is assumed to be a 2-dimensional matrix W(l,m), where the vectors of dimension m are stored row-wise.
Application interface. To facilitate the usage of the proposed memory placement strategy, a high-level interface set,
termed MASA (Memory Aﬃnity for Shared Arrays) has been developed for sparse matrix-vector multiply in CSC or
CSR formats and for vector orthogonalization. This interface encapsulates the implementation of Algorithm 1, which
determines the contiguous chunk start and end positions within the arrays, and the memory pinning function calls
from libnuma3 (see [10] for a detailed description of the C function signatures composing MASA as well as for a
summary of related work dealing with NUMA eﬀects).
3. Experiment results
For the timing experiments, three cases were used, two with two-body interactions only (termed as 2B here) and
one with two- and three-body interactions (termed as 2+3B). The largest test cases are typical for current production
runs with MFDn, needed for ab initio description of nuclei in the middle of the p-shell, with the atomic mass A
ranging between 9 and 13. To obtain accurate results for such nuclei, basis space dimensions often exceed two billion.
(At present, the largest runs for p-shell nuclei were done with a matrix of dimension eight billion.) For practical
consideration, such as obtaining a reasonable turnaround time in the batch processing queue, the test cases selected
here are somewhat smaller. With two- and three-body interactions, the SpMV is by far the most time-consuming
part of the calculations. However, for the 2B interactions, the matrix is extremely sparse, which means that the
orthogonalization time becomes more prominent.
The ﬁrst test case is 12C (6 protons and 6 neutrons) Nmax = 6 with two-body forces in a basis space of dimension
32,598,920 and a sparsity of 99.997%. (Note that the sparsity is deﬁned here as the percent of nonzero entries in the
matrix subtracted from the hundred percent representing the maximum possible matrix ﬁll.) The second test case is
11B (5 protons and 6 neutrons) Nmax = 8 with two-body forces in a basis space with dimension 318,781,064 and a
sparsity of 99.9995%. The third test case is 13C (6 protons and 7 neutrons) Nmax = 6 with two- and three-body forces.
This case has been used for performance analysis for ﬁve years now [9, 15], and presents the largest calculation that
was possible to run ﬁve years ago. The dimension is 38,260,781, with a sparsity of 99.92%.
3A. Kleen. A NUMA API for LINUX (2008): http://www.halobates.de.
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(a) Performance gains obtained with respect to the Lanczos time and
total wallclock time of the ﬁrst-touch policy.
(b) Performance gains obtained with respect to the SpMV and orthog-
onalization stages of Lanczos process under the ﬁrst-touch policy.
Figure 6: Comparison of the developed memory-pinning strategy and the default ﬁrst-touch policy for 12C Nmax = 6 on 91 MPI processors.
The tests were performed on the Hopper supercomputer at NERSC. Hopper is a Cray XE6 with 6,384 compute
nodes. Each compute node has a cache coherent Nonuniform Memory Access (ccNUMA) architecture with two
twelve-core AMD “MagnyCours” 2.1 GHz processors and 32 GB of RAM. The RAM is split into 4 memory banks of
8 GB each with each group of 6 cores having a direct link to one memory bank. Thus, one NUMA node is associated
with six cores. Hopper runs a SUSE Linux Enterprise Server 11 operating system and the default compiler is the
Portland Group (PGI) compiler, which is used in this work.
All the tests reported here were performed with one MPI process per compute node and 24 OpenMP threads per
MPI process. The impact of running MFDn with the default ﬁrst-touch policy on Hopper has been carefully studied
in [10] using a small test case of 12C nucleus with Nmax = 4; matrix of size 1,118,926; 400 Lanczos iterations and six
MPI processes (one per node) with the thread counts varying from three to twenty-four threads per MPI process. It
has been observed that there is good scaling in moving from three to six threads. Beyond that, however, the scaling is
erratic and poor. When the MASA interface has been applied, the scaling has improved but the absence of parallelism
in the critical section of SpMV hindered the performance of MFDn at high thread counts.
For each of the three large-scale test cases considered in this paper, the graphs in Fig. 6, 7, and 8, respectively,
illustrate the performance gains (over the ﬁrst-touch policy) obtained by applying the proposed strategy to the MFDn
code as the number of iterations increases. Fig. 6 shows the performance gains obtained for the 12C Nmax = 6, 2B
test case. As can be seen from Fig. 6(a), the gains attain 25% at 1000 iterations. This is a result of the improvements
obtained in the SpMV and VO operations of MFDn (shown in Fig. 6(b)) since these operations are the most com-
putationally intensive portions of the Lanczos process. Additionally, the VO curve shoots high up with the increase
in the number of iterations since its computational time eﬀect becomes more pronounced at higher iteration counts,
especially for extremely sparse matrices as in the 2B cases. In contrast, the time taken for the SpMV remains constant
throughout the iterative process (Fig. 6(b)), as one would expect.
Fig. 7 illustrates the performance curves for the 11B 2B test case. Here, the trend is similar to the 12C case
but the performance gain seems to level oﬀ a bit after 400 iterations and actually starts coming down beyond 700
iterations. This phenomenon could be explained by the fact that with the increasing number of iterations, the total
physical memory used up by the application also increases (as a result of having to store more Lanczos vectors). Thus,
even under the ﬁrst-touch policy, the shared arrays may be spanned across multiple NUMA nodes due to the lack of
suﬃcient memory in one node. This reduces overall bandwidth contention by threads and thus, causes the developed
memory-pinning strategy to have less of an eﬀect on the overall performance. However, the performance gains of
about 15%, which are obtained at 700 iterations, are signiﬁcant enough to justify the application of the proposed
memory placement.
Fig. 8 relates to the 13C 2+3B test case. Here, the diminished eﬀect of the selective memory placement in the
presence of the high memory usage is more consistent since the memory occupied by the matrix itself is already too
big to ﬁt into a single NUMA node. As a consequence, the total performance gains hover consistently at the 4.5-5%
level as seen in Fig. 8(a). Even the increasing VO cost and performance gains (Fig. 8(b)) have no notable eﬀect on
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(a) Performance gains obtained with respect to the Lanczos time and
total wallclock time of the ﬁrst-touch policy.
(b) Performance gains obtained with respect to the SpMV and orthog-
onalization stages of Lanczos process under the ﬁrst-touch policy.
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(a) Performance gains obtained with respect to the Lanczos time and
total wallclock time of the ﬁrst-touch policy.
(b) Performance gains obtained with respect to the SpMV and orthog-
onalization stages of Lanczos process under the ﬁrst-touch policy.
Figure 8: Comparison of the developed memory-pinning strategy and the default ﬁrst-touch policy for 13C on 325 MPI processors.
the gains due to the SpMV dominating the performance. For example, at 1000 iterations in the 2+3B test case, VO
constitutes roughly 2% of the total Lanczos iteration time as opposed to about 20-25% for the 2B cases.
To give an idea of the actual calculation times, in a typical case, which involves 400 iterations, the total execution
time of MFDn varies from about 600 seconds for the smallest test case 12C to about 3800 seconds for the largest test
case 11B. With 1000 iterations, the execution time varies from about 1700 seconds for 12C to about 9000 seconds for
11B. Although the tests were performed only on one set of MPI processes (91, 325, and 325 for 12C, 11B, and 13C,
respectively) other numbers of MPI processes would yield similar performance due to the memory aﬃnity policies
when one MPI process per node is used. To alleviate the NUMA eﬀects with the ﬁrst-touch policy, application
scientists are advised to keep the number of threads low on Hopper: to occupy the 24 available cores with four MPI
processes each having six threads. This conﬁguration may signiﬁcantly improve the performance of the ﬁrst-touch
policy. For example, a 36% gain was achieved for 13C after 100 iterations and the improvement of 64% was observed
for 12C after 1000 iterations. On the other hand, caches do not enhance the performance much since the shared arrays
are so large that the main memory is accessed frequently anyway.
Smaller-scale investigation. To conﬁrm the reduced-contention eﬀects caused by the shared array “spilling over”
across multiple NUMA nodes under the ﬁrst-touch policy, an experiment was conducted using the 2+3B test case
executing a small number of iterations (100) but using the same (325) number of MPI processors. Here, the default
ﬁrst-touch policy was overridden by pinning all the shared arrays of the SpMV to the same NUMA node from the
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start, in order to simulate the condition wherein the memory layout follows the one shown in Fig. 4. As a result,
there was considerable bandwidth contention, and hence, poorer MFDn performance with this layout than with the
“distributed” ﬁrst-touch default layout. Consequently, there was a higher gain of about 12% in the SpMV performance
with MASA for this experiment.
4. Conclusions
This work investigates the impact of memory aﬃnity on a large scale parallel nuclear physics application MFDn
when executing on multicore NUMA architectures. The shared data is ﬁrst categorized as being deterministically or
non-deterministically accessed. Then, for the former, the chunk sizes are computed for the distribution to the memory
banks local to the threads accessing the chunk. A strategy, proposed earlier, to place the shared data into speciﬁc
memory banks based on the application-speciﬁc access pattern has been further tested and applied to diﬀerent com-
putation stages within MFDn. Speciﬁcally, these stages include the sparse matrix-vector multiplication and (dense)
vector orthogonalization, two most computationally intensive parts of this application.
The strategy overcomes some of the shortcomings of the default operating system placement policy that may cause
remote access latencies and bandwidth contention in NUMA architectures. Performance improvements of as much as
25% in the total runtime for MFDn were observed. Sparser matrices were found to beneﬁt more from the proposed
strategy since sparse matrix-vector multiplication is less of a dominant player in this case. In general, the eﬀect of the
memory-pinning strategy is more pronounced when the shared arrays ﬁt into a single NUMA node under the default
memory placement policy. Future work includes the investigation of the selective memory pinning when large shared
arrays are located in multiple NUMA nodes. Additionally, the proposed strategy may be expanded to the hierarchical
NUMA architectures as they come on-board with the advent of exascale computing platforms.
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