Dimensional variation is one of the most critical issues in the design
Introduction
Dimensional integrity is an important aspect of product quality in many manufactured consumer goods. Problems with dimensional integrity may adversely affect the final product functionality and the process performance. For example, large dimensional variation in an automotive body assembly may cause product problems in vehicles such as water leakage and wind noise, as well as process difficulties such as fitting problems in subsequent assembly operations.
Dimensional variation is inherent to any manufacturing process. Therefore, it is important to model and predict how it propagates through the processes. Fast and accurate evaluation of inherent process variation can be critical in determining the final dimensional variation of an assembled product and in selecting robust product/process designs. Several models have been proposed in the past to predict how variation propagates during assembly. Initial approaches were focused on rigid part assembly using either the Root Sum Squares ͑RSS͒ method or Monte Carlo Simulation. Detailed review and discussion can be found in Lee and Woo ͓1͔ and Chase and Parkinson ͓2͔. Recently, propagation models have also been developed. Mantripragada and Whitney ͓3͔ proposed a state transition model to predict the variation propagation in multi-stage assembly systems. Ding et al. ͓4͔ presented a state space model for dimensional control in sheet metal assembly assuming rigid parts. For compliant assembly, Liu and Hu ͓5͔ proposed a compliant assembly model to analyze the effect of deformation and springback on assembly variation by applying linear mechanics and statistics. Using finite element methods ͑FEM͒, they constructed a sensitivity matrix to establish a linear relationship between the incoming part deviation and the output assembly deviation. They noted that the variation among the various nodes on a part may not be independent. As a result, the covariance of sources of variation must be included in the calculation of the assembly variation. Camelio et al. ͓6͔ extended Liu and Hu's approach to multi-station systems using state space representation by incorporating sources of variation from parts, tooling and their interactions.
The objective of this paper is to provide a new method of variation analysis for compliant assembly using the geometric covariance of the assembly components. It combines Principal Component Analysis ͑PCA͒ with finite element methods in estimating the effect of components variation on assembly dimensions. PCA is applied to extract deformation patterns from production data by decomposing the component covariance in the individual contribution of each deformation pattern. Finite element methods are used to determine the effect of each deformation pattern on the assembly variation. The proposed methodology is computationally more efficient than existing methods. The remainder of this paper is organized as follows. Section 2 presents the background of the main concepts used in this paper. These concepts are compliant assembly variation analysis, geometric covariance and principal component analysis. Section 3 presents the new methodology to calculate assembly variation using deformation patterns. In Section 4, the proposed methodology is illustrated by an example. Finally, Section 5 draws the conclusions.
Background
This section presents the main concepts required to understand the proposed methodology. First, compliant assembly variation analysis is discussed and the concept of the sensitivity matrix is presented. Second, the idea of geometric covariance is presented. Finally, PCA is shown as a multivariate statistical tool to extract deformation patterns from measurement data.
Compliant Assembly Variation.
Different variation analysis models are used to predict the effect of component variation on the assembly variation. In general, assembly variation is estimated as a function of the components geometry, process layout and the contribution of various sources of variation. Three sources of variation are identified in compliant sheet metal assembly: part or component variation, fixture variation and welding gun variation. Part variation includes the mean deviation, , and the variance of the deviation, 2 at key measurement locations. A deviation is the difference between the actual part dimension and the nominal dimension at a specific point in a given direction. In this paper, part deviation is denoted as a vector VR nϫ1 , in which the elements correspond to deviations at each key measurement locations.
Using the method of influence coefficients presented by Liu and Hu ͓5͔, it is possible to predict the impact of the part deviation (V u ) on the assembly deviation (V a ). This method is used to obtain the sensitivity matrix ͑S͒ for a sheet metal assembly, where the elements of the sensitivity matrix, s i j , measure the sensitivity of the assembly at node i to the incoming part deviation at node j. Therefore, the assembly deviation (V a ) can be calculated using Eq. ͑1͒. By definition V a is the assembly deviation vector, where the column elements represent the assembly deviation at the key measurement points. V u is the component deviation vector, where the elements represent the component deviation at the welding nodes.
Given that the input part deviations are random variables, the assembly quality can be described using the mean deviations and the variance of the assembly key characteristic points. Applying the expectation operator over Eq. ͑1͒, we have
where a and u are the mean deviation vectors for the key points on the assembly and components, respectively.
In addition, the assembly covariance matrix can be calculated using the covariance definition:
where ⌺ a and ⌺ u represent the covariance matrix for the assembly and components, respectively.
The mean and covariance matrices for the input components must be obtained from statistical analysis of the measurements of production parts in the assembly line. In general, the production data is obtained using coordinate measurement machines ͑CMM͒ or optical coordinate measurement machines ͑OCMM͒. Equations ͑2͒ and ͑3͒ show that to estimate the assembly variation ͑mean and covariance͒ it is necessary to know beforehand the mean and covariance matrix of the components.
Under the assumption of independent sources of variation, the assembly variation could be calculated as:
However, a simple analysis shows that the assumption of independency is usually not adequate. In Eq. ͑4͒, assuming independent random variables, the assembly variation will increase as the number of welding points ͑sources of variation͒ increases. This phenomenon exists because as the number of sources increases, the welding points are getting closer to each other, and the independence assumption is forcing adjacent points to vary in different directions. Intuitively, close points on the same surface cannot vary independently. Moreover, intuition shows that if the number of welds increases, the assembly variation should decrease because the stiffness of the assembly increases with the number of welds ͑more constraints͒ and the springback will be smaller. Therefore, independency becomes questionable. To correctly estimate the assembly covariance matrix, it is required to know or estimate the components covariance matrix.
Geometric Covariance of Compliant Parts.
As mentioned in the previous section, the physical relation among the neighboring points on the same surface must be considered. Intuitively, if a part is deformed by applying a displacement or force at a specific point, other points in the vicinity will follow the displacement of the point being deformed. As in the example shown in Fig. 1 , if node i is displaced ␦ i , nodes j and k in its vicinity will move ␦ j and ␦ k respectively. The amount of deformation on nodes j and k will depend on the geometric relationship between the nodes and the stiffness of the part.
The dependence in deviation among the adjacent points is called geometric covariance by Merkley ͓7͔. Obviously, geometric covariance arises from surface continuity. This property is especially important during the assembly of compliant sheet metal parts. Merkley showed that geometric covariance clearly impacts the assembly variation of sheet metal assemblies as was shown by Eq. ͑3͒.
Principal Component Analysis of the Covariance
Matrix. From the discussions in Section 2.1, it was shown that to estimate the assembly variation in compliant sheet metal assembly it is necessary to know the covariance matrix of the components to be assembled. In addition, the effect of geometric covariance in sheet metal parts implies that different sources of variation over the same surface are highly correlated. A new principle will be established in this section to take advantage of the geometric covariance effect and the covariance matrix. It will be shown that, in the presence of correlated sources of variation and with knowledge of the covariance matrix, it can be computationally more efficient to decompose the covariance matrix into different variation patterns. PCA will be applied to obtain the required decomposition of the covariance matrix.
PCA is a multivariate statistical method to reduce the dimensionality of highly correlated data via orthogonal projection into a space defined by a few significant eigenvectors ͓8,9͔. Hu and Wu ͓10͔ were the first to use PCA to extract variation patterns from the correlation matrix in auto body assembly. PCA transforms a Transactions of the ASME set of n dependent variables into a set of uncorrelated variables. If we consider the source of variation as the correlated variable X, using a linear transformation, we can transform our data into a set of uncorrelated data, Z. Then, the part variance can be decomposed into the individual contributions of these uncorrelated variables,
where the vector b i ϭ͓b 1i b 2i¯b ni ͔ T is the eigenvector i obtained from the principal component analysis applied to the covariance matrix ⌺ u . Then, each eigenvector (b i ) of the covariance matrix will represent one variation pattern or mode of deformation of the assembly components, and its respective eigenvalue ( i ) will correspond to the variance of that pattern. Rewriting Eq. ͑5͒ in a matrix form and calculating the covariance, we have:
Since B is the eigenvector matrix of ⌺ u , the covariance of X will be the covariance matrix ⌺ u of the input data. In addition, from the definition of PCA, Z is a set of independent variables whose variances are the eigenvalues i 's. Then, Eq. ͑6͒ can be rewritten as:
where, ⌳ϭ ͫ 1 n ͬ Physically, Eq. ͑7͒ means that the covariance matrix from the production data can be decomposed into different deformation patterns, where each pattern is mathematically represented by an eigenvector. The advantage of this decomposition in compliant assembly variation analysis will be shown in the next section.
Another useful property of PCA is that the different patterns are ordered so that the first eigenvector represents the variation pattern with the largest variance; the second eigenvector represents the pattern with the second largest variance, and so on. This property is extremely useful for variation reduction since usually only a small number of patterns will contribute significantly to the assembly variation. Therefore, PCA can also be applied as a valuable data reduction tool where the problem can be simplified by removing the deformation patterns with negligible variance. Figure 2 shows some examples of deformation patterns for a sheet metal part that is fully constrained on one of its edges. Figures 2͑a͒ and 2͑c͒ show a bending pattern along the x and y axes, respectively. Figure 2͑b͒ shows a twisting pattern. The deviation vector of each part is defined as the deviation from the nominal shape at equidistant points along the free edge. The corresponding deviation vectors ͑eigenvectors͒ are presented as the vector b in Fig. 2. 
Variation Analysis Using Geometric Covariance
The key concept behind variation analysis for compliant sheet metal assembly is to establish a linear relationship between the deviations of incoming parts and the deviation of the assembly. Using the method of influence coefficients ͓5͔, the assembly variation can be calculated by Eq. ͑1͒. Calculating the covariance of the assembly variation vector V a ͑Eq. ͑3͒͒ and combining it with the decomposition from the PCA ͑Eq. ͑7͒͒, we have,
Further analysis shows that the assembly covariance matrix can be decomposed into the individual contribution of each eigenvector from the component covariance matrix. 
The vector d i will be called variation vector i, and it can be seen as the contribution of the ith-eigenvector to the assembly variation. In other words, the variation vector, d i , is the assembly deviation result for the displacements given by the ith-deformation pattern on the component.
The assembly variation can be decomposed in terms of the individual contribution of each eigenvector. In this analysis, we assume that the component covariance matrix is stationary, i.e., the deformation patterns do not change over time. In addition, in sheet metal assembly just a small number of deformation patterns should have a significant contribution on the covariance matrix. Then, the number of variables used to represent the assembly variation can be reduced from the original number of input sources of variation to a smaller number of significant deformation patterns. The assembly variance can be rewritten as.
where p is the number of significant modes of deformation. Based on the above decomposition approach, a new methodology for variation simulation of sheet metal assembly processes is presented. From Eq. ͑10͒, it can be seen that the assembly covariance matrix can be obtained knowing the variation vectors, d i 's, and the variance of the deformation patterns, i 's. Therefore, instead of using the method of influence coefficients to generate the sensitivity matrix, a new approach is developed.
From Liu and Hu ͓5͔, the method of influence coefficients can be used to calculate the component response to a unit force applied at each of the N sources of variation ͑using N finite element runs͒ and the corresponding assembly springback for each source of variation ͑another N steps of FEM͒. Now, considering the concept of variation vectors, it is only necessary to calculate the component and assembly response to each deformation vector ͑eigen-vectors͒. This method needs only 2p finite element runs.
The following steps describe how to calculate the vectors, d i , iϭ1, . . . ,p, using finite element methods.
Step 1: Component Response: A displacement vector, given by the significant eigenvectors (iϭ1, . . . ,p), is applied over the ''unwelded'' components. FEM is used to calculate the force vector required to produce those displacements on each source of variation. The forces are recorded in a column vector.
The process is repeated for each of the p deformation patterns. Then, the total force matrix is:
Step 2: Assembly Response: Each force vector ͓F i ͔ (i ϭ1, . . . ,p) is applied over the ''welded'' structure ͑assembly͒ to calculate the resulting assembly displacement vector. The resulting vector is the assembly response or springback to the specific eigenvector deformation and corresponds to a variation vector, d i . The process is repeated for each of the p deformation patterns to obtain each of the vectors d i , iϭ1, . . . ,p. Figure 3 shows the flow chart used to calculate the assembly variation using the eigenvector and eigenvalues obtained from the covariance matrix of the incoming components data.
Case Study
The proposed variation analysis method for compliant assembly is illustrated using the assembly of a safety crash bar to the inner door ͑Fig. 4͒. The door has approximate dimensions of 1000 mmϫ1 mmϫ500 mm. The safety bar has a thickness of 4 mm. The material of both parts is mild steel with Young modulus E ϭ207,000 N/mm 2 and Poisson ratio ϭ0.3. A 3-2-1 locating scheme is used to locate each part. For the door, the locating scheme consists of a hole ͑constraint displacement in x and z directions͒ at node 626, a slot ͑constrained displacement in z-direction͒ at node 746, and 3 locating pads ͑constrained displacements in y-direction͒ at nodes 626 (L 1 ), 746 (L 2 ), and 489 (L 3 ). For the safety bar, the locating scheme consists of a hole ͑constrained displacements in x and z directions͒ at node 5187, a slot ͑constrained displacement in z-direction͒ at node 5083, and 3 locating pads ͑constraint displacements in y-direction͒ at nodes 5187 (L 1 ), 5083 (L 2 ), and 5129 (L 3 ). The parts are joined together using 4 welds that constrain nodes 5000/2974 (W 1 ), 5002/2983 (W 2 ), 5206/2719 (W 3 ), and 5207/2939 (W 4 ). Parts, fixtures and welding points are shown in Fig. 4 . Transactions of the ASME Using finite element methods and the method of influence coefficients, the sensitivity matrix, S, can be obtained. The input variables are the sources of variation defined as the welding points, W i , iϭ1, . . . ,4 on the safety bar ͑Fig. 4͒. The output variables are the measurement points, M i , iϭ1, . . . ,4, on the door ͑Fig. 4͒. 
Sϭ
It is assumed that the input sources of variation from the safety bar ͑part deviations from the nominal before assembly͒ have the following mean, standard deviation and covariance matrix. 
ͬ
The covariance matrix has been simulated assuming that there are two deformation patterns in the data. The door is assumed to be nominal. In other words, the assembly will be only affected by deformations ͑part variation͒ on the crash bar. Applying PCA, the input covariance matrix can be decomposed into the following pairs of eigenvectors, b i , and eigenvalues i . 
Bϭ

ͬ
From these results, it can be seen that there are two principal components that contribute for the total variation of the safety bar. Then, the system with initially 4 variables is reduced to a set of two independent variables. Moreover, 66% of the process variation can be explained by deformation pattern 1. Table 1 shows the eigenvectors and their respective contributions to the total input variation.
Knowing that the input variation can be explained by just two deformation patterns, the method of influence coefficients ͑sensi-tivity matrix͒ calculations can be reduced to obtain the assembly variation response to each of these patterns. Figure 5 shows the effect of each deformation pattern (b 1 ,b 2 ) on the assembly. Applying the variation vectors methodology developed in this paper, it is possible to obtain the assembly variation vectors, d i , for each deformation pattern ͑Table 2͒. Figure 5 represents the variation vectors d 1 and d 2 .
Using Eq. ͑10͒ and the assembly variation vectors, it is possible to calculate the assembly covariance matrix. Table 3 compares the covariance matrix calculation using the two methods, the method of influence coefficients and the method of assembly variation vectors presented in this paper. It can be seen that the results of both methods are similar. However, using the information from the geometric covariance from the input variables, it is possible to reduce the total number of computations required to calculate the assembly covariance matrix. Indeed, the number of FEM runs in the method of influence coefficients is proportional to the number of sources of variation. On the other hand, the number of FEM runs in the assembly variation vector method is proportional to the number of deformation patterns. Therefore, in cases where the data is highly correlated and there are few patterns but a large number of sources of variation, the computational effort can be T substantially reduced by the new method. In general, the assumption that there is a reduced number of deformation patterns should be valid for real applications as is the case of the assembly of sheet metal parts, where surfaces tend to be smooth.
Conclusions
A new method for variation propagation analysis in compliant assembly has been presented using the covariance matrix of the components. The method replaces the method of influence coefficients ͓5͔ using variation vectors defined for each deformation pattern identified from the covariance of the components. The following observations were made:
• Geometric covariance plays an important role in the calculation of the assembly variation of compliant parts. In general, the sources of variation in sheet metal assembly are strongly correlated due to surface continuity. Assuming independent sources of variation produces an over estimation of the assembly variance.
• Principal component analysis ͑PCA͒ can be applied to extract deformation patterns from the covariance matrix. PCA may be used to reduce the number of variables in the problem, from n sources of variation to p significant deformation patterns.
• Assembly variation of compliant parts can be decomposed in terms of the individual contribution of the components deformation patterns. Neglecting deformation patterns with small variance, it is possible to reduce the number of independent sources of variation in the system.
• The variation vector methodology reduces the number of finite element computations required to calculate the assembly variation. The approach is based on the generation of variation vectors for the most significant deformation patterns. 
