Stochastic perturbation of sweeping process and a convergence result for an associated numerical scheme  by Bernicot, Frédéric & Venel, Juliette
J. Differential Equations 251 (2011) 1195–1224Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Stochastic perturbation of sweeping process and
a convergence result for an associated numerical scheme
Frédéric Bernicot a,∗, Juliette Venel b
a CNRS, Université Lille 1, Laboratoire de mathématiques Paul Painlevé, 59655 Villeneuve d’Ascq Cedex, France
b LAMAV, Université de Valenciennes et du Hainaut-Cambrésis, Mont Houy, 59313 Valenciennes Cedex 9, France
a r t i c l e i n f o a b s t r a c t
Article history:
Received 1 October 2010
Revised 11 March 2011
Available online 29 March 2011
MSC:
34A60
65L20
60H10
Keywords:
Sweeping process
Differential inclusions
Stochastic differential equations
Euler scheme
Here we present well-posedness results for ﬁrst order stochastic
differential inclusions, more precisely for sweeping process with
a stochastic perturbation. These results are provided in combining
both deterministic sweeping process theory (recently developed
in Edmond and Thibault (2005, 2006) [18,19]) and methods con-
cerning the reﬂection of a Brownian motion (Lions and Sznitman,
1984 [23] and Saisho, 1987 [31]). In addition, we prove conver-
gence results for an Euler scheme, discretizing these stochastic dif-
ferential inclusions.
© 2011 Elsevier Inc. All rights reserved.
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1196
1.1. Sweeping process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1196
1.2. Reﬂected Brownian motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1197
1.3. Associated numerical schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1198
1.4. Framework for stochastic perturbation of sweeping process and main results . . . . . . . . . . . 1199
2. Preliminaries about prox-regular sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1200
3. Well-posedness and stability results for stochastic sweeping process . . . . . . . . . . . . . . . . . . . . . . 1202
3.1. Deterministic Skorohod problem: an extension of sweeping process . . . . . . . . . . . . . . . . . 1203
3.2. Sweeping process with a stochastic perturbation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1207
* Corresponding author.
E-mail addresses: frederic.bernicot@math.univ-lille1.fr (F. Bernicot), juliette.venel@univ-valenciennes.fr (J. Venel).
URLs: http://math.univ-lille1.fr/~bernicot/ (F. Bernicot), http://www.math.u-psud.fr/~venel/ (J. Venel).0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.03.010
1196 F. Bernicot, J. Venel / J. Differential Equations 251 (2011) 1195–12244. Euler scheme for stochastic sweeping process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1212
5. Example of applications with particular set-valued maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1218
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1224
1. Introduction
In this paper, we are interested in particular ﬁrst order differential inclusions (namely sweeping
process) with a stochastic perturbation. This work rests on the combining of two different theories:
the ﬁrst one about sweeping process and the second one about the reﬂection of a Brownian motion
on a boundary. Let us ﬁrst recall these two problems and related results.
1.1. Sweeping process
Let B be a Banach space, I := [0, T ] be a bounded time-interval, C : I ⇒ B be a set-valued map
with nonempty closed values, and let f : I × B ⇒ B be a perturbation. The associated sweeping
process takes the form:
⎧⎪⎪⎨
⎪⎪⎩
dx
dt
(t) +N(C(t), x(t))  f (t, x(t)),
x(t) ∈ C(t),
x(0) = x0,
(1)
with an initial data x0 ∈ C(0) and where N(C, x) denote the proximal normal cone of C at any point x.
This differential inclusion can be thought as follows: the point x(t), submitted to the ﬁeld f (t, x(t)),
has to remain in the set C(t).
This type of evolution problem has been extensively studied. It has been introduced by J.J. Moreau
in 70s (see [29]) with convex sets C(t) of a Hilbert space and with no perturbation ( f ≡ 0). To solve
this problem, J.J. Moreau brings a new important idea in proposing a catching-up algorithm.
Since then, some attempts have been made in the literature to weaken the assumptions, for ex-
ample to add a perturbation f , to weaken the convexity assumption of the sets, to obtain results in
Banach spaces (and not only in Hilbert spaces).
The perturbed problem in ﬁnite dimension (B = Rd) with convex sets C(t) (or complements of
convex sets) was ﬁrstly studied by C. Castaing, T.X. Dúc Ha¯ and M. Valadier in [11]. In this framework,
they proved existence of solutions for (1) with a convex compact valued perturbation f and a Lips-
chitzean set-valued map C . Then in [12], C. Castaing and M.D.P. Monteiro Marques considered similar
problems in assuming the upper semi-continuity of f and a “linear compact growth”:
f (t, x) ⊂ β(t)(1+ |x|)B(0,1), ∀(t, x) ∈ I × Rd, with β ∈ L1(I). (2)
Moreover the set-valued map C was supposed to be Hausdorff continuous and satisfying an “interior
ball condition”:
∃r > 0, B(0, r) ⊂ C(t), ∀t ∈ I. (3)
Later the main concept which weakens the convexity property of sets C(t), is the notion of “uni-
form prox-regularity”. A set C is said to be uniformly prox-regular with constant η or η-prox-regular if
the projection onto C is single-valued and continuous at any point distant at most η from C .
The uniform prox-regularity assumption was made in numerous works dealing with sweep-
ing process. The Hilbertian case without perturbation ( f ≡ 0) was ﬁrstly treated by G. Colombo,
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M.D.P. Monteiro Marques in [17]. In [37], the considered problem is
{−dx ∈ N(C(t), x(t)),
x(0) = x0,
(4)
where dx is the differential measure of x. The well-posedness of (4) is proved under the same as-
sumptions as previously excepted (3).
In the framework of an inﬁnite dimensional Hilbert space B = H , the perturbed problem is studied
by M. Bounkhel, J.F. Edmond and L. Thibault in [8,37,18,19] and recently by the authors in a Banach
space in [7]. For example in [19], the well-posedness of
{−dx ∈ N(C(t), x(t))+ f (t, x(t))dt,
x(0) = x0
(5)
is proved with a set-valued map C taking η-prox-regular values (for some η > 0) such that
∣∣dC(t)(y) − dC(s)(y)∣∣μ(]s, t]), ∀y ∈ H, ∀s, t ∈ I, s t, (6)
where μ is a nonnegative measure satisfying
sup
s∈I
μ
({s})< η
2
. (7)
All the proofs rest on the algorithm developed by J.J. Moreau with additional arguments to deal with
the prox-regularity assumption.
We now want to recall results about the reﬂected Brownian motion in a set. Before that, we refer
the reader to [9,10], where C. Castaing proved some results about existence of solutions for sweeping
process with a convex set C(t) which is stochastically perturbed. Here we want to add a stochastic
perturbation in the differential inclusion without changing the deterministic time-evolution of C .
1.2. Reﬂected Brownian motion
We consider a closed set C in Rd and we look for solving stochastic differential inclusions, describ-
ing the time-evolution of a Brownian motion (inside C ) with a reﬂecting boundary ∂C . Let (Bt)t>0 be
an Rd-valued Brownian motion, then the path is given by a stochastic process X involving the follow-
ing stochastic differential inclusion:
⎧⎨
⎩
dXt +N(C, Xt)  dBt,
Xt ∈ C,
X(0) = X0,
where X0 is the starting point. One of the diﬃculties is to give a precise sense to “N(C, Xt)”.
The ﬁrst well-posedness results have been investigated by many authors (see for example A.V. Sko-
rohod [33,34], N. Ikeda and S. Watanabe [21,40] and N. El Karoui [22]) for C a half-plane (or a
half-line). Then the problem with a smooth set C was treated by D.W. Stroock and S.R.S. Varad-
han [35] and later by A. Bensoussan and J.L. Lions [3]. H. Tanaka succeeded in getting around the
smoothness assumption in the case of a convex set in [36]. In [23], P.L. Lions and A.S. Sznitman gave
the ﬁrst result for bounded uniformly prox-regular sets (without this terminology) in assuming an
extra assumption of “admissibility”. Few years later, Y. Saisho has extended the proof for unbounded
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sists for a continuous function h on a time-interval I in ﬁnding a pair of continuous functions (x,k)
deﬁned on I with k ∈ BV(I) satisfying:
∀t ∈ I, x(t) + k(t) = h(t) (8)
and
|k|(t) =
t∫
0
1x(s)∈∂C d|k|(s), k(t) =
t∫
0
ξs d|k|(s), (9)
with ξs ∈ N(C, x(s)) and |ξs| = 1 if ξs 	= 0.
Eq. (8) corresponds to an integral version of (1) with a constant set C(t) := C and h(t) =∫ t
0 f (s, x(s))ds. Indeed (9) speciﬁes that the support of the differential measure dk is the set of the
snapshots t when x reaches the boundary ∂C and gives a precise sense to “dk ∈ N(C, x(t))”. So the
Skorohod problem can be thought as an integral version of a sweeping process. Using this determin-
istic problem, the previously cited works deal with the following stochastic differential inclusion
⎧⎨
⎩
dXt +N(C, Xt)  f (t, Xt)dt + σ(t, Xt)dBt,
X(t) ∈ C,
X(0) = X0,
where f and σ are some perturbations and (Bt)t>0 is a real Brownian motion. This problem can also
be seen as a stochastic perturbation of the “sweeping process” by a constant set C . We would like
to ﬁnish this brief state of art by referring the reader to [32] for a work about reﬂecting Brownian
motion in a set corresponding to the complement of a collection of balls. We are specially interested
by this example and we are looking for extending this result to more general situations with time-
dependent constraints.
1.3. Associated numerical schemes
Concerning the deterministic sweeping process, the existence results are obtained by the conver-
gence of the so-called “catching-up algorithm”. For example, in the case of an absolutely continuous
set-valued map C : I⇒ H and of a single-valued perturbation f : I × H → H which is assumed to be
globally upper-semicontinuous and satisfying
∣∣ f (t, x)∣∣ β(t)(1+ |x|), ∀t ∈ I, ∀x ∈⋃
s∈I
C(s)
with β ∈ C0(I), we consider some subdivision ( Jk)k of the time-interval. The set-valued map C is
approached by a piecewise constant multifunction taking value Ck on Jk = [tk, tk+1[. The associated
discretized solution x is deﬁned as follows:
∀t ∈ Jk+1, x(t) = xk+1 = PCk+1
[
xk + (tk+1 − tk) f (tk, xk)
]
,
with x0 ﬁxed to the initial value. Then it is proved that under the above assumptions (see [19]), the
sequence of discretized solutions is of Cauchy type and also converges to a function, which is the
solution of the continuous problem (1).
About the ﬁrst order stochastic differential inclusions, we would like to present the work of
E. Cépa [13] and F. Bernardin [5]. They consider equations taking the form
F. Bernicot, J. Venel / J. Differential Equations 251 (2011) 1195–1224 1199⎧⎨
⎩
dXt + A(Xt)dt  f (t, Xt)dt + σ(t, Xt)dBt,
Xt ∈ C,
X0 = x0,
where A is a time-independent maximal monotone operator. They deﬁne Euler numerical scheme
(using the resolvents and Yosida’s approximation of a monotone operator) and prove its convergence.
In our case (even for time-independent set), we are interested in uniformly prox-regular set C and
so, it is well known that the associated proximal normal cone (as multivalued operator) could be not
maximal monotone. It only satisﬁes a weaker property of hypomonotonicity.
1.4. Framework for stochastic perturbation of sweeping process and main results
We now come to our contribution. As explained before, the theories of sweeping process and
reﬂected Brownian motion are based on the uniform prox-regularity property of the sets. In order to
combine these two theories, we consider a set-valued map C(·) which is admissible and regular (in
extending these deﬁnitions to set-valued maps, see Deﬁnitions 3.1 and 3.3).
We begin this work by describing some abstract results about uniformly prox-regular sets in order
to understand our required assumption. Then, we propose general results about a set-valued map C .
Extending the assumptions of [23] to the time-dependent framework, we prove the two following
results in Section 3.
Theorem 1.1. Let I be a bounded time interval and C : I ⇒ Rd be an admissible, regular set-valued map
varying in an absolutely continuous way (see Deﬁnitions 3.1, 3.3 and 3.4).
Let f , σ : I × Rd → Rd be bounded and Lipschitz with respect to the second variable. Then the following
problem
⎧⎪⎨
⎪⎩
dXt +N
(
C(t), Xt
)  f (t, Xt)dt + σ(t, Xt)dBt,
Xt ∈ C(t),
X0 = x0 ∈ C(0)
(10)
(given by a real-valued Brownian motion (Bt)t∈I on a probability space (Ω,F ,P)) is well posed in
L4(Ω, L∞(I)). That means: for every initial data x0 ∈ C(0), there exists one and only one process (Xt)t∈I ∈
L4(Ω, L∞(I)) solution of (10) (in the sense of pathwise uniqueness).
Moreover we will obtain stability results, which permit us to understand the behavior of the
stochastic solutions when the perturbation σ tends to 0 (see Theorem 3.13).
If the regularity of C(·) is not assumed, well-posedness results still hold (but not necessary in the
space L4(Ω, L∞(I))):
Theorem 1.2. Let I be a bounded time interval and C : I ⇒ Rd be an admissible set-valued map varying in
an absolutely continuous way (see Deﬁnitions 3.1 and 3.4).
Under the same assumptions on f and σ than in Theorem 1.1, the problem (10) has a unique solution (in
the sense of pathwise uniqueness).
In Section 4, we prove convergence results for an Euler scheme, discretizing the stochastic differ-
ential inclusion (10).
In Section 5, we check that the main assumptions are not too strong in applying these results to
particular set-valued maps C(·) given as the intersection of complements of convex sets. Moreover an
application to a model of crowd motion is described.
This work was brieﬂy presented in a proceeding [6].
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We emphasize that the different notions deﬁned in this section can be extended in the case of an
inﬁnite dimensional Hilbert space H . Here we only deal with a Euclidean framework. We denote by B
the unit closed ball. For a subset C of Rd , we write dC for the distance function to this set:
dC (x) := inf
y∈C |y − x|.
Deﬁnition 2.1. Let C be a closed subset of Rd . The set-valued projection operator PC is deﬁned on Rd
by
∀x ∈ Rd, PC (x) :=
{
y ∈ C, |x− y| = dC (x)
}
.
Deﬁnition 2.2. Let C be a closed subset of Rd and x ∈ C , we write N(C, x) for the proximal normal
cone of C at x, deﬁned by:
N(C, x) := {v ∈ Rd, ∃s > 0, x ∈ PC (x+ sv)}.
We now come to the main notion of uniformly prox-regular set. It was initially introduced by
H. Federer (in [20]) in ﬁnite dimensional spaces under the name of “positively reached set”. Then it
was extended in inﬁnite dimensional spaces and studied by F.H. Clarke, R.J. Stern and P.R. Wolenski
in [15] and by R.A. Poliquin, R.T. Rockafellar and L. Thibault in [30].
Deﬁnition 2.3. Let C be a closed subset of Rd and η > 0. The set C is said to be η-prox-regular if for
all x ∈ C and v ∈ N(C, x) \ {0}
B
(
x+ η v|v| , η
)
∩ C = ∅.
Equivalently, C is η-prox-regular if for all y ∈ C , x ∈ ∂C and v ∈ N(C, x)
〈y − x, v〉 |v|
2η
|x− y|2. (11)
Remark 2.4. We refer the reader to [15,14] for other equivalent deﬁnitions related to the limiting nor-
mal cone. This notion can be also deﬁned using the smoothness of the function distance dC (see [30]).
This deﬁnition is very geometric, it describes the fact that we can continuously roll an external
ball of radius smaller than η on the whole boundary of the set C . The main property is the following
one: for an η-prox-regular set C and every x satisfying dC (x) < η, the projection of x onto C is well
deﬁned (i.e. PC (x) is a singleton) and the projection is continuous.
Let us give the following result, extending (11) for two prox-regular sets.
Lemma 2.5. Let C1 and C2 be two η-prox-regular sets of Rd and write dH the Hausdorff distance
dH (C1,C2) := sup
y∈Rd
∣∣dC1(y) − dC2(y)∣∣.
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〈α, y − x〉 1
η
|α||x− y|2 + |α|dH (C1,C2) + 1
η
|α|dH (C1,C2)2.
Proof. We know that there exists a point x˜ ∈ PC1 (y) ∈ C1 such that |y − x˜|  dH (C1,C2). Then the
hypomonotonicity property of the proximal normal cone implies that
〈α, x˜− x〉 1
2η
|α||x− x˜|2
 1
2η
|α|[|x− y| + |y − x˜|]2
 1
η
|α|[|x− y|2 + |y − x˜|2],
hence
〈α, y − x〉 |α|dH (C1,C2) + 1
η
|α||x− y|2 + 1
η
|α|dH (C1,C2)2. 
We ﬁnish this section with the following result:
Proposition 2.6. Let C be an η-prox-regular set in Rd. Then for all 	 < η/8, the set
C	 :=
{
x ∈ Rd, dC (x) 	
}= C + 	B
is η/8-prox-regular. Moreover the distance function dC	 is C
1 in a neighborhood of ∂C	 . So the boundary ∂C	
is a C1-manifold.
Remark 2.7. This proposition is based on general results due to F. Bernard, L. Thibault and N. Zlateva
in [4] and so it can be extended in a uniformly convex Banach space framework.
Proof. We will use the notations of [4], mainly for a closed set C , we deﬁne
EC (l) :=
{
x ∈ Rd, dC (x) l
}
.
From Theorem 6.2 and Lemma 6.9 of [4], we deduce that for l = η/4, the set EC (l) is l-prox-regular.
Then Lemma 2.8 (later proved) ensures that for all 	 ∈ (0, l/2) we have
C	 = C + 	B = EEC (l)(l − 	).
Analogously, we deduce that the set C	 is (l − 	)-prox-regular and so is η/8-prox-regular.
Moreover it can be checked that these sets have a C1 boundary. Indeed Lemma 2.8 yields
∂C	 =
{
x ∈ Rd, dC (x) − 	 = 0
}
.
Applying Theorem 6.2 of [4], we deduce that dC is C1 in a neighborhood of ∂C	 and so ∂C	 is a
C1-manifold. 
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C	 :=
{
x ∈ Rd, dC (x) 	
}= EEC (l)(l − 	). (12)
Moreover
∂C	 :=
{
x ∈ Rd, dC (x) = 	
}
. (13)
Proof. We ﬁrst check the two embeddings of (12). First as the function dC is 1-Lipschitz then for
	  l, it yields
∀x ∈ C + 	B, ∀u ∈ EC (l), l − 	  dC (u) − dC (x) |u − x|.
So we deduce that dEC (l)(x) l − 	 for all x ∈ C + 	B, which gives
C	 = C + 	B ⊂ EEC (l)(l − 	).
For the reverse embedding, we have to use the prox-regularity assumption. Let us take x ∈ EEC (l)(l−	).
We may suppose that x does not belong to C , else x ∈ C ⊂ C + 	B. So let us consider x0 ∈ PC (x). Then
x− x0 is a proximal normal vector at x0 and so we know that
u := x0 + l x− x0|x− x0| ∈ EC (l).
Here we have used that l < η/2 to get dC (u) = l. Then as x ∈ EEC (l)(l − 	), we deduce that
l − 	  |u − x| = ∣∣l − |x− x0|∣∣= l − |x− x0|,
where the last equality comes from the fact that x does not belong to EC (l). The inequality yields
|x− x0| 	 , which ends the proof of
C + 	B ⊃ EEC (l)(l − 	).
Finally, it remains us to prove (13). Thanks to the continuity of the distance function, it is obvious
that
∂C	 ⊂
{
x ∈ Rd, dC (x) = 	
}
.
The previous reasoning (based on the prox-regularity of the set C ) yields the reverse embedding and
also concludes the proof. 
3. Well-posedness and stability results for stochastic sweeping process
In all this section, we consider a set-valued map C . We want to study the stochastic differential
inclusion (10) which can be seen as the equation of a reﬂected Brownian motion onto the moving
set C(·). In order to apply the results of P.L. Lions and A.S. Sznitman [23], the sets C(t) are supposed
to satisfy some properties.
We refer the reader to [23] for the following deﬁnitions without considering the time variable.
Here we add the time-dependence.
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uniformly prox-regular values (with a same constant) and if there exist δ, r, τ > 0, and for all t ∈ I
there exist sequences (xp)p and (up)p with |up| = 1 and xp ∈ C(t) such that for all s ∈ I with |t− s|
τ , (B(xp, r))p is a bounded covering of the boundary ∂C(s) and
∀p, ∀y ∈ ∂C(s) ∩ B(xp,2r), ∀v ∈ N
(
C(s), y
)
, 〈v,up〉 δ|v|. (14)
Remark 3.2. The original deﬁnition in [23] requires an extra assumption: there exists a sequence of
approaching “smooth sets” satisfying a uniform bound of prox-regularity. As explained in [31], the
existence of such approaching smooth sets is not really necessary to prove the solvability of the
Skorohod problem. Moreover, due to the recent works about prox-regular sets, we know that such an
approaching sequence always exists in a very general framework (see Proposition 2.6).
The second important property (used in [23]) is the following one:
Deﬁnition 3.3. A set-valued map C is said to be regular on I if there exist a function Φ ∈ C2b (I ×Rd)
and μ > 0 satisfying for all t ∈ I , x ∈ ∂C(t) and v ∈ N(C(t), x)
〈∇xΦ(t, x), v〉−μ|v|.
According to Remark 3.1 of [23] and Lemma 5.3 of [31], we know that an admissible set is locally
regular. Moreover, Y. Saisho has proved in [31] that the local regularity is suﬃcient to obtain well-
posedness results.
Deﬁnition 3.4. (See [18,19].) A set-valued map C(·) is said to vary in an absolutely continuous way, if
there exists an absolutely continuous function v such that for all t, s ∈ I
dH
(
C(t),C(s)
)

∣∣v(t) − v(s)∣∣,
where dH is the Hausdorff distance.
3.1. Deterministic Skorohod problem: an extension of sweeping process
Before solving the stochastic differential inclusion (10), we study the associated Skorohod problem.
Let h : I → Rd be a continuous function satisfying h(0) ∈ C(0). We say that a couple of continuous
functions (x,k) on I is a solution of the Skorohod problem (SkP,h) if:
• for all t ∈ I , x(t) ∈ C(t),
• the function k is continuous and has a bounded variation on I ,
• the differential measure dk is supported on {t ∈ I, x(t) ∈ ∂C(t)}:
|k|(t) =
t∫
0
1x(s)∈∂C(s) d|k|(s), k(t) =
t∫
0
ξ(s)d|k|(s), (15)
with ξ(s) ∈ N(C(s), x(s)) and |ξ(s)| = 1 if ξ(s) 	= 0,
• for all t ∈ I , we have
x(t) + k(t) = h(t). (16)
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function x is said to be a solution of (SkP,h) if there exists a function k such that (x,k) satisﬁes the
previous properties.
This subsection is devoted to the study of the deterministic problem (SkP,h) (deﬁned by (15)
and (16)). By following the ideas of [23,31], we also begin with the following proposition:
Proposition 3.5. Consider an admissible set-valued map C varying in an absolutely continuous way and as-
sume that for all h ∈ C∞(I,Rd) with h(0) ∈ C(0), there exists a solution (x,k) to the Skorohod problem
(SkP,h).
Then for all h ∈ C0(I,Rd) with h(0) ∈ C(0), there exists a unique solution (x,k) to the Skorohod problem
(SkP,h). Furthermore the mapping (h → x) from C0(I,Rd) into itself is Hölder continuous of order 12 on
compact sets.
Proof. We refer the reader to Theorem 1.1 of [23] for a detailed proof of such proposition in the case
of a constant set C . It is based on the hypomonotonicity and the admissibility properties.
First step: Uniqueness.
First the uniqueness is “as usual” a direct consequence of the hypomonotonicity property and
Gronwall’s Lemma. We have to be careful as we are working with a function k which is only assumed
to have a bounded variation.
We recall the following version of Gronwall’s Lemma (due to R. Bellman [1]):
Lemma 3.6. Let I := [0, T ] be a closed bounded interval. Let u be a nonnegative measurable function deﬁned
on I and let μ be a locally ﬁnite nonnegative measure on I . Assume that u ∈ L1(I,dμ) and that for all t ∈ I
u(t)
∫
[0,t]
u(s)dμ(s).
If the function t → μ([0, t]) is continuous on I , then for all t ∈ I
u(t) = 0.
Let us take two solutions x and x˜ with the corresponding functions k and k˜. We study the error
term:
z(t) := x(t) − x˜(t), e(t) := ∣∣z(t)∣∣2.
The difference function z is also solution of the following differential equation (in the sense of time-
measure):
dz(t) = −dk(t) + dk˜(t).
As k and k˜ have a bounded variation, it comes
de(t) = 2〈z(t),dz(t)〉= 2〈z(t),−dk(t) + dk˜(t)〉.
Due to the η-prox-regularity property of the sets C(t), we deduce that
de(t) e(t)
η
(|dk|(t) + |dk˜|(t)).
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to Lemma 3.6 (with μ = |dk| + |dk˜|).
Second step: Existence.
Let h ∈ C∞(I,Rd) and (x,k) be a solution to the Skorohod problem (SkP,h). We follow the rea-
soning used in the proof of Lemmas 1.1 and 1.2 of [23], in pointing out the diﬃculties raised by the
time-dependence of C .
First, Lemma 1.1(6) of [23] still holds as it only rests on the uniform prox-regularity of sets C(t).
We detail how Lemma 1.1(7) of [23] should be modiﬁed to take into account the time-dependence
of C . Let τ , r be given by the admissibility property (Deﬁnition 3.1). On [0, τ ], we denote by (Oi)i the
sets Oi := B(xi,2r) ∩ C(0) and O0 the following set
O0 = C(0)
∖[⋃
i
B(xi, r)
]
.
We let T1 := inf{t ∈ [0, τ ], x(t) /∈ Oi0}, where i0 is such that h(0) = x(0) ∈ Oi0 . Then either x(T1) ∈ O0
and we set i1 = 0, or x(T1) ∈ B(xi1 , r) for some i1. In this way we construct by induction, im and Tm
such that if Tm < τ , x(Tm) ∈ B(xim , r) or x(Tm) ∈ O0, Tm+1 := inf{t ∈ ]Tm, τ ], x(t) /∈ Oim }. Using the
admissibility properties, we obtain such estimations for the variation of k: let s, t ∈ [Tm, Tm+1], s  t
for some m
|k|(t) − |k|(s) 1
δ
(∣∣h(t) − h(s)∣∣+ ∣∣x(t) − x(s)∣∣).
Moreover if im = 0 then for all t ∈ [Tm, Tm+1] x(t) /∈ ∂C(t) and the variation |k| is constant on
[Tm, Tm+1] else for all t ∈ [Tm, Tm+1], x(t) ∈ B(xim ,2r) and |x(t) − x(s)|  4r. We ﬁnally conclude
that
|k|(Tm+1) − |k|(Tm) K , (17)
where K is a numerical constant depending on |h(Tm+1) − h(Tm)|. Then we can repeat the proof
of Lemma 1.2 in [23] in order to give an upper bound to the variation |k|(τ ). However the time-
dependence of C makes appear a new quantity in (7) of [23]. More precisely, we get for s, t ∈
[Tm, Tm+1] (with Lemma 2.5)1
∣∣x(t) − x(s)∣∣2  sup
[s,t]
∣∣h(·) − h(s)∣∣2 + sup
[s,t]
∣∣h(·) − h(s)∣∣
+ (|k|(t) − |k|(s))[ sup
[s,t]
dH
(
C(·),C(s))+ sup
[s,t]
dH
(
C(·),C(s))2]. (18)
Indeed, in the proof, we have to estimate for u ∈ [s, t]
2
〈
x(u) − x(s),dk(u)〉− ηd|k|(u)∣∣x(u) − x(s)∣∣2.
To use the hypomonotonicity of the proximal normal cone (see (11)), we have to write x(s) = y(u) +
z(u) with y(u) ∈ PC(u)(x(s)). As x(s) ∈ C(s), |z(u)| dH (C(u),C(s)) and this operation makes appear a
term which is bounded by dH (C(u),C(s))d|k|(u).
The two last terms in (18) can be assumed as small as we want since C varies in an absolutely
continuous way and the variation of k is bounded by (17). If τ is small enough (with respect to r),
then by deﬁnition of Tm+1 and Tm we deduce that for some constant c
1 For two quantities A, B , we write A B if there exists a constant C such that A C B .
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∣∣x(Tm+1) − x(Tm)∣∣2  c sup
[Tm,Tm+1]
∣∣h(·) − h(s)∣∣2 + c sup
[Tm,Tm+1]
∣∣h(·) − h(s)∣∣+ r2/2
which gives
r2  sup
[Tm,Tm+1]
∣∣h(·) − h(s)∣∣2 + sup
[Tm,Tm+1]
∣∣h(·) − h(s)∣∣.
As done in [23], we can also conclude that the length |Tm+1 − Tm| is not too small, according to the
uniform continuity modulus of h and so that the collection of indices m is ﬁnite and its cardinal is
bounded by a constant depending on h. Finally, the total variation |k|[0,τ ] := |k|(τ ) − |k|(0) = |k|(τ ) is
controlled by ‖h‖∞ and the uniform continuity modulus of h.
The same reasoning holds on [τ ,2τ ]. Let us remark that if (x,k) is the solution of (SkP,h) on
[0,2τ ] then (x,k − k(τ )) is the solution of (SkP,h − k(τ )) on [τ ,2τ ]. So we know that the variation
|k − k(τ )|[τ ,2τ ] = |k|[τ ,2τ ] can be bounded by the L∞ norm of h − k(τ ) (which is controlled by the
L∞ norm and the continuity modulus of h) and its uniform continuity modulus (which is the same
as for h). Consequently, the total variation |k|[0,2τ ] is bounded with the help of h ∈ C0([0,2τ ]). By
iterating (at most T /τ steps), we conclude that for h ∈ C∞ , the (assumed) solution (x,k) satisﬁes
‖x‖L∞([0,T ]) + |k|[0,T ]  K˜ ,
where K˜ only depends on the L∞ norm and the uniform continuity modulus of h. This key-point
permits us to prove Proposition 3.5 by density arguments as in [23] (the proof can be easily adapted
with a time-dependent set C ). 
Theorem 3.7. Consider an admissible set-valued map C(·), varying in an absolutely continuous way. For all
h ∈ C0(I,Rd) with h(0) ∈ C(0), there exists a unique solution (x,k) to the Skorohod problem (SkP,h). Fur-
thermore the mapping (h → x) from C0(I,Rd) into itself is Hölder continuous of order 12 on compact sets. In
addition if h ∈ BV(I) ∩ C0(I) then x ∈ BV(I) and
d|k|t  d|h|t + d|v|t, (19)
where v is given by Deﬁnition 3.4.
Proof. For h ∈ W 1,1(I), the Skorohod problem (SkP,h) has already been treated since it corresponds
to the so-called sweeping process. We refer the reader to [18,19] for more details about these differ-
ential inclusions. We deal with Lipschitz moving sets C(t). So applying Theorem 1 of [18], we know
that there exists a pair of function (x,k) ∈ W 1,1(I)2 such that almost everywhere on I
dx
dt
+ dk
dt
= dh
dt
and for almost every t ∈ I
dk
dt
(t) ∈ N(C(t), x(t)).
Moreover, (19) holds.
This gives us a solution to the Skorohod problem (SkP,h) for every smooth function h ∈ W 1,1(I).
Then we conclude the proof of the theorem, thanks to Proposition 3.5. 
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In this section, we consider the Euclidean space Rd (equipped with its Euclidean structure), a prob-
ability space (Ω,F ,P) endowed with a standard ﬁltration (Ft)t>0 and a standard R-valued Brownian
motion (Bt)t>0 associated to this ﬁltration. We denote by E(X) the expectation of a random vari-
able X on this probability space.
We ﬁx a bounded time-interval I = [0, T ] and denote by B the Banach space of time-continuous
Ft-adapted process X satisfying
‖X‖B := E
[
sup
t∈I
|Xt |4
]1/4
< ∞.
Let f : I ×Rd → Rd and σ : I ×Rd → Rd be two maps.2 We look for solving the following stochastic
differential inclusion on I:{
dXt +N
(
C(t), Xt
)  f (t, Xt)dt + σ(t, Xt)dBt ,
X0 = x0,
(20)
where x0 ∈ C(0) is a non-stochastic initial data. Let us ﬁrst give a more precise sense to this differen-
tial stochastic inclusion.
Deﬁnition 3.8. A continuous process (Xt)t∈I is a solution of (20) if there exists another process
(Kt)t∈I such that:
a) (Xt)t∈I is an Rd-valued process taking values in C(t) and Ft-adapted with continuous sample
paths;
b) (Kt)t∈I is an Rd-valued process, Ft -adapted whose sample paths are continuous and have a
bounded variation on I;
c) the following stochastic differential equation is satisﬁed
dXt + dKt = f (t, Xt)dt + σ(t, Xt)dBt; (21)
d) the initial condition is veriﬁed: X0 = x0 P-a.e.;
e) the process dKt is supported on {t, Xt ∈ ∂C(t)}:
|K |t =
t∫
0
1Xs∈∂C(s) d|K |s, Kt =
t∫
0
ξs d|K |s, (22)
with ξs ∈ N(C(s), Xs) and |ξs| = 1 if ξs 	= 0.
The point e) gives a precise sense to “dKt ∈ N(C(t), Xt)”.
Using the stochastic integral, we can rewrite (21) as follows: we are looking for processes (Xt)t∈I
and (Kt)t∈I satisfying that there exists a measurable set Ω0 ⊂ Ω of full measure such that for all
t ∈ I we have:
Xt = x0 +
t∫
0
f (s, Xs)ds +
t∫
0
σ(s, Xs)dBs − Kt in Ω0. (23)
2 We have chosen an Rd-valued function σ with a real Brownian motion (Bt )t>0. Indeed all the results and the proofs hold
for a matrix-valued function σ with an Rd-valued Brownian motion.
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Now we come to our main results.
Theorem 3.9. Consider an admissible and regular set-valued map C, varying in an absolutely continuous way.
Let f , σ : I × Rd → Rd be bounded and Lipschitz with respect to the second variable: there exists a con-
stant L such that for all t ∈ I and x, y ∈ Rd∣∣σ(t, x) − σ(t, y)∣∣+ ∣∣ f (t, x) − f (t, y)∣∣ L|x− y|
and ∣∣ f (t, x)∣∣+ ∣∣σ(t, x)∣∣ L.
Then (20) is well posed in L4(Ω, L∞(I)). That means: for all initial data x0 ∈ C(0), there exists one and only
one process (Xt)t∈I ∈ L4(Ω, L∞(I)) solution of (20) (in the sense of pathwise uniqueness).
Proof. For all X ∈ B, we write F (X) the unique solution of the Skorohod problem (SkP,h) with
F (X)t + Kt = h(t) := x0 +
t∫
0
σ(s, Xs)dBs +
t∫
0
f (s, Xs)ds.
Due to Theorem 3.7 and the continuity of the stochastic integral, the unique solution F (X) exists. This
well-deﬁned map F satisﬁes some properties as pointed out by the next proposition.
Proposition 3.10. The map F takes values in B. There exists a constant k such that for all processes X, X ′ ∈ B,
∥∥F (X) − F (X ′)∥∥4B  k
T∫
0
E
[∥∥X − X ′∥∥4L∞([0,t])]dt. (24)
The constant k only depends on |I| = T and on the above constants about C(·), f and σ .
Consequently, for all integer p  2, we have (by writing F (p) = F ◦ · · · ◦ F for the iterated function):
∥∥F (p)(X) − F (p)(X ′)∥∥4B  kp
T∫
0
t1∫
0
· · ·
tp−1∫
0
E
[∥∥X − X ′∥∥4L∞([0,tp])]dtp · · ·dt1
 T
pkp
p!
∥∥X − X ′∥∥4B.
We also deduce that for a large enough integer p (only dependent on the above constants), the map
F (p) is a contraction on B. By the well-known ﬁxed-point theorem, we also know that F admits
one and only one ﬁxed point X ∈ B. It is obvious that X is then a solution of (23) and (20). So we
conclude the proof of Theorem 3.9 provided that we prove Proposition 3.10. 
Proof of Proposition 3.10. We only deal with (24), a very similar reasoning permits to check that F
takes values in B.
We follow the ideas and the estimates of [23]. Let X, X ′ ∈ B, we denote by Y := F (X), Y ′ := F (X ′),
K , K ′ the associated processes and by Φ the function given by Deﬁnition 3.3. Then Ito¯’s formula
implies
F. Bernicot, J. Venel / J. Differential Equations 251 (2011) 1195–1224 1209Φ(t, Yt) = Φ(0, x0) +
t∫
0
∂φ
∂t
(s, Ys)ds +
t∫
0
〈∇xΦ(s, Ys), f (s, Xs)〉ds
+
t∫
0
〈
σ(s, Xs),∇xΦ(s, Ys)
〉
dBs −
t∫
0
〈∇xΦ(s, Ys),dKs〉 (25)
+ 1
2
t∫
0
〈
σ(s, Ys), Hxφ(s, Ys)σ (s, Ys)
〉
ds, (26)
where Hx is the Hessian matrix. With the reasoning developed for Lemma 3.1 in [23], we get
∣∣Yt − Y ′t ∣∣2 
∣∣∣∣∣
t∫
0
Ws
〈
Ys − Y ′s,σ (s, Xs) − σ
(
s, X ′s
)〉
dBs
∣∣∣∣∣
+
∣∣∣∣∣
t∫
0
Ws
∣∣Ys − Y ′s∣∣2[〈σ(s, Xs),∇xΦ(s, Ys)〉+ 〈σ (s, X ′s),∇xΦ(s, Y ′s)〉]dBs
∣∣∣∣∣
+
t∫
0
∣∣Ys − Y ′s∣∣∣∣Xs − X ′s∣∣ds +
t∫
0
∣∣Ys − Y ′s∣∣2 ds
+
t∫
0
∣∣Xs − X ′s∣∣2 ds,
with
Ws := exp
{ −1
2ημ
(
Φ(s, Ys) + Φ
(
s, Y ′s
))}
.
Note that the time-dependence of Φ makes appear new terms, which are easily bounded since Φ ∈
C2(I × Rd). Indeed the proof relies on the two following inequalities implied by the prox-regularity
and the regularity of the sets C(t) (Deﬁnition 3.3)
1
2ημ
〈∇xΦ(s, Ys),dKs〉∣∣Ys − Y ′s∣∣2 − 〈Ys − Y ′s,dKs〉 0,
1
2ημ
〈∇xΦ(s, Y ′s),dK ′s〉∣∣Ys − Y ′s∣∣2 − 〈Ys − Y ′s,dK ′s〉 0
in the sense of nonnegative time-measures.
Applying Doob’s inequality and then Gronwall’s Lemma, it comes
E
[
sup
tt0
∣∣Yt − Y ′t ∣∣4]
t0∫
0
E
[
sup
ts
∣∣Xt − X ′t∣∣4]ds.
This concludes the proof of Proposition 3.10. 
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Theorem 3.11. Let the assumptions of Theorem 3.9 hold true, except the regular property of the set-valued
map C. Then for all initial data x0 ∈ C(0), there exists one and only one process (Xt)t∈I solution of (20) (in
the sense of pathwise uniqueness).
Proof. Theorem 3.11 is a consequence of Theorem 3.7. Indeed it suﬃces to repeat the proof devel-
oped in [31], which permits to obtain Theorem 5.1 of [31] (with abstract compactness arguments)
as a consequence of Theorem 4.1 of [31] (which corresponds to the well-posedness of deterministic
Skorohod problem). 
Remark 3.12. As already pointed out in Remark 5.1 of [31], the existence part of Theorem 3.11 only
requires the boundedness and the continuity of functions f , σ . The Lipschitz regularity is necessary
only for the uniqueness.
3.2.2. Stability results
Denote by x ∈ L∞(I) the solution of
⎧⎨
⎩
dx
dt
(t) +N(C(t), x(t))  f (t, x(t)),
x(0) = x0,
given by Theorem 1.1 of [18] and consider the deterministic process: deﬁned for all ω ∈ Ω by Xt(ω) =
x(t). Denote K for the following deterministic process:
Kt(ω) := −x(t) +
t∫
0
f
(
s, x(s)
)
ds.
Theorem 3.13. Let σ 	 : I × Rd → Rd be maps satisfying that there exists L with for all 	 > 0
∣∣σ	(t, x) − σ	(t, y)∣∣ L|x− y|
and
∥∥σ	∥∥L∞(I×Rd)  L.
We assume that σ 	 tends to 0 in L∞(I × Rd) when 	 goes to 0. Under the assumptions of Theorem 3.9, we
consider a ﬁxed initial data x0 ∈ C(0). For each 	 ∈ (0,1], we denote by (X	t )t∈I the (unique) process solution
of
{
dX	t +N
(
C(t), X	t
)  f (t, Xt)dt + σ	(t, X	t )dBt,
X	0 = x0.
Then X	 converges to X in L4(Ω, L∞(I)):
∥∥X	 − X∥∥L4(Ω,L∞(I))  c∥∥σ	∥∥L∞(I×Rd) −−−→	→0 0, (27)
for some constant c independent of 	 .
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the unique solution of the Skorohod problem
F (	, X)t + K 	t = x0 +
t∫
0
σ	(s, Xs)dBs +
t∫
0
f (s, Xs)ds.
Analogously we deﬁne F (0, ·) with K 0t = Kt and σ 0 = 0.
Then in the previous subsection, we have proved that X	 is the unique ﬁxed point of F (	, ·)
and similarly X is the unique ﬁxed point of F (0, ·). In order to apply the “ﬁxed point theorem with
parameter”, we check that the map F is continuous at 	 = 0.
By Proposition 3.10, there exists a large enough integer p (only depending on the above constants
and L) such that for all 	  0, the map F (	, ·)(p) is a 12 -Lipschitzean map on B. We also deduce that
∥∥X	 − X∥∥B = ∥∥F (p)(	, X	)− F (p)(0, X)∥∥B

∥∥F (p)(	, X	)− F (p)(	, X)∥∥B + ∥∥F (p)(	, X) − F (p)(0, X)∥∥B
 1
2
∥∥X	 − X∥∥B + ∥∥F (p)(	, X) − F (p)(0, X)∥∥B,
which gives
∥∥X	 − X∥∥B  2∥∥F (p)(	, X) − F (p)(0, X)∥∥B.
By Proposition 3.10 the sequence (F (	, X))	 is uniformly bounded in B and the map F (	, ·) is uni-
formly Lipschitz in B (with a constant denoted by k). Hence, Proposition 3.14 below implies
∥∥F (2)(	, X) − F (2)(0, X)∥∥B

∥∥F (	, F (	, X))− F (	, F (0, X))∥∥B + ∥∥F (	, F (0, X))− F (0, F (0, X))∥∥B
 kk˜
∥∥σ	∥∥L∞(I×Rd) + k˜∥∥σ	∥∥L∞(I×Rd)  ∥∥σ	∥∥L∞(I×Rd).
Then by iterating the reasoning, we deduce that there exists a constant c such that (27) holds. 
Proposition 3.14.With the notations of Theorem 3.13, there exists a constant k˜ (independent of 	) such that
∥∥F (	, X) − F (0, X)∥∥B  k˜∥∥σ	∥∥L∞(I×Rd). (28)
Proof. Let us denote the processes Y 	 := F (	, X), Y := F (0, X) and Z := Y 	 − Y . Then Z satisﬁes the
following stochastic differential equation:
dZt = −
(
dK 	t − dKt
)+ σ	(t, Xt)dBt .
With the same arguments as in the proof of Proposition 3.10, it can be shown
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∣∣Y 	t − Yt∣∣2 
∣∣∣∣∣
t∫
0
〈
Y 	s − Ys,σ 	(s, Xs)
〉
dBs
∣∣∣∣∣
+
t∫
0
∣∣Y 	s − Ys∣∣2 ds + ∥∥σ	∥∥2L∞(I×Rd).
Then applying Doob’s inequality, we get for every t0 ∈ I
E
[
sup
tt0
|Zt |4
]
 E
[
sup
tt0
∣∣∣∣∣
t∫
0
〈
Y 	s − Ys,σ 	(s, Xs)
〉
dBs
∣∣∣∣∣
2]
+
t0∫
0
E
[
sup
ts
|Zt |4
]
ds + ∥∥σ	∥∥4L∞(I×Rd)

∥∥σ	∥∥2L∞(I×Rd)E
[ t0∫
0
|Zs|2 ds
]
+
t0∫
0
E
[
sup
ts
|Zt |4
]
ds + ∥∥σ	∥∥4L∞(I×Rd).
By Cauchy–Schwarz inequality, we obtain
E
[
sup
tt0
|Zt |4
]

∥∥σ	∥∥4L∞(I×Rd) +
t0∫
0
E
[
sup
ts
|Zt |4
]
ds.
By Gronwall’s Lemma, we obtain (28). 
4. Euler scheme for stochastic sweeping process
We recall that in [31], Y. Saisho proved the convergence of some discretized Skorohod problems to
the continuous Skorohod problem is studied with a constant set C . More precisely, for l ∈ C0(I) and
a partition of I given by (tnh = nh)0nTh−1 , the function xh deﬁned by:{
xh(t) := x0, for all t ∈
[
0, t1h
]
,
xh(t) := PC
[
xh
(
tnh
)+ l(t) − l(tnh)], for all t ∈ [tnh, tn+1h ],
converges in L∞(I) to the unique solution x of the Skorohod problem
{
x(t) + k(t) = l(t), t ∈ I,
x(0) = x0. (29)
Moreover, the associated map kh := l − xh converges in L∞(I) to k.
This section is devoted to the extension of such results for time-dependent sets C(·). Let us con-
sider a set-valued map C(·) on I = [0, T ]. We now deﬁne a discretized solution x˜h as follows:
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x˜h(t) := x0, for all t ∈
[
0, t1h
]
,
x˜h(t) := PC(tn+1h )
[
x˜h
(
tnh
)+ l(t) − l(tnh)], for all t ∈ ]tnh, tn+1h ]. (30)
If the set-valued map C varies in an absolutely continuous way and takes uniformly prox-regular
values, then it can be checked that x˜h(tnh)+l(t)−l(tnh) is close to C(tn+1h ) and so its projection is single-
valued for h small enough. The scheme is also well deﬁned for h small enough and semi-implicit as
we consider C(tn+1h ). It is a prediction–correction algorithm: predicted point x˜h(t
n
h) + l(t) − l(tnh), that
may not belong to C(tn+1h ), is projected onto C(t
n+1
h ). Moreover, we refer the reader to the works
(mentioned in the introduction) dealing with deterministic sweeping process. Such schemes are well
known in the framework of sweeping process (when l ∈ W 1,1(I)) and corresponds to the so-called
Catching-Up Algorithm introduced by J.J. Moreau in [29].
Remark 4.1. If C(·) is a set-valued map taking uniformly prox-regular values and varying in an abso-
lutely continuous way, it is well known that the Euler scheme is convergent for smooth functions l
(as in this case, Skorohod problem corresponds to sweeping process), see for example [18,19]: for
l ∈ W 1,1(I), the sequence (x˜h)h strongly converges to the unique solution x of (29).
Theorem 4.2. Consider an admissible set-valued map C, varying in an absolutely continuous way. For every
function l ∈ C0(I), the discretized solutions (x˜h)h strongly converges in L∞(I) to the unique solution x of (29).
Proof. According to Proposition 4.4, (x˜)h is uniformly continuous with respect to h on I . By Arzela-
Ascoli’s Theorem, {x˜h, h > 0} is relatively compact in C0(I). Then by uniqueness of solution to
the continuous problem (29), it suﬃces to show that every convergent subsequence (still denoted
by (x˜h)h) converges to a solution of (29). Let us ﬁx such a convergent subsequence and write x for its
limit. Obviously x is continuous. Since for t ∈ ]tnh, tn+1h ], x˜h(t) ∈ C(tn+1h ), we deduce that
dC(t)
(
x˜h(t)
)
 dH
(
C
(
tn+1h
)
,C(t)
)

∣∣v(tn+1h )− v(t)∣∣−−−→h→0 0,
where v is the continuous function given by Deﬁnition 3.4. So we get that for all t ∈ I , x(t) ∈ C(t).
Moreover Proposition 4.4 implies that k = l − x has a bounded variation on I so it suﬃces to
check (15). Indeed the algorithm implies that with kh := l − x˜h and t ∈ ]tnh, tn+1h ]
kh(t) − kh
(
tnh
) ∈ N(C(tn+1h ), x˜h(t)).
We left the details to the reader and refer to Theorem 4.1 of [31] for arguments in order to take the
limit in the previous discrete inclusion and to deduce (15). The idea rests on the hypomonotonicity
of the proximal normal cone.
This permits to prove that x is a solution of (29) and so by compactness arguments we deduce
that x˜h converges to the unique solution of (29). 
Remark 4.3. We would like to describe another way than the compactness argument, allowing us to
prove the previous theorem. Indeed by a similar reasoning than the one used in Proposition 4.4, we
can obtain a discrete version of (6) in Lemma 1.1 of [23]: let l, l be two continuous functions, we
denote x and x˜h , the continuous and discretized solutions of the Skorohod problem (SkP, l), then
‖x˜h − x˜h‖2L∞(I)  ‖l − l‖L∞(I) + ‖l − l‖2L∞(I).
Moreover the implicit constant does not depend on h and depends only on l and l. So we conclude
that the maps (l → x˜h) is Hölder continuous of order 12 from C0(I,Rd) into itself on compact sets
(and the bound can be chosen independent of h). Thanks to Proposition 3.5, the map (l → x) is Hölder
continuous of order 12 from C
0(I,Rd) into itself on compact sets too.
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have
‖x˜h − x‖L∞(I)  ‖x˜h − x˜h‖L∞(I) + ‖x˜h − x‖L∞(I) + ‖x− x‖L∞(I).
From the Hölder regularity of the maps (l → x˜h) and (l → x), we know that the ﬁrst and third terms
are bounded by 	1/2 (up to a numerical constant). Thanks to Remark 4.1, the second term tends to 0
as l ∈ W 1,1(I). Thus we deduce that x˜h uniformly converges to x.
Proposition 4.4. The continuous functions x˜h are uniformly continuous on I and x˜h − l has a bounded vari-
ation, both them uniformly with respect to h. These estimations only depend on l via its L∞-norm and its
uniform continuity modulus.
This proposition can be seen as a “discrete version” of (18) (or Lemma 1.1(7) and Lemma 1.2
of [23]), so we will follow their proofs.
Proof of Proposition 4.4. We take again the notations, introduced in the proof of Proposition 3.5
(second step). We set kh := l − x˜h and let m be a ﬁxed integer.
First step: Boundedness of the discrete variation |kh|(Tm+1) − |kh|(Tm).
For every s, t ∈ [Tm, Tm+1], thanks to the admissibility property, we get (with n0,n1 satisfying
tn0h ∈ [s, s + h[ and tn1h ∈ ]t − h, t]):
∣∣x˜h(t) − x˜h(s)∣∣+ ∣∣l(t) − l(s)∣∣ 〈x˜h(s) − x˜h(t) + l(t) − l(s),uim 〉

n1−1∑
n=n0
〈−x˜h(tn+1h )+ x˜h(tnh)+ l(tn+1h )− l(tnh),uim 〉
+ 〈−x˜h(t) + x˜h(tn1h ),uim 〉+ 〈−x˜h(tn0h )+ x˜h(s),uim 〉
+ 〈l(t) − l(tn1h ),uim 〉+ 〈l(tn0h )− l(s),uim 〉
 δ
n1−1∑
n=n0
∣∣x˜h(tn+1h )− x˜h(tnh)− l(tn+1h )+ l(tnh)∣∣
+ δ∣∣x˜h(t) − x˜h(tn1h )− l(t) + l(tn1h )∣∣
+ δ∣∣x˜h(tn0h )− x˜h(s) − l(tn0h )+ l(s)∣∣.
We have used that for all integer n and t ∈ ]tnh, tn+1h ]
x˜h(t) − x˜h
(
tnh
)− l(t) + l(tnh) ∈ −N(C(tn+1h ), x˜h(t)).
So we conclude
|kh|(t) − |kh|(s) 1
δ
(∣∣x˜h(t) − x˜h(s)∣∣+ ∣∣l(t) − l(s)∣∣),
where we set the discrete variation
|kh|(t) − |kh|(s) :=
∣∣kh(t) − kh(tn1h )∣∣+
n1−1∑
n=n
∣∣kh(tn+1h )− kh(tnh)∣∣+ ∣∣kh(s) − kh(tn0h )∣∣.
0
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|kh|(Tm+1) − |kh|(Tm) K , (31)
for some numerical constant, as for Proposition 3.5.
Second step: Uniform continuity of x˜h .
Let η be a constant of prox-regularity of all the sets C(·). Furthermore for s, t ∈ [Tm, Tm+1] we
write
∣∣x˜h(t) − x˜h(s)∣∣2e−[|kh |(t)−|kh |(s)]/η = ∣∣x˜h(tn1h )− x˜h(tn0h )∣∣2e−[|kh |(tn1h )−|kh |(tn0h )]/η + Rest.
We denote S for the ﬁrst term and we only study it as the Rest can be similarly estimated. By a
discrete differentiation, it comes
S =
n1−1∑
n=n0
(∣∣x˜h(tn+1h )− x˜h(tn0h )∣∣2 − ∣∣x˜h(tnh)− x˜h(tn0h )∣∣2)e−[|kh |(tn+1h )−|kh |(tn0h )]/η
+
n1−1∑
n=n0
∣∣x˜h(tnh)− x˜h(tn0h )∣∣2(e−[|kh |(tn+1h )−|kh |(tn0h )]/η − e−[|kh |(tnh)−|kh |(tn0h )]/η).
Furthermore
S =
n1−1∑
n=n0
〈
x˜h
(
tn+1h
)− x˜h(tnh), x˜h(tn+1h )+ x˜h(tnh)− 2x˜h(tn0h )〉e−[|kh |(tn+1h )−|kh |(tn0h )]/η (32)
+
n1−1∑
n=n0
−∣∣x˜h(tnh)− x˜h(tn0h )∣∣2[e−[|kh |(tnh)−|kh |(tn0h )]/η − e−[|kh |(tn+1h )−|kh |(tn0h )]/η] (33)
:= S1 + S2. (34)
Then in S1, we make the following replacement in the ﬁrst term in the inner product
x˜h
(
tn+1h
)− x˜h(tnh)= (l(tn+1h )− l(tnh))− (kh(tn+1h )− kh(tnh)). (35)
Thus we write S1 = I + II. The ﬁrst term I equals to
I =
n1−1∑
n=n0
〈
l
(
tn+1h
)− l(tnh), l(tn+1h )+ l(tnh)− 2l(tn0h )〉e−[|kh |(tn+1h )−|kh |(tn0h )]/η
− 〈l(tn+1h )− l(tnh),kh(tn+1h )+ kh(tnh)− 2kh(tn0h )〉e−[|kh |(tn+1h )−|kh |(tn0h )]/η.
The ﬁrst quantity I1 (by producing the reverse manipulations with l instead of x˜h) can be bounded
by supst1t2t |l(t2) − l(t1)|2 by (31). With the help of a change of variable, it can be shown that
I2 
n1−1∑
n=n
∣∣kh(tn+1h )− kh(tnh)∣∣∣∣l(tnh)− l(tn1h )∣∣ [|kh|(t) − |kh|(s)] sup
st1t2t
∣∣l(t2) − l(t1)∣∣.
0
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recall that
kh
(
tn+1h
)− kh(tnh) ∈ N(C(tn+1h ), x˜h(tn+1h )).
Due to the η-prox-regularity with Lemma 2.5, (11) yields
−〈kh(tn+1h )− kh(tnh), x˜h(tn+1h )− x˜h(tn0h )〉 12η
∣∣x˜h(tn+1h )− x˜h(tn0h )∣∣2∣∣kh(tn+1h )− kh(tnh)∣∣
+ 1
2η
dH
(
C
(
tn0h
)
,C
(
tn+1h
))2∣∣kh(tn+1h )− kh(tnh)∣∣
+ ∣∣kh(tn+1h )− kh(tnh)∣∣dH(C(tn0h ),C(tn+1h )).
We produce a similar reasoning for x˜h(tnh), in noting that
∣∣x˜h(tnh)− x˜h(tn+1h )∣∣ [v(tn+1h )− v(tnh)]+ ∣∣l(tn+1h )− l(tnh)∣∣,
thanks to (30). We deduce that the second term is bounded by
II 1
η
n1−1∑
n=n0
∣∣x˜h(tn+1h )− x˜h(tn0h )∣∣2∣∣kh(tn+1h )− kh(tnh)∣∣e−[|kh |(tn+1h )−|kh |(tn0h )]/η
+ c[|kh|(t) − |kh|(s)]([|v|(t) − |v|(s)]+ [|v|(t) − |v|(s)]2 + sup
st1t2t
∣∣l(t2) − l(t1)∣∣),
where c is a numerical constant and v is given by Deﬁnition 3.4 (v controls the variation of the
set C(·)).
It remains to study the term S2 corresponding to (33). Using
η
e−[|kh |(tnh)−|kh |(t
n0
h )]/η − e−[|kh |(tn+1h )−|kh |(tn0h )]/η
|kh|(tn+1h ) − |kh|(tnh)
 e−[|kh |(t
n+1
h )−|kh |(t
n0
h )]/η,
it comes
II + S2 
[|kh|(t) − |kh|(s)]([|v|(t) − |v|(s)]+ [|v|(t) − |v|(s)]2 + sup
st1t2t
∣∣l(t2) − l(t1)∣∣). (36)
Finally with (31), we obtain that
∣∣x˜h(t) − x˜h(s)∣∣2  sup
st1t2t
∣∣l(t2) − l(t1)∣∣2
+ sup
st1t2t
∣∣l(t2) − l(t1)∣∣+ [|v|(t) − |v|(s)]+ [|v|(t) − |v|(s)]2. (37)
So we get
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TmstTm+1
∣∣x˜h(t) − x˜h(s)∣∣2  sup
st1t2t
∣∣l(t2) − l(t1)∣∣2 + sup
st1t2t
∣∣l(t2) − l(t1)∣∣
+ [|v|(Tm+1) − |v|(Tm)]+ [|v|(Tm+1) − |v|(Tm)]2.
As in Proposition 3.5, the uniform continuity of v implies that [|v|(Tm+1) − |v|(Tm)] can be assumed
small with respect to r (it suﬃces to take τ suﬃciently small). Hence, the collection of indices m is
ﬁnite and so (31) becomes
|kh|(τ ) − |kh|(0) K ′ (38)
for some numerical constant K ′ depending only on l (by its uniform modulus continuity and its L∞-
norm). Dividing the time-interval I with sub-intervals of length τ , we deduce that the total variation
|kh|(T ) is (uniformly with respect to h) bounded by a constant depending on l ∈ C0(I).
Then (38) implies that (37) holds for every s, t ∈ I , which gives the uniform continuity of x˜h . 
Remark 4.5. We have detailed the bounds of the terms I , II and S2 in order to give explicitly the
extra term in (36) involving by the “variation” of the set C(·) in the corresponding interval [s, t].
Then we deduce the following result:
Theorem 4.6. Consider an admissible set-valued map C, varying in an absolutely continuous way and f , σ to
be functions satisfying the assumptions of Theorem 3.11. Let X be the unique process, solution of
{
dXt +N
(
C(t), Xt
)  f (t, Xt)dt + σ(t, Xt)dBt ,
X0 = x0
(given by Theorem 3.11), where x0 ∈ C(0) is a non-stochastic initial data. For all ω ∈ Ω , we construct the
following discretized process:
• for all t ∈ [0, t1h ]
X˜ht (ω) := x0, for all t ∈
[
0, t1h
]
,
• for all t ∈ ]tnh, tn+1h ]
X˜ht (ω) := PC(tn+1h )
[
X˜htnh
(ω) + hf (tnh, X˜htnh (ω))+ σ (tnh, X˜htnh (ω))(Bt − Btnh )].
Then for almost every ω ∈ Ω , we have:
lim
h→0
∥∥ X˜h(ω) − X(ω)∥∥L∞(I) = 0.
We refer the reader to Theorem 5.1 of [31] (mainly Lemmas 5.1 and 5.2 of this work) for a detailed
proof of such result, using compactness arguments.
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We ﬁnish this work by brieﬂy presenting a stochastic model of crowd motion, which is an exten-
sion of a deterministic one introduced in [27]. We refer the reader to [38,26,27] for a complete and
detailed description of this model, which takes into account the direct conﬂict between people.
We consider N persons identiﬁed to rigid disks. The center of the i-th disk is denoted by qi ∈ R2
and its radius by ri . Since overlapping is forbidden, the vector of positions q = (q1, ..,qN ) ∈ R2N has
to belong to the “set of feasible conﬁgurations”, deﬁned by
C := {q ∈ R2N , Dij(q) 0 ∀i 	= j}, (39)
where Dij(q) = |qi − q j | − (ri + r j) is the signed distance between disks i and j.
By denoting by U(q) = (U1(q1), ..,UN (qN )) ∈ R2N the global spontaneous velocity of the individu-
als, the crowd motion model can be written as
dq+N(C,q)  U(q)dt.
Now people’s hesitation or panic can be modeled by a stochastic perturbation σ(t,q)dBt , which
gives the following stochastic model:
dq+N(C,q)  U(q)dt + σ(t,q)dBt , (40)
associated with a Brownian motion (Bt)t>0.
In order to get well-posedness results, it also suﬃces to check that C is admissible. This was
already proved in [32] by a direct approach. There, only the case of time-independent radii is studied.
We aim at proving well-posedness of (40) when the radii may depend on time under the following
assumptions: ri are uniformly time-Lipschitz and
inf
t∈[0,T ] infi
ri(t) > 0.
That is why, we want to consider more general situations of moving sets C , deﬁned as an inter-
section of complements of convex sets. More precisely, we check that Theorems 3.11 and 4.6 can be
applied in the framework of [39]. Let us recall it.
We consider the Euclidean space Rd , equipped with its Euclidean metric | |, its inner product 〈·,·〉
and B to be the closed unit ball in Rd . Let I := [0, T ] be a bounded closed time-interval and for
i ∈ {1, .., p} let gi : I × Rd → R be functions (which can be thought as “constraints”). We introduce
the sets Ci(t) for every t ∈ I by:
Ci(t) :=
{
x ∈ Rd, gi(t, x) 0
}
,
and the following one
C(t) :=
p⋂
i=1
Ci(t),
which represents the set of “feasible conﬁgurations x”. We suppose that for all t ∈ I and all i ∈
{1, .., p}, gi(t, ·) is a convex function. We suppose there exists c > 0 and for all t in [0, T ] open sets
Ui(t) ⊃ Ci(t) verifying
dH
(
Ci(t),R
d \ Ui(t)
)
> c, (A0)
where dH denotes the Hausdorff distance.
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∀t ∈ I, x ∈ Ui(t), α 
∣∣∇xgi(t, x)∣∣ β, (A1)
∀t ∈ I, x ∈ Ui(t),
∣∣∂t gi(t, x)∣∣ β, (A2)
and
∀t ∈ I, x ∈ Ui(t),
∣∣D2x gi(t, x)∣∣ M, (A3)
∀t ∈ I, x ∈ Ui(t),
∣∣∂t∇xgi(t, x)∣∣ M. (A4)
We denote by
I(t, x) := {i, gi(t, x) = 0}
the set of “active contraints” and
Iρ(t, x) :=
{
i, gi(t, x) ρ
}
,
for some ρ > 0. As explained before, we want to deal with admissible sets C(t) and so we have to
make the following important assumption: there exist constants ρ,γ > 0 such that for all t ∈ I and
all x ∈ C(t)
∑
i∈Iρ(t,x)
λi
∣∣∇xgi(t, x)∣∣ γ
∣∣∣∣ ∑
i∈Iρ(t,x)
λi∇xgi(t, x)
∣∣∣∣, (Rρ )
for every nonnegative coeﬃcients λi . Such assumption was already used by H. Federer in Theo-
rem 4.10 of [20], in order to estimate the curvature of the intersection of curved sets. We refer to [39]
for a ﬁrst use of this kind of “reverse triangle inequality” (R0) and (Rρ ) in the setting of ﬁrst order
differential inclusions.
We want to apply the previous results to the set-valued map C(·) in order to get well-posedness
results for the following stochastic sweeping process
{
dXt +N
(
C(t), Xt
)  f (t, Xt)dt + σ(t, Xt)dBt ,
X0 = x0 ∈ C(0).
(41)
By Proposition 2.8 in [39], we know that for all t ∈ I , C(t) is uniformly prox-regular and we can
describe its proximal normal cone.
Proposition 5.1. Under Assumption (R0), there exists a constant η such that for all t ∈ I , the set C(t) is
η-prox-regular.
Moreover, for all t ∈ I and x ∈ C(t),
N
(
C(t), x
)= ∑
i∈I(t,x)
N
(
Ci(t), x
)= − ∑
i∈I(t,x)
R
+∇xgi(t, x).
In order to study the set-valued map C(·), we need this technical lemma (whose proof is post-
poned at the end of this section).
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• |u| = 1,
• for all s ∈ [t − τ , t + τ ] ∩ I , y ∈ B(x,2r) and i ∈ Iρ ′(s, y),
〈∇xgi(s, y),u〉 υ. (42)
Remark 5.3. Such a result was already proved in Lemma 2.10 of [39] with r = τ = 0.
Proposition 5.4. For all t ∈ I = [0, T ], the set-valued map C(·) is admissible.
Proof. The uniform prox-regularity of C(t) is asserted in Proposition 5.1. It also remains to check
property (14).
Let t ∈ I and x ∈ C(t) and r, τ ,u be given by the previous lemma. We ﬁx s ∈ [t − τ , t + τ ] ∩ I and
y ∈ B(x,2r) ∩ ∂C(s). Every v ∈ N(C(s), y) ∩ B can be written as follows
v = −
∑
i∈I(s,y)
λi∇xgi(s, y)
with nonnegative coeﬃcients λi . By Assumption (A1),
β
∑
i∈I(s,y)
λi  1.
Then from Assumptions (A3) and (A4), we deduce a Lipschitz regularity for the gradient ∇x gi and so,
we get
〈v,−u〉 =
∑
i∈I(s,y)
λi
〈∇xgi(s, y),u〉
 υ
∑
i∈I(s,y)
λi
 υ/β. (43)
We set δ := υ/β and ux := −u.
So we have proved that for every x ∈ ∂C(t) we can ﬁnd ux , satisfying for all y ∈ ∂C(s) ∩ B(x,2r)
with |t − s| τ and v ∈ N(C(s), y) ∩ B
〈v,ux〉 δ. (44)
Then property (14) is obtained by choosing a bounded covering of
⋃
s,|s−t|τ ∂C(s) ⊂ Rd with balls of
radius r. 
Proposition 5.5. (See Proposition 2.11 in [39].) The set-valued map C is Lipschitz continuous with respect to
the Hausdorff distance.
Remark 5.6. We would like to show the importance of Assumption (R0) for the Lipschitz regularity
of C with an example. Consider the two-dimensional space R2 (d = 2) and choose two constraints
g1(t, x) := x2 and g2(t, x) := e−x1 − x2 − t.
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The two constraints are smooth and convex and satisfy Assumptions (A1)–(A4). Then it is easy to
check that the line {x2 = 0} belongs to the set C(0) (see Fig. 1). However for t > 0, we have
C(t) ⊂ {(x1, x2), x2  0 and x1 − log(t)}.
So we deduce that dH (C(t),C(0)) = ∞ for all t > 0. Computing the gradients, we get
∇xg1(t, x) = (0,1) and ∇xg2(t, x) =
(−e−x1 ,−1).
Assumption (R0) is not satisﬁed as we have:
∣∣∇xg1(t, x) + ∇xg2(t, x)∣∣= e−x1
which could be as small as we want.
Conclusion. In this framework (Assumptions (A0)–(A4) and (Rρ )), we have proved that the set-valued
map C is admissible and Lipschitz continuous.
We can also apply Theorem 3.11 and obtain well-posedness results concerning the following
stochastic differential inclusion (with maps f and σ which are bounded and Lipschitz with respect to
the second variable):
⎧⎪⎨
⎪⎩
dXt +N
(
C(t), Xt
)  f (t, Xt)dt + σ(t, Xt)dBt,
Xt ∈ C(t),
X0 = x0,
for all x0 ∈ C(0). Moreover, an Euler scheme can be used to approach the solution, as it is convergent
thanks to Theorem 4.6.
Corollary 5.7. In particular, if U, σ (t, ·) are Lipschitzean and bounded, then (40) is well posed: for every initial
condition q(0) ∈ C, there is a unique solution to (40).
This numerical scheme (30) makes appear the Euclidean projection PC(t) onto the set C(t). As the
set C(t) is not assumed to be convex but only uniformly prox-regular, we have not eﬃcient numerical
algorithm in order to compute this projection.
In the case of a constant set C , deﬁned (see the beginning of this section) as the intersection
of complements of convex sets, an implementable scheme has been proposed in [24–26] and then
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on the variable x) deﬁned for any point x ∈ C(t) as follows:
C˜(t, x) := {y ∈ Rd, gi(t, x) + 〈∇gi(t, x), y − x〉 0 ∀i}.
This set is convex and included into C(t), due to the convexity of the functions gi(t, ·). This substi-
tution is convenient because classical methods can be employed to compute the projection onto a
convex set. Yet this replacement raises some diﬃculties for the numerical analysis which are solved
in the framework of deterministic sweeping process, in proving that C˜(t, x) is a good local approxi-
mation of C(t) around the point x (we refer the reader to [39] for a detailed study and corresponding
results). The new algorithm (instead of (30)) is the following one: for l ∈ C0(I) we now deﬁne a
discretized solution x˜h as follows:
{
x˜h(t) := x0, for all t ∈
[
0, t1h
]
,
x˜h(t) := PC˜(tn+1h ,x˜h(tnh))
[
x˜h
(
tnh
)+ l(t) − l(tnh)], for all t ∈ ]tnh, tn+1h ]. (45)
It would be interesting to prove its convergence.
In [39], the author has already proved its convergence in the framework of sweeping process for
l ∈ W 1,1(I). The extension of this result to continuous functions l ∈ C0(I) is still open. Indeed, the
main diﬃculty rests on the lack of regularity of the map x → C˜(t, x) (even for time-independent
constraints gi).
Proof of Lemma 5.2. Let t ∈ I and x ∈ C(t), we set the following cone
Nρ
(
C(t), x
) := − ∑
i∈Iρ(t,x)
R
+∇xgi(t, x)
and its polar cone
Cρ
(
C(t), x
) := Nρ(C(t), x)◦ := {w ∈ Rd, ∀v ∈ Nρ(C(t), x), 〈v,w〉 0}.
According to the classical orthogonal decomposition of a Hilbert space as the sum of mutually polar
cones (see [28]), we have:
Id = PNρ(C(t),x) + PCρ(C(t),x),
where P denotes the Euclidean projection.
So let us consider for i ∈ Iρ(t, x) the corresponding decomposition of ∇x gi(t, x):
∇xgi(t, x) = ai + bi ∈ Nρ
(
C(t), x
)+ Cρ(C(t), x).
Assumption (A1) gives us: |bi |  |∇x gi(t, x)|  β . Since ai ∈ Nρ(C(t), x), it can be written: ai =
−∑λ j∇x g j(t, x), λ j  0 involving
|bi| =
∣∣∇xgi(t, x) − ai∣∣=
∣∣∣∣∑
j 	=i
λ j∇xg j(t, x) + (1+ λi)∇xgi(t, x)
∣∣∣∣.
Then using the inverse triangle inequality (Rρ ) and Assumption (A1), we get:
F. Bernicot, J. Venel / J. Differential Equations 251 (2011) 1195–1224 1223|bi| α
γ
(∑
λ j + 1
)
 α
γ
.
As a consequence, it comes:
α
γ
 |bi| β. (46)
Since 0 ∈ Nρ(C(t), x) and ai = PNρ(C(t),x)(∇x gi(t, x)), we obtain
2
〈
bi,−∇xgi(t, x)
〉= ∣∣bi − ∇xgi(t, x)∣∣2 − |bi|2 − ∣∣∇xgi(t, x)∣∣2
= |ai |2 − |bi|2 −
∣∣∇xgi(t, x)∣∣2
−|bi|2 −α
2
γ 2
. (47)
Now we set
u :=
∑
i∈Iρ(t,x) bi
|∑i∈Iρ(t,x) bi| ∈ Cρ
(
C(t), x
)
. (48)
This is well deﬁned because (47) and Assumption (A1) imply that for any j ∈ Iρ(t, x)
∣∣∣∣ ∑
i∈Iρ(t,x)
bi
∣∣∣∣ 1β
〈 ∑
i∈Iρ(t,x)
bi,∇xg j(t, x)
〉
 1
β
〈
b j,∇xg j(t, x)
〉
 α
2
2βγ 2
. (49)
Then (42) for (s, y) = (t, x) follows from (46) and (49) with
υ ′ = α
2
2γ 2pβ
.
For ρ ′ = ρ/2, Lipschitz regularity (A1) and (A2) imply for y ∈ B(x,2r) and s ∈ [t − τ , t + τ ] ∩ I with
r, τ  ρ/(8β)
Iρ ′(s, y) ⊂ Iρ(t, x).
Thanks to Assumptions (A3) and (A4), we can show
〈∇xgi(s, y), v〉 υ ′ − M(2r + τ ) υ,
with υ = υ ′/2 and r, τ  υ/(4M).
Consequently (42) holds for ρ ′ = ρ/2, υ = α2
4γ 2pβ
and r, τ min{ρ/(8β),υ/(4M)}. 
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