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Chapitre 1
Introduction
Dans ce me´moire, j’expose la the´orie des familles e´quivariantes de me-
sures sur le bord a` l’inﬁni du reveˆtement universel d’une varie´te´ compacte a`
courbure strictement ne´gative. Ensuite j’utilise cette the´orie pour e´tudier le
comportement du bas du spectre du laplacien des fonctions sur le reveˆtement
universel lorsqu’on fait varier la me´trique sur la varie´te´ compacte. J’utilise
aussi cette the´orie pour de´montrer la rigidite´ du spectre marque´ des lon-
gueurs dans la classe conforme d’une me´trique a` courbure ne´gative sur un
varie´te´ compacte.
Sur une varie´te´ compacte X qui porte une me´trique a` courbure stricte-
ment ne´gative, le reveˆtement universel X˜ de X a une croissance exponen-
tielle pour toute me´trique g sur X, ce qui se traduit par la non nullite´ de
certains invariants de la me´trique g comme par exemple l’entropie volumique
h(g) = limR→∞
1
R
log VolB(R) (ou` B(R) est une boule de rayon R dans X˜),
ou le bas du spectre du reveˆtement universel λ1(g), de´ﬁni comme la borne
infe´rieure des quotients de Rayleigh
R
X˜
|df |2R
X˜
f2
des fonctions f sur X˜ a` support
compact. Lorsque X admet une me´trique hyperbolique g0 (c’est-a`-dire une
me´trique de courbure constante e´gale a` −1), on peut se poser la question
de savoir si cette me´trique est un extremum pour ces invariants. Un re´sultat
classique de Besson Courtois et Gallot est que les me´triques hyperboliques
sont des minima de l’entropie volumique (voir [BCG1]). Plus pre´cise´ment
la fonctionnelle g → h(g) restreinte aux me´triques de meˆme volume que g0
atteint son minimum en g0 et de plus si dimX ≥ 3 et si h(g) = h(g0) alors g
et g0 sont isome´triques, et ce re´sultat est valable plus ge´ne´ralement lorsque
g0 est une me´trique localement syme´trique a` courbure strictement ne´gative.
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En ce qui concerne le bas du spectre du reveˆtement universel, on sait de´ja
que g0 est un point critique de la fonctionnelle g → λ1(g), et Besson Cour-
tois et Gallot ont montre´ que λ1(g0) est maximal en restriction aux me´triques
conformes a` g0 et de meˆme volume. En particulier si dimX = 2 alors par uni-
formisation λ1(g0) est un maximum de la fonctionnelle g → λ1(g) restreinte
aux me´triques de meˆme volume que g0. Dans le chapitre 3 de ce me´moire on
montre le the´ore`me suivant : (voir the´ore`me 3.9 et corollaire 3.11 ) :
The´ore`me 1.1. Soit X une varie´te´ compacte de dimension ≥ 3 et g0 une
me´trique hyperbolique sur X. Si g est une me´trique conforme a` g0 de meˆme
volume et diﬀe´rente de g0 alors le bas du spectre du reveˆtement universel pour
g0 est strictement supe´rieur a` celui pour g : λ1(g0) > λ1(g). D’autre part il
existe un voisinage de g0 dans sa tranche d’Ebin tel que pour toute me´trique
g contenue dans ce voisinage et diﬀe´rente de g0, le bas du spectre pour g est
strictement supe´rieur a` celui de g0 : λ1(g0) < λ1(g).
Dans ce the´ore`me, la tranche d’Ebin de g0 est une classe de me´triques qui
contient g0 et dont l’espace tangent en g0 est un supple´mentaire orthogonal a`
la somme des espaces tangents en g0 de la classe conforme de g0 et de l’orbite
de g0 par les diﬀe´omorphismes de X. Il va sans dire que λ1(g) est constant
le long de l’orbite de g0 par les diﬀe´omorphismes, et donc le the´ore`me nous
dit que g0 est un point selle de la fonctionnelle g → λ1(g).
Une diﬃculte´ que l’on rencontre lorsqu’on e´tudie λ1(g) pour de´montrer
le the´ore`me 1.1 est qu’il n’existe pas de fonction sur X˜ dont le quotient de
Rayleigh soit minimal et e´gal a` λ1(g) a` cause de la non compacite´ de X˜. Pour
surmonter cette diﬃculte´, on va conside´rer certaines suites de fonctions L2
dont les quotients de Rayleigh sont arbitrairement proches de λ1(g) et qui
convergeront non pas vers une fonction L2 mais vers un objet de´ﬁni sur le
bord a` l’inﬁni de X˜, que l’on peut voir comme une famille e´quivariante de
mesures sur le bord. A cette famille, on associe un “quotient de Rayleigh”
qui co¨ıncide avec la limite des quotients de Rayleigh de la suite de fonctions,
et on montre alors que λ1(g) est la borne infe´rieure des quotients de Rayleigh
des familles de mesures sur le bord (the´ore`me 3.1), et de plus, lorsque g = g0,
alors il existe une famille canonique de mesures dont le quotient de Rayleigh
est minimal et e´gal a` λ1(g0). Conside´rer les quotients de Rayleigh de familles
de mesures plutoˆt que des quotients de Rayleigh de fonctions L2 sur X˜ va
nous permettre d’e´tudier λ1(g) au voisinage de g0 pour de´montrer le the´ore`me
1.1. Par ailleurs une question ouverte est de savoir si pour toute me´trique g il
existe une famille de mesures dont le quotient de Rayleigh soit e´gal a` λ1(g).
7Ces familles de mesures que l’on vient d’introduire sont de´ﬁnies dans le
chapitre 2 de ce me´moire et leurs principales proprie´te´s y sont e´tablies. On y
donnera e´galement la classiﬁcation de ces familles de mesures. Cette the´orie,
duˆe a` Ledrappier, (voir [L1]) et c’est une ge´ne´ralisation de la the´orie des
familles de mesures de Patterson-Sullivan. Ces dernie`res sont des exemples
de familles e´quivariantes de mesures. Les re´sultats de ce chapitre sont de´ja`
connus (voir [L1]), mais l’approche ici est parfois diﬀe´rente de [L1], notam-
ment dans la preuve du fait que les mesures conside´re´es n’ont pas d’atomes,
et du fait que chaque pe´riode d’un cocycle normalise´ est plus grande qu’une
constante fois la longueur de la ge´ode´sique pe´riodique correspondante. Ces
deux faits sont tre`s lie´s et leur preuve est plus ge´ome´trique ici que dans [L1].
Une autre application de la the´orie des familles e´quivariantes de mesures
concerne l’e´tude de la rigidite´ du spectre marque´ des longueurs pour les
varie´te´s compactes a` courbure strictement ne´gative. Sur une varie´te´ rieman-
nienne compacte, on de´ﬁnit le spectre marque´ des longueurs comme la fonc-
tion qui a` chaque classe d’homotopie libre de lacets associe le minimum des
longueurs des lacets dans cette classe. On peut se demander dans quels cas
deux me´triques sont e´gales a` un diﬀe´omorphisme pre`s si et seulement si elles
ont le meˆme spectre marque´ des longueurs. Une condition ne´cessaire pour que
cette e´quivalence soit vraie est que le groupe fondamental soit non trivial aﬁn
qu’il y ait des classes d’homotopie libre de lacets non triviales, ce qui exclu
entre autre le cas d’une sphe`re. Cependant, dans le cas d’une sphe`re, on peut
quand meˆme se demander si la me´trique ronde est la seule me´trique ayant la
proprie´te´ que toutes ses ge´ode´siques sont ferme´es et de meˆme longueur, et la
re´ponse est que non : il existe des sphe`res munies de me´triques non rondes,
appele´es “surfaces de Zoll” ayant cette proprie´te´ (voir [Be2]). On vient de dire
que pour qu’il y ait rigidite´ du spectre marque´ des longueurs, il est ne´cessaire
que le groupe fondamental soit non trivial, on peut dire plus ge´ne´ralement
qu’il est ne´cessaire que pour au moins l’une des deux me´triques que l’on
compare la re´union des courbes de longueur minimale dans leur classe d’ho-
motopie libre soit dense, et on sait que cette condition est re´alise´e lorsque
la me´trique est a` courbure strictement ne´gative. Mais on ne sait toujours
pas si deux me´triques a` courbure ne´gative qui ont le meˆme spectre marque´
sont isome´triques. On sait seulement que c’est le cas en dimension 2 (voir
[O] ou [C]) ou lorsque l’une des deux me´triques est localement syme´trique
(voir [BCG1]). On sait aussi en dimension quelconque que lorsqu’on de´forme
de fac¸on lisse une me´trique a` courbure strictement ne´gative sans en modiﬁer
le spectre marque´ des longueurs, alors cette de´formation est triviale, c’est-a`-
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dire qu’elle est induite par une isotopie (voir [CS]). Dans le chapitre 4, nous
allons de´montrer le the´ore`me suivant :
The´ore`me 1.2. Soit g et g′ deux me´triques conformes sur X, a` courbure
strictement ne´gative et ayant le meˆme spectre marque´ des longueurs. Alors
elles sont e´gales.
Ce re´sultat e´tait de´ja connu : c’est une conse´quence d’un the´ore`me de
Croke, [CD]. La preuve ici est diﬀe´rente de celle de [CD] et fait intervenir
les familles de mesures e´quivariantes et le fait que si deux me´triques ont le
meˆme spectre marque´ des longueurs alors les mesures de Patterson de l’une
et de l’autre sont e´quivalentes.
Chapitre 2
Les familles e´quivariantes de
mesures sur le bord
2.1 Le bord a` l’inﬁni
Soit X une varie´te´ compacte a` courbure strictement ne´gative. Notons X˜
le reveˆtement universel de X, que l’on muni du releve´ de la me´trique sur
X. Le bord a` l’inﬁni ∂X˜ de X˜ est de´ﬁni comme ceci : on appelle rayon
ge´ode´sique l’image d’une isome´trie [0,+∞[→ X˜, et on dit que deux rayons
ge´ode´siques sont e´quivalents s’ils sont a` distance de Hausdorﬀ ﬁnie, la dis-
tance de Hausdorﬀ de deux ensembles e´tant la borne infe´rieure des M > 0
tels que chacun des ensembles soit contenu dans le M-voisinage de l’autre.
Le bord a` l’inﬁni ∂X˜ est de´ﬁni comme l’ensemble des classes d’e´quivalence
de rayons ge´ode´siques (voir par exemple [GH]).
Rappelons sans de´monstration quelques proprie´te´s (voir [BGS]) : Notons
T 1X le ﬁbre´ tangent unitaire de X. Tout vecteur v ∈ T 1X engendre un rayon
ge´ode´sique qui de´ﬁnit un point de ∂X˜ que nous noterons v(∞). Pour tout
x ∈ X˜, chaque point de ∂X˜ est repre´sente´ par un et un seul rayon ge´ode´sique
issu de x, et donc l’application
T 1xX → ∂X˜
v → v(∞)
est une bijection. Cette bijection induit une topologie sur ∂X˜ qui ne de´pend
pas du choix de x. De plus, la re´union X˜ ∪ ∂X˜ admet une topologie d’espace
compact qui est caracte´rise´e par le fait qu’une suite yn ∈ X˜ tend vers un
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point θ ∈ ∂X˜ si et seulement si la distance d(yn, x) tend vers +∞ et si
l’angle x(θ, yn) entre yn et θ vu du point x tend vers 0, x e´tant un point de
X˜ dont le choix n’importe pas.
Enﬁn, rappelons que la de´ﬁnition de ∂X˜ ne de´pend pas du choix de la
me´trique a` courbure strictement ne´gative sur X. En eﬀet c’est une conse´quence
de la proposition suivante (voir [GH], chapitre 5, the´ore`me 25) :
Proposition 2.1. Soient g et g′ deux me´triques a` courbure strictement
ne´gative sur X˜ qui sont les releve´s de me´triques sur X. Il existe une constante
A > 0 telle que
– si r est un rayon ge´ode´sique pour g dans X˜, alors il existe r′ un rayon
ge´ode´sique pour g′ dont la distance de Hausdorﬀ a` r est infe´rieure a` A.
– si c est une ge´ode´sique pour g dans X˜, alors il existe une ge´ode´sique c′
pour g′ dont la distance de Hausdorﬀ a` c est infe´rieure a` A.
2.2 Structure ho¨lde´rienne sur le bord
Le bord a` l’inﬁni ∂X˜ est naturellement muni d’une famille de distances
qui sont toutes Ho¨lder-e´quivalentes les une des autres. Nous allons plus tard
construire certaines de ces distances. Ne´anmoins, il est possible de donner
une description de la structure Ho¨lde´rienne naturelle de ∂X˜ sans avoir a`
introduire une de ces distances, et c’est ce que nous allons faire dans cette
section.
Pour x ∈ X˜, θ ∈ ∂X˜, on note D(x, θ) le coˆne d’angle π/2 issue du vecteur
xθ, c’est-a`-dire
D(x, θ) =
{
y ∈ X˜|x(y, θ) ≤ π/2
}
.
Notons D(x, θ) l’adhe´rence de D(x, θ) dans X˜ ∪ ∂X˜ , et notons ∂D(x, θ) =
D(x, θ) ∩ ∂X˜ . Autrement dit,
∂D(x, θ) =
{
ξ ∈ ∂X˜ |x(ξ, θ) ≤ π/2
}
.
Pour T ≥ 0, notons xT le point a` distance T de x sur le rayon ge´ode´sique
issu de x et dirige´ vers θ. On posera alors
DT (x, θ) = D(xT , θ),
D
T
(x, θ) = D(xT , θ),
∂DT (x, θ) = ∂D(xT , θ).
2.2. STRUCTURE HO¨LDE´RIENNE SUR LE BORD 11
Le fait suivant est une conse´quence des the´ore`mes de comparaison, sa-
chant que la courbure de X˜ est majore´e par une constante strictement ne´gative :
Proposition 2.2. Soient x ∈ X˜, θ ∈ ∂X˜ , alors DT ′(x, θ) ⊂ DT (x, θ) si T ′ ≥
T , et la famille des ensembles (D
T
(x, θ))T∈[0,+∞[ est une base de voisinage
de θ dans X˜ ∪ ∂X˜ .
De´monstration. Montrons par l’absurde la premie`re aﬃrmation : supposons
que DT
′
(x, θ) ne soit pas inclu dans DT (x, θ) et soit z ∈ DT ′(x, θ) \DT (x, θ).
Conside´rons le triangle (z, xT , x
′
T ) : dans ce triangle les angles aux sommets
xT et xT ′ sont ≥ π/2 donc la somme des angles dans ce triangle est stricet-
ment plus grande que π, ce qui est impossible car la courbure est ne´gative
(voir par exemple [GH] chapitre 3, the´ore`me 12).
Montrons la deuxie`me aﬃrmation : il est clair que les ensembles DT (x, θ)
sont des voisinages de θ dans X˜∪∂X˜ . Nous devons montrer que tout voisinage
de θ contient un ensemble DT (x, θ) pour T assez grand. Soit V un voisinage
de θ. Quitte a` le remplacer par un voisinage plus petit, on peut supposer que
V est l’adhe´rence dans X˜ ∪ ∂X˜ d’un ensemble
{y ∈ X˜|d(x, y) > M et x(y, θ) < a},
ou` M, a > 0. Supposons par l’absurde que DT (x, θ) ne soit pas contenu dans
V pour T arbitrairement grand. Soit z ∈ DT (x, θ) \ V . On peut supposer
que T > M donc d(x, z) > M et donc x(z, θ) > a. Conside´rons alors le
triangle (x, z, xT ). Le cote´ [x, xT ] est de longueur T , arbitrairement grand,
et les angles aux sommets x, xT qui bordent ce cote´ sont respectivement > a
et ≥ π/2. Or l’existence d’un tel triangle est impossible lorsque T est trop
grand, (voir proposition 5.3 dans l’annexe), d’ou` une contradiction.
De´ﬁnition 2.3. Fixons x ∈ X˜. On dira qu’une fonction h sur ∂X˜ est Ho¨lder-
continue s’il existe deux constantes A, b > 0 telles que pour tout θ ∈ ∂X˜ ,
T > 0, et pour tout ξ, ζ ∈ ∂DT (x, θ) on ait
|h(ξ)− h(ζ)| ≤ Ae−bT .
Cette de´ﬁnition ne de´pend pas du choix de x d’apre`s la proposition sui-
vante :
Proposition 2.4. Pour tout 	 > 0, il existe une constante A > 0 telle que
si θ ∈ ∂X˜, T ≥ 0, et x, y ∈ X˜ avec d(x, y) ≤ 	, alors
DT+A(y, θ) ⊂ DT (x, θ). (2.1)
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De´monstration. Soit 	 > 0 et soit A une constante > 0 ne de´pendant que
de 	 que l’on de´terminera plus tard. Soit x, y ∈ X˜ tels que d(x, y) ≤ 	,
soit T > 0, θ ∈ ∂X˜ . Supposons par l’absurde qu’il existe z ∈ X˜ tel que z ∈
DT+A(y, θ)\DT (x, θ). Notons (xt), (yt) les ge´ode´siques dirige´es vers θ et telles
que x0 = x et y0 = y. Ces deux ge´ode´siques ne s’e´loignent pas (voir propostion
5.1 dans l’annexe), et on a donc que d(yT , xT ) ≤ 	, et d(yT+A, xT+A) ≤ 	.
Conside´rons alors les deux triangles ge´ode´siques (xT , xT+A, z) et (yT , yT+A, z).
On a que les angles xT (xT+A, z) et yT+A(yT , z) sont ≥ π/2. Donc d’apre`s
la proposition 5.4 (dans l’annexe), on a
d(z, xT+A) ≥ d(z, xT ) + A− 2δ,
d(z, yT ) ≥ d(z, yT+A) + A− 2δ,
(ou` δ est une constante ne de´pendant que de X) et en additionnant ces deux
ine´galite´s on obtient
[d(z, xT+A)− d(z, yT+A)] + [d(z, yT )− d(z, xT )] ≥ 2A− 4δ,
donc 2	 ≥ 2A − 4δ, ce qui est contradictoire pouvu qu’on ait choisi A >
	 + 2δ.
2.3 Cocycles et familles e´quivariantes de me-
sures : de´ﬁnitions
On donne les de´ﬁnitions suivantes (voir aussi [L1], meˆme si les termes
employe´s ont parfois des sens diﬀe´rents) :
– On appelle cocycle une application continue
C : X˜2 × ∂X˜ → R
(x, y, θ)→ Cθ(x, y)
ve´riﬁant
Cθ(x, y) + Cθ(y, z) = Cθ(x, z)
Cγθ(γx, γy) = Cθ(x, y) pour tout γ ∈ Γ,
et telle que pour x, y ﬁxe´, l’application θ → Cθ(x, y) soit Ho¨lder-
continue.
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– On appelle famille e´quivariante de mesures sur ∂X˜ une famille μ = (μx)
qui a` tout x ∈ X˜ associe une mesure ﬁnie μx sur ∂X˜ telle que pour
tout x ∈ X˜ et pour tout γ ∈ Γ, on ait la relation d’e´quivariance
μγ(x) = γ∗μx,
et telle qu’il existe un cocycle C ve´riﬁant
− log
(
dμx
dμy
(θ)
)
= Cθ(x, y). (2.2)
En particulier, les mesures μx d’une meˆme famille sont contenues dans
la meˆme classe de densite´ de mesures, et cette classe est Γ-invariante,
et donc le support de ces mesures est ∂X˜ , car il est ferme´ non vide et
Γ-invariant.
– On dira d’un cocycle qu’il est normalise´ s’il est associe´ a` une famille
e´quivariante de mesures comme ci-dessus.
– On dira que deux cocycles C et C ′ sont cohomologues s’il existe une
fonction continue f : X˜×∂X˜ → R, Γ-invariante (au sens ou` f(γx, γθ) =
f(x, θ)) telle que
Cθ(x, y)− C ′θ(x, y) = f(x, θ)− f(y, θ). (2.3)
Rappelons que de telles fonctions f correspondent a` des fonctions conti-
nues sur T 1X, via l’identiﬁcation Γ-e´quivariante X˜ × ∂X˜ 
 T 1X˜. En
particulier, ces fonctions sont borne´es.
Si C et C ′ sont deux cocycles cohomologues, et si C est normalise´, alors il
existe d’une part une fonction f ve´riﬁant (2.3), et d’autre part il existe une
famille e´quivariante de mesures (μx) ve´riﬁant (2.2). On voit alors que C
′ est
lui aussi normalise´, car si on de´ﬁnit la famille de mesures (μ′x) par
dμ′x
dμx
(θ) = ef(x,θ),
alors on a bien
C ′θ(x, y) = − log
(
dμ′x
dμ′y
(θ)
)
.
Remarquons alors que les mesures μx et μ
′
x sont e´quivalentes, et de plus,
comme f est borne´, il existe une constante A ≥ 1 telle que pour tout x on
ait
A−1μx ≤ μ′x ≤ Aμx.
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L’ensemble des cocycles est un espace vectoriel. Un exemple bien connu
de cocycle non trivial est le cocycle de Busemann, qu’on peut caracte´riser
par la proprie´te´ suivante :
Bθ(x, y) = lim
z→θ
[d(x, z)− d(y, z)]
(voir corollaire 2.7 pour l’existence de cette limite), mais il existe d’autres
cocycles et nous allons tous les de´crire dans ce chapitre. Nous allons aussi
montrer l’existence de familles e´quivariantes de mesures qui n’est pas e´vidente
pour l’instant, et nous allons e´galement toutes les de´crire. En particulier on
montrera le the´ore`me suivant :
The´ore`me 2.5. Pour tout cocycle C, il existe un unique re´el s tel que le co-
cycle C+sB soit normalise´ (ou` B de´signe le cocycle de Busemann). De plus,
les familles e´quivariantes de mesures associe´es a` un meˆme cocycle normalise´
par la relation (2.2) sont toutes proportionnelles.
(Voir aussi [L1], the´ore`mes 1.d et 2.d)
2.4 Construction de cocycles
Dans cette section, on va montrer comment a` partir d’une fonction ho¨lde´rienne
sur T 1X on peut construire un cocycle (corollaire 2.7 ci-cessous). Tout d’abord,
on dit qu’une fonction F sur T 1X est ho¨lde´rienne s’il existe des constantes
A > 0, 0 < b ≤ 1 tels que |F (u)− F (v)| ≤ Ad(u, v)b pour tout u, v ∈ T 1X.
Ici, d de´signe n’importe qu’elle distance sur T 1X e´quivalente a` une distance
riemannienne (le choix de d n’importe pas pour cette de´ﬁnition puisque T 1X
est compacte). On utilisera les ﬂots ge´ode´siques de T 1X et de T 1X˜, qui seront
note´s φt. On notera π les projections canoniques T
1X → X et T 1X˜ → X˜.
Si F est une fonction ho¨lde´rienne sur T 1X, le releve´ de F sur T 1X˜ sera
e´galement note´ F . Pour x, y ∈ X˜, nous noterons ∫ y
x
F l’inte´grale suivante :∫ y
x
F =
∫ T
0
F (φtv)dt,
ou` T = d(x, y) et v ∈ T 1X˜ ve´riﬁe πv = x et πφTv = y (ce vecteur v est
unique si x = y).
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Lemme 2.6. Soit F une fonction ho¨lde´rienne sur T 1X et soit 	0 > 0, alors il
existe des constantes A, b > 0 tels que pour tout 	 ≤ 	0 et pour tout quadruplet
x, x′, y, y′ ∈ X˜ tels que d(x, x′) ≤ 	, d(y, y′) ≤ 	, on a∣∣∣∣∣
∫ y
x
F −
∫ y′
x′
F
∣∣∣∣∣ ≤ A	b
Corollaire 2.7. Pour tout x, y ∈ X˜ et θ ∈ ∂X˜ , notons CFθ (x, y) ou bien∫ θ
x
F − ∫ θ
y
F la limite suivante :
CFθ (x, y) =
∫ θ
x
F −
∫ θ
y
F = lim
z(∈X˜)→θ
(∫ z
x
F −
∫ z
y
F
)
.
Cette limite existe bien, et l’application θ → CFθ (x, y) est Ho¨lder-continue.
Donc la fonction CF ainsi de´ﬁnie est un cocycle.
De´monstration du lemme. Soit F une fonction ho¨lde´rienne et soit 	0 > 0.
Comme ∫ y
x
F −
∫ y′
x′
F =
(∫ y
x
F −
∫ y
x′
F
)
+
(∫ y
x′
F −
∫ y′
x′
F
)
,
il suﬃt de montrer le lemme dans les deux cas suivant : lorsque y = y′ et
lorsque x = x′. Traitons le cas y = y′ (l’autre cas est similaire). L’ide´e de
la preuve est que les deux ge´ode´siques qui partent de x et de x′ et qui se
rejoignent en y se rapprochent de fac¸on exponentielle d’apre`s la proposition
5.5 (dans l’annexe), et comme la fonction F est Ho¨lde´rienne, la diﬀe´rence
entre les deux inte´grales sera petite, inde´pendamment de la longueur des
deux ge´ode´siques.
Voici maintenant la preuve en de´tail. Par commodite´, les distances que
l’on utilisera sur T 1X et sur T 1X˜ sont de´ﬁnies comme ceci : choisissons r > 0
arbitrairement. Pour tout u, v ∈ T 1X (ou ∈ T 1X˜), on de´ﬁnit la distance
d(u, v) entre les vecteurs tangents unitaires u et v par
d(u, v) = sup
s∈[0,r]
d(πφsu, πφsv).
La distance d ainsi de´ﬁnie sur T 1X est Lipschitz-e´quivalente a` n’importe
quelle distance riemannienne sur T 1X. Soit x, x′, y ∈ X˜ tels que d(x, x′) ≤ 	0.
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Comme x et x′ jouent le meˆme roˆle, on peut supposer que d(x′, y) ≥ d(x, y).
Posons T = d(x, y), et τ = d(x′, y)− d(x, y). On a que 0 ≤ τ ≤ d(x, x′) ≤ 	0.
D’apre`s la proposition 5.5, si t ∈ [0, T ] et t ≤ T − r, on a
d(φtu, φt+τv) ≤ d(x, x′)e−λ(20)t,
ou` u, v ∈ T 1X˜ sont les vecteurs base´s en x et en x′ et dirige´s vers y. De plus,
comme la distance d est Lipschitz-e´quivalente a` une distance riemannienne,
et que pour cette distance riemannienne, la norme de la diﬀe´rentielle de φt
est uniforme´ment borne´e lorsque t ∈ [0, r], alors par conse´quent il existe une
constante M > 0 telle que si t ∈ [0, T ] et t > T − r, on a
d(φtu, φt+τv) ≤ Md(x, x′).
Donc, comme F est ho¨lde´rienne, on peut e´crire pour t ∈ [0, T ]
|F (φt+τu)− F (φtv)| ≤
{
Ad(x, x′)be−λ(20)bt si t ≤ T − r,
Ad(x, x′)bM b si t > T − r,
ou` A et b sont les constantes de Ho¨lder pour F . On peut maintenant e´crire
∣∣∣∣∫ y
x
F −
∫ y
x′
F
∣∣∣∣ ≤ ∫ T
t=0
|F (φt+τu)− F (φtv)| dt +
∫ τ
t=0
|F (φtu)| dt
≤ Ad(x, x′)b
(∫ T
0
e−λ(20)btdt + rM b
)
+ τ‖F‖∞
≤ d(x, x′)b
(
A
λ(2	0)b
+ ArM b + 	1−b0 ‖F‖∞
)
,
ce qu’on voulait.
De´monstration du corollaire. Soient x, y ∈ X˜. Pour tout z ∈ X˜, notons
CFz (x, y) =
∫ z
x
F −
∫ z
y
F.
Pour prouver a` la fois l’existence de la limite limz→θ C
F
z (x, y) et la Ho¨lder-
continuite´ en θ, il suﬃt de montrer qu’il existe des constantes A, b > 0
ve´riﬁant : pour tout T > 0, θ ∈ ∂X˜ et z, z′ ∈ DT (x, θ), alors∣∣CFz (x, y)− CFz′ (x, y)∣∣ ≤ Ae−bT . (2.4)
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D’apre`s le lemme 2.6, on sait que CFz (x, y) est borne´ uniforme´ment en z ∈ X˜,
donc la proprie´te´ (2.4) est ve´riﬁe´e lorsque T n’est pas trop grand pourvu
que l’on choisisse la constante A suﬃsament grande et la constante b > 0
suﬃsamment petite. Soit donc T suﬃsamment grand en un sens que l’on
va de´terminer par la suite, et soit z ∈ DT (x, θ). Notons (xt)t≥0 le rayon
ge´ode´sique issu de x et dirige´ vers θ. Il convient de comparer CFz (x, y) avec
CFxT/2(x, y). Pour cela, notons x
′ le projete´ de xT/2 sur la ge´ode´sique passant
par x et z, et notons y′ le projete´ de x′ sur celle passant par y et z. Comme
l’angle xT (x, z) ≥ π/2, alors d’apre`s la proposition 5.4 (dans l’annexe),
le sommet xT est a` distance infe´rieure a` δ de la ge´ode´sique passant par x
et z (δ e´tant une constante ne de´pendant que de X), et ensuite, comme le
segment ge´ode´sique partant de xT vers x se rapproche exponentiellement vite
du segment ge´ode´sique [x, z] (proposition 5.5), on peut e´crire que
d
(
xT/2, x
′
) ≤ 2δe−λ(2δ)T/2.
En particulier, le point x′ est situe´e entre x et z et d(x, x′) ≥ T/2 − 2δ.
Maintenant, la ge´ode´sique partant de x vers z se rapproche elle-meˆme expo-
nentiellement vite de la ge´ode´sique passant par y et z d’apre`s la proposition
5.5, et donc on peut e´crire que
d(x′, y′) ≤ 2d(x, y)e−λ(2d(x,y))[T/2−2δ].
Maintenant on peut appliquer le lemme 2.6 pour faire les estimations sui-
vantes :
|CFz (x, y)− CFxT/2(x, y)| =
∣∣∣∣∣CFz (x′, y′) +
(∫ x′
x
F −
∫ xT/2
x
F
)
+
+
(∫ xT/2
y
F −
∫ y′
y
F
)∣∣∣∣∣
≤ A [d(x′, y′)b + d(x′, xT/2)b + d(y′, xT/2)b]
≤ A′e−b′T ,
ou` A′, b′ sont des constantes qui ne de´pendent ni de T , ni de z. Donc, si
z, z′ ∈ DT (x, θ), on a
|CFz (x, y)− CFz′(x, y)| ≤ 2A′e−b
′T ,
ce qu’on voulait.
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On montrera dans la section suivante que chaque classe de cohomologie
contient un cocycle de la forme CF comme on vient d’en construire.
Remarquons que lorsqu’on applique le corollaire 2.7 en prenant la fonction
F = 1, le cocycle obtenu est le cocycle de Busemann B = C1.
2.5 Cocycles cohomologues
On montre que chaque classe de cohomologie est atteinte par un cocycle
de la forme CF :
Proposition 2.8. Pour tout cocycle C, il existe une fonction ho¨lde´rienne F
sur T 1X telle que les cocycles C et CF soient cohomologues.
De´monstration. Soit C un cocycle. Nous allons construire un autre cocycle
C ′ cohomologue a` C, que l’on va pouvoir e´crire sous la forme CF . Aﬁn de
rendre cette construction plus intuitive, nous allons supposer un instant que
le cocycle C est normalise´, meˆme si ce n’est pas toujours le cas. On suppose
donc qu’il existe une famille e´quivariante de mesures (μx) telle que
dμx
dμy
(θ) = e−Cθ(x,y).
Fixons une origine o, et donnons-nous une fonction ρ sur X˜, de classe C∞
positive et a` support compact, mais ne s’annulant pas sur un domaine fon-
damental de Γ de telle sorte qu’on ait∑
γ∈Γ
ρ(γx) > 0 pour tout x.
De´ﬁnissons une nouvelle famille e´quivariante de mesures (μ′x) en posant
μ′x =
∑
γ
ρ(γ−1x)μγo. (2.5)
Il vient alors que
dμ′x
dμo
(θ) =
∑
γ
ρ(γ−1x)e−Cθ(γo,o),
et le cocycle C ′θ(x, y) = − log(dμ
′
x
dμ′y
(θ)) associe´ a` cette nouvelle famille s’e´crit
C ′θ(x, y) = − log
(∑
γ ρ(γ
−1x)e−Cθ(γo,o)∑
γ ρ(γ
−1y)e−Cθ(γo,o)
)
(2.6)
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Il est cohomologue a` C car on peut e´crire
Cθ(x, y)− C ′θ(x, y) = f(x, θ)− f(y, θ),
avec
f(x, θ) = log
(
dμ′x
dμx
(θ)
)
= log
(∑
γ
ρ(γ−1x)e−Cθ(γo,x)
)
,
qui est bien continue et Γ-invariante.
Mais en fait, meˆme sans supposer que C est normalise´, nous pouvons
de´ﬁnir le cocycle C ′ cohomologue a` C par la formule (2.6) qui a toujours un
sens.
Maintenant, pour ﬁnir la preuve, nous allons e´tablir l’existence d’une
fonction ho¨lde´rienne F sur T 1X telle que C ′ = CF , c’est-a`-dire C ′θ(x, y) =∫ θ
x
F −∫ θ
y
F . Supposons que ce soit le cas, on aurait alors pour tout v ∈ T 1X˜
et pour tout t ≥ 0
C ′v(∞) (πv, πφtv) =
∫ t
s=0
F (φsv)ds,
et donc ne´cessairement on aurait
F (v) =
d
dt
∣∣∣∣
t=0
C ′v(∞) (πv, πφtv)
=
d
dt
∣∣∣∣
t=0
log
(∑
γ
ργ−1π(φtv)e
−Cv(∞)(γo,o)
)
=
∑
γ
d
dt
|t=0 (ργ−1πφtv) e−Cv(∞)(γo,o)∑
γ ργ
−1πve−Cv(∞)(γo,o)
. (2.7)
De´ﬁnissons donc F par (2.7) (nous pouvons le faire car ργ−1π est C∞ et
les sommes
∑
γ sont ﬁnies). A priori, F est de´ﬁnie sur T
1X˜, mais elle est
clairement Γ-invariante, et donc elle induit bien une foncion F sur T 1X.
On doit montrer que F est ho¨lde´rienne. Comme on sait que les produits ou
quotients ou exponentielles de fonctions ho¨lde´riennes sont ho¨lde´riens, il nous
suﬃt de montrer que les fonctions utilise´es a` la ligne (2.7) sont localement
ho¨lde´riennes (i.e. ho¨lde´riennes sur les compactes). Cela est e´vident pour les
fonctions v → ργ−1πv et v → d
dt
|t=0(ργ−1πφtv), car elles sont C∞. En ce qui
concerne les fonctions v → Cv(∞)(γo, o), cela re´sulte du lemme suivant :
20 CHAPITRE 2. FAMILLES DE MESURES
Lemme 2.9. Si h est une fonction ho¨lder-continue sur ∂X˜ , alors la fonction
v ∈ T 1X˜ → h(v(∞)) est localement ho¨lde´rienne.
De´monstration. Soient h une fonction Ho¨lder-continue sur ∂X˜ et K ∈ X˜ un
compact. On doit montrer qu’il existe des constantes A, b > 0 telles que pour
tout u, v appartenant au compact π−1K ⊂ T 1X˜, on ait
|h(u(∞))− h(v(∞))| ≤ Ad(u, v)b.
Soit u, v ∈ π−1K, et posons θ = u(∞) et ξ = v(∞). Comme h est ho¨lder-
continue, il existe des constantes A, λ > 0 ne de´pendant que de h et du
compact K telles que si ξ ∈ ∂DT (x, θ) pour x ∈ K et pour T ≥ 0, alors
|h(θ)− h(ξ)| ≤ Ae−λT .
Nous allons montrer qu’en eﬀet ξ appartient a` ∂DT (πu, θ) si d(u, v) suﬃ-
samment petit, et qu’on peut prendre T d’autant plus grand que d(u, v) est
petit. Soit (xt) la ge´ode´sique engendre´e par le vecteur u et soit T ∈ R tel que
xT soit le projete´ de ξ sur cette ge´ode´sique, autrement dit xT est le point de
cette ge´ode´sique qui minimise la fonction x → Bξ(x, o). De plus, le vecteur
xT ξ fait un angle droit avec la ge´ode´sique (xt) et donc ξ ∈ ∂DT (πu, θ) si
T ≥ 0. Posons 	 = d(u, v). On rappelle que la distance d sur T 1X˜ est de´ﬁnie
par
d(u, v) = sup
s∈[0,r]
d(πφsu, πφsv),
ou` r > 0 a e´te´ ﬁxe´ arbitrairement. Conside´rons donc le vecteur w ∈ T 1X˜
tel que w(∞) = ξ et πw = πu (ce vecteur est unique), alors d’apre`s la
proposition 5.1,
d(πφsv, πφsw) ≤ 	 pout tout s > 0,
et donc d(v, w) ≤ 	, donc
d(u, w) ≤ d(u, v) + d(v, w) ≤ 2	
On rappelle aussi que la distance d sur T 1X˜ est e´quivalente a` une distance rie-
mannienne induite par une me´trique Γ-invariante, ce qui entraine que l’angle
entre deux vecteurs base´s au meˆme point est controle´ par la distance entre
ces deux vecteurs, i.e. il existe une constante M > 0 telle que :
(u, w) ≤ Md(u, w),
2.5. COCYCLES COHOMOLOGUES 21
Notons (yt) la ge´ode´sique engendre´e par le vecteur w. D’apre`s la proposition
5.7 dans l’annexe, on a
d(xt, yt) ≤ (u, w)M0ebt,
ou` M0 et b sont des constantes ne de´pendant que de X˜. On peut en de´duire
par exemple que
d(xt, yt) ≤ 1 si t ≤ −1
b
log ((u, w)M0) . (2.8)
Posons
T0 = −1
b
log ((u, w)M0)− 2.
Nous pouvons alors aﬃrmer que T ≥ T0. En eﬀet, dans le cas contraire, on
aurait
Bξ(xT , o)− Bξ(xT0+2, o) = Bξ(xT , xT0+2)
≥ Bξ(yT , yT0+2)− 2
= T0 − T > 0,
(ou` on a utilise´ (2.8) et le fait que la fonction de Busemann x → Bξ(x, o) est
1-Lipschitzienne). Or ceci contredit le fait que xT est le projete´ de ξ sur (xt).
Donc ﬁnalement on a que
|h(θ)− h(ξ)| ≤ Ae−λT0
= A exp
[
λ
b
log ((u, w)M0) + 2λ
]
≤
[
Ae2λ (2MM0)
λ
b
]
	[
λ
b ],
ce qu’on voulait.
Nous venons de montrer que F est ho¨lde´rienne. Il nous reste a` ve´riﬁer
que C ′ = CF . Pour l’instant, nous savons de´ja d’apre`s la de´ﬁnition de F que
si (xt) est une ge´ode´sique dirige´e vers θ ∈ ∂X˜ , alors pour tout t, s ∈ R, on a
C ′θ(xs, xt) =
∫ xt
xs
F.
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Soit maintenant x, y, θ quelconques. Notons (xt), (yt) les ge´ode´siques dirige´es
vers θ et telles que x0 = x et y0 = y. Soit τ = Bθ(x, y), c’est-a`-dire l’unique
re´el tel que
lim
t→+∞
d(xt+τ , yt) = 0,
On peut e´crire alors
C ′θ(x, y) = C
′
θ(x, xt+τ ) + C
′
θ(xt+τ , yt) + C
′
θ(yt, y)
=
∫ xt+τ
x
F + C ′θ(xt+τ , yt)−
∫ yt
y
F
=
[∫ yt
x
F −
∫ yt
y
F
]
+
[∫ xt+τ
x
F −
∫ yt
x
F
]
+ C ′θ(xt+τ , yt).
Le premier terme entre crochet tend vers CFθ (x, y) quand t tend vers l’inﬁni
d’apre`s le corollaire 2.7. Le deuxieme terme entre crochet tend vers ze´ro
d’apres` le lemme 2.6, et le troisie`me terme C ′θ(xt+τ , yt) tend vers ze´ro car
la fonction C ′ est uniforme´ment continue. Donc C ′θ(x, y) = C
F
θ (x, y), et la
proposition 2.8 est prouve´e.
2.6 Construction de familles e´quivariantes de
mesures
Dans cette section, on va construire suﬃsamment de familles e´quivariantes
de mesures pour montrer la proposition suivante, qui est une brique dans le
the´ore`me 2.5.
Proposition 2.10. Pour tout cocycle C, il existe un re´el s tel que le cocycle
C + sB soit normalise´.
Cette construction est une ge´ne´ralisation de la construction de Patterson
par laquelle on obtient la famille des mesures de Patterson, ce qui correspond
dans ce qui va suivre au cas ou` F = 0.
On introduit tout d’abord la se´rie de Poincare´
Ps(x, y) =
∑
γ∈Γ
e−sd(x,γy), pour x, y ∈ X˜, s ∈ R.
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Lemme 2.11. Il existe un re´el h ≥ 0 appele´ “entropie volumique” tel que
Ps(x, y) = +∞ si s < h,
Ps(x, y) < +∞ si s > h.
De´monstration. Fixons x, y. La fonction R → R+ ∪ {+∞}, s → Ps(x, y) est
de´croissante et vaut +∞ pour s = 0. Soit h = sup{s|Ps(x, y) = +∞} ∈
R
+ ∪ {+∞}. Il nous reste a` montrer que h est ﬁni, et qu’il ne de´pend pas de
x, y. On ve´riﬁe facilement que h est e´gal au taux de croissance exponentiel
suivant
h = lim sup
R→∞
1
R
log#{γ ∈ Γ|d(x, γy) ≤ R}.
Comme l’action de Γ sur X˜ est cocompact ce taux est aussi e´gal au taux de
croissance exponentiel du volume des boules
h = lim sup
R→∞
1
R
logVol(B(x,R)),
Ce taux ne de´pend pas de x, donc h ne de´pend pas de x, y. Enﬁn comme la
courbure de X˜ est minore´e par une constante −a2 < 0, alors le volume de la
boule Vol(B(x,R)) est plus petit que le volume d’une boule de de meˆme rayon
R dans l’espace hyperbolique de dimension n = dimX a` courbure constante
−a2. Or le taux de croissance exponentiel du volume des boules dans l’espace
hyperbolique a` courbure −a2 est e´gal a` a(n−1) et donc h ≤ a(n−1) < ∞.
Soit F une fonction ho¨lde´rienne sur T 1X. On de´ﬁnit la se´rie de Poincare´
ge´ne´ralise´e par
P Fs (x, y) =
∑
γ∈Γ
e−sd(x,γy)−
R γy
x
F , pour x, y ∈ X˜, s ∈ R.
Le fait que cette se´rie converge ou non ne de´pend pas de x, y. Plus pre´cise´ment,
si x, y, x′, y′ ∈ X˜, et si on pose A = d(x, x′) + d(y, y′), on a que pour tout
γ ∈ Γ, ∣∣∣∣∣s(d(x, γy)− d(x′, γy′)) +
∫ γy
x
F −
∫ γy′
x′
F
∣∣∣∣∣ ≤ |s|A+ C,
ou` C est une constante inde´pendante de γ, donne´e par le lemme 2.6. De cela
on peut de´duire
e−|s|A−CP Fs (x, y) ≤ P Fs (x′, y′) ≤ e|s|A+CP Fs (x, y). (2.9)
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Lemme 2.12. Il existe un re´el h(F ) tel que
P Fs (x, y) = +∞ si s < h(F ),
P Fs (x, y) < +∞ si s > h(F ).
De´monstration. Fixons x, y. La fonction s → P Fs (x, y) est de´croissante, et
d’apre`s le lemme 2.11, elle vaut +∞ pour s ≤ −‖F‖∞, et elle a une valeur
ﬁnie pour s ≥ h + ‖F‖∞, donc il existe h(F ) > 0 qui ve´riﬁe l’e´nnoce´ pour
x, y ﬁxe´s. D’apre`s (2.9), h(F ) ne de´pend pas de x, y.
Maintenant nous attaquons la construction de Patterson ge´ne´ralise´e :
Deux cas se pre´sentent : ou bien P Fh(F )(x, y) = +∞ pour tout x, y ∈ X˜,
ou bien P Fh(F )(x, y) < +∞ pour tout x, y ∈ X˜.
Premier cas : On suppose que P Fh(F )(x, y) = +∞ (c’est le cas le plus
simple). Rappelons que la re´union Γ∪∂X˜ est une compactiﬁcation du groupe
discret Γ, et que dans cette compactiﬁcation, une suite γn ∈ Γ converge vers
un point θ ∈ ∂X˜ si et seulement si γn(x) converge vers θ, pour un x et donc
pour tout x ∈ X˜. Fixons o ∈ X˜ une origine quelconque. Pour tout x ∈ X˜ et
s > h(F ), on de´ﬁnit la mesure suivante sur Γ :
μsx =
1
P Fs (o, o)
∑
γ∈Γ
e−sd(x,γo)−
R γo
x
F δγ .
En particulier, les mesures μso sont des probabilite´s, et il existe une suite
sn > h(F ) qui converge vers h(F ) et telle que la suite de mesure μ
sn
o converge
faiblement dans l’espace des mesures sur le compact Γ∪∂X˜ vers une mesure
ﬁnie non nulle μo. Comme la se´rie P
F
s (o, o) tend vers +∞ lorsque s tend
vers h(F ), alors chacun des coeﬃcients devant les masses de Dirac dans
l’expression de μso tend vers ze´ro, ce qui fait que la limite μo est supporte´e
par ∂X˜. Pour tout x ∈ X˜ et s > h(F ) les mesures μsx et μso sont e´quivalente,
avec une fonction densite´ qui peut s’e´crire
dμx
dμo
(γ) = e−s(d(x,γo)−d(o,γo))−(
R γo
x
F−
R γo
o
F)
= exp
[
−
(∫ γo
o
(F + s)−
∫ γo
x
(F + s)
)]
.
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D’apre`s le corollaire 2.7, ces fonctions γ ∈ Γ→ exp [− (∫ γo
o
(F + s)− ∫ γo
x
(F + s)
)]
se prolongent par continuite´ sur ∂X˜ par
θ → exp [−CF+sθ (x, o)]
= exp
[−CFθ (x, o)− sBθ(x, o)] .
De plus, d’apre`s le lemme 2.6, ces prolongements convergent uniforme´ment
en θ sur Γ∪∂X˜ lorsque s tend vers h(F ). Par conse´quent, la suite de mesure
μsnx converge faiblement vers une mesure ﬁnie μx e´quivalente a` μo et on a
dμx
dμo
(θ) = e−C
F
θ (x,o)−h(F )Bθ(x,o).
et donc plus ge´ne´ralement
dμx
dμy
(θ) = e−C
F
θ (x,y)−h(F )Bθ(x,y).
Enﬁn, on veriﬁe facilement que les relations d’e´quivariance μsγx = γ∗μ
s
x, et
donc μγx = γ∗μx Ainsi, (μx) est une famille e´quivariante de mesures ce qui
ache`ve la construction dans le premier cas.
Deuxie`me cas : On suppose que P Fh(F )(x, y) < +∞. On va pouvoir ne´anmoins
construire une se´rie de Poincare´ modiﬁe´e P
F
s tel que P
F
h(F )(x, y) = +∞, puis
reproduire une construction similaire a` celle du premier cas. Fixons une ori-
gine o. On sait que pour tout 	 > 0,
P Fh(F )−(o, o) =
∑
γ
exp
[
(	− h(F ))d(o, γo)−
∫ γo
o
F
]
= +∞.
On peut donc remplacer dans cette se´rie la constante 	 par une fonction
convenablement choisie qui tend vers ze´ro quand γ tend vers l’inﬁni de telle
sorte que la somme reste inﬁnie : plus pre´cise´ment on peut trouver une fonc-
tion α : R+ → R+ \ {0} ve´riﬁant limt→+∞ α(t) = 0 et telle que∑
γ
exp
[
(α (d(o, γo))− h(F )) d(o, γo)−
∫ γo
o
F
]
= +∞.
On peut supposer e´galement (quitte a` remplacer α par une fonction plus
grande) que α est de´croissante, et que la fonction t → tα(t) est croissante.
On pose alors
P
F
s (x, y) =
∑
γ
exp
[
(α (d(x, γy))− s) d(x, γy)−
∫ γy
x
F
]
.
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On a alors que P
F
s (o, o) = +∞ si et seulement si s ≤ h(F ). Pour tout x ∈ X˜
et s > h(F ), on de´ﬁnit la mesure μsx sur Γ :
μsx =
1
P
F
s (o, o)
∑
γ
exp
[
(α (d(x, γo))− s) d(x, γo)−
∫ γo
x
F
]
δγ.
On conside`re a` nouveau une suite (sn) > h(F ) tendant vers h(F ) telle que
les mesures de probabilite´ μsno convergent faiblement vers une mesure μo sur
∂X˜. Ensuite, pour tout x ∈ X˜ et s > h(F ), la densite´ de μsx par rapport a`
μso peut s’e´crire
dμsx
dμso
(γ) = exp [(d(x, γo)α(d(x, γo))− d(o, γo)α(d(o, γo)))
−
(∫ γo
x
(F + s)−
∫ γo
o
(F + s)
)]
, γ ∈ Γ
Cette fonction densite´ se prolonge par continuite´ sur ∂X˜ : en eﬀet, comme
α est une fonction de´croissante qui tend vers ze´ro et comme la fonction
t → tα(t) est croissante, on a que
|d(x, z)α(d(x, z))− d(o, z)α(d(o, z))| ≤ α(d(o, z))|d(x, z)− d(o, z)|
≤ α(d(o, z))d(x, o) −−−−−→
z→θ∈∂X˜
0.
De plus, comme dans le cas pre´ce´dent, ces fonctions densite´ convergent uni-
forme´ment lorsque s tend vers h(F ). Donc μsnx converge faiblement vers une
mesure μx sur ∂X˜ et on a
dμx
dμy
(θ) = e−h(F )Bθ(x,y)−C
F
θ (x,y).
De plus on a bien les relations d’e´quivariance μγx = γ∗μx, donc (μx) est bien
une famille e´quivariante de mesures , ce qui ache`ve la construction.
Par cette construction, on a prouve´ la proposition 2.10 dans le cas d’un
cocycle qui s’e´crit sous la forme CF . Mais on sait par la proposition 2.8 qu’un
cocycle quelconque C est toujours cohomologue a` un cocycle de la forme CF ,
donc C + sB est normalise´ si et seulement si CF + sB est normalise´, et donc
la proposition 2.10 est prouve´e dans le cas ge´ne´ral.
Maintenant nous allons e´noncer une proposition qui re´capitule certaines
proprie´te´s de la construction de Patterson ge´ne´ralise´e ci-dessus. Cette pro-
position servira dans un chapitre ulte´rieur :
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Proposition 2.13. Soit F une fonction ho¨lde´rienne normalise´e sur TX et
soit o ∈ X˜ un point quelconque. Alors il existe (μx) une famille e´quivariante
de mesures associe´e au cocycle CF telle qu’il existe des mesures μso sur Γ
pour tout s > 0 qui ve´riﬁent les proprie´te´s suivantes
– Il existe une suite sn > 0 qui tend vers 0 telles que les mesures μ
sn
o
convergent faiblement vers μo dans l’espace des mesures ﬁnies sur le
compact Γ ∪ X˜.
– Pour tout γ ∈ Γ et pour tout s > 0, la fonction densite´
dγ∗μ
s
o
dμso
,
qui est de´ﬁnie sur Γ a priori, se prolonge par continuite´ sur Γ∪ ∂X˜ et
sa restriction a` ∂X˜ est la fonction
θ → e−CFθ (γo,o)−sBθ(γo,o).
– Enﬁn, pour γ ﬁxe´, le prolongement de la fonction densite´ dγ∗μ
s
o
dμso
convergent
uniforme´ment quand s tend vers 0+
2.7 Le lemme de l’ombre
Le lemme de l’ombre permet de de´crire aproximativement les mesures
d’une famille e´quivariante de mesures a` l’aide du cocycle associe´ :
Lemme 2.14. Soit (μx) une famille e´quivariante de mesures et soit C le
cocycle
Cθ(x, y) = − log
(
dμx
dμy
(θ)
)
.
Alors il existe une constante A ≥ 1 telle que pour tout x ∈ X˜, θ ∈ ∂X˜ ,
T ≥ 0, on ait
A−1e−Cθ(x,xT ) ≤ μx
(
∂DT (x, θ)
) ≤ Ae−Cθ(x,xT )
(ou` xT de´signe le point a` distance T de x sur le rayon ge´ode´sique [xθ)).
De´monstration. Tout d’abord, montrons le lemme pour T = 0, c’est-a`-dire
qu’il existe une constante M ≥ 1 telle que pour tout x, θ, on ait
M−1 ≤ μx (∂D(x, θ)) ≤ M.
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L’ine´galite´ “≤M” est e´vidente car les mesures μx sont ﬁnies et e´quivariantes,
donc leurs masses totales sont borne´es. Quant a` l’ine´galite´ “M−1 ≤”, suppo-
sons par l’absurde qu’elle ne soit pas vraie, alors il existerait une suite xn, θn
telle que
lim
n→∞
μxn (∂D(xn, θn)) = 0.
Comme les mesures sont e´quivariantes et que l’action de Γ sur X˜ est co-
compact, on peut supposer que la suite xn est contenue dans un compact
K ⊂ X˜ et converge vers un point x∞, et que la suite θn converge vers un
point θ ∈ ∂X˜ . Alors pour x ∈ K, l’angle x(θn, θ) converge vers ze´ro uni-
forme´ment en x ∈ K, et en particulier il existe N tel que pour tout n > N
et pour tout x ∈ K on a
xn(θ, θn) ≤ π/4.
Par ailleurs, l’ensemble
V = {ξ ∈ ∂X˜|x(ξ, θ) ≤ π/4, pour tout x ∈ K}
est un voisinage de θ dans ∂X˜ . Donc on a que V ⊂ ∂D(xn, θn) pour n ≥ N
et il vient que
μx∞(V ) = lim
n→∞
μxn(V ) = 0,
ce qui est exclu car le support de μx∞ est ∂X˜ (car il c’est un ferme´ non vide
et Γ-invariant).
Maintenant, montrons le lemme pour T ≥ 0, mais en supposant que le
cocycle s’e´crit sous la forme CF pour une certaine fonction ho¨lde´rienne F sur
T 1X. Soit x ∈ X˜ et θ ∈ ∂X˜ . Remarquons que
CFθ (x, xT ) =
∫ xT
x
F.
On sait d’apre`s le cas pre´ce´dent que
μxT (∂D
T (x, θ)) ∈ [M−1,M ]. (2.10)
Par ailleurs,
μx(∂D
T (x, θ)) =
∫
∂DT (x,θ)
e−C
F
ξ (x,xT )dμxT (ξ). (2.11)
Montrons que la diﬀe´rence CFξ (x, xT )−
∫ xT
x
F avec ξ ∈ ∂DT (x, θ) est borne´e
inde´pendamment de T : comme l’angle xT (x, ξ) est supe´rieur ou e´gal a` π/2
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alors la distance entre xT et son projete´ z sur le rayon ge´ode´sique [xξ) est
infe´rieure a` δ (lemme ??). Alors on a
CFξ (x, xT ) =
∫ z
x
F + CFξ (z, xT ),
et donc ∣∣∣∣CFξ (x, xT )− ∫ xT
x
F
∣∣∣∣ ≤ ∣∣CFξ (z, xT )∣∣ + ∣∣∣∣∫ z
x
F −
∫ xT
x
F
∣∣∣∣
≤ A (2.12)
d’apre`s le lemme 2.6 (A est une constante inde´pendante de T ). Donc en
combinant (2.10), (2.11), (2.12), on obtient
M−1e−
R xT
x
F−A ≤ μx(∂DT (x, θ) ≤ Me−
R xT
x
F+A,
ce qu’on voulait.
Il reste a` traiter le cas d’un cocycle C quelconque. On sait ne´anmoins
qu’un cocycle C est toujours cohomologue a` un cocycle CF , c’est-a`-dire qu’il
existe une fonction f continue et Γ-invariante telle que
Cθ(x, y)− CFθ (x, y) = f(x, θ)− f(y, θ).
On peut alors appliquer le cas pre´ce´dent au cocycle CF associe´ a` la famille
e´quivariante de mesures (μ′x) de´ﬁnie par
dμ′x
dμx
(θ) = ef(x,θ), et on obtient qu’il
existe A tel que pour tout x, θ, T , on ait
A−1e−C
F
θ (x,xT ) ≤ μ′x(∂DT (x, θ) ≤ Ae−C
F
θ (x,xT ),
d’ou` il vient
A−1e−Cθ(x,xT )−3‖f‖∞ ≤ μx(∂DT (x, θ)) ≤ Ae−Cθ(x,xT )+3‖f‖∞ ,
Ce qui ache`ve la de´monstration.
2.8 Distances sur le bord
Dans cette section, on construit une famille de distances sur ∂X˜ . Ces
distances seront compatibles avec la structure ho¨lde´rienne de´ja` de´ﬁnie. Elles
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seront note´es Δx pour x ∈ X˜ (voir ci-dessous) et les boules centre´es en θ
pour la distance Δx “ressembleront” aux ensembles ∂D
T (x, θ) qu’on a de´ja`
introduit.
Pour x ∈ X˜ et pour θ, ξ ∈ ∂X˜ , notons d(x, (θξ)) la distance entre x et la
ge´ode´sique (θξ) si θ = ξ, et a` +∞ sinon.
Proposition 2.15. Il existe une constante A telle que pour tout x ∈ X˜ et
pour tout θ, ξ, ζ ∈ ∂X˜ , on ait
min {d(x, (θζ)), d(x, (ζξ))} ≤ d(x, (θξ)) + A.
De´monstration. Soit θ, ξ, ζ ∈ X˜, et soit z le point situe´ sur la ge´ode´sique (θξ)
a` distance minimale de x, i.e telle que d(x, z) = d(x, (θξ)). Comme X˜ est un
espace δ-hyperbolique pour une certaine constante δ > 0 (voir proposition
5.2 dans l’annexe), le point z est a` distance ≤ δ de la re´union des ge´ode´siques
(θζ) et (ζξ). Par conse´quent, x est a` distance infe´rieure a` d(x, z)+ δ de cette
re´union, autrement dit
min {d(x, (θζ)), d(x, (ζξ))} ≤ d(x, (θξ)) + δ,
ce qu’on voulait.
De´ﬁnition 2.16. Une application Δ : ∂X˜2 → R+ est une quasi-distance si
– elle est continue
– elle est syme´trique
– pour tout θ ∈ X˜, Δ(θ, θ) = 0.
– On a l’ine´galite´ suivante, dite “quasi-ultrame´trique” :
Δ(θ, ξ) ≤
√
2max {Δ(θ, ζ),Δ(ζ, ξ)}
pour tout θ, ξ, ζ ∈ ∂X˜ .
Posons
Δx(θ, ξ) = exp [−bd(x, (θξ))] , (2.13)
avec b = log(
√
2)/A, ou` A est donne´ par la proposition 2.15. Alors d’apre`s
cette proposition, Δx est une quasi-distance pour tout x ∈ X˜.
A toute quasi-distance Δ, on peut associer une distance qui lui est “e´quivalente”.
Plus pre´cise´ment, on pose
Δ(θ, ξ) = inf
{
Δ(θ0, θ1) + . . . + Δ(θn−1, θn) | n ≥ 1, θ0 . . . θn ∈ ∂X˜, θ0 = θ, θn = ξ
}
,
et on a la proposition suivante :
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Proposition 2.17. Si Δ est une quasi-distance, alors Δ est une distance
sur ∂X˜ , et on a
1
2
Δ ≤ Δ ≤ Δ
De´monstration. L’ine´galite´ triangulaire pour Δ est clairement ve´riﬁe´e. L’ine´galite´
Δ ≤ Δ est claire e´galement. Il reste a` montrer l’ine´galite´ Δ ≤ 2Δ. Il nous
suﬃt pour cela de montrer que pour θ0, . . . , θn ∈ ∂X˜, on a
Δ(θ0, θn) ≤ 2 (Δ(θ0, θ1) + . . . + Δ(θn−1, θn)) (2.14)
On utilisera l’ine´galite´ suivante, qui s’obtient en appliquant deux fois l’ine´galite´
quasi-ultrame´trique : pour tout θ, ζ, η, ξ ∈ ∂X˜ , on a
Δ(θ, ξ) ≤ 2max {Δ(θ, ζ),Δ(ζ, η),Δ(η, ξ)} . (2.15)
Montrons l’ine´galite´ (2.14) par re´currence sur n. Le cas n = 1 est trivial.
Supposons que l’ine´galite´ soit vraie jusqu’au rang n, et soit θ0, θn+1 ∈ ∂X˜ .
Posons
M =
n∑
i=0
Δ(θi, θi+1).
Il existe au moins un entier j ∈ {−1, . . . , n− 1} tel que
j∑
i=0
Δ(θi, θi+1) ≤ M/2 et
n∑
i=j+2
Δ(θi, θi+1) ≤ M/2.
D’apre`s (2.15), on peut e´crire
Δ(θ0, θn) ≤ 2max {Δ(θ0, θj+1),Δ(θj+1, θj+2),Δ(θj+2, θn+1)} .
Or, d’apre`s l’hypothe`se de re´currence, on a
Δ(θ0, θj+1) ≤ 2
j∑
i=0
Δ(θi, θi+1) ≤ M,
et de la meˆme manie`re, on a aussi Δ(θj+2, θn+1) ≤ M . Enﬁn, on a clairement
Δ(θj+1, θj+2) ≤ M e´galement. donc Δ(θ0, θn+1) ≤ 2M , ce qui ache`ve la
de´monstration par re´currence.
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D’apre`s cette proposition, on peut de´ﬁnir pour tout x ∈ X˜ la distance
suivante :
Δx(θ, ξ) = inf
{
Δx(θ0, θ1) + . . . + Δx(θn−1, θn) | n ≥ 1, θ0 . . . θn ∈ ∂X˜, θ0 = θ, θn = ξ
}
.
Notons Bx(θ, R) la boule de rayon R centre´e en θ pour la distance Δx. Ces
boules sont lie´es aux ensembles ∂DT (x, θ) de´ja` introduits, par la proposition
suivante :
Proposition 2.18. Il existe une constante A > 0 telle que pour tout x ∈ X˜,
θ ∈ ∂X˜, T ≥ A, on ait les inclusions
∂DT+A(θ, x) ⊂ Bx(θ, e−bT ) ⊂ ∂DT−A(θ, x).
(b de´signe la constante qui apparait en (2.13))
De´monstration. Soit A > 0 une constante que l’on de´terminera plus tard.
Fixons x, θ et notons (xt) la ge´ode´sique dirige´e vers θ telle que x0 = x. Mon-
trons la premie`re inclusion : Soit ξ ∈ ∂DT+A(x, θ) : on a alors xT+A(θ, ξ) ≤
π/2. On cherche a` minorer la distance d(x, (θξ)) entre x et la ge´ode´sique
(θξ). Comme le triangle ge´ode´sique (xT+A, θ, ξ) est δ-hyperbolique (proposi-
tion 5.2), la ge´ode´sique (θξ) est contenue dans le δ-voisinage de la re´union
des deux autres coˆte´s [xA+T θ)∪ [xA+T ξ), et le projete´ de x sur cette re´union
est le sommet xT+A car l’angle xT+A(x, ξ) est supe´rieur a` π. Donc
d(x, (θξ)) ≥ d(x, [xA+T θ) ∪ [xA+T ξ))− δ = d(x, xT+A)− δ = T + A− δ,
donc en choisissant A ≥ δ on a d(x, (θξ)) ≥ T , et donc
Δx(θ, ξ) ≤ Δx(θ, ξ) ≤ e−bT ,
c’est-a`-dire que ξ ∈ Bx(θ, e−bT ), et donc on a montre´ la premie`re inclusion.
Montrons maintenant la deuxie`me inclusion : Soit ξ ∈ Bx(θ, e−bT ). Alors
d’apre`s la proposition 2.17,
Δx(θ, ξ) ≤ 2e−bT , i.e. d(x, (θξ)) ≥ T − log 2
b
.
Soit S ∈ R tel que xS soit le projete´ de ξ sur la ge´ode´sique (xt). Montrons
de´ja` que S est positif. Si S n’est pas positif, cela revient a` dire que l’angle
x(θ, ξ) est supe´rieur a` π/2. Or d’apre`s la proposition 5.4 (dans l’annexe),
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cela implique que la distance d(x, (θξ)) est infe´rieure a` une constante δ′ qui
ne de´pend que de X, or on peut supposer que ce n’est pas le cas, car on peut
supposer que A ≥ log 2
b
+ δ′, et donc d(x, (θξ)) ≥ T − log 2
b
≥ A− log 2
b
≥ δ′. On
a donc ξ ∈ ∂DS(θ, x) avec S ≥ 0, et on veut montrer que ξ ∈ ∂DT−A(θ, x),
donc on a juste a` montrer que S ≥ T −A. Dans le triangle (xS, θ, ξ), l’angle
au sommet xS vaut π/2, donc d’apre`s la proposition 5.4, la distance entre le
sommet xS et son projete´ z sur le coˆte´ oppose´ (θξ) est infe´rieure a` δ
′ :
d(z, sS) ≤ δ′.
On peut alors e´crire S = d(x, xS) ≥ d(x, z)−d(z, xS) ≥ d(x, (θξ))−d(z, xS) ≥
T − log 2
b
− δ′ ≥ T − A, ce qu’on voulait.
Corollaire 2.19. Soit x ∈ X˜. Une fonction h sur ∂X˜ est Ho¨lder-continue
si et seulement si elle est ho¨lde´rienne pour la distance Δx.
Nous pouvons maintenant donner une nouvelle formulation du lemme
de l’ombre en combinant l’ancien lemme de l’ombre (lemme 2.14) avec la
proposition 2.18 :
Lemme 2.20. Soit (μx) une famille e´quivariante de mesures et soit C le
cocycle
Cθ(x, y) = − log
(
dμx
dμy
(θ)
)
.
Alors il existe une constante A ≥ 1 telle que pour tout x ∈ X˜, θ ∈ ∂X˜ ,
T ≥ 0, on ait
A−1e−Cθ(x,xT ) ≤ μx
(
Bx(θ, e
−bT )
) ≤ Ae−Cθ(x,xT )
(ou` xT de´signe le point a` distance T de x sur le rayon ge´ode´sique [xθ)).
La structure ho¨lde´rienne sur ∂X˜ : Nous pouvons maintenant de´montrer
que la structure ho¨lde´rienne sur ∂X˜ est inde´pendante du choix de la me´trique
g a` courbure strictement ne´gative sur X. En eﬀet si on remplace la me´trique
g par une autre me´trique g′ sur X a` courbure strictement ne´gative, et si on
note Δ
′
x les distances qui remplacent alors les distances Δx, on va pouvoir
montrer que les distances Δx et Δ
′
x sont Ho¨lder-e´quivalentes, c’est a` dire
telles qu’il existent des constantes A > 1 et 0 < b < 1 telles que
A−1Δ
1/b
x ≤ Δ′x ≤ AΔbx.
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Pour voir cela, soient ξ, θ ∈ ∂2X˜, on note (θξ)′ la ge´ode´sique pour la me´trique
g′ reliant les points ξ et θ, et on note d′(x, (θξ)′) la distance pour la me´trique
g′ entre cette ge´ode´sique et le point x pour tout x ∈ X˜. La proposition 2.1
implique que les ge´ode´siques (θξ) et (θξ)′ sont chacune contenues dans le
M-voisinage de l’autre, ou` M est une constante ne de´pendant que de g et g′.
De plus, par compacite´ il existe une constante B > 1 telle que
B−2g ≤ g′ ≤ B2g,
et de tout cela on peut de´duire que
B−1d(x, (ξθ))−M ≤ d′(x, (ξθ)′) ≤ Bd(x, (ξθ)) + M,
ce qui entraine que les distances Δ et Δ
′
sont Ho¨lder-e´quivalentes.
2.9 Unicite´ d’une famille e´quivariante de me-
sures associe´e a` un cocycle donne´
Dans cette section nous achevons la de´monstration du the´ore`me 2.5 par
les propositions 2.21 et 2.23
Proposition 2.21. Soit C un cocycle. Il existe un unique re´el s tel que le
cocycle C + sB soit normalise´.
De´monstration. L’existence a de´ja` e´te´ de´montre´e (proposition 2.10). Suppo-
sons par l’absurde qu’il existe s > s′ tels que les cocycles C + sB et C + s′B
soient normalise´s. Soient alors (μx), (μ
′
x) des familles e´quivariantes de me-
sures telles que
Cθ(x, y) + sBθ(x, y) = − log
(
dμx
dμy
(θ)
)
,
Cθ(x, y) + s
′Bθ(x, y) = − log
(
dμ′x
dμ′y
(θ)
)
.
Le lemme de l’ombre (lemme 2.20) donne une estimation des mesures des
boules Bx(θ, e
−bT ) pour les mesures μx et μ
′
x a` l’aide des cocycles correspon-
dant C + sB et C + s′B. On peut donc estimer le rapport des deux mesures
de cette boule a` l’aide de la diﬀe´rence des deux cocycles (s − s′)B : Plus
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pre´sise´ment il existe une constante A > 0 telle que pour tout x, θ et pour
tout T > 0, on ait
A−1e−(s−s
′)T ≤ μx
(
Bx(θ, e
−bT )
)
μ′x (Bx(θ, e
−bT ))
≤ Ae−(s−s′)T .
Autrement dit, pour tout 0 < R ≤ 1,
A−1R(s−s
′)/b ≤ μx (Bx(θ, R))
μ′x (Bx(θ, R))
≤ AR(s−s′)/b.
Comme s− s′ > 0 on voit que ce rapport est petit pour des boules de rayon
R petit. Cela va nous permettre de mettre en e´vidence que la mesure μx est
nulle, ce qui sera la contradiction recherche´e. Soit x ∈ X˜, soit R > 0, et
soit Y = {θ1, . . . , θn} ⊂ ∂X˜ un ensemble R-se´pare´ maximal de ∂X˜ pour la
distance Δx. Alors on a d’une part que les boules Bx(θi, R/2) sont disjointes,
et d’autre part que les boules Bx(θi, R) recouvrent ∂X˜ . Or on a le lemme
suivant :
Lemme 2.22. Soit (μx) une famille e´quivariante de mesures . Alors il existe
une constante M > 0 telle que pour tout x, θ, et pour tout 0 < R ≤ 1, on a
1 ≤ μx (Bx (θ, R))
μx (Bx (θ, R/2))
≤ A
De´monstration. Ce lemme est vrai parce que les estimations donne´es par
le lemme de l’ombre (lemme 2.20) pour deux boules de rayons R et R/2
sont du meˆme ordre de grandeur : en eﬀet, en posant T = −(logR)/b et
T ′ = −(log(R/2))/b, on a d’apre`s le lemme 2.20
μx (Bx(θ, R)) ≤ Ae−Cθ(x,xT ),
μx (Bx(θ, R/2)) ≥ A−1e−Cθ(x,xT ′),
et donc
1 ≤ μx (Bx(θ, R))
μx (Bx(θ, R/2))
≤ A2e−Cθ(xT ′ ,xT ).
Or on a d(xT , xT ′) = T
′ − T = (log 2)/b, et la fonction Cθ(x, y) restreinte
a` l’ensemble des (x, y, θ) telle que d(x, y) ≤ (log 2)/b est borne´e car elle
est continue et invariante pour l’action de Γ qui est cocompacte sur cet
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ensemble. Donc les nombres Cθ(xT , xT ′) sont borne´s par une constante L > 0
inde´pendante de x, θ, R et donc
1 ≤ μx (Bx(θ, R))
μx (Bx(θ, R/2))
≤ A2eL,
ce qui prouve le lemme.
Ainsi, graˆce au lemme, on peut e´crire
μx
(
∂X˜
)
≤
∑
i
μx (Bx (θi, R))
≤ M
∑
i
μx (Bx (θi, R/2))
≤ MA
(
R
2
)(s−s′)/b∑
i
μ′x (Bx (θi, R/2))
≤ MA
(
R
2
)(s−s′)/b
μ′x
(
∂X˜
)
,
et comme R est arbitrairement petit, on a μx(∂X˜) = 0, d’ou` une contradic-
tion. Donc s = s′.
La proposition suivante constitue la dernie`re brique dans le the´ore`me 2.5
Proposition 2.23. Soit C un cocycle normalise´, et soit (μx) et (μ
′
x) deux
familles e´quivariantes de mesures telles que
dμx
dμy
(θ) =
dμ′x
dμ′y
(θ) = e−Cθ(x,y),
alors ces familles de mesures sont proportionnelles.
De´monstration. D’abord nous montrons que μx et μ
′
x sont e´quivalentes. Le
lemme de l’ombre (lemme 2.20) applique´ aux familles (μx) et (μ
′
x) implique
qu’il existe une constante A telle que pour tout x, θ et pour tout 0 < R ≤ 1,
on ait
A−1 ≤ μx (Bx(θ, R))
μ′x (Bx(θ, R))
≤ A.
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Fixons x ∈ X˜. Soit K ⊂ ∂X˜ un compact. Notons
KR =
⋃
θ∈K
Bx(θ, R), pour R > 0.
Alors K =
⋂
R KR et μx(K) = limR→0 μx(KR). Soit 0 < R ≤ 1/2 et soit
{θ1, . . . , θn} ⊂ K un sous-ensemble R-se´pare´ maximal pour la distance Δx.
Alors la re´union des boules Bx(θi, R/2) est disjointe et contenue dans KR/2
et les boules Bx(θi, R) recouvrent K. Donc
μ′x(K) ≤
∑
i
μ′x(Bx(θi, R)
≤ A
∑
i
μx(Bx(θi, R)
≤ AM
∑
i
μx(Bx(θi, R/2) (via le lemme 2.22)
≤ AMμx(KR/2).
Comme R est arbitrairement petit, on a μ′x(K) ≤ AMμx(K) et de la meˆme
manie`re, on prouve que μx(K) ≤ AMμ′x(K). Or comme les mesures μx et
μ′x sont re´gulie`re, (ce qui signiﬁe que la mesure d’un bore´lien est le sup des
mesures des compacts inclus dans ce bore´lien), alors les ine´galite´s pre´ce´dentes
sont valables pour tout bore´lien, autrement dit
A−1M−1μx ≤ μ′x ≤ AMμx.
En particulier, pour tout x, les mesures μx et μ
′
x sont e´quivalentes, et d’apre`s
le tho´re`me de Radon-Nikodym, il existe une fonction mesurable h sur ∂X˜
telle que
dμ′x
dμx
(θ) = h(θ) μx(θ)-presque partout.
La meˆme fonction h convient pour tout les x. En particulier pour tout γ ∈ Γ,
h(γ−1θ) =
dμ′x
dμx
(γ−1θ) =
dμ′γx
dμγx
(θ) = h(θ) μx(θ)-presque partout,
et donc on peut supposer que h est Γ-invariante. Il nous reste donc juste
a` montrer que h est constante μx-presque partout. Supposons par l’absurde
que c¸a ne soit pas le cas, alors il existe une constante A telle que les ensemble
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Y = {h > A} et Z = {h ≤ A} soient de mesure non nulle pour μx. Or ces
ensembles sont Γ-invariant, donc on peux de´ﬁnir une famille de mesures non
nulles (μ′′x) en posant
μ′′x = μx(Y ∩ ·).
Alors (μ′′x) est bien une famille e´quivariante de mesure qui ve´riﬁe les meˆmes
relations de densite´ que (μx). Donc d’apre`s les arguments pre´ce´dents, les
mesures μx et μ
′′
x sont e´quivalentes, ce qui est une contradiction car μx(Z) > 0
et μ′′x(Z) = μx(Y ∩ Z) = μx(∅) = 0. Ceci ache`ve la de´monstration.
Dans la ﬁn de cette section nous utilisons le re´sultat d’unicite´ contenu
dans la proposition 2.23 ci-dessus pour e´nnoncer une proposition qui est un
raﬃnement de la proposition 2.13 et qui nous sera utile dans un chapitre
ulte´rieur.
Proposition 2.24. Soit F une fonction ho¨lde´rienne normalise´e sur TX et
soit (μx) une famille e´quivariante de mesures associe´e au cocycle C
F . Soit
o ∈ X˜ un point quelconque. Alors il existe des mesures μso sur Γ pour tout
s > 0 qui ve´riﬁent les proprie´te´s suivantes
– Les mesures μso convergent faiblement vers μo dans l’espace des mesures
ﬁnies sur le compact Γ ∪ X˜ quand s tend vers 0+.
– Pour tout γ ∈ Γ et pour tout s > 0, la fonction densite´
dγ∗μ
s
o
dμso
,
qui est de´ﬁnie sur Γ a priori, se prolonge par continuite´ sur Γ∪ ∂X˜ et
sa restriction a` ∂X˜ est la fonction
θ → e−CFθ (γo,o)−sBθ(γo,o).
– Enﬁn pour γ ﬁxe´, les prolongements des fonctions densite´ dγ∗μ
s
o
dμso
convergent
uniforme´ment quand s tend vers 0+
2.10 Les pe´riodes d’un cocycle
Le groupe Γ du reveˆtement X˜ → X est un groupe d’isome´trie de X˜.
Comme X est compacte, chaque e´le´ment γ ∈ Γ\{1} est hyperbolique, ce qui
signiﬁe que l’action de γ sur le compactiﬁe´ X˜ ∪ ∂X˜ admet exactement deux
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points ﬁxes situe´s sur le bord ∂X˜, et agit par translation sur la ge´ode´sique
reliant ces deux points, dans la direction de l’un d’entre eux qu’on note γ+.
L’autre est note´ γ−. La longueur de la translation est note´ γ[1]. C’est un
re´el strictement positif. La ge´ode´sique (γ+γ−) se projette sur une ge´ode´sique
ferme´e de X. Chaque vecteur v ∈ T 1X tangent a` cette ge´ode´sique ferme´e est
γ[1]-pe´riodique pour le ﬂot ge´ode´sique (φt).
Soit C un cocycle. Pour tout γ ∈ Γ, on de´ﬁnit la pe´riode de C en γ, note´
γ[C] :
γ[C] = Cγ+(x, γx).
Cette de´ﬁnition ne de´pend pas de x car le cocycle C est Γ-invariant. Les
pe´riodes de C en deux e´le´ments conjuge´s sont e´gales :
γ[C] = (αγα−1)[C].
Dans le cas ou` C = CF pour une fonction ho¨lde´rienne F sur T 1X,
γ[CF ] =
∫ γ[1]
t=0
F (φtv) dt,
ou` v ∈ T 1X est la projection d’un vecteur unitaire tangent a` la ge´ode´sique
(γ+γ−) et dirige´ vers γ+. Pour alle´ger, nous noterons γ[F ] = γ[C
F ], et nous
dirons que ce nombre est la pe´riode de F en γ. Avec ces notations, on retrouve
bien que γ[1] est la longueur de la translation induite par γ sur la ge´ode´sique
(γ+γ−).
Si deux cocycles C et C ′ sont cohomologues, alors leurs pe´riodes sont
e´gales. En eﬀet il existe une fonction continue f : X˜×∂X˜ → R, Γ-invariante,
telle que
Cθ(x, y)− C ′θ(x, y) = f(x, θ)− f(y, θ),
et donc γ[C]− γ[C ′] = f(x, γ+)− f(γ(x), γ+) = 0.
On montre que la re´ciproque est e´galement vraie : deux cocycles sont
cohomologues si leurs pe´riodes sont e´gales. C’est un corollaire du the´ore`me
suivant :
The´ore`me 2.25 (Livsic). Soit F une fonction ho¨lde´rienne sur T 1X dont
les pe´riodes sont nulles. Alors il existe une fonction continue U sur T 1X
de´rivable dans la direction du ﬂot ge´ode´sique tel que F soit la de´rive´e de Lie
de U par le champ de vecteur ge´ne´rateur du ﬂot ge´ode´sique.
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De´monstration. Construisons la fonction U qui convient. Il existe v ∈ T 1X
tel que l’orbite positive de v soit dense (voir dans annexe : sous-section 5.2.5).
On commence par de´ﬁnir la fonction U sur l’orbite de v : on pose U(v) = 0.
Alors on doit ne´cessairement avoir pour tout t ∈ R
U(φt(v)) =
∫ t
0
F (φs(v))ds.
On montre alors que la fonction U ainsi de´ﬁnie sur l’orbite de v est uni-
forme´ment continue. En eﬀet, on se donne 	 > 0. Soit α > 0 une constante
ne de´pendant que de 	 que nous allons de´ﬁnir plus tard, et soient deux
points u1, u2 de l’orbite de v, tels que d(u1, u2) ≤ α. Soient s1 et s2 tels
que u1 = φs1(v) et u2 = φs2(v), et soit t = s2 − s1, on peut supposer que
t ≥ 0 quitte a` e´changer u1 et u2. Alors u1 est (t, α)-pe´riodique (ce qui si-
gniﬁe que d(u1, φt(u1)) ≤ α, voir dans l’annexe 5.2.3). D’apre`s le “closing
lemma” (lemme 5.11), il existe η, T ne de´pendant que de 	 tels si α ≤ η et
si t ≥ T alors il existe un point w ∈ T 1X pe´riodique de pe´riode comprise
entre t − 	 et t + 	 tel que dt(u1, w) ≤ 	 (on rappelle que dt est de´ﬁni par
dt(u, v) = sups∈[0,t] d(φsu, φsv). Or on peut tre`s bien supposer qu’on a choisit
α ≤ η (puisque η ne de´pend que de 	). Par contre on ne peut pas supposer
que t ≥ T , mais ce n’est pas grave, car comme l’orbite positive de v est
dense, il existe u3 = φs3(v) tel que d(u3, u2) ≤ α et tel que t′ de´ﬁni par
t′ = s3 − s2 ≥ T , et donc on peut appliquer le “closing lemma” a` u2 et u3 :
il existe w pe´riodique de pe´riode t′′ comprise entre t′ − 	 et t′ + 	 tel que
dt′(u2, w) ≤ 	). On peut supposer que 	 est infe´rieur au rayon d’injectivite´ de
X (quitte a` remplacer 	 par un nombre plus petit), ce qui nous assure l’exis-
tence de deux releve´s u˜2, w˜ ∈ TX˜ tels que dt′(u˜2, w˜) ≤ 	). En particulier, si
on pose
x = πu˜2,
x′ = πw˜,
y = πφt′ u˜2,
y′ = πφt′′w˜,
alors on a
d(x, x′) ≤ 	, et d(y, y′) ≤ 2	
Alors on applique le lemme 2.6 (en prenant 	0 e´gal a` deux fois rayon d’injecti-
vite´ de X), ce qui nous assure l’existence de deux constante A, b ne de´pendant
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que de X et F , telles que ∣∣∣∣∣
∫ y
x
F −
∫ y′
x′
F
∣∣∣∣∣ ≤ A	b.
Or on ve´riﬁe facilement d’une part que
∫ y
x
F = U(u3)− U(u2), d’autre part
que
∫ y′
x′
F = 0 car c’est une pe´riode de F , donc suppose´e nulle, d’ou` il vient
|U(u2) − U(u3)| ≤ A	b. De la meˆme manie`re on peut appliquer a` nouveau
le “closing lemma” a` u1 et u3, (pour cela il faut supposer qu’on ait choisit
α ≤ η
2
car d(u1, u3) est majore´ par d(u1, u2) + d(u2, u3) ≤ 2α), puis on
applique le lemme 2.6 et on obtient que |U(u1) − U(u3)| ≤ A	b, et donc
|U(u1) − U(u2)| ≤ 2A	b, ce qui montre que U est uniforme´ment continue et
peut se prolonger par continuite´ sur T 1X.
Ve´riﬁons maintenant que la de´rive´e de U dans la direction du ﬂot est F ,
c’est-a`-dire :
F (u) =
d
dt |t=0
U(φt(u)).
On sait de´ja` que c’est vrai si u appartient a` l’orbite de v. Si u est quelconque,
il existe une suite de points vn appartenant a` l’orbite de v qui tend vers u.
Pour tout re´el t ∫ t
0
F (φs(vn))ds = U(φt(vn))− U(vn).
En faisant tendre n vers l’inﬁni, on obtient∫ t
0
F (φs(u))ds = U(φt(u))− U(u),
et donc F est bien la de´rive´e de U dans la direction du ﬂot.
Corollaire 2.26. Deux cocycles sont cohomologues si leurs pe´riodes sont
e´gales.
De´monstration. On s’agit de montrer qu’un cocycle est cohomologue a` 0 si
ses pe´riodes sont nulles. Soit donc C un cocycle dont les pe´riodes sont nulles.
On sait que C est cohomologue a` un cocycle CF pour une certaine fonction
ho¨lde´rienne F . Les pe´riodes de F sont donc nulles. D’apre`s le the´ore`me de
Livsic, F est la de´rive´e dans la direction du ﬂot d’une certaine fonction U sur
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T 1X, que l’on peut relever en une fonction U : X˜ × ∂X˜ → R, Γ-invariante.
Montrons alors que
CFθ (x, y) = U(y, θ)− U(x, θ).
Soit x, y ∈ X˜, θ ∈ ∂X˜, soient (xt) et (yt) les deux ge´ode´siques partant de x
et y, et dirige´es vers θ, et soit τ = Bθ(x, y), c’est-a`-dire que τ est l’unique
re´el tel que
lim
t→∞
d(xt+τ , yt) = O.
Alors on peut e´crire
CFθ (x, y) = lim
t→∞
CFθ (x, xt+τ )− CFθ (y, yt)
= lim
t→∞
∫ xt+τ
x
F −
∫ yt
y
F
= lim
t→∞
[U(xt+τ , θ)− U(x, θ)]− [U(yt, θ)− U(y, θ)]
= U(y, θ)− U(x, θ).
Donc CF , et C sont cohomologues a` 0.
Proposition 2.27. Les pe´riodes d’un cocycle normalise´ sont ≥ 0.
De´monstration. Soit C un cocycle normalise´, c’est-a`-dire tel qu’il existe une
famille e´quivariante de mesures (μx) tel que
dμx
dμy
(θ) = e−Cθ(x,y).
Soit γ ∈ Γ \ {1} et soit x ∈ X˜ un point situe´ sur la ge´ode´sique invariante
par γ, et soit T = d(x, γx). On a Cγ+(x, γ
nx) = nγ[C]. D’apre`s le lemme de
l’ombre (lemme 2.14), on a
μx(∂D
nT (x, γ+) ≥ A−1e−Cγ+ (x,γnx) = Ae−nγ[C].
Comme la mesure est ﬁnie, cette quantite´ est majore´e inde´pendamment de
n, donc on doit avoir γ[C] ≥ 0.
Corollaire 2.28. Soit F une fonction ho¨lde´rienne sur T 1X telle que le co-
cycle CF soit normalise´. Alors il existe une constante A > 0 telle que pour
tout x, y ∈ X˜, ∫ y
x
F > −A.
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De´monstration. D’apre`s le lemme de spe´ciﬁcation (lemme 5.13, dans l’an-
nexe), il existe une constante M > 0 tel que pour tout x, y ∈ X˜, il existe un
e´le´ment non trivial γ ∈ Γ et un point z situe´ sur la ge´ode´sique invariante par
γ tel que
d(x, z) < M et d(y, γz) < M,
et ainsi d’apre`s le lemme 2.6, il existe une constante A > 0 ne de´pendant pas
de x, y, telle que ∫ y
x
F ≥
∫ γz
z
F − A.
Or ∫ γz
z
F = γ[F ],
et d’apre`s la proposition pre´ce´dente les pe´riodes de F sont positives, donc∫ γz
z
F ≥ 0,
ce qui termine la de´monstration.
Le but de cette section est de de´montrer un the´ore`me qui renforce la
proposition pre´ce´dente :
The´ore`me 2.29. Si C est un cocycle normalise´, alors il existe A > 0 tel que
pour tout γ ∈ Γ, on ait
γ[C]
γ[1]
≥ A.
La preuve de ce the´ore`me reposera sur le fait que les mesures μx n’ont
pas d’atomes.
Proposition 2.30. Soit (μx) une famille e´quivariante de mesures sur le bord
∂X˜ (e´quivariante pour l’action de Γ). Alors pour tout x, μx est une mesure
sans atomes. (On rappelle que l’action de Γ sur X˜ est cocompacte).
De´monstration. Un e´le´ment θ ∈ ∂X˜ peut eˆtre de deux sortes : ou bien il est
l’extre´mite´ γ+ d’une ge´ode´sique invariante par un e´lee´ment γ ∈ Γ, ou bien
tous les e´le´ments γθ sont distincts pour γ ∈ Γ.
Premie`re partie La mesure μx n’a pas d’atome θ ve´riﬁant que tous les
e´le´ments γθ soient distincts (γ ∈ Γ). En eﬀet, supposons par l’absurde qu’il
y ait un θ de cette sorte tel que μx(θ) > 0 pour un certain x ∈ X˜ (donc pour
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tous). Soit (xt) le rayon ge´ode´sique issu de x et dirige´ vers θ. Comme l’action
de Γ sur X˜ est cocompacte, il existe une suite de re´els positifs (tn) tendant
vers +∞ et une suite (γn) d’e´le´ments distincts de Γ telle que la distance
d(γnx, xtn soit plus petite que le diame`tre de X. Ainsi d’apre`s le lemme 2.6
on a pour tout n
μγnx(θ) = exp [−Cθ(γnx, xtn)]μxtn (θ) ≥ Mμxtn (θ),
ou` M est une constante ne de´pendant que du cocycle C associe´ a` la famille
de mesures. Par ailleurs,
μxtn (θ) = exp [−Cθ(xtn , x)]μx(θ).
On peut supposer que C = CF , ou` F est une fonction ho¨lde´rienne sur T 1X,
et alors d’apre`s le corollaire pre´ce´dent
−Cθ(xtn , x) =
∫ xtn
x
F ≥ −A,
donc
μγnx(θ) ≥ Me−Aμx(θ).
Or μγnx(θ) = μx(γ
−1
n θ) et tous les e´le´ments γ
−1
n θ sont distincts. Donc la
mesure μx est inﬁnie, d’ou` une contradiction car la mesure est ﬁnie.
Deuxie`me partie La mesure μx n’a pas d’atome qui soit l’extre´mite´ γ+
d’une ge´ode´sique invariante par un e´le´ment γ. En eﬀet, supposons par l’ab-
surde qu’il existe un e´le´ment non trivial γ ∈ Γ tel que μx(γ+) > 0. Soit x ∈ X˜
un point de la ge´ode´sique invariante par γ. Comme γ+ est un atome, on a
que
μγx(γ+) = μx(γ+) > 0,
et donc
1 =
dμx
dμγx
(γ+).
Or la fonction θ → dμx
dμγx
(θ) est Ho¨lder-continue par hypothe`se, ce qui entraine
qu’il existe des constantes A, b > 0, telles que pour tout entier n ≥ 0
dμx
dμγx
(θ) ≥ 1−Ae−nb, lorsque θ ∈ ∂D(γnx, γ+). (2.16)
Conside´rons alors l’ensemble ∂D(x, γ+) \ {γ+}. C’est un voisinage e´pointe´
de γ+ et il est de mesure non nulle. Nous allons montrer qu’il est de mesure
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inﬁni ce qui sera la contradiction recherche´e puisqu’on sait par ailleurs que
la mesure μx est ﬁnie. Posons
K = ∂D(x, γ+) \ ∂D(γx, γ+).
Pour tout entier positif n on a que
γnK = ∂D(γnx, γ+) \ ∂D(γn+1x, γ+).
D’apre`s le fait 2.2, on sait que
∂D(x, γ+) \ {γ+} =
⋃
n≥0
γnK.
Posons an = μx(γ
nK). Alors on peut e´crire
an+1 =
∫
γn+1K
dμx(θ)
=
∫
γn+1K
dμx
dμγx
(θ)dμγx(θ)
≥ (1− Ae−(n+1)b) ∫
γn+1K
d(γ∗μx)(θ) =
(
1−Ae−(n+1)b) an.
Ainsi, par re´curence, on a que
an ≥ a0
n∏
j=1
(
1−Ae−jb)
et donc les nombres an sont uniforme´ment minore´s par
∏∞
j=1(1−Ae−jb) > 0,
donc
μx(∂D(x, γ+) \ {γ+}) =
∑
n
an = +∞,
d’ou` une contradiction.
De´monstration du the´ore`me 2.29. Supposons par l’absurde que le the´ore`me
soit faux. On peut supposer que C = CF pour une certaine fonction ho¨lde´rienne
F sur T 1X . Alors on pourrait trouver γ ∈ Γ telle que γ[F ]
γ[1]
soit arbitrairement
petit. Soit
T =
γ[1]
γ[F ]
,
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(qui est donc arbitrairement grand). Soit (xt) la ge´ode´sique invariante par γ
et soit P ∈ R tel que xP = γx0. On suppose que (xt) est parame´tre´ dans le
bon sens pour que P > 0 et P = γ[1]. Alors pour tout t ∈ R, on a∫ xP+t
xt
F = γ[F ] =
P
T
.
Donc
P =
∫ T
t=0
[∫ xP+t
xt
F
]
dt =
∫ P
s=0
[∫ xs+T
xs
F
]
.
Donc il existe au moins un re´el s0 tel que∫ xs0+T
xs0
F ≤ 1. (2.17)
Notons bien que T = d(xs0 , xs0+T ) est arbitraiement grand, et ne retenons
de tout ceci que le fait qu’on peut trouver une suite de couples xn, yn ∈ X˜∫ yn
xn
F ≤ 1 et lim
n→∞
d(xn, yn) = +∞.
Maintenant conside´rons la familles (μx) associe´e au cocycle normalise´ C
F . La
ﬁn de la preuve consiste a` dire que d’apre`s le lemme de l’ombre, il y a alors
des ouverts de ∂X˜ “arbitrairement petits” dont la mesure pour μx est plus
grande qu’une constante strictement positifs et donc μx a un atome, ce qui
sera la contradiction cherche´e. Plus pre´cise´ment, ﬁxons une origine o ∈ X˜.
On peut supposer que la distance d(xn, o) est infe´rieure au diame`tre de X
pour tout n, et donc d’apre`s le lemme 2.6, on a∫ yn
o
F ≤
∫ yn
xn
F + M ≤ 1 + M,
ou` M est une constante inde´pendante de n. Notons alors Tn = d(o, yn), qui
tend vers l’inﬁni quand n tend vers l’inﬁni, et notons θn l’extre´mite´ du rayon
ge´ode´sique issue de o et passant par yn. Alors d’apre`s le lemme de l’ombre
(lemme 2.20), il existe une constante A > 0 inde´pendante de n telle que
μo
(
Bo
(
θn, e
−bTn
)) ≥ Ae− R yno F ≥ Ae−1−M .
Or les ensembles Bo
(
θn, e
−bTn
)
sont des boules (pour la distance Δo) de rayon
de plus en plus petit centre´es en θn. On peut supposer quitte a` extraire que
θn tend vers un point θ, et donc θ est un atome car tous ses voisinages sont
de mesure ≥ Ae−1−M , d’ou` la contradiction.
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Le corollaire suivant vient renforcer le corollaire 2.28
Corollaire 2.31. Soit F une fonction ho¨lde´rienne sur T 1X telle que le co-
cycle CF soit normalise´. Alors il existe des constantes A,B > 0 telle que
pour tout x, y ∈ X˜, ∫ y
x
F > Bd(x, y)− A.
De´monstration. La preuve est semblable a` la preuve du corollaire 2.28. D’apre`s
le lemme de spe´ciﬁcation, il existe une constante M > 0 tel que pour tout
x, y ∈ X˜, il existe un e´le´ment non trivial γ ∈ Γ et un point z situe´ sur la
ge´ode´sique invariante par γ tel que
d(x, z) < M et d(y, γz) < M,
et ainsi d’apre`s le lemme 2.6, il existe une constante A > 0 ne de´pendant pas
de x, y, telle que ∫ y
x
F ≥
∫ γz
z
F − A.
Or ∫ γz
z
F = γ[F ],
et d’apre`s le the´ore`me 2.29 il existe une constante B independante de γ telle
que γ[F ] ≥ Bd(z, γz), donc∫ y
x
F ≥ Bd(z, γz)− A ≥ Bd(x, y)−A− 2BM.
ce qui termine la de´monstration.
Corollaire 2.32. Soit (μx) une famille e´quivariante de mesures . Soit θ ∈
∂X˜ et soit xn ∈ X˜ une suite qui tend vers θ. Alors les mesures μxn renor-
malise´es convergent faiblement vers la masse de Dirac en θ.
De´monstration. Il nous suﬃt de montrer que pour tout compact K ⊂ ∂X˜ \
{θ}, les nombres μxn(K) tendent vers ze´ro. Soit o ∈ X˜ une origine quel-
conque. Comme
dμxn
dμo
(ξ) = e−Cξ(xn,o),
il nous suﬃt de montrer que les fonctions ξ → Cξ(xn, o) tendent vers l’inﬁni
uniforme´ment sur K quand n tends vers l’inﬁni. On peut supposer que C =
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CF pour une certaine fonction ho¨lde´rienne F normalise´e. Comme xn tend
vers θ ∈ K, alors il existe une constante M > 0 telle que pour tout n et pour
tout ξ ∈ K, la distance entre o et le rayon ge´ode´sique [xn, ξ) est infe´rieure a`
M . Soit donc y ∈ [xn, ξ) tel que d(y, o) ≤ M . On peut alors e´crire en utilisant
le corollaire pre´ce´dent
CFξ (xn, o) =
∫ y
xn
F + CFξ (y, o) ≥ Bd(xn, y)− A + CFξ (y, o).
Or comme d(y, o) ≤ M le nombre CFξ (y, o) est borne´ inde´pendament de ξ et
de n, et d’autre part la distance d(xn, y) tend vers l’inﬁni quand n tend vers
l’inﬁni. Donc on a bien que CFξ (xn, o) tend vers l’inﬁni uniforme´ment pour
ξ ∈ K.
Chapitre 3
Le bas du spectre et les familles
e´quivariantes de mesures
On conside`re a` nouveau une varie´te´ riemannienne compacte (X, g) a` cour-
bure strictement ne´gative et son reveˆtement universel muni de la me´trique
induite (X˜, g). Notons H2(X˜) ⊂ L2(X˜) l’espace de Sobolev des fonctions sur
X˜ de carre´ inte´grable et dont la diﬀe´rentielle au sens des distributions peut
eˆtre repre´sente´e par une 1-forme mesurable et de carre´ inte´grable. On de´ﬁnit
le quotient de Rayleigh d’une fonction f ∈ H2(X˜) par :
R(f) =
∫
eX
|df(x)|2gdx
/∫
eX
f 2(x)dx.
Ce nombre de´pend de la me´trique g.
On de´ﬁnit le bas du spectre de (X˜, g) comme la borne infe´rieure des
quotients de Rayleigh :
λ1 = inf{R(f)|f ∈ H2(X˜)}.
Remarquons que comme l’espace des fonctions C∞ a` support compact
est dense dans H2(X˜), on peut de´ﬁnir le λ1 simplement comme la borne
infe´rieure des quotients de Rayleigh des fonctions C∞ a` support compact
(sans avoir a` introduire l’espace de Sobolev H2(X˜)).
Cette de´ﬁnition du λ1 a pour inconve´nient le fait qu’il n’existe pas de
fonction dans H2(X˜) qui minimise le quotient de Rayleigh. Mais nous allons
donner une autre de´ﬁnition du λ1, qui tiendra compte du fait que X˜ admet un
quotient compact. Cette de´ﬁnition fera intervenir les familles e´quivariantes
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de mesures introduites dans le chapitre pre´ce´dent. Elle sera donne´e par le
the´ore`me 3.1 qui va suivre.
3.1 Quotient de Rayleigh d’une famille e´quivariante
de mesures sur le bord
Pour de´ﬁnir le quotient de Rayleigh d’une famille e´quivariante de mesures
μ = (μx), on aura besoin de l’hypothe`se de re´gularite´ suivante : on dira qu’un
cocycle C est lisse si la fonction x, y, θ → Cθ(x, y) est C∞ en les variables
x, y, et que ses de´rive´es successives sont continues en x, y, θ, et on dira qu’une
famille e´quivariante de mesures μ = (μx) est lisse si le cocycle associe´
Cθ(x, y) = − log
(
dμx
dμy
(θ)
)
est lisse. Remarquons que la formule (2.5) permet de construire un exemple
de famille lisse e´quivariante de mesures a` partir d’une famille quelconque et
d’une partition de l’unite´ Γ-invariante.
On de´ﬁnit une fonctionnelle sur l’ensemble des familles lisses e´quivariantes
de mesures : soit μ une famille lisse e´quivariante de mesures . Choisissons une
mesure ﬁnie ν sur ∂X˜ telle que μx ∼ ν pour tout x ∈ X˜ (par exemple, on
peut choisir ν = μx pour un certain x). Soit rθ(x) la fonction
rθ(x) =
√
dμx
dν
(θ).
Comme μ est lisse, la fonction x → rθ(x) est de´rivable. Pour tout x ∈ X˜, on
pose
A(x) =
∫
∂X˜
|drθ(x)|2dν(θ).
Ce nombre A(x) ne de´pend pas du choix de ν : en eﬀet, si on choisit une
autre mesure ν ′, on pose
r′θ(x) =
√
dμx
dν ′
(θ),
A′(x) =
∫
∂X˜
|dr′θ(x)|2dν ′(θ),
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et comme ν et ν ′ sont e´quivalentes il existe alors une fonction mesurable h
sur X˜ telle que
dν ′
dν
(θ) = h(θ) ν-presque partout,
et donc on a
r′θ(x) = rθ(x)
√
h(θ),
A′(x) =
∫
∂X˜
|drθ(x)|2h(θ)dν ′(θ) = A(x).
Donc la fonction A : x → A(x) ne de´pend que de la famille μ, et par
conse´quent elle est Γ-invariante (car la famille μ est Γ-e´quivariante). On se
donne X0 ⊂ X˜ un domaine fondamental de Γ, et on pose
R(μ) =
∫
X0
A(x)dx
/∫
X0
μx(∂Γ)dx.
On dira que R(μ) est le quotient de Rayleigh de μ, a` cause du the´ore`me
suivant :
The´ore`me 3.1. On se donne ν une mesure sur ∂X˜ telle qu’il existe au
moins une famille e´quivariante de mesures (μx) e´quivalentes a` la mesure ν.
Alors λ1 est la borne infe´rieure des quotients de Rayleigh des familles lisses
e´quivariantes de mesures e´quivalentes a` ν.
Voici l’ide´e ge´ne´rale de la preuve de ce the´ore`me : e´tant donne´e que les
familles e´quivariantes de mesures sur le bord s’obtiennent comme “limite fai-
ble” de familles e´quivariantes de mesures sur le groupe Γ par la construction
de Patterson ge´ne´ralise´e (voir section 2.6), on va e´tendre la notion de quotient
de Rayleigh pour ces familles de mesures sur Γ, et on aura que le quotient
de Rayleigh de la “limite faible” de ces familles est la limite des quotients
de Rayleigh (sous de bonnes hypothe`ses). Et d’autre part ces quotients de
Rayleigh de familles de mesures sur Γ co¨ıncideront avec des quotients de
Rayleigh classiques de fonctions C∞ et L2, dont les valeurs pourront eˆtre
arbitrairement proche de λ1. Le the´ore`me en de´coulera. Voici maintenant la
preuve de´taille´e :
De´monstration du the´ore`me 3.1. Cette de´monstration est en trois partie :
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3.1.1 Les familles de mesures sur Γ, et leur quotient
de Rayleigh
On appelle famille e´quivariante de mesures sur Γ une famille m = (mx)
qui a` tout x ∈ X˜ associe une mesure mx sur le groupe discret Γ telle que pour
tout x ∈ X˜ et pour tout γ ∈ Γ, on ait la relation d’e´quivariance mγ(x) = γ∗mx
(autrement dit pour tout α ∈ Γ on a mγ(x)({γα}) = mx({α})), et aussi telle
que pour tout γ, la fonction
X˜ → R
x → mx({γ})
soit inte´grable. Si de plus cette fonction est C∞ pour tout γ, on dira que la
famille m est lisse.
Exemple : Remarquons que lors de la construction de Patterson ge´ne´ralise´e
(chapitre 2, section 2.6), on fait intervenir des familles e´quivariantes de me-
sures sur Γ, ce sont les familles (μsx)x, pour s ≥ h(F ). Cependant, ces familles
ne sont pas lisses en ge´ne´ral.
Soit m une famille lisse e´quivariante de mesures sur Γ. On de´ﬁnit ici le
quotient de Rayleigh R(m) de deux fac¸ons e´quivalentes. La premie`re fac¸on
consiste a` de´ﬁnir R(m) comme le quotient de Rayleigh de la fonction
X˜ → R
x →
√
mx(γ),
ou` γ est un e´le´ment quelconque du groupe Γ. Le choix de γ n’importe pas car
si on choisit un autre e´le´ment γ′, la fonction x →√mx(γ′) =√mγγ′−1(x)(γ)
est la compose´e de la fonction x →√mx(γ) avec l’isome´trie γγ′−1. On peut
choisir par exemple γ = I, l’e´le´ment neutre de Γ. Remarquons alors que l’ap-
plication qui a` m associe la fonction x →√mx(I) de´ﬁnit une correspondance
bijective entre l’espace des familles e´quivariantes de mesures sur Γ et l’en-
semble des fonctions positives de carre´ inte´grable sur X˜, dont la re´ciproque
est l’application qui a` une fonction f associe la famille de mesures m de´ﬁnie
par mx(γ) = f
2(γ−1x).
La deuxie`me fac¸on de de´ﬁnir R(m) se rapproche plus de la de´ﬁnition du
quotient de Rayleigh pour une famille lisse e´quivariante de mesures sur ∂X˜ :
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on choisit une mesure n sur Γ e´quivalente a` la mesure de comptage (comme
par exemple la mesure de comptage elle-meˆme), et on pose
rγ(x) =
√
dmx
dn
(γ) =
√
mx(γ)
n(γ)
A(x) =
∫
Γ
|drγ(x)|2dn(γ).
La fonction x → A(x) ne de´pend pas du choix de la mesure n et elle est
Γ-invariante. On se donne X0 ⊂ X˜ un domaine fondamental quelconque de
Γ et on pose
R(m) =
∫
X0
A(x)dx
/∫
X0
mx(Γ)dx.
Pour voir que les deux de´ﬁnitions sont e´quivalentes, regardons ce dernier
quotient dans le cas ou` on choisit n e´gal a` la mesure de comptage sur Γ :
alors le nume´rateur peut s’e´crire∫
X0
∑
γ
|drγ(x)|2dx =
∫
X˜
|drI(x)|2dx,
et par ailleurs on a rγ(x) =
√
mx(γ), et le de´nominateur s’e´crit donc∫
X0
∑
γ
mx(γ)dx =
∫
X˜
r2I(x)dx.
Donc ﬁnalement ce quotient est le quotient de Rayleigh de la fonction x →
rI(x) =
√
mx(I), et donc les deux de´ﬁnitions de R(m) sont e´quivalentes.
Enﬁn notons que comme R(m) peut eˆtre vu comme le quotient de Ray-
leigh d’une fonction, on a alors la proposition suivante, par de´ﬁnition du
λ1 :
Proposition 3.2. Soit m une famille lisse e´quivariante de mesures , alors
R(m) ≥ λ1.
3.1.2 On e´tale une fonction L2 sur X˜ en utilisant l’ac-
tion du groupe Γ
Nous continuons la preuve du the´ore`me 3.1 : on va montrer ici que pour
tout 	 arbitrairement petit il exsite une famille e´quivariante de mesures sur
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∂X˜ dont le quotient de Rayleigh est infe´rieur a` λ1+	. De plus on peut choisir
cette famille de telle manie`re que les mesures soient e´quivalentes a` la mesure
ν ﬁxe´e dans le the´ore`me.
Par de´ﬁnition du λ1, on peut trouver une fonction f , C
∞ a` support com-
pact telle que R(f) ≤ λ1 + 	. De plus, comme Γ agit par isome´tries sur X˜,
alors pour tout γ ∈ Γ, la fonction f ◦ γ ve´riﬁe aussi R(f ◦ γ) ≤ λ1 + 	. Or on
a le lemme suivant :
Lemme 3.3. Soit f , g deux fonctions C∞ a` support compact non nulles sur
X˜, et dont les quotients de Rayleigh sont ≤ λ1+	. Alors la fonction
√
f 2 + g2
a elle aussi son quotient de Rayleigh ≤ λ1 + 	.
De´monstration. On a∫
X˜
∣∣∣d√f 2 + g2∣∣∣2 = ∫ |f df + g dg|2
f 2 + g2
≤
∫
(|f | |df |+ |g| |dg|)2
f 2 + g2
≤
∫ (|df |2 + |dg|2) (d’apre`s Cauchy-Schwartz)
≤ max (R(f), R(g))
∫ (
f 2 + g2
)
,
d’ou` le re´sultat.
Soit (aγ)γ∈Γ une famille sommable de coeﬃcients positifs. Conside´rons la
fonction
√∑
γ aγf
2 ◦ γ (on “e´tale” la fonction f sur X˜ en utilisant l’action
du groupe Γ et les coeﬃcients aγ). Alors d’apre`s le lemme pre´ce´dent, on a
que le quotient de Rayleigh de cette fonction est ≤ λ1 + 	. Il reste a` voir
maintenant qu’en choisissant astucieusement les coeﬃcients aγ , on peut faire
converger ce quotient de Rayleigh vers le quotient de Rayleigh d’une certaine
famille e´quivariante de mesures sur ∂X˜.
Conside´rons la mesure ν donne´ dans l’e´nnonce´ du the´ore`me. On peut
(quitte a` la remplacer par une mesure e´quivalente) supposer que ν = μo,
pour o ∈ X˜ et pour une certaine famille e´quivariante de mesures (μx). De
plus d’apre`s le the´ore`me 2.5 et la proposition 2.8, on peut supposer que la
famille (μx) est obtenue par la construction de Patterson ge´ne´ralise´e pour
une certaine fonction ho¨lde´rienne normalise´e F sur T 1X (chapitre 2, section
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2.6). On a donc que μo est la limite faible quand s tend vers 0 d’une suite de
mesures μso sur Γ :
μso =
∑
γ
asγδγ,
ou` asγ sont les coeﬃcients de la se´rie de Poincare´ P
F
s (o, o) ou bien de la se´rie
de Poincare´ modiﬁe´e P¯ Fs (o, o) que l’on a renormalise´e de telle sorte que la
somme des coeﬃcients soit e´gale a` 1 (voir chapitre 2, section 2.6). Posons
alors pour s > 0
fs =
√∑
γ
asγf
2 ◦ γ.
Le quotient de Rayleigh de cette fonction est infe´rieur a` λ1 + 	, et c’est aussi
le quotient de Rayleigh de la famille de mesures sur Γ correspondante : nous
noterons (msx)x∈X˜ cette famille : elle est de´ﬁnie par
msx =
∑
γ∈Γ
f 2s (γ
−1x)δγ
=
∑
γ,β∈Γ
asβf
2(βγ−1x)δγ
=
∑
γ,β∈Γ
f 2(γ−1x)asβδγβ
=
∑
γ∈Γ
f 2(γ−1x)γ∗μ
s
o
La somme est ﬁnie pour x ﬁxe´ car la fonction f est a` support compact. Ainsi
cette mesure msx converge faiblement, quand s tend vers 0, vers une mesure
νx =
∑
γ
f 2(γ−1x)γ∗μo.
La famille νx ainsi de´ﬁnie est une famille e´quivariante de mesures sur ∂X˜ .
C’est la famille recherche´e : on peut montrer en eﬀet que son quotient de
Rayleigh est bien infe´rieur a` λ1 + 	 : on a
R(νx) =
∫
X0
∫
∂X˜
|drθ(x)|2dμo(θ)dx
/∫
X0
μx(∂X˜)dx.
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ou`
rθ(x) =
√
dνx
dμo
(θ) =
√∑
γ
f 2(γ−1x)
dγ∗μo
dμo
(θ).
Dans ce quotient de Rayleigh, le de´nominateur peut s’e´crire :∫
X0
∑
γ
f 2(γ−1x)γ∗μo(∂X˜)dx = μo(∂X˜)
∫
X˜
f 2.
Quant au nume´rateur, on peut e´crire, en utilisant l’ine´galite´ de Cauchy-
Schwartz :
∫
X0
∫
∂X˜
|drθ(x)|2dμo(θ)dx =
∫
X0
∫
∂X˜
∣∣∣∑γ f(γ−1x)d(f ◦ γ−1)(x)dγ∗μodμo (θ)∣∣∣2∑
γ f
2(γ−1x)dγ∗μo
dμo
(θ)
dμo(x)dx
≤
∫
X0
∫
∂X˜
∑
γ
|df(γ−1x)|2dγ∗μo
dμo
(θ)dμo(x)dx
= μo(∂X˜)
∫
X˜
|df |2.
Donc
R(νx) ≤ R(f) ≤ λ1 + 	.
3.1.3 Le quotient de Rayleigh de la limite faible est la
limite des quotients de Rayleigh
Nous achevons la de´monstration du the´ore`me 3.1 en montrant que si μ =
(μx) est une famille lisse e´quivariante de mesures sur ∂X˜, alors R(μ) ≥ λ1.
Pour cela nous montrerons que R(μ) est une limite de quotients de Rayleigh
de familles de mesures sur Γ qui sont supe´rieurs a` λ1 d’apre`s la proposition
3.2.
Soit (μx) une famille lisse e´quivariante de mesures sur ∂X˜. Fixons une
origine o ∈ X˜. Choisissons ρ une fonction C∞ a` support compact sur X˜ qui
ne s’annule pas sur un domaine fondamental de Γ. Conside´rons la famille
e´quivariante de mesures (μ′x) de´ﬁnie par
μ′x =
∑
γ
ρ(γ−1x)γ∗μo.
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On peut supposer que ρ ve´riﬁe ρ(o) = 1 et ρ(γo) = 0 pour γ diﬀe´rent de
l’identite´. Ainsi nous avons que
μγo = μ
′
γo pour tout γ ∈ Γ.
Comme cela est explique´ dans la preuve de la proposition 2.8 chapitre 2, le
cocycle associe´ a` la famille (μ′x) est le cocycle C
F pour une certaine fonction
ho¨lde´rienne normalise´e F sur T 1X. La proposition 2.24 nous dit qu’il existe
des mesures μso sur Γ pour tout s > 0 qui ve´riﬁent les proprie´te´s suivantes :
La mesure μo sur ∂X˜ est la limite faible des mesures μ
s
o quand s tend vers
0+, et pour tout γ ∈ Γ et s > 0, la fonction densite´
dγ∗μ
s
o
dμso
,
qui est de´ﬁnie sur Γ a priori, se prolonge par continuite´ sur Γ ∪ ∂X˜ et sa
restriction a` ∂X˜ est la fonction
θ → e−CFθ (γo,o)−sBθ(γo,o).
Enﬁn, pour γ ﬁxe´, cette fonction densite´ et son prolongement convergent
uniforme´ment quand s tend vers 0+, et la restriction de la limite sur ∂X˜ est
donc la fonction
θ → e−CFθ (γo,o) = dγ∗μo
dμo
(θ).
On pose
μ′sx =
∑
γ
ρ(γ−1x)γ∗μ
s
o.
Ainsi, pour s > 0 ﬁxe´, la famille (μ′sx ) est une famille lisse e´quivariante de
mesures sur Γ, et pour x ﬁxe´ les mesures μ′sx convergent faiblement vers
μ′x. Remarquons que ces mesures μ
′s
x sont diﬀe´rentes des mesures note´es μ
s
x
rencontre´es au chaptitre 2, section 2.6. Elles semblent jouer le meˆme roˆle
pour l’instant mais l’avantage des nouvelles mesures est que la famille (μ′sx )
ici pre´sente est lisse, alors que la famille μsx de la section 2.6 ne l’e´tait pas.
Soit f(x, θ) la fontion de´ﬁnie sur X˜ × ∂X˜ par
f(x, θ) =
dμx
dμ′x
(θ).
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Comme Les familles (μx) est (μ
′
x) sont lisses, alors la fonction f(x, θ) est
de classe C∞ pour la variable x, i.e. les de´rive´es successives de f pour la
variable x existent et sont continues en x, θ. De plus, f est Γ-invariante, i.e.
f(γx, γθ) = f(x, θ). On peut alors e´tendre cette fonction f sur X˜×(Γ∪∂X˜).
Une fac¸on de construire cette extension est d’utiliser une famille auxiliaire
de mesures e´quivariantes ν = (νx) et de poser pour tout (x, γ) ∈ X˜ × Γ
f(x, γ) =
∫
∂X˜
f(x, θ)d(γ∗νo)(θ),
ou` o est une origine quelconque. Cette extension de f reste Γ-invariante. Il
faut aussi supposer qu’on a choisit ν normalise´ de sorte que νo soit de masse
e´gale a` 1, et ainsi l’extension de f garde la proprie´te´ d’eˆtre de classe C∞ pour
la variable x, i.e. les de´rive´es succesives pour la variable x sont continues sur
X˜ × (Γ ∪ ∂X˜). Pour voir cela, on note d(k)f la de´rive´e k-ie`me de f pour la
variable x, et il faut montrer que si xn tend vers x et γn ∈ Γ tend vers θ ∈ ∂X˜
alors d(k)f(xn, γn) tend vers d
(k)f(x, θ). Or
d(k)f(xn, γn) =
∫
∂X˜
d(k)f(xn, θ)d(γn∗νo)(θ)
et on sait d’une part que les mesures γn∗νo = νγno convergent faiblement vers
la masse de Dirac en θ (voir corollaire 2.32), et d’autre part que les fonctions
θ ∈ ∂X˜ → d(k)f(xn, θ) convergent uniforme´ment vers θ → d(k)f(x, θ), donc
on peut bien en de´duire que d(k)f(xn, γn) tend vers d
(k)f(x, θ).
On de´ﬁnit alors les mesures μsx sur Γ en posant
μsx(γ) = f(x, γ)μ
′s
x (γ).
Ainsi, pour s > 0 ﬁxe´, la famille (μsx) est une famille lisse e´quivariante de
mesures sur Γ, et pour x ﬁxe´ les mesures μsx convergent faiblement vers μx.
Il nous reste maintenant a` montrer que R(μs) tend vers R(μ) quand s tend
vers 0+. Pour cela, on e´crit les quotients R(μs) et R(μ) de cette manie`re :
R(μs) =
∫
X0
∫
Γ
|drsθ(x)|2 dμso(θ) dx
/∫
X0
μsx(Γ)dx,
R(μ) =
∫
X0
∫
∂X˜
|drθ(x)|2 dμo(θ) dx
/∫
X0
μx(∂X˜)dx,
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ou` rsθ(x) et rθ(x) sont les fonctions de´ﬁnies pour θ ∈ Γ ∪ ∂Γ et pour x ∈ X˜
par
rsθ(x)
2 = f(x, θ)
∑
γ
ρ(γ−1x)
dγ∗μ
s
o
dμso
(θ),
rθ(x)
2 = f(x, θ)
∑
γ
ρ(γ−1x)
dγ∗μo
dμo
(θ).
Remarquons que si on se restreint a` x ∈ X0 alors il n’y a qu’un nombre
ﬁni de termes non nuls dans les sommes ci-dessus, et rappelons que pour γ
ﬁxe´, dγ∗μ
s
o
dμso
converge uniforme´ment vers dγ∗μo
dμo
. Donc |drsθ(x)|2 converge vers
|drθ(x)|2 uniforme´ment pour (x, θ) ∈ X0 × (Γ ∪ ∂Γ). Rappelons aussi que μso
converge faiblement vers μo et que μ
s
x converge faiblement vers μx. On en
de´duit alors que les de´nominateurs des quotient R(μs) convergent vers celui
de R(μ), et que les nume´rateurs des R(μs) convergent vers celui de R(μ)
et donc limn→∞R(μs) = R(μ). Ceci ache`ve la de´monstration du the´ore`me
3.1
On peut se poser la question de l’existence et de l’unicite´ d’une famille
e´quivariante de mesures μ pour laquelle la borne infe´rieure est atteinte dans
le the´ore`me 3.1, c’est-a`-dire telle qu’on ait
λ1 = R(μ).
Dans la section 2.7, on va voir que c’est le cas si la me´trique est hyperbolique.
La question reste ouverte dans le cas d’une me´trique quelconque.
3.1.4 Familles de mesures minimisant le quotient de
Rayleigh
Dans la ﬁn de cette section, on e´tudie le cas ou` la borne infe´rieure dans
le the´ore`me 3.1 est atteinte par une famille de mesure, et en particulier la
famille des mesures de Patterson.
Soit μ, une quelconque famille lisse e´quivariante de mesures sur ∂Γ, que
normalisons de sorte que
∫
X0
μx(∂Γ)dx = 1. Soit rθ(x) la fonction de´ﬁnie par
rθ(x)
2 =
dμx
dμo
(θ).
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Lemme 3.4. On peut e´crire
R(μ) =
∫
X0
∫
∂Γ
rθ(x) Δrθ(x) dμo(θ)dx, (3.1)
ou` Δ de´signe le laplacien pour la variable x.
De´monstration. Il s’agit d’appliquer la formule de Stokes apre`s s’eˆtre ramene´
a` des inte´grales de fonctions a` supports compacts. Pour cela, on se donne (Ui)
un recouvrement de X par des ouverts diﬀe´omorphes a` des boules, et (σi)
une partition de l’unite´ adapte´e a` ce recouvrement. Soit π : X˜ → X la
projection canonique. On associe a` chacun des Ui un ouvert U˜i ⊂ X˜ qui lui
est diﬀe´omorphe via l’application π.
R(μ) =
∫
X0
∫
∂Γ
|drθ(x)|2 dμo(θ)dx
=
∑
i
∫
X0
∫
∂Γ
(drθ(x), d (rθ(x)σi(π(x)))) dμo(θ)dx
=
∑
i
∫
eUi
∫
∂Γ
(drθ(x), d (rθ(x)σi(π(x)))) dμo(θ)dx
=
∑
i
∫
eUi
∫
∂Γ
Δrθ(x) rθ(x)σi(π(x)) dμo(θ)dx
=
∫
X0
∫
∂Γ
rθ(x) Δrθ(x) dμo(θ)dx.
Lemme 3.5. Si R(μ) = λ1, alors on a pour tout θ ∈ ∂Γ
Δrθ = λ1rθ
De´monstration. Soit f : X˜×∂Γ → R, une fonction C∞ en la variable x, telle
que ∫
X0
∫
∂Γ
f(x, θ) dμx(θ)dx = 0. (3.2)
Pour t suﬃsament proche de 0, on de´ﬁnit la famille e´quivariante de mesures
μt par
dμtx
dμx
(θ) = 1 + tf(x, θ).
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La condition (3.2) signiﬁe que μt est normalise´, c’est-a`-dire
∫
X0
μtx(∂Γ)dx =
1. La quantite´ R(μt) s’e´crit (en n’e´crivant pas les variables pour alle´ger)
R(μt) =
∫
X0
∫
∂Γ
|d(r
√
1 + tf)|2dμo(θ)dx.
Comme R(μ) est minimale, on en de´duit que
d
dt |t=0
R(μt) = 0
d
dt |t=0
(∫
X0
∫
∂Γ
|d(r
√
1 + tf)|2dμo(θ)dx
)
= 0∫
X0
∫
∂Γ
2(d(rf), dr)dμ0(θ)dx = 0∫
X0
∫
∂Γ
2frΔrdμ0(θ)dx = 0
(ou` pour obtenir la dernie`re ligne on a utilise´ la formule de Stockes de la
meˆme manie`re que dans la preuve du lemme 3.4). Comme f est une fonction
quelconque ve´riﬁant (3.2) ce qui peut aussi s’e´crire∫
X0
∫
∂Γ
fr2dμ0(θ)dx = 0,
alors on a Δr est e´gal a` r multiplie´e par une constante. D’apre`s le lemme
3.4, la constante est λ1.
La famille des mesures de Patterson, note´e p, est l’unique famille e´quivariante
de mesures sur ∂Γ telle qu’il existe une constante h telle qu’on ait
dpx
dpo
(θ) = e−hB(x,θ),
ou` B(x, θ) de´signe la fonction de Busemann normalise´e par B(o, θ) = 0.
L’existence et l’unicite´ a` une constante multiplicative pre`s d’une telle fa-
mille de´coule du the´ore`me 2.5. La constante h est l’entropie volumique de
X. Un calcul simple montre que R(p) = h2/4, et donc que λ1 ≤ h2/4.
Le the´ore`me suivant illustre le lemme 3.5. Il a e´te´ e´tabli auparavant a` la
suite des travaux de Ledrappier, Foulon, Labourie, Besson, Courtois, Gallot
([L5],[FL],[BCG1]) :
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The´ore`me 3.6. Si λ1 = h
2/4, alors la me´trique est localement syme´trique.
De´monstration. Si λ1 = h
2/4, on a donc R(p) = h2/4 = λ1, et alors d’apre`s
le lemme 5.3, on a
Δ e−
h
2
B =
h2
4
e−
h
2
B.
De cela on peut de´duire facilement que ΔB = h. Or on sait graˆce a` [FL] et
[BCG1] que cela e´quivaut a` dire que la me´trique est localement syme´triques.
3.2 Le bas du spectre d’une varie´te´ hyperbo-
lique est un point selle
Dans cette section, X est une varie´te´ compacte et X˜ son reveˆtement
universel. On suppose que X admet une me´trique hyperbolique g0. Dans cette
section, nous alons conside´rer d’autres me´triques sur X et e´tudier comment
se comporte λ1 lorsqu’on fait varier la me´trique “au voisinage de g0”. Si g est
une me´trique sur X on notera λ1(g) le bas du spectre du reveˆtement universel
X˜ muni du releve´ de la me´trique g. Si μ est une famille lisse e´quivariante
de mesures , on notera Rg(μ) le quotient de Rayleigh de μ pour cette meˆme
me´trique.
On ﬁxe une origine o ∈ X˜. On note B(x, θ) la fonction de Busemann pour
g0, normalise´e par B(o, θ) = 0, et on note P = (Px) la famille des mesures de
Patterson pour g0. L’entropie volumique de X pour la me´trique hyperbolique
g0 se calcule explicitement et elle est e´gale a` n − 1. La famille des mesures
de Patterson est donc caracte´rise´e par
dPx
dPo
(θ) = e−(n−1)B(x,θ).
Nous la normalisons de telle sorte que∫
X0
Px(∂Γ)dx = 1.
Le quotient de Rayleigh Rg0(P ) se calcule facilement :
Rg0(P )i
∫
X0
∫
∂X˜
∣∣∣d(e−n−12 B(x, θ))∣∣∣2 dP0(θ)dx/∫
X0
Px(∂X˜)dx
=
(n− 1)2
4
.
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En fait λ1(g0) =
(n−1)2
4
, ce qui pourra se de´duire par exemple de la
the´ore`me 3.9.
Toute famille μ e´quivalente a` P est caracte´rise´e par les relations de densite´
dμx
dPx
(θ) = e−f(x,θ),
ou` f est une fonction e´quivariante et C∞ en la variable x au sens ou` ses
jets sont continus pour (x, θ). Enﬁn, dans ce qui suit, le symbole dx fera
re´fe´rence a` la mesure induite par g0, et les notations (·, ·) et | · |2 de´signeront
des produits scalaires pour la me´trique g0.
3.2.1 Rappels de ge´ome´trie hyperbolique
Nous noterons D l’ope´rateur de de´rive´e covariante sur X et X˜ associe´ a
la me´trique g0 et a` son releve´ sur X˜. Soit θ ∈ ∂X˜ , et conside´rons la fonction
de Busemann x → B(x, θ). La de´rive´e covariante de la diﬀe´rentielle de cette
fonction au point x s’e´crit DdB(x, θ). C’est une forme biline´aire syme´trique
sur l’espace tangent TxX˜. On a le
Lemme 3.7.
DdB(x, θ) = g0(x)− dB(x, θ)⊗ dB(x, θ). (3.3)
De´monstration. Soit x ∈ X˜ et θ ∈ ∂X˜ . Soit u ∈ TxX˜ le vecteur unitaire
dirige´ vers θ. l’espace TxX˜ se de´compose en somme directe
TxX˜ = Ru⊕ u⊥.
La forme line´aire dB(x, θ) sur TxX˜ ve´riﬁe
dB(x, θ)(u) = 1
dB(x, θ)(v) = 0 ∀v ∈ u⊥
La forme biline´aire syme´trique DdB(x, θ) se de´compose de fac¸on unique sous
la forme
DdB(x, θ) = A + c⊗ dB(x, θ) + dB(x, θ)⊗ c + sdB(x, θ)⊗ dB(x, θ),
ou` A est une forme biline´aire syme´trique sur u⊥, c est une forme line´aire sur
u⊥, et s ∈ R. Or, comme X˜ muni du releve´ de g0 est l’espace hyperbolique,
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alors chaque isome´trie de l’espace euclidien u⊥ est re´alise´ par une isome´trie
de X˜ qui ﬁxe x et θ. Ainsi, les formes A et c sont invariantes par isome´trie
de u⊥. Donc c = 0 et A est un multiple du produit scalaire euclidien g0x|u⊥.
Donc ﬁnalement on peut e´crire
DdB(x, θ) = rg0(x)|u⊥ + sdB(x, θ)⊗ dB(x, θ),
ou` s et r sont deux re´els. Montrons que s = 0 : soit σ(t) la ge´ode´sique telle
que σ′(0) = u, alors
s = DdB(x, θ)(u, u) =
d2
dt2 |t=0
B(σ(t), θ) = 0
car t → B(σ(t), θ) est une fonction aﬃne. Calculons maintenant r : soit
v ∈ u⊥. Soit σ(t) la ge´ode´sique telle que σ′(0) = v. Alors
r = DdB(x, θ)(v, v) =
d2
dt2 |t=0
B(σ(t), θ).
Pour calculer cette de´rive´e seconde, on identiﬁe l’espace hyperbolique X˜ avec
le mode`le du demi-espace de Poincare´ ]0,+∞[×Rn−1 en envoyant x sur le
point (1, 0, . . . , 0) et θ sur∞, et v sur le vecteur tangent (0, 1, 0, . . . , 0). Alors
la fonction de Busemann x → B(x, θ) s’identiﬁe a` la fonction
(y, x1, . . . , xn−1)→ − log(y) + C,
ou` C est une constante. Par ailleurs la ge´ode´sique σ(t) s’identiﬁe a` une courbe
c(t) qui de´crit le demi-cercle centre´ en 0 passant par le point (1, 0, . . . , 0) et
situe´e dans le plan (x2, . . . , xn−1) = 0. On a donc
c(t) = (cos(a(t)), sin(a(t)), 0, . . . , 0),
ou` a(t) est une fonction telle que a(0) = 0 et a′(0) = 1. Donc ﬁnalement
r =
d2
dt2 |t=0
(− log(cos(a(t))))
=
d
dt |t=0
(
sin(a(t))a′(t)
cos(a(t))
)
= 1
Donc
DdB(x, θ) = g0(x)|u⊥ = g0(x)− dB(x, θ)⊗ dB(x, θ).
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3.2.2 Comportement de λ1(g) dans la tranche d’Ebin :
On conside`re (X, g0) une varie´te´ hyperbolique re´elle.
De´ﬁnition 3.8 ([BCG2] et [Be1]). On de´ﬁnit la tranche d’Ebin de g0 comme
l’espace des me´triques g sur X qui s’e´crivent
g = g0(e
H ·, ·)
ou` H est une section du ﬁbre´ des endomorphismes syme´triques du ﬁbre´ tan-
gent de X muni de la me´trique g0, qui ve´riﬁe les conditions
(i) trace(H) = 0,
(ii) δH = 0.
Dans cette de´ﬁnition, la section H peut s’identiﬁer a` un vecteur tangent
a` l’espace des me´triques au point g0. La condition (i) signiﬁe alors que H est
orthogonale a` la classe conforme de g0, tandis que la condition (ii) signiﬁe
que H est orthogonale a` l’orbite de g0 sous l’action des diﬀe´omorphismes de
X.
Notons aussi que pour une me´trique g dans la tranche d’Ebin de g0, les
mesures riemanniennes induites par g et g0 sont les meˆmes (car det(e
H) = 1).
Rappelons aussi que la condition δH = 0 revient a` dire que pour tout champ
de vecteurs X, on a ∫
X
(H,DX)dx = 0,
ou encore, en notant h = g0(H·, ·), pour toute 1-forme α sur X, on a∫
X
(h,Dα)dx = 0.
Ici, on utilise la notation (·, ·) pour de´signer les produits scalaires ponctuels
induits par g0 sur les ﬁbre´s des endomorphismes de TM et des formes bi-
line´aires sur TM .
Le the´ore`me suivante permet d’e´tudier le comportement de λ1(g) dans la
tranche d’Ebin.
The´ore`me 3.9. Soit (X, g0) une varie´te´ hyperbolique re´elle de dimension
n ≥ 3. Il existe un C0 voisinage V de g0 dans la tranche d’Ebin tel que
pour toute me´trique g ∈ V et pour toute famille e´quivariante de mesures μ
e´quivalente a` P , on ait
Rg(μ) ≥ Rg0(P ).
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Par conse´quent, on a
λ1(g) ≥ λ1(g0) = (n− 1)
2
4
.
De plus, l’e´galite´ λ1(g) = λ1(g0) est atteinte si et seulement si g = g0.
De´monstration. Soit g = g0(e
H ·, ·) dans la tranche d’Ebin, et soit μ une fa-
mille e´quivalente a` P . On sait que le quotient de Rayleigh Rg(μ) est invariant
si on renormalise μ par une constante multiplicative, donc on peut supposer
quitte a` renormaliser que ∫
X0
μx(∂Γ)dx = 1.
On peut e´crire
dμx
dPx
(θ) = e−f(x,θ).
Donc
dμx
dPo
(θ) = e−f(x,θ)−(n−1)B(x,θ).
Pour exprimer Rg(μ), on a besoin d’e´crire le produit scalaire pour g a` l’aide
de celui pour g0, note´ (·, ·), et de eH : Le produit scalaire ponctuel pour g de
deux 1-formes a et b s’e´crit :
(ae−H , b), ou aussi (a, be−H).
On a donc (en n’e´crivant plus les variables x et θ pour alle´ger) :
Rg(μ) = 1
4
∫
X0
∫
∂Γ
(
(df + (n− 1)dB), (df + (n− 1)dB)e−H) dμx(θ)dx.
On rappelle a` nouveau que la mesure sur X0 pour laquelle on inte`gre est a
priori la mesure riemannienne induite par g, mais elle co¨ıncide avec la mesure
induite par g0 qui est note´e dx. Donc
Rg(μ)−Rg0(P ) =
1
4
∫
X0
∫
∂Γ
[
(df, dfe−H) + 2(n− 1)(dB, dfe−H)
+(n− 1)2(dB, dB[e−H − id])] dμx(θ)dx.
(3.4)
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On veut montrer que cette quantite´ est positive. Dans cette expression,
le terme entre crochet s’e´crit sous la forme
(a, aA) + (b, aB) + (b, bC),
ou` a et b de´signent les 1-formes df et dB et A, B, C de´signent respectivement
les endomorphismes syme´triques e−H , 2(n− 1)e−H et (n− 1)2[e−H − id]. Ce
terme entre crochet n’a pas de raison d’eˆtre une fonction positive car par
exemple, l’endomorphisme C = (n − 1)2[e−H − id] n’est pas toujours de´ﬁni
positif. On va transformer l’expression (3.4) de manie`re a` ce que le terme
entre crochet soit une fonction positive (lorsque H est C0-proche de 0).
On introduit pour cela la 1-forme α suivante sur X˜ : pour tout vecteur u
tangent en x on pose
α(x)(u) =
∫
∂Γ
dB(x, θ)(u)dμx(θ).
On re´e´crit cela ainsi :
α(x) =
∫
∂Γ
dB(x, θ)e−(f+(n−1)B)(x,θ)dPo(θ).
Cette 1-forme passe au quotient et de´ﬁnit une 1-forme sur X. On calcule sa
de´rive´e covariante (pour la me´trique g0) : c’est le 2-tenseur
Dα(x) =
∫
∂Γ
[DdB − (df + (n− 1)dB)⊗ dB] dμx(θ)
Comme (X˜, g0) est l’espace hyperbolique de dimension n, on a la relation
DdB = g0 − dB ⊗ dB.
Donc
Dα(x) =
∫
∂Γ
[g0 − df ⊗ dB − ndB ⊗ dB] dμx(θ).
On sait que la divergence d’une 1-forme sur X est d’inte´grale nulle. La
divergence de la 1-forme α peut s’e´crire traceDα. Par ailleurs, trace(g0 −
ndB ⊗ dB) = 0, donc en appliquant la trace a` l’e´quation pre´ce´dente on
obtient ∫
X0
∫
∂Γ
(df, dB)dμx(θ)dx = −
∫
X
traceDα = 0. (3.5)
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D’autre part, on contracte Dα avec le 2-tenseur h = g0(H·, ·) et on inte`gre
sur X. Comme δH = 0 et comme (h, g0) = traceH = 0, on obtient la relation
0 = −
∫
X
(h,Dα) =
∫
X0
∫
∂Γ
[(dB, dfH) + n(dB, dBH)] dμx(θ)dx (3.6)
Alors en combinant l’expression (3.4) avec les relations (3.5) et (3.6) on
obtient l’expression
Rg(μ)−Rg0(P ) =
1
4
∫
X0
∫
∂Γ
[
(df, dfe−H) + 2(n− 1)(dB, df [e−H − id + (n− 1)
2n
H ])
+(n− 1)2(dB, dB[e−H − id + H ])] dμx(θ)dx. (3.7)
Cette fois le terme entre crochet est une fonction positive lorsque H est
C0-proche de 0. Pour voir cela, on e´crit ce terme sous la forme
[(a, aA) + (b, aB) + (b, bC)],
ou` a = df , b = dB, et
A = eH
B = 2(n− 1)[e−H − id + n− 1
2n
H ]
C = (n− 1)2[e−H − id + H ]
Les endomorphismes A,B,C sont syme´triques, et A est de´ﬁni positif. On
peut alors mettre le terme entre crochet sous une forme canonique de la
manie`re suivante
[(a, aA) + (b, aB) + (b, bC)] = (aA
1
2 , aA
1
2 ) + (bBA−
1
2 , aA
1
2 ) + (b, bC)
=
∣∣∣∣aA 12 + 12bBA− 12
∣∣∣∣2 − 14 ∣∣∣bBA− 12 ∣∣∣ + (b, bC)
=
∣∣∣∣aA 12 + 12bBA− 12
∣∣∣∣2 + 14(b, b[4C − BA−1B]),
et on peut voir que l’endomorphisme (4C − BA−1B) est syme´trique positif.
En eﬀet, soit x ∈ X˜ et soit (ei) une base de TxX˜ qui diagonalise H et soit
(λi) les valeurs propres associe´es. Alors,
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– (ei) diagonalise A et les valeurs propres sont e
−λi = 1 + o(1),
– (ei) diagonalise B et les valeurs propres sont 2(n−1)[e−λi−1+ n−12n λi] =
− (n−1)(n+1)
n
λi + o(λi),
– (ei) diagonalise C et les valeurs propres sont (n− 1)2[e−λi − 1 + λi] =
(n− 1)2[λ2i
2
+ o(λ2i )]
donc (ei) diagonalise 4C−BA−1B et les valeurs propres ont pour de´veloppement
limite´
(n− 1)2
[
2− (n + 1)
2
n2
]
λ2i + o(|λi|2)
Elles sont bien positives lorsque H est C0-proche de 0 et n ≥ 3. D’ou`
Rg(μ)−Rg0(P ) ≥ 0.
Cas d’e´galite´ : Supposons maintenant que
λ1(g) =
(n− 1)2
4
.
On doit montrer que si H est suﬃsament C0-proche de 0, alors H = 0.
Par hypothe`se, il existe une suite μk de familles e´quivariantes de mesures
e´quivalentes a` P , normalise´es, telles que
lim
k→∞
Rg(μk)−Rg0(P ) = 0.
Soit fk tel que
dμkx
dPx
(θ) = e−fk(x,θ).
Ecrivons a` nouveau l’e´quation (3.7)
Rg(μk)−Rg0(P ) =
1
4
∫
X0
∫
∂Γ
[
(dfk, dfke
−H) + 2(n− 1)(dB, dfk[e−H − id + (n− 1)
2n
H ])
+(n− 1)2(dB, dB[e−H − id + H ])] dμkx(θ)dx.
Comme on la vu pre´ce´demment le terme entre crochet s’e´crit sous la forme
(a, aA) + (b, aB) + (b, bC),
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et il est positif si H est suﬃsamment C0-proche de 0. On peut e´galement
montrer par le meˆme raisonnement la chose plus ge´ne´rale suivante : si η
est un nombre positif suﬃsamment petit et si on suppose H suﬃsamment
C0-proche de 0, alors le terme
(1− η)(a, aA) + (b, aB) + (1− η)(b, bC)
est positif. On peut alors e´crire
(a, aA) + (b, aB) + (b, bC) =η(a, aA) + η(b, bC)
+ (1− η)(a, aA) + (b, aB) + (1− η)(b, bC)
De plus, comme A = e−H et C = e−H − id + H , on en de´duit que les
endomorphismes A− 1
2
id et C − 1
4
H2 sont syme´triques positifs en supposant
qu’on ait pris H suﬃsamment C0-proche de 0. On peut donc e´crire
(a, aA) + (b, aB) + (b, bC) =η(a, a(A− 1
2
id) + η(b, b(C − 1
4
H2)
+ (1− η)(a, aA) + (b, aB) + (1− η)(b, bC)
+
η
2
|a|2
+
η
4
|bH|2,
et dans le terme de droite, chaque ligne est positive. On peut alors inte´grer
cette e´quation et faire tendre k vers +∞, on sait alors que le membre de
gauche tends vers ze´ro, donc les termes du membre de droite, qui sont positifs,
tendent vers ze´ro, et en particulier les deux derniers, ce qui donne :
lim
k→∞
∫
X0
∫
∂Γ
|dfk(x, θ)|2dμkx(θ)dx = 0,
et
lim
k→∞
∫
X0
∫
∂Γ
|dB(x, θ)H|2dμkx(θ)dx = 0.
Conside´rons alors la suite des mesures dμkx(θ)dx sur le compact X˜ × ∂Γ.
Ces mesures sont invariantes pour l’action diagonale de Γ et induisent des
mesures ﬁnies sur le quotient qui est compact. De plus, ces mesures sont de
masse 1, et on peut donc extraire une sous-suite qui converge faiblement vers
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une certaine mesure ﬁnie que l’on va noter m pour l’instant. On peut voir m
comme une mesure Γ-invariante sur X˜ × ∂Γ. On a donc∫
X0
∫
∂Γ
|dB(x, θ)H|2dm(x, θ) = 0.
Si m est une mesure qui charge les ouverts, alors cela veut dire que dB(x, θ)H =
0 pour tout (x, θ), et donc H = 0. Donc, pour conclure la preuve, il suﬃt
de montrer que m charge les ouverts. Nous allons voir que c’est bien le cas
en montrant qu’en fait m n’est autre que la mesure dPx(θ)dx (qui charge les
ouverts, bien suˆr).
Soit c une fonction sur X˜ × ∂Γ de classe C2, i.e telles que ses de´rive´es
premie`res et secondes pour la variable x sont des fonctions continues de (x, θ).
On note Δc le laplacien de c pour la variable x induit par la me´trique g0. La
mesure dPx(θ)dx est une mesure harmonique pour le feuilletage stable (voir
[G]), ce qui signiﬁe qu’on a∫
eX×∂Γ
Δc(x, θ)dPx(θ)dx = 0
pour toute fonction c a` support compact. Cela se ve´riﬁe facilement en e´crivant
dPx(θ)dx = exp(−(n−1)B(x, θ))dPo(θ)dx. Dans [L4] ou dans [G], on montre
qu’il n’y a qu’une seule mesure harmonique pour le feuilletage stable. Il nous
suﬃt donc de montrer que m est harmonique pour le feuilletage stable : Pour
toute fonction c, de classe C2, a` support compact, on peut e´crire (en omettant
les variables x et θ pour alle´ger)∫
eX×∂Γ
Δcdm = lim
k
∫
eX
∫
∂Γ
Δc exp(−fk − (n− 1)B)dPo(θ)dx.
Or,∫
eX
∫
∂Γ
Δc exp(−fk − (n− 1)B)dPo(θ)dx
=
∫
eX
∫
∂Γ
(
dc, de−fk−(n−1)B
)
dPo(θ)dx
=
∫
eX
∫
∂Γ
[(
e−fkdc, de−(n−1)B
)
+ (dc,−dfk) e−fk−(n−1)B
]
dPo(θ)dx
=
∫∫ (
d(ce−fk), de−(n−1)B
)
dPo(θ)dx +
∫∫
(dfk, c(n− 1)dB − dc) dμkx(θ)dx.
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Dans la dernie`re ligne, le premier terme est nul car Δe−(n−1)B = 0, et le
deuxie`me tend vers ze´ro quand k tend vers l’inﬁni, car comme c et dc sont
borne´es et a` support compact, on peux utiliser l’ine´galite´ de Cauchy-Schwartz
et majorer ce terme par une constante fois(∫
X0
∫
∂Γ
|dfk|2dμkx(θ)dx
) 1
2
qui tend vers ze´ro, comme on l’a vu avant. Donc∫
eX×∂Γ
Δcdm = 0,
donc m est harmonique pour le feuilletage stable, ce qui termine la preuve.
Remarque : La the´ore`me 3.9 est inspire´ de la proposition 4.1 dans [BCG2],
qui aﬃrme que g0 est un minimum local strict dans sa tranche d’Ebin pour
l’invariant T2(g) qui peut eˆtre de´ﬁni ici par
T2(g) = inf{R(μ), μ e´quivalente a` P, et μx(∂Γ) = 1 pour tout x}.
Mais on a λ1(g) ≤ T2(g), et donc la proposition 4.1 de [BCG2] seule ne suﬃt
pas a` traiter le cas de λ1(g).
Comportement de λ1(g) dans la classe conforme (cf [BCG3]) : Main-
tenant on va e´tudier le comportement de λ1(g) dans la classe conforme de
g0 : Soit g une me´trique conforme a` g0, diﬀe´rente de g0 mais de meˆme volume
que g0. Elle s’e´crit
g = k2g0,
ou` k est une fonction telle que
∫
X
kn = Vol(g0). Pour toute 1-forme α sur X,
le carre´ scalaire de α pour g s’e´crit :
k−2|α|2.
Dans la proposition suivante, on compare les quotients de Rayleigh de P
selon les me´triques g et g0 :
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Proposition 3.10. Soit g une me´trique conforme a` g0 et de meˆme volume,
mais diﬀe´rente de g0. Alors on a
Rg(P ) < Rg0(P ),
De´monstration. Comme g0 est une me´trique hyperbolique, l’application x →
Px(∂Γ) est constante. Par conse´quent, on a
Rg(P ) = (n− 1)
2
4
∫
X
k(x)n−2dx/
∫
X
dx,
donc, en utilisant l’ine´galite´ de Ho¨lder,
Rg(P ) < (n− 1)
2
4
= Rg0(P ).
Corollaire 3.11. λ1(g) est un maximum strict au point g0 dans la classe
conforme de g0 a` volume constant.
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Chapitre 4
Rigidite´ du spectre marque´
dans la classe conforme d’une
me´trique
Soit X une varie´te´ compacte et soit Γ son groupe fondamental. Chaque
classe de conjugaison non triviale de Γ correspond a` une classe d’homoto-
pie libre de lacets dans X. Si X est muni d’une me´trique riemannienne g,
chaque classe d’homotopie libre contient au moins une ge´ode´sique ferme´e de
longueur minimal (cette ge´ode´sique est unique si g est a` courbure strictement
ne´gative). Le spectre marque´ des longueurs de g est l’application qui a` une
classe d’homotopie libre associe le minimum des longueurs des lacets dans
cette classe.
On dira qu’une me´trique g sur X est rigide pour le spectre marque´ des lon-
gueurs si pour toute me´trique g′ ayant le meˆme spectre marque´ des longueurs
que g, alors g et g′ sont isome´triques. On dira que g est inﬁnite´simalement
rigide pour le spectre marque´ des longueurs si toute de´formation lisse de la
me´trique qui ﬁxe le spectre marque´ des longueurs est triviale a` isome´trie pre`s.
Sur n’importe quelle varie´te´ compacte X il existe des me´triques qui ne
sont pas inﬁnite´simalement rigides pour le spectre marque´ des longueurs,
comme par exemple des me´triques telles qu’il existe un ouvert de X dans
lequel ne passe aucune ge´ode´sique ferme´e minimisante (”un gros champi-
gnon !”). Cependant, ces exemples de me´triques ne sont pas a` courbure stric-
tement ne´gative. Une question ouverte est de savoir si une me´trique a` cour-
bure strictement ne´gative sur X est rigide pour le spectre marque´ des lon-
gueurs.
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Concernant cette question, Guillemin et Kazdhan ont d’abord de´montre´
en 1980 qu’une me´trique a` courbure strictement ne´gative sur une surface
compacte est inﬁnite´simalement rigide pour le spectre marque´ des longueurs
([GK]). Puis en 1990, Otal et Croke ont de´montre´ inde´pendamment l’un
de l’autre qu’une me´trique a` courbure strictement ne´gative sur une surface
compacte est rigide pour le spectre marque´ des longueurs ([O] et [C]), ce qui
renforce le re´sultat pre´ce´dent. En 1998, Croke et Sharafutdinov on de´montre´
qu’une metrique a` courbure strictement ne´gative sur une varie´te´ compacte de
dimension quelconque est inﬁnite´simalement rigide ([CS]), ce qui ge´ne´ralise
encore le re´sultat de Guillemin et Kazdhan.
Ici nous allons de´montrer le the´ore`me suivant :
The´ore`me 4.1. Soit g et g′ deux me´triques conformes sur X, a` courbure
strictement ne´gative et ayant le meˆme spectre marque´ des longueurs. Alors
elles sont e´gales.
De´monstration. Soit B et B′ les cocycles de Busemann assoc´ıes aux me´triques
g et g′. Comme g et g′ ont le meˆme spectre marque´ des longueurs, cela signi-
ﬁe que les pe´riodes des cocycles B et B′ sont e´gales. D’apre`s le the´ore`me de
Livsic, il existe une fonction F : X˜ × ∂X˜ → R, Γ-invariante, telle que telle
que
B′θ(x, y) = Bθ(x, y) + F (x, θ)− F (y, θ).
Les fonctions B et B′ sont de´rivables pour la variable x et leurs de´rive´es dB
et dB′ ne de´pendent pas de la variable y et sont continues pour les variables
x, θ et Γ-invariantes. On peut e´crire
|∇B′(x, θ)|2g = |∇B(x, θ)|2g + |∇F (x, θ)|2g + 2g(∇B(x, θ),∇F (x, θ)), (4.1)
ou` ∇ de´signe l’ope´rateur gradiant pour la me´trique g
Comme g et g′ sont conformes, cela signiﬁe qu’il existe une fonction λ :
X → R, C∞ et strictement positive, telle que
g′ = λ2g.
Notons ∇f et ∇′f les gradiants pour les me´triques g et g′ d’une fonction f
sur X. On a pour toute fonction de´rivable f sur X :
∇′f = λ−2∇f,
et donc
|∇′f |g′ = λ−4|∇f |g′ = λ−2|∇f |g.
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Nous noterons T 1X le ﬁbre´ unitaire tangent de X pour la me´trique g. Soit
liou la mesure de Liouville sur T 1X. Rappelons qu’elle est invariante pour
l’action du ﬂot ge´ode´sique sur T 1X (voir section 5.3 dans l’annexe). En iden-
tiﬁant T 1X au quotient de X˜ × ∂X˜ par l’action de Γ, on peut inte´grer (4.1)
sur T 1X pour la mesure liou :∫
|∇B′(x, θ)|2gdliou(x, θ) =
∫
|∇B(x, θ)|2gdliou(x, θ)
+
∫
|∇F (x, θ)|2gdliou(x, θ) + 2
∫
g(∇B(x, θ),∇F (x, θ))dliou(x, θ). (4.2)
Or la dernie`re inte´grale est nulle car la quantite´ g(∇B(x, θ),∇F (x, θ)) est
e´gale a` la de´rive´e de la fonction F dans la direction du ﬂot ge´ode´sique (F est
vue ici comme une fonction sur T 1X), et donc son inte´grale est nulle puisque
la mesure liou est invariante par le ﬂot ge´ode´sique. De plus on a
|∇B(x, θ)|g = 1,
et
|∇B′(x, θ)|g = λ2(x)|∇′B′(x, θ)|g′ = λ2(x),
et donc en remplac¸ant dans (4.2) on a que∫
T 1X
λ2(x)dliou(x, θ) ≥
∫
T 1X
dliou(x, θ).
comme la mesure image de liou par la projection T 1X → X est la mesure
riemannienne, que nous noterons vg, on a donc∫
X
λ2dvg ≥ V ol(X, g).
D’apre`s l’ine´galite´ de Ho¨lder, on peut e´crire(∫
X
λndvg
) 2
n
(∫
X
dvg
)n−2
n
≥ V ol(X, g)
V ol(X, g′)
2
nV ol(X, g)
n−2
n ≥ V ol(X, g)
V ol(X, g′) ≥ V ol(X, g).
Or comme g et g′ joue le meˆme roˆle au de´part, cette dernie`re ine´galite´ est
une e´galite´
V ol(X, g) = V ol(X, g′).
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Donc l’inte´grale ∫
T 1X
|∇F (x, θ)|2gdliou(x, θ) = 0.
donc ∇F = 0 donc pour tout θ, x → F (x, θ) est constante. Donc la fonction
F est constante car elle est continue, Γ-invariante et que l’orbite Γθ est dense
dans dX pour tout θ. Donc B = B′, et donc g = g′.
Chapitre 5
Annexe
5.1 Espaces de Hadamard a` courbure pince´e
par deux constantes strictements ne´gative,
triangles ge´ode´siques, convexite´ de la dis-
tance
Soit X˜ une varie´te´ comple`te simplement connexe a` courbure pince´e entre
deux constantes k′ < k strictement ne´gatives. Nous allons rappeler cer-
taines proprie´te´s bien connues pour une telle varie´te´. Notons ∂X˜ le bord
ge´ome´trique de X˜
Proposition 5.1. Soient (xt), (yt) deux rayons ge´ode´siques dirige´s vers le
meˆme point θ ∈ ∂X˜. Alors
d(xt, yt) ≤ d(x0, y0) pour tout t ≥ 0.
De´monstration. Soit zn ∈ X˜ une suite qui tend vers θ ∈ ∂X˜. Soient (xnt ), (ynt )
les rayons ge´ode´siques issues de x0 et y0 et dirige´s vers zn. Alors ces deux
suites de rayons convergent uniforme´ment sur les compacts vers les deux
rayons (xt) et (yt). Il nous suﬃt donc de montrer que
d(xnt , y
n
t ) ≤ d(x0, y0) pour t ∈ [0, inf{d(x0, zn), d(y0, zn)}],
or comme X˜ ve´riﬁe le crite`re de comparaison T0 selon [GH] (chapitre 3, p
49), alors on peut se ramener a` montrer l’ine´galite´ dans le cas ou` X˜ = R2 ce
qui est sans diﬃculte´.
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Proposition 5.2 (voir [GH], chapitre 3, corollaire 10). Il existe une constante
δ telle que pour tout triangle ge´ode´sique (x, y, z) dans X˜ et pour tout point
w situe´ sur le coˆte´ [x, y], on a
d(w, [y, z] ∪ [z, x]) ≤ δ.
(On dit que X˜ est δ-hyperbolique.)
Notons Hk le plan hyperbolique de courbure constante e´gale a` k < 0.
Proposition 5.3. Soit a, b ∈]0, π], alors il existe δ > 0 tel que pour tout
triangle ge´ode´sique (x, y, z) dans X˜, si les angles au sommets x, y sont res-
pectivement ≥ a et ≥ b, alors
d(x, y) ≤ δ.
De´monstration. Soit (x′, y′, z′) le triangle de comparaison correspondant dans
Hk, alors les angles au sommets x
′, y′ sont a` nouveau respectivement ≥ a, et
≥ b (voir [GH], chapitre 3, the´ore`me 12). On s’est donc ramene´ a` prouver la
proposition dans le cas X˜ = Hk, ce qui est sans diﬃculte´.
Proposition 5.4. Pour tout a ∈]0, π], il existe une constante δ telle que
pour tout triangle ge´ode´sique (x, y, z) dans X˜ tel que l’angle au sommet x
soit ≥ a, alors la distance entre x et le cote´ oppose´ [y, z] est infe´rieure a` δ.
Par conse´quent, si y, z ∈ X˜ alors
d(y, z) ≥ d(y, x) + d(x, z)− 2δ.
De´monstration. Comme l’angle au sommet x est ≥ a, on peut trouver un
point w sur le coˆte´ [y, z] tel que
x(y, w) ≥ a/2 et x(z, w) ≥ a/2.
Maintenant, comme y, w, z sont aligne´s dans cet ordre, alors au moins l’un
des deux angles suivants est ≥ π/2 :
w(x, y) ≥ π/2 ou w(x, z) ≥ π/2.
Plac¸ons nous par exemple dans le cas ou` w(y, x) ≥ π/2, nous pouvons alors
appliquer la proposition pre´ce´dente 5.3 au triangle (x, y, w), ou` les angles
qui bordent le coˆte´ [x, w] sont ≥ a/2 et ≥ π/2 : il existe une constante δ
ne de´pendant que de a et de X˜, telle que d(x, w) ≤ δ, ce qui prouve la
premie`re aﬃrmation de la proposition. La deuxie`me aﬃrmation s’en de´duit
facilement.
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Proposition 5.5. Pour tout 	0 > 0 il existe λ(	0) tel que si x, y ve´riﬁent
d(x, y) ≤ 	0, et si (xt) et (yt) sont deux rayons ge´ode´siques issus de x et y,
(parame´tre´s a` vitesse 1) et qui se rejoignent en un point z = xT = yT , alors
pour tout t ∈ [0, T ], on a
d(xt, yt) ≤ d(x, y)e−λ(0)t.
(Remarquons que la constante λ(	0) ne de´pend pas du temps T ou` les deux
ge´ode´siques se rejoignent.)
De´monstration. Comme X˜ ve´riﬁe le crite`re de comparaison Tk selon [GH]
(chapitre 3, p 49), on introduit le triangle de comparaison (x′, y′, z′) dans Hk
et on se rame`ne a` de´montrer la proposition dans Hk, ce qui ne pose pas de
grandes diﬃculte´s.
Corollaire 5.6. Si (xt) et (yt) sont deux rayons ge´ode´siques issus de deux
points x et y, et dirige´s vers un meˆme point a` l’inﬁni θ (autrement dit, les
deux rayons sont a` distance de Hausdorﬀ borne´e), alors il existe un unique
re´el Bθ(x, y) tel que
lim
+∞
d(xBθ(x,y)+t, yt) = 0.
De plus, pour tout 	0 il existe λ(	0) tel que si d(x, y) < 	0 et si Bθ(x, y) = 0,
alors pour tout t ≥ 0, on a
d(xt, yt) ≤ d(x, y)e−λ(0)t.
De´monstration. Posons A e´gal a` la distance de Hausdorﬀ entre les deux
rayons ge´ode´siques. On e´tend le rayon ge´ode´sique (xt) en une ge´ode´sique
entie`re (i.e. on s’autorise a` conside´rer xt pour t < 0). On conside`re le pro-
jete´ de y sur la ge´ode´sique (xt) : ce projete´ s’e´cris xs pour un certain re´el
s et on a d(xs, y) ≤ A. Pour tout entier n > 0, conside´rons le point yn
sur le rayon issu de y. D’apre`s la proposition 5.1, d(yn, xs+n ≤ A. Montrons
qu’il existe sn ∈ [s − A, s + A] tel que d(xsn , yn) = n : pour faire cela, on
constate que d(xs−A, yn) ≥ n (car d(xs−A, yn) ≥ d(xs−A, xs+n)−d(xs+n, yn) ≥
A + n − A = n), puis on constate que d(xs+A, yn) ≤ n (car d(xs+A, yn) ≤
d(xs+A, xs+n) + d(xs+n, yn) ≤ n− A + A = n), puis on applique le the´ore`me
des valeurs interme´diaires, et on trouve le sn cherche´. Ainsi, en faisant tendre
n vers l’inﬁni, et quitte a` extraire une sous suite, le point xsn converge vers
un point que l’on note xBθ(x,y) ou` Bθ(x, y) est un re´el. De plus, les segments
ge´ode´siques [xsn , yn] convergent uniforme´ment sur les compacts vers le rayon
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ge´ode´sique (xBθ(x,y)+t). Donc en appliquant la proposition pre´ce´dente 5.5 avec
les deux rayons ge´ode´siques issus de xsn et y, et qui se rejoignent au point
yn, et en faisant tendre n vers +∞, on obtient
d(xBθ(x,y)+t, yt) ≤ d(xBθ(x,y), y)e−λ(2A)t,
ce qui tend bien vers 0 quand t tend vers +∞. Enﬁn, si de plus d(x, y) < 	0,
et si Bθ(x, y) = 0, alors sn tend vers 0 et xsn tend vers x, et d(xsn, y) < 	0
pour n assez grand, et donc lorsqu’on passe a` la limite, on peut e´crire
d(xt, yt) ≤ d(x, y)e−λ(0)t.
Proposition 5.7. Il existe des constantes M > 0, a > 0 telles que si (xt) et
(yt) sont deux rayons ge´ode´siques engendre´s par deux vectueurs unitaires u
et v base´s en un meˆme point x ∈ X˜ et si on pose α = (u, v), alors
d(xt, yt) ≤ αMebt.
De´monstration. Soit (us)s∈[0,α] un arc de cercle dans T
1
x X˜, parame´tre´ par
l’angle, et qui relie u et v. Soit (xst ) le rayon ge´ode´sique engendre´ par us.
Le champs de vecteur t → ∂
∂s
xst le long du rayon ge´ode´sique t → (xst )t≥0 est
un champ de Jacobi, et la courbure est minore´e par k′ < 0, donc d’apre`s le
the´ore`me de comparaison de Rauch (cf [CE], p 29), la norme du champ de
Jacobi ‖ ∂
∂s
xst‖ est majore´e par la norme du champ de jacobi correspondant
dans le plan hyperbolique a` courbure k′ qu’on peut calculer explicitement et
qui vaut 1√
|k′|
sinh(
√|k′|t), et donc on obtient
‖ ∂
∂s
xst‖ ≤
1√|k′| sinh(√|k′|t).
D’ou` il vient pour tout t > 0
d(xt, yt) ≤
∫ α
0
‖ ∂
∂s
xst‖ds ≤ α
1√|k′| sinh(√|k′|t) ≤ α 1√|k′|e
√
|k′|t,
d’ou` le re´sultat.
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5.2 Le lemme de spe´ciﬁcation
Soit X une varie´te´ compacte a` courbure strictement ne´gative. Soit p :
X˜ → X un reveˆtement universel et soit Γ le groupe fondamental de X,
vu comme un sous-groupe du groupe des isome´tries de X˜. Soit ∂X˜ le bord
a` l’inﬁni de X˜. L’espace X˜ ∪ ∂X˜ est naturellement compact. Notons π :
T 1X → X et π : T 1X˜ → X˜ les ﬁbre´s unitaires tangents de X et X˜ et notons
a` nouveau p : T 1X˜ → T 1X l’application induite par le reveˆtement. Notons
(φt) les ﬂots ge´ode´siques sur T
1X et T 1X˜. Enﬁn, pour tout v ∈ T 1X˜, notons
v(∞) le point de ∂X˜ induit par le rayon ge´ode´sique engendre´ par v.
5.2.1 Densite´ des ge´ode´siques pe´riodiques
Rappelons sans de´monstration les proprie´te´s suivantes :
– Si ξ et θ sont deux points distincts dans ∂X˜ , alors ils sont les extre´mite´s
d’une unique ge´ode´sique dans X˜ note´e (ξθ). Notons ∂2X˜ l’ensemble des
couples de points distincts dans ∂X˜.
– Soit une suite (ξn, θn) ∈ ∂2X˜, et une suite (xn) telle que xn ∈ (ξnθn).
Si ξn tend vers ξ, θn vers θ et xn vers x, alors x ∈ (ξθ)∪{ξ, θ}, ou bien
x = ξ = θ.
– Pour chaque isome´trie non triviale γ ∈ Γ, il existe deux points γ+ et
γ− ∈ ∂X˜ tels que γ ﬁxe γ− et γ+, et agisse sur la ge´ode´sique (γ−γ+)
par translation dans la direction de γ+. Cette ge´ode´sique induit une
ge´ode´sique pe´riodique dans X. De plus, si U et V sont des voisinages
de γ− et γ+ dans ∂X˜ , alors il existe un entier N tel que pour tout
n ≥ N , γn(∂X˜ \ U) ⊂ V , et γ−n(∂X˜ \ V ) ⊂ U .
– Si γ et α sont deux e´le´ments non triviaux de Γ, et si γ− = α−, alors
γ+ = α+, et il existe deux entiers m,n tels que γ
n = αm.
Le but de cette section est d’e´tablir la proposition suivante :
Proposition 5.8. l’ensemble {(γ−, γ+)|γ ∈ Γ \ {Id}} est dense dans ∂2X˜.
Lemme 5.9. l’ensemble {γ+|γ ∈ Γ \ {Id}} est dense dans ∂X˜.
De´monstration. Soit θ ∈ ∂X˜ . On doit trouver une suite γn telle que γn+
converge vers θ. Soit γ ∈ Γ \ {Id}. Soit x ∈ (γ−γ+). Soit une suite (αn) ∈
Γ telle que αn(x) converge vers θ. On pose γn = αnγα
−1
n , ainsi αn(x) ∈
(γn−, γn+). On peut supposer quitte a` extraire que les deux suites γn− et γn+
convergent. Alors l’une de ces deux limites est θ, ce qu’on voulait (quitte a`
remplacer γn par γ
−1
n )
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Preuve de la proposition. Soit U et U ′ deux ouverts dans ∂X˜ . On veut mon-
trer qu’il existe un e´le´ment non trivial γ ∈ Γ ayant un premier point ﬁxe
dans U et le deuxie`me dans U ′. On peut supposer que U et U ′ sont disjoints,
et qu’ils sont home´omorphes a` des boules. D’apre`s le lemme, il existe α et
α′ ∈ Γ tels que α+ ∈ U et α′+ ∈ U ′. Alors α− = α′− et il existe des voisinages
disjoints V et V ′, de α− et α
′
−. Comme U
′ ⊂ ∂X˜ \ U , alors pour tout entier
n assez grand, on a
α−n(U ′) ⊂ V,
et comme V ⊂ ∂X˜ \ V ′, on a
α′nα−n(U ′) ⊂ U ′.
On pose donc γ = α′nα−n ou` n est un entier assez grand, et d’apre`s le
the´ore`me du point ﬁxe de Brower, γ admet un point ﬁxe dans U ′. De la
meˆme manie`re, en conside´rant γ−1 = αnα′−n, on montre que γ admet aussi
un point ﬁxe dans U si n est assez grand.
5.2.2 Densite´ des feuilles instables
Rappelons sans de´monstration les proprie´te´s suivantes :
– Deux ge´ode´siques qui se rejoignent se rapprochent exponentiellement
vite : plus pre´cise´ment pour tout 	 > 0 il existe λ(	) tel que si G = (ξθ)
est une ge´ode´sique et si a(t) est une ge´ode´sique parame´tre´e a` vitesse 1
sur un intervalle [0, l] (ou [0,+∞[) ve´riﬁant a(l) ∈ G (ou lim+∞ a(t) =
θ) et si d(G, a(0)) ≤ 	, alors pour tout t ∈ [0, l] (ou [0,+∞[) on a
d(a(t), G) ≤ e−λ()t	. (5.1)
– L’application
T 1X˜ → X˜ × ∂X˜
v → (πv, v(∞))
est un home´omorphisme. Par conse´quent, si θ ∈ ∂X˜ et x ∈ X˜, il existe
un unique rayon ge´ode´sique issu de x et dirige´ vers θ.
– Soient θ ∈ ∂X˜ et x, y ∈ X˜, et soit a, b : [0,+∞[→ X˜ les deux rayons
issus de x, y et dirige´s vers θ. Alors il existe un unique re´el note´ Bθ(x, y)
tel que
lim
t→∞
d (a(t + Bθ(x, y)), b(t)) = 0.
l’application (x, y, θ)→ Bθ(x, y) est appele´e la fonction de Busemann.
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– Pour tout 	 > 0 il existe λ(	) > 0 tel que si a(t) et b(t) sont deux
ge´ode´siques parame´tre´es sur le meˆme intervalle [0, l[ (ou [0,+∞[) ve´riﬁant
a(l) = b(l) (ou bien lim∞ a(t) = lim∞ b(t) = θ et Bθ(a(0), b(0)) = 0), et
telles que d(a(0), b(0)) ≤ 	, alors pour tout t ∈ [0, l] (ou [0,+∞[), on a
d(a(t), b(t)) ≤ d(x, y)e−tλ(). (5.2)
– Soit o ∈ T 1X˜ une origine quelconque. L’application
T 1X˜ → ∂2X˜ ×R
v → (−v(∞), v(∞), Bv(∞)(o, πv)) (5.3)
est un home´omorphisme.
Pour x ∈ X˜ et θ ∈ ∂X˜ , notons xθ le vecteur unitaire base´ au point x et qui
engendre le rayon ge´ode´sique dirige´ vers θ. Si u˜ = xθ ∈ T 1X˜, on de´ﬁnit la
varie´te´ fortement stable de u˜ par
W ss(u˜) =
{
yθ|Bθ(x, y) = 0
}
.
Si u ∈ T 1X, on de´ﬁnit
W ss(u) = p (W ss(u˜)) ,
ou` u˜ est un releve´ quelconque de u dans T 1X˜. Si u ∈ T 1X (ou` T 1X˜) on
de´ﬁnit la varie´te´ fortement instable de u par
W su(u) = {v| − v ∈ W ss(−u)} .
Si u, v ∈ T 1X˜ et si u(∞) = (−v)(∞), alors il existe un unique e´le´ment
∈ T 1X˜ note´ 〈u, v〉 et un unique re´el τ tel que 〈u, v〉 ∈ W ss(u) et φτ 〈u, v〉 ∈
W su(v). En utilisant l’home´omorphisme (5.3), on a que si u 
 (ξ, θ, t) et v 

(ξ′, θ′, t′), alors 〈u, v〉 
 (ξ′, θ, t). En particulier, l’application (u, v) → 〈u, v〉
est continue.
De´ﬁnissons les distances suivantes sur T 1X (et sur T 1X˜) : Si r > 0
dr(u, v) = sup
s∈[0,r]
d (πφsu, πφsv) pour u, v ∈ T 1X, ou u, v ∈ T 1X˜. (5.4)
Choisissons r > 0 quelconque. Nous utiliserons la distance dr sur T
1X et
sur T 1X˜, et nous noterons d = dr pour alle´ger. La distance d sur T
1X est
Lipschitz-e´quivalente aux distances riemanniennes. De meˆme, la distance d
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sur T 1X˜ est Lipschitz-e´quivalente aux distances riemanniennes induites par
des me´triques Γ-invariantes sur T 1X˜. La proprie´te´ (5.2) entraine imme´diatemment
que si u, v ∈ T 1X˜ appartiennent a` la meˆme varie´te´ fortement stable et si
d(u, v) ≤ 	, alors
d (φtu, φtv) ≤ d(u, v)e−tλ() pour t ≥ 0. (5.5)
Si 	 > 0 et u˜ ∈ T 1X˜, on de´ﬁnit
W ss (u˜) = W
ss(u˜) ∩ B(u˜, 	),
et si u ∈ T 1X on de´ﬁnit
W ss (u) = p (W
ss
 (u˜)) ,
ou` u˜ est un releve´ de u dans T 1X˜. On de´ﬁnit de la meˆme manie`re W su (u)
pour u ∈ T 1X ou T 1X˜.
L’application (u, v) → 〈u, v〉 est continue et Γ-e´quivariante sur son do-
maine de de´ﬁnition. De plus, pour tout u ∈ T 1X˜, 〈u, u〉 = u. Donc si 	 > 0
est suﬃsament petit et si d(u, v) < 	, alors par compacite´ l’e´le´ment 〈u, v〉 est
bien de´ﬁni, et il existe un nombre δ(	) > 0 ne de´pendant que de 	 tel que
〈u, v〉 ∈ W ssδ()(u), et φτ 〈u, v〉 ∈ W suδ()(v) pour un certain re´el τ ∈ [−δ(	), δ(	)].
Enﬁn, on peut choisir δ(	) de sorte que
lim
→0
δ(	) = 0. (5.6)
Si 	 > 0, on dit qu’une partie Y de T 1X est 	-dense si pour tout x ∈ T 1X
il existe y ∈ Y tel que d(x, y) < 	.
Le but de cette section est d’e´tablir la proposition suivante :
Proposition 5.10. Pour tout 	 > 0 il existe T > 0 tel que pour tout u ∈
T 1X, l’ensemble ⋃
t∈[0,T ]
φt(W
su
 (u))
est 	-dense.
De´monstration. D’apre`s la proposition 5.8 et le fait que (5.3) est un home´omorphisme,
alors l’ensemble des e´le´ments de T 1X pe´riodiques pour le ﬂot ge´ode´sique est
dense. Soit donc {p1, . . . , pk} un ensemble ﬁni 	-dense dans T 1X constitue´
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uniquement d’e´le´ments pe´riodiques. Dans un premier temps nous allons prou-
ver la proposition lorsque u ∈ {p1, . . . , pk}. Pour i = 1, . . . , k, notons ti la
pe´riode de pi et choisissons p˜i un releve´ de pi dans T
1X˜, de sorte que 〈p˜i, p˜j〉
soit bien de´ﬁni pour tout i, j.
Soit i ∈ {1, . . . , k}. Alors pour tout n ∈ Z,
φnti (W
su(pi)) = W
su(pi).
De plus, comme pour tout v ∈ W su(p˜i), on sait que la distance d(φ−tp˜i, φ−tv)
tend vers ze´ro quand t tend vers l’inﬁni, alors
W su(pi) =
⋃
n∈N
φnti (W
su
 (pi)) .
Soit j ∈ {1, . . . , k}. Alors il existe un unique τ tel que
φτ 〈p˜j, p˜i〉 ∈ W su(p˜i).
Donc il existe τ ′ tel que
p(〈p˜j, p˜i〉) ∈ φτ ′ (W su (pi)) .
Or comme pj est pe´riodique et que p(〈p˜j, p˜i〉) appartient a` W ss(pj), alors il
existe R > 0 tel que φR(pj) = pj et d(pj, φRp〈p˜j, p˜i〉) < 	. Soit Ti,j = τ ′ + R.
On a donc que pj est a` distance < 	 de φTi,j(W
su
 (pi)). On peut supposer que
Ti,j est positif quitte a` choisir R assez grand. On pose T = sup{Ti,j |i, j =
1, . . . , k} (ce T ne de´pend que de 	). Comme {p1, . . . , pk} est 	-dense, alors
on a montre´ que pour tout i ∈ {1, . . . , k},⋃
t∈[0,T ]
φt (W
su
 (pi)) est 2	-dense. (5.7)
Il reste maintenant a` voir comment on peut remplacer pi par u ∈ T 1X
quelconque dans (5.7). Soit u ∈ T 1X. Comme {p1, . . . , pk} est 	-dense, il
existe un pi tel que d(u, pi) < 	. Pour tout v ∈ T 1X, alors d’apre`s (5.7) il
existe x ∈ W su (pi) et t ∈ [0, T ] tel que
d(φt(x), v) < 2	.
Soient u˜, x˜ et v˜ des releve´s de u, x et v, tels que d(u˜, p˜i) < 	, d(x˜, p˜i) < 	, et
d(v˜, φt(x˜)) < 2	. Comme d(x˜, u˜) < 2	, si on suppose que 	 est suﬃsamment
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petit, alors 〈x˜, u˜〉 ∈ W ssδ(2)(x˜) est bien de´ﬁni et il existe un unique re´el τ ∈
[−δ(2	), δ(2	)] tel que si on pose y˜ = φτ 〈x˜, u˜〉, alors y˜ ∈ W suδ(2)(u˜). Comme
φ−τ y˜ et x˜, sont dans la meˆme varie´te´ fortement stable, alors d(φtx, φt−τy) ≤
d(x, φ−τy) < δ(2	).
Donc
d(φty˜, v) ≤ d(φty˜, φt−τy) + d(φt−τ y˜, φtx) + d(φtx, v) < 2δ(2	) + 2	.
Donc ﬁnalement on a montre´ qu’il existe T > 0 ne de´pendant que de 	 tel
que ⋃
t∈[0,T ]
φt
(
W suδ(2)(u)
)
est (2δ(2	) + 2	)-dense.
C’est bien ce qu’on voulait quitte a` remplacer 	 par un nombre 	′ plus petit
tel que 2δ(	′) + 2	′ < 	.
5.2.3 Le “Closing lemma”
Si t > 0 on de´ﬁnit les distances dt sur T
1X et sur T 1X˜ comme ceci :
dt(u, v) = sup
s∈[0,t]
d (φsu, φsv) , pour u, v ∈ T 1X ou u, v ∈ T 1X˜.
Si t > 0 et η > 0, on dit que u ∈ T 1X est (t, η)-pseudo-pe´riodique si
d(u, φtu) ≤ η. Le but de cette section est de montrer le lemme suivant :
Lemme 5.11 (Closing lemma). Pour tout 	 > 0, il existe η > 0 et T > 0 tel
que pour tout t > T et pour tout u ∈ T 1X, si u est (t, η)-pseudo-pe´riodique,
alors il existe v ∈ T 1X pe´riodique de pe´riode comprise entre t − 	 et t + 	,
tel que dt(u, v) < 	.
Soient η > 0, T > 0. On appelle (T, η)-pseudo-orbite toute suite
(un, tn)n∈Z
telle que un ∈ T 1X˜, tn > T et d(φtnun, un+1) < η. L’essentiel pour la preuve
du Closing lemma re´side dans la proposition suivante :
Proposition 5.12. Pour tout 	 > 0 il existe η > 0, T > 0, tels que pour tout
(T, η)-pseudo-orbite (un, tn), il existe un e´le´ment v ∈ T 1X˜ et une suite de
re´els (sn) telle que pour tout n ∈ Z, |(sn+1−sn)− tn| ≤ 	 et dtn(un, φsnv) ≤ 	
.
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De´monstration. L’ide´e de la preuve est la suivante : une pseudo-orbite est
une succession de morceaux d’orbites, et on peut essayer de “rattacher” les
morceaux un a` un sans trop faire bouger l’ensemble, jusqu’a` ce qu’on obtienne
une orbite entie`re. Pour k ∈ Z, l’application qui consiste a` rattacher deux
morceaux d’une (T, η) pseudo-orbite (un, tn) au niveau du point uk est de´ﬁnie
de la fac¸on suivante (elle est bien de´ﬁnie si η est assez petit) :
Ak : (un, tn) → (vn, t′n),
ou` la pseudo-orbite (vn, t
′
n) est de´ﬁnie en posant
vk = 〈uk, φtk−1uk−1〉,
t′k−1 = tk−1 − τ
ou` τ est l’unique re´el tel que φτvk ∈ W su(un−1),
vk−1 = φ−t′k−1vk,
t′n = tn pour n = k − 1,
vn =
⎧⎪⎨⎪⎩
φ(tk+...+tn−1)(vk) si n ≥ k + 1 et uj = φ(tk+...+tj−1)(uk) pour j = k + 1, . . . , n,
φ(−tn...−tk−2)(vk−1) si n ≤ k − 2 et uj = φ(−tj ...−tk−2)(uk) pour j = n, . . . , k − 2,
un sinon,
(5.8)
Cette application Ak ainsi de´ﬁnie consiste bien en un “rattachement” au
niveau de vk car on a vk = φt′k−1vk−1. Il faut remarquer aussi que par (5.8),
elle veille a` ne pas “de´tacher” les morceaux de la pseudo-orbite de´ja` rattache´s.
Enﬁn, comme vk = 〈uk, φtk−1uk−1〉, alors uk et vk sont dans la meˆme varie´te´
fortement stable et d(uk, vk) < δ(η). Donc pour tout entier j ≥ 0, ou bien
vk+j = uk+j, ou bien uk+j = φtk+...+tk+j−1(uk) et vk+j = φtk+...+tk+j−1(vk) et
donc d’apre`s (5.5) on a
dtk+j (uk+j, vk+j) ≤ δ(η)e−jλ(δ(η))T . (5.9)
De la meˆme manie`re on peut montrer par exemple que pour j ≥ 0,
dtk−1−j (uk−1−j, vk−1−j) ≤ 2δ(η)e−jλ(2δ(η))T . (5.10)
On se donne N∗ → Z, i → σi une bijection quelconque. On de´ﬁnie la suite
de pseudo-orbite (ukn, t
k
n) en posant (u
0
n, t
0
n) = (un, tn), et pour k ≥ 1
(ukn, t
k
n) = Aσk ◦ . . . ◦ Aσ1(un, tn)
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On voudrait montrer que si η et T sont bien choisi, alors cette suite converge
simplement lorsque k tend vers l’inﬁni, et la proposition est ve´rife´e en prenant
v = limk→∞ u
k
0.
Soit 	 > 0. Choisissons η > 0 suﬃsamment petit et T > 0 suﬃsamment
grand pour que en posant T ′ = T − δ(2η) et λ = λ(2δ(2η)) on ait
4δ(2η)
∑
j≥0
e−jλT
′
< 	 et 4δ(2η)
∑
j≥1
e−jλT
′
< η.
On ve´riﬁe alors, par re´currence sur k et en utilisant (5.9) et (5.10), qu’on a
les proprie´te´s suivantes :
– Pour k ∈ N ﬁxe´, (ukn, tkn) est une (T ′, 2η)-pseudo-orbite. Plus pre´cise´ment,
pour n ∈ {σ1, . . . , σk}, on a ukn = φtkn−1(ukn−1) et |tkn−1 − tn−1| ≤ δ(2η),
et pour n ∈ Z \ {σ1, . . . , σk}, on a tkn−1 = tn−1 et
d
(
ukn, φtkn−1
(
ukn−1
))
< η + 2δ(2η)
k∑
i=1
e−|σi−n|λT
′
< 2η,
– Pour k ∈ N, pour l compris entre 0 et k, et pour n ∈ Z on a
dtn
(
ukn, u
l
n
)
< 2δ(2η)
⎛⎜⎜⎜⎜⎝
∑
j≥0
i∈{l+1,...,k}
n=σi+j
e−jλT
′
+
∑
j≥0
i∈{l+1,...,k}
n=σi−1−j
e−jλT
′
⎞⎟⎟⎟⎟⎠ < 	.
Par conse´quent, pour tout n, la suite ukn est de Cauchy et converge quand
k tend vers l’inﬁni. Pour conclure la preuve de la proposition, il suﬃt de
poser v = limk→∞ u
k
0, s0 = 0, sn = limk→∞
∑n−1
i=0 t
k
i pour n ≥ 1, et sn =
− limk→∞
∑−1
i=n t
k
i pour n ≤ −1, car ainsi on a φsnv = limk→∞ ukn et donc
dtn(φsnv, un) ≤ 	
De´monstration du “Closing lemma”. Soit 	 > 0. On choisit les η > 0 et T >
0 donne´s par la proposition 5.12. Soit t > T et u ∈ T 1X tels que d(φtu, u) < η.
Soient u˜ ∈ T 1X˜ un releve´ de u et soit γ ∈ Γ tel que d(γu˜, φtu˜) < η. Alors la
suite (γnu˜, t)n∈Z est une (T, η)-pseudo-orbite, et d’apre`s la proposition 5.12, il
existe v˜ ∈ T 1X˜ et une suite (sn) tels que pour tout n ∈ Z, |(sn+1−sn)−t| ≤ 	
et
dt(φsn v˜, γ
nu˜) ≤ 	. (5.11)
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Il nous reste juste a` montrer que v = pv˜ ∈ T 1X est pe´riodique de pe´riode
comprise entre t − 	 et t + 	. Dans un premier temps, on peut voir que
v˜(∞) = γ+ : en eﬀet on sait que
v˜(∞) = lim
n→∞
πφsn v˜ et γ+ = lim
n→∞
πγnu˜.
Or d’apre`s (5.11), les suites de points πφsn v˜ et πγ
nu˜ restent a` distance
borne´es, et donc elles ont meˆme limite a` l’inﬁni. Donc v˜(∞) = γ+. De la
meˆme manie`re on montre que −v˜(∞) = γ−. Donc il existe t′ > 0 tel que
γv˜ = φt′(v˜) et v = pv˜ est pe´riodique de pe´riode t
′. Enﬁn on peut supposer
que s0 = 0 (quitte a` remplacer v˜ par φs0 v˜) et ainsi on peut e´crire
d (φt′ v˜, φs1 v˜) ≤ d (γv˜, γu˜) + d (γu˜, φs1 v˜) ≤ 2	.
Donc |t′ − s1| ≤ 2	 et donc |t′ − t| ≤ 3	, ce qu’on voulait quitte a` remplacer
	 par un nombre 	′ plus petit pour que 3	′ < 	.
5.2.4 Le lemme de spe´ciﬁcation
On a de´ja vu que les points pe´riodiques de T 1X forment un ensemble
dense. Le lemme suivant aﬃne cette proprie´te´ :
Lemme 5.13 (spe´ciﬁcation). Pour tout 	 > 0, il existe R > 0 tel que pour
tout t > 0 et pour tout u ∈ T 1X, il existe v ∈ T 1X, pe´riodique de pe´riode
comprise entre t et t + R tel que
dt(u, v) ≤ 	.
La preuve de ce lemme de´coulera du “closing lemma” et de la proposition
suivante :
Proposition 5.14. Pour tout 	 > 0, il existe R > 0 tel que pour tout t > 0 et
pour tout u ∈ T 1X il existe t′ ∈ [t, t+R], et v ∈ T 1X (t′, 	)-pseudo-pe´riodique
tel que dt(u, v) ≤ 	.
De´monstration. Soit 	 > 0. Soit t > 0 et u ∈ T 1X. D’apre`s la proposition
5.10, il existe R > 0 ne de´pendant que de 	 tel que⋃
s∈[0,R]
φs (W
su
 (φtu))
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est 	-dense. Il existe donc un re´el s ∈ [0, R] et un e´le´ment de W su (φtu) que
l’on e´crira sous la forme φtv tel que d(u, φt+sv) ≤ 	. Comme φtv ∈ W su (φtu)
alors dt(u, v) < 	 et si on pose t
′ = t + s, on peut e´crire
d (v, φt′v) ≤ d(v, u) + d(u, φt′v) ≤ 2	
ce qu’on voulait quitte a` remplacer 	 par un nombre plus petit 	′ tel que
2	′ < 	.
De´monstration du lemme de spe´ciﬁcation. Soit 	 > 0. D’apre`s le “closing
lemma”, il existe T > 	 et η ∈]0, 	[ tel que pour tout t > T et u ∈ T 1X
(t, η)-pseudo-pe´riodique, il existe un re´el t′ ∈ [t − 	, t + 	] un e´le´ment t′-
pe´riodique v tel que dt(u, v) < 	.
Soit t > 0 et u ∈ T 1X. D’apre`s la proposition pre´ce´dente il existe R′ > 0
ne de´pendant que de 	, et un re´el s ∈ [0, R′] et un e´le´ment (T + t + s, η)-
pseudo-pe´riodique u′ tel que dt(u, u
′) < 	. On choisit R = R′+T + 	. Alors R
ne de´pend que de 	, et d’apre`s le “closing lemma”, il existe v, t′-pe´riodique
avec t′ ∈ [t, t + R], tel que dt(u′, v) < 	. Donc dt(u, v) < 2	 ce qu’on voulait
quitte a` remplacer 	 par un nombre 	′ plus petit tel que 2	′ < 	.
5.2.5 Il existe une orbite dense dans T 1X
On montre ici l’existence d’un e´le´ment v ∈ T 1X dont l’orbite positive
{φt(v)|t ≥ 0} est dense. Nous savons de´ja` que l’ensemble des e´le´ments
pe´riodiques de T 1X sont denses dans T 1X. Soit donc (un) une suite dense
d’e´le´ments pe´riodiques dans T 1X. Pour construire un e´le´ment v ∈ T 1X dont
l’orbite positive est dense, nous allons construire une suite (vn) ∈ T 1X et
une suite de re´els positifs (tn) telle que si p et n sont deux entiers tels que
1 ≤ p ≤ n, alors
d(up, φtp(vn)) < 1/p.
Cette construction se fait par re´curence : on pose v1 = u1 et t1 = 0.
Supposons que l’on ait de´ja construit pour n compris entre 1 et N les vecteurs
vn et les nombres tn. Alors l’ensemble{
v ∈ T 1X|d(φtp(v), up) ≤ 1/p pour p = 1, . . . , N
}
est un ouvert de T 1X non vide car il contient vN . Cet ouvert rencontre la
varie´te´ stable de uN+1 car les varie´te´s stables sont denses. Choisissons vN+1
5.3. LA MESURE DE LIOUVILLE EST INVARIANTE 93
dans cette intersection. Comme vN+1 et uN+1 partagent la meˆme varie´te´
stable et comme uN+1 est pe´riodique, il existe bien un re´el positif tN+1 tel
que
d
(
φtN+1(vN+1), uN+1
)
< 1/ (N + 1) ,
et donc vN+1 et tN+1 conviennent, et la construction par re´currence fonctionne
bien. Une fois construite la suite (vn), on choisit v une valeur d’adhe´rence de
cette suite. Alors l’orbite positive de v est dense car v ve´riﬁe que pour tout
entier n ≥ 1
d (φtn(v), un) ≤ 1/n.
5.3 La mesure de Liouville est invariante par
le ﬂot ge´ode´sique
Soit X une varie´te´ riemannienne, et soit T 1X le ﬁbre´ unitaire tangent.
C’est un ﬁbre´ en sphe´re euclidienne sur une varie´te´ riemannienne, et cela qui
induit une mesure sur T 1X, appele´e mesure de Liouville. Il est bien connu
que cette mesure est invariante par le ﬂot ge´ode´sique sur T 1X. Une preuve de
ce fait consiste a` montrer que cette mesure est donne´e par une forme volume
qui s’e´crit
λ ∧ dλ ∧ . . . ∧ dλ,
ou` λ est une 1-forme, appele´e forme de Liouville, et qui est invariante par le
ﬂot ge´ode´sique.
5.3.1 La forme de Liouville sur le ﬁbre´ cotangent
Soit X une varie´te´. Soit π : T ∗X → X le ﬁbre´ cotangent. On de´ﬁnit une
1-forme l sur T ∗X, appele´e forme de Liouville : pour tout α ∈ T ∗X et pour
tout vecteur tangent v ∈ TαT ∗X, on pose x = π(α), et ainsi la diﬀerentielle
de π applique´e au vecteur v est un vecteur tangent a` X en x :
π∗v ∈ TxX,
et on de´ﬁnit alors
l(v) = α(π∗v),
ce qui de´ﬁnit la forme de Liouville l.
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On peut de´crire cette forme l avec un syste`me de coordonne´es adapte´es
sur le ﬁbre´ cotangent : d’abord on se donne un syste`me de coordonne´es locales
(x1, . . . , xn) sur X. Ces coordonne´es de´ﬁnissent localement un syste`me de n
champs de vecteurs ∂
∂x1
, . . . , ∂
∂xn
, et le syste`me dual de 1-formes dx1, . . . , dxn.
Ainsi on introduits sur T ∗X des coordonne´es locales : a` (x1, . . . , xn, y1, . . . , yn)
on associe la forme line´aire sur l’espace tangent au point de coordonne´es
(x1, . . . , xn), dont les coordonne´es dans la base dx1, . . . , dxn sont (y1, . . . , yn).
Ces coordone´es sur T ∗X de´ﬁnissent localement un syste`me de 2n champs de
vecteurs ∂
∂x1
, . . . , ∂
∂xn
, ∂
∂y1
, . . . , ∂
∂yn
, et le syste`me dual de 1-formes dx1, . . . , dxn, dy1, . . . , dyn.
La 1-forme de Liouville peut alors s’e´crire avec ces coordonne´es
l =
n∑
i=1
yidxi. (5.12)
Notons que la diﬀe´rentielle exte´rieur dl s’e´crit
dl =
n∑
i=1
dyi ∧ dxi. (5.13)
5.3.2 La forme de Liouville et la mesure de Liouville
Soit (X, g) une varie´te´ riemannienne. La dualite´ entre les ﬁbre´s tangents
et cotangent va nous permettre de faire passer la forme de Liouville du ﬁbre´
cotangent sur le ﬁbre´ tangent.
Soit π : TX → X et π : T ∗X → X les ﬁbre´s tangent et cotangent. La
me´trique g induit un isomorphisme canonique entre les ﬁbre´s TX et T ∗X :
Φ : TX → T ∗X
v ∈ TxX → gx(v, ·) ∈ T ∗xX.
La forme de Liouville de´ﬁnit sur T ∗X induit une 1-forme sur TX que nous
noterons λ et que nous appellerons a` nouveau forme de Liouville. Aﬁn de
de´crire explicitement la 1-forme λ et la 2-forme dλ sur TX, on se donne un
point v ∈ TX, et on construit une base de TvTX de la manie`re suivante.
Tout d’abord, on pose x = π(v) ∈ X et on se donne une base orthonorme´e
e1, . . . , en de Tx. L’espace tangent TvTX est la somme direct de l’espace
tangent a` la ﬁbre contenant v et l’espace horizontal pour la connexion de
Levi-Civita au point v, note´ Hv :
TvTX = TvTxX ⊕Hv.
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Soit X1, ..., Xn la base de Hv correspondant au releve´s horizontaux des vec-
teurs de la base v1, . . . , vn pour la ﬁbration π : TX → X. L’espace vectoriel
TvTxX est canoniquement isomorphe a` l’espace vectoriel TxX dont il est un
espace tangent. Soit Y1, . . . , Yn la base de TvTxX correspondant a` la base
e1, . . . , en de TxX par cet isomorphisme. On a donc une base de TvTX :
X1, . . . , Xn, Y1, . . . , Yn.
Posons α = Φ(v) ∈ T ∗X. On utilise la base e1, . . . , en de TxX et l’ap-
plication exponentielle pour de´ﬁnir un syste`me de coordonne´es dans X au
voisinage de x :
(x1, . . . , xn) → expx
(
n∑
i=1
xiei
)
.
On en de´duit alors un syste`me de coordone´es locales (x1, . . . , xn, y1, . . . , yn)
sur T ∗X (comme dans la sous-section pre´ce´dente). Soit
∂
∂x1
, . . . ,
∂
∂xn
,
∂
∂y1
, . . . ,
∂
∂yn
les champs de vecteurs associe´s a` ces coordonne´es.
L’isomorphisme entre les ﬁbre´s TX et T ∗X induit un isomorphisme entre
les espaces tangents TvTX et TαT
∗X. On a le fait suivant :
Fait 5.15. L’isomorphisme entre TvTX et TαT
∗X envoie Xi sur
∂
∂xi
(α) et
Yi sur
∂
∂yi
(α).
De ce fait et des e´quations (5.12) et (5.13) on de´duit le corollaire suivant :
Corollaire 5.16. Soit (v1, . . . , vn) ∈ Rn les coordone´es du vecteur v dans
la base e1, . . . , en. Soit X
∗
1 , . . . , X
∗
n, Y
∗
1 , . . . , Y
∗
n la base de T
∗
v TX obtenue par
dualite´ avec la base X1, . . . , Xn, Y1, . . . , Yn de TvTX. Alors la forme de Liou-
ville et sa diﬀe´rentielle exte´rieure au point v s’e´crivent
λ(v) =
n∑
i=1
viX
∗
i
dλ(v) =
n∑
i=1
Y ∗i ∧X∗i
Soit T 1X le ﬁbre´ tangent unitaire de X, et conside´rons λT 1X , la restriction
de la forme de Liouville sur T 1X. Dans ce qui pre´ce`de, on conside`re le cas ou
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v est un vecteur unitaire et on peut suposer que v = e1, le premier vecteur
de la base orthonorme´ de TxX. Ainsi, une base de l’espace tangent TvT
1X,
qui est de dimension 2n−1, est la famille X1, . . . , Xn, Y2, . . . , Yn, la forme de
Liouville λT 1X et sa diﬀe´rentielle exte´rieure au point v s’e´crivent
λ(v) = X∗1
dλ(v) =
n∑
i=2
Y ∗i ∧W ∗i
Ainsi, on introduit la 2n− 1-forme ω suivante :
ω = (λ ∧ dλ ∧ . . . ∧ dλ) |T 1X.
C’est une forme volume sur T 1X et elle s’e´crit au point v :
ω(v) = X∗1 ∧ (Y ∗2 ∧X∗2 ) ∧ . . . ∧ (Y ∗n ∧X∗n).
La forme volume ω induit donc la mesure de Liouville sur T 1X. L’image de
cette mesure par la projection π : T 1X → X est la mesure riemannienne fois
la volume de la sphe`re euclidienne de dimension n− 1.
5.3.3 La forme de Liouville est invariante
Nous allons montrer que la forme de Liouville λT 1X sur le ﬁbre´ tangent
unitaire est invariante par le ﬂot ge´ode´sique φt, plus pre´cise´ment nous alons
montrer que pour tout v ∈ T 1X et Z ∈ TvT 1X, on a
λ(φl∗Z) = λ(Z),
pour tout re´el l > 0 tel que φl(v) est bien de´ﬁni (ce n’est pas toujours le cas
car on n’a pas suppose´ que la varie´te´ est comple`te). Choisissons une courbe
(vs)s∈]−,[ dans T
1X telle que Z = d
ds |s=0
vs. Pour tout s ∈] − 	, 	[ et pour
t ∈]0, l[, on pose
c(s, t) = π ◦ φt(Zs).
Pour tout s, l’application t → c(s, t) est une courbe (localement ge´ode´sique)
de longueur t. Or d’apre`s la formule de la variation premie`re, la de´rive´e en
s = 0 de la longueur de la courbe c(s, ·) est e´gale a`
g
(
d
ds
c(s, l),
d
dt
c(s, l)
)
− g
(
d
ds
c(s, 0),
d
dt
c(s, 0)
)
.
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Donc cette diﬀe´rence est nulle. Or g( d
ds
c(s, 0), d
dt
c(s, 0)) = λ(Z) et g( d
ds
c(s, l), d
dt
c(s, l)) =
λ(φl∗Z), donc on a bien
λ(φl∗Z) = λ(Z).
Donc la forme de Liouville est invariante par le ﬂot, et il en va de meˆme pour
la forme volume ω = (λ ∧ dλ∧, . . . ,∧dλ)T 1X , et pour la mesure de Liouville
associe´e, ce qu’il fallait de´montrer.
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