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ABSTRACT 
The problem of solving linear equations, or equivalently of inverting matrices, 
arises in many fields. Efficient recursive algorithms for finding the inverses of 
Toeplitz or displacement-type matrices have been known for some time. By introduc- 
ing a way of characterizing matrices in terms of their “distance” from being Toeplitz, 
a natural extension of these algorithms is obtained. Several new inversion formulas for 
the representation of the inverse of non-Toeplitz matrices are also presented. 
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xi are scalars or matrices (not necessarily square) 
4 0 
_r+‘) = ! .*.. 
* 1 x; *. = U’(x). x;, x;..:x; 
K=the (m+l)X(m+l) 1 ea in d g minor of a matrix RN = [ri, J, 0 Q i, j <N. 
z 0 
D(z) = I 1 *. . = block diagonal matrix. 0 .z 
I. INTRODUCTION AND MAIN RESULTS 
A ubiquitous problem is that of solving linear equations, or equivalently 
of inverting matrices. There are many methods for doing this, but all of them 
have the characteristic that it takes of the order of N3 multiplication 
operations’ to invert an N X N matrix, unless the matrix has some special 
‘For many computers the most expensive operation is multiplication. 
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structure. This special structure can take many forms, but there are many 
physical and engineering problems in which the matrices can be assumed to 
be Toeplitz or displacement-type, i.e., of the form 
R =[r(i-ii)], 0 < i,i < N. 
As will be discussed in more detail presently, such matrices can be inverted 
with only 0( N’) multiplications,2 which can be a substantial saving when N 
is large. Now Toeplitz matrices arise in situations where there is some 
underlying “shift invariance” (or “stationarity” or “homogeneity”) feature, 
but such situations can also give rise to matrices that, while not Toeplitz 
themselves, are closely related to Toeplitz matrices. For example, we might 
have the (non-Toeplitz) inverse of a Toeplitz matrix, or the (non-Toeplitz) 
product of two Toeplitz matrices, or the (non-Toeplitz) factors of a Toeplitz 
matrix, or an asymptotically Toeplitz matrix (as in time-invariant linear 
systems with transients), etc. It might be expected that such matrices could 
be inverted with a number of operations close to that needed for a Toeplitz 
matrix, but there seem to have been no previous results along these lines. 
In this paper, we shall show that with any N X N matrix we can associate 
an integer (Y, 1 < LY <N, that characterizes in certain ways its degree or index 
of “non-Toeplitzness.” We shall then show that the same “form” of algo- 
rithm as used for Toeplitz matrices can also be applied to arbitrary matrices, 
with changes essentially only in the dimensions and definitions of some 
auxiliary quantities. These o-dependent changes in dimension have the effect 
of increasing the number of multiplications needed to form the inverse from 
0(N2) for lower- or upper-triangular Toeplitz matrices to 0(N2~) for a 
matrix of index (Y. We shall see that (Y = 2 for a full Toeplitz matrix and its 
(non-Toeplitz) inverse, while (Y < 4 for the product of two Toeplitz matrices. 
Some other examples of particular interest in control and estimation theory 
(namely, matrices arising from time-invariant, linear systems in state-space 
form) will be described in Sec. V. Generalizations for block matrices (or 
more generally, matrices with elements from a division ring) will also be 
described. 
These results actually arose from certain applications [l-4] and from 
analogous continuous-time results for Fredholm resolvents [5, 61, as will be 
briefly discussed in Sec. VI. Here, however, it will be more direct to begin 
with certain known results on Toeplitz matrices. 
Scal4ir Toeplitz matrices 
If R is Toeplitz, it is easy to see that R -I will not be so unless R is aho 
lower or upper triangular. However, Gohberg and Semencul [I showed that 
‘More recently, algorithms which require only h@iV multiplications have been reported. 
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though R - ’ may not be Toeplitz, there always exist lower- and upper-trian- 
gular Toeplitz matrices such that 
R-1=+ N 
1 -- 
PN 
1 0 . 
b ‘-. 1N 
* . 
* . 
* . 
. . 
hNN ...‘. b$ 1 
0 . 0 
II %N . . * . . . . . 
0. bm ... b,, 
. . . . . . . . * 
alN * *. a,, 0 11 0 
where { bi} and { ai} are the elements of the 
but normalized to have 1 as the first (or last) 
1. alN *** a,, 
. . . . . . . . . . . 
‘. ‘alN 
0 ‘1 
1 
b 1N 
R. = 
PN 
0 
. 
0 
. . . 
. . . hN 
* 0 
(14 
first and last columns of R - ‘, 
element. That is, 
(lb) 
where the normalizing factor is PN, assumed not equal to zero. (It can be 
seen that PN #O requires that not only R but also its leading N X N minor be 
nonsingular; however, Gohberg and Feldman [B, p. 901 have shown that this 
assumption on the leading minor can be relaxed.) 
By “differencing” the formula (l), we can obtain the expression 
[R-'li+l,j+l=P-'l,,j l + p {h+l,Naj+l,N-%--~,N~N-~,N p > 
N 
O<i,j<N-I, (2) 
which can be recognized as one obtained differently by Trench in 1964 [9]. 
Trench in fact also showed that { ai}, { bi} could be computed recursively by 
certain formulas, which turned out to be closely related to recursions for 
certain (Szego) polynomials orthogonal on the unit circle (cf. [lo]). 
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Block-Toeplitz Matrices 
Gohberg and Heinig [ 111 showed how to extend the formula (1) to the 
block-Toeplitz case, where the entries of R are themselves p Xp matrices. 
Recursive formulas for the symmetric block-Toephtz case, i.e., with the 
assumption 
ri,i = r;,i, ri,j ’ [ R]i,j, (3) 
where the prime denotes transpose, were first derived by Whittle [12], 
Wiggins and Robinson [ 131 and Akaike [ 141. We should mention that the 
symmetric scalar recursions were also derived by Durbin [15] and perhaps 
first by Levinson [16]-and of course, at least implicitly, by Szego [17]. We 
shall therefore, call the matrix recursion the generalized Levinson-Szego 
recursions, We shall present these formulas now because, as will be ex- 
plained below, with small changes they can be applied to any (block-sym- 
metric) matrix. 
Let RN be a symmetric block-Toeplitz matrix, i.e., 
R&7 = [‘i-j], 0 < i,i < N, (44 
where the ( ri _ i} are (arbitrary) p X p matrices such that 
Ti_i = r;_i. w 
Then it was shown in [ 1 l] and [ 181 that if RN is nonsingular, we can calculate 
RK1 as 
RK1 = L(B,)D(M,‘) U(B&) - L(A,)D(N,-‘) U&k), (44 
where AN, BN, MN, NN are defined by 
RNAN= [O,O,...,O,N;]‘, A,e [Z,A(N,,l ,... ,A;,,]‘, (54 
RNBN= [ M;,O,...,O,O]‘, B,$ [B~,,,B~,,_1,...,Z]‘, ( w 
and L, U, D are as defined in the Summary of Notation. 
These quantities can be found using the following Levinson-SzegG recur- 
sions [13]: 
&+I =[ ;,.I -[ +n?K,, A,= 1, 
B,,, =[ ;m] -[ ;,.]Ni’Am, B = 1, 
36 
where 
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N m+l = N,,, - A,M,‘A;, No = TO,O, 
M m+l = M,,, - kmN;‘A,, MO = ro,o, 
and 
The {&,B,} are (m + 1)~ X p matrices, and M,,,, N,, A,,, are p X p matrices. 
Extension to Non-Toeplitz Matrices 
Toeplitz matrices have a shift-invariance property, that is to say 
q RN] = 0, (7) 
where the “shifted-difference” operator 6 [ -1 is defined as 
For non-Toeplitz matrices (7) no longer holds, but we may assume that the 
“shifted difference” of R, can be written as 
6[&] = DIZD’, DisNpXap, ZisapXap, (9) 
and 2 is a diagonal (signature) matrix consisting of + 1’s. The significance of 
this factorization is that knowledge of D, Z and CI makes it possible to show 
that the above formulas (4)-(6) will also hold for non-Toeplitz matrices 
except that the dimensions of B,, AI,,,, their initial conditions, and the 
definition of A,,, have to be modified. Thus, a generalized version of the 
Levinson-Szegij recursions may be obtained, which leads to new inversion 
formulas for arbitrary matrices. The precise statements of these results and 
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their proofs are presented in Sets. II and III. Results for nonsymmetric 
matrices are briefly noted in Sec. IV. 
Polynomial Form of the Recursions 
We note that a more compact and suggestive form for the recursion can 
be obtained by introducing the following polynomial notation: 
A&) = I + AN,/ +. . . +A,,,?“, 
B,(z) = BN,N + BN,N_-IZ-l + . * . +lcN. 
The Levinson-Szego recursions (6) can now be written as 
A,+,(z) = z-lA&) - B,(z)M,‘A,, (104 
B,+,(z)=B,(z)-z-lA,(z)N,-‘A, (lob) 
with N,, G and A,,, defined as before. When RN is a symmetric Toeplitz 
matrix with scalar entries, these are exactly the well-known Szegij recurrence 
formulas for orthogonal polynomials on the unit circle. As noted before, the 
same recursions hold for non-Toeplitz matrices (except for modifications in 
the dimensions of B,,,, M,,, and the definition of A,). Thus, what we have 
here is a generalization of the concept of orthogonal polynomials for non- 
Toeplitz kernels, which should be worthy of further study. 
Rem&s cm the Factored Representation (9) 
The actual numerical calculation of the factorization (9) raises several 
problems which will not be discussed here (see [19], [ZO]). It is important to 
note, however, that in many cases of interest the decomposition can be 
discovered from examination of the problem structure, and no computation 
is required. An example is the problem of finding the coefficients of the 
nth-order predictor from an observed process { yi, 0 <i < N}-that is, find 
{a,>. 
& = - 2 aj$-_i, O<m<N, 
i=l 
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so as to minimize the sum of the squared errors, Ce,$ where e,,, = z/m - &. 
Writing the error vector as 
= 
Yo 0 
Yl Yo 
. . 
Yl 
iN i4N--n 
or 
e = Ya 
It can be shown that the least-square predictor is given by 
a = [YY-‘Ye, 
and analysis of the non-Toeplitz matrix Y’Y will show that 
D’ = [ yh/Lr...,y~-n+J, z= -1. 
Another important case where the factorization (9) follows from the 
structure of the problem is in numerical solution of Fredholm integral 
equations with stationary (or displacement) kernels. If the integral is ap- 
proximated by a sum using some numerical quadrature formula (e.g., Simp- 
son’s rule), then the integral equation is transformed into a system of linear 
equations. The coefficient matrix of this system turns out to be close to 
Toeplitz, though the exact form of the decomposition (9) will depend on the 
quadrature rule chosen. For a more detailed discussion of this application, as 
well as for numerical results, we refer to [21]. 
When the factorization of 6 [R] is not given, it could, at least in principle, 
be computed by employing a symmetric factorization algorithm that utilizes, 
for example, the Gaussian elimination method. Such algorithms are described 
by Wilkinson [19], Bunch and Parlett [20] and others. We shall not pursue 
these numerical questions in this paper, which focuses more on the novel 
algebraic aspects of the problem. 
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IL THE GENERALIZED LEVINSON-SZEG6 ALGORITHM 
We shall show that the inverse of any block symmetric nonsin~~ 
matrix can be written in the fonn (4~). The quantities {AN,BN,MN, NN} can 
be computed via the following generalized Levinson-%-ego recursions, pro- 
vided that the matrix has nonzero leading minors. This last requirement is 
necessary because it will be seen that in effect this ~~o~~rn involves the 
inversion of a sequence of nested matrices {&,}z_o. - 
The recursions 
4.,~=[l]-[~~~~~~‘A~, Ao=$, 
g,+i =[ F]-[ ;&-‘Am> R, =[I,,O,...,O], 
iv m + I = iV, - Afn&f;iUmy No = ra,o, 
M m+l = M;, - A;,iV,- ‘A,, 
where 
The matrix 0, denotes the first m + 1 block rows of D, the factor of 6[R,J; 
and d, is just the last block row of 0,. i.e., D, = [d& d,f, . . , , d;,]‘. Note that 
the equations (11) have a form identical to the equations (6). The only 
difference is in & and the dimensions of the quantities: A,, (m + l)p X p; 
B,, (m + l)p X (a + 1)~; M,, (a + 1)~ X (a + 1)~; N,, pX p; A,, p X ((Y f 1)~. 
These recursions can be rewritten in a compact form as 
P (“+uP 
P 
N 0 ?V+1 
i 1 -_ Cm++ A mfl 3 mtl (a +l)P 0 M m-l-1 
%n 
0 ! 1 42 
Ain 
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The matrices {&,B,} turn out to satisfy the equations [cf. (5a, b)] 
RmA,=[O -+. 0 Iv;]‘, (134 
M,,,. W-4 
First note that 
Derivation 
Starting with (13a, b) and using the factorization (9), the above recursions 
can be deduced as follows: 
where 
Similarly 
I 0 
0 
i%p= : Dvl , k= [%+1,0 *** cn+l,m]%. (15) 
0 
_________-- 
k,,,M,’ 
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Combining (13), (14), and (15), it follows that 
N m+1 =N,-(km-[O,d,]M,)M,‘F~ 
= N, - C&M,,-lF;, No = ro, 0) 
41 
(16) 
(17) 
where 
C, = k, - [WJM,, d, = the (m + 1)th block row of D. (18) 
AlSO 
B,,, =[ ;j -[ ;,]N,J&, B, =[ Z 0 a-- 
and 
M,,,,, = M,,, - FAN;%,,,, M,=[;O _;]a 
01, 09) 
(20) 
To verify (16), (19) we premultiply the equations by 5, + 1 and check that 
the right-hand sides of the resulting equations satisfy the defining equation 
(13). It remains to show that C, = F, g A,,,. 
Before proceeding with the proof we note the following identity: 
= 
----------- (21) 
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By the symmetry of the left-hand block matrix, we must have 
which can be rewritten [using the notation Ml T A (MA)- ‘1 as 
km-[0 d,]M,+[O <] f, 
[ 1 “D Mm=FmM,TB~R,Bm, m
or 
C,,, + F,LM,,, - F,,,KTB;R,,,B,,, = 0, 
where 
which finally gives 
C,,,M,’ = F,,,MLT[ B;R,B,- Mj,LM,]M,? (22) 
Call 
M7, = B;R,,,B,,, - M, TLM,? 
By straightforward computation we can show that 
M,+, = K - CAN,-‘c,. (23) 
The details are omitted, but note that the following identity [see Eq. (21)] is 
repeatedly used: 
N,,, + F,,, LF; j C,+F,LM, 
------_:__-__-__-___ 
C;+(M;)F; i [B; 0] ; 
[ Ii “D 4 m 
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To complete the proof use induction. Note that for m = 0 
co = [ r,,, do2 ] = F, 
Assume Cm=&. From (22) it immediately follows that M,,,=K, and by 
(23) K+i=Zt&+i. Substituting back in (23) for m+l, weget Cm+l=Fm+l. 
Number of operations 
To evaluate the computational requirements of the proposed algorithm, 
we count the number of operations required for a straightforward im- 
plementation of Eq. (12). Asssuming p<m, we get Z((Y + 2)p% operations 
for the mth step of the algorithm. Thus, finding AN and BN wilI require 
approximately (CX +2)p2N2 operations. While this number will be large for 
large N, it may be small compared to p3N3-the number of operations 
required for a conventional matrix inversion algorithm. 
We shall now show that the quantities computed by the generalized 
Levinson recursions are all that are needed to specify the inverse of RN. 
III. SOME EXPLICIT FORMULAS FOR THE INVERSE 
As mentioned earlier, Gohberg and Semen& [7] showed that the iqverse 
of a Toeplitz matrix could be written as the sum of two products of 
lower-triangular and upper-triangular Toeplitz matrices [cf. Eq. (l)]. In [B] 
we have shown that a matrix with displacement rank cx can be represented as 
the sum of (Y + 2 products of lower-upper-triangular Toeplitz matrices, i.e., 
a+2 
R-l= 2 LjUi. 
i=l 
Those (Y +2 products can be regrouped in various ways to yield new 
inversion formulas. One such formula [which was presented earlier for the 
Toeplitz case; cf. (la) and (4c)] is 
&,? = L(B,)D(LU,~)U(B;) - L(&)D(N,-‘)U(&), (25) 
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where AN, BN, MN, NN are the quantities computed by the generalized Levin- 
son-Szegij algorithm. Note that the first term of (25) could be expanded into 
a sum of (Y +2 lower X upper Toeplitz matrices with entries of size p X p 
[since BN consists of block rows of size p x ((Y + l)p]. 
Another closely related inversion formula is given by the following 
theorem. 
THEOREM. Let RN=[ri,J i,i=O,..., N be a symmetric (N+l)X(N+l) 
block matrix with blocks of size pX p, with displacement rank a and 
6 [I&,] = DZD’. Now assume that the following equutions are solvable: 
RN-So = [I,O,...,O]’ where So = [ s;,~ ,... ,s;V,~]‘, so,o # 0, (264 
RN.!& =[O,...,O,‘]’ where S, = [s;,~ ,..., s;V,~]‘, sN,N # 0, (26b) 
and let an Np X ap matrix Q be defined by 
QN 
Q g [Q;,...$$]‘. 
Then the matrix RN is invertible, and its inverse can be written as 
[RN] -’ = L(So)D(s,To’) u(%) 
- L(SN)D(S~~)U(S;;) - L(Q)D(W-‘)U(Q’), (27) 
where 
W=Z- Q’D, D(W-l)=diag[ W-‘1, @= [O,Q’]. 
The proof of this theorem and that of the inversion formula (25) are given 
in the Appendix. However, it is worthwhile to note here that the quantities 
appearing in (25) and (27) are closely related. In fact, comparison of the 
defining equations (13) and (26) shows that 
ANN$ = S N, NN = s& (2Sa) 
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and 
I s,$;D 
0 I z ’ D=[o D’]‘, 
where the last equation follows from 
[see (26a c)], 
and the identity 
RNB,,,M,,F1 = 
45 
When R is Toeplitz, we can see that D =O and hence Q = 0, the last term 
drops off and we are left with the formula [cf. (ac)] 
R-’ = L(S,)D(s&)U(S;) - I&)D(sN,$J($). N (2% 
We see that the inverse of a Toeplitz matrix can be expressed in terms of the 
$rst and last columns of the inverse. In the non-Toeplitz case some 
additional “correction terms” are needed, represented by the last term of 
(27). 
In addition to the inversion formulas presented above various alternatives 
are possible. Some examples: 
(i) Upper-times-lower-triangular form: 
%-I= - U(So)&$&)+ ~&)D(T&)~(%)+ ~(Q)D(W-‘)L(Q’), 
(30) 
where 
g=[Q’ 01’. 
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(ii) The inverse of R,_1: 
(314 
R,,,T..l= - U(~o)D(s,,‘)L($$+ U(~N)D(s&)L($,)+ U(Q)D(W-')L(Q'). 
(31b) 
These formulas can be useful in computing bilinear and quadratic forms 
in R{l and Ri_rr, such as arise in various statistical and signal processing 
algorithms. The basic operations turn out to be the evaluation of terms like 
L( Se) Y, where Y is a given data vector: because L( Se) is Toeplitz, L( S,,) Y is 
actually just the convolution of the vectors Se and Y, which can be carried 
out by fast convolution or fast Fourier transform techniques, with consider- 
able computational reduction [from O(N’) to O(NlogN)]; we refer to [22] 
for more details. 
IV. NONSYMMETRIC MATRICES 
Finally we briefly note some results for nonsymmetric matrices. No 
proofs will be given, since they follow exactly the same steps as in the 
symmetric case (see Appendix), except for a greater notational burden. 
THEOREM. Given a (N + 1) X (N + 1) block matrix with p X p blocks and 
with 6 [&,,I = D,ZD& where D,, D, are Np X ap matrices and Z is a signu- 
ture matrix; given that the following set of linear equations is solvable: 
&&=[I 0 e-0 o]‘, SO= [ $0 * ’ * ~J,cI]‘, (3za) 
&&=[o **- 0 I]‘, S,= [ S&N . . . &]‘, (32b) 
ThR,=[ z 0 *** 01, T;=[ se,0 *** SO,N ] 9 (324 
T&= [ SN.0 .** SN,N], (324 
Q g [ Q; . *. Qk]‘, (32e) 
G’g [G; ..- GA]; (32f) 
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and also given that s,,,#O, sN,,, #O; then R, is invertible and its inverse can 
be written as 
R;’ = L(S,)D(s,-,‘)U(T;) - L&)D(s,;)U(~&) - L@)D(w-‘)U(G’), 
(33) 
where 
W = 2 - G’D,. 
Some alternative fmmulus are 
K1= - ~(S,)D(s$LJ T’ + U(S,)D(s,;)L&;)+ u(_O)D(W-‘)L(G’), 
(34) 
R& = - U($,)D(s,$,(f,$+ U($,)D(s&)L(f&)+ U(Q)D(W-‘)L(G’). 
(36) 
Of course, a nonsymmetric version of the generalized Levinson recursion 
can be derived, which involves 8 quantities rather than the 4 quantities in 
the symmetric case (A,,,, &,i&,I$,). Thus, the amount of computation 
involved will essentially double. We should note that the first studies of the 
nonsymmetric case were made by Morf ca. 1970 (cited in [3]) and by 
Rissanen [23]. 
V. AN IMPORTANT CLASS OF MATRICES OF FINITE 
DISPLACEMENT RANK 
The significance of the new inversion formulas of Sec. III is that there 
can be substantial numerical advantages in trying to exploit the possibility of 
low displacement rank. However, since rank determination is not always a 
stable numerical problem with an unambiguous numerical answer, it is 
important to identify classes of matrices for which a priori bounds or 
48 B. FRIEDLANDER ET AL. 
estimates on the displacement rank can be obtained. Some simple examples 
of matrices with known displacement ranks were given in Sec. I. Here we 
shall consider the case, important in many applications, where R is the 
covariance matrix of a process { yi} g enerated by the constant-parameter 
state-space model 
x k+l = Fx,c + l+,, 
yk = Hrk + +> 
(37a) 
(37b) 
where F and H are n X n and 1 X n matrices respectively, and 
EU, = Evk = Ex, = 0 
Ex& = II,, Et& = 0 = Ev& 
(384 
(38b) 
Equ; = QSii, Eqv; = 0, Ev,v; = ZSii. (38~) 
It can be shown [24] that the displacement rank of the covariance matrix 
R=[Ey,y;], i,i=l N, ,a**, (39) 
satisfies the relation (for N > n) 
rank( Pi - III,) - 1 < CY < rank{ P, -II,) + 1, (4Oa) 
where 
P, = F&F + Q - FII,H’(H&H’+ Z)-‘HI&F’. (4Ob) 
Two important special cases are 
l&=0 * rankPi Q min(n,m), 
where m is the number of inputs, and 
F stable, F&F’ + Q = II,, 
in which case 
(424 
rankPi - II, = 1. (4.w 
(41) 
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The condition (42a) can readily be shown to ensure that the process { zjk} is 
stationary, so that R is Toeplitz. 
The combination of parameters in the quantity Pi seems peculiar, but 
readers familiar with the Kalman filter will recognize Z’i as the value at k = 1 
of the error variance matrix Pk which obeys a Riccati-type difference 
equation 
P - FP,F’ + Q - FP,H’(HP,H’+ I)-‘HP,F’, k+l - PO = III,. (43) 
Furthermore, it is of interest that the rank of the quantity PI - l& turned out 
to determine the computational complexity of certain alternatives to the 
Kalman filter, based on what were called Chandrasekhar-type equations [l; 
2, Eq. (IS)]. In fact, it was those results that first led us (in the continuous- 
time case [l]) to the new classification of matrices described in this paper- 
we wanted to discover the intrinsic meaning of the parameter (Y, which in 
(40) seemed to be inextricably linked with the special state-space model 
(37)-(38). 
As might be expected, the Chandrasekhar-type equations are closely 
related to the Levinson-type equations we presented in Sec. III. In fact, we 
show in the paper [24] how, when R has some underlying state-space model, 
the equations of this paper can be reduced to the Chandrasekhar-type 
equations of [2]. 
IV. CONCLUSIONS 
A question that must arise in attempts to use our results for actual 
computations is the problem of determining the displacement rank (r and of 
finding the factorization DZD’ of SR. If we have no a priori knowledge of a, 
its computation may be difficult. Furthermore, factoring SR if a is not 
known will require O(N3) operations-thus no gain will be achieved over a 
direct matrix inversion of R. However, in many cases of interest this problem 
can be circumvented. In the simplest case we might actually be given R as a 
simple combination of Toeplitz matrices, in which case finding (Y and D is 
trivial. In a more difficult case we might know an upper bound on (Y for 
physical reasons (e.g., see Sec. V), and then it can be shown that finding a 
symmetric factorization of 6R (i.e., finding D) requires at most O(LyN’) 
operations, thus keeping the total amount of computation of order 0(d2). 
Even if no bound on (Y is available, we may use some initial guess for (Y as a 
basis for calculating D and thus obtain a trial solution; if this is not 
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satisfactory, we can try again with a higher value of CL For large N, we can 
make several such trials (especially in an interactive mode) with a computa- 
tional burden still substantially less than 0(iV3). We may remark that 
iterative procedures for updating the inverse for increasing values of cx could 
be developed. 
We should also draw attention again to the least-squares and integral- 
equation problems mentioned in Sec. I as important applications where the 
rank (Y and the factorization (9) are readily determined. 
It should be remarked that the notion of the displacement rank and the 
inversion formulas we have presented may have considerable theoretical 
interest quite apart from the computational aspects discussed above. Toe- 
plitz matrices and operators have been the subject of extensive investigation, 
and much is known about their properties (see, e.g., [25], [26]). Our approach 
suggests a systematic way of generalizing many results that have so far been 
restricted to the Toeplitz class; one class of results deals for example with 
orthogonal polynomials (see Sec. I). 
We may note that in several applications, knowledge of the “form” of the 
inverse is in itself of great practical value. For example, in the Gaussian 
detection problem, our results show that the optimum Gaussian process 
detector that computes quadratic forms y’R -‘y can be implemented as a 
sum of cv time-invariant filters instead of as a more complicated time-varying 
filter (see [22]). 
The results presented here have close analogs in the continuous-time 
problem of finding the Fredholm resolvent N( . , *) of a kernel K( *, - ) defined 
by the integral equations 
Iqt,s) + pqt,T)K(T,s)& = K(Q). 
The analog of a Toeplitz matrix is a Toeplitz or displacement or convolution 
kernel of the form K(t- s). The shift operator 6 [ -1 will correspond to the 
differential operator a/at + a/&s, and the displacement rank will be related 
to the minimal number of terms required in the expansion 
These ideas, which are discussed in gerater detail in [5], actually provided 
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the stimulus for the present investigations of the (somewhat more com- 
plicated) discrete analogs. 
Finally, we shall indicate several directions in which the ideas presented 
here could be extended. 
Cur discussions have been based on the use of the shift operator 6 
defined by Eq. (8). We may, of course, apply this operator again to get for 
example S2[R ] and call the rank of the resulting matrix the “second-order” 
displacement rank. This may be useful in the following example. Let 
Xl 
x0+ 4 
. . . 
. . . 
Xl + 4 
. . . 
. . . % 
. . 
. . 
*. * 
. . . . 
. . 
. 
x0 + nd,, 
Clearly 
d,, d, --* da-1 
d_, *‘.. ‘..+ : 
qq= . *... y_ ..;, ’ 
d_‘,+, . . . * * d_, ’ ’ d,, 
which is a Toeplitz matrix and is not of low rank. But note that if we apply 
the operator again, then a2[R] ~0, which is of low rank. In general we may 
talk of “m&order displacement rank” corresponding to P[ -1. 
So far we have considered only shifts along the diagonal. To get some 
new forms we might consider shifting along the antidiagonal. For example, 
define 
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This operator will be useful for treating Hankel matrices, i.e., matrices of 
the form 
H= 
since 6[H] ~0, while 6 [H] is, in general, of full rank. A suitable displace- 
ment rank can be defined using 6[H], and various inversion formulas can be 
developed for matrices that can be represented as sums of products of 
Toeplitz and Hankel matrices (see [18] for more details). 
A different direction in which our results can be generalized is by 
deriving the computational algorithm for the quantities required in the 
inversion formula for the case of matrices that have some zero leading 
minors. That problem has close connections with the algorithms of 
Berlekamp and Massey [27] f or the minimal realization of linear systems 
from impulse-response data, and again with the Lanczos orthogonal poly- 
nomials associated with Hankel matrices [28]. 
APPENDIX A 
The following lemmas are needed to prove the inversion formulas. 
DEFINITION. Let the operator J [ *] be defined by 
_+____L_2____ 0’ 0 
. * . rO'o,N- 1 
. ’ * rN-l,N-l 
* (Al) 
Note that this is closely related to the “shifted difference” operator S [ * ] 
discussed in the text. In fact 
. . . 
‘0, N 
------ 
1 
INVERSION FORMULAS FOR MATRICES 53 
The significance of this operator and the proofs of the following lemmas are 
presented in 1291. However, these lemmas can be easily verified by trying out 
a 3 X3 example. 
LEMMA 1. If R = L(x) U( y’), then JR] = xy’. (A3) 
LEMMA 2. There is only one matrix R satisfying J[R ] = xy’, and it can 
be represented as R = L(x) U( y’). (A4) 
APPENDIX B-PROOF OF THE INVERSION FORMULAS 
FOR SYMMETRIC (BLOCK) MATRICES 
We shall prove the formula (31a) for RGJI and from it derive the formula 
(27) for RL1. Finally, the equivalence of (27) and (4~) will be established. 
First note the following: 
where (Bl) follows from the identity 
Pw 
For notational convenience we define 
54 
and 
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Subtracting (Bl) from (B2) we get 
I 
I--- 
- Xl 
---- 
R,OR,=‘, = 0 
r-------- 
_------ 
*2 -I 
Next note that 
[x2, -Z]R, = [O,...,O, -s&], 
where s~,~ is defined by (26), and 
Pw 
where 
a = To,0 - k;Ri?lkO, 
T= k;R,,&DED’. 
Therefore, 
0 ; T 
- --,-------- 
T’ j DW-‘0’ 
, 1 (B5) 
where 
W-’ = 2 + ZD’R&Dx. 
where 
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Note that the second matrix in (B5) can be written as 
i 1 Lw W-‘[ W’b’ D’] -ee,bWb’e;, 
and therefore 
b = k&$,DZ, 
e; =[0 ,..., O,I], 
D’]. 
(‘36) 
Using the definitions of a, b, W it is not difficult to show that 
a + bWtY = s,jJ. (B7) 
[It is helpful to use Eq. (B15), which is proven later.] Next we define a 
matrix X by 
&X= ;” [ I w 
and pre- and postmultiply (B6) by RG1 to get [cf. (26)] 
q R;!1 = sosoTo’s~- s&&s;- xw -lx’, (B9) 
or if the last row and column of OR;?‘, are deleted, 
Finally, if we can show that X = Q and W= Z - Q’D, then by Lemma 2 
(Appendix A), Eq. (BlO) is equivalent to (31a). To do this, define 2 by 
56 
Then [cf. (B3)] 
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RN 0 = kbZ 
[ I Z [ D+DPD,z] = [ ,zy w-lz-’ =[ y] w-lx’, 
ow 
SO 
0 
[ 1 Z = xw-‘z-1 ow 
which means that the first (block) row of X is zero. Therefore, a comparison 
of (BB) with (26~) indicates that X = Q. Also, 
w-’ = Z + ZD’zr, = If + ZD’QW-‘, (B13) 
[ Z+ZZI’Q] W-l = Z, (B14) 
or 
W=Z-'-D'Q=Z-D'Q=I:_Q~D. (B15) 
This concludes the proof of (31a). To prove (27) we use the identity 
which can be verified by postmultiplying both sides with RN and using the 
relationships (B2) and (B4). From (B16) it follows that 
The formula (27) follows directly from the above by Lemma 2. 
To complete the proof we have to show that RN and RN-r are indeed 
invertible under the condition stated in the theorem. That, however, is true, 
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since our proof is a constructive one, i.e., it generates matrices RiYr, RK1 
using only the quantities given in those conditions (i.e., !$,,S,,.S,,,,S~,~). By 
retracing our proof backwards it can be verified that indeed R<JI.RN_ 1 = I, 
Ril.RN = I; thus these are indeed the proper inverses. 
The proof of the alternative forms (3O), (31b) follows along similar lines 
and will not be repeated. For a somewhat different proof see [18]. 
To get the form that uses directly the quantities computed by the 
Levinson-&ego recursions [cf. (&)I, note that [cf. (22)] 
MN1 = (B,M,‘)‘R,B,M,’ - [ ; ;] 
1 so, 0 s;D = 53, - ( w + i7 SOS&p) 1 ( w 
and 
Also 
=: [ B,M,‘] MN[ B&4,-‘] = B,M,‘B;. WC’) 
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From (28a) it follows that 
S,s,&S; = ANNGIA’ N> (B21) 
and (B20) (B21) indicate that (27) and (31a) can be wirtten as 
RK1 = L(B,)D(M,‘)U(B&) - L(A,)D(N,-')U(&,), W2) 
R& = L(liN)D(M~l)U(ZiI;) - L(AN)D(N;')U(&). (B=) 
A concluding remark: W has to be nonsingular if the formulas are to 
have meaning. The following identities prove that W is nonsingularJf S~,~ 
and s, N are nonsingular, or equivalently if detR,_ r #O, and det &,,#O, 
where 
Now 
. . . 
*l,N 
. . 
. . . 
:I ‘N,N 
1 =detR,_,det[ I+ D#i?lDNZ] =detR,_,detZW 
=detR,_,detZW 
by (B14), but we also have 
1 [ 
= &t _RE-_1 + ~~‘_D~ c 3_‘_ 
0 :I 1 
= d&EN. 
Therefore 
- 
det RN 
det’W = detR,_, 
# 0. 
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