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Abstract: The Special Affine Fourier Transformation or the SAFT generalizes a number of well known unitary
transformations as well as signal processing and optics related mathematical operations. Shift-invariant spaces also
play an important role in sampling theory, multiresolution analysis, and many other areas of signal and image
processing. Shannon’s sampling theorem, which is at the heart of modern digital communications, is a special case
of sampling in shift-invariant spaces. Furthermore, it is well known that the Poisson summation formula is equivalent
to the sampling theorem and that the Zak transform is closely connected to the sampling theorem and the Poisson
summation formula. These results have been known to hold in the Fourier transform domain for decades and were
recently shown to hold in the Fractional Fourier transform domain by A. Bhandari and A. Zayed.
The main goal of this article is to show that these results also hold true in the SAFT domain. We provide a short,
self–contained proof of Shannon’s theorem for functions bandlimited in the SAFT domain and then show that
sampling in the SAFT domain is equivalent to orthogonal projection of functions onto a subspace of bandlimited
basis associated with the SAFT domain. This interpretation of sampling leads to least–squares optimal sampling
theorem. Furthermore, we show that this approximation procedure is linked with convolution and semi–discrete
convolution operators that are associated with the SAFT domain. We conclude the article with an application of
fractional delay filtering of SAFT bandlimited functions.
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2I. INTRODUCTION
The Special Affine Fourier Transformation (SAFT), which was introduced in [1], is an integral transformation
associated with a general inhomogeneous lossless linear mapping in phase-space that depends on six parameters
independent of the phase-space coordinates. It maps the position x and the wave number k into x′
k′
 =
 a b
c d
 x
k
+
 p
q
 (1)
with
ad− bc = 1. (2)
This transformation, which can model many general optical systems [1], maps any convex body into another
convex body and (2) guarantees that the area of the body is preserved by the transformation. Such transformations
form the inhomogeneous special linear group ISL(2,R). The SAFT offers a unified viewpoint of known signal
processing transformations as well as optical operations on light waves. We have parametrically summarized
these operations in Table I.
The integral representation of the wave-function transformation linked with the transformation (1) and (2)
TABLE I
SAFT, UNITARY TRANSFORMATIONS AND OPERATIONS
SAFT Parameters (A) Corresponding Unitary Transform[
a b 0
c d 0
]
= ALCT Linear Canonical Transform[ cos θ sin θ p
− sin θ cos θ q
]
= AOθ Offset Fractional Fourier Transform[
cos θ sin θ 0
− sin θ cos θ 0
]
= Aθ Fractional Fourier Transform[ 0 1 p
− 1 0 q
]
= AOFT Offset Fourier Transform (FT)[
0 1 0− 1 0 0
]
= AFT Fourier Transform (FT)[ 0  0
 0 0
]
= ALT Laplace Transform (LT)[  cos θ  sin θ 0
 sin θ − cos θ 0
]
Fractional Laplace Transform[
1 b 0
0 1 0
]
Fresnel Transform[
1 b 0
 1 0
]
Bilateral Laplace Transform[
1 −b 0
0 1 0
]
, b ≥ 0 Gauss–Weierstrass Transform
1√
2
[
0 e−pi/2 0
−e−pi/2 1 0
]
Bargmann Transform
SAFT Parameters (A) Corresponding Signal Operation[
1/α 0 0
0 α 0
]
= Aα Time Scaling[
1 0 τ
0 1 0
]
= Aτ Time Shift[
1 0 0
0 1 ξ
]
= Aξ Frequency Shift
SAFT Parameters (A) Corresponding Optical Operation[
cos θ sin θ 0
− sin θ cos θ 0
]
= Aθ Rotation[
1 0 0
τ 1 0
]
= Aτ Lens Transformation[
1 η 0
0 1 0
]
= Aη Free Space Propagation[
eβ 0 0
0 e−β 0
]
= Aβ Magnification[
coshα sinhα 0
sinhα coshα 0
]
= Aη Hyperbolic Transformation
3is given by,
F (ω) = fˆA(ω) =
∫
R
k(t, ω)f(t)dt (SAFT of f (t)) (3)
=
1√
2pi|b|
∫
R
exp
{
j
2b
(
at2 + dω2 − 2tω + 2pt+ 2(bq − dp)ω)} f(t)dt,
where A stands for the six parameters (a, b, c, d, p, q), and
k(t, ω) =
1√
2pi|b| exp
{
j
2b
(
at2 + dω2 − 2tω + 2pt+ 2(bq − dp)ω)} .
The inversion formula for the SAFT is easily shown to be
f(t) =
1√
2pi|b|
∫
R
F (ω) exp
{−j
2b
(
dω2 + at2 − 2tω + 2ω(bq − dp) + 2pt)} dtω, (4)
which may be considered as the SAFT evaluated using A−1 where1,
A−1 def=
[
A−1|λ−1] ≡
 +d −b bq − dp
−c +a cp− aq

and to be precise,
A−1 =
 +d −b
−c +a
 and λ−1 def=
 bq − dp
cp− aq
 .
We also have
〈f, g〉 =
∫
R
f(t)g(t)dt =
∫
R
F (ω)G(ω)dω = 〈F,G〉,
from which we obtain ‖f‖ = ‖F‖ . When p = 0 = q, we obtain the homogeneous special group SL(2,R),
which is represented by the unimodular matrix
M =
 a b
c d
 .
The associated integral transform, which is called the Linear Canonical Transform (LCT), is given by
FLCT(ω) =
1√
2pi|b|
∫
R
exp
{
j
2b
(
at2 + dω2 − 2tω)} f(t)dt.
The linear canonical transform has been used to solve problems in physics and quantum mechanics; see [2].
It includes several known transforms as special cases. For example, for a = 0 = d, b = −1, c = 1, we obtain
the Fourier transform and for a = cos θ = d, b = sin θ = −c, we obtain the fractional Fourier transform. The
Laplace, Gauss-Weierstrass, and Bargmann transforms are also special cases. The inversion formula for the LCT
is given by
f(t) =
1√
2pi|b|
∫
R
exp
{−j
2b
(
dω2 + at2 − 2tω)}F (ω)dω. (5)
1With a little abuse of notation, we use λ−1 which should be understood as a parameter vector corresponding to the inverse–SAFT.
4If the LCT of f and g are denoted by F and G, respectively, then Parseval’s relation holds
〈f, g〉 =
∫
R
f(x)g(x)dx =
∫
R
F (t)G(t)dt = 〈F,G〉.
Let
M1 =
a1 b1
c1 d1
 , M2 =
a2 b2
c2 d2
 ,
so that
M21 =
a2 b2
c2 d2
a1 b1
c1 d1
 =
a2a1 + b2c1 a2b1 + b2d1
c2a1 + d2c1 c2b1 + d2d1
 .
If the LCT corresponding to M1,M2,M21 are denoted by L1,L2,L21, respectively, it can be shown that the
composition relation L2L1 = CL21, holds, where C is a constant. On the other hand, the composition relations
is associative, that is,
(L3L2)L1 = L3 (L2L1) .
The analogue of Shannon sampling theorem for the fractional Fourier transform, the linear canonical
transform, and the SAFT were obtained in [3], [4], [5], [6], [7], [8], [9]. Although the sampling theorem
can be easily obtained in a direct way, we will obtain it as a special case of more general results.
Our goal is to extend key harmonic analysis results to the SAFT analogous to those for the FT and FrFT
and obtain the sampling theorem as a by-product. For example, in the Fourier transform domain, it is known
that Shannon sampling theorem is a special case of sampling in shift-invariant spaces, as well as, sampling in
reproducing-kernel Hilbert spaces. Moreover, it is also known that the Poisson summation formula is equivalent
to the sampling theorem and the Zak transform is closely connected to the sampling theorem and the Poisson
summation formula. These results have been known to hold in the Fourier transform domain for decades and
were recently shown to hold in the FrFT domain [10]. The main goal of this article is to extend these results
to the SAFT domain.
In the next section, we will introduce some of these classical results that we will extend to the SAFT domain.
II. PRELIMINARIES
Shift-invariant spaces have been the focus of many research papers in recent years because of their close
connection with sampling theory [11], [12] and wavelets and multiresolution analysis [13], [14], [15]. They have
many applications in signal and image processing [10]. For example, in many signal processing applications, it
is of interest to represent a signal as a linear combination of shifted versions of some basis function ϕ, called
the generators of the space, that generates a stable basis for a space. More precisely, we consider spaces of the
form
V (ϕ) =
{
f (t) =
+∞∑
n=−∞
c [n]ϕ (t− n), ϕ ∈ L2 (R) , {c [n]} ∈ `2
}
. (6)
The closure of V(ϕ) is a closed subspace of L2. Furthermore, it is shift-invariant in the sense that for all
f ∈ V(ϕ), its shifted version, f(· − k) ∈ V(ϕ), k ∈ Z, where Z denotes the set of integers.
5For the basis functions to be stable, it is required that the family of functions {ϕ (t− n)}∞n=−∞ forms a
Riesz basis or equivalently, there exists two positive constants 0 < η1, η2 < +∞, such that
∀c ∈ `2, η1 ‖c‖2`2 6
∥∥∥∥∥
∞∑
n=−∞
c[k]ϕ (t− k)
∥∥∥∥∥
2
L2
6 η2 ‖c‖2`2 (7)
where `2 is the space of all square-summable sequences and ‖c‖2`2 is the squared `2-norm of the sequence. We
define the Fourier transform of h(t) by ĥ (ω) = 1√
2pi
∫ +∞
−∞ h(t)e
−jωtdt. Recall, the Fourier domain equivalent
of (7) is
η1 6
∑+∞
n=−∞ |ϕ̂ (ω + 2pin)|
2 6 η2. (8)
The ratio ρ = η2/η1 is called the condition number of the Riesz basis. The basis is shift-orthonormal 2 or a
tight frame if ρ = 1.
One of the important tools used in the study of sampling spaces is the Zak transform [16], [14]. The Zak
transform, which was introduced in quantum mechanics by J. Zak [17] to solve Schrödinger’s equation for an
electron subject to a periodic potential in a constant magnetic field, may be defined as
Zf (t, ω) =
∑+∞
k=−∞ f(t+ k)e
−2pijkω, f ∈ L1(R)
It is easy to see that
Zf (t, ω + 1) = Zf (t, ω) and Zf (t+ 1, ω) = e2pijωZf (t, ω)
and that the Zak transform is a unitary transformation from L2(R) onto L2(Q), with ‖Zf‖L2(Q) = ‖f‖L2(R) ,
where Q is the unit square Q = [0, 1]× [0, 1].
To see the connection between the Zak transform and sampling spaces, let us for the sake of convenience
define the Fourier transform of f as
fˆ(w) =
∫ ∞
−∞
f(t)e−2pijwtdt
so that the inverse transform, whenever it exists, is given by
f(t) =
∫ ∞
−∞
fˆ(w)e2pijwtdw.
Now if f belongs to a sampling space with sampling function ψ ∈ L2 ∩ L1, it is easy to see that since
f (t) =
∑+∞
k=−∞ f (k)ψ (t− k), then
fˆ(w) = Fˆ (w)ψˆ(w), where Fˆ (w) =
∑+∞
k=−∞ f(k)e
−2pikw.
Clearly Fˆ (w) is periodic with period one; hence,∣∣∣fˆ(w + k)∣∣∣ = ∣∣∣Fˆ (w)∣∣∣ ∣∣∣ψˆ(w + k)∣∣∣ ,
2 Shift-orthonormality means that 〈ϕ,ϕ (· − k)〉 = δk where 〈x, y〉 =
∫+∞
−∞ x(t)y
∗(t)dt is the L2-inner product and δk ={
1, if k = 0
0, if k 6= 0 denotes the Kronecker delta.
6which, in view of the fact that Fˆ (w) = Zf (0, w), implies that
Gf (w) = |Zf (0, w)|2Gψ(w),
where Gg denotes the Grammian of g ∈ L2(R), defined by Gg(w) =
∑
k∈Z |gˆ(w + k)|2 . Therefore, for such
a function f , we have
A |Zf (0, w)|2 ≤ Gf (w) ≤ B |Zf (0, w)|2 , (9)
for some A,B > 0. From this, we obtain
A
∑+∞
k=−∞ |f(k)|
2 ≤
∫ 1
0
Gf (w)dw ≤ B
∑+∞
k=−∞ |f(k)|
2
, (10)
and ∫ 1
0
∑
k∈Z
∣∣∣fˆ(w + k)∣∣∣
|Zf (0, w)| dw =
∫
R
∣∣∣ψˆ(w)∣∣∣ dw <∞, (11)
whenever ψˆ ∈ L1(R). The Shannon sampling theorem is also known to follow from the Poisson summation
formula ∑+∞
k=−∞ f(t+ k) =
∑+∞
k=−∞ fˆ(k)e
2pijkt, (12)
or equivalently ∑+∞
k=−∞ fˆ(w + k) =
∑+∞
k=−∞ f(k)e
−2pijkw, (13)
which, when f is band-limited to (−1/2, 1/2), leads to∑+∞
k=−∞ f(k) =
∫
R
f(t)dt. (14)
Moreover, we have in view of (13), that Zf (0, w) =
∑+∞
k=−∞ fˆ(w + k).
III. CONVOLUTION STRUCTURES
In this section we introduce convolution operations associated with the SAFT, one for functions and one for
a sequence of numbers and a function. Furthermore, we introduce a definition for the discrete SAFT that will
be useful for deriving Poisson summation formula and Zak transform for SAFT.
In order define convolution operators associated with the SAFT , let us first define unitary, modulation
operation. Let λA (t) = exp
(
at
2
2b
)
be the chirp–modulation function and let us define,
⇀
f (t)
def
= λA (t) f (t) = e
 at
2
2b f (t)
↼
f (t)
def
= λA (t) f (t) = e
− at22b f (t)
where z means the conjugate of z.
Definition 1 (SAFT–Convolution). We define the convolution ∗A of two functions f and g as
(f ∗A g) (t) = λA (t)√|b|
(
⇀
f (t) ∗ ⇀g (t)
)
(t) (15)
7where ∗ stands for the standard convolution, that is,
(f ∗ g) (t) = 1√
2pi
∫
R
f (t− x) g(x)dx.
We will show that the convolution operator in (15) leads to the well-known duality property of the Fourier
transform. A similar definition was presented in [8] but our proof relies on [18], [10], [3].
Theorem 1. Let h(t) = (f ∗A g)(t). Then the SAFT H(ω) of h is given by
H(ω) = ηA(ω)F (ω)G(ω),
where ηA (ω) = exp
(

2b
(
dω2 + Ωω
))
and Ω = 2(bq − dp).
Proof:
H(ω) =
∫
R
h(t)k(t, ω)dt
=
∫
R
(
λA (t)√
2pi|b|
∫
R
⇀
f (t− x)⇀g (x) dx
)
︸ ︷︷ ︸
h(t)
k (t, ω) dt
=
∫
R
k(t, ω)
λA (t)√
2pi|b|
∫
R
f(t− x) exp
( 
2b
(
a(t− x)2)) g(x) exp( 
2b
(
ax2
))
dxdt
= ηA (ω)
1
2pi|b|
∫
R
f(t− x) exp
( 
2b
(
a(t− x)2 + dω2 − 2ω(t− x) + Ωω + 2p(t− x))) dt
×
∫
R
g(x) exp
( 
2b
(
ax2 + dω2 − 2ωx+ Ωω + 2px)) dx
= ηA (ω)
1
2pi|b|
∫
R
f(u) exp
( 
2b
(
au2 + dω2 − 2ωu+ Ωω + 2pu)) du
×
∫
R
g(x) exp
( 
2b
(
ax2 + dω2 − 2ωx+ Ωω + 2px)) dx
= ηA (ω)F (ω)G(ω).
The following definition of the convolution of a sequence and a function is a generalization of that given in
[10].
Definition 2 (Discrete Time SAFT (DT–SAFT)). Let P = {p(k)} be a sequence in `2, that is, ∑k |p(k)|2 <∞.
We define the discrete time SAFT of P as
P̂A (ω) =
1√
2pi|b|
∑
k
p(k) exp
{
j
2b
(
ak2 + dω2 − 2ωk + Ωω + 2pk)} , (16)
and define the convolution of a sequence P and a function φ ∈ L2(R) as
h(t) = (P ∗A φ)(t) = 1√
2pi|b|e
−jat2/2b∑
k
ejak
2/2bp(k)eja(t−k)
2/bφ(t− k).
Lemma 1. Let P and φ be as above and h(t) = (P ∗A φ)(t). Then
H(ω) = ĥA (ω) = ηA(ω)P̂A (ω) ΦA(ω),
where ΦA is the SAFT of φ. Moreover,
∣∣∣P̂A (ω)∣∣∣ is periodic with period ∆ = 2pib.
8Proof: From the definition of SAFT, we have
H(ω) =
∫
R
h(t)k(t, ω)dt =
1
2pi|b|
∑
k
ejak
2/2bp(k)
∫
R
e−jat
2/2bφ(t− k)eja(t−k)2/2b
× exp
{
j
2b
(
at2 + dω2 − 2ωt+ Ωω + 2pt)} dt
=
1
2pi|b|
∑
k
ejak
2/2bp(k)
∫
R
φ(u) exp
{
j
2b
(
au2 + dω2 − 2ω(u+ k) + Ωω + 2p(u+ k))} du
=
ηA(ω)
2pi|b|
∑
k
exp
{
j
2b
(
ak2 − 2kω + 2pk)} p(k)× ∫
R
φ(u) exp
{
j
2b
(
au2 + dω2 − 2ωu+ Ωω + 2pu)} du
=
ηA(ω)√
2pi|b|
[∑
k
exp
{
j
2b
(
ak2 + dω2 − 2kω + Ωω + 2pk)} p(k)]ΦA(ω)
= ηA(ω)PˆA(ω)ΦA(ω).
Furthermore, since e−jk∆/b = e−2jkpi = 1, we have
PˆA(ω + ∆)(ω) =
1√
2pi|b|
∑
k
p(k) exp
{
j
2b
(
ak2 + d(ω + ∆)2 − 2k(ω + ∆) + Ω(ω + ∆) + 2pk)}
=
1√
2pi|b|
∑
k
p(k) exp
{
j
2b
(
ak2 + dω2 − 2kω + Ωω + 2pk)}
× exp
{
j
2b
(
d∆2 + 2dω∆− 2k∆ + Ω∆)}
= PˆA(ω) exp
{
j
2b
(
d∆2 + 2d(ω)∆ + Ω∆
)}
Thus, ∣∣∣PˆA(ω + ∆)∣∣∣ = ∣∣∣PˆA(ω)∣∣∣ .
In the next theorem we give a necessary and sufficient condition for a function φ(t) to be a generator for a
shift-invariant space in terms of its SAFT.
Theorem 2. Let P = {p(n)} ∈ `2, φ ∈ L2(R) and consider the chirp-modulated shift-invariant subspaces of
L2(R)
V (φ) = closure
{
f ∈ L2 : f(t) = (P ?A φ) (t)
}
.
Then
{
ej(t−k)
2/2bφ(t− k)
}
is a Riesz basis for V(φ) if and only if there exist two positive constants η1, η2 > 0
such that
η1 ≤
+∞∑
k=−∞
|ΦA(w + k)|2 ≤ η2 (17)
for all w ∈ [0,∆] , and ΦA is SAFT of φ.
Proof: Since f(t) = (P ?A φ) (t), we have by the previous lemma,
FA(w) = λA(w)PˆA(w)ΦA(w);
9and hence
|FA(w)|2 =
∣∣∣PˆA(w)∣∣∣2 |ΦA(w)|2 ,
where PˆA(w) is given by Definition (2). Thus, because
∣∣∣PˆA(ω)∣∣∣ is periodic with period ∆
‖FA (ω)‖2L2(R) =
∞∫
−∞
∣∣∣PˆA (ω)∣∣∣2 |ΦA (ω)|2 dω
=
∞∑
k=−∞
(k+1)∆∫
k∆
∣∣∣PˆA (ω)∣∣∣2 |ΦA (ω)|2 dω
=
∞∑
k=−∞
∫ ∆
0
∣∣∣PˆA (ω + k∆)∣∣∣2 |ΦA (ω + k∆)|2 dω.
=
∫ ∆
0
∣∣∣PˆA (ω)∣∣∣2 ∞∑
k=−∞
|ΦA (ω + k∆)|2 dω
=
∫ ∆
0
∣∣∣PˆA (ω)∣∣∣2Gφ,A(ω)dω,
where Gφ,A(ω) =
∑
k |ΦA(ω + k∆)|2 is the Grammian of φ. But∫ ∆
0
∣∣∣PˆA(ω)∣∣∣2 dω = 1
2pib
∫ ∆
0
∑
k,l
p(k)p(l) exp
{
j
2b
[
a(k2 − l2)− 2ω(k − l) + 2m(k − l)]} dω
and since ∫ ∆
0
ej(−2ω)(k−l)/2bdω =
∫ ∆
0
ej(ω)(l−k/b)dω = b
∫ 2pi
0
eju(l−k)du = 2pibδk,l,
it follows that ∥∥∥PˆA∥∥∥2
L2[0,∆]
=
∫ ∆
0
∣∣∣PˆA(ω)∣∣∣2 dω = ∑
k
|p(k)|2 = ‖p(k)‖2`2 .
Since
0 < η1 ≤ Gφ,A(ω) ≤ η2 <∞
and
‖p(k)‖2`2 =
∥∥∥ej(ak2)/2bp(k)∥∥∥2
`2
we have
η1
∥∥∥PˆA∥∥∥2 = η1 ‖p(k)‖2 ≤ ‖FA‖2 ≤ η2 ‖p(k)‖2 ≤ η2 ∥∥∥PˆA∥∥∥2
which completes the proof.
To get orthonormal basis for the V (φ) we use the standard trick of putting
HA(ω) =
ΦA(ω)√
Gφ,A(ω)
so that ∑
k
|HA(ω + k∆)|2 = 1
Gφ,A(ω)
∑
k
|ΦA(ω + k∆)|2 = 1.
10
IV. THE ZAK TRANSFORM ASSOCIATED WITH THE SAFT
Definition 3. We define the Zak transform associated with the SAFT of a signal f as
ZA(t, ω) =
1√
2pib
∑
k
f(t+ k) exp
{
j
2b
[
dω2 + ak2 − 2kω + Ωω + 2pk]}
We have the following theorem
Theorem 3. The Zak transform given by definition 3 is an isometry between L2(R) and L2(B), where B =
[0, 1] × [0,∆], that is there is a one-to-one correspondence between f ∈ L2(R) and ZA ∈ L2(B) such that
‖f‖2L2(R) = ‖ZA‖2L2(B) .
Proof: First, let us observe that since
e−jk∆/b = e−2jkpi = 1,
it follows that
ZA(t, ω + ∆) =
1√
2pib
∑
k
f(t+ k)
× exp
{
j
2b
[
d(ω + ∆)2 + ak2 − 2k(ω + ∆) + Ω(ω + ∆) + 2pk]}
= exp
{
j∆
2b
[d∆ + 2dω + +Ω]
}
ZA(t, ω)
Thus |ZA(t, ω + ∆)|2 = |ZA(t, ω)|2, and we have∫ ∆
0
|ZA(t, ω)|2 dω = 1
2pib
∑
k,l
f(t+ k)f(t+ l)
×
∫ ∆
0
exp
{
j
2b
[
a(k − l)2 − 2ω(k − l) + 2m(k − l)]} dω
=
1
2pib
∑
k,l
f(t+ k)f(t+ l) exp
{
j
2b
[
a(k − l)2 + 2m(k − l)]}
×
∫ ∆
0
e−jω(k−l)/bdω
=
1
2pib
∑
k,l
f(t+ k)f(t+ l) exp
{
j
2b
[
a(k − l)2 + 2m(k − l)]}
×
∫ 2pi
0
e−jx(k−l)bdx
=
∑
k
|f(t+ k)|2 .
Therefore
‖ZA‖2L2(B) =
∫ 1
0
∫ ∆
0
|ZA(t, ω)|2 dωdt =
∫ 1
0
∑
k
|f(t+ k)|2 dt
=
∫ ∞
−∞
|f(t)|2 dt = ‖f‖2L2(R) .
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Now we derive the analogue of Formulae (11) . It is easy to see that
ZA,f (0, ω) = FˆA (ω, {k}) ,
where FˆA (ω, {k}) is the SAFT of the sequence of samples {f(k)} of f. Let f be in the sampling space
generated by φ(t) ,i.e.,
f(t) =
1
2pib
e−jat
2/2b
∑
k
ejak
2/2bf(k)eja(t−k)
2/2bφ(t− k).
By Lemma 1 we have
FˆA(ω) = η(ω)FˆA (ω, {k}) ΦA(ω) = η(ω)ZA,f (0, ω)ΦA(ω)
Hence, ∣∣∣FˆA(ω)∣∣∣2 = |ZA,f (0, ω)|2 |ΦA(ω)|2
and because the modulus of the Zak transform is periodic with period ∆, we have∣∣∣FˆA(ω + k∆)∣∣∣2 = |ZA,f (0, ω)|2 |ΦA(ω + k∆)|2
we have
GA,f (ω) = |ZA,f (0, ω)|2GA,φ(ω),
where GA,f is the Grammian of f. Since∫ ∆
0
GA,φ(ω)dω =
+∞∑
k=−∞
∫ ∆
0
∣∣∣ΦˆA(ω + k∆)∣∣∣2 = ‖ΦA‖2 <∞,
it follows that GA,φ(ω) < ∞ almost everywhere. By relation (17), η1 ≤ GA,φ(ω) ≤ η2, and from this we
obtain
η1 ≤ GA,f (ω)|ZA,f (0, ω)|2
≤ η2.
Thus,
η1 |ZA,f (0, ω)|2 ≤ GA,f (ω) ≤ η2 |ZA,f (0, ω)|2 .
But it is easy to see that
|ZA,f (0, ω)|2 = ZA,f (0, ω)ZA,f (0, ω)
=
∑
k,l
f(k)f(l) exp
{
j
2b
[
a(k2 − l2)− 2ω(k − l) + 2p(k − l)]} .
Therefore, since
∫∆
0
exp (−jω(k − l)/b) dω = 2pibδk,l, we have∫ ∆
0
|ZA,f (0, ω)|2 dω =
∑
k
|f(k)|2 ,
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and it follows that
η1
∑
k
|f(k)|2 ≤
∫ ∆
0
GA,f (ω)dω ≤ η2
∑
k
|f(k)|2 .
Moreover, ∫ ∆
0
∑
k |FA(ω + k∆)|
|ZA,f (0, ω)| dω =
∫ ∆
0
∑
k
|ΦA(ω + k∆)| dω =
∫
R
|FA(ω)| dω <∞.
V. POISSON SUMMATION FORMULA FOR SAFT
In the next theorem we derive the Poisson summation formula for the SAFT.
Theorem 4. The Poisson summation formula for the SAFT is given by
√
2pib
+∞∑
k=−∞
f(t+ k∆) exp
{
j
2b
[
a(t+ k∆)2 + 2p(t+ k∆)
]}
=
+∞∑
n=−∞
exp
{−j
2b
[
dn2 + Ωn− 2nt]}FA(n).
Proof: Let f (t) be an integrable function and define
f˜ (t) =
1√
2pib
+∞∑
k=−∞
f(t+ k∆) exp
{
j
2b
[
a(t+ k∆)2 + 2p(t+ k∆)
]}
.
It is easy to see that f˜ (t) is a ∆–periodic function. Therefore, it can be expanded as a Fourier series in terms
of the orthogonal family
{
ejnt/b
}
. Hence,
f˜ (t) =
1
2pib
+∞∑
n=−∞
ejnt/b
∫ ∆
0
e−jny/bf˜(y)dy
=
1√
2pib
+∞∑
n=−∞
ejnt/b
∞∑
k=−∞
∫ ∆
0
e−jny/bf(y + k∆)× exp
{
j
2b
[
a(y + k∆)2 + 2p(y + k∆)
]}
dy
=
1√
2pib
+∞∑
n=−∞
ejnt/b
∞∑
k=−∞
∫ ∆
0
f(y + k∆)× exp
{
j
2b
[
a(y + k∆)2 + 2p(y + k∆)
]− 2ny} dy
=
1√
2pib
∞∑
n=−∞
ejnt/b
∞∑
k=−∞
∫ (k+1)∆
k∆
f(x)× exp
{
j
2b
[
ax2 + 2mx− 2n(x− k∆)]} dx
=
1√
2pib
∞∑
n=−∞
exp
{−j
2b
[
dn2 + Ωn− 2nt]}× ∫ ∞
−∞
f(x) exp
{
j
2b
[
ax2 + dn2 − 2nx+ Ωn+ 2px]} dx
=
+∞∑
n=−∞
exp
{−j
2b
[
dn2 + Ωn− 2nt]}FA(n).
That is,
√
2pib
+∞∑
k=−∞
f(t+ k∆) exp
{
j
2b
[
a(t+ k∆)2 + 2p(t+ k∆)
]}
=
+∞∑
n=−∞
exp
{−j
2b
[
dn2 + Ωn− 2nt]}FA(n).
In particular, if FA is an interpolating function, i.e., FA(n) = δ(n), then∑+∞
k=−∞
f(t+ k∆) exp
{
j
2b
[
a(t+ k∆)2 + 2m(t+ k∆)
]}
=
1√
2pib
.
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Lemma 2. If g is bandlimited to (−1, 1) in the SAFT domain, then∑
k
|g(tk)|2 = 1
2pib
∫
R
|GA(ω)|2 dω.
Proof: Let f be bandlimited to (−1, 1) in the SAFT domain. The Poisson summation formula for t = 0
and tk = k∆ becomes √
2pib
∑
k
f(tk)ζ(tk) = FA(0), (18)
where ζ(t) = exp
{
j
2b
(
at2 + 2pt
)}
. Setting f(t) = ζ(t)g(t)h(t) in the last equation yields∑
k
g(tk)h(tk) =
1√
2pib
FA(0),
but
FA(ω) =
1√
2pib
∫
R
ζ(t)g(t)h(t) exp
{
j
2b
[
at2 + dω2 + Ωω − 2ωt+ 2pt]} dt
=
1√
2pib
∫
R
g(t)h(t) exp
{
j
2b
[
dω2 + Ωω − 2ωt]} dt;
hence
FA(0) =
1√
2pib
∫
R
g(t)h(t)dt.
Therefore, we have ∑
k
g(tk)h(tk) =
1
2pib
∫
R
g(t)h(t)dt,
which leads to ∑
k
|g(tk)|2 = 1
2pib
∫
R
|g(t)|2 = 1
2pib
∫
R
|GA(ω)|2 .
VI. SHANNON’S SAMPLING THEOREM AND THE SAFT:
REINTERPRETATION, EXTENSION AND APPLICATIONS
In this section, we will provide a formal link between Shannon’s sampling theorem and (SAFT–) convolution
based least–squares approximation. The key idea is that modulated and shifted versions of the sinc–function
form a SAFT–bandlimited subspace. We then discuss strategies for reconstruction/interpolation of functions
using arbitrary basis functions—not necessarily sinc functions. This serves as an extension of the sampling
theorem to generic basis functions. Finally, we conclude this section with an application of fractional delay
filtering of SAFT bandlimited functions.
A. Revisiting Shannon’s Sampling Theorem for SAFT Domain
A construction of Shannon’s sampling theorem for the SAFT was presented in [7], [8], [9]. Here we present
a different proof of the sampling theorem that uses the theory of reproducing-kernels.
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Recall that if f is bandlimited to [−σ, σ], in the Fourier transform domain, then
f(t) =
∑
n
f(tn)
sin [σ(t− tn)]
σ(t− tn) , tn = npi/σ
if and only if
fˆ(ω) =
√
pi/(2σ2)
(∑
n
f(tn)e
jtnω
)
χ[−σ,σ],
where χA is the characteristic function of A.
Likewise, one can prove that if f is bandlimited to [−σ, σ], in the SAFT domain, then
f˜(t) =
∑
n
f˜(tn)
sin [σ(t− tn)/b]
σ(t− tn)/b , tn = npib/σ
if and only if
FA(ω) =
pib
σ
FA({f(tn)})χ[−σ,σ],
where FA({f(tn)} is the SAFT of the sequence {f(tn)} as given by Definition 2 and f˜(t) = ζ(t)f(t). Although
the sampling theorem can be derived either directly or from the Poisson summation formula as in [19], we will
derive it using the theory of reproducing-kernels.
Theorem 5. If f is bandlimited to [−σ, σ] in the SAFT domain, then
f˜(t) =
∑
k
f˜(tn)
sin
[
σ
b (t− tn)
]
σ
b (t− tn)
, (19)
where
f˜ = ζ(t)f(t), and tn = npib/σ,
or
f (t) = e
at2
2b
∑
k∈Z
f (kT ) e−
a(kT )2
2b +p
t−kT
b sinc (t/T − k) (20)
where kT = tk.
Proof: It is easy to verify that the functions
φn(t) =
√
σ/pib exp
{
j
[
at2 + 2pt
]
/2b
} sin [σ(t− tn)/b]
σ(t− tn)/b ,
form a complete orthonormal family in L2(R) with respect to the inner product
〈φm, φn〉 =
∫
R
φm(t)φn(t)dt = δm,n,
and consequently we have from the theory of reproducing kernels that the reproducing kernel of the space of
functions bandlimited to [−σ, σ] in SAFT domain is
k(x, t) =
∑
n
φn(t)φn(x).
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Hence, one can easily verify that
k(x, t) = e
j
2b [a(x
2−t2)+2p(x−t)] sin
[
σ
b (x− t)
]
pi (x− t) ,
so that
f(t) =
∫
R
f(x)k(x, t)dx.
Thus,
f(t) =
∫
R
f(x)
∑
φn(t)φn(x)dx
=
∑
φn(t)
∫
R
f(x)φn(x)dx.
But because φn(tk) =
√
σ/pib ζ(tk)δn,k, we have
f(tk) =
∑
φn(tk)
∫
R
f(x)φn(x)dx =
√
σ/pib ζ(tk)
∫
R
f(x)φk(x)dx,
and it follows that
f(t) =
√
pib/σ
∑
f(tn) ζ(tn)φn(t),
which is Eq. (19).
The sampling theorem can be put in the following form: Let f (t) be a continuous time signal such that
|f̂ (ω) | = 0, |ω| > σ. Then, f (t) is completely determined by its equidistant samples spaced T = pib/σ seconds
apart. The reconstruction formula is then specified by Eq. (20).
Remark 1 (Generalization of Shannon’s Sampling Theory). An immediate consequence of Theorem 5 is that it
applies to all the unitary transforms listed in Table I.
The sampling theorems for the Fresnel Transform [20], fractional Fourier transform [6], [3], [21], [10] and
the linear canonical transform [22], [5], [23] are all now a straight–forward consequence of Theorem 5. For
example, the sampling formula for the LCT can be easily obtained from our sampling theorem by setting p = 0
to yield
f (t) = e
at2
2b
∑
k∈Z
f (kT ) e−
a(kT )2
2b sinc (t/T − k).
Unlike previous approaches in [7], [8], [9], we will show that sampling of SAFT–bandlimited signals amounts
to orthogonal projection of the signal onto a subspace of SAFT bandlimited functions. Even more so, the
projection amounts to filtering/SAFT–convolution of the signal with low–pass filter followed by the sampling
step. The reconstruction process in (20) is simply a semi–discrete SAFT convolution.
Let ϕ0 = ϕ. Consider basis functions of form,
ϕn (t) =
1√
T
· e− at
2−a(nT )2
2b e−p
t−nT
b sinc (t/T − n) . (21)
The family {ϕn}n∈Z has two interesting properties.
(P1) Orthonormality: By construction, the basis functions are orthonormal. This is easy to check. Assuming
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T = 1, we have, 〈ϕn, ϕk〉 = δn−k [11],
〈ϕn, ϕk〉 = e
a(n)2−a(k)2
2b ep
(n−k)
b
∫
sinc (t− n) sinc (t− k) dt︸ ︷︷ ︸
δn−k
.
(P2) Bandlimitedness: Let Tσ = pib. Using (3), we have,
ϕ̂ (ω) =
e

2b (dω
2+2ηA(ω))√
2pi |b| χ[−σ,σ] (ω) , σ =
pib
T
where χD (·) is the characteristic function of the set D. Since,
|ϕ̂A (ω)| =
∣∣∣∣∣χ[−σ,σ] (ω)√2pi |b|
∣∣∣∣∣ ,
we observe that ϕ̂ (ω) is a bandlimited function.
Let us define the space of SAFT–bandlimited functions,
VA (ϕ) =
{
f (t) =
∞∑
k=−∞
f (tk)ϕn (t) : {f(tk)} ∈ `2
}
.
Thanks to (P1), for any f ∈ L2, the orthogonal projection operator PVA(ϕ) : L2 → VA (ϕ) prescribed by,
PVA(ϕ)f =
∞∑
k=−∞
c [k]ϕn (t) with c = 〈f, ϕn〉
results in Shannon’s Sampling theorem associated with the SAFT domain. The inner–product of the func-
tion f with the basis–functions ϕn is equivalent to pre-filtering (in sense of SAFT convolution) with
the ideal low–pass filter, followed by uniform sampling. Let us define the low–pass kernel/filter ψ (t) =√
2pi |b|e−j at22b e−jp tb sinc (−t/T ). Mathematically, we have the following relation,
〈f, ϕn〉 = (f∗Aψ) (t)|t=kT,k∈Z.
This is because,
〈f, ϕn〉 =
∫
f (τ)ϕ∗n (τ) dτ
=
∫
f (τ) ej
aτ2−a(kT )2
2b ejp
τ−kT
b sinc
( τ
T
− k
)
dτ
= e−j
a(kT )2
2b
∫
f (τ) ej
aτ2
2b ejp
τ−kT
b sinc
( τ
T
− k
)
dτ
= (f∗Aψ) (t)|t=kT,k∈Z,
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which leads to Shannon’s Sampling theorem for the SAFT domain. More precisely,
PVA(ϕ)f =
∞∑
k=−∞
〈f, ϕk〉ϕk (t)
=
∞∑
k=−∞
(f∗Aψ) (t)|t=kTϕk (t)
= e−j
at2
2b
∞∑
k=−∞
f (kT ) ej
a(kT )2
2b e−jp
t−kT
b sinc
(
t
T
− k
)
,
where we have used the property of bandlimited functions,
f̂ (ω) ∈ χ[−pibT ,+pibT ] (ω)⇒ (f∗Aψ) (t) = f (t) .
Hence, Shannon’s sampling theorem for SAFT domain can be reinterpreted as orthogonal projection of a signal
onto a subspace of SAFT–bandlimited signals. This interpretation provides an approximation of the sampling
theorem that is not discussed in [7], [8], [9]. Due to the involvement of the orthogonal projection operator, the
approximation of f ∈ L2, that is, f˜ = PVA(ϕ)f is optimal in the least–squares sense since,
f˜ = arg min
x
‖f − x‖2L2 .
In [7], [8], [9], the authors discuss the case of interpolation, i.e., c[m] = f (mT ) ,m ∈ Z. Our setup considers
a general setting where f ∈ L2 and c = 〈f, ϕn〉.
Also, by invoking the semi–discrete convolution operator, the approximation of a signal f ∈ L2 is
characterised by,
PVA(ϕ)f = (f∗Aψ)|t=kT ?A ϕ (t) (Least–Squares Optimal) .
B. Reconstruction with Arbitrary Basis Functions
In many cases of interest and for practical purposes, one is interested in the expansion of some function f (not
necessarily SAFT–bandlimited) in terms of some basis function ν such that ψ (t) =
√
2pi |b|e−j at22b e−jp tb ν (t).
In view of Theorem 2, we assume that the basis functions generated by ψ form a Riesz basis. More precisely,
we consider expansions of form,
f (t) = e−j
at2
2b
∑
k
p [k]ej
ak2
2b e−jp
(t−k)
b ν (t− k)⇔ (p ?A ψ) , (22)
which generalizes the representation in (20). Indeed, for the case of sampling series in SAFT domain, we have
p [k] = f (t) |t=k,k∈Z and ν = sinc. In order to compute the proxy of Shannon’s samples, that is the weights
{p [k]}k relative to the basis functions ν, we discretize (22) and obtain,
f (k) = p [k] ∗A
(√
2pi |b|e−j ak
2
2b e−jp
k
b ν (k)
)
≡ (p ∗A ψ) [k] . (23)
Now, assume that there exists a sequence ϑ [k] such that,
p [k] =
(
f ∗A
√
2pi |b|e−j ak
2
2b e−jp
k
b ϑ [k]
)
. (24)
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Back substituting weights p [k] from (24) in (22) results in,
f (t) = e−j
at2
2b
∑
k
f (k) ej
ak2
2b e−jp
(t−k)
b (ϑ ∗ ν) (t− k)︸ ︷︷ ︸
New Basis Functions
. (25)
Hence the representation of f (t) in the basis ν is equivalent to interpolation of samples of f with new basis
functions ψnew (t) =
√
2pi |b|e−j at22b e−jp tb (ϑ ∗ ν) (t) and therefore,
f (t) = (p ?A ψ) (t)⇔ (f ?A ψnew) (t) . (26)
The relation between the sequence ϑ and the basis functions ν is obtained by sampling (25),
f (t)|t=m = e−j
am2
2b
∑
k
f (k) ej
ak2
2b e−jp
(m−k)
b (ϑ ∗ ν) (m− k),
which amounts to the interpolation condition, that is,
(ϑ ∗ ν) (m− k) = δm,k (Interpolation Condition) (27)
⇒ f (t)|t=m = e−j
am2
2b
∑
k
f (k) ej
ak2
2b e−jp
(m−k)
b δ (m− k)
= f (m)
The impulse response of the inverse discrete filter ϑ is related to the basis functions ν by a simple Fourier
condition,
(ϑ ∗ ν) (m) (27)= δm ⇔ ϑ̂
(
ejω
)∑
k
ν̂ (ω + 2pik) = 1. (28)
The existence of a stable sequence ϑ is guaranteed because we assume that ψ (and hence ν) generates Riesz
basis and hence for all ω ∈ R, ∑k ν̂ (ω + 2pik) 6= 0.
C. Application: Fractional Delay Filtering
Fractional Delay Filters (FDF) have found applications in a wide range of problems linked with signal
processing [24], [25]. The FDF problem can be described as follows: Given samples of some finite–energy signal
f (t), how can one estimate the samples of τ–delayed version of f , that is fτ (nT ) def= f (t− τ) |t=nT , n ∈
Z, τ ∈ [0, T ]? For the shift–invariant subspace model linked with SAFT domain, we have,
fτ (t)
(22)
= (p ?A ψ) (t− τ) (26)= (f ?A ψnew) (t− τ) . (29)
Since the samples of f are readily available, one option is to set ν = sinc which leads to p [k] = f (kT ) , k ∈ Z.
Hence, if f is a SAFT–bandlimited signal, re–samling τ–delayed version of interpolated samples of f leads to
desired solution. That said, infinite support and slow–decay of the sinc filter make this solution impractical for
cases when finite number of samples are available or f is not strictly bandlimited. For this purpose, we model
f as a shift–invariant signal in SAFT–domain (22). Consequently, we propose to estimate,
fτ (mT ) = (p ?A ψ) (mT − τ) ≈ f (mT − τ) ,m ∈ Z.
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This is a two step procedure. Once we set ν and hence, ψ, we compute the inverse discrete filter ϑ. Starting
with samples f (mT ), we compute p [m] (24). Then, we compute (p ?A ψ) (mT − τ) to estimate delayed signal,
f (mT − τ). The sequence of operations is summarized as follows,
f (mT )→ ϑ (24)→ p→ ψ (mT − τ) (29)→ (p ?A ψ) (mT − τ) .
Next, we present an example of FDF in SAFT Domain.
1) Power Cosine Filters for FDF in SAFT Domain: Let ψ (t) =
√
2pi |b|e−j at22b e−jp tb ν (t) be as before and,
ν (t) = (2/3) cos4 (pit/4)χ[−2,+2] (t) . (30)
Let ν̂ (ω) be for the Fourier Transform of ν (t). The SAFT of ψ is given by, ψ̂A (ω) = e
j
(
dω2
2b +
bq−dp
b ω
)
ν̂ (ω/b).
For a unique, stable representation of f in shift–invariant subspace, generated by ψ, to exist, the basis functions
must form a Riesz basis for SAFT (see Theorem 2). To that end, we must show that the quantity, Gψ,A (ω) =∑
k
∣∣∣ψ̂A (ω + 2pikb)∣∣∣2 = ∑k |ν̂ (ω/b+ 2pik)|2 is bounded from below and above. This is indeed the case. Notice
that ν̂ (ω) =
∑
|k|62 ρk sinc (2ω − kpi) with ρk = 4/ (2 + k)! (2− k)!. Let Gν (ω) =
∑
k |ν̂ (ω + 2pik)|2. Since
Gν (ω) is an even symmetric, periodic function, to prove that Gν > 0 (see (17), it suffices to show that
∀ω ∈ [0, pi], η1 = inf Gν > 0 or equivalently,
η1 = inf
ω
(
|ν̂ (ω)|2 + |ν̂ (ω − 2pi)|2
)
,∀ω ∈ [0, pi] .
Now since ν̂ (ω) is a monotonically decreasing function on [0, pi] and for ω = pi, sinc (2 (ω + 2pim)− kpi) =
0,∀m ∈ Z − {1}, we deduce that infω Gν occurs at ω = pi. As a result, we have, η1 = Gν (pi) = 2
(
(2!)2
4
)2
.
Using similar argument, we conclude that η2 = supωGν (ω) is computed at ω = 0 which results in η2 = 1.
In order to compute the inverse discrete filter ϑ, we use the previously developed property in (28). With
ν (k) = 16 (δk−1 + 4δk + δk+1) , k ∈ Z, the transfer function of the filter ϑ results in, ϑ
(
ejω
)
= 6e+jω+4+e−jω .
Similar to the cubic spline [25], the impulse response of such a filter is given by,
ϑ [k] = −
(
6µ
1− µ2
)
µ|k|, k ∈ Z with µ =
√
3− 2.
2) Experimental Verification: For experimental verification, we assume uniform samples {gsig (kT )}k of
some signal,
gsig (t) = e
−j
(
a0
2b0
t2+
p0
b0
t
)∑m=3
m=1
αk cos (2piωkt)
with weight vector α = [35, 18, 10] and frequency vector ω = [0.77, 0.31, 0.25] are given. The SAFT parameter
vector for the experiment is chosen to be [a0, b0, c0, d0, p0, q0] = [7, 2, 0.6, 0.3143, 2.5, 1] and the sampling
rate T = pib0/60. Using (29), we estimate the samples gτ (kT ) of the function gτsig (t) = gsig (t− τ) for
τ = mT10 ,m = 1, . . . , 5. We compare the shift–invariant model for SAFT domain with the traditional Shannon’s
sampling series for SAFT (ν = sinc, ϑ[k] = δk). As before, [10], the metric for measuring distortion is set to
be peak–signal–to–noise ratio (PSNR),
PSNR = 10log10
(
max{|gτsig(kT )|2}
E{|gτ (kT )−gτsig(kT )|2}
)
, (in dB)
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Fig. 1. Fractional Delay Filtering of signals in SAFT domain using the shift–invariant signal model. We show equidistant samples
of signal gsig (t) = e
−j
(
a0
2b0
t2+
p0
b0
t
)∑m=3
m=1 αk cos (2piωkt) acquired at sampling rate T = pi/30. The signal is characterized by
coefficient and frequency vectors α = [35, 18, 10] and ω = [0.77, 0.31, 0.25], respectively. The SAFT parameter vector is set to be
[a0, b0, c0, d0, p0, q0] = [7, 2, 0.6, 0.3143, 2.5, 1]. Using ν (t) = (2/3) cos4 (pit/4)χ[−2,+2] (t) as the generator of shift–invariant
subspace, we estimate the τ–delayed samples gτ (kT ), k ∈ Z and compare it with the analytical samples gτsig (kT ) , k ∈ Z. Given
gsig (kT ), the choice τ = 0 amounts to reconstruction/interpolation the signal (see (22,26). For other choices of τ = 0.1T, 0.3T and 0.5T ,
we reconstruct shifted versions of the gsig (t). (Inset) Comparison between shift–invariant model for SAFT using ν in (30) and the classical
Shannon’s sampling method using ν = sinc. The comparison metric is chosen to be peak–signal–to–noise ratio. The shift–invariant model
for SAFT proves to be a better solution.
where E{·} is the usual expectation operator. Figure 1 summarizes the result of experimentation. For several
choices of τ ∈ [0, T ], the shift–invariant model for SAFT outperforms the traditional method of filtering.
VII. CONCLUSIONS
We have shown that several properties and harmonic analysis results that pertain to the LCT and FrFT
can be extended to the SAFT. For example, we derived shift-invariant and reproducing-kernel Hilbert spaces
associated with the SAFT, as well as, the sampling theorem, the Poisson summation formula, and the Zak
transform that correspond to the SAFT. Moreover, we derived necessary and sufficient conditions for a function
to be a generator for the shift-invariant space associated with the SAFT.
We would like to emphasize that our derivation of the sampling theorem of the SAFT, which is based on
the theory of reproducing-kernel Hilbert spaces, is different from those used for the SAFT, LCT and FrFT; see
for example, [26], [7], [27], [28], [9]; hence, a new proof of the sampling theorem of the LCT may be deduced
from our proof.
We have also proved that sampling in the SAFT domain is equivalent to orthogonal projection of functions
onto a subspace of bandlimited basis associated with the SAFT domain. This interpretation of sampling leads
to least–squares optimal sampling theorem. Furthermore, we have shown that this approximation procedure
is linked to convolution and semi–discrete convolution operators that are associated with the SAFT domain.
We have presented a strategy for reconstruction/interpolation of functions using arbitrary basis functions—not
necessarily sinc functions, as is the case generally—that served as an extension of the sampling theorem to
generic basis functions. We concluded the article with an application of fractional delay filtering of SAFT
bandlimited functions. Our ideas may be studied in context of sparse sampling theory [29] as well as super-
21
resolution [30].
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