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Abstract
The numerical data of an embedded resolution determine the candidate
poles of Igusa’s p-adic zeta function. We determine in complete generality
which real candidate poles are actual poles in the curve case.
1 Introduction
Several mathematicians have already obtained partial results about the determi-
nation of the poles of Igusa’s p-adic zeta function for curves. In this paper, we will
determine the real poles for an arbitrary polynomial f in two variables which is
defined over a p-adic field. People are interested in the poles of Igusa’s p-adic zeta
function Zf(s) because they determine the asymptotic behaviour of the number
of solutions of polynomial congruences and because they are the subject of the
monodromy conjecture (see for example [De2]).
Historically, one considered first only curves which are absolutely analytically
irreducible. Partial results were obtained by Igusa [Ig1] and Strauss [St]. Meuser
[Me] determined the real poles, but she did not consider the candidate pole −1.
In 1985 Igusa [Ig2] solved that problem completely. He proved that the candi-
date poles associated to the strict transform of f are poles when the domain of
integration is small enough. Moreover, another candidate pole of the minimal
embedded resolution of f is a pole if and only if it is associated to an exceptional
curve which is intersected by three other irreducible components of the pull-back
of f . We have incorporated a generalization of this result (Proposition 2).
In the general case, Loeser [Lo] obtained that an exceptional curve Ei does
not contribute to the poles of Zf(s) if Ei is intersected one or two times by other
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components of the pull-back of f and if there are no other intersection points
over an algebraic closure. This was first proved by Strauss in the absolutely
analytically irreducible case, where the last condition is automatically satisfied.
The next paper we want to mention is [Ve1] of Veys. He considers a polyno-
mial f in two variables over a number field F and takes the minimal embedded
resolution of f over an algebraic closure of F . This setup allowed him to use a
formula [De1] of Denef for Zf (s), which is valid for almost all p-adic completions
of F . He supposes that all intersection points of irreducible components of the
pull-back of f are defined over F . Under this condition, he proves the converse of
the result of Loeser for real candidate poles and for almost all p-adic completions
of F . Moreover, he deals with the problem of a possible cancellation of several
contributions to the same real candidate pole.
In the proofs of the mentioned vanishing and non-vanishing results, one needed
certain relations between the various numerical data of the embedded resolution.
They were systematically derived in [St], [Me] and [Ig2] for absolutely analytically
irreducible curves and finally, Loeser [Lo] obtained the necessary relations in the
general case. Igusa [Ig2] and Loeser [Lo] used a formula of Langlands [La] to
calculate the contribution of an exceptional curve to the residue of Zf(s) at
a candidate pole of candidate order one. We will use a slight variant of this
formula which was obtained in [Se1]. Given an embedded resolution written as a
composition of blowing-ups, the second author explained there how to calculate
this contribution to the residue at the stage where the exceptional curve is created.
In Proposition 1, we determine when this contribution is zero and when not. For
this, we need new ideas. It is not at all a straightforward generalization of what
was already known. Finally in Section 4, we will prove that contributions to the
same candidate pole will not cancel out. For this, we use that the dual embedded
resolution graph is an ordered tree. This was obtained in [Ve2] when the base
field is algebraically closed.
Acknowledgements. The first author is grateful to Willem Veys for inviting
her to an academic visit at the University of Leuven in 2009. During this visit the
work to this paper was started. We also want to thank Bart Bories and Willem
Veys for the conversations that we had with them concerning this paper and for
their remarks.
2 Definitions and our tools
Let K be a p-adic field, i.e., an extension of Qp of finite degree. Let R be the
valuation ring of K, P the maximal ideal of R and q the cardinality of the
residue field R/P . For z ∈ K, let ord z ∈ Z ∪ {+∞} denote the valuation of z
and |z| = q−ord z the absolute value of z.
Let f(x1, x2) ∈ K[x1, x2] be a polynomial in two variables over K and put
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x = (x1, x2). Let X be an open and compact subset of K
2. Igusa’s p-adic zeta
function of f is defined by
Zf(s) =
∫
X
|f(x)|s |dx|
for s ∈ C, Re(s) > 0, where |dx| denotes the Haar measure on K2, so normalised
that R2 has measure 1. Igusa proved that it is a rational function of q−s by
calculating the integral on an embedded resolution of f . Therefore, it extends
to a meromorphic function Zf(s) on C which is also called Igusa’s p-adic zeta
function of f .
Let g : Y → X be an embedded resolution of f . Here, Y is a K-analytic
manifold. The meaning of embedded resolution in our context is explained in
[Ig3, Section 3.2]. Write g = g1 ◦ · · · ◦ gt : Y = Yt → X = Y0 as a composition of
blowing-ups gi : Yi → Yi−1, i ∈ Te := {1, . . . , t}. The exceptional curve of gi and
also the strict transforms of this curve are denoted by Ei. The closed submanifolds
of Y of codimension one which are the zero locus of the strict transform of an
irreducible factor of f in K[x, y] are denoted by Ej, j ∈ Ts. The corresponding
transforms in Yi, i ∈ {0, . . . , t − 1}, are denoted in the same way. Note that we
had to be careful with the notion of irreducible, because X is totally disconnected
as a topological space. Put T = Te ∪ Ts. For i ∈ T , let Ni and νi − 1 be the
multiplicities of respectively f ◦ g and g∗dx along Ei. The (Ni, νi) are called the
numerical data of Ei.
Let us recall Igusa’s proof of the rationality of Zf(s). As we already said, we
calculate the defining integral on Y :
Zf(s) =
∫
X
|f(x)|s |dx| =
∫
Y
|f ◦ g|s |g∗dx|.
Let b be an arbitrary point of Y . There are three cases. In the first case, there
are two varieties Ei and Ej , with i, j ∈ T , that pass through b. We take a
neighborhood V of b and analytic coordinates (y1, y2) on V such that y1 is an
equation of Ei, y2 is an equation of Ej ,
f ◦ g = εyNi1 yNj2 and g∗dx = ηyνi−11 yνj−12 dy
on V for non-vanishing K-analytic functions ε and η on V . We may suppose that
y(V ) = P k1 ×P k2, with k1, k2 ∈ Z≥0, and that |ε| and |η| are constant on V . We
get ∫
V
|f ◦ g|s |g∗dx| =
∫
P k1×P k2
|ε|s|η||y1|Nis+νi−1|y2|Njs+νj−1 |dy|
= |ε|s|η|
(
q − 1
q
)2
q−k1(Nis+νi)
1− q−(Nis+νi)
q−k2(Njs+νj)
1− q−(Njs+νj) .
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Note that this is a rational function of q−s. In the second case, there is one variety
Ei, i ∈ T , that passes through b. We take a neighborhood V of b and analytic
coordinates (y1, y2) on V such that y1 is an equation of Ei,
f ◦ g = εyNi1 and g∗dx = ηyνi−11 dy
on V for non-vanishing K-analytic functions ε and η on V . We may suppose that
y(V ) = P k1 ×P k2, with k1, k2 ∈ Z≥0, and that |ε| and |η| are constant on V . We
get ∫
V
|f ◦ g|s |g∗dx| =
∫
P k1×P k2
|ε|s|η||y1|Nis+νi−1 |dy|
= |ε|s|η|q−k2 q − 1
q
q−k1(Nis+νi)
1− q−(Nis+νi) .
In the third case, there is no variety Ei, i ∈ T , that passes through b. We take a
neighborhood V of b and analytic coordinates (y1, y2) on V such that f ◦ g = ε
and g∗dx = ηdy on V for non-vanishing K-analytic functions ε and η on V . We
may suppose that y(V ) = P k1 × P k2, with k1, k2 ∈ Z≥0, and that |ε| and |η| are
constant on V . We get∫
V
|f ◦ g|s |g∗dx| = |ε|s|η|q−k1−k2.
It follows now that Zf(s) is a rational function of q
−s because we can partition
Y into sets V of the above form.
We obtain also from this calculation that every pole of Zf(s) is of the form
− νi
Ni
+
2kpi
√−1
Ni log q
,
with k ∈ Z and i ∈ T . These values are called the candidate poles of Zf(s). If
i ∈ T is fixed, the values −νi/Ni + (2kpi
√−1)/(Ni log q), k ∈ Z, are called the
candidate poles of Zf(s) associated to Ei. Because the poles of 1/(1− q−Nis−νi)
have order one, we define the expected order of a candidate pole s0 as the highest
number of Ei’s with candidate pole s0 and with non-empty intersection. The
order of s0 is of course less than or equal to its expected order and a candidate
pole s0 of expected order one is a pole if and only if the residue of Zf(s) at s0 is
different from 0.
Let us explain the formula for the residue that we will use. Let s0 be a
candidate pole of Ei, i ∈ T , and suppose that s0 is not a candidate pole of any
Ej , with j ∈ T and j 6= i, which intersects Ei in Y . Let U be an open and
compact subset of Ei. The contribution of U to the residue of Zf(s) at s0 is by
definition the contribution to the residue of Zf(s) at s0 of an open and compact
subset V of Y which satisfies V ∩Ei = U and which is disjoint from every other Ej
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with candidate pole s0. Suppose that U already exists in Yr and if i ∈ Ts we also
suppose that it is non-singular in Yr. Suppose that W is an open and compact
subset of Yr for which W ∩ Ei = U and that (z1, z2) are analytic coordinates on
W such that z1 = 0 is an equation of U on W . Write
f ◦ g1 ◦ · · · ◦ gr = γzNi1 and (g1 ◦ · · · ◦ gr)∗dx = δzνi−11 dy
on W , for K-analytic functions γ and δ on W . Then, the contribution of U to
the residue of Zf(s) at s0 is equal to
q − 1
qNi log q
[∫
U
|γ|s|δ||dz2|
]mc
s=s0
, (1)
where [·]mcs=s0 denotes the evaluation in s = s0 of the meromorphic continuation
of the function between the brackets. This formula was obtained by Langlands
[La] in the case r = t and in general by the second author in [Se1].
We explain now the relations that we will need. Fix r ∈ Te. The exceptional
curve Er is obtained by blowing-up at a point P ∈ Yr−1. Let y = (y1, y2) be local
coordinates on Yr−1 centered at P . Write in these local coordinates
f◦g1◦· · ·◦gr−1 = d
(∏
i∈S
(ai2y1 − ai1y2)Mi
)(∏
i∈S′
hMii (y1, y2)
)
+ terms of higher degree,
where all factors ai2y1 − ai1y2 and hi are essentially different (i.e. no factor is
equal to another multiplied by an element of K×) polynomials over K, where the
hi are irreducible homogeneous polynomials of degree at least two, where Mi ≥ 1
for every i ∈ S ∪ S ′ and where d ∈ K×. Write also
(g1 ◦ · · · ◦ gr−1)∗dx =
(
e
∏
i∈S
(ai2y1 − ai1y2)µi−1 + terms of higher degree
)
dy,
where µi ≥ 1 for every i ∈ S and e ∈ K×. Let s0 = −νr/Nr+(2kpi
√−1)/(Nr log q)
be an arbitrary candidate pole of Zf(s) associated to Er. We advise the reader
to specialize everything what follows in this section to the case k = 0. Put
αi := µi + s0Mi for every i ∈ S. Because
Nr =
∑
i∈S
Mi +
∑
i∈S′
(deg hi)Mi and νr =
∑
i∈S
(µi − 1) + 2,
it is straightforward to check that
∑
i∈S
(αi − 1) +
∑
i∈S′
s0(deg hi)Mi = −2 + 2kpi
√−1
log q
. (2)
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We now give another description of the αi. Let Fi be the point on Er which has
coordinates (ai1 : ai2) with respect to the homogenous coordinates (y1 : y2) on
Er ⊂ Yr. Let j be the unique element of T \ {r} such that Ej passes through Fi
in Y . Let ρ be the number of blowing-ups among gr, . . . , gt which are centered
at Fi. Then, the announced description is αi = νj + s0Nj − (2ρkpi
√−1)/(log q).
The second author proved this in [Se1, Section 2.7] in the case k = 0, and the
general case is treated in a similar way. It follows that Re(αi) < 0 if and only if
−νr/Nr < −νj/Nj. One checks also easily that
s0 is a candidate pole of Ej ⇐⇒ νj + s0Nj is a multiple of 2pi
√−1/(log q)
⇐⇒ αi is a multiple of 2pi
√−1/(log q).
It is proved in [Lo, Proposition II.3.1] that Re(αi) < 1. Together with (2), this
implies that Re(αi) ≥ −1 and that there is at most one i ∈ S with Re(αi) < 0.
3 Contribution of one exceptional curve
Setting of Proposition 1 and 2. Let f ∈ K[x1, x2] and let X be an open and
compact subset of K2. Let g : Y → X be an embedded resolution of f . Write
g = g1◦· · ·◦gt : Y = Yt → X = Y0 as a composition of blowing-ups gi : Yi → Yi−1,
i ∈ Te := {1, . . . , t}. The exceptional curve of gi and also the strict transforms of
this curve are denoted by Ei. Let r ∈ Te. The exceptional curve Er is obtained
by blowing-up at a point P ∈ Yr−1. Let (y1, y2) be local coordinates on Yr−1
centered at P . Write in these local coordinates
f◦g1◦· · ·◦gr−1 = d
(∏
i∈S
(ai2y1 − ai1y2)Mi
)(∏
i∈S′
hMii (y1, y2)
)
+ terms of higher degree,
where all factors ai2y1 − ai1y2 and hi are essentially different polynomials over
K, where the hi are irreducible homogeneous polynomials of degree at least two,
where Mi ≥ 1 for every i ∈ S ∪ S ′ and where d ∈ K×. Write also
(g1 ◦ · · · ◦ gr−1)∗dx =
(
e
∏
i∈S
(ai2y1 − ai1y2)µi−1 + terms of higher degree
)
dy,
where µi ≥ 1 for every i ∈ S and e ∈ K×.
Proposition 1. Let s0 := −νr/Nr be the real candidate pole of Zf(s) associated
to Er. Suppose that αi := µi + s0Mi 6= 0 for every i ∈ S. Let R be the
contribution of Er to the residue of Zf(s) at s0. Then, R 6= 0 if and only if
|S| ≥ 3 or |S ′| ≥ 1. Moreover, if R 6= 0, then
1. R > 0 if and only if αi > 0 for every i ∈ S and
2. R < 0 if and only if αi < 0 for some (and thus exactly one) i ∈ S.
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Proof. If the number of elements of S is one or two and S ′ is empty, then it is
well know that R = 0. We mentioned already in the introduction that Loeser
[Lo] proved this by using the formula of Langlands, and the second author proved
this again [Se1, Section 3.1] as an illustration of his variant of this formula.
Suppose from now on that |S| ≥ 3 or |S ′| ≥ 1. We consider first the case in
which there exists one element l ∈ S satisfying αl < 0. Denote Q := S \ {l} and
Q′ = S ′. By applying an affine coordinate transformation, we may assume that
f◦g1◦· · ·◦gr−1 = d
(
yMl2
∏
i∈Q
(y1 − aiy2)Mi
)(∏
i∈Q′
hMii (y1, y2)
)
+ terms of higher degree,
and
(g1 ◦ · · · ◦ gr−1)∗dx =
(
eyµl−12
∏
i∈Q
(y1 − aiy2)µi−1 + terms of higher degree
)
dy,
where the ai, i ∈ Q, are different elements of R, where hi, i ∈ Q′, are different
irreducible homogeneous polynomials over R of degree di ≥ 2 with coefficient of
ydi1 equal to 1, where Mi ≥ 1 for every i ∈ Q ∪ Q′ and where d, e ∈ K×. We
have that R is the sum of two contributions, which we calculate on two different
charts by using formula (1). For the first contribution, we look at the coordinates
(z1, z2) on Yr for which gr(z1, z2) = (z1, z1z2), and obtain κ := (q− 1)/(qNr log q)
times[
|d|s|e|
∫
P
|z2|Mls+µl−1
∏
i∈Q
(|1− aiz2|Mis+µi−1)
(∏
i∈Q′
|hi(1, z2)|Mis
)
|dz2|
]mc
s=s0
= |d|s0|e|
[∫
P
|z2|Mls+µl−1 |dz2|
]mc
s=s0
= |d|s0|e|q − 1
q
1
qαl − 1 .
For the second contribution, we look at the coordinates (z′1, z
′
2) on Yr for which
gr(z
′
1, z
′
2) = (z
′
1z
′
2, z
′
2), and obtain κ times[
|d|s|e|
∫
R
∏
i∈Q
(|z′1 − ai|Mis+µi−1)
(∏
i∈Q′
|hi(z′1, 1)|Mis
)
|dz′1|
]mc
s=s0
,
which is according to Lemma 3 less than κ times
|d|s0|e|
[∫
R
|z′1 − a|Ms+µ−1 |dz′1|
]mc
s=s0
= |d|s0|e|q − 1
q
1
1− q−(Ms0+µ) ,
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where a ∈ R, M :=
(∑
i∈QMi
)
+
(∑
i∈Q′ diMi
)
and µ :=
(∑
i∈Q(µi − 1)
)
+ 1.
By using that αl + (Ms0 + µ) = 0, we obtain
1
qαl − 1 +
1
1− q−(Ms0+µ) = 0,
and this implies that R < 0.
Consider now the case in which αi > 0 for every i ∈ S. This case is much
easier. After calculating R analogously as in the previous case by using formula
(1), you see that R is a sum of positive numbers and thus positive. You have to
use that |h| is a locally constant function for an irreducible polynomial h over K
in one variable of degree at least 2. 
We still have to prove Lemma 3. First, we prove Lemma 2, which is a special
case of Lemma 3. In the proof of Lemma 2, we need Lemma 1.
Lemma 1. Let h ∈ R[x] be an irreducible monic polynomial of degree d ≥ 2 in
one variable. Then, there exists a unique r ∈ N and an element b in R such that
|h(x)| = |(x− b)d| if x ∈ R and x 6≡ b mod P r
and
q−dr ≤ |h(x)| < q−d(r−1) if x ∈ R and x ≡ b mod P r.
Moreover, b is only determined modulo P r and |h(x)| is constant on b+ P r.
Proof. Let β1, . . . , βd be the roots of h in an algebraic closure of K. Let L :=
K(β1, . . . , βd), let RL be the valuation ring of L and denote the extension of the
norm on K to L also by | · |. Note that β1, . . . , βd are different because we work
in characteristic zero and that they are in RL because h is monic and RL is the
integral closure of R in L. Because
|h(x)| = |(x− β1)(x− β2) · · · (x− βd)|
= |x− β1| |x− β2| · · · |x− βd|,
we look at |x− βi|.
Take i ∈ {1, . . . , d}. Let ri be the largest natural number for which there
exists an element bi ∈ R satisfying |bi − βi| < q−(ri−1). Note that this largest
natural number exists because βi 6∈ R. Note also that bi is only determined
modulo P ri. One checks now that
|x− βi| = |x− bi| if x ∈ R and x 6≡ bi mod P ri
and
q−ri ≤ |x− βi| < q−(ri−1) if x ∈ R and x ≡ bi mod P ri.
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Moreover, |x− βi| is constant on bi + P ri.
Finally, we show that r1 = r2 = · · · = rd and we will denote this by r. We
also show that the bi, i ∈ {1, . . . , d}, are the same modulo P r, and because the
bi are only determined modulo P
r, we can take b1 = b2 = · · · = bd and we will
denote this by b. Then the lemma obviously follows.
Take i, j ∈ {1, . . . , d} and suppose that ri ≥ rj. Because βi and βj are
conjugate and because bi ∈ R, we get that also bi − βi and bi − βj are conjugate.
Because conjugate numbers have the same norm, we get |bi − βj | = |bi − βi| <
q−(ri−1). This implies that ri ≤ rj and thus ri = rj and that bi ≡ bj mod P ri.

Lemma 2. Let s0 be a negative rational number. Let a1, . . . , ak be different
elements of R and suppose that we have for every i ∈ {1, . . . , k} integers Mi ≥ 1
and µi ≥ 1 satisfying αi := µi + s0Mi < 1. Let hk+1, . . . , hl ∈ R[x] be different
irreducible monic polynomials in one variable of degree at least two. Denote the
degree of hi by di and suppose that we have for every i ∈ {k+1, . . . , l} an integer
Mi ≥ 1. Let ri be the natural number which we associated to hi in the previous
lemma, and bi a corresponding element of R which is determined modulo P
ri.
Suppose that rk+1 = · · · = rl and denote this number by r. Suppose also that
a1 ≡ · · · ≡ ak ≡ bk+1 ≡ · · · ≡ bl mod P r and that ai 6≡ aj mod P r+1 for i 6= j.
Take now a ∈ R such that a ≡ a1 mod P r and put M := M1 + · · · + Mk +
dk+1Mk+1 + · · · + dlMl, µ := (µ1 − 1) + · · · + (µk − 1) + 1 and α := µ + s0M .
Suppose that 0 < α and that k ≥ 2 or l ≥ k + 1. Then[∫
a+P r
|x− a1|M1s+µ1−1 · · · |x− ak|Mks+µk−1|hk+1(x)|Mk+1s . . . |hl(x)|Mls |dx|
]mc
s=s0
<
[∫
a+P r
|x− a|Ms+µ−1 |dx|
]mc
s=s0
.
Moreover, the integrands are the same for every x ∈ R \ (a+ P r).
Remark. (1) The conditions ai ≡ aj mod P r and ai 6≡ aj mod P r+1 for i, j ∈
{1, . . . , k} with i 6= j imply that k ≤ q.
(2) We have that
α− 1 =
k∑
i=1
(αi − 1) +
l∑
i=k+1
s0diMi.
Consequently, the condition αi < 1 for every i ∈ {1, . . . , k} implies that α < αi.
Proof. In the first step, we reduce to the case in which the polynomials hi do
not occur. We have[∫
a+P r
|x− a|Ms+µ−1 |dx|
]mc
s=s0
9
=
q − 1
q
q−rα
1− q−α
=
q − 1
q
q−r((M1+···+Mk)s0+µ)
1− q−α q
−r(dk+1Mk+1+···+dlMl)s0
≥ q − 1
q
q−r((M1+···+Mk)s0+µ)
1− q−((M1+···+Mk)s0+µ) q
−r(dk+1Mk+1+···+dlMl)s0
= q−r(dk+1Mk+1+···+dlMl)s0
[∫
a+P r
|x− a|(M1+···+Mk)s+µ−1 |dx|
]mc
s=s0
,
with a strict inequality if l ≥ k + 1. Because |hi| is constant on a + P r with
q−dir ≤ |hi(a)|, s0 < 0 and the second factor on the right hand side of the
following inequality is positive (this follows from the calculation of this factor in
the second part of the proof), we get[∫
a+P r
|x− a1|M1s+µ1−1 · · · |x− ak|Mks+µk−1|hk+1(x)|Mk+1s . . . |hl(x)|Mls |dx|
]mc
s=s0
≤ q−r(dk+1Mk+1+···+dlMl)s0
[∫
a+P r
|x− a1|M1s+µ1−1 · · · |x− ak|Mks+µk−1 |dx|
]mc
s=s0
.
These two inequalities imply that it is enough to consider the case where the hi
do not occur.
So in the second step, we prove that[∫
a+P r
|x− a|Ms+µ−1 |dx|
]mc
s=s0
>
[∫
a+P r
|x− a1|M1s+µ1−1 · · · |x− ak|Mks+µk−1 |dx|
]mc
s=s0
if k ≥ 2, where M = M1 + · · ·+Mk. We calculate both sides. We partition the
domain of integration of the integral on the right hand side into the following
k + 1 sets: a1 + P
r+1, . . . , ak + P
r+1 and the set consisting of all other points of
a+ P r. In this way, the above inequality becomes
q − 1
q
q−(r−1)α
qα − 1 >
q − 1
q
q−rα1
qα1 − 1q
−r(α2−1)−r(α3−1)−...−r(αk−1) + · · ·
+
q − 1
q
q−rαk
qαk − 1q
−r(α1−1)−r(α2−1)−...−r(αk−1−1)
+
q − k
qr+1
q−r(α1−1)−r(α2−1)−...−r(αk−1).
By using the fact that α− 1 =∑ki=1(αi − 1), this is equivalent to
(q − 1) q
α
qα − 1 >
q − 1
qα1 − 1 + · · ·+
q − 1
qαk − 1 + q − k
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and thus also to
1
qα − 1 +
k − 1
q − 1 >
1
qα1 − 1 + · · ·+
1
qαk − 1 .
Consider the function
h : ]0, 1]→ R : x 7→ 1
qx − 1 .
One checks easily that h is convex, i.e. h′′(x) > 0 for every x ∈]0, 1[. Consider
the linear function g, i.e. polynomial function of degree one, determined by
g(α) = h(α) = 1/(qα − 1) and g(1) = h(1) = 1/(q − 1). Then
1
qα − 1 +
k − 1
q − 1 = g(α) + (k − 1)g(1)
= g(α1) + · · ·+ g(αk)
> h(α1) + · · ·+ h(αk)
=
1
qα1 − 1 + · · ·+
1
qαk − 1 ,
where we used in the second line that g is linear and that α+k−1 = α1+ · · ·+αk
and in the third line that g is linear and h convex, that g(α) = h(α) and g(1) =
h(1) and that 0 < α < αi < 1 for every i ∈ {1, . . . , k}.
The final statement in the lemma is easy. 
Lemma 3. Let s0 be a negative rational number. Let γ, δ ∈ R[x] be monic
polynomials in one variable. Suppose that δ factors into linear polynomials over
R and that all roots of δ are also roots of γ. Write
γ(x) =
(∏
i∈Q
(x− ai)Mi
)(∏
i∈Q′
hMii (x)
)
where the ai, i ∈ Q, are different elements of R, where hi, i ∈ Q′, are different
irreducible monic polynomials over R of degree at least two, and where Mi ≥ 1
for every i ∈ Q ∪Q′. Denote the degree of hi by di. Write also
δ(x) =
∏
i∈Q
(x− ai)µi−1,
where µi ≥ 1 for every i ∈ Q. Take any a ∈ R and put M :=
(∑
i∈QMi
)
+(∑
i∈Q′ diMi
)
and µ :=
(∑
i∈Q(µi − 1)
)
+ 1. Suppose that 0 < α := µ + s0M
and 1 > αi := µi + s0Mi for every i ∈ Q and that |Q| ≥ 2 or |Q′| ≥ 1. Then[∫
R
|γ(x)|s|δ(x)| |dx|
]mc
s=s0
<
[∫
R
|x− a|Ms+µ−1 |dx|
]mc
s=s0
.
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Proof. We associate a tree to a monic polynomial g ∈ R[x] in one variable as
follows. If a1, a2 ∈ R are roots of g and if a1 ≡ a2 mod P r and a1 6≡ a2 mod P r+1,
then we associate a bullet to a1 + P
r. If we have an irreducible factor of g of
degree at least two, we have associated r ∈ N and b+ P r to it, and we associate
to b+P r a bullet. (If say a+P r occurs several times in this way, we associate to
it only one bullet.) We make a tree by connecting bullets in the obvious way, i.e.
if we have bullets associated to a + P r and b + P t, with r > t, then we connect
both bullets if a+P r ⊂ b+P t and for any c+P u corresponding to another bullet
we don’t have a+P r ⊂ c+P u ⊂ b+P t. Note that this tree is finite and has one
root.
We start at the left hand side of the inequality that we want to prove and we
consider the tree associated to γ. We will construct step by step other integrands
for which the associated tree is the previous one except one bullet at the end of
the tree. So the tree becomes easier after each step. We will do this until the
tree completely disappears. At this stage, the integrand will be the one on the
right hand side of the inequality that we want to prove.
We explain the first step. We take a bullet at the end of the tree of γ.
This bullet is associated to an element of R/P r for some r, let us say a0 + P
r.
Let a1, . . . , ak be all the roots of γ for which ai ≡ a0 mod P r. Note that ai 6≡
aj mod P
r+1 for i, j ∈ {1, . . . , k} with i 6= j, because we took a bullet at the end
of the tree. Let hk+1, . . . , hl be all the irreducible factors of γ to which we have
associated a0 + P
r. Write
γ(x) = γ˜(x)(x− a1)M1 · · · (x− ak)MkhMk+1k+1 · · ·hMll
and
δ(x) = δ˜(x)(x− a1)µ1−1 · · · (x− ak)µk−1.
Put M0 := M1 + · · ·+Mk + dk+1Mk+1 + · · ·+ dlMl and µ0 := (µ1 − 1) + · · · +
(µk − 1) + 1. Put γ1(x) = γ˜(x)(x− a0)M0 and δ1(x) = δ˜(x)(x− a0)µ0−1. We have[∫
a0+P r
|γ(x)|s|δ(x)| |dx|
]mc
s=s0
=
[
|γ˜(a0)|s|δ˜(a0)|
∫
a0+P r
k∏
i=1
|x− ai|Mis+µi−1
l∏
j=k+1
|hj(x)|Mjs |dx|
]mc
s=s0
= |γ˜(a0)|s0|δ˜(a0)|
[∫
a0+P r
k∏
i=1
|x− ai|Mis+µi−1
l∏
j=k+1
|hj(x)|Mjs |dx|
]mc
s=s0
< |γ˜(a0)|s0|δ˜(a0)|
[∫
a0+P r
|x− a0|M0s+µ0−1 |dx|
]mc
s=s0
=
[
|γ˜(a0)|s|δ˜(a0)|
∫
a0+P r
|x− a0|M0s+µ0−1 |dx|
]mc
s=s0
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=[∫
a0+P r
|γ˜(x)|s|δ˜(x)||x− a0|M0s+µ0−1 |dx|
]mc
s=s0
=
[∫
a0+P r
|γ1(x)|s|δ1(x)| |dx|
]mc
s=s0
,
where we used the previous lemma and we used twice that |γ˜| and |δ˜| are constant
on a0 + P
r, and[∫
R\(a0+P r)
|γ(x)|s|δ(x)| |dx|
]mc
s=s0
=
[∫
R\(a0+P r)
|γ˜(x)|s|δ˜(x)|
k∏
i=1
|x− ai|Mis+µi−1
l∏
j=k+1
|hj(x)|Mjs |dx|
]mc
s=s0
=
[∫
R\(a0+P r)
|γ˜(x)|s|δ˜(x)||x− a0|M0s+µ0−1 |dx|
]mc
s=s0
=
[∫
R\(a0+P r)
|γ1(x)|s|δ1(x)| |dx|
]mc
s=s0
,
where we used the last sentence in the formulation of the previous lemma, so that[∫
R
|γ(x)|s|δ(x)| |dx|
]mc
s=s0
<
[∫
R
|γ1(x)|s|δ1(x)| |dx|
]mc
s=s0
.
In the second step, we do the same as in the first step, but use now γ1(x)
instead of γ(x) and δ1(x) instead of δ(x). Remark that the M and µ determined
by γ and δ are the same as the analogous ones determined by γ1 and δ1. Remark
also that the tree associated to γ1 is the tree associated to γ with one bullet
missing.
Denote the number of bullets of the tree associated to γ by w. Then, after
w steps, the tree completely disappears. If the root of the tree is associated to
a′0 + P
r′, then γw(x) = (x− a′0)M and δw(x) = (x− a′0)µ−1. Consequently,[∫
R
|γ(x)|s|δ(x)| |dx|
]mc
s=s0
<
[∫
R
|γ1(x)|s|δ1(x)| |dx|
]mc
s=s0
<
[∫
R
|γ2(x)|s|δ2(x)| |dx|
]mc
s=s0
< . . .
<
[∫
R
|γw(x)|s|δw(x)| |dx|
]mc
s=s0
=
[∫
R
|x− a′0|Ms+µ−1 |dx|
]mc
s=s0
=
[∫
R
|x− a|Ms+µ−1 |dx|
]mc
s=s0
. 
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In the next proposition, we use the setting explained in the beginning of this
section.
Proposition 2. Let s0 := −νr/Nr + (2kpi
√−1)/(Nr log q) be an arbitrary can-
didate pole of Zf(s) associated to Er. Suppose that αi := µi + s0Mi is not a
multiple of 2pi
√−1/(log q) for every i ∈ S. Suppose |S| = 3 and |S ′| = 0. Let R
be the contribution of Er to the residue of Zf(s) at s0. Then, R 6= 0.
Proof. Denote the elements of S by 1, 2 and 3. Then the equality (2) says α1 +
α2+α3 = 1+(2kpi
√−1)/(log q). By applying an affine coordinate transformation,
we may assume that
f ◦ g1 ◦ · · · ◦ gr−1 = dyM12 yM21 (y1 − ay2)M3 + terms of higher degree,
and
(g1 ◦ · · · ◦ gr−1)∗dx =
(
eyµ1−12 y
µ2−1
1 (y1 − ay2)µ3−1 + terms of higher degree
)
dy
with a ∈ R \ P and d, e ∈ K×. We have now that
R = |d|s0|e|
(
q − 1
q
1
qα1 − 1 +
q − 1
q
1
qα2 − 1 +
q − 1
q
1
qα3 − 1 +
q − 2
q
)
= |d|s0|e|
(
1− qα1−1
1− q−α1 ·
1− qα2−1
1− q−α2 ·
1− qα3−1
1− q−α3
)
6= 0.
The second equality can be checked by a straightforward calculation and is due
to Sally and Taibleson [ST]. 
Remark. (1) The determination of all poles (real and complex) of an absolutely
analytically irreducible curve follows now immediately. This was one of the main
results of the paper [Ig2] of Igusa. He also used Sally-Taibleson’s formula.
(2) However, if |S| 6= 3 or |S ′| 6= 0, it is not clear to us which non-real candidate
poles are poles and which are not. It can happen that a real candidate pole is a
pole, and that other candidate poles with the same real part are not poles. This
is for example the case when f = x21 + x
2
2 and p = 2 (see [Se1, Example 2.8]).
4 Poles of Igusa’s p-adic zeta function
Let f ∈ K[x1, x2] and let X be an open and compact subset of K2. Suppose
that fred has only one singular point P0 in X . Let g : Y → X be an embedded
resolution of f . Write g = g1 ◦ · · · ◦ gt : Y = Yt → X = Y0 as a composition of
blowing-ups gi : Yi → Yi−1, i ∈ Te := {1, . . . , t}, centered at Pi−1 ∈ Yi−1. The
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exceptional curve of gi and also the strict transforms of this curve are denoted by
Ei. The closed submanifolds of Y of codimension one which are the zero locus
of the strict transform of an irreducible factor of f in K[x, y] are denoted by Ej ,
j ∈ Ts. The corresponding transforms in Yi, i ∈ {0, . . . , t−1}, are denoted in the
same way. Put T = Te ∪ Ts.
In the (dual) embedded resolution graph of the germ of f at P0 one associates
to each exceptional curve a vertex (represented by a dot) and to each intersection
between exceptional curves in Y an edge, connecting the corresponding vertices.
We also associate to each analytically irreducible component of the strict trans-
form of the germ of f at P0 a vertex (represented by a circle), and to its (unique)
intersection with an exceptional curve in Y a corresponding edge. It is clear that
this graph is a finite connected tree with all circles end vertices.
Now to each vertex of the embedded resolution graph we associate the corre-
sponding ratio νi/Ni. This makes the embedded resolution graph into an ordered
tree. More precisely, the vertices for which the associated number is equal to
mini∈T νi/Ni, together with their edges, form a connected partM of the embed-
ded resolution graph, and starting from an end vertex of the minimal part M,
the numbers νi/Ni strictly increase along any path in the tree (away from M).
This follows from relation (2) and the bound on the α’s, which imply for example
that there exists at most one Ej which intersects a given Er, r ∈ Te, in Y with
νj/Nj < νr/Nr (see Section 2). For more details, see [Ve2, Theorem 3.3], where
the base field is C instead of K, but nevertheless the proof of our statement is
similar.
Example. When f is absolutely analytically irreducible at P0 with g different
Puiseux exponents, then the resolution graph has the form
s
s
s
◗
◗
◗
◗
s
s
s
✑
✑
✑
✑
s s s
s
s
s
◗
◗
◗
◗
s s s s
s
s
s
◗
◗
◗
◗
s
s
s
◗
◗
◗
◗
s s s s
s
s
s
❝
◗
◗
◗
◗
✑
✑Ei1 Ei2 Ei3 Eig−1
Eig
The minimal part M consists just of Ei1 (see [St, Corollary 2.1] or [Ve2, Propo-
sition 3.6]).
Theorem. Suppose that we are in the setting of the first paragraph of this
section. Then,
1. a real number s0 is a pole of order 2 if and only if there exist i, j ∈ T with
s0 = −νi/Ni = −νj/Nj such that Ei and Ej intersect on Y , moreover, Zf(s)
has at most one real pole of order two, and if there is a pole of order two,
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it is the pole closest to the origin,
2. a real number s0 ∈ {−νi/Ni | i ∈ Te}\{−νi/Ni | i ∈ Ts} which is not a pole
of order 2 is a pole of order 1 if and only if there exists at least one i ∈ Te
with s0 = −νi/Ni such that f ◦ g1 ◦ · · · ◦ gi−1 is given in local coordinates
centered at Pi−1 by a power series with lowest degree part a homogeneous
polynomial which is not a power of a linear polynomial or a product of two
such powers, and
3. a real number s0 ∈ {−νi/Ni | i ∈ Ts} which is not a pole of order 2 is a pole
of order 1 for a small enough open and compact neighborhood X of P0.
Proof. (1) It is clear that there exist i, j ∈ T with s0 = −νi/Ni = −νj/Nj such
that Ei and Ej intersect on Y if s0 is a real pole of order 2. If Ei and Ej intersect
on Y with s0 = −νi/Ni = −νj/Nj, then the contribution of P := Ei ∩ Ej to the
coefficient b−2 in the Laurent series
b−2
(s− s0)2 +
b−1
s− s0 + b0 + b1(s− s0) + · · ·
of Zf(s) at s0 is equal to
|ε(P )|s0|η(P )| (q − 1)
2
q2NiNj(log q)2
> 0,
and consequently, the contributions of different intersecting pairs on Y cannot
cancel each other. The other statements follow from the ordered tree structure
of the embedded resolution graph.
(2) The ‘only if’ part is the well known part of Proposition 1 which is due to
Loeser. For the other implication, we have to use Proposition 1 and the ordered
tree structure of the embedded resolution graph. There are two possibilities.
In the first case, Ei is the minimal part of the embedded resolution graph. In
this case, there is only one contribution to the residue, which is positive. In the
other case, there is at least one non-zero contribution to the residue, and all such
contributions are negative.
(3) There are two possibilities. In the first case, s0 = −νi/Ni, with i ∈ Ts and
Ei is the minimal part of the embedded resolution graph. In this case, there is
only one contribution to the residue, which is positive. In the other case, we take
a (small enough) open and compact neighborhood V of ∪i∈TeEi ⊂ Y on which all
the Ei, i ∈ Ts with s0 = −νi/Ni, have a negative contribution to the residue of
Zf(s) at s0. The Ei, i ∈ Te with s0 = −νi/Ni, have a non-positive contribution
to the residue of Zf(s) at s0. If we replace X by g(V ) or by an open and compact
neighborhood of P contained in g(V ), we obtain what we want. 
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Remark. It follows from the previous theorem and from the result of Loeser
mentioned in the introduction that Re(s0) is a pole of Zf(s) if s0 is a pole of Zf(s).
Consequently, we know the set of real parts of poles of Zf(s). This determines the
asymptotic behaviour of the number of solutions of the corresponding polynomial
congruences (see [Se2] for more information).
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