According to the 'masking hypothesis', diploids gain an immediate fitness advantage over haploids because diploids, with two copies of every gene, are better able to survive the effects of deleterious recessive mutations. Masking in diploids is, however, a double-edged sword: it allows mutations to persist over time. In contrast, deleterious mutations are revealed in haploid individuals and are more rapidly eliminated by selection, creating genetic associations that are favourable to haploidy. We model various mating schemes and show that assortative mating, selfing, and apomixis maintain the genetic associations that favour haploidy. These results suggest that a correlation should exist between mating system and ploidy level, with outcrossing favouring diploid life cycles and inbreeding or asexual reproduction favouring haploid life cycles. This prediction can be tested in groups, such as the Chlorophyta, with extensive variation both in life cycle and in reproductive system. Confirming or rejecting this prediction in natural populations would constitute the first empirical test of the masking hypothesis as a force shaping the evolution of life cycles. ©1996 The Linnean Society of London ADDITIONAL KEY WORDS: -ploidy evolution -life cycle evolution -masking hypothesis -selfing -assortative mating -asexuality -Chlorophyta -Ulvophyceae. 
INTRODUCTION

The evolutionary transition between haploidy and diploidy
The haploid and diploid phases of sexual life cycles are extremely variable in length, ranging from little development in one or the other phase to equal development in both (Fowell, 1969; Raper & Flexer, 1970; Bell, 1982) . The challenge for theories that describe the transition between life cycles over evolutionary time, and specifically the transition between haploidy and diploidy, is to explain this observed diversity. Predictions from these theories can then be tested in appropriate groups, such as the Chlorophyta, in which closely related species vary in the extent of the haploid and diploid phases.
Most theories concerning ploidy evolution have focussed on advantages to diploidy (reviewed in Valero et al., 1992) , including protection against inherited mutations (the 'masking hypothesis '; Crow & Kimura, 1965) , protection against somatic mutations (Efroimson, 1932) , increased rates of beneficial mutations (Paquin & Adams, 1983) , and the ability to repair double-stranded DNA damage (Bernstein, Byers & Michod, 1981) . Some hypotheses have, however, described advantages to both haploidy and diploidy that would lead, under different circumstances, to different life cycles. We will briefly review these latter hypotheses and the predictions they make. Cavalier- Smith (1978) maintained that the distribution of ploidy levels reflects life history selection, with r-selection favouring small-celled haploids and K-selection favouring large-celled diploids (see also Weiss, Kukora & Adams, 1975) . Lewis (1985) argued instead that ploidy levels evolve in response to nutrient availability, with haploid cells being favoured under nutrient poor conditions and diploid cells (which require 25 to 50% more nutrients) evolving only when nutrients are freely available (see also Adams & Hansche, 1974) . Bell (1982 Bell ( , 1994 has argued that diploidy would be favoured when selection acts in opposing directions upon gametic and vegetative cells (because gametes produced by diploids are more likely to vary); haploidy would be favoured when there is little antagonism between selection upon gametic and vegetative cells, as when gametes are undifferentiated from somatic cells. Finally, using genetic load arguments, Kondrashov & Crow (1991) found that diploidy would be favoured when the epistasis among multiple mutations is synergistic but not when it is weak or antagonistic. They predicted that K-selected organisms would more often experience synergistic epistasis (favouring diploidy), while r-selected organisms would experience weak epistasis (favouring haploidy). Each of these theories makes different predictions about the evolution of ploidy levels, but every one of them allows the evolution of different life cycles under different conditions.
In this paper, we reevaluate the masking hypothesis, a theory which originally stated that new diploid variants would always be favoured within a haploid population because they would immediately mask deleterious recessive mutations (Crow & Kimura, 1965; Perrot, Richerd & Valero, 1991) . An inherent problem with theories, such as the masking hypothesis, that always predict the evolution of diploidy is that they do not explain the maintenance of diverse life cycles and cannot explain instances where haploid life cycles are favoured (Bell, 1994) . Recent models have suggested that masking deleterious mutations can be advantageous or disadvantageous for the evolution of diploidy, depending on the recombination rate between the relevant loci (Bengtsson, 1992; Otto & Goldstein, 1992; Jenkins & Kirkpatrick, 1994; Jenkins & Kirkpatrick, 1995) . The problem with these new theoretical results is that, for organisms with many chromosomes like green algae (Bell, 1982) , the average rate of recombination between randomly chosen genes is likely to be quite high, nearly onehalf. With such high recombination rates and reasonable selection coefficients, diploidy is always favoured in these models; once again the theory is unable to explain comparative data. Other mechanisms can, however, act like physical linkage to reduce genetic mixing within a population and maintain genetic associations between loci. In this paper, we will examine alternative mating systems, determining which tend to favour the evolution of haploidy and which favour the evolution of diploidy in the face of recurrent deleterious recessive mutations. These conditions suggest a test of the masking hypothesis, which is outlined with reference to data from green algae. Simmons & Crow (1977) reviewed experimental evidence from Drosophila showing that the majority of mutations that affect fitness are deleterious and partially recessive. All of these mutations must be expressed in a haploid organism, whereas they will be largely unexpressed in a diploid organism due to the compensatory action of the homologous allele. The masking hypothesis states that diploid life cycles that arise in a haploid population have a fitness advantage because they 'mask' existing deleterious mutations (Crow & Kimura, 1965) . Masking, however, has the negative effect of allowing the persistence of mutations (Crow & Kimura, 1965; Otto & Goldstein, 1992; see also Goff & Coleman, 1990: 69) . Diploids within a population tend to accumulate more deleterious mutations, because their ancestors survived despite carrying mutations. Thus, while diploid individuals tend to mask the mutations that they carry, they can have substantially more mutations than the haploid individuals within a population. The relative advantage of diploid versus haploid life cycles depends on the exact balance reached between masking and eliminating mutations.
The masking hypothesis
In a two-locus model of interbreeding haploids and diploids, the balance favours diploidy when recombination is free between the two loci and when mating is random (Perrot et al., 1991) . In contrast, the balance favours haploidy when linkage is tight between the two loci (Otto & Goldstein, 1992) . In these models, one locus is subject to deleterious mutations and one determines the life cycle. Since mutations persist longer among lineages that experience more diploid selection, a genetic association (linkage disequilibrium) necessarily develops between deleterious mutations and diploidy. Recombination reduces the magnitude of the linkage disequilibrium, bringing the frequency of mutations among diploids nearer that of haploids. Hence, with sufficient recombination, diploids gain the benefits of masking mutations but do not suffer from many more mutations than haploids. With tighter linkage the relative frequency of mutations rises among diploids, offsetting their masking advantage, until, eventually, increased haploidy is favoured.
However, the mating system of an organism can greatly influence the extent to which genetic associations are maintained. Assortative mating, inbreeding, and asexual reproduction can all increase the levels of linkage disequilibrium between loci. Thus we would expect the evolution of life cycles to depend on the mating system of a species. Previous evaluations of the masking hypothesis have assumed random mating in large panmictic populations (Perrot et al., 1991; Otto & Goldstein, 1992) . We generalize these models to include non-random mating, determining the influence of mating system on the evolution of life cycles. We first describe the mating systems that we model, with special reference to green and red algae (Chlorophyta and Rhodophyta).
Assortative mating
For the purpose of this paper, assortative mating means that gametes with the same allele at a single life cycle locus will unite with a higher probability than expected under random mating. This type of assortative mating will occur if individuals produce gametes at a time and place that depends on their genotype at the life cycle locus. For example, the ploidy level of an organism may affect its ability to disperse or colonize some sites (Destombe et al., 1992) . In this case, neighbouring organisms are more likely to have the same ploidy level and the same life cycle alleles than expected based on random association. Indeed, empirical studies have shown differences in the temporal and geographical distribution of haploid and diploid forms within algal and plant species (Farrar, 1967; Bodenbender, Krause & Schnetter, 1988; DeWreede & Klinger, 1988) .
Inbreeding and selfing
Assortative mating, as defined above, increases the probability that uniting gametes have the same alleles at a single locus, the life cycle locus. Inbreeding (mating between closely related individuals) affects all nuclear loci, since related gametes are more likely to carry the same allele at every locus. Inbreeding will occur in species with limited dispersal, because neighbouring individuals will be more closely related than distant individuals. Although dispersal patterns are poorly understood in algae, studies have found that gamete and spore dispersal distances are generally short, often less than 100 m (Santelices, 1990; Destombe, Godin & Remy, 1990; Destombe et al., 1992) . Hawkes (1990) states that inbreeding may be a common phenomenon in Rhodophyta because of limited dispersal of spores and gametes.
Selfing is an extreme form of inbreeding in which mating gametes are derived from the same individual. In organisms characterized by an alternation of generations between independent gametophytic and sporophytic phases (algae, other protoctists, ferns), selfing generally occurs among the gametes of a haploid gametophyte (intragametophytically), rather than by mating of different gametophytes produced by the same sporophyte (intergametophytically, as in seed plants) (Ritland, Soltis & Soltis, 1990) . In this paper, we will use a model of intragametophytic selfing to determine the effects of inbreeding on the evolution of ploidy levels. Intramagetophytic selfing is the strongest possible form of inbreeding, producing diploid progeny that are homozygous at each locus. We do not develop a model for intergametophytic selfing (which could be applied to seed plants) because such a model is very sensitive to assumptions concerning the fitness effects of gamete competition within a sporophyte.
The rate of selfing varies widely among the algae. At one extreme are organisms that produce gametes that are self-incompatible. This is true of dioecious species such as Monostroma angicava (Ulotrichales, Chlorophyta) or organisms with a selfincompatibility system, such as Pandorina morum (Volvocaceae, Chlorophyta) (Coleman, 1981) . At the other extreme are organisms that exclusively self-fertilize, such as Eudorina elegans var synoica, another member of the Volvocales (Bell & Praiss, 1986) . Between these extremes are organisms that self at varying frequencies (Bell, 1982; Hawkes, 1990) , depending in part on the availability of other gametes.
Asexual reproduction
Asexual reproduction describes a variety of means of reproduction by which a parent begets a genetically identical offspring. Asexuality is common across all five classes (sensu Mattox & Stewart (1984) ) of green algae (Bold & Wynne, 1985) . For example, in each of the eight orders of Ulvophyceae described by Tanner (1981) , asexual reproduction is known and is often common. Hawkes (1990) describes a plethora of means of asexual reproduction common in red algae, including vegetative propagation, spore production, apomeiosis, and apogamy. Each of these modes may be obligate or facultative depending on the species.
A common mode of asexual reproduction is parthenogenesis, whereby haploid parents produce haploid gametes that do not undergo syngamy but rather develop directly into haploid adults. We will discuss and extend previous results (Bengtsson, 1992) on the evolution of ploidy levels in populations that are partially parthenogenetic. Parthenogenesis can be accompanied by autodiploidization, in which haploid gametes, produced by the gametophyte, germinate without syngamy but undergo a doubling of the genome to produce a diploid sporophyte (Tanner, 1981; Bodenbender & Schnetter, 1990) . Genetically, parthenogenesis with autodiploidization is identical to intragametophytic selfing because both result in a diploid that is homozygous at all loci. We will also discuss the results of a model that allows for the direct asexual reproduction of both haploids and diploids via mitotically produced zoospores, aplanospores, or fragments.
METHODS
We analyse a two-locus model that is analogous to that used by Otto & Goldstein (1992) and Perrot et al. (1991) . As before, we consider a life cycle with non- 
overlapping generations in a population large enough to ignore genetic drift. One of the two loci, the viability locus, has two alleles (A,a), with A mutating to a at a rate µ. The viability scheme is summarized in Table 1 , where selection is equivalent in haploids and diploids except among heterozygous diploids (that is, no direct selection acts upon the ploidy level). Experimental studies (Simmons & Crow, 1977) indicate that h is generally less than 1/2 for deleterious mutations so that heterozygotes have viabilities closer to wild-type homozygotes than to mutant homozygotes. In this case, masking of mutations occurs and we would expect diploidy to be favoured by selection if it were not for the development of genetic associations. The second locus, the ploidy or life cycle locus, controls the timing of meiosis in a simple manner: meiosis either occurs early or late. The probability that meiosis is delayed is determined by which of the life cycle alleles, C 1 and/or C 2 , are carried by the diploid zygote (Table 2) . With early meiosis, individuals are haploid for the majority of the life cycle and experience selection as haploids. In contrast, if meiosis occurs late in the life cycle, individuals experience selection as diploids. Thus the life cycle locus is assumed to control the probability that meiosis is gametic or zygotic. While a more realistic life cycle would allow selection to occur in both haploid and diploid stages, according to the amount of time spent in each, previous work on the model with random mating indicates that the two types of life cycles lead to qualitatively similar results (Jenkins & Kirkpatrick, 1994; Otto, 1994) . The rate of recombination between the two loci is r, which varies between 0 and 1/2. We will focus on how different forms of non-random mating affect allele frequency changes at the ploidy locus. Specifically, we will determine when alleles that change the life cycle can invade a population and we will compare these results to the model with random mating. Note that, throughout the analysis, the mating system will be held constant and the degree of random versus non-random mating will not change. By tracking changes at the ploidy locus, we will be able to determine the conditions under which selection favours an increase or a decrease in the number of individuals experiencing diploid selection.
Model with assortative mating
Here we assume that gametes carrying the ploidy allele C i unite exclusively with other C i with probability, m, and mate at random with probability, 1-m (positive assortment). When assortative mating occurs, uniting gametes must match at the ploidy locus, but the viability alleles will be combined at random, according to their frequencies in gametes carrying the C i allele. Note that random mating includes additional unions of C i gametes with one another, as the mating gametes unite in proportion to their frequencies within the population. This model of assortment, illustrated in Figure 1 , is standard in population genetics (O'Donald, 1960; Karlin, 1969; Roughgarden, 1979: 187-188; O'Donald, 1980: 40-43) . The degree of assortment in an actual population would, presumably, depend on the temporal and spatial distribution of ploidy alleles and would reflect the dispersal patterns of the organism.
Model with selfing
Selfing is assumed to occur among the gametes produced by a haploid gametophyte (intragametophytic). With probability σ, a haploid parent produces two gametes that unite to produce a diploid zygote. The remaining gametes undergo Figure 1 . The life cycle with assortment. Gamete types unite assortatively on the basis of their genotype at the ploidy locus with probability m and randomly with probability (1 -m). Such assortment is illustrated by a displacement of the gamete pools emanating from diploids and from haploids. A proportion of these newly formed diploids (d ij for C i C j individuals) remain diploid whereas the rest undergo recombination and meiosis becoming haploid. Selection now occurs on all individuals as in Table 1 . Following selection, the remaining diploids undergo recombination and meiosis. Finally, all individuals produce gametes, some of which mutate and the cycle begins again. random union. This mode of selfing will produce zygotes that are homozygous at all loci (including the ploidy and viability loci) unlike the case of assortative mating (where there can be heterozygotes at the viability locus) and unlike selfing in diploid monophasic individuals (intergametophytic selfing). The life cycle is shown in Figure  2 .
Model with asexual reproduction
In our first model of parthenogenesis, a certain proportion, α, of gametes develop directly into haploid adults and the remainder mate at random (Fig. 3) . It can easily be shown that this model is dynamically equivalent to the previous model of selfing. This equivalence between selfing and asexuality depends on the particular viability scheme used (Table 2) in which the diploid progeny produced by selfing (AA or aa) have the same viability as haploid progeny of the same phenotype (A or a) since no heterozygotes are produced by intragametophytic selfing. Therefore, while selfing produces diploid offspring and while parthenogenesis produces haploid offspring, selection on each chromosome will be identical. In short, all the results concerning the model with selfing will apply to parthenogenesis as well.
The second model of asexual reproduction allows both diploid and haploid adults to produce offspring of their own ploidy level, through means such as budding, fragmentation, or spore production. The dynamics (available upon request) in this case are substantially more complicated, since we must keep track of both haploid and diploid adult frequencies. Nevertheless, the model exhibits very similar behavior to the model with parthenogenesis. 
RESULTS
Ploidy evolution with assortative mating
With one ploidy allele fixed, say C 1 , there will be no effect of assortative mating. Accordingly, the equilibrium frequency of the deleterious allele at the viability locus is unchanged from the model of random mating (see Otto & Goldstein, 1992) :
The fate of a rare ploidy allele, C 2 , introduced when the population is near this mutation-selection balance is analyzed in Appendix 1. Of special interest is whether or not both linkage and assortative mating reduce the probability of invasion of a new allele that increases the proportion of individuals undergoing diploid selection (d 12 > d 11 ). For arbitrary rates of assortative mating and recombination, a new ploidy allele which increases the degree of diploidy (d 12 > d 11 ) will increase when rare and invade a population if and only if
Increasing m, the amount of assortative mating, increases the right hand side of the above inequality while reducing the left hand side, both of which make the condition harder to satisfy. Therefore, the subset of the parameter space in which diploidy will increase is reduced by assortative mating. Whenever condition (2) fails, an increase in the degree of haploidy is favoured (alleles with d 12 < d 11 will increase when rare). Since the inequality (2) depends on five parameters, it is impossible to represent the inequality completely in one graph. Instead, we have chosen sample parameter sets (d 12 = 1/2;r = 0, 0.01, 0.1, 0.5; m = 0.1, 0.5, 0.9) which are used to present the results in graphical form (Fig. 4) . Special cases are discussed below.
In the absence of assortative mating (m = 0), the recursions given in Appendix 1 reduce to those given previously (Otto & Goldstein, 1992) . Thus, the discussion and figures therein apply. If new alleles that increase the rate of diploidy (d 12 > d 11 ) cannot invade when m = 0, then they will not be able to do so when there is assortative mating (m > 0).
When assortative mating is complete (m = 1), only alleles that increase the proportion of haploid adults (d 12 < d 11 ) will rise in frequency. The percentage of diploid individuals will decrease over time even though they are able to mask mutations. This result is exactly the same as that obtained when r = 0. Thus with either complete assortative mating or complete linkage, the degree of haploidy will increase over time while the degree of diploidy will decrease over time (for h > 0).
Ploidy evolution with selfing
As found in Appendix 2, the criterion (2) found with assortative mating applies equally well to the evolution of diploidy with selfing. New ploidy alleles that increase the proportion of diploids can invade if and only if
All conclusions drawn from the analysis with assortative mating hold with selfing, including the results presented in Figure 4 . The fact that assortative mating and selfing restrict the condition under which diploidy is favoured according to equivalent formulae (compare equations (2) and (3)) can be understood as follows. Genetic associations, built up by selection, are destroyed by recombination, but recombination is only effective between two loci that are both heterozygous. Assortative mating and selfing reduce, to the same extent, the probability that both loci are heterozygous, and therefore they both reduce the effectiveness of recombination in destroying linkage disequilibrium. Whenever recombination appears in the recursions, it is multiplied by 1-m in the case of assortative mating and 1 -σ in the case of selfing. Hence, in these two cases one can define the effective rate of recombination as r(1 -m) or r(1 -σ), respectively (see left hand sides of (2) and (3)). There is a further effect of assortative mating or selfing on the right hand sides of these equations. This effect is due to a reduction in the frequency that mutations are masked in diploids, since diploid homozygotes are more common and heterozygotes less common with inbreeding.
Ploidy evolution with asexual reproduction
With direct development of haploid gametes (parthenogenesis), the recursions are the same as described for selfing in Appendix 2. Thus new diploid alleles can only invade if condition (3) is met. Bengtsson (1992) has obtained similar results in his model of fusion competence. In that model, haploids are asexual with probability (1 -c) and are 'competent' to undergo sexual reproduction with probability c (c is equivalent to our 1 -α); all sexually produced progeny remain diploid throughout selection. Making the appropriate substitutions into equation (3), we can regain Bengtsson's equation (2). This indicates the close similarity between models of ploidy evolution and models of the evolution of sex. Our second model of apomixis, which allows both haploid and diploid individuals to reproduce asexually at arbitrary rates, leads to a different quantitative result. Letting both haploids and diploids reproduce asexually at the same rate, α, diploidy will be favoured whenever
While this condition is different than that derived with only haploid parthenogenesis, equation (3), it is not qualitatively different. When r = 1/2 or r = 0, the equations coincide exactly. For other values of r, the difference between the conditions is fairly trivial. Thus, while the exact condition for the evolution of ploidy levels depends on the exact model of asexual reproduction, the general results do not. The conditions under which diploidy is able to evolve are summarized in Table  3 .
Genetic associations favour haploids
It can be shown using a disequilibrium analysis (Uyenoyama & Bengtsson, 1989) that genetic associations develop to couple a C i allele with the most fit viability allele (A) when and only when C i leads to an increase in the proportion of haploids. In words, deleterious mutations are more common on chromosomes carried by a diploid individual then on those carried by a haploid. Essentially, diploid selection enables mutations to persist over time because these mutations are partially masked. Conversely, haploid selection 'purges' the genome of deleterious mutations in a manner similar to the purging of mutations that occurs during the evolution of selfing (Jarne & Charlesworth, 1993) . Consequently, haploids are less likely to inherit a mutation, even though when they do so they have a lower fitness than diploids bearing a mutation (1 -s compared to 1 -hs). Each mating system that we have examined increases the magnitude of the linkage disequilibrium between the two loci when a new ploidy allele is introduced into a population. It is this association that favours haploidy, outweighing the masking advantage that diploids gain whenever the conditions are right (r small enough; m, σ, or α large enough).
These results also suggest that mating systems might influence the evolution of haploid males within a diploid species (arrhenotoky). Goldstein (1994) recently showed that low rates of recombination would aid in the transition from diploidy to haplo-diploidy. We suspect that inbreeding might have a similar effect, maintaining genetic associations that favour male haploids.
An interesting point recently made by Bell (1994) is that the genetic associations that develop during selection on the adult phase can actually work against haploidy if the opposite allele, a, is strongly favoured by selection among gametes. Gametic selection, in this case, acts upon the haploid gametes of all individuals, regardless of their life cycle type. In Figure 5 , we show the influence of gametic selection on the evolution of ploidy levels for recombination rates of r = 0.1 and r = 0.5 (see model of Bell, 1994 and Fig. 5, therein) . For all recombination rates, the very disequilibrium that favours haploidy in the adult phase works against haploidy if a is advantageous in gametes (negative pleiotropy). Conversely, these genetic associations provide an additional advantage to haploidy whenever selection continues to act against the a allele among gametes (positive pleiotropy). It would appear, however, far more likely that alleles deleterious among adults would remain deleterious among gametes. Thus, we expect that gametic selection will act, primarily, to augment the importance of linkage disequilibrium, favouring the evolution of haploid adult phases. Figure 5 . Gametic selection and the evolution of ploidy levels. Selection acts upon all gametes, with A gametes having a relative fitness of 1 -v compared to a gametes. In the absence of gametic selection (v = 0) and with random mating, haploidy will evolve below the thick solid curves (shown for r = 0.1 and r = 0.5). With selection acting against alleles A in gametes but favouring it in adults (v = 0.2), the curves become raised (short dashed lines), such that diploidy is favoured over a larger parameter range. With selection favouring the A allele in both gametes and adults (v = -0.2), the curves lower (long dashed lines) and haploidy is favoured over a larger parameter range. The light solid line represents simulation results performed when a local stability analysis was inappropriate (the mutation-selection balance becomes unstable). A PROPOSAL FOR TESTING THE THEORY Based on the above results, if life cycles evolve in response to deleterious mutations, there should be a correlation between the extent of the diploid phase of an organism and the degree to which it mates at random. One can test whether such a correlation exists in a group of organisms by calculating the association between life cycles and reproductive systems on a phylogenetic tree (Brooks & McLennan, 1991; Harvey & Pagel, 1991) . Of course, a significant correlation would not prove that changes in reproduction cause changes in life cycles. Such a correlation would also arise if life cycle evolution causes mating systems to evolve. For example, we expect that the evolution of haploidy would ease the evolutionary transition to selfing, since haploids purge their genome of deleterious mutations, lessening the amount of inbreeding depression that would be observed upon selfing (Charlesworth & Charlesworth, 1992) . Methods have been developed which attempt to discern the direction of causality by estimating which traits tend to change first on a phylogeny and which traits change secondarily (Pagel, 1994) . In theory, such a method could be used to determine whether changes in the reproductive system of a lineage cause life cycle evolution rather than the reverse (but see Read & Nee, 1995) . We therefore propose that the masking hypothesis be tested by determining whether life cycles and mating systems co-evolve in the expected manner.
The Chlorophyta are an ideal group to determine whether such a correlation exists, since life cycles and mating systems are highly variable. To explore life cycle diversity within this group, we developed an index (Table 4) that was designed to encompass the entire spectrum of life cycles. Among the Chlorophyta, the Ulvophycea, in particular, have undergone a large amount of life cycle evolution as illustrated in Figure 6 using a composite phylogeny based on morphological and molecular data (Mishler et al., 1994; Zechman et al., 1990; Kantz et al., 1990) . With ancestral character states inferred on this phylogeny by MacClade (Maddison & Maddison, 1992) , transitions both to increased haploidy and to increased diploidy are observed within this group. For example, there is a transition to diploidy in the Caulerpales clade then a transition back to alternating generations in the Bryopsidae clade. In the Ulvales/Ulotrichales clade there is another transition from alternation of generations to haploidy. Within each of the Ulvophycean orders (with the exception of Dasycladales) and even within genera, further life cycle variation is known (Table 5 ). These results indicate that life cycles can evolve remarkably rapidly.
We searched the existing literature for details concerning the reproductive systems of the Ulvophyceae, but found insufficient data to perform a test of our hypothesis. Mating systems under natural conditions are poorly understood for these taxa, with essentially no quantitative data on the extent of various forms of reproduction. For example, asexual reproduction is often known or even common within algal taxa (see Table 5 ), but its frequency is essentially unmeasured. Rather than collecting extensive data on reproductive systems in these groups, an alternative approach, which would be more practical for algae, would be to collect molecular data on the degree of inbreeding and the degree of genetic associations observed at marker loci. A test could then be performed to determine, for instance, whether more inbred species tend to have longer haploid phases, as we expect. Further work within the Ulvophyceae and similar taxa, gathering genetic and natural history data, promises to provide rich evidence by which to test theories concerning the evolution of ploidy levels.
CONCLUSIONS
We have examined the influence of masking deleterious mutations on the evolution of ploidy levels in models that allow for non-random mating. In these models, a life cycle locus controls the probability that an organism will undergo Figure 6 . Phylogeny and life cycles of the Ulvophyceae. Phylogeny is based on Mishler et al. (1994) , Zechman et al. (1990), and Floyd & O'Kelly (1984) . Life cycle evolution is depicted by shading on the tree, where the legend is described more fully in Table 4 . MacClade (Maddison & Maddison, 1992 ) was used to draw characters upon the tree and to infer ancestral states. , the organism will be dominated by the haploid stage of the life cycle, while if meiosis is late (gametic meiosis), the diploid stage will dominate. By examining when new alleles can invade the life cycle locus, we were able to determine how ploidy levels would evolve. The masking hypothesis predicts that increases in the diploid phase should occur whenever deleterious alleles are masked (h < 1/2). This prediction ignores, however, the development of genetic associations (Otto & Goldstein, 1992) . Generally, alleles that extend the diploid phase become coupled with higher numbers of mutations, because mutations are concealed from selection in diploid heterozygotes and tend to persist. Conversely, alleles that extend the haploid phase become coupled with non-mutant alleles, because mutations are revealed to selection and are eliminated from the population. Because revealing and eliminating mutations can be more advantageous than masking them, we suggest the replacement of the masking hypothesis with a 'masking/revealing hypothesis', which takes into account both the masking advantage to diploids and the associative advantage to haploids. Under the 'masking/revealing hypothesis', the evolution of ploidy levels depends on the extent to which genetic associations develop in a population, since the level of association determines the advantage that haploids gain from revealing mutations. Tight genetic linkage favours the evolution of haploidy while loose linkage favours diploidy (Otto & Goldstein, 1992) . We have found that assortative mating, intragametophytic selfing and asexual reproduction also act to maintain the genetic associations that favour haploidy. Each of these mechanisms reduce the effective recombination rate: tight linkage reduces the probability of a cross-over event; assortative mating and selfing reduce the frequency of double heterozygotes (the only genotypes affected by recombination); and parthenogenesis reduces the number of recombination events that occur per generation. With fewer recombination events in a population, the associations that develop between certain ploidy and viability alleles (measured by linkage disequilibria) are more likely to be maintained over time. Consequently, when the mating scheme of a population is marked by extreme nonrandom mating of the forms considered, increased haploid phases are expected to evolve (see Fig. 4 ). Thus the 'masking/revealing hypothesis' predicts that haplonty should evolve in organisms with extensive non-random mating whereas diplonty should evolve when mating is fairly random.
The importance of the 'masking/revealing hypothesis' to the evolution of ploidy levels can therefore be tested by a comparative study that determines whether or not a correlation exists between ploidy level and the mechanisms which maintain genetic associations. An ideal group for such a test would be the Chlorophyta, especially the Ulvophyceae. This group is characterized by a wide variety of different life cycles and mating systems. The appropriate test cannot be completed, however, until more detailed knowledge is gathered on the reproductive systems of the green algae. Additional studies of the natural history and genetics of algae are sorely needed to further our understanding of the evolution of life cycles and to test theories such as the masking hypothesis.
in w could be ignored [(x 4 / x 3 ) 2 ഠ 0]. In this case, it is straightforward to show that w tends monotonically towards a constant ratio, ŵ, which may easily be found:
where
Using ŵ for x 4 /x 3 within the recursions, we have
T(1 +ŵ) T(1 +ŵ) .
From these recursions, which assume that x 4 /x 3 ≈ŵ, one can construct a local stability matrix and determine the leading eigenvalue (λ L ):
where This condition reduces to that given in Otto & Goldstein (1992) when m is equal to zero. Increases in the rate of assortative mating limit the parameter range in which the above inequality is satisfied. Therefore, assortative mating hinders the evolution of diploidy and favours the increase of haploid life cycles.
APPENDIX 2. ANALYSIS WITH SELFING
In this appendix, we analyse the evolution of a population in which haploid gametophytes self at a rate σ. All other parameters are the same as in Appendix 1. The recursions that describe the change in the composition of the population after one generation are:
Tx 1 ' = (1-σ)(1-µ){x 1 2 + x 1 x 2 (1-hsd 11 ) + x 1 x 3 + (1-r)x 1 x 4 (1-hsd 12 ) + rx 2 x 3 (1-hsd 12 )} + σ(1-µ) where T is the sum of the right hand sides and is equal to the mean fitness. The equilibrium frequencies in the absence of the C 2 allele (x 3 =x 4 = 0) are:
Selfing, unlike assortative mating, does change the equilibrium configuration of a population even when the ploidy locus is fixed on one allele. Specifically, selfing reduces the frequency of mutations at equilibrium (when h < 1). Equation (8) is valid whenever there is selfing (only invalid when σ = 0, h = 0 and d 11 = 1).
We will not present the linearized recursions in this case, as they can be obtained in the standard manner. The leading eigenvalue in a partially selfing population equals: Invasion (λ L > 1) of a new ploidy allele that increases the proportion of diploids in the population (d 12 > d 11 ) will occur if K 4 is positive. If K 4 is negative, only by increasing the degree of haploidy can the new allele invade. The only caveat is that σ (the selfing rate) must be less than one in magnitude. If σ is exactly one, no heterozygotes exist in the population and a chromosome has the same chance of surviving whether it appears in a haploid or a diploid at the time of selection (evolution of ploidy levels become neutral; λ L = 1 + O(µ 2 )). Note that K 4 is equivalent to K 2 with σ replaced by m, and the same condition must be satisfied for diploidy to be favoured:
r(1-σ)K 3 > hs-hs(1-σ)(1-h)d 12.
Selfing, like assortative mating and linkage, makes this condition harder to satisfy, thereby aiding the evolution of haploidy and hindering the evolution of diploidy. See Table 3 for a summary of the invasion criteria.
