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Resum
La Teoria del Promig ha estat un me`tode d’aplicacio´ cla`ssica pel disseny del control de
sistemes perio`dics, en particular pel disseny de circuits electro`nics basats en modulacio´
d’amplada de polsos (PWM).
A la segona meitat del segle XX es van justificar rigorosament els me`todes que ja feia
anys que s’aplicaven, permetent aix´ı, arribat el moment, el seu u´s a convertidors de
pote`ncia en llac¸ obert.
Malgrat existeixen resultats me´s moderns que permeten l’aplicacio´ del promig en el cas
de llac¸ tancat, aquests nome´s garenteixen parcialment el que els resultats cla`ssics acon-
segueixen, com per exemple estabilitat i proximitat de solucions. Ara be´, l’existe`ncia
d’o`rbites perio`diques estables, que e´s de vital importa`ncia, no e´s garantida.
No obstant, el resultat de les simulacions fa pensar que, certament, els resultats cla`ssics
de la Teoria del Promig so´n aplicables, gairebe´ en la seva totalitat, a sistemes com els
que s’obtenen en modelar convertidors de pote`ncia regulats per modulacio´ d’amplada
de polsos.
En aquest projecte es presenta un ana`lisi relativament profund dels resultats cla`ssics
de la Teoria del Promig. S’enfatitza sobre qu¨estions de vital importa`ncia i que sovint
creen confusio´, com ara relacionar les solucions del sistema promitjat amb les solucions
promitjades del sistema original. Es donen tambe´ condicions suficients perque` aix´ı sigui.
S’apliquen els Teoremes i resultats cla`ssics al disseny en llac¸ obert de convertidors
de pote`ncia. S’apliquen tambe´ al cas de llac¸ tancat, amb el recolzament dels pocs
resultats existents, i es reconduiex el problema de l’existe`ncia d’o`rbites perio`diques a
un altre problema, tambe´ obert, pero` me´s general. Finalment, es donen simulacions
que justifiquen aquests resultats.
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Glossari
Termes matema`tics generals
Compacte: Un conjunt A e´s compacte si per a cada recobriment obert n’exsiteix un
subrecobriment finit. Equivalentment, si A pertany a un espai euclidia`, A e´s compacte
si e´s tancat i fitat.
Conjunt obert : Un conjunt U contingut en un espai me`tric e´s obert si per a cada x ∈ U
existeix un ǫ > 0 tal que d(x, y) < ǫ implica que y ∈ U .
Difeomorfisme: Una funcio´ f : Rn −→ Rn e´s un Ck-difeomorfisme si ella i la seva
inversa so´n funcions Ck.
Entorn: Un entorn d’un punt x e´s un conjunt U que conte´ x al seu interior.
Funcio´ Ck: Es diu que una funcio´ e´s Ck si e´s k vegades diferenciable.
Global : Aquest terme s’aplica a propietats que no poden ser aplicades a entorns d’un
punt arbitra`riament petits.
Interior : L’interior d’un conjunt A e´s el conjunt obert me´s gran contingut a A.
Local : Una propietat e´s local si pot ser aplicada en un entorn arbitra`riament petit d’un
punt.
Mesura: Una mesura µ en un conjunt A e´s una funcio´ contablement additiva i no
negativa definida en una σ-a`lgebra de subconjunts de A.
Vector propi : Un vector v e´s un vector propi d’una matriu A nxn si existeix λ ∈ C tal
que Av = λv. λ s’anomena valor propi del vector propi v.
Varietat : Una varietat n-dimensional M ⊂ RN e´s un conjunt tal que cada punt x ∈M
te´ un entorn U pel qual existeix un difeomorfisme Φ : Rn −→ U (n < N).
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Notacio´ usual
(fδ)δ Successio´ de funcions.
Df(x0), Df |x=x0 Diferencial d’f avaluada a x0.
∂f
∂x
, D1f(x, t),
∂2f
∂x∂y
Derivades parcials d’f .
∂f
∂x
∣∣∣∣
x=xo
Derivada parcial d’f respecte x avaluada en x0.
x˙,
dx
dt
Derivades d’x.
zs, x
∗ Punt hiperbo`lic.
x∗(t) O`rbita perio`dica.
f¯ , G, G1 Promig temporal de la funcio´ f .
Gi Promig temporal d’ordre i d’un cert sistema.
Ψi Rissat d’ordre i d’un cert sistema.
O(ǫ) Ordre ǫ.
t ∼ 1/δ(ǫ) Temps d’ordre o escala δ−1(ǫ).
| · | Norma euclidiana.
W s, W u, W sloc, W
u
loc Subespais (subvarietats) estables i inestables globals i locals.
I Matriu identitat.⋂
Interseccio´.⋃
Unio´.
∈ Membre de.
∀ Per tot.
:= Definicio´.
≪ Molt me´s petit.
Cap´ıtol 1
Introduccio´
1.1 Objectius del projecte
En general, l’anomenat disseny en llac¸ tancat o realimentacio´ en funcio´ de les variables
d’estat e´s de vital importa`ncia en enginyeria, ja que permet un control me´s acurat d’un
sistema que el disseny en llac¸ obert.
Tot i que s’ha fet des de fa molts anys, els resultats cla`ssics de la Teoria del Promig no
so´n aplicables al disseny de convertidors de pote`ncia regulats per modulacio´ d’amplada
de polsos en llac¸ tancat, perque` el sistema esdeve´ discontinu en les variables d’estat.
L’objectiu d’aquest projecte consisteix en la investigacio´ de la literatura existent per
tal d’esbrinar condicions, si e´s que existeixen, en les quals l’aplicacio´ del promig a
convertidors de pote`ncia, tant en llac¸ obert com en llac¸ tancat, do´na garanties sobre el
seu comportament, i quines so´n aquestes.
1.2 Abast del projecte
L’abast d’aquest projecte consisteix en l’aportacio´ d’arguments, basats en proves nume`-
riques, aproximacions anal´ıtiques i literatura existent, que justifiquen la sospita de l’e-
xiste`ncia d’o`rbites perio`diques del sistema original en llac¸ tancat quan el seu promitjat
te´ un punt cr´ıtic hiperbo`lic estable. Aix´ı mateix, es donen possibles l´ınies d’investigacio´
futura per tal de provar la seva existe`ncia.
D’altra banda, s’analitza tambe´ l’aplicacio´ del promig en llac¸ obert, relacionant les
solucions del sistema promitjat amb els promitjos de les del sistema original.
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Assumint l’existe`ncia d’o`rbites perio`diques en llac¸ tancat, es veu clarament que
aquestes no oscil·len al voltant del punt cr´ıtic del sistema promitjat, tant per les si-
mulacions exposades com pels resultats anal´ıtics existents. Aquesta qu¨estio´ e´s vital en
el disseny del control, doncs precisament un dels seus objectius e´s estacionar, potser
amb un cert rissat, el sistema a un cert valor. Mitjanc¸ant l’u´s del promig general, es
discuteix com es pot aconseguir, calculant el promig de segon ordre, que el sistema en
llac¸ tancat oscil·li al voltant d’un cert punt cr´ıtic.
Cap´ıtol 2
Teoria del promig: alguns resultats
2.1 Introduccio´
Els inicis de la teoria del promig es remunten a la segona meitat del segle XVIII quan
Laplace i Lagrange intentaven simplificar les equacions que obtenien en modelar el
problema dels dos cossos o resoldre problemes de pertorbacions al sistema solar.
La justificacio´ dels seus me`todes es basava en pura intuicio´, ja que no va ser fins a
mitjans del segle XX quan, a la Unio´ Sovie`tica, Bogoliubov i Mitropolsky van comenc¸ar
a formalitzar el que ha esdevingut la teoria del promig.
En general, la teoria del promig prete´n treure conclusions d’un sistema dina`mic, T -
perio`dic, no auto`nom i potser tambe´ no lineal pero` que varia “lentament” amb el
temps, a partir d’un altre sistema anomenat promitjat del primer i que e´s auto`nom.
El fet de variar “lentament” es tradueix en l’existe`ncia d’un para`metre petit, ǫ, que
apareix a les equacions diferencials multiplicant el camp, e´s a dir, les equacions prenen
la forma
x˙ = ǫf(t, x), ǫ≪ 1,
i el seu sistema promitjat es defineix com
z˙ = ǫ
1
T
∫ T
0
f(t, z)dt := ǫf¯(z).
L’estudi de la relacio´ d’ambdo´s sistemes es coneix com a promig cla`ssic, i el resultat
ba`sic conegut com Teorema del Promig diu, a grans trets, que, sota certes condicions,
les solucions d’ambdo´s sistemes so´n, durant un cert temps, tan properes com es vulgui
si ǫ e´s prou petit. A me´s, si el sistema promitjat posseeix un punt cr´ıtic estable, ales-
hores el sistema original tindra` una o`rbita perio`dica estable que, tot i no tenir perque`
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oscil·lar al voltant d’aquest punt, hi sera` prou propera si ǫ e´s prou petit.
La demostracio´ dels resultats obtinguts va donar lloc a una generalitzacio´ del me`tode,
coneguda com a promig general, consistent en anar obtenint successius sistemes tot
enviant la part no auto`noma del sistema a ordres superiors del para`metre ǫ, millorant
aix´ı la relacio´ entre l’original i el promitjat.
En aquest cap´ıtol es donen algunes definicions pre`vies per tal de revisar amb detall
els principals resultats existents en teoria del promig cla`ssic, i, finalment, s’exposa la
teoria del promig general.
2.2 Definicions pre`vies
Com ja s’ha comentat, la teoria del promig e´s aplicable a camps perio`dics. Ara be´,
gairebe´ tots els resultats es poden estendre a funcions quasiperio`diques ; aix´ı doncs sera`
necessari definir pre`viament aquest concepte.
Definicio´ 2.1. Es diu que una funcio´ e´s quasiperio`dica si es pot expressar com a suma
de funcions perio`diques tals que almenys dos dels seus per´ıodes so´n incommensurables,
e´s a dir, tenen quocient irracional.
Alguns resultats de proximitat entre les trajecto`ries solucions del sistema original
i el promitjat so´n va`lides “durant un cert temps” anomenat temps d’ordre 1/ǫ, o,
equivalentment, t ∼ 1/ǫ.
La segu¨ent definicio´ formalitza aquest concepte.
Definicio´ 2.2 (Temps d’escala 1/δ(ǫ)). Es diu que φǫ = O(δ0(ǫ)) quan ǫ → 0 en una
escala de temps δ−1(ǫ) (t ∼ 1/δ(ǫ)), si l’aproximacio´ es mante´ per 0 ≤ δ(ǫ)t ≤ L,
essent L una constant independent d’ǫ.
E´s de gran intere`s l’estudi de la relacio´ entre les solucions del sistema original i el
promitjat quan aquest u´ltim te´ un punt cr´ıtic (estable o no) no degenerat. Dit d’una
altra manera, quan el sistema promitjat te´ un punt hiperbo`lic.
Aix´ı, e´s necessa`ria la segu¨ent
Definicio´ 2.3 (Punt hiperbo`lic). Es diu que x0 e´s un punt hiperbo`lic d’un sistema
x˙ = f(x) si
• f(x0) = 0
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• Tots els valors propis de la matriu Df |x=x0 tenen part real no nul·la.
En el marc de l’estudi de l’existe`ncia d’o`rbites perio`diques d’un sistema a trave´s
del seu promitjat en la seva formulacio´ me´s moderna, es requereixen els conceptes de
varietats estables, tant d’un punt hiperbo`lic com d’una o`rbita perio`dica. Les segu¨ents
definicions estableixen aquests conceptes.
Definicio´ 2.4 (Varietats estables d’un punt hiperbo`lic). Donats un sistema x˙ = f(x)
definit en un obert U i un punt hiperbo`lic x0, es defineix el conjunt local estable de x0
com
W sloc(x0) = {x ∈ U |φt(x) → x0 quan t→∞, i φt(x) ∈ U ∀t ≥ 0} ,
on φt(x) e´s el flux de f en x.
Ana`logament, es defineix el conjunt local inestable de x0 com
W uloc(x0) = {x ∈ U |φt(x) → x0 quan t→ −∞, i φt(x) ∈ U ∀t ≤ 0} .
Es defineixen els conjunts global estable i inestable de x0 com
W s(x0) =
⋃
t≤0
φt (W
s
loc(x0))
W u(x0) =
⋃
t≥0
φt (W
u
loc(x0)) .
Es pot veure que els conjunts W ∗∗ i W
∗ so´n varietats, tan diferenciables com ho e´s f(x).
Definicio´ 2.5 (Varietat estable d’una o`rbita tancada). Sigui γ una o`rbita tancada i
U ⊃ γ un obert. Aleshores, es defineix la varietat local estable de γ com
W sloc(γ) = {x ∈ U tal que dist(φt(x), γ) → 0 quan t→∞ i φt(x) ∈ U ∀t ≥ 0} .
Ana`logament al cas d’un punt fix es defineix la varietat global estable d’una o`rbita γ,
W s(γ).
Finalment, es demana sovint al camp f , per tal d’aplicar la teoria del promig, que
sigui de Lipschitz. Aix´ı, la segu¨ent definicio´ aclareix aquest concepte.
Definicio´ 2.6. Es diu que una funcio´ f definida a D e´s de Lipschitz, o cont´ınua en
el sentit de Lipschitz, si existeix λ, anomenada constant de Lipschitz de f , tal que
∀x′, x′′ ∈ D
|f(x′)− f(x′′)| ≤ λ|x′ − x′′|.
Observacio´ 2.1. Que una funcio´ sigui de Lipschitz e´s me´s restrictiu que demanar que
sigui cont´ınua pero` menys restrictiu que sigui derivable i aquesta sigui fitada.
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2.3 Promig Cla`ssic
Existeixen mu´ltiples versions sobre el que s’anomena Teorema del promig, tot imposant
diferents hipo`tesis sobre el camp del sistema original, pero` tenint en comu´ resultats
sobre les relacions d’ambdo´s sistemes, original i promitjat, pel que fa a estabilitat,
proximitat de les seves solucions o existe`ncia d’o`rbites perio`diques.
En primera insta`ncia, considerem un sistema d’equacions diferencials de la forma
x˙ = ǫf(t, x, ǫ), (2.1)
on x ∈ Rn i 0 ≤ ǫ ≤ ǫ0, tot fent e`mfasi en que` el camp f pot dependre expl´ıcitament
del para`metre ǫ.
La majoria de resultats de la teoria del promig, en especial els de proximitat entre
trajecto`ries dels sistemes original i promitjat, es basen en el fet que ǫ e´s un para`metre
petit, invocant sovint al l´ımit quan ǫ → 0 i demanant alhora que f sigui fitada, de
manera que ambdo´s sistemes seran me´s semblants quan ǫ sigui me´s petit i, per tant,
me´s semblants quan el sistema tingui una variacio´ respecte el temps me´s lenta.
Definim una primera versio´ del sistema promitjat del sistema (2.1) com
z˙ = ǫG(z) (2.2)
on
G(z) = lim
T→∞
1
T
∫ T
0
f(t, z, 0)dt.
Un primer resultat degut a Sethna i Moran ([1]) e´s una variant de l’obtingut per
Bogoliubov i Mitropolsky ([3]), i e´s el segu¨ent
Teorema 2.1 (Sethna-Moran i Bogoliubov-Mitropolsky [1]). Considerem el sistema
(2.1) i suposem que f esta` definida a
B(K, ǫ0) = {(t, x, ǫ) : 0 ≤ ǫ ≤ ǫ0, −∞ < t <∞, |x| ≤ K} ,
i compleix les condicions
(i) f i
∂f
∂x
so´n fitades,
(ii) f e´s quasiperio`dica en t uniformement en x per a cada ǫ fixat.
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Considerem tambe´ el sistema promitjat (2.2). Donats ρ, η > 0 tan petits com es
vulgui, i L > 0 tan gran com es vulgui, existeix ǫ1, 0 < ǫ1 < ǫ0, de manera que si
z(t) e´s una solucio´ de (2.2) definida a t ∈ [0,∞), i z(t) i el seu ρ-ve¨ınatge romanen a
B(K) = {x ∈ Rn : |x| ≤ K} per t ≥ 0, aleshores, ∀ǫ ∈ (0, ǫ1), es compleix
|x(t)− z(t)| < η ∀t ∈
[
0,
L
ǫ
]
,
on x(t) e´s la solucio´ de (2.1) amb x(0) = z(0) ∈ B(K).
Observacio´ 2.2. Per gran que sigui L, aquest Teorema no assegura res sobre les
solucions quan t −→∞.
Aix´ı com aquest resultat do´na condicions per obtenir certa proximitat entre les
solucions d’ambdo´s sistemes, el segu¨ent, degut tambe´ a Sethna i Moran ([1]), que
tambe´ e´s una variant d’un resultat de Bogoliubov i Mitropolsky ([3]), relaciona punts
cr´ıtics de (2.2) amb o`rbites perio`diques de (2.1) estenent l’interval de proximitat entre
solucions d’ambdo´s sistemes a [t0,∞).
Teorema 2.2 (Sethna-Moran i Bogoliubov-Mitropolsky [1]). Considerem el sistema
(2.1) amb f complint les condicions del Teorema 2.1. Sigui z0 una solucio´ constant de
(2.2) que, juntament amb el seu δ-ve¨ınatge, romanen a B(K). Si l’equacio´ variacional
de (2.2) respecte z0, e´s a dir
y˙ = ǫ
∂G
∂y
∣∣∣∣
y=z0
· y, (2.3)
te´ totes les arrels caracter´ıstiques amb part real negativa, aleshores, ∀σ, 0 < σ < δ,
existeix ǫ2, amb 0 < ǫ2 ≤ ǫ0, de manera que ∀ǫ, 0 < ǫ ≤ ǫ2, existeix una u´nica o`rbita
quasiperio`dica x∗(t, ǫ) solucio´ de (2.1), cont´ınua en ǫ, verificant
1. |x∗(t, ǫ)− z0| < σ, ∀t ∈ (−∞,∞),
2. lim
ǫ→0
|x∗(t, ǫ)− z0| = 0 uniformement en t.
3. Si x(t) e´s una solucio´ de (2.1) que per cert t0 satisfa`
|x(t0)− z0| < σ,
aleshores es poden trobar dues constants positives C i γ tals que
|x(t)− x∗(t, ǫ)| ≤ Ce−ǫγ(t−t0), t ≥ t0.
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Observacio´ 2.3. La constant σ es pot escollir arbitra`riament petita, tot i que ǫ2 vindra`
donada per aquesta eleccio´.
El segu¨ent resultat, degut a Sethna i Moran, do´na condicions suficients per tal que
les solucions dels sistemes (2.1) i (2.2), amb les mateixes condicions inicials, romanguin
tan a prop una de l’altra com es vulgui, per a cada valor de t i per a tot t.
Teorema 2.3 (Sethna i Moran [1]). Sigui el sistema (2.1) amb f satisfent les condici-
ons del Teorema 2.1. Suposem que l’equacio´ variacional (2.3) associada a f te´ valors
propis negatius.
Sigui z0 una solucio´ constant de (2.2) de manera que ella i el seu δ-ve¨ınatge romanguin
a B(K).
Siguin tambe´ ρ > 0 i z(t) una solucio´ de (2.2) tal que ella i el seu ρ-ve¨ınatge romanguin
a B(K) per a tot t ≥ 0 i complint limt→∞ z(t) = z0.
Aleshores, ∀η > 0 qualsevol, existeix ǫ∗, 0 < ǫ∗ ≤ ǫ0 tal que per tot ǫ, 0 < ǫ ≤ ǫ∗, la
solucio´ x(t, ǫ) de (2.1) que compleix x(0, ǫ) = z0 satisfa`
|x(t, ǫ)− z(t)| < η ∀t ∈ [0,∞).
E´s me´s, existeix x∗(t, ǫ) solucio´ de (2.1), cont´ınua en t i ǫ i quasiperio`dica en t, tal que
lim
ǫ→0
|x∗(t, ǫ)− z0| = 0
i
lim
t→∞
|x(t, ǫ)− x∗(t, ǫ)| = 0.
Observacio´ 2.4. El teorema no diu pas que l’o`rbita perio`dica oscil·li al voltant de z0.
De l’anterior observacio´, es veu clarament la segu¨ent
Observacio´ 2.5. Les solucions del sistema promitjat no tenen perque` ser les solucions
promitjades del sistema original.
Exemple 2.1. Considerem el sistema no lineal, no auto`nom i T -perio`dic en t
x˙ = ǫ
(
ax+ b (x+ 2)2 cos
(
2
π t
T
)
sin
(
2
π t
T
))
:= ǫf(t, x).
Si es calcula el promig de la funcio´ f(t, x), es te´
f¯(z) =
1
T
∫ T
0
f(t, z)dt =
∫ T
0
azdt+ b(z + 2)2
»»»
»»»
»»»
»»»
»»»
»:0∫ T
0
cos
(
2
π t
T
)
sin
(
2
π t
T
)
dt = az.
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Figura 2.1: Simulacions del sistema per a diferents valors d’ǫ. · – sistema promitjat, –
sistema original.
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Aix´ı doncs, el sistema promitjat pren la forma
z˙ = ǫaz,
que te´ un punt cr´ıtic en z0 = 0 i e´s estable si a < 0.
A la Figura 2.1 es troben representades les solucions dels sistemes ǫf i ǫf¯ amb condicions
inicials x(0) = z(0) = −0.5, i valors dels para`metres a = −1, b = 0.1 i T = 10. S’hi pot
veure com el sistema original tendeix a una o`rbita perio`dica que tanca el punt cr´ıtic z0
pero`, per a valors alts d’ǫ, aquest no es troba al “centre” de l’o`rbita.
En canvi, quan ǫ disminueix, l’o`ribta perio`dica tendeix a tancar-se cap a z0, tal com
enuncia el Teorema.
De les anteriors reflexions es te´ tambe´ que les solucions del sistema original no so´n, en
aquest cas, les promitjtades del sistema promitjat.
El segu¨ent resultat e´s degut a Bogoliubov i Mitropolsky, i e´s del qual el Teorema
2.1 n’e´s la variacio´. La difere`ncia roman primerament en que` el resultat ja exposat e´s
me´s restrictiu pel que fa a les condicions (i) i (ii), pero` en canvi e´s me´s general en el
sentit que permet el camp f del sistema original dependre del para`metre ǫ.
Aix´ı, considerem un nou sistema
x˙ = ǫf(t, x) (2.4)
en el que el camp f ja no depe`n del para`metre ǫ, i considerem tambe´ el seu sistema
promitjat
z˙ = ǫG(z) (2.5)
amb
G(z) = lim
T→∞
1
T
∫ T
0
f(t, z)dt.
Teorema 2.4 (Bogoliubov-Mitropolsky [3]). Sigui el sistema (2.4) i el seu promitjat
(2.5).
Suposem que f(t, x) compleix
(i) per algun domini D, f e´s fitada i de Lipschitz en x, e´s a dir, existeix λ tal que,
per tot t i per qualsevol x′, x′′ ∈ D, es te´
|f(t, x′)− f(t, x′′)| ≤ λ|x′ − x′′|.
Aplicacio´ de la teoria del promig a convertidors de pote`ncia Pa`gina 17
(ii) ∀x ∈ D existeix el l´ımit
lim
T→∞
1
T
∫ T
0
f(t, x)dt = G(x),
aleshores, donats ρ, η > 0 tan petits com es vulgui i L > 0 tan gran com es vulgui,
existeix ǫ0 tal que si z(t) e´s una solucio´ de (2.5) de manera que ella i el seu ρ-ve¨ınatge
romanen a D, es compleix, per tot ǫ ∈ (0, ǫ0) i t ∈ (0, Lǫ ),
|x(t)− z(t)| < η
on x(t) e´s la solucio´ de (2.4) tal que x(0) = z(0).
El proper resultat e´s en el fons una recopilacio´ dels resultats anteriors pero`, obtenint
les mateixes conclusions transformant el sistema original mitjanc¸ant un canvi de vari-
ables en un altre en que` la part no auto`noma depe`n d’ordres superiors del para`metre
ǫ. Aquesta visio´ obre les portes al que se’n diu promig general o me`tode KBM, que
consisteix en enviar la part no auto`noma a ordres cada vegada superiors del para`metre
ǫ segons es va afinant el canvi de variables. Tot seguit veurem amb me´s detall aquesta
qu¨estio´; abans pero`, vegem el resultat.
Teorema 2.5 (Teorema del promig [4] p. 167). Sigui el sistema (2.1). Sigui tambe´ el
sistema
z˙ = ǫ
1
T
∫ T
0
f(z, t, 0)dt = ǫG(z)1 (2.6)
el seu promitjat auto`nom.
Suposem que f : Rn × R × R+ −→ Rn e´s Cr, r ≥ 2, fitada en un conjunt fitat B i
T -perio`dica en t. Aleshores, existeix un canvi de variables Cr de la forma
x = y + ǫΨ(y, t, ǫ) (2.7)
tal que el sistema (2.1) es transforma en
y˙ = ǫG(y) + ǫ2G˜(y, t, ǫ), (2.8)
on G˜ e´s T -perio`dica en t. E´s me´s,
(i) Si x(t) i z(t) so´n solucions de (2.1) i (2.6) respectivament, tals que |x(0)−z(0)| =
O(ǫ), aleshores |x(t)− z(t)| = O(ǫ) amb t ∼ 1
ǫ
.
1La qu¨estio´ de la desaparicio´ del l´ımit es considerara` a continuacio´.
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(ii) Si p0 e´s un punt fix hiperbo`lic de (2.6), aleshores existeix ǫ0 tal que, ∀ǫ ∈ (0, ǫ0],
(2.1) te´ una u´nica o`rbita perio`dica hiperbo`lica γǫ = p0 + O(ǫ) d’estabilitat igual
al tipus d’estabilitat del punt p0.
(iii) Si xs(t) ∈ W s(γǫ) e´s una solucio´ de (2.1) pertanyent a la varietat estable de
l’o`rbita perio`dica γǫ = p0 + O(ǫ), zs(t) ∈ W s(p0) e´s una solucio´ de (2.6) per-
tanyent a la varietat estable del punt fix hiperbo`lic p0 i |xs(0) − zs(0)| = O(ǫ),
aleshores |xs(t)− zs(t)| = O(ǫ) per t ∈ [0,∞).
Observacio´ 2.6. La difere`ncia entre els sistemes promitjats (2.2) i (2.6), que consis-
teix en que al segon no hi apareix el l´ımit quan T → ∞, es deu a que, si es demana
que el camp f sigui T -perio`dic, aleshores es compleix
lim
Γ→∞
1
Γ
∫ Γ
0
fdt =
1
T
∫ T
0
fdt.
Tal com s’ha dit, el canvi de variables utilitzat a l’anterior Teorema obre les portes
al promig general; aix´ı doncs e´s interessant veure la demostracio´ del punt i)2. A tal
efecte sera` necessa`ria la segu¨ent versio´ del Lema de Gronwall
Lema 2.1 ([7] p. 37). Si u, v i c ≥ 0 a [0, t], c e´s diferenciable i
v(t) ≤ c(t) +
∫ t
0
u(s)v(s)ds,
aleshores
v(t) ≤ c(0)exp
(∫ t
0
u(s)ds
)
+
∫ t
0
c′(s)
[
exp
(∫ t
s
u(τ)dτ
)]
ds.
Demostracio´. (Del punt i) del Teorema 2.5) El primer pas de la prova consisteix en
aplicar el canvi de variables expl´ıcitament. Separem primer el camp f en el seu promig,
f¯(= G), me´s una part oscil·lant, f˜ ,
f(x, t, ǫ) = f¯(x) + f˜(x, t, ǫ). (2.9)
Sigui
x = y + ǫΨ(y, t, ǫ) (2.10)
sense escollir encara la funcio´ Ψ. Diferenciant (2.10) i fent servir (2.6) i (2.9) es te´
[I + ǫDyΨ]y˙ = x˙− ǫ∂Ψ
∂t
=
2Per a una demostracio´ completa del Teorema vegi’s [4].
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= ǫf¯(y + ǫΨ) + ǫf˜(y + ǫΨ, t, ǫ)− ǫ∂Ψ
∂t
o
y˙ = ǫ[I + ǫDyΨ]
−1
[
f¯(y + ǫΨ) + f˜(y + ǫΨ, t, ǫ)− ∂Ψ
∂t
]
. (2.11)
Expandint (2.11) en pote`ncies d’ǫ i escollint Ψ de manera que
∂Ψ(y, t, 0)
∂t
= f˜(y, t, 0),
s’obte´
y˙ = ǫf¯(y) + ǫ2
[
Dyf(y, t, 0)Ψ(y, t, 0)−DyΨ(y, t, 0)f¯(y) + ∂f˜
∂ǫ
(y, t, 0)
]
+O(ǫ3) :=
:= ǫG(y) + ǫ2G˜(y, t, ǫ),
com s’enunciava.
Considerem ara les equacions (2.6) i (2.8). Integrant i restant s’obte´
yǫ(t)− z(t) = yǫ0 − z0 + ǫ
∫ t
0
[G(yǫ(s))−G(z(s))] ds+
+ǫ2
∫ t
0
G˜(yǫ(s), s, ǫ)ds,
on yǫ(t) e´s una solucio´ de (2.8) tal que yǫ(0) = yǫ0. Dient yǫ − z = ζ, L la constant de
Lipschitz de G i C el valor ma`xim de G˜ a B, es te´
|ζ(t)| ≤ |ζ(0)|+ ǫL
∫ t
0
|ζ(s)|ds+ ǫ2Ct.
Aplicant ara el Lema 2.1 amb c(t) = |ζ(0)|+ ǫ2Ct i u(s) = ǫL, es te´
|ζ(t)| ≤ |ζ(0)|eǫLt + ǫ2C
∫ t
0
eǫL(t−s)ds ≤
≤
[
|ζ(0)|+ ǫC
L
]
eǫLt.
Aix´ı, si |yǫ0 − z0| = O(ǫ), es conclou que |yǫ(t)− z(t)| = O(ǫ) per a t ∈ [0, 1/ǫL].
Finalment, fent servir la transformacio´ (2.10) es te´
|x(t)− y(t)| = ǫΨ(yǫ, t, ǫ) = O(ǫ)
i, fent servir la desigualtat triangular,
|x(t)− z(t)| ≤ |x(t)− yǫ(t)|+ |yǫ(t)− z(t)| = O(ǫ)
per una escala de temps t ∼ 1/ǫ.
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La visio´ de l’obtencio´ d’un nou sistema ǫ proper al promitjat a partir d’un canvi de
variables, a me´s d’obrir les portes al promig general o d’ordres superiors, pot ajudar a
la comprensio´ de les observacions 2.4 i 2.5, e´s a dir, el per que` les o`rbites perio`diques
del sistema original no tenen perque` oscil·lar al voltant del punt cr´ıtic del sistema
promitjat. Vegem-ho.
Considerant novament el sistema
x˙ = ǫf(t, x), (2.12)
com s’ha vist, si s’hi aplica el canvi
x = y + Ψ(t, y, ǫ), (2.13)
els sistema esdeve´
y˙ = ǫG(y) + G˜(t, y, ǫ), (2.14)
on G = f¯ i G˜ = O(ǫ2).
Si d’altra banda es considera el sistema promitjat
z˙ = ǫG(z), (2.15)
aquest e´s ǫ proper al sistema (2.14). Segons el Teorema 2.5, si el sistema promitjat
(2.15) te´ un punt hiperbo`lic estable zs, aleshores els sistemes (2.12) i (2.14) tenen una
o`rbita perio`dica estable ǫ propera a zs. Ara be´, que zs sigui un punt fix del sistema
promitjat no vol dir que tambe´ ho sigui de (2.14), ja que ambdo´s sistemes difereixen
en termes d’ǫ2.
Si considerem que
y∗(t) = zs +O(ǫ)
e´s l’o`rbita perio`dica de (2.18), en substituir aquesta expressio´ al canvi de variables
(2.13) es te´ l’equacio´ de l’o`rbita perio`dica del sistema original
x∗(t) = y∗(t) + ǫΨ(t, y∗(t), ǫ) =
= zs +O(ǫ) + Ψ(t, y
∗(t), ǫ).
Tot i que la funcio´ Ψ es pot escollir de manera que tingui promig nul, els termes d’ordre
ǫ provinents de l’o`rbita perio`dica y∗(t) no tenen perque` tenir-ne. Aix´ı, l’o`rbita x∗(t)
no te´ perque` oscil·lar al voltant de zs, o almenys no te´ perque` ser-hi centrada.
No obstant, estenent el canvi de variables (2.13) es pot obtenir un sistema promitjat
auto`nom d’ordres superiors amb punts cr´ıtics me´s centrats a les o`rbites perio`diques del
sistema original. La segu¨ent seccio´ va orientada a aquesta qu¨estio´.
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2.4 Promig General
Existeix una generalitzacio´ al sistema promitjat d’un cert sistema que consisteix en
obtenir-ne successives aproximacions a base de successius promitjos. Vegem-lo.
La clau de la demostracio´ del Teorema (2.5) rau en el fet que la difere`ncia entre el
sistema original havent efectuat el canvi de variables (2.8) i el sistema promitjat (2.6)
e´s de l’ordre de ǫ2.
Ate`s que en principi ǫ e´s un para`metre petit, el canvi de variables (2.7) consisteix
en escriure la variable x com y me´s un cert rissat ǫΨ(y, t, ǫ). Ara, si aquest rissat es
desglossa en pote`ncies d’ǫ fins a un cert ordre n
ǫΨ(y, t, ǫ) =
n∑
i=1
Ψi(y, t, ǫ)ǫ
i + Ψ˜(y, t, ǫ),
quedant
x = y +
n∑
i=1
Ψi(y, t, ǫ)ǫ
i + Ψ˜(y, t, ǫ), (2.16)
on Ψ˜(y, t, ǫ) = O(ǫn+1), es pot obtenir una aproximacio´ d’aquest rissat fins a ordre ǫn,
i, a me´s, la part no auto`noma del sistema original e´s d’ordre superior a ǫn, e´s a dir
y˙ =
n∑
i=1
ǫiGi(y) + G˜(y, t, ǫ), (2.17)
amb G˜(y, t, ǫ) = O(ǫn+1).
Vegem-ne el desenvolupament pel cas n = 2, on, per simplicitat de ca`lculs, suposem
que el camp f no depe`n d’ǫ.
Considerem doncs el canvi de variables
x = y + ǫΨ1(y, t) + ǫ
2Ψ2(y, t) + Ψ˜(y, t, ǫ) (2.18)
amb Ψ(y, t) = O(ǫ3). Per tal d’aplicar aquest canvi a
x˙ = ǫf(x, t), (2.19)
derivem respecte t l’expressio´ (2.18) obtenint
x˙ = y˙ + ǫ
∂Ψ1
∂t
+ ǫ
∂Ψ1
∂y
y˙+
Pa`gina 22 Memo`ria
+ǫ2
∂Ψ2
∂t
+ ǫ2
∂Ψ2
∂y
y˙ +O(ǫ3) =
= ǫf
(
y + ǫΨ1 + ǫ
2Ψ2 +O(ǫ3), t
)
on a l’u´ltima igualtat s’ha fet servir (2.19) i (2.18).
Ara, desenvolupant en se`rie de pote`ncies al voltant d’ǫ = 0 la banda dreta de l’u´ltima
igualtat fins a ordre 2, s’obte´
ǫf
(
y + ǫΨ1 + ǫ
2Ψ2 +O(ǫ3), t
)
= ǫ
[
f(y, t) + ǫD1f(y, t)Ψ1 +O(ǫ2)
]
.
Ara, fent servir les dues u´ltimes igualtats, es te´
y˙ =
[
I + ǫ
∂Ψ1
∂y
+ ǫ2
∂Ψ2
∂y
]−1 [
ǫf(y, t)− ǫ∂Ψ1
∂t
+ ǫ2D1f(y, t)Ψ1 − ǫ2∂Ψ2
∂t
+O(ǫ3)
]
.
Agafant els coeficients de les pote`ncies d’ǫ i fent servir que
(1 + x)−1 = 1− x+ x2 − x3 + . . .
al voltant d’x = 0, s’obte´, considerant x = ǫ∂Ψ1
∂y
+ ǫ2 ∂Ψ2
∂y
,
ǫ0 : 0
ǫ1 : f(y, t)− ∂Ψ1
∂t
ǫ2 : −∂Ψ1
∂y
f(y, t) +
∂Ψ1
∂y
∂Ψ1
∂t
+D1f(y, t)Ψ1 − ∂Ψ2
∂t
.
Abans d’escollir les funcions Ψi, escrivim el camp f com la suma del seu promig respecte
el temps i una certa funcio´ dependent del temps, e´s a dir,
f(x, t) = f¯(x) + f˜(x, t),
on f¯(y) = T−1
∫ T
0
f(y, t)dt. Si ara demanem a Ψ1 que compleixi
∂Ψ1
∂t
= f˜(y, t),
els coeficients quedaran
ǫ1 : f¯(y) + f˜(y, t)− ∂Ψ1
∂t
= f¯(y) := G1(y)
ǫ2 : −∂Ψ1
∂y
[
f¯(y) + f˜(y, t)
]
+
∂Ψ1
∂y
f˜(y, t) +
∂f(y, t)
∂y
Ψ1 − ∂Ψ2
∂t
=
= −∂Ψ1
∂y
f¯(y) +
∂f(y, t)
∂y
Ψ1 − ∂Ψ2
∂t
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Ara, escrivint el terme −∂Ψ1
∂y
f¯(y) + ∂f(y,t)
∂y
Ψ1 := Γ(y, t) com el seu promig respecte el
temps me´s una certa funcio´ dependent del temps
Γ(y, t) = Γ¯(y) + Γ˜(y, t)
i escollint Ψ2(y, t) de manera que compleixi
∂Ψ2
∂t
= Γ˜(y, t),
el coeficient d’ǫ2 queda
ǫ2 : Γ¯(y) := G2(y).
De la mateixa manera es poden anar trobant successives aproximacions Ψi(y, t) i Gi(y).
Un cop vist que el canvi (2.16) aplicat al sistema orginal el porta al sistema (2.17),
a la pra`ctica pot ser u´til fer servir l’expressio´ (2.17) al comenc¸ament de la deduccio´
anterior per tal de trobar les funcions Gi(y) i Ψi(y, t). Aix´ı, procedim de la segu¨ent
manera. Derivant el canvi (2.16) s’obte´, suposant que f no depe`n d’ǫ,
x˙ = y˙ +
n∑
i=1
(
∂Ψi
∂t
+
∂Ψi
∂y
y˙
)
ǫi +
∂Ψ˜
∂t
+
∂Ψ˜
∂y
y˙.
Ara, fent servir l’espressio´ (2.19) a la banda esquerra, l’expressio´ (2.17) a la dreta, i
altra vegada el canvi de variables a la banda esquerra s’obte´
ǫf(y +
n∑
i=1
Ψiǫ
i + Ψ˜, t) =
n∑
i=1
Giǫ
i + G˜+
n∑
i=1
(
∂Ψi
∂t
+
∂Ψi
∂y
(∑
i=1
Giǫ
i + G˜
))
ǫi+
+
∂Ψ˜
∂t
+
∂Ψ˜
∂y
(
n∑
i=1
Giǫ
i + G˜
)
.
Finalment, desenvolupant f en se`rie de pote`ncies al voltant d’ǫ = 0, igualant coeficients
i tenint en compte que Ψ˜ i G˜ so´n de l’ordre ǫn+1, s’obtenen les segu¨ents equacions,
equivalents a les obtingudes anteriorment pero` sense tenir Gi aillada
ǫ : f(y, t) = G1 +
∂Ψ1
∂t
ǫ2 : D1f(y, t)Ψ1 = G2 +
∂Ψ1
∂y
G1 +
∂Ψ2
∂t
...
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Ara, per tal d’aillar Gi, fem servir que, ate`s que f e´s T -perio`dica en t, les funcions Ψi
tambe´ ho seran i, per tant, es complira`∫ T
0
∂Ψi
∂t
dt = 0,
integrant doncs les equacions anteriors de 0 a T , s’obte´
ǫ1 : G1(y) =
1
T
∫ T
0
f(y, t)dt
ǫ2 : G2(y) =
1
T
∫ T
0
D1f(y, t)Ψ1dt− G1(y)
T
∫ T
0
∂Ψ1
∂y
dt =
1
T
∫ T
0
D1f(y, t)Ψ1dt,
on, a l’u´ltima igualtat s’ha fet servir que, si Ψ1 te´ promig nul, aleshores
∫ T
0
Ψ1
∂y
= 0.
Un cop trobada la funcio´ Gi(y), per tal de trobar la corresponent Ψi(y, t) caldra`, tant si
s’ha aplicat el canvi directament com si s’ha aprofitat l’expresio´ (2.17), integrar les ex-
pressions que s’obtenen d’igualar coeficients de pote`ncies d’ǫ. La constant d’integracio´
s’escollira` de manera que es compleixi∫ T
0
Ψi(y, t)dt = 0
per tal que els promitjos de les variables x i y coincideixin.
Exemple 2.2. Tal com s’ha vist a l’exemple 2.1, l’o`rbita perio`dica del sistema
x˙ = ǫ
(
ax+ b (x+ 2)2 cos
(
2
π t
T
)
sin
(
2
π t
T
))
:= ǫf(t, x)
no esta` centrada al punt cr´ıtic del seu sistema promitjat
z˙ = ǫaz := ǫG1(z).
El propo`sit d’aquest exemple e´s veure com el promig de segon ordre pot millorar la
proximitat entre el sistema original i el seu promitjat.
Com s’ha vist, si s’aplica el canvi de variables
x = y + ǫΨ1(t, y) + Ψ˜(t, y, ǫ)
s’obte´, menyspreant els termes d’ordre ǫ3, el sistema promitjat de segon ordre
z˙ = ǫG1(z) + ǫ
2G2(z).
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Per tal de calcular G2, primer s’ha de calcular Ψ1. Mitjanc¸ant la relacio´ f = G1 +
∂Ψ1
∂t
,
es te´
Ψ1(z, t) =
∫ t
0
(f −G1)dt =
= −1/8 bT
(
−2 z2 − 8 z − 8 + 2
(
cos
(
2
π t
T
))2
z2 + 8
(
cos
(
2
π t
T
))2
z+
+8
(
cos
(
2
π t
T
))2
+ Tz2 + 4Tz + 4T
)
π−1,
on ja s’ha inclo`s la constant d’integracio´ necessa`ria per tal que Ψ1 tingui promig nul.
Ara, per tal de calcular G2, nome´s cal fer
G2(z) =
1
T
∫ T
0
∂f(t, z)
∂z
Ψ1(z, t)dt =
=
bTa (4 + Tz2 − z2 − 4T )
8π
.
Un cop calculada G2, s’obte´ el sistema promitjat de segon ordre
z˙ = ǫG1(z) + ǫ
2G2(z) =
= 1/8
ǫ a (8 zπ − 4 ǫ bT 2 − ǫ bTz2 + ǫ bT 2z2 + 4 ǫ bT )
π
,
que te´ per punts cr´ıtics
z∗1 = −2
2π −√4π2 + ǫ2b2T 2 − 2 ǫ2b2T 3 + ǫ2b2T 4
ǫ bT (−1 + T )
z∗2 = −2
2π +
√
4π2 + ǫ2b2T 2 − 2 ǫ2b2T 3 + ǫ2b2T 4
ǫ bT (−1 + T ) .
Cal observar que els punts cr´ıtics del sistema promitjat de segon ordre depenen d’ǫ, ja
que, en calcular les solucions de l’equacio´ 0 = ǫG1(z
∗) + ǫ2G2(z∗), z∗ depe`n d’ǫ.
Fent servir els valors dels para`metres utilitzats a l’exemple 2.1, z∗1 e´s estable i z
∗
2 no.
Els seus valors segons el valor del para`metre ǫ so´n
ǫ z∗1 z
∗
2
0.5 0.642324860 -6.227378466
0.3 0.411524856 -9.719947532
0.1 0.14251216 -28.06778020
A la Figura 2.2 s’hi troben les solucions dels sistemes original, promitjat i promitjat
de segon ordre pels mateixos valors dels para`metres T , ǫ, a i b que a l’exemple 2.1.
S’hi pot observar com per a valors me´s alts d’ǫ el punt cr´ıtic del sistema promitjat de
segon ordre es troba me´s proper al centre de l’o`rbita que el del sistema promitjat.
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Figura 2.2: Solucions del sistemes original (–), promitjat (· –) i promitjat de segon
ordre (- -).
Cap´ıtol 3
Aplicacio´ del promig al control de
sistemes de la forma x˙ = Ax + bh no
auto`noms i discontinus
3.1 Introduccio´
Molts convertidors de pote`ncia es regeixen per equacions diferencials de la forma
x˙ = Ax+ bh(t, x;T ), x(0) = x0, (3.1)
on A ∈Mn×n(R) i b ∈Mn×1(R) so´n matrius a coeficients constants, x ∈ Rn el vector
de variables d’estat.
En general, la funcio´
h(t, x;T ) : R× Rn × R −→ {0, 1}
e´s una funcio´ bina`ria, dependent del temps, de les variables d’estat i d’un para`metre
T , que representa el control sobre la porta d’un transistor de manera que, en el cas de
tractar-se d’un convertidor, aquest roman tancat si h = 1, i obert en cas contrari.
La dificultat en el control d’aquests sistemes resideix, doncs, en aquesta depende`ncia
temporal i en la seva discontinu¨ıtat, ja que no e´s possible aplicar-hi les te`cniques de
control cla`ssic lineal.
L’objectiu d’aquest cap´ıtol e´s veure com la teoria de promitjos pot ajudar al disseny
d’un control per a sistemes d’aquesta forma, tant en llac¸ obert com en llac¸ tancat. Al
cap´ıtol segu¨ent es veura` un exemple d’aplicacio´ pel cas d’un convertidor Buck.
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3.2 Sistema d’equacions: la funcio´ h
El sistema (3.1) e´s gairebe´ lineal si no fos pel peculiar comportament de la funcio´ h.
Tal com s’ha avanc¸at, aquesta e´s una funcio´ bina`ria que, en general, depe`n del temps,
de les variables d’estat i d’un para`metre T .
A la pra`ctica, aquesta funcio´ h s’implementa comparant dos senyals, de manera que
h = 0 si la seva difere`ncia e´s negativa, i h = 1 en cas contrari. Un d’aquests senyals sol
ser una dent de serra de per´ıode T i pendent 1
T
, tri(t;T ) : R × R −→ [0, 1], i l’altre
e´s, en general, una funcio´ que depe`n de les variables d’estat
D(x) : Rn −→ [0, 1],
l’eleccio´ de la qual consisteix precisament en el disseny del control del sistema (3.1).
Aix´ı, en el cas me´s general, la funcio´ h es pot escriure anal´ıticament de la segu¨ent
manera
h(t,D(x);T ) = u (D(x)− tri(t;T )) ,
on
u(t) =
{
0 si t < 0
1 si t > 0
i
tri(t;T ) =
t mod T
T
.
A la figura 3.1 hi ha una representacio´ gra`fica d’aquestes funcions, on es veu com la
funcio´ h passa del valor 1 al zero en el moment en que` D(x) = tri(t;T ).
3.3 Aplicacio´ del promig
Per tal d’aplicar les eines i els resultats de la teoria del promig introdu¨ıdes al cap´ıtol
2, conve´ escriure les equacions del sistema en la forma requerida pel Teorema 2.1, e´s a
dir, en la forma esta`ndard donada per l’equacio´ (2.1).
A tal efecte, fent el canvi de variable t = αTτ 1 i anomenant ǫ = αT , el sistema (3.1)
queda
x˙ = ǫ (Ax+ bh (τ,D(x); β)) := ǫf(τ, x), (3.2)
1El sentit del para`metre α introdu¨ıt es veura` me´s endavant.
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Figura 3.1: Funcions D, tri i h
on, a partir d’ara, la derivada temporal e´s respecte τ , i β =
1
α
e´s el per´ıode en temps
τ de la dent de serra.
Fixem-nos que, que el camp f compleix les condicions (i) i (ii) del Teorema 2.1 en el
cas que D(x) no depengui de les variables d’estat x. Pel que fa a la condicio´ (i), f
nome´s presenta discontinuitats de salt i, per tant, e´s fitada en un conjunt fitat B(K, ǫ0).
En canvi, si la funcio´ D depe`n d’x, la parcial ∂f
∂x
no e´s fitada en els punts en que` la
funcio´ h fa el pas d’1 a 0, moment en que` D(x) = tri(τ ; β). Pel que fa a la condicio´
(ii), es compleix ja que f e´s β-perio`dica en τ .
Aix´ı, si D(x) no depe`n d’x, tambe´ compleix les condicions del Teorema 2.3 i les dels
Teoremes 2.4 i 2.5, ja que f e´s de Lipschitz.
A me´s, cal esmentar que, com que la frequ¨e`ncia a la que s’obre i es tanca el transistor
e´s elevada, ǫ sera` un para`metre petit, i, per tant, el fonament en que` es basa la teoria
del promig es compleix.
El motiu de les properes seccions e´s dissenyar un control, D(x), per tal que el con-
vertidor es comporti segons unes especificacions, segons si D(x) e´s constant o no. En
el primer cas, es considerara` que D(x) = D ∈ R, cosa que portara` al que s’anomena
disseny en llac¸ obert. En canvi, en el segon cas es considerara` que D(x) depe`n de les
variables d’estat, tot portant al disseny en llac¸ tancat.
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No obstant, a l’hora de trobar el sistema promitjat de (3.1), no cal diferenciar el
cas en que` D depe`n d’x del cas en que` D e´s constant, ja que, en aplicar l’operador
promig definit a l’equacio´ (2.6) i fer la integral, la variable x fa el paper de variable
muda, encara que depengui del temps, amb el que es considera D(x) com si fos una
constant.
Aix´ı, el sistema promitjat del sistema original (3.1) queda, considerant que f e´s β-
perio`dica,
G(z) =
1
β
∫ β
0
Az + bhdτ =
=
1
β

βAz + bD(z)
∫ β
0
h(τ,D(z); β)dτ︸ ︷︷ ︸
I1


I1 =
∫ D(z)β
0
1dτ +
∫ β
D(z)β
0dτ = D(z)β,
doncs
G(z) = Az + bD(z)
i, per tant, el sistema promitjat queda
z˙ = ǫ (Az + bD(z)) ,
tant si D depe`n de les variables d’estat com si no.
Finalment cal esmentar que en fer la integral I1 s’ha fet servir que les funcions
tri(τ ; β) i D(z) es tallen, en el primer per´ıode, en temps τ = βD(z) i que nome´s ho
fan una vegada per per´ıode.
3.4 Disseny en llac¸ obert
En cas que el senyal amb que` es compara la dent de serra sigui una funcio´ constant
entre 0 i 1, la forma d’ona de la funcio´ h esdeve´ una ona quadrada que val 1 un cert
temps Ts i zero la resta del per´ıode T , tal com mostra la figura 3.2. En ser la dent de
serra de pendent 1
T
, la constant D representa el quocient entre el temps que l’inter-
ruptor roman tancat enfront del per´ıode de tri(t;T ), T , doncs D = Ts
T
i rep el nom de
cicle de treball.
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Figura 3.2: Funcio´ de control del transistor h(t,D;T ), dent de serra tri(t;T ) i tensio´
D.
Per tal d’aplicar les te`cniques de control cla`ssic, enlloc de treballar amb el sistema ori-
ginal (3.2), podem treballar amb el seu promitjat, ja que almenys aquest sera` auto`nom.
Abans pero`, cal remarcar que, en haver fet el canvi de variables temporal amb l’objec-
tiu d’introduir el para`metre ǫ, el per´ıode de la funcio´ h sera` β = 1
α
, i, el temps en que`
h = 1, Dβ enlloc de Ts.
Aix´ı, tal com s’ha vist, aplicant l’operador promig definit a l’equacio´ (2.6)
G(z) =
1
β
∫ β
0
f(τ, z)dτ = Az + bD
s’obte´ la versio´ promitjada de (3.1)
z˙ = ǫ(Az + bD), z0 = x0. (3.3)
En ser el sistema promitjat lineal, e´s senzill trobar el valor de D per tal que aquest
tingui un punt d’equilibri z∗ de manera que qualsevol solucio´ de (3.3) compleixi
lim
τ→∞
z(τ) = z∗.
Ara, tal com diuen els Teoremes 2.3 i 2.5, existira` una o`rbita perio`dica, x∗(τ), solucio´
de (3.2) tal que ∀η > 0
|x∗(τ)− z∗| < η, ∀ǫ ∈ (0, ǫ0(η)) ∀τ ≥ 0.
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A me´s, si x(τ) e´s una solucio´ de (3.2) complint x(0) = z∗, aleshores
lim
τ→∞
|x(τ)− x∗(τ)| = 0.
Dit d’una altra manera, si z∗ e´s un punt d’equilibri del sistema promitjat, existeix una
o`rbita perio`dica del sistema original de manera que aquesta s’hi aproxima tant com es
vulgui si ǫ e´s prou petit, i qualsevol solucio´ x(τ) que compleixi x(0) = z∗ tambe´ ho
fara`.
Ara be´, cal recordar l’observacio´ 2.4 segons la qual l’o`rbita perio`dica x∗(τ) no te´ perque`
oscil·lar al voltant de z∗. No obstant, tal com veurem a la seccio´ 3.5, aixo` es compleix
en el cas de llac¸ obert, doncs podrem afirmar que qualsevol solucio´, x(τ), del sistema
original complint x(0) = z∗ tendeix a oscil·lar al voltant de z∗, i que el mo`dul de les
oscil·lacions tendeix a minvar segons ǫ→ 0.
Aix´ı, si volem que el sistema (3.1) oscil·li al voltant d’un cert valor x∗, nome´s cal
demanar que x∗ sigui un punt fix del sistema promitjat, e´s a dir,
−→
0 = Ax∗ + bD, (3.4)
d’on es pot trobar el valor de D, D∗, que estaciona el sistema promitjat al valor desitjat
x∗, i, per tant, al voltant del qual el sistema original oscil·lara`.
Remarca: En el fons, l’equacio´ (3.4) e´s un sistema sobredeterminat d’n equacions
amb una sola inco`gnita, D∗. Per tal que sigui compatible, el que es fa e´s demanar que
una de les variables d’estat estacioni a un cert valor. De l’equacio´ (3.4) se’n poden
treure els valors als que hauran de convergir la resta de variables me´s el valor D∗.
3.5 Promig General en llac¸ obert
D’altra banda, si ara apliquem el me`tode del promig general o me`tode KBM discutit
a la seccio´ 2.4, e´s a dir, aplicant a (3.2) el canvi de variables
x(τ) = y(τ) +
n∑
i=1
Ψi(y, τ)ǫ
i + G˜(y, τ) (3.5)
s’obte´ l’expressio´ no auto`noma fins a ordre n+ 1 del sistema original
y˙ =
n∑
i=1
Gi(y)ǫ
i + G˜(y, τ), (3.6)
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on G1(y) = G(y) i, en aquest cas, com es pot veure a l’ape`ndix A.1, Gi = 0 ∀i > 1.
Aix´ı, aplicant aquest canvi de variables, el sistema original es pot escriure de la forma
y˙ = ǫG(y) + G˜(y, τ, ǫ)
amb G˜ ∼ O(ǫn+1) i n tan gran com es vulgui. Per tant, com que
|y(τ)− z(τ)| ∼ O(ǫn+1),
es complira` que una solucio´ del sistema original es podra` escriure com una del sistema
promitjat me´s un cert rissat perio`dic
∑
ǫiΨi de promig nul
2. Aix´ı doncs, si el siste-
ma promitjat te´ un punt d’equilibri estable z∗, el sistema original tindra` una o`rbita
perio`dica x∗(t) del mateix tipus d’estabilitat, oscil·lant al voltant de z∗ i complint
|x∗(t)− z∗| ∼ O(ǫ)
per qualsevol ǫ. De fet, l’o`rbita perio`dica es podra` escriure com
x∗(t) = z∗ +
n∑
i=1
ǫiΨi(z
∗, t) +O(ǫn+1),
amb n tan gran com es vulgui. Tenint en compte que Ψi te´ promig nul, el promig de
l’o`rbita perio`dica x∗(t) e´s z∗. Aix´ı, del raonament anterior es te´ el segu¨ent
Corol·lari 3.1. Sigui x˙ = ǫf(t, x) sistema perio`dic amb f de Lipschitz en x. Si en
calcular les funcions Gi es te´ Gi(y) = 0 ∀i > 0, i el sistema promitjat z˙ = ǫG1(z) te´ un
punt hiperbo`lic estable, z0, aleshores el sistema original te´ una o`rbita perio`dica estable,
γ, amb promig z0, de manera que
lim
ǫ→0
|γ − z0| = 0.
Finalment, l’aproximacio´ de primer ordre del rissat, Ψ1(y, τ), e´s
Ψ1(y, τ) = Ψ1(τ) = b [τ mod β(h−D) +Dβ(1− h)]− bDβ
2
(1−D),
el ca`lcul de la qual es troba a l’ape`ndix A.2.
2Cal recordar que les funcions Ψi s’escullen de manera que tinguin promig nul.
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3.6 Disseny en llac¸ tancat
A les dues seccions anteriors s’ha vist com, donant un cert valor a D, e´s a dir, disse-
nyant en llac¸ obert, es poden estabilitzar les variables d’estat a un cert valor donat.
Ara be´, hi ha altres aspectes del comportament d’un sistema que poden ser tambe´
cr´ıtics des d’un punt de vista d’aplicacio´ en enginyeria, doncs pot ser tambe´ interes-
sant controlar-los. El sobrepuig d’una tensio´ de sortida, que pot fer malbe´ components
d’una instal·lacio´, la velocitat d’estacionament, la magnitud del rissat d’un senyal o
fins i tot el fet d’estacionar una sortida a un cert valor, com s’ha fet abans, pero` d’una
forma me´s robusta en poden ser exemples. Malauradament, aquests requeriments no
es poden aconseguir amb el disseny en llac¸ obert, doncs e´s necessari fer que el valor de
D vari¨ı, per exemple, amb el valor de les variables d’estat, donant lloc aix´ı al disseny
en llac¸ tancat, e´s a dir, al disseny d’una funcio´ D(x) o llei de control.
En primera insta`ncia, com a exemple, ens proposem estabilitzar el sistema (3.2) a un
cert valor x∗ com a les seccions anteriors pero` fent servir una llei de control D(x) i, per
tant, amb una llei que reflexi un controlador proporcional n’hi haura` prou. Suposem
doncs que D(x) pren la forma
D(x) = D∗ + k(x− x∗), (3.7)
on D∗ ∈ R i
k = (k1, k2, . . . , kn) ∈ Rn
so´n els para`metres de disseny.
Cal tenir en compte, pero`, que la funcio´ D(x) segueix representant la fraccio´ del per´ıode
β en que` l’interruptor roman tancat, per tant, haura` de complir a me´s 0 ≤ D(x) ≤ 1.
Fixem-nos que, si tot ane´s com es desitja, a mida que x→ x∗, D(x) → D∗, doncs, en
re`gim permanent, D(x) tendeix a ser D∗ vist a la seccio´ 3.4.
Aix´ı, el sistema original en llac¸ tancat pren la forma me´s general, l’expressada per
l’equacio´ (3.2), que recordem per comoditat tot redefinint el camp com fc
x˙ = ǫ (Ax+ bh(τ,D(x); β)) := ǫfc(τ, x) (3.8)
on
h(τ,D(x); β) = u(D(x)− tri(τ ; β)).
Si s’intenta trobar el valor dels para`metres k treballant directament amb el sistema
original (3.2), altra vegada no sera` immediat aplicar les te`cniques de control cla`ssic,
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ja que aquest sistema no e´s auto`nom i, a me´s, e´s discontinu. Per tant, es proposa el
disseny sobre el sistema promitjat i aplicar la llei trobada al sistema original, tot i que,
en aquest cas, el camp fc no compleix totes les condicions requerides pels Teoremes del
cap´ıtol 2, en particular les dels Teoremes 2.3 i 2.5 que s’han fet servir anteriorment,
ja que, en dependre D d’x, la parcial ∂fc
∂x
no e´s fitada en els punts on h canvia el seu
valor, i, amb me´s motiu, fc no e´s de Lipschitz. No obstant, en aquest cas, per sistemes
de la forma x˙ = Ax + bh on apareixen discontinu¨ıtats en x degudes a la funcio´ grao´,
existeix una extensio´ de la teoria del promig que permet utilitzar el promitjat per tal
de fer-ne el disseny del control. Aquests resultats es veuran en un cap´ıtol a part, al
cap´ıtol 4, ja que mereixen una especial atencio´.
Dit aixo`, calculem-ne el sistema promitjat.
Igual que abans i, tal com hem vist a la seccio´ 3.3, aplicant l’operador promig, obtenim
Gc(z) =
1
β
∫ β
0
fc(τ, z)dτ = Ay + bD(z), (3.9)
doncs, el sistema promitjat pren la forma
z˙ = ǫ (Az + bD(z)) . (3.10)
Substituint l’expressio´ (3.7) de D(x) a l’equacio´ (3.10) i dient
Ac = A+ bk,
bc = bD
∗ − bkx∗,
podem reescriure el sistema promitjat d’una manera me´s senzilla com
z˙ = ǫ (Acz + bc) . (3.11)
Ara, per tal que el sistema original estacioni a un cert valor x∗, es pot pensar en im-
posar, seguint la ine`rcia del cas en llac¸ obert, que el sistema promitjat tingui un punt
fix en x∗. Tot i que la teoria garanteix l’existe`ncia d’una o`rbita perio`dica pel sistema
original, com es veura` al cap´ıtol 4, aquesta no tindra` perque` oscil·lar al voltant d’x∗,
com s´ı passava en el cas de llac¸ obert.
Com que el sistema original e´s lineal i auto`nom, per tal que x∗ en sigui un punt
d’equilibri, nome´s cal demanar, fent servir l’expressio´ (3.10) del sistema promitjat,
−→
0 = ǫ (Ax∗ + bD(x∗)) = ǫ (Ax∗ − bD∗) . (3.12)
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Recordant la remarca feta al final de la seccio´ 3.4, l’equacio´ (3.12) e´s de fet un sis-
tema d’n equacions lineals sobredeterminat, ja que l’u´nica inco`gnita e´s D∗. Per tal
d’assegurar-se que e´s compatible, el propo`sit de demanar que z → x∗, es pot canviar
per sol·licitar que sigui nome´s una component de z, zi, qui compleixi zi → x∗i , on x∗i e´s
la i-e`ssima component d’x∗. Aix´ı, l’equacio´ (3.12) permetra` trobar quins valors hauran
de tenir la resta de components d’x∗, a me´s del valor de D∗.
Finalment, per tal que aquest punt d’equilibri x∗ del sistema promitjat sigui estable,
nome´s caldra` demanar que els valors propis de la matriu Ac tinguin part real negativa,
d’on es podran treure les condicions que han de complir els para`metres k, provocant
aix´ı que el sistema, almenys el promitjat, estacioni a x∗.
Cap´ıtol 4
O`rbites perio`diques en llac¸ tancat
per a sistemes de la forma
x˙ = Ax + bh
4.1 Introduccio´
L’u´s del sistema promitjat per a sistemes discontinus en les variables d’estat pel disseny
del seu control en llac¸ tancat ha estat tradicionalment posat en dubte, i amb rao´1. Els
resultats de la teoria del promig no es poden aplicar, tal com s’ha vist, a funcions que
no siguin de Lipschitz en x. Ara be´, pel cas particular dels convertidors de pote`ncia
regulats per transistors que fan apare`ixer la funcio´ grao´ en el seu model, existeix una
extensio´, deguda a Lehman i Bass (veure [6]) que permet l’u´s del sistema promitjat a
tal efecte.
D’altra banda, existeix la sospita que si el sistema es pot aproximar per una successio´
de funcions de Lipschitz en x amb igual sistema promitjat, aleshores l’u´s del sistema
promitjat pel disseny del control sera` tambe´ va`lid. Ara be´, aquesta visio´ acaba desem-
bocant en un problema obert, quedant lluny dels objectius d’aquest projecte resoldre’l.
En aquest Cap´ıtol es veuran primer els resultats de Lehman i Bass i despre´s s’a-
proximara` el sistema en llac¸ tancat per una successio´ de funcions de Lipschitz.
1Al final de l’article [2] es pot trobar una discussio´ sobre aquest qu¨estio´.
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4.2 Extensions del promig per a sistemes de la for-
ma x˙ = Ax + bh
Lehman i Bass van tancar definitivament el problema de l’u´s del promig estenent els
resultats cla`ssics de la teoria del promig per a un cas particular, pero` prou general, de
sistemes discontinus en x a causa de l’u´s de la funcio´ grao´. Per prou general s’ente´n
que, a [6], es considera un sistema de la forma
x˙ = f0(x) +
N∑
i=1
fi(x)hi(t, x;T ), (4.1)
amb
hi(t, x;T ) = u(Di(x)− tri(t;T )),
i el seu promitjat
z˙ = f0(z) +
N∑
i=1
fi(z)Di(z), (4.2)
on s’incloen models de convertidors de pote`ncia amb N transistors.
Aix´ı, el sistema anterior e´s molt semblant al que s’ha estat considerant aqu´ı, ja que
l’u´nica difere`ncia e´s que es permet tenir N transistors, cadascun amb una llei de control
Di(x) pero` amb la mateixa frequ¨e`ncia per la funcio´ tri. Aix´ı, el sistema x˙ = Ax + bh
n’e´s un cas particular amb f0(x) = A, f1(x) = b i N = 1.
Cal esmentar tambe´ que el para`metre ǫ no apareix a les equacions. Fent el canvi
t = Tτ , i dient ǫ = T , els sistemes (4.1) i (4.2) es transformen en la forma esta`ndard.
Per comoditat, s’ometra` aquest canvi, es treballara` amb la variable t i s’assumira` el
per´ıode T pel para`metre ǫ tradicional de la teoria del promig.
Ara, per tal de poder enunciar resultats equivalents als vistos al Cap´ıtol 2, el que
es fa e´s considerar, enlloc dels sistemes (4.1) i (4.2), les seves versions integrals
x(t) = x(t0) +
∫ t
t0
[
f0(x(s)) +
N∑
i=1
fi(x(s))h(s, x(s);T )
]
ds, (4.3)
z(t) = z(t0) +
∫ t
t0
[
f0(z(s)) +
N∑
i=1
fi(z(s))D(x(s))
]
(4.4)
i fer el segu¨ent raonament. Les solucions de (4.1) i (4.3) so´n iguals gairebe´ arreu, e´s a
dir, excepte en un conjunt de mesura nul·la, just alla` on el sistema (4.1) no esta` definit
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i, en canvi, (4.3) e´s continu. Aix´ı, les solucions de (4.3) so´n la versio´ cont´ınua de (4.1).
Pel que fa als sistemes (4.2) i (4.4), si suposem que les solucions del primer so´n de classe
C∞, aleshores ambdo´s so´n equivalents en el sentit que tenen les mateixes solucions. Si
no fos aix´ı, es podria fer un raonament semblant a l’anterior i concloure que les solucions
del segon tenen un grau me´s de diferenciabilitat que les del primer.
Dit aixo`, es pot passar ja a enunciar els resultats.
Teorema 4.1. Siguin x(t) i z(t) solucions de (4.3) i (4.4) respectivament. Suposem que
les funcions fi : R
n → Rn i Di : Rn → R so´n de Lipschitz amb constants de Lipschitz
ki i mi respectivament i complint 0 ≤ Di(x) ≤ 1. Suposem tambe´ que es compleix
Di(x) = tri(t;T ) nome´s una vegada per per´ıode
2. Aleshores, per qualsevol constant
L > t0 tan gran com es vulgui i qualsevol η > 0, tan petita com es vulgui, existeixen
dues constants T0 = T0(η, L) i K > 0 tals que, per tota T complint 0 < T ≤ T0, es te´
|x(t)− z(t)| ≤ (|x(t0)− z(t0)|+ η)eK(t−t0), ∀t ∈ [t0, L].
Observacio´ 4.1. A la prova del Teorema es pot veure que la constant K depe`n nome´s
de les constants ki i mi.
Observacio´ 4.2. Ate`s que l’exponencial e´s creixent, es pot prendre, fent t = L, una
altra fita igual pero` substituint el terme exponencial per una altra constant K˜ obtenint
|x(t)− z(t)| ≤ (|x(t0)− z(t0)|+ η) K˜, ∀t ∈ [t0, L].
Observacio´ 4.3. Si es fa el canvi t = Tτ , les constants de Lipschitz de fi i Di passen
a ser ǫki i ǫmi respectivament. Aix´ı, la constant K˜ e´s d’ordre ǫ, doncs es pot enunciar
el Teorema prenent L˜ enlloc de L i reescrivint l’interval temporal com [t0, L˜/ǫ], e´s a
dir,
|x(t)− z(t)| ≤ (|x(t0)− z(t0)|+ η) K˜, t ∼ 1/ǫ.
Observacio´ 4.4. Si |x(t0) − z(t0)| = O(T ), aleshores es pot enunciar el Teorema en
la forma cla`ssica, doncs
|x(t)− z(t)| = O(T ), t ∼ 1/ǫ.
La clau de la demostracio´ roman en el fet que les solucions de (4.3) so´n cont´ınues,
i, per tant, es poden aproximar tant com es vulgui per funcions constants a trossos.
Prenent la difere`ncia entre x(t) i z(t), s’obte´ una primera fita de |x(t) − z(t)| on, el
2Aquesta condicio´ s’enuncia tambe´ com a abse`ncia de chattering.
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punt me´s dur e´s acotar el terme
∣∣∣∫ tt0 [fi(x(s))hi(s, x(s);T )− fi(z(s))Di(z(s))] ds∣∣∣, que
requereix utilitzar un lema espec´ıfic per la funcio´ grao´. Finalment, aplicant el lema de
Gronwall, s’obte´ la desigualtat enunciada. A l’ape`ndix B es pot veure una demostracio´
completa pel cas d’un transistor.
La segona part dels resultats aportats per Lehman i Bass a [6] consisteix en estendre
l’interval temporal a [t0,∞] quan el sistema (4.4) te´ un punt hiperbo`lic estable zs, cosa
que es resumeix en el segu¨ent
Teorema 4.2. Siguin x(t) i z(t) dues solucions dels sistemes (4.3) i (4.4) respectiva-
ment. Suposem que aquests sistemes compleixen les condicions del Teorema 4.1 i que
zs e´s un punt hiperbo`lic estable de (4.4). Suposem tambe´ que z(t) → zs quan t → ∞.
Aleshores, existeixen dues constants β0(η) i T0(η) tals que, per qualsevol η > 0, qual-
sevol |x(t0)− z(t0)| < β, 0 ≤ β < β0 < η, i qualsevol 0 < T ≤ T0, es te´
|x(t)− z(t)| < η,
per tot t ≥ t0.
Com s’ha dit, la prova del Toerema 4.1 no consisteix en aplicar el canvi de variables
x = y + ǫΨ(y, t) com en el cas del Teorema del Promig 2.5, sino´ que nome´s es prova la
proximitat entre solucions del sistema promitjat i l’original acotant la seva difere`ncia.
De fet, no e´s possible aplicar aquest canvi ja que ∂Ψ
∂y
no seria fitada. Per tant, tampoc
e´s possible aplicar el promig general per tal d’obtenir promitjos d’ordre superior, ja
que en calcular
G2(y) =
1
T
∫ T
0
(
∂f
∂y
Ψ1 −G1(y)∂Ψ1
∂y
)
dt,
apareix la integral d’una δ de Dirac multiplicada per la funcio´ h, que no esta` definida
en els punts en que` δ = ∞.
A me´s, el fet d’aplicar el canvi e´s clau per tal de veure l’existe`ncia d’o`rbites pe-
rio`diques al sistema original quan el promtjat te´ un punt fix estable, doncs a [6] no es
demostra pas aquesta existe`ncia.
Ara be´, les simulacions fetes tant a [6] com al segu¨ent Cap´ıtol mostren que, efectiva-
ment, aquesta o`rbita perio`dica existeix.
Aix´ı doncs, s’assumira` que, en les condicions del Teorema 4.2, existeix una o`rbita
perio`dica x∗(t) del sistema original i, a me´s, suposarem que compleix
lim
T→0
|x∗(t)− zs| = 0.
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Figura 4.1: Funcio´ lδ
4.3 Aproximacio´ del sistema original per sistemes
de Lipschitz en x
En aquesta seccio´ es regularitza la funcio´ grao´ per tal d’obtenir una successio´ de fun-
cions que aproximen el sistema en llac¸ tancat. En ser aquestes funcions cont´ınues de
Lipschitz, e´s possible aplicar els resultats cla`ssics de promitjos vistos al Cap´ıtol 2, ja que
s’obtindran una successio´ d’o`rbites perio`diques que semblen que tendeixen a l’o`rbita
perio`dica que, com hem suposat a la seccio´ anterior, el sistema original posseeix.
4.3.1 Aproximacio´ de la funcio´ grao´ per funcions de Lipschitz
Per tal d’evitar la discontinu¨ıtat en x, es proposa canviar la funcio´ grao´ u(s), s ∈ R,
que e´s on roman la discontinu¨ıtat, per la funcio´
lδ(s) =


0 si s < −δ
1 si s > δ
s
2δ
+
1
2
si − δ ≤ x ≤ δ
(4.5)
que e´s cont´ınua en s = 0, tal com es pot veure a la seva gra`fica representada a la
Figura 4.1. A me´s, e´s clar que la funcio´ lδ compleix
lim
δ→0
lδ(s) = u(s), s 6= 0.
Ara, si fem servir la funcio´ lδ enlloc del grao´ unitari, u, el control sobre el transistor
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quedara`
h(τ,D(x); β) = lδ(D(x)− tri(τ ; β)),
on
tri(τ ; β) =
τ mod β
β
e´s la funcio´ dent de serra.
Aix´ı, en fer aquest canvi obtenim una versio´ cont´ınua del sistema original
x˙ = ǫ(Ax+ blδ(D(x)− tri(τ ; β)) := ǫfδ(τ, x) (4.6)
que te´ les segu¨ents propietats
i) fδ e´s cont´ınua en x.
ii) ∂fδ
∂x
e´s fitada,3 i, per tant, e´s de Lipschitz, tot i que ∂fδ
∂x
→∞ quan δ → 0.
iii) fδ no e´s cont´ınua en τ = nβ, n ∈ Z.
iv) El sistema obtingut en promitjar (4.6) e´s el mateix que el que s’obte´ en promitjar
l’original, z˙ = ǫ(Az + bD(x)).4
v) Sigui x(τ) una solucio´ del sitema original (5.3), i sigui
Hx(τ) =
{
τ ∈ R t.q. D(x(τ)) = τ mod β
β
}
,
aleshores, si τ¡∈Hx(τ),
lim
δ→0
fδ(τ, x(τ)) = fc(τ, x(τ)),
on fc e´s el sistema original en llac¸ tancat.
Cal comentar que, per la propietat iii), el sistema fδ no e´s continu, pero` aquesta
discontinu¨ıtat e´s deguda a la composicio´ amb la funcio´ dent de serra, i, per tant, recau
en la variable temps, τ , i no pas en la d’estat, x.
4.3.2 Successio´ d’o`rbites perio`diques
Siguin els sistemes
x˙ = ǫf(τ, x) (4.7)
3A l’ape`ndix C.2, s’hi troba una fita.
4A l’ape`ndix C.1, s’hi troba la prova.
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x˙δ = ǫfδ(τ, x) (4.8)
z˙ = ǫG(z) (4.9)
z˙δ = ǫGδ(zδ) (4.10)
l’original, la seva aproximacio´ mitjanc¸ant lδ i els seus promitjats respectivament. Sigui
zs un punt hiperbo`lic estable de (4.9) que, com que G = Gδ per la propietat iv), tambe´
ho sera` de (4.10).
Per les propietats i) − ii), el sistema (4.8) compleix les hipo`tesis dels Teoremes 2.3 i
2.5, amb el que existeix una o`rbita perio`dica, x∗δ(τ), tal que, limǫ→0 |x∗δ(τ) − zs| = 0 i
limτ→∞ |x∗δ(τ)− xδ(τ)| = 0, essent xδ(τ) una solucio´ de (4.8) complint xδ(0) = zs. Ara
be´, recordant l’observacio´ 2.4, les o`rbites perio`diques x∗δ no tenen perque` oscil·lar al
voltant d’zs.
D’altra banda, pel Teorema 4.2, sembla que existeix una o`rbita perio`dica x∗(τ) solucio´
del sistema (4.7) tal que limǫ→0 |x∗(τ)−zs| = 0 i, si x(τ) e´s una solucio´ de (4.7) complint
x(0) = zs, aleshores limτ→∞ |x(τ)− x∗(τ)| = 0.
Dels raonaments anteriors i la propietat v), sembla que la successio´ d’o`rbites perio`diques
(x∗δ(τ))δ hauria de tenir com a l´ımit l’o`rbita perio`dica x
∗(τ), cosa que, en general, no
se sap si e´s certa ja que els elements de la se`rie so´n solucions de sistemes continus i, en
canvi, el l´ımit, solucio´ d’un de discontinu.
Aix´ı, el segu¨ent resultat recull les suposicions que s’han fet i el que les simulacions del
segu¨ent Cap´ıtol reflexen, sense que n’existeixi cap prova.
Resultat 4.1 (Sense prova). Sigui
x˙ = ǫf(t, x) (4.11)
un sistema perio`dic amb f fitada en un conjunt fitat D, i sigui tambe´
z˙ = ǫG(z) (4.12)
el seu sistema promitjat. Sigui (fδ(t, x))δ una successio´ de funcions perio`diques de
Lipschitz tals que limδ→0 fδ = f ∀x ∈ D excepte potser en un conjunt de mesura nul·la
i tals que el seu sistema promijtat e´s tambe´ (4.12). Sigui zs un punt hiperbo`lic estable
de (4.12), x∗δ(t) les o`rbites perio`diques solucions de (4.12) garantides pels Teoremes 2.3
i 2.5. Aleshores existeix una o`rbita perio`dica x∗(t) solucio´ de (4.11) tal que
lim
ǫ→0
|x∗(t)− zs| = 0,
i
lim
δ→0
|x∗δ(t)− x∗(t)| = 0.
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Cap´ıtol 5
Aplicacio´ del promig per un
convertidor Buck
5.1 Introduccio´
Considerem el convertidor de la Figura 5.1. Es tracta d’un convertidor CC/CC que
+
−
−
+
iL
L
C
Control
E R
vo
D
h
Figura 5.1: Convertidor Buck
converteix una determinada tensio´ E a una altra vo quan hi ha connectada una certa
ca`rrega resistiva R.
Els para`metres de disseny per una determinada ca`rrega so´n el valor de la capacitat
del condensador, C, la inducta`ncia de la bobina, L, i, el que e´s clau, el control, h, del
transistor per tal de decidir quan aquest romandra` tancat i quan obert.
Tradicionalment, aquest control es realitza mitjanc¸ant el que s’anomena control per
modulacio´ d’amplada de polsos (PWM), que consisteix en comparar dos senyals, tri i
45
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D, i tancar el transistor (h = 1) si D > tri, i obrir-lo (h = 0) en cas contrari.
El propo`sit d’aquest cap´ıtol e´s l’aplicacio´ de les eines aportades per la teoria del promig
exposades als cap´ıtols 2, 3 i 4 per tal de dissenyar la funcio´ D, que, en general, dependra`
del corrent a la bobina i de la tensio´ de sortida a cada instant.
5.2 Equacions del sistema
Suposant que el convertidor treballa en conduccio´ cont´ınua (iL(t) ≥ 0 ∀t ≥ 0) i escollint
com a variables d’estat el corrent a la bobina, iL, i la tensio´ de sortida, vo, les equacions
que modelen el seu comportament so´n

dil
dt
=
1
L
(E · h− vo)
dvo
dt
=
1
C
(
il − vo
R
) . (5.1)
Fent el canvi de variables
x1 =
√
L
C
1
E
il
x2 =
v0
E
,
s’obtenen les equacions adimensionalitzades del sistema per a un convertidor Buck

x˙1 =
1√
LC
(h(t,D(x);T )− x2)
x˙2 =
1√
LC
(x1 − γx2)
(5.2)
on
γ =
1
R
√
L
C
.
Dient
A =
(
0 −1
1 −γ
)
,
b =
(
1
0
)
,
i reescalant el temps segons t =
√
LCTτ , les equacions queden
x˙ = ǫ (Ax+ bh(τ,D(x); β)) E ǫf(τ, x), (5.3)
amb ǫ = T , β = 1√
LC
i, ara, x˙ = d
dτ
x.
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5.3 Control en llac¸ obert
Amb la intencio´ d’aplicar el que s’ha explicat a la seccio´ 3.4, es proposa estabilitzar x2
a un cert valor x∗2 tot suposant primer que D(x) = D e´s constant.
El sentit de fixar x2 e´s que el sistema modela un convertidor de tensio´ cont´ınua a tensio´
cont´ınua, doncs a la pra`ctica te´ sentit fixar la tensio´ de sortida desitjada i representada
per la variable d’estat x2.
Com que el sistema e´s de la forma (3.2), el seu sistema promitjat sera`
z˙ = ǫ (Az + bD) . (5.4)
Com s’ha vist, per tal d’estacionar el sistema original a x∗ = (x∗1, x
∗
2), nome´s cal
demanar, pels Teoremes 2.3, 2.5 i el corol·lari 3.1, que (5.4) tingui un punt cr´ıtic a x∗,
i per tant el sistema (5.3) tindra` una o`rbita perio`dica al voltant d’aquest punt.
Aix´ı, fixant el valor d’x∗2, s’haura` de complir
x∗1 = γx
∗
2
x∗2 = D
∗.
A la figura 5.2 hi ha els resultats de simular els sistemes original i promitjat amb
T = 5 · 10−5seg, R = 8Ω, C = 5−5F, L = 1 · 10−3 H,
on s’ha demanat tambe´ que x2 oscil·li al voltant de 0.3, amb el que
D = 0.3
i
x∗1 = γ0.3 = 0.1677.
Clarament s’observa com el sistema original oscil·la en la component x1 al voltant de
x∗1, i, la segona component tendeix a estacionar-se al valor x
∗
2, per tant, el sistema te´
una o`rbita perio`dica al voltant d’x∗, tal com s’havia previst.
5.4 Control en llac¸ tancat
Es proposa ara aconseguir el mateix resultat pero` mitjanc¸ant una llei de control de
l’estil de l’estudiada a la seccio´ 3.6,
D(x) = D∗ + k1(x1 − x∗1) + k2(x2 − x∗2).
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(b) Tensio´ a la sortida
Figura 5.2: Sistema original i promitjat en llac¸ obert
En aquest cas, el sistema promitjat queda
z˙ = ǫ(Acz + bc), (5.5)
amb
Ac =
(
k1 k2 − 1
1 −γ
)
bc =
(
−k1x∗1 + (1− k2)x∗2
0
)
.
Tal com s’ha demostrat a la seccio´ 4.2, si el sistema (5.4) te´ un punt hiperbo`lic estable
x∗, aleshores el sistema (5.3) tindra` una o`rbita perio`dica estable que, per per´ıodes T
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prou petits, sera` tan propera a a x∗ com es desitgi.
Aix´ı, es proposa fixar la segona component del punt d’equilibri de (5.4)
x∗2 = 0.3,
d’on, aplicant l’equacio´ (3.12), s’obte´
x∗1 = γx
∗
2 = 0.1677
i
D∗ = x∗2 = 0.3.
Ara, demanant que la matriu Ac tingui valors propis amb part real negativa, s’obte´
que les arrels del polinomi caracter´ıtic
P (λ) = λ2 + (γ − k1)λ− k1γ − k2 + 1
han de tenir part real negativa.
A la figura 5.3 s’hi pot veure el resultat de simular els sistemes original i promitjat amb
ǫ = T = 5 · 10−5, k1 = −20 i k2 = −15, que compleixen la condicio´ demanada. Com
es veu a la figura 5.3(b), la tensio´ no convergeix al valor desitjat x∗2 = 0.3, pero`, en
canvi, si es diminueix ǫ, s’observa, tal com mostren les figures 5.4 i 5.5, que el sistema
original tendeix a tenir l’o`rbita perio`dica deistjatda a prop de x∗.
5.5 O`rbites perio`diques en llac¸ tancat
Per tal de comprovar nume`ricament la conjectura enunciada a la seccio´ 4.3, es proposa
canviar la funcio´ grao´ u(s) per la seva aproximacio´ cont´ınua
lδ(s) =


0 si s < −δ
1 si s > δ
s
2δ
+
1
2
si − δ ≤ x ≤ δ
, (5.6)
obtenint aix´ı el sistema
x˙ = ǫ(Ax+ blδ(D(x)− tri(τ ; β)) = ǫfδ(τ, x). (5.7)
A la figura 5.6 hi ha representades les o`rbites perio`diques del sistema (5.7) per a
diferents valors de δ, δ ∈ [10−4, 10−12], i un per´ıode de commutacio´ del transistor de
Pa`gina 50 Memo`ria
0 0.5 1 1.5 2 2.5 3 3.5 4
x 106
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
x
1
τ
(a) Corrent a la bobina
0 0.5 1 1.5 2 2.5 3 3.5 4
x 106
0.18
0.2
0.22
0.24
0.26
0.28
0.3
0.32
τ
x
2
(b) Tensio´ a la sortida
Figura 5.3: Sistema original i promitjat en llac¸ tancat amb T = 5 · 10−5
T = 10−6 (1MHz). Tambe´ hi ha representada l’o`rbita perio`dica del sistema (5.3), on,
clarament, s’acumulen les o`rbites anteriors.
La metodologia seguida per tal de representar aquestes corbes ha consistit en integrar
nume`ricament els sistemes amb condicions inicials x∗ i per a temps prou grans. El
que es pot veure a la figura 5.6 so´n doncs els u´ltims per´ıodes calculats, que es poden
assumir per les o`rbites perio`diques buscades, ja que aquestes solucions hi han de tendir.
D’aquesta manera queda nume`ricament comprovat que
lim
δ→0
x∗δ(τ) = x
∗(τ),
on x∗δ(τ) e´s l’o`rbita perio`dica del sistema (5.7) garantida pels Teoremes 2.3 i 2.5, i x
∗(τ)
e´s l’o`rbita perio`dica de (5.3) garantida pel Teorema 4.2.
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(b) Tensio´ a la sortida
Figura 5.4: Sistema original i promitjat en llac¸ tancat amb T = 5 · 10−6
A les Figures 5.7 a 5.10, hi ha representades diferents simulacions del sistema (4.8)
amb diferents valors de T i δ. Per a cadascuna d’elles es te´ un valor de δ fixat i, de
vermell a blau, les corresponents o`rbites amb valors de T decreixents. S’hi pot observar
que, per a cada δ, a mida que T disminueix, les o`rbites tendeixen a apropar-se al punt
d’equilibri x∗.
E´s interessant tambe´ notar que pels valors me´s grans de δ (Figura 5.7) l’extrem dret
de les o`rbites, que correspon als instants en que D(x) = tri(τ ;T ), e´s me´s suau que per
valors petits (Figures 5.8-5.10). Aixo` e´s degut a que, a mida que δ → 0, la funcio´ lδ
pateix un canvi me´s brusc apropant-se aix`ı a la funcio´ grao´.
En canvi, l’extrem esquerre e´s sempre no diferenciable, ja que correspon als intants
τ = nβ (t = nT ), posant aix´ı de manifest la propietat iii) del sistema fδ enunciada
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Figura 5.5: Sistema original i promitjat en llac¸ tancat amb T = 5 · 10−7
junt amb l’equacio´ (4.6).
Finalment, a la Figura 5.11 hi ha representats els u´ltims valors del resultat d’integrar
el sistema (4.7) per a un temps suficientment gran per a diferents valors de T , remarcant
aix´ı que les o`rbites perio`diques del sistema original s’apropen al punt d’equilibri x∗ a
mida que T → 0.
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Figura 5.6: Successio´ d’o`rbites perio`diques del sistema (4.8) (limδ→0) amb T = 10−6.
En vermell δ = 10−1, en blau δ = 10−14 i en negre δ = 0
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Figura 5.7: Successio´ d’o`rbites perio`diques del sistema (4.8) amb δ = 10−2 i T ∈
(10−3, 6.6−4)
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Figura 5.8: Successio´ d’o`rbites perio`diques del sistema (4.8) amb δ = 10−4 i T ∈
(10−3, 10−10)
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Figura 5.9: Successio´ d’o`rbites perio`diques del sistema (4.8) amb δ = 10−6 i T ∈
(10−3, 10−10)
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Figura 5.10: Successio´ d’o`rbites perio`diques del sistema (4.8) amb δ = 10−8 i T ∈
(10−7, 10−10)
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Figura 5.11: Successio´ d’o`rbites del sistema (4.7) per a T ∈ (10−3, 10−10)
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Cap´ıtol 6
Pressupost i impacte ambiental
El pressupost presentat es desglossa fonamentalment en dos conceptes, recursos humans
i recursos materials. A continuacio´ es descriuen ambdo´s per, me´s endavant, quantificar-
los.
6.1 Recursos humans
Dins aquest concepte s’inclouen el cost de direccio´ del projecte a preu d’enginyer su-
perior realitzat per dues persones, aix´ı com el cost de la realitzacio´ pro`piament.
6.2 Recursos materials
Els recursos materials fan refere`ncia a les segu¨ents partides
• Llice`ncies de programari no lliure Matlab i Maple.
• Costos associats a maquinari necessari per la realitzacio´ del projecte i l’amortitza-
cio´ del equipaments deguda a la seva pe`rdua de valor. El cost per hora d’aquests
s’estima en 0.583 e/h, que inclou tant la inversio´ inicial com el cost de l’energia
ele`ctrica consumida.
Pel que fa a l’amortitzacio´, se sap que la inversio´ inicial de l’ordinador porta`til
ha estat de 1200 e, i se suposa una amortitzacio´ lineal en 5 anys. D’altra banda
s’han emprat 12 mesos per realitzar el projecte.
• Finalment, s’inclouen totes les despeses de material d’oficina, que es reduixen a
la impressio´ del projecte, ja que les correccions han estat realitzades en format
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electro`nic.
6.3 Resum de costos
A la segu¨ent taula es reflexen els costos separats segons els conceptes especificats als
punts anteriors.
Preu per hora (e/h) Temps (h) Total (e)
Recursos humans
Realitzacio´ del projecte 21.00 480.00 10800.00
Direccio´ del projecte 70.00 2x50.00 7000.00
17080.00
Recursos materials
Programari
Matlab 1600.00
Maple 1035.00
2635.00
Maquinari
Utilitzacio´ de l’ordinador 0.58 480.00 279.84
Amortitzacio´ 100.00
379.84
Material d’oficina
Impressio´ i enquadernacio´ 116.70
Altres 10.00
126.70
Total 20221.54
IVA (+16%) 3235.45
Pressupost total 23456.99
6.4 Impacte Ambiental
Degut a la naturalesa del projecte, modelitzacio´ matema`tica i simulacions nume`riques,
no s’ha generat un impacte ambiental apreciable, a excepcio´ dels recursos materials
emprats i el consum energe`tic requerit.
Les te`cniques de control proposades so´n les que es fan servir a la realitat, doncs aquest
projecte nome´s prete´n justificar-les.
Conclusions i futur treball
En aquest projecte s’ha exposat els resultats cla`ssics de la Teoria del Promig i s’ha
aplicat al disseny del control de convertidors de pote`ncia modelats per sistemes de la
forma x˙ = Ax+ bh.
En el cas del disseny en llac¸ obert, quan el control no depe`n de les variables d’estat, l’u´s
del sistema promitjat simplifica notablement els ca`lculs, ja que simplement imposant
que el sistema promitjat tingui un punt cr´ıtic estable, la teoria garanteix que el sistema
original posseeix una o`rbita perio`dica estable. Amb el recolzament del promig general,
s’ha vist com aquesta o`rbita oscil·lara` sempre al voltant d’aquest punt, i que aquest es
trobara` al “centre” de l’o`rbita. A me´s, l’amplitud de les oscil·lacions d’aquesta o`rbita
disminueix a mesura que la frequ¨e`ncia del senyal triangular que governa el control del
transistor augmenta.
En el cas del llac¸ tancat, la teoria permet tambe´ l’u´s del sistema promitjat, pero` nome´s
garanteix la proximitat de les solucions d’amdo´s sistemes per a frequ¨e`ncies prou ele-
vades (ǫ petit), ja que l’existe`ncia d’una o`rbita perio`dica dels sistema original no esta`
provada.
D’altra banda, s’ha vist com, aproximant els sistema en llac¸ tancat per sistemes prou
regulars, s’obte´ una successio´ d’o`rbites perio`diques. Si es pogue´s provar que aquestes
o`rbites tendeixen a una altra i que e´s solucio´ del sistema original, aleshores es podria
garantir l’existe`ncia d’una o`rbita perio`dica del sistema original si el seu promitjat te´
un punt cr´ıtic estable, i que aquesta s’hi aproxima per a frequ¨e`ncies prou elevades.
Finalment, s’ha fet simulacions per a un convertidor buck que corroboren totes les
conclusions que s’ha exposat, especialment l’existe`ncia de l’o`rbita perio`dica del sistema
original, tot i que aquesta no oscil·la al votant del punt cr´ıtic del sistema original, com
passava en llac¸ obert.
De cara a futur treball, es proposa provar que el l´ımit de la successio´ d’o`rbites
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perio`diques obtingudes mitjanc¸ant la regularitzacio´ del sistema existeix, i que, a me´s,
e´s solucio´ del sistema original.
D’altra banda, s’ha vist que no e´s possible obtenir un sistema promitjat de segon ordre
pel sistema en llac¸ tancat, pero` s´ı que ho e´s pels sistemes regularitzats. Suposant que
les solucions d’aquests tendeixen a les solucions de l’original, es proposa calcular-ne els
promitjos de segon ordre i els seus punts fixos per tal de millorar-ne el control, ja que
aquests haurien de ser me´s propers al centre de l’o`rbita que els del promig de primer
ordre.
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Ape`ndix A
Promig General a sistemes de la
forma x˙ = ǫ (Ax + bh)
A.1 Obtencio´ de les funcions Gi(y)
Procedint com a la seccio´ 2.4, apliquem el canvi
x = y +
n∑
i=1
Ψi(y, τ)ǫ
i + Ψ˜(y, τ, ǫ) (A.1)
al sistema
x˙ = ǫ (Ax+ bh(τ ;D, β)) (A.2)
de manera que es converteix en
y˙ =
n∑
i=1
Gi(y)ǫ
i + G˜(y, τ, ǫ), (A.3)
complint-se G˜(y, τ, ǫ) = O(ǫn+1) i Ψ˜(y, τ, ǫ) = O(ǫn+1).
Derivant (A.1) i fent servir (A.2) i (A.3), obtenim
ǫ
[
A
(
y +
n∑
i=1
Ψiǫ
i + Ψ˜
)
+ bh
]
= (Ay + bh) ǫ+
n∑
i=2
AΨi−1ǫ
i + ǫAΨ˜ =
= y˙ +
n∑
i=1
ǫi
∂Ψi
∂τ
+
n∑
i=1
ǫi
∂Ψi
∂y
y˙ +
∂Ψ˜
∂t
+
∂Ψ˜
∂y
y˙ =
=
n∑
i=1
ǫiGi + G˜+
n∑
i=1
ǫi
∂Ψi
∂τ
+
n∑
i=1
ǫi
∂Ψi
∂y
(
n∑
i=1
ǫiGi + G˜
)
+
∂Ψ˜
∂τ
+
∂Ψ˜
∂y
(
n∑
i=1
ǫiGiG˜
)
=
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=
n∑
i=1
ǫi
(
Gi +
∂Ψi
∂τ
)
+
n∑
i=1
ǫi
∂Ψi
∂y
·
n∑
i=1
ǫiGi + G˜
n∑
i=1
ǫi
∂Ψi
∂y
+
∂Ψ˜
∂τ
+
∂Ψ˜
∂y
(
n∑
i=1
ǫiGi + G˜
)
Dient
R = G˜
n∑
i=1
ǫi
∂Ψi
∂y
+
∂Ψ˜
∂τ
+
∂Ψ˜
∂y
(
n∑
i=1
ǫnGi + G˜
)
− ǫAΨ˜,
s’obte´
(Ay + bh) ǫ+
n∑
i=2
AΨi−1ǫ
i =
n∑
i=1
(
Gi +
∂Ψi
∂τ
)
ǫi +
n∑
i=1
n∑
j=1
(
∂Ψi
∂y
Gj
)
ǫi+j +R,
d’on
ǫ1 : Ay + bh = G1 +
∂Ψi
∂τ
(A.4)
ǫk : AΨk−1 = Gk +
∂Ψk
∂τ
+
k−1∑
j=1
∂Ψj
∂y
Gk−1, 1 < k < n. (A.5)
Integrant l’equacio´ (A.4) de 0 a β i fent servir que∫ β
0
∂Ψi
∂τ
dτ = 0,
s’obte´
G1(y) =
1
β
∫ β
0
Ay + bhdτ = Ay +
1
β
∫ Dβ
0
1dτ = Ay + bD. (A.6)
Ara, per obtenir la funcio´ Ψ1(y, τ), nome´s resta fer
Ψ1(y, t) =
∫ τ
0
(Ay + bh−G1) dτ +K1,
on K1 s’escull de manera que Ψ1(y, τ) tingui promig nul en un per´ıode i aix´ı les funcions
x i y tinguin el mateix promig. El ca`lcul d’aquesta funcio´ es pot veure a l’ape`ndix A.2,
resultant
Ψ1(τ) = b
[
(τ mod β)(h−D) +Dβ(1− h)− Dβ
2
(1−D)
]
(A.7)
En general, per obtenir la funcio´Gk(y), procedim igual que abans integrant l’equacio´
(A.5) en un per´ıode, obtenint
A
©©
©©
©©
*0∫ β
0
Ψk−1dτ =
∫ β
0
Gk(y)dτ +
©©
©©
©©
*0∫ β
0
∂Ψk
∂τ
dτ +
k−1∑
j=1
∫ β
0
∂Ψj
∂y
Gk−jdτ,
d’on
Gk(y) = − 1
β
k−1∑
j=1
Gk−j(y)
∫ β
0
∂Ψj
∂y
dτ. (A.8)
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Com la funcio´ Ψ1(τ) definida a l’equacio´ (A.7) no depe`n de y, G2(y) queda
G2(y) = − 1
β
G1
∫ β
0 ½
½
½
½>
0
∂Ψ1(τ)
∂y
dτ = 0,
i, per tant, segons (A.8),
Gk(y) = 0, ∀i > 1.
Aix´ı, en aquest cas e´s fa`cil obtenir una expresio´ expl´ıcita per totes les funcions Ψi(y, τ)
amb 1 < i < n, de l’equacio´ (A.5) s’obte´ l’equacio´ recorrent
Ψi(τ) =
∫ τ
0
AΨi−1(t)dt+Ki
A.2 Ca`lcul de Ψ1(y, t) per a sistemes de la forma
x˙ = ǫ(Ax + bh)
Com hem vist, per trobar l’expresio´ expl´ıcita de Ψ1(y, τ), nome´s cal resoldre la integral
Ψ1(y, τ) =
∫ τ
0
f(y, t)−G1(y)dt+K1.
Fent servir les expresions (A.2) i (A.6) obtenim
Ψ1(y, τ) =
∫ τ
0
(h(t; β,D)− bD) dt+K1 = b
∫ τ
0
h(t; β,D)dt︸ ︷︷ ︸
I1
−bDτ +K1
I1 =
∫ τ−τ mod β
0
hdt︸ ︷︷ ︸
I2
+
∫ τ
τ−τ mod β
hdt︸ ︷︷ ︸
I3
I2 =
τ − τ mod β
β︸ ︷︷ ︸
n
Ts
T
β︸︷︷︸
l
= (τ − τ mod β)D,
on n e´s el nombre de per´ıodes enters que hi ha a l’interval [0, τ ], i l e´s la longitud de
l’interval en que h = 1.
Com h e´s β-perio`dica
I3 =
∫ τ mod β
0
hdt =
{
τ mod β si τ mod β < Dβ
Dβ si τ mod β ≥ Dβ =
= (τ mod β −Dβ)h+Dβ.
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Ajuntant totes les integrals s’obte´
Ψ1(y, τ) = Ψ1(τ) = b [τ mod β(h−D) +Dβ(1− h)] +K1.
Ara, imposant que Ψ1(τ) tingui promig nul en un per´ıode obtindrem el valor de K1.
0 =
∫ β
0
[b [h · (τ mod β −Dβ)− τ mod βD] +K1] dτ =
∫ Dβ
0
bh · (τ mod β −Dβ)dτ +
∫ β
0
(−bτ mod βD + bDβ +K1) dτ =
b
∫ Dβ
0
1 · (τ −Dβ)dτ − bβ
2D
2
+ bDβ2 +K1β =
= β
[
b
Dβ
2
(1−D) +K1
]
.
Aix´ı doncs,
K1 = −bDβ
2
(1−D).
Ape`ndix B
Demostracio´ del Teorema del
promig pel cas de llac¸ tancat
B.1 Lemes previs
Per tal de veure la demostracio del teorema 4.1, so´n necessaris els segu¨ents lemes, la
demostracio´ dels quals es poden veure als ape`ndixs de [6].
Lema B.1. Siguin g1, g2 : R
n −→ R dues funcions. Suposem que, per qualsevol x ∈ Rn,
g1(x) ≤ g2(x).
Aleshores, ∀x ∈ Rn, ∀T > 0 i ∀t ∈ R, la segu¨ent desigualtat e´s sempre certa
u(g1(x)− tri(t, T )) ≤ u(g2(x)− tri(t, T )).
Lema B.2. Suposem que x(t) i y(t) so´n solucions de les equacions
x(t) = x(t0) +
∫ t
t0
[f0(x(s)) + f1(x(s))h(x(s))] ds
y(t) = y(t0) +
∫ t
t0
[f0(y(s)) + f1(y(s))D(y(s))] ds,
respectivament. Aleshores, ∀t ∈ [t0, L], L ≥ t0, es te´
|x(t)| ≤ |x(t0)|ek1(t−t0)+k2(t−t0)
|y(t)| ≤ |y(t0)|ek1(t−t0)+k2(t−t0),
on ki so´n les constants de Lipschitz de fi.
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Lema B.3. Siguin g1, g2 : R
n −→ R dues funcions cont´ınues tals que 0 ≤ g1(x) ≤ 1
i 0 ≤ g2(x) ≤ 1. Suposem que x˜(t) e´s una funcio´ constant a trossos tal que 0 ≤
g1(x˜(t))− g2(x˜(t)) ≤ δ per algun δ > 0 i ∀t ∈ [t0, L], L > t0.
Aleshores, per qualsevol constant L > t0 i qualsevol σ > 0, existeix una constant
T0 = T0(σ, L) tal que, ∀T ∈ (0, T0],∫ t
t0
|u(g1(x˜(s))− tri(s, T ))− u(g2(x˜(s))− tri(s, T ))|ds ≤ σ + δ(t− t0).
B.2 Demostracio´ del Teorema
Tot seguit es mostra la prova del Teorema 4.2 pel cas d’un transistor (N = 1).
Siguin els sistemes
x(t) = x(t0) +
∫ t
t0
[f0(x(s)) + f1(x(s))h(x(s))] ds (B.1)
i
y(t) = y(t0) +
∫ t
t0
[f0(y(s)) + f1(y(s))D(y(s))] ds (B.2)
les version integrals del sistema original i el seu promitjat.
Es defineixen els operadors J,W : Rn −→ Rn com
(Jx)(t) = x(t0) +
∫ t
t0
[f0(x(s)) + f1(x(s))h(x(s), s)] ds
(Wx)(t) = y(t0) +
∫ t
t0
[f0(y(s)) + f1(y(s))D(y(s))] ds.
Com la solucio´ de (B.1) e´s cont´ınua, es pot aproximar per funcions cont´ınues a trossos.
Considerem dues funcions a trossos x˜i(t), i = 1..2, tals que, ∀t ∈ [t0, L],
0 ≤ D(x(t))−D(x˜1(t)) ≤ δ1
i
|fi(x(t))− fi(x˜i(t))| ≤ δi, i = 0..1.
Com fi i D(x) so´n de Lipschitz, aquestes funcions x˜i existeixen per qualsevol δi.
Definim
(Jx˜)(t) = x(t0) +
∫ t
t0
[f0(x˜0(s)) + f1(x˜1(s))h(x˜1(s)), s)] ds,
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i considerem, aplicant la desigualtat triangular,
|(Jx)(t)− (Jx˜)(t)| ≤
∫ t
t0
|f0(x(s))− f0(x˜0(s)|︸ ︷︷ ︸
≤δ0
ds+
+
∫ t
t0
|f1(x(s))− f1(x˜1(s)|︸ ︷︷ ︸
≤δ1
· |h(x(s), s)|︸ ︷︷ ︸
≤1
ds+
∫ t
t0
|f1(x˜1(s)|·|h(D(x(s)), s)−h(D(x˜1(s), s)︸ ︷︷ ︸
h˜
|ds.
Ara, fent servir que, pel lema B.2, |f1(x˜1(t)| ≤M, ∀t ∈ [t0, L] i |h| ≤ 1, es te´
|(Jx)(t)− (Jx˜)(t)| ≤ δ0(t− t0) + δ1(t− t0) +M
∫ t
t0
|h− h˜|ds ≤
≤ 2δ0(t− t0) +M
∫ t
t0
|h− h˜|ds, ∀t ∈ [t0, L],
on, sense pe`rdua de generalitat, s’ha suposat que δ0 ≥ δ1.
Com D(x˜1(t)) ≤ D(x(t)) ≤ D(x˜1(t))+δ1, es defineix una nova funcio´ constant a trossos
Ψ1(x˜1(t)) = min {1, D(x˜1(t)) + δ1}, d’on
D(x˜1(t) ≤ D(x(t)) ≤ Ψ1(x˜1(t)).
Ara, pel lema B.1, es te´
|(Jx)(t)− (Jx˜)(t)| ≤ 2δ0(t− t0) +M
∫ t
t0
|u(Ψ1(x˜1(s))− tri)− u(D(x˜1(s)− tri)|ds,
i, pel lema B.3,
|(Jx)(t)− (Jx˜)(t)| ≤ 2δ0(t− t0) +M [σ1 + δ1(t− t0)] = σ + γ1(δ), ∀T ∈ (0, T0),
on σ → 0 quan T → 0, δ = [δ0, δ1] i γ1(δ) → 0 quan δi → 0.
Similarment, es te´
|(Wx˜)(t)− (Wx)(t)| ≤
∫ t
t0
|f0(x˜0(s))− f0(x(s))|ds+
+
∫ t
t0
|f1(x˜1(s)| · |D(x˜(s))| −D(x(s))|ds+
∫ t
t0
|D((x(s))| · |(f1(x˜(s))− f1(x(s))|ds.
Com |f1| ≤M ∀t ∈ [t0, L] i |D| ≤ 1, es te´
|(Wx˜)(t)− (Wx)(t)| ≤ δ0(t− t0) +Mδ1(t− t0) + δ1(t− t0) ≤ γ2(δ), ∀t ∈ [t0, L].
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Clarament, γ2(δ) → 0 quan δi → 0.
Considerem ara la desigualtat
|(Jx)(t)− (Wx)(t)| ≤ (Jx)(t)− (Jx˜)(t)|+ |(Jx˜)(t)− (Wx˜)(t)|︸ ︷︷ ︸
≤β pel lema 5
+
+ |(Wx˜)(t)− (Wx)(t)|︸ ︷︷ ︸
≤γ2(δ)
,
que e´s certa ∀t.
Fent servir el lema B.3, ∀σ, β i L existeix T0 = T0(σ, β, L) tal que, ∀T ∈ (0, T0], es
compleix
|(Jx)(t)− (Wx)(t)| ≤ σ + β + γ1(δ) + γ2(δ), ∀t ∈ [t0, L],
on σ i β → 0 quan T → 0.
Les constants γ1(δ) i γ2(δ) es poden fer arbitra`riament petites fent que x˜i aproximi x
tant com sigui necessari, doncs es pot assumir que δi → 0, i, per tant,
|(Jx)(t)− (Wx)(t)| ≤ η, ∀t ∈ [t0, L],
on η = σ + β → 0 quan T → 0.
Finalment, considerem
|x(t)− y(t)| = |(Jx)(t)− (Wy)(t)| ≤
≤ |(Jx)(t)− (Wx)(t)|+ |(Wx)(t)− (Wy)(t)|.
En general, es te´
|(Wx)(t)− (Wy)(t)| ≤ |x(t0)− y(t0)|+
∫ t
t0
|f0(x(s))− f0(y(s))|ds+
+
∫ t
t0
|f1(x(s))| · |D(x(s))−D(y(s))|ds+
∫ t
t0
|D(y(s))| · |f1(x(s))− f1(y(s))|ds.
Com fi i D so´n de Lipschitz amb constants ki i mi, respectivament, i 0 ≤ D ≤ 1, s’obte´
|(Wx)(t)− (Wy)(t)| ≤ |x(t0)− y(t0)|+ (Mm+ k1 + k2)
∫ t
t0
|x(s)− y(s)|ds.
Dient K = Mm+ k1 + k2, es te´
|x(t)− y(t)| ≤ |x(t0)− y(t0)|+ η +K
∫ t
t0
|x(s)− y(s)|ds.
Ara, pel Lema de Gronwall, Lema 2.1, dient v(t) = |x(t)−y(t)|, c(t) = |x(t0)−y(t0)|+η
i u(t) = K, es te´
|x(t)− y(t)| ≤ (|x(t0)− y(t0)|+ η)eK(t−t0), ∀T ∈ (0, T0) t ∈ [t0, L].
Ape`ndix C
Aproximacio´ del sistema original
per sistemes de Lipschitz
C.1 Ca`lcul del promig del sistema ǫfδ
Com e´s equivalent, es mostrara` el ca`lcul de Gδ en la variable t enlloc de τ , doncs es
fara` servir T enlloc de β.
Gδ =
1
T
∫ T
0
fδdt =
1
T
∫ T
0
Ax+ blδdt = Ax+ b
1
T
∫ T
0
lδdt︸ ︷︷ ︸
I1
I1 =
1
T
[∫ DT−δ
0
1dt+
∫ DT+δ
DT−δ
((
D − t mod T
T
)
1
2δ
+
1
2
)
dt+
∫ T
DT+δ
0dt
]
=
=
1
T
[
DT − δ + D + δ
½½2δ
(©©DT + ¢δ −©©DT + ¢δ)−
∫ DT+δ
DT−δ
t mod T
2δT
dt
]
=
=
1
T
[
DT +D −
∫ DT+δ
DT−δ
t
2δT
dt
]
=
=
1
T
[
D(T + 1)− 1
4δT
[
(DT + δ)2 − (DT − δ)2]] =
=
1
T
[
D(T + 1)− 1
©©4δT
¢4¢δD¡T
]
= D,
amb el que
Gδ = Ax+ bD.
71
Pa`gina 72 Memo`ria
C.2 Fita de ∂fδ∂x
Essent lδ(s), s ∈ R, definida a 4.5, l’aproximacio´ cont´ınua de la funcio´ grao´ u(s),
l’aproximacio´ fδ del camp f en llac¸ tancat queda
fδ(t, x) = Ax+ blδ(D(x)− tri(t; β),
on
D(x) = D∗ + k(x− x∗),
k = (k1, k2).
Aix´ı, en ser
dlδ
ds
≤ 1
2δ
, el camp fδ tambe´ e´s fitat amb fita∣∣∣∣∂fδ∂x
∣∣∣∣ =
∣∣∣∣A+ b∂lδ∂x
∣∣∣∣ <
∣∣∣∣A+ b 12δ ∂(D(x)− tri(t))∂x
∣∣∣∣ <
<
∣∣∣∣A+ b 12δ (k1, k2)
∣∣∣∣ .
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