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Abstract
Using the Weyl-Tetrode-Fock tetrad formalism, the problem of the fermion
triplet in the external monopole field (’t Hooft-Polyakov’s) is examined all over
again. Spherical solutions corresponding to the total conserved momentum Ji =
(li + Si + Ti), are constructed. The (θ, φ)-dependence is expressed in terms of
the Wigner’s functions Dj−m,±1/2(φ, θ, 0) and D
j
−m,±3/2(φ, θ, 0). The radial system
of 12 equations decomposes into two sub-systems (each of them has 6 equations)
by diagonalizing some complicated inversion operator (acting on Lorentzian and
isotopic coordinates: NˆS. = ( πˆ ⊗ Πˆbisp. ) ⊗ Pˆ . The case of minimal j = 1/2 is
considered separately. Further and more detailed analysis has been accomplished
for the case of simplest external monopole-like field, namely, the one produced by
putting the Dirac monopole potential into the non-Abelian scheme. Now, a discrete
operation being able to be diagonalized, contains an additional complex parameter
A : NˆAS. = ( πˆA ⊗ Πˆbisp. ) ⊗ Pˆ . The same quantity enters (as a parameter) basic
wave functions. Evidently, this quantity can manifest itself at calculating matrix
elements of some physical observables < ΨAjmδ | Gˆ | ΨAj′m′δ′ >. In particular, there
have been analyzed the NA-parity selection rules arisen , those depending on this
A-parameter explicitly. As shown in the paper, such an A-freedom pointed is a spe-
cific consequence of that there exists additional matrix operations (symmetry of the
relevant Hamiltonian). In the Cartesian isotopic gauge, the discrete NA-operation
depends on space coordinates explicitly:
NˆACart. =
(
exp( iA ~t ~nθ,φ ) Πˆvect.
)
⊗ Πˆbisp. ⊗ Pˆ .
The wave functions considered exhibit else one kind of freedom (named as B-
freedom and associated in turn with its own symmetry transformations acting on
the Hamiltonian). The entering of those A and B parameters looks most neatly in
the Schwinger unitary gauge: (δ = ±1):
ΨA,Bjmδ(x) =
[
T+1 ⊗ Φ+jm(x) + eiB T0 ⊗ Φ0jm(x) + eiA δ T−1 ⊗ Φ−jm(x)
]
There has been examined the form of the transformation introduced: U(A′′ → A′)
and U(B′′ → B′), relating all possible basic wave functions associated with different
values of A and B; their explicit forms are calculated in the unitary and Cartesian
gauge.
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1. Introduction
The puzzle of monopole seems to be one of still yet unsolved problems of particle physics.
Apparently, together with the search of new decided experiments and solutions of some
nonlinear systems of equations, the task of analyzing already established results is worth
attention too. So, the basic frame of the present investigation will be analysis of particle
isotopic triplet with Lorentz spin S = 1/2 (earlier a similar approach was developed for
the doublet case [1]; the triplet case looks in some aspect like the doublet one except there
exist quite noticeable distinctions resulting from other isotopic structure of the triplet case
which provides some novel physical features.
Some remarks on techniques used below might be of help ; let us give them. The in-
novations of the present treatment consists in utilizing, instead of the so-called monopole
harmonics formalism [2-11], the most conventional Wigner’s D-function techniques [12-
19], and what is more, in applying the generally relativistic tetrad formalism of Tetrode-
Weyl-Fock-Ivanenko (TWFI) [20-29]. Unification through the use of the generalized
Schro¨dinger’s basis [29] will apparently simplify the real calculations carried out. In
addition, the latter makes possible to reveal connection between the monopole topics and
the Pauli’s investigation [30] concerning the problem of allowable spherically symmetric
wave functions in quantum mechanics; his results bear on the Dirac’s eg-quantization
condition (e and g are respectively an electric and magnetic charge).
After those opening and general statements, some more particular remarks referring
to the present study and delineating its contains are to be given. In Sec. 1, a starting
form of the relevant wave equation is specified by choosing particular bases simultaneously
in the tetrad and isotopic frames; those are respectively the spherical tetrad basis and
isotopic Schwinger’s (about terminology used see in Supplement A). The radial equations
found by separation of variables are rather complicated. We simplify them by searching
a suitable operator which could be diagonalized simultaneously with the ~j2 and j3. As
well known, the usual space reflection (P -reflection) operator for a bispinor field has to be
followed by certain transformation in the isotopic space so that a required quantity could
be constructed. However, the solution of this problem known to date is not general as
much as possible: some possibilities have remained unused. For this reason the question
of reflection symmetry [31-59] in the particle triplet-monopole system is examined here
in full detail. As a result we find that there exist two different possibilities depending on
what type of external monopole potential is analyzed. So, in case of the simplest one [60]
that can be regarded as result of embedding the Abelian potential into the non-Abelian
scheme the composite reflection operator NˆA is determined ambiguously: it depends on an
arbitrary complex numerical parameter A, (eiA 6= 0). In turn, if we treat the non-trivial
monopole case [61-63]), this eiA must be equated to 1.
Else one problem deserving to be mentioned concerns distinctions between the Abelian
and non-Abelian monopoles. We draw attention to the fact that, in the non-Abelian case,
two systems: a free triplet and a triple affected by monopole potential (wether a trivial
or not-trivial one), they have their spherical symmetry operators ~j2, j3 identically alike.
Correspondingly, in both these cases, isotriplet wave functions do not vary at all in their
dependence on angular variables θ, φ . This non-Abelian wave functions’ property sharply
contrasts with the Abelian one where both electronic wave functions and corresponding
symmetry operators undergo significant transformations in the external monopole field
(Djmm′ designates the Wigner’s D-functions; the value eg = 0 relates to the free electronic
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case):
Jeg1 = l1 +
(iσ12 − eg) cosφ
sin θ
, Jeg2 = l2 +
(iσ12 − eg) sinφ
sin θ
, Jeg3 = l3 (1.1)
Φegjm(t, r, θ, φ) =
e−iǫt
r


f1(r) D
j
−m,eg−1/2(φ, θ, 0)
f2(r) D
j
−m,eg+1/2(φ, θ, 0)
f3(r) D
j
−m,eg−1/2(φ, θ, 0)
f4(r) D
j
−m,eg+1/2(φ, θ, 0)

 (1.2)
In other words, we may state that one of the fundamental features underlying the theory
of the non-Abelian monopole is that such a field does not destroy (or does not touch)
the angular dependence which is dictated solely by isotopic structure arguments. In that
sense, it represents an analogue of a spherically symmetric Abelian potential Aµ(x) =
(A0(r), 0, 0, 0) rather than the Abelian monopole potential Aµ(x) = (0, 0, 0, Aφ = g cos θ).
In that connection we might draw attention to the fact that the designation itself monopole
anticipates interpretation of the vector triplet A(a)µ (x) as carrying, in a new situation, the
old Abelian monopole quality and essence, although a real degree of their similarity would
be much less that one might expect.
In Sec. 3, we proceed further with the reflection symmetry and give some attention
to the question of explicit form of the above operator NˆS.α (here the sign S. stands for the
Schwinger’s isotopic gauge) in some other isotopic gauges. There is no reason a priori
to choose a unique gauge as more preferred that all others; the particular choice above
was dictated by convenience only. That restriction can easily be relaxed, for example, by
demonstration of several more gauges. We are chiefly interested in the Dirac unitary and
Cartesian gauges (as the most frequently used in the literature).
In Sec. 4, because the matter of discrete (in particular, P -inversion) always gets
much attention on many physical reasons (in non-Abelian as well as Abelian theories) and
because the freedom in choosing a discrete operator Nˆa seems at first glance rather unusual
and even puzzled, we proceed with further studying monopole-affected manifestations of
that symmetry. In the Abelian case, because of the well known monopole P -violation,
electronic wave function in monopole field do not obey a fundamental structural condition
Ψegǫjmδ(t,−~r) = ( matrix ) Ψegǫjmδ(t,+~r) (1.3a)
which does guarantee the existence of the parity selection rules. Instead, only the following
Ψegǫjmδ(t,−~r) = ( matrix ) Ψ−egǫjmδ(t,+~r) (1.3b)
holds. It should be noted that in the literature there have been several suggestions
as to how obtain a certain (formal) covariance of the monopole situation with respect
to the P -symmetry. A single actual outcome of such attempts is that all those really
imply the pseudoscalar character (under P -inversion) of a magnetic charge. To avoid
misunderstanding, one thing should be noticed: the use of various gauges at description
of the monopole (Dirac, Schwinger, Wu-Yang’s and so on) brings some peculiarities to
this. Indeed, in Schwinger representation, a pseudo-scalar nature of a magnetic charge has
usual sense, whereas the same situation in two other gauges seems like as if the common
P -operation needs to be additionally improved through slight alterations (those latter
3
can be found from the involved gauge transformations). But, admittedly, pseudoscalar-
based suggestions do not permit to overcome the non-existence of the discrete symmetry
selection rules for matrix elements at considering one particle problem in a fixed monopole
potential. In contrast to the Abelian monopole case, the non-Abelian situation is quite
different: a relation with the required structure there exists (at first, just the case NˆA=0
-symmetry is analyzed)
Ψtripletǫjmδ (t,−~r) = ( matrix ) Ψtripletǫjmδ (t,+~r) (1.4)
correspondingly NA=0-parity selection rules may be produced; we give some details on this
matter. We consider the question of how the complex parameter A being involved into Nˆa-
operator and corresponding triplet wave functions can manifest itself in matrix elements.
To this end, an explicit expression for possible matrix elements is looked into. As a
natural and simple illustration, the above problem of parity selection rules is investigated
again, but now depending on that A-background. Taking in mind the class of composite
physical observables, that in general may have some inclusive constituent structure, a
new definition of composite scalars and pseudoscalars with respect to the above NˆA-
operation naturally occurs. At this, different values of A will lead to different concepts
of scalars and pseudoscalars. Correspondingly, NA-parity selection rules arising in sequel
for matrix elements (certainly if an observable belongs to the class of those NA-scalars or
pseudoscalars) differ basically from each other.
In Sec. 5 we are especially interested in the question: where does the above ambiguity
come from? It is quite easily understandable that this possibility is closely connected with
the fact of decoupling of three isotopic components in the wave equation itself, so that one
may change independently three isotopic amplitudes and in the same time not destroy
already given j,m-structure, only touching the NA-structure. In more physically oriented
studies, that possibility may be thought of in terms of electric charge’s characteristics of
different isotopic components; namely, together with jˆ2 and j3, the third component of
isotopic spin t3 (electric charge operator) may be diagonalized upon the wave functions
Ψǫjm. In addition, the situation can be thought of in terms of a hidden symmetry: there
are two operators, t3 and NˆA, commuting with the Hamiltonian but not commuting with
each other. For the present paper’s purposes just it is an additional symmetry-based
formal approach that seems more appropriate and really being made of use. So, just on
those aspects of the problem we are going to concentrate further analysis. Thus, it is
noted that every particular value A merely governs basis states ΨAǫjmδ(x) with no change
in the whole functional space; connection between different bases
ΨA
′
ǫjmδ(x) = V (A
′, A)ΨAǫjmδ(x)
can be factorized as follows (for more detail on the used designations see in Sec. 5)
V (A′, A) = e+i
A′−A
2 D(A′ − A) ∆(A′ − A) , (1.5a)
Two of these operations vary in their acting on particular components of the triplet wave
functions and also vary in their affecting the NˆA-operator
∆ NˆA ∆
−1 = NˆA′ but D NˆA D
−1 = NˆA (1.5b)
but both of two do not change the composite momentum components. The second relation
in (1.5b) implies that, though such a D-symmetry can potentially prove itself in explicit
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expressions for matrix elements (analogously the A-symmetry), this cannot happen to the
N -parity selection rules because the D-symmetry does not affect the NˆA-operator.
The acting of D- and ∆-transformations may be spelled out in a straightforward way.
Let a general wave function for the triplet be
Ψ
A(B)
ǫjmδ (x) = [ T+1 ⊗ Φ(+)(x) + eiB T0 ⊗ Φ(0)(x) + δeiA T−1 ⊗ Φ(−)(x) ] (1.6a)
then the operations ∆(Γ) and D(Γ) will act on those functions (1.6a) according to
Ψ
A′(B)
ǫjmδ (x) = ∆(A
′ − A) ΨA(B)ǫjmδ (x) , ΨA(B
′)
ǫjmδ (x) = D(B
′ − B) ΨA(B)ǫjmδ (x) (1.6b)
with no connections between (B′ − B) and (A′ − A): those perimeters are completely
independent.
The operation ∆(A′−A) in itself represents one-parametric rotation belonging to the
complex 3-dimensional group SO(3.C); the D(B′ − B) in turn is a certain ‘conformal’
transformation in isotopic space. As may be thought, useful and somewhat intriguing are
their respective forms in Cartesian isotopic gauges, which are calculated. It is explicit
dependence on angular coordinate θ, φ that makes them so exciting and not trivial in
appearance:
∆Cart.(A′ − A) = exp[ iA
′ − A
2
~t ~nθφ ] , D
Cart.(Γ) = [ I + ( e−iΓ − I )t˜0 ] (1.6c)
where t˜0 is a θ, φ-dependent matrix.
It may be repeated else one time and stressed that both these symmetry op-
erations occur only if the case of special monopole potential is at hand; instead,
for the ’t Hooft-Polyakov potential as well as for the free isotopic triplet case
no such additional symmetries (tied with the operators ~j2, j3) will arise. This
latter seems quite natural in the light of the genuinely non-Abelian monopole
presence and less natural or even somewhat strange as being concerned to the
free triplet system. Indeed, this mean that we have come to be able to diago-
nalize an electric charge operator in the special monopole field and cannot do
so in the other (monopole free) situation. In any case, just this shows that the
case of triplet in the simplest nonopole potential exhibits quite definite features
which set it apart from the other systems.
2. Separation of variables and discrete operator
The basic tetrad-based equation (see in Supplement A)
[ iγα(x) ( ∂α + Γα(x) − ie ta W aα(x) ) − (m + κ Φa(x) ta ) ] Ψ(x) = 0 (2.1)
at the use of Schwinger unitary gauge in isotopic space and the spherical tetrad basis,
takes the form [
γ0 ( i∂t + erF (r) t
3) + iγ3 (∂r +
1
r
) +
1
r
Σθ,φ +
+
1
r
(er2K(r) + 1) (γ1 ⊗ t2 − γ2 ⊗ t1) − (m + κrΦ(r)t3)
]
ΨS. = 0 , (2.2a)
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where
Σθ,φ =
[
iγ1 ∂θ + γ
2 i∂φ + (iσ
12 + t3) cos θ
sin θ
]
. (2.2b)
The Dirac matrices γα are chosen in the Weyl spinor representation; the isotopic ones ta
are specified in the so-called cyclic basis
t1 =
1√
2

 0 1 01 0 1
0 1 0

 , t2 = 1√
2

 0 −i 0i 0 −i
0 i 0

 , t3 =

 1 0 00 0 0
0 0 −1

 .
Having giagonalized the operators jˆ2 and j3, the wave functions with quantum numbers
j,m are constructed as
ΨS.ǫjm(t, r, θ, φ) =
1
r
e−iǫt × (2.3)

 T+1 ⊗


f1D−3/2
f2D−1/2
f3D−3/2
f4D−1/2

 + T0 ⊗


h1D−1/2
h2D+1/2
h3D−1/2
h4D+1/2

 + T−1 ⊗


g1D+1/2
g2D+3/2
g3D+1/2
g4D+3/2




where Dσ denotes the Wigner functions D
j
−m,σ(φ, θ, 0) ( j = 1/2, 3/2, . . .) ; fi, gi, hi
represent radial functions; and T−1, T+1, T0 designate the basic vector of isotopic space
( t3 Ts = s Ts):
T+1 =

 10
0

 , T0 =

 01
0

 , T−1 =

 00
1

 .
The first step is to separate the variables and work out a radial system1. To this end,
having used the known relations for Wigner’s D-functions [18]
∂θD+1/2 =
1
2
(aD−1/2 − bD+3/2) ,
[sin−1 θ (i∂φ − (1/2) cos θ)]D+1/2 = 1
2
(−aD−1/2 − bD+3/2) ;
∂θD−1/2 =
1
2
(bD−3/2 − aD+1/2) ,
[sin−1 θ (i∂φ + (1/2) cos θ)]D−1/2 =
1
2
(−bD−3/2 − aD+1/2) ;
∂θD+3/2 =
1
(bD+1/2 − cD+5/2) ,
[sin−1 θ (i∂φ − (3/2) cos θ)]D+3/2 = 1
2
(−bD+1/2 − bD+5/2) ;
∂θD−3/2 = 1/2(cD−5/2 − bD−1/2) ,
[sin−1 θ (i∂φ + (3/2) cos θ)]D−3/2 =
1
2
(−cD−5/2 − bD−1/2) (2.4a)
1At this certainly an old result will be reproduced again, though the working method itself is a new
one.
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where
a = (j + 1/2) , b =
√
(j − 1/2)(j + 3/2) , c =
√
(j − 3/2)(j + 5/2)
we find the action of Σθ,φ on Ψ
S.
ǫjm(x):
Σθ,φ Ψ
.
ǫjm(x) =
1
r
e−iǫt

 i b T+1 ⊗


−f4 D−3/2
+f3 D−1/2
+f2 D−3/2
−f1 D−1/2

 +
+ i a T0 ⊗


−h4 D−1/2
+h3 D+1/2
+h2 D−1/2
−h1 D+1/2

 + i b T−1 ⊗


−g4 D+1/2
+g3 D+3/2
+g2 D+1/2
−g1 D+3/2



 . (2.4b)
In addition, as a simple matter of calculation we get the action of a mixing term (W ≡
(er2K(r) + 1)):
W
r
(γ1 ⊗ t2 − γ2 ⊗ t1) ΨS.ǫjm(x) =
e−iǫt
r
√
2
W
r
×

 T+1 ⊗


0
ih3 D−1/2
0
−ih1 D−1/2

 + T0 ⊗


−if4 D−1/2
+ig3 D+1/2
+if2 D−1/2
−ig1 D+1/2

 + T−1 ⊗


−ih4 D+1/2
0
+ih2 D+1/2
0



 (2.4c)
one can note that three distinct isotopic components mingle just through the terms which
are proportional to the Wigner’s functions D±1/2. Finally, after simple calculating we shal
find the following set of radial equations (for saving space, the notation F˜ = erF (r), Φ˜ =
κrΦ(r) is used):
(ǫ+ F˜ ) f3 − i d
dr
f3 − ib
r
f4 − (m+ Φ˜) f1 = 0 ,
(ǫ+ F˜ ) f4 + i
d
dr
f4 +
ib
r
f3 + i
√
2W
r
h3 − (m+ Φ˜) f2 = 0 ,
(ǫ+ F˜ ) f1 + i
d
dr
f1 +
ib
r
f2 − (m+ Φ˜)f3 = 0 ,
(ǫ+ F˜ ) f2 − i d
dr
f2 − ib
r
f1 − i
√
2W
r
h1 − (m+ Φ˜) f4 = 0 ; (2.5a)
(ǫ− F˜ ) g3 − i d
dr
g3 − ib
r
g4 − i
√
2W
r
h4 − (m− Φ˜) g1 = 0 ,
(ǫ− F˜ ) g4 + i d
dr
g4 +
ib
r
g3 − (m− Φ˜) g2 = 0 ,
(ǫ− F˜ ) g1 + i d
dr
g1 +
ib
r
g2 + i
√
2W
r
h2 − (m− Φ˜)g3 = 0 ,
(ǫ− F˜ ) g2 − i d
dr
g2 − ib
r
g1 − (m− Φ˜)g4 = 0 ; (2.5b)
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ǫh3 − i d
dr
h3 − ia
r
h4 − i
√
2W
r
f4 − mh1 = 0 ,
ǫ h4 + i
d
dr
h4 +
ia
r
h3 + i
√
2W
r
g3 −mh2 = 0 ,
ǫ h1 + i
d
dr
h1 +
ia
r
h2 + i
√
2W
r
f2 −m h3 = 0 ,
ǫ h2 − i d
dr
h2 − ia
r
h1 − i
√
2W
r
g1 − mh4 = 0 . (2.5c)
Now let us try to simplify these equations (2.6) by diagonalizing additionally a suitable
discrete operator: a composite reflection in the Lorentzian and isotopic spaces. The usual
bispinor P -inversion has, in the used tetrad basis, the form
Πˆsph. =


0 0 0 −1
0 0 −1 0
0 −1 0 0
−1 0 0 0

⊗ Pˆ = (−γ5 γ1)⊗ Pˆ (2.6a)
the Pˆ is determined by relation PˆΨ(θ, φ) = Ψ(π − θ, φ + π)). Correspondingly, that
Πˆsph. acts upon the composite wave function as follows (the relationship Pˆ D
j
−m,σ =
(−1)j Dj−m,−σ is taken into account)
Πˆsph. Ψ
S.
ǫjm(t, r, θ, φ) =
e−iǫt
r
(−1)j+1×

 T+1 ⊗


f4 D+1/2
f3 D+3/2
f2 D+1/2
f1 D+3/2

 + T0 ⊗


h4 D−1/2
h3 D+1/2
h2 D−1/2
h1 D+1/2

 + T−1 ⊗


g4 D−3/2
g3 D−1/2
g2 D−3/2
g1 D−1/2



 . (2.6b)
From this it follows immediately that the Πˆsph. cannot be diagonalized upon the functions
of the sort (2.3); but an operator with required properties can be constructed through
extending of the above Πˆsph. by a special transformation πˆ upon isotopic coordinates and
taking the unit vectors { T+1, T0, T−1 } into { T−1, T0, T+1 } respectively (possibly apart
from some number factors). Expecting the πˆ to satisfy
πˆ T+1 = α T−1 , πˆ T0 = β T0 , πˆ T−1 = γ T+1 , (2.7a)
we will find its matrix representation
πˆ =

 0 0 γ0 β 0
α 0 0

 . (2.7b)
The required composite operator Nˆ , being determined by
Nˆ = (πˆ ⊗ Πˆsph.) (2.7c)
will act on the wave functions as follows
Nˆ ΨS.ǫjm(t, r, θ, φ) =
e−iǫt
r
(−1)j+1×
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
 γ T+1 ⊗


g4 D−3/2
g3 D−1/2
g2 D−3/2
g1 D−1/2

 + β T0 ⊗


h4 D−1/2
h3 D+1/2
h2 D−1/2
h1 D+1/2

 + α T−1 ⊗


f4 D+1/2
f3 D+3/2
f2 D+1/2
f1 D+3/2



 . (2.8a)
From the proper value equation Nˆ ΨS.ǫjm = N Ψ
S.
ǫjm it follows
(−1)j+1γ g4 = N f1 , (−1)j+1α f1 = N g4 ,
(−1)j+1γ g3 = N f2 , (−1)j+1α f2 = N g3 ,
(−1)j+1γ g2 = N f3 , (−1)j+1α f3 = N g2 ,
(−1)j+1γ g1 = N f4 , (−1)j+1α f4 = N g1 ; (2.8b)
(−1)j+1β h4 = N h1 , (−1)j+1β h1 = N h4 ,
(−1)j+1β h2 = N h3 , (−1)j+1β h3 = N h2 . (2.8c)
Then, from (2.8c) we get N2 = (−1)2j+2 β2; from (2.8b) it follows N2 = (−1)2j+2 (α γ);
thus β2 = (α γ). In addition, noting that
πˆ2 =

αγ 0 00 β2 0
0 0 αγ

 = β2 I
and accepting that the choice of β is not material to diadonalizing that discrete operator,
so that we may take β = 1, and eventually get γ = α−1) as a single free numerical
parameter at an ambiguous operator πˆα. Thus, we have worked out two values for the
Nα-parity and concomitant with them limitations on radial functions:
N = δ (−1)j+1, δ = ±1
h3 = δ h2 , h4 = δ h1 , g4 = δ αf1 ,
g3 = δ αf2 , g2 = δ αf3 , g1 = δαf4 ; (2.9a)
so that the functions with quantum numbers ǫjmδ are built as
Ψ
S. (α)
ǫjmδ (t, r, θ, φ) =
e−iǫt
r

 T+1 ⊗


f1 D−3/2
f2 D−1/2
f3 D−3/2
f4 D−1/2

 + T0 ⊗


h1 D−1/2
h2 D+1/2
δ h2 D−1/2
δ h1 D+1/2

 + δ α T−1 ⊗


f4 D+1/2
f3 D+3/2
f2 D+1/2
f1 D+3/2



 . (2.9b)
At fixed (ǫ, j, m) the quantity δ takes two values: +1 or −1; the presence of the α in
(2.9b) reflects the ambiguity in choosing the discrete Nˆα.
Now, we are going to substitute (2.9a) into equations (2.6), so that together with the
question of their self-consistency we will be able, by the same token, study the question
of the possible commuting of the Nˆα with the relevant triplet-fermion-monopole Hamilto-
nian. The whole situation here seems completely analogous to that appeared in studying
the doublet-fermion-monopole case [1]. It turns out that the system so obtained will not
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be self-consistent if the two terms in the equation (2.1) are valid: those are erF (r) t3 and
κ rΦ(r) t3. So, we have to set F (r) = O as well as κ = 0; that is to restrict ourselves to
the case of purely monopole (not dyon) potential and of null coupling constant κ. Thus,
we arrive at
ǫ f3 − i d
dr
f3 − ib
r
f4 − m f1 = 0
ǫ f4 + i
d
dr
f4 +
ib
r
f3 + iδ
√
2W
r
h2 − m f2 = 0
ǫ f1 + i
d
dr
f1 +
ib
r
f2 − m f3 = 0
ǫ f2 − i d
dr
f2 − ib
r
f1 − i
√
2W
r
h1 − m f4 = 0 (2.10a)
ǫ f2 − i d
dr
f2 − ib
r
f1 − iα−1
√
2W
r
h1 − m f4 = 0
ǫ f1 + i
d
dr
f1 +
ib
r
f2 −m f3 = 0
ǫ f4 + i
d
dr
f4 +
ib
r
f3 + iδ α
−1
√
2W
r
h2 − m f2 = 0
ǫ f3 − i d
dr
f3 − ib
r
f4 − m f1 = 0 (2.10b)
ǫ h2 − i d
dr
h2 − ia
r
h1 − iδ
√
2W
r
f4 − δ m h1 = 0
ǫ h1 + i
d
dr
h1 +
ia
r
h2 + iα
√
2W
r
f2 − δ m h2 = 0
ǫ h1 + i
d
dr
h1 +
ia
r
h2 + i
√
2W
r
f2 − δ m h2 = 0
ǫ h2 − i d
dr
h2 − ia
r
h1 − iδ α
√
2W
r
f4 − δ m h1 = 0 (2.10c)
It is easily understandable that one has to distinguish between two distinct situation:
depending on whether the characteristic function W (r) is zero or non-zero (we will re-
member that the case W (r) = 0 corresponds to the special simplest monopole potential.
The fact is that the foregoing operator Nˆα with an arbitrary complex-valued α can be
diagonalized upon the functions (2.9b) if and only if the function W (r) is equal to zero;
otherwise (W (r) 6= 0) we have to take α = +1 (the value α = −1 could be chosen as
well).
Eventually we obtain the six-equation system (two cases are distinguished)
W (r) = 0 ( arbitrary α ) ,
ǫf3 − i d
dr
f3 − ib
r
f4 − m f1 = 0 ,
ǫ f4 + i
d
dr
f4 + (
b
r
f3 − m f2 = 0 ,
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ǫ f1 + i
d
dr
f1 +
ib
r
f2 − m f3 = 0 ,
ǫ f2 − i d
dr
f2 − ib
r
f1 − m f4 = 0 ,
ǫ h2 − i d
dr
h2 − ia
r
h1 − δ m h1 = 0 ,
ǫ h1 + i
d
dr
h1 +
ia
r
h2 − δ m h2 = 0 . (2.11a)
Correspondingly,
W (r) 6= 0 (α = +1)
ǫ f3 − i d
dr
f3 − ib
r
f4 − m f1 = 0 ,
ǫ f4 + i
d
dr
f4 +
ib
r
f3 + iδ
√
2W
r
h2 − m f2 = 0 ,
ǫ f1 + i
d
dr
f1 +
ib
r
f2 − m f3 = 0 ,
ǫ f2 − i d
dr
f2 − ib
r
f1 − i
√
2W
r
h1 − m f4 = 0 ,
ǫ h2 − i d
dr
h2 − ia
r
h1 − iδ
√
2W
r
f4 − δ m h1 = 0 ,
ǫ h1 + i
d
dr
h1 +
ia
r
h2 + i
√
2W
r
f2 − δ m h2 = 0 . (2.11b)
It is the point to notice that everything said above is valid as it stated only when
j ≥ 3/2 ; the case of minimal j = 1/2 is to be considered separately. First of all, it is a
special substitution for the starting wave function that should be used:
Ψ0S.(t, r, θ, φ) =
e−iǫt
r
×

 T+1 ⊗


0
f2 D−1/2
0
f4 D−1/2

 + T0 ⊗


h1 D−1/2
h2 D+1/2
h3 D−1/2
h4 D+1/2

 + T−1 ⊗


g1 D+1/2
0
g3 D+1/2
0



 . (2.12a)
The angular operator Σθ,φ acts on Ψ
0
S.(x) according to
Σθ,φΨ
0
S.(x) =
e−iǫt
r

 T+1 ⊗


0
0
0
0

 + i T0 ⊗


−h4 D−1/2
+h3 D+1/2
+h2 D−1/2
−h1 D+1/2

 + T−1 ⊗


0
0
0
0




(2.12b)
and the corresponding radial system will be
(ǫ + F˜ ) f4 + i
d
dr
f4 + i
√
2W
r
h3 − (m + Φ˜) f2 = 0
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(ǫ + F˜ ) f2 − i d
dr
f2 − i
√
2W
r
h1 − (m + Φ˜) f4 = 0 (2.13a)
(ǫ − F˜ ) g3 − i d
dr
g3 − i
√
2W
r
h4 − (m − Φ˜) g1 = 0
(ǫ − F˜ ) g1 + i d
dr
g1 + i
√
2W
r
h2 − (m − Φ˜) g3 = 0 (2.13b)
ǫ h3 − i d
dr
h3 − i
r
h4 − i
√
2W
r
f4 − m h1 = 0
ǫ h4 + i
d
dr
h4 +
i
r
h3 + i
√
2W
r
g3 − m h2 = 0
ǫ h1 + i
d
dr
h1 +
i
r
h2 + i
√
2W
r
f2 − m h3 = 0
ǫ h2 − i d
dr
h2 − i
r
h1 − i
√
2W
r
g1 − m h4 = 0 . (2.13c)
Having taken into account the Nˆα-based limitations
N = δ(−1)3/2 , δ = ±1 :
g3 = δ α f2 , g1 = δ α f4 , h4 = δ h1 h3 = δ h2 (2.14a)
we arrive at (again Φ˜ = 0, F˜ = 0 have been set)
W (r) = 0 , j = 1/2 :
ǫ f4 + i
d
dr
f4 − m f2 = 0 ,
ǫ f2 − i d
dr
f2 − m f4 = 0 ,
ǫ h2 − i d
dr
h2 − i
r
h1 − δ m h1 = 0 ,
ǫ h1 + i
d
dr
h1 +
i
r
h2 − δ m h2 = 0 . (2.14b)
W (r) 6= 0 , j = 1/2 :
ǫ f4 + i
d
dr
f4 + iδ
√
2W
r
h2 − m f2 = 0 ,
ǫ f2 − i d
dr
f2 − i
√
2W
r
h1 − m f4 = 0 ,
ǫ h2 − i d
dr
h2 − i
r
h1 − iδ
√
2W
r
f4 − δ m h1 = 0 ,
ǫ h1 + i
d
dr
h1 +
i
r
h2 + i
√
2W
r
f2 − δ m h2 = 0 . (2.14c)
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3. The operator Nˆα in the Dirac and Cartesian gauges
Now we proceed further with the reflection symmetry and give some attention to the ques-
tion of explicit form of the above operator NˆS.α (the additional sign S. of the Schwinger’s
isotopic gauge is written) in some other isotopic gauges. Obviously, a priori there is no
reason to choose a unique gauge as more preferred that all others; the particular choice
above was dictated by convenience only. That restriction can easily be relaxed, for ex-
ample, by demonstration of several more gauges. We are chiefly interested in the Dirac
unitary and Cartesian gauges (as the most frequently used in the literature).
The situation, as a whole, concerning the various representations being employed in
the present treatment can be delineated as follows (here, the designations Cart. and cycl.
are associated with two different bases for a set of isotopic matrices ti; see in Suppl. A)
ΨC.Cart.
~c
=⇒ ΨD.Cart. ~c
′
=⇒ ΨS.Cart. ;
ΨC.cycl.
V
=⇒ ΨD.cycl. U=⇒ ΨS.cycl.
those functions are connected by the relations
ΨD.Cart. = O(~c) Ψ
C.
Cart. , Ψ
S.
Cart. = O(~c
′) ΨD.Cart. ,
ΨC.cycl. = S Ψ
C.
Cart. , Ψ
D.
cycl. = S Ψ
D
Cart. , Ψ
S.
cycl. = S Ψ
S.
Cart. (3.1)
where ~c is the known Gibbs parameter on the group SO(3.R) [64])
O(~c) =


[1− (1− cos θ) cos2 φ] −(1 − cos θ) sin θ cos θ − sin θ cosφ
−(1 − cos θ) sin θ cosφ [1− (1− cos θ) sin2 φ] − sin θ sin φ
sin θ cos φ sin θ sinφ cos θ


O(~c ′) =


cosφ sinφ 0
− sin φ cos φ 0
0 0 1

 , S =


−1/√2 i/√2 0
0 0 1
+1/
√
2 i/
√
2 0


Above in the work, the S.-gauge (Schwinger’s) and cyclic basis solely were used. The
passage to the Dirac gauge can be with no difficulty performed
ΨD.cycl. = U Ψ
S.
cycl. , U = S O(−~c ′) S−1 (3.2a)
for the matrix U we get
U(φ) =


e−iφ 0 0
0 1 0
0 0 e+iφ

 . (3.2b)
Correspondingly, after translating to the D.-gauge NˆD.cycl. = U(φ) Nˆ
S.
cycl. U
−1(φ) , the
discrete operator Nˆα takes the form
NˆD.cycl. = [ (U
−1 πˆS.α U) U0 ⊗ (−γ5γ1) ]⊗ Pˆ (3.2c)
where U0 is a matrix arising out of the commutation rule Pˆ U(φ) = U(φ) U0 Pˆ and given
by
U0 =

 −1 0 00 +1 0
0 0 −1

 .
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Ultimately, for NˆD.cycl. we find the following explicit form
NˆD.cycl. = (πˆ
D.
cycl. ⊗ (−γ5γ1))⊗ Pˆ
where the matrix πˆD.cycl. is given by
πˆD.cycl. =


0 0 (α−1) e−2iφ
0 1 0
α e+2iφ 0 0

 . (3.2d)
In the same way we find the determining relations for the Cartesian gauge
ΨCart.cycl. = U(θ, φ) Ψ
S.
cycl. , (3.3a)
U(θ, φ) =


1
2
(1 + cos θ)e−iφ 1√
2
sin θe−iφ 1
2
(1− cos θ)e−iφ
1√
2
sin θ cos θ − 1√
2
sin θ
(1− cos θ)e+iφ 1√
2
sin θe+iφ 1√
2
(1− cos θ)e−iφ

 .
Decomposing the operator πˆS.αcycl. into a product of two factors (α ≡ eiA, A is a complex
number)
πˆS.αcycl. =


0 0 α−1
0 1 0
α 0 0

 =


e−iA 0 0
0 1 0
0 0 e+iA




0 0 1
0 1 0
1 0 0

 ≡ ∆(A) πˆS.cycl.
for the N -operator in Cartesian gauge we get the factorization
πˆCart.Acycl. =
(
U(θ, φ) ∆(A) U−1(θ, φ)
) (
U(θ, φ) πˆS.cycl. U
−1(π − θ, φ+ π)
)
. (3.3b)
The second term-multiplier can be brought to the form
U(θ, φ) πˆS.cycl. U
−1(π − θ, φ+ π) = −I (3.4)
and the first one may be rewritten as
U(θ, φ) ∆(A) U−1(θ, φ) =
(
S O(−~c ′) S−1
)
∆(A)
(
S O(~c ′) S−1
)
.
Now, noting the identity
S−1 ∆(A) S =

 cosA − sinA 0− sinA cosA 0
0 0 1

 ≡ O(~a) , ~a = (0, 0,− tanA/2)
where (O(~a) is a transformation of the complex rotation group, and also taking into
account the known in the theory of the group SO(3.) [64] relation
O(−~c ′′) O(~a) O(~c ′′) = O(O−~c ′′~a)
one can get
U(θ, φ) ∆(A) U−1(θ, φ) = S O(O−~c ′′~a) S
−1 . (3.5a)
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The vector (O~c ′′~a) has the following explicit form
(0−~c ′′~a) = − tanA/2 ( sin θ cos φ, sin θ sinφ, cos θ ) (3.5b)
so the expression for S O(0−~c′′~a) S−1 is as follows
S 0(0−~c ′′~a) S
−1 = S O(− tanA/2 ~nθ,φ) S−1 =
S exp
[
i A ~j ~nθ,φ
]
S−1 = exp
[
i A ~t ~nθ,φ
]
(3.5c)
here we employ the well-known exponential representation of orthogonal 3×3-matrix (for
more details see [64]). Given these relationships (3.4) (3.5c), one can find NˆA-operator
in Cartesian gauge
NˆCart.Acycl. = πˆ
Cart.A
cycl. ⊗ (−γ5γ1))⊗ Pˆ == exp
(
i A ~t ~nθ,φ
)
⊗ (−γ5γ1)⊗ Pˆ . (3.6a)
In the case α = 1, from (3.6a) it follows
α = +1 , πˆCart.cycl. = −I . (3.6b)
The accomplished expression for πˆCart.cycl. shows that the ordinary P -reflection operator for
a single bispinor field can be diagonalized on the composite (triplet’s) wave functions
(when A ≡ 0). This may also be demonstrated by direct calculation over the explicit
wave functions ΨCart.cycl. in this gauge. The explicit expression for Ψ
Cart.
cycl. is
ΨCart.cycl. =
e−iǫt
r
×
{
T+1 ⊗ e−iφ
[
1 + cos θ
2
F − sin θ
2
H +
1− cos θ
2
G
]
+
+ T0 ⊗
[
sin θ√
2
F + cos θ H − sin θ√
2
G
]
+
+ T−1 ⊗ e+iφ
[
1− cos θ
2
F +
sin θ
2
H +
1 + cos θ
2
G
]}
(3.7a)
here the symbols (F, H, G) denote 4-component column-functions
F =


f1 D−3/2
f2 D−1/2
f3 D−3/2
f4 D−1/2

 , H =


h1 D−1/2
h2 D+1/2
h3 D−1/2
h4 D+1/2

 , G =


g1 D+1/2
g2 D+3/2
g3 D+1/2
g4 D+3/2

 . (3.7b)
After simple calculation for the proper values equation
[ I ⊗ (−γ5 γ1)⊗ Pˆ ] ΨCart.cycl. = P ΨCart.cycl. (3.8)
one can arrive at the same relations (2.9a).
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It is important to point out that from the diagonalization of this discrete
operator one cannot infer that the whole problem of reflection symmetry of the
non-Abelian monopole amounts to the Abelian one. Indeed, the non-Abelian
N-operator acts on the functions (3.7b), but the function F (x), H(x), G(x) car-
rying individual Abelian properties are just represented in composites functions
as some constructing elements, so that the function-multipliers at T−1, T0, T+1
cannot be induced, via any special U(1)-gauge transformation, from Abelian
ones. The operation of changing the isotopic gauge S. =⇒ Cart. may be re-
garded as the calculated modification of isotopic gauge in order to translate a
non-null transformation upon the isotopic coordinates in Schwinger gauge into
the null transformation upon these coordinates in the Cartesian gauge. But a
natural consequence of this is that the all individual Abelian qualities of the
T−1, T0, T+1’s function-multipliers have vanished completely.
4. NˆA-parity selection rules.
Now we proceed to analyzing the question of what is the meaning of the parameter
A. Any value of this A specifies one of the possible operators of the complete set of
variables; besides, the corresponding mark appears in the designation and expression
of the relevant wave functions Ψαǫjmδ and Ψ
α
ǫ0δ (below the quantum numbers ǫ, j,m are
omitted; for definiteness supposing j ≥ 3/2)
ΨS.Aδµ (x) =
[
T0 ⊗ Φδ(x) + T+1 ⊗ Φ+µ (x) + δ µ eiA T−1 ⊗ Φ−µ (x)
]
. (4.1)
The complex parameter A gives a limitation on freedom with which the one triplet com-
ponent proportional to T−1 is built from another proportional to T+1. Every NA-operator
with a fixed A prescribes exactly how three isotopic components link up with each other,
so that a unique whole is produced via a kinematical association of dynamically indepen-
dent subsystems. This characteristic feature of the triplet wave function at W (r) = 0, as
evidenced from the previous treatment, is formalized through just the NA-operator. It is
noticeable that such a freedom refers solely to the couple of T−1 and T+1.
The presence of the A-parameter in the explicit expressions of the wave function finds
its corollary in possible manifestation over matrix elements of physical quantities. Let Gˆ
be a certain composite observable, and the triplet functions are written schematically as
Ψαδµ = ( Ψ
0
δ + Ψ
+
µ + δ µ e
iA Ψ−µ ) (4.2a)
then for the Gˆ’s expectation value we can easily obtain the following expansion (the
requirement of Hermiticity is imposed on Gˆ)
G = < ΨAδµ | Gˆ | ΨAδµ > = < Ψ+µ | Gˆ | Ψ+µ > +
< Ψ0δ | Gˆ | Ψ0δ > + 2 Re < Ψ+µ | Gˆ | Ψ0δ > + ei(A−A
∗) < Ψ−µ | Gˆ | Ψ−µ > +
2 δ µ Re
(
eiA < Ψ+µ | Gˆ | Ψ−µ >
)
+ 2δ µ Re
(
eiA < Ψ0δ | Gˆ | Ψ−µ >
)
. (4.2b)
As a simple illustration let us consider in more detail the problem of NˆA-parity selection
rules, particularly giving attention to their A-dependence. An initial matrix element may
be written in the form∫
Ψ¯AǫJMδ(~x) Gˆ(~x) Φ
A
ǫJ ′M ′δ′(~x) dV ≡
∫
r2 dr
∫
fA(~x) dΩ .
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Taking into account the relation
fA(−~x) = δ δ′ (−1)J+J ′ Ψ¯AǫJMδ(~x)
[
(Nˆ+A ⊗ )ˆ Gˆ(−~x) (NˆA ⊗ )ˆ
]
ΨAǫJ ′M ′δ(~x) (4.3a)
and supposing that Gˆ(~x) satisfies
[ (
Nˆ+A ⊗
)ˆ
Gˆ(−~x)
(
NˆA ⊗
)ˆ]
= ΩA Gˆ(~x) (4.3b)
where ΩA = +1 or −1, we get
fA(−~x) = ΩA δ δ′ (−1)J+J ′ fA(~x) , (4.3c)
Therefore, the integral from (4.3a) can be transformed into
∫
Ψ¯AǫJMδ(~x) Gˆ(~x) Φ
A
ǫJ ′M ′δ′(~x) dV =
=
[
1 + ΩA δ δ′ (−1)J+J ′
] ∫
V1/2
Ψ¯AǫJMδ(~x) Gˆ(~x) Φ
A
ǫJ ′M ′δ′(~x) dV ≡ (4.3d)
where the symbol V1/2 denotes the half-space of integration. The expansion (4.3c) fur-
nishes, in fact, the required selection rules: if δ, δ′, J, J ′ are chosen such that factor
( 1 + ΩA δ δ′ (−1)J+J ′ ) is equal to zero then the corresponding matrix element is
null too.
The above condition (4.3b) is, in fact, a definition of composite scalars and pseu-
doscalars under the operation of NA-inversion. The (4.3b) can be easily enlarged on. To
this end, let us introduce more detailed notation for Gˆ:
Gˆ(~x) =


gˆ11(~x) gˆ12(~x) gˆ13(~x)
gˆ21(~x) gˆ22(~x) gˆ23(~x)
gˆ31(~x) gˆ32(~x) gˆ33(~x)

⊗ Gˆ0(~x) (4.4a)
then the condition (4.3b) takes the form


ei(A−A
∗) gˆ33(−~x) e−iA∗ gˆ32(~x) e−i(A+A∗)gˆ31(−~x)
e+iA gˆ23(−~x) gˆ22(−~x) e−iA gˆ21(−~x)
ei(A+A
∗) gˆ13(−~x) e+iA∗ gˆ12(−~x) e−i(A−A∗) gˆ11(−~x)

⊗
⊗ˆGˆ0(−~x)ˆ= ΩA


gˆ11(~x) gˆ12(~x) gˆ13(~x)
gˆ21(~x) gˆ22(~x) gˆ23(~x)
gˆ31(~x) gˆ32(~x) gˆ33(~x)

 Gˆ0(~x) . (4.4b)
5. On relating the ΨAǫjmδ at different A’s
All different values of A give the same Hilbert space of quantum states. The transforma-
tion from A- to A′-basis is described in the Schwinger’s gauge as follows:
ΨA
′
ǫjmδ =

 e−iA


eiA 0 0
0 eiA 0
0 0 eiA
′

⊗ I

 ΨAǫjmδ (5.1a)
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(further we follow only its isotopic part). Let us look into a general structure of the
relationship
ΨA
′
S. (x) = VS.(A
′, A) ΨAS.(x) . (5.1b)
To this end, factorizing the V (A′, A) according to ( Γ ≡ (A′ −A)/2 )
VS.(A
′, A) ≡ e+iΓ


1 0 0
0 e−iΓ 0
0 0 1




e−iΓ 0 0
0 1 0
0 0 e+iΓ

 (5.2a)
or
VS.(A
′, A) ≡ e+iΓ D(Γ) ∆(Γ) . (5.2b)
The term ∆(Γ) already appeared; it represents a rotation of angle Γ about third isotopic
axis (0, 0, 1). The second transformation D(Γ) acts only on the vector T0 in isotopic
space, and it changes its length trough multiplying it by a complex number (it seems to
be referred to the so-called conformal ones). The matrix D(Γ) may be rewritten in the
exponential form
D(Γ) = e−iΓt
0
, t0 =

 0 0 00 1 0
0 0 0

 . (5.3)
With the use of explicit expressions for the isotopic rotation generators ti and their squares
t1 =
1√
2


0 1 0
1 0 1
0 1 0

 , t2 = 1√
2


0 −i 0
i 0 −i
0 i 0

 , t3 = 1√
2


1 0 0
0 0 0
0 0 −1

 ,
(t1)
2 =


1
2
0 1
2
0 1 0
1
2
0 1
2

 , (t2)2 =


1
2
0 −1
2
0 1 0
−1
2
0 1
2

 , (t3)2 =

 1 0 00 0 0
0 0 1


we can produce a formula for t0
t0 =
1
2
( t21 + t
2
2 − t23 ). (5.3b)
Now let us find a representation for V (A′, A) in the Cartesian gauge
VCart.(A
′, A) ≡ e+iΓ
[
U(θ, φ) D(Γ) U−1(θ, φ)
] [
U(θ, φ) ∆(Γ) U−1(θ, φ)
]
. (5.4a)
The second term in brackets has been already calculated
U(θ, φ) ∆(Γ) U−1(θ, φ) = exp[ i Γ ~t ~nθ,φ ] . (5.4b)
At analyzing the third tem it is convenient to utilize the exponential representation for
D(Γ) and also the identity (well-known in the theory of 3-rotation [64])
U(~n) ti U(−~n) = Uij(~n) tj ≡ t˜i(θ, φ) . (5.4c)
Ultimately, the VCart.(A
′, A) is written as
VCart.(A
′, A) ≡ e+iΓ exp
[
−i Γ t˜0(θ, φ)
]
exp
[
i Γ ~t ~nθ,φ
]
. (5.4d)
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Here, the first term has the trivial U(1) character, the second is a conformal one; the
third describes a rotation of complex 3-dimensional group S0(3, C) about the axis ~nθ,φ.
Let us detail an explicit expression for this conformal transformation in Cartesian
gauge. Taking into account that the relation (t˜0)2 = t˜0, we can obtain the following
expansion
DCart.cycl. (Γ) = U(θ, φ) D(Γ) U
−1(θ, φ) = [ I + (e−iΓ − 1) t˜0 ] (5.5)
and, on straightforward calculation, for the t˜0 we get
t˜0 =


1
2
sin2 θ − 1√
2
sin θ cos θe−iφ −1
2
sin2 θe−2iφ
− 1√
2
sin θ cos θe+iφ cos2 θ 1√
2
sin θ cos θe−iφ
−1
2
sin2 θe+2iφ 1√
2
sin θ cos θe+iφ 1
2
sin2 θ

 .
As a controlling test on t˜0, we can verify the identity (t˜0)2 = t˜0.
Now let us turn again to the structure of the transformation VS.(A
′, A) :
ΨA
′
S. (x) = VS.(A
′, A) ΨAS.(x) , VS.(A
′, A) ≡ e+iΓ D(Γ) ∆(Γ) (5.6a)
remembering Γ = (A′ −A)/2 . In accordance with the definition, the relationship
VS.(A
′, A) NˆAS. V
−1
S. (A
′, A) = NˆA
′
S. . (5.6b)
must hold. However, allowing for the above factorization of VS.(A
′, A), it is readily verified
that only the operator ∆(Γ) ( a single term from two ones) makes actually this translation:
NˆAS. =⇒ NˆA′S. , whereas the remaining term do not: D(Γ) NˆAS. D−1(Γ) = NˆAS.. One should
remember that D(Γ) acts only on the isotopic component proportional to T0. Moreover,
it is evident that D(Γ) does not affect all the operators from a complete set of variables:
i∂t, ~J
2, J3 as well as the NˆA.
The existence of an operation with those properties indicates that there exists a pos-
sibility to subject the function ΨAǫjmδ(x) to a transformation of this D(F ) kind (here F
involved may not be correlated with the above Γ), so that as a result we arrive at a
new wave function with the same quantum numbers. However this situation does not
provide us with a paradox. To understand this, it suffices to return to the radial system
(2.11a) and give attention to the fact that in this system the two sub-sets of functions
f1, f2, f3, f4 and h1, h2 are completely independent of each other. The latter speaks
of the following: the set of operators used above and provided the quantum number
(ǫ, j,m, δ) fixes the wave function apart from an arbitrary complex factor at the multiplet
component proportional to T0
Ψ
A(B)
ǫjmδ (~x) =
[
T+1 ⊗ Φ+(~x) + eiB T0 ⊗ Φδ(~x) + δ eiA T−1 ⊗ Φ−(~x)
]
(5.7a)
The transformation of D-kind acts on those functions according to
Ψ
A(B′)
ǫjmδµ(~x) = D(B − B′) ΨA(B)ǫjmδµ(~x) . (5.7b)
Evidently, such a B-symmetry can prove itself in explicit expression for matrix elements;
but this cannot happen to the N -parity selection rules because this D-symmetry does not
affect the N -operator.
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Supplement A . Some technical material: Dirac and Schwinger
gauges in isotopic space; spinor approach by Tetrode-Weyl-Fock-
Ivanenko; Schro¨dinger’s basis and Pauli’s analysis.
This section deals with some representation of the non-Abelian monopole potential, which
will be the most convenient one to formulate and analyze the problem of isotopic mul-
tiplet in this field. Let us begin describing in detail this matter. The well-known
form of the monopole solution introduced by t’Hooft and Polyakov ([61,62]; see also
Julia-Zee [63]) may be taken as a starting point. The field W (a)α represents a covariant
vector with the usual transformation law W
(a)
β = (∂x
i/∂xβ)W
(a)
i ) and our first step is
the change of variables in 3-space. Thus, the given potentials (Φ(a)(x),W (a)α ) convert into
(Φ(a)(x),W
(a)
t ,W
(a)
r ,W
(a)
θ ,W
(a)
φ ). Our second step is a special gauge transformation in the
isotopic space. The required gauge matrix can be determined (only partly) by the condi-
tion (OabΦ
b(x)) = (0, 0, rΦ(r) ). This equation has a set of solutions since the isotopic
rotation by every angle about the third axis (0, 0, 1) will not change the finishing vector
(0, 0, rΦ(r)). We fix such an ambiguity by deciding in favor of the simplest transforma-
tion matrix. It will be convenient to utilize the known group SO(3.R) parameterization
through the Gibbs 3-vector2
O = O(~c) = I + 2
~c × + (~c ×)2
1 + ~c2
, (~c ×)ac = −ǫacb cb . (A.1)
According to [65], the simplest rotation above is
~B = O(~c) ~A , ~c =
[ ~B ~A]
( ~A+ ~B) ~A
.
Therefore,
if ~A = rΦ(r) ~nθ,φ , ~B = rΦ(r)(0, 0, 1) ,
then ~c =
sin θ
1 + cos θ
(+ sinφ,− cosφ, 0) . (A.2)
Together with varying the scalar field Φa(x), the vector tripletW
(a)
β (x) is to be transformed
from one isotopic gauge to another under the law [66]
W ′(a)α (x) = Oab(~c(x)) W
(b)
α (x) +
1
e
fab(~c(x))
∂cb
∂xα
, f(~c) = −2 1 + ~c
×
1 + ~c 2
. (A.3)
With the use of (A.3), we obtain the new representation
ΦD.(a) = rΦ(r)


0
0
1

 , WD.(a)θ = (r2K + 1/e)


− sin φ
+cosφ
0

 , WD.(a)r =

 00
0

 ,
W
D.(a)
t =


0
0
rF (r)

 , WD.(a)φ =


−(r2K + 1/e) sin θ cos φ
−(r2K + 1/e) sin θ sinφ
1
e
(cos θ − 1)

 . (A.4)
2The author highly recommends the book [64] for many further details developing the Gibbs approach
to groups SO(3.R), SO(3.C), SO0(3.1), etc.
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It should be noticed that the factor (r2K(r) + 1/e) will vanish when K = −1/er2. Thus,
only the delicate fitting of the single proportional coefficient (it must be taken as −1/e)
results in the actual formal simplification of the non-Abelian monopole potential.
There exists close connection between W
D.(a)
φ from (A.4) and the Dirac’s expression
for the Abelian monopole potential (supposing that ~n = (0, 0,−1)):
AD.α = g
(
0,
[ ~n ~r ]
(r + ~r ~n) r
)
, or AD.φ = −g (cos θ − 1) . (A.5)
So,W triv.(a)α (x) from (A.4) (produced by setting K = −1/er2) can be thought of as the result
of embedding the Abelian potential (A.5) in the non-Abelian gauge scheme: W (a)D.α (x) ≡
(0, 0, AD.α (x)). The quantity W
(a)D.
α (x) labelled with symbol D. will be named after its
Abelian counterpart; in other words, this potential will be treated as relating to the
Dirac’s non-Abelian gauge in the isotopic space.
In Abelian case, the Dirac’s potential AD.α (x) can be converted into the Schwinger form
AS.α (x)
AS.α =
(
0, g
[ ~r ~n ] (~r ~n)
(r2 − (~r ~n)2)r
)
, or AS.φ = g cos θ (A.6)
by means of the following transformation
AS.α = A
D.
α +
h¯c
ie
S
∂
∂xα
S−1, S(x) = exp(−ieg
h¯c
φ) .
It is possible to draw an analogy between the Abelian and non-Abelian models. That is,
we may introduce the Schwinger non-Abelian basis in the isotopic space:
(ΦD.(a),WD.(a)α )
~c ′
=⇒ (ΦS.(a),W S.(a)α ) , ~c ′ = (0, 0,− tanφ/2) ; (A.7a)
where
O(~c ′) =

 cosφ sin φ 0− sin φ cosφ 0
0 0 1

 .
Now an explicit form of the monopole potential is given by
W
S.(a)
θ =


0
(r2K + 1/e)
0

 , W S.(a)φ =


−(r2K + 1/e)
0
1
e
cos θ

 ,
W S.(a)r =

 00
0

 , W S.(a)t =

 00
rF (r)

 , ΦS.(a) =

 00
rΦ(r)

 (A.7b)
where the symbol S. stands for the Schwinger gauge. Both D.- and S.-gauges (see (A.4)
and (A.7b)) are unitary ones in the isotopic space due to the respective scalar fields
ΦD.(a)(x) and Φ
S.
(a)(x) are x3-unidirectional, but one of them (Schwinger’s) seems simpler
than another (Dirac’s).
For the following it will be convenient to determine the matrix 0(~c ′′) relating the Carte-
sian gauge of isotopic space with Schwinger’s:
O(~c ′′) = O(~c ′)O(~c) =

 cos θ cos φ cos θ sinφ − sin θ− sinφ cos φ 0
sin θ cosφ sin θ sin φ cos θ

 ,
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~c ′′ = (+ tan θ/2 tanφ/2,− tan θ/2,− tanφ/2). (A.8)
This matrix O(~c ′′) is also well-known in other context as a matrix linking Cartesian
and spherical tetrads in the space-time of special relativity (as well as in a curved space-
time of spherical symmetry)
xα = (x0, x1, x2, x3) , dS2 = [(dx0)
2 − (dx1)2 − (dx2)2 − (dx3)2] , eα(a)(x) = δαa (A.9a)
and
x′α = (t, r, θ, φ) , dS2 = [dt2 − dr2 − r2(dθ2 + sin2 θdφ2)] ,
eα
′
(0) = (1, 0, 0, 0) , e
α′
(1) = (0, 0, 1/r, 0) ,
eα
′
(2) = (0, 0, 0, 1/r sin θ) , e
α′
(3) = (0, 1, 0, 0) . (A.9b)
Below we review briefly some relevant facts about the tetrad formalism. In the presence
of an external gravitational field, the starting Dirac equation (iγa∂/∂xa −m)Ψ(x) = 0 is
generalized into [20-29]
[ iγα(x) (∂α + Γα(x)) − m ] Ψ(x) = 0 (A.10)
where γα(x) = γaeα(a)(x), and e
α
(a)(x), Γα(x) =
1
2
σabeβ(a)∇α(eα(b)β), ∇α stand for a tetrad,
the bispinor connection, and the covariant derivative symbol, respectively. In the spinor
basis:
ψ(x) =
(
ξ(x)
η(x)
)
, γa =
(
0 σ¯a
σa 0
)
, σa = (I,+σk), σ¯a = (I,−σk)
(σk are the two-row Pauli spin matrices; k = 1, 2, 3) we have two equations
iσα(x) [ ∂α + Σα(x) ] ξ(x) = m η(x), iσ¯
α(x) [ ∂α + Σ¯α(x) ] η(x) = m ξ(x) (A.11)
where the symbols σα(x), σ¯α(x),Σα(x), Σ¯α(x) denote respectively
σα(x) = σaeα(a)(x), σ¯
α(x) = σ¯aeα(a)(x),
Σα(x) =
1
2
Σabeβ(a)∇α(e(b)β), Σ¯α(x) =
1
2
Σ¯abeβ(x)∇α(e(b)β),
Σab =
1
4
(σ¯aσb − σ¯bσa), Σ¯ab = 1
4
(σaσ¯b − σbσ¯a) .
The form of equations (A.10), (A.11) implies quite definite their symmetry properties.
It is common, considering the Dirac equation in the same space-time, to use some different
tetrads eβ(a)(x) and e
′β
(b)(x), so that we have the equation (A.10) and an analogous one with
a new tetrad mark. In other words, together with (A.10) there exists an equation on Ψ′(x),
where quantities γ′α(x) and Γ′α(x), in contrast with γ
α(x) and Γα(x), are based on a new
tetrad e′βb)(x) related to e
β
(a)(x) through a certain local Lorentz matrix
e′β(b)(x) = L
a
b (x) e
β
(a)(x) . (A.12a)
It may be shown that these two Dirac equations on functions Ψ(x) and Ψ′(x) are related
to each other by a definite bispinor transformation:
ξ′(x) = B(k(x))ξ(x), η′(x) = B+(k¯(x))η(x) . (A.12b)
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Here, B(k(x)) = σaka(x) is a local matrix from the SL(A.C) group; 4-vector ka is the
well-known parameter on this group ([67]; also see in [64]). The matrix L ab (x) from
(A.12a) may be expressed as a function of arguments ka(x) and k
∗
a(x) :
Lab (k, k
∗) = δ¯cb [ −δac kn k∗n + kc ka∗ + k∗c ka + iǫ anmc kn k∗m ] (A.12c)
where δ¯cb is a special Cronecker symbol
δ¯cb = 0 if c 6= ; = +1 if c = b = 0 ; = −1 if c = b = 1, 2, 3 .
It is normal practice that some different tetrads are used in examining the Dirac
equation on the same Rimannian space-time background. If there is a need to analyze
some correlation between solutions in those distinct tetrads, then it is important to know
what are the relevant gauge transformations over the spinor wave functions. In particular,
the matrix relating spinor wave functions in Cartesian and spherical tetrads (see (A.9))
is as follows
B = ±
(
cos θ/2 eiφ/2 sin θ/2 e−iφ/2
− sin θ/2 eiφ/2 cos θ/2 e−iφ/2
)
≡ B(~c ′′) = ± I − i~σ~c
′′√
1− (~c ′′)2
. (A.12d)
The vector matrix L ab (θ, φ) referring to the spinor’s B(θ, φ) is the same as O(~c
′′) from
(A.8). It is significant that the two gauge transformations, arising in quite different
contexts, correspond so closely with each other.
This basis of spherical tetrad played a substantial role in the present work. This
Schro¨dinger frame of spherical tetrad [29] was used with great efficiency by Pauli [30] when
investigating the problem of allowed spherically symmetrical wave functions in quantum
mechanics. Below, we briefly review some results of this investigation. Let the Jλi denote
J1 = ( l1 + λ
cosφ
sin θ
), J2 = ( l2 + λ
sin φ
sin θ
), J3 = l3 .
At an arbitrary λ, as readily verified, those Ji satisfy the commutation rules of the Lie
algebra SU(2) : [Ja, Jb] = i ǫabc Jc. As known, all irreducible representations of such
an abstract algebra are determined by a set of weights j = 0, 1/2, 1, 3/2, ... (dim j =
2j + 1). Given the explicit expressions of Ja above, we will find functions Φ
λ
jm(θ, φ) on
which the representation of weight j is realized. In agreement with the generally known
method, those solutions are to be established by the following relations
J+ Φ
λ
jj = 0 , Φ
λ
jm =
√√√√ (j +m)!
(j −m)! (2j)! J
(j−m)
− Φ
λ
jj , (A.13)
J± = (J1 ± iJ2) = e±iφ [ ± ∂
∂θ
+ i cot θ
∂
∂φ
+
λ
sin θ
] .
From the equations J+ Φ
λ
jj = 0 and J3 Φ
λ
jj = j Φ
λ
jj, it follows that
Φλjj = N
λ
jj e
ijφ sinj θ
(1 + cos θ)+λ/2
(1− cos θ)λ/2 , N
λ
jj =
1√
2π
1
2j
√√√√ (2j + 1)
Γ(j +m+ 1) Γ(j −m+ 1) .
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Further, employing (A.13) we produce the functions Φλjm
Φλjm = N
λ
jm e
imφ 1
sinm θ
(1− cos θ)λ/2
(1 + cos θ)+λ/2
×
(
d
d cos θ
)j−m [ (1 + cos θ)j+λ (1− cos θ)j−λ ] (A.14)
where
Nλjm =
1√
2π2j
√√√√ (2j + 1) (j +m)!
2(j −m)!Γ(j + λ+ 1) Γ(j − λ+ 1) .
The Pauli criterion tells us that the (2j + 1) functions Φλjm(θ, φ), m = −j, ...,+j so
constructed, are guaranteed to be a basis for a finite-dimension representation, providing
that the functions Φλj,−j(θ, φ), found by this procedure, obey the identity
J− Φ
λ
j,−j = 0 . (A.15a)
After substituting the function Φλj,−j(θ, φ), the relation (A.15a) reads
J− Φ
λ
j,−j = N
λ
j,−j e
−i(j+1)φ (sin θ)j+1
(1− cos θ)λ/2
(1 + cos θ)λ/2
×
(
d
d cos θ
)2j+1 [ (1 + cos θ)j+λ (1− cos θ)j−λ) ] = 0 (A.15b)
which in turn gives the following restriction on j and λ
(
d
d cos θ
)2j+1 [ (1 + cos θ)j+λ (1− cos θ)j−λ ] = 0 . (A.15c)
But the relation (A.15c) can be satisfied only if the factor P (θ), subjected to the operation
of taking derivative (d/d cos θ)2j+1, is a polynomial of degree 2j in cos θ. So, we have (as
a result of the Pauli criterion)
1. the λ is allowed to take values ,+1/2, −1/2, +1, −1, . . .
Besides, as the latter condition is satisfied, P (θ) takes different forms depending on the
(j, λ)-correlation:
P (θ) = (1 + cos θ)j+λ (1− cos θ)j−λ = P 2j(cos θ), if j =| λ |, | λ | +1, ...
or
P (θ) =
P 2j+1(cos θ)
sin θ
, if j =| λ | +1/2, | λ | +3/2, ...
so that the second necessary condition resulting from the Pauli criterion is
2. given λ according to 1., the number j is allowed to take values j =| λ |, | λ | +1, ...
We draw attention to that the Pauli criterion J−Φj,−j(t, r, θ, φ) = 0 affords the condition
that is invariant relative to possible gauge transformations. The function Φj,m(t, r, θ, φ)
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may be subjected to any gauge transformation. But if all the components Ji vary in
a corresponding way too, then the Pauli condition provides the same result on (j, λ)-
quantization. In contrast to this, the common requirement to be a single-valued function
of spatial points, often applied to produce a criterion on selection of allowable wave func-
tions in quantum mechanics, is not invariant under gauge transformations and can easily
be destroyed by a suitable gauge one. Also, it should be noted that the angular variable
φ is not affected (charged) by the Pauli criterion; instead, a variable that works above is
the θ. Significantly, in the contrast to this, the well-known procedure of deriving the elec-
tric charge quantization condition from investigating continuity properties of quantum
mechanical wave functions, such a working variable is the φ.
If the first and second Pauli consequences fail, then we face rather unpleasant mathema-
tical and physical problems (Reader is referred to the Pauli article [30] for more detail
about those peculiarities). As a simple illustration, we may indicate the familiar case
when λ = 0; if the second Pauli condition is violated, then we will have the integer and
half-integer values of the orbital angular momentum number l = 0, 1/2, 1, 3/2, . . . As re-
gards the Dirac electron with the components of the total angular momentum in the form
(1.2), we have to employ the above Pauli criterion in the constituent form owing to λ
changed into Σ3. Ultimately, we obtain the allowable set J = 1/2, 3/2, . . ..
A fact of primary practical importance to us is that the functions Φλjm(θ, φ) con-
structed above relate directly to the known Wigner D-functions [18]: Φλjm(θ, φ) =
(−1)j−m Dj−m,λ(φ, θ, 0).
Supplement B. On complete set of operators.
For our purposes we may take a Dirac’s generalized operator; in spherical tetrad and
Scwinger isotopic basis it is
Kˆ = +i γ0 γ3 Σθ,φ = i γ
0 γ3
[
iγ1 ∂θ + γ
2 i∂φ + (iσ
12 + t3) cos θ
sin θ
]
. (B.1)
Now, taking into account already known action of the Σθ,φ on wave functions with fixed
numbers j m, for Kˆ Ψjmδ(x) we get
Kˆ Ψ
A(B)
jmδ (x) =
e−iǫt
r
×

 b T+1 ⊗


f4 D−3/2
f3 D−1/2
f2 D−3/2
f1 D−1/2

 + a eiB T0 ⊗


δ h1 D−1/2
δ h2 D+1/2
h2 D−1/2
h1 D+1/2

 + δ eiA b T−1 ⊗


f1 D+1/2
f2 D+3/2
f3 D+1/2
f4 D+3/2



 .
Correspondingly, from the equation Kˆ Ψ
A(B)
jmδ (x) = λ Ψ
A(B)
jmδ (x) it follows
b f4 = λ f1 , b f1 = λ f4 , b f3 = λ f2 , b f2 = λ f3 ,
δ a h1 = λ h1 , a h1 = δ λ h1 , δ a h2 = λ h2 , a h2 = δ λ h2 .
(B.2)
Let us suppose that all radial functions f1, . . . , f4, and h1, h2 are not null ones; then from
(B.2) we arrive at two non-consistent with each other relations: λ2 = b2 and λ2 = a2, but
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a and b are already given as basically different: a = (j+1/2) , b =
√
(j − 1/2)(j + 3/2) .
Therefore, the equations in (B.2) may be satisfied only as follows:
1:
fi = 0 ; h1 , h2 6= 0 =⇒ λ(1) = δ a (δ = ±1) , (B.3a)
and proper wave functions of Kˆ are
Ψ
(B)
jmδ(δ)(x) = e
iB T0 ⊗


h1 D−1/2
h2 D+1/2
δ h2 D−1/2
δ h1 D+1/2

 ; (B.3b)
corresponding system of radial equations is
ǫ h2 − i d
dr
h2 − ia
r
h1 − δ m h1 = 0 ,
ǫ h1 + i
d
dr
h1 +
ia
r
h2 − δ m h2 = 0 . (B.3c)
2:
fi 6= 0 ; h1, h2 = 0 =⇒ λ(2) = µ b (µ = ±1) , (B.4a)
and proper wave functions of the Kˆ are (f4 = µ f1, f3 = µ f2)
ΨAjmδµ(x) =
e−iǫt
r

T+1 ⊗


f1 D−3/2
f2 D−1/2
µ f2 D−3/2
µ f1 D−1/2

 + δ µ eiA T−1 ⊗


f1 D+1/2
f2 D+3/2
µ f2 D+1/2
µ f1 D+3/2



 (B.4b)
the radial system will be as follows
ǫ f2 − i d
dr
f2 − ib
r
f1 − µ m f1 = 0 ,
ǫ f1 + i
d
dr
f1 +
ib
r
f2 − µ m f2 = 0 . (B.4c)
Thus, the complete set of operators Hˆ, ~J2, J3, NˆA, Kˆ leads us to basis functions of two
different types:
Ψ
(B)
jmδ(δ)(x) , λ
(1) = δ a and Ψ
(A)
jmδµ(x) , λ
(2) = µ b ; (B.5)
that is every state with fixed ǫ, j, m, δ is yet triply degenerated; the situation may
illustrated by the scheme
Ψ
A(B)
ǫjmδ (x) =⇒
{
ΨAǫjmδ(δ)(x)⊕ΨBǫjmδµ(x)
}
. (B.6)
Now let us consider the case of minimal j:
Ψmin.δ (t, r) =
e−iǫt
r
×
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
T+1 ⊗


0
f2 D−1/2
0
f4 D−1/2

 + eiB T0 ⊗


h1 D−1/2
h2 D+1/2
δ h2 D−1/2
δ h1 D+1/2

 + eiA δ T−1 ⊗


f4 D+1/2
0
f2 D+1/2
0



 .
From the equation KˆΨmin.δ = λ Ψ
min.
δ we can get two proper values λ:
λ = δ : Ψmin.δ(λ=δ)(t, r) = e
iB T0 ⊗


h1 D−1/2
h2 D+1/2
δ h2 D−1/2
δ h1 D+1/2

 ; (B.7a)
λ = 0 : Ψmin.δ(λ=0)(t, r) =

T+1 ⊗


0
f2 D−1/2
0
f4 D−1/2

 + eiA δ T−1 ⊗


f4 D+1/2
0
f2 D+1/2
0



 .
(B.7b)
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