Abstract -In this paper an hybrid system and a hierarchical neural net approaches are proposed to solve the automatic labeling problem for unsupervised clustering. The first method consists in the application of non-neural clustering algorithms directly to the output of a neural net; the second one is based on a multi-layer organization of neural units. Both methods are a substantial improvement with respect to the most important unsupervised neural algorithms existing in literature. Experimental results are shown to illustrate clustering performance of the systems.
I. Introduction
Unsupervised neural nets (NN) divide the patterns belonging to a training set into subsets called clusters by using specific similarity measures in such a way that patterns of the same clusters are very similar whilst patterns belonging to different clusters are very dissimilar. After the learning process each neuron represents a single cluster composed by all the patterns enclosed in the Voronoi region identified by the neuron itself. Several times the so obtained partition of the input space is more detailed than required because the net, to correctly learn, need more neurons than the class number. In this case we have some neurons representing the same class and some neurons positioned between the classes without representing any specific one. These facts lead us to a next step, where, by using the a-priori knowledge of an expert, we label each cluster with the name of a class in such a way that we can use the NN as a classifier. On the other way, if the net has as many outputs as the class number then it is very easy to label the output units, by using just an element for each class. Unfortunately, the neuron number for the classical one layer unsupervised NNs need to be much greater than the number of output classes to avoid a great error during the learning. In fact, during the learning, in many models, when a neuron wins the net adapts not only its weights but also the weights of its neighbors (soft-max adaptation) to avoid the fall in local minima of the error function. With a low number of neurons, when presenting in input a new pattern, we strongly modify also the weights related to other classes. This implies that classes with a greater number of input patterns have more than 1 neuron for representing them, while other classes have not even 1 neuron. In this case we say that the NN is under-dimensioned and it has an insufficient generalization capacity. As a consequence, we need to use many neurons with respect to the class number and to have a complex labeling phase with several class representatives distributed over the output layer. To label every neuron, we need to use a trial and error technique, by giving in input to the net more patterns for each class and then by seeing the activated units. The main risk is to activate only a subset of the available neurons. It is easy to see that such a method is boring and not reliable and need many well classified patterns. In this case it is better to use supervised NNs which work better than unsupervised NNs. Aim of this paper is to solve in an automatic manner and without the help of an expert the labeling phase of any unsupervised NN, by using two different approaches: the former, called hybrid, is based on the application of a classical clustering algorithm to the neuron weights; the latter, called hierarchical neural net, is based on the multi-layer organization of the net on ever smaller layers from the input to the output. In the next section we illustrate the neural models, i.e. unsupervised NNs, Hybrid models and hierarchical unsupervised NNs. In section 3 we show the behavior of the nets on a synthetic data set used as example.
II. The Neural Network Models

A. Unsupervised neural nets
Kohonen Self Organizing Maps (SOM) [5] , [6] are composed by a neuron layer structured in a rectangular grid. When a pattern x is presented to the net each neuron i receives the components and computes the distance d i from its weight vector w i . The unit k which has the minimum distance from the input pattern will be the winner. The adaptation step consists in the modification of the weights of the neurons in the following way: 
The algorithm applies the gradient descent technique to the error function: The NN is composed by a linear layer of neurons. The Growing Cell Structure (GCS) [3] is a NN which is able to change its structure depending on the data set. Aim of the net is to map the pattern space into a two-dimensional discrete structure A in such a way that similar patterns are represented by topological neighbor elements. The structure A is a two-dimensional simplex where the vertices are the neurons and the edges attain the topological information. Every modification of the net always maintains the simplex properties. The learning algorithm starts with a simple three node simplex and tries to obtain an optimal network by a controlled growing process: for each x pattern of the training set the winner and the neighbors weights are adapted as follows:
where ε b and ε n are constants which determine the adaptation strength for the winner and for the neighbors, respectively.
The insertion of a new node is made after a fixed number λ of adaptation steps. The new neuron is inserted between the unit which has won more times than the others and the farthest of its topological neighbors. The algorithm stops when the network reaches a pre-defined number of elements. A simpler algorithm is the K-means clustering algorithm [9] in its on-line release which applies the gradient descent directly to the average distortion function above defined as follows:
The main limitation of this technique is that the error function presents many local minima which stops the learning before reaching the optimal configuration. The last unsupervised learning algorithm is the Maximum Entropy [7] which applies the gradient descent with soft-max adaptation of the weights to the error function 
where β is the inverse temperature and takes value increasing in time.
B. Hybrid neural nets
Hybrid NNs are composed by an unsupervised single layer NN and a clustering algorithm that uses the information derived by the NN learning algorithm. After the learning of the net, we must apply the clustering algorithm to have a neuron partition in subsets. Their number is equal to the number of the output classes. Furthermore, we want that neurons with similar weight vectors will be in the same class, while neurons with very distant weight vectors will be in different classes. The best strategy is clearly to apply the clustering algorithm directly to the weight vectors of the unsupervised NN after the learning. 4) if the number of clusters is greater than l then go to step 2 else stop. This is the shared basis of many algorithms appeared in literature [2] . The only difference is the distance function. For example, three different choices can be:
(average between groups).
The output of the clustering algorithm will be a labeling of the patterns (in this case neurons) in l different classes.
C. Unsupervised hierarchical neural nets
An alternative approach is to use a new unsupervised single layer NN instead of a clustering algorithm. In this way the second layer NN learns from the weights of the first NN and clusters the neurons on the basis of a similarity measure or a distance. If we apply this process several times then we obtain the unsupervised hierarchical NNs. The number of neurons at each layer decreases form the first to the output layer, and, as a consequence, the net takes a pyramidal aspect as illustrated in Figure 1 . The net takes as input a pattern x and then the first layer finds the winner neuron. The second layer takes the first layer winner weight vector as input and finds the second layer winner neuron and so on until the top layer. The activation value of the output layer neurons is 1 for the winner unit and 0 for all the others. Briefly, the learning steps of a s layer hierarchical NN with training set X are the following:
The first layer is trained on the patterns of X with one of the previous learning algorithms. The second layer is trained by using the same algorithm or one of the other previous ones on the elements of the set X 2 which is composed by the weight vectors of the first layer winner units.
By using the same algorithm or one of the others, we iterate the process to the i-th layer NN (i>2) on the training set X i which is composed by the weight vectors of the winner neurons of the i-1-th layer when presenting X to the 1 st layer NN, X 2 to the 2 nd layer and so on.
By varying the learning algorithms of the layers we obtain different NNs with different properties and abilities. For instance, by using only SOMs we have a Multi-Layer SOM (ML-SOM) [4] where every layer is a two-dimensional grid. We can easily obtain ML-Neural-Gas, ML-Maximum-Entropy or ML-K-means organized on a hierarchy of linear layers. The ML-GCS has a more complex architecture and has at least 3 units for layer. We can think to have hierarchical NNs where different layers have different learning algorithms so that we can take advantage from the properties of each model (for example since we cannot have a ML-GCS with 2 output units, then we can use another NN in the output layer). To solve our basic problem, we need to have a hierarchical NN with a number of output layer neurons equal to the number of the output classes. In this way the labeling becomes a simple problem without reducing the generalization capacity of the net. In fact, the first layer neurons are enough to correctly accomplish the distribution probability density of the input patterns. On the other hand, the number of neurons of a layer cannot rapidly decrease with respect to the number of units of the preceding layer, a hierarchical NN is slower than a single layer NN, and the computing time depends on the layer number. After the learning phase, it is simple to label in a unique way the input neurons depending on the corresponding output units. In this way we use single layer NNs in the computation on the test set.
III. Experimental results
Following [8] , we tested the models on training sets composed by two-dimensional patterns uniformly distributed over well-separated clusters. We generated 3 sets of 309 patterns divided into 6 clusters even nearer each other (see figure 2 column a). We trained big one-layer NNs with 50 units and small NNs with 6 neurons on each training set by using the algorithms previously described in section 2. Table 1 shows the learning parameters used by the nets (when the parameters are different for the big and small nets, the values related to the small ones are indicated in parenthesis). For the first 2 models we chose as adaptation function h σ a gaussian function whose variance σ was exponentially decreased as shown in table 1. The GCS model starts with a trivial simplex with 3 neurons and then after 47 insertions (3 in the case of small net) arriving to the final dimension of 50 units (6 units for the small net). The λ parameter was set in such a way to obtain a number of adaptation steps very similar to those of the other nets. Firstly we focus on the Neural-Gas model (which reaches the best average distortion for the big net) and then we extend our attention to the other algorithms. Figure 2 shows some partitioning examples of the feature space obtained with Neural-Gas nets. Column A illustrates distributions on the feature space of the 3 training sets (each set has 6 clusters with 54(A), 54(B), 36(C), 48(D), 81(E) e 36(F) patterns). Column B e C show the 50 weights position of the big Neural-Gas (the circles) in the feature space after the training phase on the 3 example sets (in this image, clusters are showed as boxes). To obtain an input space partition into 6 regions (one for each cluster) we must label the 50 neurons through one of the previously described algorithms. Column B shows the partitions obtained (in the 3 cases) by using a 3 layer NN with the second and third Neural-Gas layers of 20 and 6 units, respectively (the barycentre method reach the same performance too). Column C instead shows the partitions obtained applying the nearest neighbor clustering algorithm to the trained net. Columns D and E illustrate correct and wrong partitions obtained by the small Neural-Gas net on the same data (for this net labeling is trivial because the output number is equal to the class number). For what concern the first training set (easy case), all the labeling algorithms applied to the big Neural-Gas give correct partitions. The net with 6 neurons obtains a sufficient representation only in the 85% of the cases. In the remaining 15% we have the wrong representation of figure 2E1 where the biggest cluster absorbed 2 neurons (since there are few neurons, then the learning is unstable and the results strongly depend on the random weight initialization). By using the second training set (difficult case), the failures of the 6 units net increase (wrong classification of figure 2E2 in the 54% of the cases and correct classification of figure 2D2 in the 46%) while our neural nets (hierarchical and hybrids) continue to correctly work in the 100% of the experiments (figures 2B2 and 2C2). For what concern the third training set (very difficult case), both the 6-units NNs ( figure 2E3 ) and the hierarchical NNs ( figure 2B3 ) find a wrong representation. The big Neural-Gas + the nearest neighbor obtains the right representation shown in figure 2C3 . The NNs correctness percents are illustrated in table 2. It is worth of noting that the nearest neighbor applied to big nets always obtain the 100% of successful. The hierarchical NNs work well only on the first two training sets while on the third training set all of them obtain a failure. It is interesting to note that, if we add a single output neuron to the hierarchical nets (so dividing the feature space in 7 clusters) then we obtain the quasi-correct partition showed in figure 3A (Neural-Gas case) where a small human intervention can lead to the correct one (it is sufficient to merge the two clusters that represent class E). A second kind of experiments were accomplished by using the IRIS data set [11] to analyze the ability of the hierarchical and hybrid NNs in handling overlapped clusters. IRIS data set is composed by 3 classes of 50 elements each, class 1 is linearly separable from the others, classes 2 and 3 are strongly overlapped. The parameters of the models are the same as those of table 1 except for the net sizes that are 10-3 for hierarchical NNs and 3x4-for MLSOM, 10 for hybrid NNs and 3 (the class number) for small NNs. Experimental results are shown in table 3 where we indicate the correctness percent of NNs to represent each class of the data set (for example, if we take ML-GCS, we see the third row and the first three columns: the first column indicates that all the elements of the first class are in the first cluster, the second column means that 27 elements of the second class are in the second cluster while the third column shows that 49 patterns of the third class are in the third cluster). As a consequence of the results shown in table 3, we can elicit that even with overlapped clusters, hierarchical NNs work better than the corresponding small nets and hybrid nets, but the GCS . More specifically, ML-Maximum Entropy has only 6 patterns not correctly clustered , ML-SOM and ML-Neural Gas are a bit worse with 14 patterns (all belonging to class 3) with the same performance of GCS + nearest neighbor. Hybrid NNs does not work so well as in the first experiment because although they are able to find non-ellipsoidal clusters (see figure 3B) , they do not work in a good way when dealing with well defined clusters but not well separated ones (overlapped clusters). In fact, in this case they create chains that lead to misclassification errors in the class separation. Effects of chaining are shown in figures 3C and 3D where we try to separate two clusters joined by a little "ribbon". In this case Neural-Gas + nearest neighbor fails while ML-NeuralGas assures a good partition (figure 3C)
IV. Concluding Remarks
In this paper we have shown some experimental considerations on the automatic labeling by means of single layer, hierarchical and hybrid NNs. To obtain an automatic labeling, hierarchical NNs are to be preferred to single layer NNs.
The hybrid barycentre method is equivalent to hierarchical NNs, while the hybrid nearest neighbor is somewhat different. This last method is the best technique for non-overlapping clusters but, as shown above, it has some problems handling overlapping regions. Preliminary results show that hierarchical NNs has been successfully applied to image segmentation of stellar fields [10] in the detection and extraction of celestial objects from a noisy background (a highly overlapped clustering problem). Our approach (PCA + Hierarchical NNs + a simple deblending algorithm) has improved the detection performance from 74% (widely used non-neural method) to 94% (GCS + Neural Gas + Neural Gas, 50-20-6) of correctness percent. We needed 6 output classes for having a good result but it is much simpler both in terms of examples and of class separation than using a single-layer NN with 50 neurons. A bit worse results were obtained by ML-Neural Gas and by ML-SOM, while MLMaximum Entropy was too much sensitive to noise; the best result reached by hybrid and non-hierarchical NNs is only 65% of correctness percent. A detailed description of this application in the context of star/galaxy separation will be soon submitted for publication in an international journal.
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