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ABSTRACT INDUCED MODULES FOR REDUCTIVE GROUPS
WITH FROBENIUS MAPS
XIAOYU CHEN AND JUNBIN DONG
Abstract. Let G be a connected reductive group defined over the finite field
Fq of q elements, and B be a Borel subgroup of G defined over Fq. We show
that the abstract induced module M(θ) = kG ⊗kB θ (here kH is the group
algebra of H over the field k) has a composition series (of finite length) if
the characteristic of k is not equal to that of Fq. In the case k = F¯q and θ
is a rational character, we give the necessary and sufficient condition for the
existence of the composition series (of finite length) of M(θ). We determine
all the composition factors whenever the composition series exist. This gives
a large class of abstract infinite dimensional irreducible kG-modules.
Introduction
The decomposition of certain induced modules are extremely important in the
representation theory of algebraic groups and finite groups of Lie type. One very
important class of finite-dimensional representations arises by considering the in-
duced module from a character of a Borel subgroup. It is well known that all finite
dimensional rational irreducible modules arise by “inducing” (see [16] for details)
one dimensional representations of the Borel subgoup (known as the costandard
modules), and the decomposition problem of such modules is known as Lusztig’s
conjecture (cf. [19] and [20]) which is true for large characteristic (cf. [1] and [13])
and false for small characteristic (cf. [28]). Each irreducible representation of finite
groups with split BN -pair of characteristic p over a field of characteristic p oc-
curs in the head (socle) of some induced module from a character of a finite Borel
subgroup (cf. [9], [25]). For the ordinary representation theory of finite reductive
groups, each irreducible modules occurs in some virtual representation (known as
RθT , cf. [12]), and this classical theory is also contained in the textbook [3] and
[8]. For the finite group with a certain set of subquotients, each irreducible module
occurs at the head (socle) of the induced module from some “cuspidal pair” (cf. [8,
Chapter 1]). There are analogous results in the representation theory of Lie alge-
bras by considering the decomposition of Verma modules and baby Verma modules
(cf. [27], [22]). Anyway, it is a fundamental problem to determine the submodule
structures of various inductions.
The induced modules from a one dimensional module of a Borel subgroup of a
finite reductive group have been investigated in great detail (cf. [17], [21], and [32]).
For example, in [17] Jantzen constructed a filtration for such induced modules and
gave the sum formulas of these filtrations correspond to those of the well known
Jantzen filtrations of generic Weyl modules. In [21] C. Pillen proved that the socle
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and radical filtrations of such modules could be obtained from the filtrations of the
generic Weyl modules under the similar assumption in [17]. It was also showed in
the same paper that these modules are rigid.
In contrast to the fruitful results discussed above, little has been known for such
(abstract) induced modules for the infinite reductive groups with Frobenius maps
(For example, SLn(F¯q), SO2n(F¯q), SO2n+1(F¯q), Sp2n(F¯q),· · · ). Recently, Nan-
hua Xi studied certain infinite dimensional representations of connected reductive
groups over a field of positive characteristic (cf. [29]). These objects arise via in-
duction from the group algebra of a Borel subgroup to the group algebra of the
whole group. Xi constructed a submodule filtration of the abstract induced module
from the trivial character of a Borel subgroup whose subquotients indexed by the
subsets of the set of simple reflections, and they turned out to be pairwisely non-
isomorphic. Moreover the authors proved these subquotients are irreducible (see
[6] for the cross characteristic case and see [7] for the defining characteristic case).
The first author also made an attempt to study the submodule structure of some
induced modules in [4] and [5].
In this paper, we study the existence of the composition series of the abstract
induced module from an arbitary character of a Borel subgroup, and determine the
composition factors whenever the composition series exist. Let G be a connected
reductive group defined over the finite field Fq of q elements, and F be the standard
Frobenius map. Let B be an F -stable Borel subgroup and T an F -stable maximal
torus contained in B. Let k be a field. This paper concerns the abstract induced
module M(θ) = kG⊗kB θ (here kH is the group algebra of the group H, and θ is a
character of T regarded as a character of B). We show thatM(θ) has a composition
series if chark 6= char F¯q, in which case we determine all the composition factors of
M(θ). However, if k = F¯q, the situation is more complicated. Under the assumption
θ ∈ X(T), a rational character of T, we show that M(θ) has a composition series
if and only if θ is antidominant (see Section 4 for the definition), in which case the
submodule structure is analogous to the cross characteristic case. In particular, we
find a large class of infinite dimensional irreducible abstract representations of G.
Let us introduce the idea of the proof briefly. Let U be the unipotent radical of
B, and Uqa be its Fqa -points. In the case either chark 6= char F¯q or k = F¯q and θ is
antidominant, we construct an explicit filtration of M(θ). For any subquotient E
of this filtration, we prove the irreducibility of E through the following steps: (1)
Show that E is a cyclic module (which is obvious by definition); (2) Show that any
submodule of E contains an Uqa -fixed point for a sufficient large number a; (3) Show
that any Uqa -fixed point is transited by kG to a generator of E. It is important to
note that the step (3) is a new phenomenon in our case, and we develop a new and
highly nontrivial technique to settle. In the case k = F¯q and θ is not antidominant,
by the transitivity of Harish-Chandra induction (infinite version) and exactness of
(abstract) induction functor, the non-existence of the composition series of M(θ)
reduced to the case G = SL2(F¯q). In this case, we prove the non-existence result
using the limit process and the classical structural results of the Weyl modules for
SL2(F¯q) (cf.[11]).
This paper is organized as follows: In Section 1 we recall some notations, and
give some general constructions and results working for any field k. In particular,
it contains the general properties of the abstract induced modules M(θ). Section 2
is devoted to study the decomposition of M(θ) in the case chark 6= char F¯q. When
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k = F¯q and θ is rational, Section 3 and Section 4 deal with the composition series
of M(θ) in antidominant case and non-antidominant case, respectively. Using such
decomposition of M(θ) in previous sections, some more corollaries and conclusions
are given in Section 5.
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1. General setting
Let G be a connected reductive group defined over Fq with the standard Frobe-
nius map F . Let B be an F -stable Borel subgroup, and T be an F -stable maximal
torus contained in B, and U = Ru(B) the (F -stable) unipotent radical of B. We
denote Φ = Φ(G;T) the corresponding root system, and Φ+ (resp. Φ−) be the set
of positive (resp. negative) roots determined by B. Let W = NG(T)/T be the
corresponding Weyl group. One denotes ∆ = {αi | i ∈ I} the set of simple roots
and S = {si := sαi | i ∈ I} the corresponding simple reflections in W . For each
w ∈ W , let w˙ be one representative in NG(T). For any w ∈W , let Uw (resp. U
′
w)
be the subgroup of U generated by all Uα (the root subgroup of α ∈ Φ
+) with
wα ∈ Φ− (resp. wα ∈ Φ+). The multiplication map Uw ×U
′
w → U is a bijection
(see [Car]). For any J ⊂ I, letWJ and PJ be the corresponding standard parabolic
subgroup of W and G, respectively. One denotes by wJ the longest element in WJ .
We also have the Levi decomposition PJ = LJ ⋉UJ , where LJ is the subgroup of
PJ generated by T, and all Uαi and U−αi with (i ∈ J) and UJ = Ru(PJ ).
Assume that k is a field and all representations of G we consider are over the
field k. Denote by kG the group algebra of G. For any finite subset H of G, let
H :=
∑
h∈H h ∈ kG. This notation will be frequently used later. Without loss of
generality, we make the following convention throughout this paper.
Convention 1.1. We assume that all representatives of the elements ofW involved
are in Gq without loss of generality. (Otherwise we replace q by a sufficiently large
power of q. This does no harm to the result.)
Let T̂ be the character group of T. Each θ ∈ T̂ is regarded as a character of B
by the homomorphism B → T. Let kθ be the corresponding B-module. We are
interested in the induced module M(θ) = kG⊗kB kθ. Let 1θ be a nonzero element
in kθ. We write x1θ := x⊗ 1θ ∈ M(θ) for short.
Proposition 1.2. For any θ ∈ T̂, we have the isomorphism EndkG(M(θ)) ≃ k as
k-algebras. In particular, the kG-module M(θ) is indecomposable.
Proof. Let f ∈ EndkG(M(θ)). It is clear that f(1θ) ∈ M(θ)
U = k1θ which com-
pletes the proof. 
Remark 1.3. Let tr be the trivial Bq-module. It is well known that Ind
Gq
Bq
tr is
always decomposable (with the Steinberg module a direct summand). Proposition
1.2 gives a new phenomenon for infinite reductive groups.
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For each i ∈ I, Let Gi be the subgroup of G generated by Uαi ,U−αi and set
Ti = T ∩Gi. For θ ∈ T̂, define the subset I(θ) of I by
I(θ) = {i ∈ I | θ|Ti is trivial}.
The Weyl group W acts naturally on T̂ by
(w · θ)(t) := θw(t) = θ(w˙−1tw˙)
for any θ ∈ T̂. Denote by Wθ the stabilizer of θ. The following lemma is clear.
Lemma 1.4. (i) The parabolic subgroup WI(θ) is a subgroup of Wθ.
(ii) Conversely, if Wθ is a parabolic subgroup of W , then Wθ =WI(θ).
Proof. (i) It is sufficient to show θsi = θ for each i ∈ I(θ). We have
(1.1) θsi(t) = θ(s−1i tsi) = θ(t)θ(t
−1s−1i tsi), ∀ t ∈ T.
Now since t−1s−1i tsi ∈ Ti, we get θ(t
−1s−1i tsi) = 1. Then θ
si = θ and (i) is proved.
(ii) We must prove Wθ ⊂ WI(θ). Since Wθ is generated by simple reflections, it is
enough to show that if θsi = θ, then θ|Ti is trivial. By (1.1), it suffices to show
that each element g ∈ Ti can be written as t
−1s−1i tsi with t ∈ Ti. It is enough
to verify this in SL2(F¯q) in which case si = s =
(
0 1
−1 0
)
. Let g =
(
b 0
0 b−1
)
.
Let x be a square root of b−1 in F¯q and t =
(
x 0
0 x−1
)
. Then t−1s−1ts = g which
completes the proof. 
Let J ⊂ I(θ), andGJ be the subgroup ofG generated byGi, i ∈ J . We choose a
representative w˙ ∈ GJ for each w ∈ WJ . Thus, the element w1θ := w˙1θ (w ∈WJ )
is well defined. For J ⊂ I(θ), we set
η(θ)J =
∑
w∈WJ
(−1)ℓ(w)w1θ,
and letM(θ)J = kGη(θ)J . Analogous to [29, Proposition 2.3], we have the following
proposition.
Proposition 1.5. For J ⊂ I(θ), the kG-module M(θ)J has the form
M(θ)J =
∑
w∈W
kUw˙η(θ)J =
∑
w∈W
kUwJw−1w˙η(θ)J .
Proof. The second equality follows immediately from the Bruhat Decomposition.
LetM =
∑
w∈W kUw˙η(θ)J . SinceM contains η(θ)J , to show the first equality it is
enough to show that M is a kG-submodule, and hence to show that M is NG(T)-
stable by Bruhat decomposition. We have to check s˙iuh˙η(θ)J ∈M for any u ∈ U,
h ∈ W , and i ∈ I. Since each element u ∈ U can be written as u = u′iui with
u′i ∈ U
′
si and ui ∈ Usi and s˙iu
′
is˙i
−1 ∈ U, it is enough to check s˙iuih˙η(θ)J ∈M . It
is no harm to assume that ℓ(hwJ) = ℓ(h) + ℓ(wJ).
The case ui = 1 is clear. For each ui ∈ Uαi\{1}, we have
(1.2) s˙iuis˙i
−1 = fi(ui)s˙ihi(ui)gi(ui),
where fi(ui), gi(ui) ∈ Uαi\{1}, and hi(ui) ∈ Ti are uniquely determined.
(1) If hwJ ≤ sihwJ , then hw ≤ sihw for each w ∈WJ . In this case,
s˙iuih˙η(θ)J = s˙ih˙η(θ)J ∈M.
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(2) If sih ≤ h, we have
s˙iuih˙η(θ)J = fi(ui)s˙ihi(ui)gi(ui)s˙ih˙η(θ)J
by (1.2). Then we see that
(1.3)
s˙iuih˙η(θ)J = θ
sih(hi(ui))θ
h(s˙i
2)fi(ui)h˙η(θ)J
= θh(s˙ihi(ui)s˙i)fi(ui)h˙η(θ)J
which is in M .
(3) If h ≤ sih but sihwJ ≤ hwJ , then sih = hsj for some j ∈ J . We can assume
that s˙ih˙ = h˙s˙jt, for some t ∈ T and s˙j ∈ Gj . Therefore
s˙iuih˙η(θ)J = s˙ih˙h˙
−1uih˙η(θ)J = h˙s˙jth˙
−1uih˙η(θ)J .
For convenience we set uj = th˙
−1uih˙t
−1 ∈ Uαj , then the above equation becomes
s˙iuih˙η(θ)J = θ(t)h˙s˙jujη(θ)J .
It is clear that
s˙jujη(θ)J = s˙juj
∑
w∈WJ
w≤sjw
(−1)ℓ(w)w1θ + s˙juj
∑
w∈WJ
sjw≤w
(−1)ℓ(w)w1θ
For the first part, we see that
s˙juj
∑
w∈WJ
w≤sjw
(−1)ℓ(w)w1θ = s˙j
∑
w∈WJ
w≤sjw
(−1)ℓ(w)w1θ = −
∑
w∈WJ
sjw≤w
(−1)ℓ(w)w1θ.
For the second part, by (1.2) we have
s˙juj
∑
w∈WJ
sjw≤w
(−1)ℓ(w)w1θ = fj(uj)s˙jhj(uj)gj(uj)s˙j
∑
w∈WJ
sjw≤w
(−1)ℓ(w)w1θ
= fj(uj)
∑
w∈WJ
sjw≤w
(−1)ℓ(w)w1θ
by some easy computation.
Combining these two parts then we have
s˙jujη(θ)J = −
∑
w∈WJ
sjw≤w
(−1)ℓ(w)w1θ + fj(uj)
∑
w∈WJ
sjw≤w
(−1)ℓ(w)w1θ
which can be also written as
−
∑
w∈WJ
sjw≤w
(−1)ℓ(w)w1θ + fj(uj)η(θ)J − fj(uj)
∑
w∈WJ
w≤sjw
(−1)ℓ(w)w1θ
= −
∑
w∈WJ
sjw≤w
(−1)ℓ(w)w1θ + fj(uj)η(θ)J −
∑
w∈WJ
w≤sjw
(−1)ℓ(w)w1θ
= (fj(uj)− 1)η(θ)J .
Using this equation, we get
s˙iuih˙η(θ)J = θ(t)h˙s˙jujη(θ)J = θ(t)h˙(fj(uj)− 1)η(θ)J
= θ(t)(h˙fj(uj)h˙
−1 − 1)h˙η(θ)J .
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Noting that uj = th˙
−1uih˙t
−1 and combining (1.2) and the following two equations
h˙s˙juj s˙j
−1h˙−1 = h˙s˙jth˙
−1uih˙t
−1s˙j
−1h˙−1 = s˙iuis˙i
−1,
h˙s˙juj s˙j
−1h˙−1 = (h˙fj(uj)h˙
−1)(h˙s˙j h˙
−1)(h˙hj(uj)h˙
−1)(h˙gj(uj)h˙
−1),
we have fi(ui) = h˙fj(uj)h˙
−1, and hence
(1.4) s˙iuih˙η(θ)J = θ(t)(fi(ui)− 1)h˙η(θ)J ∈M.
This completes the proof. 
For w ∈ W , denote by R(w) = {i ∈ I | wsi < w}. For any subsets J ⊂ I and
K ⊂ I(θ) we set
XJ = {x ∈ W | x has minimal length in xWJ};
ZK = {w ∈ XK | R(wwK) ⊂ K ∪ (I\I(θ))}.
For each w ∈ W , let
Cw =
∑
y≤w
(−1)ℓ(w)−ℓ(y)Py,w(1)y ∈ kW,
where Py,w are Kazhdan-Lusztig polynomials. According to [18], the elements Cw
with w ∈W form a basis of kW . In particular, we have CwJ =
∑
y∈WJ
(−1)ℓ(wJy)y.
By [14, Lemma 2.8 (c)], for x ∈ XJ , we have the uni-triangular relation
(1.5) CxwJ = xCwJ +
∑
y∈XJ ,y<x
ayyCwJ , ay ∈ k
with its inverse
(1.6) xCwJ = CxwJ +
∑
y∈XJ ,y<x
a′yCywJ , a
′
y ∈ k.
Lemma 1.6. Let J ⊂ I(θ). Then the set {wCwK |J ⊂ K ⊂ I(θ), w ∈ ZK} forms
a basis of kWCwJ . In particular, we have
kWCwJ =
∑
w∈ZJ
kwCwJ +
∑
J(K⊂I(θ)
kWCwK .
Proof. Firstly we note that XJwJ =
⋃
J⊂K⊂I(θ)
ZKwK (disjoint union). Let V be
the space spanned by {wCwK |J ⊂ K ⊂ I(θ), w ∈ ZK}. It is enough to prove that
xCwJ ∈ V for any x ∈ XJ . We show this by induction on ℓ(x). The case ℓ(x) = 0
is trivial. Assume that ℓ(x) > 0. The result is trivial if x ∈ ZJ . For x 6∈ ZJ , we
have xwJ = ywL for some J ( L and y ∈ ZL, and hence CxwJ = CywL ∈ V by
(1.5) and induction. Moreover we have
(1.7) xCwJ = CxwJ +
∑
z<x,z∈XJ
kzCzwJ , kz ∈ k
by (1.6). It follows that xCwJ ∈ V by (1.5), (1.7), and induction. This completes
the proof. 
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For any w ∈WI(θ), set cw = (−1)
ℓ(w)Cw1θ ∈M(θ). By [18, Lemma 2.6 (vi)], we
have cwJ = η(θ)J for any subset J of I(θ). Since sicwJ = −cwJ if i ∈ J , we have
(1.8) M(θ)J =
∑
w∈XJ
kUwJw−1w˙η(θ)J
for any J ⊂ I(θ) by Proposition 1.5. Set
E(θ)J =M(θ)J/M(θ)
′
J ,
where M(θ)′J is the sum of all M(θ)K with J ( K ⊂ I(θ). This construction
generalizes [29, 2.6]. For each J ⊂ I(θ), denote by C(θ)J the image of η(θ)J in
E(θ)J . The following proposition gives a basis of E(θ)J .
Proposition 1.7. The set {uw˙C(θ)J | w ∈ ZJ , u ∈ UwJw−1} forms a basis of
E(θ)J .
Proof. The set is linearly independent by Lemma 1.6. By (1.8) and Lemma 1.6, we
see that
E(θ)J =
∑
w∈ZJ
kUwJw−1w˙C(θ)J .
This completes the proof. 
The following proposition is analogous to [29, Proposition 2.7].
Proposition 1.8. Let θ1, θ2 ∈ T̂ and K ⊂ I(θ1), L ⊂ I(θ2). Then E(θ1)K is
isomorphic to E(θ2)L if and only if K = L and θ1 = θ2.
Proof. The “if” part is clear. We prove the “only if” part. Assume that there is an
isomorphism φ : E(θ1)K → E(θ2)L. It is clear that tφ(C(θ1)K) = θ1(t)φ(C(θ1)K)
for any t ∈ T. On the other hand, all T-invariant lines in E(θ2)L are contained in
kWC(θ2)L, in which t ∈ T acts by multiplying θ2(t). In particular, tφ(C(θ1)K) =
θ2(t)φ(C(θ1)K), and hence θ1 = θ2. Since φ preserves T-invariant lines, we have
φ(kWC(θ1)K) ⊂ kWC(θ2)L. But C(θ1)K is uniquely determined by the following
two conditions: (1) s˙iC(θ1)K = −C(θ1)K if and only if i ∈ K; (2) UαiC(θ1)K =
C(θ1)K if and only if i 6∈ K. If L 6= K, there is no element in kWC(θ1)L satisfying
(1) and (2), which is a contradiction. This completes the proof. 
Analogous to [6], we have the following interpretation of E(θ)J in terms of par-
abolic induction.
Let θ ∈ T̂ and K ⊂ I(θ). Since θ|Ti is trivial for all i ∈ K, it induces a character
(still denoted by θ) of T = T/[LK ,LK ]. Therefore, θ is regarded as a character
of LK by the homomorphism LK → T (with the kernel [LK ,LK ]), and hence
as a character of PK by letting UK acts trivially. Set M(θ,K) := kG ⊗kPK θ.
Let 1θ,K be a nonzero element in the one dimensional module kθ associated to
θ. We abbreviate x1θ,K := x ⊗ 1θ,K ∈ M(θ,K) as before. Let J ⊂ I(θ) and
J ′ = I(θ)\J . Let E(θ)′J be the submodule of M(θ, J
′) generated by D(θ)J :=∑
w∈WJ
(−1)ℓ(w)w˙1θ,J′ .
Proposition 1.9. The set {uw˙D(θ)J | w ∈ ZJ , u ∈ UwJw−1} forms a basis of
E(θ)′J . In particular, E(θ)
′
J is isomorphic to E(θ)J as kG-modules.
Proof. Using Lemma 1.5, we have
E(θ)′J = kGD(θ)J =
∑
w∈W
kUw˙D(θ)J .
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Since s˙iD(θ)J = −D(θ)J for any i ∈ J , then E(θ)
′
J =
∑
w∈XJ
kUw˙D(θ)J . Since
D(θ)K = (−1)
ℓ(wK)CwK1θ,J′ for each J ⊂ K ⊂ I(θ), and CwK1θ,J′ = 0 for J (
K ⊂ I(θ), we have E(θ)′J =
∑
w∈ZJ
kUw˙D(θ)J by Lemma 1.6. By the same
argument as Proposition 1.7, we have
E(θ)′J =
∑
w∈ZJ
kUwJw−1w˙D(θ)J ,
and hence E(θ)′J is isomorphic to E(θ)J by Lemma 1.7. 
2. The cross characteristic
Throughout this section, we assume that chark 6= char F¯q = p. The main result
of this section is the following
Theorem 2.1. Let θ ∈ T̂. Then all modules E(θ)J (J ⊂ I(θ)) are irreducible
and pairwise non-isomorphic. In particular, M(θ) has exactly 2|I(θ)| composition
factors with each of multiplicity one.
For each i ∈ I, we fix an ui ∈ Uαi\{1}. Similar to [6], define
τi := ui
−1s˙i
−1(fi(ui)− 1) ∈ kG,
where fi(ui) is defined by the formula (1.2). Similar to [6], the operators τi (i ∈
I) have the following properties (Lemma 2.2, Corollary 2.3, Corollary 2.4 below)
whose proof in identical to [6, Lemma 3.3], [6, Corollary 3.5], [6, Corollary 3.6],
respectively, as long as we replace DJ there with D(θ)J .
Lemma 2.2. For each i ∈ I, fix a ui ∈ Uαi\{1}. Let w ∈ ZJ , then we have
τiw˙D(θ)J =
 aiw˙D(θ)J − s˙i
−1w˙D(θ)J if siw ≤ w
biw˙D(θ)J if siwwJ < wwJ and siw ≥ w
0 if siwwJ ≥ wwJ
where ai = (θ
w(s˙ihi(ui)s˙i))
−1, and bi ∈ k depends on the choice of the representa-
tive of each element w ∈ W .
Corollary 2.3. Let j1, · · · , jk ∈ I. If the coefficient (in terms of the basis given
in Proposition 1.9) of w˙1D(θ)J in τjk · · · τj1w˙2D(θ)J is nonzero, then w1 = w2, or
there exists a 1 ≤ t ≤ k and a subset {i(1), i(2), · · · , i(t)} of {1, 2, · · · , k} such that
(i) i(1) < i(2) < · · · < i(t), (ii) ℓ(w1) = ℓ(w2)− t, and (iii) w1 = sji(t) · · · sji(1)w2.
As an easy consequence of Corollary 2.3, we have
Corollary 2.4. Let j1, · · · , jk ∈ I. Then
(1) The coefficient of w˙1D(θ)J in τjk · · · τj1 w˙2D(θ)J is zero if ℓ(w2)− ℓ(w1) > k.
(2) If ℓ(w2) − ℓ(w1) = k, then the coefficient of w˙1D(θ)J in τjk · · · τj1 w˙2D(θ)J is
nonzero if and only if w1 = sjk · · · sj1w2.
Let θ be an one dimensional character ofT (resp. Tqa), and V be a kT (resp. kTqa)-
module. We denote Vθ = {v ∈ V |tv = θ(t)v, ∀t ∈ T} (resp. Vθ,qa = {v ∈ V |tv =
θ(t)v, ∀t ∈ Tqa}). The following lemma is easy but useful in the main proof of this
section.
Lemma 2.5. Let M be a kG-module and N be a submodule of M . Assume that
χ1, χ2, . . . , χm be different characters of T (resp. Tqa). If
m∑
i=1
aiξi ∈ N with each
ai 6= 0 and ξi ∈Mχi (resp. ξi ∈Mχi,qa), then ξi ∈ N for 1 ≤ i ≤ m.
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Proof. The proof is obvious by induction on m. 
Now we return to the main step of the proof. By Lemma 1.9, it is sufficient to
prove that E(θ)′J is irreducible for any J ⊆ I(θ). This follows from the following
four technical results (Lemma 2.6⇒ Lemma 2.7⇒ Lemma 2.8 as we will see below).
Lemma 2.6. Let θ ∈ T̂, and let M be a kG-module and η ∈ Mθ. If M
′ is a
submodule of M containing Uqaη for some positive integer a, then η ∈M
′.
Lemma 2.7. For J ⊆ I(θ), if M is a nonzero submodule of E(θ)′J , then
M ∩
∑
w∈ZJ∩Wθ
kw˙D(θ)J 6= 0.
Lemma 2.8. For J ⊆ I(θ), if M is a nonzero submodule of E(θ)′J , then
M ∩
∑
w∈ZJ∩WI(θ)
kw˙D(θ)J 6= 0.
Lemma 2.9. For J ⊆ I(θ), if M is a nonzero submodule of E(θ)′J such that
M ∩
∑
w∈ZJ∩WI(θ)
kw˙D(θ)J 6= 0,
then D(θ)J ∈M and hence M = E(θ)
′
J .
Once these lemmas are proved, we can prove Theorem 2.1.
Proof of Theorem 2.1. Combining Lemma 2.8 and 2.9, we see that any nonzero
submodule M of E(θ)′J contains D(θ)J , and hence M = E(θ)
′
J . In particular, all
E(θ)′J are irreducible for any J ⊂ I(θ). Therefore, all E(θ)J are irreducible and
pairwise nonisomorphic by Proposition 1.8 and 1.9. This completes the proof. 
It remains to prove the above four Lemmas.
Proof of Lemma 2.6. The proof is motivated by [30, 2.7]. Let
w0 = sαrsαr−1 . . . sα1
be a reduced expression of the longest element w0 of W , and set
βi = sα1sα2 . . . sαi−1(αi).
Then for any positive integer b,
Xi,qb = Uβr,qbUβr−1,qb . . . Uβi,qb
is a subgroup of U. Clearly, Xi,qb is a subgroup of Xi,qb′ if Fqb is a subfield of Fqb′ .
Here we set Xr+1,qb = {1}.
First we use induction on i to show that there exists positive integer bi such that
the element Xi,qbi η is in M
′. When i = 1, this is true for b1 = a by assumption.
Now we assume that Xi,qbi η is in M
′. We show that Xi+1,qbi+1 η is in M
′ for some
bi+1.
Let c1, c2, . . . , cqbi+1 be a complete set of representatives of all cosets of F
∗
qbi
in
F∗
q2bi
. Choose t1, t2, . . . , tqbi+1 ∈ T such that βi(tj) = cj for j = 1, 2, . . . , q
bi + 1.
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Note that tη = θ(t)η for any t ∈ T. Thus
(2.1)
qbi+1∑
j=1
θ(tj)
−1tj
∑
x∈U
βi,q
bi
xη = qbiη + Uβi,q2bi η.
Since Xi,qbi = Xi+1,qbiUβi,qbi and Xi,qbi η is in M
′, we see that
ζ :=
qbi+1∑
j=1
θ(tj)
−1tj
∑
x∈X
i,qbi
xη =
qbi+1∑
j=1
θ(tj)
−1tj
∑
y∈X
i+1,qbi
y
∑
x∈U
βi,q
bi
xη
=
∑
y∈X
i+1,qbi
qbi+1∑
j=1
tjyt
−1
j (θ(tj)
−1tj
∑
x∈U
βi,q
bi
xη) ∈M ′.
Choose bi+1 such that all βm(tj)(r ≥ m ≥ i) are contained in Fqbi+1 and Fqbi+1
contains Fq2bi . Then tjyt
−1
j is in Xi+1,qbi+1 for any y ∈ Xi+1,qbi . Then we have
Xi+1,qbi+1 ζ = q
(r−i)biXi+1,qbi+1
qbi+1∑
j=1
θ(tj)
−1tj
∑
x∈U
βi,q
bi
xη
= q(r−i)biXi+1,qbi+1 (q
biη + Uβi,q2bi η) ∈M
′.
(2.2)
Because Xi,qbi η is in M
′, we have Xi,q2bi η ∈M
′. Thus
(2.3) Xi+1,qbi+1 Xi,q2bi η = q
2(r−i)biXi+1,qbi+1 Uβi,q2bi η ∈M
′.
Since q 6= 0 in k, combining formula (2.2) and (2.3) we see that Xi+1,qbi+1 η ∈M
′.
Noting that Xr,qbr = Uβr,qbr , now we have Uβr,qbr η ∈ M
′ and Uβr,q2br η ∈ M
′.
Applying formula (2.1) to the case i = r we get that qbrη + Uβr,q2br η ∈ M
′.
Therefore η is in M ′. The lemma is proved. 
Proof of Lemma 2.7. The proof is analogous to that of [6, Claim 1]. Assume thatM
is a nonzero submodule of E(θ)′J and 0 6= x ∈M . Then x ∈ E(θ)
′
J,qa = kGqaD(θ)J
for some a > 0.
For any K ⊂ I(θ), set M(θ,K)qa = Ind
Gqa
PK,qa
kθ. Assume that L ∈ Irrk(Gqa) is a
simple submodule of M(θ,K)qa . Then
HomGqa (M(θ
−1,K)qa , L
∗) = HomGqa ((M(θ,K)qa )
∗, L∗) 6= 0
Since for each character θ, Ind
Gqa
PK,qa
kθ is a quotient module of Ind
Gqa
Bqa
kθ, which is
a quotient module of Ind
Gqa
Uqa
tr, we have HomGqa (Ind
Gqa
Uqa
tr, L∗) 6= 0. Therefore
(L∗)Uqa ∼= HomUqa (tr, L
∗) ∼= HomGqa (Ind
Gqa
Uqa
tr, L∗) 6= 0
by Frobenius reciprocity. When chark 6= char F¯q, (L
∗)Uqa 6= 0 is equivalent to
LUqa 6= 0 since Uqa acts semisimply on L.
It is clear that (E(θ)′J,qa )
Uqa ⊂
⊕
w∈ZJ
kUwJw−1,qaw˙D(θ)J by Proposition 1.9,
and there is an L ∈ Irrk(Gqa) such that L ⊂ kGqax ⊂ E(θ)
′
J,qa ∩ M . By the
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previous paragraph, LUqa 6= 0, which implies that (E(θ)′J,qa )
Uqa ∩M 6= 0. Assume
that
0 6= ξ =
∑
w∈ZJ
cwUwJw−1,qaw˙D(θ)J ∈ (E(θ)
′
J,qa )
Uqa ∩M, cw ∈ k.
Notice that
Uqaξ = Uqa
∑
w∈ZJ
cwUwJw−1,qaw˙D(θ)J
=
∑
w∈ZJ
U ′wJw−1,qa · UwJw−1,qacwUwJw−1,qaw˙D(θ)J
=
∑
w∈ZJ
U ′wJw−1,qa · UwJw−1,qacwq
aℓ(wJw
−1)w˙D(θ)J
= Uqa
∑
w∈ZJ
cwq
aℓ(wJw
−1)w˙D(θ)J ∈M.
It follows that 0 6= Uqa
∑
w∈Wθ
c′wv˙w˙D(θ)J ∈ Mθv,qa for some v ∈ W by Lemma 2.5.
Since
∑
w∈Wθ
c′wv˙w˙D(θ)J ∈ (E(θ)
′
J )θv , we see that
∑
w∈Wθ
c′wv˙w˙D(θ)J ∈M by Lemma
2.6. Thus we have
0 6=
∑
w∈Wθ
c′ww˙D(θ)J ∈ (E(θ)
′
J )θ ∩M.
This completes the proof. 
Proof of Lemma 2.8. We first make some preliminaries. Let WJ(θ) be the minimal
parabolic subgroup containing Wθ. Then J(θ) ⊃ I(θ) by Lemma 1.4. Let {v1 =
e, v2, · · · , vn} be a complete set of the representatives (with minimal length) of the
left cosets of WI(θ) in WJ(θ). We set
Vi =
∑
w∈WI(θ)
viw∈ZJ
kv˙iw˙D(θ)J and V =
∑
1≤i≤n
Vi.
As a T-module, each Vi is a T-wight space of weight θ
viw . Clearly, any ε ∈ V
can be written uniquely as ε =
∑
i
εi with εi ∈ Vi and we call εi is the θ
viw-weight
factor of ε. We fix ui ∈ Uαi\{1} for each i ∈ I and then consider the functor τi as
in Lemma 2.2.
Given χ ∈ T̂ and an element ε ∈ Vχ, motivated by the formula in Lemma 2.2,
for i ∈ I, we denote by Ωi(ε) the χ
si-weight factor of τiε − (χ(s˙ihi(ui)s˙i))
−1ε.
Clearly, Ωi induces a linear operator on M ∩ V by Lemma 2.5. For ε ∈ V , define
N(ε) = {vi | εi 6= 0}. Then it is not difficult to see that |N(Ωi(ε))| ≤ |N(ε)|.
Now we return to the main proof. By Lemma 2.7, it is enough to show that if
0 6= ε ∈M ∩ V , then
M ∩
∑
w∈ZJ∩WI(θ)
kw˙D(θ)J 6= 0.
We will show this by induction on |N(ε)|.
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If |N(ε)| = 1, then
0 6= v˙i
−1ε ∈M ∩
∑
w∈ZJ∩WI(θ)
kw˙D(θ)J
for some i and we are done. We assume that |N(ε)| > 1. Choose vj ∈ N(ε) with
ℓ(vj) = min{ℓ(vi) | vi ∈ N(ε)} and let vj = sj1 · · · sjt be its reduced expression.
We have |N(Ωjt · · ·Ωj1(ε))| ≤ |N(ε)| by Lemma 2.2. Let ε
′ be the θ-weight factor
of Ωjt · · ·Ωj1(ε). Then 0 6= ε
′ ∈ M ∩ Vθ and |N(ε
′)| ≤ |N(ε)| by Lemma 2.5 and
2.2. By Lemma 2.2, we have ε′ = ξ+ ζ, where 0 6= ξ ∈ V1 and ζ ∈
∑
i≥2 Vi. Choose
vk ∈ N(ζ) with ℓ(vk) = min{ℓ(vi) | vi ∈ N(ζ)} and let vk = sk1 · · · skr be its
reduced expression. By the property of WI(θ) and Lemma 2.2, we have (1) r ≥ 2;
(2) 0 6= ε′′ := Ωkr−1 · · ·Ωk1(ε
′) ∈M ∩ V ; (3) skl 6∈ WI(θ) for some 1 ≤ l ≤ r − 1. It
is clear that
|N(Ωki · · ·Ωk1(ε
′))| ≤ |N(Ωki−1 · · ·Ωk1(ε
′))|
for any 1 ≤ i ≤ r − 1 and
|N(Ωkl · · ·Ωk1(ε
′))| < |N(ε′)|
by the choice of l and Lemma 2.2 (since the term in V1 is killed by Ωkl · · ·Ωk1). It
follows that |N(ε′′)| < |N(ε′)| ≤ |N(ε)| and the result follows from applying the
induction hypothesis to ε′′. This completes the proof. 
Proof of Lemma 2.9. The proof is identical to that of [6, Claim 2] as long as we
replace YJ there with ZJ ∩WI(θ), and DJ there with DJ(θ), and using Lemma 2.2,
Corollary 2.3, Corollary 2.4. 
3. The natural characteristic (antidominant case)
When consider the natural characteristic case in this section and the next section,
we assume that k = F¯q and θ ∈ X(T), the group of rational characters of T.
For each α ∈ Φ, we fix an isomorphism εα : F¯q → Uα such that tεα(c)t
−1 =
εα(α(t)c) for any t ∈ T and c ∈ F¯q. Set Uα,qa = εα(Fqa). For each i ∈ I, we fix a
homomorphism ϕi : SL2(F¯q)→ Gi such that
ϕi
(
1 t
0 1
)
= εαi(t), ϕi
(
1 0
t 1
)
= ε−αi(t),
and for t ∈ k∗ and i ∈ I, one denote
hi(t) := ϕi
(
t 0
0 t−1
)
, s˙i = ϕi
(
0 1
−1 0
)
.
We call θ antidominant if 〈θ, α∨〉 ≤ 0 for all α ∈ ∆. Throughout this section, we
assume that θ is antidominant. The main theorem of this section is
Theorem 3.1. If θ is antidominant, then E(θ)J is irreducible for all J ⊂ I(θ). In
particular, M(θ) has exactly 2|I(θ)| pairwisely nonisomorphic composition factors
with each of multiplicity one.
Before proving Theorem 3.1, we make some preliminaries (from Lemma 3.2 to
Lemma 3.5). The following well known fact on the power sum over finite fields
which will be frequently used in the sequel.
ABSTRACT PARABOLIC INDUCTION 13
Lemma 3.2. Let pk(Fqa) =
∑
t∈Fqa
tk and pk(F
∗
qa) =
∑
t∈F∗
qa
tk. Then
pk(Fqa) =
{
−1 if qa − 1 | k and k 6= 0
0 otherwise
, pk(F
∗
qa) =
{
−1 if qa − 1|k
0 otherwise
.
Lemma 3.3. Let i ∈ I, and let M be a kG-module and 0 6= ξ ∈ MUαi . Assume
that there is an integer 0 < m < qa such that hi(t)ξ = t
−mξ for any t ∈ k∗. Then
kGξ = kGUαi,qa s˙iξ.
Proof. Let V = kGUαi,qa s˙iξ and v1 := Uαi,qa s˙iξ. We have to show that ξ ∈ V .
By multiplying the sum of the representatives of the cosets of Uαi,qa in Uαi,q2a , we
obtain v2 := Uαi,q2a s˙iξ ∈ V , and hence
(3.1) s˙i
−1v2 = ξ +
∑
t∈F∗
q2a
t−mεαi(−t
−1)s˙iξ = ξ + (−1)
m
∑
t∈F∗
q2a
tmεαi(t)s˙iξ ∈ V
by direct calculation. Choose a square root ct ∈ F
∗
q4a for each t ∈ F
∗
q2a . Observe
that ∑
t∈F∗
q2a
tq
a−1c−mt hi(ct)v1 =
∑
b∈Fqa
t∈F∗
q2a
tq
a−1c−mt hi(ct)εαi(b)s˙iξ
=
∑
b∈Fqa
t∈F∗
q2a
tq
a−1εαi(bt)s˙iξ
= pqa−1(F
∗
q2a)s˙iξ +
∑
b∈F∗q
t∈F∗
q2a
tq
a−1εαi(bt)s˙iξ
= −s˙iξ +
∑
c∈F∗
q2a
pqa−1(F
∗
qa)c
qa−1εαi(c)s˙iξ
= −
∑
c∈F
q2a
cq
a−1εαi(c)s˙iξ.
It follows that v3 :=
∑
c∈F
q2a
cq
a−1εαi(c)s˙iξ ∈ V . Let µk =
∑
b∈F
q2a
bkεαi(b)s˙iξ. Simi-
larly, we have
(3.2)∑
t∈F∗
q2a
tmc−mt hi(ct)µk =
∑
b∈F
q2a
t∈F∗
q2a
bktmεαi(bt)s˙iξ =
∑
c∈F
q2a
pk−m(F
∗
q2a )c
mεαi(c)s˙iξ,
which is nonzero (= −µm) if and only if k = m by Lemma 3.2. It follows that∑
t∈F∗
q2a
tmc−mt hi(ct)εαi(−1)v3 = −
(
qa − 1
m
)
µm
by (3.2) and Lemma 3.2, and hence µm ∈ V since
(
qa − 1
m
)
6= 0 (mod p) by
assumption. Combining this and (3.1) yields ξ ∈ V which completes the proof. 
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Remark 3.4. More precisely, keeping the notation in Lemma 3.3, the proof of
Lemma 3.3 tells us that ξ ∈ kGi,q4aUαi,qa s˙iξ.
Similar to [7, Lemma 4.5], we have the following key lemma whose proof is
identical to that of [7, Lemma 4.5] as long as one replace CJ there with D(θ)J .
Lemma 3.5. Let w ∈ ZJ and A = {α1, α2, . . . , αm} and B = {β1, β2, . . . , βn} be
two disjoint subsets of Φ−wJw−1 , and assume that
∑
i liαi ∈ A whenever
∑
i liαi ∈ Φ
for some li ∈ Z≥0. Let a < b be integers with a|b, and denote
δ := Uα1,qb · · ·Uαm,qb · Uβ1,qa · · ·Uβn,qaw˙D(θ)J .
We have
(i) Assume that kβ1 +
∑
i liαi ∈ A whenever kβ1 +
∑
i liαi ∈ Φ for some k ∈ Z>0
and li ∈ Z≥0. Then
xδ = Uα1,qb · · ·Uαm,qb · xUβ1,qa · · ·Uβn,qaw˙D(θ)J
for any x ∈ Uβ1,qb .
(ii) Let γ ∈ Φ+wJw−1 . Assume that kγ +
∑
i liαi +
∑
imiβi ∈ A whenever kγ +∑
i liαi +
∑
imiβi ∈ Φ
−
wJw−1
for some k ∈ Z>0 and li,mi ∈ Z≥0. Then yδ = δ for
any y ∈ Uγ,qb .
Now we return to the main step of the proof. The Theorem 3.1 follows from the
following two technical results.
Lemma 3.6. Let M be a nonzero submodule of E(θ)′J . Then
UwJw−1,qc w˙D(θ)J ∈M
for some w ∈ ZJ and c > 0.
Lemma 3.7. Let k ∈ I and w ∈ ZJ , and assume that skw ∈ ZJ and skw > w.
Then UwJw−1,qahw˙D(θ)J ∈ kGUwJw−1sk,qa s˙kw˙D(θ)J for some h > 0.
Once they were proved, we can prove Theorem 3.1.
Proof of Theorem 3.1. Let J ⊂ I(θ), and N be a nonzero submodule of E(θ)′J . By
Lemma 3.6 we have UwJw−1,qaw˙D(θ)J ∈ N for some w ∈ ZJ and a > 0. Applying
Lemma 3.7 repeatedly yields UwJ ,qbD(θ)J ∈ N for some b > 0. By [26, Lemma 2],
since chark = charFq, we have∑
w∈WJ
(−1)ℓ(w)w˙UwJ ,qbD(θ)J =
∑
w∈WJ
qbℓ(w)D(θ)J = D(θ)J ∈ N.
It follows thatN = E(θ)′J which implies the irreducibility of E(θ)
′
J . Finally, Lemma
1.9 implies the irreducibility of E(θ)J . 
It remains to prove Lemma 3.6 and 3.7.
Proof of Lemma 3.6. Assume that M is a nonzero submodule of E(θ)′J and 0 6=
x ∈M . Then x ∈ kGqaD(θ)J for some a > 0. It is clear that
(kGqax)
Uqa ⊂ (kGqaD(θ)J )
Uqa ⊂
⊕
w∈ZJ
kUwJw−1,qaw˙D(θ)J
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by Proposition 1.9. Moreover, (kGqax)
Uqa 6= 0 by [23, Proposition 26]. That is,
some nonzero element
ξ =
∑
w∈ZJ
cwUwJw−1,qaw˙D(θ)J ∈ (kGqax)
Uqa ⊂M, cw ∈ k.
Let Yξ = {w ∈ ZJ | cw 6= 0}. Let Φξ =
⋃
w∈Yξ
Φ−wJw−1 . We fix an order in Φξ such
that Φξ = {β1, · · · , βm} with ht(β1) ≥ · · · ≥ ht(βm).
Let b > a be an integer such that a|b. For each w ∈ Yξ, write Φ
−
wJw−1
=
{γ1, · · · , γt} with the order inherited from Φξ (In particular, ht(γ1) ≥ · · · ≥ ht(γt)).
For any 0 ≤ d ≤ t, set
Θ(w, d, b, a) := Uγ1,qb · · ·Uγd,qb · Uγd+1,qa · · ·Uγt,qa ,
if d > 0 and
Θ(w, 0, b, a) := Uγ1,qa · · ·Uγt,qa .
We need the following claim whose proof is identical to that of [7, Proposition
4.3],as long as one replace CJ there with D(θ)J .
Let Y be a nonempty subset of Yξ and ΦY =
⋃
w∈Y Φ
−
wJw−1
= {α1, · · · , αn} with
the order inherited from Φξ (In particular ht(α1) ≥ · · · ≥ ht(αn)), and let d ≥ 0 be
an integer such that α1, . . . , αd ∈
⋂
w∈Y Φ
−
wJw−1
. If
ξd :=
∑
w∈Y
cwΘ(w, d, b, a)wD(θ)J ∈M
for some b 6= a and a|b, then UwJw−1,qbw˙D(θ)J ∈M for some w ∈ Y .
The lemma follows immediately from applying the above claim to Y = Yξ, d = 0
and ξ = ξd. 
Proof of Lemma 3.7. Let V = kGUwJw−1sk,qa s˙kw˙D(θ)J and set
(3.3) v := UwJw−1sk,qa s˙kw˙D(θ)J = Uαk,qa · (UwJw−1,qa)
sk s˙kw˙D(θ)J ,
where the superscript sk means the conjugation. By multiplying the sum of repre-
sentatives of left cosets of (UwJw−1,qa)
sk in (UwJw−1,q2a)
sk , we have
(3.4) Uαk,qa · (UwJw−1,q2a)
sk s˙kw˙D(θ)J ∈ V
since Uαk,qa · (UwJw−1,q2a)
sk = (UwJw−1,q2a)
sk · Uαk,qa . Consider the following two
cases:
Case 1: (UwJw−1)
sk = UwJw−1 .
In this case we have skwwJ = wwJsl (equivalently, wJw
−1(αk) = αl) for some
l ∈ I\I(θ) (since skw ∈ ZJ). Hence, 〈θ, α
∨
l 〉 < 0. Since UwJw−1sk,qa′ s˙kw˙D(θ)J ∈ V
if a|a′, we can assume that −〈θ, α∨l 〉 < q
a without loss of generality. Moreover, we
have
(3.5) v = UwJw−1,qa · Uαk,qa s˙kw˙D(θ)J .
By multiplying the sum of representatives of all the left cosets of UwJw−1,qa in
UwJw−1,q4a to (3.5), one obtain
(3.6) v1 := UwJw−1,q4a · Uαk,qa s˙kw˙D(θ)J ∈ V.
Since
hk(t)w˙D(θ)J = t
〈wwJθ,α
∨
k 〉w˙D(θ)J = t
〈θ,(wJw
−1αk)
∨〉w˙D(θ)J = t
〈θ,α∨l 〉w˙D(θ)J ,
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and UwJw−1,q4a is invariant under Gk,q4a -conjugation, combining Lemma 3.3, Re-
mark 3.4, and (3.6) yields
UwJw−1,q4aw˙D(θ)J ∈ V
which completes the proof.
Case 2: (UwJw−1)
sk 6= UwJw−1 .
The idea is similar to the proof of [7, Proposition 4.4]. However the discussion is
more complicated. Firstly it is clear that
s˙k
−1v = U−αk,qa · UwJw−1,qaw˙D(θ)J
= UwJw−1,qaw˙D(θ)J +
∑
t∈F∗
qa
εαk(−t
−1)s˙khk(t)UwJw−1,qaw˙D(θ)J
= UwJw−1,qaw˙D(θ)J +
∑
t∈F∗
qa
θw(hk(t))εαk(−t
−1)s˙kUwJw−1,qaw˙D(θ)J
= UwJw−1,qaw˙D(θ)J +
∑
t∈F∗
qa
θw(hk(−t
−1))εαk(t)(UwJw−1,qa)
sk s˙kw˙D(θ)J .
Since (UwJw−1)
sk 6= UwJw−1 we have skΦ
−
wJw−1
\Φ−wJw−1 6= ∅. Denote δ =
max{ht(α) | α ∈ skΦ
−
wJw−1
\Φ−wJw−1}, and choose γ ∈ skΦ
−
wJw−1
\Φ−wJw−1 such that
ht(γ) = δ. Now we set
Γ = {α ∈ Φ−wJw−1 ∩ skΦ
−
wJw−1
| ht(α) ≥ δ}.
Let Γ′ = Φ−wJw−1\Γ and
skΦ
−
wJw−1
\(Γ ∪ {γ}) = {γ1, · · · , γm} with ht(γ1) ≥ · · · ≥ ht(γm).
For any β ∈ Φ−wJw−1\skΦ
−
wJw−1
, since
wJw
−1skβ = wJw
−1β − 〈β, α∨〉wJw
−1αk ∈ Φ
+,
this forces 〈β, α∨〉 < 0, and hence skβ − β ∈ Z≥0Φ
+. It follows that
ht(β) ≤ ht(γ) = δ
for any β ∈ Φ−wJw−1\skΦ
−
wJw−1
. Therefore, A = Γ and B = Γ′ satisfy the assump-
tion in Lemma 3.5. Moreover it is clear that the set UΓ,qb :=
∏
α∈Γ Uα,qb is a normal
subgroup of UwJw−1,qb and UwJw−1sk,qb for any b > 0.
Now we set
ξ1 := UwJw−1,qaw˙D(θ)J , ξ2 :=
∑
t∈F∗
qa
θw(hk(−t
−1))εαk(t)(UwJw−1,qa)
sk s˙kw˙D(θ)J .
Let C be a complete set of representatives of left cosets of UΓ,qa in UΓ,q2a . Then
(3.7)
∑
x∈C
xξ1 = UΓ,q2a ·
∏
α∈Γ′
Uα,qaw˙D(θ)J ,
where the product is taken with respect to a fixed order in Γ′. Since for any t ∈ F∗qa ,
the conjugation of εαk(t) takes C to another complete set of representatives of the
left cosets of UΓ,qa in UΓ,q2a by the normality of UΓ,q2a , we have
(3.8)
∑
x∈C
xξ2 =
∑
t∈F∗
qa
θw(hk(−t
−1))εαk(t)UΓ,q2a · Uγ,qa ·
m∏
i=1
Uγi,qa s˙kw˙D(θ)J
ABSTRACT PARABOLIC INDUCTION 17
by Lemma 3.5, where the product is taken with respect to the order γ1, · · · , γm.
Let C′ be a complete set of representatives of left cosets of Uγ,qa in Uγ,q2a . The
sets A = Γ and B = Γ′ also satisfy the assumption in Lemma 3.5 (ii). Then we
have
(3.9)
∑
y∈C′
y
∑
x∈C
xξ1 = q
a
∑
x∈C
xξ1 = 0
by (3.7) and Lemma 3.5 (ii). Since [y−1, εαk(t)
−1] ∈ UΓ,q2a for any y ∈ C
′ and
t ∈ F∗qa (here [a, b] = aba
−1b−1), we have
(3.10)∑
y∈C′
y
∑
x∈C
xs˙k
−1v =
∑
t∈F∗
qa
θw(hk(−t
−1))εαk(t)UΓ,q2a ·Uγ,q2a ·
m∏
i=1
Uγi,qa s˙kw˙D(θ)J ∈ V
by (3.8), (3.9), and Lemma 3.5 (i). For each 1 ≤ i ≤ m, let Ci be a complete
set of representatives of the left cosets of Uγi,qa in Uγi,q2a and ψi =
∑
x∈Ci
x.
Since [x−1, εαk(t)
−1] ∈ UΓ,q2aUγ,q2aUγ1,q2a · · ·Uγi−1,q2a (which is a group by the
commutator formula) for any i and x ∈ Ci, we have
ξ := ψmψm−1 · · ·ψ1
∑
y∈C′
y
∑
x∈C
xs˙kv
=
∑
t∈F∗
qa
θw(hk(−t
−1))εαk(t)(UwJw−1,q2a)
sk s˙kw˙D(θ)J ∈ V
by Lemma 3.5 (i), and hence
s˙k
−1ξ =
∑
t∈F∗
qa
θw(hk(−t
−1))ε−αk(−t)UwJw−1,q2aw˙D(θ)J
=
∑
t∈F∗
qa
θw(hk(−t
−1))εαk(−t
−1)s˙khk(t)UwJw−1,q2aw˙D(θ)J
= θw(hk(−1))
∑
t∈F∗
qa
εαk(−t
−1)s˙kUwJw−1,q2aw˙D(θ)J .
It follows that
(3.11)
∑
t∈F∗
qa
εαk(−t
−1)(UwJw−1,q2a)
sk s˙kw˙D(θ)J ∈ V.
Combining (3.4) and (3.11) yields UwJw−1,q2aw˙D(θ)J ∈ V which completes the
proof. 
4. The natural characteristic (non-antidominant case)
In this section we consider the non-antidominant case. The main result of this
section is
Theorem 4.1. If θ is not antidominant, then M(θ) has an infinite submodule
filtration. In particular, M(θ) has infinite length.
Combining Theorem 3.1 and Theorem 4.1, we get the following theorem.
Theorem 4.2. The module M(θ) has a composition series if and only of θ is
antidominant, in which case M(θ) has exactly 2|I(θ)| pairwise nonisomorphic com-
position factors with each of multiplicity one.
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First we deal with the case when G = SL2(F¯q). From here to Corollary 4.14,
we assume that G = SL2(F¯q) and λ ∈ Z>0, and denote V (λ), H
0(λ), and L(λ) the
corresponding Weyl module, costandard module, and simple module, respectively.
By [10, Corollary 7.5], we have
Theorem 4.3. If M is a finite dimensional rational G-module such that all highest
weights of the composition factors of M are less than qa, then N is a G-submodule
of M if and only if N is a Gqa-submodule of M .
In this section, the following well known lemma will be frequently used.
Lemma 4.4. Assume that p is a prime. Let m,n be two positive integers with
p-adic expansion
m =
∑
i
aip
i and n =
∑
i
bip
i.
Then we have (m
n
)
≡
∏
i
(
ai
bi
)
(mod p).
In particular, (m
n
)
≡ 0 (mod p)
if and only if there exists i such that ai < bi.
Now we set
ua =
(
1 a
0 1
)
, s =
(
0 1
−1 0
)
, h(t) =
(
t 0
0 t−1
)
.
Let q˜ be any power of q. There is a basis vi(q˜) (0 ≤ i ≤ q˜− 1−λ) of H
0(q˜− 1− λ)
such that
(4.1) uavi(q˜) =
∑
0≤k≤i
(
i
k
)
ai−kvk(q˜),
and
(4.2) svi(q˜) = (−1)
q˜−1−λ−ivq˜−1−λ−i(q˜), h(t)vi(q˜) = t
q˜−1−λ−2ivi(q˜).
Lemma 4.5. For any r > 0 and λ < q˜, let Kq˜r be the kernel of the natural map
Ind
Gq˜r
Bq˜r
λ→ V (λ). Then we have
(1) Kq˜r is isomorphic to H
0(q˜r − 1− λ).
(2) There is an injective Gq˜-module homomorphism Kq˜ →֒ Kq˜r .
Proof. We first give the the inclusionH0(q˜r−1−λ) →֒ Ind
Gq˜r
Bq˜r
λ explicitly. Consider
the elements
∑
t∈Fq˜r
tiuts1λ (0 ≤ i < q˜
r − 1 − λ) and (−1)λ1λ +
∑
t∈Fq˜r
tq˜
r−1−λuts1λ.
A direct calculation shows that for any 0 ≤ i ≤ q˜r − 1− λ, we have
ua(−1)
i
∑
t∈Fq˜r
tiuts1λ =
∑
0≤k≤i
(
i
k
)
ai−k(−1)k
∑
t∈Fq˜r
tkuts1λ (a ∈ Fq˜r );
(4.3) h(b)
∑
t∈Fq˜r
tiuts1λ = b
q˜r−1−λ−2i
∑
t∈Fq˜r
tiuts1λ (b ∈ F
∗
q˜r ).
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and
(4.4) s
∑
t∈Fq˜r
tiuts1λ =

(−1)i
∑
t∈Fq˜r
tq˜
r−1−λ−iuts1λ 0 < i ≤ q˜
r − 1− λ
(−1)λ1λ +
∑
t∈Fq˜r
tq˜
r−1−λuts1λ i = 0.
By (4.1), (4.2), (4), and (4.4), we see that the map
(4.5)
vk(q˜
r) 7→

(−1)k
∑
t∈Fq˜r
tkuts1λ 0 ≤ k < q˜
r − 1− λ
(−1)q˜
r−1−λ
(
(−1)λ1λ +
∑
t∈Fq˜r
tq˜
r−1−λuts1λ
)
k = q˜r − 1− λ
gives the desired inclusion.
Routine calculations shows that the elements in the right hand side of (4.5) is in
Kq˜r , and hence the comparison of the dimension gives the exact sequence
(4.6) 0→ H0(q˜r − 1− λ)→ Ind
Gq˜r
Bq˜r
λ→ V (λ)→ 0
which proves (1). Statement (2) follows immediately from (4.6). 
By Lemma 4.5, if a|b, then there is an injective Gqa -module homomorphism
H0(qa− 1−λ)→ H0(qb− 1−λ). This family of injection forms a direct system so
that one can form the direct limit H0λ =
⋃
a>0
H0(qa−1−λ) (which is a kG-module).
Taking direct limits as a→∞ to (4.6) yields the exact sequence
(4.7) 0→ H0λ →M(λ)→ V (λ)→ 0.
By Lemma 4.5, one can also regard vi(q˜) as an element of H
0(q˜r − 1− λ). With
this identification, we have
Lemma 4.6. For any 0 ≤ i ≤ q˜ − 1− λ and r > 1, we have
vi(q˜) =
q˜+···+q˜r−1∑
k=0
vi+k(q˜−1)(q˜
r)
in H0(q˜r−1−λ). In particular, this gives the injection in Lemma 4.5 (2) explicitly.
Proof. Notice that for t ∈ Fq˜r
q˜+···+q˜r−1∑
k=0
tk(q˜−1) =
{
(tq˜
r−1 − 1)/(tq˜−1 − 1) = 0 t 6∈ Fq˜
1 t ∈ Fq˜.
If i < q˜ − 1 − λ, then i + k(q˜ − 1) < q˜q − 1 − λ for any 0 ≤ k ≤ q˜ + · · · q˜r−1. It
follows from (4.5) that
q˜+···+q˜r−1∑
k=0
vi+k(q˜−1)(q˜
r) =
∑
t∈Fq˜r
(−1)i
q˜+···+q˜r−1∑
k=0
ti+k(q˜−1)uts1λ
= (−1)i
∑
t∈Fq˜
tiuts1λ
= vi(q˜),
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and
q˜+···+q˜r−1∑
k=0
vq˜−1−λ+k(q˜−1)(q˜
r) =
∑
t∈Fq˜r
(−t)q˜−1−λ
q˜+···+q˜r−1∑
k=0
(−t)k(q˜−1)uts1λ
+ (−1)λ(−1)q˜
r−1−λ1λ
= (−1)q˜
r−1−λ
∑
t∈Fq˜
tq˜−1−λuts1λ + (−1)
λ1λ

= vq˜−1−λ(q˜),
which completes the proof. 
Lemma 4.7. Let r > 0 and V be a Gq˜r -submodule of H
0(q˜r − 1 − λ). If v =∑
i civi(q˜
r) ∈ V , then cj 6= 0⇒ vj(q˜
r) ∈ V .
Proof. Clearly, the result holds when Gq˜r is replaced byG. Since all highest weights
of the composition factors of H0(q˜r − 1 − λ) is q˜r-restricted, the result follows
immediately from Theorem 4.3. 
Since the proof of Theorem 4.1 is technical, we give the following main idea of
the proof first for the convenience of readers.
Main idea: The general case can be reduced to G = SL2(F¯q) (see the discussion
after Corollary 4.14 ). From (4.7), it is enough to show that H0λ has infinite length.
To see this, it suffices to prove that kGv0(q
ai) (i ∈ N) is a strictly descending chain
of kG-submodules of H0λ if a is large enough (see (4.15) below). Thus, it is enough
to show that kGv0(q
b) ( kGv0(q
a) if a is large enough and a|b. We prove this by
showing that kGqsv0(q
b) ( kGqsv0(q
a) holds in H0(qs − 1 − λ) for any common
multiple s of a, b. Since the submodule structure of H0(qs − 1 − λ) is known
(Proposition 4.9 below), one can use this to estimate “how large” is kGqsv0(q
b)
and kGqsv0(q
a) in H0(qs − 1− λ) (Lemma 4.12 below), and use these information
to conclude that kGqsv0(q
b) ( kGqsv0(q
a) (see the proof of Lemma 4.13) which
completes the proof.
Now we turn to technical details. Let m ∈ Z>0. Following [11], for each positive
integer j we define ρj(m) = m − 2rj , where m + 1 = λjp
j + rj with λj ≥ 0 and
0 ≤ rj < p
j. We call ρj an m-admissible reflection if p ∤ λj . A strictly decreasing
sequence of positive integers
m, ρek(m), ρek−1ρek(m), · · · , ρe1ρe2 · · · ρek(m)
is called m-admissible if the following conditions are satisfied:
(a) 0 < e1 < e2 < · · · < ek;
(b) For each 0 ≤ j ≤ k, ρej is ρej+1ρej+2 · · · ρek(m)-admissible.
For convenience, in the following we simply call e = (e1, · · · , ek) m-admissible (by
abuse of terminology) if these conditions are satisfied, and set ρe = ρe1 · · · ρek .
Thus, one of the main theorem in [11] (for general G, one refers to [31]) can be
stated as
Lemma 4.8 ([11]). The irreducible module L(m′) is a composition factor of H0(m)
if and only if m′ = ρe(m) for some m-admissible sequence e.
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Let S(m) = {ρe(m)|e is m -admissible}. Following [11], there is a partial order
4 on S(m) defined as follows: for λ1, λ2 ∈ S(m), write
m−λ2
2 =
∑
tmtp
t and
m−λ1
2 =
∑
t ntp
t for their p-adic expansion. Set λ1 < λ2 if mt = 0 implies nt = 0
for all t. The following proposition is the dual version of main theorem in [11].
Proposition 4.9 ([11]). Let vi be the weight vector of m − 2i in H
0(m). Then
every submodule of H0(m) has the form
LE =
∑
µ∈E
kGv(m−µ)/2
for some subset E of S(m). Moreover, if ν ∈ S(m), then L(ν) is a composition
factor of LE if and only if ν < µ for some µ ∈ E.
From here to the end of this section, we write q = pd. For r with qr > λ, set
µr = q
r − 1 − λ. Let l be the the largest number such that the coefficient in the
p-adic expansion of λ of pl is nonzero.
Lemma 4.10. Let e be a λ−1-admissible sequence. If h is an integer satisfies that
l < h < rd, then there is an integer 0 < λe ≤ λ which is independent of h such that
(µr − ρeρh(µr))/2 = p
h − λe. In particular, if h < h
′, then ρeρh(µr) < ρeρh′(µr).
Proof. Direct calculation shows that
(4.8) ρh(µr) = Q(r, h) + λ− 1,
where Q(r, h) = (p−1)(prd−1+ · · ·+ph+1)+(p−2)ph, and (µr−ρh(µr))/2 = p
h−λ.
Since λ < ph and ph|Q(r, h), we have ρeρh(µr) = Q(r, h) + ρe(λ− 1), and hence
(µr − ρeρh(µr))/2 = (µr − ρh(µr))/2 + (λ − 1− ρe(λ− 1))/2.
We take λe = λ− (λ− 1− ρe(λ − 1))/2 as desired. 
Now Lemma 4.8 becomes
Lemma 4.11. The composition factors of H0(µr) are all L(ρf (µr)) and L(ρeρh(µr)),
where f = (f1, · · · , fk) is µr-admissible and fk ≤ l, and e is λ − 1-admissible and
l < h < rd.
Proof. This follows immediately from (4.8) and Lemma 4.8. 
From here to the end of the proof of Lemma 4.12, we choose r ∈ Z>0 so that
qr > λ and s = rt with t > 1. For each µs-admissible sequence f = (f1, · · · , fk)
with fk ≤ l, set jf = (µs − ρf (µs))/2.
Lemma 4.12. Let e be a λ − 1-admissible sequence, and ie be the number such
that pie |λe and p
ie+1 ∤ λe. Then
vp(t−1)rd+ie−λe(q
s) ∈ kGqsv0(q
r)
for any λ− 1-admissible sequence e, and
kGqsv0(q
r) ⊂M :=
∑
e
kGqsvp(t−1)rd+ie−λe(q
s) +
∑
f
kGqsvjf (q
s),
where e runs over all λ−1–admissible sequences, and f runs over all µs-admissible
sequences (f1, · · · , fk) with fk ≤ l.
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Proof. Since the coefficient of pi in p-adic expansion of p(t−1)rd+ie − λe is zero if
i > (t− 1)rd+ ie − 1 or i < ie by assumption, we have(
pie(1 + qr + · · ·+ q(t−2)r)(qr − 1)
p(t−1)rd+ie − λe
)
=
(
(p− 1)(pie + · · ·+ p(t−1)rd+ie−1)
p(t−1)rd+ie − λe
)
6= 0 (mod p)
according to Lemma 4.4. Combining this and
pie(1 + qr + · · ·+ q(t−2)r) < qr + · · ·+ q(t−1)r
yields vp(t−1)rd+ie−λe(q
s) ∈ kGqsv0(q
r) by Lemma 4.6 and 4.7.
To show the second statement, we have to show that vk(qr−1)(q
s) ∈ M for all
k ≤ qr + · · · + q(t−1)r by Lemma 4.6 and 4.7. Suppose that vk(qr−1)(q
s) 6∈ M for
some k ≤ qr+· · ·+q(t−1)r. Then vk(qr−1)(q
s) is a weight vector of some composition
factor L(ν) of H0(µs)/M . It follows that
(
k(qr−1)
(µs−ν)/2
)
6= 0 (mod p) by Lemma 4.7
and (4.1). Combining Proposition 4.9, Lemma 4.10 and 4.11 yields µs−ν2 = p
h−λe
for some λ−1-admissible sequence e and h > (t−1)rd+ie. Denote h = (t−1)rd+i,
where i > ie. Thus, we have
(4.9)
(
k(qr − 1)
p(t−1)rd+i − λe
)
6= 0 (mod p)
by Lemma 4.4. From the p-adic expansion of p(t−1)rd+i − λe and Lemma 4.4 we
see that
(4.10) k(qr − 1) =
∑
i≤j≤rd−1
cjp
(t−1)rd+j +(p− 1)
∑
l+1≤j≤(t−1)rd+i−1
pj +
∑
0≤j≤l
c′jp
j
for some 0 ≤ cj , c
′
j < p and c
′
ie
6= 0, where l is the number introduced in Lemma
4.10. Denote RHS the right hand side of (4.10). We have
RHS =
∑
i≤j≤rd−1
cjp
(t−1)rd+j + p(t−1)rd+i − pl+1 +
∑
0≤j≤l
c′jp
j
≡
∑
i≤j≤rd−1
cjp
j + pi − pl+1 +
∑
0≤j≤l
c′jp
j (mod qr − 1)
Since c′ie 6= 0 and i > ie, we have
(4.11) 1− qr <
∑
i≤j≤rd−1
cjp
j + pi − pl+1 +
∑
0≤j≤l
c′jp
j < qr
and
(4.12)
∑
i≤j≤rd−1
cjp
j + pi − pl+1 +
∑
0≤j≤l
c′jp
j 6= 0.
Combining the fact that qr − 1|RHS with (4.9), (4.11), and (4.12), we see that all
cj , c
′
j are p− 1, in which case
k(qr − 1) = (p− 1)
∑
0≤j≤rtd−1
pj = qrt − 1,
and hence k = 1 + qr + · · · + q(t−1)r which contradicts to the assumption. This
completes the proof. 
Lemma 4.13. If b = at, t > 1, and qa > λ, then kGv0(q
b) ( kGv0(q
a).
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Proof. We have to prove that if b|s, then kGqsv0(q
b) ( kGqsv0(q
a) (Since this
implies v0(q
a) 6∈ kGqsv0(q
b) for any multiple s of b, and hence v0(q
a) 6∈ kGv0(q
b)).
Write s = bt′ and let e be a λ− 1-admissible sequence. By Lemma 4.12 we have
(4.13) vp(tt′−1)ad+ie−λe(q
s) ∈ kGqsv0(q
a).
On the other hand, since ρe′ρ(t′−1)bd+ie′ (µs) 64 ρeρ(tt′−1)ad+ie(µs) for any λ −
1-admissible sequence e′ (this follows from (t′ − 1)bd + ie′ < (tt
′ − 1)ad + ie
since qa > λ and looking at the p-adic expansion of both sides), and ρf (µs) 64
ρeρ(tt′−1)ad+ie(µs) (follows immediately from definition) for any µs-admissible se-
quence f = (f1, · · · , fk) with fk ≤ l, we have
(4.14) vp(tt′−1)ad+ie−λe(q
s) 6∈ kGqsv0(q
b)
by Lemma 4.9 and 4.12. Combining (4.13) and (4.14) yields kGqsv0(q
b) ( kGqsv0(q
a)
which completes the proof. 
Corollary 4.14. Let G = SL2(F¯q) and λ ∈ Z>0. Then M(λ) has an infinite
submodule filtration.
Proof. Choose a so that qa > λ. By (4.7), it is sufficient to find an infinite (proper)
submodule filtration for H0λ. But this is done by taking the chain
(4.15) H0λ ⊃ kGv0(q
a) ) kGv0(q
a2) ) · · · ) kGv0(q
ai) ) · · ·
thanks to Lemma 4.13. 
Now we return to the general case. For any αi ∈ ∆, let Pi = B ∪Bs˙iB be the
corresponding parabolic subgroup and Li the Levi subgroup of Pi. Let Ui be the
unipotent radical of Pi. Then Pi = Li ⋉Ui. Moreover, Bi = B ∩ Li is a Borel
subgroup of Li. By abusing of notation, we also denote kθ for its restriction to Bi,
set Mi(θ) = kLi ⊗kBi kθ. Let Ui act on Mi(θ) trivially. Then Mi(θ) becomes a
Pi-module. The following result is an easy consequence of Lemma 2.2 in [29].
Lemma 4.15. M(θ) is isomorphic to kG⊗kPi Mi(θ).
Let G and G′ be connected reductive algebraic groups. An isogeny π : G → G′
of algebraic group is a surjective rational homomorphism with finite kernel. Such
an isogeny π is called the central isogeny if π induces an isomorphism in the sense
of algebraic groups of each root subgroup of G onto its image. For the details of
isogeny, one can refer [24].
Proof of Theorem 4.1. By assumption, 〈θ, α∨i 〉 > 0 for some αi ∈ ∆. Denote Pi,
Li, Bi, Mi(θ) as above. Since Li is a reductive group of rank 1, there is a central
isogeny π : SL2(F¯q)× T
′ → Li which maps B × T
′ to Bi, and T × T
′ to T (here
T ′ is a torus, and B, T are the standard Borel subgroup and maximal torus of
SL2(F¯q), respectively). As SL2(F¯q)× T
′-modules, we see that
Mi(θ) ∼=
(
Ind
SL2(F¯q)
B kθi
)
⊗ kθ′
which has infinite many composition factors by Corollary 4.14, where kθi is the
restriction of kθ to T via π and kθ′ is the restriction of kθ to T
′ via π. Since
the functor kG ⊗kPi − is exact (kG is free over kPi), it follows from Corollary
4.14 and Lemma 4.15 that M(θ) has an infinite submodule filtration, i.e, it has no
composition series (of finite length). 
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5. Conclusion and consequences
To summarize, combining Theorem 2.1, 3.1, 4.1 yields the following
Theorem 5.1. If chark 6= p, then all E(θ)J with J ⊂ I(θ) are irreducible and
pairwise nonisomorphic. In particular, M(θ) has 2|I(θ)| composition factors. If
k = F¯q and θ ∈ X(T), then M(θ) has a composition series of finite length if and
only if θ is antidominant.
Let tr be the trivial B-module. We denote E(tr)J simply by EJ . Since M(tr)
is realizable over any field, as a consequence of Theorem 5.1 we have the following
results which are firstly proved in [6] and [7].
Corollary 5.2. Let k be any field. Then all EJ with J ⊂ I are irreducible and
pairwisely nonisomorphic. In particular M(tr) has 2|I| composition factors.
Assume that k = F¯q and θ ∈ X(T). We call θ is strongly antidominant if
〈θ, α∨〉 < 0 for any α ∈ ∆. As another consequence of Theorem 5.1, we give the
necessary and sufficient condition for the irreducibility of M(θ).
Corollary 5.3. Let k = F¯q and θ ∈ X(T). Then M(θ) is irreducible if and only if
θ is strongly antidominant.
Assume that k = F¯q and θ ∈ X(T) is strongly antidominant. Corollary 5.3
suggests that the property ofM(θ) is analogous to the antidominant (in the sense of
“dot” action) Verma modules in the category O of complex semisimple Lie algebras
(see Chapter 4 and Chapter 5 in [15]).
Corollary 5.4. Let V be an (abstract) irreducible kG-module. Assume that one
of the following statements holds:
(i) chark 6= p and V contains a B-stable line;
(ii) k = F¯q and V contains a B-stable line on which T acts by some antidominant
weight θ ∈ T̂.
Then V is isomorphic to E(θ)∅ for some θ ∈ T̂.
Proof. Let kv be the B-stable line in V . Then U acts on v trivially and T-acts on
v by some character θ ∈ T̂. Since V = kGv, V is an irreducible quotient M(θ). By
Theorem 2.1 and 4.2, we have V = E(θ)J for some J ⊂ I(θ). Therefore E(θ)
U
J 6= 0,
which forces J = ∅. This completes the proof. 
It follows immediately from Corollary 5.4 that
Corollary 5.5. Assume either (1) chark 6= p or (2) k = F¯q and θ is antidominant,
then M(θ) has simple head which is isomorphic to E(θ)∅.
Corollary 5.6. Assume k is algebraically closed with chark 6= char F¯q. Then any
finite dimensional irreducible representations of G are one dimensional which is
isomorphic to E(θ)∅ for some θ ∈ T̂ with I(θ) = I.
Proof. Let R(G) be the radical of G, then G′ = G/R(G) is semisimple. Since
R(G) = Z(G)0, then each element of R(G) acts on V as a scalar by Schur’s
lemma. According to [2, Theorem 10.3 and Corollary 10.4], we know that except
the trivial representation, all other irreducible representations of kG′ are infinite
dimensional. Therefore we know that V must be one dimensional. In particular V
contains a B-stable line, where B is a Borel subgroup of G. By Corollary 5.4, V
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is isomorphic to E(θ)∅ for some θ ∈ T̂. Since V is one dimensional, then I(θ) = I.
The corollary is proved. 
It is well known that any irreducible Gq-module over F¯q contains an unique Bq-
stable line. This no longer holds for G. For example, E(θ)J has no B stable line if
J 6= ∅ by the proof of Corollary 5.4. The classification of all abstract irreducible
representations of G is still out of reach, and we expect a new approach to settle
this problem.
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