The ability to deal with articulated objects is very important for robots assisting humans. In this work a general framework for the robust operation of different types of doors using an autonomous robotic mobile manipulator is proposed. To push the state-of-the-art in robustness and speed performance, we devise a novel algorithm that fuses a convolutional neural network with efficient point cloud processing. This advancement allows for real-time grasping pose estimation of single or multiple handles from RGB-D images, providing a speed up for assistive human-centered behaviors. In addition, we propose a versatile Bayesian framework that endows the robot with the ability to infer the door kinematic model from observations of its motion while opening it and learn from previous experiences or human demonstrations. Combining this probabilistic approach with a state-of-theart motion planner, we achieve efficient door grasping and subsequent door operation regardless of the kinematic model using the Toyota Human Support Robot.
I. I
Robots are progressively spreading to logistic, social and assistive domains. However, in order to become handy coworkers and helpful assistants, they must be endowed with quite different abilities than their industrial ancestors [25] . The ability to deal with articulated objects is relevant for robots operating in domestic environments. For example, they need to open doors ( Fig. 1 ) when they move around the home and to open cabinets to pick up objects. The problem of opening doors and drawers with robots has been tackled extensively in robotics [5] , [7] . These approaches usually focus either on a particular type of door and handle mechanism or in a certain aspect of the task. Therefore our contribution is on devising a framework that can incorporate different types of door models and that provides adaptive behavior during door operation.
The detection of doors or handles has been explored based on 2D images [3] , depth data [1] , or both [10] . Chen et al. [3] present an algorithm based on a convolutional neural network (CNN) that estimates door poses from images. However, this last work does not address the detection of handles. Banerjee et al. [1] develop an approach where closed doors are detected by finding flat surfaces between consecutive pairs of vertical lines at a specific distance from one another in an image, while handle detection is carried out with the assumption that the handle is of a different color from that of the door. Llopart et al. [10] address the problem of detecting room doors and also cabinet doors. They propose the use 1 Human Centered Robotics Lab (University of Texas at Austin) 2 Institut de Robòtica i Informàtica Industrial (CSIC-UPC) 3 Department of Aerospace Engineering (University of Texas at Austin) of a CNN to extract and identify the Region of Interest (ROI) in an RGB-D image. Then, the handle's 3D position is calculated under the assumption that it is the only object contained in the ROI and its color is significantly different from the door. The problem with these last two works is that they rely on too many assumptions, limiting the versatility of their methods for door opening tasks.
The door manipulation problem with robotic systems has also been addressed by other teams. Some works assume substantial previous knowledge [4] , [13] , [27] about the kinematic model of the door and its parameters while others are entirely model-free [7] , [11] . By assuming an implicit kinematic model, the applicability is limited to a single type of door. On the other hand, model-free approaches rely entirely on the compliance of the robot, which requires rich sensory feedback and advanced mechanical and control capabilities. Other works propose probabilistic-based methods that do not consider interaction forces. For example, Nemec et al. [14] , and Welschehold et al. [26] , present an approach to learn action models from human demonstrations. The probabilistic approach proposed by Sturm et al. [18] , [20] , [21] , [22] enables the inference of the door kinematic model from observations of its motion. It could be considered the state-of-the-art, and has been adopted as a basic reference. However, although a framework for exploiting prior knowledge is proposed in this last work, it has not analyzed its robustness against prior information.
In this paper, we propose a robust and adaptive framework for manipulating general types of door mechanisms. The main contributions of our work are: (a) the development of a novel algorithm to estimate the robot's end-effector grasping pose in real-time for single or multiple handles; (b) a versatile framework that provides the robust detection and subsequent door operation for different types of door kinematic models; (c) the analysis of the door kinematic inference process by taking into account door prior information; (d) the testing on real hardware using the Toyota Human Support Robot (HSR) (Fig. 1) .
The paper is organized around two main sections. In section II, we discuss how, by combining an object detection CNN and point cloud processing, a robust real-time estimation of the robot end-effector grasping pose is achieved.
In section III, we present a Bayesian approach to operate unknown doors, incorporate various mechanism types, and improve the performance by learning from experience as well as from human demonstrations. Finally, in section IV we draw the main conclusions of this paper.
II. R -T E -E G P E
Door operation requires the robot to reach the handle and grasp it robustly. When a robot moves towards an object, it is actually moving towards a pose at which it expects the object to be at. This is a subtle but deep distinction. Thus, the problem is essentially that of estimating the handle's 6Dpose. The robot end-effector goal pose can then be easily expressed as the relative transformation with respect to the handle pose. Once it has been determined, the desired pose can be reached by solving the inverse kinematics of the robot in combination with a controller.
Estimating the 6D-pose involves the identification of the handle and the door and, also, some relevant features of their 3D structure. Perception is provided by the robot's vision system. This sensing is usually achieved by means of an RGB-D sensor, which gives an RGB image and its corresponding depth map. The Toyota HSR has a Xtion PRO LIVE camera incorporated in its head.
A. CNN for Object Detection
The robot must be endowed with the ability to recognize different types of doors and handles. Since it may have to function in a wide variety of environments that present diverse geometries, a robust detection algorithm is essential. Additionally, in order to achieve real-time processing, the detection algorithm should operate at speeds of a few framesper-second (fps). Object detection is the task of simultaneously classifying and localizing multiple objects in an image. Given an image, a detector will output the coordinates of object locations by defining a bounding box. This is one of the areas of computer vision that is maturing more rapidly thanks to deep learning and convolutional neural networks. The authors in [16] proposed the YOLO algorithm, an open-source state-of-theart object detector with CNN-based regression. This network uses features from the entire image to predict bounding boxes. It predicts all bounding boxes across multiple known objects for an image. YOLO enables end-to-end training and facilitates real-time speeds while maintaining high average precision. For these reasons we adopted this tool for our approach.
B. Handle and Door Detection Model
Training the YOLO network with our custom dataset, allows us to build a handle and door detection model. The simplest classification semantics for our objects of interest are "door" and "handle". However, to increase the detail of the information and also to make our method as versatile and extendable to other applications, we split the class door in three different classes: "door", which refers to a room door, "cabinet door", which includes all sorts of small doors such as drawers or a locker door, and "refrigerator door".
We built a data set using images from the Open Images Dataset [15] . We annotated a total of 1200 images containing objects pertaining our the desired object classes; 1000 of them were used for the training set, and the remaining 200 for the testing set. To label them, we took into account that the ideal bounding box is the smallest possible box that contains all visible parts of the object [8] . Finally, we applied data augmentation techniques to improve the generalization of our neural network [23] . For starting the training process, we used pre-trained weights from Darknet53 trained on ImageNet [17] . Reducing the training time while improving the accuracy. The model was trained on a Nvidia Geforce GTX 1080 GPU.
C. Point Cloud Filtering
The data provided by the RGB-D sensor is also in the form of sets of 3-dimensional points arrays which are often referred to as a point cloud. Raw point clouds contain a large number of point samples, but only a small fraction of them are of interest. Furthermore, they are unavoidably contaminated with noise. For these reasons, in order to estimate the key 3D geometric features of doors and handles the point cloud data needs to be filtered adequately. We apply sequentially the following filters:
1) Regions Of Interest (ROIs) Segmentation: The points of interest are those that correspond to the doors and the handles in the scene, which can be defined as those contained by the bounding boxes of the proposed object detection CNN. There is a direct correspondence between the pixels of the image and the point cloud indexes if the latter is organized. That is, the data is indexed according to its spatial distribution. Taking into account that the bounding boxes are usually provided in pixel coordinates, let P be the raw point cloud. Then, each ROI can be defined as follows:
where j is the point cloud index; width is the image width in pixels; x and y verify (x min ≤ x ≤ x max ) ∧ (y min ≤ y ≤ y max );
and (x min , y min ) and (x max , y max ) are two opposite corners of the bounding box in pixel coordinates. By separating the sets of points that are contained in each ROI in different sub-point clouds the amount of data to be processed is reduced significantly. In the successive steps each ROI is processed independently.
2) Statistical Outlier Filtering: Measurement errors lead to sparse outliers, which complicate the estimation of point cloud characteristics such as surface normals. Some of these irregularities can be solved by performing a statistical analysis on each point neighborhood, and trimming those that do not meet a certain criteria. By assuming that the average distance from every point to all its neighboring points is a Gaussian distribution, the filtered point cloud can be defined as follows:
where α is a multiplier, and µ r and σ r are the mean distance and the standard deviation respectively.
3) Downsampling: We reduce considerably the amount of data by using a voxelized grid approach. A 3D voxel grid was created by dividing the space as a set of prismatic volumes. Then, if s is the number of points contained in each voxel A, they are approximated as:
Unlike other sub-sampling filters, we reduce the number of points while maintaining the shape characteristics that best represent the original point cloud as a whole.
D. Computation of the Key 3D Geometric Features
Estimating the grasping pose requires the computation of some relevant features of the 3D structure. In order to fulfill the real-time and accuracy requirements, we have considered three geometric features: the door plane normal direction, the position of the handle, and whether it is oriented vertically or horizontally.
1) Handle Orientation: The end-effector orientation for grasping the handle depends on this feature. Since we only need a binary computation, it can be easily made by comparing the dimensions of the sides of the CNN output bounding boxes. If the height is greater than the width, the handle orientation will be vertical and vice versa.
2) Door Plane Normal: In order to grasp the handle correctly, the normal to the "palm" of the robot's end-effector (which we could consider similar to the human hand) must be parallel to the door normal. Estimating the normal direction of a plane could be done by fitting a planar model to the door point cloud, and calculating the coefficients of its parametric Hessian normal form. Since it has to be taken into account that the sub-point clouds might contain outliers such as the handle or other objects, we use the RAndom SAmple Consensus (RANSAC) algorithm [19] .
RANSAC is a numerical method that can iteratively estimate the parameters of a given mathematical model from experimental data that contains outliers, in such a way that they do not influence the values of the estimates. A minimal set is formed by the smallest number of points required to uniquely define a given type of geometric primitive. The resulting candidate shapes are tested against all points in the data to determine how many of the points are well approximated by the primitive. RANSAC estimates the model by maximizing the number of inliers. It can also be used as a classification algorithm taking as classes inliers and outliers [28] . Applying RANSAC, the normal vector of each door can be computed directly.
3) Handle Position: We make the assumption that the handle position can be represented by its centroidal point. However, it cannot be directly computed from the subpoint cloud associated to the handle ROI, since the defining bounding box usually may include some points from the door. We use the RANSAC algorithm to separate these points. Fitting a planar model, the door points will be considered inliers while the handle points will be considered outliers. Then, the centroid is calculated.
E. Handle 6D-Pose and End-Effector Goal Pose
The handle 6D-pose and the end-effector goal pose, under the assumption that the transform tree of the mobile manipulator robot is available, can be defined as a transform relative to any of the robot reference frames. We define the handle 6D-pose translation so that the origin is in the same position as the centroid. Regarding its orientation, we define one vector of the base as parallel to the corresponding door handle normal and the other as perpendicular to the base motion plane, that in a mobile robot is usually coincident with some reference frame of its transform tree. The correspondence between the door and the handle is achieved by means of a proximity criteria.
As an example, for the particular case of the Toyota HSR, we took the z− axis of the odometry reference frame as perpendicular to the floor. To simplify the computation of the end-effector goal pose, we defined the handle transform matrix as follows:
O z is the handle centroid, and a = a x , a y , a z is the door normal vector, both in terms of the odometry reference frame. The end-effector goal pose can be then easily defined as a relative transform where the translation is a certain distance in the door normal direction and the rotation is 0 or 90 degrees depending on whether the handle is oriented horizontally or vertically. Our approach is summarized in algorithm 1.
F. Results
We tested our approach with the Toyota HSR platform at the Anna Hiss Gymnasium at The University of Texas at Austin, where a prototype of a home-like arena has been installed to test the performance of service robots in domestic environments. There, a variety of different doors such as drawers, refrigerator, cabinet doors, and room doors are available. We focused on accuracy and speed to assess the performance of our CNN-based object detection. Regarding the performance, we used the criterion defined 
in the PASCAL VOC 2012 competition, obtaining a mean average precision of mAP = 45%. Running the model on the previously mentioned GPU, we obtained a processing speed of 20 fps.
With our approach, the robot was able to compute the end-effector grasping pose accurately for multiple handles simultaneously (Fig. 2) , at a processing speed of 6 fps. It also showed robust behavior since, by solving the inverse kinematics, the robot always achieved successful grasping as long as the detection is made by the proposed CNN.
III. L K M D
Acting autonomously in the real-world is challenging for robots because they have to deal with uncertainty. To solve these situations, humans take advantage of their own previous experience, that is, they learn. For making robotic systems reliable when operating in human environments they should be embodied with similar capabilities. What if a robot is able to observe the world state, but has no previous knowledge of it at the time of taking a decision? Bayes already answered this question, the best decision will be the one that has the highest chances of being correct given the observations. If previous knowledge is available, the correct decision will be the one that has the highest probability of being correct balancing the observations and the prior.
A. Probabilistic Framework
Operating different doors with a unified probabilistic framework involves the inference of the most probable kinematic model and its parametrization. Let D = (d 1 , ..., d N ) be the sequence of N relative transformations between two adjacent rigid parts of the door observed by the robot. We assume that the measurements are affected by Gaussian noise and, also, some of these observations are outliers but not originated by the noise. We denote the kinematic link model as M and the associated parameters are contained in the vector θ = R k (where k is the number of the parameters of the model). The model that best represents the data, and its corresponding parameters, can be calculated as follows:
This optimization is a two-step process [12] . First, a particular model is assumed true and its parameters are estimated from the observations. By applying Bayes rule and assuming that the prior is uniform, we obtain:
Then, we compare the probability of different models, and the one with the highest posterior probability is selected:
In essence, by observing the door motion, our algorithm is able to obtain the parameters of all candidate models and then infer the one that best corresponds to the observations.
B. Candidate Models
When considering the set of doors that can be potentially operated by a service robot, their kinematic models belong to a few generic classes. We have considered a prismatic and a revolute model. 1) Prismatic model: This model describes a translation in the direction of a unitary vector e ∈ R 3 relative to a fixed origin, a ∈ R 3 . The parameter vector is θ = (a; e) with k = 6.
2) Revolute model: This model is parametrized by the center of rotation c ∈ R 3 , a radius r ∈ R, and the normal vector n = R 3 to the plane where the motion arc is contained. This results in a parameter vector θ = (c; n;r) with k = 7.
C. Model Fitting
In the presence of noise and outliers, finding the parameter vectorθ that maximizes the data likelihood is not trivial, as least square estimation is sensitive to outliers. The RANSAC algorithm has proven to be robust in this case, and can be modified in order to maximize the likelihood. This is the approach implemented by the Maximum Likelihood Estimation SAmple Consensus (MLESAC) algorithm [24] . In this case, the score is defined by the likelihood of the consensus sample. Thus, for estimating the model vector parameter θ, the log-likelihood of a mixture model is maximized [28] :
where γ is the mixture coefficient (computed with Expectation Maximization). The first term of this equation corresponds to the error distribution of the inliers, modeled with a Gaussian distribution, and the second term to the corresponding outliers, modeled with a uniform distribution.
D. Model Selection
Once we have fitted all model candidates to an observation sequence D the best model is selected by comparing their posterior probability. Let the set of candidate models be M m (m = 1, ..., M), with vector parameters θ m . Let the prior distribution for the parameters be p (θ m |M m ). Then, the posterior probability of a given model is [6] :
Applying the Laplace approximation and assuming a uniform prior for the models, this posterior probability can be estimated in terms of the Bayesian Information Criterion (BIC): 
E. Exploiting Prior Knowledge
In domestic environments, doors often have similar kinematic models. A robot operating in such environments could boost its performance by learning priors from previous experiences. A small set of representative models could be used as prior information to improve the model selection and parameter estimation. Let us suppose that the robot has previously encountered two doors. We have two observation sequences D 1 and D 2 , with N 1 and N 2 samples. We must choose then between two distinct models M 1 and M 2 or a joint model M 1+2 . This is the same as evaluating:
Merging the new data with a previous model, the parameter vector is obtained from a larger dataset which leads to a better estimation. If we consider more than two trajectories, this should be repeated for all the possible combinations, becoming hard to compute. Thus, instead we check if merging the new data with each learned model associated to the door class being opened gives a higher posterior. Finally, we pick the model with the highest posterior and record the new data, which will be used as prior knowledge for future doors (Algorithm 2). 
Algorithm 2 Model Selection Using Prior
M new ← Kinematic_Model (D new ) M best ← {M new } , D c ← D c ∪ {D new }, p best ← 0 foreach D s ∈ D do M s ← Kinematic_Model (D s ) M new+s ← Kinematic_Model (D new ∪ D s ) if p (M new+s | D new , D s ) > p (M new | D new ) p (M s | D s ) & p (M new+s | D new , D s ) > p best then M best ← {M new , M s } D c ← {D 1 , . . ., D new ∪ D s . . ., D S } p best ← p (M new+s | D new , D s ) end if end forreturn M best and D c
F. Robot Control for Door Manipulation
Our probabilistic framework is subsequently integrated into our robot control system in order to achieve actual manipulation. Once the handle is grasped, the position of the end-effector directly corresponds with the position of the handle. As a result, the robot can make observations of the door motion by solving its forward kinematics. Thus, we can obtain the set D by sampling its trajectory.
We divide the door opening motion in several steps (Fig.  3) . After each step, we re-estimate the kinematic model of the door and its parameters adding the new observations to D, since the larger the set the more accurate the estimation will be. For driving the robot motion in accordance with the model, we use the Task Space Region (TSR) framework proposed by Berenson et. al [2] . It is a constrained manipulation framework developed for planning paths for manipulators with end-effector-pose constraints. To define a TSR, three elements are required:
• T o w : Transform between the origin reference frame o and the TSR frame w. • T w e : End-effector offset transform. • B w : 6×2 matrix that defines the end-effector constraints.
As an example of how this framework is applied let us see the case of a hinged door. We define the TSR using its parameters as shown in Fig. 4 . Thus, the constraints can be easily formulated as:
where the first three columns are the translation constraints in the axis x−, y− and z− and the last three are the rotation constraints in the RPY Euler angle convention.
To start the opening process, when no observations are available, we make the initial guess that the model is prismatic. Using a compliant controller, the robot's end-effector trajectory is also driven by the forces exerted by the door, adapting its motion to the true model. Thus, a certain error margin is allowed, enabling the robot to operate the door correctly even if the estimation is biased, when only a few observations have been acquired.
G. Bias-Variance Trade-off in prior knowledge Exploitation
Prior knowledge is expected to help guide the learning process when the robot is opening a door. However, it might also be a double-edged sword. In case the robot has previously opened a cabinet door with a revolute model, we do not want it to think the next cabinet door will necessarily have the same model. We neither want too soft of a guidance since we expect the prior to influence the model if the next cabinet door is of the same type. In statistics, this is known as the bias-variance trade-off [6] . Ideally the proposed probabilistic model for exploiting prior knowledge should both capture the recorded trajectories, but also be able to generalize well when a less-likely kinematic model appears. Unfortunately, it is impossible to maximize both simultaneously. Therefore, a robust probabilistic model should balance adequately the prior and the new observations when inferring the posterior.
H. Learning from Human Demonstrations
If robots can learn from demonstration, this can boost the scale of the process, since non experts would be able to teach them [9] . With our proposed probabilistic framework, the only necessary input we need is a set of observations of the door's motion. Using our 6D-pose estimation approach, this tracking behavior can be efficiently achieved. Thus, the robot's prior knowledge can be improved by providing human demonstrations with our approach (see Fig. 5 ). 
I. Results
We have tested the performance of our unified framework in two different scenarios, while opening unknown doors (Fig. 6 a) and taking advantage of prior knowledge (Fig. 6 b) .
To study the robustness of the framework, without any priorinformation, we opened three different types of doors ten times (Fig, 6 a) : a drawer, a room and a refrigerator door. The task of the robot was to grasp the handle and open the door while it learned its kinematic model. The robot succeeded 26 times out of 30 trials (87%). All four failures were due to the HSR gripper slipping from the door knob, most likely caused by the design of the gripper which is not very suitable to manipulate these kind of objects. No errors were observed during the model learning.
Then, we conducted another series of experiments to evaluate the convergence behavior of the estimators with respect to the number of training samples. Two doors with different models were opened successfully ten times each. During the task, the evolution of the candidate posterior model was evaluated against the number of observations. The posterior probability (Fig, 6 a) of both models converges towards the true model as the number of observations increases. When few observations are acquired the probability oscillates around 0.5, which is consistent with considering equal priors. However, they soon diverge from this value, showing an efficient behavior regarding the decision criteria. A more convergent behavior is visible in the case of opening of a revolute door. This happens because of the difference in complexity between both models. When a prismatic door is opened, the revolute model can fit the data, which does not happen in the opposite case.
To analyze the proposed learning framework, we conducted another series of experiments. We repeated the same experiments when no prior knowledge was available but for three different situations: when the prior is predominantly revolute or prismatic and when both are balanced. The behavior of the posterior (Fig. 6 b) depends on the predominant prior. In the case it matches the true model, the posterior converges quickly. If the prior is balanced, the behavior depends on the true model. When few new observations are available the posterior tends to converge to the simplest model which is prismatic. This is reasonable, since the trajectory is very similar for both models at this point but the complexity is penalized. However, at a relatively low number of observations, the posterior rapidly converges to the true model. Proving therefore an improvement in performance. Finally, in the case the prior does not match the true model, the behavior is symmetric for both doors. At the beginning, the observations converge with the predominant prior model. However, when the number of observations is sufficiently large, they converge towards the true model. This demonstrates that the proposed learning framework is robust.
IV. C
In this work, we push the state-of-the-art for door opening task using mobile manipulation robots via proposing a versatile framework. First, we have addressed the problem of rapidly grasping door handles, which leads to the first paper contribution. A novel algorithm to estimate the end-effector grasping pose for single or multiple handles in real-time based on RGB-D has been proposed. We have used a CNN, providing reliable results, and efficient point cloud processing to devise a high-performance algorithm, which proved robust and fast in the conducted experiments. Second, in order to operate the door reliably and independently of its kinematic model, we devise a probabilistic framework for inferring door models from observations at run time and learning from robot experiences as well as from human demonstrations. By combining the grasp and model estimation processes with a TSR robot motion planner, we achieved the reliable and fast operation of various types of doors. In the conducted experiments, the proposed framework showed robust behavior when opening unknown doors as well as when exploiting prior knowledge.
Our desire is to extend this work to include more general and complex parametric as well as non-parametric kinematic models. This would enable robots, not only to achieve robust door operations, but would ultimately achieve general articulated object manipulation. Furthermore, the use of nonparametric models, such as Gaussian processes, will allow the representation of even more complex mechanisms.
