This document is made available in accordance with publisher policies. Please cite only the published version using the reference above. Full terms of use are available: http://www.bristol.ac.uk/pure/about/ebr-terms The Cryosphere, 8, 1561-1576 , 2014 www.the-cryosphere.net/8/1561 /2014 / doi:10.5194/tc-8-1561 -2014 Abstract. Accurate and extensive bedrock geometry data is essential in ice sheet modelling. The shape of the bedrock on fine scales can influence ice sheet evolution, for example through the formation of pinning points that alter grounding line dynamics. Here we test the sensitivity of the BISI-CLES adaptive mesh ice sheet model to small-amplitude height fluctuations on different spatial scales in the bedrock topography provided by Bedmap2 in the catchments of Pine Island Glacier, the Amery Ice shelf and a region of East Antarctica including the Aurora Basin, Law Dome and Totten Glacier. We generate an ensemble of bedrock topographies by adding random noise to the Bedmap2 data with amplitude determined by the accompanying estimates of bedrock uncertainty. We find that the small-amplitude fluctuations result in only minor changes in the way these glaciers evolve. However, lower-frequency noise, with a broad spatial scale (over tens of kilometres) is more important than higher-frequency noise even when the features have the same height amplitudes and the total noise power is maintained. This is cause for optimism regarding credible sea level rise estimates with presently achievable density of thickness measurements. Pine Island Glacier and the region around Totten Glacier and Law Dome undergo substantial retreat and appear to be more sensitive to errors in bed topography than the Amery Ice shelf region which remains stable under the present-day observational data uncertainty.
Introduction
Future mass loss from Antarctica is the most significant unknown part of the global sea level budget (Moore et al., 2013) . Almost all the snow that falls on Antarctica is carried by ice flow from the continent . Ice shelves play an important role in the mass balance of the Antarctic ice sheet through their buttressing effect on the grounded ice sheet . Modification of back stress across the grounding line due to ice-shelfgrounded locations or embayments will hence impact sea level rise. Antarctica lost about 1420 ± 1060 Gt of grounded ice between 1992 and 2011 (Shepherd et al., 2012) , equivalent to an increase in global mean sea level of 4.0 ± 3.0 mm.
Using high-precision remote-sensing observations (e.g. Wingham et al., 1998 Wingham et al., , 2006 Rignot and Thomas, 2002; Zwally et al., 2005; Velicogna and Wahr, 2006; Dutrieux et al., 2013; Sasgen et al., 2013) , estimates of ice sheet mass balance can be made. For East Antarctica, the ice sheet is close to balance Shepherd and Wingham, 2007; Shepherd et al., 2012) . However, regionally ice shelves differ, with net ice loss in some glaciers in Wilkes Land and gain in the Filchner and Ross ice shelves . West Antarctica has long been known to be responsible for most of the negative Antarctic mass balance (Wingham et al., 2006) . For example, Pine Island Glacier lost about 101.2 ± 8 Gt yr −1 between the year 2003 and 2008 .
Bedrock topography is an important parameter when simulating ice sheet evolution. Many Antarctic phenomena are tightly controlled by the bedrock topography, such as the surface undulation of ice streams (De Rydt et al., 2013) , grounding line retreat and tidewater outlet glaciers dynamics (Enderlin et al., 2013) .
Regions of reverse-sloping bedrock in West Antarctica have been studied in some depth because of the possibility of marine ice sheet instability, where grounding line retreat into deeper topography tends to accelerate. Schoof (2007) shows that there are no stable grounding line positions on a bed sloping up toward the ocean in flow line geometries with free-floating ice shelves, but stable grounding line positions have been shown to occur in more complex threedimensional models (Gudmundsson et al., 2012) . used a two-dimensional full Stokes model to show that pinning points beneath an ice shelf have a stabilizing effect on the ice dynamics , while Durand et al. (2011) examined the sensitivity of an ice sheet lying on a reverse bedrock slope to varying hill and trough geometry close to the grounding line.
Bedrock topography has been observed primarily by radar sounding in the megahertz frequency range (e.g. Robin et al., 1969) , with bandwidths and hence vertical resolutions in the 10 m range. Seismic surveys have also been particularly useful on ice shelves (Pozdeev and Kurinin, 1987) where the presence of slightly saline marine ice layers may prevent penetration of radar waves (Moore et al., 1994 ) and sea water prevents mapping of the sub-shelf cavity. The amplitude of the ice thickness uncertainty in mapped topography will vary both along the radar flight line as a result of the bandwidth of the radar used and in between flight lines as a result of the mapping interpolation algorithms selected. The spacing between flight lines is seldom less than some kilometres and over much of Antarctica may be considerably larger (Fretwell et al., 2013) . Besides the large-amplitude fluctuations, such as those produced by hills and valleys, the small-amplitude errors in elevation or irregularities in the bed may affect ice sheet evolution. For example, the differences in surface roughness or fractal dimension between a hard rock bed substrate and a fine sedimentary deposit will not be directly visible using radars presently designed to map ice sheet thickness. To date no research on the impact of these small-amplitude bedrock fluctuations on the modelling of real glaciers with three-dimensional topography has been made. However, Durand et al. (2011) used a two-dimensional full Stokes model on synthetic Pine-Island-like flow line geometry and found that, if the bedrock was undersampled, then a large bias of up to 25 % in ice volume in the basin could occur. In ice sheet modelling, the data are necessarily interpolated from (relatively) sparse observations and often smoothed to allow representation in continuum models which require continuous spatial derivatives to exist. In reality, there will be small-amplitude fluctuations making the bedrock rougher. The density of ice thickness measurements determines the amplitude of the fluctuations that may exist in each location -and this has a standard deviation from 50 m to about 1 km. We call these uncertainties noise and want to test the sensitivity of Antarctic ice sheet to this bedrock noise. We wish here to quantify various issues:
-Will the bedrock noise affect the evolution of the ice sheet, such as grounding line retreat and mass balance change, and how?
-How much can we trust our modelling result?
-Which kind of noise has larger influence on the glacier -lower frequency or higher frequency?
-Since the bedrock features are quite different between East and West Antarctica, how do their ice sheets respond to the same kind of noise?
To answer these questions, we carried out sensitivity experiments with bedrock noise on three basins: Pine Island Bay, the Lambert-Glacier-Amery-Ice-shelf system and the Aurora Basin (which includes Totten Glacier) (Fig. 1 ). Pine Island Glacier (PIG) is the archetype of a vulnerable West Antarctic glacier, lying on reverse sloping bedrock below the sea level ( Fig. 2a ) with its grounding line retreating rapidly at present. Most of the Lambert Basin is above sea level, with a deep trough, however, beneath the Amery Ice shelf (Fig. 2b) . The mass balance of this system is estimated to be close to 0 but with large uncertainty. The bedrock of the Aurora Basin is flat and close to sea level with a deep trough beneath Totten Glacier (Fig. 2c ), which occupies a northerly location close relatively warm waters and is thinning, in contrast to much of East Antarctica . We add noise of three different spectral frequencies to the bedrock maps of these glaciers and carry out a simulation of 200 years to make a noise sensitivity analysis. In Sect. 2, we introduce the methodology of tuning the model and making the noisy bedrock input data. In Sect. 3, we show the results of the three different glacier outcomes responding to different frequency bedrock noise and discuss the results and implications in Sect. 4.
Methods
We chose to consider the effect of small-amplitude noise distributed according to Bedmap2 estimates of uncertainty in bedrock topography on real ice shelves using a threedimensional model. We created three varieties of red noise (that is, random noise whose power spectrum decays with frequency): high, medium and low frequency. To explore statistical variability, we use 50 different realizations of topography disturbed by initially white Gaussian noise transformed for each frequency range of noise.
Producing noisy data
Our model was initialized using the best available bedrock topography. For PIG, we simulate a 512 × 512 km 2 area, Figure 1 . The three basins (boxed) we simulated on the Bedmap2 Antarctic bedrock topography map (Fretwell et al., 2013) . Pine Island Glacier (PIG) is shown in Fig. 2a , Lambert-Amery (LA) system is shown in Fig. 2b and the Aurora-Basin-Totten-Glacier region (AT) is shown in Fig. 2c. using a 1 km resolution DEM (digital elevation map) constructed along the same lines as the 5 km ALBMAP DEM (Le Brocq et al., 2010) , which differs by only tens of metres from the same region on Bedmap2 (Fretwell et al., 2013) . For the Lambert-Glacier-Amery-Ice-shelf system (1536 × 1536 km 2 domain) and Aurora-Basin-TottenGlacier region (1792 × 1792 km 2 domain), we use the Bedmap2 geometry data (Fretwell et al., 2013) .
First, we create two-dimensional white noise on the domain we modelled, named f (x, y), where x and y are the domain coordinate. The PIG domain has 512 grid cells in both x and y directions, so the value ranges of x and y are both 1-512. Since we want to test the ice sheet sensitivity to the frequency of bedrock noise, we have to create noise of high frequency and low frequency. We transform our noise f (x, y) from the spatial domain to the frequency domain through the two-dimensional discrete Fourier transform. Assume the noise on the frequency domain is F (u, v), then f (x, y) and F (u, v) are related by
where
M and N are the number of grid nodes in the x and y directions, and here for all three of our sites M = N. Then we rearrange the outputs by moving the zero-frequency component to the centre of the array. The Gaussian low pass filter has the following form:
After filtering by the Gaussian low pass filter (in other words, by the function F (u, v) · H (u, v), the original white noise has been mapped to noise with a frequency distribution determined by the isotropic standard deviation σ . We chose σ = 10, 50, 100 (units: 1/M cycles km −1 ) to generate lower-, medium-and higher-frequency noise (Fig. 3) . We then transform the noise back to the spatial domain as
When filtering the noise, we tune the power of the white noise to keep the lower-, medium-and higher-frequency noise at the same power. For PIG, which has the most dense coverage of radar, errors are more or less constant over the whole region and most of the noise values are in the range of −60 to 60 m. Figure 3e -g show the effects of the three noise distributions on the bedrock height noise patterns. Since the amplitude of variation is determined by the uncertainty in the observations, in reality the lowest-frequency pattern may mimic the effects of coherent bias in errors, producing broad features with gentle slopes on special scales of tens of kilometres (Fig. 3e ). The medium-( Fig. 3f ) and higher-( Fig. 3g ) frequency noise patterns vary over smaller spatial scales and can represent moderately sloping surface undulations or rough terrain down to kilometre scales. For the two other regions we study, the bedrock mapping uncertainty varies spatially, and so the noise amplitudes are designed to vary spatially also, but we still can define the noise distributions in frequency space as for the PIG example in Fig. 3b -d. For the East Antarctic Ice Sheet, the uncertainty of bedrock elevation data ranges from 66 m to more than 1000 m, so we use different noise ranges according to the local data uncertainty (Fretwell et al., 2013) . As is shown in Fig. 4a In each of these areas, we created maps of noise with the standard deviation of around 88, 150, 200, 300 and 1000 m, and then we combined these noise sets to create a map spanning the model domain ( Fig. 4b and d) .
After making the bedrock noise, we add it to the bedrock map beneath the grounded ice sheet and subtract the same value from ice sheet thickness to keep the surface elevation consistent with the geometry data. We also limit the change of thickness and topography at any grid point such that the grounding line is not altered.
To summarize, a Gaussian low pass filter is used to select noise with three different frequency distributions but with Fig. 3e-g ).
the same power. The resulting noise maps are added to the bedrock to provide a set of perturbed geometries. We then use these geometries we made to initialize the ice sheet model.
Model
The ice sheet model we used for the simulation is BISICLES (Cornford et al., 2013) . The model uses a vertically integrated treatment of the momentum equation based on L1L2 (Schoof and Hindmarsh, 2010) . This physical mechanism is quite suitable for ice shelves and fast-flowing ice streams. It is a high-performance scalable AMR (adaptive mesh refinement) ice sheet model constructed using the Chombo parallel AMR framework, which allows us to use non-uniform, evolving meshes. Here, we implement a mesh with three levels of refinement on top of a 4 km resolution coarse mesh. The resolution of the vast slow-flowing area is 4 km, while the highest resolution of the fast-flowing area and grounding line is 0.5 km. Meshes are re-generated at each time step. The high-resolution mesh area evolves with changes in the location of the grounding line and the ice streams. In this way, we can capture the dynamics of grounding line and ice streams without wasting computational resources.
We ran 200-year-long prognostic simulations, with perturbation on the bedrock being the only difference between ensemble members. For PIG, each of the 50 simulations required 1 day, while the larger Lambert-Amery domain needed 3 days and the Aurora-Basin-Totten-Glacier region 5 days per simulation with a 16-core processor. The computing time was bedrock dependent and simulations with higherfrequency noise took longer to achieve convergence.
In addition to the bedrock topography and ice thickness, we need to provide two-dimensional basal traction and enhancement coefficients, a three-dimensional ice temperature, a two-dimensional surface mass balance and a twodimensional sub-shelf melt rate for each run. The temperature and surface mass balance fields are the same for each calculation and are taken from Pattyn (2010) and from Arthern et al. (2006) respectively. The basal traction and enhancement coefficients are calculated using a control method similar to those reported in Joughin et al. (2009 Joughin et al. ( , 2010 , Albrecht and Levermann (2012), MacAyeal (1993) and Morlighem et al. (2010) , that is, a gradient-based optimization method that seeks to minimize the difference between the modelled velocity and the observed surface velocity (Rignot et al., 2011) . We compute basal traction and enhancement coefficients for each perturbed bedrock, since their relationship to the model velocity involves the ice thickness
The sub-ice-shelf melting can be determined indirectly from estimates of ice shelf mass balance (e.g. Pritchard et al., 2012) . To simplify the parameterization we assume that melt is highest at the grounding line where one might expect deeper and warmer water. We imposed melt as a piecewise linear function of the ice shelf thickness (Cornford et al., 2013; Favier et al., 2014) . For Pine Island Glacier, we use a maximum melting rate of 50 m yr −1 (Jenkins et al., 2010; Joughin et al., 2010; Payne et al., 2007; Jacobs et al., 2011) where ice is thicker than 500 m, linearly decreasing to no melt where ice is thinner than 50 m. For the East Antarctica Lambert-Amery system, the melt rate around the grounding line was determined to be about 30 m yr −1 (Rignot and Jacobs, 2002; Wen et al., 2010) , so we use this value where ice is thicker than 1500 m, linearly decreasing to no melt where ice is thinner than 300 m. For Totten and Moscow ice shelves, temperatures at the deep grounding line are more than 3 • C above melting point and the ice shelves are considered to be retreating . We constrain melting rates such that the grounding line retreats and the whole basin mass loss is comparable to that found by . Hence we choose a high maximum melt rate of 90 m yr −1 where ice is thicker than 1500 m, linearly decreasing to no melt where ice is thinner than 300 m. The simple parameterization used here does not allow for basal accretion of marine ice under ice shelvesknown to occur, for example under parts of the Amery Ice shelf (Fricker et al., 2001) . However, while the melt rates are not realistic in all respects, they do allow the model to produce behaviour consistent with observations.
Results
In this section, we present the model results for Pine Island Glacier, the Lambert-Glacier-Amery-Ice-shelf system and the Aurora-Basin-Totten-Glacier region 200-year simulations. We also run a control experiment where no noise is added to the topography as described in the published bedrock topographic maps.
Pine Island Glacier
The flow regime of PIG changes dramatically over 200 years (Fig. 5) . At the start of the simulations, ice flows accelerates along the grounded glacier trunk from a speed of around 100 m yr −1 to around 2000 m yr −1 , abruptly speeds up to 4000 m yr −1 as it crosses the grounding line, then remains at a steady speed through a 500 m thick ice shelf. By the end of the simulations, the grounding line has retreated to the top of the trunk. Ice flows across this new grounding line at around 1500 m yr −1 , accelerates up to 2500 m yr −1 over the first 100 km over the ice shelf where the ice is up to 500 m thick and slopes steeply, then flows into a region of thinning (down to 50 m) ice and gently slopes where lateral stresses outweigh the normal and driving stresses so that the flow slows to around 600 m yr −1 by the time it reaches the calving front.
Mass is lost throughout the simulation (Fig. 6) , at a rate equivalent to around 0.1 mm sea level rise per year during the first years, which rises abruptly to around 0.25 mm yr −1 after around the 50th year. This rapid change in mass loss rate coincides with the retreat of the grounding line from the submarine ridge it occupied in 1996, with the glacier accelerating as the grounding line retreats into a trough, much as in Favier et al. (2014) and anticipated by Schoof (2007) . Note that this change in retreat rate in our calculations is delayed relative to Favier et al. (2014) , due to lower sub-shelf melt rates, and is also delayed relative to observations of the grounding line (Park et al., 2013) .
The key difference between each of the calculations is the onset of rapid retreat, which varies most for the lowestfrequency noise. Figure 6 shows that once the rapid retreat has begun, the ongoing retreat is essentially the same in each case. For the lowest-frequency noise, the onset of retreat ranges from the 41st year to the 76th year. With mediumfrequency noise, the onset ranges from the 48th year to the 64th year and for the highest-frequency noise, the onset ranges from the 46th year to the 59th year. This variation in onset is related to the height of the ridge underneath the initial grounding line as it crosses the glacier trunk. The mean noise field for the four "early onset" low-frequency simulations, which begin to retreat before the 48th year (one standard deviation before the mean year of onset), has a strong feature: it is negative along the ridge (Fig. 7) . Likewise, the mean noise field for the eight "late onset" simulations -that begin to retreat after the 64th year -is positive along the ridge.
In all of our simulations, the grounding line retreats by more than 100 km (Figs. 2d and 8 ) during the course of the experiments, but net retreat is sensitive to the bedrock noise and more sensitive to long wavelength noise, largely because of the variation in onset described above. For the experiment with lowest-frequency noise on the bedrock, the most northerly locations of grounding differ by as much as 53 km. Volume above floatation (VAF) loss varies between 17 700 and 23 000 km 3 , while the grounding line retreats to uncover between 15 300 and 24 800 km 2 . For the mediumfrequency noise, VAF loss ranges from 18 600 to 20 800 km 3 (17 000 to 21 200 km 2 grounding line retreat), and for the highest-frequency noise VAF loss varies between 19 200 and 20 900 km 3 (18 900 to 21 100 km 2 grounding line retreat). 
Lambert-Glacier-Amery-Ice-shelf
The glaciers that flow into the Amery Ice shelf change little compared to Pine Island Glacier or the Aurora-Basin-TottenGlacier region described below. VAF increases steadily throughout the simulations, despite the grounding line retreating (Fig. 8 ) by up to 10 km. The low-, medium-and highfrequency perturbations lead to essentially the same range of VAF increase: between 4400 and 5100 km 3 (0.06 mm yr −1 sea level equivalent) and all of the perturbations result in at least as much as VAF increase as the noiseless simulation ( Fig. 9) . At the same time, the grounding line retreats to uncover between 2200 and 3900 km 2 in the low-frequency case, between 2600 and 3600 km 2 in the medium-frequency case and 2300 and 3300 km 2 in the high-frequency case, and all result in more net retreat than the noiseless case. Much of the variation is accounted for by an initial advance of the grounding line, which grows in strength as the frequency of noise increases so that the peak of the mean curve tends toward the noiseless curve. Put another way, the addition of lower-frequency noise can act to reduce this advance more than the addition of high-frequency noise. High-frequency noise acts to slow down retreat in the regions of fast-flowing ice. By computing the change in VAF and grounded area over the regions where ice flows faster than 100 m yr −1 (Fig. 10) , we remove much of the steady upward trend originating in accumulation over the large drainage basin. Figure 10 shows that, while the annual mass loss rate over the fast-flowing region is somewhat less variable in the high-frequency case, the mean rate of grounding line retreat is slower than in the low-frequency case or in the noiseless case. In other words, while the model is less sensitive to the phase of short-wavelength perturbations, it remains sensitive to their amplitude.
The Aurora-Basin-Totten-Glacier region
The outlet glaciers of the Aurora Basin undergo significant retreat during the course of our simulations. The Totten Glacier and Vanderford Glacier grounding lines retreat along the deep submarine trough that fringes Law Dome from its east (Totten) and west (Vanderford) end, nearly meeting at a point around halfway between the two calving fronts (Fig. 11) . At the same time, the grounding lines retreat along a broad front stretching for more than 200 km from Totten Glacier in the west through the Moscow University Ice shelf to the Dalton Ice shelf in the east. Overall, the dynamic changes in the basin outweigh the surface mass balance (229 km 3 yr −1 ), resulting in a total VAF loss of 15 000 km 3 . The rate of VAF loss is larger in the early stages of retreat, with an average value of around 100 km 3 yr −1 (0.25 mm yr −1 sea level equivalent) over the first 100 years and 50 km 3 yr −1 subsequently. (Fig. 2a,  d ). The three columns are for experiments with lower-(left), medium-(middle) and higher-(right) frequency noise on the bedrock. Higherfrequency noise leads to less variation than low-frequency noise, while the mean over all of the experiments with noise added is close to the noiseless experiment. Much of the variation is associated with the onset of rapid retreat at around 50 years, evident in the plot of annual SLR. As with Pine Island Glacier, the rate of retreat is more sensitive to the introduction of long-wavelength changes in the bedrock (Fig. 12) . The lowest-frequency perturbations lead to between 13 200 and 16 000 km 3 VAF loss and 23 000 and 25 000 km 2 of grounding line retreat, the medium-frequency perturbations to between 14 600 and 15 300 km 3 VAF loss with 23 600 to 24 900 km 2 of grounding line retreat, and the highest-frequency perturbations to between 14 600 and 15 100 km 3 VAF loss with 23 800 to 24 700 km 2 of grounding line retreat. Unlike Pine Island Glacier, there is no delay in the onset of retreat, but instead there is variation in the rate at which retreat grows and then shrinks, so we do not attribute the variation to any single bedrock feature.
The

Discussion and conclusion
The ice sheet model was subjected to simplistic climatic forcing and was not tuned to present-day discharge, so this study should not be considered a projection of future change but rather a study of the sensitivity to bedrock uncertainty. We have not considered changes in the relative sea level associated with changing mean sea level or local lithospheric loading by the ice sheet. This will be a factor in grounding line location especially in long-term ice sheet mass change (Moore et al., 2013) , and the elastic response is known to be measurable when ice shelves disintegrate rapidly (Thomas et al., 2011) . The parameterization of sub-shelf melt rates we use is simplistic but does lead to behaviour consistent with the present behaviour of the ice shelves and grounding lines. It is plausible that changes in melt rate could occur if the relatively warm circumpolar Antarctic deep waters start to track closer to the continent , perhaps as a response to changing global temperatures (Moore et al., 2013) . Under such conditions the geometry of the sub-shelf cavity and the proximity of the continental shelf break will be important to the ice shelf stability. The activity of the grounding line differs considerably between the three ice sheet regions we examined. Pine Island Glacier exhibits rapid retreat along a narrow trough. So does Vanderford Glacier, retreating from west to east to almost meet the western edge of Totten Glacier's more slowly retreating grounding line and so isolating Law Dome. On the other hand, we see retreat across a broad front between Totten Glacier and the Dalton Ice shelf and much less retreat in the glaciers that feed the Amery Ice shelf.
The results of our simulations suggest that the phase of low-frequency noise on the bedrock plays a more important role in model projections of ice sheet retreat than the phase of high-frequency noise. This may be in part due to our choice of a low-aspect ratio model, but we note that a full Stokes model also shows a lesser sensitivity to the phase of higherfrequency perturbations, if not to the existence of such perturbations per se (see Appendix). Spatially coherent bedrock irregularities, represented by the lowest-frequency noise examples we show, are more important than the precise details of small-scale surface roughness. In bedrock topography mapping, uncertainties comes primarily from the spacing of radar profiles, but even with arbitrarily closely spaced survey lines, radar mapping cannot refine DEM beyond limits imposed in detecting small-amplitude features by bandwidth and on spatial resolution by diffraction effects. Hence higherfrequency errors in topography would likely remain undetected. However, our results suggest that accurate estimates of elevation over horizontal scales of several kilometres, together with estimates of the amplitude (but not phase) spectrum of shorter-wavelength roughness, are sufficient. Indeed, the most important feature in the Pine Island Glacier simulations was the height of a submarine ridge some 50 km wide and 20 km broad -a feature also discussed by Rignot et al. (2014) . Lowering or raising this ridge by tens of metres through low-frequency perturbations caused the onset of rapid grounding line retreat to vary by as much as 35 years. (Gagliardini et al., 2013) along the lines of the ISMIP-HOM (higher order ice sheet model intercomparison) experiments (Pattyn et al., 2008) . The test problems make use of a periodic domain x ∈ [0, L] with a constant surface slope s = 1000 − 0.004x and an undulating bedrock b = s − 1000 − 100 * sin 2πx/L.
A uniform basal traction coefficient, C = 250 Pa m −1 yr, is imposed together with a uniform rate factor 10 −16 Pa −3 a −1 . These are flow line problems, similar to the ISMIP-HOM Band D experiments but combine basal sliding with bedrock undulation to more closely resemble the experiments in the main body of the paper. By varying the undulation period from 160 km down to 5 km we cover a range of wavelengths similar to the main experiments (512/10 km down to 512/100 km). Figure A1 plots the vertically averaged speed for both BISICLES and Elmer/Ice. In this study, BISICLES employs its L1L2* approximation, where vertical shear is included in the effective viscosity but neglected in the mass flux. In that case, the amplitude of variations in the speed decreases with the wavelength of the bedrock undulation. That implies that the solution becomes progressively less sensitive to the phase of bedrock undulations, as seen in the main experiments. The full L1L2 approximation (Schoof and Hindmarsh, 2010) remains somewhat more sensitive to phase at shorter wavelengths.
Elmer/Ice also exhibits less sensitivity to the phase of shorter-wavelength bedrock variations, although its results differ from BISICLES in two ways. First, the horizontally averaged value of the speed begins to decay with wavelength, much as though the basal traction coefficient was growing. Second, there is a rise in speed centred on x = 3L/4 for L = 5 km, in contrast to all the other results, where the maximum speed occurs at x = L/4. However, this second difference is an artifact of the flow line geometry -a similar rise is seen in the flow line (2-D) ISMIP-HOM B results but not in the 3-D ISMIP-HOM A results.
To summarize, both BISICLES and Elmer/Ice are less sensitive to the phase of shorter wavelength fluctuations in the bedrock elevation. That means we would expect both models to exhibit less variability between realizations of the highfrequency red noise considered in the main experiments than between realizations of the low-frequency red noise. On the other hand, BISICLES will tend not to distinguish between high-frequency noise and no noise at all, while Elmer/Ice will produce slower flow across short-wavelength undulations. However, since both models must determine a basal traction coefficient C(x, y) to match observations of velocity in realistic problems, we might expect this difference to be expressed simply through a lower C(x, y) for Elmer/Ice. 
