Abstract. Object detection is an important step in automated scene understanding. Training state-of-the-art object detectors typically require manual annotation of training data which can be labor-intensive. In this paper, we propose a novel algorithm to automatically adapt a pedestrian detector trained on a generic image dataset to a video in an unsupervised way using joint dataset deep feature learning. Our approach does not require any background subtraction or tracking in the video. Experiments on two challenging video datasets show that our algorithm is effective and outperforms the state-of-the-art approach.
Introduction
Object detection has received a lot of attention in the field of Computer Vision. Pedestrians are one of the most common object categories in natural scenes. Most state-of-the-art pedestrian detectors are trained in a supervised fashion using large publicly available generic datasets [1, 2] .
However, it has been recently shown that every dataset has an inherent bias [11] . This implies that a pedestrian detector that has been specifically trained for (and is tuned to) a specific scene would do better than a generic detector for that scene. In fact, it has been shown that generic detectors often exhibit unsatisfactory performance when applied to scenes that differ from the original training data in some ways (such as image resolution, camera angle, illumination conditions and image compression effects) [2] .
We tackle this problem by formulating a novel unsupervised domain adaptation framework that starts with a readily available generic image dataset and automatically adapt it to a target video (of a particular scene) without requiring any annotation in the target scene, thereby generating a scene-specific pedestrian detector.
Domain adaptation for object detectors is a relatively new area. Most state-ofthe-art research use some variations of an iterative self-training algorithm [12, 7] . Unfortunately, self-training carries the risk of classifier drifting. In this paper, we investigate a different approach: domain adaptation purely by exploiting the manifold property of data.
High dimensional visual data usually exist in a nonlinear manifold that has a much smaller number of dimensions than the original data. This manifold can be learnt using unsupervised approaches. The most relevant works to our research in this area are [6, 5] . Gopalan et al . [6] propose building intermediate representations between source and target domains by using geodesic flows. However, their approach requires sampling a finite number of subspaces and tuning many parameters such as the number of intermediate representations.
Gong et al .
[5] improved on [6] by giving a kernel version of [6] . However both [6, 5] are dealing with only image data for both source and target domains and not videos. For videos, unique challenges are present such as the largely imbalanced nature of positive and negative data. Moreover, their approach does not learn deep representations required for manifolds that are highly non-linear.
In this paper we propose, using state-of-the-art deep learning, to learn the nonlinear manifold spanned by the union of the source image dataset and the sampled data of the target video. The intuition is that by learning a representation in that manifold and training a classifier on data in that representation, the resulting detector would generalize well for the target scene. This can then be used as a scene-specific detector.
Contributions.
We make the following novel contributions:
1. An algorithm that adapts a pedestrian detector from an image dataset to a video using only the manifold assumption. 2. An application of state-of-the-art deep feature learning for detector adaptation in videos and showing its effectiveness. Furthermore, instead of starting with raw pixel values (as in standard deep learning), our approach takes as input, features such as Histogram of Oriented Gradients (HOGs) [1]. 3. For videos, due to huge class imbalance, random sampling of data will result in almost all samples to be from non-pedestrian class. We propose a simple and effective biased sampling approach to minimize this problem. 4. A technique to automatically set the deep network structure with no tuning. 5. The integration of all of the above components into a system.
Proposed Approach

Overview
The overview of the algorithm is illustrated in Fig. 1 . The algorithm is made up of two stages: (1) unsupervised deep feature learning (no supervision labels used) and (2) non-linear projection and classifier training (with labelled data). We use HOGs as the base features (before learning higher non-linear representations). In Fig. 1 , we have omitted the HOG feature extraction for clarity. Our algorithm can work with any type of base features and classifier combination. However, for simplicity, we use HOGs and a linear Support Vector Machine (SVM) respectively.
Let the generic pedestrian dataset G = {G pos , G neg } be a set of fixed-sized pedestrian and non-pedestrian patches, G pos = {p 
