Background: Transcriptional differences between heterogeneous stock mice and high drinkingin-the-dark selected mouse lines have previously been described based on microarray technology coupled with network-based analysis. The network changes were reproducible in 2 independent selections and largely confined to 2 distinct network modules; in contrast, differential expression appeared more specific to each selected line. This study extends these results by utilizing RNA-Seq technology, allowing evaluation of the relationship between genetic risk and transcription of noncoding RNA (ncRNA); we additionally evaluate sex-specific transcriptional effects of selection.
T HE DRINKING-in-the-dark (DID) behavioral test was developed as a murine model of binge ethanol (EtOH) consumption (Rhodes et al., 2005) . The phenotype is assessed by replacing the water bottle for singly-housed animals with a solution of 20% EtOH, starting 3 to 4 hours into their circadian dark phase; animals are allowed to drink the EtOH solution for the next 2 to 4 hours. The advantage of the DID model over other rodent models of EtOH drinking such as preference consumption (e.g., 24-hour, 2-bottle choice) is that some mouse genotypes will consume a sufficient quantity of EtOH to reach an intoxicating blood EtOH concentration during the DID test (>80 mg%) (Rhodes et al., 2007) . Our approach for investigating the neurobiology associated with DID has been to focus on the mouse lines selectively bred for their high blood alcohol levels, the high drinking-in-the-dark (HDID) selected lines (BarkleyLevenson and Crabbe, 2012b, 2014) , to determine how the selected lines' brain transcriptomes changed from the genetically heterogeneous stock founders (HS/NPT) (Iancu et al., 2013b) . In studies performed earlier, microarrays were used to collect gene expression data from specific brain regions in na€ ıve mice, and a network-based approach (Zhang and Horvath, 2005) was used for data analysis. Several network coexpression modules were identified; 2 (denoted as black and magenta) were highly enriched in neuronal genes. In both modules, neuronal Gene Ontology (GO) annotations such as glutamate secretion and trans-synaptic signaling were markedly disrupted by selection. Key hub genes affected included Camkk2, Dgkz, Gabrg1, Glra2, and Grik1. Overall, the data pointed to synaptic remodeling as being associated with excessive binge EtOH consumption (Iancu et al., 2013b) . These results are conceptually similar to those we recently obtained from nucleus accumbens tissue in HS-CC mice by comparing those mice with high and low preference consumption (Colville et al., 2017) , although the specific genes in the co-expression modules differ between the 2 studies.
The purpose of this study was to use a RNA-Seq-based approach to extend our transcriptome analyses. RNA-Seq has a number of advantages over microarray-based approaches for interrogating the transcriptome (see e.g., Hitzemann et al., 2013 Hitzemann et al., , 2014 . These include greater sensitivity for detecting gene expression (Bottomly et al. 2011 ), a greater dynamic range for detecting differential gene expression, a variance structure that is better suited to data clustering and network analysis (Iancu et al., 2012) , and the ability to globally assess changes in the expression of noncoding RNAs (ncRNAs).
The roles of ncRNAs are predominantly regulatory; playing complex and crucial roles in cell function, developmental regulation, and evolutionary expansion as well as disease initiation and progression (Guennewig and Cooper, 2014) . ncRNAs achieve this by regulating gene expression at a number of levels including epigenetic modification, enhancer function, alternative RNA splicing, and translation (Mercer et al., 2013) . Given this diversity of function, it is not surprising that ncRNAs have been implicated in various processes of multiple diseases including Alzheimer's, schizophrenia, autism spectrum disorder, Parkinson's, Angelman's syndrome, and Huntington's (Skene and Grant, 2016) . Besides data on microRNAs (miRNAs) Lewohl et al., 2011; Miranda et al., 2010; Nunez and Mayfield, 2012; Nunez et al., 2013) , the association of ncRNAs with excessive EtOH consumption is not clear, especially in terms of their potential roles in the risk for excessive EtOH consumption (Mayfield, 2017) . ncRNAs that may have a role include the small nuclear RNAs (snRNAs;~150 nt) and the long noncoding RNAs (lncRNAs; >200 nt). To our knowledge, there are no reports linking the various classes of snRNAs to excessive EtOH consumption. The situation is different for the lncRNAs. The nuclear-enriched abundant transcript 2 (NEAT2), an lncRNA important in synaptogenesis (Bernard et al., 2010) , is reported to be up-regulated in the human alcoholic brain (Kryger et al., 2012) . NEAT2 and other related lncRNAs have also been found to be upregulated in the brains of heroin and cocaine abusers (Albertson et al., 2004; Michelhaugh et al., 2011) . Using a network-based approach, Farris and Mayfield (2014) identified 3 long intergenic ncRNAs (lincRNAs) associated with chronic alcoholism. Xu and colleagues (2015) used genome-wide association study (GWAS) data to identify an antisense overlapping lncRNA that covered multiple loci associated with ADH genes as a potential risk variant for alcoholism.
In addition to the focus on RNA-Seq and ncRNAs, this study asked whether selection had differential effects on male and female gene expression networks. There is ample evidence of interactions between alcohol use disorders and sex (biological factors) and gender (psychological, social, and cultural factors) (reviewed in Erol and Karpyak, 2015) . The analyses of the strain distribution patterns for DID in the LXS recombinant inbred mouse strains revealed a number of male-specific quantitative trait loci (QTLs), which indicated the locations of genes or groups of closely linked genes affecting DID (Vanderlinden et al., 2015) . QTL analyses for EtOH preference have also found a number of sex-specific loci (Bice et al., 2006; Gill et al., 1998; Iz ıdio et al., 2011; Melo et al., 1996; Vendruscolo et al., 2006) . However, from the perspective of the transcriptome, our own work (e.g., Iancu et al., 2013a; Metten et al., 2014) and that of others (e.g., Mulligan et al., 2011) have either not considered sex as a key analysis variable and/or have only included males in the experimental design. Wilhelm and colleagues (2014) have provided perhaps the most compelling evidence for sex-specific effects of alcohol on the brain transcriptome. These authors found a strong effect of sex on gene expression profiling patterns during chronic EtOH intoxication and peak withdrawal. During peak withdrawal, a pro-inflammatory transcriptional phenotype was observed in females, while in males, there was a suppression of immune signaling. These data are consistent with the growing evidence for gene network patterns and gene network changes that are sex-specific (Irizar et al., 2014; van Nas et al., 2009; Oldham et al., 2008; Wong et al., 2014) .
MATERIALS AND METHODS

Animals
For gene expression analyses, selected generation 15 (S 15 ) HDID-2 mice were used; contemporary HS/NPT mice from the 72nd filial generation (G 72 ) were used as the controls. Details concerning the selection of the HDID mice are found in colleagues (2009, 2014) and Crabbe (2012b, 2014) . Details about some genetic differences between the HDID-2 and HS/NPT mice are found in Iancu and colleagues (2013b) . Animals were raised on a reversed light/dark cycle, with lights on between 9:30 PM and 9:30 AM. All animal care, breeding, and testing procedures were approved by the Institutional Animal Care and Use Committees at the Veterans Affairs Medical Center, Portland, OR, and the Oregon Health & Science University, Portland, OR.
Dissection of Tissue and Extraction of RNA
Na€ ıve mice (N = 24/genotype/sex) were euthanized between 10 AM and 2 PM, brains removed and immediately frozen on dry ice. Frozen brains were dissected by hand under RNAse-free conditions. Using the optic chiasm as caudal marker, a 2-mm coronal slice of brain tissue was isolated. Following the partial cone shape of the striatum, the dissection moved dorsal 1 mm, followed by a cut to the lateral boundary of the striatum, with a final cut following the lateral-ventral boundary (Fig. 1) . The isolated tissue was immediately placed into 1 ml of TRIzol (Invitrogen, Carlsbad, CA), and a standard extraction protocol was followed according to manufacturer's instructions. Further details are found in Zheng and colleagues (2015) .
RNA-Seq
Library formation (Ribozero, stranded) and sequencing on an Illumina HiSeq 2000 (Illumina, Inc., San Diego, CA) were performed at the Oregon Health & Science University Massively Parallel Sequencing Shared Resource following the company specifications. Prior to library formation, RNA was prepared by removing adapter dimers; this removes RNA material of approximately 70 bp or less. Libraries were then formed for each subject and were constructed in 1 batch to minimize batch effects. Libraries were multiplexed 4 per lane, balanced for group and sex, yielding approximately 30 million total reads per sample. Sequencing required 2 flowcells; no flowcell batch effect was detected. FastQC (Illumina) was used to inspect the quality of the raw sequence data. All samples were reviewed to ensure that there was the expected enrichment in striatal genes (cortical samples are used for the comparator). Reads (100 bp, single end) were then aligned to mouse reference genome mm10 using STAR version 2.5.3b (Dobin et al., 2013) with default parameters except for the following: outFilterMismatchNmax = 3, outFilterScoreMinOverLread = 0.33, outFilterMismatchNoverLmax = 0.03, and outFilterMultimapNmax = 1. Using the BEDTools suite version 2.17.0 (Quinlan, 2014) and the combination of the Mus_muscu-lus.GRCm38.85
Ensembl GTF annotation file and NONCODE2016_mouse_mm10_lncRNA.gtf annotation file from the NONCODE database (http://www.noncode.org), the read counts were summarized at the gene level with the following parameters: -S (because the strand from our Illumina sequenced fastq files are provided in inverted form) and -split. To eliminate ambiguities due to overlapping genomic features, only reads that were located on nonoverlapping exon portions were retained for further analysis. Data were then imported into the R application environment (R Foundation for Statistical Computing, Vienna, Austria; version 3.4.3). Upper quartile normalization was performed using the edgeR Bioconductor package (Bioconductor, Cambridge, UK). Genest 1 count per million (CPM) reads for at least half the samples were retained for further analysis.
Differential Expression, Differential Variability, and Differential Wiring
Our main goal was to quantify transcriptional differences between the HS and HDID animals and to further identify sex-specific changes versus changes that affect both males and females. The analysis strategy therefore needed to balance the need for sufficient samples for network construction, the likely presence of sex-specific effects, and the benefits of having a consensus network acting as a common structure for mapping selection-driven transcriptional changes. In light of these somewhat competing requirements, network construction and analysis were performed separately for males and females. However, within each sex, the HS and HDID animals were pooled together to construct male and female "consensus" networks.
Differential expression (DE) between the na€ ıve and selected groups was determined using edgeR (version 3.18.1) (Robinson et al., 2010) , with the option of "tagwise" dispersion; the threshold for significance was either unadjusted p = 0.01 for network-level integration or at adjusted p = 0.05. Multiple testing adjustment was performed utilizing the SGoF procedure (Carvajal-Rodr ıguez et al., 2009) . For gene differential variability (DV) (Ando et al., 2015; Mar et al., 2011) , we utilized the "var.test" procedure in the R "stats" package (R Foundation for Statistical Computing). Additionally, we evaluated the "differential wiring" (DW) between gene pairs. This procedure evaluates the statistical significance of differences in pairwise correlations between genes. For all gene pairs, we first computed Pearson correlations separately in the na€ ıve and selected groups (also separately in males and females). Gene pairs in which the difference in Pearson correlation between HS/NPT and HDID groups was >0.5 were retained for further statistical evaluation by a permutation procedure. We then combined the na€ ıve and selected animals and we repeatedly (N = 200) randomly divided this joint group into 2 subgroups similar in size to the na€ ıve/selected partition. Next, we computed and compared the differences in pairwise gene Pearson correlation between the random groups. Two genes were found to be differentially wired if the difference in Pearson correlation between the na€ ıve and selected groups was unlikely to arise by chance (p < 0.01) during the N = 200 permutations. This procedure has been adapted with modifications from previous work in genomic (Gill et al., 2010) and neural imaging studies (Hosseini et al., 2012) .
A statistically significant change in the Pearson correlation is also denoted as a changed network edge. We identified, for each gene, the number of changed edges and we inquired whether some genes have a disproportionate number of changing edges, utilizing the binomial test with the following parameters. The average incidence of changing edges (the rate of the binomial test) was computed by dividing the number of changed edges (at unadjusted p < 0.01) by the total number of network edges. The number of trials (for each gene) was equal to the number of edges. The number of "successes" for a gene was equal to the number of significantly changed edges (p < 0.01). Genes significantly enriched in changed edges were denoted as differentially wired. The union of DE, DV, and DW genes is denoted as the "affected" set.
Co-Expression Network Construction
An unsigned co-expression network was constructed by means of the weighted gene co-expression network analysis (WGCNA) (version 1.51) (Iancu et al., 2012; Langfelder and Horvath, 2008) . Briefly, Pearson correlation was computed between all gene pairs, and its absolute value was subsequently raised at a power b = 7 to filter out low correlation values and emphasize strong ones. Two "consensus" networks were constructed utilizing all available male/ female samples; modules were detected in each network by hierarchical clustering. Changes in the network structure between the HDID-2 and HS/NPT were evaluated as previously described (Iancu et al., 2013b) . For each gene, total network connectivity was computed as the sum of all its network edges. Modular connectivity restricts the edges included to the gene' own module. The functional significance of all modules was evaluated using GO enrichment analysis using the GO-stats R package (Ashburner et al., 2000; Falcon and Gentleman, 2007) . The background set of the GO analysis contained only genes included in the network construction. Because of the nested structure of the GO terms, a graph decorrelation procedure was used (Alexa et al., 2006) . To implement a ranking procedure, we integrated differential network results at the module and gene summarization levels into a comprehensive gene screening procedure. Modules enriched in gene or edge changes were the primary focus of further annotations. At the individual gene level, we focused on module hubs, which we define as those in the 80th percentile in terms of intramodular connectivity. The GOrilla algorithm (Eden et al., 2009 ) was used to provide a visual representation of GO annotation enrichment and to examine annotation enrichment of selected groups of genes against a background set of the network genes included in the analysis. The EnrichR web tool (Chen et al., 2013; Kuleshov et al., 2016) was utilized to search for additional functional annotations and overlap with known biological factors, although in this case, the background set is the whole transcriptome and not just the network genes. Modules were evaluated in enrichment in neuronal cell types by utilizing Fisher's exact test and the data from Cahoy and colleagues (2008) ; p-values were corrected utilizing the Bonferroni procedure and the number of modules.
RESULTS
RNA-Seq
A ribosomal RNA depletion and stranded RNA-Seq protocol were used to examine the effects of selection on the ventral striatal transcriptome. RNA was checked for quality using the Bioanalyzer (Agilent, Santa Clara, CA). Quality assessment was based upon the RIN (RNA integrity number) which is a standardized measure of how intact RNA is. Libraries were prepared from the RNA using the TruSeq stranded protocol with ribosomal RNA depletion. Ribosomal RNA (rRNA) was depleted using rRNA removal beads. The remaining RNA, which included poly(A)+ RNA and nc RNA, was fragmented using divalent cations and heat. First strand synthesis was primed with random hexamers in the presence of actinomycin D to prevent priming from any residual DNA template. The second strand was then synthesized using dUTP instead of dTTP to prevent initial PCR amplification from the second strand. The resulting doublestranded cDNA was adenylated to enhance attachment to adapters, followed by ligation of standard indexed Illumina adapters. The resulting library was amplified using a limited number of cycles of polymerase chain reaction (PCR). The PCR product was separated from unincorporated nucleotides and adapter dimers using AMPure XP Beads (Agencourt, Bioscience, Brea, CA). The library was profiled on the Tapestation (Agilent) for quality assessment. Library concentration was determined using real-time PCR (Kapa Biosystems [Wilmington, MA] and ABI/Fisher [Waltham, MA] ). Libraries were then sequenced with multiplexing on a HiSeq high-throughput flowcell (Illumina).
Approximately 30 million reads were obtained for each sample. On average, 65% of the reads were uniquely aligned to the genome, 25% were aligned to multiple loci, and 10% did not align. These results are comparable with our standard poly-A+ and stranded protocol (e.g., Colville et al., 2017) where >90% of the transcripts are uniquely aligned, 8% align to multiple loci, and 2% are left without alignment to any location in the genome.
Nonpolyadenylated transcripts tend to contain more repeat sequencings than polyadenylated transcripts. On average (males + females, HDID-2 + HS/NPT), 82% of the uniquely aligned reads mapped to protein-coding genes and 14% mapped to noncoding genes (ncRNAs). Note that "ncRNAs" here refers to lincRNAs and does not include intronic lncRNAs due to potential ambiguities in assigning the reads, as the vast majority of intronic lncRNAs overlap at least 1 exon. The remaining 4% of the uniquely aligned reads were distributed across several different categories; 1% of the reads were to small nuclear RNAs (small Cajal body-specific RNAs, snRNA, and small nucleolar RNA [snoRNA]).
The WGCNA (Langfelder et al., 2011; Zhang and Horvath, 2005 ) was used to parse the RNA-Seq data into 34 coexpression modules (Iancu et al., 2012) ; the female and male data were analyzed separately, modules were detected and color-coded independently so modules denoted with the same color in male and female networks are distinct (Tables  S1 and S2 ). GO annotations for the modules are found in Tables S3 and S4 . We detected module enrichment for genes associated with neurons, astrocytes, and oligodendrocytes (Table S7 ). It was observed that >30% of the noncodes in the males and females were located within a single module, which happened to be denoted by the same brown color in both networks (colors are arbitrarily assigned). Of the ncRNAs in the male and female brown modules, 79% were in common.
The number of annotated protein-coding genes in the brown modules was small (11 for females and 7 for males) and none were found in both. The brown modules in both the males and females were not of high quality (Z < 4; see Langfelder et al., 2011) but were of sufficient quality to distinguish the modules from the "gray" modules that contained the unclustered genes.
We further examined the network properties of noncodes and contrasted them with the properties of the protein-coding genes. We found that the network connectivity (sum of edge strengths for each gene) was much lower for noncodes versus protein coding-about 5 times lower in both the male and female consensus networks (p < 10
À15
). The maximum adjacency rate (MAR) was also lower in the noncodes. In WGCNA, the MAR signifies whether a node has many weak connections (low MAR) versus a few high strength edges (high MAR) and is formally defined for each gene as the sum of the squared adjacencies divided by the sum of the adjacencies. The lower MAR for noncodes held even after restricting the analysis to nodes in top 30% connectivity (p < 10 À5 for both networks). This indicates that the network and by implication the biological function of noncodes is dispersed through the transcriptome and is not restricted to only a few genes.
Differentially Expressed Genes
For females, 227 genes met the criteria (false discovery rate [FDR] < 0.05) as determined by edgeR (Robinson et al., 2010) for DE between HDID-2 and HS/NPT animals. The "genes" affected included 23 noncodes, 188 protein-coding, and 4 snRNAs ( Fig. 2A and Table S5 ). The gene showing the largest change was an snRNA, Gm22513; for this gene, the ratio of HS/NPT to HDID-2 expression was >100-fold. The noncode database (www.noncode.org) provides relative RNA-Seq expression data for 6 tissues: heart, hippocampus, liver, lung, spleen, and thymus. Focusing on the 3 noncodes where the fold change was greatest for HS/NPT > HDID-2 (NONMMU-G029007.2, -G029009.2, -G053859), relative expression was higher in the hippocampus compared to these 6 other tissues. All 3 of these noncodes were found in the saddlebrown gene expression module. GO annotation of this module was modest but did include negative regulation of receptor recycling (Table S3 ). The top 3 noncodes where HDID-2 expression was >HS/NPT expression were NON-MMU-G031224.2, -G028977.2, and -G023935.2; these were distributed across 3 different co-expression modules (red, tan, and brown).
Annotation was available for 194 of the DE genes in females (DE f genes); however, there was no significant enrichment in any GO category (function, process, or component). Dividing the data into (À) and (+) DE f genes (see below) did not result in the detection of additional enriched GO categories. The EnrichR tool (Chen et al., 2013; Kuleshov et al., 2016) revealed that the DE f -expressed genes were not enriched in transcription factor (TF)-or miRNA-binding sites. Modest but significant enrichment (adjusted p < 0.05) of the DE f genes was found in 2 modules, red and saddlebrown (see above). The red module was enriched in genes associated with TF activity, sequence-specific DNA binding (FDR < 0.05) and in genes associated with astrocytes (see Tables S3 and S7) . From the network co-expression analysis, a relative measure of intramodular connectivity is also found in Table S1 ; genes with values > 0.8 (top 20%) were considered module hubs. Relative intramodular connectivity was low for the DE f genes but was significantly higher in the HDID-2 as compared to the HS/ NPT sample (0.29 vs. 0.13, p < 0.02). There were, however, 2 hub nodes, Fabp7 and Gbp7, which showed a marked change in connectivity, defined here a change in relative connectivity of >0.5.
For males, 1,525 genes met the criteria (FDR < 0.05) for DE m expression. One hundred and fifty-three DE genes overlapped between the males and females, although not necessarily in the same direction. Only 10 of these genes were also among the genes detected as DE in HDID-2 in our previous microarray study (Iancu et al., 2013b) ; this gene group consists of Rpl29, Pop4, Emp1, Tesk1, Aebp1, Nudt2, Dpp7, Adam22, Entpd2, and Vcp. The DE m genes included 7 linc RNAs (Ensembl annotation), 496 noncodes, 954 protein-coding genes, and 9 snRNAs (Fig. 2B and Table S6 ). The noncodes showing the most significant effects in the females were also the most significant in the males. The enrichment of noncodes in the DE m sample was highly significant (p < 10 À72 ); the enrichment of these noncodes in the brown module (342/496) was also significant (p < 10 (Table S6 ). Key enrichments were observed for extracellular matrix (ECM) organization (FDR < 4 9 10 À6 ), immune system process (FDR < 2 9 10 À4 ), collagen trimer (FDR < 9 9 10 À16 ), and plasma membrane part (FDR < 3 9 10 À11 ). A graphical representation of the enrichments in the GO component category is depicted in Fig. 3 . The (À) DE m genes were modestly enriched in TFbinding sites for SND1 (FDR < 0.05); there was no significant enrichment for miRNA-binding sites.
The annotated (À) DE m -expressed genes were significantly enriched (adjusted p < 0.01) in 4 of the gene co-expression modules: lightyellow, pink, tan, and violet. To directly compare with annotations noted above, the GOrilla algorithm (Eden et al., 2009 ) was used for additional annotation of these 4 modules (Table S4) . We focus here on the tan and violet modules. The tan module was significantly enriched in annotations for cilium movement (FDR 3 9 10 À12 ), extracellular region (FDR 3 9 10 À12 ), dynein complex (FDR < 7 9 10 À6 ), and neuronal genes (p < 0.0001). The violet module was significantly enriched in annotations for immune system process, (FDR 3 9 10 À31 ), receptor binding (FDR 6 9 10 À6 ), and extracellular region (FDR 2 9 10 À14 ) but not a specific cell type. The genes associated with each of these categories are found in Table S4 . Eleven (À) DE m genes were hub nodes that met the criteria for a marked change (see above) and 8 were found in the violet module: Adgre5, Anxa1, Fn1, Lgal, Lyz2, Myo1f, Pglyrp1, and Vwf. Overall, relative intramodular connectivity in the (À) DE m genes was low but was significantly higher in the HS/NPT as compared to the HDID-2 (0.25 vs. 0.20, p < 2 9 10 À7 ).
Differentially Variable Genes
DV was calculated based on the F-test as implemented in the var.test function in R, following the general procedure outlined elsewhere (Ando et al., 2015; Mar et al., 2011) and modified as described in Methods; see also Colville and colleagues (2017) . Note that DE genes were not included in the analysis. For females, 1,498 genes showed a significant difference in variability (FDR < 0.05). The DV f genes included 175 noncodes, 1,282 protein-coding, and 26 snRNA genes (Fig. 2C) . Using the same convention as above for the DE genes, for females, there were 80 (À) DV f genes and 1,418 (+) DV f genes, that is, there was a marked skewing of the data to greater variability in the HDID-2 animals. Of the 80 (À) DV f genes, a significant enrichment was detected for cytoskeleton of presynaptic active zone (FDR 3 9 10
À2
) and axon part (FDR 1 9 10 À2 ) ( Table S5) ; genes involved included Bsn, Pclo, Syn1. Myoc, Nav1, Tubb4a, Cplx2, and Ank3. The (À) DV f genes were significantly enriched in the lightyellow co-expression module (p < 10
À5
). This module was characterized by annotations associated with regulation of transcription from RNA polymerase II promotor (p < 6 9 10 À6 ), synapse (p < 9 9 10 À5 ), and transcription regulatory region DNA binding (p < 1 9 10 À6 ). Synaptic genes in this module included Grik5, Grin1 Grin2b, Shank1, Sncb, Syn3, Syngap1, and Vamp2. On average among the (À) DV f genes, relative intramodular connectivity was lower in the HDID-2 compared to the HS/NPT sample [0.20 vs. 0.42] (p < 1 9 10
À7
). There was no significant enrichment in (À) DV f genes for specific TF-or miRNA-binding sites.
For the (+) DV f genes, there was a significant enrichment in annotations that included extracellular space (FDR 1 9 10 À36 ) plasma membrane part (FDR 1 9 10 À7 ), signaling receptor activity (FDR 1 9 10 À5 ), and ECM organization (FDR 1 9 10 À8 ) ( Table S5 ). The (+) DV f genes were significantly (adjusted p < 0.01) enriched in 7 of the coexpression modules: darkturquoise, greenyellow, lightgreen, orange, steelblue, violet, and white. Detailed GO annotations for the modules are found in Table S3 . The darkturquoise, orange, and steelblue modules are enriched in annotations associated with the extracellular space, most significantly in the orange module (p < 1 9 10 À21 ). Of the 7 modules, none were enriched in neuronal genes, 4 were enriched in genes associated with astrocytes (darkturquoise, greenyellow, violet, and white), and 3 were enriched in genes associated with oligodendrocytes (darkturquoise, greenyellow, and steelblue). On average among the (+) DV f genes, relative intramodular connectivity increased in the HDID-2 compared to the HS/NPT sample (0.63 vs. 0.37; p < 10
À143
). There were 68 (+) DV f genes that moved from nonhub status in the HS/NPT to hub status in the HDID-2 with a change in relative intramodular connectivity of >0.50. These genes were primarily found in the greenyellow (11), lightgreen (18), and orange modules (18). There were only 2 noncodes in this group: NONMMUG062627.1 (brown module) and NONMMUG019998.2 (steelblue module). There was no significant enrichment in the (+) DV f subset for specific TFor miRNA-binding sites.
For males, 766 genes showed a significant difference in variability (FDR < 0.05). Eighty-two genes overlapped between the male and female DV subsets. Included in the overlapping set were Calb2, Gabrq, Nos1ap, Oxt, Pomc, Pvab, Slc6a11, Trh, and 14 noncodes. The male DV genes included 190 noncodes, 501 protein-coding, and 6 snRNA genes (Fig. 2D ). This subset was significantly enriched in noncodes (p < 0.001). The DV m genes were distributed between 103 (À) DV m and 663 (+) DV m genes. For the (À) DV m genes, there were significant enrichments in GO categories associated with biological adhesion (FDR < 1 9 10
À2
) and extracellular part (FDR < 2 9 10 À3 ). The annotated (À) DV genes were overexpressed in only 1 module, violet (p < 5 9 10 À4 ). Annotations for this module are described above. As with the female data, relative intramodular connectivity decreased in the HDID-2 compared to the HS (0.19 vs. 0.43; p < 1 9 10 À10 ). Nine HS hub nodes showed a marked decrease in connectivity in the HDID-2 and 8 of these nodes were in the violet module. Four noncodes also showed a similar decrease in connectivity; all of these noncodes were in the brown module. There was no significant enrichment in the (À) DV m subset for specific TF-or miRNA-binding sites.
For the (+) DV m genes, there were significant enrichments in GO categories that included modulation of synaptic transmission (FDR 7 9 10 À4 ), voltage-gated cation channel activity (FDR 2 9 10 À4 ), plasma membrane part (FDR 3 9 10 À7 ), and synapse part (FDR 4 9 10 À5 ). Genes in the latter category included Grin2a, Grin2b, Dlg4, Gabbr2, Grm2, Pdyn, Gabra1, and Camk2a. The 2 co-expression modules showing the greatest enrichment in (+) DV m genes were the magenta (p < 2 9 10 À8 ) and steelblue (p < 3 9 10 À7 ) modules. Both modules were highly enriched in neuronal genes (p < 10 À4 ) ( Table S7 ). The magenta module was enriched in annotations that included extracellular region (FDR < 8 9 10 À11 ), cation channel activity (FDR < 7 9 10 À5 ), and signal transduction (FDR < 3 9 10 À5 ). The steelblue module was significantly enriched in annotations that included behavior (FDR < 6 9 10 À5 ), neuron projection (FDR < 2 9 10 À6 ), and RNA polymerase II TF activity and sequence-specific DNA binding (FDR < 2 9 10 À4 ). Genes in the behavior annotation included Gabra5, Prkca, Slc1a2, Htr1a, Npy1r, Scn8a, and Adra1b. Only 4 protein-coding (+) DV m genes showed a marked effect of selection on hub status: Map3k14, Uso1, Mkap1a, and Megf9. Three noncodes also showed a marked change in hub status, and one of these A830039N20Rik was highly expressed in the steelblue module. Overall, relative intramodular connectivity was increased in the HDID-2 compared to the HS/NPT (0.51 vs. 0.32; p < 4 9 10
À35
). There was no significant enrichment in the (+) DV m subset for specific TF-or miRNA-binding sites.
Differentially Wired Genes
DW (Colville et al., 2017) provides a measure of changing connectivity to the entire co-expression network, independent of the DE and DV genes. For females, 1,307 genes met the criteria for DW; this subset included 388 noncodes, 806 protein-coding, and 60 snRNA genes (Fig. 2E) . The noncode (p < 0.004) and snRNA (p < 0.0003) genes were significantly enriched. The DW f genes were enriched in annotations associated with the extracellular region (FDR < 4 9 10
À4
) and more modestly enriched in annotations associated with multicellular organismal process (FDR < 3 9 10
À2
) and tissue development (FDR < 3 9 10 À2 ). The DW f genes were enriched (adjusted p-value < 0.001 or better) in 4 co-expression modules: black, darkolivegreen, lightyellow, and midnightblue. The characteristics of the lightyellow module are described above. Details on the black and darkolivegreen modules are found in Table S4 . The midnightblue module was enriched in annotations associated with synaptic signaling (FDR < 8 9 10 À6 ), transmembrane receptor activity (FDR < 8 9 10 À3 ), plasma membrane (FDR < 4 9 10 À6 ), and G protein-coupled receptor signaling pathways (FDR < 2 9 10 À4 ). G protein-associated genes found in the midnightblue module included Adora2, Drd2, Pde10a, Ppp1r1b, Rgs9, and Sstr5. There were also 48 DW f noncodes in the midnightblue module, suggesting they have an association with synaptic function. Eighteen protein-coding DW f genes (and no noncode or snRNA genes) showed a marked change in node hub status: HDID-2 >> HS/NPT. These genes were widely distributed across the co-expression modules although 4 (Usp36, Sertm1, Hsf4, and Irgm1) were found in the small violet module. There was no significant enrichment in the DW f subset for specific TF-or miRNAbinding sites. For males, 706 genes met the criteria for DW; this subset included 171 noncodes, 491 protein-coding, and 11 snRNA (all snoRNA) genes (Fig. 2F) . The noncodes among the DW genes were significantly enriched (p < 1 9 10 À12 ). These noncodes were not clustered in the brown module but were widely distributed across all of the co-expression modules. The DW m genes were enriched in annotations associated with G protein-coupled receptor activity (FDR < 1 9 10
À5
) and the extracellular region (FDR < 7 9 10 À4 ). Genes in the G protein annotation included Adra2b; Avpr1a; Crh2; Gpr1, 3, 26, 151, and 162; Hrh2; Mc4r; Npy1r; Npy2r; and Oprd1. After correction for multiple comparisons, there was no significant enrichment of the DW m genes in any of the co-expression modules; however, there was a trend for enrichment (p < 0.07) in the violet module. There was no significant enrichment in the DW m subset for specific TF-or miRNA-binding sites.
Male and Female Results Overlap
The overlap between the genes affected in the males versus females, while relatively modest, was highly significant (p < 10 À16 , Fisher's test odds ratio >4) (Fig. 3A) . The GO annotations displayed a stronger level of overlap (p < 10 À16 , Fisher's test odds ratio >700) (Fig. 3B,C) . The identity of the common ontological categories included membrane, ECM, and signaling (Fig. 3D) .
DISCUSSION
The goal of the present study was (i) to extend our understanding of how HDID selection affected the brain transcriptome, (ii) to contrast selection effects on males and females, and (iii) to examine the selection relationship with ncRNAs. We utilized similar strategies to examine how selection for 2-bottle preference affected the transcriptome (Colville et al., 2017) . Preference selection had marked effects on 1 network module significantly enriched in receptor signaling activity genes including Chrna7, Grin2a, Htr2a, and Oprd1. Selection also strongly affected the expression of cadherins and protocadherins, synaptic tethering molecules; further, it appeared that an lncRNA (Gm26672) was involved in the selection effects on protocadherin expression. Given that preference and DID are genetically partially distinct , it was expected and observed that there would be limited overlap between those results and what we have reported here. However, both selections had strong effects on gene clusters with membrane annotations.
There is now ample evidence that alcohol and other drugs of abuse can have marked effects on ECM constituents (reviewed in Lasek, 2016; Lubbers et al., 2014) . EtOH has been shown, for example, to affect the brain expression of tPA (or Plat) (Bahi and Dreyer, 2012; Pawlak et al., 2005) , Mmp-9 (Wright et al., 2003) , Bcan and Ncan (Coleman et al., 2014) , and Tsp2 and Tsp4 (Risher et al., 2015) . Indeed, there are some data showing that all elements of the brain ECM-the basement membrane (laminins and collagens), the interstitial ECM (collagens, fibronectins, tenascins), and the perineuronal nets (proteoglycans)-are affected by acute and/or chronic EtOH treatment (Lasek, 2016) . The evidence that changes in the brain ECM are associated with the risk for developing an alcohol use disorder is less compelling. However, polymorphisms have been detected in Mmp-9m, Tnc, and Tnr in human alcoholics (Samochowiec et al., 2010; Zuo et al., 2012) . GWAS has revealed a polymorphism in Col6a3 associated with alcoholism (Adkins et al., 2017) . Our data illustrate that selection for the HDID phenotype had broad effects on ECM-associated genes in both males and females (Table S8 ). The affected genes are associated with the basement membrane, the interstitial ECM, the perineuronal nets, and turnover of ECM constituents such as the matrix metalloproteinases and the tissue inhibitors of the matrix metalloproteinases. ECM has a role in a wide variety of functional processes, including synaptic plasticity (Lubbers et al., 2014) . Here, we note that the ECM can also have a significant role in the regulation of neuroimmune/neuroinflammatory responses that may be relevant to understanding excessive EtOH consumption (Cui et al., 2010; Khokha et al., 2013) . For example, Seo and colleagues (2008) have found that (i) collagen induces an inflammatory response in microglia as evidenced by the production of nitric oxide, expression of inducible nitric oxide synthase, COX-2, CD40, and matrix metalloproteinase-9 (MMP-9); (ii) DDR1 (a receptor tyrosine kinase) is expressed in microglia and is phosphorylated by collagen treatment; and (iii) collageninduced microglial activation is abrogated by DDR1 blockade. Of related interest, Mulligan and colleagues (2006) observed that brain Ddr1 is differentially expressed between na€ ıve preferring and nonpreferring mouse selected lines. Ddr1 is also differentially expressed between na€ ıve P and NP rats (P > NP) (R. Bell, personal communication) . The link between the ECM and immune responses is also evidenced in the male violet co-expression module that was strongly affected by selection. The violet module was highly enriched in genes associated with the extracellular region (FDR < 2 9 10
À14
) and immune system process (FDR < 3 9 10
À31
). Although the HDID-2 males and females do not differ phenotypically other than females showing somewhat higher consumption than males , the current study focused on whether the transcriptional changes associated with selection differed between males and females. As noted above, in both sexes, selection affected large clusters of ECM genes; however, the effects on the ECM genes were in some cases very different, and further, the statistic for detecting the changes, for example, DE versus DV, reflected the often very different ways in which the sexes' transcriptomes responded. The underlying mechanisms associated with these differences are not clear but the data provide an important lesson, namely that relying on a single index to assess female-male differences can be an inadequate approach. We recognize that the female/male differences detected may simply be a sampling error and/or reflect insufficient statistical power. However, we note that while there are differences in expression variances between males and females, overall the variance in males and females was similar. Thus, we conclude that our observation that there were significantly fewer DE genes in females as compared to males is not simply the result of a variance expansion in the female samples.
In addition to the effects on the ECM, HDID selection had broad effects in both females and males on genes associated with synaptic signaling. There were, however, some sex differences, albeit somewhat subtle. For example, in the male network, we detected a number of genes with significant DW between HDID-2 and NPT. This group included a number of G protein-coupled receptors such as Adra2b; Avpr1a; Crh2; Gpr1, 3, 26, 151, and 162; Hrh2; Mc4r; Npy1r; Npy2r;  and Oprd1. Several of these genes have been associated with excessive EtOH consumption (Barkley- Levenson and Crabbe, 2012a; Thiele and Navarro, 2014) and in particular we note the NPY receptors. When examining the female network, the genes above were not DW, but a different group of G protein-coupled receptors (and related genes) did appear affected (e.g., Adora2, Drd2, Pde10a, and Ppp1r1b). Each of these genes has been significantly linked to alcohol and substance abuse (Celorrio et al., 2016; Logrip and Zorrilla, 2014) . We conclude that in females and males, selection affected the same G protein-coupled pathways but the identity of the individual DW genes differed.
One goal of the current study was to determine to what extent ncRNAs were associated with selection and here the focus was on the lincRNAs. We detected >2,000 lincRNAs expressed above threshold. Repeatedly, we observed in both males and females that these lincRNAs were significantly enriched in the gene clusters affected by selection. In some cases, these affected lincRNAs were highly enriched in the brown modules that were similar in composition in both males and females. For both sexes, there were only a handful of protein-coding genes in the brown modules, and these were insufficient to provide module annotation. However, there are examples of annotation by association. For example, the midnightblue module in females was strongly affected by selection and contained 48 lincRNAs; the module was enriched in annotations associated with synaptic signaling, transmembrane receptor activity, and plasma membrane. Although the lincRNAs were strongly affected by selection, there were relatively few examples of where these affected lincRNAs were hub nodes; overall protein-coding genes formed the majority of the transcripts with >1 CPM and had significantly higher connectivity. However, there are still examples of high connectivity ncRNAs, albeit with lower MAR, indicating connections with numerous other nodes as opposed to simply being attached to a (possibly genetically fixed) close gene. We conclude that a relatively small minority of ncRNAs play significant transcriptional network roles. An example of a lincRNA hub node that was affected by selection and was highly expressed in the male steelblue module was A830039N20Rik. The steelblue module was significantly enriched annotations that included behavior, neuron projection, and RNA polymerase II TF activity. Based on our data, we can conclude that multiple lincRNAs are associated with the risk for developing the HDID phenotype. We also note that snRNAs were affected by selection. In fact, the gene showing the largest change in expression (HS/ NPT >>> HDID-2) was the snRNA Gm22513. The precise function of this snRNA is unknown.
Independent of selection, the data presented here illustrate an important point. The first is that the genes that show significant DE are only rarely co-expression hub nodes and are often found in the bottom quartile of intramodular connectivity, that is, they are leaf nodes. From the network perspective, these leaf nodes are likely to be suitable biomarkers but manipulating these genes is not likely to affect the phenotype of interest. The observation that the DE genes are leaf nodes follows from the fact that strongly DE genes will present a bimodal distribution and therefore linear correlations utilized to construct the network will appear low, which results in decreased connectivity. We circumvented these potential difficulties by separately evaluating DV and DW for all network genes. Variability increases in the HDID versus the NPT in many cases, even though some genes will fixate in the HDID. However, a majority of genes will only be partially fixated. If the "fixation point" differs from the center of the original distribution, then genes not fixated but in the intermediate stage will have a bimodal distribution with increased variance. Mulligan and colleagues (2006) , in the first meta-analysis of transcriptional changes associated with a behavioral trait, detected >3,000 genes associated with the risk for excessive consumption in the mouse EtOH preference (2-bottle choice) paradigm. The data were parsed into pathways, and several pathways were highly enriched in the DE genes, for example, MAPK/ERK1,2 signaling. However, despite this reduction in complexity, the risk factors remained numerous. Over the past dozen years, the complexity has not resolved, and in fact, one could argue has increased (see e.g., Colville et al., 2017) . Although we know less about the transcriptional features associated with the HDID phenotype, the situation appears to be essentially the same as for preference, that is, multiple systems are affected (e.g., Iancu et al., 2013b; Mulligan et al., 2011) . The current study similarly detects transcriptional changes between HDID and HS/NPT that are widely dispersed across multiple systems. However, we achieve a level of specificity based on the relatively small set of GOs that are enriched in affected genes; importantly, several of these are independently detected in both males and females. In conclusion, our results support 3 main observations. First, and as with preference selection, HDID selection is associated with marked changes in genes that have membrane annotations. Second, new data are provided that the risk for excessive consumption is associated with a reorganization of the ECM. These data complement the observation that the ECM is affected by excessive consumption (Lasek, 2016) . Third, the data clearly illustrate the advantages of analyzing the male and female data separately. Although several ontologies identified were the same in males and females, the individual gene identities and the nature of the gene level changes (DE, DV, or DW) were strikingly different.
SUPPORTING INFORMATION
Additional supporting information may be found online in the Supporting Information section at the end of the article. Table S1 . RNA-seq expression data (female) -one read per million read threshold comparing HDID-2 (S 12 ) and HS/ NPT (G 68 ). Table S2 . RNA-Seq expression data (male) -one read per million read threshold comparing HDID-2 (S 12 ) and HS/ NPT (G 68 ). Table S3 . Standard GO analysis of female coexpression modules. Table S4 . Standard GO analysis of male coexpression modules. Table S5 . The table is arranged top to bottom DE, followed by DV and then DW data sets (female data only). Table S6 . The table is arranged top to bottom DE, followed by DV and then DW data sets (male data only). Table S7 . Modules enriched in neuronal cell types. Table S8 . ECM genes affected in both males and females.
