Abstract Detection and attribution methodologies have been developed over the years to delineate anthropogenic from natural drivers of climate change and impacts. A majority of prior attribution studies, which have used climate model simulations and observations or reanalysis datasets, have found evidence for human-induced climate change. This papers tests the hypothesis that Granger causality can be extracted from the bivariate series of globally averaged land surface temperature (GT) observations and observed CO 2 in the atmosphere using a reverse cumulative Granger causality test. This proposed extension of the classic Granger causality test is better suited to handle the multisource nature of the data and provides further statistical rigor. The results from this modified test show evidence for Granger causality from a proxy of total radiative forcing (RC), which in this case is a transformation of atmospheric CO 2 , to GT. Prior literature failed to extract these results via the standard Granger causality test. A forecasting test shows that a holdout set of GT can be better predicted with the addition of lagged RC as a predictor, lending further credibility to the Granger test results. However, since second-order-differenced RC is neither normally distributed nor variance stationary, caution should be exercised in the interpretation of our results.
Introduction
The Fourth Assessment Report (AR4) of the Intergovernmental Panel on Climate Change notes that it is "very likely" (90%) that "most" (greater than 50%) of the increase in global average temperature in the second half of the twentieth century can be attributed to anthropogenic greenhouse gases (Solomon et al., IPCC WG1 AR4 Report, Summary for Policymakers 2007) . Substantial advances have been made in climate change detection and attribution through the analysis of climate model outputs (e.g., Hasselmann 1979; Santer et al. 1991; Santer et al. 1993; Hegerl et al. 1996; Hegerl et al. 1997; Meehl et al. 2007; Barnett et al. 2008) . A few detection and attribution studies have also relied solely on observations (e.g., Tol and De Vos 1993; Sun and Wang 1996; Tol and De Vos 1998; Triacca 2005) . Past work attempting to statistically assess Granger causality from observed emissions to globally averaged temperature observations has varied in both method and results (e.g., Sun and Wang 1996; Triacca 2005) .
We hypothesize that Granger causality (GC) may serve as a tool for attribution in the multivariate case of anthropogenic emissions, natural cycles, and temperature. As a step in testing this hypothesis, this work introduces a variant of the classic bivariate GC test, reverse cumulative Granger causality (RCUMGC) testing, applied to two variables, a proxy for radiative forcing (RC), which in this work is a transformation of CO 2 , and global land surface temperature anomalies (GT). The results presented in this work seem to indicate GC from RC to GT, at least in relatively large datasets. However, the appropriateness of the classical GC tests we employ are subject to several probabilistic assumptions being valid, many of which can be verified from data. These assumptions are not all met, and so our results have a degree of uncertainty beyond the usual uncertainty quantified in statistical testing. In addition, we find that the effects of RC might be overshadowed by other more statistically significant causal variables, such as the El Niño Southern Oscillation Index (ENSO).
Section 2 briefly discusses GC in its general form and in the specific form employed here, as well as previous applications of GC in climatology, several specifically between CO 2 and temperature. Section 3 describes the specific data used as well as how it is preprocessed. Section 4 describes the testing procedures selected and discusses why they were used. In addition, we discuss the limitations of the chosen methods. Section 5 reveals the results and discusses their implications. Section 6 discusses the limitations of this work and briefly proposes its possible future extensions.
The Electronic supplementary material contains details on selected procedures from this work.
Granger causality overview
GC is a technique first developed for use in econometrics. It attempts to identify causal relationships between sets of two or more time series (Granger 1969 ).
We present GC for two variables, which we employ in this work. To say one variable X Granger causes another variable Y is to say that, by using past values of both variables X and Y, we can better predict future values of Y than by using only past values of Y. That is, past observations of X contain information useful for predicting Y, beyond what is available from past observations of Y itself.
Suppose X and Y form a bivariate time series given by the dynamic relationship:
If β=(β 1 ,...β n ) T is not the zero vector (0,..0) T and ω= (ω 1 ,...ω n )
T is the zero vector (0,..0)
T , then X is said to Granger cause Y. If ω is not the zero vector and β is the zero vector, then Y Granger causes X. If neither β nor ω is the zero vector, then there is dependence in both directions, i.e., feedback between X and Y. If both β and ω are the zero vectors, there is no GC. The terms represent the white noise innovation at each instance of time t and are assumed to be independently and identically distributed with a bivariate normal law. The terms f 0 and 1 0 represent intercepts for each equation.
GC has been applied numerous times in climate studies. Elsner (2006 Elsner ( , 2007 applied a GC analysis to sea surface temperature anomalies and global surface temperature anomalies for Atlantic hurricanes. GC has been used to assess the "feedback of daily sea surface temperatures (SSTs) on daily values of the North Atlantic as simulated by a realistic coupled general circulation model (GCM)" (Mosedale et al. 2006) . They find that SST Granger causes the North Atlantic Oscillation. Kaufmann and Stern (1997) use GC tests to show evidence that Southern Hemisphere leads the Northern Hemisphere in regards to temperature, which suggests that humans have contributed to climate change. Salvucci et al. (2002) uses GC to investigate soil moisture feedbacks from precipitation in Illinois. This work attempts to show evidence for causality going from soil moisture to precipitation, using a form of GC involving a Markov model (Salvucci et al. 2002) . Sun and Wang (1996) , using a classic GC partial F test, suggest that CO 2 Granger causes global temperature. Smirnov and Mokhov (2009) introduce the idea of long-term Granger causality and apply it to temperature and CO 2 ; their method involves empirical modeling, extending the concept of GC to deal with longer-term behavior. They conclude that the rise in temperature over the last several decades can only be explained with the presence of CO 2 . However, Triacca (2005) suggests that there is no significant GC from CO 2 to global temperature, and that GC does not appear to be an appropriate tool for studying the causal relationship between these two variables. This work uses methodology from Toda and Yamamoto (1995) , which is robust to the integration/co-integration properties of the data, but might require large sample size to obtain reliable results. Attanasio and Triacca (2010) , a follow-up on Triacca (2005) , find that a neural network based (and hence nonlinear) approach suggests that GC exists from radiative forcing to global temperature.
We follow the classical F test methodology for our analysis in this paper. In case of potential violation of the classical statistical assumptions that are needed to justify the F test, Hacker and Hatemi-J (2006) suggests using a bootstrap distribution instead. Another potential method involves using a non-parametric test for GC (Hiemstra and Jones 1994) .
Recently, grouped Granger causality models have appeared in literature. This extends the notion of temporal lags in GC to spatial lags, meaning neighboring spatial points can be tested for GC in addition to past values as discussed earlier. This method has been applied to observations in a study of climate change (Lozano et al. 2009a, b) . 1950-1979. To obtain the proxy RC variable, we apply the following transformation to CO 2 as per Myhre et al. (1998) 
Here, C represents CO2 and C 0 =280 is the assumed pre-1750 concentration of CO 2 in ppm (Myhre et al. 1998 ). We assume RC as a proxy for all anthropogenic emissions. A time plot of RC is shown in Fig. 1 along with GT, CO 2 , and ENSO.
Preliminary data analysis
Inference based on ordinary least squares parameter estimates and normality-driven white noise process is justifiable when the bivariate time series is second-order stationary (Kwiatkowski et al. 1992) . Consequently, it is necessary to find a level of differencing at which each variable is approximately normal and stationary.
In Table 1 , we introduce differencing notation, which is applied throughout this work.
For example, GT-k represents the k-differenced GT series. Figure 1 suggests that neither the RC nor the GT series are stationary or have normal innovations. To test this formally, we conduct the Shapiro-Wilks test (Shapiro and Wilks 1965) and the KPSS test (Kwiatkowski et al. 1992) , respectively.
The Shapiro-Wilks tests reveal that RC is not approximately normal at any level of differencing, likely due to the interpolated values of the ice core CO 2 data. This will have implications which will be addressed later in our analysis. GT is sufficiently normal at GT-1 and GT-2. However, note that the Shapiro-Wilks test relies on the assumption that data are independent. Autocorrelation plots of all six variables reveal that none of the variables may be deemed independent.
The KPSS test is used in many applications to test for stationarity of a series (Kwiatkowski et al. 1992) . Based on the result of this test, the RC series may be considered stationary only at RC-2, while the GT series may be considered stationary at both GT-1 and GT-2. These tests partially confirm the results of Stern and Kaufmann (1999) . We conduct GC tests, then, with the series GT-2 and RC-2.
Bivariate plots of GT-2 and RC-2 ( Fig. 2 ) suggest an adequate linear relationship for conducting linear GC tests. Figure 2 shows the bivariate plot first fit by an ordinary least squares trend and then with a trend fit by robust maximum likelihood estimation. The robust regression trend line puts less emphasis on outliers that might heavily and wrongly influence the estimation of the slope which could in turn potentially influence the significance of the trend. Both of these trend lines are significant and nearly identical, and thus we deem the relationship between these two variables adequately linear for GC testing.
The ENSO index, which is integrated further into our analysis, is found to be approximately normal and stationary at ENSO-1. Thus, when conducting GC tests on GT and ENSO, we use GT-1 and ENSO-1.
Methods
In order to estimate the maximum lags at which our data will be tested for GC, we use vector autoregression (VAR), an extension of univariate autoregression (Zivot and Wang 2002) . We look at three different criteria in order to find an optimal maximum lag: the Akaike information criterion (AIC), the Bayesian information criterion (BIC), and the Hannan-Quinn (HQ) statistic. These criteria attempt to find a lag with sufficient information content on the two variables without over fitting (Zivot and Wang 2002) .
Once we have identified a set of lags at which to test for GC, we conduct the forward cumulative windows GC test (Triacca 2005) . Specifically, we perform classic GC partial F tests, in both directions, GT to RC and RC to GT, on range of lags, using forward cumulative windows (years 1860-1900, 1860-1910, 1860-1920... 1860-2008, adding 10 years for each test, except for the last, where only 8 years are added). Section 5.1 discusses the results from this test.
Subsequently, we introduce an alternative test of causality between these two variables: RCUMGC testing. This test is motivated by the results of the forward cumulative tests as well as the interpolation present in the ice core CO 2 data. The motivation from the forward cumulative tests is presented in Section 5.1. The interpolation of many annual ice core CO 2 values may mask some of the dependence structure between RC and GT. Thus, the RCUMGC conducts some tests without the presence of any ice core CO 2 data. In this test, we apply GC F tests with additive "latest windows," meaning that a GC test is conducted, for example, corresponding to the last 30 years of RC-2 and GT-2. The test is conducted for the last 15, 20, 25, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140 , and 147 years. These tests are conducted for seven lag values, in both RC-2-to-GT-2 and GT-2-to-RC-2 directions, so there are 224 total RCUMGC tests. The years 1959-2008 (50 years) contain no ice core CO 2 -derived RC values.
In order to summarize the results of these RCUMGC tests, we construct a plot to show the direction of causality. We define for each latest-window size:
where F 1 and F 2 are, respectively, the partial F ratios, a measure of significance, of the RC→GT and the GT→RC GC tests. Partial F ratios quantify the amount of additional variance explained by a group of predictor variables (Kutner et al. 2004 ). Thus, in this case, a partial F ratio quantifies the additional variance explained in the predictand by a subset of predictors; the subset is either lagged RC or lagged GT, whichever happens to be the exogenous group of variables in any given test. Sufficiently, numbers of positive (negative) values of H imply the broad generic pattern of GC from RC→GT (GT→RC). Examining the ratio of two F ratios gives us additional insights, that p values by themselves may not reveal (Stigler 2005) . The results of the RCUMGC test are discussed in Section 5.2. Stern and Kaufmann (1999) use a similar procedure, where data are added in reverse in GC testing.
We also conduct a forecasting test. We consider four forecasting scenarios: predicting GT using past values of GT, GT using past values of RC and GT, RC using past values of RC, and RC using past values of RC and GT. All the four forecasting problems are studied using lag values 1, 2, and 3 and using the GT-2 and RC-2 series. We use the first 137 time points as a training set to construct the forecasting procedure, and use the last 10 time points as the test set for evaluating each forecasting scheme. We evaluate the forecasting schemes using the coefficient of determination (R 2 ), the mean absolute percentage error (MAPE), and the maximum absolute percentage error (Max. APE) of the 10-length validation set. The results of this forecast test are discussed in Section 5.3.
Finally, an exploratory analysis of the dependence structure between RC and GT shows that, at times, RC-2 is negatively correlated with GT-2. One possible explanation for this periodic negative correlation is the ENSO index. Hence, we integrate ENSO into our dependence structure analysis. Specifically, we test for correlation significance between GT-2 and RC-2, between GT-1 and ENSO-1, and between RC-2 and ENSO-2, using 30-year moving windows. We also use the same GC F tests to check for GC between GT-1 and ENSO-1. The results and of this analysis are discussed in Section 5.4.
Results

Forward cumulative GC test results
The three information criterion tests for fitting a VAR model yield mixed results. Lag 7 was indicated as the maximum lag for the AIC and HQ tests, while the BIC test indicated lag 3 as the maximum lag.
We conduct our test at each of these lags (3 and 7), in both RC-2 to GT-2 and GT-2 to RC-2 directions, using forward cumulative windows as described in Section 4. GT d=2 Fig. 2 In order to use the proposed GC F tests, the relationship between RC-2 and GT-2 must be adequately linear. The first plot is an ordinary least squares regression line fit to the relationship, with GT-2 as the dependent variable. The slope of this line is found to be significant, indicating a linear relationship. The second plot is a robust regression trend line. The term d=2 simply means that these two variables are RC-2 and GT-2
There are 11 tests in each direction for both lags 3 and 7 (a total of 44 tests), and only two tests have p values less than 0.10. If all of these tests were independent of each other, with a significance level of 0.10, approximately four false positives would be expected if the null hypothesis of no GC is true. Thus, we should not interpret that these two p values of less than 0.10 imply GC. The results for the forward cumulative GC tests are reported in Tables 2 and 3 . Note the sudden dip in the size of RC→GT p values as more data are added to the tests, specifically starting with the 1860-1980 lag 3 test. This, along with the interpolation of the CO 2 ice core values, leads us to the RCUMGC tests, since this dip in p values may indicate that a GC from RC→GT exists in more recent times while being less significant in earlier times, which may have been masked in the forward cumulative window testing procedure. Thus, with the RCUMGC tests, we look backward in time rather than forward.
RCUMGC results
As the AIC and HQ suggests seven maximum lags and the BIC suggests 3, we conduct RCUMGC tests in both directions at lags 1-7 for a total of 224 tests. Figures 3 and 4 suggest that with progressively larger latest-window sizes, there is increasing evidence for GC in RC-2 to GT-2. With short latest windows, we see evidence in some lags for GC from GT-2 to RC-2. However, tests at the latest 15, 20, and 25 years may not be credible since they suffer from small sample problems. These problems are exaggerated in high lag (i.e., 4, 5, 6, and 7) tests, where even more data are lost.
All points in Fig. 4 are calculated as per Eq. 4. The plot of H shows that as more data are added, the case becomes stronger for GC from RC→GT. We also find that the overwhelming majority of RC-2-to-GT-2 models have approximately normally distributed residuals, while most of the GT-2-to-RC-2 models do not. Since the GT-2-to-RC-2 residuals are not distributed normally, the significance of the vectors ω=(ω 1 ,...ω n ) T may actually be over-or understated. The final set of seven points of Fig. 3 (where all data are used, 147 indices for each variable) show that the ratio (H) of F statistic ranges from slightly less than −1 or more than 1, implying no real difference in F ratios in either direction, to 10, meaning an F ratio for RC→GT is 10 times larger than the one from GT→RC. Five of these final seven points have ratios of more than 2, while the other two have ratios close to |1|. Overall, this shows evidence for RC→ GT and no significant evidence for GT→RC.
The residuals from the RC→GT models are all approximately normal, while many of those from the GT→RC models (55/112) are not. Thus, the significance of many of the vectors ω=(ω 1 ,...ω n ) T here may be over-or understated here. These results are not definitive (refer to Section 6.1 for a discussion of limitations), but the RCUMGC procedure gives us a previously unexplored perspective on the relationship between RC and GT.
Forecast results
The results for the forecasting tests are displayed in Table 4 .
The results in Table 4 show no appreciable differences between models 3 and 4. However, model 2 seems to have an appreciably higher R 2 holdout and lower maximum APE than model 1.
The above forecasting test results give more evidence for the RC→GT hypothesis and lend more credibility to the results reported in Section 5.3. Results from GC test in both possible directions of causality, lag 3, using RC-2 and GT-2 a Significant at 0.10 Results from GC test in both possible directions of causality, lag 3, using RC-2 and GT-2 a Significant at 0.10
Exploratory correlation analysis
We begin by specifying the motivation for integrating the ENSO index into this part of our work. From the forward cumulative GC tests, we see quite high p values before the 1970s. The ENSO index has a significant relationship with global temperature patterns (Ropelewski and Halpert 1986) . We hypothesize that the ENSO index may be one factor that affects GT and also possibly statistically obscures the effects of RC, particularly in earlier years. Thus, perhaps ENSO is, at least partly, a reason why we see no GC in our forward cumulative GC tests in Section 4. We plot spline curves of the ENSO index and GT along with RC (Fig. 5) . This plot indicates a relationship between ENSO and GT, as their temporal patterns appear to be very similar in many aspects. Next, we plot a 30-year forward moving window correlation-significance index between GT-1 and ENSO-1, between GT-2 and RC-2, and finally RC-2 and ENSO-2 (Fig. 6) . For example, a p value at year 1991 indicates the significance of the correlation between GT-1 and ENSO-1, GT-2 and RC-2, or RC-2 and ENSO-2 for the years 1962-1991.
From Fig. 6 , we see that an abrupt change in significance of the correlation between RC-2 and GT-2 occurs in the 30-year time window ending in 1974. This is the same time frame when there was a sudden drop in the RC→GT p value from the forward cumulative GC tests. We find evidence that this sudden change in significance is not solely due to a change in data source, i.e., where in 1959 CO 2 values become Mauna Loa data as opposed to ice core data.
Here, we note that an abrupt climate regime change occurred in the 1970s, and its cause is not well known (Graham 1994 ). An abrupt climate change is said to occur when a climate system is forced across some threshold (Committee on Abrupt Climate Change, National Research Council 2002). Alley et al. (2005) notes that even a slow forcing could cause an abrupt change. This noted abrupt climate regime change corresponds closely with the time frame in which the RC-2 and GT-2 correlation becomes significant. This is an interesting phenomenon and one that deserves attention; we may report observations on this in a future work.
We have seen that there are interesting temporal correlation patterns between the ENSO and GT and especially between RC and GT. The ENSO index may indeed affect the nature of causality between RC and GT. Several GC tests between GT and ENSO as well as GT and RC show evidence from ENSO→GT only. This GC is statistically more significant than that found from RC→GT, supporting the hypothesis that ENSO could be obscuring our view of some causality or at least correlation between RC-2 and GT-2 in earlier years. Table 5 displays the results for these tests. Note in Table 5 that GC tests indicated feedback between RC-2 and ENSO-2.
With the accumulation of all results, we conceive three competing hypotheses as to why there is a sudden jump in correlation significance between RC-2 and GT-2: Fig. 3 These graphs represent the evolution of number of lags significant (out of seven for tests at maximum lags 1, 2 …7) at α= 0.01, 0.05, and 0.10 with changing latest-window size. That is, a latest-window size of 15 is for the last 15 years of the RC-2 and GT-2 data and so on. As the latest-window size increases, there is a general trend providing evidence that RC Granger causes GT 1. The smoothing of the early CO 2 values hides the early dependence structure between the two variables. Thus, we only see it later. We remark several paragraphs earlier that we find evidence (contained in the Electronic supplementary material) that this is at least not completely the case, although it may contribute. 2. ENSO is a more statistically significant covariate at times and thus sometimes hides the RC-2 and GT-2 correlation. Here, we are not limited to ENSO; other atmospheric circulation variables could play a masking role as well. 3. The aforementioned abrupt regime change in the 1970s explains this jump (Graham 1994; Alley et al. 2005 ; Committee on Abrupt Climate Change). This hypothesis is supported by Fig. 6 : The change in the slope of the GT regression line coincides remarkably with a sudden significance between RC-2 and GT-2.
Note that in reality, these three hypotheses may not be mutually independent-that is, it could be a combination of more than one that causes this jump in correlation. Note also that we are certainly not limited to these three possible explanations.
We stress the fact that these hypotheses are considerably unrefined and are partially visually derived. Climate oscillators are not the only factors which influence the relationship between CO 2 and temperature. Kaufmann et al. (1991) and others have discussed the potential warming or cooling effects of tropospheric aerosol activity, which influences the net RC. Future research efforts need to decompose aerosol-related effects from RC to evaluate its significance for GC results. Recent reports (e.g., Schiermeier 2010) highlight our lack of understanding of the impacts of aerosols as one of four major holes in climate science.
Concluding remarks
Limitations
One caveat in general with GC lies in the outside variable factor. If X seems to cause Y but is simply highly correlated with Z, which actually causes Y, then it is possible to incorrectly designate X as the causal influence. In climate applications, this type of error might be complex and hard to detect.
Another possible limitation in using classic bivariate GC F test, more specific to this work, is that it follows the assumption that the predictand should be normally distributed. We do not meet the normality assumption with RC at any level of differencing. This could potentially affect our p values, especially those obtained in GT→RC models, where RC is the predictand. Fig. 4 The left graph shows the evolution of an H ratio (a ratio of F ratios) for each lag. Table 4 Two forecasting models are built in each direction (RC-2→GT-2 and vice versa) using a lag 3 GC model
Evolution of H-Ratio
The conditional heteroskedasticity found in RC-2 may also pose a problem to our GC testing. This non-constant variance is a result of smoothing in the early ice core CO 2 data, where many annual values are interpolated. The change in data source may have some effect on our GC tests and/or our results in Fig. 6 . We do not study the effect of using smoothed averages between 1860 and 1959. In general, such imputation or smoothing has the effect of reducing noise variance; hence, p values of hypothesis tests tend to be recorded as lower than their true values.
In fact, if we look at Fig. 4 , we note that after a latestwindow size of 50, there is a sudden jump in most of the H trend lines. Perhaps not coincidentally, the jump occurs when the latest 10 ice core-derived RC values are added to the test (1949) (1950) (1951) (1952) (1953) (1954) (1955) (1956) (1957) (1958) . As implied in the previous paragraph, the interpolation of many of the ice core values could have the effect of artificially increasing the significance of the F tests. Thus, perhaps the larger F 1 values at latest-window sizes 60 and above are not a result of GC but a result of the interpolated ice core values. These two effects, then, may be confounded.
One final limitation concerns the number of RCUMGC tests we conduct. Since we are conducting 224 such tests and 57 p values significant at 0.05 (39 at 0.01), the standard problems of false positives and false negatives associated with multiple testing will be present. These can be controlled using standard procedures; see for example Benjamini and Hochberg (1995) for a method of controlling the false discovery rate. This same limitation applies to the forward cumulative tests. between RC and GT beginning in the 1970s-in Section 5.4, we propose several competing hypotheses for this phenomenon. It is possible that no one of these hypotheses stands alone. 3. There may be one or more variables that Granger cause GT besides RC, including but not limited to ENSO. An investigation of such variables and their relation to GT might be pursued in future research. 4. The data (particularly RC-2) do not meet the assumptions necessary to apply the chosen GC F tests, and so to further substantiate our results, we may have to investigate a test that takes our data limitations into consideration.
