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Dominic Joyce, Yuuji Tanaka and Markus Upmeier
Abstract
Let X be a compact manifold, D : Γ∞(E0) → Γ
∞(E1) a real elliptic
operator on X, G a Lie group, P → X a principal G-bundle, and BP
the infinite-dimensional moduli space of all connections ∇P on P modulo
gauge, as a topological stack. For each [∇P ] ∈ BP , we can consider the
twisted elliptic operator D∇Ad(P ) : Γ∞(Ad(P )⊗ E0)→ Γ
∞(Ad(P )⊗E1)
on X. This is a continuous family of elliptic operators over the base
BP , and so has an orientation bundle O
E•
P
→ BP , a principal Z2-bundle
parametrizing orientations of KerD∇Ad(P ) ⊕CokerD∇Ad(P ) at each [∇P ].
An orientation on (BP , E•) is a trivialization O
E•
P
∼= BP × Z2.
In gauge theory one studies moduli spacesMga
P
of connections ∇P on
P satisfying some curvature condition, such as anti-self-dual instantons on
Riemannian 4-manifolds (X, g). Under good conditions Mga
P
is a smooth
manifold, and orientations on (BP , E•) pull back to orientations on M
ga
P
in the usual sense of differential geometry under the inclusionMga
P
→֒ BP .
This is important in areas such as Donaldson theory, where one needs an
orientation on Mga
P
to define enumerative invariants.
We explain a package of techniques, some known and some new, for
proving orientability and constructing canonical orientations on (BP , E•),
after fixing some algebro-topological information on X. We use these to
construct canonical orientations on gauge theory moduli spaces, including
new results for moduli spaces of flat connections on 2- and 3-manifolds, in-
stantons, the Kapustin–Witten equations, and the Vafa–Witten equations
on 4-manifolds, and the Haydys–Witten equations on 5-manifolds.
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1 Introduction
We first set up the problem we wish to discuss.
Definition 1.1. Suppose we are given the following data:
(a) A compact, connected manifold X , of dimension n > 0.
(b) A Lie group G, with dimG > 0, and centre Z(G) ⊆ G, and Lie algebra g.
(c) A principal G-bundle π : P → X . We write Ad(P ) → X for the vector
bundle with fibre g defined by Ad(P ) = (P × g)/G, where G acts on P by
the principal bundle action, and on g by the adjoint action.
Write AP for the set of connections ∇P on the principal bundle P → X .
This is a real affine space modelled on the infinite-dimensional vector space
Γ∞(Ad(P )), and we make AP into a topological space using the C∞ topology
on Γ∞(Ad(P )). Here if E → X is a vector bundle then Γ∞(E) denotes the
vector space of smooth sections of E. Note that AP is contractible.
Write GP = Aut(P ) for the infinite-dimensional Lie group of G-equivariant
diffeomorphisms γ : P → P with π ◦ γ = π. Then GP acts on AP by gauge
transformations, and the action is continuous for the topology on AP .
There is an inclusion Z(G) →֒ GP mapping z ∈ Z(G) to the principal bundle
action of z on P . As X is connected, this identifies Z(G) with the centre Z(GP )
of GP , so we may take the quotient group GP /Z(G). The action of Z(G) ⊂ GP
on AP is trivial, so the GP -action on AP descends to a GP /Z(G)-action.
Each ∇P ∈ AP has a (finite-dimensional) stabilizer group StabGP (∇P ) ⊂ GP
under the GP -action on AP , with Z(G) ⊆ StabGP (∇P ). As X is connected,
StabGP (∇P ) is isomorphic to a Lie subgroup H of G with Z(G) ⊆ H . As in [20,
p. 133] we call ∇P irreducible if StabGP (∇P ) = Z(G), and reducible otherwise.
Write AirrP ,A
red
P for the subsets of irreducible and reducible connections in AP .
ThenAirrP is open and dense in AP , andA
red
P is closed and of infinite codimension
in the infinite-dimensional affine space AP . Hence the inclusion A
irr
P →֒ AP is
a weak homotopy equivalence, and AirrP is weakly contractible.
We write BP = [AP /GP ] for the moduli space of gauge equivalence classes of
connections on P , considered as a topological stack in the sense of Metzler [43]
and Noohi [48, 49]. Topological stacks will be discussed in Remark 2.1. Write
BirrP = [A
irr
P /GP ] for the substack B
irr
P ⊆ BP of irreducible connections.
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Define variations BP = [AP /(GP /Z(G))], BirrP = [A
irr
P /(GP /Z(G))] of BP ,
BirrP . Then BP is a topological stack, but as GP /Z(G) acts freely on A
irr
P , we
may regard BirrP as a topological space (an example of a topological stack).
There are natural morphisms ΠP : BP → BP , ΠirrP : B
irr
P → B
irr
P in the
homotopy category Ho(TopSta) of the 2-categoryTopSta of topological stacks,
induced by id : AP → AP and the projection GP → GP /Z(G). These are
fibrations of topological stacks, with fibre the quotient stack [∗/Z(G)], making
BP ,B
irr
P into Z(G)-gerbes over BP ,B
irr
P .
We mostly care about the spaces BP , but we need BP to make the connection
with orientations on gauge theory moduli spaces as in Remark 1.4 and §4.
We define orientation bundles OE•P , O¯
E•
P on the moduli spaces BP ,BP :
Definition 1.2. Work in the situation of Definition 1.1, with the same notation.
Suppose we are given real vector bundles E0, E1 → X , of the same rank r, and
a linear elliptic partial differential operator D : Γ∞(E0) → Γ∞(E1), of degree
d. As a shorthand we write E• = (E0, E1, D). With respect to connections ∇E0
on E0 ⊗
⊗i
T ∗X for 0 6 i < d, when e ∈ Γ∞(E0) we may write
D(e) =
d∑
i=0
ai · ∇
i
E0e, (1.1)
where ai ∈ Γ∞(E∗0 ⊗ E1 ⊗ S
iTX) for i = 0, . . . , d. The condition that D is
elliptic is that the symbol σ(D)x,ξ = ad|x ·⊗dξ : E0|x → E1|x is an isomorphism
for all x ∈ X and 0 6= ξ ∈ T ∗xX .
Let ∇P ∈ AP . Then ∇P induces a connection ∇Ad(P ) on the vector bundle
Ad(P )→ X . Thus we may form the twisted elliptic operator
D∇Ad(P ) : Γ∞(Ad(P )⊗ E0) −→ Γ
∞(Ad(P )⊗ E1),
D∇Ad(P ) : e 7−→
d∑
i=0
(idAd(P ) ⊗ ai) · ∇
i
Ad(P )⊗E0
e,
(1.2)
where ∇Ad(P )⊗E0 are the connections on Ad(P ) ⊗ E0 ⊗
⊗i
T ∗X for 0 6 i < d
induced by ∇Ad(P ) and ∇E0 .
Since D∇Ad(P ) is a linear elliptic operator on a compact manifold X , it has
finite-dimensional kernel Ker(D∇Ad(P )) and cokernel Coker(D∇Ad(P )), where the
index of D∇Ad(P ) is ind(D∇Ad(P )) = dimKer(D∇Ad(P )) − dimCoker(D∇Ad(P )).
(Unless indicated otherwise, indices and dimensions will be over R.) This index
is independent of ∇P ∈ AP , so we write ind
E•
P := ind(D
∇Ad(P )). The determi-
nant det(D∇Ad(P )) is the 1-dimensional real vector space
det(D∇Ad(P )) = detKer(D∇Ad(P ))⊗
(
detCoker(D∇Ad(P ))
)∗
, (1.3)
where if V is a finite-dimensional real vector space then detV = ΛdimV V .
These operators D∇Ad(P ) vary continuously with ∇P ∈ AP , so they form
a family of elliptic operators over the base topological space AP . Thus as in
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Knudsen–Mumford [36], Atiyah–Singer [10], and Quillen [50], there is a natural
real line bundle LˆE•P → AP with fibre Lˆ
E•
P |∇P = det(D
∇Ad(P )) at each∇P ∈ AP .
It is equivariant under the actions of GP and GP /Z(G) on AP , and so pushes
down to real line bundles LE•P → BP , L¯
E•
P → BP on the topological stacks
BP ,BP , with L
E•
P
∼= Π∗P (L¯
E•
P ). We call L
E•
P , L¯
E•
P the determinant line bundles
of BP ,BP . The restriction L¯
E•
P |BirrP is a topological real line bundle in the usual
sense on the topological space BirrP .
Define the orientation bundle OE•P of BP by O
E•
P = (L
E•
P \ 0(BP ))/(0,∞).
That is, we take the complement LE•P \ 0(BP ) of the zero section 0(BP ) in
LE•P , and quotient by (0,∞) acting on the fibres of L
E•
P \ 0(BP ) → BP by
multiplication. Then LE•P → BP descends to π : O
E•
P → BP , which is a bundle
with fibre (R \ {0})/(0,∞) ∼= {1,−1} = Z2, since L
E•
P → BP is a fibration
with fibre R. That is, π : OE•P → BP is a principal Z2-bundle, in the sense of
topological stacks.
Similarly we define a principal Z2-bundle π¯ : O¯
E•
P → BP from L¯
E•
P , and as
LE•P
∼= Π∗P (L¯
E•
P ) we have a canonical isomorphism O
E•
P
∼= Π∗P (O¯
E•
P ). The fibres
of OE•P → BP , O¯
E•
P → BP are orientations on the real line fibres of L
E•
P → BP ,
L¯E•P → BP . The restriction O¯
E•
P |BirrP is a principal Z2-bundle on the topological
space BirrP , in the usual sense.
We say that (BP , E•) is orientable if O
E•
P is isomorphic to the trivial principal
Z2-bundle BP × Z2 → BP , and similarly for (BP , E•) and O¯
E•
P . An orientation
ω on (BP , E•) is an isomorphism ω : O
E•
P
∼=
−→BP × Z2 of principal Z2-bundles.
If ω is an orientation, we write −ω for the opposite orientation. When E• is
understood, we usually omit it, and refer just to orientability and orientations
of BP or BP rather than (BP , E•) or (BP , E•).
Since ΠP : BP → BP is a fibration with fibre [∗/Z(G)], which is connected
and simply-connected, and OE•P
∼= Π∗P (O¯
E•
P ), we see that (BP , E•) is orientable
if and only if (BP , E•) is, and orientations of (BP , E•) and (BP , E•) correspond.
By characteristic class theory, BP is orientable if and only if the first Stiefel–
Whitney class w1(L
E•
P ) is zero in H
1(BP ,Z2), which may be identified with
the equivariant cohomology group H1GP (AP ,Z2). As BP is connected, if BP is
orientable it has exactly two orientations.
We also define the normalized orientation bundle, or n-orientation bundle, a
principal Z2-bundle Oˇ
E•
P → BP , by
OˇE•P = O
E•
P ⊗Z2 O
E•
X×G|[∇0]. (1.4)
That is, we tensor the OE•P with the orientation torsor O
E•
X×G|[∇0] of the trivial
principal G-bundle X × G → X at the trivial connection ∇0. A normalized
orientation, or n-orientation, of BP is an isomorphism ωˇ : Oˇ
E•
P
∼=
−→BP × Z2.
There is a natural n-orientation of BX×G at [∇0].
Since we have natural isomorphisms
Ker(D∇
0
Ad(P )) ∼= g⊗KerD, Coker(D∇
0
Ad(P )) ∼= g⊗ CokerD, (1.5)
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we see that (using an orientation convention) there is a natural isomorphism
LE•P |[∇0]
∼= (detD)⊗
dim g
⊗ (Λdimgg)⊗
indD
, (1.6)
which yields
OE•X×G|[∇0]
∼= Or(detD)⊗
dimg
⊗Z2 Or(g)
⊗indD , (1.7)
where Or(detD),Or(g) are the Z2-torsors of orientations on detD and g. Thus,
choosing orientations for detD and g gives an isomorphism OˇE•P
∼= OE•P . (But
see Remark 2.3 for an important technical point about this.)
N-orientation bundles are convenient because they behave nicely under the
Excision Theorem, Theorem 3.1 below. Note that OE•P is trivializable if and
only if OˇE•P is, so for questions of orientability there is no difference.
We can now state the central problem we consider in this paper:
Problem 1.3. In the situation of Definition 1.2, we can ask:
(a) (Orientability.) Under what conditions on X,G, P,E• is BP orientable?
(b) (Canonical orientations.) If BP is orientable, then possibly after choo-
sing a small amount of extra data on X, can we construct a natural ori-
entation (or n-orientation) ωP on BP ?
(c) (Relations between canonical orientations.) Suppose X and E• are
fixed, but we consider a family of pairs (Gi, Pi) for i ∈ I. Then there
may be natural relations between moduli spaces BPi and their orientation
bundles OE•Pi , which allow us to compare orientations on different BPi .
Can we construct natural orientations (or n-orientations) ωPi on BPi for
i ∈ I as in (b), such that under each relation between moduli spaces BPi ,
the ωPi are related by a sign ±1 given by an explicit formula?
Here is an example of what we have in mind in (c). Consider the family of
all principal U(m)-bundles P → X for all m > 1. If P1, P2 are U(m1)- and
U(m2)-bundles we can form the direct sum P1 ⊕ P2, a principal U(m1 +m2)-
bundle. There is a natural morphism ΦP1,P2 : BP1×BP2 → BP1⊕P2 taking direct
sums of connections, and we can construct a natural isomorphism
φP1,P2 : O
E•
P1
⊠Z2 O
E•
P2
−→ Φ∗P1,P2
(
OE•P1⊕P2
)
of principal Z2-bundles on BP1×BP2 . Thus, if ωP1 , ωP2 , ωP1⊕P2 are orientations
on BP1 ,BP2 ,BP1⊕P2 , for some unique ǫP1,P2 = ±1 we have
(φP1,P2)∗(ωP1 ⊠ ωP2) = ǫP1,P2 · Φ
∗
P1,P2(ωP1⊕P2).
The aim is to construct orientations ωP for all P such that ǫP1,P2 is given by
an explicit formula, perhaps involving the Chern classes ci(P1), cj(P2). In good
cases we might just arrange that ǫP1,P2 = 1 for all P1, P2.
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Remark 1.4. (Orientations on gauge theory moduli spaces.) We will
explain the following in detail in §4. In gauge theory one studies moduli spaces
MgaP of (irreducible) connections ∇P on a principal bundle P → X satisfy-
ing some curvature condition, such as moduli spaces of instantons on oriented
Riemannian 4-manifolds in Donaldson theory [20]. Under suitable genericity
conditions, these moduli spaces MgaP will be smooth manifolds.
Problem 1.3 is important for constructing orientations on such moduli spaces
MgaP . There is a natural inclusion ι : M
ga
P →֒ BP such that ι
∗(L¯E•P )
∼=
detT ∗MgaP , for an elliptic complex E• on X related to the curvature condi-
tion. Hence an orientation on BP , which is equivalent to an orientation on BP ,
pulls back under ι to an orientation on MgaP . We can also use similar ideas to
orient moduli spaces of connections ∇P plus extra data, such as a Higgs field.
Thus, constructing orientations as in Problem 1.3 is an essential part of any
programme to define enumerative invariants by ‘counting’ gauge theory moduli
spaces, such as Casson invariants of 3-manifolds [11,60], Donaldson and Seiberg–
Witten invariants of 4-manifolds [20, 45, 47], and proposed invariants counting
G2-instantons on 7-manifolds with holonomy G2 [21], or Spin(7)-instantons on
8-manifolds with holonomy Spin(7) or SU(4) [13, 15, 21].
There are already various results on Problem 1.3 in the literature, aimed at
orienting gauge theory moduli spaces. The general method was pioneered by
Donaldson [17, Lem. 10], [18, §3], [20, §5.4 & §7.1.6], for moduli of instantons
on 4-manifolds. We also mention Taubes [60, §2] for 3-manifolds, Walpuski [64,
§6.1] for 7-manifolds, Cao and Leung [15, §10.4] and Mun˜oz and Shahbazi [46]
for 8-manifolds, and Cao and Leung [16, Th. 2.1] for 8k-manifolds.
We will mostly be interested in solving Problem 1.3 not just for a single
choice of X,G, P,E•, but for whole classes at once. We make this precise:
Definition 1.5. A Gauge Orientation Problem (GOP) is a problem of the
following kind. We consider compact n-manifolds X for fixed n, equipped with
some particular kind of geometric structure T , such that using T we can define
a real elliptic operator E• on X as in Definition 1.2. We also choose a family
L of Lie groups G, such as L = {SU(m) : m = 1, 2, . . .}. Then we seek to solve
Problem 1.3 for all X,G, P,E• arising from geometric structures (X, T ) of the
chosen kind, and Lie groups G ∈ L.
Often we aim to construct canonical (n-)orientations on all such BP , satisfy-
ing compatibility conditions comparing the (n-)orientations for different mani-
folds X+, X− using the Excision Theorem (see Theorem 3.1 and Problem 3.2).
We give some examples of Gauge Orientation Problems:
Example 1.6. Here are some possibilities for n, the geometric structure T ,
and elliptic operator E•, which are all Diracians or twisted Diracians:
(a) Consider compact Riemannian n-manifolds (X, g) for any fixed n, and let
E• be the elliptic operator
d + d∗ : Γ∞
(⊕[n/2]
i=0 Λ
2iT ∗X
)
−→ Γ∞
(⊕[(n−1)/2]
i=0 Λ
2i+1T ∗X
)
.
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(b) Consider compact, oriented Riemannian n-manifolds (X, g) for n = 4k,
and let E• be the elliptic operator
d + d∗ : Γ∞
(⊕k−1
i=0 Λ
2iT ∗X ⊕ Λ2k+ T
∗X
)
−→ Γ∞
(⊕k−1
i=0 Λ
2i+1T ∗X
)
,
where Λ2k+ T
∗X ⊂ Λ2kT ∗X is the subbundle of 2k-forms self-dual under
the Hodge star.
(c) Consider compact Riemannian n-manifolds (X, g) for any fixed n with a
spin structure with real spin bundle S → X , and let E• be the Dirac
operator D : Γ∞(S)→ Γ∞(S).
(d) Consider compact, oriented Riemannian n-manifolds (X, g) for n = 4k
with a spin structure with real spin bundle S = S+ ⊕ S− → X , and let
E• be the positive Dirac operator D+ : Γ
∞(S+)→ Γ∞(S−).
(e) Consider triples (X, J, g) of a compact n-manifoldX for n = 2k, an almost
complex structure J on X , and a Hermitian metric g on (X, J). Let E•
be the elliptic operator
∂¯ + ∂¯∗ : Γ∞
(⊕k
i=0 Λ
0,2iT ∗X
)
−→ Γ∞
(⊕k−1
i=0 Λ
0,2i+1T ∗X
)
.
For example, solving GOP (b) with n = 4 would give orientations for mod-
uli spaces of anti-self-dual instantons on 4-manifolds [20]. Solving GOP (c)
with n = 7 would give orientations for moduli spaces of G2-instantons, as in
§4.2.9. Solving GOP (d) with n = 8 would give orientations for moduli spaces
of Spin(7)-instantons, as in §4.2.10.
In this paper we first collect together in §2 some results and methods for
solving Problem 1.3. Some of these are new, and some have been used in the
literature in particular cases, but we state them in general. Section 3 discusses
techniques for solving Gauge Orientation Problems. Finally, §4 applies the
results of §2–§3 to prove new results on orientability and canonical orientations
for interesting families of gauge theory moduli spaces, and reviews the main
results of the sequels [14, 33].
An important motivation for this paper was the first author’s new theory [32]
defining vertex algebra structures on the homology H∗(M) of certain moduli
stacks M in Algebraic Geometry and Differential Geometry. For fixed X,E•,
an ingredient required in one version of this theory is canonical orientations on
moduli stacks BP for all principal U(m)-bundles P → X and all m > 1 as in
Problem 1.3(b), satisfying relations under direct sum as in Problem 1.3(c), and
the theory dictates the structure of these relations.
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2 Results and methods for solving Problem 1.3
2.1 Remarks on the definitions in §1
Here are some remarks on Definitions 1.1 and 1.2, omitted from §1 for brevity.
Remark 2.1. (i) There is a theory of topological stacks, due to Metzler [43]
and Noohi [48, 49]. Topological stacks form a 2-category TopSta, with ho-
motopy category Ho(TopSta). The category of topological spaces Top has a
full and faithful embedding I : Top →֒ Ho(TopSta), so we can consider topo-
logical spaces to be examples of topological stacks. There is also a functor
Π : Ho(TopSta) → Top mapping a topological stack S to its coarse moduli
space Scoa [48, §4.3], with Π ◦ I ∼= IdTop. Thus, we can regard a topological
stack S as a topological space Scoa with extra structure.
The most important extra structure is isotropy groups. If S is a topological
stack, and s is a point of S (i.e. a point of Scoa) we have an isotropy group
IsoS(s), a topological group, with IsoS(s) = {1} if S is a topological space.
If T is a topological space and H a topological group acting continuously on
T we can form a quotient stack [T/H ] in TopSta, with [T/H ]coa the quotient
topological space T/H . Points of [T/H ] correspond to H-orbits tH in T , and
the isotropy groups are Iso[T/H](tH) ∼= StabH(t).
For the quotient topological stacks BP = [AP /GP ], BP = [AP /(GP /Z(G))]
the points are GP -orbits [∇P ] in A, and the isotropy groups are
IsoBP ([∇P ])
∼= StabGP (∇P ), IsoBP ([∇P ])
∼= StabGP (∇P )/Z(G).
Since BirrP has trivial isotropy groups as a topological stack, it is actually a
topological space, and we do not need topological stacks to study BirrP .
(ii) As in Definition 1.1 the inclusion AirrP →֒ AP is a weak homotopy equiva-
lence, so the inclusions BirrP →֒ BP , B
irr
P →֒ BP are weak homotopy equivalences
of topological stacks in the sense of Noohi [49]. Also ΠP : BP → BP identifies
orientations on BP and BP . Therefore, for the algebraic topological questions
that concern us, working on BirrP and on BP are essentially equivalent, so we
could just restrict our attention to the topological space BirrP , and not worry
about topological stacks at all, following most other authors in the area.
The main reason we do not do this is that to relate orientations on differ-
ent moduli spaces we consider direct sums of connections, which are generally
reducible, so restricting to irreducible connections would cause problems.
(iii) Here is why we sometimes need BP ,BP to be topological stacks rather than
topological spaces. We will be studying certain real line bundles L→ BP . A line
bundle L → BP is equivalent to a GP /Z(G)-equivariant line bundle L′ → AP .
At each point [∇P ] in BP the fibre L∇P is a 1-dimensional real vector space,
and the isotropy group IsoBP ([∇P ]) has a natural representation on L∇P .
Under some circumstances, this representation of IsoBP ([∇P ]) on L∇P may
not be trivial. Then L does not descend to the coarse moduli space BcoaP . That
is, if we consider BP = [AP /(GP /Z(G))] as a topological space rather than a
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topological stack, then the orientation line bundles we are interested in may not
exist on the topological space BP , though they are defined on BirrP ⊂ BP .
Remark 2.2. (i) Up to continuous isotopy (and hence up to isomorphism),
LE•P , O
E•
P and L¯
E•
P , O¯
E•
P in Definition 1.2 depend on the elliptic operator D :
Γ∞(E0) → Γ∞(E1) up to continuous deformation amongst elliptic operators,
and hence only on the symbol σ(D) of D.
This can mean that superficially different geometric problems have isomor-
phic orientation bundles, or that orientations depend on less data than you
think. For example, as in §4.2.9–§4.2.10 orientations for moduli spaces of G2-
instantons on a G2-manifold (X,ϕ, g), or of Spin(7)-instantons on a Spin(7)-
manifold (X,Ω, g), depend only on the underlying compact spin 7- or 8-manifold
X , not on the G2-structure (ϕ, g) or Spin(7)-structure (Ω, g).
(ii) For orienting moduli spaces of ‘instantons’ in gauge theory, as in §4, we
usually start not with an elliptic operator on X , but with an elliptic complex
0 // Γ∞(E0)
D0 // Γ∞(E1)
D1 // · · ·
Dk−1
// Γ∞(Ek) // 0. (2.1)
If k > 1 and ∇P is an arbitrary connection on a principal G-bundle P → X then
twisting (2.1) by (Ad(P ),∇Ad(P )) as in (1.2) may not yield a complex (that is,
we may have D
∇Ad(P )
i+1 ◦ D
∇Ad(P )
i 6= 0), so the definition of det(D
∇Ad(P )
• ) does
not work, though it does work if ∇P satisfies the appropriate instanton-type
curvature condition. To get round this, we choose metrics on X and the Ei, so
that we can take adjoints D∗i , and replace (2.1) by the elliptic operator
Γ∞
(⊕
06i6k/2 E2i
) ∑i(D2i+D∗2i−1)
// Γ∞
(⊕
06i<k/2 E2i+1
)
, (2.2)
and then Definition 1.2 works with (2.2) in place of E•.
Remark 2.3. In (1.4) we defined the n-orientation bundle OˇE•P in terms of
OE•X×G|[∇0], for which we gave a formula in (1.7) involving Or(g), and said that
choosing orientations on detD and g gives an isomorphism OˇE•P
∼= OE•P .
While all this makes sense, for it to be well behaved, we need the orientation
on g to be invariant under the adjoint action of G on g, and this is not true
for all Lie groups G. For example, if G = O(2m) and γ ∈ O(2m)\SO(2m) then
Ad(γ) is orientation-reversing on g, so no Ad(G)-invariant orientation exists
on g. If we restrict to connected Lie groups G then Ad(G) is automatically
orientation-preserving on g, and this problem does not arise.
Let X and E• be as in Definition 1.2. Take P to be the trivial principal
O(2m)-bundle overX . Consider the topological stack BP , determinant line bun-
dle LE•P → BP , and orientation bundle O
E•
P → BP from §1. The isotropy group
of the stack BP at [∇0] is IsoBP ([∇
0]) = O(2m), and its action on LE•P |[∇0] in
(1.6) is induced by the action of Ad(G) on g. Thus γ ∈ O(2m)\SO(2m) acts on
LE•P |[∇0] and O
E•
P |[∇0] by multiplication by (−1)
indD, where E• = (E0, E1, D).
Now suppose indD is odd. Then γ ∈ O(2m) \ SO(2m) acts on OE•P |[∇0]
by multiplication by −1. Any orientation on BP must restrict at [∇
0] to an
O(2m)-invariant trivialization of OE•P |[∇0]. Thus BP is not orientable.
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2.2 Elementary results on orientation bundles
We now give some results and constructions for orientation bundles OE•P in
Definition 1.2, and for answering Problem 1.3. Many of these are fairly obvious,
or are already used in the references in Remark 1.4, but some are new.
2.2.1 Simply-connected moduli spaces BP are orientable
As principal Z2-bundles on BP are trivial if H
1(BP ,Z2) = 0, we have:
Lemma 2.4. In Definition 1.2, if BP is simply-connected, or more generally
if H1(BP ,Z2) = 0, then BP is orientable, and n-orientable.
Thus, if we can show π1(BP ) = {1} using algebraic topology, then orientabil-
ity in Problem 1.3(a) follows. This is used in Donaldson [17, Lem. 10], [20, §5.4],
Cao and Leung [15, §10.4], [16, Th. 2.1], and Mun˜oz and Shahbazi [46].
2.2.2 Standard orientations for trivial connections
In Definition 1.2, let P = X × G be the trivial principal G-bundle over X ,
and write ∇0 ∈ AP for the trivial connection. Then (1.7) gives a formula for
OE•X×G|[∇0]. Thus, if we fix an orientation for g if indD is odd, and an orientation
for detD if dim g is odd, then we obtain an orientation on BP = BX×G at the
trivial connection [∇0]. We will call this the standard orientation. If BP is
orientable, the standard orientation determines an orientation on all of BP .
2.2.3 Natural orientations when G is abelian
In Definition 1.2, suppose the Lie group G is abelian (e.g. G = U(1)). Then the
adjoint action of G on g is trivial, so Ad(P ) → X is the trivial vector bundle
X × g→ X , and ∇Ad(P ) is the trivial connection. Thus as in (1.5)
Ker(D∇Ad(P )) = g⊗KerD and Coker(D∇Ad(P )) = g⊗ CokerD.
Hence as in (1.6), LE•P → BP is the trivial line bundle with fibre
(detD)⊗
dim g
⊗ (Λdimgg)⊗
indD
,
so BP is orientable. If we choose an orientation for g if indD is odd, and an
orientation for detD (equivalently, an orientation for KerD⊕CokerD) if dim g
is odd, then we obtain a natural orientation on BP for any principal G-bundle
P → X . Also BP has a canonical n-orientation, independent of choices.
2.2.4 Natural orientations from complex structures on E• or G
The next theorem is easy to prove, but very useful.
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Theorem 2.5. In Definition 1.2, suppose that E0, E1 have the structure of
complex vector bundles, such that the symbol of D is complex linear. We will
call this a complex structure on E•. Then for any Lie group G and principal
G-bundle P → X, we can define a canonical orientation ωP and a canonical
n-orientation ωˇP on BP , that is, we define trivializations ωP : O
E•
P
∼=
−→BP ×Z2
and ωˇP : Oˇ
E•
P
∼=−→BP × Z2.
Proof. As E0, E1 are complex vector bundles, Γ
∞(E0),Γ
∞(E1) are complex vec-
tor spaces. First suppose D : Γ∞(E0) → Γ∞(E1) is C-linear. Then Ad(P ) ⊗
E0,Ad(P ) ⊗ E1 are also complex vector bundles, and D
∇Ad(P ) in (1.2) is C-
linear, so Ker(D∇Ad(P )) and Coker(D∇Ad(P )) are finite-dimensional complex vec-
tor spaces. With an appropriate orientation convention, the complex structures
induce a natural orientation on det(D∇Ad(P )) in (1.3), which varies continuously
with ∇P in BP . This gives a canonical orientation for BP . To get a canonical
n-orientation, combine the orientations for BP and BX×G using (1.4).
If D is not C-linear, though σ(D) is, we can deform D = D0 continuously
through elliptic operators Dt : Γ∞(E0) → Γ∞(E1), t ∈ [0, 1] with symbols
σ(Dt) = σ(D) to D1 which is C-linear. As in Remark 2.2(i), the orientation
bundle O
Et•
P deforms continuously with D
t, so OE•P = O
E0•
P
∼= O
E1•
P , and the
trivialization of O
E1•
P from D
1 complex linear induces a trivialization of OE•P .
It is independent of choices, as the space of all Dt with σ(Dt) = σ(D) is an
infinite-dimensional affine space, and so contractible, and the subset of C-linear
D1 is connected.
Example 2.6. Let (X, g) be a compact, oriented Riemannian manifold of di-
mension 4n+ 2, and take E• to be the elliptic operator on X
D = d + d∗ : Γ∞
(⊕2n+1
i=0 Λ
2iT ∗X
)
−→ Γ∞
(⊕2n
i=0 Λ
2i+1T ∗X
)
.
Using the Hodge star ∗ we can define complex structures on the bundles E0 =
ΛevenT ∗X , E1 = Λ
oddT ∗X such that the symbol of D is complex linear. So for
these X,E• we have canonical (n-)orientations on BP for all G,P .
Example 2.7. (a) Let (X, g) be a compact, oriented Riemannian n-manifold
with a spin structure with real spinor bundle S → X , and let E• be the Dirac
operator D : Γ∞(S) → Γ∞(S). If n ≡ 1, 2, 3, 4 or 5 mod 8 there is a complex
structure on S with the symbol of D complex linear. Also if n ≡ 6 mod 8
there is a complex structure on the real spinor bundle S with the symbol of D
complex anti-linear, so that D : Γ∞(S) → Γ∞(S¯) is complex linear. Hence for
these X,E• we have canonical (n-)orientations on BP for all G,P .
(b) If n ≡ 0 or 4 mod 8 then S = S+ ⊕ S−, and we can take E• to be the
positive Dirac operator D+ : Γ
∞(S+) → Γ
∞(S−). If n ≡ 4 mod 8 there are
complex structures on S± with the symbol of D+ complex linear, and again we
get canonical (n-)orientations.
See Theorems 4.3, 4.4, 4.6 and 4.10 for more applications of Theorem 2.5.
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In a similar way, if G is a complex Lie group, such as SL(m,C), then g is a
complex vector space, Ad(P ) is a complex vector bundle, and ∇Ad(P ) is complex
linear, so D∇Ad(P ) in (1.2) is complex linear, and as in Theorem 2.5 we obtain
a canonical orientation on BP for all X,E• and principal G-bundles P .
2.2.5 Another case with natural orientations
In Definition 1.2, suppose that E• is of the form E• = E˜• ⊕ E˜∗• , where E˜• is
a real linear elliptic operator on X , and E˜∗• is the formal adjoint of E˜• under
some metrics on X, E˜0, E˜1. Then we have
LE•P
∼= LE˜•P ⊗R L
E˜∗•
P
∼= LE˜•P ⊗R (L
E˜•
P )
∗ ∼= BP × R,
OE•P
∼= OE˜•P ⊗Z2 O
E˜∗•
P
∼= OE˜•P ⊗Z2 (O
E˜•
P )
∗ ∼= BP × Z2.
Thus BP has a canonical orientation for any principal G-bundle P → X , for
any G. Since orientation bundles depend only on the symbol of E•, and this up
to continuous isotopy, this is also true if E• = E˜• ⊕ E˜∗• holds only at the level
of symbols, up to continuous isotopy.
In §4.2.5 we will use this method to show that moduli spacesMVWP of solu-
tions to the Vafa–Witten equations on 4-manifolds have canonical orientations.
2.2.6 Quotienting X by a free U(1)-action
As in Definition 1.2, let X be a compact n-manifold and E• = (E0, E1, D) a
real elliptic operator on X . Suppose the Lie group U(1) acts freely on X , and
the action lifts to E0, E1 making D U(1)-equivariant. Then Y = X/U(1) is a
compact (n− 1)-manifold, with projection π : X → Y a principal U(1)-bundle.
Now E• pushes down to a real elliptic operator F• = (F0, F1, Dˆ) on Y ,
such that there are natural isomorphisms Ei ∼= π∗(Fi) for i = 0, 1 inducing
isomorphisms Γ∞(Fi) ∼= Γ∞(Ei)U(1) between sections of Fi on Y and U(1)-
invariant sections of Ei on X , which identify Dˆ : Γ
∞(F0) → Γ∞(F1) with
DU(1) : Γ∞(E0)
U(1) → Γ∞(E1)U(1). Note that Dˆ does not determine D, as it
has no information on the derivatives in D in the direction of the fibres of π.
Let G be a Lie group, and Q→ Y a principal G-bundle. Define P = π∗(Q).
Then P → X is a principal G-bundle, with a lift of the U(1)-action on X to P .
If ∇Q is a connection on Q then ∇P = π∗(∇Q) is a connection on P , which is
U(1)-equivariant. This defines an injective map π∗ : BQ → BP of topological
stacks. We have orientation bundles OE•P → BP and O
F•
Q → BQ.
The next proposition will be used in [14, Ex. 1.14] to give interesting exam-
ples of non-orientable moduli spaces in 8 dimensions.
Proposition 2.8. In the situation above, there is a natural isomorphism OF•Q
∼=
(π∗)∗(OE•P ) of principal Z2-bundles on BQ. Hence, if BP is orientable then BQ
is orientable. Conversely, if BQ is not orientable, then BP is not orientable.
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Proof. Let ∇Q be a connection on Q, and ∇P = π∗(∇Q). As in (1.2), consider
the twisted elliptic operators
D∇Ad(P ) : Γ∞(Ad(P )⊗ E0) −→ Γ
∞(Ad(P )⊗ E1),
Dˆ∇Ad(Q) : Γ∞(Ad(Q)⊗ F0) −→ Γ
∞(Ad(Q)⊗ F1).
Since D∇Ad(P ) is U(1)-equivariant, KerD∇Ad(P ) and CokerD∇Ad(P ) are finite-
dimensional U(1)-representations, and there are natural isomorphisms
Ker Dˆ∇Ad(Q) ∼= (KerD∇Ad(P ))U(1), Coker Dˆ∇Ad(Q) ∼= (CokerD∇Ad(P ))U(1).
There are natural splittings of U(1)-representations
KerD∇Ad(P ) ∼= (KerD∇Ad(P ))U(1) ⊕ (KerD∇Ad(P ))nt,
CokerD∇Ad(P ) ∼= (CokerD∇Ad(P ))U(1) ⊕ (CokerD∇Ad(P ))nt,
where (· · · )nt are nontrivial U(1)-representations (have no trivial component).
Now every real nontrivial U(1)-representation has a unique complex vector space
structure, such that eiθ ∈ U(1) has eigenvalues ekiθ ∈ C for k > 0 only. Thus
KerD∇Ad(P ) ∼= Ker Dˆ∇Ad(Q) ⊕ (complex vector space),
CokerD∇Ad(P ) ∼= Coker Dˆ∇Ad(Q) ⊕ (complex vector space).
As the complex vector spaces have natural orientations, we obtain natural iso-
morphisms of Z2-torsors
(π∗)∗(OE•P )|[∇Q] = O
E•
P |[∇P ]
∼= OF•Q |[∇Q].
These depend continuously on [∇Q] ∈ BQ, and so give the required isomorphism
OF•Q
∼= (π∗)∗(OE•P ). The rest of the proposition is immediate.
2.2.7 Orientations on products of moduli spaces
Let X and E• be fixed, and suppose G,H are Lie groups, and P → X , Q→ X
are principal G- and H-bundles respectively. Then P ×XQ is a principal G×H
bundle over X . There is a natural 1-1 correspondence between pairs (∇P ,∇Q)
of connections ∇P ,∇Q on P,Q, and connections ∇P×XQ on P ×X Q. This
induces an isomorphism of topological stacks ΛP,Q : BP × BQ → BP×XQ.
For (∇P ,∇Q) and ∇P×XQ as above, there are also natural isomorphisms
Ker(D∇Ad(P ))⊕Ker(D∇Ad(Q)) ∼= Ker(D∇Ad(P×XQ)),
Coker(D∇Ad(P ))⊕ Coker(D∇Ad(Q)) ∼= Coker(D∇Ad(P×XQ)).
With the orientation conventions described in [62, §3.1.1 & Prop. 3.5(ii)], these
induce a natural isomorphism
det(D∇Ad(P ))⊗ det(D∇Ad(Q)) ∼= det(D∇Ad(P×XQ)),
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which is the fibre at (∇P ,∇Q) of an isomorphism of line bundles on BP × BQ
LE•P ⊠ L
E•
Q
∼= Λ∗P,Q(L
E•
P×XQ
).
This induces an isomorphism of orientation bundles
λP,Q : O
E•
P ⊠Z2 O
E•
Q
∼=
−→Λ∗P,Q(O
E•
P×XQ
).
Therefore BP×XQ is orientable if and only if BP ,BQ are both orientable, and
then there is a natural correspondence between pairs (ωP , ωQ) of orientations
for BP ,BQ, and orientations ωP×XQ for BP×XQ.
By exchanging G,H and P,Q, we get an isomorphism on BQ × BP :
λQ,P : O
E•
Q ⊠Z2 O
E•
P
∼=−→Λ∗Q,P (O
E•
Q×XP
).
Under the natural isomorphisms BP ×BQ ∼= BQ×BP , BP×XQ ∼= BQ×XP , using
the orientation convention we can show that
λP,Q = (−1)
indE•P · ind
E•
Q · λQ,P . (2.3)
This gives a commutativity property of the isomorphisms λP,Q.
If K is another Lie group and R→ X a principal K-bundle, then we have
ΛP×XQ,R ◦ (ΛP,Q × idBR) = ΛP,Q×XR ◦ (idBP × ΛQ,R) :
BP × BQ × BR −→ BP×XQ×XR.
(2.4)
Using this, we can show the following associativity property of the isomorphisms
λP,Q on BP × BQ × BR, where the sign is trivial:
(ΛP,Q × idBR)
∗(λP×XQ,R) ◦ (π
∗
BP×BQ(λP,Q)⊗ idpi∗BR (O
E•
R
)) (2.5)
= (idBP × ΛQ,R)
∗(λP,Q×XR) ◦ (idpi∗
BP
(OE•
P
) ⊗ π
∗
BQ×BR(λQ,R)) :
OE•P ⊠Z2 O
E•
Q ⊠Z2 O
E•
R
∼=
−→
(
ΛP×XQ,R ◦ (ΛP,Q × idBR)
)∗
(OE•P×XQ×XR).
Equations (2.3) and (2.5) are examples of the kind of explicit formula relating
orientations referred to in Problem 1.3(c). See also [62, Prop. 3.5(ii)].
The analogue of the above also works for n-orientation bundles.
2.2.8 Relating moduli spaces for discrete quotients G։ H
Suppose G is a Lie group, K ⊂ G a discrete (closed and dimension zero) normal
subgroup, and set H = G/K for the quotient Lie group. Let X,E• be fixed.
If P → X is a principal G-bundle, then Q := P/K is a principal H-bundle
over X . Each G-connection ∇P on P induces a natural H-connection ∇Q on
Q, and the map ∇P 7→ ∇Q induces a natural morphism ∆
Q
P : BP → BQ
of topological stacks, which is an isomorphism. If ∇P ,∇Q are as above then
the natural isomorphism g ∼= h induces an isomorphism Ad(P ) ∼= Ad(Q) of
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vector bundles on X , which identifies the connections ∇Ad(P ),∇Ad(Q). Hence
the twisted elliptic operators D∇Ad(P ) , D∇Ad(Q) are naturally isomorphic, and so
are their determinants (1.3). This easily gives canonical isomorphisms
LE•P
∼= (∆
Q
P )
∗(LE•Q ) and δ
Q
P : O
E•
P
∼=
−→ (∆QP )
∗(OE•Q ),
which induce a 1-1 correspondence between orientations on BP ,BQ. For exam-
ple, we can apply this when G = SU(2) and H = SO(3) = SU(2)/{±1}.
Note however that not every principal H-bundle Q → X need come from
a principal G-bundle P → X by Q ∼= P/K. For example, a principal SO(3)-
bundle Q→ X lifts to a principal SU(2)-bundle P → X if and only if the second
Stiefel-Whitney class w2(Q) is zero.
Example 2.9. Take G = SU(m)×U(1), and define K ⊂ G by
K =
{
(e2piik/mIdm, e
−2piik/m) : k = 1, . . . ,m
}
∼= Zm.
Then K lies in the centre Z(G), so is normal in G, and H = G/K ∼= U(m). To
see this, note that the morphism G = SU(m) × U(1) → U(m) = H mapping
(A, eiθ) 7→ eiθA is surjective with kernel K.
For fixed X,E•, let P → X be a principal SU(m)-bundle, and write P ′ =
X × U(1) → X for the trivial U(1)-bundle over X . Set P ′′ = P ×X P ′ for the
associated principal SU(m)×U(1)-bundle overX , and define Q = P ′′/K for the
quotient principal U(m)-bundle. We now have isomorphisms of moduli spaces
BP × BP ′
ΛP,P ′
// BP×XP ′ = BP ′′
∆Q
P ′′ // BQ,
and isomorphisms of orientation bundles
OE•P ⊠Z2 O
E•
P ′
λP,P ′
// Λ∗P,P ′(O
E•
P ′′ )
Λ∗
P,P ′
(δQ
P ′′
)
// (∆QP ′′ ◦ ΛP,P ′)
∗(OE•Q ),
where ΛP,P ′ , λP,P ′ are as in §2.2.7, and ∆
Q
P ′′ , δ
Q
P ′′ are as above.
As P ′ is the trivial U(1)-bundle, it carries the trivial connection ∇0P ′ . Fixing
an orientation for detD, as in §2.2.2 we have the standard orientation for BP ′ at
[∇0P ′ ], giving an isomorphism σP ′ : Z2 → O
E•
P ′ |[∇0
P ′
]. Thus, we have a morphism
KQP : BP −→ BQ, K
Q
P : [∇P ] 7−→ ∆
Q
P ′′ ◦ ΛP,P ′
(
[∇P ], [∇
0
P ′ ]
)
,
and an isomorphism of orientation bundles
κQP := Λ
∗
P,P ′(δ
Q
P ′′) ◦ λP,P ′ ◦ (id⊠ σP ′) : O
E•
P −→ (K
Q
P )
∗(OE•Q ).
Hence orientations for the U(m)-bundle moduli space BQ induce orientations
for the SU(m)-bundle moduli space BP . Our conclusion is:
For fixed X,E•, if we have orientability, or canonical orientations,
on BQ for all principal U(m)-bundles Q → X, then we have ori-
entability, or canonical orientations, on BP for all SU(m)-bundles
P → X. The analogue holds for n-orientations.
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Example 2.13 will give a kind of converse to this.
The method of the next proposition was used by Donaldson and Kronheimer
[20, §5.4.3] for simply-connected 4-manifolds X .
Proposition 2.10. Let X,E• be fixed as in Definition 1.2, and suppose that
for all principal U(2)-bundles Q→ X, the moduli space BQ is orientable. Then
for all principal SO(3)-bundles P → X such that w2(P ) ∈ H2(X,Z2) lies in
the image of H2(X,Z) → H2(X,Z2), the moduli space BP is orientable. This
holds for all SO(3)-bundles P → X if H3(X,Z) has no 2-torsion.
The analogue holds with U(2), SO(3) replaced by Spinc(n), SO(n), n > 2.
Proof. We apply the above construction with G = U(2), K = {±1} ⊂ U(2),
and H = U(2)/{±1} ∼= SO(3)× U(1). Let Q→ X be a principal U(2)-bundle.
Then R = Q/{±1} is a principal SO(3)×U(1)-bundle R→ X . Hence there are
principal SO(3)- and U(1)-bundles P, S → X with R ∼= P ×X S. We now have
isomorphisms of moduli spaces
BP × BS
ΛP,S
// BP×XS ∼= BR
∆QR // BQ,
and isomorphisms of orientation bundles
OE•P ⊠Z2 O
E•
S
λP,S
// Λ∗P,S(O
E•
R )
Λ∗P,S(δ
Q
R )
// (∆QR ◦ ΛP,S)
∗(OE•Q ).
By assumption OE•Q is orientable. Restricting to a point of BS in the above
equations, we see that BP is orientable.
Since U(2) ∼= Spinc(3), it is known from the theory of Spinc-structures that
an SO(3)-bundle P → X extends to a U(2)-bundle Q → X as above if and
only if the second Stiefel–Whitney class w2(P ) ∈ H2(X,Z2) lies in the image
of H2(X,Z)→ H2(Z,Z2), since w2(P ) must be the image of c1(Q). The exact
sequence 0→ Z
2·
−→Z→ Z2 → 0 gives a long exact sequence in cohomology
· · · // H2(X,Z) // H2(X,Z2) // H3(X,Z)
2· // H3(X,Z) // · · · .
This implies that H2(X,Z) → H2(X,Z2) is surjective if and only if H3(X,Z)
has no 2-torsion. The same arguments work with U(2), SO(3) replaced by
Spinc(n) and SO(n). The proposition follows.
The analogues of all the above also work for n-orientation bundles.
2.2.9 Relating moduli spaces for Lie subgroups G ⊂ H
Let X,E• be fixed, and let H be a Lie group and G ⊂ H a Lie subgroup, with
Lie algebras g ⊂ h. If P → X is a principal G-bundle, then Q := (P ×H)/G is a
principal H-bundle over X . Each G-connection ∇P on P induces a natural H-
connection ∇Q on Q, and the map ∇P 7→ ∇Q induces a natural morphism Ξ
Q
P :
BP → BQ of topological stacks. Thus, we can try to compare the line bundles
LE•P , (Ξ
Q
P )
∗(LE•Q ) on BP , and the principal Z2-bundles O
E•
P , (Ξ
Q
P )
∗(OE•Q ).
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Write m = h/g, and ρ : G → Aut(m) for the representation induced by the
adjoint representation of H ⊃ G. Then we have an exact sequence
0 // Ad(P ) // Ad(Q) // ρ(P ) = (P ×m)/G // 0 (2.6)
of vector bundles on X , induced by 0 → g → h → m → 0. If ∇P ,∇Q are as
above, we have connections ∇Ad(P ),∇Ad(Q),∇ρ(P ) on Ad(P ),Ad(Q), ρ(P ) com-
patible with (2.6). Twisting E• by Ad(P ),Ad(Q), ρ(P ) and their connections
and taking determinants, as in [62, Prop. 3.5(ii)] we define an isomorphism
det(D∇Ad(P ))⊗ det(D∇ρ(P )) ∼= det(D∇Ad(Q)),
which is the fibre at ∇P of an isomorphism of line bundles on BP
LE•P ⊗ L
E•
P,ρ
∼= (Ξ
Q
P )
∗(LE•Q ), (2.7)
where LE•P,ρ → BP is the determinant line bundle associated to the family of
elliptic operators ∇P 7→ D
∇ρ(P ) on BP . We will write ind
E•
P,ρ := ind(D
∇ρ(P )) for
the index of these operators, which is independent of [∇P ] ∈ BP .
Now suppose that we can givem the structure of a complex vector space, such
that ρ : G → Aut(m) is complex linear. This happens if H/G has an (almost)
complex structure homogeneous under H . Then as in §2.2.4 for complex G, we
can define a natural orientation on LE•P,ρ, so taking orientations in (2.7) gives a
natural isomorphism of principal Z2-bundles on BP :
ξQP : O
E•
P −→ (Ξ
Q
P )
∗(OE•Q ). (2.8)
An easy special case is if m = 0, e.g. for SO(m) ⊂ O(m), when LE•P,ρ is trivial.
This gives a method for proving orientability in Problem 1.3(a). Suppose we
can show that H1(BQ,Z2) = 0, using homotopy-theoretic properties of X,H .
Then BQ is orientable by Lemma 2.4, so (2.8) shows that BP is orientable,
even if H1(BP ,Z2) 6= 0. The method is used by Donaldson [17, Lem. 10],
[20, §5.4.2], and by Mun˜oz and Shahbazi [46] using the inclusion of Lie groups
SU(9)/Z3 ⊂ E8. Here are some examples of suitable G ⊂ H :
Example 2.11. We have an inclusion G = U(m1)×U(m2) ⊂ U(m1+m2) = H
for m1,m2 > 1, with u(m1 +m2)/(u(m1)⊕ u(m2)) = m ∼= C
m1 ⊗C C
m2 , where
G = U(m1) × U(m2) acts on C
m1 ⊗C C
m2 via the usual representations of
U(m1),U(m2) on C
m1 ,Cm2 , with Cm2 the complex conjugate of Cm2 , so the
representation ρ is complex linear.
Suppose X,E• are fixed, and P1 → X , P2 → X are principal U(m1)- and
U(m2)-bundles. Define a principal U(m1 +m2)-bundle P1 ⊕ P2 → X by
P1 ⊕ P2 = (P1 ×X P2 ×U(m1 +m2))/(U(m1)×U(m2)).
Then combining the material of §2.2.7 for the product of U(m1),U(m2) with
the above, we have a morphism
ΦP1,P2 := Ξ
P1⊕P2
P1×XP2
◦ ΛP1,P2 : BP1 × BP2 −→ BP1⊕P2 , (2.9)
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and a natural isomorphism of principal Z2-bundles on BP1 × BP2 :
φP1,P2 = Λ
∗
P1,P2(ξ
P1⊕P2
P1×XP2
) ◦ λP1,P2 :
OE•P1 ⊠Z2 O
E•
P2
∼=
−→Φ∗P1,P2(O
E•
P1⊕P2
).
(2.10)
As for (2.3)–(2.5), we can consider commutativity and associativity proper-
ties of the isomorphisms φP1,P2 . For commutativity, under the natural isomor-
phisms BP1 × BP2 ∼= BP2 × BP1 , BP1⊕P2 ∼= BP2⊕P1 we have
ΦP2,P1
∼= ΦP1,P2 ,
φP2,P1
∼= (−1)
indE•
P1
· indE•
P2 · (−1)
1
2 ind
E•
P1×XP2,ρ · φP1,P2 .
(2.11)
Here the first sign (−1)ind
E•
P1
· indE•
P2 in (2.11) comes from (2.3), and exchanges
the U(m1)×U(m2)-bundle P1×X P2 with the U(m2)×U(m1)-bundle P2×X P1.
The second sign (−1)
1
2 ind
E•
P1×XP2,ρ in (2.11) comes in as φP1,P2 , φP2,P1 in
(2.10) depend on choices of complex structure on
m1,2=u(m1 +m2)/(u(m1)⊕ u(m2)) and m2,1=u(m2 +m1)/(u(m2)⊕u(m1)).
Under the natural isomorphism m1,2 ∼= m2,1, these complex structures are com-
plex conjugate, as m1,2 ∼= C
m1 ⊗C C
m2 , m2,1 ∼= C
m2 ⊗C C
m1 ∼= Cm1 ⊗C C
m2 .
Because of this, under the natural isomorphism LE•P1×XP2,ρ12
∼= LE•P2×XP1,ρ21 ,
the orientations on LE•P1×XP2,ρ12 , L
E•
P2×XP1,ρ21
used to define φP1,P2 , φP2,P1 differ
by a factor of (−1)indC(D
∇ρ(P1×XP2) ), regarding D∇ρ(P1×XP2) as a complex ellip-
tic operator. As indC(D
∇ρ(P1×XP2)) = 12 indR(D
∇ρ(P1×XP2)) = 12 ind
E•
P1×XP2,ρ
,
equation (2.11) follows.
For associativity, if P3 → X is a principal U(m3)-bundle then we have
ΦP1⊕P2,P3 ◦ (ΦP1,P2 × idBP3 ) = ΦP1,P2⊕P3 ◦ (idBP1 × ΦP2,P3) :
BP1 × BP2 × BP3 −→ BP1⊕P2⊕P3 ,
as for (2.4), and then as for (2.5), we have
(ΦP1,P2 × idBP3 )
∗(φP1⊕P2,P3) ◦ (φP1,P2 ⊠ idOE•
P3
) (2.12)
= (idBP1 × ΦP2,P3)
∗(φP1,P2⊕P3) ◦ (idOE•P1
⊠ φP2,P3) :
OE•P1 ⊠Z2 O
E•
P2
⊠Z2 O
E•
P3
∼=
−→
(
ΦP1⊕P2,P3 ◦ (ΦP1,P2 × idBP3 )
)∗
(OE•P1⊕P2⊕P3).
The sign is trivial as there is no sign in (2.5), and the natural isomorphism
m12,3 ⊕m1,2 ∼= m1,23 ⊕m2,3 is complex linear.
The analogue of the above also holds for n-orientation bundles, giving iso-
morphisms φˇP1,P2 : Oˇ
E•
P1
⊠Z2 Oˇ
E•
P2
→ Φ∗P1,P2(Oˇ
E•
P1⊕P2
) satisfying (2.11) and (2.12).
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Remark 2.12. The analogue of Example 2.11 does not work for the families of
groups O(m), SO(m), Spin(m) or Sp(m), since for example under the inclusion
SO(m1) × SO(m2) →֒ SO(m1 + m2), there is no SO(m1) × SO(m2)-invariant
complex structure on m = so(m1 +m2)/(so(m1) ⊕ so(m2)) unless m1 = 2 or
m2 = 2. So the theory of §2.5 below works only for the unitary groups.
Example 2.13. Define an inclusion U(m) →֒ SU(m+ 1) by mapping
A 7−→


A
0
...
0
0 · · · 0 (detA)−1

 , A ∈ U(m).
There is an isomorphism m = su(m+ 1)/u(m) ∼= Cm, such that A ∈ U(m) acts
on m ∼= Cm by A : x 7→ detA ·Ax, which is complex linear on m.
For fixed X,E•, let P → X be a principal U(m)-bundle, and Q = (P ×
SU(m + 1))/U(m) the associated principal SU(m + 1)-bundle. Then as above
we have a morphism of moduli spaces ΞQP : BP → BQ and an isomorphism
of orientation bundles ξQP : O
E•
P → (Ξ
Q
P )
∗(OE•Q ). Hence orientations for the
SU(m + 1)-bundle moduli space BQ induce orientations for the U(m)-bundle
moduli space BP . In a converse to Example 2.9, our conclusion is:
For fixed X,E•, if we have orientability, or canonical orientations,
on BQ for all principal SU(m+1)-bundles Q→ X, then we have ori-
entability, or canonical orientations, on BP for all principal U(m)-
bundles P → X. The analogue holds for n-orientations.
Example 2.14. Define an inclusion U(m) →֒ Sp(m) by mapping complex
matrices to quaternionic matrices using the inclusion C = 〈1, i〉R →֒ H =
〈1, i, j, k〉R. There is an isomorphism of m = sp(m)/u(m) with the complex
vector space of m×m complex symmetric matrices B, such that A ∈ U(m) acts
on m by A : B 7→ ABAt, which is complex linear on m.
For fixed X,E•, let P → X be a U(m)-bundle, and Q = (P × Sp(m))/U(m)
the associated Sp(m)-bundle. Then as above we have a morphism of moduli
spaces ΞQP : BP → BQ and an isomorphism of orientation bundles ξ
Q
P : O
E•
P →
(ΞQP )
∗(OE•Q ). Hence orientations for the Sp(m)-bundle moduli space BQ induce
orientations for the U(m)-bundle moduli space BP . Our conclusion is:
For fixed X,E•, if we have orientability, or canonical orientations,
on BQ for all principal Sp(m)-bundles Q → X, then we have ori-
entability, or canonical orientations, on BP for all principal U(m)-
bundles P → X. The analogue holds for n-orientations.
The converse is false. In §4.2.9–§4.2.10 we discuss problems in which orientabil-
ity holds for U(m)-bundles, but fails for Sp(m)-bundles.
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Example 2.15. We have an inclusion SO(m)× SO(2) ⊂ SO(m+2) for m > 1.
There is a natural identification so(m + 2)/(so(m) ⊕ so(2)) = m ∼= Rm ⊗R R
2,
where G = SO(m) × SO(2) acts on Rm ⊗R R
2 by the tensor product of the
obvious representations of SO(m), SO(2) on Rm,R2. Identifying R2 ∼= C and
SO(2) ∼= U(1) gives m ∼= Rm ⊗R C = C
m, where ρ is complex linear.
Example 2.16. We have an inclusion G = Sp(m) × U(1) ⊂ Sp(m + 1) = H
for m > 1, by combining U(1) ⊂ Sp(1) and Sp(m)× Sp(1) ⊂ Sp(m+ 1). There
is a natural identification sp(m + 1)/(sp(m) ⊕ u(1)) = m ∼= Hm ⊕ C, where
G = Sp(m)×U(1) acts on Hm ⊕ C by
ρ(A, eiθ) : (x, y) 7−→ (Axe−iθ, ye−2iθ)
for A ∈ Sp(m), eiθ ∈ U(1), x ∈ Hm and y ∈ C, regarding A,x, eiθ as m ×m,
m× 1 and 1× 1 matrices over H to define Axeiθ. Identifying Hm ∼= C2m using
right multiplication by i ∈ H, we see that ρ is complex linear on m ∼= C2m+1.
2.3 Background on K-theory and homotopy theory
We explain some Algebraic Topology background material needed in §2.4–§2.5.
2.3.1 Background on K-theory
We briefly summarize some notation and results from topological K-theory.
Some references are Atiyah [2], Karoubi [35] and Switzer [55, §11].
Let X be a compact topological space. Write K0(X) for the abelian group
generated by isomorphism classes JF K of complex vector bundles F → X (which
may have different ranks on different components of X) with the relation that
JF ⊕ GK = JF K + JGK in K0(X) for all complex vector bundles F,G → X . If
f : X → Y is continuous, define a group morphism K0(f) : K0(Y ) → K0(X)
with K0(f) : JF K 7→ Jf∗(F )K for all F → Y . This defines a functor K0 :
Topcpt → AbGp.
If P → X is a principal U(m)-bundle, it has an associated complex vector
bundle F → X with fibre Cm given by F = (P × Cm)/U(m). We write JP K =
JF K in K0(X).
If (X, x) is a compact topological space with base-point x ∈ X , define
K˜0(X, x) = Ker
(
K0(x) : K0(X) → K0(∗)
)
, regarding x as a map ∗ → X . We
can make any topological space X into a space with basepoint (X ∐ {∞},∞)
by adding a disjoint extra point ∞, and then K0(X) ∼= K˜0(X ∐ {∞},∞).
Define K−n(X) = K˜0
(
Sn(X ∐ {∞},∞)
)
for n = 1, 2, . . . , where Sn(−) is
the n-fold suspension of pointed topological spaces. Then Bott periodicity gives
canonical isomorphisms K−n(X) ∼= K−n−2(X), so we can extend to Kn(X)
for n ∈ Z periodic of period 2. Reducing from Z to Z2, we have the complex
K-theory K∗(X) = K0(X)⊕K1(X), graded over Z2.
Write Ck for the trivial vector bundle X × Ck → X . Write 1X ∈ K0(X)
for the class JCK, so that JCkK = k 1X . Tensor product induces a product
· : K0(X) ×K0(X) → K0(X) with JF K · JGK = JF ⊗C GK, which extends to a
20
graded product onK∗(X), and is commutative and associative with identity 1X ,
making K∗(X) into a Z2-graded commutative ring. All this is contravariantly
functorial under continuous maps f : X → Y .
The Chern character gives isomorphisms
Ch0 : K0(X)⊗Z Q −→ H
even(X,Q), Ch1 : K1(X)⊗Z Q −→ H
odd(X,Q).
There is an Atiyah–Hirzebruch spectral sequence Hi+2Z(X,Z)⇒ Ki(X), which
can be used to compute K∗(X).
Now suppose X is a compact, connected manifold. Then there is a morphism
rank : K0(X) → Z mapping JF K 7→ rankF . If α ∈ K0(X) with 2 rankα >
dimX (the stable range) then there exists a complex vector bundle F → X
with JF K = α in K0(X), which is unique up to (noncanonical) isomorphism.
Choosing a metric h on the fibres of F gives a principal U(rankα)-bundle P → X
with JP K = α, also unique up to isomorphism.
Instead of working with complex vector bundles F → X , we can work with
real vector bundles, giving real K-theory KO∗(X), or with quaternionic vector
bundles, yielding quaternionic K-theory KSp∗(X). In these cases Bott periodic-
ity gives isomorphismsKO−n(X) ∼= KO−n−8(X), KSp−n(X) ∼= KSp−n−8(X),
so KO∗(X),KSp∗(X) are both graded over Z8. There are canonical isomor-
phisms KSpn(X) ∼= KOn+4(X) for all X,n. Here KO∗(X) is a Z8-graded
commutative ring, but we do not have a natural graded product on KSp∗(X),
as there is no good notion of tensor product of quaternionic vector bundles.
2.3.2 Homotopy and the category Topho
Continuous maps f0, f1 : X → Y are called homotopic if there is a continuous
h : X × [0, 1] → Y with h(x, 0) = f0(x) and h(x, 1) = f1(x). Writing ft(x) =
h(x, t), this means there is a continuous family (ft : X → Y )t∈[0,1] interpolating
between f0 and f1. Homotopy is an equivalence relation on f : X → Y .
Write Topho for the category with objects topological spaces X,Y and
morphisms homotopy equivalence classes [f ] : X → Y of continuous maps
f : X → Y . Then f : X → Y is a homotopy equivalence in Top if [f ] : X → Y
is an isomorphism in Topho.
We will deal with constructions which yield a space X unique up to homo-
topy equivalence, or a map f : X → Y unique up to homotopy. These are
conveniently stated in the category Topho: X is unique up to isomorphism (or
perhaps canonical isomorphism) in Topho, and [f ] : X → Y is unique in Topho.
2.3.3 Background on classifying spaces
We summarize some well known material which can be found in Milnor and
Stasheff [44], May [41, §§16.5, 23, 24], and Husemo¨ller et al. [26, Part II]. Let
G be a topological group. A classifying space for G is a topological space
BG and a principal G-bundle π : EG → BG such that EG is contractible.
Classifying spaces exist for any G, and are unique up to homotopy equivalence,
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so BG is unique up to (canonical) isomorphism in Topho. There is a functorial
construction for them involving simplicial complexes.
Classifying spaces have the property that if X is a paracompact topological
space and P → X is a principal G-bundle, then there exists a continuous map
fP : X → BG, unique up to homotopy, so that [fP ] : X → BG is unique
in Topho, and an isomorphism P ∼= f∗P (EG) of principal G-bundles on X .
Thus, there is a 1-1 correspondence between the set of isomorphism classes
of principal G-bundles on X , and [X,BG]. Here for topological spaces X,Y
we write [X,Y ] = π0
(
MapC0(X,Y )
)
for the set of homotopy classes of maps
X → Y , the connected components of MapC0(X,Y ).
To prove this property, note that (P × EG)/G → X is a bundle with fibre
EG, which is contractible. Sections X → (P × EG)/G of this bundle project
to maps X → EG/G = BG as required. A bundle with contractible fibre over
a paracompact space X has sections, and any two sections are homotopic.
Any α ∈ Hk(BG,Z) defines a characteristic class cα of principal G-bundles
P → X by cα(P ) = Hk(fP )(α) ∈ Hk(X,Z). Thus, by computing H∗(BG)
we learn about topological invariants of G-bundles. A morphism of topological
groups G→ H induces a morphism BG→ BH , unique up to homotopy.
One choice for BU(1) is the infinite projective space CP∞, and for BU(m)
is the infinite Grassmannian Gr(Cm,C∞). The inclusion U(m) →֒ U(m + 1)
by A 7→
(
A 0
0 1
)
induces a morphism BU(m) → BU(m + 1). Write BU for the
(homotopy) direct limit BU = lim
−→m→∞
BU(m). Then BU×Z is the classifying
space for complex K-theory. That is, as in May [41, p. 204-5], for compact
topological spaces X there is a natural bijection
K0(X) ∼= [X,BU× Z] = π0
(
MapC0(X,BU× Z)
)
. (2.13)
More generally, if X is noncompact, it is usual to take (2.13) to be the definition
of K0(X). We can also define higher K-theory groups as the higher homotopy
groups K−k(X) = πk
(
MapC0(X,BU × Z)
)
. So by Bott periodicity Kk(X) ∼=
Kk+2(X) we have
K1(X) ∼= π1
(
MapC0(X,BU× Z)
)
. (2.14)
Define Πm : BU(m) → BU × Z for m > 0 to map BU(m) → BU from the
direct limit BU = lim
−→m→∞
BU(m), and to map BU(m) → m ∈ Z. Then if a
principal U(m)-bundle P → X corresponds to fP : X → BU(m), its K-theory
class JP K ∈ K0(X) corresponds to Πm ◦ fP : X → BU× Z.
It is known (this is essentially equivalent to the ‘stable range’ in §2.3.1) that
the morphisms BU(m)→ BU(m+ 1) and BU(m)→ BU induce isomorphisms
on homotopy groups πk(−) when k 6 2m and are surjective for π2m+1(−). It
follows that if X is a compact n-manifold then
πk(Πm◦) : πk
(
MapC0(X,BU(m))
)
−→ πk
(
MapC0(X,BU× Z)
)
is an isomorphism if 0 < k 6 2m− n,
(2.15)
where we exclude k = 0 because of the Z factor in BU× Z.
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The inclusion U(m)×U(m′)→ U(m+m′) mapping (A,B) 7→
(
A 0
0 B
)
induces
a morphism µm,m′ : BU(m) × BU(m′) → BU(m +m′). We interpret this in
terms of direct sums: if P → X , Q → X are principal U(m), U(m′)-bundles
corresponding to fP : X → BU(m), fQ : X → BU(m′) then µm,m′ ◦ (fP , fQ) :
X → BU(m+m′) corresponds to the principal U(m+m′)-bundle P ⊕Q→ X .
Let µ = lim
−→m,m′→∞
µm,m′ : BU × BU → BU. Then µ is homotopy com-
mutative and associative, and makes BU into an H-space. We can also define
µ′ : (BU × Z) × (BU × Z) → BU × Z as the product of µ : BU × BU → BU
and + : Z × Z → Z. Then µ′ induces the operation of addition on K0(X) ∼=
[X,BU× Z], which comes from direct sum of vector bundles.
Similarly BO×Z, B Sp×Z are the classifying spaces for KO0(−),KSp0(−),
where BO = lim
−→m→∞
BO(m) and B Sp = lim
−→m→∞
B Sp(m).
2.3.4 Homotopy theory of topological stacks
In §2.4 we will deal with the topological stacks BP = [AP /GP ] of Definition
1.1 in a homotopy-theoretic way. Fortunately, Noohi [49] provides a homotopy
theory for topological stacks. As BP = [AP /GP ] is a global quotient with AP ,GP
paracompact, it is hoparacompact in the sense of [49, Def. 8.5].
Noohi defines a classifying space for a hoparacompact topological stack S
to be a paracompact topological space Scla with a morphism πcla : Scla → S
in Ho(TopSta) which is ‘parashrinkable’ (i.e. in a weak sense a fibration with
contractible fibres). Then Scla is homotopy equivalent to S in the category
Ho(TopStahp) of hoparacompact topological spaces.
Classifying spaces are functorial: there is a functor (−)cla : TopStahohp →
Tophopa from the category of hoparacompact topological stacks with homotopy
classes of 1-morphisms, to the category of paracompact topological spaces with
homotopy classes of morphisms, which is right adjoint to the inclusion Tophopa →֒
TopStahohp, with π
cla the unit of the adjunction. We also write (−)cla for the
composition Ho(TopStahp)→ TopSta
ho
hp
(−)cla
−→ Tophopa →֒ Top
ho.
The moral is that we can replace the topological stacks BP with their classi-
fying spaces BclaP , and then apply homotopy theory of topological spaces to B
cla
P
in the usual way. A possible model for BclaP is B
cla
P = (AP × EGP )/GP , so that
πcla : BclaP → BP is a genuine fibration with contractible fibre EGP .
2.3.5 On pullbacks of principal Z2-bundles by homotopic morphisms
Remark 2.17. Let [f ] : X → Y be a morphism in Topho, and π : P → Y a
principal Z2-bundle. Can we make sense of a ‘pullback Z2-bundle’ [f ]
∗(P )→ X?
Let f0, f1 : X → Y represent [f ]. Then there is a homotopy (ft)t∈[0,1]
interpolating between f0, f1. We have two principal Z2-bundles f
∗
0 (P ) → X ,
f∗1 (P ) → X , which are joined by a continuous path of Z2-bundles f
∗
t (P ) for
t ∈ [0, 1]. Parallel translation along this path induces an isomorphism f∗0 (P )
∼=
f∗1 (P ) of principal Z2-bundles on X . Hence if f represents [f ] then f
∗(P )→ X
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depends only on [f ], P up to isomorphism of principal Z2-bundles. But when
does f∗(P ) depend only on [f ], P up to canonical isomorphism?
If P → Y is a trivializable principal Z2-bundle, it is easy to show that the
isomorphism f∗0 (P )
∼= f∗1 (P ) above is independent of the choice of homotopy
(ft)t∈[0,1], so [f ]
∗(P ) := f∗(P ) is natural up to canonical isomorphism. However,
as in Example 2.18 below, if P is nontrivial then f∗0 (P )
∼= f∗1 (P ) may depend
on (ft)t∈[0,1], so [f ]
∗(P ) is not natural up to canonical isomorphism.
We have two answers to the problems this raises in our theory:
(a) As in Problem 1.3, here and in the sequels [14, 33], given an orientation
Z2-bundle such as O
E•
P → BP or O
E•
α → Cα below, we first want to know if
OE•P , O
E•
α are trivializable (so O
E•
P , O
E•
α matter only up to isomorphism),
and secondly, if it is trivializable we want to know about canonical iso-
morphisms (so OE•P , O
E•
α matter up to canonical isomorphism).
So in practice, if an orientation bundle P is not trivializable, we do not
care that pullbacks [f ]∗(P ) are not natural up to canonical isomorphism.
(b) Actually, in the situation of §2.4–§2.5, there is always additional structure
allowing us to specify pullbacks [f ]∗(P ) uniquely up to canonical isomor-
phism. So the problem goes away. We illustrate this in Example 2.19.
Example 2.18. Let X = ∗ be the point, Y = S1 =
{
z ∈ C : |z| = 1
}
,
and P → Y be the nontrivial Z2-bundle, and f0, f1 : X → Y be f0(∗) = 1,
f1(∗) = −1. Consider the homotopies (ft)t∈[0,1], (f
′
t)t∈[0,1] given by ft(∗) = e
ipit,
f ′t(∗) = e
−ipit. As the monodromy of P around S1 is −1, we see that (ft)t∈[0,1]
and (f ′t)t∈[0,1] induce different isomorphisms f
∗
0 (P )
∼= f∗1 (P ).
Example 2.19. (a) Let X be a topological space and P → X a principal
G-bundle. As in §2.3.3, there exists a map fP : X → BG, unique up to
homotopy, with an isomorphism P ∼= f∗P (EG). Choices of fP correspond to
sections s ∈ Γ
(
(P × EG)/G
)
of the bundle (P × EG)/G→ X , with fibre EG.
Let f0P , f
1
P be choices of fP , corresponding to s
0, s1 ∈ Γ
(
(P × EG)/G
)
. As
EG is contractible, Γ
(
(P × EG)/G
)
is connected, so there is a path (st)t∈[0,1]
from s0 to s1 in Γ
(
(P × EG)/G
)
, giving a homotopy (f tP )t∈[0,1] from f
0
P to
f1P . But we can say more: Γ
(
(P × EG)/G
)
is contractible, so two such paths
(st)t∈[0,1], (s˜
t)t∈[0,1] are joined by a homotopy of paths, and the corresponding
(f tP )t∈[0,1], (f˜
t
P )t∈[0,1] are joined by a homotopy of homotopies from f
0
P to f
1
P .
Thus, any isomorphism of principal Z2-bundles constructed using a homotopy
(f tP )t∈[0,1] defined using (s
t)t∈[0,1] is independent of the choice of (f
t
P )t∈[0,1].
(b) In §2.3.3 we defined µ′ : (BU×Z)× (BU×Z)→ BU×Z, which is commu-
tative and associative up to homotopy, so [µ′] is commutative and associative
in Topho, and makes BU× Z into a commutative, associative H-space.
It is natural to enhance the H-space structure on BU × Z to a Γ-space, as
in Segal [54, §1], or more-or-less equivalently an E∞-space, as in May [40]. The
Γ- or E∞-space structures provide choices of homotopies in Top lifting all the
abelian group identities of [µ′] in Topho, and these homotopies are natural up
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to homotopies of homotopies. Thus, any isomorphism of principal Z2-bundles
constructed using homotopies realizing commutativity or associativity of [µ′]
can be made independent of choices.
2.4 U(m)-bundles and the mapping space MapC0(X,BU×Z)
Let X and E• be fixed. We now explain a useful framework for studying ori-
entations on BP simultaneously for all principal U(m)-bundles P → X and all
m > 1, using the complex K-theory groups K0(X),K1(X) and the topological
mapping space C := MapC0(X,BU×Z). This can then be used to study orien-
tations on BQ for all principal SU(m)-bundles Q→ X . Parts of the theory also
work for SO(m)-bundles and Sp(m)-bundles.
2.4.1 The Euler form χE• : K0(X)×K0(X)→ Z
Definition 2.20. Work in the situation of Definition 1.2, and use the K-theory
notation of §2.3.1. Let P1 → X , P2 → X be principal U(m1)- and U(m2)-
bundles with JP1K = α and JP2K = β in K
0(X). Choose connections ∇P1 ,∇P2
on P1, P2. Let ρ12 : U(m1) × U(m2) → AutC(C
m1 ⊗C C
m2) be the tensor
product of the usual representation of U(m1) on C
m1 and the complex conjugate
representation of U(m2) on C
m2 . We have a vector bundle ρ12(P1 ×X P2) =
(P1×X P2×C
m1 ⊗CC
m2)/U(m1)×U(m2) over X with fibre C
m1 ⊗CC
m2 , with
a connection ∇ρ12(P1×XP2) induced by ∇P1 ,∇P2 . Thus as in Definition 1.2 we
may form the twisted complex elliptic operator
D∇ρ12(P1×XP2) : Γ∞(ρ12(P1 ×X P2)⊗ E0) −→ Γ
∞(ρ12(P1 ×X P2)⊗ E1).
The complex index indC(D
∇ρ12(P1×XP2)) is independent of ∇P1 ,∇P2 , and so
depends only on X,E•, α, β. Replacing P1 or P2 by a direct sum P
′
1 ⊕ P
′′
1 ,
P ′2 ⊕ P
′′
2 gives a direct sum of the corresponding elliptic operators. Hence
indC(D
∇ρ12(P1×XP2)) is biadditive in α, β. Therefore there exists a unique biad-
ditive map χE• : K0(X)×K0(X)→ Z which we call the Euler form, such that
indC(D
∇ρ12(P1×XP2)) = χE•(α, β) for all P1, P2, α, β as above.
Swapping round P1, P2, m1,m2 and α, β replaces C
m1⊗Cm2 by Cm2⊗Cm1 ,
and so complex conjugates ρ12(P1 ×X P2) and D
∇ρ12(P1×XP2) , which does not
change the index. Hence χE•(α, β) = χE•(β, α) for all α, β ∈ K0(X).
When P1 = P2 = P and α = β, we have ρ12(P ×X P ) ∼= Ad(P ) ⊗R C,
so the complex index indC(D
∇ρ12(P×XP )) equals the real index indR(D
∇Ad(P )).
Therefore for indE•P as in Definition 1.2, we have
indE•P = χ
E•(JP K, JP K). (2.16)
If P1 → X and P2 → X are principal U(m1)- and U(m2)-bundles with
JP1K = α and JP2K = β, then Example 2.11 defines an isomorphism φP1,P2 :
OE•P1 ⊠Z2 O
E•
P2
→ Φ∗P1,P2(O
E•
P1⊕P2
), and (2.11) relates φP2,P1 , φP1,P2 under the
isomorphism BP2 ×BP1 ∼= BP1 ×BP2 . The first sign in (2.11) is written in terms
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of χE• by (2.16), and for the second we have
1
2 ind
E•
P1×XP2,ρ
= 12 indR(D
∇ρ12(P1×XP2)) = indC(D
∇ρ12(P1×XP2)) = χE•(α, β).
Hence (2.11) may be rewritten
φP2,P1 = (−1)
χE•(α,β)+χE• (α,α)χE• (β,β) · φP1,P2 . (2.17)
2.4.2 The mapping spaces C, Cα and orientation bundles OE•α
Definition 2.21. Let X be a compact, connected manifold of dimension n, and
use the notation of §2.3. Write C = MapC0(X,BU×Z) for the topological space
of continuous maps X → BU × Z, with the compact-open topology. Equation
(2.13) identifies the set π0(C) of path-connected components of C with K0(X).
Write Cα for the connected component of C corresponding to α ∈ K0(X) under
(2.13), so that C =
∐
α∈K0(X) Cα.
Define Φ : C×C → C by Φ : (f, g) 7→ µ′◦(f, g), where µ′ : (BU×Z)2 → BU×Z
is as in §2.3.3. Then Φ is natural, commutative, and associative, up to homotopy,
as µ′ is, so [Φ] is natural, commutative, and associative in Topho. Write Φα,β =
Φ|Cα×Cβ : Cα × Cβ → Cα+β for α, β ∈ K
0(X). Then the following diagrams
commute up to homotopy for all α, β, γ ∈ K0(X), where σ : Cα×Cβ → Cβ ×Cα
exchanges the two factors:
Cα × Cβ
≃
Φα,β
**
σ

Cβ × Cα
Φβ,α
// Cα+β ,
(2.18)
Cα × Cβ × Cγ
≃
idCα×Φβ,γ
//
Φα,β×idCγ

Cα × Cβ+γ
Φα,β+γ

Cα+β × Cγ
Φα+β,γ
// Cα+β+γ .
(2.19)
Now let P → X be a principal U(m)-bundle. Choose a classifying space
πcla : BclaP → BP for the topological stack BP , as in §2.3.4. There is a universal
principal U(m)-bundle UP = (P ×AP )/GP → X ×BP , so (idX × π
cla)∗(UP )→
X × BclaP is a principal U(m)-bundle over a paracompact topological space. As
in §2.3.3 this corresponds to some fP : X × B
cla
P → BU(m). Write ΣP : B
cla
P →
MapC0(X,BU(m)) for the corresponding map. Then fP ,ΣP are unique up to
homotopy, so [ΣP ] is unique in Top
ho.
Connected components of MapC0(X,BU(m)) correspond to isomorphism
classes [Q] of principal U(m)-bundles Q → X . Write MapC0(X,BU(m))[P ]
for the connected component corresponding to [P ]. Using the arguments of
Donaldson–Kronheimer [20, Prop. 5.1.4] and Atiyah–Bott [3, Prop. 2.4], we see
that ΣP : B
cla
P → MapC0(X,BU(m))[P ] is a homotopy equivalence.
Define ΣCP : B
cla
P → C by Σ
C
P : b 7→ Πm ◦ ΣP (b) for Πm : BU(m) → BU × Z
as in §2.3.3. Then ΣCP maps B
cla
P → Cα, where α = JP K ∈ K
0(X). Equation
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(2.15) and ΣP a homotopy equivalence yield
πk(Σ
C
P ) : πk(B
cla
P ) −→ πk(Cα) is an isomorphism if 0 6 k 6 2m− n, (2.20)
where the case k = 0 is trivial as BclaP , Cα are connected.
Suppose Q → X is a principal U(m′)-bundle with JQK = β ∈ K0(X), so
P ⊕Q→ X is a principal U(m+m′)-bundle with JP ⊕QK = α+ β, and (2.9)
defines a morphism ΦP,Q : BP × BQ → BP⊕Q. Then the following diagram
commutes up to homotopy:
BclaP × B
cla
Q
ΣCP×Σ
C
Q
..
≃ΦclaP,Q

ΣP×ΣQ
//
MapC0(X,BU(m))[P ]×
MapC0(X,BU(m
′))[Q]
≃
(Πm◦)×(Πm′◦)
//
µm,m′◦

Cα × Cβ
Φα,β=µ
′◦

BclaP⊕Q
ΣCP⊕Q
00
ΣP⊕Q
// MapC0(X,BU(m+m
′))[P⊕Q]
Πm+m′◦
// Cα+β ,
(2.21)
where the left hand square commutes as ΦP,Q, µm,m′ both come from direct
sums, the right hand square commutes as µ = lim
−→m,m′→∞
µm,m′ in §2.3.3, and
the semicircles commute by definition of ΣCP ,Σ
C
Q,Σ
C
P⊕Q.
Definition 2.22. Continue in the situation of Definition 2.21, and let E• be
a real elliptic operator on X . Let P → X be a principal U(m)-bundle, with
JP K = α ∈ K0(X), so that rankα = m, and suppose that 2m > n = dimX .
As in Definition 1.2 we have (n-)orientation bundles OE•P → BP , Oˇ
E•
P → BP ,
so pulling back gives principal Z2-bundles (π
cla)∗(OE•P ), (π
cla)∗(OˇE•P ) on B
cla
P .
Equation (2.20) implies that ΣCP : B
cla
P → Cα is an isomorphism on π0 and π1.
Since principal Z2-bundles depend only on π0 and π1, this means that (Σ
C
P )
∗
is an equivalence of categories from principal Z2-bundles on Cα to principal
Z2-bundles on B
cla
P .
Thus, there exist principal Z2-bundles O
E•
α → Cα, Oˇ
E•
α → Cα, unique up to
canonical isomorphism, with given isomorphisms
σCP : (π
cla)∗(OE•P )→ (Σ
C
P )
∗(OE•α ), σˇ
C
P : (π
cla)∗(OˇE•P )→ (Σ
C
P )
∗(OˇE•α ). (2.22)
As in §2.3.1, as 2m > n the U(m)-bundle P → X with JP K = α is determined
by α ∈ K0(X) up to isomorphism, and such P exist for any α with rankα = m.
We claim that OE•α , Oˇ
E•
α are independent of all choices P,B
cla
P ,Σ
C
P up to
canonical isomorphism, and so depend only on X,E•, α. To see this, note that
ΣCP = (Πm◦) ◦ ΣP depends on a choice of fP : X × B
cla
P → BU(m). As in
Example 2.19(a), this fP lies in a contractible space. Thus, not only is Σ
C
P
unique up to homotopy, but the homotopies between two choices ΣCP,0,Σ
C
P,1 are
themselves unique up to homotopy. Hence, in the discussion of Remark 2.17,
the Z2-bundles O
E•
α , Oˇ
E•
α are independent of the choice of Σ
C
P up to canonical
isomorphism. Independence of P,BclaP is also straightforward.
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For all α ∈ K0(X) with 2 rankα > n, we have now constructed principal
Z2-bundles O
E•
α → Cα, Oˇ
E•
α → Cα, with natural isomorphisms σ
C
P , σˇ
C
P in (2.22)
on BclaP whenever P → X is a principal U(m)-bundle with JP K = α. Shortly we
will extend this to all α ∈ K0(X), omitting the condition 2 rankα > n.
Let Q → X be a principal U(m′)-bundle with JQK = β ∈ K0(X), and
suppose 2m′ > n. Then we have a homotopy commutative diagram (2.21).
Consider the diagram of principal Z2-bundles on B
cla
P × B
cla
Q , parallel to (2.21):
(πcla)∗(OE•P )⊠Z2 (π
cla)∗(OE•Q )
σCP⊠σ
C
Q
//
(picla)∗(φP,Q)

(ΣCP )
∗(OE•α )⊠Z2 (Σ
C
Q)
∗(OE•β )
(ΣCP×Σ
C
Q)
∗(φα,β)

(πcla)∗(Φ∗P,Q(O
E•
P⊕Q))≃
(ΦclaP,Q)
∗◦(πcla)∗(OE•P⊕Q)
(ΦclaP,Q)
∗
(σCP⊕Q)
//
(ΦclaP,Q)
∗◦
(ΣCP⊕Q)
∗(OE•α+β)
≃
(2.21)
//
(ΣCP × Σ
C
Q)
∗◦
Φ∗α,β(O
E•
α+β).
(2.23)
Here the two ‘≃’ are isomorphisms relating pullbacks of the same bundle by
homotopic morphisms, as in Remark 2.17. As in Remark 2.17(b) and Example
2.19, we can choose the homotopies canonically up to homotopies of homotopies,
so the two ‘≃’ are independent of choices.
Since ΣCP ×Σ
C
Q is an isomorphism on π0 and π1 by (2.20), there is a unique
isomorphism of principal Z2-bundles on Cα × Cβ making (2.23) commute:
φα,β : O
E•
α ⊠Z2 O
E•
β −→ Φ
∗
α,β(O
E•
α+β). (2.24)
The analogous argument using n-orientation bundles gives an isomorphism
φˇα,β : Oˇ
E•
α ⊠Z2 Oˇ
E•
β −→ Φ
∗
α,β(Oˇ
E•
α+β). (2.25)
The proof above showing OE•α , Oˇ
E•
α are independent of choices implies that
φα,β , φˇα,β are independent of choices P,Q, . . . , and depend only on X,E•, α, β.
Let α, β, γ ∈ K0(X) with 2 rankα, 2 rankβ, 2 rankγ > n. Then we have
homotopy commutative diagrams (2.18)–(2.19). The φα,β in (2.24) satisfy:
σ∗(φβ,α)
(2.18)
≃ (−1)χ
E• (α,β)+χE• (α,α)χE• (β,β) · φα,β , (2.26)
(Φα,β × idCγ )
∗(φα+β,γ) ◦ (φα,β ⊠ idOE•γ )
(2.19)
≃ (idCα × Φβ,γ)
∗(φα,β+γ) ◦ (idOE•α ⊠ φβ,γ).
(2.27)
Here two sides of (2.26) are isomorphisms OE•α ⊠Z2O
E•
β → (Φβ,α◦σ)
∗(OE•α+β)
and OE•α ⊠Z2 O
E•
β → Φ
∗
α,β(O
E•
α+β), where Φβ,α ◦ σ ≃ Φα,β by (2.18), and (2.26)
means the two sides are identified by the isomorphism (Φβ,α ◦ σ)∗(O
E•
α+β)
∼=
Φ∗α,β(O
E•
α+β) from parallel translation along the homotopy in (2.18). As in Re-
mark 2.17(b) and Example 2.19, we can choose this homotopy canonically up to
homotopies of homotopies, so the isomorphism (Φβ,α◦σ)∗(O
E•
α+β)
∼= Φ∗α,β(O
E•
α+β)
is independent of choices. Equation (2.27) is interpreted the same way. We prove
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(2.26)–(2.27) by combining (2.23) with the analogues (2.17) and (2.12) for the
φP,Q. The analogues of (2.26)–(2.27) also hold for the φˇα,β in (2.25).
Let α, β ∈ K0(X) with 2 rankα, 2 rankβ > n, and pick a base-point b in
Cβ . Then restricting (2.24) to Cα × {b} ∼= Cα gives a canonical isomorphism of
principal Z2-bundles on Cα:
OE•α
∼= (Φα,β(−, b))
∗(OE•α+β)⊗Z2 (O
E•
β |b)
∗. (2.28)
Observe that the right hand side of (2.28) makes sense even if 2 rankα 6 n,
provided 2 rankβ, 2 rank(α+ β) > n, for example if β = N1X for N ≫ 0. Thus
we can take (2.28) to be the definition of OE•α when 2 rankα 6 n. Straight-
forward arguments using the associativity property (2.27) show that (2.28) is
independent of the choice of β and b ∈ Cβ up to canonical isomorphism. We
define OˇE•α → Cα when 2 rankα 6 n using (2.25) in the same way.
Define principal Z2-bundles O
E• → C, OˇE• → C by OE• |Cα = O
E•
α and
OˇE• |Cα = Oˇ
E•
α for all α ∈ K
0(X).
We can also show that the φα,β in (2.24) for 2 rankα, 2 rankβ > n extend
uniquely to φα,β for all α, β ∈ K0(X), such that (2.26)–(2.27) hold for all
α, β, γ ∈ K0(X), and the definition (2.28) of OE•α for 2 rankα 6 n is identified
with φα,β |Cα×{b}. We extend φˇα,β in (2.25) to all α, β in the same way.
Suppose P → X is a principal U(m)-bundle for 2m 6 n, and α = JP K ∈
K0(X). Choose β ∈ K0(X) with 2 rankβ, 2 rank(α + β) > n, set m′ = rankβ,
and let Q→ X be a principal U(m′)-bundle with JQK = β. Then in (2.23), all
morphisms are defined except σCP . As for (2.28), picking a base-point b ∈ B
cla
Q
there is a unique isomorphism σCP in (2.22) such that the restriction of (2.23) to
BclaP ×{b} commutes. Using (2.12) and (2.27) we can show σ
C
P is independent of
β,Q, b, and that (2.23) commutes for all P,Q without supposing 2m, 2m′ > n.
We construct σˇCP in (2.22) in the same way.
In the obvious way, we say that C, Cα are orientable (or n-orientable) for α
in K0(X) if OE• , OE•α (or Oˇ
E• , OˇE•α ) are trivializable, and an orientation ωα (or
n-orientation ωˇα) for Cα is a trivialization OE•α ∼= Cα ×Z2 (or Oˇ
E•
α
∼= Cα ×Z2).
Remark 2.23. (a) The importance of (2.22) is that it shows that if Cα is
orientable then BP is orientable for any principal U(m)-bundle P → X with
JP K = α in K0(X), and an orientation for Cα induces orientations on BP for all
such P . Hence, if we can construct orientations on Cα for all α ∈ K0(X), we
obtain orientations on BP for all U(m)-bundles P → X , for all m > 0.
(b) Here is an example of how to apply equations (2.24) and (2.26) above to
orientations. Suppose α, β ∈ K0(X) with Cα, Cβ, Cα+β orientable, and choose
orientations ωα, ωβ , ωα+β on Cα, Cβ , Cα+β , where ωα : OE•α
∼=
−→Cα × Z2, and so
on. Then in (2.24), ωα ⊠ ωβ is a trivialization of O
E•
α ⊠Z2 O
E•
β → Cα × Cβ , so
φα,β(ωα ⊠ ωβ) is a trivialization of Φ
∗
α,β(O
E•
α+β) → Cα × Cβ , as is Φ
∗
α,β(ωα+β).
Since Cα × Cβ is connected, there is a unique ǫα,β = ±1 with
φα,β(ωα ⊠ ωβ) = ǫα,β · Φ
∗
α,β(ωα+β), and similarly
φβ,α(ωβ ⊠ ωα) = ǫβ,α · Φ
∗
β,α(ωα+β).
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Then (2.26) implies that ǫα,β, ǫβ,α are related by
ǫβ,α = (−1)
χE•(α,β)+χE• (α,α)χE• (β,β) · ǫα,β. (2.29)
The same methods work for (2.27), and for n-orientations.
(c) Equations (2.26)–(2.27) need to be interpreted carefully as they relate iso-
morphisms by homotopic morphisms. However, when we apply them to ori-
entations on Cα, Cβ , Cγ as in (b), they simplify, as we need not worry about
homotopies. Also, as in Remark 2.17, in the orientable case the issue of pull-
backs by homotopic morphisms being non-canonically isomorphic disappears.
2.4.3 The isomorphism π1(Cα) ∼= K1(X), and orientability
Proposition 2.24. In Definition 2.22, for each α ∈ K0(X), we have:
(a) Cα is homotopy-equivalent to C0.
(b) Cα is orientable if and only if C0 is orientable.
(c) The fundamental group is π1(Cα) ∼= K1(X), for K1(X) as in §2.3.1.
Proof. For (a), let α ∈ K0(X), choose points p ∈ Cα, q ∈ C−α, and set r =
Φα,−α(p, q) and s = Φ−α,α(p, q) in C0. Then we have morphisms
Φ0,α|C0×{p} : C0
∼= C0 × {p} −→ Cα,
Φα,−α|Cα×{q} : Cα
∼= Cα × {q} −→ C0.
By (2.19), we have homotopies
Φα,−α|Cα×{q} ◦ Φ0,α|C0×{p} ≃ Φ0,0|C0×{r} : C0 −→ C0,
Φ0,α|C0×{p} ◦ Φα,−α|Cα×{q} ≃ Φα,0|Cα×{s} : Cα −→ Cα.
As BU×Z is an H-space in the sense of May [41, §22.2], C = MapC0(X,BU×Z)
is also an H-space, so it has a homotopy identity, which may be any point in
C0, such as r, s. Thus Φ|C×{r} ≃ idC ≃ Φ|C×{s}, so Φ0,0|C0×{r} ≃ idC0 and
Φα,0|Cα×{s} ≃ idCα . Therefore Φ0,α|C0×{p} and Φα,−α|Cα×{q} are homotopy
inverses, and Cα is homotopy-equivalent to C0.
For (b), if ωα is an orientation for Cα then φ
−1
0,α|C0×{p}(ωα) from (2.24) is an
orientation for OE•0 ⊗Z2
(
OE•α |p
)
, so choosing an identification OE•α |p ∼= Z2 gives
an orientation for C0. Thus, if Cα is orientable, then C0 is orientable. Similarly,
if C0 is orientable then Cα is orientable. Part (c) follows from (2.14).
Combining Proposition 2.24(c) with Lemma 2.4 yields a criterion for ori-
entability of the Cα,BP , as in Problem 1.3(a):
Corollary 2.25. In the situation of Definition 2.22, if K1(X)⊗Z Z2 = 0 then
Cα is orientable for all α ∈ K0(X), and hence by (2.22), BP is orientable for all
principal U(m)-bundles P → X. By the Atiyah–Hirzebruch spectral sequence,
a sufficient condition for K1(X)⊗Z Z2 = 0 is that Hodd(X,Z2) = 0.
A version of this corollary is used by Cao and Leung [15, §10.4], [16, Th. 2.1].
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2.4.4 An index-theoretic expression for obstruction to orientability
In Definition 2.22, there is a group morphism π1(C0) → {±1} mapping [γ] in
π1(C0) to the monodromy of the principal Z2-bundle O
E•
0 → C0 round the loop
γ, and C0 is orientable if and only if this morphism is the constant map 1. So
by Proposition 2.24(b),(c), this gives a natural morphism Θ : K1(X) → {±1},
such that Cα is orientable for all α ∈ K0(X) if and only if Θ ≡ 1.
By a calculation in index theory following Atiyah and Singer [5–9], using the
Atiyah–Singer Index Theorem for families [8] over a base S1, one can show that
Θ is given by the commutative diagram:
K1(X)
Θ

K−1(X)
Ad−1
// KO−1(X)
β 7→pi∗(β)∪σ(E•)

{±1} KO−1(∗)
∼=oo KO−1cs (TX).
t-ind−1oo
Here Adi : Ki(X)→ KOi(X) is a natural quadratic map which when i = 0
maps Ad0 : JP K 7→ JAd(P )K for any principal U(m)-bundle P → X . Also
KOics(TX) is the compactly-supported real K-theory of the tangent bundle
TX , and σ(E•) ∈ KO0cs(TX) is defined using the symbol of E•, and π
∗ :
KO−1(X) → KO−1(TX) is pullback by π : TX → X , and ∪ : KO−1(TX)×
KO0cs(X) → KO
−1
cs (X) is the cup product, and t-ind
i : KOics(TX) → KO
i(∗)
is the topological index morphism of Atiyah and Singer [5, §3].
2.5 Comparing orientations under direct sums
We define the orientation group of X,E•:
Definition 2.26. In the situation of Definition 2.22, suppose that C0 is ori-
entable, so that Cα is orientable for all α ∈ K0(X) by Proposition 2.24(b).
Thus, each Cα has two possible orientations, as it is connected.
There is a natural orientation ω¯0 on C0, defined as follows. Let P = X ×
U(0) → X be the trivial U(0)-bundle with JP K = 0 in K0(X). Then BP in
Definition 1.1 is a point, and OE•P = {1,−1} is naturally trivial. We fix ω¯0 by
requiring that (σCP )∗(1) = (Σ
C
P )
∗(ω¯0), for σ
C
P as in (2.22). Equivalently, ω¯0 is
characterized by (0, ω¯0) ⋆ (0, ω¯0) = (0, ω¯0), using the multiplication ⋆ below.
Define the orientation group Ω(X), initially just as a set, by
Ω(X) =
{
(α, ωα) : α ∈ K
0(X), ωα is an orientation on Cα
}
.
Define a map π : Ω(X) → K0(X) by π : (α, ωα) 7→ α. Define an action
· : {±1} ×Ω(X)→ Ω(X) by ǫ · (α, ωα) = (α, ǫ · ωα) for ǫ = ±1. Then π, · make
Ω(X) into a principal Z2-bundle over K
0(X).
Define a multiplication ⋆ : Ω(X)× Ω(X)→ Ω(X) by
(α, ωα) ⋆ (β, ωβ) = (α + β, ωα+β), where ωα+β is uniquely
determined by φα,β(ωα ⊠ ωβ) = Φ
∗
α,β(ωα+β),
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using the notation of Definitions 2.21–2.22 and Remark 2.23(b). Equation (2.27)
implies that ⋆ is associative. From the definition of ω¯0 we see that (0, ω¯0) ⋆
(α, ωα) = (α, ωα) ⋆ (0, ω¯0) = (α, ωα), so (0, ω¯0) is the identity in Ω(X). For
any (α, ωα) in Ω(X), we can easily show that some ω−α, one of the two possible
orientations on C−α, satisfies (−α, ω−α)⋆(α, ωα) = (α, ωα)⋆(−α, ω−α) = (0, ω¯0),
so inverses exist in Ω(X). Thus Ω(X) is a group, which depends on X,E•. The
multiplication in Ω(X) compares orientations on Cα, Cβ , Cα+β under the direct
sum morphisms Φα,β , φα,β of §2.4.2.
Clearly the map π : Ω(X) → K0(X) is a surjective group morphism, with
kernel {(0, ω¯0), (0,−ω¯0)} ∼= {±1}, so we have an exact sequence of groups
0 // {1,−1} // Ω(X)
pi // K0(X) // 0. (2.30)
Equations (2.26) and (2.29) imply that for all (α, ωα), (β, ωβ) in Ω(X) we have
(β, ωβ) ⋆ (α, ωα) = (−1)
χE• (α,β)+χE• (α,α)χE• (β,β) · (α, ωα) ⋆ (β, ωβ). (2.31)
So in general Ω(X) may not be abelian.
The orientation group Ω(X) is closely related to the problem of choosing
canonical orientations on mapping spaces Cα for all α ∈ K0(X), and hence
canonical orientations on BP for all principal U(m)-bundles P → X as in Def-
inition 2.22, with relations between these canonical orientations under direct
sums, as in Problem 1.3(c).
Observe that choosing an orientation ω˜α on Cα for all α ∈ K0(X) is equiva-
lent to choosing a bijection Λ : Ω(X)
∼=
−→K0(X)×{±1} compatible with (2.30).
Then there are ǫ˜α,β ∈ {±1} such that (α, ω˜α) ⋆ (β, ω˜β) = ǫ˜α,β · (α + β, ω˜α+β),
which encode the multiplication ⋆ on Ω(X), and the signs ǫP1,P2 in Problem
1.3(c) are ǫP1,P2 = ǫ˜JP1K,JP2K. So, Problem 1.3(c) is really about understanding
the group Ω(X) and writing the multiplication ⋆ in an explicit form under a
suitable trivialization Λ of the principal Z2-bundle π : Ω(X)→ K0(X).
The next theorem is just an exercise in group theory: it classifies groups
Ω(X) in an exact sequence (2.30) satisfying (2.31), and uses no further properties
of Ω(X). It shows that Ω(X) depends up to isomorphism only on the finitely
generated abelian groupK0(X), the Euler form χE• : K0(X)×K0(X)→ Z, and
a certain group morphism Ξ : G → {±1}, where G = {γ ∈ K0(X) : 2γ = 0} is
the 2-torsion subgroup of K0(X). It provides explicit signs ǫ˜α,β as above, which
are the signs (−1)
∑
16h<i61(χ
E•
hi
+χE•
hh
χE•ii )a
′
hai · Ξ(γ) in the third line of (2.35).
Parts (b),(c) are at least a partial solution of Problem 1.3(c).
Theorem 2.27. Let X be a compact n-manifold and E• an elliptic operator on
X, and use the notation of §2.4.2. Suppose C0 is orientable, so Definition 2.26
defines the orientation group Ω(X), and a natural orientation ω¯0 for C0. Since
K0(X) is a finitely generated abelian group, we may choose an isomorphism
K0(X) ∼= Zr ×
∏
j∈J Z2pj ×
∏
k∈K Zqk , (2.32)
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where J,K are finite indexing sets, and pj > 0, qk > 1 for j ∈ J, k ∈ K
with qk odd. Under the isomorphism (2.32) we write elements of K
0(X) as(
(a1, . . . , ar), (bj)j∈J , (ck)k∈K
)
for ai ∈ Z, bj ∈ Z2pj , ck ∈ Zqk . We may write
χE•
[(
(a1, . . . , ar), (bj)j∈J , (ck)k∈K
)
,
(
(a′1, . . . , a
′
r), (b
′
j)j∈J , (c
′
k)k∈K
)]
=
∑r
h,i=1 χ
E•
hi aha
′
i,
where χE•hi ∈ Z with χ
E•
ih = χ
E•
hi . Write G = {γ ∈ K
0(X) : 2γ = 0} for the
2-torsion subgroup of K0(X), so that in the representation (2.32) we have
G =
{(
(0, . . . , 0), (bj)j∈J , (0)k∈K
)
: bj = 0 + 2
pjZ or 2pj−1 + 2pjZ
}
. (2.33)
Then:
(a) There is a unique group morphism Ξ : G → {1,−1} depending on X,E•,
such that if γ ∈ G then for any orientation ωγ on Cγ we have
(γ, ωγ) ⋆ (γ, ωγ) = Ξ(γ) · (0, ω¯0). (2.34)
(b) There exists a bijection Λ : Ω(X)
∼=
−→K0(X) × {±1} such that using Λ
and (2.32) to identify Ω(X) with Zr×
∏
j∈J Z2pj ×
∏
k∈K Zqk ×{±1}, the
multiplication ⋆ in Ω(X) is given explicitly by
[(
(a1, . . . , ar), (bj)j∈J , (ck)k∈K
)
, ǫ
]
⋆
[(
(a′1, . . . , a
′
r), (b
′
j)j∈J , (c
′
k)k∈K
)
, ǫ′
]
=
[(
(a1 + a
′
1, . . . , ar + a
′
r), (bj + b
′
j)j∈J , (ck + c
′
k)k∈K
)
,
(−1)
∑
16h<i61(χ
E•
hi
+χE•
hh
χE•ii )a
′
hai · Ξ(γ) · ǫǫ′
]
, (2.35)
where γ ∈ G is constructed from (bj)j∈J , (b′j)j∈J as follows: write bj =
b¯j + 2
pjZ, b′j = b¯
′
j + 2
pjZ for b¯j , b¯
′
j ∈ {0, 1, . . . , 2
pj − 1}. Then under
(2.33) we set γ =
(
(0, . . . , 0), (b˜j)j∈J , (0)k∈K
)
, where b˜j = 0 + 2
pjZ if
b¯j + b¯
′
j < 2
pj and b˜j = 2
pj−1 + 2pjZ if b¯j + b¯
′
j > 2
pj , for j ∈ J .
(c) Suppose Λ, Λ˜ both satisfy (b). Then there exist unique signs ηi, ζj ∈ {±1}
for i = 1, . . . , r and j ∈ J such that for all [((a1, . . . , ar), . . .), ǫ] we have
Λ˜ ◦ Λ−1
[(
(a1, . . . , ar), (bj)j∈J , (ck)k∈K
)
, ǫ
]
=
[(
(a1, . . . , ar), (bj)j∈J , (ck)k∈K
)
,
∏r
i=1 η
ai
i ·
∏
j∈J ζ
bj
j · ǫ
]
.
(2.36)
Conversely, if Λ satisfies (b) and ηi, ζj ∈ {±1} are given for all i, j, and
we define Λ˜ : Ω(X)
∼=
−→K0(X)× {±1} by (2.36), then Λ˜ satisfies (b).
Proof. The first part of the theorem is immediate. For (a), if γ ∈ G and ωγ is
an orientation on Cγ then there is a unique Ξ(γ) = ±1 satisfying (2.34), so as
(γ, ωγ) ⋆ (γ, ωγ) = (γ,−ωγ) ⋆ (γ,−ωγ), the map Ξ : G → {±1} is well defined.
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To see that Ξ is a group morphism, note that if γ, γ′ ∈ G with γ′′ = γ + γ′ and
ωγ , ωγ′ are orientations on Cγ , Cγ′ with (γ, ωγ) ⋆ (γ′, ωγ′) = (γ′′, ωγ′′), then
Ξ(γ+γ′) · (0, ω¯0)=(γ
′′, ωγ′′) ⋆ (γ
′′, ωγ′′)=(γ, ωγ) ⋆ (γ
′, ωγ′) ⋆ (γ, ωγ) ⋆ (γ
′, ωγ′)
= (γ, ωγ) ⋆ (γ, ωγ) ⋆ (γ
′, ωγ′) ⋆ (γ
′, ωγ′) =
[
Ξ(γ) · (0, ω¯0)
]
⋆
[
Ξ(γ′) · (0, ω¯0)
]
= Ξ(γ)Ξ(γ′) · (0, ω¯0),
using (2.34) in the fourth step and (2.31) with χE• |G×G = 0 in the third. Hence
Ξ(γ + γ′) = Ξ(γ)Ξ(γ′), and Ξ is a morphism, proving (a).
For (b), define elements λi, µj, νk in K
0(X) for i = 1, . . . , r, j ∈ J , k ∈ K
which are identified by (2.32) with elements which have ak = 1, and bj = 1,
and ck = 1 respectively, and all other entries zero, so that (2.32) identifies(
(a1, . . . , ar), (bj)j∈J , (ck)k∈K
)
with
∑
i aiλi +
∑
j bjµj +
∑
k ckνk in K
0(X).
For all i = 1, . . . , r choose an arbitrary orientation ω˜λi for Cλi . For all j ∈ J
choose an arbitrary orientation ω˜µj for Cµj . For each k ∈ K, let ω˜νk be the
unique orientation for Cνk satisfying
(νk, ω˜νk)
qk =
p qk copies q
(νk, ω˜νk) ⋆ · · · ⋆ (νk, ω˜νk) = (0, ω¯0). (2.37)
This is well defined as qkνk = 0 in K
0(X), and replacing ω˜νk by −ω˜νk multiplies
the left hand side of (2.37) by (−1)qk = −1, as qk is odd, so exactly one of the
two orientations on Cνk satisfies (2.37).
Let α ∈ K0(X). Then α corresponds under (2.32) to some
(
(a1, . . . , ar),
(bj)j∈J , (ck)k∈K
)
. Write bj = b¯j + 2
pjZ for unique b¯j = 0, . . . , 2
pj − 1 and
cj = c¯j + qjZ for unique c¯j = 0, . . . , qj − 1. Define an orientation ω˜α on Cα by
(α, ω˜α) = (λ1, ω˜λ1)
a1 ⋆ · · · ⋆ (λr , ω˜λr)
ar ⋆
∏
j∈J
(µj , ω˜µj )
b¯j ⋆
∏
k∈K
(νk, ω˜νk)
c¯k . (2.38)
Here we should be careful as Ω(X) may not be abelian by (2.31), and we have
not specified orderings of J,K. But in fact χE• is zero on the torsion factors of
K0(X), so the elements (µj , ω˜µj ), (νk, ω˜νk) in (2.38) lie in the centre of Ω(X),
and only the order of the factors (λ1, ω˜λ1)
a1 , . . . , (λr , ω˜λr)
ar matters. Define
Λ : Ω(X)→ K0(X)× {±1} in (b) by, for all α ∈ K0(X) and ǫ = ±1
Λ : (α, ǫ · ω˜α) 7−→
[(
(a1, . . . , ar), (bj)j∈J , (ck)k∈K
)
, ǫ
]
. (2.39)
Equation (2.35) now follows from (2.38)–(2.39), the fact that (µj , ω˜µj ),
(νk, ω˜νk) lie in the centre of Ω(X), and the next three equations[
(λ1, ω˜λ1)
a1 ⋆ · · · ⋆ (λr, ω˜λr )
ar
]
⋆
[
(λ1, ω˜λ1)
a′1 ⋆ · · · ⋆ (λr , ω˜λr)
a′r
]
(2.40)
= (−1)
∑
16h<i61(χ
E•
hi
+χE•
hh
χE•ii )a
′
hai ·
[
(λ1, ω˜λ1)
a1+a
′
1 ⋆ · · · ⋆ (λr, ω˜λr )
ar+a
′
r
]
,[∏
j∈J (µj , ω˜µj )
b¯j
]
⋆
[∏
j∈J (µj , ω˜µj )
b¯′j
]
=
[∏
j∈J (µj , ω˜µj )
b¯j+b¯
′
j−(bj+b
′
j)
]
⋆
[∏
j∈J (µj , ω˜µj )
(bj+b′j)
]
= (γ, ω˜γ) ⋆ (γ, ω˜γ) ⋆
[∏
j∈J (µj , ω˜µj )
(bj+b′j)
]
= Ξ(γ) ·
[∏
j∈J (µj , ω˜µj )
(bj+b′j)
]
,
(2.41)
34
[∏
k∈K(νk, ω˜νk)
c¯k
]
⋆
[∏
k∈K(νk, ω˜νk)
c¯′k
]
=
[∏
k∈K(νk, ω˜νk)
c¯k+c¯
′
k−(ck+c
′
k
)
]
⋆
[∏
k∈K(νk, ω˜νk)
(ck+c′k)
]
=
[∏
k∈K(νk, ω˜νk)
(ck+c′k)
]
,
(2.42)
where γ ∈ G in (2.41) is defined as in (b). Here (2.40) follows from (2.31). The
first step of (2.41) is immediate as the (µj , ω˜µj ) commute in Ω(X), the second
holds as for each j ∈ J either b¯j + b¯′j − (bj + b
′
j) = 0 in which case b˜j = 0+2
pjZ
in (b), or b¯j+ b¯
′
j−(bj + b
′
j) = 2
pj in which case b˜j = 2
pj−1+2pjZ in (b), and the
third holds by (2.34) as (0, ω¯0) is the identity in Ω(X). The first step of (2.42)
is immediate as the (νk, ω˜νk) commute in Ω(X), and the second step holds by
(2.37) as c¯k + c¯
′
k − (ck + c
′
k) = 0 or qk for each k ∈ K. This completes (b).
For (c), note that the only arbitrary choices we made in the proof of (b) were
orientations ω˜λi for Cλi for i = 1, . . . , r and ω˜µj for Cµj for all j ∈ J . Replacing
ω˜λi and ω˜µj by ηi · ω˜λi and ζj · ω˜µj for all i, j with ηi, ζj ∈ {±1} would yield
an alternative bijection Λ˜ satisfying (b), where Λ, Λ˜ are related by (2.36). This
proves the last part of (c).
For the first part, note that if Λ˜ satisfies (b) then we must have Λ˜(λi, ω˜λi) =
(λi, ηi) for some ηi = ±1, all i = 1, . . . , r, and Λ˜(µj , ω˜µj ) = (µj , ζj) for some
ζj = ±1, all j ∈ J . Using (2.35) and (2.37) we find that Λ˜(νk, ω˜νk) = (νk, 1) for
all k ∈ K. Then for any α ∈ K0(X), writing (α, ω˜α) as in (2.38), we can use
(2.35) to determine Λ˜(α, ω˜α) from Λ˜(λi, ω˜λi) = (λi, ηi), Λ˜(µj , ω˜µj ) = (µj , ζj)
and Λ˜(νk, ω˜νk) = (νk, 1), and it must be the same as Λ˜ constructed above with
ηi · ω˜λi and ζj · ω˜µj in place of ω˜λi , ω˜µj , so (2.36) holds.
Remark 2.28. The material of this section does not extend from unitary groups
U(m) and mapping spaces Cα = MapC0(X,BU × Z)α, to any of the families
of Lie groups O(m), SO(m), Spin(m) or Sp(m), and the corresponding mapping
spaces MapC0(X,BO×Z)α, . . . . This is because Example 2.11 does not extend to
O(m), . . . , Sp(m), as in Remark 2.12, so we have no way to compare orientations
for these groups under direct sums.
3 Constructing orientations by excision
We now explain a method for orienting moduli spaces using ‘excision’. This was
introduced by Donaldson [17, §II.4], [18, §3(b)], [20, §7.1.6] for moduli spaces of
instantons on 4-manifolds.
3.1 The Excision Theorem
The next theorem is proved by the last author [62, Th. 2.13], based on Donaldson
[17, §II.4], [18, §3(b)], and [20, §7.1.6].
Theorem 3.1 (Excision Theorem). Suppose we are given the following data:
(a) Compact n-manifolds X+, X−.
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(b) Elliptic complexes E±• on X
±.
(c) A Lie group G, and principal G-bundles P± → X± with connections ∇P± .
(d) Open covers X+ = U+ ∪ V +, X− = U− ∪ V −.
(e) A diffeomorphism ι : U+ → U−, such that E+• |U+ and ι
∗(E−• |U−) are
isomorphic elliptic complexes on U+.
(f) An isomorphism σ : P+|U+ → ι
∗(P−|U−) of principal G-bundles over
U+, which identifies ∇P+ |U+ with ι
∗(∇P− |U−).
(g) Trivializations of principal G-bundles τ± : P±|V ± → V
± × G over V ±,
which identify ∇P± |V ± with the trivial connections ∇
0, and satisfy
ι|∗U+∩V +(τ
−) ◦ σ|U+∩V + = τ
+|U+∩V + .
Then we have a canonical identification of n-orientation Z2-torsors from (1.4):
Ω+− : Oˇ
E+•
P+
∣∣
[∇
P+ ]
∼=
−→ Oˇ
E−•
P−
∣∣
[∇
P−
]
. (3.1)
The isomorphisms (3.1) are functorial in a very strong sense. For example:
(i) If we vary any of the data in (a)–(g) continuously in a family over t ∈
[0, 1], then the isomorphisms Ω+− also vary continuously in t ∈ [0, 1].
(ii) The isomorphisms Ω+− are unchanged by shrinking the open sets U±, V ±
such that X± = U± ∪ V ± still hold, and restricting ι, σ, τ±.
(iii) If we are also given a compact n-manifold X×, elliptic complex E×• , bun-
dle P× → X×, connection ∇P× , open cover X× = U× ∪ V ×, diffeo-
morphism ι′ : U− → U×, and isomorphisms σ′ : P−|U− → ι
′∗(P×|U×),
τ× : P×|V × → V
× ×G satisfying the analogues of (a)–(g), then Ω+× =
Ω−× ◦Ω+−, where Ω+× is defined using ι′ ◦ ι : U+ → U× and ι∗(σ′) ◦ σ :
P+|U+ → (ι
′ ◦ ι)∗(P×|U×).
Sketch proof. On X±, consider the elliptic operator D∇Ad(P±)⊕(D∇
0
Ad(X±×G))∗,
where D∇
0
Ad(X±×G) is the twisted elliptic operator (1.2) from the trivial bundle
X±×G→ X± with the trivial connection ∇0, and (D∇
0
Ad(X±×G))∗ is its formal
adjoint. This has determinant line
det
(
D∇Ad(P
±)
)
⊗ det
(
D∇
0
Ad(X±×G)
)∗
,
and thus by (1.4) has orientation Z2-torsor
Oˇ
E±•
P±
∣∣
[∇
P±
]
= O
E±•
P±
∣∣
[∇
P±
]
⊗Z2 O
E±•
X±×G
∣∣
[∇0]
,
as in the left and right hand sides of (3.1). Using the isomorphisms τ± in (g), we
may deform D∇Ad(P±) ⊕ (D∇
0
Ad(X±×G))∗ continuously through elliptic pseudo-
differential operators on X± to operators supported on U±, and arrange that
these operators on U+ and U− are identified by ι : U+ → U−. Since orientation
torsors also work for elliptic pseudo-differential operators, and are unchanged
under continuous deformations, the identification (3.1) follows.
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Here is a refinement of Problem 1.3 for Gauge Orientation Problems:
Problem 3.2. Suppose we are given a Gauge Orientation Problem as in Defini-
tion 1.5 and Example 1.6. Then for all compact n-manifolds X with geometric
structure T of the prescribed kind, and all principal G-bundles P → X for
G ∈ L, we should construct a canonical n-orientation on BP , such that:
(i) The n-orientations are functorial under isomorphisms of (X, T , P ), and
change continuously under continuous deformations of T .
(ii) In the situation of Theorem 3.1, if the diffeomorphism ι : U+ → U−
identifies the geometric structures T +|U+ and T
−|U− , then Ω
+− in (3.1)
identifies the canonical n-orientations on BP+ and BP− at [∇P± ].
Here part (ii) is a strong condition: in some cases it may determine the
canonical n-orientations more-or-less uniquely for all (X, T ) and P → X , though
in other cases it can be overdetermined, so no such canonical n-orientations exist.
We have two powerful methods for trivializing bundles OˇE•P → BP : when the
symbol of E• is complex linear as in Theorem 2.5, and excision, Theorem 3.1.
The next theorem relates these methods. In Theorems 4.4, 4.6, and 4.10 below
we will use the two methods in combination, in a way we believe is new.
Theorem 3.3. (a) Suppose we are given data X+ = U+ ∪ V +, E+• , G, P
+,
∇P+ , τ
+ as in Theorem 3.1(a)–(g), and we are also given a complex structure on
E+• |U+ , as in Theorem 2.5. Then there is a natural trivialization of Z2-torsors,
depending on the choice of complex structure on E+• |U+ :
Oˇ
E+•
P+
∣∣
[∇
P+ ]
∼= Z2. (3.2)
These isomorphisms (3.2) are strongly functorial as in Theorem 3.1(i)–(iv).
(b) In (a), suppose the complex structure on E+• |U+ is the restriction of a
complex structure on E+• . Then Theorem 2.5 gives a natural trivialization of
Oˇ
E+•
P+ , and (3.2) agrees with this at [∇P+ ].
(c) In the situation of Theorem 3.1, suppose we have complex structures on
E±• |U± which are identified by the isomorphism between E
+
• |U+ and ι
∗(E−• |U−)
in Theorem 3.1(e). Then (3.2) for X± induce trivializations of the left and right
hand sides of (3.1), and (3.1) identifies these trivializations.
Proof. For (a), in the sketch proof of Theorem 3.1, we explained that Oˇ
E+•
P+ |[∇P+ ]
is the orientation Z2-torsor of the elliptic operator D
∇Ad(P±) ⊕ (D∇
0
Ad(X±×G))∗
on X+, and we can deform this continuously through elliptic pseudo-differential
operators on X+ to an operator supported on U+. Using the complex structure
on E+• |U+ , we can make this operator supported on U
+ C-linear. Then as in
the proof of Theorem 2.5, we get a trivialization of Oˇ
E+•
P+
∣∣
[∇
P+ ]
, inducing the
isomorphism (3.2). It is functorial as in the proofs of Theorems 2.5 and 3.1.
For (b), given a complex structure on E+• , we can take the continuous defor-
mation from D∇Ad(P±)⊕ (D∇
0
Ad(X±×G))∗ to a complex linear operator supported
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on U+ to be the composition of two continuous deformations: first we deform
D∇Ad(P+) and D∇
0
Ad(X±×G) through elliptic differential operators to C-linear
operators as used to construct the trivializations of O
E+•
P+ , O
E+•
X+×G|[∇0] in the
proof of Theorem 2.5. Secondly, we deform through C-linear elliptic pseudo-
differential operators on X+ to a C-linear operator supported on U+. Through-
out the second deformation we have canonical orientations by C-linearity, and
(b) follows.
For (c), the trivializations of the left and right hand sides of (3.1) from
part (a) come from identifying them with the orientation Z-torsors of C-linear
elliptic pseudo-differential operators supported on U+ and U−, where the C-
linearity is built using the complex structures on E±• |U± . The isomorphism
(3.1) was proved by identifying both sides with orientation Z2-torsors of elliptic
pseudo-differential operators supported on U+ and U−, and identifying these
elliptic pseudo-differential operators under ι : U+ → U− using the isomorphism
E+• |U+
∼= ι∗(E−• |U−). Since this isomorphism identifies the complex structures
on E±• |U± , we can take the isomorphism of elliptic pseudo-differential operators
under ι to identify the C-linear structures, so (3.1) identifies the corresponding
trivializations from (3.2).
3.2 Trivializing principal bundles outside codimension d
Remark 3.4. (a) Suppose that G is a Lie group, and d > 2 with homotopy
groups πi(G) = 0 for i = 0, . . . , d− 2. Then for k = 0, . . . , d− 1, any principal
G-bundle P → Sk is trivial, as these are classified by πk−1(G). It follows that
if Z is a manifold or CW-complex of dimension 6 d − 1 then any principal
G-bundle P → Z is trivial.
(b) Here are some facts about homotopy groups πi(G) for Lie groups G, which
can be found in Borel [12]:
(i) π0(G) = 0 if G is connected.
(ii) π1(G) is abelian, and π1(G) = 0 if G is simply-connected.
(iii) π2(G) = 0 for any Lie group G.
(iv) π3(G) ∼= Z
k, where k is the number of simple Lie group factors of G.
(c) Combining (a),(b), we see that for a Lie group G:
(i) If G is connected then πi(G) = 0 for i = 0, . . . , d− 2 with d = 2.
(ii) If G is connected and simply-connected then πi(G) = 0 for i = 0, . . . , d−2
with d = 4. This does not hold for d > 4 unless G is contractible.
We use this to show that we can trivialize principal G-bundles P → X
outside the (n− d)-skeleton of X for d = 2 or 4.
Proposition 3.5. Let X be a compact n-manifold, G a Lie group, and P → X
a principal G-bundle. Suppose that either (i) G is connected and set d = 2, or
(ii) G is connected and simply-connected and set d = 4. Then:
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(a) Let τ be any triangulation of X into smooth n-simplices σ : ∆n → X, and
let Y be the (n− d)-skeleton of τ, that is, the union of all i-dimensional
faces of simplices in τ for i 6 n− d. Then Y is a closed subset of X, and
a finite CW complex of dimension n− d.
We can find a trivialization Φ : P |X\Y
∼=
−→ (X \ Y )×G.
(b) Suppose τ0, Y0,Φ0 and τ1, Y1,Φ1 are alternative choices in (a). Then there
exists a triangulation τ˜ of X × [0, 1] into smooth (n+1)-simplices, which
restricts to τi on X × {i} for i = 0, 1. Let Z be the (n + 1 − d)-skeleton
of τ˜ relative to X × {0, 1}, i.e. the union of all i-dimensional faces of
simplices in τ˜ which have either i 6 n − d, or i = n + 1 − d and do not
lie wholly in X × {0, 1}. Then Z is closed in X × [0, 1], and a finite CW
complex of dimension n+1−d, with Z ∩ (X×{i}) = Yi×{i} for i = 0, 1.
We can find a trivialization Ψ : π∗X(P )|(X×[0,1])\Z
∼=
−→ ((X×[0, 1])\Z)×G,
such that Ψ|(X\Yi)×{i} = Φi for i = 0, 1.
Proof. For (a), given a triangulation τ of X , let τ ′ be the barycentric subdivision
of τ , that is, the subtriangulation that places an extra vertex at the barycentre
of each i-simplex in τ for i > 0, and divides each k-simplex σ : ∆k → X in τ
into (k+1)! smaller k-simplices. Define C ⊂ X to be the union of all i-simplices
σ′i(∆i) ⊂ X in τ
′ for i = 0, . . . , d− 1 which meet an (n− i)-simplex σn−i(∆n−i)
in τ transversely at the barycentre of σn−i(∆n−i). Then C is closed in X , and
is a CW complex of dimension d− 1.
We can think of C as the (d − 1)-skeleton of the ‘dual triangulation’ τ∗ of
τ , though τ∗ divides X into polyhedra rather than simplices. For example, the
icosahedron is a triangulation of S2 into twenty 2-simplices, thirty 1-simplices
and twelve 0 simplices. The ‘dual triangulation’ is the dodecahedron, which
divides S2 into twenty 0-simplices, thirty 1-simplices, and twelve pentagons.
The important facts we need are that C ∩Z = ∅, and X \Y retracts onto C,
since X \ Y is a union of interiors of i-simplices σ′i(∆i) ⊂ X in τ
′ all of which
have one face in C, and can be retracted onto C in a natural way. As C is a
CW complex of dimension d−1, we see that P |C is trivial by Remark 3.4(a),(c).
Since X \ Y retracts onto C, it follows that P |X\Y is trivial, proving (a).
For (b), by standard facts about triangulations we can choose τ˜ . Let τ˜ ′ be
the barycentric subdivision of τ˜ , and define D ⊂ X× [0, 1] to be the union of all
i-simplices σ˜′i(∆i) ⊂ X× [0, 1] in τ˜
′ for i = 0, . . . , d−1 which meet an (n+1−i)-
simplex σ˜n+1−i(∆n+1−i) in τ˜ transversely at the barycentre of σ˜n+1−i(∆n+1−i).
Then D is closed in X × [0, 1], and is a CW complex of dimension d − 1, with
D ∩ X × {i} = Ci × {i} for i = 0, 1. As above we have D ∩ Z = ∅, and
(X × [0, 1]) \ Z retracts onto D.
Since D is a CW complex of dimension d − 1, P |D is trivial by Remark
3.4(a),(c). Furthermore, as (C0 × {0}) ∐ (C1 × {1}) is a CW-subcomplex of
D, the trivializations Φi|Ci×{i} of π
∗
X(P )|Ci×{i} for i = 0, 1 can be extended
to a single trivialization of π∗X(P )|D. As (X × [0, 1]) \ Z retracts onto D, we
can then extend the trivialization of π∗X(P ) from D to Ψ : π
∗
X(P )|(X×[0,1])\Z →
((X × [0, 1]) \ Z)×G, such that Ψ|(X\Yi)×{i} = Φi for i = 0, 1.
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3.3 A general method for solving Problem 3.2
Suppose we are given a Gauge Orientation Problem, as in Definition 1.5 and
Example 1.6. We will take the family L of Lie groups G to be either:
(a) all connected Lie groups G, so Proposition 3.5 applies with d = 2; or
(b) all connected, simply-connected Lie groups G, so Proposition 3.5 applies
with d = 4.
(c) L is
{
SU(m) : m = 1, 2, . . .
}
, so Proposition 3.5 applies with d = 4, and
we can use results on stabilization and K-theory.
We now outline a strategy for solving Problem 3.2:
Step 1. Suppose for simplicity that Sn admits a geometric structure T ′ of the
prescribed kind, and that T ′ is unique up to isotopy. Prove that when X = Sn,
all moduli spaces BP are n-orientable.
Step 2. Choose n-orientations for all moduli spaces BP when X = S
n.
Step 3. Let (X, T ), G and P → X be as in Definition 1.5, and let ∇P be
a connection on P . By Proposition 3.5(a) we can choose an (n − d)-skeleton
Y ⊂ X and a trivialization Φ : P |X\Y → (X \ Y ) × G. Choose a small open
neighbourhood U of Y in X such that U retracts onto Y . Choose an open
V ⊂ X with V ⊆ X \ Y and U ∪ V = X .
Choose a connection ∇ˆP on P → X which is trivial over V ⊂ X \ Y , using
the chosen trivialization Φ of P |X\Y . Choose an embedding ι : U →֒ S
n of
U as an open submanifold of Sn, if this is possible, and a geometric structure
T ′ on Sn of the prescribed kind, such that ι∗(T ′) ∼= T |U . Set U ′ = ι(U) and
V ′ = ι(U ∩ V ) ∐ (Sn \ U ′). Then V ′ ⊂ Sn is open with U ′ ∪ V ′ = Sn.
Define a principal G-bundle P ′ → Sn, such that P ′|U ′ is identified with
P |U under ι : U → U
′, and P ′|V ′ is trivial, and on the overlap U
′ ∩ V ′, the
identification matches the given trivialization Φ|U∩V of P |U on U ∩ V under ι.
Define a connection ∇ˆP ′ on P ′ → S
n, such that ∇ˆP ′ |U ′ is identified with
∇ˆP |U under the identification of P ′|U ′ with P |U under ι : U → U ′, and ∇ˆP ′ is
trivial over V ′, using the chosen trivialization of P ′|V ′ .
Theorem 3.1 now gives an isomorphism of Z2-torsors
ΩXS
n
: OˇE•P
∣∣
[∇ˆP ]
∼=
−→ Oˇ
E′•
P ′
∣∣
[∇ˆP ′ ]
. (3.3)
The right hand side has a chosen n-orientation by Step 2, and Problem 3.2(ii)
requires ΩXS
n
to be n-orientation-preserving, so this gives an n-orientation
of OE•P
∣∣
[∇ˆP ]
. We then determine the n-orientation of OE•P
∣∣
[∇P ]
by choosing
a smooth path from ∇ˆP to ∇P in the (contractible) space of connections on
P → X , and deforming the n-orientation continuously along this path.
This constructs an n-orientation at any point [∇P ] in BP , for any (X, T ),
Lie group G, and principal G-bundle P → X , which is uniquely determined by
Step 2 and Problem 3.2(ii).
Step 4. Prove that the n-orientation on BP at [∇P ] in Step 3 is independent
of all arbitrary choices in its construction, and so is well defined.
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Start with two sets of choices Y0,Φ0, U0, V0, ι0, ∇ˆP,0 and Y1,Φ1, U1, V1, ι1,
∇ˆP,1 in Step 3. We use Proposition 3.5(b) to get an (n−d)-skeleton Z ⊂ X×[0, 1]
interpolating between Y0 and Y1, and a trivialization Ψ : π
∗
X(P )|(X×[0,1])\Z →
((X × [0, 1]) \ Z) × G interpolating between Φ0 and Φ1. We choose a small
open neighbourhood W of Z in X × [0, 1] which interpolates between U0 and
U1 and retracts onto Z. Then we construct data on X × [0, 1] and S
n × [0, 1]
interpolating between V0, ι0, ∇ˆP,0 and V1, ι1, ∇ˆP,1, if this is possible. This gives a
continuous family of excision problems from X to Sn parametrized by t ∈ [0, 1],
yielding a 1-parameter family of isomorphisms (3.3). Theorem 3.1(i) says that
these depend continuously on t ∈ [0, 1]. Thus the n-orientations on BP at [∇P ]
determined by Y0, . . . , ∇ˆP,0 and Y1, . . . , ∇ˆP,1 are joined by a continuous family
over t ∈ [0, 1], so they are equal, and independent of choices.
Step 5. Steps 1–4 give canonical n-orientations ωˇP on all moduli spaces BP
in the Gauge Orientation Problem. Finally, we show that these n-orientations
satisfy any other properties that we want, e.g. Problem 3.2(i)–(ii), or comparison
of n-orientations for U(m)-bundles under direct sums with given signs, as in §2.5.
We will use versions of this method in the proofs of Theorems 4.3, 4.4, 4.6,
and 4.10 below (though not using Sn as the model space in Steps 1 and 2), and
in the sequels [14, 33].
4 Application to orientations in gauge theory
We now apply the ideas of §2–§3 to construct canonical orientations on several
classes of gauge theory moduli spaces. Some of our results are new. We begin
with a general discussion of gauge theory moduli spaces in §4.1.
4.1 Orienting moduli spaces in gauge theory
In gauge theory one studies moduli spacesMgaP of (irreducible) connections ∇P
on a principal bundle P → X (perhaps plus some extra data, such as a Higgs
field) satisfying a curvature condition. Under suitable genericity conditions,
these moduli spaces MgaP will be smooth manifolds, and the ideas of §2–§3 can
often be used to proveMgaP is orientable, and construct a canonical orientation
on MgaP . These orientations are important in defining enumerative invariants
such as Casson invariants, Donaldson invariants, and Seiberg–Witten invariants.
We illustrate this with the example of instantons on 4-manifolds, [20]:
Example 4.1. Let (X, g) be a compact, oriented Riemannian 4-manifold, and
G a Lie group (e.g. G = SU(2)), and P → X a principal G-bundle. For each
connection ∇P on P , the curvature F
∇P is a section of Ad(P ) ⊗ Λ2T ∗X . We
have Λ2T ∗X = Λ2+T
∗X⊕Λ2−T
∗X , where Λ2±T
∗X are the subbundles of 2-forms
α on X with ∗α = ±α. Thus F∇P = F∇P+ ⊕F
∇P
− , with F
∇P
± the component in
Ad(P )⊗ Λ2±T
∗X . We call (P,∇P ) an (anti-self-dual) instanton if F
∇P
+ = 0.
Write MasdP for the moduli space of gauge isomorphism classes [∇P ] of ir-
reducible instanton connections ∇P on P , modulo GP /Z(G). The deformation
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theory of [∇P ] in M
asd
P is governed by the Atiyah–Hitchin–Singer complex [4]:
0 // Γ∞(Ad(P )⊗ Λ0T ∗X)
d∇P // Γ∞(Ad(P )⊗ Λ1T ∗X)
d
∇P
+
// Γ∞(Ad(P )⊗ Λ2+T
∗X) // 0,
(4.1)
where d∇P+ ◦d
∇P = 0 as F∇P+ = 0. Write H
0,H1,H2+ for the cohomology groups
of (4.1). Then H0 is the Lie algebra of Aut(∇P ), so H
0 = Z(g), the Lie algebra
of the centre Z(G) of G, as ∇P is irreducible. Also H
1 is the Zariski tangent
space ofMasdP at [∇P ], and H
2
+ is the obstruction space. If g is generic then for
non-flat connections H2+ = 0 for all ∇P , as in [20, §4.3], and M
asd
P is a smooth
manifold, with tangent space T[∇P ]M
asd
P = H
1. Note that MasdP ⊂ BP is a
subspace of the topological stack BP from Definition 1.1.
Take E• to be the elliptic operator on X
D = d + d∗+ : Γ
∞(Λ0T ∗X ⊕ Λ2+T
∗X) −→ Γ∞(Λ1T ∗X). (4.2)
Turning the complex (4.1) into a single elliptic operator as in Remark 2.2(ii)
yields the twisted operator D∇Ad(P ) from (1.2). Hence the line bundle L¯E•P →
BP in Definition 1.2 has fibre at [∇P ] the determinant line of (4.1), which
(after choosing an isomorphism detZ(g) ∼= R) is det(H1)∗ = detT ∗[∇P ]M
asd
P . It
follows that O¯E•P |MasdP is the orientation bundle of the manifold M
asd
P , and an
orientation on BP in Definition 1.2 (which is equivalent to an orientation on BP )
restricts to an orientation on the manifoldMasdP in the usual sense of differential
geometry. This is a very useful way of defining orientations on MasdP .
There are several other important classes of gauge-theoretic moduli spaces
MgaP which have elliptic deformation theory, and so are generically smooth man-
ifolds, for which orientations can be defined by pullback from BP . See Reyes
Carrio´n [51] for a study of instanton-type equations governed by complexes
generalizing (4.1). We can also generalize the programme above in three ways:
Remark 4.2. (i) For example, for ‘G2-instantons’ on a 7-manifold (X,ϕ, g)
with holonomy G2 we replace (4.1) by a four term elliptic complex:
0 // Γ∞(Ad(P )⊗ Λ0T ∗X)
d∇P // Γ∞(Ad(P )⊗ Λ1T ∗X)
d
∇P
7 // Γ∞(Ad(P )⊗ Λ27T
∗X)
∗ϕ∧d∇P
// Γ∞(Ad(P )⊗ Λ7T ∗X) // 0,
(4.3)
where exactness follows from π27(F
∇P ) = 0, d(∗ϕ) = 0, and the Bianchi iden-
tity. The cohomology at the fourth term is dual to the cohomology at the first
term, and so is Z(g)∗ for irreducible connections. Because of this, G2-instanton
moduli spaces MG2P are generically manifolds with well-behaved orientations.
Flat connections on 3-manifolds are similar.
(ii) Many interesting problems involve moduli spaces MHiP of pairs (∇P , H),
where ∇P is a connection on P → X , and H is some extra data, such as a Higgs
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field, a section of a vector bundle on X defined using P , where (∇P , H) satisfy
some p.d.e. Under good conditions MHiP is a manifold, and the orientation
bundle ofMHiP is the pullback of an orientation bundle O
E•
P → BP or O¯
E•
P → BP
under the forgetful map MHiP → BP or M
Hi
P → BP , [∇P , H ] 7→ [∇P ].
(iii) If we omit the genericness/transversality conditions, gauge theory moduli
spaces MgaP are generally not smooth manifolds. However, as long as their
deformation theory is given by an elliptic complex similar to (4.1) or (4.3)
whose cohomology is constant except at the second and third terms, MgaP will
still be a derived smooth manifold (d-manifold, or m-Kuranishi space) in the
sense of Joyce [27, 29–31]. Orientations for derived manifolds are defined and
well behaved, and we can define orientations onMgaP by pullback of orientations
on BP exactly as in the case when M
ga
P is a manifold.
4.2 Examples of orientation problems
We now give a series of examples of gauge theory moduli spaces we can orient
using our techniques, in dimensions n = 2, . . . , 6.
4.2.1 Flat connections on 2-manifolds
Let X be a compact 2-manifold, G a Lie group, and P → X a principal G-
bundle. Consider the moduli space MflP of irreducible flat connections ∇P on
P . Then (at least ifX is orientable)MflP is a smooth manifold. The deformation
theory of [∇P ] in M
fl
P is controlled by the elliptic complex
0 // Γ∞(Ad(P )⊗ Λ0T ∗X)
d∇P // Γ∞(Ad(P )⊗ Λ1T ∗X)
d∇P // Γ∞(Ad(P )⊗ Λ2T ∗X) // 0,
with detT ∗MflP the determinant line of this complex.
Choose a Riemannian metric g on X , and take E• to be the elliptic operator
D = d⊕ d∗ : Γ∞(Λ0T ∗X ⊕ Λ2T ∗X) −→ Γ∞(Λ1T ∗X).
Then the orientation bundle of the manifold MflP is the pullback under the
inclusion MflP →֒ BP of the bundle O¯
E•
P → BP from Definition 1.2.
In the next theorem, part (a) is proved by Freed, Hopkins and Teleman [23,
§3] as part of their construction of a 2-d TQFT, but (b) may be new.
Theorem 4.3. (a) For compact, oriented 2-manifolds X, the moduli spaces
MflP above have canonical orientations for all G and P → X.
(b) If X is not oriented, then after choosing orientations for g and detD we can
define a canonical orientation on MflP if G is any connected, simply-connected
Lie group, or if G = U(m). Also MflP is orientable if G = SO(3).
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Proof. Part (a) holds by Theorem 2.5, as if X is oriented then there are complex
structures on E0 ∼= X × C and E1 ∼= T ∗(0,1)X for which the symbol of D ∼= ∂¯
is complex linear. Part (b) for G connected and simply-connected works by the
method of §3.3 with d = 4 in a trivial way, as Y = Z = ∅ in Steps 3 and 4 for
dimensional reasons, so Steps 1 and 2 are unnecessary. Part (b) for G = U(m)
then follows from Example 2.13, and for G = SO(3) from Proposition 2.10,
noting that H3(X,Z) = 0 as dimX = 2.
4.2.2 Flat connections on 3-manifolds, and Casson invariants
Let X be a compact 3-manifold, G a Lie group, and P → X a principal G-
bundle. Consider the moduli space MflP of irreducible flat connections ∇P
on P . In contrast to the 2-dimensional case, MflP is generally not a smooth
manifold. However, (at least if X is orientable) MflP is a derived manifold of
virtual dimension 0, as in Remark 4.2(iii), so orientations for MflP make sense.
As in Remark 4.2(i), the deformation theory of [∇P ] inM
fl
P is controlled by the
four term elliptic complex
0 // Γ∞(Ad(P )⊗ Λ0T ∗X)
d∇P // Γ∞(Ad(P )⊗ Λ1T ∗X)
d∇P // Γ∞(Ad(P )⊗ Λ2T ∗X)
d∇P // Γ∞(Ad(P )⊗ Λ3T ∗X) // 0,
which should have constant cohomology at the first and fourth terms for MflP
to be a derived manifold.
The moduli spacesMflP are studied in connection with the Casson invariant
of 3-manifolds, as in Akbulut and McCarthy [1]. Casson originally defined a
Z-valued invariant Cass(X) of an oriented integral homology 3-sphere X using
a Heegard splitting of X . Later, Taubes [60] provided an alternative definition
of Cass(X) as a virtual count of MflP for P → X the trivial SU(2)-bundle.
The theory of Casson invariants has been generalized in several directions.
As in Donaldson [19], Cass(X) is the Euler characteristic of the SU(2)-instanton
Floer homology groups of X . Boden and Herald [11] defined an invariant for
homology 3-spheres as a virtual count of MflP for P → X the trivial SU(3)-
bundle, and there are extensions to 3-manifolds other than homology 3-spheres
using flat connections on U(2)-bundles and SO(3)-bundles, [19, §5.6].
Choose a Riemannian metric g on X , and take E• to be the elliptic operator
D = d+ d∗ : Γ∞(Λ0T ∗X ⊕ Λ2T ∗X) −→ Γ∞(Λ1T ∗X ⊕ Λ3T ∗X).
Then the orientation bundle of the derived manifold MflP is the pullback under
the inclusion MflP →֒ BP of the bundle O¯
E•
P → BP from Definition 1.2.
Note that X need not be orientable in the next theorem.
Theorem 4.4. (a) In the situation above, suppose α ∈ Γ∞(Λ2T ∗X) is a non-
vanishing 2-form with |α|g ≡ 1. Such α exist for any compact Riemannian
3-manifold (X, g). Then there are unique complex vector bundle structures on
E0, E1 such that i · 1 = α in E0 and the symbol of D is complex linear.
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Thus for any Lie group G and principal G-bundle P → X, Theorem 2.5
defines a canonical n-orientation on BP .
(b) If G is connected then the n-orientation on BP in (a) is independent of α.
Proof. For (a), at a point x ∈ X , choose an orthonormal basis e1, e2, e3 for T ∗xX
with α|x = e1 ∧ e2. Then define C-vector space structures on E0|x, E1|x by
i · 1 = e1 ∧ e2 = α|x, i · e1 ∧ e3 = e2 ∧ e3, i · e1 = e2, i · e3 = e1 ∧ e2 ∧ e3.
It is easy to check that these are independent of the choice of (e1, e2, e3), so over
all x ∈ X they extend to complex vector bundle structures on E0, E1, and the
symbol of D is complex linear. Part (a) follows.
For (b), let (X, g) be a compact Riemannian 3-manifold, G a connected Lie
group, and P → X a principal G-bundle. By Proposition 3.5(a) with d = 2
we can choose a 1-skeleton Y ⊂ X , a CW complex of dimension 1, such that
P |X\Y is trivial. As in Step 3 of §3.3, choose a small open neighbourhood U of
Y in X such that U retracts onto Y , and an open V ⊂ X with V ⊆ X \ Y and
U ∪ V = X , and a connection ∇P on P → X which is trivial over V ⊂ X \ Y ,
using the chosen trivialization of P |X\Y .
Suppose α+, α− ∈ Γ∞(Λ2T ∗X) are nonvanishing 2-forms with |α±|g = 1. In
general, α+, α− are not isotopic through nonvanishing 2-forms on X . However,
α+|Y , α−|Y are isotopic through nonvanishing sections of Λ2T ∗X |Y over the
1-skeleton Y , as Λ2T ∗X has rank 3. As U retracts onto Y , it follows that α+|U
and α−|U are isotopic through nonvanishing sections of Λ2T ∗X |U . So after a
continuous deformation of α−, we can suppose that α+|U = α−|U .
Part (a) gives complex structures J± on E• coming from α
±, with J+|U =
J−|U as α+|U = α−|U . Write ωˇ
+
P , ωˇ
−
P for the n-orientations on BP given by
Theorem 2.5 using J+, J−. Theorem 3.3(a) with X,U, V,E•, P,∇P in place
of X+, U+, V +, P+,∇P+ now gives an isomorphism Oˇ
E•
P |[∇P ]
∼= Z2, depending
only on the complex structure J+|U = J−|U on E•|U . Theorem 3.3(b) for J+
and J− implies that this agrees with ωˇ+P |[∇P ] and ωˇ
−
P |[∇P ], so ωˇ
+
P = ωˇ
−
P as BP
is connected. This proves (b).
To pass from an n-orientation of BP to an orientation of BP , by (1.4) and
(1.7) we need to choose an orientation for detD, noting that as indD = 0 on
any 3-manifold X we do not need an orientation on g. Since orientations on BP
induce orientations on BP , which restrict to orientations of M
fl
P , we deduce:
Theorem 4.5. Let (X, g) be a compact Riemannian 3-manifold, and choose an
orientation for detD (equivalently, an orientation on
⊕3
k=0H
k(X,R)). Then
for any connected Lie group G and principal G-bundle P → X we can construct
a canonical orientation for the derived manifold MflP .
Here is how this relates to results in the literature: when X is oriented and
G = SU(2), Taubes [60, Prop. 2.1] shows BP is orientable, and then uses the
standard orientation to get canonical orientations as any SU(2)-bundle P → X
is trivial, [60, p. 554-5]. Boden and Herald [11, §4] prove the analogue for
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G = SU(3). We believe Theorem 4.5 may be new for non-orientable X , and
also for non-simply-connected G, when P → X need not be trivial, so standard
orientations do not suffice to define canonical orientations.
4.2.3 Anti-self-dual instantons on 4-manifolds
Let (X, g) be a compact, oriented Riemannian 4-manifold, G a Lie group, and
P → X a principal G-bundle. In Example 4.1 we defined the moduli spaceMasdP
of irreducible anti-self-dual instantons on P , and explained that for generic g it
is a smooth manifold, whose orientation bundle is the pullback of O¯E•P → BP
from Definition 1.2 under the inclusion MasdP →֒ BP , for E• as in (4.2).
Instanton moduli spacesMasdP are used to define Donaldson invariants of 4-
manifolds X , as in [17,18,20], which can distinguish different smooth structures
on homeomorphic 4-manifolds X1, X2. Most work in the area focusses on G =
SU(2) and G = SO(3), although Kronheimer [37] extends the definition to
G = SU(m) and PSU(m). Orientations on MasdP are needed to determine the
sign of the Donaldson invariants, and have been well studied. Many of the
methods of §2–§3 were first used in Donaldson theory.
Theorem 4.6. Let (X, g) be a compact, oriented Riemannian 4-manifold, and
D,E• be as in (4.2).
(a) Suppose J is an almost complex structure on X which is Hermitian with
respect to g and compatible with the orientation. Then there are unique
complex vector bundle structures on E0, E1 such that J acts on E1 = T
∗X
by multiplication by i, and the symbol of D is complex linear.
Thus for any Lie group G and principal G-bundle P → X, Theorem 2.5
defines a canonical n-orientation on BP .
(b) Now let G be a connected Lie group, and choose a Spinc-structure s on X,
noting that Spinc-structures exist for any (X, g). Then for all principal
G-bundles P → X, we can construct a canonical n-orientation on BP .
In the situation of (a), the almost complex structure J induces a Spinc-
structure sJ on X, and the n-orientation on BP from (a) agrees with the
n-orientation constructed above from the Spinc-structure sJ .
(c) If G is also simply-connected, or if G = U(m), then the n-orientation on
BP in (b) is independent of the choice of Spin
c-structure s.
Proof. For (a), given J we can put complex structures on E0, E1, such that the
symbol of E• agrees with that of ∂¯ + ∂¯
∗ : Γ∞(Λ0,0 ⊕ Λ0,2) → Γ∞(Λ0,1), which
is complex linear. So (a) holds by Theorem 2.5.
For (b), choose G, s, P → X as in the theorem. Let ∇P be any connection
on P . Proposition 3.5(a) with d = 2 gives a 2-skeleton Y ⊂ X , which is a
CW-complex of dimension 2, and a trivialization Φ : P |X\Y → (X \Y )×G. As
in Step 3 of §3.3, choose a small open neighbourhood U of Y in X such that
U retracts onto Y , an open V ⊂ X with V ⊆ X \ Y and U ∪ V = X , and a
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connection ∇ˆP on P → X which is trivial over V ⊂ X \ Y , using the chosen
trivialization Φ of P |X\Y .
Recall from [45, 47] that a Spinc-structure s on (X, g) consists of rank 2
Hermitian vector bundles Ss± → X and a Clifford multiplication map T
∗X →
HomC(S
s
+, S
s
−). They are related to almost complex structures in the following
way. The projective space bundle PC(S
s
+) → X is naturally isomorphic to the
bundle of oriented Hermitian almost complex structures J on (X, g), as used in
(a). Hence, oriented Hermitian almost complex structures J on X correspond
to complex line subbundles LJ ⊂ Ss+. Such a J determines a Spin
c-structure
sJ , unique up to isomorphism, for which LJ is the trivial line bundle. Thus, if
Ss+ has a nonvanishing section σ ∈ Γ
∞(Ss+), this determines a unique oriented
Hermitian almost complex structure J on (X, g), and s ∼= sJ .
For general X there need not exist nonvanishing sections σ ∈ Γ∞(Ss+), and
if they exist they need not be unique up to isotopy. But Ss+|Y has nonvanishing
sections which are unique up to isotopy over the 2-skeleton Y , as Ss+ has real
rank 4 > 2 + 1. Since U retracts onto Y , it follows that Ss+|U has nonvanishing
sections σ ∈ Γ∞(Ss+|U ) which are unique up to isotopy. These yield oriented
Hermitian almost complex structures Jσ on (U, g|U ), which are unique up to
isotopy, and determine s|U up to isomorphism.
Apply Theorem 3.3(a) with X,U, V,E•, P, ∇ˆP ,Φ|V in place of X+, U+, V +,
E+• , P
+,∇P+ , τ
+, and using the complex structure on E•|U induced by Jσ for
some nonvanishing σ ∈ Γ∞(Ss+|U ). This gives an isomorphism
OˇE•P
∣∣
[∇ˆP ]
∼= Z2. (4.4)
We then determine the isomorphism OˇE•P |[∇P ]
∼= Z2 by choosing a smooth path
from ∇ˆP to ∇P in the (contractible) space of connections on P → X , and
deforming the n-orientation continuously along this path. This constructs an
n-orientation at any point [∇P ] in BP .
We will show this n-orientation at [∇P ] is independent of choices in its
construction, following Step 4 of §3.3. Suppose that Y0,Φ0, U0, V0, ∇ˆP,0, σ0 and
Y1,Φ1, U1, V1, ∇ˆP,1, σ1 are alternative choices above. Then Proposition 3.5(b)
with d = 2 gives a 3-skeleton Z ⊂ X × [0, 1] interpolating between Y0×{0} and
Y1 × {1}, and a trivialization Ψ : π
∗
X(P )|(X×[0,1])\Z → ((X × [0, 1]) \ Z) × G
interpolating between Φ0 and Φ1. Choose a small open neighbourhood W of Z
in X × [0, 1] which interpolates between U0 and U1 and retracts onto Z.
As Z is a CW-complex of dimension 3, there exist nonvanishing sections of
the rank 4 bundle π∗X(S
s
+)|Z , and we can choose them to interpolate between
given nonvanishing sections on Y0 and Y1. Since W retracts onto Z, it follows
that there exist nonvanishing sections τ of π∗X(S
s
+)|W , and we can choose τ with
τ |Yi×{i} = σi for i = 0, 1.
We can now choose data Φt, Ut, Vt, ∇ˆP,t, σt as above, depending smoothly on
t ∈ [0, 1], and interpolating between Φ0, U0, V0, ∇ˆP,0, σ0 and Φ1, U1, V1, ∇ˆP,1, σ1,
where Φt(x) = Ψ(x, t) for (x, t) ∈ (X×[0, 1])\Z, and Ut =
{
x ∈ X : (x, t) ∈ W
}
,
and σt(x) = τ(x, t) for x ∈ Ut. So as in (4.4) we get isomorphisms for t ∈ [0, 1]
OˇE•P
∣∣
[∇ˆP,t]
∼= Z2, (4.5)
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which depend continuously on t ∈ [0, 1] by strong functoriality in Theorem
3.3(a). We choose a smooth path from ∇ˆP,t to ∇P in the (contractible) space
of connections on P → X , depending smoothly on t ∈ [0, 1], and interpolating
between the previous choices when t = 0 and t = 1.
Deforming the trivialization of OˇE•P |[∇ˆP,t] along this path gives a continuous
family of trivializations of OˇE•P |[∇P ] for t ∈ [0, 1] which interpolate between the
two previous choices at t = 0 and t = 1. Hence the trivialization of OˇE•P |[∇P ]
defined in the first part of the proof is independent of choices in its construction,
and is well defined. These trivializations clearly depend continuously on [∇P ] in
BP , and so define a canonical n-orientation on BP , for all principal G-bundles
P → X . This completes the first part of (b).
For the second part, let J be an almost complex structure on X , inducing a
Spinc-structure sJ . Then in the definition of the orientation on BP above, we
can take Jσ = J |U . So by Theorem 3.3(b), the isomorphism (4.4) agrees with
natural n-orientation defined by Theorem 2.5 at [∇ˆP ], so deforming along the
path from [∇ˆP ] to [∇P ], part (b) follows.
For (c), if G is simply-connected, then in the proof above we can apply
Proposition 3.5(a) with d = 4 instead of d = 2. So Y ⊂ X is a 0-skeleton, and
the almost complex structure Jσ on U is unique up to isotopy, and independent
of s. Thus the orientation on BP is independent of s. The case G = U(m)
follows from Example 2.13 and G = SU(m+1), which is simply-connected.
As in Definition 1.2, we can convert n-orientations on BP to orientations on
BP by choosing orientations on detD and g. Since orientations on BP induce
orientations on BP , which pull back to orientations of M
asd
P , we deduce:
Theorem 4.7. Let (X, g) be a compact, oriented Riemannian 4-manifold.
(a) Let G be a connected Lie group, and choose an orientation on detD
(equivalently, an orientation on H0(X) ⊕ H1(X) ⊕ H2+(X)) and on g,
and a Spinc-structure s on X. Then for all principal G-bundles P → X,
we can construct a canonical orientation on MasdP .
(b) If G is also simply-connected, or if G = U(m), then the orientation on
MasdP in (a) is independent of the choice of Spin
c-structure s.
Here is how this relates to results in the literature: part (b) is proved for
G = SU(m) and X simply-connected by Donaldson [17, II.4] using the methods
of Lemma 2.4 and §2.4, forG = U(m), SU(m) andX arbitrary by Donaldson [18,
§3(d)] using the method of §3, and for X simply-connected and G a simply-
connected, simple Lie group by Donaldson and Kronheimer [20, §5.4]. So far as
the authors know, part (a) is new, both the orientability of BP ,M
asd
P , and the
use of Spinc-structures in constructing canonical orientations.
4.2.4 Seiberg–Witten theory on 4-manifolds
We will explain the Seiberg–Witten U(m)-monopole equations, following Zent-
ner [70]. Most of the literature on Seiberg–Witten theory (see e.g. Morgan [45]
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and Nicolaescu [47]) is concerned with the case m = 1 of these. Let (X, g) be
a compact, oriented Riemannian 4-manifold. Fix a Spinc-structure s on (X, g),
consisting of rank 2 Hermitian vector bundles Ss± → X with a given connection
∇Ss+ on S
s
+, and a Clifford multiplication map T
∗X → HomC(Ss+, S
s
−).
Let P → X be a principal U(m)-bundle, and E = (P × Cm)/U(m) the
associated rank m complex vector bundle E → X . A Seiberg–Witten U(m)-
monopole on P is a pair (∇P ,Ψ) of a connection ∇P on P → X , and a section
Ψ ∈ Γ∞(Ss+ ⊗C E), satisfying the Seiberg–Witten equations
/D∇PΨ = 0, F∇P+ = q(Ψ), (4.6)
where /D∇P : Γ∞(Ss+⊗CE)→ Γ
∞(Ss−⊗CE) is a twisted Dirac operator defined
using ∇Ss+ and ∇P , and q : S
s
+ ⊗C E → Ad(P ) ⊗ Λ
2
+T
∗X is a certain real
quadratic bundle morphism.
The gauge group GP = Aut(P ) acts on the family of Seiberg–Witten mono-
poles (∇P ,Ψ). We call (∇P ,Ψ) irreducible if its stabilizer group in GP is trivial.
Define MSWP,s to be the moduli space of gauge equivalence classes [∇P ,Ψ] of
irreducible U(m)-monopoles (∇P ,Ψ). If g,∇Ss+ are generic then M
SW
P,s is a
smooth manifold. There is a forgetful map MSWP,s → BP taking [∇P ,Ψ] 7→
[∇P ], for BP as in Definition 1.1. The moduli spaces M
SW
P,s for m = 1 (with
orientations as below) are used to define the Seiberg–Witten invariants of X ,
[45, 47], which are closely related to Donaldson invariants in §4.2.3, but are
technically less demanding.
To understand orientations for MSWP,s , observe that the linearization of the
Seiberg–Witten equations (4.6) is isotopic to the direct sum of the Atiyah–
Hitchin–Singer complex (4.1), and /D∇P : Γ∞(Ss+⊗CE)→ Γ
∞(Ss−⊗CE). Hence
the orientation bundle ofMSWP,s is the tensor product of orientation bundles from
these two factors. The first is the pullback of the orientation bundle OE•P → BP
for anti-self-dual instantons in §4.2.3 under the forgetful map MSWP,s → BP .
The second is trivial by Theorem 2.5, as the symbol of /D∇P is complex linear.
Thus, by Theorem 4.6(c), if we choose an orientation on detD (equivalently, an
orientation on H0(X)⊕H1(X)⊕H2+(X)), we have canonical orientations on all
moduli spaces MSWP,s . When m = 1 this is proved by Morgan [45, Cor. 6.6.3].
4.2.5 The Vafa–Witten equations on 4-manifolds
Let (X, g) be a compact, oriented Riemannian 4-manifold, G a Lie group, and
P → X a principal G-bundle. The Vafa–Witten equations concern triples
(∇P , α, β) of a connection ∇P on P and sections α ∈ Γ∞(Ad(P ))) and β ∈
Γ∞(Ad(P )⊗ Λ2+T
∗X) satisfying
d∇Pα+ d
∗
∇P β = 0, F
∇P
+ +
1
2 [β, α] +
1
8 [β.β] = 0,
where [β.β] ∈ Γ∞(Ad(P )⊗Λ2+T
∗X). They were introduced by Vafa and Witten
[63] in the study of the S-duality conjecture in N = 4 super Yang–Mills theory.
See Mares [39, §A.1.6] or Tanaka [58, §2] for more details.
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The gauge group GP = Aut(P ) acts on the family of Vafa–Witten solutions
(∇P , α, β). We call (∇P , α, β) irreducible if its stabilizer group in GP is Z(G).
Define MVWP to be the moduli space of gauge equivalence classes [∇P , α, β] of
irreducible Vafa–Witten solutions (∇P , α, β). It is a derived manifold. There is a
forgetful mapMVWP → BP taking [∇P , α, β] 7→ [∇P ], for BP as in Definition 1.1.
The deformations of [∇P , α, β] inM
VW
P are controlled by the elliptic complex
0 // Γ∞
(
Ad(P )⊗Λ0T ∗X
)(d∇P 0 0)// Γ∞(Ad(P )⊗(Λ1T ∗X⊕Λ0T ∗X⊕Λ2+T ∗X))

 0 d∇P d
∗
∇P
d∇P 0 0


// Γ∞(Ad(P )⊗ (Λ1T ∗X ⊕ Λ2+T
∗X)) // 0,
modulo degree 0 operators. As in §4.2.1–§4.2.4, the orientation bundle ofMVWP
is the pullback of the orientation bundle O¯E•P → BP under the forgetful map
MVWP → BP , where E• is the elliptic operator
d d
∗ 0
0 0 d∗
0 0 d+

 : Γ∞
(
Λ0T ∗X ⊕ Λ2+T
∗X ⊕ Λ1T ∗X
)
−→
Γ∞
(
Λ1T ∗X ⊕ Λ0T ∗X ⊕ Λ2+T
∗X
)
.
Then E• = E˜• ⊕ E˜∗• , for E˜• as in (4.2). Therefore §2.2.5 shows that O
E•
P and
hence O¯E•P are canonically trivial. This proves:
Theorem 4.8. The Vafa–Witten moduli spaces MVWP have canonical orienta-
tions for all G and P → X.
The authors believe Theorem 4.8 is new.
4.2.6 The Kapustin–Witten equations on 4-manifolds
Let (X, g) be a compact, oriented Riemannian 4-manifold, G a Lie group, and
P → X a principal G-bundle. The Kapustin–Witten equations concern pairs
(∇P , φ) of a connection∇P on P and a section φ ∈ Γ∞(Ad(P )⊗T ∗X) satisfying
d∗∇P φ = 0 in Γ
∞(Ad(P )), d−∇P φ = 0 in Γ
∞(Ad(P )⊗ Λ2−T
∗X),
and F∇P+ + [φ, φ]+ = 0 in Γ
∞(Ad(P )⊗ Λ2+T
∗X).
They were introduced by Kapustin and Witten in [34, §3.3], coming from topo-
logically twisted N = 4 super Yang–Mills theory, and are studied in Gagliardo
and Uhlenbeck [24], Taubes [61], and Tanaka [59].
The gauge group GP = Aut(P ) acts on the family of Kapustin–Witten solu-
tions (∇P , φ). We call (∇P , φ) irreducible if its stabilizer group in GP is Z(G).
Define MKWP to be the moduli space of gauge equivalence classes [∇P , φ] of
irreducible Kapustin–Witten solutions (∇P , φ), as a derived manifold. There is
a forgetful mapMKWP → BP taking [∇P , φ] 7→ [∇P ], for BP as in Definition 1.1.
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The deformations of [∇P , φ] in M
KW
P are controlled by the elliptic complex
0 // Γ∞
(
Ad(P )⊗Λ0T ∗X
) (d∇P 0) // Γ∞(Ad(P )⊗(Λ1T ∗X⊕Λ1T ∗X))


0 d∗∇P
d+∇P 0
0 d−∇P


// Γ∞(Ad(P )⊗ (Λ0T ∗X ⊕ Λ2+T
∗X ⊕ Λ2−T
∗X)) // 0,
modulo degree 0 operators. As in §4.2.1–§4.2.5, the orientation bundle ofMKWP
is the pullback of the orientation bundle O¯E•P → BP under the forgetful map
MKWP → BP , where E• is the elliptic operator
(
0 d+ 0 d
∗
d∗ 0 d− 0
)
: Γ∞
(
Λ0T ∗X⊕Λ2+T
∗X⊕Λ2−T
∗X ⊕ Λ0T ∗X
)
−→ Γ∞
(
Λ1T ∗X ⊕ Λ1T ∗X
)
.
This is a direct sum E• = E
+
• ⊕E
−
• , where E
+
• is as in (4.2), and E
−
• is E
+
• for
the opposite orientation on X . Thus O¯E•P
∼= O¯
E+•
P ⊗Z2 O¯
E−•
P . As Theorem 4.6
describes orientations for O
E±•
P , and hence O¯
E±•
P , we deduce:
Theorem 4.9. Let (X, g) be a compact, oriented Riemannian 4-manifold.
(a) Let G be a connected Lie group, and choose an orientation on detD
(equivalently, an orientation on H2(X)) and on g, and a Spinc-structure
s on X. Then for all principal G-bundles P → X, we can construct a
canonical orientation on MKWP , as a derived manifold.
(b) If G is also simply-connected, or if G = U(m), then the orientation on
MKWP in (a) is independent of the choice of Spin
c-structure s.
The authors believe Theorem 4.9 is new.
4.2.7 The Haydys–Witten equations on 5-manifolds
The Haydys–Witten equations are a 5-dimensional gauge theory introduced in-
dependently by Haydys [25, §3] and Witten [69, §5.2.6]. Both Haydys and
Witten work on oriented 5-manifolds. We will give a different presentation
of the Haydys–Witten equations to [25, 69], which also works for non-oriented
5-manifolds, and is equivalent to [25, 69] in the oriented case.
Let (X, g) be a compact Riemannian 5-manifold, and α ∈ Γ∞(Λ4T ∗X) be a
nonvanishing 4-form with |α|g ≡ 1. Then there are orthogonal splittings
Λ1T ∗X = Λ1×T
∗X ⊕ Λ10T
∗X, Λ2T ∗X = Λ2+T
∗X ⊕ Λ2−T
∗X ⊕ Λ20T
∗X,
Λ3T ∗X = Λ3+T
∗X ⊕ Λ3−T
∗X ⊕ Λ30T
∗X,
(4.7)
where Λ1×T
∗X has rank 1, Λj±T
∗X have rank 3, and Λj0T
∗X have rank 4.
They may be described explicitly as follows: if x ∈ X and (e1, . . . , e5) is an
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orthonormal basis of T ∗xX with α|x = e1 ∧ e2 ∧ e3 ∧ e4, then
Λ1×T
∗
xX = 〈e5〉R, Λ
1
0T
∗
xX = 〈e1, e2, e3, e4〉R, Λ
2
0T
∗
xX = 〈e15, e25, e35, e45〉R,
Λ2+T
∗
xX = 〈e12 + e34, e13 + e42, e14 + e23〉R,
Λ2−T
∗
xX = 〈e12 − e34, e13 − e42, e14 − e23〉R,
Λ3+T
∗
xX = 〈e125 + e345, e135 + e425, e145 + e235〉R,
Λ3−T
∗
xX = 〈e125 + e345, e135 + e425, e145 + e235〉R,
Λ30T
∗
xX = 〈e234, e341, e412, e123〉R,
(4.8)
where eij···l means ei ∧ ej ∧ · · · ∧ el.
Let G be a Lie group and P → X be a principal G-bundle. The Haydys–
Witten equations concern pairs (∇P , ψ) of a connection ∇P of P and a section
ψ ∈ Γ∞(Ad(P )⊗ Λ3+T
∗X) satisfying
F∇P+ + (d
∗
∇P ψ)+ + q(ψ) = 0 in Γ
∞(Ad(P )⊗ Λ2+T
∗X),
F∇P0 + (d
∗
∇P ψ)0 = 0 in Γ
∞(Ad(P )⊗ Λ20T
∗X),
for q : Ad(P ) ⊗ Λ3+T
∗X → Ad(P ) ⊗ Λ2+T
∗X a certain quadratic bundle map.
They were introduced independently by Haydys [25, §3] and Witten [69, §5.2.6].
The gauge group GP = Aut(P ) acts on the family of Haydys–Witten solu-
tions (∇P , ψ). We call (∇P , ψ) irreducible if its stabilizer group in GP is Z(G).
Define MHWP to be the moduli space of gauge equivalence classes [∇P , ψ] of
irreducible Haydys–Witten solutions (∇P , φ). It is a derived manifold of virtual
dimension 0. There is a forgetful map MHWP → BP taking [∇P , ψ] 7→ [∇P ], for
BP as in Definition 1.1.
The deformations of [∇P , ψ] in M
HW
P are controlled by the elliptic complex
0 // Γ∞
(
Ad(P )⊗Λ0T ∗X
) (d∇P 0) // Γ∞(Ad(P )⊗(Λ1T ∗X⊕Λ3+T ∗X))
(d∇P )+ (d
∗
∇P
)+
(d∇P )0 (d
∗
∇P
)0


// Γ∞(Ad(P )⊗ (Λ2+T
∗X ⊕ Λ20T
∗X)) // 0,
modulo degree 0 operators. As in §4.2.1–§4.2.6, the orientation bundle ofMHWP
is the pullback of the orientation bundle O¯E•P → BP under the forgetful map
MHWP → BP , where E• is the elliptic operator
D=
(
d d∗0 d
∗
+
0 d+ d+
)
: Γ∞
(
Λ0T ∗X⊕Λ20T
∗X⊕Λ2+T
∗X
)
−→ Γ∞
(
Λ1T ∗X ⊕ Λ3+T
∗X
)
.
(4.9)
Theorem 4.10. Let (X, g) be a compact Riemannian 5-manifold, and α ∈
Γ∞(Λ4T ∗X) a unit length 4-form.
(a) Suppose there exists a Hermitian complex structure J on the fibres of
Λ10T
∗X in (4.7) compatible with the natural orientation on Λ10T
∗X. (This
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is equivalent to choosing an almost CR structure on X.) Then using
J we can define a complex structure on E•, as in Theorem 2.5.
Thus for any Lie group G and principal G-bundle P → X, Theorem 2.5
defines a canonical n-orientation on BP .
(b) Now let G be a connected, simply-connected Lie group. Then for all prin-
cipal G-bundles P → X, we can construct a canonical n-orientation on
BP . It agrees with that defined in (a) when part (a) applies.
Proof. For (a), at a point x ∈ X , choose an orthonormal basis (e1, . . . , e5) for
T ∗xX with α|x = e1 ∧ e2 ∧ e3 ∧ e4 and J(e1) = e2, J(e3) = e4 in the basis (4.8)
for Λ10T
∗
xX . Define complex vector space structures on E0|x, E1|x in (4.9) by
i · 1 = e12 + e34, i · e15 = e25, i · e35 = e45, i · (e13 + e42) = e14 + e23,
i · e5 = e125 + e345, i · e1 = e2, i · e3 = e4, i · (e135 + e425) = e145 + e235.
It is easy to check that these are independent of the choice of (e1 . . . , e5), so
over all x ∈ X they extend to complex vector bundle structures on E0, E1, and
the symbol of D is complex linear. Part (a) follows.
For (b), let G be a connected, simply-connected Lie group, and P → X a
principal G-bundle. By Proposition 3.5(a) with d = 4 we can choose a 1-skeleton
Y ⊂ X , a CW complex of dimension 1, and a trivialization Φ : P |X\Y →
(X \ Y ) ×G. As in Step 3 of §3.3, choose a small open neighbourhood U of Y
in X such that U retracts onto Y , and an open V ⊂ X with V ⊆ X \ Y and
U ∪ V = X , and a connection ∇ˆP on P → X which is trivial over V ⊂ X \ Y ,
using the chosen trivialization Φ of P |X\Y .
For general X there need not exist oriented Hermitian complex structures J
on Λ10T
∗X , and if they exist they need not be unique up to isotopy. But such
complex structures exist on Λ10T
∗X |Y over the 1-skeleton Y , and are unique
up to isotopy. As U retracts onto Y , it follows that Λ10T
∗X |U admits oriented
Hermitian complex structures J , uniquely up to isotopy. Thus as in (a) we can
define a complex structure on E•|U , unique up to isotopy.
The rest of the proof of (b) closely follows the proof of Theorem 4.6(b)
from the paragraph containing (4.4), except that in the paragraph before that
containing (4.5), as Z is now a CW-complex of dimension 2, there exist oriented
Hermitian complex structures on π∗X(Λ
1
0T
∗X)|Z , and we can choose them to
interpolate between given complex structures over Y0 and Y1.
To pass from an n-orientation of BP to an orientation of BP , by (1.4) and
(1.7) we need to choose an orientation for detD, noting that as indD = 0 on
any 5-manifold X we do not need an orientation on g. Since orientations on BP
induce orientations of BP , which pull back to orientations ofM
HW
P , we deduce:
Theorem 4.11. Let (X, g) be a compact Riemannian 5-manifold, and α ∈
Γ∞(Λ4T ∗X) a unit length 4-form. Suppose G is a connected, simply-connected
Lie group, and choose an orientation on detD. Then for all principal G-bundles
P → X, we can construct a canonical orientation on MHWP .
The authors believe Theorems 4.10 and 4.11 are new.
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4.2.8 Donaldson–Thomas instantons on symplectic 6-manifolds
Let (X,ω) be a symplectic 6-manifold, J a compatible almost complex structure
on X , and g = ω(−, J−) the associated Hermitian metric. The second author
[57] introduced ‘Donaldson–Thomas instantons’ [57], a gauge theory on X , in
the hope of defining ‘analytic Donaldson–Thomas invariants’.
Let G be a Lie group and P → X a principal G-bundle. A Donaldson–
Thomas instanton on P is a pair (∇P , ξ) of a connection ∇P on P and a section
ξ ∈ Γ∞(Ad(P )⊗R Λ0,3T ∗X) satisfying
F∇P0,2 = ∂¯
∗
∇P ξ, F
∇P
1,1 ∧ ω = 0.
The gauge group GP = Aut(P ) acts on the family of Donaldson–Thomas in-
stantons (∇P , ξ). We call (∇P , ξ) irreducible if its stabilizer group in GP is
Z(G). Write MDTP for the moduli space of gauge equivalence classes [∇P , ξ]
of irreducible Donaldson–Thomas instantons (∇P , ξ). It is a derived manifold.
There is a forgetful map MDTP → BP taking [∇P , ξ] 7→ [∇P ].
The deformations of [∇P , ξ] in M
DT
P are controlled by the elliptic complex
0 // Γ∞
(
Ad(P )⊗Λ0T ∗X
) (d∇P 0) // Γ∞(Ad(P )⊗(Λ1T ∗X⊕Λ0,3T ∗X))
∂¯
0,2
∇P
∂¯∗∇P
d
〈ω〉
∇P
0


// Γ∞(Ad(P )⊗ (Λ0,2T ∗X ⊕ 〈ω〉)) // 0,
modulo degree 0 operators. The orientation bundle of MDTP is the pullback of
the orientation bundle O¯E•P → BP under the forgetful map M
DT
P → BP , where
up to isotopy we may take E• to be the elliptic operator
D = ∂¯ + ∂¯∗ : Γ∞
(
Λ0,0T ∗X ⊕ Λ0,2T ∗X
)
−→ Γ∞
(
Λ0,1T ∗X ⊕ Λ0,3T ∗X
)
.
As D is complex linear, Theorem 2.5 gives canonical orientations on all moduli
spaces BP ,BP and M
DT
P .
4.2.9 G2-instantons on G2-manifolds
In the sequel [33] we solve Problem 3.2 for the Dirac operator on 7-manifolds
and G = U(m) or SU(m), using a variation on the method of §3.3. Here
flag structures [28, §3.1] are an algebro-topological structure on 7-manifolds X ,
related to ‘linking numbers’ of disjoint homologous 3-submanifolds Y1, Y2 ⊂ X .
Theorem 4.12 (Joyce and Upmeier [33]). Suppose (X, g) is a compact, ori-
ented, spin Riemannian 7-manifold, and take E• to be the Dirac operator D :
Γ∞(S)→ Γ∞(S) on X. Fix an orientation on detD and a flag structure on
X, as in Joyce [28, §3.1]. Let G be U(m) or SU(m) and P → X be a principal
G-bundle. Then we can construct a canonical orientation on OE•P → BP .
The orientability of OE•P was previously proved by Walpuski [64, §6.1], but
the canonical orientations are new. For Lie groupsG other than U(m) or SU(m),
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the analogue of Theorem 4.12 may be false. In [33, §2.4] the authors give a
compact, oriented, spin 7-manifold X such that OE•P → BP is not orientable
when P = X × Sp(m)→ X is the trivial Sp(m)-bundle for any m > 2.
Theorem 4.12 is related to a 7-dimensional gauge theory discussed by Don-
aldson and Thomas [22] and Donaldson and Segal [21]. Let (X,ϕ, g) be a
compact G2-manifold with d(∗ϕ) = 0, G a Lie group, and P → X a principal
G-bundle. A G2-instanton on P is a connection ∇P on P with F∇P ∧ ∗ϕ = 0
in Γ∞(Ad(P ) ⊗ Λ6T ∗X). Write MG2P for the moduli space of irreducible G2-
instantons on P . Then MG2P is a derived manifold of virtual dimension 0.
Examples and constructions of G2-instantons are given in [42, 52, 53, 65–67].
As in §4.1, we may orient MG2P by restricting orientations on O¯
E•
P → BP ,
for E• the Dirac operator of the spin structure on X induced by (ϕ, g). Thus
Theorem 4.12 implies:
Corollary 4.13. Let (X,ϕ, g) be a compact G2-manifold with d(∗ϕ) = 0, and
fix an orientation on detD and a flag structure on X. Then for any principal
G-bundle P → X for G = U(m) or SU(m), we can construct a canonical
orientation on MG2P .
This confirms a conjecture of the first author [28, Conj. 8.3].
Donaldson and Segal [21] propose defining enumerative invariants of (X,ϕ, g)
by counting MG2P , with signs, and adding correction terms from associative 3-
folds in X . To determine the signs we need an orientation on MG2P . Thus,
Corollary 4.13 contributes to the Donaldson–Segal programme.
4.2.10 Spin(7)-instantons on Spin(7)-manifolds
In the sequel [14], using a variation on the method of §3.3 in which P → X is
the trivial bundle, Cao, Gross and Joyce prove:
Theorem 4.14 (Cao, Gross and Joyce [14, Th. 1.11]). Let (X, g) be a compact,
oriented, spin Riemannian 8-manifold, and E• be the positive Dirac operator
D+ : Γ
∞(S+) → Γ∞(S−) on X. Suppose P → X is a principal G-bundle for
G = U(m) or SU(m). Then BP is orientable. The mapping spaces C, Cα in
§2.4.2 are also orientable.
This extends results of Cao and Leung [16, Th. 1.2], who proved Theorem
4.14 if G = U(m) and Hodd(X,Z) = 0, and Mun˜oz and Shahbazi [46], who
proved Theorem 4.14 ifG = SU(m) and Hom(H3(X,Z),Z) = 0. As for Theorem
4.12, the analogue of Theorem 4.14 for Lie groups G other than U(m) or SU(m)
may be false. In [14] the authors give an example of a compact, oriented, spin
8-manifold X such that OE•P → BP is not orientable when P = X×Sp(m)→ X
is the trivial Sp(m)-bundle for any m > 2.
Again, Theorem 4.12 is related to an 8-dimensional gauge theory discussed
by Donaldson and Thomas [22]. Let (X,Ω, g) be a compact Spin(7)-manifold.
Then there is a natural splitting Λ2T ∗X = Λ27T
∗X ⊕ Λ221T
∗X into vector sub-
bundles of ranks 7 and 21. Suppose G is a Lie group and P → X a principal G-
bundle. A Spin(7)-instanton on P is a connection ∇P on P with π27(F
∇P ) = 0
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in Γ∞(Ad(P ) ⊗ Λ27T
∗X). Write M
Spin(7)
P for the moduli space of irreducible
Spin(7)-instantons on P . Then M
Spin(7)
P is a derived manifold. Examples of
Spin(7)-instantons were given by Lewis [38], Tanaka [57], and Walpuski [68].
As in §4.1, we may orientM
Spin(7)
P by restricting orientations on O¯
E•
P → BP ,
for E• the positive Dirac operator of the spin structure on X induced by (Ω, g).
Thus Theorem 4.14 implies:
Corollary 4.15. Let (X,Ω, g) be a compact Spin(7)-manifold. Then M
Spin(7)
P
is orientable for any principal G-bundle P → X with G = U(m) or SU(m).
Borisov and Joyce [13] and Cao and Leung [15] set out a programme to de-
fine Donaldson–Thomas type invariants ‘counting’ moduli spaces of (semi)stable
coherent sheavesMcohα on a Calabi–Yau 4-fold X . To do this requires an ‘orien-
tation’ on Mcohα in the sense of [13, §2.4]. Cao, Gross and Joyce [14, Cor. 1.17]
use Theorem 4.14 to prove that all such moduli spaces Mcohα are orientable.
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