Abstract-The purpose of this paper is twofold: i) to introduce the sufficient statistic algebra which is responsible for propagating the sufficient statistics, or information state, in the optimal control of stochastic systems and ii) to apply certain Lie algebraic methods and gauge transformations, widely used in nonlinear control theory and quantum physics, to derive new results concerning finite-dimensional controllers. This enhances our understanding of the role played by the sufficient statistics. The sufficient statistic algebra enables us to determine a priori whether there exist finite-dimensional controllers; it also enables us to classify all finite-dimensional controllers. Relations to minimax dynamic games are delineated.
I. INTRODUCTION
T HE PRACTICAL utility of the Duncan-Mortensen-Zakai (DMZ) equation is greatly appreciated in both nonlinear filtering and stochastic control problems with partial information. The DMZ equation of nonlinear filtering of diffusion processes is a linear, stochastic, partial differential equation (PDE) which describes in a recursive manner the evolution of the unnormalized conditional distribution of the state process, , given the observations, . If this distribution has a density function, say, , then [1] (1.1) Consequently, evolves forward in time with initial condition . Here, is a certain second-order differential operator related to the drift and diffusion coefficients of the state process, the Kolmogorov forward operator, and is a zero-order differential operator related to the signal in the observations.
In filtering problems one is concerned with conditional expectations (1.2) where is the normalized conditional density. Therefore, it is of interest to classify problems for which (1.1) can be solved explicitly, as in the Kalman-Bucy case, in terms of finite-dimensional systems. Motivated by an analogous affine control system, namely, ,where is the control input, Brockett [2] , Brockett and Clark [3] , and Mitter [4] proposed that the Lie algebra methods widely used to analyze such systems might also be of important interest in classifying finite-dimensional filtering problems as well. In particular, they proposed that such progress relies on the finite-dimensionality of the Lie algebra generated by the operators . Moreover, Ocone [5] noted that if the Lie algebra generated by the operators , is finite-dimensional, then (under certain conditions) the Wei-Norman method may be used to derive the structure of the recursive filters. Ocone's observation is made rigors by Tam et al. [6] . Subsequent generalizations are addressed by Yau [7] . An alternative approach to the Wei-Norman method is the Kallianpur-Striebel function space integration approach. For an earlier reference on these methods see Benes [8] . Some important early references addressing these issues are [5] , [8] , and [9] . Later references achieving additional generalizations of the Benes filter are [10] , [6] , [11] , and [12] . In all these references the observations are linear in the state process. Recently, an important class of filtering problems with nonlinear observations is identified in [13] .
The importance of nonlinear filtering in stochastic control of partially observed systems was elegantly broached by Mortensen [14] . Mortensen reformulated this problem as one of complete information, in which the control is a functional of an information state; the information state satisfies a controlled version of the DMZ equation. Using Mortensen's formulation, Charalambous et al. [15] noted that finite-dimensional controllers can be constructed for the control analog of the Benes filter. Additional references addressing finite-dimensional controllers are [16] - [19] . One of the interesting aspects of [17] and [19] is that these nonlinear control problems are, within a gauge transformation, equivalent to linear-quadratic Gaussian (LQG) control problems. These findings exhausted all other nonlinear systems which are within gauge or coordinate transformations equivalent to LQG problems. This is due to the isometry between Lie algebras under such transformations.
In the present paper we point out how the Lie algebraic methods can be used to address the question of finite-dimensionality of optimal controllers in problems of optimal control of partially observed stochastic systems. Note that in the absence of control optimality, this framework can be used to address the question of finite-dimensionality of optimal (in least squares sense) observers for nonlinear stochastic control systems. This framework would enable us to investigate the question of classification and finite-dimensionality of optimal controls a priori, by investigating the Lie algebra of certain operators associated with the model at hand. One of the important results obtained in this paper is that large classes of new finite-dimensional controllers can be constructed which are not a subset of our earlier classes. The observation concerning the use of Lie algebras in optimal control of such systems is noted in [19] .
In particular, the observation that leads to these developments is that for optimal control problems (with usual integral cost function) affine in the control inputs, the information state satisfies a controlled version of the DMZ equation, namely (1.3) where is the control input and is certain first-order differential operator. Therefore, by analogy with finite-dimensional nonlinear affine control systems, we view (1.3) as a bilinear equation with control inputs . This gives rise to the investigation of the Lie algebra generated by the operators , which we call sufficient statistic algebra. In fact, from certain results of realization theory, we deduce that if the sufficient statistic algebra, , is finite-dimensional, then (under certain conditions) the optimal controller is finite-dimensional. This point of view enables us to address the following issues/questions. 1) Given an optimal control problem affine in the control inputs, can we determine a priori whether there exist finite-dimensional dynamic controllers with low dimension? Further, can we classify all optimal control problems which are finite-dimensional? 2) Can we identify equivalent optimal control problems, in the sense that these are invariant under certain transformations? 3) Can we identify optimal control problems for which the sufficient statistic algebra is low dimensional, thus ensuring the existence of low dimensional dynamic controllers? Our result in this paper is far from obtaining complete answers to the above questions. However, our observations may be viewed as providing the necessary first step. For example, to investigate the classification, one should consult [12] and the reference therein.
This paper is organized as follows. In Section II, we formulate the optimal control problem and we introduce the sufficient statistic algebra; certain Lie algebraic tools required for our subsequent analysis are briefly introduced. In Section III-A, we employ the Lie algebraic tools to construct the solution of the LQG problem. In Sections III-B-D, we investigate the question of finite-dimensionality of controllers for various classes of nonlinear control systems. We show how to obtain partial answers to question 1 above. Subsequently, we discuss the use of gauge transformations in identifying equivalent optimal control problems, thus obtaining partial answers to question 2 above. Finally, in Section IV, we briefly discuss generalizations to optimal control problems with exponential-of-integral cost functions; the information state of such problems satisfies a Feynman-Kac version of the DMZ equation (see [20] ), which is not affine in the control inputs. Here we link our methodology to disturbance attenuation problems.
II. MATHEMATICAL CONSTRUCTS
Consider a classical controlled diffusion process, , described by the Ito stochastic differential equation (2.4) and an observation process, , described by (2.5)
Here and , are mutually independent standard Brownian motion processes, for all , which are also independent of the random variable . is a vector of control processes, where " " denotes transpose of a matrix. All stochastic processes are defined on a probability space equipped with a complete filtration, , and a finite-time interval, . The usual optimal control problem addresses the minimization over the controls (see Definition 2. 
A. Sufficient Statistic
For completeness we outline the derivation of the information state equation (see [21] , [22] , [5] , and [20] Here and are measure-valued processes; the latter is the unnormalized version of the former. A direct consequence of (2.8) (see also [24] and [18] ) is the following theorem. and . Proof: The evolution equation (2.12) is derived in various places (see [22] , [21] , [25] , and [5] ). The statement of this theorem is derived in [24] and also in [26] , by first establishing existence and uniqueness results for (2.12) and (2.14) indirectly, using results from parabolic partial differential equations (see [27] ).
If we now assume that controls which are nonanticipative functionals of the information state [e.g., ] are admissible in the sense that the conditional density equation (2.12) has a strong -adapted solution, then the original partially observed problem (2.4)-(2.6) can be replaced by a completely observed problem with a new state the information state which evolves according to (2.12) , and a new cost given by (2.14) . If on the other hand, we consider admissible controls belonging to the larger class of measures on the paths (treated in [26] ), known as wide-sense controls, the Lie algebraic methods are still applicable provided the expectation associated with (2.14) is replaced by the appropriate one see [26] .
Theorem 2.4 together with Definition 2.5 (below) is viewed as the starting point of our analysis. The objective is to construct finite-dimensional solutions of (2.12) which by (2.14) would enable us to further convert the infinite-dimensional problem to a standard, completely observed problem, (see [15] and [19] and the cost function can be represented in terms of (2.17) Note that depends on the control only through . If the control inputs enter nonlinearly in (2.12), then (2.16) should be modified to be consistent with the structure of (2.12).
We now introduce certain Lie algebraic tools which we shall use extensively. In view of Theorem 2.8, existence of finite-dimensional controllers implies existence of finite-dimensional filters. However, in general existence of finite-dimensional filters does not imply existence of finite-dimensional controllers.
Remark 2.9: Suppose the estimation algebra is finitedimensional, spanned by the elements, . In order to determine whether the sufficient statistic algebra, , is finite-dimensional, it suffices to perform the following procedure: Form all possible commutator elements, . Append all new elements of this Lie bracket operation to the set, , and again take all possible commutators. If no new linearly independent elements are generated when this procedure is repeated, then the sufficient statistic algebra is finite-dimensional. This procedure enables one to extend various results obtained for nonlinear filters to stochastic control problems.
We are now equipped with the tools to discuss the generalization of Lie algebraic methods to nonlinear stochastic control problems. First, we recall that for nonlinear filtering problems the uncontrolled version of (2.12), together with the output map, [ ], of an input-output map, from input functions , to output . This observation motivated many researchers to investigate whether finite-dimensional realizations of this input-output map exist. That is, to investigate whether the computation of (for some ) is finite-dimensional as described by the uncontrolled version of Definition 2.7.
Clearly for the control problem of Theorem 2.4, the role of nonlinear systems theory becomes evident, if we notice that the conditional density equation (2.12) .17) is observable, there should be a smooth map from the reachable part of (2.13) to the reachable part of (2.16). According to Brockett's Lie algebra homomorphism conjecture, this map generates a homomorphic map from the Lie algebra associated with (2.13) to a certain Lie algebra associated with (2.16). This conjecture (which is discussed in detail in [9] ), states that if (2.16) and (2.17) is a minimal realization, then there exist a map that maps to , to , to , , , which extends to a homomorphism of the Lie algebra generated by into the Lie algebra generated by
Moreover, is sometimes an isomorphism (see [9] [7] ):
, where are determined by substituting into the information state equation; they are solutions of the so-called Wei-Norman equations.
III. SUFFICIENT STATISTIC ALGEBRAS
In the sequel we always assume validity of Assumption 2.2 and of the following additional assumption. Although these could be relaxed our aim is not to achieve the greatest generality. 
9)
Proof: We use the definition of Lie bracket given by (2.18). The Lie bracket calculations 1-6 are derived in [7] , while the rest are similarly derived.
Definition 3.4:
The sufficient statistic (resp., estimation ) is said to be maximal rank if (resp., ) (see also Yau [7] ).
A. The Linear Case
Here we analyze the linear control system (3.27) According to our notation , , , , , and , , . , then the dimension of the sufficient statistic algebra is less than or equal to , that is, . Note that the estimation algebra is, in general, a sub-algebra of the sufficient statistic algebra. Notice that is solvable, therefore the Wei-Norman method is directly applicable in deriving the explicit representation of (see [7] ).
B. The Nonlinear Drift Case
Here we investigate the nonlinear control system and (recall that ). 2) This is due to Benes [8] .
In the next lemma we generalize the finite-dimensional filtering problems investigated in [6] and [12] , to control problems, by showing that the sufficient statistic algebra is finite-dimensional. then the sufficient statistic (resp., estimation) algebra has dimension at most six and (resp., Proof: See the Appendix.
C. The Nonlinear Drift and Observations Case: Isomorphisms
Next we investigate the correlated nonlinear control system (3.39)
Here denote the th components of the constant matrices , respectively. These systems are often encounter in applications in which the same source of noise enters both the state dynamics and observations (see the papers by Pardoux and Kunita in [25] , [20] , and [21] ). They also arise naturally in certain Hamiltonian systems when sensors consist of velocity as well as acceleration measurements (an example is given in [19] At this stage we recognize that (3.62) has a quadratic potential term while the operators , , correspond to a system of linear dynamics and observations with correlated noises. Therefore, its solution is unnormalized Gaussian which is easily verified from any of the references [20] , [17] , and [19] . Thus, the last equation has the form of (3.39) provided , . In its full generality we can allow to depend on the controls as well, by considering , (for specific examples, see [19] ). 
D. The Linear Drift Affine Control Case
Here we investigate nonlinear control system when the control enters affinely in the state dynamics, namely are also elements of . Since is a linear combination of , from the commutative relations we verify that is finite-dimensional with basis as specified. Proof: The procedure for deriving the solution is described in [18] ; a more general result is found in [28] .
IV. ADDITIONAL GENERALIZATIONS
The methodology of the previous section and the results obtained are easily adapted to filtering of Feynman-Kac integrals, and to control problems with exponential-of-integral cost functions. The latter are important in the so-called robust disturbance attenuation problem (see [29] ).
A. Filtering Feynman-Kac Integrals
Consider the nonlinear system Hence, when (4.74) is appended to (4.71) we are faced with the nonlinear estimation problem. Direct estimation of , through Kalman-filtering is unknown even when are jointly Gaussian. We address this estimation problem by introducing a change of probability measure and density functions associated with the Feynman-Kac conditional expectations, to obtain from (4.73) (by a change of measure) (4.75) where is a solution of the DMZ equation, and are the densities of the measure-valued processes (see [30] ).
Lemma 4.1: The density functions satisfy the equations , then the densities are unnormalized Gaussian; their explicit representations are derived in [30] . In this case the estimation algebras are finite dimensional with at most basis.
B. Exponential-of-Integral Cost Function
Consider the nonlinear control system (4.82)
We are interested in minimizing (over ) the exponential-of-integral cost function :
with assuming the growth conditions of Assumptions 2.2 with . Similar to Theorem 2.4 (see [28] , [20] , [16] , [19] , and [18] ), the information state approach to this control problem yields: Recall the inverse optimal control problem of the LinearQuadratic-Regulator which is stated as follows: Given a linear system and a linear feedback optimal control law, find all cost functions for which this control law is optimal. Therefore, we introduce the following definition.
Definition 4.7:
Given the risk-sensitive system (4.82), (4.83), and Definition 4.5, the classification problem is defined as the problem of identifying all cost functions of the form such that the sufficient statistic algebra is finite-dimensional.
Contrary to the usual minimization of an integral sample cost, it is clear from the definition of the sufficient statistic algebra that there are many finite-dimensional nonlinear control problems with exponential-of-integral sample cost. This is due to the additional terms , , which enter the sufficient statistic algebra. This observation was first announced in [15] and it was subsequently executed in [17] , using gauge transformations (see also [19] for more general problems). However, since the choice of the sample cost to be optimized is arbitrary, it seems pointless to devote too much effort in this problem. Instead, we prefer to stay within the framework of exponential-of-quadratic sample cost due to its physical interpretation in terms of energy. Therefore, we shall consider a sub-optimal design methodology which is optimal with respect to certain nonquadratic exponential of integral cost of the form (4.86).
Before we proceed it is important introduce certain relations between risk-sensitive control problems and dynamic games. These relations will be employed to show that the Lie algebraic methods can be used to study finite-dimensionality of control laws in disturbance attenuation problems. denotes the admissible set of such processes.
An analogous version of Theorem 4.8 in terms of a deterministic minimax dynamic games is derived in [32] , by scaling the noise covariances by , e.g., by letting , and , and then pursuing the limit . The resulting game is of the form (4.90)-(4.92) free of the random inputs and the mathematical expectation.
Remark 4.9: Theorem 4.8 implies that if the risk-sensitive system (4.82) and (4.83) has a finite-dimensional sufficient statistic algebra, then the optimal control of the stochastic minimax dynamic game of Theorem 4.8 is finite-dimensional. A similar statement holds for the deterministic version of this minimax dynamic game (see [32] ). Hence, the concept of sufficient statistic algebra is vital in addressing the finite-dimensionality of optimal control laws for minimax dynamic games as well.
Next, we recall the definition of disturbance attenuation problems in which one is interested in designing control laws which ensure that a certain -gain inequality is satisfied. Therefore, is four-dimensional with basis . Moreover, it can be verified that there is a Lie algebra homomorphism , which takes , which is also isomorphism.
V. CONCLUSION
In this paper we have introduced the sufficient statistic algebra which is responsible for propagating the information state in partially observed stochastic control problems. This algebra enables us to determine a priori whether there exist finite-dimensional controllers. The sufficient statistic algebra is used to address finite-dimensionality of controllers, and to recognize equivalent control problems. Indeed, several new classes of nonlinear systems with finite-dimensional controllers are identified.
In addition, the findings are linked to the design of finite-time dissipative systems. . Since these elements are independent of we conclude that .
