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Abstract
This PhD thesis presents a novel Kahnan Filter Bank (KFB) methodology. The
novel KFB is applied to predict and optimally schedule the operation of micro-grid
energy resources with a public fixed-grid connection and an auxiliary battery storage
backup facility. This methodology relies on a sliding single time step forecast pro
jection to accurately acquire the anticipated schedule for a range of time dependent
parameters, stochastic by nature, that have inherent embedded cyclical patterns.
The innovative feature here consists of a novel bank of hourly adjacent Kalman
Filter estimators, which operate in synchronism, for accurate parameter prediction
over a selected time horizon.
It is shown that, from consideration of the size (n) of the KFB framework (KFB„)
the predictive performance of the algorithm can be greatly increased. For phenom
ena exhibiting a diurnal pattern a KFB24 was employed with n G [1,24] . For phe
nomena displaying an underlying weekly cyclical pattern a KFB 153 was employed
for accurate prediction. Ditferent case studies are investigated to substantiate the
feasibility, accuracy and effectiveness of the proposed procedure with the primary
focus on micro-grid renewable energy utilisation and optimised operation. For this
purpose a fixed-grid connected university micro-grid, known as the Zero2020 test
bed, based in Cork Institute of Technology (CIT), was used to develop and verify
a novel predictive method to optimise the contribution of non dispatchable energy
sources to the overall energy reciuirements of a college building.
This thesis focuses on a holistic systems integration approach, whereby the microgrid and energy storage element are integrated with the predictions of the future
building energy demand into a single platform with future contribution of nondispatchable sources effected by external disturbances (weather). It was further
employed to investigate the consequences of Time of Use (TOU) tariffs, which can
be easily expanded to real time pricing (RTF), on the interactions between a lOkW
wind turbine, a 12kW solar PV array, a 20kWh Battery Power storage unit and the
National Grid.
A novel KFB24 strategy was first applied to Numerical Weather Prediction
(NWP) models to track the key characteristics of the variable wind speed, solar
irradiance and ambient air temperature at fixed coarse grid node points to forecast
the expected wind and solar PV power output for a college-based micro-grid elec
trical power network at an offset sub-grid jjoint. The KFB24 is then expanded to
a novel KFBigg for the purpose of mapping and deriving predictions for the weekly
electrical load demand profile with varying college occupancy in scheduling electrical
power resources. Key results, along with statistical hypothesis testing, are presented
to validate and substantiate the claims made for the proposed KFB strategies and
the accuracy of their prediction outputs.
In an attempt to leverage the KFB method and further develop the concept of
a single novel approach that can model the power output of the various renewable
energy components of a micro-grid and also derive a day-ahead schedule of the
energy exchange interplay between the battery and the national grid, the final stage
of this thesis focused on the expansion of the 24 KFB method into a novel holistic

forecaster/optimiser tool. The thesis presents a novel KFB method, for forecastig
RES over a 24-hour time horizon and to schedule the energy exchange withina
fixed-grid connected college based micro-grid. This method relies on a developd
Rule Based Logic Decision-making Processor (RBLDP) algorithm to control te
power flow between the national grid, a battery storage system, the non-dispatchale
energy resources and stochastic loads within the micro-grid in order to minimise te
daily cost of energy import from the national grid based on time of use tariffs. Tv)
different KFB frameworks are investigated as possible feasible holistic forecastr
optimisation tools using the developed RBLDP algorithm.
The first holistic KFB-R.BLDP framework consisted of cascading a novel day
and weekly bank of 24 or 168 Kalman Filters, KFB24 and KFBies respective/,
operating in synchronism with a developed rule based optimised decision makig
strategy, to accurately predict the power contribution interplay from the micrgrid battery storage unit and the national grid with daily tariffs. This strategy s
necessary in real time electricity markets where accurate day-ahead power predictici
scheduling is crucial. Results are presented to demonstrate the accuracy of tb
predicted grid and battery power exchange when compared with the output ofi
simulated controller using measured input data on a daily basis over several da>.
The variation of the recorded weekend loads compared with those during the iiorrnl
working week is accurately captured and tracked by the 24-hour x 7 day extendd
Kalman Filter Bank (KFBie^) which ma})s the load behaviour of college occiipanc.
In addition, a 4 sigma statistical analysis, based on the Chebyshev ineciuality fc
measurements, is also presented to substantiate the accuracy of the prediction resuh
obtained from the respective Kalman Filter Banks.
A second KFB-RBLDP approach relies on the innate attributes of the Kalnici
Filter as a predictor to determine the optimised battery and grid power flow e.change. It was concluded that this approach yielded accurate results through direc
application of filter iteration process for building electrical load demand with a
innate periodicity based on a daily cycle. However, analysis of the former approan
showed that it can capture weekend variations dissimilar to that during the norm!
working week.
Furthermore, the predictive methods developed within this thesis are shown t)
have generalised time series prediction capabilities where the phenomena exhibit
an underlying periodicity.
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Chapter 1
Background Motivation and
Objectives
1.1

Introduction & Objectives

Until recently, planning policy and law in the European Union (EU) has sup
ported a traditional energy system based on centralised production using mainly
fossil fuels. In an effort to meet mandatory global and national greenhouse emis
sion targets in accordance with stringent European regulations, as set out in the
EU Directive 2009/28/EC3 guidelines on the promotion and usage of energy from
renewable sources, many countries have initiated reform legislation pertaining to
primary energy production and its usage. Internationally it is now accepted and
understood that the transition to a low carbon economy is only possible through
sustainable energy generation with the incorporation of significant decentralised
grid-connected micro-grids (pGrids) incorporating distributed renewable energy re
sources (RES) [11].
The use of a //Grid is a relatively new concept [12] in the integration of RES
more reliably and efficiently into the national and global electrical network configu
ration. A pGrid is a small electric power system with one or more renewable energy
resources, a sink load and energy storage facility, operated by energy management
controllers, either in a grid-connected or isolated form, which can represent a house,
a community, or a commercial centre [12].
In recent years. Model Predictive Gontrol (MPC) methods pertaining to the
accurate short-medium term prediction of renewable energy power sources such as
wind and solar have become a very intensive area of research [12] [13] [14] [4]. This
research affords greater reliability and integration of R,ES into adaptive electrical
12

grid network coiitiguration. As well as reducing the cost of power transmission, in
terms of line losses and installation, and increasing power quality, a //Grid frame
work can facilitate the inclusion of RES to form part of the current national power
distribution grid network. Consequently, the area concerning prediction and fore
casting techniques to optimally schedule the operation of a //Grid, for connection
to a fixed-grid infrastructure, has also attracted increased attention because of its
high efficiency and low emissions, making it an important domain of research [12]
[15] [16],
The primary objective of this thesis was to develop a MFC strategy to forecast,
for a day-ahead, a schedule of the expected hourly average RES power output as
well as the electrical load demand in order to anticipate the energy exchange within
a college-based fixed grid-connected micro-grid to optimise the non-dispatchable
contribution to the overall energy reciuirements of a Cork Institute of Technology
(CIT) campus building. Non-dispatchable systems refer to energy sources including
intermittent energy sources such as wind, solar photovoltaics and wave energy that
cannot be turn on or off easily. Energy management in a smart-grid environment
involves making new economic choices based on t he variable cost of electricity, the
ability to shift loads, and the capacity to produce and store energy [17].
It is anticipated that the next generation of energy management solutions will
include the ability to control a micro-grid environment as Net-Zero Energy build
ing operation cannot be achieved through improved building envelope design and
reduced loads alone. The genesis of this R&D project originated with United Tech
nologies Research Centre Ireland (UTRCI), a US-based company, as the industrial
partner in renewable energy prediction and utilisation. UTRCI regard the micro
grid network as the predominant future platform to facilitate the inclusion of RES
as part of a national power distribution grid network. As energy markets currently
operate on a time horizon of 24 hours where utility operators commit to a sup
ply/demand schedule for one day-ahead, an accurate holistic predictive controller
scheduler with the ability to both forecast and schedule energy resources for the
ensuing 24 hours is of strategic importance for cost-effective electrical network op
eration with a consequent beneficial economic return on renewable power generator
capital investment.
Additionally, UTRCI, as the co-sponsored of this research, has expressed a strong
interest in the “implementablity” of such a system. UTRCI envisage a large commer
cial interest in the retrofit of their next generation of energy management solutions
to aid ageing buildings meet more stringent regulations with respect to their energy
usage. Consequently, whatever control optimisation strategy is established through
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this PhD by research, it must achieve the right balance between energy cost savings
and “implementablity”. In order to satisfy the “implementablity” requirement stip
ulated by UTRCI, the MPC approach must consider the MPC systems suitability
to be utilised in a retro fit environment, with ease of installation and comprehension
by standard building services personnel. This is essential in order to bridge the gap
between academic research and practical application in a commercial / industrial
environment by non-academics. Green et al [18] stated in their paper, titled “simple
versus complex forecasting”, that industrial solutions should follow a KISS approach
- Keep It Sophisticatedly Simple [18].
The following list itemises the research objectives of this thesis as well as the
governing constraints of UTRCI as prerequisites to satisfy the “implementablity” of
a solution.
Develop a day-ahead forecast model of the expected wind power output.
Develop a day-ahead forecast model of t he expected power output from a solar
pv array.
Develop a day-ahead forecast model of the expected electrical load demand.
Develoj) a holistic forecaster/optiniiser MPC tool to schedule the ])ower flow
interchange of a fixed-grid connected micro-grid.
Other desired MPC qualit ies set by UTRCI:
— an ability to be trained by a small and limited data set is required, as
large archived data sets may not be readily available.
— the capacity to execute day-ahead predictions using developed or open
source application is required, to be independent of other operators and
make product more economical.
— A holistic forecaster/optimiser MPC tool that utilises simple and uncom
plicated approaches that offers ease of implementabihty and is transpar
ent in its methodology is required.
— the solution needs to be suitable to new and retrofit micro-grid applica
tions, to secure maximum commercial potential.
— With consideration of the previous point, a single holistic algorithm
rather than a hybrid solution is required to forecast the electrical load
demand as well as the output from various RES elements. UTRCI and
14
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lOkWBereeyWT

12.5kW Solar PV Panels

Electrical Load Demand

F'igure 1.1: Overview of campus based micro-grid at CIT campus
the IEEE Working Group on Energy Forecasting seek elementary solu
tions that offer to bridge the gap between academic research and the use
of this research by general building services control engineers [19].
This research study is based on a ‘real world’ /iGrid system consisting of a lOkW
Bergey wind turbine, a 12kW solar array, a 20kWh battery power storage unit with a
National Grid connection - as per F'ig. 1.1. The proposal focuses on the development
of a control algorithm for the ‘real world’ //Grid that utilises predictions of the
future building energy load demand and predictions of the contribution from nondispatchable energy sources, in order to optimally schedule the energy contribution
of non-dispatchable sources in a dynamic pricing environment.
This thesis constitutes two clear stages, namely the creation and validation of
24-hour ahead predictive models of the various non-dispatchable energy sources as
well as the electrical load demand, while the latter part of the thesis presents an
optimisation scheduler algorithm to maximise the energy mix through observations
of the aforementioned model outputs.

1.2

Motivation

To begin, a suitable deffnition of projection, prediction and forecasting, in the con
text of the energy domain is required to avoid ambiguity. The Intergovernmental
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Panel on Climate Change (IPCC) [20] distinguish between a prediction and a projec
tion in the sense that when one makes a prediction one means that unconditionally
something will happen (with some probability), whereas a projection is contingent
on a scenario, i.e. if one follows this course of action then “X” will happen (with
some probability). Another difference is that, in prediction, one does not usually
have a time element. However in forecasting one only considers the future. That
is “Forecasting” implies time series and future, while “prediction” does not. Fore
casting would be a subset of prediction. Any time one predicts into the future it is
considered a forecast. That is all forecasts are predictions, but not all predictions are
forecasts, as in the case for example, when one would use regression to explain the
relationship between two variables. As the predictions in this thesis are concerned
with a future time horizon, prediction and forecasting can be used interchangeably
for all intent and purposes.
Mathematically, energy prediction and optimisation is the process of finding
conditions that maximise / minimise a constrained function of several energy related
independent input variables. The discipline of prediction aligns very much with
that of optimisation. The “smartness” of optimisation is the ability to predict the
niaximum/minimum values that satisfies a given objective function, subject to a set
of RES operational constraints, be it cost or otherwise within the feasible solution
space, without having to exhaustively search all the possible values that satisfy the
given constraints.
Optimisation in itself must be meaningful. There are today many problems that
have reached optimisation saturation. Optimisation saturation can occur due to
a number of reasons; the most prevalent being when the cost associated with the
additional increased efficiency becomes uneconomical in terms of implementation in
the overall cost-beneht analysis strategy. With the increase in global warming and
the depletion in fossil fuel resources, the financial argument for the optimisation of
usage of renewable distributed energy sources has increased considerably in recent
years with the availability of renewable energy technical solutions.
The IPCC stated that energy consumed in 1990 resulted in the release of 6 Gt C
(Gigatonnes of Carbon) of which 28%, or 2.3 Gt C, was used in energy conversion
and distribution. This energy conversion-related carbon output is expected to rise
from 2.3 to 6.4 Gt C by 2050 [21]. The rise in carbon levels and the limitations of the
global resources of fossil and nuclear fissile fuel have necessitated an urgent search
for alternative sources of energy. Therefore, a new way has to be found to balance
the supply with load demand requirement without resorting to coal and gas fuelled
generators [22]. The table in Fig. 1.2, from the IPCC technical paper. Technologies,
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Policies and Measures for Mitigating Climate Change outlines the global energy
reserves and resources, their carbon contents and energy potentials by 2020 - 2050.
• 20% reduction in EU greenhouse gas emissions from 1990 levels.
• Increase EU energy consumption from renewable sources to 20%.
• 20% improvement in the EU’s energy efficiency.
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Eigure 1.2: Global energy reserves, resources and energy potential by 2020-2050
The continued increase in the levels of greenhouse gas (GHG) has acted in recent
years as a stimulus, prompting a reform of the legislation pertaining to primary
energy production and its use. The significance of primary energy on GIIG emissions
is affirmed by the fact that 65% of GHG emissions in the world are currently due
to the use and production of energy [11] [23]. March 2007 saw the European Union
(EU) leaders commit to the ‘climate and energy package’, a set of binding legislation,
which outlines ambitious targets for 2020. Collectively coined the “20-20-20” targets,
they set three primary objectives [24];
The Irish National Energy Efficiency Action Plan (NEEAP) 2009-2020, pub
lished by the Department of Communications, Energy and Natural Resources on
the 08^^ May 2009, has imposed further mandatory targets for energy reduction.
It set a target to reduce by 33% the energy usage levels on 2009 by 2020 for the
public sector, approximately 3,240 GWh’s [25]. According to the 2015 Sustainable
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Energy Authority of Ireland (SEAI) annual report on public sector energy efficiency
performance for the 2014 calender year, a 17% or 1,840 GWh’s reduction has been
achieved [26].
In an effort to meet these targets, together with the stated aims of the 2030
and 2050 green energy road maps [24], many countries are increasing their installed
capacity of renewable wind generation [27]. A large body of literature states that
smart-grids or micro-grids consisting of distributed electricity generation (DG), from
photo-voltaics, wind turbines, or micro combined heat and power plants (/iGHP),
has a reasonable chance of penetrating the electricity infrastructure in the future
[28, 8, 29]. Hubert et al [17] have suggested that electricity optimisation in a dynamic
pricing environment may be met through forecasting of the operation of various en
ergy sources and loads. Finn et al [30] have investigated the facilitation of renewable
electricity using price-based domestic appliance control in Ireland’s electricity mar
ket. However, the major disadvantage in the usage of renewable energy sources
is their intermittent supply nature and the cost of battery storage backup. Tesla
have recently launched their mass production lithium ion battery for the domestic
market, the Powerwall 2.0. The lOkWh option of the Tesla Powerwall is priced
at $3,500 which equates to $350/kWh excluding the inverter [31]. Nagy et al [32]
state one part icular characteristic of renewable energy is that the output of a power
])lant depends largely on weather conditions, and that accurate forecasts of power
generation using weather related predictions are an inevitable requirement in order
to integrate RES into the power grid efficiently. Thus, through accurate prediction
of the weather parameters underpinning wind and solar pv power output, accurate
predictions of the expected power output from the RES can be determined.
Typical electricity power exchange (PX) market structures, such as the PennsylvaniaNew Jersey-Maryland (PJM) PX in the United States, operated by Independent
System Operators (ISO), include day-ahead and real time markets which is the pri
mary focus of the chosen prediction time horizon in this thesis. The main area of
application for such prediction market horizons is related to operational security of
the power system as it may influence generation dispatch decisions. The majority of
these markets have transmission service offered through tariffs designed under the
Federal Energy Regulatory Commission (FERC) Order 888. Orders 888, 889 and
2000 include rules and regulations that also impact on many of the rules in the elec
tricity markets [33]. Of primary significance to intermittent resources, such as wind
power, is the Order 888 provision that financial penalties can be levied on market
participants that deviate from their day ahead schedules by more than ±1.5 percent
[33]. These penalties are intended to persuade market participants to be as accurate
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as possible in their day-ahead schedules, and presume that it is in fact possible to
submit a schedule that will be within 1.5% of the real-time generation. The inherent
uncertainty in meteorological data means that wind generators are unable to reliably
predict the next day’s generation with this level of accuracy and subsequently incur
significant penalties. Although energy markets are now moving towards the dom
inant European model of decentralised trading through power exchanges, such as
the Amsterdam Power Exchange (APE) and the European Energy Exchange (EEX),
penalties are still utilised to discourage imbalances arising from energy traders with
as much as ±20% in France [34]. This makes the enterprise of forecasting power or
the parameters that facilitate this reduction in energy imbalance a worthy area of
consideration for renewable energy exploitation.
A literature review by Nema et al. [35] reveals that over the last decades, hybrid
renewable energy systems (HRES) applications are growing rapidly. It is observed
that approximately 90% of studies reported are focused on the design or economic
aspects of HRES. Few studies were reported on the control of HRES with fewer still
contributing to the held of renewable energy control and prediction algorithms on
a ‘real world’ t('st-bed. Hong et al. [19] state that although a signihcant amount of
the literature has l)een devoted to energy forecasting, most such studies are still at
the theoretical level, having little practical value. In addition, many authors focus
on either the optimisation of HRES or aspects of parameter forecasting to augment
micro-grid efficiencies and the participation of renewable energy technologies rather
than developing an integrated forecaster cum optimiser methodology.
This thesis has focused on the development of a novel holistic and accurate
24-hour ahead forecaster and optimiser for a ‘real world’ /iGrid to maximise the
contribution of RES to the overall energy requirements of a campus-based building.
In addition, it is shown that a 4 sigma statistical analysis of the forecasting error
in renewable energy shortfall could be used to minimise the size of the battery
storage required. The cost of battery energy storage for grid-level renewable energy
replenishment/shortfall is approximately $400 per kWh at present [36]. To further
independently validate and benchmark the predictive performance of the simple
predictor/forecaster algorithm developed in this thesis, it was tested against data
sets from the Global Energy Forecasting Competition (GEFCom) developed by the
IEEE Working Group on Energy Forecasting.
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Figure 1.3: Zero2020 Energy test-bed centre

1.3

Overview of CIT Zero2020 Energy Test-bed

Tiie energy sector is currently experiencing a period of iijajor change with an ever
increasing proportion of electricity being generated from renewable sources [37].
This means that the architecture of the national grid will need to evolve to sup
port the highly volatile supply from non-dispatchable energy sources such as wind
and solar. To address this as well as the targets outlined in section 1.2, CIT has
formulated a Green Energy Campus initiative. This aspiration has resulted in the
CIT development of the CIT Zero2020 centre, shown in Fig. 1.3, as a “Real World”
demonstration site - the “National Building Energy Retrofit Test-bed (NBERT)”,
which is to be utilised to investigate aspects of control and performance of integrated
building and /iCrid systems.
In the context of this thesis, a micro-grid/smart-grid is defined as having the
capabilities to operate in synchronism to an external power system, the National
Grid, and operate as an islanded power system at different instances in time [8]. A
micro-grid is an overarching concept that could consist of various inverter-interfaced
technologies such as battery storage and solar energy as well as machine-interfaced
technologies such as wind energy. However for this thesis the micro-grid will struc
ture consists of:

a lOkW Bergey Wind-Turbine (7m diameter)
a 12kW Solar PV array
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a 20kWh Rolls deep cycle absorbent glass matt (AGM), which is a class of
lead-acid battery storage unit
and the National Grid

1.3.1

Trend in smart-grid architecture

Although it is not the focus of this thesis, this section gives a brief overview of the
current trend in micro-grid architecture. Natsheh et al. [22] states that a micro-grid
system consists of three layers: the physical power layer, the power control layer
and the application layer. The physical power layer includes the power generation
unit, transmission systems (delivering power from the plants to the substations) and
distribution systems (delivering power from the substations to the consumers). The
power control layer involves advanced sensing technologies, measurement devices,
controls and monitoring equipment, such as smart sensors, phasor measurement
units, SGADA and actuators. Lastly, the application layer supports all of the ser
vices provided to the end customers and utilities, such as automated metering and
broadband access. Natsheh et al. [22] also quotes the president of GridWise Al
liance, as saying that “while putting smart meters out there gives the utility more
information, it doesn’t make your grid really smart until the consumer is involved.
A smart grid has to be dynamic and have constant two-way communication”. This
would suggest perhaps a fourth layer, a communications layer, providing reliable,
secure and effective information exchange between the layers. It also suggests that
future Internet technologies will play a critical role in the development of smart
energy infrastructures, enabling new functionality while reducing costs.
In 2011, under the Future Internet Public Private Partnership (Fl-PPP) pro
gramme, a European programme for Internet-enabled innovation, as part of a large
scale pan-European smart energy trial, a consortium of Information and Communi
cations Technology (ICT) companies formed FINSENY (Future INternet for Smart
ENergY) to explore the smart-grid architecture [38].
The Internet is defined as a global system of interconnected computer networks
using the standard Internet protocols to serve billions of users worldwide. Hence,
its economies of scale could also be of benefit to the smart energy system with its
great number of intelligent devices. As the Internet uses the standard Web and new
IoT/M2M (Internet of Things/Machine to Machine) protocol suites, they will be
useful for standardisation to provide interoperability between smart grid elements,
which may be owned by an increasing number of independent interests. As a system
that serves billions of users worldwide, it has the scalability to be used as a common
21

Btnlnsea Layw

Function Layer

iRturofwrabilty

!nTormat)or Layer

DInwnsion
^oiwnunlcaDon Layer

Figure 1.4: Micro-grid Arcliitecture Model Framework [1]
infrastructure for smart grids as well. Additionally, the Internet is evolving in several
areas, e.g., networking, cloud computing, services, software engineering, security and
privacy, towards an Internet of Things (the “Future Internet”). Today, people use
the Internet to communicate with each other and access information and services;
in the future, more and more machines and devices (“things”) will also be connected
to that Future Internet to make our lives easier. This evolution also fits well with
the smart grid, which can be considered to be a large number of interconnected
intelligent energy devices [1].
Fig. 1.4 al)Ove shows the framework under development by the European Smart
Grid Coordination Group (SGCG). Pignolet et al [1], in their paper titled “Future
Internet for Smart Distribution Systems” gives a detailed description of the frame
work.

1.4

Research Challenges

During the course of the project numerous research questions were addressed. This
section summarises the obstacles which needed to be overcome in the modelling
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and optimisation of renewable energy sources and how they are integrated with
the micro-grid and the energy storage element along with predictions of the future
building energy demand.
During the initial part of this research work, an anemometer at 15m height was
not readily available to record the wind speed readings at the hub height of the wind
turbine. Thus, the wind speed readings, which were recorded by a campus-based
anemometer at 60m, 50m and 40m heights were used and scaled using the Hellmann
exponential law equation as per (3.2).
A number of issues regarding the supervisory control and data acquisition (SCADA)
system for the micro-grid arose over the course of the project. Issues concerning the
ability of the system in recording and relaying information in relation to the power
flow from the micro-grid components persisted throughout the project. To overcome
this problem, local independent data loggers were used to record the electrical load
demand, wind speed, ambient air temperature and solar irradiance. Further prob
lems developed with the operational health of the 2()kWh Rolls deep cycle AGM
battery storage unit and its ability in maintaining the state of charge. A rej,)lacement was installed in the hnal stage of this work. This has yet to be commissioned
by the contractor responsible for the micro-grid installation. As a result, a Rule
Based Logic Decision-making Processor (RBLDP) algorithm was developed as an
alternative, with embedded constraints pertaining to battery operation, to represent
the actual power flow between the battery and the national grid.

1.5

Key Findings and Research Results Obtained

The key finding of this thesis is the development and verification of a novel Kalman
Filter Bank architecture for prediction purposes.

This approach allows existing

Numerical Weather Prediction (NWP) grid model forecasts at coarse grid points to
be filtered via the KFB and then applied to a desired ‘Tub-grid” location for fine
resolution of energy related parameters such as wind speed and solar irradiance.
Initially, a novel bank of 24 Kalman Filters operating simultaneously was used to
accurately predict the wind speed in order to determine the day-ahead power output
of a wind turbine at Cork Institute of Technology (CIT).
As a beiichmarking exercise, the wind speed prediction estimates from this novel
methodology, an auto-regressive model as well as the uncorrected estimates from
an NWP grid model were compared with favourable results returned. It was found
that, from the point of view of a utility operator employing these forecasts to com-
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mit to a supply/demand schedule for a day-ahead requirement over a seven day
period, the KFB methodology outperformed the alternatives tested on the basis
of competitive prediction pricing/cost estimates of wind power output. To further
independently validate and benchmark the predictive performance of the simple
predictor/forecaster algorithm developed, it was tested against a data set from the
Global Energy Forecasting Competition (GEFCom) developed by the IEEE Work
ing Group on Energy Forecasting. Although the metric for this competition was for
a 48-hour ahead time horizon, the 24 KFB methodology competed well amongst the
top tiered participants - many of whom used complex hybrid models.
The novel KFB method was then applied to NWP coarse grid models in order to
extract day-ahead “sub-grid” values of ambient air temperature and solar irradiance
which are the parameters required to calculate estimates for solar power. These
prediction estimates enabled day-ahead forecasting of the expected power output
from a 12kW college based PV solar array. As observations from a persistence
model is generally included in the held of day-ahead solar energy prediction, this as
well as the uneorrected forecasts from the NWP grid model served the criteria of
gauging the performance accuracy of the KFB forecaster. Once more, it was shown
that the 24 KFB architecture compared very favourably with the other accepted
methods tested.
Next, the 24 KFB blueprint was tested to derive a schedule of the average hourly
expected electrical load demand for a day-ahead. It was found that, as the building
adopted a weekly diurnal day/date dependent electrical load pattern, the 24 KFB
performed inadequately as the actual future weekend electrical load requirements
differed signihcantly from the previous weekdays of operation. Consequently a 168
KFB architecture, comprising 7 x 24 hourly filters, was investigated. It became
apparent that this expanded hlter bank c-ould deliver stable and accurate predictions
of the electrical load demand prohle for end users with a weekly periodic cycle
accommodating a sequential diurnal day/date dependent electrical load pattern.
Thus it was discovered that, by aligning the size of the KFB to track the primary
underlying cyclical nature of the parameter concerned, accurate multiple step-ahead
predictions for various time horizons can be achieved.
With a focus on “implernentability”, a novel KFB arrangement incorporating
a Logic Rule Based Decision-making Processor (RBLDP) was investigated to opti
mally schedule the renewable energy sources for a day-ahead in a time of use pricing
environment. This approach was considered in order to avoid using a number of dif
ferent MPC techniques and simplify the prediction and optimal scheduling operation
for building energy management personnel. Two schematics, a 24KFB-RBLDP and
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a 24/168KFB-RBLDP, were proposed and expbred to schedule and optimise the
energy interplay within a fixed-grid connected rncro-grid - with the later proving to
be more robust.

1.6

Publications to date

This section details the publications and confeences attended in relation to this
thesis.

1.6.1

Conferences presented

September 2013 - The utilisation of Load Shiftiig to optimise the non-dispa,tchahle
contribution to the overall energy requirements if the Nimbus Centre accepted for
oral presentation at the 30^^ IMC Conference in University College Dublin (UCD).
June 2014 - Simplified method to derive the Kainan Filter covariance matrices to
predict wind speeds from a NWP model acceptcl for oral presentation at the 5th
International Conference on Sustainability in Eiergy and Buildings in Cardiff, or
ganised by the Ecological Built Environment Research and Enterprise (EBERE)
group at Cardiff School of Art and Design, Cardif Metropolitan University in part
nership with KES International. Pul)lished in Elswier Energy Procedia, ISSN: 1876
- 6102.
September 2014 - Simplifi.ed and automated 12hour ahead wind speed prediction
model using open source software accepted for (ral presentation at the 3D^ IMC
Conference in Cork Institute of Technology (CIT.
June 2015 - 24 Hour Step Ahead Wind Speed / Wind Power Prediction Using A
Novel Kalman Filter Dank Prediction Estimator di.cce\Aed for oral presentation at
the ASME Power & Energy 2015: Energy Solutuns for a Sustainable Future con
ference in San Diego, California, USA, June 2;-July 2, 2015, organised by the
American Society of IMechanical Engineers (ASAE) at the San Diego Convention
Centre. Published in ASME Proceedings, Wind Energy Systems and Technologies,
ISBN: 978-0-7918-5685-7, DOI:10.1115/ES2015-4)123.
June 2015 - A Novel 24 Kalman Filter Bank Estinator Eor Solar Irradiance Predic
tion Eor PV Power Generation accepted for oral pesentation at the IEEE 2015 42^^^
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Photovoltaic Specialists Conference (PVSC) conferee in New Orleans, Louisiana,
USA, June 14-19, 2015.

Published in the lEEEVSC conference proceedings,

ISBN; 978-1-4799-7944-8, DOI:10.1109/PVSC.201556002.
July 2015 - Accurate Day-Ahead Temperature Preai.on Using A 24 Hour Kalman
Filter Estimator accepted for oral presentation ate IEEE 2015 IP^ Conference
on Ph.D. Research in Microelectronics and Electros (PRIME) in Glasgow, UK,
June 29-July 2, 2015. Published in the IEEE PRIMonference proceedings, ISBN:
978-1-4799-8229-5, DOI:10.1109/PR1ME.2015.72511.
October 2016 - Electrical Load Forecasting Using AHpanded Kalman Filter Bank
Methodology accepted for oral presentation at the linational Eederation of Auto
matic Control (lEAC) 2016 14^^ International Confcice on Programmable Devices
and Embedded Systems (PDeS) in Lednice, Czech‘public, October 05-07, 2016.
Published in the lEAC PDeS conference proceeding

1.7

Structure of the thesis

The overall layout of the thesis is structured as foils:
Chapter 1 details the aims of the research work dertaken and the motivation
behind the creation of an algorithm to optimise the ctribution of non-dispatchable
energy sources. The approach taken and the layout the thesis are also presented.
Chapter 2 presents a review of the state of thet methods, used in the held
of forecasting, for the prediction of renewable ener power output as well as the
parameters underpinning them. This section alsoscusses micro-grid test-beds,
along with the prevailing models to optimally schee the RES contributions with
auxiliary battery backup. Furthermore, it presents ' current development trends
in the algorithms employed for predictive controllein a real-time pricing microgrid environment. From the literature review, the clacal single multi-step Kalman
Filter methodology appeared to be the best candidaoption for implementation of
a simple holistic forecaster cum RES scheduler tocbr energy dispatch within a
hxed-grid connected micro-grid system.
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Chapter 3 verifies the measured performance a campus-based wind turbine
against manufacture specifications and outlinem initial predictive wind speed
model constructed in hlicrosoft Excel spreadshe In addition, it details the pro
gressive steps taken to create a novel predictive odel using a registry of Kalman
Filters that operate in tandem, to form a Kahn Filter Bank. This bank is used
to hlter and smooth the predicted wind speed re.ngs of a numerical weather pre
diction coarse grid model in order to derive a da^head schedule of the anticipated
wind power output for a wind turbine at CIT; ab-grid location.
Chapters 4 discusses the continued developixt of the novel 24 Kalman Filter
Bank methodology to forecast solar energy relat parameters with an underlying
daily periodicity. The 24 Kalman Filter Bank angement is applied to the YR.NO
and ECMWF numerical weather prediction coargrid models to filter the bias for
local sub-grid nodes in order to derive an accurat ay-ahead forecast for temperate
and solar irradiance for the purpose of power omt prediction of a college solar
array farm.
Adopting the 24 Kalman Filter Bank predi'r/corrector architecture, develoi)ed in chapters 3-4 respectively, to track and i)nct phenomena with an inherent
diurnal cycle, chapter 5 focuses on a novel exteon of the Kalman Filter Bank
framework. This bank is expanded for seciuential y-ahead estimation of the mean
hourly electrical load demand of a section of the opus buildings at CIT when the
building load demand adopts a weekly cyclical pern accommodating a sequential
diurnal day/date dependent load schedule.
Chapter 6 presents two novel holistic forecas/optimiser strategies consisting
of a developed rule based logic decision-making pressor (RBLDP) algorithm that
operates in conjunction with a Kalman Filter Bk (KFB) to derive an accurate
day-ahead schedule of the battery and grid po^ exchange within a micro-grid
environment based on time of use tariffs. The fiiKFB-RBLDP approach is based
on day-ahead predictions of RES and load varies from their respective KFB’s
being applied to a deterministic rule based algonm to schedule the battery and
grid power flow of a fixed-grid connected micrcid. The second KFB-RBLDP
forecaster/scheduler architecture relies on the Knan Filter bank to correct the
expected power contribution from the battery amrid respectively rather than the
attributes such as wind speed that govern the prction estimates of the RES and
load respectively. Finally, Chapter 7 details the cousions of the thesis with further
research.
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Chapter 2
Literature Review
In the problem concerning the optimal scheduling of renewable energy sources (RES),
there are two essential aspects to be considered; (1) the forecast of RES parameters
such as wind speed, temperature and solar irradiance, along with the development
of RES power output models and (2) the scheduling of the jjower flow from RES
within a fixed-grid connected micro-grid with axillary backup.

The aim of this

chapter is to review the research in the held of micro-grid test-beds in terms of the
above. Initially the chapter will outline the current trends in day-ahead renewable
energy forecasting methods before discussing the algorithms employed for the opti
mal day-ahead economic dispatch of RES in a dynamic pricing environment. With
this background knowledge, along with consideration of the constraints imposed by
UTRCI, the objective is to develop an accurate and simple holistic tool to forecast
the (lay-ahead renewable energy out])ut and to optimally schedule the power flow
between a battery and the national grid within a micro-grid to maximise the con
tribution from the renewable energy sources to the overall energy mix. UTRCI seek
solutions that satisfy the criteria of “implementability”. Implementable solutions
must offer to bridge the gap between academic research and the use of this research
by general building services control engineers.

2.1

Prediction algorithms in RES resourcing

Where consumers are exposed to vast amounts of on-line information, there is a
certain amount of scepticism that energy management devices, limited to bringing
Real Time Pricing (RTP) and historical usage information to the enlightened con
sumer, will result in optimal energy utilisation and savings. While the consumer
values information, they also desire simplicity and a hands-off solution. The
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Figure 2.1; High-level overview of predidon/forecasting algorithms
optimisation problem associated with energy niiagernent is a difficult and com
plex task.

Banos et al.

[39] give a comprehesive overview of the optimisation

methods applicable to renewable and sustainah energy technologies. They con-
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elude that many researchers employ traditional approaches, such as Mixed-Integer
Linear-Programming (MILP) and Quadratic programming while a growing number
of research papers tackle these problems using heuristic optimisation approaches,
especially Genetic Algorithms (GA) and Particle Swarm Optimisation (PSO) tech
niques. Other methods applied in the field of modelling and predictive control
include Auro-Regressive models [40], Artificial Neural Networks (ANN) [41] and the
Kalman Filter [5].
Fig. 2.1 above provides a high-level overview of the principle algorithms, listing
their relative advantages and dis-advantages, used in the held of prediction and fore
casting of renewable energy sources. The balance of section 2.1 discusses the above
mentioned algorithms in greater depth as well as outlining the main advantages and
disadvantages with each. However many of these algorithms, as they are compu
tationally intensive and require protracted training periods, are not an appropriate
choice given the constraints placed by UTRCl and detailed in Ghapter 1. Section
2.2 gives a literature review of the Kalman Filter algorithm and it demonstrates that
the chosen Kalman Filter approach promotes many of the desirable characteristics
for a holistic solution as required by UTRGl.
2.1.1

Neural Networks

Many people think that if we can mimic how the brain works, one would be able
to make better decisions [42]. Bell [42] states that neural networks (NNs), more
properly referred to as an ‘artificial’ neural network (ANN) are essentially modelled
on the parallel architecture of animal brains, not necessarily human brains. Tu
et al. [43] state that the network is a “black-box” approach based on a simple
form of inputs and outputs. The inventor of one of the first neuro-computers. Dr.
Robert Hecht-Nielsen is quoted in [44] describing it as “a computing system made
up of a number of simple, highly interconnected processing elements, which process
information by their dynamic state response to external inputs”.
In his paper, Li et al. [45], present a comprehensive comparison study on the
application of different ANNs in 1-hour-ahead wind speed forecasting. Three types
of typical neural networks, namely, adaptive linear element, back propagation, and
radial basis function, are investigated. The wind data used are the hourly mean
wind speed collected at two observation sites in North Dakota for the year 2002.
The performance is evaluated based on three metrics, namely. Mean Absolute Error
(MAE), Root Mean Square Error (RAISE), and Mean Absolute Percentage Error
(MAPE). The results showed that even for the same wind dataset, no single neural
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network model outperforms others universally ms of all evaluation metrics.
Moreover, the selection of the type of neural net for best performance is also
dependent upon the data sources. Among the opmodels obtained, the relative
difference in terms of one particular evaluation ncan be as much as 20%. This
compounds the general consensus that stability -formance and training times
can be prohibitive for ANN [46] and at times conionally unfeasible [47]. With
operation using a limited historical data set asTcquisite by UTRCI, Neural
Networks do not present a favourable solution.

2.1.2

Particle Swarm Optimisatio]SO)

In the 1980’s a number of scientists developed corr model simulations of various
interj)retations of the movement of a bird flock. ^7, R.eynolds [48] presented a
model of polarised, non-colliding aggregate motich as that of flocks, herds and
schools. The model is based on simulating the beir of each bird independently.
R.eynolds was intrigued by the aesthetics of birking choreography and was
interested in discovering the nnderlying rules tlnbled large numbers of birds
to flock synchronously, often changing direction sly, scattering and regrouping
[49].
A socio-biologist, E.O. Wilson (1975) wrote iinok, “Socio-biology: The new
synthesis”, in reference to fish schooling, “In tint least, individual members
of the school can profit from the discoveries aiivdous experience of all other
members of the school during the search for fcThis advantage can become
decisive, outweighing the disadvantages of conmi for food items, whenever
the resource is unpredictably distributed in patcThis statement suggests that
social sharing of information among conspecies an evolutionary advantage:
this hypothesis was fundamental to the developm particle swarm optimisation
(PSO) as presented in [49].
PSO optimises a problem by having a populof candidate solutions (par
ticles) and moving them around in the search siccording to a mathematical
formula over the particles position and velocity. Larticle position is influenced
by its local best known position and is also gnidcard best known positions in
the search-space which are updated as better pos are found by other particles.
This is expected to move the swarm toward the blution.
As mentioned above, PSO was initially intenc simulating social behaviour
as a stylised representation of the movement of a of birds. The algorithm was
simplified by Kennedy et al. [49] and it was obser be preforming optimisation.
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There are several schools of thought as to why and how the PSO algorithm can
perforin optimisation. A common belief amongst researchers [50] is that the swarm
behaviour varies between exploratory behaviour, that is, searching a broader region
of the search space and exploitive behaviour, that is, a locally orientated search
so as to get closer to an optimum. However, Bai et al. [51] state that PSO easily
suffers from the partial optimism. Xunierous variants of even a basic PSO algorithm
are possible. New and more sophisticated PSO variants are also continually being
introduced in an attempt to improve forecasting and optimisation performance. Erik
et al. [52] give a list of good choices of parameters for various optimisation scenarios
which should help achieve better results with reduced effort. There are certain trends
in this research. In [53], an attempt to alleviate premature convergence by reversing
or perturbing the movement of the swarm particles is investigated. Another method
to deal with premature convergence is to use multiple swarms i.e. multiple-swarm
optimisation.
Although these can avoid the algorithm falling into local optimum to some extent,
different problems need to be based on a different structure. So the adaptability
of the algorithm to the various RES sources within a micro-grid is not ideal. In
addit ion, Lee et al. [54] state that it can have some limitations for real-time economic
distribution in power system optimisation ap])lications since the PSO is also a variant
of stochastic optimisation techniques requiring a relatively longer computation time
than mathematical approaches.

2.1.3

Genetic Algorithm (GA)

A Genetic Algorithm (GA) is a search heuristic that mimics the process of natural
evolution. An initial population of candidate solutions (represented by a binary
string) is usually initialised from a population of randomly generated individual
candidates. These candidates are then evolved towards a better solution, through
an iterative process of crossover and/or mutation. The population in each iteration
is referred to as a generation. In each generation the fitness of every candidate
solution is evaluated.
As with natural evolution, the fittest candidate solutions are selected from the
current population to form the next generation. The algorithm terminates when a
satisfactory fitness level has been achieved. Often within GA’s, an enlisted strategy
is employed to ensure that the fittest candidate, i.e. the king, in any generation goes
forth to the next generation without it being subject to crossover and mutation.
However, a number of authors [55] have highlighted the limitations of the GA
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algorithm. Whitely et al. [56] reiterate that in many problems, GA’s have a tendency
to converge towards local optima or even arbitrary points rather than the global
optimum of the problem. This problem may be alleviated by using a “niche penalty”
in order to maintain diversity. Here any group of individuals of sufficient similarity
(niche radius) has a penalty added which reduce the representation of that group in
subsequent generations, permitting other (less similar) individuals to be maintained
in the population. A further limitation of the GA algorithm, as noted by Tabassurn
et al. [55], is that it does not scale well with complexity and therefore would be
unsuitable for a micro-grid conhguration with numerous power sources including
multiple RES along with an auxiliary power supply.

2.1.4

Auto-Regressive models

Using the UCLA (University of California, Los Angeles) Smart Grid Energy Re
search Center (SMERC) as the test platform, Huang et al. [57] use a laboratorylevel micro-grid to investigate and research 1 hour-ahead solar generation forecasting
using an Auto-Regressive Moving Average (ARMA) model. A persistence model is
used to benchmark their findings. Voyant et al. [58] use a hybrid ARMA/ANN
model, along with data issued from a numerical weather prediction grid model to
forecast the hourly global radiation for five places in Mediterranean area for a 12hour head forecast time horizon. Anwar et al. [59] state that although autoregres
sive (AR) techniques have been widely used to create wind power models, they have
shown limited accuracy in forecasting, as well as difficulty in determining the cor
rect parameters for an optimised AR model. As some of the traditional AR model
identihcation techniques are subjective, the reliability of the chosen model can de
pend on the skill and experience of the forecaster [60]. In their paper Anwar et
al. explored an AR-PSO hybrid model in order to achieve an enhanced estimation
from an AR prediction model using constriction factor PSO in order to determine
the wind power output for the first week of March 2012 with 5 minute intervals.
Using the Least Squares model as a base only a marginal improvement in MSE was
observed. In [61], Burgers showed that a Kalman Filter based methodology could
outperform an ANN and AR based approach for wind speed prediction. This may
be explained given that the Kalman Filter algorithm, as it is inherently based on
Bayesian statistics, considers errors in the system and measurement process. This
is contrary to an AR model, where past disturbances and the process model are not
considered, as stated by Ganesh et al. [62]
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2.2
2.2.1

The Kalman Filter
History

In 1960, over 50 years ago, Rudolph E. Kalman published his now famous article, “A
new approach to linear filtering and prediction problems”[63], describing a recursive
solution to the discrete-data linear filtering problem. In the years following, the
Kalman Filter was to be employed for trajectory estimation within tracking systems
and the circumlunar navigation control system for the NASA Apollo space pro
gram. The Kalman filter was ca})able of solving the Apollo guidance and navigation
problem on a simple mainframe computer with a 36-bit floating point arithmetic
[64]. Nothing speaks more eloquently of the impact of Kalman Filtering on hu
man society than the 2008 Charles Stark Draper Prize, given for the advancement
of engineering and the education of the public about engineering, awarded by the
National Academy of Fngineering to Rudolf Emil Kalman for his development and
dissemination of the optimal digital technique known as Kalman Filtering [65].
The Kalman Filter, which is a single time step recursive ada])tive filter, is a
modification of the Wiener Filter which is a batch data processing filter proposed
by Norbert Wiener during the 1940’s, and has become widely used in the field of
engineering systems. The Wiener filter, originally intended for the radar tracking of
aircraft for automatic control guidance of anti-aircraft guns [64], is suitable for the
filtering, smoothing and prediction of stationary signals in a Least Minimum Mean
Square Error (LMMSE) batch data framework. This is different to the Kalman
Filter which is a much more sophisticated recursive filtering estimator, making it
an ideal candidate for the tracking of non-stationary processes and dynamic signal
tracking. Again, the immediate need was of a military nature, acting as a predictor
corrector mechanism to forecast the trajectories of ballistic missiles, which during
their launch and re-entry phases would have different characteristics than to those
of a stationary process. Kalman filters have been vital in the implementation of
the navigation systems of U.S. Navy nuclear submarine ballistic missiles, and in
the guidance and navigation systems of cruise missiles such as the U.S. Navy’s
Tomahawk cruise missile and the U.S. Air Force’s Air Launched Cruise Missile [66].

2.2.2

Brief overview of the Kalman Filter operation

This section gives a brief overview of the concept of the Kalman Filter algorithm. It
also provides a critique of the methodologies used to calculate the system and mea
surement covariances, Qt and R^ respectively, within the Kalman Filter algorithm.
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Greater detail is given in Chapter 3.
The Kahnan hlter uses a system’s dynamics model (i.e., physical laws of mo
tion), known control inputs to that system and output measurements (such as from
sensors) to form an estimate of the system’s varying quantities (its state) that is
better than the estimate obtained by using either model or measurement indepen
dently. The Kahnan hlter has, inherent within its algorithm, the properties of
dynamic Bayesian networks for LSE estimation of its model state variables. The
hlter is dehned by a set of recursive relationships which combine current measure
ments and forecasts of the system state vector under study in order to infer the
statistical properties of future observations of this variable [G7]. Similarly, recursive
Bayesian estimation calculates estimates of an unknown probability density func
tion (PDF) recursively over time using incoming measurements and a mathematical
process model [68]. Although it bears the name “Filter” the Kalman Filter is more
a com})uter algorithm [69]. All measurements and calculations based on models
are estimates to some degree. Noisy sensor data, approximations in the equations
that descril)e how a system changes, and external factors that are not accounted
for introduce some uncertainty about the inferred values for a system’s state. The
Kahnan hlter combines a prediction of a system’s state with a new ineasurement
using a weighted combination. The purpose of the weights is that values with better
(i.e., smaller) estimated uncertainty are ’’trusted” more. The weights are calculated
from the system and measurement covariances,
and respectively. These covari
ances are a measure of the estimated uncertainty of the prediction of the system’s
state. The result of the weighted combination is a new state estimate that lies in
between the predicted and measured state, and has a better estimated uncertainty
than either alone. This process is repeated every time step, with the new estimate
and its covariances better informing the prediction used in the following iteration.
This means that the Kahnan filter works recursively and requires only the last “best
guess” - not the entire history like the Weiner Filter - of a system’s state to calculate
a new state [66].
The design of the Kalman Filter procedure requires knowledge of the system
and measurement covariances,
and
respectively. In the classic Kalman Filter
by Kahnan [63],
and R^ were represented simply by a {n x n) and (m x m)
diagonal matrix respectively. Early forms of the classic Kahnan Filter algorithm
often permitted n and m to simply equal 1. Consequently, the system and measure
ment covariances were simply defined as a scalar constant. Essentially they would
be assigned a value according to the system designers expectations, as investigated
by Simonsen [70]. This limited the ability of the Kalman Filter algorithm to track
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and predict for parameters that were highly dynamic in nature. Homleid (1995)
[2] suggested defining these parameters by using a statistical estimation procedure
or by tuning them in order to make the Kalman Filter behave as requested, for
instance to help the Kalman Filter to react quickly to new conditions such as wind
speed. Persson (1990) [71] suggested manipulating the covariances through external
interference with respect to external conditions. In a number of practical situations,
the estimation of these parameters may prove to be difficult for the modeller, when
for instance a large number of geographical locations are considered with various cli
matic and/or topographical conditions. To help with this, Galanis et al. [10] (2002)
developed a method that can be used to adaptively estimate
and
individually
for each sub-grid location in an automatic manner based on a sample of the last 7
values. This approach to covariance computation takes care of the problem of filter
divergence and stiffness observed when the Kalman Filter becomes over-confident
and the impact, of incoming observations is very limited [67]. Consequently, this
ai)proach for Kalman Filter covariance calculation was explored in this thesis and is
discussed in greater detail in Chapter 3.

2.2.3

Why use the Kalman Filter for forecasting?

As the Kalman Filter has merits of real time estimation, being fast, and efficient with
strong anti-interference, it has been widely applied in the fields of orbit calculation,
target tracking and navigation, such as for calculations of spacecraft orbit, track
ing of manoeuvring target, integrated navigation and dynamic positioning and the
positioning of GPS as already mentioned. Furthermore, it also plays an important
role in the fields of microeconomics and digital image processing [72].
Xu et al. [73] recently discussed the use of the Kalman Filter as a predictor of
stock prices within the Chinese Changbaishan market. However, the potential of the
Kalman Filter for dealing with trajectories in econometric and statistical problems
began to be exploited in the 1970’s [74]. This was highlighted by Athanst [75]
in 1974 in his paper “The importance of Kalman Filtering methods for economic
systems". Athanst [75] was one of the first to emphasise the use of Kalman filter
a.s a post-processing technique to existing model estimates. He viewed the Kalman
Filter not as a replacement, but rather as a supplement, to traditional econometric
methods. Thus it may represent a final “tune-up” of the econometric model output.
Today, this ability of the Kalman Filter to refine model estimates is being exl)lored in current active research fields like pattern recognition [72], especially those
found in Numerical Weather Prediction (NWP) models for the purpose of renew36

able energy power prediction [76] [4], However, its application to weather parame
ters is not a new concept. As early as the 1980’s, Bossanyi [77] explored short-term
wind speed prediction for one-minute-average wind speeds using the Kalman Filter.
He observed that a 10% reduction in root mean square forecasting error could be
achieved when compared to a Persistence method. A Persistence model (also called
the naive predictor) is the model most frequently used to compare the performance
of a forecasting model against. It is one of the simplest prediction models, second
only to predicting the mean value for all times (a climatology prediction) [78].
In 1990, Persson [71] investigated Kalman Filtering as a new approach to adap
tive statistical interpretation of the numerical meteorological forecast from the ECMWF
(European Centre for Medium-Range Weather Forecasts) numerical weather pre
diction (NWP) model. However, forecasts from NWP models are known to have
systematic errors, partly due to poor resolution of the topography and deficiencies
in the physical formulation [2]. Honileid et al. [2] recognised the Kalman Filter
theory as an excellent tool for combining observations and forecasts to correct for
such systematic errors. He applied the Kalman Filter to a limited area model to
derive -|-3 and 4-6 hour ahead temperature forecasts at several locations in Norway
including Faerder.

Figure 2.2: Excerpt from publication by Homleid [2]
Fig. 2.2 shows an excerpt from a publication by Homleid [2]. It gives the results
for 3 and 6 hour ahead temperature forecasts for Faerder, a lighthouse in Norway
during the period 5^^ to 15^^ April. From the graph, the ability of the Kalman Filter
(LAM50*K) to correct for systematic diurnal varying deviations between forecasts
and observations is demonstrated.
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2.2.4

Forecasting with NWP models

Enhanced superconiputing facilities have brought a whole new group of players computer specialists and experts in numerical processing and statistics — to the
scene. Increasingly, the impact of weather forecast information and the substantial
role it can play on power generation is being explored [79]. Keener [79] also states
that utilities base their daily generation on a load forecast of power demand for their
perspective native load regions. This load forecast is a model of the relationship of
power demand, time of day, season, and weather. Of weather variables, the load
demand is most sensitive to ambient temperatures followed by dewpoint tempera
tures, cloud amounts, precipitation, and winds. Thus a focus has been placed on
the ability to forecast or predict for the various weather parameters of interest to
predict for RES power output and the electrical load demand. However, this is not
a new concept. The basis for weather prediction started with the theories of the
ancient Greek philosophers, to the synoptic weather map of the 19^^ century and
the Numerical Weather Prediction (NWP) models of today.
The roots of Numerical Weather Prediction (NWP) grid models can be traced
bac:k to the work of Vilhelm Bjerknes, a Norwegian physicist who has been called
the father of modern meteorology. In 1904, he published a paper suggesting that it
would be possible to forecast the weather by solving a system of non-linear partial
differential equations (PDE) [80]. However the main problem with earlier NWP
models was the inadequacy of computational facilities for the numerical integra
tion of PDE’s. Consequently, as computer power has increased, operational model
resolution has followed. From a horizontal grid spacing of 381kni in the National
Meteorological Centre Barotropic model in the late 1950’s to the 12km grid spacing
employed in the current version of the National Centres for Environmental Pre
diction (NCEP) Eta Model - now known as the Weather Research and Forecasting
(WRF) model. With the recent acquisition of a massively parallel computer system,
NCEP plans to increase the horizontal resolution of the WRF Model into the single
digits, 1-lOkm, over the next few years [81].
The horizontal distance between the adjacent grid nodes are often referred to as
the grid-spacing or the grid resolution. The vertical resolution of NWP models has
also improved alongside the horizontal resolution, in that models today can have in
excess of 50 vertical layers [82]. With reduced grids vertical scales as low as lOin
above ground level can be achieved. One of the first NWP grid model calculations
was conducted in 1952 for a 12 x 8 grid with a grid spacing of 260km, for a 1hour time-step, which required 4 hours computing time for a 24-hour forecast [83].
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Operational trials of a model comprising a 15kni grid, with 16 levels in the vertical,
for predictions up to 18 hours ahead started in October 1984 and it was gradually
brought into operational use over the following 5 years. Operational limited-area
models currently have a grid length of around 10km, and so represent flow on roughly
the 50km vertical scale. The Met Office at Reading, in Berkshire England, plans to
reduce the grid length further to about 1km, when the interaction between cells can
be well represented [83]. To date a 1.5kni grid length has been achieved for 36-hour
ahead forecasts.
As stated earlier, it is well known that NWP grid models usually exhibit sys
tematic errors in the forecast of certain meteorological parameters, such as wind
speed, for “sub-grid” points especially near ground level [76]. This drawback is a
result not only of the shortcoming in the physical parametrisation, but also of the
inability of these models to successfully handle sub-grid scale phenomena [76]. A
way of counteracting such a drawback is to increase the model resolution that may
provide considerable improvement in the rei)resentation of smaller scale flow char
acteristics. Nevertheless, an open question remains as to whether or not the use
of higher resolution Limited Area Models (LAMs) improves the forecast accuracy
considerably. Even in the case that this is true, it is still uncertain whether such
improvement will compensate for the usage of computationally costly resources that
are required for these applications [81]. An alternative way to reduce the limitation
of the NWP models to accurately predict sub-grid phenomena is the use of post
processing approaches based on statistical methods. One of the most successful
approaches to extract results that l)etter reflect local conditions is the adoption of
the Kalman Filter technique [71] [70] [84] [85] [67]. As compared to other methods
for correcting NWP model outputs, such as the traditional Model Output Statis
tics (MOS) approach [86] and the Perfect Prog Method (PPM) [87], the Kalman
Filter approach benefits from updating the corrections of the regression coefficients
recursively, allowing it to adopt when there is a major change in the NWP model.
These methods are based on the development of regression equations between the
observed parameter to be predicted and a set of explanatory variables that are ei
ther forecasted (MOS), or either observed or analysed (PPM). The development of
such equations usually requires an extensive dataset of historical observations [67].
Among the methods that do not need a long data set for training purposes is the
Kalman Filter and is one of the most successful post-processing methods [88]. In
the case of MOS, the validity of the equations may become questionable if the NWP
model characteristics are modified and a new calibration becomes necessary. The
Kalman filter is, however, an adaptive method which offers an alternative solution
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to the standard regression models and does not suffer from these drawbacks. Thus
in practice, as stated by Galanis et al. [76], the Kalman Filter is the statistically
optimal sequential estimation procedure for dynamic systems.

2.2.5

Applying the Kalman Filter to NWP models

Applications of the Kalman Filter in weather parameter forecasting from manipula
tion of NWP grid models can be found in works by Galanis et al. [10] [76], Homleid et
al. [2], Persson [71] Simonsen [70] and Grochet et al. [67]. As previously mentioned,
one of the most serious difficulties in Kalman filtering models concerns the way that
the c'ovariance matrices are specified. The aforementioned authors experimented
with a range of statistical algorithms and numerical approaches to determine the
system and measurement, covariance matrices, within the Kalman Filter algorithm,
in order to better track the dynamic properties of different weather parameters
including temperature and wind si)eed.
Persson [71] applied a Kalman Filter to the EGMWF NWP model for adaptive
statistical interpretation of the numerical meteorological air temperature forecasts.
He suggested manipulating the covariances through external interference with re
spect to external conditions while Simonsen [70], as stated earlier, proposed giving
an estimate of the covariance matrices according to the control engineers own ex
perience. In [70], Simonsen considered them to be time independent, thereby losing
the capability of making quicker adjustments to possible external changes.
In [2], Homleid applied the Kalman Filter to the limited area model, LAM50, at
the Norwegian Meteorological Institute in order to remove systematic errors from
the LAM50 NWT model. To post-process the NWP model output for temperature
prediction, Homleid et al [2] formulated a Kalman Filter model that allows for diurnally var^dng corrections. To create an adaptive filter, Homleid suggested defining
the system and measurement covariance parameters by using the Expectation Max
imisation algorithm, as outlined by Dempster et al. [89], as a statistical estimation
procedure in order to make the Kalman Filter behave as requested, for instance to
allow the Kalman Filter to react quickly to new conditions. With a time step of 3
hours eight corrections, valid at 00:00, 03:00, 06:00, 09:00, 12:00, 15:00, 18:00 and
21:00 UTG, are calculated. These corrections, which are the weighted means of the
previous differences between observations and forecasts, are applied to correct for
-1-3, -f-6, -t-9, .... -H24-hour temperature forecasts. Using about half of the 240 obser
vation stations in Norway, it was found that the Kalman Filter correction procedure
reduced the monthly bias of the forecasts to near zero, observing a mean absolute er40

ror of approximately 2.5%. However, the behaviour of the correction procedure was
shown to have weakness when sudden weather changes occurred. Homleid [2] states
the main limitation of the forecaster is that the correction of future values is only
based on the previous difference between temperature observations and forecast.
The model does not use any knowledge of weather dependency of the systematic
deviations.
Crochet et al.

[67] employed an adaptive Kalman filter for estimation of 2-

metre temperature and 10-nietre wind-speed forecasts in Iceland. The Kalman filter
procedure was used to post-process the output from the ECMWF (European Centre
for Medium Range Weather Forecasts) NWP model for 11 sites around Iceland
including the capital Reykjavik. In this instance, the measurement noise covariance
is sec|uentially estimated using the Smith algorithm [90], while the system noise
covariance, is computed using the Jazwinski algorithm [91]. The adaptive Kalman
Filter algorithm was run over the period from the

January 2000 to the

March

2001. The forecast projection times considered ranged from 12 to 168-hours in 12hour steps. Preliminary results published in [67] observed a fixed upper limit of the
RMSF value of between 5% and 30% as the forecast projection time increased. It
was also observed that the Jazwinski algorithm performed poorly in the presence of
large NWP model forecasting error.
As mention previously, for a number of practical situations, the estimation of
the Kalman Filter covariances may prove difficult for a modeller, when for example
a large number of locations are considered with various climatic and geographic
circumstances. To overcome this, Galanis et al. [10] developed a method that can
be used to adaptively estimate system and measurement covariances,

and Rj,

individually for each location being considered in an systematic manner based on
a sample of the last 7 values. Galanis et al. used the developed equations in [10]
to formulate the Kalman Filter covariance matrices in [76]. The structure of the
classical Kalman Filter algorithm is more suitable to describe linear relationships.
For this reason , their application on meteorological parameters that follow non
linear or apparent stochastic behaviour is always debatable. As a result, as well
as exploring adaptive methods for covariance calculation, Galanis et al. [76] also
explored a novel approach to encapsulate non-linear polynomial functions in the
classical linear Kalman Filter algorithm. In this way, a more convenient method
for the description of the major part of meteorological parameters is obtained. In
[76] he describes the implementation of a non-linear third order polynomial function
in the classical linear Kalman filter algorithm in order to remove the bias between
the SKIRON NWP grid model forecasts to derive “sub-grid” estimates of wind
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speed and temperature for different locations in the Mediterranean. Using the 2003
SKIRON NWP model data set, the consistency of the performance of the developed
Kalman Filter was assessed. An absolute bias of approximately 1.75ms~^ and 0.8°C
were observed for day-ahead wind speed and temperature forecasts respectively.
Additionally, Galanis et al. observed that a low order polynomial, of second to fourth
order, seemed to be the optimal choice that guarantees the successful elimination
of any type of NWP model bias (linear or not) strongly contributing, in this way,
to a successful final forecast. It was noted that higher order polynomials required
increased CPU times and did not increase the sensitivity of the Kalman hlter.
In [3], Galanis et al. applied the Kalman Filter, in conjunction with a Kol
mogorov Zurbenko Filter, to the Wind Wave Model (WAM) as a statistical post
processing tool for the improvement to the results of numerical wave prediction
models adapting them to reflect local ocean wave conditions. The methodology is
based on a ('ombination of two different statistical tools: Kolmogorov Zurbenko Fil
ter and the Kalman Filter. The first smoothes the observation time series as well
as that of model direct outputs in order to be comparable via a Kalman filter [3].
The j)roposed methodology was applied to an open sea area off the coast of Cali
fornia and was evaluated by means of six buoys labelled A to D. Fig. 2.3 displays
a tabulation of the results observed by Galanis et al. [3] with statistics for all buoy
locations before and after the use of the Kalman Filters. In all cases, a considerable
reduction of the RMSE error was achieved relative to the NWP model output. With
consideration of the average RMSE for all six buoys going from 0.86 to 0.60, as per
Fig. 2.3, the Kalman Filtering process results in a 33% reduction in model output
error.
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Figure 2.3: Results from publication by Galanis et al. [3]
Louka et al. [4] employed the Kalman Filter methodology proposed by Galanis
et al.

in [76] to filter the wind speed data of various grid resolutions from the

Regional Atmospheric Modelling System (RAMS) NWP model. The RAMS NWP
42

model is run operationally by the Atmospheric Modelling and Weather Forecasting
Group at the University of Athens providing 48-h forecasts over Greece. In [4], the
modelled horizontal wind was extracted at the Greek location of Rokas for the five
nested two-way grids of 48, 12, 6, 1.5 and 0.5 km. In this way the effect of the
grid resolution on the predicted wind was investigated. The RAMS model was run
in a hindcasting mode for a selected period of 2 days, namely the 4^^ to the 6^^
September 2003. The authors recognise that although this period is short, due to
CPU time limitations, it clearly shows the potential benefits that may be gained
by the application of Kalman hltering to various resolution domains of NWP grid
models. Bias, RAISE and the corresponding mean value for the direct RAMS output
and the Kalman filtered for the grids with 12, 6, 1.5 and 0.5km horizontal resolution
are tabulated in Fig. 2.4.
Model

Kalman

Resolution

12 km

6km

1.5 km

0.5 km

12 km

6 km

1.5 km

0.5 km

Bias
RMSE
Mean

-2.67
4.07
17.43

-0.65
3.54
19.45

-1.89
3.50
18.21

-1.67
3.36
18.43

-0.02
2.37
20.08

0.40
2.65
20.50

0.35
2.22
20.45

0.03
2.25
20.13

Figure 2.4: Table 2 from publication by Louka et al. [4]
From Fig. 2.4, which displays a tabulation of the results published by Louka et
al. [4], it is shown that the proposed Kalman Filter technique improves the predicted
wind speed in all cases. The values of bias and RAISE, are considerably diminished
after Kalman filter was implemented for all grid resolutions, while the mean wind
speed was increased approaching the true observed value.
Additionally, Louka et al. [4] applied the Kalman Filter methodology to the
SKIRON NWP modelling system, which also runs at the University of Athens,
providing 5-day weather forecasts. When using the Kalman Filter, the performance
improved with respect to the raw SKIRON output data in the order of 22% for the
Normalized Aleari Absolute Error (NAIAE).
Cassola et al. [5] also employed the Kalman Filter methodology proposed by
Galanis et al. in [76]. Cassola et al. [5] stated that Kalman filters can and are widely
used to improve the prediction of variables characterised by well-defined cyclicities such as those observed in various weather phenomena. His study focuses on deriving
predictions for a single meteorological parameter in time, which is wind speed, based
on the estimation of the bias of this parameter as a function of the direct output
from the NWP model for forecast horizons of 6 to 36-hours. In [5] the procedure has
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been tested, in a hindcast mode, with 2-year long data set of wind speed provided by
a BOLAM NWP model and two anemometric stations located in the eastern Liguria
area of Italy. The aim of the research by Cassola et al. [5] was to test whether the
wind speed predicted by a NWP model for a wind farm at Lago di Giacopiane, and
that corrected for the bias through a Kalman filter using the local measurements
at two sites could be used to predict the wind speed at another site at Casoni di
Suvero.
Staliuii and ruiecastiiiK period

Lago di Giacopiane (+6 h)
Casoni di Suvero (+6 li)
Casoni di Suvero (■* VA h)
Casoni di Suveio(+18 li)
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Casoni di Suvero (+J6 h)

Kalman

Model
ME (m/s)

MAE (m/s)

r
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r

-1.77
-3.11
-2.56
-2.63
-2.59
-2.63

2.27
3.34
2.82
2.91
3.04
2.92

0.64
0.69
0.68
0.72
0.68
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-0.04
-0,14
-0.39
-0.12
-0.22
-0 38

1.87
2.08
2.07
2.20
2.33
2.18
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0.66
0.68
0.68
0.65
0.63

Figure 2.5: Results from publication by Cassola et al. [5]
The statistical indices of hleari Error (ME), Mean Absolute Error (MAE) and
Pearsons correlation coelhcient (r) as calculated by Cassola et al. [5] for both model
direct outputs and Kalman hltered values are reported in Fig. 2.5. In both cases
the application of Kalman filtering improves the model prediction by reducing the
mean error considerably to small negative values, suggesting therefore that the main
goal of the Liter is fulfilled. It is worth noting that the higher the correlation (r),
the stronger the reduction of bias.
The tabulated results in Fig. 2.5 clearly show the primary limitation of the clas
sical Kalman Filter architecture. The Kalman Filter, a predictor corrector mecha
nism, relies on measurements or observations to correct for any forecast error. The
observations are required in order to update the estimate at time step t to advance
forward to predict for time step ^ -1- 1. For expanded time horizons the algorithm
would loses its affiliation to the real time measurement and consequently a deteri
oration in the ME and hlAE values respectively can be seen. This thesis will try
to address this limitation by exploring an alternative Kalman Filter approach for
expanded time horizons.
In [92], Diagne et al. suggest that for smaller forecast horizons, from 5 minutes
to 4 hours, ARIMA models seems to present the best accuracy of Global Horizontal
Irradiance (GHI). In his review of a number of methods, statistical post-processing
techniques such as Kalman Filters showed the most accurate results for forecast
horizons of 6-hours up to 3 days for determination of GHI. In [93] Diagne et al.
used a Kalman Filter to rehne hourly surface day-ahead solar irradiance forecasts
from the Weather Research Forecasting (WRF) model for Reunion island in France.
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The WRF model was used to produce one year of day-ahead GHI forecasts covering
Reunion Island with an horizontal resolution of 3km. Comparison of the observed
GHI to the benchmarked persistence model obtained a relative RMSE (rRMSE) of
34.29%. The persistence model was seen to surpass the results from the WRF model
which observed a rRMSE of 35.2%. It was shown that Kalman filtering improves
the accuracy of forecasted GHI from the WRF delivering a rRMSE of 22.33%.
Using Canada’s Global Environmental Multiscale (GEM) model and a Kalman
Filter as a means of post-processing the data to remove bias, Pelland et al. [94]
developed hourly solar and PV forecasts for projected time horizons of between 0 48 hours for the region of Ontario and achieved a regional forecast RMSE of 6.4 9.2%.
Other variations of the Kalman Filter algorithm such as the Extended Kalman
Filter (EKF) [95] and the Unscented Kalman Filter (UKF) [96] and have been de
veloped over the years in an attempt to handle non-linear systems. However Wan
[97], and more recently Samsuri et al. [98], have shown that both the EKF and the
UKF algorithm to be onerous and computationally expensive for problems concern
ing localisation and mapping of parameters. Chen et al. [6] explored short-term
wind speed prediction using an Unscented Kalman Filter (UKF) integrated with a
Support Vector Regression (SVR) approach based on a state-space model in order
to precisely update the short-term estimation of wind speed sequence for horizons
of 1 to 5 stei)s ahead. In the proposed SVR-UKF approach in [6], support vector
regression is first employed to formulate a nonlinear state-space model and then the
unsccnited Kalman filter is adopted to perform dynamic state estimation recursively
on a wind sequence with stochastic uncertainty. Wind speed data from the Centre
for Energy Efficiency and Renewable Energy at University of Massachusetts was
used to validate the performance of the developed model. The wind speed data
included wind speed measured every 10 mins at the same position 25m above the
ground level at Blandford, Chester and Falmouth. Using a training set of 500 sam
ples and 200 sample to test, the presented SVR UKF approach in [6] is compared
with ANN, AR, AR-Kahnan and SVR with RMSE results tabulated in Fig. 2.6.
From Fig. 2.6, which details a comparison of RMSE values in wind speed predic
tion using ANN, AR, AR-Kalman, SVR and SVR-UKF methods, it can be readily
seen that the presented SVR-UKF method outperforms ANN, AR, AR-Kalman and
SVR, approaches in both one-step-ahead and five-step-ahead wind speed predictions.
However, it is worth noting that Burgers [61] states that SVR does have some draw
backs. An important practical question that is not entirely solved, is the selection
of the kernel function parameters within the SVM algorithm. A second limitation is
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RMSE (in/s)
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AR-Kalman
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SVR-UKF
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1.1846
0.5291
0.4808
0.3337

0.9359
0.9114
0.342 7
0.2492
0.1502

1.1295
1.4992
0.6918
0.5180
0.4266

0.7440
0.5839
0.2290
0.2834
0.1843

0.9991
1.0788
0.5211
0.5827
0.4055

Figure 2.6: Results from publication by Chen et al. [6]
the CPU speed and the data field size required, both in training and testing. Addi
tionally, Fig. 2.6 demonstrates again the limitation of the Kalman Filter predictor
corrector algorithm. It can be observed that as the time horizon is expanded from
^ -t- 1 to ^ -t- 5 the RMSE deteriorates significantly for all three locations.
Carvalho et al. [99] applied a Kalman filter to the PRECIS NWP model. The
purpose of this study was to evaluate the accuracy of the estimation of the monthly
mean temperature simulated by the PRECIS model for Brazilian regions and to
develop a Kalman filter to correct the systematic errors of the model for the months
of January to June 2010. The PRECIS model with systematic errors was ameliorated
by the application of the Kalman filter resulting in an improved mean temperature
prediction of 66% in the mean square error for the dry months and 49% for the wet
months.
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Figure 2.7: Results from publication by Sanchez et al. [7]
Hauang et al. (2016) [100] recently stated that the Kalman Filter and exponential
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smoothing are commonly used for Short Term Load Forecasting (STLF). Taylor et
al. [101] showed that the Kalman filter improves the accuracy of STLF by estimating
each component of the load which is apportioned into random and hxed components.
The exponential smoothing eliminates the noise in the load time series, and the
degree of future load influenced by recent load data can be reflected by adjusting
the weight of both load data sequence components, which is helpful for improving
the accuracy of STLF. On the other hand, Sanchez et al. [7] applied an extended
Kalman Filter methodology to data from the state of California, USA to obtain a
24-hour horizon prediction of the electrical load demand with encouraging results
obtained. A excerpt from his paper is shown in Fig. 2.7 showing the actual versus
the day-ahead predicted electrical load demand for a two week period.
From the literature review conducted, it can be observed that the Kalman Filter
has been applied to a range of NWP grid models with various amendments made
to its classical form in order to forecast a number of meteorological parameters as
well as the electrical load demand. The published results discussed have shown that
the Kalman Filter as a post-processing tool has the capacity to deliver accurate
predictions of wind speed, GHI and ambient temperature for a day-ahead time
horizon. Nagy et. al. [32] state one i)articular characteristic of renewable energy
is that the output of a power plant depends largely on weather conditions, and
that accurate forecasts of power generation using weather related predictions are
an inevitable requirement in order to integrate RES into the power grid efficiently.
Thus, through accurate prediction of the weather parameters underpinning wind
and solar pv power output, accurate predictions of the expected power output from
the RES can be determined. Consequently, the adaptive classical Kalman Filtering
methodology, developed by Galanis et al. [10] appears to lend itself as a candidate
with the capacity to offer a holistic solution for the day-ahead forecast of the various
elements of a micro-grid. However, the literature review showed the performance,
of the current form of this classic Kalman Filter architecture, to notably deteriorate
for predictions over an expanded time horizon. This research aims to mitigate this
obstacle to a simple and elegant solution to a day-ahead predictor algorithm.
This thesis explores the development of a novel Kalman Filter Bank (KFB)
methodology, in conjunction with the YR.NO NWP model [9], in order to model
tlie various renewable energy components of a fixed-grid connected micro-grid and
optimise their contribution to the overall energy requirements. A detailed descrip
tion of the Kalman Filter algorithm and its governing equations are provided at a
later stage in Chapter 3.
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2.3

Algorithms used for optimal economic dis
patch of RES

As previously ineiitioiied, the problem of optimising the contribution from renewable
energy sources to the overall energy mix within a micro-grid environment is often
approached from one of two aspects. The foremost being the determination of
accurate prediction estimates of the contribution from the various RES available
or the underpinning parameters, detailed in sections 2.1 and 2.2, and supporting
this is the determination of an optimal economic RES dispatcher. Summarised in
Fig. 2.8, this section discusses the primary scheduler algorithms to economically
dispatch the RES in order to optimise their contribution as well as the advantages
and dis-advantages associated with each.
Author

Year

Algorithm

Natsheh et al. [13]

2011

Perturb & Observe (P&O)

Hubert et al. [12]

2011

Mixed-Integer linear Programming (MILP)

Wu et al. [58]

2011

Particle Swarm Optimisation (PSO)

Deng et al. [10]

2011

Genetic Algorithm (GA)

Hropko et al. [60]

2012

Accelerated PSO

Figure 2.8: High-level overview of optimal dispatch/scheduliug algorithms
Chomsuwari et al. [102] and Natsheh et al. [22] promote a Perturb and Observe
(P&O) algorithm for maximising the generated power output based on maximum
power point tracker (MPPT). The P&O method, also known as the perturbation
method, is the most commonly used MPPT algorithm in commercial PV products.
This method requires the controller to incrementally adjust the voltage and measure
power output. If the power output has increased, a further adjustment in that
direction is tested until power no longer has increased. This trial and error approach
is sometimes referred to as a hill-climbing method [102].
Hubert et al. [17] suggest that mixed-integer linear programming (MILP) theory
could serve as a basis to develop future energy optimisation algorithms to success
fully determine the optimal schedule over a given time horizon, ideally no greater
than 24 hours ahead to coincide with other forecasts, such as dynamic pricing signals.
The hypothesised MILP algorithms are discussed in more detail in his follow-up pa
per [103]. Errors on weather forecasts and non-controllable consumption forecasts
affect the final value of the objective function. Complex forecasting algorithms
for wind, solar and non-controllable consumption were not addressed in his paper.
Here, Hubert et al assumed that the forecast errors for the solar irradiance and non48

controllable consumptions followed a normal distribution.

Furthermore, in their

investigation, wind is not considered. However, it is stated that the wind power
could also be modelled statically with complex error distributions. Hubert et al
state that as the industry moves towards better forecasting, the outcomes of the
proposed optimisation tool will be further enhanced. By contrast this thesis ad
dresses renewable energy forecasting in addition to a novel scheduling optimisation
strategy of renewable energy resources within a micro-grid.
The PSO algorithm has been significantly used in multi-objective problems
mainly due to its population-based search capability as well as its simplicity, con
vergence speed and robustness. Wu et al. [104] detail a PSO algorithm based on
stochastic simulation to solve the problem of economic optimal operation of a CHP
software miodel platform consisting of a wind turbine, PV array, fuel cell, waste heat
boiler, gas boiler, battery as well as a thermal and electric load. Simulation results
showed that the proposed method can give suggestions on op)timal deployments of
distributed energy sources. In [104] a Chance Constrained Programming (CCP)
algorithm is used to model and simulate the randomness of the wind rather than
using real time forecast data. In their paper, Wang et al.

[105] employ a PSO

algorithm as an intelligent multi-agent controller for integrated building and microgrid systems. Hropko et al. [106] adopt an accelerated PSO algorithm to solve the
optimal dispatch of renewable energy sources included in a “virtual” power plant.
However, Bai et al. [51] state that the PSO method easily suffers from the partial
optimisation and can not work out the problems of a non-coordinate system, such
as the solution to the micro-grid and the moving rules of the particles within the
energy field. Thus for micro-grid optimisation it is not an ideal candidate.
Moghaddam et al. [107] have considered a multi-objective AMPSO (Adaptive
Modihed Particle Swarm Optimisation) algorithm for optimal operation of a typ
ical micro-grid with renewable energy sources accompanied by a back-up MicroTurbine/Fuel Cell/Battery hybrid power source to level the power mismatch or to
store the surplus of energy when it is needed. This paper attempts to resolve two
conflicting objectives (cost and emissions) simultaneously through employing a set
of Pareto-optimal solutions. In economics a Pareto-optimal solution is defined as
follows: Given an initial allocation of goods among a set of individuals, a change to a
different allocation that makes at least one individual better off without making any
other individual worse off is called a Pareto improvement. An allocation is defined
as “Pareto efficient” or “Pareto ojffimal” when no further Pareto improvements can
be made.
Kalantar et al. [108] have detailed the dynamic behaviour and simulation results
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of a proposed stand-alone hybrid power generation system of a wind turbine, micro
turbine, solar array and battery storage. The hybrid system that was simulated
consisted of a 195kW wind turbine, a 85kW solar array, a 230kW micro-turbine
and a 2.14kAh lead acid battery pack optimised based on economic analysis using
a Genetic Algorithm (GA). Deng et al. [15] also utilise a multi-objective GA to
solve the economic dispatch model of a micro-grid which included a photovoltaic
array, a wind turbine, batteries and a GHP system consisting of fuel cells and a
micro-turbine. The GA in [15] employed typical daily data - including typical daily
prohles of electrical load, local day light intensity, environmental temperature and
wind speed. The ability of the algorithm to predict a day-ahead consecutively in
real time or in a hindcast approach was not explored.
In his paper [55], Tabassurn et al. have outlined the primary disadvantages in
the use of GA analysis towards optimisation solutions. GA’s do not always arrive
at a global optimum, especially when the overall solution has a varying population.
The algorithms most alarming feature is that the GA can provide different results
every time for similar scenarios. This implies that, it is only viable in situations
that allow or can tolerate trials with small deviation errors in the parameter results
return from the GA optimisation i)rocess. The drawbacks of this method is that it
does not offer the assurance required for utility operators to commit with confidence
in the day-ahead energy markets.
Ghakraborty et al. [16] explores a PV micro-grid using a coml)ination of neu
ral forecasting and heuristic optimisation while Colson et al.

[109] investigated

an Ant colony optimisation method for micro-grid dispatch control. In [109], the
multi-objective micro-grid algorithm does not take into account load and generation
forecast. Mahat et al. [110] present a micro-grid management scheme that opti
mally schedules the battery storage system in a manner similar to [111] and [112]
but in addition takes into account the load and generation forecasts together with
day-ahead electricity spot prices. However, in [110] an ARMA model, requiring
a 3-nionth data set for training, along with ICLOCS, an optimal control software
package, is used to derive a day-ahead schedule of the battery storage unit. In ad
dition, the ARAIA models used in [110] to derive the day-ahead estimates for the
load and wind generation had errors as high as 5.85% and 38.41% respectively.
Other authors, such as Riffonneau et al. [113], who evaluated the performance of
a Dynamic Programming (DP) algorithm for the optimal power flow management of
a grid connected PV system with batteries over a single 24-hour period, also did not
consider the forecast of RES power output. Instead of using prediction records, from
measured data for RES systems to optimise the power flow between micro-grid and
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fixed grid systems, the DP approach in [113] relies hea upon the accuracy of the
forecast data provided which was assumed known. Ttvould suggest that the use
of a deterministic approach, rather that a stochastic apach, could be taken to the
problem of optimal RES scheduling if accurate predic models of the RES power
output or the parameters underpinning them where edished. As energy markets
currently operate on a time horizon of 24 hours whaitility companies commit
to a supply/demand schedule for the recj[uirement ole day ahead, an accurate
all-inclusive sirnp^lified single MPC controller with tlnility to both forecast and
schedule energy resources for the ensuing 24 hours is ofitegic importance for costeffective electrical network operation with a consequoeneficial economic return
on renewable power generator capital investment in lirith UTRCI requirements.
Recently Kanwar et al. [114] stated that energy mgenient strategies could be
implemented as a deterministic rule-based control stra/ for micro-grid operation.
For active power control for cost-efficient operation ogrid-connected micro-grid
consisting of energy storage and renewable energy sysh installed at a Chinese of
fice building, Kanwar noted that only a marginal imprnent of approximately 2%
was achieved when a MPC MILP optimisation algorii was compared to a rulebased strategy. It was also noted that this im])roven deteriorated signihcantly
for time horizons in excess of 15 hours. Thus with a is on the UTRCI require
ments for a simple and “implementable” solution, Clur 6 discusses in detail two
proposed novel arrangements incorporating the develo Kalman Filter Bank with
a rule based strategy to both forecast and optimally slule the renewable energy
sources for a day-ahead in a time of use pricing envunent. These approaches
were considered in order to avoid hybrid solutions anmplify the prediction and
optimisation scheduling operation in line with specifions by UTRCI.

2.4

Micro-grid test-bed researc

In contrast to the Zero2020 fixed-grid micro-grid test lat CIT, as outlined in sec
tion 1.3, the proceeding test-beds described all use va.s mechanisms to simulate
either one or more elements. This emulation approach proposed by [115] [116],
impose an element of controllability on a supposedly stastic environment. In this
thesis, by using the real data collated from the CIT 22020 test-bed, the predic
tive performance of the various forecaster algorithms me accurately evaluated in
a ‘real’ building test-bed.
Ainsworth et al. [8], from their lab in the Van 1 building on the Georgia
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Institute of Technology campus in Atlanta, presei Versatile Autonomous Smartgrid Test-bed (VAST), a flexible, reconfigurable tbed for research of autonomous
control for critical electricity grids.

Figure 2.9: VAST test-be(yout [8]
In the VAST test-bed, as shown in Fig. 2.9, simulate the load or electrical
demand in lieu of “real-world” technologies, an lating rec-tifier operating from
120V utility was used to emulate typical load denis. In this thesis real electrical
load demand was used in the optimisation schedig of renewable energies within
a fixed-grid connected micro-grid.
Natsheh et al. [22] have developed a novel ind of smart grid-connected pho
tovoltaic array/wind turbine hybrid system incorating an asynchronous (induc
tion) generator, controller and converters. Here, itest-bed is a micro-grid model
implemented using the MATLAB/SIMULINK soire package.
Hubert et al. [17] proposes an energy schedul model and optimisation algo
rithm for residential electricity consumers who atipt to optimally schedule their
electricity consumption, generation and storage iidynamic pricing environment.
He states that an electrical home can be delined i small-scale micro-grid system
operating at the home level. However, the integon of energy sources that are
intermittent in nature such as wind turbines are iincluded.
To investigate centralised and decentralised ccol for demand response, Lu et
al [117] built a simulation platform, a modified IE 34 bus distribution system,
which consisted of approximately 150 detailed hoiold load models including air
conditioning units, water heaters and their contrc
In their paper, Glover et al [115] present the dei and construction of a flexible
Secure Scalable Micro-grid Test Bed (SSMTB) icated to the development of
tools for designing and implementing adaptive, sre, scalable, micro-grids with
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Figure 2.10: Photograph of the SSMTB [115]
high penetration levels of stochastic renewables. This is a relatively new research
facility at the Sandia National Laboratories at Albuquerque, New Mexico - see
Fig.2.10. Three sources are designed in to this system: one is deterministic and two
are stochastic from the perspective of the control system. All sources are modelled to
enable re})eatability of experiments for control and analysis technique comparison.
The loads are programmable resistive loads that can have deterministic or stochastic
characteristics. Energy storage is included in the system in the form of an emulator
that is capable of mimicking different types of storage based on bandwidth, storage
capacity and peak power.

Figure 2.11: CERTS

/jG

test-bed near Columbus Ohio [118]

Berkeley et al. [118] describe the CERTS (Consortium for Electric Reliability
Technology Solutions) test-bed located at the American Electric Power (AEP) Com
pany’s test facility in Walnut, Groveport, Ohio - as per Fig.2.11. It consists of a
number of load banks remotely controlled from 0-90 kW and 0-45 kilovolt ampere
reactive (kVar).
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25-kW WTCi
6iW load
10-kW HCPV

Figure 2.12: First outdoor //G tesW in Taiwan [116]
Hong et al. [116] have investigated the transie and dynamic conditions for the
first outdoor micro-grid test-bed in Taiwan, whos^eneration capacity is 406.5kW.
The micro-grid system, as per Fig.2.12, includes ^as turbine, a wind-turbine and
PV solar generation. However, the 60k\V load similarly emulated as in [115]
and consists of a 2kW motor and a constant 5W load. This implies that the
electrical load demand within the micro-grid arrgenient is largely deterministic
with the motor load accounting for less than 5% ofie total electrical demand. From
the above mentioned authors it can be observed lat many of the micro-grid test
beds, located in various parts of the world, use mors and load banks to simulate
the electrical load demand. Furthermore, rathenan using the output from real
RES system, simulated data is used as the test be(are implemented using software
packages. By using the Zero2020 micro-grid platfci at CIT, the research presented
here is based on the actual electrical load demammd power contributions from a
real world RES power system.

2.5

Statistical testing

The root mean square error (RMSE) is generallysed as the traditional metric to
evaluate the forecast accuracy of a prediction mol [119]. The RMSE depends on
the scale of the dependent variable. It should based as the relative measure to
compare forecasts for the same series across differr models. The smaller the error,
the better the forecasting ability of that model cording to the RMSE criterion
[119]. One problem associated with the use of theMSE or similar measures is the
fact that the forecast error variance varies across ne. It can vary because of nonlinearities in the model and because of variation i^xogenous variables (if included
54

in the model). Fair [120] states that no rigorous statistical interpretation can be put
on the RMSE’s because they are not estimates of any parameter in the model.
Thus, in order to provide the mathematical rigour required, to substantiate the
claims made in relation to the accuracy of the predictive performance of the KFB
methodology developed - a statistical hypothesis test was completed to test if the
difference between the measured and predicted values are statistically signihcant.
In scientific and engineering analysis, a hypothesis is an idea or explanation that
one can test through study and experimentation. It involves the formulation of two
statements: the null hypothesis Hq and the alternative hypothesis Hi. The null
hypothesis reflects the fact that there will be no observed effect for the experiment.
In the mathematical formulation of the null hypothesis there will typically be an
equal sign but an inequality can also be used.
As per [121], depending on how the null hypothesis is set up, generally one
attempts to find evidence against such a hypothesis using a statistical test. One
normally hopes to obtain a small enough p-value that is lower than the level of
significance value alpha - this is usually set at 0.05 for a 95% confidence level. If this
is the case, one is justified in rejecting the null hypothesis. However, if the p-value
is greater than the alpha value, then one would “fail to reject” the null hypothesis.

2.6

Conclusions

This chapter has investigated the principal algorithms and current trends to model
and predict the contribution from renewable energy sources, the primary algorithms
used for the optimal economic dispatch of RES, an overview of the micro-grid re
search test-beds, as well as the modelling and optimisation software platforms used.
This section of the thesis presents the main conclusions of this analysis and the
requirement for a simple and accurate holistic forecaster/optimiser tool.
Mitterniaier [122] states that although weather patterns can change dramati
cally over very short time scales, generally an observed atmospheric state of short
enough lag could be quite a good reference forecast. In fact, this aspect is exploited
by the nowcasting community for generating precipitation extrapolation-advection
forecasts. It is therefore likely that while persistence is intuitively more like an
“actual” forecast, it may also make it harder for the actual forecast to beat it (if,
e.g., tomorrow does turn out to be a lot like today). There are therefore two com
ponents to measuring model forecast performance: accuracy (measured relative to
the observations) and added value (relative to that of a reference forecast or base-

55

line). For this thesis, as recommended by Zhang et al. [123], the raw output from
the NWP grid model along with the performance of a persistence model or simple
auto-regressive model will act as a mathematical benchmark in order to show the
viability and added value. In order to thoroughly benchmark the developed Kalman
Filter methodology against the state-of-the-art techniques for energy forecasting it
will be tested against the data set used for the 2012 Global Energy Forecasting
Competition (GEFConi). This is a forecasting competition, sponsored by the IEEE
Working Group on Energy P^orecasting that attracts participates worldwide who
have contributed many novel ideas to the energy forecasting field.
It was noted from the literature review that much of the research to date into
the control and optimisation of micro-grid configurations has been done on the
basis of first principals and virtual test-beds using LABVIEW models [8], IMatlab
and Simulink models [22] and Visual C-t-+ models [104] rather than a “real world”
physical setting such as the CIT Zero2020 test-bed

a new National Build Energy

Retrofit Test-bed (NBERT) in Ireland. This test-bed provides a rare opportunity of
exploration into the field of forecasting and scheduling of renewable energy sources
to minimise the electrical energy outlays of a building in a “real world” environment.
As mentioned previously, it is anticipated by UTRCI that the next generation
of energy maiiagement solutions will include the ability to control a micro-grid en
vironment as Net-Zero Energy buildings cannot be achieved through improved en
velope designs and reduced loads alone. As outlined in Ghapter 1, UTRGI, the
industry partner for this research project has expressed a strong interest in the “iniplementablity” of such a system. They predict a large commercial interest in the
retro fit of the next generation of energy management solutions to aid ageing build
ings in meeting more stringent regulation with respect to their energy usage. As
a result, the PhD focused on the “implementablity” of the algorithm proposed for
“Real World” applications. Research of the developed solution will be further en
hanced through the use of live data streams from the Zero2020 fixed-grid connected
micro-grid platform at GIT.
A literature of the merits and demerits of the methods employed to forecast
the power output of renewable energy resources, as well the electrical load demand,
suggest exploring an approach involving the use of NWP models in conjunction with
a Kalman Filter. The review highlighted the weakness of single step classical Kalman
Filter architecture that lead to the deterioration of forecasts with an expanded
prediction time horizon.
For the prediction strategy investigated in this thesis, as a benchmarking exer
cise, the energy savings acquired, together with the ease of system commissioning
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and operation (i.e.

the “implementablity”) will be considered. The control op

timisation algorithm must achieve the right balance between energy cost savings
and “implementablity”. “Implementablity” concerns itself with the control systems
suitability for retro fit and simple installation. The complexity of the control sys
tem is minimised to allow installation by standard methods and commissioning by
standard building services personnel. To bridge the gap between academic research
and industrial requirements in terms of implementation, cost and practice, every bit
of the performance must be considered, including the increased model complexity,
ramihcations of the training process as well as the computational expense required.
In addition, the literature revealed that much of the prediction and optimal
micro-grid scheduling strategies were hybrid solutions [58] often incorporating two
or more techniques. Silva [124], the author for the winning team of the GEFConi
for wind power prediction, states that the solution developed by his team comprised
a linear combination of nine models. Silva also states that tliis approach, which was
followed by his team, was done in order to win a competition and used many intri
cate models, more than is necessary or feasible for an actual industrial application.
Additionally, many authors have focused on either the development of prediction
models for various time horizons or t he optimisation thereof using assumed sirnplihed RES models. Thus, the primary conclusion is that there is a need for an overall
and simple holistic predictor/opt imiser scheduler algorithm. The information gained
from this chapter will form the basis of the thesis and serve as a validation tool for
decisions made throughout the work.
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Chapter 3
Wind Power Prediction Model
Chapter 3 describes the development and verification of a novel approach to predict
ing the anticipated mean hourly power output from a campus-based wind turbine
for a 24 hour look ahead time horizon using a novel moving time bank predictor
consisting of 24 Kalman Filters (KFs). The new concept allows existing Numerical
Weather Prediction (NWP) grid model forecasts [9] at coarse grid points to be ap
plied to a desired “sub-grid” location where local terrain features and geographical
topographical details effect wind s])eed conditions. It permits observations from a
NWP grid model to be used in a novel bank of 24 Kalman Filters operating simul
taneously to accurately predict the wind speed 24 hours ahead for a wind turbine
at Cork Institute of Technology (CIT).
For many centuries to date, wind energy has been used as a source of power for a
whole host of purposes. In early days it was used for sailing, irrigation, grain grind
ing, etc. At the onset of the 20^^ century, wind energy was put to work on a different
use: power generation and electricity-generating wind turbines were produced [125].
Today, the accuracy of day-ahead wind velocity estimates are of strategic impor
tance in wind power prediction where installed wind turbine scheduling is an issue
for cost-effective electrical network operation with a consecpient beneficial economic
return on wind generator capital investment. Wind speed prediction accuracy is
critical in that the power output

(in watts) of a wind turbine depends on the

cubed power of the wind speed {u) and any sizeable error in the wind speed fore
casting would yield a large cubic error in wind power prediction [14], as per (3.1).
Subsequently the accurate short to medium term prediction of wind speed has be
come a very intensive area of research [126] for reliable electrical energy forecasting
and availability during peak demand periods.
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Pw

=

-.p.AM^.Cp

(3.1)

where:
p = Density of air (kg/m^) ^ \.22bkg/m^ according to ISA (International Standard
Atmosphere)
A = Rotor swept area (m^)
u = Wind speed

38.5m^

typically 5 to 87ns~^ at CIT

Cp = Wind turbine coeffieient of perfornianee - specified by the manufacturer
lOkW

oOin 'Hind aaeiuoinet^r

S Wind Turbine

50iii nind .inemometer

40ui nind anemometer

SxmihAnci NRC
Data Logger

Figure 3.1: lOkW Bergey Wind Turbine
These mean hourly wind power predictions (Puj) then serve as an input to a
novel Model Predictive Control (MPC) energy dispatcher, discussed in Chapter 6,
in order to optimise the maximum contribution from the renewable energy sources
to the overall energy demand from the micro-grid (pG). Before discussing the MPC
controller scheduler, a predictive model of the non-dispatchable wind and solar en
ergy sources must be established to derive the necessary inputs to the IVIPC. This
Chapter discusses the development of the wind power prediction model while Chap
ter 4 discusses that for the solar power energy source. The first of the sustainable
energy sources of the /iG at the CIT campus is a lOkW Bergey Wind Turbine which
serves as an input to the MPC optimisation algorithm. Fig 3.1 depicts the 10A:IT
Bergey Wind Turbine, the anemometer and the NRG Symphonic data logger used.
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Wind Speed (m/s)

Figure 3.2: lOkW Bergey Manufacturers Wind Turbine Power Curve
Prior to utilising the wind turbine for experimental purposes, the actual perfor
mance of the wind turbine (WT) had to be verified against that specified by the
manufacturer. This is necessary to remove any ambiguity pertaining to the use of
the manufacturers power curve supplied in order to derive an accurate value of Cp
for each time step prediction. The performance characteristics in Fig. 3.2, supplied
by the manufacturer, show that the Bergey WT is rated at lOkW for a wind speed of
12ms’“b The measured performance details displayed in Fig. 3.3 exhibits a strong
correlation

~ 0.9F) between the recorded values of the wind turbine, represented

by a htted

order polynomial trend line shown in red, and that from the manu

facturer represented by a blue trend line. Satisfactory data fit to the manufactures
power curve was acquired and a least squares 6^^^ order polynomial ht to IG decimal
places was established, shown in green in Fig. 3.3, to facilitate the derivation of the
coefficient of performance Cp to calculate the predicted power output in (3.1).
Wind Turbine Power Curve
14.00

0.300
Y = -0 0000009M44S11141C* * 0 00007109€7fOS29b' - 0 002027t27SC2S192K4 * 0.0291«494«323«225x* - 0.229757790046«490]i^ 4^
0.S6«39M«21609790x • 1.029011022334«t00

Wind Speed (m/s]
GRAPH NOTES;
The red polyline shows that the actual wind speed and actual wind power of the Nimbus centre matches the Bergey Power Curve.
The green polyline is the Bergey Power Coefficient curve that is used in the Power Output formula.

Figure 3.3: lOkW Bergey Wind Turbine Power Curve Analysis
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3.1

Initial Linear Predictive Wind Speed Model

Leblanc et al. [127] stated that by far the most common wind speed correlation
method used in the wind energy generation industry is linear regression which fits
a straight line to the data. Consequently, as an initial benchmark, a simple excelbased Measure-Correlate-and-Predict (MCP) approach was developed to filter the
bias between the forecast wind speed from an existing NWP grid model at 10m
height for Cork Airport (51.8466N, 8.4891W) and CIT 2.5km away located at “sub
grid” point 51.8830N, 8.5353W.
This thesis uses the YR.NO weather NWP grid model, a joint service by the Nor
wegian Meteorological Institute and the Norwegian Broadcasting Corporation. This
collates data and content from a number of bodies. The main contributing NWP
grid models include the HIRLAM (High Resolution Limited Area Model) model
and the AROME (Application of Research to Operations at Mesoscale) modelling
system shown in red and green respectively in Fig. 3.4. The HIRLAM NWP is
used for routine weather predictions up to 3 days for grid resolutions of 3 to IGkni.
The AROME NWP operates with 65 vertical levels and a grid resolution of up to
2.5kni with hourly NWP boundaries of ICkm similar to that used by the European
Centre for Medium-Range Weather Forecasting (ECMWE).

Figure 3.4: Map of area covered in the YR.NO NWP grid model [9]
Officially launched in September 2007, YR.NO is unique in Europe because of its
detailed (hour-by-hour) weather forecast and its free data policy [9]. It offers weather
forecasts in English for nearly 1 million locations in Norway and 900,000 locations
worldwide, one of which is Cork Airport in Ireland. The open source weather forecast
data includes 24-hour ahead hour-by-hour data on temperature, wind direction and
wind speed data in ms“^ in XML or graphical format - as per Fig. 3.5 and Fig.
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3.6. This is in contrast to other short range NWP models such as that used by Met
Eireann, which only provides wind speed data in the form of colour coordinated
velocity contours in knots (nautical miles per hour). However, more detailed hourby-hoiir wind speed data is offered by Met Eireann but on a proprietary basis.
Today and tonight. 20 March 2014
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00:00
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03:00
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04:00
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7°
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m/s from westsouthwest

6“
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Moderate breeze. 6
m/s from westsouthwest

6°
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Gentle breeze, 6 m/s
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5°

0 mm

Gentle breeze, 6 m/s
from west-southwest

6°
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Moderate breeze. 6
m/s from westsouthwest

6°
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Moderate breeze. 6
m/s from westsouthwest

5°
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Moderate breeze, 6
m/s from westsouthwest

5°
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Moderate breeze. 6
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4°
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from southwest

4°
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Gentle breeze, 5 m/s
from southwest

Eigure 3.5: Hour-by-hour data from YR.NO NWP model in graphical format

<?xml vefsk)n»--"l,0" encoding“-"UIf- 8“?>
<weatherdata>
< location >
<r>ame>Cork</name>

<type>Admini»tration centrc</type>
<counlry>Ircland</countrv>
<limezone utcoffsetMlnutes "60" id*"Europc/I>ublin"/>
<locatlon geobaseld»"2965140'' geobase* geonames" longitude»"-8.47061' latitude«"51.89797" altitude* '10'7>
</locatlon>
<credlt>
<!--!».
■
^•" drtt.i : .
t
tA'....... .
the following i •<(
i . vf .out wet) i>dge. The text should t«
link to the spe« (Mod URL — >
<I”P; os'■ 'ut otjf -nditiof) ond:= -»! .c,i
,
.■ Mo/venJatr. Efnjn
:>xpio(»at(on ai ttttp;//;>ni yt nu/votiiata/free-weathof drtt-i/'->
<llnk urla-"http;//www.yr.no/pface/Ireland/Munster/Cork/" texto 'Weather forecast from yr.no, delivered by the Norwegian Meteorological Institute and the NRK"/>
</credlt>
<llnks>
<link id*"xmlSourre" url 'http://www.yr.no/place/lreland/Munster/Cork/forecast.xmr/>
<llnk id*”xmlSourceHourByHour" url - "http://www.vr.no/place/Ireland/Munster/Cork/forcca5t_.hour_by_hour.xml7>
<llnk Id "overview' url = ' http://www.yr.no/place/Ireland/Munster/Cor1(/7>
<llnk id^ 'hourByHour" url*"http://www.yr.no/placc/Ireland/Mun5ter/Cork/hour_by .hour7>
clink id-^ longTermForecast uri=’http://www.yr.no/place/Ireland/Munster/Cork/long‘7>
</tinks>
<meta>
<la&tupdate>2016 04-12T16:49:00</lastupdate>
<nextuc>date> 2016-04-13T05:00:00</nextupddte>
</meta>
<5un set-"2016 04 12T20:26:56’ rise*"2016 04 12T06:43:177>
<forecast>
<tabular>
<tlme to-"2016-04 13101:00:00’ from="20l6-04 i3TOO:00:00">
<1*?0!'v-04
V0l6'04 'Tni:0<:
. ••>
<symbol var=''mf/03n.20" name*"Partly cloudy" numberEx*"3" numb€r = "37>
<precipitation value="07>
<!>• V.ilrd at 2016-04-1:T00 0U:00 ->
<wlnd01rectlon name* Southeast" code*"SE’ deg=’'124.87>
<wind5oeed name* Gentle breeze" mDs»"3.5"/>
ctemperature value = ‘'9" unit-"cclsius'7>
<pressure value="1004.7" unlt»"hPa7>
</tlme>

Figure 3.6: Hour-by-hour data from YR.NO NWP model in XML format [9]
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Here the direct YR.NO NWP model output, at time step t, will represent the
predicted mean average hourly wind speed and wind direction data values for Cork
Airport in Ireland as this is the nearest grid point to the college campus at CIT. The
linear model used hinged on the degree of correlation between the predicted wind
speed data and its direction from the Norwegian YR.NO NWP grid model and the
historical wind data for that direction obtained from the 60m anemometer located
at CIT in order to derive the best fit linear offset of y = mx + c for each relevant
cardinal wind direction, as shown in Fig. 3.7 and 3.8 - with additional graphical
information in Appendix A.
Fitted Straight Line Plot
QT = 2.677 + 0.9141*Cork Airport
Regr«uion
lt:

95% PI

Predicted Wind Speed for Cork Airport from YR.NO NWP grid model (g> 10m Height

Figure 3.7: South-Southwest (SSW) direction correlation fit

Fitted Stright Line Plot

err =

- 4.389 + 1.654*Cork Airport
Regression
95% a
95% PI

7.5

8.0

8.5

9.0

9.5

lOJO

Pre4icted Wind Speed for Cork .Airport from YR..N'0 MVT grid model (g 10m height

Figure 3.8: South (S) direction correlation fit
Fig. 3.7 and 3.8 details the linear regression fit, as well as the Confidence Interval
{Cl) and the Prediction Interval {PI), for the South-Southwest and the South
wind speed correlations respectively. The Cl provides information as to the likely
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location of the true population parameter (wind speed) while the PI indicates the
distribution of the wind speed values and not the uncertainty in determining the
population mean [128].
Once the linear relationship for each of the relevant Cardinal and Ordinal wind
directions had been established, the predicted wind speed for a 60m height at CIT
was recorded over a week-long period running from the 18^^^ - 24^^ December 2013.
Adopting the hindcast approach, the wind speed predictions were then subsequently
compared against historical data recorded at 60m from the CIT anemometer. As
the turbine has a cut-in speed of 2.5ms“\ a low wind speed cut-off greater than
3.5nis“^ was used to avoid representing low / non-energy producing winds within
the scatter plot as illustrated in Fig. 3.11
The anernometer on the CIT campus only has the capacity to log data at 60ni,
50m and 40ni heights. However, the hub height of the turbine on the CIT campus
is at a height of 15ni. Thus the predicted wind speeds at 60m height, which have
been validated against actual recorded data at that height, must be scaled to 15m
in order to derive predicted winds speeds appropriate to forecast the power output
from the turbine.
In an effort to jirovide credence to the “scaling” technique employed and to ensure
the ability of the linear model to accurately forecast for a desired hub height, the
predicted wind speeds for 60ni were “scaled” to 40ni and these were then compared
to the actual recorded wind speed at 40m for the week 18^^ - 24^^ December 2013,
as per Fig. 3.12. The method used to “scale” the data is discussed further in section
3.1.1 and 3.1.2.

3.1.1

Scaling the actual recorded wind speed

Empirical evidence has shown that at a great height over the ground surface, typi
cally in the region of one kilometre, the land surface influence on the wind is negligi
ble. However, in the lowest atmospheric layers tlie wind speed is affected by ground
surface friction factors. The commonly used technique is to record wind speeds at
higher altitudes, at some multiple of ten-metre heights or higher, and extrapolate
the readings obtained to build-up the site’s wind speed profile [129].
Thus, historical wind speed data was obtained from anemometer recordings at
CIT Campus at heights of 60m, 50m and 40m using a NRG Syphonie data logger.
The wind speeds were then “scaled” to a height of 15m, to represent the hub height
of the wind turbine, using the Hellmann exponential law equation as per (3.2). This
expression is a simplihed version of the Monin-Obukhov method [125] and is widely
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used for extrapolating wind speed data at different heights [129].
(3.2)
Rearranging:

Z2
V2

(3.2a)

Vl I —

■Z\

where: v\ and V2 are wind speeds in ms~^ at different heights Zi and Z2 respec
tively that the wind speed is measured at and a is a friction coefficient or Heilman
exponent, dependent on a number of variables such as topography and land surface
roughness. Frequently the value of a is assumed a value of 1/7 for open land pro
vided there are no significant ground level obstacles. However, it should be borne in
mind that this parameter can vary for one place with a 1/7 value during the day and
up to 1/2 at night time [129]. Table 3.1 shows the a friction coefficients of various
land spots that, in each case, are given as a function of the land roughness. Thus,
a measure of the a is required for Cll' land terrain conditions.
Table 3.1: Friction coefficient a for a varity of
Landscape Type
Fr iction
Lakes, ocean and smooth hard ground
Grasslands (groundlevel)
Tall crops, hedges and shrubs
Heavily forested land
Small town with some trees and shrubs
City areas with high rise building

3.1.2

landscapes
Coefficient a
0.10
0.15
0.20
0.25
0.30
0.40

Calculating ct, the friction coefficient

In order to determine a more accurate value for a the required a value to replicate
the affinity between the recorded anemometer wind speeds at COm and 50ni heights
was investigated for each of the relevant ordinal wind directions. Furthermore, the
recommended a value to emulate the dependence between the recorded anemometer
wind speeds at 60m and 40ni heights was also investigated for all relevant cardinal
points - as per Fig. 3.9. The most appropriate a value was determined by rearrang
ing (3.2) to yield equation (3.2b).
O'

log(^)
log(ff)

(3.2b)

The average of the above computed a values, for each wind direction, was then
selected to generate a tolerable scaling equation for each wind direction to derive
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actual wind speed readings at hub height from the 60m anemometer readings - as
shown in Fig. 3.10. This procedure compares favourably with the expected empirical
values from Table 3.1.
Date

Time

Actual MasteOm
wind speeds

1

Actual Mast
50m wind 1 Calculated a
lOceds
I
7,8
1
0.207

10/12/2013 00:00 -OIKW

8,1

10/12/2013 01:00-02:00

8.7

8,2

10/12/2013 02:00 - 03:00

6.2

5,9

10/12/2013 03:00 - 04KX)

6.9

6.6

;

Scaled 50rn
wind sM^

' Actual Mast
40m wind
speeds

;
Calculated a Scaled 40m
ii:indsiHdi

7.7

7.4

0.223

7.4

0.325

8.3

7.9

0.238

7.9

0.272

5.9

5.5

0.295

5.6

0.244

6.6

0.224

6.3

0.187

7,1

0.262

6.8

0.180

6.5

0.235

6.2

0.278

6.8

0.251

8.5

10/12/2013 04:00 - 05:00

7.5

7.2

10/12/2013 05:00 - 06.-00

6.8

6,6

10/12/2013 06:00 - 07:00

7.5

7.2

0.224

7.2

10/12/2013 07:00 - 08:00

9.3

8.8

0.303

8.9

6.3
6.7
6.2
6.7
8.4

10/12/2013 OSKW-OOKM

10.3

9.9

0.217

9.8

9.5

0.205

9.4

10/12/2013 09:00-10:00

11.3

10.8

0.248

10.8

0.198

10.3

10/12/2013 10:00-11:00

11.6

11-2

0.192

11.1

10.4
10.7

0.208

10.6

t........

Figure 3.9: Excerpt of tabulated results to calculate a for CIT

Figure 3.10: Calculated a values for CIT

3.1.3

Analysis of the Liner Model

In an effort to analyse the results depicted in Figures 3.11 and 3.12, and to determine
how adequate the linear prediction model is in modelling the actual wind speed, a
number of correlation tests were performed. The Mean Absolute Relative Percentage
Error (MARPE) was determined and using (3.3) the Spearman’s Rank correlation
coefficient (p), which operates on a scale of -1 < p < 1 for non-normally distributed
data, was calculated to estimate a goodness of fit of the linear model predictor
output for the data.
p= 1 -

n(n‘^
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—

1)

(3.3)

where:
is the sum of squares of rank differences and n is the number of paired obser
vations.
Given that the wind speed estimates from the YR.NO NWP grid model are
updated every 12 hours, an analysis of the predicted wind speed for a 12 hour,
rather than a 24 hour, look ahead time horizon was preformed instead. As the
wind speeds, for the period running from the 18.12.2013 - 24.12.2013, represented a
])articularly turbulent data set for stormy weather conditions on the Atlantic coast
line [130], this 7 day period was chosen in order to fully explore the predictive
capability and robustness of t he model.
Actual

V

Predicted Wind Speed at 60m Height at CIT

Figure 3.11: Predicted v Actual 60m Wind Speed for CIT
As CIT does not have in place an anemometer at a height of 15ni, corresponding
to the hub height of the lOkW campus turbine, the linear model was initially tasked
with deriving wind speed predictions for a height of 60m which CIT is in a position
to verify - see Fig. 3.11. For the period running from the 18.12.2013 - 24.12.2013
the developed linear model achieved a Spearman’s Rank correlation coefficient of p
= 0.67, a MARPE of 35.4% and a MARPE of 35.1% when non power producing
wind speeds < 3.5ms“^ are excluded from the calculation.
Since CIT is not in a position to verify directly the predicted wind speeds at the
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turbine hub height of 15m, the method utilised to scale the predicted values from 60m
to 15m needs to be addressed. This is accomplished by scaling the predictions for a
height of 60m to 40m and then considering the correlation between these estimates
and the actual recorded wind speeds at a 40m height by considering the week running
from the 18.12.2013 - 24.12.2013 - as shown in Fig. 3.12. This estimation process
yielded a. p — 0.995, a MARPE of 6.3% and a MARPE of 4.3% when non power
producing wind speeds < 3.5ms“^ are excluded from the calculation. These figures
instil confidence in the scaling technique employed.
Actual 40m Wind Speed v Predicted Wind Speed at 60m Height Scaled to 40m Height at CIT

Figure 3.12: Actual 40m Wind Speed v Predicted 60ni Wind Speed Scaled to 40m
Having demonstrated the accuracy of the scaling method used, the predictions
rierived from the linear model for a height of 60m were then apportioned using (3.2a)
to represent the predicted wind speeds at 15ni hub height for the week running from
the 18.12.2013 - 24.12.2013. These were then compared to actual recorded wind
speed data, when scaled from 60ni down to 15m, for the same period - see Fig. 3.13.
The above estimation process resulted in a p

0.73, a MARPE of 35.4% and a

MARPE of 30.0% when non power producing wind speeds < 3.5ms“^ are excluded
from the calculation.
A summary of the performance of the linear model and the results obtained are
outlined in Table 3.2 below. From an examination of the results obtained in Table
3).2, it can be seen that there is not a convincing argument to suggest that there is
aL very strong correlation between the predicted values and those that were actually
recorded from the anemometer at CIT.

Predicted v Actual 60m Wind Speed at CIT Scaled to 15m

Figure 3.13: Predicted v Actual GOrii Wind Speed for CIT Scaled to 15in
Table 3.2: Analysis of predicted wind speed for 121ir ahead horizon 18 - 24.12.2013
Actual 60rn v Predicted 60m wind speed data
MARPE
35.4
MARPE (exc. data < 3.5nis“^)
35.1
Spearmans Rank Correlation
0.67
60m data scaled to 15m v Predicted 60m data scaled to 15m
MARPE
35.4
MARPE (exc. data < 3.5ms“^)
30.0
Spearmans Rank Correlation
0.73
It can be observed from Table 3.2 that the wind speed predictions yield a
marginally deficient Spearman’s R.ank correlation coefficient of p < 0.75 and a
MARPE of > 30%. This suggests a poor predictive performance from the proposed
linear model when used as a post-processing tool of the YR.NO NWP grid model
estimates for sub-grid points, as shown in Fig. 3.7 and 3.8. This is largely due to the
YR.NO NWP grid model estimating the incorrect wind direction associated with a
particular hourly average wind speed estimate which results in an inappropriate lin
ear model being subsequently applied in the estimation process. Linear correlation
methods generally can provide good predictions in most cases [127]. However, since
any error in the wind speed forecast would yield a large cubic error in wind power
prediction, a derived MARPE of > 30.0% does not provide enough confidence in the
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accurate prediction of wind speed for utility generator dispatch. If the time hori
zon was to be expanded from 12 to 24 hours, to coincide with the forward looking
day-ahead energy markets time horizon, it can be expected that the mean relative
percentage error figure would deteriorate further.
Thus, the non-linear trend patterns in wind speeds need to be ascertained in an
eftort to more accurately predict wind speed energy inputs to the MFC controller
to empower utility companies to commit to a supply/demand schedule for that day
ahead requirement and to enhance reliability in the contribution from wind power
generation.
The stochastic nature of wind speed is due to several causes including diurnal
variation, atmospheric stability, measurement elevation differences, complex ter
rain topography, thermal heat exchanges with oceans and competing meteorological
drivers [131]. In recent years, several authors [76] [99] [5] [94] have employed various
existing NWP grid models, which capture the essence of these non linearities, and
have investigated adaptive approaches to post-processing NWP grid model outputs
to emulate “sub-grid” conditions for various weather parameters. Usage of Kalman
Filter forecasts [132] were found to correct the linear relationship dehciency between
forecasted and observed wind speeds. Conseciuently it was decided to investigate
further this post-processing tool in an effort to modify the characteristics inherit
within the NWP grid model to accurately simulate the expected wind speeds for a
desired “sub-grid” location.
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3.2

Predictive Kalman Filter Wind Speed Model

It is well known that NWP grid models usually exhibit systematic errors in the
forecast of certain meteorological parameters, such as the wind speed, especially
near ground level [76]. This drawback is a result mt only of the shortcoming in the
physical specification, but also of the inability of tfese NWP grid models to success
fully handle “sub-grid” phenomena at a local levelbecause of terrain topographical
features. In order to reduce these drawbacks, one (f the most successful approaches
to the extraction of results that better reflect loca conditions and the influence of
local terrain topography is the adoption of the Kaman Filter (KF) technique [4].

3.2.1

Applications of the Kalman Filter

The Kalman Filter has, over the past 50 years, pro\en itself as an accurate predictor
corrector estimator, having been employed in a ^ast array of consumer, health,
commercial and defence products [64]. In more recmt years, it continues to mature
as a i)ost-processing tool for the enhancement ol NWP grid model forecasts for
the energy industry [14]. Various authors Chen (t al [6] have used an unscented
Kalman Filter for a 5 time step ahead short-term wnd speed prediction. Babazadeh
et al [27] adopted a Kalman Filter to forecast tlu wind speed for a 2, 10, 30 and
60niin time horizon spans and have compared it to the results of a persistence
model. A “Persistence” or “Naive” model substitites the last observed value for
the current prediction in a recursive manner. Gaanis et al [76] have applied the
Kalman Filter to correct the state vector
whidi represents the coefficients of a
grd
non-linear function, to eliminate the bias in forecasting wind speeds from
the SKIRON NWP model for 3, 7, 15 and 30 day irne spans in the Mediterranean
region. Subsequent ly Louka et al [4] furthered the vork of Galanis to forecast wind
speed from the SKIRON and RAMS NWP grid nodels for 24, 48, 72, 96 and 120
hours ahead using the Kalman Filter as a post-proc3Ssing tool. In a similar manner,
Cassola et al [5] applied the Kalman Filter to corrtct the coefficients of a 3”^ order
polynomial function to eliminate bias in forecasting wind speed from the BOLAM
NWP grid model and considered forecast horizonsof 6, 12, 18, 24 and 36 hours in
eastern Liguria (Italy).
The aforementioned authors used a traditional angle Kalman Filter approach to
preform multi-step ahead predictions for wind speei and other climatic parameters.
As shown in Fig. 3.14, by preforming multi-step ahead predictions the accuracy
of the estimate derived from the Kalman Filter dininishes with an increased time
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F"igure 3.14: Schematic of traditional Kalman Filter and novel 24 Kalman Filter
Bank methodology for day-ahead prediction
horizon because the estimate derived loses its contiguous affiliation to the real-time
measurement. The focus of this chapter is to present the evolution of a new fore
casting technique that utilises wind speed observations rrit from a NWP grid model
for Cork Airport and a novel bank of 24 Kalman Filters, as detailed Fig. 3.14, each
predicting one time step ahead, operating simidtaneously to accurately predict the
wind speed Yt 24 hours ahead for CIT 2.5km away. This technique maintains the
integrity of the alliance between the computed estimate and the real-time measure
ment. The progression of this novel Kalman Filter Bank (KFB) predictor is outlined
in greater detail in the subsequent sections.
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3.2.2

The Kalman Filter Algorithm

Before the operation of the Kalman Filter is explained and in an effort to clarify the
Kalman Filter methodology, this section will concentrate on the governing equations
constituting the iterative steps necessary to expedite the Kalman Filter algorithm.
Kim [69] describes the Kalman Filter as a sequential recursive process with an
execution of four basic steps per iteration. The equation subscripts used, as outlined
by Burns ([133], pg. 286-288), adopt an intuitive approach detailing the time step
ahead prediction process at time t 1 based on the information available up to
present time step t. For example, the subscript term t 1 \ t means that the
prediction estimate at time t -f 1 is based on information available up to the current
time step t. The Kalman Filter is then used to get an estimate of an unknown state
vector
for progressive time steps using the state vector Xt\t available at time
step t given the information up to that time step t. The progressive time dependent
system state space model advancement is described by;
Xti lit — At\t-Xf\t + u^t

(3.4)

and the predicted output vector Ytiriit hi terms of tlie predicted state vector
estimate Ad+in is given by:
Yt^i\t — Ct\t.Xt^ i|^ -l- Vt

(3.5)

where:
At\t: Ct\t are the system state model and observation state matrices respectively
at time t.
Xt\t:Xt+i\t are the state vectors at time step t and t -1- 1 respectively given the infor
mation up to time step t.
= Ct\t-Xt+i\t is the predicted output estimate from the Kalman Filter for time
step t 1 given the information available up to time step t.
Wt is the system model state noise
Vt is the measurement / observation noise
At\t, Ct\t: as well as Wt and Vt, which are the disturbance noise and measurement
noise vectors respectively are used in the computation of the system and measure
ment covariance matrices Qt and Rt respectively. These covariances have to be
determined prior to the implementation of the Kalman Filter. A more in depth
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treatment of these terms, with their derivation and any assumptions ma(e are out
lined in section 3.2.3 below. The following is an overview of the four stepuiecessary
in the recursive Kalman Filter iterative process:
Step One - Predict state and error covariance

The recursive Kalman Filter algorithm is initialised with a starting valie of Xt\ti
which represents the state vector of the phenomena concerned, and Pt which is
the error covariance in Kalman Filter prediction must be assumed. Altiough the
Kalman Filter can cope large uncertainty in the initial guess [134], a god initial
guess can lead to a more rapid accurate convergent prediction. These iniial values
at time t are then substituted into the iterative procedures (3.6) and (3.7 below to
get prediction estimates at a future time step f + 1 as a one step ahead prediction,
thus:
(3.6)

PtJ, l|i

—

^t\t-P+ Qt

(3.7)

Step Two - Compute the Kalman Gain Adjustment Factor “A”

From (3.9) it can be seen that the Kalman Gain factor “A"”, calculated in(3.8) acts
as a weighting function of the relative importance of the measurement resi'ual error,
as a correction term with respect to the previous prediction estimate, in tb Kalman
Filter estimator improvement process. This is explained further in step t ree.
A t+lli

Pt+i\t-CL(Ct\t-Pt+i\t-C[\t + Rt,

(3.8)

Step Three - Compute the Kalman Filter Corrector Term

The difference, {Zt+i\t — Ct\t-Xt+\\t) calculated within equation (3.9), is ailed the
residual error associated with the prediction estimate
The residul reflects
the discrepancy between the predicted or estimated measurement Ct\t-Xt+t and the
actual experimental measurement Zt\t- A residual of zero means that th two are
in complete agreement [135]. The Kalman Gain acts as a weighting facor of the
relative importance attributed to the residual with respect to the previoussstimate.
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Improved Estimate

Kalman Gain

(3.9)

[Zt\t — Ct\t-Xt+\\t)
Prediction Estimate

Correction Term

Step Four - Compute the Error Covariance “P”

In (3.10), the error covariance in Kalman Filtering which is encoded in the Kalman
Gain K is updated for the next time step ^ + 1 and the sequence begins again in
a recursive manner. The error covariance indicates the discrepancy between the
estimate obtained from the Kalman Filter and the true but unknown value. In
essence, the error covariance is a measure of the degree of accuracy of the estimate
and the effectiveness of the adaptation of the gain

in correcting the error

discrepancy in the iteration improvement process. If this is very large, then the
error in the estimation process is large and vice versa.
G+i|^+i

—

(3.10)

~

where:
I is the identity matrix
According to t he inherent Kalman Filter operation characteristics, the recursive
algorithm can lead to more accurate and stable results by applying more iterative
cycles using (3.6) through (3.10) above.

3.2.3

Selecting the moving averager to derive Qt and Rt

The quality of the performance of the Kalman Filter estimator is closely linked to
the accuracy of the system and measurement covariances, Qt and Rt respectively.
Confidence in the Kalman Filter algorithm in accurately determining the estimates
of the state vector XtJ^i\t is very dependent on reliable covariance values for a par
ticular problem.
The aforementioned authors [76, 4, 5] employed a moving averager of the 7 pre
vious time steps to estimate the system and measurement covariances, Qt and
used within the Kalman Filter algorithm at iterative time step t. The research by
these academics on covariance evaluation was focused on moderate Mediterranean
climatic conditions, with [4] considering wind speeds within the Mediterranean re
gion and [5] dealing with Italian wind speeds only. Wind speed observations along
the Atlantic coastline however, indicate that a moving averager of the 7 previous
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time steps is too stiff to secure accurate values of the covariances Qt and Rt to
adequately capture the stochastic nature of wind speed data because of excessive
window smoothing / averaging. Thus, an analysis of the most appropriate width for
a moving time averager window to adequately compute Qt and Rf was carried out.
Galanis et al [76], Louka et al [4] and Cassola et al [5] all employed a Kalman
Filter to predict a single meteorological parameter

which is the estimation of the

bias in the forecasting model output m^. This is achieved by means of manipulation
of a third-order polynomial as follows:
(3.11)

+ X2,t.nil +

V'i 11 = .To.i +

Using eciuation (3.11) as the underlying model gave rise to a (4x4) system covariance matrix Qt and a (1x1) measurement covariance matrix Rt- Subsequently,
Galanis et al [76], Louka et al [4] and Cassola et al [5], utilised (3.12) and (3.13) to
get accurate approximations for the covariance matrices Qt and Rt- As previously
stated, it can be observed from the formulae that the estimates of Qt and Rt are
based on a sample of the last 7 values of the state error and measurement error,
Xt

— A^i and Zt — Ct-Xt respectively.
Qt

= Model noise power covariance
/ ^

Qi = kT.

(Xt-i -

1=0

Rt

i=n

A',_.-i) -

(3.12)

V

= Measurement noise power covariance
^

/
i=0

r-Ct ^.Xt

{Zt-^ - Ct^,.Xt-^

(3.13)

V

\

/

This thesis uses the steps in (3.14) and (3.15) to arrive at a transparent and intuitive
approach to the formulation of the Qt and Rt covariance error matrices. These
equations are implemented using matrix algebra.
n—1

Qt = Xt T, (wi - Wi){wi - Wi)\T
-

i=0

where;
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(3.14)

(3.14a)
and;
/n-l

\

i=0

Wi

(3.14b)

y
TL

\

Rt =

rp

{Vi - Vi){v^ - Vi)

(3.15)

i=0

”
where;

Actual

Predicted
(3.15a)

and;
/n-l

\

i=0

Vi =

(3.15b)

\
A series of wind speed tests and nieasurenients has led to the conclusion that
a (n) point a priori moving window averager with n = 3 is the most appropriate
size to calculate Qt and Rt and adequately eliminate systematic error, i.e. a moving
average of the previous 3 observed error values of Xt — Xt-i and Zt — Ct-XtActual V Predictive Wind Speed for a 1 Hour Step Ahead Kaiman Filter Error Covariance Slider of n ■ 2

Figure 3.15: Actual v Predictive Wind Speed at 60m height & Error Plot for n = 2
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Actual V Predictive Wind Speed for a 1 Hour Step Ahead Kalman Filter Error Covariance Slider of n = 3

Figure 3.16: Actual v Predictive Wind Speed at 60m height & Error Plot for rr = 3

Actual V Predictive Wind Speed for a 1 Hour Step Ahead Kalman Filter Error Covariance Slider of n
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Figure 3.17: Actual v Predictive Wind Speed at 60in height & Error Plot for n == 7
The value of n inputted into (3.14) and (3.15) is dependent on the rate of varia
tion of local wind patterns. To investigate the appropriate window averager, values
of n ranging from 2 to 8 were applied to (3.14) and (3.15) above. The resulting
predicted wind speeds were then plotted against the actual recorded wind speed
data at a 60m height for a 1 hour ahead time horizon over a 1 week period (168
hours) - see Fig. 3.15 to 3.18.
Subsequently, using (3.16) and (3.17), the Root Mean Square Deviation (RMSD)
and Normalised Root Mean Square Deviation (NRMSD) value of predicted values
of Yt for times ^ of a regression dependent variable Zt is computed for different
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Actual V Predictive Wind Speed for a 1 Hour Step Ahead Kalman Filter Error Covariance Slider of n * 8

Figure 3.18: Actual v Predictive Wind Speed at 60m height & Error Plot for n = 8
predictions to give a statistical analysis for the most approi)riate n value to minimise
the RMSD and NRMSD value between the actual recorded wind speed from the
anemometer at CIT at l)oth 60ni and 40ni height and the corresponding predicted
wind sj)eed values from the Kalman Filter was carried out. In addition, using (3.2),
a further statistical analysis of the most appropriate n value to minimise the RMSD
and the NRMSD value between the predicted wind speed and actual 60m wind speed
data “scaled” to a 40m height was carried out.

t=l_________

RMSD =

N

(3.16)

The RMSD of predicted values Yt for times ^ of a regression’s dependent variable
Zt is computed for n different pre'dictions as the scpiare root of the mean of the
squares of the deviations as follows:
NRMSD -

where IVnax ~

RMSD
Y
^ max - Ymin

(3.17)

is defined as the maximum predicted value minus the minimum

predicted value within the range of estimated values.
From Tables 3.3 - 3.5 it can be observed that a 3 point moving window averager
for n = 3 gives the lowest RMSD and NRMSD value, and results in a predictive
wind speed value close to that of the true wind speed value.
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Table 3.3: Statistical analysis of (n) for predictive v actual wind speeds recorded at
60m height for 1 hour ahead time horizon
Samples Required (n)
11=2
n=3
11=4
n=7 n= 8
11=5
11=6
RMSD
2.795 1.961 2.173 2.171 2.148 2.150 2.132
NRMSD
0.165 0.116 0.128 0.128 0.127 0.127 0.126
Table 3.4: Statistical analysis of (n) for predictive v actual 40m
at 40m height for 1 hour ahead time lorizon
Samples Required (n)
11=2
n=:3
11=4
11=5
2.224 2.033 2.152 2.157
RMSD
NRMSD
0.143 0.130 0.138 0.138
Table 3.5: Statistical analysis of (n) for predictive
recorded at 40ni height for 1 hour ahead time horizon
11=2
Samples Required (n)
n=3
11=4
RMSD
3.562 1.911 2.051
NRMSD
0.231 0.124 0.133

3.3

wind speeds recorded
11=6
2.138
0.137

n=7
2.163
0.139

n= 8
2.197
0.141

scaled actual wind speeds
11=5
2.047
0.133

11=6
2.033
0.132

n=7
2.049
0.133

n= 8
2.033
0.132

1 Hour ahead NWP-Kalman Filter model

This section deals with a concise form of the Kalman Filter estimator to predict
wind s})eeds for a 1-hour step ahead time horizon through the post-processing of
an existing NVVP grid model as an improvement over the benchmark linear filter
technique discussed in section 3.1.
The performance of the Kalman Filter is closely linked to the accuracy of the
covariance parameters Qt and Rf.

Discussed by Lynch et al [136] and detailed

in section 3.2.3, this thesis employs a Kalman Filter estimator that observes the
previous 3 time step values only as an equal weight moving averager to estimate Qt
and Rt - see (3.14) and (3.15). This modified Kalman Filter estimator with reduced
stiffness in the moving averager has better tracking capability and more adequately
reffeets wind burst eonditions observed along the Atlantic coast line during periods
of stormy weather conditions [130].
Adopting the approach successfully implemented by [76] and [4] to account for
the non-linear attributes of wind speed, a 3’’^ order polynomial wind speed bias
model, as per (3.18), was initially employed to map and filter the offset between
the YR.NO NWP grid model for 51.8466N, 8.4891W (Cork Airport) [9] and a “sub
grid” location at CIT 2.5km away - see Fig. 3.19. To ensure that this is the most
appropriate polynomial model order choice, a 4^^ and 5^^ polynomial model order was
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also investigated in this chapter. It is shown from results in section 3.5.3 that a 4^^
order polynomial is more suited to track and impersonate conditions observed along
the Atlantic coast. The iterative mechanism of the Kalman Filter with embedded
equation (3.18) adjusts the coefficients of the polynomial equation in a recursive
least squares approach to eliminate the offset bias in grid referencing to a sub-grid
location.
i't+i = Xo,t + xij.m, - X2,t.rn( + Xs.t.m,

(3.18)

The Kalman Filter methodology, outlined previously, is used to predict the state
vector Xt, which represents the coefficients of a polynomial function, equation (3.18).
estimated initially from a
The wind speed offset polynomial coefficients Xi^t
week of historical wind speed data training records. The training period has been
restricted to a seven day interval, by exploiting the ability of the Kalman Filter to
easily adopt to possible new conditions given limited background information [3].
The direct output of the YR.NO NWP grid model, represented by m^, reflects the
estimated wind speed for Cork Airport at 51.8466N, 8.4891W in this case. Thus we
get the following offset model state vector {Xt) and observation vector {Ct) matrices:
Xt —

Xi^t ^2,t

Ct = [I nit

(3.19)

(3.20)

Subsequently, the system state space and observation equations, (3.21) and (3.22)
respectively, for the Kalman Filter model become:
(3.21)

-^t+i —

Zt+i — Ct-Xt + Vt

(3.22)

From (3.19) it can be seen that Xt is a 4x1 matrix. Additionally Wt is a 4x1
matrix, derived from Xt - Xt-i. Thus Af, the system matrix, must be a 4x4 identity
matrix as per (3.23). Similarly, from (3.20), it can be observed that Ct is a 1x4
matrix.
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Figure 3.19: Map showing YR.NO NWP grid model node Cork Airport), and the
desired “snb-grid” location (CIT Campus)

A, =

1

0 0 0

0

1

0 0

0 0

1 0

0 0 0

(3.23)

1

The state error covariance matrix Pf is initially coiisidced to be 4x4 diagonal
matrix, indicating limited correlations between different ornponents of the state
vector Xt- The diagonal elements are initially assigned a l.rge value to indicate a
low credibility for onr hrst guess [3]. In this case it is assuned initially that:
4 0 0 0
Pt =

0 4 0 0
0 0 4 0

(3.24)

0 0 0 4
The direct output from the analytical YR.NO NWP gri( model rrit consists of a
sequence of 24 average hourly estimates which form an estim;ted wind speed registry
for the ensuing 24 hour period at Cork Airport at 10m heipt. To remove the bias
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between Cork Airport and our desired location at CIT, ch of the 24 estimates
are sequentially passed through the Kalman Filter to upte Xt- As the Kalman
Filter is a predictor corrector estimator, employing Bayan probability analysis
using available measurement data, the estimated wind sfd rrit from the YR.NO
NWP grid model for each hour is updated once the acti wind speed Zt at the
CIT sub-grid point from the 60ni anemometer has been jcessed. This operation
is repeated 168 times to yield 1 hour ahead predictions • a 7 day interval at a
height of 60m for the period running from the 18^^ Dec T hrough to the 24^^ Dec
T3 - as per Fig. 3.20.
Actual

V

Predicted Wind Speed at 60m Height at CIT for 18.1013 - 24.12.2013

Figure 3.20: 1 Hr ahead Predicted v Actual Wind Speed foJIT with Kalman Filter

3.3.1

Calculating the predicted and actil wind speed at
15m hub height

As outlined in section 3.2.3, the Kalman Filter is initia used to estimate the
predicted wind speed for a height of 60m as these estirn’s can be verified with
recorded wind speed readings from the 60m anemometeit CIT. This is a true
reflection of the ability of the Kalman Filter to accurate j^redict for a desired
“sub-grid” location.
As the hub of the turbine is at a height of 15m, the abiy to scale these predic
tions and to predict for a desired height must be verihed. lus, the predicted wind
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speeds derived for 60in are scaled to 40m and compared to wind speed data recorded
at 40m. In addition, these are plotted against predictions for 40ni estimated by the
Kalman Filter - see Fig. 3.21.
Actual 40m v Predicted 40m v 60m scaled to 40m for 18.12.2013 - 24.12.2013

Figure 3.21: Actual Recorded Wind Speed v Predicted Wind Speed by Kalman
Filter for 40ni v Predicted Wind Speed by Kalman Filter for 60m Scaled to 40m
The recorded 40m wind speed data was downloaded from an NRG Syphonic data
logger linked to the anemometer on CIT Campus. The predicted 60ni wind speeds
determined by the Kalman Filter were scaled using the Helhnarm exponential law,
(3.25), which is a simplified version of the Monin-Obukhov method [125] as detailed
in section 1.1.1 and 1.1.2 respectively.

Vi

^ Zi

(3.25)

where:
^2

= wind speeds at different heights ms~^

Zi, Z2 = different heights that wind speed is measured m
It is worth noting that in practice scaling would not be necessary as an anemome
ter would be erected at the hub height of the turbine.
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3.3.2

Results of the KF Prediction process

Figs. 3.20 and 3.21 illustrate the accuracy of utilising the Kalman Filter as a tool
to predict the wind speed 1 hour ahead for a desired height from a NWP model.
()rdinarily, the actual wind speed data would be recorded at hub height.

Here

wind speed data is registered at 60m and 40m heights and as a result hub heights
of 60m and 40m are assumed in order to investigate the capacity of the Kalman
Filter to predict wind speeds 1-hour ahead for a desired hub height through the
post-processing of open source NWP data.
As shown in Fig. 3.20, the predictions derived from the simple Kalman Filter
model for a height of 60m were initially compared to measured wind speed data at
t 60ni height for the period of 18.12.2013 to 24.12.2013. This comparison resulted
in a correlation coefficient of p = 0.921, a MARPE of 17.8% and a MARPE of
17.9% when non power producing wind speeds < 3.5 m.s~^ are excluded from the
calculation. Although the time horizon for this method is only 1 hour ahead, in
contrast to the lincmr models 12 hour horizon, there is a significant rc'duction in the
MARPE value justifying further exploration of the Kalman Eilter method for an
expanded time horizon. A tabulated summary of the results is presented in Table
3.6 below.
Table 3.6: Conventicuial Kalman F'ilter v Linear Prediction Model
12 hour-ahead linear prediciton model:
Actual 60m v Predicted 60m w^ind speed data
MARPE
35.4
MARPE (exc. data < 3.5ms~^)
35.1
Spearmans Rank Correlation
0.67
1 hour-ahead Kalman Filter prediciton model:
Actual 60m v Predicted 60m wind speed data
MARPE
17.8
MARPE (exc. data < 3.5ms“^)
17.9
Spearmans Rank Correlation
0.921
From an analysis of Fig. 3.21, a MARPE of 21.2% was observed when 60m wind
speed predictions scaled to 40ni were compared to the measured data at a height
of 40m. Again, whilst accepting the difference in forecast horizons between this
approach and that for the linear model, the MARPE of 21.2% derived from the
Kalman Filter predictor corrector compared to the MARPE of 35.1% observed for
the linear model discussed earlier shows that the Kalman Filter has a much reduced
prediction error lending promise as a feasible forecasting tool.
85

Furthermore, it is worth noting the fact that, in contrast to the linear model,
the Kalman Filter only requires a limited historical data set, approximately four to
seven data points as prescribed by [137], in order to train its covariance matrices. As
only a relatively short data training set is required by the algorithm, compared with
other methods, this means that the Kalman Filter predictor corrector is a suitable
tool for the industry partner concerned, as well as the energy industry as a whole,
to investigate the wind power potential for particular heights at desired locations
or as a retro-fit device for examining existing sites with limited historical data.
However, the forward looking day-ahead energy markets time horizon is currently
24 hours and utility companies commit to a supply/demand schedule for that dayahead requirement. Thus, if the Kalman Filter is to be a useful predictor, it must
be capable of providing accurate wind speed estimates not just for 1 hour ahead but
over a 24-hour time horizon.
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3.4

Multi-step Kalman filter model for day-ahead
prediction

The results, from analysis of the linear model, showed that it was not accurate
enough for day-ahead wind forecasting where wind energy resource scheduling is
an issue in a real-time pricing environment. The work of Galanis et al, Louke et
al and Cassola et al [76, 4, 5] on a single Kalman Filter application for multi-step
ahead prediction indicated that it was a feasible tool for a wind speed forecasting.
As such it was investigated here as a possible day-ahead predictor to facilitate wind
generator scheduling and operation in a real time energy market environment.

Previous 3 time steps used to calculate Qt and Rt,
the covariance matrices within the Kalman Filter

Figure 3.22: Conventional multi-step Kalman filter day-ahead prediction model
As the Kalman Filter algorithm is recursive by nature, it can run in real time
using only the present input measurement Zf and the previously calculated state
Xt-\ along with the uncertainty matrices Qt and Rt which require the previous
three time steps, with no additional past information required. This means that the
last “best guess” Xt for a time series prediction analysis is the estimate for the hour
(t) preceding that for which the estimate Xt+i is required. Fig. 3.22 illustrates a
schematic of a single Kalman Filter multi-step day-ahead prediction model. This
exhibits the key features of the Kalman Filter as expressed by Galanis et al, Louke
et al and Cassola et al [4, 76, 5] who employ it as a time sliding predictor.
Fig. 3.23, and in enlarged diagram format in Appendix B, shows a schematic
of the conventional single Kalman Filter technique, as per works by [4, 76, 5, 6],
employed in conjunction with the YR.NO NWP model to preform multi-step ahead
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predictions of the expected wind speed for a day-ahead.
Xt, comprising the

Here the state vector

order polynomial coefficients required to remove the bias

between the estimated wind speed vector rrit from the YR.NO NWP grid model
and the actual measured wind speed Zt at CIT, is updated upon each iteration to
derive the wind speed available on an hourly basis for a 24 hour ahead time horizon.
For example, the measured wind speed Zt for the time period 23:00 - 24:00 can
be used to update the state vector Xt to predict the polynomial coefficients that
would yield the wind speed an hour later for the time period 00:00 - 01:00. As the
available measured wind speed Zt can only be updated to the current time step t,
it is inevitable that by preforming multi-step k ahead predictions, the accuracy of
the estimate XtJ^k derived from the hourly Kalman Filter estimator would diminish
since the “best guess” would lose its affiliated dynamic state interdependency to the
real time measurement Zt with an expanded k multi-step time horizon prediction.

Figure 3.23: Schematic of traditional multi-step ahead Kalman Filter with 4^^ order
polynomial Model
In contrast to the results in Fig. 3.20, where the Kalman Filter was employed
to derive wind speed estimates for a 1 hour time horizon. Fig. 3.24 confirms the
expected deterioration of prediction estimates as the dependency of the state vector
on the measurement corrector value disimproves with increasing multi-step size k.
As it is this relationship that also governs the integrity of the covariance matrices
Qt and Rt, accordingly they also become ineffective in the association of their values
to the real time measurement Zt-

Actual

V

Predicted Wind Speed at 60m Height at CIT

Figure 3.24: Coiiveiitional Kalinaii Filter with a 4^^ order polynomial model for
day-ahead wind speed predictions between the 18^^^ and 24^^ December
To allow for a rational comparison of the work by Galanis et al [76], who employed
a Kalman Filter in conjimction with the SKIRON NWP for t-i-24 hour predictions,
the mean absolute bias was computed. Galanis et al has stated a mean absolute
bias of 2.53 when the direct model output and that from the multi-step ahead
Kalman filter were compared for day-ahead wind sj^eed predictions in Greece. When
applying this methodology to the YR.NO NWP for day-ahead predictions at CIT,
during periods of stormy weather conditions [130], a mean absolute error of 2.76 was
computed when the Kalman filter outputs were compared to the direct output from
the YR.NO model. Further analysis of the results presented in Fig. 3.24 observed
a MARPE in excess of 60% and an RMSE of approximately 4% when wind speed
predictions for a day-ahead time horizon were compared to the measured data at a
height of 60m.
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3.5

Novel 24 Kalman Filter Bank model (KFB)
for day-ahead prediction
Traditional Multistep ahead Kalman Filter metholodgy
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Figure 3.25: Traditional Kalman Filter v Novel 24 Kalman Filter Bank approach
for day-ahead prediction
As the Kalman Filter is a predictor corrector algorithm, it relies on the presence
of a corrector term Zt to adjust predictions of the estimate. The absence of such
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a term is an inherent weakness witli its ability to perform accurate predictions for
a day-ahead. Having identified this theoretical weakness in section 3.4 in utilising
the traditional Kalman filter approach for day-ahead ahead predictions, this section
presents a new, more accurate and innovative post-processing Kalman Filter archi
tecture that attempts to overcome and mitigate against this deficiency - see Fig.
3.25.
This proposed Kalman Filter method is based on utilising a bank of 24 adjacent
hourly separated Kalman Filters all functioning in synchronism and each with its
own prediction time horizon of 24 hours - as shown in Fig. 3.14. This bank realises
a 24-hour ahead wind speed forecast for a particular location through processing
existing NWP grid model parameter outputs. As each predictor corrector filter,
within the 24 Kalman Filter Bank (KFB), is generating estimates for no more than
a single time step ahead, the integrity and accuracy of the estimates derived from the
24 KFB is supported because the estimate maintains its contiguous affiliation to the
real time measurement at all times. In essence, the wind speed observations
from
the YR.NO NWP grid model for Cork Airport, which is 152m above sea level (asl),
are passed through this novel bank of 24 Kalman Filters operating simultaneously
with each predicting one time step ahead. This bank produces a registry of accurate
predictions representing the actual wind si)eeds Zt for the ensuing 24 hours at CIT
which is 2()m asl and is 2.5kni away from Cork Airport.

3.5.1

Overview of the 24 KFB Modelling System

To facilitate a valid comparison between the linear model previously discussed in
section 3.1, the single multi-step Kalman Filter model and the 24 Kalman Filter
Bank, the YR.NO NWP grid model is again utilised. In essence, the universal
seasonal and diurnal wind cycles forecasted by the analytical YR.NO NWP grid
model are captured and then processed by the novel 24 KFB method to derive a
schedule of the anticipated wind speeds for a particular sub-grid location. Fig. 3.26
and Appendix C provides an illustration of the novel 24 KFB post-processing tool
developed.
The direct wind speed output from the YR.NO NWP grid model
consists of a
sequence of 24 average hourly estimates which form an estimated wind speed registry
for the ensuing 24-hour period at Cork Airport. To remove the bias between Cork
Airport and the desired sub-grid location at CIT, each of the 24 estimates
are
subsequently in-putted into their respective Kalman Filter A'iq, t G [1,24]. This
bank progressively updates the state vector A^, which represents the wind speed
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Figure 3.26: Schcinatic of the KFf Bank / G [1,24] v;ith 4^^ order polynomial Model
vector coefficients of a 4*^' order polynomial to Xt^i, in an attempt to filter the bicas
offset between the two locations. Thereafter tlie 24 Kalman Filters [KF] - KF24)
operate in tandem as a moving filter bank to produce a 24-hoiir schedule of the
anticipated wind s])e('d at CIT. The beneht of the 24 KF moving time bank is that
all 24 hourly intervals are predicted in a single time step move which obviates the
need for a multi time step prediction process. Here KFi filters the forecast wind
speed for 00:00 - 01:00, KF2 for 01:00 - 02:00 up to KF24 which filters the wind
speed for 23:00 - 24:00 based on the previous 3 days at time step t for the purpose
of covariance matrix estimation. The raison d’etre for this Kalman Filter time bank
is that it can be used in energy utilisation prediction markets. The forward looking
day-ahead energy markets time horizon is currently 24 hours and utility companies
commit to a supply/demand schedule for that day ahead requirement. Thus, as
observed in Fig. 3.26, rather than operating individually, the 24 Kalman Filter’s
move in synchronism commencing at 00:00 on the 18^^ Dec ’13 to realise a 24 hourahead wind speed schedule for the 18^^' Dec ’13.

3.5.2

Application of the 24 KFB to the YR.NO NWP model

The application of the Kalman Filter and the generic steps within the algorithm
to enable it to exploit a non linear function have been described by [63, 3, 88]. In
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addition to the aforementioned authors, an intuitive approach in facilitating the
algorithm to access the YR.NO NWP grid model information regarding wind speed
rrit at time step t has been described by Lynch et al. [136],
The Kalman Filter is applied to predict the state vector Xt as per (3.26), repre
senting the coefficients of a fourth-order polynomial function (3.28). The 24 KFB
is used to predict the polynomial coefficients required to remove the bias between
the estimated wind speed vector mt at Cork Airport as per (3.27) and the actual
measured wind speed Zf for the wind turbine located on the CIT college campus.
This Kalman Filter procedure results in the state vector and observation matrices,
and Ct, which are used to derive the estimated wind speed
for CIT.

= [3^0,t

X2,t

...coefficients of the 4th order polynomial

Ct = [I rrit 77}^ 7n^ rnf

YfJ,

1 —

Cf.Xf I 1|^

—

Xqj

-f

(3.26)

(3.27)

ffi

(3.28)

To train the 24 Kalman Filter Bank initially, the vector coefficients Xt are esti
mated by observing 192 historical mean hourly data points. This results in 8 data
l)oints, each separated by 24 hours, over an 8-day period for training each Kalman
Filter moving time averager in the estimation of its respective covariance matrices
for each register of the 24 hour predictor. Initially estimates of Pt-i and At as per
(3.29) and (3.30) were used to begin the Kalman Filter algorithm as per (3.6) and
(3.7) respectively.
0 0 0 0

Pt-i =

4 0
0 0 4
0 0 0
0 0 0
1

0

0
0
4
0

0
0
0
4

(3.29)

0 0 0

0 10 0 0
At = I

0 0

10 0

0

0

0 1 0

0

0

0 0 1
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(3.30)

Having trained in the Kalman Filters, 7 subsequent iterations of the recursive
algorithm were preformed to gauge the accuracy of the state vector Xt estimates
returned for each of the 24 Kalman Filters for the 7 day period running from the 18
- 24*^ Dec ’13 using known wind speed measurement data.
This predictor-corrector algorithm can be easily realised as a multiple digital
hlter implementation using a suitably programmed Digital Signal Processor (DSP)
core with auxiliary ram. The proposed 24 Kalman Filter Bank methodology can
be potentially extended to a larger wind farm system incorporating multiple wind
turbines by extending the overall size of the state vector Xt representation. This
can be accommodated by clustering the state vector component sets representing
each individual wind turbine into a single larger holistic state vector representation
Xt-

3.5.3

Results of 24 KFB implementation

Fig. 3.27 illustrates the predicted wind speeds 4b at 60ni height, derived from the
novel 24 Kalman Filter Bank through iterative improvement of the coefficient vector
Xf of a 4^^‘ order polynomial as per (3.28). These predicted wind estimates, for a

day ahead time horizon, have been plotted against the actual recorded data Zt over
the period running from the 18^^^ - 24^^ December 2013 (a 7 day period with 168
hourly data points).
Actual

V

Day-Ahead Predictive Wind Speed

Figure 3.27: Actual v Pred. 4^^ Order Wind Speed for the 18^^ - 24*^ Dec ’13
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As stated earlier in the thesis, this particular week was chosen as it represented
exceptional stormy weather conditions as a 1/50 year event along the Atlantic coast
line in Ireland. Many of Ireland’s meteorological stations documented turbulent and
blustery conditions not witnessed in decades and over 50 years in some cases. Mace
Head, in County Clare, recorded the month’s highest wind gust and 10-minute
wind speed of 40.1ms~^ and 31.4ms~^ respectively on 18^^ December 2013. This
anomalous wind disturbance behaviour was attributed to the manifestation of the
polar vortex in the USA and the resulting shift in the jet stream winds over Ire
land. Lightning activity was also recorded on nearly half of the days of the month,
with the heaviest thunderstorm activity on the 2DU The data logger at Cork Air
port recorded 13 days within the month of December 2013 where gusts exceeded 34
Knots (17.5ms“^, 39niph) whilst Roche’s Point recorded 19 such days [130]. Thus,
this turbulent wind data set exceptional excitation persistence to exercise the track
ing capability of this novel 24 Kalman Filter Bank as an optimum post-processing
tool for filtering of NWP model data.
Actual V Predicted Wind Speed at 60m Height at CIT

Actual Wind Speed at 60m Height
Predicted Wind Speed • 3rd order KFB model
Predicted Wind Speed ■ 4th order KFB model
Predicted Wind Speed - Sth order KFB model
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Figure 3.28: Actual v Pred. 3’’"^ - 5^^ Order Wind Speed 24^^^
Dec ’13

Prior to employing the 24 Kalman Filter Bank as a predictor corrector, an 8-day
period consisting of 192 hourly data points was used to train in the 24 Kalman Filter
register. Furthermore, to ensure a more complete investigation than in [76] and [5],
who both employ a 3^*^ order polynomial model to eliminate any systematic errors,
the above simulation trials were repeated with the order of the model polynomial
order varied between a 3^^ and a 5^^ order to evaluate the forecasting capability of
the 24 Kalman Filter Bank. It was found that a 4^^ order optimal model, with anal-
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ysis provided below, afforded the best Kalman Filter prediction tracking capability
to measured data Zt at CIT. High order model functions [76] can sometimes lead
to instabilities in the hltered results with poor Kalman Filter tracking. By contrast
to relatively low order 3’’"^ and 4*^ order polynomials, Fig. 3.28 indicates in greater
detail that a 5^^ order polynomial is relatively deficient at tracking the bias for the
24^^ December 2013.

Figure 3.29; 3D Plot of Actual Measured Wind Speed {Zt) for 18"* - 24^^ Dec ’13

Figure 3.30: 3D Plot of Predicted Wind Speed {Ct-Xt) for 18^^ - 24^^ Dec ’13
The principal periodic seasonal and daily cycles are embedded in the analytical
YR.NO NWP grid model and its output is then captured by the 24 Kalman Filter
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Bank to generate predictions for wind speed parameters at “sub-grid” level. Fig.
4

3.29 and Fig. 3.30 depict 3D plots of the actual and predicted wind speed (WS) for
the chosen period 18^^ - 24^^ Dec ’13. These plots show that a Kalman Filter with
a 4*^ order polynomial adequately tracks the peaks and troughs of the predominant
wind characteristics.
Fig. 3.31 illustrates a histogram of the wind speed errors pertaining to the wind
speed predictions for the week running the 18^^ - 24*^ December ’13. With the
exception of one worst case peak point outlier, this plot indicates that the error is
bounded within the wind speed margins of ±5ms“b A supplementary analysis of the
wind speed error “IFWerror ” for each register of the 24 Kalman Filter Bank showed
that the error was limited to 3 standard deviations (—3cr > “B'^S'error” ^ +3cr).
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Figure 3.31: Histogram of Wind Speed Error at 60m for 18^^ - 24*^ Dec ’13
Fig. 3.32, which displays a 3D error profile for the week, illustrates the tracking
ability of the 24 Kalman Filter Bank with a reduced error profile in comparison to
other published works [4].
A further analysis, as per Table 3.7, of the discrepancies between the predicted
and measured wind speed data yields shows a mean wind speed error of -0.2ms“\ a
MARPE of 21.11%, a MARPE of 19.31% when non power producing wind speeds
< 3.5ms“^ are excluded and a Spearman's Rank correlation coefficient of p ~ 0.90.
Table 3.8 details the statistical analysis performed for the null hypothesis Hq'.
that “there is no essential difference hetiueen the actual and the predicted wind speed”
[Ho'. Actual = Predicted WS] against an alternative hypothesis Hi', that “there is
a difference” [Hi'. Actual

Predicted WS] for the test statistic “mean wind speed

(WS) error”. A p-value of less than 0.05 for the 5^^ order polynomial choice provides
sufficient evidence that Hq should be rejected with a 95% confidence that there is
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Figure 3.32: 3D Plot of 6()in Wind Speed Error for 18^^ - 24^^ Dec ’13
Tal)le 3.7: Analysis of predicted wind speed for 24hr ahead horizon ^
Actual 60m v Predicted 60ni wind speed data
21.11
MARPE
MARPE (exc. data < 3.5ins“^)
19.31
Speannans Rank Correlation
% 0.90
^ Based on 168 hourly data points 18^^’ - 24^^ December 2013

a statistical didereiice between the actual and predicted values. In addition, Table
3.8 shows that the 4^^ order polynomial exhibits the lowest mean prediction error
of -0.2nis“h The minus indicates that on average the model tends to over estimate
the actual wind speed. Also the 4^^ order polynomial obtains a much tighter 95%
mean error confidence interval {Cl) l)Ound.
Table 3.8: Statistical analysis of model order used to estimate wind speed bias
p-value mean WS (ms
error 95% Mean Error Cl
Model Order
‘^rd Qj-fjgj- PolynomiaP
0.024
-0.329
-0.615 to -0.043
^th Order PolynomiaP
-0.200
0.198
-0.506 to 0.106
^th Order Polynomial
-0.399 to -0.052
<0.005
-0.178^
^
^
^
^

Paired t-test used to test for statistical difference
Wilcoxon Rank test used to test for statistical difference as data was not normally distributed
Median wind speed used as data was not normally distributed
Based on 168 hourly data points 18^^ - 24^^ December 2013

Table 3.9 shows that the 3^^^ and 4^^ order polynomials have a similar goodness of
fit over the range of 168 data }K)ints, with 0.89 and 0.90 respectively. However, the 4^^
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Table 3.9: Statistical analysis of polynomial order used to map he bias ^
RMSF Goodness of Fi
Model Order
3rd Qj-qgj. Polynomial
2.09
0.890
^th Qj-fjej. Polynomial
0.900
1.75
5^^ Order Polynomial

5.49

0.422

* Based on 168 hourly data points 18^^ - 24^^ December 2013

order polynomial has a p-value much greater than that for the 3^^ orter polynomial
as per Table 3.8. This indicates that there is a higher degree of conhience in using
the 4^^ order polynomial and that Ho holds true. Additionally, it is siown in Table
3.9 that the 4^^ order polynomial yields the lowest root mean square *rror (RMSE).
Initially, to test the predictive ability of this novel approach, a tur)nlent data set
representative of a 1 in 50 year storm was used. In order to exainin* the accuracy
of this proposed forecasting technique with moderate siimmer wind speeds, it was
tested with a midsummer data set for the week running from the 2^^ - 30^^ June
2014 as per Fig. 3.33. For less turbulent weather conditions. Table 3. 0 indicates an
even lower mean ])rediction error of -O.lGOms'h Again, the negative 'alue indicates
that on average the model tends to over estimate the actual wind speel. In addition,
a tighter 95% mean error conhdence interval {Cl) band is attained.
Actual

V

Predicted Wind Speed at 60m Height at CIT

Figure 3.33: Actual v Pred. 4^^ Order Wind Speed for the 24^^ - 30^ June 2014
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Table 3.10: Statistical analysis of model order used to estimate wind eed bias
p-value mean WS (ms
error 95% ean Error Cl
Model Order
^th Qi-fjer PolynomiaP
-024 to 0.364
0.085
0.169
-

^ Paired t,-t,e.s1 used to test for statistical difTerence
^ Based on 168 hourly data points 24^^ - 30*^ June 2014

3.5.4

Conclusions

This section discussed an accurate and novel method of wind speed prection for a
24 hour step ahead time horizon though the post-processing of an existirNWP grid
model. This innovative approach employed a unique estimator comprisi; a bank of
24 Kalman Filters to refine the coefficients of a 4*^ order wind bias polynaial model
in accurately predicted wind speeds for a specified “sub-grid” locatio Accurate
day-ahead hourly wind velocity estimates are of strategic importance : planning
and scheduling of wind turbine operations in order to enhance the contriition from
non-dispatchable energy sources within the nation grid and micro-grid hemes.
The Kalman Filter estimation strategy critically depends on the winspeed bias
polynomial model order chosen, as well as the time averaging window si employed
in the determination of the system model and measurement covariance.'Qi and Rf
respectively, for accurate prediction and consistent model tracking. The Tforniance
of the Kalman Filter is closely linked to the accuracy of these paramers: A(, Qt
and Rt and hence, it is necessary to estimate these variables for a particrr problem
carefully [136].
Furthermore, this section determined the appropriate wind polynaial as 4^^
order to accurately map the offset between the average hourly wind speeoredictions
from the NWP grid model output for Cork Airport and CIT. The maifeature of
this chapter is the development of a novel technique employing a bank o‘A Kalman
Filters which work simultaneously to iteratively modify the coefficients' the wind
speed polynomial to progressively acquire a 24 hour step ahead horizon predicted
wind speeds for CIT. Each of the 24 Kalman Filters calculate an estiated wind
speed for the hour it has been allocated from consideration of the averagednd speed
for that particular hour over the 3 previous days. Hypothesis testing,ugmented
by statistical analysis, clearly show in Tables 3.8 and 3.9 that the wind sed model
choice, along with Kalman Filter operation, provide very accurate predion results.
This statistical analysis validates and enhances model confidence aloi with the
smoothing window chosen for covariance estimation in Kalman Filter dign.
The results obtained in Tables 3.7 to 3.10 demonstrate the accucy of this
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method as a 24-hour step ahead wind speed predictor and its enhanced performance
to alternative proposals published elsewhere [4] [76] [5] for both adverse and moderate
weather conditions. For the temperate climactic conditions seen in Athens, Louka et
al. [4] observed an RMSE of 2.22ms“^ for day-ahead forecasts of wind speed when
using a Kalman Filter approach to post-process the output from a NWP 1.5km
grid model. For the turbulent conditions observed along the Atlantic coast, the
KFB24 approach developed yielded a reduced RMSE of 1.75ms“E Adopting the
methodology developed by Galanis et al. [76] Rastgoo et al. [88] investigated non
linear functions in classical Kalman filter algorithm to improve regional wind s]:)eed
forecast from the WRE NWP and observed a mean absolute error of approximately
2.6ms"b For predictions of wind speed for a day-ahead time horizon averaged over
a two year long data set, Cassola et al. [5] observed a mean error of -0.22ms~^
when using a Kalman Filter approach. The KFB24 methodology developed in this
thesis resulted in a reduced mean error of -0.2ms"'^ when based only on a winter
data set that represented volatile conditions observed in a 1 in 50 year storm [130].
When applied to a moderate summer data set, as shown in Fig. 3.33, the novel
KP1324 approach yielded an even more improved mean error of -0.169nis“E The
next section, shows that the KFB24 model can outperform a simple AR model
while section 3.7 demonstrates the ability of the simple adaptive KFB24 developed
here to compete at a significant level of j^rediction accuracy against state-of-the-art
computationally intensive hybrid models as used in the global energy forecasting
competition.
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3.6

Use of AutoRegressive (AR) model for bench
marking the accuracy of wind speed KFB pre
diction studies

AutoRegressive (AR) models have been used as candidates for wind speed predic
tion studies [138]. Here it is being used as a benchmark tool to gauge the accuracy
of the 24 Kalman Filter Bank predictor in wind speed prediction. ARX is an Au
toRegressive model with eXogenous inputs. A variable is an exogenous input to a
model if it is not determined by other parameters and variables in the model, but
is set externally and any changes to it come from external forces. Autoregressive
means that the output value for a particular time step is dependent on the its own
historical values in the model. As per [139], ARX models are of the form:

il{t) -e (iiy{t — 1) + ... + anaVit ~

= hiu{t — nk) -f ... -f bnbu{t — nk — rib -|- 1)
(3.31)

where y{t) is the current output response to a finite number of past outputs y{t — k)
and inputs u{t — k). "no’'' is equal to the number of poles and “n6— 1” is the number
of zeros, while “n/c” is the pure time-delay (the dead-time) in the system. For a
system with sampled-data control, typically nk is equal to 1 if there is no dead-tirne
[139],
Using wind data from the University of Massachusetts for Dartmouth, Ander
son et al [33] use a hrst order ARMA (Auto-Regressive Moving Average) model to
estimate the “next ten-minute” and “next hour” ahead production level for a single
hypothetical 1 MW turbine. They also investigated the possibility of pairing wind
output with responsive demand to reduce the variability in the net wind output.
Anderson notes that a more sophisticated forecasting technique would improve the
accuracy of the forecast. However the focus of the paper was to develop a mechanism
to forecast wind output variability, at the wind farm level, and then mitigate this
variability through the use of an alternative, dedicated resource such as demand
response. An AR(1) model can also be computed sufficiently fast enough to be
implemented for the ten-minute time frame. Their analysis indicates that approxi
mately 5% of the turbine capacity, or 50kW, would need to be matched by a slow
responding demand response resource, with an additional 10% of faster responding
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resources, in order to reduce the net schedule deviations to 15%.
Using a 6*^^ order AR model and a Bayesian approach to characterise the wind
resource, Miranda et al. [138] developed a one-hour-ahead wind speed prediction
model. This AR-Bayesian model achieved a relative RAISE of 16.4%. The authors
note that lower-order AR models can be rather limited for this particular application
as they may fail to capture the periodical variations of the wind speed.
Considering the prediction of wind power production at a wind farm near the
west coast of Denmark, Nielsen et al. [41] investigated ARX models and Neural
Networks for wind speed prediction for time horizons of 30 minutes to 3 hours. The
authors used Bayes Information Criterion (BIC) to determine the size or number of
units within the neural network. As BIC can also be used to determine the order
of an AR model, an ARX model was used by the authors to act as a benchmark.
Comparing the optimal neural network predictors with the ARX-based and naive
predictors it was concluded that the neural network predictor investigated was in
ferior in prediction performance.
In his paper, Yaniaguchi et al. [140] report on a wind [)ower forecast model based
on an ARX model based on a multi-timescale model to accurately predict the wind
I)ower including the effect of operating condition. The authors concluded with an
RAISE of 9.2% for day-ahead wind power i)redictions for July, 2006.

3.6.1

AR Model Order Calculation

One of the most difficult steps when developing an AR model is selecting na, the
order of the model. This can be determined ‘objectively’ or ‘subjectively’. For a
subjective method there is always a decision to be man-made. This may be the
choice of some significance level or the examination of graphs and tables to look
for a characteristic pattern in the behaviour of a particular statistic. An objective
method may be characterised by the fact that there is no necessary involvement of
a human element in the modelling process [141].
The topic of order determination or specification has attracted considerable at
tention in time series literature and control theory. In [142], Liew et al. inves
tigated the performance of; Akaike’s Information Criterion (AIC), Schwarz infor
mation criterion, Hannan-Quinn Criterion (HQC), Akaike’s Final Prediction Error
(FPE) and the Bayesian Information Criterion (BIC), which are various commonly
applied model order selection criteria used in order to choose the appropriate order
of an AR model. Liew et al. stated that the aforementioned selection criteria all
performed considerably well in estimating the true AR model order, even in small
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sample sizes. Although Liew et al presented an extended list of model order de
termination criteria, much of the literature promotes BIC and AlC as the favoured
candidates. For this thesis, the System Identification Toolbox within Alatlab version
2014a, which utilises the Akaike Information Criterion (AIC) as per equation 3.32,
was chosen to suggest an optimum AR model order.
AlC^^N log

2K

(3.32)

where:
N is the number of observations.
K is the number of parameters to fit plus 1.
RSS is the residual square error of the model.
Hiroqutu Akaike, a Japanese statistician, proposed the AIC method, to enable
researchers to choose objectively between model fits. AIC iteratively fits an AR
model to the autocorrelation sequence of interest, which is based on the prediction
error between the model output and the actual data, and calculates the model error.
The oi)timal AR model order is that which minimises the model error. The Imsic
idea under])inning AIC is that by continually adding parameters to the model we
will always fit a little bit better, but we are also trading off against over-fitting and
actually losing information about the real underlying pattern. It represents a trade
off between the number of parameters you add and the incremental amount of error
that you are accounting for by doing so.
As the AIC criteria is based on various assumptions and asymptotic approxima
tions, despite its heuristic usefulness, it has been criticised as having questionable
validity for real-world data [143]. Consequently, the consensus is to investigate a
range of model fits and to use the AIC criteria to suggest an AR model size rather
than an absolute value. As a result, a range of AR model orders were analysed.
Table 3.11 presents the AR model order choices examined and their corresponding
AIC value derived from the Matlab System Identification Toolbox.
Table 3.11: Using AIC analysis to indicate satisfactory AR model order selection
Model Order (N)
I
24
72
10
48
AIC Number
0.9096 0.9371 I.008I 1.1480 1.2623
From an initial examination of Table 3.11 above, and ignoring that recommended
in the literature, an AR(I) model (an AR model of order I) would suggest itself as
being the optimum choice having achieved the lowest AIC value. In [40], Duran et
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al. considered different AR model orders for short-term wind power prediction and
showed that low model orders lead to inaccurate results for time horizons between
6 and 24 hours.

Durran et al. achieves a minimum error for predictions using

an AR(ll) model. This is independent of the time horizon or time delay [40]. In
[144] Boardrnan et al. compared four criteria for the estimation of the ‘optimum’
model order selection for an autoregressive process. The criteria used were Parzen’s
criterion of autoregressive transfer function, Rissanen’s minimum description length
method, AlC and Akaike’s FPE. It was found that all four criteria underestimated
the true AR model order required for accurate prediction when small data sets were
used (less than 128 data points). Boardrnan et al. concluded a lower model order
limit of AR(16).
Consideration the above published recommendations, a suitable AR model order
is chosen greater than 16 which supports a minimum AlC value. Examining Table
3.11, an AR(24) model is seen as the most suitable choice that is greater than 16,
with a minimum AIC value of 1.0081.

3.6.2

Overview of Simple AR Model

Having outlined the AIC aj)proach adopted above to discriminate against unfavourable
AR model orders, this section focuses on the predictive wind power generation model
and the role of the AR methodology within it.

Figure 3.34: Schematic of AR Day-Ahead Wind Power Forecast Model
Fig. 3.34 illustrates how prediction estimates of the wind speed from the AR
model can be used to derive a schedule of the expected wind power generated. Here
a data set of historical wind speeds for CIT campus is fed to an AR(24) model.
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The predicted wind speeds for the foreseeable 24-hour period can then be relayed to
the mannfaeturers’ power curve of the wind turbine to yield predicted or expected
day-ahead wind power generation.

3.6.3

Results of application of a simple AR model to wind
speed prediction

Fig.

3.35 illustrates the predicted wind speeds

at 60m height, derived from

the AR(24) model. These predicted wind speed estimates, for a day-ahead time
horizon, have been plotted against the actual recorded data Zt at CIT for the same
period running from the 18^^ - 24^^ December 2013. Prior to employing the AR(24)
model as a wind speed predictor, to ensure true model comparison, an 8-day period
consisting of 192 hourly data points was again used to train in the AR(24) model
before its observations were compared to the actual recorded data.
Actual V 24 Hour Step Ahead Predicted Wind Speed

Figure 3.35: Actual v Day-Ahead Predicted Wind Speed for the 18^^^
using the AR(24) Model

24^^^ Dec T3

In can be seen from Fig. 3.35 that the AR(24) model is not very effective in
tracking the actual wind speed data. This assertion is borne out in the statistical
analysis summarised in Table 3.12. Table 3.12 details the statistical analysis per
formed for the null hypothesis Hq. that “there is no essential difference between

the actual and the predicted wind speed’' [Hq'- Actual = Predicted WS] as against
an alternative hypothesis Hp. that “there is a difference” [Hi: Actual
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Predicted

WS] for the test statistic “mean wind speed (WS) error”. A p-value of less than
0.05 provides sufficient evidence that Ho should be rejected with a 95% confidence
that there is a statistical difference between the actual and the predicted values. In
addition, Table 3.12 also shows that the AR(24) model exhibits a 95% mean error
confidence interval (Cl) band of 0.464 to 2.102ms“^ as well as a mean prediction
error of 1.283ms~^ which is well outside the accuracy levels of the 24 KFB predic
tor. The positive value indicates that on average the AR(24) model tends to under
estimate the actual wind speed.

Table 3.12: Statistical analysis of AR(24) and 24 KFB model performance in estimating wind speed bias ^
Model Order
p-value mean WS (nis
error 95% Mean Error Cl
AR(24) ModeP
0.002
0.464 to 2.102
1.283
24 KFB Model'
0.198
-0.200
-0.506 to 0.106
' Paired t-test used to test for statistical difterence
^ Based on 168 hourly data points
- 24^^' December 2013

Actual

V

24 Hour Step Ahead Predicted Wind Speed

Figure 3.36: Actual v Day-Ahead Predicted Wind Speed for the 18^^ - 24^^ Dec T3
using the 24KFB and AR(24) Model
It has previously been shown in this chapter that the 24 KFB model can derive
more accurate day-ahead wind speed predictions that the conventional multi-step
ahead Kalman filter approach. Here, the performance of the 24 KFB model was
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examined in relation to the wind speed estimates derived from the AR(24) model.
Fig. 3.36 illustrates a plot of the actual recorded wind speed data for the 18^^ - 24^^
December ’13 against day-ahead predictions for the same data using both the 24
KFB and AR(24) Model. It can be seen from the graph, as well as the results in
Table 3.13, that the 24 KFB provides more accurate predictions than the AR(24)
model and has better tracking with actual wind speed data.
Table 3.13: Statistical analysis of day-ahead predicted wind speed estimates ^
Model
RMSE Goodness of Fit^
AR(24) Model
5.51
0.553
0.900
24 KFB Model
1.75
' Based on 168 hourly data points 18^^^ ^ Based on the Spearman Rank Correlation

December 2013

The additional statistical analysis as per Table 3.13 provides further justihcation
of the enhanced performance of the 24 KFB model in that it delivers a greater
goodness fit of 0.90 over the range of 168 data points when compared with the
AR(24) model with a correlation value of 0.553 respectively. Additionally, it is shown
that the 24 KFB model achieves a much lower RMSE value of 1.75 as against 5.51
for the AR(24) model. This demonstrates the ability of the 24 KF'B to accurately
predict the wind speed for a day-head and clearly indicates usefulness in the domain
of time series prediction of NWP model parameters.
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3.7

GEF Competition for benchmarking KFB pre
diction accuracy

It should be noted that the Kalman Filter Bank (KFB) structure was designed ini
tially for accurate wind speed prediction only as the stated objective. The KFB was
redesigned here for wind farm power prediction in order to benchmark it against
other prediction algorithms used in the Global Energy Forecasting (GEF) Com
petition. In order to thoroughly benchmark the KFB methodology against the
state-of-the-art techniques for energy forecasting it was tested against the data set
used for the 2012 Global Energy Forecasting Competition (GEFCom2012). For the
2014 Global Energy Eorecasting Competition (GEECom2014) the pinball loss func
tion, rather than the RMSE used in GEFCom2012, was chosen as the metric to test
the predictive performance of the participants. As the RMSE is the most common
method to measure the predictive performance of applied predictive modelling tech
niques [145] this would consequently make direct comparison to the work of other
authors, outside of t his competition which have l)een j^resented in this thesis, more
difficult. Additionally, the winner of both the GEFCom2012 and GEFCom2014 com
petition adopted a hybrid approach comprising a number of non-paranietric models
that involved the Gradient Boosting Machine (GBM) learning technique. Thus the
GEFCom2012 data set, which provides tabulated RAISE values of the competition
participants, is suthcient to demonstrate how the KEB24 developed here compares to
the prevailing GBM approach. The Global Energy Forecasting (GEF) competition
attracted 133 participates from over 30 countries worldwide who contributed many
novel ideas to the energy forecasting held [19][14C]. The event sponsors include the
IEEE Working Group on Energy Eorecasting, the IEEE Power System Planning
and Implementation Committee, the IEEE Power and Energy Education Commit
tee, the IEEE Power and Energy Society as well as the IEEE Transactions on Smart
Grid, and International Journal of Forecasting. One of the primary aims of the
competition is to establish a benchmark data pool for the future energy forecasting
community.
The target objective here concerned the mimicking of 48-hour ahead forecasting
of hourly power generation at 7 wind farms (WFi to WF7) over an 18 month period,
based on historical power output data measurements and numerical wind velocity
prediction information.
Initially, participants are provided with a training data set for the period running
from the 01/07/2009 to the 31/12/2010 for the purpose of wind farm power output
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model identification, design and estimation. The training data contained historical
average hourly power output measurements along with 48 hour ahead wind speed
forecasts which were updated twice daily.
The remainder of the data field constituted the evaluation data set for competi
tor RES prediction algorithm benchmarking which ran from the 01/01/2011 to the
28/06/2012. An excerpt of this data set is shown in Fig. 3.37. The assessment data
comprised a number of defined 48 hour periods, labelled as "PrivateTest” as per
Fig. 3.37, which represents the missing wind power observations that the competing
candidates had to forecast for. Only these power observations were required to be
predicted for in the competition assessment process. The periods to be predicted
for to benchmark the algorithms were defined as follows:
Labelled as "PrivateTest”, the first 48 hour gap within the power observation evalu
ation data set was from 01:00 on the 01/01/2011 (yyyy-mm-dd-hh or “2011010101”
in Fig. 3.37) until 00:00 on the 03/01/2011 (yyyy-mm-dd-hh or “2011010300” in
Fig. 3.37). This is then followed by 36 hours of available wind power observations,
labelled as “Training” in Fig. 3.37, for model retraining and upgrade correction pur
poses. Subseciuent to this is the next period with 48 hours of missing observations.
This extends from 13:00 on the 04/01/2011 (“2011010413” in Fig. 3.37) until 12:00
on the 06/01/2011. This was then followed by another 36 hours of historical power
measurements classihed as “Training” - making up a combined 168 hour cycle of 7
days duration. This cycle pattern repeats every 7 days until the end of the data set.
The 36 power observations available in-between each 48 hour interval where there
is missing data can be used to update the participants model.
Although the actual measured wind speed is not provided, contestants have ac
cess to 48-hour ahead forecasts of wind speed and direction which is updated twice
daily at 00:00 and 12:00 from NWP suppliers. However, to be consistent with the
gaps in the available wind power measurement data, only the meteorological fore
casts for that period that would actually be available in practice are provided. To
clarify what is meant by this. Fig. 3.38 shows each 48-hour ahead forecast in 4 x
12-hour lots. In order to predict for the first 48 hour gap in wind power output data,
which commences at 01:00 on the 01/01/2011, the most up-to-date available mete
orological forecast is that which was issued just prior at 00:00 on the 01/01/2011
for the 48-hour period running from 00:00 on the 01/01/2011 until 00:00 on the
03/01/2011 - shown as shaded green in Fig. 3.38. As the next 48-hour meteorologi
cal forecast, available at 12:00 on the 01/01/2011, falls within a period where power
measurement data is not available, contestants are only privy to the forecast data
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P^igure 3.37: Excerpt from the GEFCorn wind power measurements data file detail
ing the wind power output (WP), in Gigawatts, for each wind farm (WF)
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Figure 3.38: Tabulation of available and absent meteorological data
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for the later 12-hours which falls outside the period of missing power data. That
is, the 12 hour period from 00:00 on the 03/01/2011 until 12:00 on the 03/01/2011.
Fig. 3.38 shows in part the data field pattern in available data (shown in green) and
unavailable data (shown in blue) that occurs.

Table 3.14: RMSE of selected
petition [19]
Kaggle ID
WFi
Leustagos
0.145
DiickTile
0.143
MZ
0.141
Propeller
0.144
Duehee Lee
0.157
MTU EE5260
0.161
0.174
SunWind
yinzsmsd
0.163
4138 Kalchas
0.180
Benchmark*
0.302

entries in the GEFCom wind power forecasting com
WF2
0.138
0.145
0.151
0.153
0.144
0.172
0.177
0.186
0.179
0.338

WF3
0.168
0.172
0.174
0.177
0.176
0.193
0.193
0.200
0.197
0.373

WF4
0.144
0.145
0.145
0.147
0.160
0.162
0.176
0.164
0.175
0.364

WFs
0.158
0.165
0.167
0.175
0.169
0.156
0.179
0.192
0.200
0.388

WFe
0.133
0.137
0.141
0.141
0.154
0.160
0.157
0.162
0.160
0.341

WF7
0.140
0.146
0.145
0.147
0.148
0.166
0.162
0.167
0.165
0.361

All
0.146
0.148
0.149
0.152
0.155
0.168
0.172
0.174
0.177
0.355

44ie Beuchiuark model used was a Persistence model

The evaluation metric for the competition was the RMSE, which decreases as
the accuracy of the model goes up. A persistence model was used as the competition
benchmark model. Results were recorded by Kaggle, which is a platform used in
competitions for predictive modelling and analysis where participants post their
data and on which statisticians and data miners from all over the world compete
to produce the best models. Table 3.14 shows the RMSE of selected entries in the
GEFCom2012 48-hour ahead wind power forecasting competition which is discussed
further below.

3.7.1

Applying KFB24 methodology to GEFCom data

Before the GEEGom competition data is applied to the KEB24 architecture, it must
first be processed to an appro]:)riate format for use with the KFB structure to facil
itate wind power prediction. To use the KEB structure to forecast the wind farm
power output during the missing 48-hour periods, the Kalman Eilter must use the
most up-to-date meteorological forecast provided for 48-hour forecasting, in the t-H48
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time horizon. The “best available” up-to-date NWP wind speeds for each 48-hour
period of missing power data has to be extracted from the competition evaluation
data set for wind power prediction.
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Figure 3.39: Graphic to show available and absent meteorological data
Fig. 3.39 displays the “best available” 48-hour ahead meteorological forecast in
4 X 12-hour lots as i)er Fig. 3.38. As before, the available wind data is shown in
green while any unavailable forecast data is shown in blue. However in contrast to
Fig. 3.38, Fig. 3.39 also highlights the “best available” meteorological wind vector
data, before forecasting for a rolling t-f 48 time horizon, as shown in red.
As described earlier in this chapter, the Kalman Filter operates as an itera
tive discrete time predictor-corrector algorithmic mechanism. As the time step is
updated in the Kalman Filter operation, the algorithm projects the current state
estimate ahead in time, while the measurement update adjusts or corrects the pro
jected estimate by an actual observed measurement at that time step.
Since gaps exist within the observed wind power data field, which is to be fore
casted for in this competition, the required Kalman Filter corrector power measure
ment term will at times be unavailable to adjust for any error in the prediction.
One could overcome this dilemma by assuming the value of the previous estimate
as a substitute for the actual observed measurement. In other words, the new best
estimate is a prediction made from previous best estimate - which is similar to the
operation of the competition benchmark persistence model. In using this approach,
new uncertainty is accumulated from the old uncertainty estimation process, with
some additional uncertainty added from the system modelling process in the system
covariance matrix estimation update. Performing this procedure repeatedly over an
expanded time horizon, t-H48, will result in deteriorating prediction results.
An alternative approach to the above is employed here. The method adopted
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Wind Speed (m/s)
Figure 3.40: Power conversion curve to simulate observed wind power measurements
utilises the historical training data set provided for the period 01/07/2009 to the
31/12/2010. This data set consists of wind strengih and directional information,
along with the corresponding wind power output. Using this training data, a power
conversion curve for the 16 j)riniary wind directions at each wind farm, WFi to WFy,
was developed as shown, for example, in Fig. 3.40. The developed least squares error
(USE) power conversion curve is then a})plied to the “best available” forecasted
meteorological wind data which corresponds to the cells with missing power output
data that are tagged “PrivateTest”. Applying the forecast wind speeds to their
respective wind farm power curve realises “simulated” observed power measurements
for KFB estimation purposes.
As described earlier in the chapter, each filter within the bank is assigned an hour
from 00:00 to 24:00 where it is used to predict the average hourly power output 24hours ahead. However, as the KFB24 can only realise a day-ahead schedule with
each iteration, and the metric for this competition is to determine the wind power
generation at lead times from 1 to 48 hours ahead, each cycle will involve each filter
within the KFB24 performing a double iteration, 24 hours apart, realising a 48-hour
ahead time horizon. The Kalman Filter is applied to predict the state vector
which as before, represents the coefficients of a

order polynomial wind power

function - as per (3.33).

^t\t = [xo,t

^2,t

...coefficients of the 3’"^ order polynomial

(3.33)

Each filter within the bank updates a third-order polynomial function by predicting
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the coefficients required to remove the prediction error bias between the forecasted
power output and the actual or “simulated” wind power substitute observed Zt\t at
each wind farm. The wind speed vector uit is used to form the observation matrix
Ct - as per (3.34). The Kalman Filter procedure results in the upgraded state vector
prediction estimate

as per (3.35) being amalgamated with the observation

matrix Ct to derive the estimated average hourly wind power output

for each

wind farm - as per (3.36).
Ct = [I nit ml ml]

(3.34)

{^t\t ~ Ct.Xt-t-i\t)

(3.35)

X2,t-fTT't +

(3.36)

— Ct-Xt^i\t^i = Xo^t

The capacity of the KFB24 algorithm to predict is based on its ability to forecast
for each of the 48-hour periods of missing wind power data from the 01/01/2011
to the 28/06/2012 at each wind farm - WFj to WF7. The RMSE of the error in
prediction recorded at each wind farm, as well as an overall RAISE value for all
seven farms, is tabulated in Table 3.15 l)elow. Along with the RAISE values for the
KFB24 algorithm. Table 3.15 also shows the performance of the top ranked entries
in the GEFCoin wind power forecasting competition.
Table 3.15: RMSE of the KFB24 methodology along with selected entries in
GEFCoin wind power forecasting competition [19]
WFi WF2 WF3 WF4 WF5 WFe WF7
Kaggle ID
Leustagos
0.145 0.138 0.168 0.144 0.158
0.133 0.140
DuckTile
0.143 0.145 0.172 0.145 0.165 0.137 0.146
0.141
0.174 0.145 0.167 0.141
MZ
0.151
0.145
Propeller
0.144 0.153 0.177 0.147 0.175 0.141
0.147
Duehee Lee
0.157 0.144 0.176 0.160
0.169 0.154 0.148
0.172 0.193 0.162 0.156 0.160 0.166
MTU EE5260
0.161
SunWind
0.174 0.177 0.193 0.176 0.179 0.157 0.162
ymzsrnsd
0.163 0.186 0.200 0.164 0.192 0.162 0.167
4138 Kalchas
0.180 0.179 0.197 0.175
0.200 0.160 0.165
KFB24 method 0.193 0.195 0.191 0.177 0.184 0.165 0.178
Benchmark*
0.302 0.338 0.373 0.364 0.388 0.341
0.361

the
All
0.146
0.148
0.149
0.152
0.155
0.168
0.172
0.174
0.177
0.183
0.355

The Benchmark model used was a Persistence model

The competition highlighted several approaches to the prediction of wind power
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Table 3.16: Summary of methods used in the wind power forecastiig track
Kaggle ID
Technique
Leustagos
Linear combination of nine models (regression from neteorological forecasts to power, inter-wind farm dependences, autore
gressive components, with different model structure:)
DuckTile
Data cleaning and then local linear regression witl wind fore
casts, day and time of the year as inputs
MZ
Linear models estimated with regularised least squaes with ra
dial basis functions spanning the space of wind foecasts and
autoregressive features
Propeller
Linear regression from wind forecasts to power nKasurements
then a non-linear correction with gradient boostirg machines
(with optimal inputs identified through cross-validation)
Dnehee Lee
Plain combination of a large number of neural netwoLs (52) and
Gaussian process models (5), mapping all input da a to power
measurements
MTU EE5260
Linear regression and neural networks for the convesion of me
teorological forecast to power
SunWind
Plain combination of a power curve model, an anoregressive
model, a local linear regression model and a support vector ma
chine model
Y mzsmsd
Sparse Bayesian learning with input measurements aid forecasts
from all wind farms
4138 Kalchas
Regularised kernel-based regression for the conversioi of meteo
rological forecasts to power
Benchmark
Persistence
generation on seven distinct wind farms. Table 3.16, from Hong et al 19], shows
a summary of the methods used by the principal teams in the 48-hour diead wind
power forecasting track.

Many of these algorithms combined several modelling

and machine learning techniques including K-means, Gradient Boosting Machines
(GBM) and large neural networks. Kaur et al [147] state that the b-means al
gorithm, one of a number of techniques used within the hybrid approich by the
winning team, consists of two separate steps which make it a computationally ex
pensive method. In relation to recursive neural networks algorithms, Ciinea [148]
stated that the most popular training method for this model type is tin use of the
back-propagation algorithm through the network structure - inherently naking it an
extremely complex approach. Amalgamating 52 such neural networks, is done by
team Duehee Lee, evidently results in a more cumbersome forecast algorrhm struc
ture. The GBM learning algorithm developed by Friedman [149], and usel by teams
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Leustagos and Propeller, require that a separate sequence of (boosted) trs be built
for each category or class being forecast. Hence, the computational effoigenerally
becomes intensive by a multiple of what it takes to solve a simple regr-sion pre
diction problem (for a single continuous dependent variable) [150]. Silvcl24], the
author for the winning team, states that the solution developed by teaimeustagos
comprised a linear combination of nine models including regression from nteorological forecasts to power prediction, inter-wind farm dependencies utilising^-Means,
autoregressive components, with different model structures employing Cneralised
Boosted Models (GBM). The overall model for team Leustagos was madap of two
parts; first, extracting features and second, applying distinct aggregatic schemes
to the data in order to create models.
To bridge the gap between academic research and industrial requiments in
terms of, cost and practice, every bit of the performance must be considerl, includ
ing the increased model complexity, the length of the training process as ell as the
computational expense required. Silva [124] also states that this approac followed
by his team Leustagos was done in order to win a competition and used nny intri
cate models, more than is necessary or feasible in an actual situation. Ortting the
computational effort, ex{)ense and inherent model complexity, the aforeentioned
techniques also reciuired large amounts of historical data being made avlable for
machine learning and model training purposes. Wit hout employing assist^e statis
tical techniques for small data sets such as “bootstraping”, Zhu et al [151] ,ate that
a training data field in excess of 4000 data cells would be required for neur network
training. This ('an make them unsuitable for new or retrofit real world idustrial
applications, where large archived data sets may not be readily available.
From observation of Table 3.15 it can be seen that the KFB24 meiodology
])erfornis adequately within the top hierarchy tier of the GEF Competibn which
attracted hundreds of participants worldwide [19] [146]. The KFB24 appro<h, which
uses a very simple algorithm and only requires a small and limited trainindata set
[137], is on a number of occasions only separated by its nearest rival (tim 4138
Kalchas) by the second or third place of decimals. For wind farm num^ three,
WF3, the KFB24 approach takes 6^^ place from team klTU EE5260. Whilfor wind
farm number five, WF5, the KFB24 approach takes 9^^ place from team 413Kalchas
in terms of 48-hour ahead predictive performance. Accepting marginal peormance
degradation, the simple KFB24 algorithm achieves an acceptable trade-ofl)etween
training data size required and computational effort. This simple approai is cost
effective and easily implementable which is suitable for industrial requiments as
originally required by the industrial sponsor, UTRCI, of this research proct.
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3.8

Economical Analysis

This section details an economical analysis of the predictiverformance of the
wind speed forecast derived from the NWP grid model, the

model and the

AR(24) model against those recorded at a 60m height at CIT veen the 18^^ and
2T^ December 2013.
The wind speeds derived from each model, as well as ttatnal wind speeds,
were applied to (3.1) in order to determine values for the expel and actual wind
turbine power output respectively. The predictive performanc the models were
then analysed from the point of view of a utility operator empng these forecasts
to commit to a supply/demand schedule for a day-ahead requient over a sevenday period. The day-ahead €/kWh from the single electricityrket [152], as per
Fig. 3.41, were used as a typical feed in tariff for each day. le utility company
did not sell what it potentially could have, that is the modeller-estimated the
actual power output, then a penalty of the €/kWh for that r from fdg. 3.41
representing any conceivable income was applied. On the othand, if the model
over estimated the actual ])ower output, and the utility corny fell short on its
deliverables to the market, a penalty charge of 20% of the €/kfor that hour was
assumed, as is the case in France [34], in addit ion to the lost nue if the demand
schedule had in fact been met.
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Figure 3.41: Typical day-ahead €/kWh prof
For the first case, the raw data from the YR.NO NWP grid lel, expressing the
predicted wind speed estimates for Cork Airport, were used to oe the anticipated
power output from the turbine at CIT. Errors in the day-aheaodictions resulted
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Table 3.17: Economical analysis of day-ahead iini~;ommitment ^
Model
Penalty Cost d Utility
NWP Model
€109.:
AR(24) Model
€256.^
24 KFB Model
€62.0
^ Based on 168 hourly data points 18^^ -

in a penalty cost of €109.38 to the utility over the seven-iy period. In the next
instance, the 24 KFB model was used as a post-processin^nechanism in order to
extract more accurate “sub-grid” values of wind speed an turbine power output
estimates. This culminated in a cost of €62.01 to the ener^ supplier for the same
period - a 43% saving on the NWP grid model basic outp. Finally the AR(24)
model, used to benchmark the 24 KFB method, was cheed. It amassed a cost
of €256.40 to the utility operator - a 134% increase on thenprocessed NWP grid
model data. These results have been summarised in Tabl3.17. On the basis of
competitive prediction pricing/cost estimates of wind po\r output the 24 KFB
outpreforms the NWP and AR model forecasts.
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Chapter 4
Solar Power Output Model
Although it has been shown in Chapter 3 that this novel 24 Kalman Filter Bank
(KFB) can accurately predict the expected wind speed and consequently the an
ticipated wind power output, it does not address the dilemma pertaining to the
intermittent nature of the wind resource itself. The intermittency in the use of re
newable sources as the principal energy supply can be overcome using a synthesis
strategy with the: minimisation of electrical demand through improvements in effi
ciency; creation of an ample amount of storage and reserve power; use of a “smart
supergrid” to link the various renewables, which will have to be widely distributed
over the landscape, while using forecasting and a MFC controller to do the finetuning; and relying on the daily as well as seasonal complement of wind and solar
power to smooth out any remaining variability or intermittency [153]. Hence, the
integration of wind and solar resources, creating a hybrid micro-grid, is essential to
alleviate the drawback of their dependence on atmospheric conditions and mitigate
against the intermittency of various weather parameters.

Figure 4.1: 12kWp Array - 48 Hyundai IMG 250Wp Multicrystalline modules
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Adopting the KFB approach, developed to forecast the expected wind speed
for a 24 hour look ahead time horizon, Chapter 4 highlights the progression and
advancement of this innovative technique to predict mean hourly power output from
the \2kW solar photovoltaic array for a day-ahead outlook of anticipated solar power
at CIT, as per Fig. 4.1 .
To facilitate the favourable economic return on solar photovoltaic generator cap
ital investment, the accuracy of day-ahead ambient temperate and solar irradiance
estimates are critical in solar power prediction where installed solar or indeed hybrid
power scheduling is an issue for cost-effective electrical network operation. From
(4.1) [15] it can be observed that the electrical power output power Ppy from a
Photovoltaic (PV) module is dependent on the ambient solar irradiance G/wg ^nd
ambient temperature Tc respectively. Tr {— 25°C) is the reference temperature at
standard test conditions (STC). K is the coefficient that relates power output with
the measured temperature Tc. Gstc
Pstc are the ambient solar irradiance
and inaximum power at STC. (4.1) infers that the accurate prediction of ambient
solar irradiance Gimg and ambient temperature
would prove instrumental in
the scheduling of estimated solar power output Ppy and intensifying solar energy
contributions to the national grid in servicing peak demand loads through reliable
electrical solar energy forecasting.
PiPV

PSTC-^P^V + I<(Tc - Tr))
Gstc

(4.1)

where:
Ppy = Output power of the PV module (IF) - Maximum array capacity \2kW
PsTC = PV module maximum power at STC {kW) - 86no. 250fF modules
Gjng = Ambient solar irradiance {Wm~‘^)
Gstc = Nominal irradiance level at STC (fFm“^), 1000lFm“^
K = Coefficient that relates power output with temperature - specihed by the man
ufacturer 0.048
Tc = Ambient temperature {K)
Tr = Reference temperature at STC (A"), 298.15(A") [25°C]
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4.1

Current research on solar poer forecasting

As in the case of wind forecasting, solar irradiance force, accuracy improves sig
nificantly as the size of the geographical area under consTation increases, with a
reduction in the root mean square error (RMSE) of abou4% over an area the size
of Germany (357,168 kin^) as compared to a point forectfor a desired “sub-grid”
location [94],
To date, much of the research pertinent to the fonsting and prediction of
solar irradiance and ambient temperature is for large geog)hical areas rather than
for more dehned or point locations. Using spatial aveiing, Lorenz et al.

[13]

achieved a single station forecast RMSE of 36% and a lional forecast RMSE of
13%, by developing a bias removal method for regional irrance forecasts where the
bias is a fourth order polynomial function of forecast skpnditions, benchmarked
as a clear sky index, and solar position in terms of the sine of the solar zenith
angle [154]. Using Canada’s Global Environmental Multiile (GEM) model and a
Kalman Filter as a means of post-processing the data to nove bias, Pelland et al
[94] developed hourly solar and PV forecasts for projectecme horizons of between
0 - 48 hours for the region of Ontario (1,076,395 knP) ]. Pelland applied a 1year data set to train in the Kalman Filter and achieved -egional forecast RMSE
of 6.4 - 9.2% with an optimal range of 30 to 60 days tcdimate the system and
measurement covariance’s
iterative time step

Qt

and

Rt

resj)ectively employan the Kalman Filter at

i.

De Carvalho et al [99] adopted a Kalman Filter to luce the error and im
prove the accuracy of estimation of the monthly mean nperature simulated by
the PRECIS model in order to access the vulnerability ooybeans, corn, rice and
cotton production in the Brazilian regions with temperire fluctuations. Using
a one-dimensional Kalman Filter, Galanis et al [10] [76] rieved RMSE values of
between 1.498 and 1.885 for the correction of maximum a minimum near surface
(2m above) temperature forecasts obtained from the Skn NWP grid model for
Athens, Thessaloniki and Heraklion for time horizons up 36 hours ahead. Reli
able forecasts of surface temperature together with an adiate characterisation of
its diurnal cycle have been used in a wide range of appltions in Portugal, such
as in tourism planning and organisation of sport events, initoring of wildhre risk
and forest hre control, agriculture and hydrology, amon^ others [155]. Libonati
et al [155] employed a Kalman Filter to remove the bias tween 2m temperature
observations above ground level and forecasts for time hoims of 03, 09, 15 and 18
hours ahead, in accordance with UTC (Coordinated Uni\sal Time), provided by
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the European Centre for Medium-Range Weather Forets (ECMWF) NWP grid
model for 12 synoptic stations located in Portugal. RE values of between 1.11
and 1.78 where achieved for the Portuguese city of Poi
The aforementioned authors have, however, failed address the need within
the energy industry for accurate hourly day-ahead pictions of solar irradiance
and ambient temperature at “sub-grid” locations to prote the feasibility and use
of PV electricity generation. The novel concept consicd in this chapter permits
observations of solar irradiance and ambient temperat from existing NWP grid
models [9] [156] to be used in a novel bank of 24 Kaln Filters operating simul
taneously to accurately predict the power output 24 he ahead for a photovoltaic
array at CIT. This approach allows for the solar powTesource utilisation to be
planned and the electrical load demand to be conhdentnet by systems operators.
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4.2

Overview of the 24 KFBolar Model

In order to derive a schedule of the expected 3r output from the 12kW solar
PV array, as per (4.1), a registry of the forced solar irradiance and ambient
air temperature for the following 24-hour perioeds to be recorded. These esti
mated values are obtained using the 24 Kalmaner Bank (KFB) to predict solar
irradiance and ambient air temperature for CITown in Figures 4.2, 4.4 and 4.5.

YR.NO
NWP

CIT Weather
Station

24 KFB (KFBi 24)

24 Hr. Ahead
Temperature Schedule

KFBoo«)-01:00

^ Actual Tamparatur* ((>a(. C)

Estimated
Ambient Air

KFB01:00-0200

Temperature from
NWP grid model

ated
Alt Air

KFBo200-0300

Trature
(Cor the
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for each hour (mt)
at Cork Airport

Actual "Sub Grid"
Measurement Temperature
I
for each hour Zt
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KFB23OO-24OO

D

Tima (Houra)

Figure 4.2: Schematic of KFt Bank t G [1, 24[nperature Prediction Model
From Fig. 4.2 it can be observed that the ct ambient temperature output
from the analytical YR.NO NWP grid model m^sists of a sequence of 24 average
hourly estimates which form an estimated tempure registry for the ensuing 24
hour period at Cork Airport. To remove the gDias between Cork Airport and
the desired location at CIT, each of the 24 NWid model estimates are subse
quently in-putted into their respective Kalmaner where

which represents

the coefficient state vector of a 4th order polyial, is updated. Thereafter 24
Kalman Filters {KFi - KF24) will operate as a mg hlter time bank predictor in
tandem to produce a 24 hour schedule of the antited air temperature at CIT as,
for example, in the case of 16^^^ Dec. 2013 in Fi|3.
The benefit of the 24 Kalman Filter movimie bank is that all 24 hourly
intervals are predicted in a single time step ni which obviates the need for a
multi time step ahead prediction process. Fig. 4.tails a schematic of the 24 KFt
Bank t G [1,24] ambient air temperature predictnodel. Here KFi processes the
predicted air temperature for 00:00 - 01:00, AW211:00 - 02:00 up to KF24 which
filters the predicted ambient air temperature for 0 - 00:00 based on the previous
3 days actual measurement data at time step t fee purpose of covariance matrix
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Figure 4.3: Schematic of the moving'!' time bank
estimation. The forward looking day-ahead energy nats time horizon is currently
hxed at 24 hours and utility companies commit to a siy/demand schedule for that
day-ahead requirement. Thus, rather than operatindividually, the 24 Kalman
Filters move in synchronism, e.g. commencing at 2 on the 15^^' December T3
to realise a 24 hour ahead ambient air temperature dule for the 16^^ December
T3. This forecasting accuracy is also essential for ailso can be applied to other
temperate sensitive heating applications.

Figure 4.4: Schematic of 24 KFt Bank t G [1,24] lierature Prediction Model
As the YR.NO NWP grid model does not furnisrecasts of solar irradiance,
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the ECMWF NWP grid model [157] was employed to operate along side the YR.NO
NWP grid model. For transparency, the KFB nodel in Fig. 4.5 shows the FCMWF
NWP grid model instead of the YR.NO NWP g’id source. The solar irradance data
from the FCMWF NWP grid model, which is in “Grib” file format, is decoded using
the Linux operating system to provide availabb grid values of the solar irradiacne
at Cork Airport for time steps 0, 6, 12, 18 and 14 hours ahead.

Figure 4.5: Schematic of 24 Kf] Bank ^ G [1 24] Irradiance Prediction Model
Subsequently, a sequence of 24 average hoirly solar irradiance estimates m^,
which form an estimated solar irradiance regisry for the ensuing 24-hour period
at Cork Airport, are obtained by interpolation (f the direct solar irradiance output
from the analytical ECMWF NWP grid model. Consequently, in a similar manner
to that described to filter the ambient air temierature bias, the novel 24 Kalman
Filter Bank arrangement removes the grid bias between Cork Airport and CIT to
deliver a schedule of the predicted solar irradiaice for a day-ahead time horizon at
CIT. Reiterating for clarification purposes, here Tv Fi processes the predicted solar
irradiance for 00:00 - 01:00, KF2 for 01:00 - C2:00 up to KF2A which filters the
predicted solar irradiance for 23:00 - 24:00 baied on the previous 3 days actual
measurement data at time step t for the purpose of covariance matrix estimation.
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4.3

Analysis of solar irradiance and temperature
prediction results

Here, the Kalman Filter Bank temperature and solar irradiance prediction models
are first benchmarked against an equivalent persistence excitation model, which is
used as a standard reference in the literature for gauging the accuracy of model
prediction outputs in the case of temperature and solar irradiance. Zhang et al.
[123] state that the persistence or Eulerian persistence approach, which corresponds
to the use of the persistence of recent observations for the purposes of prediction,
should generally be included as a benchmark reference in evaluating the accuracy
of any proposed filter predictor in the domain of day-ahead solar energy prediction.

4.3.1

Ambient Air Temperature Prediction

Using the novel 24 KFB methodology outlined in Fig. 4.4, Fig. 4.6 illustrates the
predicted temperature Yt derived from the 24 KFB through iterative improvement
of the coefficient matrix Xt of a
order polynomial. This has been plotted against
the actual recorded data Zt over the period running from the 16^^^ 22^^ December
2013, for 7 days with 168 hourly data points. Prior to this, a 6-day period consisting
of 144 hourly data points was used to train in the 24 KFB. To ensure a more
complete investigation, the above simulation trials were repeated with the order of
the model polynomial varied between a 3^^ and a
to evaluate the best Kalman
Filter forecasting capability for Atlantic coastline data. It was found that a
order
model yielded the best Kalman Filter prediction tracking to the measured data Zf .
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Akin to that for the wind speed parameter, the dominant seasonal and day-today sequences of the ambient air temperature are conveyed by the YR.NO NWP
grid model which are then processed by the 24 KFB for a unique “siib-grid” location
at CIT. Figures 4.7 and 4.8 exhibit 3D plots of the actual and predicted ambient
air temperature for the period 16^^ - 22”^ December ’13. These plots show that a
KFB with a 4^^ order polynomial adequately displays the peaks and troughs of the
predominant local temperature characteristics.
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Figure 4.7: 3D Plot of Actual Measured Temperature {Zt) for 16^^ - 22'^^ Dec ’13
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Figure 4.8: 3D Plot of Predicted Temperature {Ct-Xt) for 16^^ - 22^*^ Dec ’13
128

The 3D error profile shown in Fig. 4.9 illustrates the discrepancy between the
predicted and measured temperature results as per Figures 4.7 and 4.8 respectively.
This plot indicates that error is bounded, worst case as peak point outliers, within
the temperature margins of ±5°C for a few minute zones of the plot.

Figure 4.9: 3D Error Plot of Ambient Temperature for 16*^ - 22”^^ Dec T3
The ambient temperature prediction capability and accuracy of the Kalman F41ter is evidenced from the results returned from statistical hypothesis testing in Ta
bles 4.1 and 4.2 respectively. Table 4.1 details the statistical analysis performed for
the null hypothesis Ho- that “the absolute error between the actual and predicted
temperature < 0.5°C” [Ho'. |Actual - Predicted Temperature| < 0.5°C] against an
alternative hypothesis Hi: that “the absolute error is > 0.5°C” [Hi: |Actual - Pre
dicted Temperaturel > 0.5°C] for the test statistic “absolute temperature error”. It
was found that both the
and 4^^ order polynomial models yielded p-values >
0.05. Thus, one would fail to reject the null hypothesis, i.e. no statistical difference
existed between the actual measured and the predicted ambient air temperature
values. Furthermore it is shown, in Tables 4.1 and 4.2 below, that the 4^^ order
polynomial conveys a marginally preferable RMSE, goodness of fit, as well as a
much tighter 95% median error conhdence interval (Cl) bound over the range of 1G8
data points.
These results are also contrasted with the persistence excitation model, in terms
of accuracy of the output prediction, again using statistical analysis and hypothesis
testing. Figure 4.10 shows the actual temperature against day-ahead temperature
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predictions using a persistence model. Persistence models generally show superior
skill in the shorter forecasting periods and when atmospheric variability is smaller
(e.g., dry climates, few clouds) [123] and as such a more advanced model is required
for the volatile Irish climate. Nevertheless, it can serve as a useful benchmark for
the novel 24 KFB method proposed. As a p-values < 0.05 is obtained, statistical
results as per Tables 4.1 and 4.2 respectively, show that in relation to statistical
differences being > 0.5°C for the persistence model, one would strongly reject the
null hypotheses. The day-ahead predictions from the persistence model suggest a
poor goodness of fit as well as median error of 3.674°C with a 95% confidence interval
of 3.351 to 3.995°C.

Figure 4.10: Actual v Predicted Temperature at CIT from a Day-ahead Persistence
Model for 16^^ - 22^^ Dec T3

Table 4.1: Statistical analysis
Model Order
3rd Qj-qgp Polynomial
^th
Polynomial
Persistence Model

of model order used to estimate temperature bias
p-value Median Error (°C)
95% Median Error Cl
0.036'
0.598^
0.497 to 0.763
0.5542
0.168^
0.441 to 0.677
3.6742
< 0.05^
3.351 to 3.995

^ Wilcoxon Rank test used to test for statistical difference as data was not normally distributed
^ Median wind speed used as data was not normally distributed
^ Based on 168 hourly data points 16^^ December 2013

To further investigate the integrity of the 24 KFB predictor corrector regression
model, the underlying assumptions made in relation to the residual error between
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Table 4.2: Statistical analysis of polynomial order used to map the bias ^
Model Order
RMSE Goodness of Fit
3rd Qj-Jer Polynomial
1.176
0.891
^th
Polynomial
1.096
0.901
Persistence Model

4.166

^ Based on 168 hourly data points 16*^ -

-0.415
December 2013

the actual and the predicted values are outlined [158]; The error ought to be a
random variable with a mean of zero and the residuals should be uncorrelated in
that they must adopt a random pattern. Fig. 4.11 shows a scatter plot of the
residual errors. This show that errors from the 24 KFB model are indeed arbitrary
for day-ahead predictions of ambient air temperature and agree fundamentally with
the underlying assumptions made.

Figure 4.11: Scatter plot of 24 KFB residuals for day ahead forecast of ambient air
temperature 16^^ to 22^^ Dec T3 - consistent with random error.

4.3.2

Solar Irradiance Prediction

The principal characteristics of the periodic solar irradiance cycles are captured by
the ECMWF NWP grid model which are then processed by the 24 Kalman Filter
Bank. Fig. 4.12 illustrates the predicted solar irradiance Yt for the period running
from the 16^* - 22”^ December 2013, that were derived from a novel 24 Kalman Filter
Bank which iteratively improves the coefficient matrix Xt of a 3^^ and 4^^ order
polynomial bias model, designated by the red and green lines respectively. For solar
forecasts, evaluation was restricted to daylight hours because forecasting irradiance
at night is non essential. These have been plotted against the actual recorded solar
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irradiance data Yt, 63 average hourly irradiance data points representing the hours
09:00 - 18:00 over a 7-day period, portrayed in blue in Fig. 4.12. Prior to this, 54
hourly data points representing 09:00 - 18:00 over a 6-day period was used to train
in the 24 KFB. To ensure that the appropriate low order polynomial was selected
to eliminate any systematic errors, the above simulation trials were repeated with
the order of the model polynomial varied between a 3^^ and a
to evaluate the
best Kalman Filter forecasting capability for this data set. A 3’’'^ order model was
found to yield the best Kalman Filter prediction tracking to the measured data Zf.

Figure 4.12: Actual v Predicted Irradiance at CIT for the 16^^ - 22*^^ Dec T3
Fig. 4.13 and Fig. 4.14 detail 3D plots of the actual and predicted solar irradiance
at CIT for the duration 16^^^ - 22^^^ December T3. These plots show that a Kalman
Filter with a 3'’'^ order polynomial adequately displays the primary features of the
predominant solar irradiance characteristics.
The 3D error profile shown in Fig. 4.15 illustrates the discrepancy between the
predicted and measured solar irradiance results in Fig. 4.13 and Fig. 4.14. This solar
irradiance plot indicates that error is bounded, worst case as peak point outliers,
within the margins of -|-/-60Wm“^ for a few small zones of the plot.
Overall the Kalman Filter solar irradiance prediction tracking capability is very
accurate as evidenced by the results returned from statistical hypothesis testing.
Table 4.3 details the statistical analysis performed for the null hypothesis Hq'. that
“the absolute error between the actual and predicted solar irradiance < 10Wm~^”
[Ho'. I Actual - Predicted Solar irradiance | < 10Wm“^] against an alternative hy132
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Figure 4.13: 3D Plot of Actual Measured Irradiaiice (Z^) for 16^^* - 22”“^ Dec ’13
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Figure 4.14: 3D Plot of Predicted Irradiance (Ct-Xt) for 16^^ - 22^^^ Dec ’13
pothesis Hi: that “the absolute error is > 10Win“^” [Hi: |Actual - Predicted Solar
irradiance I > 10Wm“^] for the test statistic “median absolute solar irradiance error”.
It was found that the 3”^ and

order polynomial models both yield p-values >

0.05. Thus, one would fail to reject the null hypothesis, i.e. no statistical differ
ence existed between the actual measured and the predicted solar irradiance values.
Table 4.3 shows that the 3’’^^ order polynomial exhibits a marginally higher median
error of 9.983Wm“^ than that of 8.506Wm“^ for the 4*^ order model. In addition,
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Figure 4.15: 3D Plot of Solar Irradiaiice Error for 16*^ - 22^^ Dec ’13
the 4^^ order model has a much tighter 95% confidence median absolute error band
of 5.21 to 13.24Wm“^. However, Table 4.4 shows that although the 3^^^ and 4^^* order
polynomials have a similar goodiu'ss of lit over the range of G3 data points, 0.93 and
0.92 respectively, it is the 3’'*^ order model that derives the lowest RAISE value. This
analysis indicates that there is a higher degree of confidence in using the 3’’^ order
polynomial.
Again, for the purposes of benchmarking, the results of the 24 KFB solar irradaince model were contrasted against those of a simple persistence excitation
model. Fig. 4.16 shows a the actual recorded irradiance values at CIT plotted
against day-ahead irradiance predictions using the persistence model. Statistical
results for same are detailed in Tables 4.3 and 4.4 respectively.
Table 4.3: Statistical analysis
Model Order
3rd
Polynomial
^th
Polynomial
Persistence Model

of model order used to estimate irradiance bias ^
p-value Median Error (Win
95% Error Cl
0.510
0.861
<0.05

9.983^
8.506'
33.51

6.05 to 14.85^
5.21 to 13.24^
21 to 51.52

^ Median irradiance used as data was not normally distributed
^ Wilcoxon Rank test used as data was not normally distributed
^ Only solar irradiance values between 09:00 - 18:00 were used for statistical evaluation
hours with zero irradiance values were ignore

134

Actual

V

Predicted Irradiance at CIT

Figure 4.16: Actual v Predicted Irradiance from Day-ahead Persistence Model for
^Qth
22”^ Dec ’13
Table 4.4: Statistical analysis of polynomial order used to map the bias ^
Model Order
RMSE Goodness of Fit
3^*^ Order Polynomial
4</i
Polynomial

19.9

0.933

26.3

0.915

Persistence Model

61.9

0.30

^ Only solar irradiance values between 09:00 - 18:00 were used for sta
tistical evaluation - hours with zero irradiance values were ignored

4.3.3

Economical Analysis

This section details an economical analysis of the predictive performance of the
ambient air temperature and solar irradiance forecast derived from the NWP grid
model, the 24 KFB model and the Persistence model against the corresponding
values recorded at CIT between the 16*^ and 22”^ December 2013.
The forecast for both the day-ahead ambient air temperature and solar irradiance
derived from each model, as well as the actual ambient air temperature and solar
irradiance, were applied to (4.1) in order to determine values for the expected and
actual solar power output respectively from the 12kW pv array. The predictive
performance of the models were again analysed from the point of view of a utility
operator employing these forecasts to commit to a supply/demand schedule for a
day-ahead requirement over a seven day period. The day-ahead €/kWh used and
the penalty criteria applied is as per that outlined in section 3.7.
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Table 4.5: Economical analysis of day-ahead unit commitment ^
Penalty Cost to Utility
Model
€2.18
NWP Model
€2.28
Persistence Model
€1.12
24 KFB Model
^ Based on 168 hourly data points 16^^ - 22^^'^ for a 12kWp array

For the first case, the raw data from the YR.NO and ECMWF NWP grid models,
expressing the predictions for the ambient air temperature and solar irradiance at
Cork Airport, which were used to derive the power output from the pv array at
CIT for the ensuing 24-hour period. Errors in the day-ahead predictions resulted in
a cost of €2.18 to the utility over the seven-day period. In the next instance, the
24 KFB model was used as a post-processing mechanism in order to extract more
accurate “sub-grid” values of the power out put from the solar array. This culminated
in a cost of €1.12 to the energy supplier for the same period - a saving in excess
of 50% on the NWP grid model basic output. Finally the persistence model, used
to benchmark the 24 KFB method, was tested. It amassed a cost of €2.28 to the
utility operator - a 4% increase on the unprocessed NWP grid model data. These
results have been summarised in Table 4.5.
As the temperature was seldom in double hgures and the solar irradiance failed
to reach in excess of 250Wni“^ for the seven-day test period, the cost-effectiveness
of employing a forecast algorithm seems rather insignificant. However, the potential
savings for a utility operator managing a larger array or operating in more moderate
climate conditions can be clearly seen.
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4.4

Conclusions

This chapter has examined the accuracy of a novel KFB method in generating a 24hour look ahead schedule of the expected solar PV power output in order to promote
the reliable contribution from a solar PV array to the overall energy requirements.
This also enables utility operators to commit with confidence the scheduling of
the installed solar power capacity as well as enhancing the contribution from nondispatchable energy sources within the national grid and micro-grid schemes.
This was achieved by utilising the novel 24 Kalman Filter Bank to determine
predictions, for a 24-hour step ahead time horizon, for solar irradiance and ambi
ent air temperature though the post-processing of existing NWP grid models. This
innovative approach used a unique filter employing a bank of 24 Kalman Filters
to rehne the coefhcients of a 3^^ and 4^^ order bias polynomial model in order to
accurately obtain the predicted solar irradiance and ambient air temperature for a
specified "sub-grid” location. The Kalman Filter estimation strategy critically de
pended on the solar irradiance and ambient air temperature bias polynomial model
orders chosen, as well as the time averaging window size employed in the determi
nation of the system model and measurement covariances, Qt and Rt respectively,
for prediction accuracy and consistent model tracking. Since the performance of the
Kalman Filter is closely linked to the accuracy of the parameters: Vf, Qt and 7?^,
it is necessary to est imate these variables for a particular problem carefully. This is
explained by [136] in greater detail.
This chapter determined the appropriate order polynomial as a 3”^ order to ac
curately map the offset between the average hourly irradiance predictions from the
ECMWF NWP grid model output for Cork Airport and CIT. Furthermore, the ap
propriate order polynomial was determined to be a 4^^ order to accurately map the
offset between the average hourly temperature predictions from the YR.NO NWP
grid model output for Cork Airport and CIT. Hypothesis testing, augmented by
statistical analysis which summarised in Tables 4.1 to 4.4, clearly show that the ir
radiance and temperature model choice along with Kalman Filter operation provide
very accurate prediction results. This statistical analysis validates and enhances
model confidence along with the smoothing window choice for covariance estimation
in the Kalman Filter design.
The results obtained in Table 4.1 demonstrate the accuracy of this method
against a persistence model as a 24-hour step ahead solar irradiance and tempera
ture predictor and its enhanced performance over other alternative proposals [159]
[10] published elsewhere for both adverse and moderate weather conditions. In
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[159], Perex conducted a comparison of NWP grid model solar irradiance forecasts
in the US, Canada and Europe and noted a considerable spread in RMSE ranging
from 32% to 47% for all NWP models. The augmented non-linear KFB24 irradiance
model established in this thesis resulted in an RMSE of 19.9%.
Table 1. Maximum temperatures

Mean Error (ME)
Absolute Mean Error (AME)
Standard Deviation of Error
Standard Deviation of Abs Error
Root Mean Square Error
Possibility of successful forecast
Score Skill

ATHENS
Skiron
Kalman

THESSALONIKI
Skiron
Kalman

HERAKLION
Skiron
Kalman

4.489
4.499
1.697
1.669
4.632
0.048

5.271
5.271
1.718
1.718
5.350
0.034

2.077
2.200
1.504
1.317
2.483
0.483

-0.106
1.169
1.590
1.084
1.538
0.719
0.740

-0.067
1.345
1.747
1.118
1.688
0.678
0.745

-0.086
1.116
1.544
1.070
1.498
0.793
0.493

Tabic 2. Minimum temperatures

Mean Error (MEi)
Absolute Mean Error (AME)
Standard Deviation of Eirror
Standard Deviation of Abs Error
Root Mean Square Error
Possibility of successful forecast
Score Skill

ATHENS
Skiron
Kalman

THESSALONIKI
Skiron
Kalman

2.333
2.511
1.753
1.487
2.817
0.370

-0.635
1.677
2.499
1.959
2.497
0.614

-0.011
1.370
1.728
1.052
1.668
0.705
0.454

0.047
1.598
2.550
1.988
2.470
0.641

HERAKLION
Skiron
Kalman
0.740
1.687
2.055
1.388
2.108
0.623

0.047

-0.176
1.606
1.945
1.112
1.885
0.610
0.048

Figure 4.17: Results from publication by Galanis et al. [10]
Fig. 4.17 above shows an excerpt from a publication by Galanis et al. [10] who
adopted a non-linear Kalman Filter post-processing approach utilising the classical
one dimensional Kalman Filter to correct near surface temperature forecasts for
three locations in Greece, namely Athens, Thessaloniki and Heraklion, from an
NWP grid model. The RMSE values observed by Galanis et al. for all locations,
as tabulated in Fig. 4.17, at best have an RMSE greater by comparison than that
calculated in Table 4.2 for the KFB24 methodology.
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Chapter 5
Model of Electrical Load Demand
Electrical load demand forecasting represents one of the main tasks in the planning
and production of electrical energy. It provides the corner stone for electric power
utility companies to the coordination of generator scheduling and network operation
as it dictates the required resources and levels at which to operate the electricity
power plant. Any commercial electric power coni])any has to meet several strategic
objectives. One of these objectives is to provide end users with safe and stable elec
tricity. Therefore, generating electric power load forecasting is a vital process in the
planning of the electricity industry wit h the usage of electric power system resources
to meet market demands to guarantee a quality of service (QOS) to consumers.
Furthermore, nnder-estiniating the electrical load demand frequently results in
expensive supplementary shortfall purchases from the market place that can even
tually lead to a severe penalty costs for a utility company, whilst over-prediction of
the load demand can result in the unnecessary start-up of generation units and an
increase in unused reserve power, which, in turn, increases operating costs. Bunn
and Farmer pointed out that a 1% increase in forecasting error implied (in 1984) a
£10 million increase in operating costs per year for one electric utility in the United
Kingdom [160]. Thus, accurate forecasting of electrical load demand can lead to
substantial savings in operating and maintenance costs, efficient usage of genera
tion resources, economic scheduling of generating capacity, increased reliability of
power supply and delivery system, and correct decisions for future planning and
development [161].
Many authors, [162][163][161], have attempted to derive forecasts of electrical
load demand through determination of the interrelationships between weather vari
ables and electric load usage and requirements or from observations of the impact
of weather on the consumption of electricity by different customer classes. Elec-
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trical load demand has complex and non-linear relationships with several factors
such as climatic conditions, seasonal factors, past usage patterns, the day of the
week and the time of the day [163]. Given the ability and the effectiveness of the
24 Kalman Filter Bank in tracking underlying cyclical and diurnal patterns within
a short time frame, in order to compute accurate day-ahead predictions of wind
and solar PV array power output, the novelty of expanding its application to derive
accurate day-ahead predictions of electrical load demand is explored in this chapter.

5.1

Introduction

It has been shown in previous chapters that, through accurate computation of wind
speed, solar irradiance and temperature, this novel 24 Kalman Filter Bank {KFB24)
predictor corrector estimator can determine accurate day-ahead predictions for wind
turbine and solar PV array power output. However, the motivation pertaining to
strategic forecasting in evaluating and optimising the expected power output from
non-distributed energy sources, is largely done in order to address the apportioning
of power output from renewable energy origins to satisfy a particular electrical load
demand schedule so as to minimise oi)erating costs and CO2 emissions. Hence, in
order to ensure that optimisation algorithms conform to constraints in a reasonable
and sensible manner in the determination of renewable energy dispatch and the
energy exchange with battery storage resources, accurate predictions of the expected
electrical load demand is a necessary requirement.
By adoi)ting the KFB24 methodology, already developed for wind speed and solar
Irradiance prediction [14] [164], this chapter focuses on the novel progression and
advancement of the KFB for estimation of the mean hourly electrical load demand
of a section of the campus buildings at CIT over a 24-hour day-ahead period. It was
found that a 168 Kalman Filter Bank (KFBies) performed better than the KFB24 in
adequately capturing and tracking the actual weekly electrical load demand pattern
over a 7-day period from the 23^^ to 29^^ September 2015.

5.2

Overview of the Electrical Load Demand Model

The initial model employed here is based on a KFB24 for day-ahead load forecasting,
as per Fig. 5.1 below, which follows the methodology employed in previous chapters
to compute the expected wind and PV power output for the ensuing 24-hour period.
Here the KFB24, again employing equations 3.6 to 3.10, performs in an sequential
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iterative niaririer to determine a schedule of the predicted electrical load demand for
the next day-ahead. A seven-day training period was used before KFB predictions
for statistical analysis of performance, were recorded.
In order to begin the process an initial estimate of the state vector Xt\t^ rep
resenting the estimated electrical load demand in this case, is required. Here KFi
processes the predicted electrical load for 00:00 - 01:00, KF2 for 01:00 - 02:00, up to
KF24 w^hich filters the predicted electrical load for 23:00 - 24:00 based on the previous
3 days actual measurement data at time step t for the purpose of covariance matrix
estimation. The reasoning for this 24-hour approach is that the forward looking
day-ahead energy markets time horizon is currently based on 24 hours and utility
companies commit to a supply/demand schedule for that day-ahead requirement.
Thus, rather than operating individually, all KF„ n G [1,24] within the bank move
together in synchronism, e.g. commencing at 24:00 on the 22^^^^ September T5 to
realise a 24-hour ahead electrical load schedule for the 23’’^ September T5.
24 KFB (KFB1.24)
24 Hr. Ahead Electrical Load
Input; "Initial" Estimate

X,|,of Electrical Load
Demand at CIT
i

Schedule for CIT

KFB„

^
KFB 01:00 - 02:00
KFB 02:00 - 03:00

Estimated
Electrical Load
for the next 24
hours

Actual "Electrical Load"
measurement for each

KFB 23:00 - 24:00

hour Zf

c
Figure 5.1: Schematic of KFBn n G [1,24] Load Prediction Model
It was found that the Kalman Filter preforms poorly when the actual future
electrical load required shows large variations wTen compared with that for the
days previously as the predictor corrector estimator relies on a 3 point moving
averager for covariance estimation. Thus, an extended 168 Kalman tracking Filter
Bank over a 7-day period, which is day independent, was used for the entrainment
to the engrained weekly periodic load variation and in order to obtain the necessary
tracking accuracy of prediction of the electrical load demand. Two case studies
are investigated using a KFB24 and a KFBigg configuration in order to show the
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accuracy of the novel Kalman Filter Bank method at predicting and tracking the
electrical load which exhibits a stochastic diurnal load profile.

5.2.1

24 KFB & 168 KFB Case Studies with Analyses of
Results

CASE STUDY 1: This focused on the ability of the KFB24 to make accurate dayahead predictions of the measured electrical load demand of a selection of classrooms
on the college campus at CIT over a 7-day period from the 23’'^ to 29^^ September
2015. The metered load demand represents that observed for an area of the college
comprising a computer lab, classroom, conference room and a small open plan re
search area. The electrical load jnofile of the recorded data, shown in blue in Fig.
5.2, varied significantly for the weekend period relative to that of the standard work
ing week. This is rei)resentative of the typical load demand profile commonplace for
many electrical utility end users such as colleges and businesses. Colleges largely
operate with similar electrical load profiles from Monday to Thursday. The Friday
work pattern generally sees higher morning classroom occupancy with a steep elec
trical load shed in the afternoon with classes concluding earlier than the preceding
days or people engaging in a shorter working day than usual leading into the week
end. As the college is on reduced occu])ancy for the weekend period the electrical
load drops off significantly until the following Monday.

Figure 5.2: Plot of Actual v Predicted Electrical Load Demand 23’’^ - 29^^ Sept T5
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Fig. 5.2 shows in red tiiat tlie capability of the KFB24 to predict and forecast
with reasonable accuracy, in order to reflect the actual measured load demand for
that day, has deteriorated substantially for Saturday 26^^ and Sunday 27*^. This is
due to the fact that the expected load profile for Saturday is significantly different
from that of the five week days preceding it. In addition to this, the load profile
for Friday also difi'ers considerably from the previous days as it reflects early morn
ing increased loads due to extra class occupancy and laboratory usage. However,
the forecast estimates for Friday have been protected from deviating substantially
because of the balancing action of the covariance estimates which are based on the
three previous normal working days.
CASE STUDY II: This focused on 7-day hourly predictions using an extended
KFBifjs to improve the forecasting performance when the electrical load demand
profile of the building adopts a weekly cyclical pattern accommodating a sequential
diurnal day/date dependent load schedule, as shown in blue in Fig. 5.3.

Figure 5.3: Plot of Actual v Predicted Electrical Load Demand 23’'^ - 29^^ Sept T5
Again, in order to begin the process, an initial forecast estimate of the state
vector Xt\t: representing the estimated electrical load demand, is required. However,
in this case KFi processes the predicted electrical load for 00:00 - 01:00 on a Monday,
KF2 for 01:00 - 02:00 on a Monday up to KFies which hlters the predicted electrical
load for 23:00 - 24:00 on a Sunday based on the previous 3 weeks actual measurement
hourly data at that particular time step t. This is necessary for the purpose of
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co\miance matrix estimation to ensure better adaptive tracking of the KF estimator.
Rather than operating individually, the 168 Kalman Filters move in synchronism,
for example commencing at 24:00 on the 22^^^ September ’15 to realise a 168 hour
ahead electrical load schedule for the 23’’^ to 29^^ September ’15. In order to ensure
a reasonable comparison of the KFB’s in case studies 1 and II, a six week training
period, as per Table 5.1, is used to train each filter for accurate installation of the
filter tracking parameters before predictions are recorded for statistical analysis of
the KFBi68 forecasting performance. Thus each filter, KTy to KFies? fias had at least
six pilot runs to tune the system gain K and error matrix P along with accurate
determination of the system and measurement covariances, Qt and Rt respectively,
for proper tracking of actual weekend load data.
From the results in Table 5.1 it is shown that, once the training period of 6
weeks for the system and measurement covariances within the KF algorithm has
been fulfilled, the caj)acity of the KFBigs to accurately forecast the true electrical
load demand vastly improves. It is shown that with each passing week, as the covariances within each element of the KFBkj^ is further conditioned from the actual
recorded electrical load data, the KFB158 methodology can deliver stable and ac
curate })redictions of the electrical load demand profile for end users with a weekly
periodic cycle accommodating a sequential diurnal day/date dependent electrical
load pattern.
Tal)le 5.1: Statistical error analysis of the 168 Kalman Filter Bank^
Week
Date
Mean
Stand.
Variance RMSE
Predicted
Error Deviation
12t/i _ igt/i Aug\ -0.024
Training Week 1
0.976
0.46
0.973
Training Week 2
0.894
19^^ - 25^^ Aug. -0.216
0.917
0.46
2Qth
_
Qpt
Training WTek 3
1.062
0.039
0.46
1.060
02nd
.
Qgt/i
gep^
-0.034
Training Week 4
0.890
0.46
0.888
09t/i _ i^th ggpp
Training Week 5
0.037
0.939
0.46
0.937
2Qth _ 22^d ggpp -0.036
Training W’eek 6
0.988
0.46
0.985
23rd
29^^
Sept.
Prediction Week
0.211
0.011
0.460
0.458
^ Based

011

prediction of 168 hourly data points for each week

Pdg. 5.4 and 5.5 display a 3D plot of the error generated from forecasting the
electrical load demand, when compared to the measured data, for a 24-hour look
ahead time horizon, over a 7-day period from the 23’’'^ - 29*^ September 2015, using
a KFB24 and a KFBi^g respectively. The KFB24 arrangement has maximum and
minimum inaccuracy’s ranging from 12.67 to -11.08kW. However, as can be observed
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from the colour bar legend of Fig. 5.4, which displays the colour intensity level of
the error, these worse case errors represent weekend KFB24 prediction anomalies due
to covariance matrix inadequacies in load tracking even though the algorithm has
a modest mean error of -0.423kW and an RAISE of 3.96 (?^4%). This performance
pales however when compared to that of the KFBies arrangement, which delivered
a much reduced mean error of 0.01 IkW and a RAISE value of 0.458 (~0.5%)), when
deriving predictions for day-ahead electrical load demand over the 7-day period with
maximum and minimum errors ranging from 1.12kW to -1.37kW - as shown in Fig.
5.5.
24 KFB Predictor

I

”10

•0

-6

-10

Figure 5.4: Case I KFB24 - Error in Forecast of Day-Ahead Electrical Load Demand
for 23^^ to 29^^ Sept T5
The KFB168 arrangement is far superior when compared to the KFB24 for elec
trical load demand prediction capability, as supported by the results returned from
statistical hypothesis testing. Table 5.2 summarises the statistical analysis per
formed and hypothesis testing for the null hypothesis Ho'- that “the absolute error
between the actual and predicted electrical load demand is < O.lkW” [Ho'. |Actual
- Predicted Electrical Load Deniand| < O.lkW] as against an alternative hypothesis
Hi', that “the absolute error is > O.lkW” [Hi'. |Actual - Predicted Electrical Load
Demand| > O.lkW]. Where the test statistic employed is “absolute median electrical
load demand error”, it was found that the KFB24 yielded a p-value < 0.05 while
the KFB168 arrangement procured a p-value of 1.00, which is greater than 0.05.
Thus, in relation to the KFB24 approach, one would reject the null hypothesis, i.e.
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168 KFB Predictor

•0.5

b.o

0.6

'•-

Figure 5.5: Case II KFr3i(j8 - Error in Forecast of Day-Ahead Electrical Load Demand
for 23^^ to 29^'^ Sept ’15
that a statistical difference does indeed exist between the actual measured and the
predict('d electrical load demand values and that Ho holds true. However, when the
KFBi58 is examined, one fails to reject the null hypothesis, i.e. no statistical differ
ence of signihcance exists between the actual measured and the predicted electrical
load demand values.
Table 5.2: Statistical error analysis of Kalman Filter Bank arrangement ^
24 KFB
KFB Model Arrangement
168 KFB
Mean Error“
-0.423
0.011
0.164
Median Relative Error^
0.036
RMSE
3.96
0.458
Goodness of Fit
0.673
0.996
95% Rel. Error Confidence Interval
0.122 to 0.206 0.032 to 0.042
p-value
< 0.05
1.0
' Based on prediction of 168 hourly data points 23^^^ September 2015
^ Median also shown as data was not normally distributed
^ Wilcoxon Test used as data was not normally distributed

Additionally, Table 5.2 shows that the KFBigs exhibits a reduced mean error of
0.01 IkW and a median relative error of 0.036A:1F when compared to -0.423kW and
0.164kW respectively for the KFB24 arrangement. The positive median relative error
values indicate that on average both models tend to underestimate the actual electri-
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cal load demand. While also demonstrating a superior goodness of fit, the KFBieg
method for predicting day-ahead electrical load, achieves a median relative error
95% conhdeiice interval of [-0.032 to 0.042], which compares favourably to existing
literature [163] where a relative error conhdeiice interval of [-0.03 to 0.03] indicates
a well-satished load forecast capability.

Niu et al.

[163] investigated day-ahead

power load forecasting using support vector machine and ant colony optimisation
and achieved an RMSE value of 1.50 with a relative error conhdence interval pri
marily of [-0.025 to 0.025]. His work on Artihcial Neural Network (ANN) day-ahead
models derive the relative errors which are more hiictiiating, some of them are very
small (e.g. close to 0%) but others are very big - greater than 4%.

5.2.2

168 KFB & Persistence Model Case Study and Results

111 his paper, Veit et al. [165] benchmark state-of-the-art methods for forecasting
electrical load demand at household level across different time scales. Considering
forecast horizons ranging between 15 minutes and 24 hours, Veit et al. investigated a
number of forecasting methods including ARIMA, neural networks, and exponential
smoothening using several strategies for training data selection, in particular day
type and sliding window based strategies. They showed that, without further rehnement of advanced methods such as ARIMA and neural networks, the persistence
model forecasts are hard to beat in most situations [165].
Consequently, for the purpose of benchmarking the novel 168 KFB forecasting
methodology developed, a simple corresponding persistence model was investigated.
That is, using the same data set as that which was used for the 168 KFB electrical
load forecast model, the day-ahead predictive performance of the persistence model
was analysed against the actual recorded data over the seven-day period from the
23^'^ to the 29^^ September 2015 - as per Fig. 5.6.
Using the null hypothesis as per section 5.2.1, Table 5.3 summarises the hypoth
esis testing and statistical analysis performed. It was found that the persistence
model too yielded a p-value of 1.00, which is greater than 0.05. Thus, in both
cases, one would reject the null hypothesis, i.e. no significant statistical difference
exists between the actual measured and the predicted electrical load demand values.
However, the

KFBiqs

model exhibits a reduced median relative error of 0.002A;IT in

comparison to ~ -0.013/cIT for the persistence model. The negative median relative
error value indicates that, on average, the persistence model tends to overestimate
the actual electrical load demand. While also demonstrating a superior goodness of
fit, the KFBi(38 method also achieves a tighter median relative error 95% confidence
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Figure 5.6: Actual v Day-Ahead KFBu^g model and Persistence Model for Electrical
Load Demand 23’^'^ to 29^^^ Sept ’15
interv^al (Cl) for predicting the day-ahead electrical load demand.
Table 5.3: Statistical error analysis of Kalman Filter Bank arrangement ^
Model Used
KFBk^s
Persistence Model
Median Relative Error^
0.036
0.181
RMSE
0.458
5.31
Goodness of Fit
0.996
0.473
95% Rel. Error CT^
0.032 to 0.042
0.139 to 0.217
p-value
1.0
1.0
^ Based on jn-ediction of 168 hourly data points 23^^^ September 2015
^ Median used as data was not normally distributed
^ Wilcoxon Test used as data was not normally distributed

As there is strong weekly periodicity inherent within the electrical load demand
for the college, an augmented persistence model will also be used to give further
credence to the benchmarking model. Here, rather than using the daily electrical
load demand profile prior to forecast for each individual day, the electrical load
demand of the week prior will be used to predict the electrical load demand for
the week ensuing. That is, using the week running from the 16^^ - 22^^ September
to forecast for the period running from the 23^*^ - 29^^ September. This will more
adequately capture and reflect the significant weekend load shed with respect to the
that during the week Monday to Friday.
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Figure 5.7: Actual v Augmented Persistence Model for Electrical Load Demand 23^^
to 29^^ Sept ’15
tdg. 5.7 shows a plot of the actual electrical load demand for the week of the
23’’"’^ to 29^'^ Sept ’15 plotted against a the predicted results from an augmented
persistence model. An statistical analysis of the plot is detailed in Table 5.4 and
shows that the

although marginal in comparison to the simple persistence

model, out performs the augmented persistence model with the models achieving an
RMSE of 0.458 and 0.846 respectively.
Table 5.4: Further statistical error analysis of Kalman Filter Bank arrangement ^
Model Used
Augmented Persistence Model
KFBiqs
Median Relative Error^
0.036
0.071
RMSE
0.458
0.846
Goodness of Fit
0.996
0.987
95% Rel. Error CF
0.032 to 0.042
-0.026 to 0.008
p-value
1.0
1.0
^ Based on prediction of 168 hourly data points 23’’^ - 29^^ September 2015
^ Median used as data was not normally distributed
^ Wilcoxon Test used as data was not normally distributed

5.2.3

Discussion on 168 KFB Model

In the analysis of fitted time series regression models, which investigate the rela
tionship between actual and predicted values, underlying assumptions are made in
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relation to the residual error. The error is assumed to be a random variable with
a zero mean value and the residual errors are noise-like and uncorrelated in that
they must adopt a random pattern. Should the residuals not conform to these as
sumptions, this would suggest that the model has not accounted for one or more
key characteristics to adequately represent the actual measured data. Fig. 5.8 and
5.9 show conclusively that the KFBigg model for the prediction of day-ahead electri
cal load demand agrees with the underlying assumptions made and that prediction
errors exhibit the characteristics of a zero mean Gaussian white-noise error.
Histogram of Error in Day Ahead Forecast of Elecetricai Load Demand
Normal

Figure 5.8: Error Distribution for Day-Ahead Electrical Demand Forecast 23'"'^ to
29*^ Sept T5 employing the KFBigs approach

Figure 5.9: Scatter plot of the KFBkjs residuals - which shows a degree of consistency
with random errors.
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5.2.4

Conclusions

To achieve a reliable operation of the electricity distribution system, supply and
load have to be balanced within a tight tolerance in real time. Load forecasting has
therefore been a major issue in power systems operations [166]. The scheduling of
electric generators, in terms of kWh unit commitment, spinning reserve, economic
generator dispatch, automatic generation control, reliability analysis, maintenance
scheduling and energy commercialisation, all depend on the future behaviour of the
electrical load demand. Thus, models which facilitate the accurate forecasting of the
electric power demand promote an increased economic return for utility operators
and also cater for the intensifying of solar and wind energy contributions to the
national grid in servicing peak demand loads.
It was found that, when the KFB24 model was employed to forecast the dayahead electrical load, it performed inadequately when the actual future electrical
load requirements differed significantly from the previous days of operation. This is
due to of the reliance of the KF predictor corrector estimator on a 3 point moving
averager in the determination of the covariance noise estimates over a three-day
time span for its forecasts. Thus, it can be concluded that the strength of the
KFB24 approach can be best exploited in buildings with daily load demands that
are similar. As the inherent properties of the KF enable it to augment the accuracy
and precision of predictions from the tracking of moderate diurnal, seasonal and
})eriodic changes - the architecture of the Kalman Filter Bank was expanded to
cater for weekly and mont hly load variations.
Statistical analysis and hypothesis testing of the error, in prediction estimates
of the electrical load demand, which are detailed in section 5.2.1 and summarised
in Tables 5.1 and 5.2, showed that expanding the KFB24 to a KFBies delivered
more accurate predictions for weekly dependent load variations. The KFBieg out
performed the KFB24 in terms of prediction accuracy as the electrical load demand
adopted a weekly cyclical pattern rather than that of a diurnal nature.
Table 5.3, in Section 5.2.2, shows that the KFBigg model also derives more accu
rate day-ahead predictions of the electrical load demand than the persistence model
- which is said to surpass ARIMA and neural network models in most cases [165].
An additional test against an augmented persistence model, that better captured
the significant weekend variation, was also carried out. Although by a reduced mar
gin, the KFB168 model was shown in Table 5.4 to deliver more accurate prediction
results for the electrical load demand.
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5.3

Generalising the KFB methodology

This chapter expands on the KFB24 methodology developed in earlier chapters for
the purpose of delivering a sequential day-ahead schedule of the anticipated wind and
solar power output. It employs the developed KFB24 architecture and also defines
a novel KFB strategy consisting of 168 (7 x 24) hourly Kalman Filter estimators,
KP^Bi_i68, to both model and predict the expected weekly electrical load demand
profile of a campus based //Grid. An expanded KFBigg was shown to perform with
greater accuracy than a KFB24 when the building load adopted a weekly cyclical pat
tern accommodating a sequential diurnal day/date dependent load schedule. Thus
it is shown that, from consideration of the size (n) of the KFB architecture, KFB„,
the accuracy of the predictive performance of the KFB estimation algorithm can be
greatly increased with due attention to the embedded temporal cyclicity and step
size resolution re/juired for the ])henoniena concerned. This consideration admits to
the generalisation of the KFB methodology and its capacity to operate accurately
across a number of disciples that have an innate periodicity for a range of time-series
prediction time horizons. This section presents the mathematical reasoning in siz
ing the appropriate value n of the KFB„ predictor/corrector to accurately prexlict
the anticipated schedule for a range of time dependent parameters in supposedly
“stochastic” phenomena that have inherent embedded cyclical patterns.
Auto-correlation, also known as serial correlation or cross-auto-correlation, refers
to the correlation of a time series with its own past and future values at different
instances in time [167]. The auto-correlation is a measure of the similarity between
observations as a function of the time delay between them. It can be used as a
mathematical tool for detecting the presence of any repeating patterns or periodic
ities within a signal that can be obscured by noise. The auto-correlation function
measures the correlation of a signal x(t) with a shifted version of itself by some time
lag T over an interval time T;
C{r]

-ri: x{i)x(t + T)dt

(5.1:

Fruuhodwlrq et al [167] state that auto-correlation can be exploited for predic
tions: an auto-correlated time series is predictable, probabilistically, because future
values depend on current and past values. However, as shown below in this section,
the auto-correlation function - as per (5.1), can be used to analyse various time series
data to determine the existence of underlying periodicities. From the determination
of the time lag necessary in order to repeat itself, the auto-correlation can be used to
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determine a suitable size for the filter registry within KFB architecture. Using this
DSP tool, a number of case studies are investigated below to show the mathematical
rationale behind the effectiveness of the KFB24 and KFBigg in tracking wind speed,
solar irradiance, ambient air temperature and electrical load demand respectively.

5.3.1

KFB24 Case Study

Babazadeh et al [27] and Petersen et al [168] state that although wind speed is
stochastic, it is expected that the wind blows faster in early morning/late at night
and slower during noon, and that the diurnal distribution of wind speed is fitted
well by a sinusoidal wave form. In [14] a KFB24 was successfully deployed by Lynch
et al to predict the hourly wind speed for a 24-hour ahead time horizon over several
days in December 2013. Here, an auto-correlation of the hourly average of the actual
wind speed recorded over the same 21-day period in December 2013 was performed
to investigate if an inherent diurnal periodicity existed. It can be ascertained from
an examination of Fig. 5.10, that an auto-correlation of the wind speed data set
exhibited underlying fundamental harmonics corresponding to periodicities of 1 and
3 days respectively. This demonstrates, that the KP^B24 archil,ecture is the most
appropriate conhguration for phenomena with characteristics of an underlying daily
periodicity. To further conhrm these frequencies, an 8*^ term Fourier series was
htted to the data as per (5.2) and (5.3). This was then plotted against the actual
measured wind speed - illustrated in Fig. 5.11.

Figure 5.10: Auto-correlation of wind data Dec. 2013
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Figure 5.11: 8 Term Fourier series of wind data Dec. 2013
It was established that the 3^^ and 8^^ term harmonics, of an eight term htted
Fourier series, tracked embedded periodicities coinciding with that for 1 and 3 day
patterns.
The values of the 3’’“and 8^” harmonics returned were:
0.014 cycles / hour
0.333 cycles/day
~ 1 cycle / 3 days
0.037 cycles / hour
0.89 cycles/day
~ 1 cycle / day
In [164] [169] the authors also used the KFB24 to predict the average hourly
solar irradiance and ambient air temperature for a day-ahead in order to derive the
solar PV array power output for a 24 hour-ahead time horizon. Applying a Fourier
series to the actual solar irradiance and ambient air temperature data recorded
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from the 10^^ to 22"'^ December 2013, illustrated in Figures 5.12 and 5.13 below,
showed that these phenomena too followed a diurnal pattern. This demonstrates
that the KFB24 architecture is the most appropriate conhguration for phenomena
with characteristics of an underlying daily periodicity.

Figure 5.12: 8 Term Fourier series of temperature data Dec. 2013

Figure 5.13: 8 Term Fourier series of irradiance data Dec. 2013

5.3.2

KFB168 Case Study

In [170] it was found that, when the KFB24 was used to model and predict the
day-ahead electrical load demand for a section of a college campus it performed in155

adequately when the actual future electrical load requirements differed significantly
from the previous days of operation. This is representative of the typical load de
mand prohle commonplace for many electrical utility end users such as colleges and
businesses as already mention in chapter 5.
Expanding the KFB24 to a KFBies delivered more accurate predictions for weekly
dependent load variations. The KFBieg outperformed the KFB24 in terms of predic
tion accuracy as the electrical load demand adopted a weekly cyclical pattern rather
than that of a diurnal nature. Here, an auto-correlation of the hourly average of the
actual electrical load demand recorded for a 21-day period in September 2015 was
performed to investigate if an inherent diurnal and weekly periodicity existed.
From Fig. 5.14, it can be observed that an auto-correlation of the electrical
load demand data exhibited inherent daily and weekly periodicities for 1 and 7 days
respectably. To again substantiate these harmonics an eight term Fourier series, as
per (5.2) and (5.3), was applied to the data set. This was then plotted against the
actual electrical load demand recorded which is presented in Fig. 5.15.

Figure 5.14: Auto-correlation of wind data Dec. 2013
It was established that the hrst and seventh terms respectively yielded 1 and 7
day harmonics within the data set.
0.0417 cycles / hour
1 cycle / day

0.006 cycles / hour
~ 1 cycle / week

This mathematical reasoning provided the bases for the selection of the KFBieg
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Figure 5.15: 8 Term Fourier series of electrical load data Sept. 2015
framework as the most appropriate coiitiguratioii for pheiiomeiia with an embedded
weekly periodicity. A KFB12 was also briefly investigated and applied to a time
series data set to forecast the monthly average airline passenger figures over a 12
month period. As this is beyond the held of this research it has been described in
Ap])eudix F.

5.3.3

Conclusions

It is shown that, by aligning the size the KFB to track the primary underlying
cyclical nature of the parameter concerned, accurate multiple step-ahead predictions
for various time horizons can be achieved. Results are presented, detailing a number
of case studies, to illustrate the usage of the auto-correlation and Fourier analysis
to derive the appropriate KFB architecture for accurate predictions of a number of
parameters with inherent daily, weekly and annual periodicities.
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Chapter 6
Application of the Kalman Filter
Bank Strategy to Schedule
Battery and Grid Power Exchange
within a jjG Environment
Optimal scheduling of RES requires the consideration of three fundamental aspects
namely; (1) the forecast of RES parameters such as wind speed, temperature and
solar irradiance, (2) the development of RES power output models and (3) the
scheduling of power flow from RES within a hxed grid connected micro-grid with
auxiliary backup.
However, as outlined in Chapter 2, a number of authors only consider one of
three aspects, as listed above, in the optimisation and scheduling process and do
not consider an overall holistic approach as detailed in this chapter.
Authors such as Zhang et al. [12] rely on the models of other authors for RES
prediction. In [12], Zhang et al. employ an intelligent rule based day-ahead MFC
algorithm for battery energy storage management within a micro-grid energy system
with forecast uncertainties. Riffonneau et al. [113], who evaluated the performance
of a Dynamic Programming (DP) algorithm for the optimal power flow management
of a grid connected PV system with batteries over a single 24-hour period, do not
consider the forecast of RES power output. Instead of using prediction records from
measured data, as in the case of the KEB, for RES systems to optimise the power
flow between micro-grid and fixed grid systems, the DP approach in [113] relies
heavily upon the accuracy of the forecast data provided which was considered a
known quantity.
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Gu et al.

[171] also relies on forecast data accuracy provided and optimisa

tion models already developed elsewhere to calculate the power resource from each
available RES for the impending prediction period and then subsequently forms an
operation power flow schedule. In [171], Gu et al. focus only on the establishment
of an optimisation model and neglect the other two parts concerning parameter pre
diction and power output calculation. Gu et al. [171] developed a non-linear model
to deal only with the economic operation of available power resources and formulate
the 24-hour work schedule of a combined heat and power micro-grid with renewable
resources.
In contrast to the approaches discussed above, the developed Rule Based Logic
Decision-making Processor (RBLDP) presented here in conjunction with the KFB
provides a holistic accurate forecaster/optiniiser arrangement to the three essential
features concerned in optimal resource scheduling without the use of alternative
additional 0})timisation techniques. By integrating these aspects, such as weather
l)aranieter estimation, the scheduling of RES generators, intelligent management of
battery energy storage units and optimisation of renewable energy resources, into a
uniform optimisation problem, the complexit y of application optimisation algorithm
is reduced.
This chapter presents two Kalman Filter Bank (KFB) RBLDP methodologies,
presented in sections 6.2 and 6.3 respectively, to forecast and optimally schedule
the energy exchange within a fixed-grid connected college based micro-grid (//Grid)
system for a 24-hour time horizon, as shown in Fig. 6.1. This mico-grid config
uration is supi)orted with battery back up to meet any shortfall deficits in R.ES
commitments. This prediction scheduler relies on a developed rule-based decision
making algorithm, based on the principal of the law of conservation of energy, to
control the power flow between the national grid, a battery storage system, the nondispatchable energy resources and stochastic loads within a grid connected //Grid
in order to minimise the daily costs of energy import from the national grid based
on Time of Use (TOU) tariffs. This strategy is necessary in real-time electricity
markets where accurate day-ahead power prediction scheduling is crucial.
Results of two case studies are presented in section 6.2.2 and 6.2.3 for the first
KFB-RBLDP configuration, while sections 6.3.1 and 6.3.2 respectively detail the
two case studies for the second KFB-RBLDP architecture proposed. These results
aim to demonstrate the ability of the proposed novel KFB-RBLDP //Grid scheduler
controller regarding its ability to both forecast and track the power flow interchange
of a grid connected //Grid, for a 24-hour ahead time horizon, over a 7-day period
from the 23^^ to 29^^ September 2015. These results, substantiated against actual
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Figure 6.1: Schematic of the grid connected micro-grid (/^Grid)
recorded measured wind speed, solar irradiance and temperature data, along with
accurate simulated micro-grid power flow data over several days, demonstrate the
capacity of the KFB mechanism to operate as a holistic forecaster and scheduler
tool for the management of optimal power flow for grid connected renewable energy
sources with battery storage. Furthermore a 4(7 (sigma) statistical analysis, based
on the Chebyshev inec|uality for measurements [172] with application [173], is also
presented to sul)stanliate the accuracy of the prediction results obtained from the
respective KF Banks. This could also be used to size the necessary battery capacity
as an axillary power system back-up.
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6.1

The 24 Kalman Filter Bank Employed As A
Micro-grid Power Distribution Optimiser

Peters et al. [174] state that the dispatch problem is often solved in practice with a
rule based approach over a single time instance, such as that developed in HOMER
(Hybrid Optimisation of Multiple Energy Resources) - a global standard in microgrid software. Likewise, Kanwar et al. [114] state that energy management strate
gies can be implemented as a deterministic rule-based control strategy for micro-grid
operation. For active power control for cost-efficient operation of a grid-connected
micro-grid consisting of energy storage and renewable energy systems installed at a
Chinese office building, Kanwar noted that only a marginal improvement of approx
imately 2% was achieved when a MPC MILP optimisation algorithm was compared
to a rule-based strategy. It was also noted that this improvement deteriorated signihcantly for time horizons in excess of 15 hours. Wu et al. [175] assumed a deter
ministic model for a CHP grid connected micro-grid where during periods when the
power generated by the wind turbines and the PV exceeded corresponding electric
load, the redundant power was to be sold to the main grid and for periods when
the power generated was less than the corresponding electric load, the CHP system
purchased electricity from the main grid. Gulin et al. [176] performed an analysis
of micro-grid power flow optimisation with consideration of the residual storages
state. In their paper, power prediction uncertainty is neglected and a deterministic
system variables description is considered. Thus, as most published works focus on
deterministic micro-grid operations [177], and in an attempt to develop the concept
of a single novel approach that can both model the power output of the various
renewable energy components of a //Grid and also derive a day-ahead schedule of
the energy exchange interplay between the battery and the national grid, the KFB24
method was further developed in this chapter to act as the system optimiser. In
order to accomplish this, a rule based logic decision-making processor (RBLDP)
was devised to accurately determine the battery/grid///Grid energy exchange for
24-hour ahead prediction based on TOU tariffs.
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6.2

Deterministic 24 & 168 KFB-RBLDP Micro
grid Scheduler

An overview of the Kalman Filter algorithm, along with the governing equations including the derivation of the system and measurement covariances, have previously
been presented in section 3.2.1 - 3.2.3. Furthermore, the advantages therein of
forming a bank of hourly separated Kalman Filters to predict for various weather
phenomena with an innate daily or weekly periodicity, in order to derive a day-ahead
schedule of the expected wind and solar PV power output as well as the electrical
load demand, have already been discussed in chapters 3-5 respectively.
Fig. 6.2 presents a schematic diagram of novel //Grid scheduler that incorporates
the developed KFB24 and the expanded KFBiejs architecture. Here the developed
KFB24, as described in chapter 3 and 4 respectively, is employed in conjunction
with the YR.NO and ECMVVF NWP grid models to track the trend and seasonal
variations in order to derive a day-ahead })rediction of the wind speed, solar Irradiance and ambient air temperature for the computation of the power output from
the campus-based wind turbine and the solar PV array. Additionally an expanded
KFBi(j8 described in chapter 5, capturing weekly trends, comprising a 168 KFB
register representing each hour of the day of the week is used to derive accurate
predictions of the electrical load demand. At any given time, only the results of the
electrical load demand from the relevant 24 of the 168 are obtained and passed to
“Step A” where the excess renewable ])ower available Pex is calculated. The excess
power Pex, which can be positive or negative, is calculated as per (6.1) as
^ex — {Pw + Ps) ~ Pl

(6.1)

where P^,, P, and Pi are the predicted wind power output, solar power output and
electrical load demand respectively. As already stated P^, Ps and Pi are computed
using the KFB24 and KFBies described in chapters 3-5. Once P^x has been calculated
an initial estimate of P/,, the state of charge (SOC) or energy storage of the battery,
must be provided to the algorithm. P^x and Et, are then forwarded to “Step B”, which
is a developed deterministic RBLDP based on TOU tariffs, in order to determine
an initial estimate of P^ and P^, the power contribution from the battery and the
national grid respectively. An overview of the developed RBLDP for “Step B is
described in section 6.2.1 below.
In the absence of actual battery and grid flow power measurements from the
Zero2020 platform, due lack of equipment and in-operability, a simulated version of
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STEP A
Calculate prediction for Pe* - the excess renewable energy power

P«= (Pw+ Ps)-Pl

STEP B - Rule Based Logic Decision Making Processor (RBLDP)
See Appendix for RBLDP Algorithmic flow chart
Calculate prediction for Pb, Pg and update Eb

'Pb' = predicted battery power required.
'Pg' = predicted grid power imported/exported.
'Eb' = predicted battery SOC.

Figure 6.2: Schematic of 24/168 KFB-RBLDP Predictor
these measurements was generated using measured load demand and available wind

and solar power output using the RBLDP calculator mechanism as illustrated in Fig.
6.3. Two case studies below examine the ability of the 24 and 168 KFB combination,
along with the RBLDP, to make accurate day-ahead predictions of the power flow
interchange of a grid connected //Grid between the battery and the grid Pg. These
results are then compared to the simulated output of the Zero2020 micro-grid for
benchmarking and to gauge the accuracy of power flow handling as per Fig. 6.3.
Here, the actual recorded wind speed, solar irradiance and ambient air temperature
are ap])lied to (3.1) and (4.1) respectively in order to compute assumed actual values
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for the power output from the wind turbine and solar pv array at CIT - Pyj_a and
Ps_a- The actual recorded electrical load demand is denoted by Pl-o- Fig. 6.3 then
shows how these form the inputs to “Step 1” which calculates in a similar fashion
to “Step A”, as per (6.2), the actual excess power Pex_a for a given time step t.
(6.2)

Pex-a — {Pw.a + Ps-o) “ ^L-a

Input value of E^ a

(Actual Battery SOC)

T

1

Actual value of Pw_,

Actual value of Ps_a

(Actual wind power)

(Actual solar power)

I

STEP 2 - Rule Based Logic Decision-Making Processor (RBLDPp
See Appendix for RBLDP Algorithmic flow chart
Calculate value of Pb , and Pg_a

'Pb
'Pg a'

= actual battery power required.

1

Actual value of PL_a

(Actual load demand)

STEPl
Calculate actual Pex a

(actual excess renewable power)
Pex a” (Pw a'^ Ps a)“PL a

= actual grid power imported/exported.

Figure 6.3: Schematic of simulated rule based controller for the Zero2020 micro-grid
The actual excess power, can again be either positive or negative depending on
the success or otherwise of the renewable energy components in meeting the actual
electrical load demand. This is then in-putted to “Step 2”, an RBLDP based on
TOU tariffs the same as “Step B” - outlined in Appendix E, in order to determine
P(,_a and Pg_a, the simulated actual power contribution from the battery and the
national grid respectively.
The main difference between this framework and that which will be discussed
later in section 6.3, is that here the Kalman Filter corrects the parameters or at
tributes such as wind speed that govern the prediction estimates for the power flow
rather than the power flow variables themselves P^ and Pg respectively.

6.2.1

Overview of Rule Based Logic Decision-Making Pro
cessor (RBLDP)

The objective of the rule based logic decision-making processor (RBLDP) is to opti
mally schedule the day-ahead power flow within the fixed-grid connected micro-grid.
This is based on a two tier electricity TOU tariff structure for each hour t^, k G [1, 24.
Note for example that ti refers to the hour 00:00 to 01:00. Here, peak tariff hours
are assumed from 9am (tio) to midnight (t24) while midnight to 9am are considered
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to be off-peak hours where unit prices are minimal.
Appendix E shows a flow chart diagram of the RBLDP. This is denoted as
“Step B” when deriving estimates of the battery and grid power contribution and
as “Step 2” when computing the simulated “measurement” values for same as per
Fig. 6.3. The algorithmic logic is the same in both. From the RBLDP flow chart
in Appendix E, it can be observed that some values are required to initialise the
RBLDP algorithm. In-putted to the RBLDP is the value of the excess renewable
power, Ppx calculated using equation 6.1, the battery state of charge (SOC), Ef,, and
the hour of the day, t^.
If the predicted excess renewable energy power Pea, is positive, the algorithm will
then examine the current SOC of the battery. If the SOC is at maximum capacity
then any surplus RES power is exported to the national grid P^. If this is not
the case, then the battery is charged at the maximum charge rate, PBCmax*bci if
possible with any remaining excess being sold to the grid - where Jbc is the battery
charge efficiency. This is done to ensnre the battery is fully charged if possible at
the beginning of the peak tariff period. If the difference between the maximum SOC
and the current SOC, Aif/,, does not warrant the maximum charge rate, or if there
is not sufficient RES to jnovide PsCnuixi
revised battery charge rate, PbCi
needs to l)e calculated. Once more any surplus RES power is exported.
On the other hand, if the predicted excess RES power output P^x is negative, the
algorithm will then examine the current SOC of the battery. If the battery is not is a
position to contribute to the load demand P^, then any shortfall not met by the RES
is matched with imports from the national grid P^. If the battery is in a position
to meaningfully contribute power P^, the algorithm will consider the value of the
current time step t^;. If the value of t^ is less than or equal to 9, then the algorithm
will save the battery for latter use in the high tariff period. Any shortfall will then
be imported along with some additional power to charge the battery if required for
use later. Should t^ be greater than 9, the shortfall is computed and is calculated
as the absolute value Pgx- The battery is then discharged at the maximum rate,
PDCmax*DC if possible with any remaining shortfall being imported from the grid
- where J^c is the battery discharge efficiency. If the maximum battery discharge
rate cannot be provided, or is not required, then a revised battery discharge rate,
PdCi needs to be calculated with any remaining shortfall being imported from the
fixed-grid connection.
The RBLDP aims to satisfy the electrical load demand P/, with any RES if its
available, followed then by any available auxiliary power supply P^ and ffnally with
imports from the national grid P^ if required. That is, once P^, is met for any hour
1

165

tfc, emphasis is then placed on ensuring that any surplus renewable power is directed
to delivering the maximum charge possible

Vbc

to the battery to help counter any

peak tariff periods with negative excess power before exporting to the national grid.

6.2.2

CASE I

This study assessed the ability of the 24/168 KFB-RBLDP to track the performance
of the //Grid and to make accurate day-ahead predictions of how the battery and grid
are exercised when the electrical load demand of the building varied significantly for
the weekend period relative to that of the standard working week. Fig. 6.4 shows the
load profile employed for the analysis in Case I. It portrays the typical electrical load
profile, with reduced weekend demands, commonplace for many properties such as
colleges and businesses. Colleges largely operate with similar electrical load profiles
from Monday to Thursday.

Friday’s work pattern generally see higher morning

class occui)ancy with steep electrical load shedding in the afternoon with lectures
concluding earlier than the preceding days or people engaging in a shorter working
day than usual leading into the weekend. As the college is occupied to a lesser extent
over the weekend period the electrical loatl drops off significantly until the following
Monday.
Actual Available Renewable Power and Actual Electrial Load Demand

Figure 6.4: Electrical Load Profile & Available Renewable Energy - Case Study I
In order to investigate the ability of the 24/168 KFB-RBLDP to forecast how
the battery would be used over the ensuing 24-hour period, some assumptions were
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made. It was assumed that the battery would have a maximum {Eb_max) and min
imum {Eb_min) SOC of 20kWh and 5k\Vh respectively. Furthermore a maximum
charge

{PBC-max)

/ discharge rate (Poe-max) of 2kW per hour along with an equal

charge (Jbc) / discharge efficiency factor (Joe) of 0.9 as per [16] was assumed.
Fig. 6.14 illustrates the performance of the actual battery power contribution Pb_a
against the 24-hour ahead predictions for same, Ph, over the 7-day period running
from the 23’’'^ to 29^^ September 2015.
Actual V 24 Hour Step Ahead Predictive Grid Power Contribution

Figure 6.5: Actual

{Pg_a)

v Day-Ahead Predicted Grid Power

{Pg)

Contribution

Figures 6.5 and 6.6 show that the framework of the //Grid optiniiser scheduler
schematic, illustrated in Fig. 6.2, can deliver stable and accurate predictions of the
interplay between the battery and the national grid power import/export contribu
tion for a 24-hour time horizon for buildings with a varying load profile.
However, as the actual electrical load demand profile shown in 6.4 is predom
inantly sizeable in contrast to the available renewable wind and solar energy, the
predicted schedule as per Figures 6.5 and 6.6 are as expected when load-energy sup
ply and demand is considered. Thus, in order to robustly test the performance of the
alternative //Grid optimiser scheduler, a second case study was undertaken, where
the electrical load demand profile was normalised to “equalise” energy resources
available, as shown in Fig. 6.7, to encourage greater import / export interaction
between the //Grid and the national grid.
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Actual

V

24 Hour Step Ahead Predictive Battery Power Contribution

Figure G.6: Actual v Predicted Battery Power Contribution and Battery SOC
Actual Available Renewable Power and Actual Electrial Load Demand

Figure 6.7: Electrical Load Profile k Available Renewable Energy - Case Study II

6.2.3

CASE II

This study assessed the ability of the 24/168 KEB-RBLDP scheduler predictor ar
chitecture, presented in Fig. 6.2, to track the performance of the /.iGrid and to make
accurate day-ahead predictions of the ])ower flow between the battery and grid in
an environment when high fluctuations of electrical load demand exist. Here the
electrical load demand profile of the building has a weekly periodic cycle with a se168

queiitial diurnal load pattern which incorporates the reduced weekly load pattern as
in the previous case considered. Furthermore, the capacity of the non-dispatchable
sources to meet the electrical load demand alternates considerably providing a robust
environment to appraise the predictive capability of the algorithm and its accuracy.

Figure 6.8: Acl.ual (/k_a) v Day-Ahead Predicted Battery Power (F/,) Contribution

Figure 6.9: Actual v Predicted Battery Power Contribution and Battery SOC
Figure 6.8 shows the actual battery power contribution P/,_a to the energy mix
versus the 24-hour ahead predictions Pt, for the same 7-day period running from
the 23^^ - 29^^ September 2015. The same is shown in Fig. 6.9 along with the
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Actual V 24 Hour Step Ahead Predictive Grid Power Contribution

Figure 6.10: Actual {Pg_a) v Day-Ahead Predicted Grid Power {Pg) Contribution
battery SOC. Points ‘A’, ‘B’ and ‘C’ in Fig. 6.9 show extended periods where the
battery was not discharged and the electrical load deniand was met from renewable
energy sources, with the remainder exported for sale on the national grid. Figure
6.10 shows that the 24/168 KFB-RBLDP adequately tracks the interplay between
the /^Grid and the national grid in delivering stable and accurate predictions of
import/export power contribution for a 24-hour time horizon. This is further evident
upon examination of the results, presented in Table 6.1, which show that under
varying diurnal wind, solar and electrical load demand conditions, accurate dayahead predictions for P^ and Pg with errors below 2% are achieved.
Table 6.1: Statistical analysis of the % error between actual and predicted values ^
Case Study I Case Study II
RMSE
Battery Power (kW)
0.27
0.49
RMSE
Grid Power (kW)
1.95
1.96
^ Based on 168 hourly data i)oiiits 23^^ - 29*^*^ September 2015

An additional statistical analysis, applying Chebyshev’s Theorem for statistical mea
surement [172] [173] , was conducted to further show the predictive performance of
the 24/168 KFB-RBLDP optimiser in delivering accurate day-ahead predictions of
the energy exchange within a fixed grid connected //Grid as the general case. This
theorem indicates that at least the fraction (1 — l//i^) of all error residuals
per170

taining to the above hourly predictions when compared with experimental results, in
any seven-day hourly tagged grouped data sample he within h standard deviations
(a) of the mean (//) with probability:
- ha) <

1

< (A +

< |l - — }

(6.3)

and for /i=4 this probability is 94%
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Figure 6.11: 4a (sigma) analysis of day-ahead predictions for
Figures 6.11 and 6.12 show that the maximum absolute | Cmax \ error for the
24/168 KFB Optirniser, for sequential day-ahead predictions of the power flow be
tween the battery as Pt and grid as Pg within a dynamic import/export environ
ment due to fluctuating electrical load demand and renewable contribution, is well
bounded by ±4d. For the Figures 6.11 and 6.12, the mean error (/7), the maximum
absolute error | Cmax \ and the standard deviation (a) are calculated for each hour
of the day, over the week considered running from the 23^^ - 29^^ September 2015
respectively, based on seven prediction estimates over this weekly period.
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Error Analysis for Grid Power Import / Export
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Figure 6.12: Aa (sigma) analysis of day-ahead predict ions for

6.3

Pn

24 KFB-RBLDP Optimiser Case Studies

Figure 6.13 below shows, at a high level, a schematic of the 24 KFB-RBLDP op
timiser proposal. This alternative framework is very different from the previous.
Here the Kalman Filter corrects the ex|)ected power contribution from the battery
and grid respectively rather than the attributes such as wind speed that govern the
prediction estimates. By examining Fig. 6.13, it can be seen that “Step A” delivers
an initial estimate of Pex, the excess renewable energy generated, for time step t.
The excess power, which can be positive or negative, is calculated as per (6.1) as
discussed earlier.
As before
Ps and Pi are the predicted wind power, solar power and electrical
load demand respectively. P^,, Pg and Pi are computed using the 24 KFB described
in chapters 3-5. Once Pg^ has been calculated an initial estimate of P^, the state of
charge (SOC) or energy storage of the battery, must be provided to the algorithm.
Pei and Et, are then forwarded to “Step B”, which is a novel deterministic RBLDP
based on TOU tariffs, in order to determine an initial estimate of P/, and P^, the
power contribution from the battery and the national grid respectively. These ap
proximations then form the initial estimate for the state vector Xt\t of the Kalman
Filter algorithm in order to prime the 24 KFB optimiser. Hereafter, employing
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24 Hour KF Optimiser Time Stepper tk e [1, 24]

Figure 6.13: Schematic of 24 KFB-RBLDP Optimiser
“Step 1” and “Step 2” respectively, Xt\t is updated by the corrector term Zt\t fed
to the KF^B24 optimiser. A further sub routine, capable of forecasting the €/kWh
from the single energy market, could be included within the RBLDP and called
upon at each iteration if one wished to incorporate RTP. However RTP is not the
focus of this thesis. A program flow chart of the RBLDP operation in “Step B” and
“Step 2” below is shown in Appendix E where Jbc and Jbd are the battery charge
and discharge storage efficiency factors respectively. This flow chart illustrates the
sequential decision-making process concerning energy flow exchange between the
//Grid/battery and fixed grid. Recursive expressions (3.6) to (3.10), described ear-
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Her, are then exercised to realise an accurate prediction for Pb and Pg for time step
t 4- 1. The first element of the 24 KF Bank, KFi, computes the forecast of Pb and
Pg for 00:00 - 01:00 one day ahead. KF2 likewise determines the prediction of Pb
and Pg for 01:00 - 02:00 24 hours ahead, up to KF2A which generates an estimate of
Pb and Pg for 23:00

24:00 a day in advance. Collectively, KFi to KF24 generates

a schedule of the interplay between the battery and the grid within a fixed-grid
connected micro-grid environment for the ensuing 24 hours.
The Kalman Filter is, in essence, a predictor corrector estimator. It predicts
as per the aforementioned sequence of steps and the correction of the algorithm is
determined from the observation vector Zt\t which contain observations of the actual
energy exchange contributions from the battery Pb_a and the national grid Pg_a to
the overall energy mix in satisfying the actual electrical load demand PL_a- The
observation matrix Zt\t is devised from execution of “Step 1” and “Step 2” again
using the novel RBLDP calculator paradigm as per Appendix E to represent the
micro-grid controller.
As before, to simulate the actual performance of the Zero2020 /rGrid controller
at CIT, “Step 1” is called upon to compute the actual excess power Pex_a for time
t. The excess power, which again can be either positive or negative depending on
whether there has been a shortfall or not in meeting the actual electrical load by
means of the renewable energy components of the //-Grid, is calculated as per (6.2).
A 7-day training period running from the 16^^ to 22^^ September 2015 was pro
vided to each Kalman Filter within the bank {KFi - KF24) before reliable predictions
for the period 23^^ to 29^^ September 2015 were obtained by the 24 KFB optimiser
for statistical analysis of performance accuracy and tracking capability. An analysis
of the 24 KFB-RBLDP optimisation method was undertaken for two case studies
as follows:

6.3.1

CASE I

Using the actual varying wind, solar and electrical power demand profiles as per
Fig. 6.4, over the same 7-day period from the 23^*^ to the 29^^ September 2015,
this case study investigated the capability of this alternative optimal scheduler, the
24-RBLDP predictor architecture - as per Fig. 6.13, in forecasting a schedule of
how the battery and grid are exercised. The load profile as per Fig. 6.4 was again
used for the analysis in Case I here. In order to investigate the ability of the 24
KFB-RBLDP to forecast how the battery would be used over the ensuing 24-hour
period, the assumptions as before were used.
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Figure 6.15: Actual v Predicted Battery Power Contribution and lattery SOC
It can be seen from Fig. 6.14 that the capability of 24 KFB-RBjDP to reflect,
with reasonable accuracy, the performance of the battery for a da} ahead breaks
down on the Sunday. This is due to the fact the expected load profile ar the Sunday
is significantly different from that of the five week days preceding it. lie load profile
for the Saturday too differs considerably from the days prior. Howevc, the forecast
estimates for the Saturday have been restrained from deviating substmtially as the
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estimates derived from the Kalman Filter are done so with consideration of the
covariance matrices Qt and Rt - which are based on the 3 normal working days
beforehand in the window averaging process. The same is shown in Fig. 6.15 with
the additional inclusion of the battery SOC.

Figure 6.16: Actual {Pg_a) v Day-Ahead Predicted Grid Power (P^) Contribution
Subsequently, an examination of the ability of the 24 KFB-RBLDP to forecast
the interaction l)etween the grid connected //.Grid and the national grid for a 24-hour
time horizon was also carried out. The following sign convention was adopted to
analyse the power flow where ( —) denotes electrical power imported from the grid
and (+) indicates electrical power exported to the grid. Figure 6.16 illustrates the
performance of the actual grid power contribution Pg_a against the 24-hour ahead
predictions for same Pg over the 7-day period running from the 22^^^^ to 29^^ Septem
ber 2015. Again, for reasons similar to that mentioned previously, the accuracy of
prediction for the Friday, Saturday and the Sunday deteriorates as the future state of
the electrical load demand differs greatly from the historical data over the previous
three working days from which the estimates have been computed.
An error analysis is given as per Table 6.2 along with error plots shown in Figures
6.17 and 6.18 for the prediction estimates of P^ and Pg respectively. The residual
error plots show extensive peaking for Saturday and Sunday as expected. Intuitively,
this would be anticipated for any predictor corrector algorithm. Thus, a second case
study was conducted where by the electrical load would differ from day to day but
the essential dynamic characteristics of the electrical load profile would remain.
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Figure 6.18: 3D Plot of Grid Contribution Error 23’’^ - 29^^' September 2015
Table 6.2: Analysis of the error between the actual and predicted values ^
Error Analysis Mean Error RMSE
Standard Deviation Variance
Battery Power
Grid Power

0.0122
0.279

0.29
4.11

0.2285
3.781

^ Based on 168 hourly data points 23^^ - 29*^* September 2015
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0.0522
14.299

6.3.2

CASE II

This study assessed the ability of the 24 KFB-RBLDP to track the performance
of the /iGrid and to make accurate day-ahead predictions when the battery and
grid are exercised within the pGrid configuration. Here tlie electrical load demand
profile of the building has a weekly periodic cycle in accordance with a sequential
diurnal load pattern as shown in Fig. 6.19. This is the load profile employed for
the analysis in Case II. It depicts the characteristic electrical load prohle which
typifies many properties where electrical load demand is day/date independent, as
in case of airports, prisons, hospitals, homes and some business such as 24-hour
supermarkets. Buildings such as hospitals largely operate similar electrical load
profiles from Monday to Sunday.
Actual Available Renewable Power and Actual Electrial Load Demand

Figure 6.20 shows the actual battery power contribution Pb_a to the energy mix
against the 24-hour ahead predictions Pf, for the same 7-day period running from
the 23’’'^ - 29^^ September 2015. The same is shown in Fig. 6.21 along with the
battery SOC. It can be seen from Fig. 6.20 that the capability of 24 KFB to reflect
the true events has greatly improved with persistent electrical load demand.
Accordingly, Fig. 6.21 and 6.22 show that the 24 KFB can deliver stable accu
rate predictions of the interplay between the battery and the national grid power
import/export contribution for a 24-hour time horizon for buildings adopting a cycli
cal nature. This is further evident upon examination of the results presented in Fig.
6.23 and 6.24 and the error analysis presented in Table 6.3 which display the error
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Figure 6.20: Actual (A_a) v Day-Ahead Predicted Battery Power (P^) Contribution
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Figure 6.21; Actual v Predicted Battery Power Contribution and Battery SOC
plots for forecasts of Ph and Pg respectively and a statistical analysis of same. It
can be seen from the plots that the KF tracking predictive capabilities are signifi
cantly improved and the error variances are greatly reduced by comparison with the
previous case.
In summary, it can be seen that this 24 KFB-RBLDP optimiser architecture does
not lend itself to fully capitalise on the accurate sequential day-ahead predictions
available from the KFB models detailed in chapters 3-5 respectively. It only utilises
the derived estimates to accurately prime the state vector of the KFB optimiser.
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Figure 6.23: 3D Plot of Battery Contribution Error 23’’"^ - 29^^ September 2015
Table 6.3: Analysis of the error between the actual and predicted values ^
Error Analysis Mean Error RMSE
Standard Deviation Variance
Battery Power
0.007
0.08
0.075
0.006
Grid Power
0.060
1.54
1.540
2.373
^ Based on 168 hourly data points 23'’'^ - 29^^ September 2015
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Thereafter it relies on the corrector observation matrix as well as the covariance
matrices within the algorithm to compute snbseciiient predictions. Consequently,
reactions to large variations to the overall energy mix or the electrical load demand
can be at times belated.

6.4

Summary

This chapter has discussed two novel approaches that significantly enhances the
applicability of the KFB methodology previously employed by Lynch et al [14] [169]
[164] for the purpose of very accurate predictions of solar Irradiance, temperature
and wind speeds in order to derive day-ahead schedules of wind and solar power
generator outputs. Here the KFB, in conjimction with a developed RBLDP, has
been used in determining a 24-honr day-ahead forecast of the interaction between
the battery bank and the national grid based on a time-of-use tariff in a fixed grid
connected /iGrid arrangement.
Initially, the ability of the 24/168 KFB-RBLDP to track the performance of the
//Grid and to make accurate day-ahead predictions of how the battery and grid are
exercised when the electrical load demand of the building varied significantly for
the weekend period relative to that of the standard working week was investigated.
The expanded 168 KFB is due to the inherent Bayesian properties of the Kalman
Filter which enables it to augment the accuracy and precision of predictions from
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time series data that have an innate weekly periodicity. This 24/168 KFB-RBLDP
optimiser architecture, as per Fig. 6.2, integrates a 24 KFB, to derive predictions
for solar Irradiance, ambient air temperature and wind speed that adopt an intrinsic
daily pattern, along with a 168 KFB predictor for the weekly electrical load demand.
Results presented in Table 6.1 show that this novel framework achieves an improved
RMSE values of less than 2%, with actual values of 1.95% and 1.96% for Case I and
Case II respectively, for day-ahead predictions of the interaction of the power flow
between the micro-grid and the national grid.
Furthermore, Case Study II shows that the error in the predictive performance
of the 24/168 KFB-RBLDP optimiser for sequential day-ahead predictions of the
power flow exchange between the battery
and grid Pg within a dynamic im
port/export environment due to fluctuating electrical load demand and renewable
contribution, is bounded by ±4d. The ±4(7 analysis, when applied to the error of
predict,ed estimates of the interplay between the })attery and the fixed grid within
a micro-grid environment, defines the absolute extremities of any possible shortfalls
in meeting electrical power commitments. This could be used to make a good initial
approximation of the battery capacity required to be inde])endent of the fixed grid.
The se'cond alternative approach discussed the 24 KFB-RBLDP architecture as
I)er Fig. 6.13. A statistical analysis of the error in the day-ahead predicted estimates,
as per Table 6.2, showed that RAISE values of 0.29 and 4.11 were obtained for
forecasts of the power flow between the battery P/, and national grid Pg respectively
for the Case I of the 24 KFB-RBLDP optimiser where the KFB predictor preformed
poorly for weekend load tracking. Improved RMSE values of 0.08 and 1.54, as per
Table 6.3, for errors in estimates of P/, and Pg were obtained in Case II of the 24
KFB-RBLDP architecture when the electrical load demand adopted a similar daily
sequential cyclical pattern. For this load profile, the 24 KFB-RBLDP gave accurate
predictions of the energy exchange between the battery, the national grid and the
energy mix to satisfy the electrical load demand on the /rCrid. However, from Case
1, it was found that as the Kalman Filter predictor corrector estimator relies on 3
point a priori moving average in the covariance noise estimates over a three-day
time span for its forecasts, it preforms poorly when the actual future electrical load
recpiirements differs significantly from the previous days of operation. Thus, from
the foregoing cases the 24KFB-RBLDP optimiser arrangement, it can be concluded
that the strength of the 24 KFB approach can be best exploited when the building
electrical load demand has an innate periodicity based on a daily cycle.
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Chapter 7
Conclusions
7.1

Summary of the Key Research Findings and
Conclusions

A coiriprelieiisive literature review found that niiich of the research, within the field
of i)redictive control, associated with the 0})tiniisation of renewable energy resources
does not consider all the elements of a micro-grid in a holistic integrated environ
ment. Many of the approaches that have been explored to date, address various
aspects concerning the increase in the contribution from wind power, solar energy,
battery storage or a hybrid arrangement with a combination thereof. An analysis of
the state of the art has found that the focus is often on the development of either a
more accurate model, or of a forecasting method or of an optimisation mechanism
in order to augment one or more components of a micro-grid, but never all together.
The literature review in conjunction with an evaluation of observations made by
UTRC, the industry partner for this PhD research program, identified a number of
desirable project deliverables:
(1) The forward looking day-ahead energy markets time horizon is currently set
at 24 hours and utility companies commit to a supply/demand schedule for that
day-ahead requirement. Yet a considerable portion of the literature investigates
prediction and optimisation strategies for time horizons other than 24 hours. How
ever, sub day-ahead predictions do serve a purpose. The day-ahead market strategy
can prevent the possibility of delivering accurate predictions of power generation
schedules, and can lead to greater mismatches between the prediction scheduling
and actual delivery of energy as energy providers cannot revise their commitments
as updated forecast information becomes available. Adjustments needed after dayahead market gate closure can be provided much more economically and efficiently
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in intraday markets.
(2) It is anticipated that the next generation of energy prediction management
solutions will include the ability to control a micro-grid environment as Net-Zero
Energy buildings cannot be achieved through improved envelope designs and reduced
loads alone. UTRC, has expressed a strong interest in the “implementablity” of such
a system.
Based on the above, and in order to satisfy the “implementablity” requirement,
it was decided to develop a single holistic forecaster/optimiser strategy with the
capability to both predict the anticipated power output from a wind turbine and
solar pv array as well as to optimise the power exchange between a battery and the
national grid within a fixed grid connected micro-grid structure. This innovative
approach consists of a novel bank of hourly adjacent Kalman Filter estimators, which
operate in synchronism, for accurate energy related weather parameter prediction
over a selected time horizon.
In order to validate the Kalman Filter Bank methodology developed, it was
analysed and benchmarked against a number of alternative published approaches
currently employed within the literature. Leldanc et al [127] state that by far the
most common wind speed correlation method used in the wind energy generation
industry is linear regression and as a consecpience it was chosen to act as a l^erichmark of })erformance. In addition, a 24^^^ order auto-regressive model (AR(24)),
as another well known candidate in wind speed prediction studies, along with the
traditional single Kalman Filter model were also used as a yardstick to gauge the
performance accuracy of the novel KFB24 technique developed for day-ahead wind
speed prediction. These accurate KFB prediction estimates can then be used to
derive a schedule of the anticipated wind power output for the ensuing 24-hour
period. Zhang et al confirm in [123] that a number of papers in the literature,
that present global irradiance and ambient air temperature forecast models for a
day-ahead, generally select a baseline model from (i) persistence models (ii) NWP
models without bias correction or (iii) NWP models with bias correction. Here, as
the developed KFB24 methodology involves the bias correction of the direct output
from an NWP grid model, a persistence model as well as a NWP model without bias
correction was used to evaluate the performance of the KFB24 technique for dayahead predictions of solar irradiance and ambient air temperature for the purpose
of point PV power estimation. Considering forecast horizons ranging between 15
minutes and 24-hours for forecasting electrical load demand at household level, Viel
et al [165] investigated a number of forecasting methods including AR, ANN, and
exponential smoothing. They showed that, without further refinement of advanced
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methods such as ARIMA and ANN, the persistence mo forecasts were hard to
surpass in most situations. Consequently, a persistence )del was used to inves
tigate the capability of the KFB24 as well as the extend KFBieg architecture in
delivering accurate sequential day-ahead predictions of t electrical load demand
over a seven-day period.
Initial testing examined the novel KFB24 strategy bq applied to NWP grid
models to track the key characteristics of the variable wi speed, solar irradiance
and ambient air temperature to forecast the expected \d and solar PV power
output for a desired “sub-grid” location. Subsequently, ^ KFB24 was employed
to determine predictions of the day-ahead electrical loadmand profile for a sec
tion of the college campus. From the conclusions drawn was found that, as the
electrical load demand ])rofile of the building adopted a vkly cyclical pattern ac
commodating a sequential diurnal day/date dependent d schedule, the KFB24
l)erformed poorly when the actual future electrical load rered showed large week
end variations when compared with that for the days prevs. Thus, a 7-day period
extended KFBio^, which is day independent, was used for eking in order to obtain
the necessary accuracy of prediction of the electrical load nand. It is shown that,
from consideration of the size (n) of the KFB framewo (RFB^J the predictive
performance of the algorithm can be greatly increased. 1 phenomena exhibiting
a diurnal pattern a KFB24 was employed with n G [1,2. For phenomena dis
playing an underlying weekly cyclical pattern a KFBies v employed for accurate
prediction. Different case studies were investigated to sitantiate the feasibility,
accuracy and effectiveness of the proj)()sed procedure.
This thesis also presents a mathematical analysis us: correlation and Fourrier series techniques in determining the appropriate arch:ture of the KFB„ pre
dictor/corrector to accurately predict the anticipated schile for a range of time
dependent parameters in supposedly “stochastic” phenona that have inherent
embedded cyclical patterns. In order to further validate t fidelit}^ in terms of ac
curacy of the KFB methodology in relation to the generahynd applicability of the
KFB forecasting method outside the realm of weather anaiergy related phenom
ena, a KFB12 was investigated to capture the annual seasdity and periodicity of
the airline industry and to derive monthly year-ahead airli passenger numbers for
Ireland with promising results returned as detailed in Apjidix F.
The KFB arrangement was shown to surpass the benchrk defined in all cases.
It was shown that, in the case of wind power predictionie novel KFB method
performed 43% more accurate than the direct output frome NWP grid model. In
relation to day-ahead solar pv power prediction, a 50% a 4% improvement over
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the raw data from a NWP model and from a persistence model were observed.
The next step involved testing the concept of the KFB model, being employed
to both (1) model the power output of the various renewable energy components of
a micro-grid and to (2) derive a day-ahead schedule of the energy exchange inter
play between the battery and the national grid, in order to create a novel holistic
forecaster/optimiser tool that is easily implementable. This thesis then presented a
novel KFB forecasting method, with a 24-hour time horizon, to optimise the energy
exchange within a fixed-grid connected college based micro-grid. This prediction
optiniiser relies on a developed Rule Based Decision-making Processor (RBLDP)
algorithm to control the power flow between the national grid, a battery storage
system, the non-dispatchable energy resources and stochastic loads within the microgrid in order to minimise the daily costs of energy import from the national grid
based on time of use tariffs. Different case studies were investigated to substantiate
the feasibility and effectiveness of the proj^osed procedure. It was concluded that
the strength of the KFB24 approach can be best exploited only when the building
elect,rical load demand had an innate periodicity based on a daily cycle.
In order to cater for the more typical scenario of an electrical load embracing
a weekly cyclical pattern accommodating a stxiuential diurnal day/date dependent
load schedule, a revised forecaster /optiniiser KFB-RBLDP architecture was investi
gated. This aiiproach consisted of a novel daily or weekly bank of 24 or 168 Kalman
Filters, KFB24 and KFBkjh respectively, operating in synchronisation with a de
veloped RBLDP, to accurately predict the power contribution from the micro-grid
battery storage unit ‘T5’ and the national grid ‘P^’. Comparison of the KFB-RBLDP
optiniiser behaviour with statistical analysis demonstrated the accuracy of the pre
dicted grid and battery power exchange when compared with those measured on a
daily basis over several days. The variation of the recorded weekend loads compared
with those during the normal working week is accurately captured and tracked by
the 24-hour x 7-day extended Kalman Filter Bank (KFBkj^) which maps the load
behaviour of college occupancy.

7.2

Future Research Work and recommendations

The previous section detailed the research work that has been carried out into the
design, development and testing of a novel Kalman Filter Bank methodology for
the purpose of deriving a day-ahead schedule of renewable energy components as
well as the interplay between the battery and the national grid within a fixed-grid
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micro-grid environment. The experience gained in the formulation and progressive
modification of this novel approach has led to the following recommendations for
future work and steps which can be taken to advance this held further.
During this research, it was shown that from consideration of the size (n) of
the KFB framework (KFB„) the predictive performance of the algorithm could be
greatly increased. Future work could further validate the general applicability of
the KFB methodology. It could be applied to other time series data sets with an
innate periodicity. Prior to this an auto-correlation could be preformed to examine
the appropriate size of the bank. Aligning the size of the KFB to track the primary
underlying cyclical nature of a number of other independent data sets, would result
in a more complete validation of general KFB applicability.
For time series data sets with a number of underlying periodicities, another
aspect of investigation could focus on the weighted aggregation or otherwise of the
pif'diction estimates from a ('ombination of different KFB arrangements.
In this thesis it was found that, for the data sets used, a Kalman Filter Bank
employing a third or fourth order bias polynomial model with a three point a priori
moving window averager was best. Over prolonged periods of time however, the
underlying periodicities of time data may change for various reasons such as those
due to seasonality. Thus, a worthy area of future exploration would be a mechanism
that would facilitate a dynamic polynomial model order as well as a moving window
averager with the capacity to evolve. This could greatly help enhance the robustness
of the KFB forecaster model. Additionally, future work could investigate the data
frequency band widths which may be used to form the constraints that govern a
particular polynomial model order and moving window averager arrangement.
It is anticipated that the Zero2020 micro-grid test-bed will be fully operational
for the 2017-2018 academic year. Thus, a further area worthy of exploration would
be a full scale validation of the novel holistic day-ahead KFB-RBLDP optimiser
scheduler developed herein.
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Appendix A
Linear Wind Model
The linear model nsed hinged on the degree of correlation between the predicted
wind speed data and its direction from the Norwegian YR.NO NWP grid model
and the historical wind data for that direction obtained from the 60m anemometer
located at CIT in order to derive the best fit linear offset of y = m/x + c for each
relevant cardinal wind direction. Below are the remaining correlation plots of the
relevant cardinal wind directions for the wind turbine site located at Cork Institute
of Technology.
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Figure A.l: Southwest (SW) direction correlation fit
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Fitted Straight Line Plot
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Figure A.2: West (W) direction correlation fit
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Appendix B
Flow Chart of Single Multi-Step
Ahead Kalman Filter
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Appendix C
Flow Chart of Novel 24 Kalman
Filter Bank
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Figure C.l: Schematic of the KFt Bank t G [1,24] with 4*^ order polynomial Model
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Appendix D
The Kalman Filter Algorithm
Numerical Example
For this luinierical example, the steps taken for one iteration of the algorithm within
the first element of the KFB, that is KFi is outlined.
Step One - Predict state and error covariance

The Kalman Filter reciuires an initial estimate for the state estimate, Xt\t.
The initial estimate for Xt\t, which represents the coeffieitmts of a 4^^ order polyno
mial, is got by htting a 4^^ order polynomial through a historical wind speed data
set recorded at CIT and historical predictions from the YR.NO NWP model, let
Xtit = [1.562; 2.023; -0.210; 0.008; 0.008]
Thus:
(D.l)
becomes:
’ 1 0 0 0 0 '
A

0
0
0
0

10 0
0 10
0 0 1
0 0 0
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0
0
0
1

1.562
2.023
-0.210
0.008
0.008

(D.2)

1.562
2.023
(D.3)

0.210

-

0.008
0.008
Having calculated the state vector, the error covariance Pt+\\t niiist now be cal
culated:
Pt+i\t —
In order to calculate

(D.4)

+ Qt

an initial estimate for Pt\ti which is the error covari

ance in Kalman Filter prediction, is also required in order to begin the iterative
process. In this case let

4 0 0 0 0
0 4 0 0 0
P+i\t

—

(D.5)

0 0 4 0 0
0 0 0 4 0
0 0 0 0 4

Before Pt>ri\t <^‘an be determined, the system covariance matrix Qt must be cal
culated as follows:
n—1

Qt

= -;—T

T, {m

i=0

-

\T

- Wi){wi - Wi)

(D.6)

where;
(D.6a)
and;
/n-l

Wi =

\

i=0

(D.6b)

n
/

As it is the previous three time steps that are considered in this case for the
purposes of system covariance noise estimation, n is equal to three. In order to
provide initial values to the moving window averager, the first number of iterations
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will assume the current value of Xt-i for the previous values of the state estimate
Xt-i-i. Consequently Qt will resemble a 5x5 null matrix for the first iteration
Step Two - Compute the Kalman Gain Adjustment Factor “A”

To calculate the Kalman Gain factor “A”, calculated in (D.7), the observation
matrix Ct\t and measurement covariance Rt must be determined first.
>-i

(D.7)

The output from the YR.NO NWP model would provide an array of 24 estimated
wind speeds. In this case, this represents the forecast average hourly wind speed for
00:00 to 24:00 at Cork Airport for the ensuing 24 hour period.
YR.NO NWP model output = [7.7 9.2 11.3 10.5 9.9 8.1 6.5 6.0 5.4 7.0 8.5 9.2 9.9
11.5 12.4 14 13.7 11.4 12.1 10.6 10.5 10.6 10.5 9.3 8.5]
For the Kalman Filter number one, KFi, the first element of the YR.NO NWP
wind speed array, 7.7ms~\ will be used to form the observation matrix Ct\t which
represent the exponents of a 4^^ order polynomial.
Ct\t = [1 in m'-^ m'^ m'^^
Ct\t = [1 7.7

7.72

7.7^ 7.7^]

Note, as YR.NO do not keep records of their wind speed forecasts, predicted
wind speed readings had to be recorded for a number of weeks to form a database of
historical predictions for testing purposes. This was created using a simple Python
script to parse the data from the YR.NO NWP model XML hies - see the latter
pages of this appendix.
Next the measurement covariance Rf must be determined before the Kalman Gain
factor “A"”, can be calculated. This is done using the following equations:

Ht

n—1
=

-\T
T. {vi - Vi){vi - V,)

2=0
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(D.8)

where;
Actual
'^2

—

(

Predicted

Zt-i — Ct-i^Xf-i)

(D.8a)

and;
/n-l

\

i=0

(D.8b)

/
Here Zt represents the actual recorded wind speed measurement at CIT. Again, as
it is the previous three time steps that are considered in this case for the purposes
of measurement covariance noise estimation, n is equal to three. In order to provide
initial values to the moving window averager, the first number of iterations will as
sume the current value of Zt-i, Ct-i and AVi respectively for the previous values of
these to fill the buffer.
Step Three - Compute the Kalman Filter Corrector Term

The difference, {Zt+i\t — Ct\t-Xt+i\t) calculated within equation (D.9), is called
the residual error associated with the prediction estimate Yt+iit- The residual re
flects the discrepancy between the predicted or estimated measurement Ct\t-Xt+i\t
and the actual experimental measurement Zt\t. A residual of zero means that the
two are in complete agreement [135]. The Kalman Gain acts as a weighting factor
of the relative importance attributed to the residual with respect to the previous
estimate.

Improved Estimate

Kalman Gain

+

Xt+i

Prediction Estimate

{Zt\t — Ct\t-Xt+i\t)

(D.9)

Correction Term

1.5619
2.0264
A

-0.2104

1 |t+1

0.0073
0.00002
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(D.IO)

substituting in the aforementioned calculated results would yield a K value of:

7.95596-0^

6.1260e-o^
(D.ll)

4.7170e-°^

^tn\t —

3.6321c-o^

2.7967e-^^

Step Four - Compute the Error Covariance “P”

In (D.12), the error covariance in Kalman Filtering which is encoded in the
Kalman Gain K is updated for the next time step and the sequence begins again
in a recursive manner. The error covariance indicates the discrepancy between the
estimate obtained from the Kalman Filter and the true but unknown value. In
essence, the error covariance is a measure of the degree of accuracy of the estimate
and the effectiveness of the adaptation of the gain Kt\-i in correcting the error
discrepancy in the iteration improvement process. If this is very large, then the
error in the estimation process is large and vice versa.
(D.12)
substituting in the aforementioned calculated results would yield:

Pf

4.0000

-2.4504e-^’^

-1.8868e-^^

-1.4528e-^^^

-0.0011

-2.4504e-^®

4.0000

-1.4528e-0'^

-0.0011

-0.0086

-1.8868e-o^

-1.4528e-04

3.9989

-0.0086

-0.0663

-1.4528e-”'^

-0.0011

-0.0086

3.9337

-0.5107

-0.0011

-0.0086

-0.0663

-0.5107

0.0675

where:
I is the identity matrix
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1

0 0 0 0

0 10 0 0
0 0

10 0

(D.13)

0 0 0 1 0
0 0 0 0

1

According to the inherent Kalman Filter operation characteristics, the recursive
algorithm can lead to more accurate and stable results by applying more iterative
cycles of the above mention equations.
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Figure D.l: Python Script to parse wind data from the YR.NO NWP XML files
# Code Author; Conor Lynch - PhD by research
# Description; This code scrapes data from the YR.NO website (a norweigen numerical weather
#
prediction website) and creates an excel file and plot for the forecasted wind
#
speed and temperature at Cork Airport.
#
This is all done automatically at 23;55 via windows task scheduler,
import urllib2
import xml.etree.ElementTree as ET
import xlwt
import win32com.client
import matplotlib.pyplot as pit
from array import array
import numpy as np
from matplotlib.ticker import Multiple Locator, FormatStrFormatter
import matplotlib.ticker as ticker
a First step here is to open the address of the xml file and read its

# entire contents into the xml variable
# response = urllib2.urlopen('http;//www.w3schools.com/dom/booksj<mr)
response =
urllib2.urlopen('http;//www.yr.no/place/lreland/Munster/Cork/foreca5t_hour_by_hourj<mr)
xml = response.read()
# Printentirexml file to screen
print xml
# IStow write all the contents of the variable xml
# to a file in your local directory called AutoWindSpeed.xml
xmlFile = open("C:\\User5\\r00106756\\De5ktop\\WindModel\\AutoWindSpeedj<mr', 'w')
xml File.write(xml)
xmlFile.closeO

# Use Element tree to parse the AutoWindSpeedj<ml
U You can find rmre information on this at http;//effbot.org/zone/element.htm
windxml = ET.par5e('C;\\User5\\r00106756\\De5ktop\\WindModel\\AutoWindSpeedj<ml')
# return a list of all nodes that have the title 'time','windSpeed','windDirection' and 'temperature'
Istl = windxml.findall('forecast/tabular/time')
I5t2 = windxml.findall('forecast/tabular/time/windSpeed')
Ist3 = windxml.findall('forecast/tabular/time/windDirection')
Ist4 = windxml.findall('forecast/tabular/time/temperature')
# for each node with the name time
# 1. Print the windSpeed attribute associated with the node
U 2. Search for and print the tag associted with the node title (subnode of time node)
i=0
TIME = np.empty(24, dtype = 'object') # initialise array to hold x-axis time values
for item in lstl[0;24];
date = item.get('from')
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dateRevl = date.repl»ce(";","")
dateRev2 = dateRevl.replaceCT'/'")
dateRev3 = dateRev2.replace("0000", "00")
print dateRev3
date = 5tr(date)
time = date[ll:16]
np.put(TlME,[i],[time])
print time
i = i+l
print'___________________________\n'
print TIME
for item in l5tl[0:24]:
date = item.get(‘to')
dateRevA = date.replace(":","")
dateRevB = dateRevA.replace("T',"")
dateRevC = dateRevB.replace{"0000", "00")
print dateRevC
print'___________________________\n'
for item in Ist2[0:24]:
print item.getCmps')
print'_______________

\n'

for item in l5t3[0:24]:
print item.get('name')
print'_________________

\n'

for item in l5t4[0:24];
print item.get('temperature')
print'________________________

>■

# This part of the code formats the excel sheet,
workbook = xKvt.Workbook(encoding="utf-8")
# Excel Text Styles Formatting
fontstyleO =xlwt.easvxf('pattern: pattern solid, fore _colour grav40; font; name Times New
Roman,colour black, bold on, height 250; align; vert centre, horizcentre; '"borders; top thick,
bottom thick, left thick, right thick;")
fontstylel =xlwt.easvxf('pattern: pattern solid, fore _colour Blue ; font: name Times New Roman,
colour black, bold on, height 250; align; vert centre, horizcentre;'"borders; top thick, bottom thick,
left thick, right thick;")
font5tvle2 =xlwt.ea5vxf('pattern: pattern solid, fore _colourvellow;font; name Times New Roman,
colour black, bold on, height 250; align; vert centre, horizcentre;'"borders; top thick, bottom thick,
left thin, right thin;")
fontstyle3 =xlwt.easvxf('pattern; pattern solid, fore _colourgreen;font; name Times New Roman,
colour black, bold on, height 250; align: vert centre, horizcentre;'"borders; top thick, bottom thick,
left thick, right thick;")
fontstvle4 =xlwt.easvxf('pattern; pattern solid, fore _colour green; font; name Times New Roman,
colour black, bold on, height 250; align: vert centre, horizcentre;' "borders; top thin, bottom thin.
left thin, right thin;")

218

fontstvIeS =xlwt.easvxf('pattern: pattern solid, fore_colour white ;font: name Times New Roman,
colour black, height 220; align: vert centre, horiz centre;' "borders: top thin, bottom thin, left thin,
right thin;")
fontstyleS = xlwt.easvxf('pattern: pattern solid, fore_colour blue ;font: name Times New Roman,
colour black, bold on, height 250; align: vert centre, horiz centre;' "borders: top thin, bottom thin,
left thin, right thin;")
fontstyle? =xlwt.ea5vxf('pattern: pattern solid, fore_colour red;font: name Times New Roman,
colour black, bold on, height 250; align: vert centre, horiz centre;' "borders: top thin, bottom thin,
left thin, right thin;")
# Declare worksheet 1
sheetl = workbook.add_5heet("Sheetl")
# Label & Format Excel Column Headers
5heetl.write(0,0, 'Date/Time', fontstyleO )
5heetl.col(0).width =4000
sheetl.writelO, 1, 'Date/Time', fontstyleO)
5heetl.col(l).width =4000
sheetl.writelO,2, 'PredictedTemperature (Deg. C)',font5tvle2)
5heetl.col(2).width =8000
sheetl.writelO, 3, 'Predicted Wind Speed |m/5)',font5tvle2)
5heetl.col|3).width =8000
sheetl.writelO,4, 'Wind Direction',font5tvle2)
5heetl.col(4).width =5000
sheetl.writelO, 5, 'CIT Predicted Wind Speed (m/5)',font5tvlel)
5heetl.col(5).width =10000
sheetl.writelO, 6, 'Power Output (kW)',font5tvle3)
5heetl.col(6).width =6000
# Write info to column 1 of worksheet 1 - Time & Date
i=0
counter = 0
filename=""
for item in l5tl[0:24]: # [1:24] - only interested in Ist 24 readings
i = i+l
date = item.get('from')
dateRevl = date.replace!":","")
dateRev2 = dateRevl.replace|"T',"")
dateRev3 = dateRev2.replace("0000", "00")
sheetl.writeli, 0, dateRev3,fontstyle5)
if counter==0:
# code to set excel filename equal to ywy-mm-dd-time
f i I e n a me=ite m.getl 'f r o m')
counter+=l
# Write info to column 2 of worksheet 1 - Time & Date
i=0
for item in lstl[0:24]:
i =i+l
date = ite m.getl'to')
dateRevA = date.replace!":","")
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dateRevB = dateRevA.replace('T',"")
dateRevC = dateRevB.replace("0000", "00")
5heetl.write(i, 1, dateRevC, fontstyle5)
# Write info to column 3 of worksheet 1 - Temperature
#i=0
^Ternp = np.arrav([0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0.0,0,0,0,0,0,0],dtype=np.float)
U initialise array to hold temperature values
#for item in I5t4[0;24]:
U temperature = item.get('temperature')
# temperature = float(temperature) # must convert temperature from text to a float
U np,put(Temp,[i],[temperature])
n i = i+1
# sheetl.write(i, 2, temperature, fontstyleS)
#printTemp

Write info to column 4 of worksheet 1 - Forecast Wind Speed for Cork Airport
i=0
WS = np.array([0,0,0,0,0,0,0,0,0,0,0,0,0,0,0.0,0,0,0,0,0,0,0,0],dtype=np.float)
# initialise array to hold windspeed values
for item in l5t2[0;24]:
windspeed = item.get('mps')
windspeed = float(windspeed) # must convert mps from text to afloat
np.put(WS,[i],[windspeed])
i = i+1
sheetl.write(i, 3, windspeed,fontstyleS)
print WS
a

# Write info to column 5 of worksheet 1 - Predicted Wind Direction for Cork Airport
i=0# array counter
r=0# excel row counter
CIT_WS = np.array([0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],dtype=np.float)
initialise array to hold predicted CIT windspeed values
CIT_Power = np.array([0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],dtype=np.float)
fr initialise array to hold predicted CIT power output values
for item in I5t3[0:24];
r=r+l
WindDirection = item.get('name')
WSpeed=WS[i]
# WSpeed = Predicted Wind Speed at Cork Airport
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Appendix E
Step A & B and Step 1 & 2: Rule
Based Logic Decision-Making
Processor (RBLDP) flow chart
This illustrates the logic decision making process of the rule-biised processor. The
objective of the logic within the algorithm is to optimally schedule the day-ahead
power flow based on a two tier electricity TOU tariff structure for each hour t^.
Note that ti refers to the hour 00:00 to 01:00 [t^ G [1,24]. Here, peak hours are
assumed from 9ani (tio) to midnight (t24) while midnight to 9ani is considered to
be off-peak hours where unit prices are minimal.
The aim is to satisfy the electrical load demand with RES if available, followed
by any available auxiliary power supply and the national grid. Additionally, the
algorithm promotes the optimal use of any available excess power available from
the RES. With respect to any excess RES power available, emphasis is placed on
ensuring maximum charge being delivered to the battery in order to mitigate against
peak tariffs before selling to the national grid.
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Figure E.l: High Level Logic Overview of RBLDP flow chart for Step 1 & A
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Figure E.2: High Level Logic Overview of LDP flow chart for Step 2 & B
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Appendix F
A KFB12 Case Study Example for
Airline Bookings
Finally, as presented in [170], in order to further enhance confidence in the AR
method and validate the generality and accuracy of the KFB methodology of fore
casting outside the realm of weather phenomena, a 12 monthly KFB 12 was investi
gated to capture the annual seasonality and periodicity of the airline industry and
to derive monthly year-ahead airline passenger numbers for Ireland with promising
results returned.
Accuracy in estimating air transport demand is a key element for any aviation
company in planning its short-term or long-term business plan regardless of its sta
tus, whether it is an established or start-up company [178]. The accurate forecasting
of overall air passenger numbers on a city pair basis is also useful for the development
and expansion of new and existing airports or potential new routes. Sivrikaya et al.
[178] employed a semi-logarithmic regression model to forecast domestic air travel
demand in Turkey over two years and achieved a mean average percentage error
(MAPE) of 8.3% and 8.5% for predictions of 2010 and 2011 respectively. Laik et
al. [179] analysed the passenger load from past historical patterns of 67 airlines and
developed a predictive model using a multitude of decision trees (DT) to forecast
the total passenger load for the month of March 2013 yielding RMSE values of 3 to
12% for all airlines.
In this instance a seven-year period of historical airline transport data, provided
by Eurostat [180], of the Irish passenger traffic was used to tune the filter bank
system and measurement covariances, Qt and Rf respectively, prior to assessing the
predictive performance of the KFB methodology for monthly year-ahead forecasts.
In this case, a KFB12 is presented with improved prediction accuracy for year-ahead
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airline traffic forecasting. Here KFi processed the monthly year-ahead air passenger
load for January (Ml), KF2 for February (M2) up to KF12 which filtered the total
airline passenger hgure for December (M12) based on the actual measurement data
for that month over the previous three years for the purpose of covariance matrix
estimation.
Fig. F.l shows a plot of Ireland’s actual monthly air passenger load along with
the monthly year-ahead predictions derived from the KFB12 over a two-year period.
A MAPE of 4.6% and 7.7% was observed in relation to predictions for 2013 and 2014
respectively with the MAPE for individual months varying between 0.7% and 13.7%
over the two-year period which is an improvement over that reported previously
[178]. Thus, it is shown that, by aligning the size (n) of the KFB to track the
primiary underlying cyclical pattern of the parameter concerned, accurate multiple
step-ahead predictions for various time horizons can be achieved.
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Figure F.l: Actual v Predicted Air Passenger Demand for Ireland 2013-14
From Fig. F.2, it can be observed that an auto-correlation of the air passenger
demand for 2006 to 2014 manifested periodicities of an annual and biennial nature.
Once more an eight term Fourier series, as per (5.2) and (5.3), was applied to the
data set. This was then plotted against the actual air passenger demand, provided
by Eurostat [180], as shown in Fig. F.3. It was established that the fourth and eight
terms respectively tracked the undulating annual and biennial periodicities of:
0.0832 cycles / month
~ 1 cycle / annum
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Figure F.2: Auto-correlation of airline passenger data 2006-2014

Figure F.3: 8 Term Fourier series of airline passenger data 2006-2014
0.0416 cycles / month
~ 2 cycles / annum
This approach illustrates the reasoning in the selection of the KFB12 configura
tion for predictions of phenomena displaying patterns with annual periodicities.
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