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Preface and Reflections 
Student’s role 
I currently work as a Senior Research Officer in the NSW Bureau of Crime Statistics 
and Research (BOCSAR). Part of BOCSAR’s research focus is to determine the 
likelihood of individuals who have been convicted of an offence committing a further 
offence. This is often conducted in the context of evaluating an intervention to reduce 
re-offending (e.g. a drug treatment program, supervision imposed as part of a sentence 
etc.). Currently the common ways of conducting this research are through a logistic 
regression analysis, where a cohort of offenders are followed up for two years and the 
outcome is a yes/no variable indicating a re-offence, or a time to first event survival 
model, where the offenders are followed up until their first re-offence, or censored after 
two years of free time (i.e. time not spent in custody). 
During the survival analysis (SVA) subject I completed through the Master of 
Biostatistics degree, I began to think about the possibility that our data would be ideal 
for recurrent event analyses, particularly because offenders can re-offend more than 
once during a follow-up period. Exploring this possibility is the main focus of this 
workplace project portfolio. 
Although I used BOCSAR’s data for this project, because this project primarily focused 
on statistical methodology and did not have direct policy implications, I was asked by 
my manager to conduct this project independent to my usual work in BOCSAR. This 
meant that I was solely responsible for the design and direction of the project and 
managed my time on this outside of work hours.  
In terms of any value added, my primary goal for this project was to explore the 
potential of applying recurrent event models to the re-offending data in BOCSAR and to 
present these findings to my colleagues. I will present these findings to my workplace in 
early 2010.  
Reflections on Learning 
Communications and working within a team 
Although I didn’t officially work on this project at BOCSAR I received a great deal of 
advice from my research colleagues. This was through informal discussions around the 
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development of a research question that would be of interest to a criminological 
audience in addition to meeting the primary goal of exploring the recurrent event 
models. They also offered advice on technical aspects of extracting the administrative 
data and discussing the implications of the models. Mark Ramsay, a programmer at 
BOCSAR was responsible for the development of the early SAS code I based my 
program on for extracting the data and checked my final code for any errors. Clare 
Ringland, a Senior Research Officer in BOCSAR wrote the SAS code for the 
generation of the Cox-Snell residuals for recurrent events which allowed me to 
compare the fit of the models. My manager, Craig Jones was the content supervisor for 
this project and reviewed the final version of this portfolio. 
My main contact for this project was my statistical supervisor, Dr Patrick Kelly.  Patrick 
provided me with guidance on the recurrent event models and I was able to discuss 
some of the more complex issues I had come across in this project with him, 
particularly those around the testing of assumptions and fit of the recurrent event 
models.  
One of my initial challenges was dealing with the overwhelming amount of research 
questions that arise from the re-offending data. The first few meetings I had with Patrick 
were mainly around this issue of moving towards committing to a research question so I 
could finalise the extraction of the data. Initially I had planned to select adult offenders 
convicted of any offence in a NSW Court in 2002 and identify any re-offence as the 
outcome. After thinking about this approach I began to question whether there is any 
purpose in including all offences, and whether this would result in any meaningful 
interpretations of the models. Following discussions with Patrick and the Director at 
BOCSAR I decided to select only offenders convicted of a violent offence and examine 
the hazard of a further violent offence. This also allowed the introduction of the non-
violent offences as time-varying covariates into the model.  
Statistical Computing 
The first aspect of the project I needed to address was the extraction of the data. This 
task was assisted by the Data Management and Computing (DMC) subject in the 
Masters. The data I used are from BOCSAR’s re-offending database (ROD), which 
contains a unique identifier for each person who has appeared in a NSW court. This 
identifier links into a number of different tables relating to demographic characteristics, 
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offending history, prison episodes etc. Data are usually extracted by programmers who 
work at BOCSAR, however I extracted my own, and had one of the programmers check 
my work. 
Before I began this project I hadn’t had any experience extracting administrative data 
so I thought it would be a challenging but great development opportunity. I also hadn’t 
used ROD for any data analyses so I was unsure of what variables were in the 
database and the form of these. I also had the added complication of needing to 
construct these data in a counting process format for recurrent event survival, with not-
at-risk intervals when the offender was in custody and also time-varying covariates. 
I began with a SAS program that was developed by one of the programmers at work for 
a time to first event survival dataset (for any offence) as an initial guide and worked off 
this. The biggest challenge was creating a dataset for the analyses which was in an 
appropriate format. The way I approached this problem probably wasn’t the most 
technically correct but was more of a logical approach. To do this, I first identified the 
format associated with the counting process format. For each offender there can be 
multiple records, and the number of records relates to the number of times the 
information is updated, or the offender is removed from the dataset for a period of time 
during the follow-up period. In my dataset the information could be updated due to the 
offenders: committing a violent offence (the event of interest) or committing a non-
violent offence (a change in the time-varying covariate value). The offenders could be 
excluded for a period of time if they were placed into custody and re-entered when 
released from custody. Once I identified the required structure and the associated 
elements, I created a number of datasets that represented each possible type of start 
and stop time: 
• Start time: beginning of time at risk, released after being in custody, re-start 
after event or non-violent offence (i.e. change in time-varying covariate) 
• Stop time: Event or non-violent offence, placed in custody, end of follow-up 
Following this, I created two datasets by appending the start times and stop times and 
sorted each of these. I then merged by the offender identifier. Mostly the data were 
ordered as required however, at this point the issue of tied times came up and I needed 
to determine an approach to deal with these systematically. Although this approach 
worked generally, there was a point where I still had to make some individual decisions 
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on some offenders’ tied data, for example some offenders had a custody date nested 
within another custody period so these nested periods were identified and deleted.  
This data extraction process was easily the most time consuming component of the 
project however I learnt a lot, mainly through making a lot of mistakes along the way. 
Now I have completed this task I have found that I have been able to provide advice to 
colleagues relating to the ROD data and issues relating to the data management. My 
SAS skills have really improved as well. The code that I wrote is presented at the end 
of this portfolio. 
Statistical principles and methods 
The analyses I conducted for this portfolio were mostly informed by the Survival 
Analysis (SVA) subject in the Masters. Because I was looking to explore these models I 
developed a series of models using these data: time to first event Cox proportional 
hazards, and the Andersen and Gill recurrent event model, with and without time-
varying covariates.  
I used Stata 10.1 for all the analyses as this is the software I am most comfortable with 
for survival analysis. After developing a dataset for each analysis method, the first step 
was to specify the survival set in Stata (using the stset command). This was 
something which was focused on in the SVA subject however this was slightly more 
complex than the basic stset commands because I was following subjects over 
calendar time (with the origin 1 Jan 2002) and I needed to read into how to specify this. 
I also added the scale(30) option so the time scale was in months. I made sure that I 
checked the final data to see that it was representing what it should be.  
To run each of the models I was able to refer to the SVA notes, particularly the ones 
related to specifying recurrent event models in Stata. One of the decisions I needed to 
make was in relation to how to define the variables. I initially had the non-violence 
offence covariates (one for each broad offence category) as binary but realised that 
because I would be assessing these as time-varying in later models and using the prior 
values as the starting value, if I kept these as binary then this would reduce the 
opportunity for some offenders to move into a higher category. Based on this I decided 
to categorise these into three levels: 0, 1 and 2+ offences. 
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The main challenges arose when assessing the models. The first major issue was the 
assessment of the proportional hazards. Given the large sample size, the first issue 
was the most appropriate way to determine the hazards were non-proportional. Some 
of the covariates that were identified as violating the hazards were more ambiguous 
when looking at the log-log survival plots. I discussed this issue with Patrick and in the 
end decided to err on the side of caution and stratify the models by the covariates that 
suggested non-proportionality. Another issue relating to the proportional hazards 
assumption was whether this assumption held in the context of time-varying covariates. 
The alarm bells rang when most of the variables were highly significant in the test for 
proportional hazards. I started to have a look around for some information explaining 
why this was the case and started to read some hints that in time-varying covariate 
models we can no longer assume proportional hazards. I found the most concrete 
explanation in Collett (2003) which stated that this is the case. Based on this I decided 
to stratify the model by the two most strongly non-proportional (fixed) covariates that 
arose in the previous models with fixed covariates. 
The next challenge was how to assess the overall fit of the models. One of the ways to 
assess this fit is using the Cox-Snell residuals. As the offenders have multiple entries I 
realised that I needed to use the cumulative Cox-Snell option in Stata. This was 
appropriate for the time to first event model, however was not working for the recurrent 
event models. I did a lot of searching in textbooks (including Collett, Hosmer, 
Lemeshow & May and Therneau and Grambsch) and through journal articles for some 
indication of how to do this. I started to realise that the issue of assessing the fit of 
recurrent event models is an under researched area. I decided to have another think 
about the way Stata deals with the cumulative Cox-Snell residual.  
For each individual, Stata calculates this cumulative Cox-Snell residual and places it at 
the last observation. While this is fine for time to first event data, this is not appropriate 
for the recurrent event data because each event needs to have a calculated Cox-Snell 
residual. Once I realised this, I decided to use the partial Cox-Snell residuals (i.e one 
per person record) to calculate my own cumulative residuals – where, rather than 
having just one cumulative residual entered at the last record I needed to generate one 
at each event (where relevant) then start the calculation again to total at the next event 
and so on until the last record where the final residual will be calculated. Although I had 
this plan in mind, I was unable to work out how to actually code this in SAS (or Stata). 
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My colleague at work Clare Ringland helped me out with this by writing some SAS code 
from an extract of the data from Stata. Following this I imported the data into SAS, 
generated these cumulative recurrent residuals, and re-imported the data back into 
Stata. These Cox-Snell residual plots became very important by allowing a more direct 
comparison of the models.  
Time management 
I found the initial time management of this project quite challenging, primarily because I 
was dedicating most of my time to this and slightly neglecting my last coursework 
subject. The biggest time commitment was the extraction and preparation of the data. 
Once this was finished I was able to manage my time more easily and balance the 
coursework and the analyses relating to this project. Admittedly the writing for this 
portfolio was the loser in terms of the breakdown of time dedicated but I think that is 
probably the reality for a lot of research projects.  
Ethical considerations 
The data I was working with are de-identified so there is no risk associated with 
identifying any offenders. I received approval to work on this at home and ensured that 
the data were secure at all times. 
 
9 
 
Modeling the hazard of violent re-offending: An examination of the Andersen-Gill 
survival analysis model for recurrent events 
Abstract   
This paper explored the application of the Andersen-Gill (1982) recurrent event survival 
model to data on the re-offending of violent offenders. A cohort of offenders convicted 
for a violent offence in 2002 was followed-up, with the event of interest being a violent 
re-offence. Four survival analysis models were compared: time to first event; and three 
Andersen-Gill models: one with fixed covariates, one with time-varying covariates, and 
one with time-varying covariates and the inclusion of a covariate incorporating the 
violent event count. The time to first event model was the only model to demonstrate a 
reasonable fit of the data. It is suggested the Andersen-Gill model for recurrent events 
did not fit these data as the assumption that the events are independent is perhaps not 
appropriate in the context of violent re-offences. It is possible the Andersen-Gill model 
may be applied to another offender group, such as those who have committed a theft 
offence. In terms of a recurrent event model for violent re-offenders, it is recommended 
a frailty model be tested with these data to adjust for the unmeasured factors 
associated with an offender’s risk of a further violent offence.   
Keywords: Cox proportional hazards - recurrent events - Andersen-Gill – time-varying 
covariates - violent offending 
Introduction 
One of the main focuses of the criminal justice system is to develop effective 
interventions to reduce the re-offending rates of convicted offenders. These may be in 
the form of specialised courts or programs, or through additional supervision of 
offenders imposed upon the sentence of a convicted offender (McGuire, 2002). The 
challenge for researchers in this area is how to assess these interventions, or more 
generally, identify the factors that influence re-offending. 
A model commonly applied in the assessment of re-offending outcomes is the Cox 
proportional hazards model (Cox, 1972). The basic Cox model assesses the relative 
hazard of an explanatory covariate in the context of a time to first event model, where 
each individual is observed to re-offend once then removed from the set of 
observations. Bowles and Florakis (2007) highlighted the application of this model in an 
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investigation of the characteristics associated with the risk of reconviction for a sample 
of offenders released from prison. From this model, it was identified age, sex, history of 
convictions, and type of offence were strongly associated with risk of reconviction.  
The Cox proportional hazards model was applied to an evaluation of the NSW Drug 
Court (Weatherburn et. al., 2008) where participants on a court imposed program were 
compared with a matched sample of participants who did not complete the program. 
While controlling for other explanatory variables, Weatherburn et. al. (2008) found that 
the participants who were placed on the NSW Drug Court program were less likely to 
be reconvicted for a further offence of any type than the non-participants.  
Both of these studies followed the offenders to their first re-offence. A number of 
extensions of the Cox proportional hazards model have accounted for the 
measurement of recurrent events. Kelly & Lim (2000) provide a detailed overview and 
comparison of these recurrent event models. In the context of re-offending, these 
models allow for offenders to continue to be followed-up beyond their first re-offence. 
We assess the applicability of one of the recurrent event methodologies, the Andersen-
Gill (1982) model to data on a cohort of convicted violent offenders, defining violent re-
offences as the event of interest. To explore this, we start by fitting a time to first event 
model using a subset of the data and fixed covariates, we then use the Andersen-Gill 
method to firstly fit the model using the same fixed covariates as the time to first event 
model, then we further develop this model by introducing time-varying covariates for the 
number of non-violent offences, higher court appearances and prison sentences, 
including the addition of a covariate identifying the violent event count. Finally, we 
compare the inferences and the overall goodness of fit of these models. 
Method 
Description of data 
We identified a cohort of offenders aged 18 or over who received a conviction for a 
violent offence in a New South Wales Local or District Court1 during 2002. A violent 
offence was defined using the Australian Standard Offence Classification (ASOC; 
ABS,1997) with offences relating to murder, attempted murder, aggravated assault, 
                                                           
1
 NSW has three main adult courts: Local, District and Supreme. Supreme Court convictions were not 
included in the selection of the cohort. 
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non-aggravated assault, acts to cause injury, or aggravated sexual assault included.  
These offenders were identified using a re-offending database maintained by the NSW 
Bureau of Crime Statistics and Research (Hua & Fitzgerald, 2006). This database 
contains unique identifiers for each individual who has appeared at a NSW court and 
matches this individual with their offence history, as well as key characteristics such as 
sex, date of birth, whether they have ever identified as Indigenous, and the occasions 
of conviction and penalties associated with these convictions. 
Each offender was followed up until the 31 December 2008 from their initial conviction 
date. Throughout this follow-up period, the date of each subsequent violent offence was 
identified; this was the event of interest in this study with multiple events possible for 
each offender. For the offences to have been counted as events, the offence must have 
been proven by the court. Any re-offences that occurred in prison in the follow-up 
period were not considered in this study. 
Data on sex, age, Indigenous status, level of disadvantage2 and the number of prior 
proven offences within the two years leading up to the initial conviction date were 
included in the dataset. These prior offence counts also included non-violent offences 
that were finalised on the same date as the violent conviction. Data on the number of 
prior prison sentences received and the number of appearances in District or Supreme 
Court in the two years prior to the initial conviction date were also considered in the 
analyses. Each of the non-violent offences, prison sentences and higher court variables 
were categorised into levels relating to 0, 1 or 2 or more counts. The dates relating to 
other proven non-violent offences that occurred during the follow-up period were 
identified to be included as time-varying covariates.  
Offenders were excluded if they received a prison sentence relating to the initial 
conviction or if they were in prison when the offence was committed or finalised in 
court. Offenders were also excluded if data on age or level of disadvantage were 
missing or their Indigenous status was unknown. The follow-up period for offenders 
was reduced if an offender died, or if they were placed into prison and not released 
prior to the end of the follow-up period. 
                                                           
2
 This disadvantage variable was derived using the socio-economic index for areas tool (SEIFA; ABS, 
2006) and the postcode recorded in the ROD database for each offender. The resulting offenders’ index 
scores were categorized into quartiles. 
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In total, there were 11,640 offenders included in the cohort. Table 1 presents the 
characteristics of the offenders, including the proportion of offenders who experienced 
at least one violent re-offence. The offences relating to each offence type listed are 
presented in Appendix A.  
Table 1 Characteristics of the cohort of convicted violent offenders 
Variable n % violent re-offence 
Indigenous status 
  
Non-Indigenous 9,352 23.5 
Indigenous 2,288 49.4 
Sex 
  
Female 1,877 27.9 
Male 9,763 28.7 
Age category 
  
18-23 2,884 35.4 
24-29 2,557 31.8 
30-37 2,955 29.3 
38+ 3,244 19.2 
Disadvantage quartile 
  
1 – Most disadvantaged 3,738 30.0 
2 3,884 30.5 
3 2,408 27.7 
4 - Least disadvantaged 1,610 21.7 
Priors   
Violent 
  
0 10,325 26.0 
1 1,163 47.0 
2+    152 65.1 
Drug 
  
0 10,900 27.8 
1 644 39.4 
2+ 96 42.7 
Breach 
  
0 11,344 28.0 
1 284 48.6 
2+ 12 66.7 
Domestic violence (DV) breach 
  
0 10,434 27.2 
1 1,016 39.6 
2+ 190 45.3 
Property damage 
  
0 9,707 26.3 
1 1,751 38.8 
2+ 182 51.1 
Conduct 
  
0 9,628 25.5 
1 1,607 40.7 
2+ 405 53.8 
Harassment 
  
0 11,249 28.0 
1   378  46.0 
2+ 13 46.2 
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Variable n % violent re-offence 
Theft 
  
0 10,276 26.8 
1 1,022 41.7 
2+ 342 43.0 
Other 
  
0 8,248 24.6 
1 2,563 36.5 
2+ 829 43.3 
Higher court appearance 
  
0 11,401 28.7 
1 216 25.0 
2+ 23 17.4 
Prison 
  
0 11,322 27.7 
1 251 58.6 
2+ 67 56.7 
 
Data structure 
The data were developed in the counting process format to reflect the multiple entries 
for each offender (Therneau & Grambsch, 2000). For this method, the data for each 
offender were set up in multiple rows, depending on the number of violent offences, 
other offences and the times in custody. The violent offences were flagged as an event 
of interest (event) while the other offences were initially set up as time-varying 
covariates with the cumulative count of each offence recorded. 
In addition to identifying offences throughout the follow-up period, any time periods 
where the offender was placed into prison were identified, as during these time periods 
the offender was not considered at risk of experiencing the event of a violent re-
offence. An example of an offender’s scenario is presented in Figure 1 below. 
Figure 1 Example of a follow-up scenario for an individual offender 
1 Jan 2002 14 Jan 
2002 
24 Mar 
2002 
9 Aug 
2003 
8 Jan 
2005 
25 Jan 2007  13 Mar 
2007 
31 
Dec 
2008 
Start of 
calendar 
period 
Conviction 
(Start of 
observation 
period) 
Violent 
offence 
Breach, 
DV 
Breach, 
Property 
Violent 
offence 
In custody Released 
from 
custody 
End of 
follow 
up 
period 
  
event 
 
event 
   
…………….. AT RISK ………………. AT RISK 
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These observations were presented from the start of the observation period and the 
dates listed under a TIME_START or TIME_END variable. For each offence (either 
violent or non-violent) the date of the offence was identified under the TIME_END 
variable and again under the TIME_START variable to begin the next observation 
period immediately. For the not-at-risk interval while the offender was in custody, the 
date the offender was placed into custody was identified under the TIME_END variable 
and the date of release under the TIME_START variable.  The set up of these data is 
presented in Table 2. For simplicity, the values of other time-varying offences or fixed 
covariates (age, indigenous status, sex, count of priors) are not presented in the table. 
Table 2 Example of counting process format for data 
ID TIME_START TIME_END EVENT nature of episode 
19 14/01/2002 24/03/2002 1 Violent offence 
19 24/03/2002 9/08/2003 0 Non-violent offences 
19 9/08/2003 8/01/2005 1 Violent offence 
19 8/01/2005 25/01/2007 0 Placed in custody 
19 13/03/2007 31/12/2008 0 
Released from custody then end of follow 
up 
 
Following the initial set up of the multiple record data, a subset of these was developed 
to form the time to first event model. The models and associated data designs are 
described below. 
Description of the models 
Cox proportional hazards model 
The Cox proportional hazards model (Cox, 1972) is a semi-parametric model which 
forms the basis of each of the survival models presented in this paper. The key 
assumption of the model is that the values relating to the explanatory variables for an 
individual (e.g. sex, age, number of prior offences) multiplicatively shift the baseline 
hazard. Specifically, the basic proportional hazard model is presented by: 
    |   
exp     (1) 
This presents the hazard rate for the ith individual is a function of the baseline hazard 
rate 
  and the vector of explanatory variable values for that individual. While the 
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model provides estimates of the coefficients, there is no estimation of the baseline 
hazard, which as indicated in the model can change as a function of time (t).  
As indicated in the name, the usefulness of the model is based on the assumption that 
the effects of the explanatory variables are proportional and this ratio is constant across 
time. Thus, from this we can identify, for an unspecified baseline hazard value the 
impact of the change in the value for a particular explanatory variable. 
The Cox proportional hazards model also takes into account censored observations, 
where the individual does not experience an event prior to the end of follow-up, or is 
removed from the dataset prior to experiencing the event (e.g. if they died prior to re-
offending). 
Time to first event 
In the time to first event model, a cohort of offenders (i.e. offenders convicted of an 
offence) is followed up across a period of time until the time where they experience an 
event of interest (most commonly a re-offence). If they do not re-offend then they are 
censored at the end of the follow-up period. The key aspect of this model is that, once 
an individual re-offends then they are no longer considered at risk of re-offending.  
For the time to first event model, with no time-varying covariates each offender was 
excluded from the data following their first violent offence. As we are adjusting for gap 
time when an offender is in prison, it is still possible for offenders to have multiple 
entries. In addition to age, sex and Indigenous status, prior offences (including those 
finalised concurrently with the initial violent conviction) are included as fixed covariates. 
Andersen and Gill model for recurrent events 
An extension of the Cox proportional hazards model is to consider the possibility that 
an individual will experience more than one event of the same type within the specified 
follow-up period. This is particularly relevant for criminal offenders, as it is possible for 
them to re-offend multiple times. The benefit of these models is that they use all the 
available relevant information (Cleves & Cañette, 2009). This is compared to the 
previous model, which only considers the information relating to the time to first event 
for each offender. Table 3 shows the total violent offence counts during follow-up for 
this cohort.  While the majority of offenders did not have a violent re-offence (71.4%), 
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and of those who did, most only had one violent re-offence, there are a number of 
offenders who had two or more violent offences in the follow-up period, with the highest 
count being of 12 offences. 
Table 3 Totals of proven violent offence counts during follow-up 
Violent 
offence 
count Offenders  Percent 
0 8,316 71.4 
1 2,094 18.0 
2 692 6.0 
3 294 2.5 
4 134 1.2 
5 64 0.6 
6 19 0.2 
7 15 0.1 
8 3 <0.1 
9 5 <0.1 
10 3 <0.1 
12 1 <0.1 
Total 11,640 100.00 
 
There are a number of different model specifications relating to recurrent event data. 
This paper focuses on the Andersen-Gill model (Andersen & Gill, 1982). The basis of 
the Andersen-Gill model is the counting process formulation, where the follow-up period 
for each individual is broken down into multiple, non-overlapping time intervals, where 
the end time for each interval is determined by an occurrence of an event or change in 
any time-varying covariates. These time intervals are identified through a (start time, 
stop time] specification where, unless there are periods when the offender is not at risk 
of re-offending (i.e. due to being in custody), the start time is the same as the previous 
stop time (Therneau & Grambsch, 2000).  
The Andersen-Gill model makes the assumption that events are equal and thus treats 
them independently. This allows the events to be measured as time to first event, time 
from first event to second event and so on (Cleves & Cañette, 2009). Each individual 
contributes to the risk set for a specific time as long as they are under observation, as 
defined by inclusion of the specified time in the individual’s interval set. 
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The Andersen-Gill model has been compared with the standard Poisson regression 
process by Moulton and Dibley (1997). One of the advantages of this recurrent event 
survival model identified by Moulton and Dibley (1997) was that the baseline hazard 
was allowed to change with time, which enabled changes across seasons, or calendar 
time to be consistent among the individuals. The Poisson regression process does not 
have this capability; rather it models the total counts of the event within an exposure 
period. This consideration was made in the context of the acknowledgement of the 
added complexities that recurrent event survival models present, including the set up of 
the counting process format and the decisions around how to handle within-subject 
correlation.  
There are three forms of the Andersen-Gill model presented in this paper. The first will 
be based upon the fixed covariates identified in the time to first event model. The 
second will incorporate another attribute of the survival model, which is the use of time-
varying covariates. The basic Cox proportional hazards model calculates estimates 
based on the value of the explanatory variables at baseline and these remain fixed 
throughout the follow-up period. There are however, opportunities to observe and 
measure the effect of changes in the values of some explanatory variables across time 
(Hosmer, Lemeshow & May, 2008). To introduce time-varying covariates into the 
model, equation (1) is modified to represent measures of covariates at time (t) 
(Hosmer, Lemeshow & May, 2008). This equation can also generalise to fixed 
covariates, where t = 0. 
, ,   
 exp
t    (2) 
While variables such as sex, Indigenous status, level of disadvantage and prior 
violence will remain fixed, and age increases relative to time, categorical variables such 
as the number of custodial sentences, number of higher court appearances, and the 
number of non-violent offences have the potential to increase across the follow-up 
period. The association of the level of these variables with the event of interest will be 
explored in the second form of the Andersen-Gill model.  
To consider the time-varying covariates, cumulative totals for offence, prison sentences 
and higher court appearances were updated each time a new episode of each was 
identified through the data. Because these occurred at the end of the time period, a lag 
was added to the time-varying covariates so they were included in the estimations for 
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the next time period. These lag values were added to the starting values for each 
individual, which were the fixed prior plus concurrent offence totals. Following this, each 
cumulative count was categorised under the same specification as the fixed covariates: 
0, 1 or 2+ offences.  
Table 4 presents the number and percentage of offenders who changed from their 
starting value on each of the time-varying covariates. Most of the variables have around 
ten per cent or more individual offenders updating these values within the follow-up 
period. The variables with the most offenders having updated values are ‘other’ 
offences and conduct offences. The higher court category (3.4%) and harassment 
(6.0%) variables have the lowest percentage of individual offenders changing within the 
variables.  
Table 4 Number and percentage of offenders with varying covariate values 
Variable Fixed Varying 
% 
Varying Total 
Theft 10081 1559 13.4 11640 
Drug 10392 1248 10.7 11640 
Breach 10532 1108 9.5 11640 
DV Breach* 10056 1584 13.6 11640 
Property 
damage 10063 1577 13.5 11640 
Conduct 9770 1870 16.1 11640 
Harassment 10937 703 6.0 11640 
Other 7284 4356 37.4 11640 
Higher court 11247 393 3.4 11640 
Prison 
sentence 10064 1576 13.5 11640 
* Breach of Domestic Violence Order 
The third Andersen-Gill model will introduce a further time-varying covariate 
incorporating the count of violent re-offences. This covariate is again categorical with 
three levels (0, 1, 2 or more). Each offender begins at a zero value and has covariate 
value updated following a violent re-offence. 
For all of the Andersen-Gill models for recurrent events, a robust variance structure, the 
sandwich estimator of variance was specified (Lin & Wei, 1989). This structure seeks to 
account for the within-subject correlations between events. The Efron method for ties 
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was specified for each of the survival models. All analyses were conducted in Stata 
v10.1 (Statacorp, 2007). 
Model Assessment 
Within each of the models, the covariates were tested at the   0.01 level of 
significance, with the categorical covariates tested for their joint significance. The Wald 
statistic was used for each of these tests. As the goal of this study is to compare the 
results of the models, we were not interested in fitting the most parsimonious model. 
For this reason, all covariates were retained in the model, regardless of whether they 
were significant within the model. 
Following the initial model development, the assumption of proportional hazards within 
the time to first event and Andersen-Gill models with fixed covariates was assessed. 
This assumption is that there is a constant difference between the covariate values, 
and a common baseline hazard. The proportional hazards assumption was tested using 
the Schoenfeld residuals, with significant values of   0.01 for any covariate value 
investigated. This test is rather sensitive, particularly in large samples so a further 
visual examination of the movement of the covariates across time was conducted using 
the log-log survival plots. If these plots displayed any cross over or non-parallel 
patterns then the associated covariate was stratified in the model. By stratifying by a 
covariate, the baseline hazard is allowed to vary across the levels of the covariate. The 
estimates of the covariates remaining in the model are the same over the strata. The 
final stratified models are presented in the article, for details on the development of the 
model please refer to the statistical appendix. 
As Collett (2003) discusses, the proportional hazard assumption no longer applies in a 
model with time-varying covariates. This is because the values of the updated variables 
are dependent on time and no longer proportional to the baseline hazard. This results 
in a different interpretation of the hazard ratio for models including time-varying 
covariates. 
To assess and compare the overall fit of the models a test based on the Cox-Snell 
residuals was conducted. These Cox-Snell residuals were computed in Stata, following 
the generation of the martingale residuals. The time to first event used the cumulative 
Cox-Snell residuals, which are generated in Stata and placed on the final record of 
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each offender. The Cox-Snell residuals in the recurrent event models required some 
user-generated computation. This was because a residual was required for each event 
in addition to the last record. 
The Cox-Snell goodness of fit test is a visual test where the Nelson-Aalen estimate of 
the cumulative hazard function is generated based on the Cox-Snell residuals as the 
failure times and the original censoring variable used as the failure. If the model shows 
a satisfactory fit then the points generated will approximately follow a 45  line (Collett, 
2003). 
Results  
Time to first event Cox proportional hazards model 
Table 5 presents the results from the final time to first event model, stratified by age 
category. This model suggests the greatest effect on the hazard of committing a further 
violent offence comes from an offender being Indigenous, compared to non-Indigenous 
(Hazard Ratio (HR)  2.11, 95% CI 1.96, 2.28). Being male also increases the hazard of 
a violent re-offence (HR 1.21, 95% CI 1.10, 1.33). The levels of disadvantage are not 
jointly significant at the   0.01 level. Compared with the most disadvantaged quartile, 
only the least disadvantaged (4th quartile group) presents evidence of a reduced hazard 
of a further violent offence. 
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Table 5 Time to first event Cox proportional hazards model, stratified by age category 
Variable Haz. Ratio 
 
SE 
Pairwise  
p-value 
95% Conf. 
Interval  p-value 
Male† 1.21 0.059  <0.001 1.10 1.33 <0.001 
Indigenous* 2.11 0.083 <0.001 1.96 2.28 <0.001 
Disadvantage(2)‡ 1.02 0.043 0.693 0.94 1.10 0.020 
Disadvantage(3) 1.04 0.051 0.485 0.94 1.14  
Disadvantage(4) 0.85 0.053 0.010 0.75 0.96  
Prior offences** 
 
Violent (1) 1.41 0.072 <0.001 1.28 1.56 <0.001 
Violent (2+) 1.72 0.193 <0.001 1.38 2.14  
Theft (1) 1.19 0.066 0.002 1.06 1.32 0.009 
Theft (2+) 1.08 0.099 0.388 0.91 1.29  
Drugs (1) 1.22 0.082 0.003 1.07 1.39 0.013 
Drug (2+) 1.05 0.168 0.786 0.76 1.43  
Breach (1) 1.20 0.107 0.045 1.00 1.43 0.093 
Breach (2+) 1.41 0.513 0.340 0.69 2.88  
DV Breach^ (1) 1.34 0.074 <0.001 1.20 1.49 <0.001 
DV Breach (2+) 1.17 0.135 0.170 0.93 1.47  
Property damage (1) 1.21 0.054 <0.001 1.11 1.32 <0.001 
Property damage (2+) 1.26 0.139 0.040 1.01 1.56  
Conduct (1) 1.23 0.058 <0.001 1.12 1.35 <0.001 
Conduct (2+) 1.31 0.102 0.001 1.12 1.52  
Harassment (1) 1.29 0.104 0.001 1.10 1.51 0.004 
Harassment (2+) 1.53 0.629 0.305 0.68 3.42  
Other (1) 1.26 0.052 <0.001 1.16 1.37 <0.001 
Other (2+) 1.28 0.078 <0.001 1.13 1.44  
Higher court (1) 0.80 0.111 0.111 0.61 1.05 0.104 
Higher court (2+) 0.50 0.246 0.156 0.18 1.31  
Prison sentence (1) 1.32 0.121 0.003 1.10 1.58 0.001 
Prison sentence (2+) 1.57 0.271 0.009 1.12 2.20  
† referent category is female; * referent category is non-Indigenous; ‡referent category is 1st disadvantage 
quartile (this is the most disadvantaged); ** referent category is 0 offences within each offence category; 
^Breach of Domestic Violence Order. 
A number of prior offence variables are associated with a greater hazard of a violent 
offence in the time to first event model. Each of these prior offences occurred in the two 
years prior to the date of conviction for the initial violent offence. Not surprisingly, prior 
violent offences are strongly associated with a further violent offence. Offenders with 
one violent offence have a hazard ratio of 1.41 (95% CI 1.28, 1.56) compared with 
having no prior violent offences prior to receiving the conviction. Compared with this 
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same group, offenders with two or more have a hazard ratio of 1.72 (95% CI 1.38, 
2.14). 
All of the other offence variables, with the exception of drug and breach are significantly 
associated with the hazard of a further violent offence (at the   0.01 level). There is 
insufficient evidence to determine whether the number of appearances at a higher court 
is associated with the hazard of a further violent offence.  
Finally, the number of prior prison sentences received by the offender is strongly 
associated with the hazard of committing a further violent offence. Compared with 
offenders who have not received a prison sentence in the two years prior to their initial 
conviction, offenders who received one sentence had a hazard ratio of 1.32 (95% CI 
1.10, 1.58), while those with two or more prior prison sentences had an increased 
hazard of 1.57 (95% CI 1.12, 2.20).  
Andersen-Gill model with fixed covariates 
Table 6 presents the hazard ratios and associated p-values for the Andersen-Gill model 
with fixed covariates. This model uses the same covariate information as the time to 
first event model, however continues to observe offenders who have experienced the 
event of a violent re-offence. Due to concerns relating to the proportional hazards 
assumption, this model was stratified by age, level of disadvantage and prison 
sentence. Even stratified by these variables, there were still concerns with the 
proportional hazards assumption within this model (see Table A12 in the statistical 
appendix for further information). 
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Table 6 Andersen-Gill model with fixed covariates, with stratification by age, level of 
disadvantage and prison 
Variable Haz. Ratio 
Robust  
SE 
 Pairwise  
p-value 
95% Conf. 
Interval  p-value 
Male† 1.21 0.064 <0.001 1.09 1.34 <0.001 
Indigenous * 2.12 0.089 <0.001 1.96 2.30 <0.001 
Prior offences**      
 
Violent (1) 1.41 0.072 <0.001 1.28 1.56 <0.001 
Violent (2+) 1.64 0.179 <0.001 1.33 2.04  
Theft (1) 1.31 0.079 <0.001 1.17 1.48 <0.001 
Theft (2+) 1.23 0.118 0.029 1.02 1.49  
Drugs (1) 1.17 0.079 0.019 1.03 1.34 0.064 
Drug (2+) 0.99 0.160 0.971 0.73 1.36  
Breach (1) 1.23 0.113 0.026 1.03 1.47 0.065 
Breach (2+) 0.87 0.228 0.590 0.52 1.45  
DV Breach^ (1) 1.30 0.072 <0.001 1.16 1.45 <0.001 
DV Breach (2+) 1.19 0.141 0.146 0.94 1.50  
Property damage (1) 1.20 0.056 <0.001 1.10 1.32 <0.001 
Property damage (2+) 1.45 0.157 0.001 1.17 1.80  
Conduct (1) 1.28 0.065 <0.001 1.16 1.41 <0.001 
Conduct (2+) 1.58 0.126 <0.001 1.35 1.84  
Harassment (1) 1.22 0.103 0.019 1.03 1.44 0.004 
Harassment (2+) 1.94 0.525 0.014 1.14 3.30  
Other (1) 1.21 0.053 <0.001 1.11 1.32 <0.001 
Other (2+) 1.15 0.075 0.034 1.01 1.30  
Higher court (1) 0.92 0.141 0.586 0.68 1.24 0.141 
Higher court (2+) 0.40 0.192 0.056 0.15 1.02  
† referent category is female; * referent category is non-Indigenous; ** referent category is 0 offences 
within each offence and higher court category; ^Breach of Domestic Violence Order . 
Similar to the time to first event model, offenders who have identified they are 
Indigenous have a higher hazard than non-Indigenous offenders. This represents the 
strongest effect in the model, with a hazard ratio of 2.12 (95% CI 1.95, 2.30). Males 
have a higher hazard of a further violent re-offence than females.  
Offenders with prior violent offences had a higher hazard of a violent re-offence. 
Offenders with one prior violent offence had a hazard of 1.41 (95% CI 1.28, 1.56) 
relative to no prior violent offences and those with two or more had a hazard of 1.64 
(95% CI 1.33, 2.04).  
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Offences that were also associated with an increased hazard of a violent offence were 
theft, DV breach, property damage, conduct, harassment and the ‘other’ offence 
category. 
Andersen-Gill model with fixed and time-varying covariates 
The final models built on the previous Andersen-Gill model for recurrent violent 
offences, however the categories relating to the numbers of non-violent offences, 
prison sentences and higher court appearances were included in the models as time-
varying. Rather than using fixed priors, these categories were also updated based on 
what other offences occurred during the time the offenders were considered at risk of 
receiving a further conviction for a violent offence. The starting point for each of these 
categorical variables was the level the offender was measured on when the variables 
were fixed (i.e. the prior offences, prison sentence and higher court appearance 
categories).  
As we were unable to test the proportional hazards assumption in this model with time-
varying covariates (Collett, 2003), we stratified by the age category and level of 
disadvantage. These are fixed variables in the current model and were observed to 
violate the proportional hazard assumption in the previous Andersen-Gill model. As the 
number of prison sentences is a time-varying covariate in this model, it was considered 
reasonable to not stratify the model by this variable. 
The first of these models is presented in Table 7. With the inclusion of these time-
varying covariates, the model has changed somewhat compared to the previous two 
models. There is no longer a difference observed between the hazard for males and 
females. The time-varying covariates are mostly significant, with the exception of drugs 
and higher court appearances. Another important observation in this model is the effect 
of the prior violent offence covariate. While prior violent offences are still significantly 
contributing to the hazard of a further violent offence, the strength of this effect has 
decreased compared to the previous two models. It is likely this has occurred because 
the prior violent offences only provide information at the beginning of the period, 
whereas the other time-varying offences are able to continue to contribute to the model.  
The number of prison sentences is the strongest effect in this model. For two offenders 
with the same value on all other variables, if one were to have one prison sentence, 
and the other none, the offender with one prison sentence has a hazard of 1.90 (95% 
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CI 1.71, 2.11) or re-offending. If this offender were to increase into the two or more 
category then their hazard, compared to the offender with no prison sentences would 
be 2.27 (95% CI 2.01, 2.56). 
Table 7 Andersen-Gill models with fixed and time-varying covariates, with stratification 
by age and level of disadvantage 
Variable 
Haz.  
Ratio 
Robust  
SE 
 Pairwise 
p-value 
95% Conf. 
Interval  p-value 
Male† 1.06 0.050 0.203 0.97 1.17 0.203 
Indigenous * 1.75 0.068 <0.001 1.62 1.89 <0.001 
Prior offences** 
  
Violent (1) 1.18 0.054 <0.001 1.08 1.29 <0.001 
Violent (2+) 1.26 0.128 0.021 1.04 1.54  
Time- varying 
  
Theft (1) 1.15 0.055 0.003 1.05 1.27 0.011 
Theft (2+) 1.07 0.066 0.267 0.95 1.21  
Drugs (1) 1.09 0.055 0.100 0.98 1.20 0.154 
Drug (2+) 0.95 0.076 0.533 0.81 1.11  
Breach (1) 1.33 0.072 <0.001 1.20 1.48 <0.001 
Breach (2+) 1.46 0.120 <0.001 1.24 1.72  
DV Breach^ (1) 1.46 0.062 <0.001 1.35 1.59 <0.001 
DV Breach (2+) 1.51 0.090 <0.001 1.34 1.70  
Property damage (1) 1.24 0.049 <0.001 1.15 1.34 <0.001 
Property damage (2+) 1.53 0.094 <0.001 1.35 1.72  
Conduct (1) 1.26 0.053 <0.001 1.16 1.37 <0.001 
Conduct (2+) 1.55 0.089 <0.001 1.39 1.74  
Harassment (1) 1.21 0.068 0.001 1.09 1.36 0.002 
Harassment (2+) 1.17 0.144 0.196 0.92 1.49  
Other (1) 1.34 0.052 <0.001 1.24 1.45 <0.001 
Other (2+) 1.43 0.067 <0.001 1.31 1.57  
Higher court (1) 0.90 0.085 0.253 0.74 1.08 0.160 
Higher court (2+) 0.65 0.176 0.109 0.38 1.10  
Prison sentence (1) 1.90 0.102 <0.001 1.71 2.11 <0.001 
Prison sentence (2+) 2.27 0.141 <0.001 2.01 2.56  
† referent category is female; * referent category is non-Indigenous; ** referent category is 0 offences 
within each offence, higher court and prison sentence category; ^Breach of Domestic Violence Order. 
 
The final Andersen-Gill model presented adds one further time-varying covariate to the 
model presented above. As suggested by Therneau and Hamilton (1997) a variable 
relating to the count of events can be included in the model as a time-varying covariate. 
In this study, this is a categorical covariate with three levels (0, 1, 2 or more), relating to 
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the count of events observed for each offender.  As shown in Table 8, the inclusion of 
these violent event counts results in a slightly different model to that presented in Table 
7. 
 
Table 8 Andersen-Gill models with fixed and time-varying covariates, with stratification 
by age and level of disadvantage, including violent event count 
Variable 
Haz. 
Ratio 
Robust 
SE 
Pairwise 
p-value 
95% Conf. 
Interval p-value 
Male† 1.08 0.046 0.061 1.00 1.17 0.061 
Indigenous * 1.65 0.057 <0.001 1.55 1.77 <0.001 
Prior offence 
      
Violent (1) 1.19 0.047 <0.001 1.11 1.29 <0.001 
Violent (2+) 1.30 0.116 0.004 1.09 1.55  
Time-varying 
      
Theft (1) 1.17 0.050 <0.001 1.08 1.28 <0.001 
Theft (2+) 1.15 0.063 0.011 1.03 1.28  
Drugs (1) 1.06 0.049 0.170 0.97 1.17 0.348 
Drug (2+) 0.99 0.070 0.853 0.86 1.13  
Breach (1) 1.26 0.061 <0.001 1.15 1.39 <0.001 
Breach (2+) 1.34 0.100 <0.001 1.15 1.55  
DV Breach^ (1) 1.33 0.054 <0.001 1.23 1.44 <0.001 
DV Breach (2+) 1.29 0.071 <0.001 1.16 1.44  
Property damage (1) 1.18 0.043 <0.001 1.10 1.26 <0.001 
Property damage (2+) 1.38 0.076 <0.001 1.24 1.54  
Conduct (1) 1.23 0.047 <0.001 1.14 1.32 <0.001 
Conduct (2+) 1.41 0.074 <0.001 1.28 1.56  
Harassment (1) 1.17 0.060 0.002 1.06 1.29 0.008 
Harassment (2+) 1.12 0.129 0.326 0.89 1.40  
Other (1) 1.31 0.047 <0.001 1.22 1.40 <0.001 
Other (2+) 1.37 0.058 <0.001 1.26 1.49  
Higher court (1) 0.87 0.076 0.123 0.74 1.04 0.101 
Higher court (2+) 0.66 0.176 0.121 0.39 1.12  
Prison sentence (1) 1.67 0.083 <0.001 1.52 1.84 <0.001 
Prison sentence (2+) 1.77 0.101 <0.001 1.58 1.98  
Violent event (1) 1.77 0.073 <0.001 1.64 1.92 <0.001 
Violent event (2+) 2.33 0.138 <0.001 2.08 2.62  
† referent category is female; * referent category is non-Indigenous; ** referent category is 0 offences 
within each offence, higher court and prison sentence category; ^Breach of Domestic Violence Order. 
 
In this model, the violent event count is strongly associated with the hazard of a further 
violent offence. If an offender with certain levels of the other covariates commits one 
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violent re-offence then their hazard of a further violent re-offence increases to 1.77 
(95% CI 1.64, 1.92). If the offender commits a further violent re-offence then their 
hazard of another violent offence increases to 2.33 (95% 2.08, 2.62), relative to when 
they had no violent re-offences but the same levels of the other covariates in the follow-
up period. The fixed prior violent offences continued to be associated with the 
increased hazard of a violent offence. Similar to the previous time-varying covariate 
model, the two offence categories that did not significantly contribute to the model were 
drug offences and appearances in higher courts.  
 
Comparison of the models 
Table 9 presents the hazard ratios and standard errors and highlights the covariates 
that were jointly significant as determined through the Wald test and significant at the 
bivariate level, compared to the referent category. 
 
Comparing the time to first event and Andersen-Gill model with fixed covariates, the 
proportional hazards assumption was not met for age in both of these models, and for 
level of disadvantage and prison sentences for the Andersen-Gill model. This creates 
an immediate disadvantage for the recurrent event model. Apart from the need to 
stratify on further variables, the two models produce substantively similar results. 
 
The models with the time-varying covariates produce some different results to the 
models with fixed covariates. There is no evidence in these models of an association 
between sex and the hazard of a violent re-offence, and there is some increased 
evidence of the association between breach offences and a violent re-offence. 
 
The first Andersen-Gill time-varying model is strongly influenced by the time-varying 
covariates, with the exception of drug offences and higher court appearances. In 
particular the number of prison sentences has a strong effect on the risk of a further 
violent re-offence. The second time-varying model introduced a violent event count, 
fitted using the same category levels as the other time-varying covariates. In this 
model, the violent event covariate has a strong effect on the risk of a violent re-offence.  
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Table 9 Comparison of Hazard ratios and standard errors across models, with 
significant covariates presented in bold 
 
† referent category is female; * referent category is non-Indigenous; ‡referent category is 1st disadvantage 
quartile (this is the most disadvantaged); ** referent category is 0 offences within each offence category; 
^Breach of Domestic Violence Order. 
 
First event 
Andersen-Gill (AG) 
fixed 
AG 
time-varying 
AG time-varying 
with violent count 
Haz. 
Ratio  
  
SE 
Haz. 
Ratio 
Robust 
SE 
Haz.  
Ratio 
Robust 
SE 
Haz.  
Ratio 
Robust 
SE 
Male† 1.21 0.059 1.21 0.064 1.06 0.050 1.08 0.046 
Indigenous* 2.11 0.083 2.12 0.089 1.75 0.068 1.65 0.057 
Disadvantage (2)‡ 1.02 0.043         
Disadvantage (3) 1.04 0.051         
Disadvantage (4) 0.85 0.053         
Offences** 
Violent (1) 1.41 0.072 1.41 0.072 1.18 0.054 1.19 0.047 
Violent (2+) 1.72 0.193 1.64 0.179 1.26 0.128 1.30 0.116 
Theft (1) 1.19 0.066 1.31 0.079 1.15 0.055 1.17 0.050 
Theft (2+) 1.08 0.099 1.23 0.118 1.07 0.066 1.15 0.063 
Drugs (1) 1.22 0.082 1.17 0.079 1.09 0.055 1.06 0.049 
Drug (2+) 1.05 0.168 0.99 0.160 0.95 0.076 0.99 0.070 
Breach (1) 1.20 0.107 1.23 0.113 1.33 0.072 1.26 0.061 
Breach (2+) 1.41 0.513 0.87 0.228 1.46 0.120 1.34 0.100 
DV Breach^ (1) 1.34 0.074 1.30 0.072 1.46 0.062 1.33 0.054 
DV Breach (2+) 1.17 0.135 1.19 0.141 1.51 0.090 1.29 0.071 
Property damage 
(1) 1.21 0.054 1.20 0.056 1.24 0.049 1.18 0.043 
Property damage 
(2+) 1.26 0.139 1.45 0.157 1.53 0.094 1.38 0.076 
Conduct (1) 1.23 0.058 1.28 0.065 1.26 0.053 1.23 0.047 
Conduct (2+) 1.31 0.102 1.58 0.126 1.55 0.089 1.41 0.074 
Harassment (1) 1.30 0.104 1.22 0.103 1.21 0.068 1.17 0.060 
Harassment (2+) 1.53 0.629 1.94 0.525 1.17 0.144 1.12 0.129 
Other (1) 1.26 0.052 1.21 0.053 1.34 0.052 1.31 0.047 
Other (2+) 1.28 0.078 1.15 0.075 1.43 0.067 1.37 0.058 
Higher court (1) 0.80 0.111 0.92 0.141 0.90 0.085 0.87 0.076 
Higher court (2+) 0.49 0.246 0.40 0.192 0.65 0.176 0.66 0.176 
Prison sentence 
(1) 1.32 0.121 
    
1.90 0.102 1.67 0.083 
Prison sentence 
(2+) 1.57 0.271 
    
2.27 0.141 1.77 0.101 
Violent event (1)   
 
1.77 0.073 
Violent event (2)   
 
2.33 0.138 
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Overall goodness of fit 
 
Figure 2 Overall goodness of fit plots generated using cumulative Cox-Snell residuals 
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Figure 2 presents the Cox-Snell goodness of fit plots for each of the models. A good fit 
is observed when the points follow a 45  line. The time to first event is the only model 
that appears to fit the data reasonably well. Of the Andersen-Gill models, the model 
with the time-varying covariates and the inclusion of the violent event count covariate is 
the best fit, however this is not considered an appropriate fit for these data.  
 
Discussion 
The Cox proportional hazards model (Cox, 1972) has been applied in criminological 
research to address a range of research questions which have related to identifying the 
associated characteristics of re-offending (Bowles & Florakis, 2007) or evaluating an 
intervention aimed to reduce re-offending (Weatherburn et. al., 2008). These designs 
have commonly applied the time to first event model, where an offender is removed 
from the risk set following the event of interest. Developments in recurrent event 
extensions of the proportional hazards model have allowed for the inclusion of all 
events of interest in the model.  
This paper examined the application of the Andersen-Gill method for recurrent events 
(1982), which is based on the counting process methodology. We identified a cohort of 
offenders who were convicted for a violent offence in 2002 and modeled their hazard of 
committing a further violent offence, adjusting for a set of explanatory variables, 
including their count of non-violent offences and prison sentences. 
Comparisons were made between the Cox proportional hazards time to first event 
model and three Andersen-Gill recurrent event models: a recurrent event model with 
fixed priors (the same covariates as the time to first event models); one with time-
varying non-violent offences, higher court appearance and prison sentence counts; and 
one with the time-varying covariates and an additional time-varying covariate of the 
further violent offences committed by the offender, which were updated following a 
violent re-offence.  
There were two key features of the extended Cox proportional hazards models 
examined in the development of the models. The first of these was the application of 
the recurrent event model. One of the advantages of applying a recurrent event model, 
compared with the time to first event model is that we are able to use all the available 
information (Cleves & Cañette, 2009). This may result in greater statistical power to 
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detect a difference between the covariate values, as well as a potentially different 
interpretation of the effects on the outcome.  The second extension of the Cox model 
was the inclusion of time-varying covariates for the offences and prison sentences that 
occurred in the follow-up period. These time-varying covariates produce a different 
interpretation of the model to the fixed covariate models. The fixed covariate model 
allows an inference to be made relating to the known characteristics of the offenders at 
the time of the initial violent conviction. The time-varying covariates identify the change 
in risk as a function of the change in the covariates. With the exception of the violent re-
offence count covariate presented in the final model, the time-varying covariates in this 
study had starting values of those in the fixed model.  
Based on the Cox-Snell goodness of fit assessment, the time to first event was the only 
model to fit the data reasonably well. This model suggested the greatest effect on the 
hazard of committing a violent re-offence is associated with the offender being 
Indigenous, compared to non-Indigenous offenders, with having one or more prior 
violent offences also a factor that is strongly associated with a further violent offence.  
In this study, the application of the Andersen-Gill model resulted in a series of models 
that did not fit the data. When considering why this may be the case, we explored the 
assumptions of the Andersen-Gill model in more detail. The key aspect of the 
Andersen-Gill model is that it assumes the events are independent and does not 
differentiate between the time to first event and time from first to second event and so 
on (Hosmer, Lemeshow & May, 2008). Considering the distribution of the event 
numbers in these data (see Table 3 for details), of those who committed a violent re-
offence, the majority of these only committed one violent offence in the follow-up 
period, without going on to commit any further violent offences. Under the definition of 
the Andersen-Gill model, once these offenders have committed their first violent re-
offence then they are considered to be equally at risk of committing their second violent 
re-offence. As the data indicate, the majority of these offenders were censored at the 
end of follow-up rather then being observed to commit a further offence. This may have 
resulted in the Andersen-Gill model not fitting the data well.  
Although we applied a robust variance to the Andersen-Gill models to adjust for the 
non-independence arising from the repeated events within subjects, evidence suggests 
this may not be adequate to account for the within-subject correlation (Kelly & Lim, 
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2000). The model was also extended to adjust for the number of violent re-offences 
each offender had committed. While this model was the best fit of the three Andersen-
Gill models, this was still not sufficient to result in a reasonable model. 
While the Andersen-Gill model appears to be inappropriate for these data, it is possible 
that it may still be suited to data relating to other contexts in criminology. One possibility 
is modeling the re-offending of offenders who have committed a theft-related offence. 
Evidence suggests this group has a high risk of committing a further offence of any 
nature (Smith & Jones, 2008). This may suggest they are a high-frequency offending 
group.  
In terms of the current data, it is possible that a random effects model may be more 
appropriate. This model is commonly known as a frailty model in the survival context 
(Hougaard, 1995). The frailty model seeks to adjust for unknown parameters in the 
model that are risk factors for offending but cannot be measured. In doing this, the 
underlying propensity to re-offend, termed the ‘frailty’ is modeled for each offender. It is 
acknowledged the context of violent crime is complex and factors beyond basic 
demographic characteristics and offences are likely to contribute to the behavior of an 
individual which leads to a further re-offence. 
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Statistical Appendix 
 
Time to first event model 
The first model fitted was the time to first event model where offenders were followed 
up until their first violent re-offence, or censored at the end of follow-up. These data 
were generated from the recurrent event survival data by identifying the date of the first 
event (where relevant) or end of follow-up and keeping only those time intervals prior to 
and including this point. Offenders with any custodial episodes in the time period were 
excluded from the data at these points. This meant the id specification in the stset 
command was required. 
For all survival analyses presented the efron method for ties was specified. 
 
*stset code (scaled in months) id and time0 identified for gap time 
 
stset end,  failure(event) id(mspdi)  time0(start) origin(time 
mdy(1,1,2002)) scale(30) 
 
Model 1: No strata 
xi: stcox sex indig i.disq i.agecat i.pcat_theft i.pcat_drug 
i.pcat_breach // i.pcat_dvbreach i.pcat_property i.pcat_conduct 
i.pcat_haras i.pcat_other // i.pcat_violent i.pcat_jd i.pcat_prison, 
efron schoenfeld(sch*) scaledsch(sca*)   
 
Table A1 Time to first event model, no strata 
Variable 
Haz. 
Ratio SE z 
Pairwise 
p-value 
95% Conf. 
Interval 
Male 1.205 0.059 3.810 <0.001 1.095 1.326 
Indigenous 2.112 0.083 18.940 <0.001 1.955 2.282 
Disadvantage (2) 1.018 0.043 0.430 0.668 0.938 1.105 
Disadvantage (3) 1.035 0.051 0.710 0.480 0.940 1.141 
Disadvantage (4) 0.852 0.053 -2.580 0.010 0.754 0.962 
Age 
24-29 0.952 0.048 -0.990 0.324 0.863 1.050 
30-37 0.898 0.047 -2.060 0.040 0.810 0.995 
38+ 0.646 0.035 -8.100 <0.001 0.582 0.718 
Prior offences 
Violent (1) 1.413 0.072 6.780 <0.001 1.279 1.562 
Violent (2+) 1.715 0.192 4.810 <0.001 1.377 2.137 
Theft (1) 1.185 0.066 3.070 0.002 1.063 1.321 
Theft (2+) 1.082 0.099 0.860 0.390 0.904 1.294 
Drugs (1) 1.220 0.082 2.970 0.003 1.070 1.391 
Drug (2+) 1.054 0.169 0.330 0.743 0.770 1.444 
Breach (1) 1.195 0.107 1.990 0.047 1.003 1.425 
Breach (2+) 1.427 0.518 0.980 0.326 0.701 2.905 
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DV Breach^ (1) 1.337 0.074 5.230 <0.001 1.199 1.491 
DV Breach (2+) 1.180 0.136 1.430 0.151 0.941 1.479 
Property damage (1) 1.211 0.054 4.270 <0.001 1.109 1.322 
Property damage (2+) 1.256 0.139 2.050 0.040 1.010 1.561 
Conduct (1) 1.231 0.058 4.430 <0.001 1.123 1.350 
Conduct (2+) 1.309 0.102 3.450 0.001 1.123 1.525 
Harassment (1) 1.291 0.104 3.180 0.001 1.103 1.512 
Harassment (2+) 1.519 0.626 1.010 0.311 0.677 3.406 
Other (1) 1.262 0.052 5.610 <0.001 1.163 1.368 
Other (2+) 1.280 0.079 4.030 <0.001 1.135 1.444 
Higher court (1) 0.801 0.111 -1.600 0.110 0.610 1.052 
Higher court (2+) 0.493 0.247 -1.410 0.158 0.185 1.315 
Prison sentence (1) 1.314 0.121 2.970 0.003 1.097 1.574 
Prison sentence (2+) 1.546 0.267 2.520 0.012 1.102 2.167 
^Breach of Domestic Violence Order 
 
The first assessment of this model is the test for proportional hazards. The output 
presented below suggests that the proportional hazards are violated by the age 
category variables, particularly the age category representing the 38+ age group. 
stphtest, detail 
Table A2 Proportional Hazards test for time to first event model, no strata 
Variable rho chi2 df p-value 
Male -0.004 0.06 1 0.805 
Indigenous 0.004 0.04 1 0.834 
Disadvantage (2) -0.029 2.88 1 0.090 
Disadvantage (3) -0.031 3.25 1 0.071 
Disadvantage (4) -0.023 1.75 1 0.185 
Age: 24-29 0.005 0.09 1 0.765 
Age: 30-37 -0.008 0.23 1 0.630 
Age: 38+ -0.043 6.20 1 0.013 
Violent (1) -0.005 0.09 1 0.770 
Violent (2+) -0.008 0.21 1 0.648 
Theft (1) -0.008 0.22 1 0.637 
Theft (2+) -0.023 1.79 1 0.181 
Drugs (1) -0.025 2.22 1 0.136 
Drug (2+) -0.013 0.53 1 0.465 
Breach (1) 0.029 2.95 1 0.086 
Breach (2+) -0.005 0.10 1 0.754 
DV Breach^ (1) -0.016 0.89 1 0.346 
DV Breach (2+) -0.002 0.02 1 0.891 
Property damage (1) 0.010 0.37 1 0.541 
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Property damage (2+) -0.025 2.25 1 0.133 
Conduct (1) -0.022 1.68 1 0.195 
Conduct (2+) -0.020 1.40 1 0.236 
Harassment (1) -0.007 0.16 1 0.690 
Harassment (2+) -0.017 0.94 1 0.332 
Other (1) -0.018 1.16 1 0.282 
Other (2+) 0.019 1.31 1 0.252 
Higher court (1) 0.000 0.00 1 0.991 
Higher court (2+) 0.001 0.00 1 0.954 
Prison sentence (1) 0.018 1.20 1 0.273 
Prison sentence (2+) -0.014 0.63 1 0.427 
Global test 38.91 30 0.128 
^Breach of Domestic Violence Order 
To explore this apparent violation of proportional hazards, an unadjusted log-log 
survival plot for the age categories was generated. A plot where the hazards are 
proportional should present parallel lines for the age categories. This one appears to 
have some issues of proportionality, particularly leading up to the point where the 
ln(analysis time) = 2. Based on the test and log-log plot, it was decided to stratify the 
time to first event model by age category. 
stphplot, by(agecat) 
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Model 2: stratified by agecat 
xi: stcox  sex indig i.disq i.pcat_violent i.pcat_theft  
i.pcat_drug //i.pcat_breach i.pcat_dvbreach i.pcat_property 
i.pcat_conduct //i.pcat_haras i.pcat_other i.pcat_jd 
i.pcat_prison, efron //schoenfeld(sch*) scaledsch(sca*) 
strata(agecat) 
Table A3 Time to first event model, stratified by age category 
Variable 
Haz. 
Ratio SE z 
Pairwise 
p-value 
95% Conf. 
Interval 
Male 1.205 0.059 3.820 <0.001 1.095 1.326 
Indigenous 2.114 0.083 18.960 <0.001 1.957 2.284 
Disadvantage (2) 1.017 0.043 0.390 0.693 0.937 1.103 
Disadvantage (3) 1.035 0.051 0.700 0.485 0.940 1.140 
Disadvantage (4) 0.852 0.053 -2.580 0.010 0.754 0.962 
Prior offences 
Violent (1) 1.414 0.072 6.790 <0.001 1.280 1.563 
Violent (2+) 1.721 0.193 4.840 <0.001 1.381 2.144 
Theft (1) 1.185 0.066 3.060 0.002 1.063 1.321 
Theft (2+) 1.082 0.099 0.860 0.388 0.905 1.294 
Drugs (1) 1.218 0.082 2.950 0.003 1.069 1.389 
Drug (2+) 1.045 0.168 0.270 0.786 0.762 1.431 
Breach (1) 1.197 0.107 2.000 0.045 1.004 1.427 
Breach (2+) 1.413 0.513 0.950 0.340 0.694 2.877 
DV Breach^ (1) 1.337 0.074 5.220 <0.001 1.199 1.491 
DV Breach (2+) 1.172 0.135 1.370 0.170 0.935 1.469 
Property damage (1) 1.212 0.054 4.290 <0.001 1.110 1.324 
Property damage (2+) 1.256 0.139 2.050 0.040 1.010 1.561 
Conduct (1) 1.231 0.058 4.420 <0.001 1.123 1.350 
Conduct (2+) 1.306 0.102 3.430 0.001 1.121 1.522 
Harassment (1) 1.293 0.104 3.190 0.001 1.104 1.513 
Harassment (2+) 1.526 0.629 1.020 0.305 0.680 3.422 
Other (1) 1.262 0.052 5.630 <0.001 1.164 1.369 
Other (2+) 1.277 0.078 3.990 <0.001 1.133 1.441 
Higher court (1) 0.801 0.111 -1.600 0.111 0.610 1.052 
Higher court (2+) 0.491 0.246 -1.420 0.156 0.184 1.311 
Prison sentence (1) 1.316 0.121 2.990 0.003 1.099 1.576 
Prison sentence (2+) 1.568 0.271 2.610 0.009 1.118 2.199 
^Breach of Domestic Violence Order 
Following the fitting of the model stratified by age category, a further test for 
proportional hazards was conducted. This test indicates we can be confident the 
proportional hazards assumption has not been violated in this model.  
39 
 
Table A4 Test for proportional hazards, time to first event model stratified by age 
category 
Variable rho chi2 df p-value 
Male -0.004 0.06 1 0.809 
Indigenous 0.003 0.04 1 0.840 
Disadvantage (2) -0.029 2.82 1 0.093 
Disadvantage (3) -0.031 3.25 1 0.072 
Disadvantage (4) -0.023 1.76 1 0.185 
Violent (1) -0.005 0.08 1 0.776 
Violent (2+) -0.008 0.22 1 0.642 
Theft (1) -0.023 0.22 1 0.637 
Theft (2+) -0.023 1.82 1 0.177 
Drugs (1) -0.025 2.21 1 0.137 
Drug (2+) -0.012 0.46 1 0.498 
Breach (1) 0.030 2.97 1 0.085 
Breach (2+) -0.006 0.10 1 0.747 
DV Breach^ (1) -0.016 0.86 1 0.354 
DV Breach (2+) -0.002 0.01 1 0.907 
Property damage (1) 0.010 0.34 1 0.558 
Property damage (2+) -0.026 2.35 1 0.125 
Conduct (1) -0.021 1.60 1 0.206 
Conduct (2+) -0.019 1.30 1 0.255 
Harassment (1) -0.008 0.20 1 0.652 
Harassment (2+) -0.017 0.91 1 0.340 
Other (1) -0.018 1.13 1 0.287 
Other (2+) 0.020 1.37 1 0.242 
Higher court (1) 0.000 0.00 1 0.994 
Higher court (2+) 0.001 0.00 1 0.950 
Prison sentence (1) 1.190 1.19 1 0.275 
Prison sentence (2+) 0.600 0.60 1 0.438 
Global test 
 
29.27 27 0.348 
^Breach of Domestic Violence Order 
The next step in this model is to test for the global significance of the categorical 
covariates. This is assessed through the Wald test, and conducted in Stata using the 
following command (demonstrated for prior violence): 
test  _Ipcat_viol_1 _Ipcat_viol_2 
The following table presents the results for each of the categorical covariates. 
Table A5 Results from Wald tests for joint likelihood, time to first event model 
Variable   p-value 
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Disadvantage 9.84 0.020 
Violent  58.6 <0.001 
Theft 9.46 0.009 
Drugs 8.72 0.013 
Breach  4.76 0.093 
DV Breach^  27.8 <0.001 
Property damage 20.61 <0.001 
Conduct  25.44 <0.001 
Harassment  11.09 0.004 
Other  37.67 <0.001 
Higher court  4.52 0.104 
Prison sentence  14.16 0.001 
^Breach of Domestic Violence Order 
These global tests suggest that, at a significance level of   0.01 the higher court and 
breach covariates are not significantly associated with the hazard of a violent re-offence 
and, if we were developing a parsimonious model, these would be removed from the 
model. Prior drug offences are of borderline significance and would be retained in the 
model for further assessment once the other two variables were removed. 
The time to first event model was also assessed for any interaction terms in the model. 
The interactions between sex and Indigenous status were tested with each of the other 
covariates. The table below presents the hazard ratio and p-values for each of the 
interaction terms, when presented separately into the model. If we are assessing the 
variable at the level of   0.01 then no interaction terms are to be included in the 
model. This test for interactions will not be conducted for future models. 
Table A6 Tests for interaction terms in time to first event model 
Variable Interaction HR p-value 
Sex Indigenous 0.96 0.662 
Disadvantage (2) 1.00 0.994 
Disadvantage (3) 1.15 0.272 
Disadvantage (4) 0.81 0.227 
Prior offences 
Violent (1) 1.20 0.170 
Violent (2+) 0.75 0.287 
Theft (1) 0.92 0.576 
Theft (2+) 1.43 0.133 
Drugs (1) 0.97 0.884 
Drug (2+) 0.69 0.399 
Breach (1) 1.13 0.650 
Breach (2+) 0.52 0.423 
DV Breach^ (1) 1.14 0.465 
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DV Breach (2+) 1.42 0.451 
Property damage (1) 0.97 0.810 
Property damage (2+) 0.80 0.448 
Conduct (1) 0.80 0.040 
Conduct (2+) 0.71 0.052 
Harassment (1) 0.70 0.104 
Harassment (2+) . . 
Other (1) 0.81 0.050 
Other (2+) 0.86 0.351 
Higher court (1) 0.53 0.102 
Higher court (2+) . . 
Prison sentence (1) 1.56 0.145 
Prison sentence (2+) 0.97 0.965 
Indigenous Disadvantage (2) 1.10 0.079 
Disadvantage (3) 1.07 0.226 
Disadvantage (4) 0.89 0.090 
Prior offences 
Violent (1) 0.87 0.165 
Violent (2+) 0.75 0.167 
Theft (1) 0.82 0.064 
Theft (2+) 0.84 0.307 
Drugs (1) 0.72 0.023 
Drug (2+) 1.09 0.792 
Breach (1) 0.95 0.781 
Breach (2+) 0.32 0.110 
DV Breach (1) 0.90 0.343 
DV Breach (2+) 0.91 0.680 
Property damage (1) 0.89 0.195 
Property damage (2+) 1.18 0.440 
Conduct (1) 0.86 0.098 
Conduct (2+) 0.99 0.933 
Harassment (1) 0.72 0.041 
Harassment (2+) 1.10 0.916 
Other (1) 0.90 0.215 
Other (2+) 0.85 0.176 
Higher court (1) 0.68 0.186 
Higher court (2+) 1.35 0.765 
Prison sentence (1) 0.73 0.070 
Prison sentence (2+) 1.22 0.551 
^Breach of Domestic Violence Order 
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The final test for the model is an overall assessment of the goodness of fit. For this we 
use the Cox-Snell residuals, which can be generated in Stata following the specification 
of mgale(mg) in the model code.  
For the time to first event model we need to generate the cumulative Cox-Snell 
residuals, which is the cumulative total of the Cox-Snell residual for each record within 
individuals. This is because the inclusion of gap time in the model results in multiple 
records per person. This cumulative Cox-Snell residual is placed at the last record of 
each individual (i.e. where the ultimate outcome is observed). 
Following the model generation with mgale specification the Stata code is used: 
predict cs, ccsnell 
stset cs, failure(event) 
sts generate H = na 
twoway (scatter H cs) (line cs cs) 
 
 
This plot of the Cox-Snell goodness of fit test shows the model is a reasonable fit to the 
data (demonstrated by closely fitting to the diagonal). It is common to see the right-
hand tail move away from the diagonal. 
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Time to first event model
Test for overall goodness of fit: Cox-Snell
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Andersen-Gill model – fixed covariates 
The first Andersen-Gill model uses the same fixed values of the covariates as those 
presented in the time to first event model, however measures multiple violent re-
offences.  
For all of the Andersen-Gill models the Efron method for ties and robust variance 
options are specified. The additional options in the stset for the Andersen-Gill model is 
exit(time .), this states that individuals continue to be considered at risk for an event 
even if they have just experienced an event. 
The process of model development is similar to the time to first event model, with the 
exclusion of the test for interaction terms. 
stset end, id(mspdi) failure(event) exit(time .) time0(start) 
origin(time mdy(1,1,2002)) scale(30) 
 
Model 1: no strata 
xi: stcox  sex indig i.agecat i.disq i.pcat_violent i.pcat_theft 
//i.pcat_drug i.pcat_breach i.pcat_dvbreach i.pcat_conduct 
//i.pcat_property i.pcat_haras i.pcat_other i.pcat_prison 
i.pcat_jd , //schoenfeld(sch*) scaledsch(sca*) efron robust 
nolog 
Table A7 Andersen-Gill model, fixed covariates 
Variable 
Haz. 
Ratio 
Robust 
SE z 
Pairwise 
p-value 
95% Conf. 
Interval 
Male 1.205 0.063 3.550 <0.001 1.087 1.335 
Indigenous 2.135 0.090 18.050 <0.001 1.966 2.318 
Disadvantage (2) 0.978 0.042 -0.520 0.606 0.899 1.064 
Disadvantage (3) 0.954 0.049 -0.910 0.360 0.862 1.056 
Disadvantage (4) 0.843 0.058 -2.500 0.013 0.737 0.964 
Age 
24-29 0.907 0.048 -1.860 0.063 0.818 1.005 
30-37 0.918 0.050 -1.590 0.112 0.826 1.020 
38+ 0.657 0.037 -7.370 <0.001 0.588 0.735 
Prior offences 
Violent (1) 1.394 0.071 6.480 <0.001 1.261 1.542 
Violent (2+) 1.671 0.185 4.630 <0.001 1.344 2.076 
Theft (1) 1.304 0.079 4.400 <0.001 1.158 1.468 
Theft (2+) 1.243 0.117 2.310 0.021 1.034 1.495 
Drugs (1) 1.157 0.079 2.150 0.032 1.013 1.322 
Drug (2+) 0.985 0.156 -0.090 0.926 0.722 1.345 
Breach (1) 1.222 0.113 2.170 0.030 1.019 1.466 
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Breach (2+) 0.805 0.206 -0.850 0.397 0.487 1.330 
DV Breach^ (1) 1.287 0.073 4.470 <0.001 1.152 1.437 
DV Breach (2+) 1.184 0.140 1.420 0.155 0.938 1.494 
Property damage (1) 1.269 0.064 4.700 <0.001 1.149 1.401 
Property damage (2+) 1.522 0.124 5.150 <0.001 1.297 1.786 
Conduct (1) 1.205 0.056 4.030 <0.001 1.100 1.319 
Conduct (2+) 1.498 0.161 3.760 <0.001 1.213 1.849 
Harassment (1) 1.198 0.102 2.110 0.035 1.013 1.416 
Harassment (2+) 2.349 0.778 2.580 0.010 1.227 4.495 
Other (1) 1.209 0.053 4.290 <0.001 1.108 1.318 
Other (2+) 1.179 0.076 2.550 0.011 1.039 1.337 
Higher court (1) 1.324 0.116 3.200 0.001 1.115 1.573 
Higher court (2+) 1.757 0.292 3.390 0.001 1.269 2.432 
Prison sentence (1) 0.921 0.136 -0.560 0.574 0.690 1.229 
Prison sentence (2+) 0.388 0.184 -2.000 0.046 0.153 0.983 
^Breach of Domestic Violence Order 
The proportional hazards test of the unstratified Andersen-Gill model with fixed 
covariates identifies some concerns relating to the age category and level of 
disadvantage variables. To explore this further, the log-log survival plots were 
generated.  
Table A8 Test for proportional hazards, Andersen-Gill model, fixed covariates 
Variable rho chi2 df p-value 
Male 0.018 4.14 1 0.042 
Indigenous 0.004 0.21 1 0.646 
Disadvantage (2) -0.014 2.31 1 0.129 
Disadvantage (3) -0.043 19.17 1 0.000 
Disadvantage (4) -0.021 5.64 1 0.018 
Age: 24-29 -0.006 0.33 1 0.567 
Age: 30-37 -0.015 2.42 1 0.120 
Age: 38+ -0.044 23.70 1 0.000 
Violent (1) 0.005 0.31 1 0.580 
Violent (2+) 0.004 0.21 1 0.647 
Theft (1) -0.005 0.42 1 0.515 
Theft (2+) 0.001 0.02 1 0.897 
Drugs (1) -0.013 1.92 1 0.165 
Drug (2+) -0.015 2.71 1 0.100 
Breach (1) 0.014 2.54 1 0.111 
Breach (2+) -0.024 3.31 1 0.069 
DV Breach^ (1) -0.018 3.69 1 0.055 
DV Breach (2+) -0.010 1.44 1 0.231 
Property damage (1) 0.010 1.21 1 0.271 
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Property damage (2+) -0.003 0.17 1 0.680 
Conduct (1) -0.012 1.95 1 0.163 
Conduct (2+) -0.021 6.73 1 0.010 
Harassment (1) -0.021 5.68 1 0.017 
Harassment (2+) -0.002 0.04 1 0.842 
Other (1) -0.013 1.94 1 0.163 
Other (2+) 0.008 0.80 1 0.370 
Higher court (1) -0.001 0.02 1 0.900 
Higher court (2+) -0.013 1.08 1 0.299 
Prison sentence (1) 0.022 5.59 1 0.018 
Prison sentence (2+) 0.021 6.41 1 0.011 
Global test 
 
100.38 30 <0.001 
^Breach of Domestic Violence Order 
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The two log-log survival plots presented above confirm there are some concerns 
relating to the proportionality of the hazards within the age category and level of 
disadvantage variables. This suggests stratification on these variables is preferred.  
Model 2: stratified by age and disadvantage categories 
xi: stcox  sex indig i.pcat_violent i.pcat_theft i.pcat_drug 
i.pcat_breach i.pcat_dvbreach i.pcat_conduct i.pcat_property 
i.pcat_haras i.pcat_other i.pcat_prison i.pcat_jd , 
schoenfeld(sch*) scaledsch(sca*) efron robust nolog 
strata(agecat disq) 
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Table A9 Andersen-Gill model, fixed covariates stratified by age category and 
disadvantage 
Variable 
Haz. 
Ratio 
Robust 
SE z 
Pairwise 
p-value 
95% Conf. 
Interval 
Male 1.206 0.063 3.570 <0.001 1.088 1.336 
Indigenous 2.133 0.090 18.000 <0.001 1.964 2.317 
Prior offences 
Violent (1) 1.394 0.072 6.470 <0.001 1.261 1.542 
Violent (2+) 1.664 0.185 4.580 <0.001 1.338 2.069 
Theft (1) 1.304 0.079 4.400 <0.001 1.159 1.468 
Theft (2+) 1.242 0.118 2.290 0.022 1.032 1.495 
Drugs (1) 1.153 0.078 2.090 0.036 1.009 1.316 
Drug (2+) 0.985 0.157 -0.100 0.923 0.720 1.347 
Breach (1) 1.223 0.114 2.160 0.031 1.019 1.469 
Breach (2+) 0.806 0.207 -0.840 0.400 0.487 1.333 
DV Breach^ (1) 1.289 0.073 4.500 <0.001 1.154 1.440 
DV Breach (2+) 1.183 0.141 1.410 0.159 0.936 1.495 
Property damage (1) 1.206 0.056 4.060 <0.001 1.102 1.321 
Property damage (2+) 1.500 0.161 3.770 <0.001 1.215 1.852 
Conduct (1) 1.266 0.064 4.650 <0.001 1.146 1.399 
Conduct (2+) 1.526 0.124 5.200 <0.001 1.301 1.790 
Harassment (1) 1.196 0.103 2.090 0.037 1.011 1.416 
Harassment (2+) 2.411 0.798 2.660 0.008 1.260 4.613 
Other (1) 1.208 0.053 4.280 <0.001 1.108 1.317 
Other (2+) 1.176 0.076 2.520 0.012 1.037 1.335 
Higher court (1) 0.927 0.137 -0.510 0.609 0.694 1.238 
Higher court (2+) 0.387 0.185 -1.990 0.047 0.152 0.987 
Prison sentence (1) 1.321 0.117 3.140 0.002 1.111 1.572 
Prison sentence (2+) 1.765 0.289 3.470 0.001 1.281 2.433 
^Breach of Domestic Violence Order 
Following the development of the model stratified by age category and level of 
disadvantage, a further test of proportional hazards is conducted. This time, the 
categorical variable relating to prison sentences is showing indications of violating the 
assumption. Again, we include this variable in the stratification. 
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Table A10 Test of proportional hazards for Andersen-Gill model, fixed covariates 
stratified by age category and disadvantage 
Variable rho chi2 df p-value 
Male 0.014 2.50 1 0.114 
Indigenous 0.006 0.37 1 0.543 
Violent (1) 0.006 0.41 1 0.520 
Violent (2+) 0.004 0.20 1 0.657 
Theft (1) -0.002 0.05 1 0.816 
Theft (2+) -0.002 0.04 1 0.841 
Drugs (1) -0.014 2.22 1 0.136 
Drug (2+) -0.014 2.10 1 0.147 
Breach (1) 0.011 1.58 1 0.209 
Breach (2+) -0.025 3.63 1 0.057 
DV Breach^ (1) -0.017 3.12 1 0.077 
DV Breach (2+) -0.010 1.46 1 0.226 
Property damage (1) 0.015 2.35 1 0.125 
Property damage (2+) -0.001 0.01 1 0.918 
Conduct (1) -0.009 0.91 1 0.340 
Conduct (2+) -0.019 5.55 1 0.018 
Harassment (1) -0.025 7.66 1 0.006 
Harassment (2+) -0.005 0.43 1 0.513 
Other (1) -0.008 0.81 1 0.368 
Other (2+) 0.009 0.96 1 0.327 
Higher court (1) -0.002 0.03 1 0.853 
Higher court (2+) -0.012 0.98 1 0.323 
Prison sentence (1) 0.022 5.60 1 0.018 
Prison sentence (2+) 0.023 7.87 1 0.005 
Global test 
 
46.92 24 0.003 
^Breach of Domestic Violence Order 
Model 3: stratified by age, disadvantage and prison categories 
xi: stcox  sex indig i.pcat_violent i.pcat_theft i.pcat_drug 
i.pcat_breach i.pcat_dvbreach i.pcat_conduct i.pcat_property 
i.pcat_haras i.pcat_other i.pcat_jd , schoenfeld(sch*) 
scaledsch(sca*) efron robust nolog strata(agecat disq 
pcat_prison) 
  
49 
 
Table A11 Andersen-Gill model, fixed covariates stratified by age, disadvantage and 
prison categories 
Variable 
Haz. 
Ratio SE z 
Pairwise 
p-value 
95% Conf. 
Interval 
Male 1.213 0.064 3.680 <0.001 1.094 1.344 
Indigenous 2.123 0.089 18.000 <0.001 1.956 2.304 
Prior offences 
Violent (1) 1.412 0.072 6.750 <0.001 1.277 1.560 
Violent (2+) 1.644 0.179 4.550 <0.001 1.327 2.036 
Theft (1) 1.311 0.079 4.500 <0.001 1.165 1.476 
Theft (2+) 1.232 0.118 2.180 0.029 1.021 1.486 
Drugs (1) 1.171 0.079 2.340 0.019 1.026 1.336 
Drug (2+) 0.994 0.160 -0.040 0.971 0.725 1.362 
Breach (1) 1.227 0.113 2.230 0.026 1.025 1.469 
Breach (2+) 0.868 0.228 -0.540 0.590 0.519 1.452 
DV Breach^ (1) 1.298 0.072 4.670 <0.001 1.163 1.448 
DV Breach (2+) 1.188 0.141 1.450 0.146 0.942 1.498 
Property damage (1) 1.204 0.056 4.000 <0.001 1.099 1.318 
Property damage (2+) 1.453 0.157 3.440 0.001 1.174 1.796 
Conduct (1) 1.277 0.065 4.810 <0.001 1.156 1.412 
Conduct (2+) 1.577 0.126 5.720 <0.001 1.349 1.843 
Harassment (1) 1.219 0.103 2.360 0.019 1.034 1.438 
Harassment (2+) 1.943 0.525 2.460 0.014 1.144 3.299 
Other (1) 1.207 0.053 4.290 <0.001 1.108 1.316 
Other (2+) 1.148 0.075 2.120 0.034 1.010 1.304 
Higher court (1) 0.920 0.141 -0.540 0.586 0.680 1.243 
Higher court (2+) 0.396 0.192 -1.910 0.056 0.153 1.024 
^Breach of Domestic Violence Order 
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Table A12 Test of proportional hazards for Andersen-Gill model, fixed covariates 
stratified by age, disadvantage and prison categories 
Variable rho chi2 df p-value 
Male 0.015 2.700 1.000 0.101 
Indigenous 0.008 0.820 1.000 0.367 
Violent (1) 0.003 0.130 1.000 0.715 
Violent (2+) 0.000 0.000 1.000 0.957 
Theft (1) -0.002 0.050 1.000 0.820 
Theft (2+) -0.004 0.240 1.000 0.621 
Drugs (1) -0.013 1.910 1.000 0.167 
Drug (2+) -0.009 0.980 1.000 0.323 
Breach (1) 0.010 1.350 1.000 0.244 
Breach (2+) -0.010 0.480 1.000 0.488 
DV Breach^ (1) -0.013 1.770 1.000 0.184 
DV Breach (2+) -0.009 0.940 1.000 0.332 
Property damage (1) -0.006 0.390 1.000 0.532 
Property damage (2+) -0.020 5.820 1.000 0.016 
Conduct (1) 0.014 2.130 1.000 0.145 
Conduct (2+) -0.009 1.000 1.000 0.318 
Harassment (1) -0.027 8.500 1.000 0.004 
Harassment (2+) -0.009 0.520 1.000 0.470 
Other (1) -0.009 0.860 1.000 0.352 
Other (2+) 0.012 1.600 1.000 0.206 
Higher court (1) -0.001 0.010 1.000 0.904 
Higher court (2+) -0.010 0.650 1.000 0.419 
Global test 
 
36.04 22 0.030 
^Breach of Domestic Violence Order 
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Model 3 of the Andersen-Gill with fixed covariates was used in the article, however 
there are still some concerns regarding the proportional hazards assumption. 
Paricularly for the prior harassments variable. As the data were already stratified on 
three variables it was decided that further stratification would not provide any benefit to 
model development.  
Following the decision to maintain model 3 as the preferred Andersen-Gill model with 
fixed covariates. The Wald test procedure is implemented to test the joint significance 
of each indicator variable within the covariates. 
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Table A13 Results from Wald tests for joint likelihood, Andersen-Gill model with fixed 
covariates 
Variable (priors)  p-value 
Violent  55.09 <0.001 
Theft 22.24 <0.001 
Drugs 5.51 0.0636 
Breach  5.45 0.0654 
DV Breach^  22.45 <0.001 
Property damage 43.88 <0.001 
Conduct  23.74 <0.001 
Harassment  10.95 0.0042 
Other  18.83 <0.001 
Higher court  3.92 0.1411 
^Breach of Domestic Violence Order 
Based on these global tests, at an   0.01  significance level, offences relating to 
drugs and breaches and the number of previous finalisations at the higher court level 
are not significantly contributing to the model. 
Finally, the Andersen-Gill model with fixed covariates is tested for the overall goodness 
of fit using the Cox-Snell residuals. To generate these residuals, a manual calculation 
of the cumulative Cox-Snell was required. This is because Stata places the cumulative 
residual total at the last record, whereas for recurrent event data we need a cumulative 
residual at each event in addition to the last record, This cumulative calculaton is reset 
to zero each time a total is recorded.  
To develop these residuals, the model was fitted with the martingale specification 
(mgale(mg)) and the Cox-Snell residuals for each record generated. Following this, the 
data were imported to SAS and the following code run: 
data cs ; set sample; rec=_n_; run; 
 
data block (drop=lagevent); 
  set cs; 
  by mspdi; 
  lagevent=lag(event); 
  retain blockcnt cumcs block; 
  if first.mspdi then blockcnt=1; 
  else if lagevent=1 then blockcnt=1; 
  else blockcnt=blockcnt+1; 
  if blockcnt=1 then cumcs=cs; 
  else cumcs=cumcs+cs; 
  if first.mspdi then block=1; 
  else if blockcnt=1 then block=block+1; 
run; 
 
proc sort data=block; by mspdi block blockcnt; run; 
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data clean; 
  set block; 
  by mspdi block blockcnt; 
  if not last.block then cumcs=.; 
run; 
 
This code generated the required cumulative Cox-Snell residuals for recurrent event 
data. The data were then imported back into Stata for the following procedure: 
gen cumcs2 = 0.00001 if cumcs==0 
replace cumcs2 = cumcs if cumcs!=0 
*drop the variables generated from the previous stset 
drop  _d _t _t0 
stset cumcs2, failure(event) 
sts gen H = na 
twoway (scatter H cumcs2) (line cumcs2 cumcs2) 
 
As the events are treated independently by the Andersen-Gill model there is no need to 
specify the id() option for the stset. 
 
The Cox-Snell residual plot indicates the fit of the model is not ideal, with the Nelson-
Aalen cumulative hazard plot having a longer right-hand tail than would normally be 
acceptable. 
Andersen Gill model – fixed and time-varying covariates 
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Nelson-Aalen cumulative hazard Cox-Snell
Andersen-Gill, fixed covariates
Test for overall goodness of fit: Cox-Snell
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This model is similar to the previous Andersen-Gill model however incorporates 
categories relating to time-varying counts for offences, prison and higher court. 
As this model contains time-varying covariates, the model cannot be tested under the 
proportional hazards assumption. As they presented evidence of non-proportional 
hazards in the previous models, this model will be stratified by level of disadvantage 
and age category. 
Model 1: AG with time-varying - no violent count 
xi: stcox  sex indig i.fcat_violent i.fcat_theft i.fcat_drug 
i.fcat_breach i.fcat_dvbreach i.fcat_conduct i.fcat_property 
i.fcat_haras i.fcat_other i.fcat_prison i.fcat_jd , 
schoenfeld(sch*) scaledsch(sca*) efron robust nolog strata(disq 
agecat) 
 
Table A14 Andersen-Gill model, time-varying covariates 
Variable 
Haz. 
Ratio 
Robust 
SE z 
Pairwise 
p-value 
95% Conf. 
Interval 
Male 1.062 0.050 1.270 0.203 0.968 1.166 
Indigenous 1.752 0.068 14.540 <0.001 1.624 1.889 
Prior offences 
Violent (1) 1.176 0.054 3.560 <0.001 1.075 1.285 
Violent (2+) 1.264 0.128 2.310 0.021 1.036 1.543 
Time-varying covariates 
Theft (1) 1.154 0.055 3.000 0.003 1.051 1.267 
Theft (2+) 1.070 0.066 1.110 0.267 0.949 1.207 
Drugs (1) 1.087 0.055 1.640 0.100 0.984 1.201 
Drug (2+) 0.951 0.076 -0.620 0.533 0.813 1.113 
Breach (1) 1.333 0.072 5.360 <0.001 1.200 1.481 
Breach (2+) 1.461 0.120 4.600 <0.001 1.243 1.717 
DV Breach^ (1) 1.463 0.062 8.920 <0.001 1.346 1.591 
DV Breach (2+) 1.511 0.090 6.920 <0.001 1.344 1.698 
Property damage (1) 1.239 0.049 5.460 <0.001 1.147 1.339 
Property damage (2+) 1.528 0.094 6.900 <0.001 1.355 1.724 
Conduct (1) 1.257 0.053 5.380 <0.001 1.156 1.366 
Conduct (2+) 1.552 0.089 7.630 <0.001 1.386 1.738 
Harassment (1) 1.213 0.068 3.430 0.001 1.086 1.355 
Harassment (2+) 1.172 0.144 1.290 0.196 0.921 1.490 
Other (1) 1.342 0.052 7.550 <0.001 1.244 1.449 
Other (2+) 1.433 0.067 7.720 <0.001 1.308 1.570 
Higher court (1) 0.897 0.085 -1.140 0.253 0.745 1.081 
Higher court (2+) 0.646 0.176 -1.600 0.109 0.378 1.103 
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Prison sentence (1) 1.903 0.102 12.070 <0.001 1.714 2.113 
Prison sentence (2+) 2.270 0.141 13.180 <0.001 2.010 2.565 
^Breach of Domestic Violence Order 
With this model already stratified, the Wald test for joint significant is conducted. Each 
of the variables are time-varying unless specified. 
Table A15 Results from Wald tests for joint likelihood, Andersen-Gill model with time-
varying covariates 
Variable   p-value 
Violent (fixed prior) 15.67 <0.001 
Theft 9.03 0.011 
Drugs 3.75 0.154 
Breach  38.10 <0.001 
DV Breach^  97.06 <0.001 
Property damage 57.74 <0.001 
Conduct  63.53 <0.001 
Harassment  12.26 0.002 
Other  78.53 <0.001 
Higher court  3.66 0.160 
Prison sentence  235.21 <0.001 
^Breach of Domestic Violence Order 
In this model drugs and higher court are not jointly significant. Theft is of borderline 
significance at the   0.01 level and will be retained in the model. 
The overall goodness of fit is tested using the same method for the Andersen-Gill 
model with fixed covariates.  
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Again the Cox-Snell plot suggests the fit of this model is not ideal.  
Model 2: Andersen-Gill with time-varying covariates, including time-varying violent 
offence 
This model builds on the previous model by incorporating a count of the event (violent 
offences)  
xi: stcox i.sex i.indig i.fcat_violent i.fcat_theft i.fcat_drug 
i.fcat_breach i.fcat_dvbreach i.fcat_conduct i.fcat_property 
i.fcat_haras i.fcat_other i.fcat_prison i.fcat_jd i.fcat_lag, 
efron robust nolog strata(disq agecat) 
Table A16 Andersen-Gill model with time-varying covariates, including violent event 
count 
Variable 
Haz. 
Ratio 
Robust 
SE z 
Pairwise 
p-value 
95% Conf. 
Interval 
Male 1.082 0.046 1.870 0.061 0.996 1.175 
Indigenous 1.654 0.057 14.620 <0.001 1.546 1.770 
Prior offences 
      
Violent (1) 1.195 0.047 4.560 <0.001 1.107 1.290 
Violent (2+) 1.298 0.116 2.920 0.004 1.089 1.546 
Time-varying covariates 
     
Theft (1) 1.174 0.050 3.750 <0.001 1.080 1.277 
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Andersen-Gill model with fixed and time-varying covariates
Test for overall goodness of fit: Cox-Snell
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Theft (2+) 1.150 0.063 2.560 0.011 1.033 1.280 
Drugs (1) 1.065 0.049 1.370 0.170 0.973 1.165 
Drug (2+) 0.987 0.070 -0.190 0.853 0.858 1.135 
Breach (1) 1.263 0.061 4.840 <0.001 1.149 1.389 
Breach (2+) 1.337 0.100 3.880 <0.001 1.154 1.548 
DV Breach^ (1) 1.328 0.054 6.970 <0.001 1.226 1.438 
DV Breach (2+) 1.291 0.071 4.640 <0.001 1.159 1.438 
Property damage (1) 1.178 0.043 4.500 <0.001 1.097 1.265 
Property damage (2+) 1.381 0.076 5.820 <0.001 1.239 1.539 
Conduct (1) 1.225 0.047 5.250 <0.001 1.136 1.322 
Conduct (2+) 1.413 0.074 6.650 <0.001 1.276 1.565 
Harassment (1) 1.169 0.060 3.060 0.002 1.058 1.293 
Harassment (2+) 1.120 0.129 0.980 0.326 0.893 1.403 
Other (1) 1.307 0.047 7.380 <0.001 1.218 1.404 
Other (2+) 1.371 0.058 7.450 <0.001 1.262 1.490 
Higher court (1) 0.875 0.076 -1.540 0.123 0.738 1.037 
Higher court (2+) 0.662 0.176 -1.550 0.121 0.393 1.116 
Prison sentence (1) 1.671 0.083 10.330 <0.001 1.516 1.842 
Prison sentence (2+) 1.765 0.101 9.890 <0.001 1.577 1.976 
Violent event (1) 1.773 0.073 13.900 <0.001 1.635 1.922 
Violent event (2+) 2.334 0.138 14.300 <0.001 2.078 2.621 
^Breach of Domestic Violence Order 
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Table A17 Results from Wald tests for joint likelihood, Andersen-Gill model with time-
varying covariates, including violent event count 
Variable   p-value 
Violent (prior) 25.46 <0.001 
Theft 16.31 0.0003 
Drugs 2.11 0.3477 
Breach  30.27 <0.001 
DV Breach^  54.63 <0.001 
Property damage 40.98 <0.001 
Conduct  51.59 <0.001 
Harassment  9.66 0.008 
Other  74.20 <0.001 
Higher court  4.59 0.101 
Prison sentence  156.39 <0.001 
Violent event 280.35 <0.001 
^Breach of Domestic Violence Order 
 
The overall goodness of fit test using Cox-Snell residuals for recurrent events is 
presented below. This fit is the best of the Andersen-Gill models however still not a 
reasonable fit for these data. 
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Appendix A Offences under each category 
 
Theft Robbery (aggravated and non-aggravated), Blackmail and Extortion, Unlawful 
Entry with Intent/Burglary, Break and Enter, Motor Vehicle Theft and Related 
Offences, Theft (Except Motor Vehicles), Receiving or Handling Proceeds of 
Crime, Illegal Use of Property (Except Motor Vehicles), Fraud, Forgery or False 
Financial Instruments, Counterfeiting Currency and Related Offences, Dishonest 
Conversion, Bribery, 
Other Deception Offences 
Drug Import or Export Illicit Drugs, Deal or Traffic in Illicit Drugs, Manufacture or 
Cultivate Illicit Drugs, Possess and/or Use Illicit Drugs,Other Illicit Drug Offences 
Breach Breach of Bail, Breach of Parole, Breach of Other Restraining Order, Breach of 
Justice Order, nec, 
DV Breach Breach of Domestic Violence Order 
Conduct Trespass ,Offensive Language, Offensive Behaviour, Criminal Intent, 
Conspiracy, Disorderly Conduct 
Property 
Damage 
Property Damage by Fire or Explosion, Graffiti,Property Damage, nec, 
Harassment Harassment and Private Nuisance, Offences Against Privacy,Threatening 
Behaviour 
Other 
 
Escape Custody Offences, Subvert the Course of Justice, Resist or Hinder 
Police Officer or Justice Official, Betting and Gambling Offences, Liquor and 
Tobacco Offences, Censorship Offences, Prostitution Offences,Offences 
Against Public Order Sexual Standards, Regulated Public Order Offences, nec, 
Prison Regulation Offences, Offences Against Justice Procedures, nec, Resist 
or Hinder Government Officer Concerned with Government Security, Offences 
Against Government Security, nec, Air Pollution Offences, Water Pollution 
Offences, Noise Pollution Offences, Environmental Pollution Offences, nec, 
Defamation and Libel, Sanitation Offences, Disease Prevention Offences, 
Occupational Health and Safety Offences, Transport Offences, Dangerous 
Substances Offences, Licit Drug Offences, Public Health and Safety Offences, 
nec, Environmental Regulation Offences, Immigration, Regulation Offences, 
Quarantine Offences, Import/Export Regulations, 
Procure or Commit Illegal Abortion, Miscellaneous Offences, nec, Dangerous or 
Negligent Operation of a Vehicle, Other Dangerous or Negligent Acts 
Endangering Persons, Abduction, Kidnapping, Deprivation of Liberty/False 
Imprisonment 
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SAS code for extracting data from the re-offending database  
 
Small parts of this code have been excluded. This has been mentioned where relevant 
 
*----------------------------------------------------------------------
-------* 
 * Written By        :  Laura Rodwell and Mark Ramsay 
 * Date written      :  September – October 2009 
 * Description : This program is based on an original time to first 
event dataset developed by Mark Ramsay (within the NSW Bureau of Crime 
Statistics and Research). This original program involved all offenders 
convicted in 2002 regardless of 
and followed them up for any offence for a period of 5 years from the 
original 2002 conviction date).  
 
Laura Rodwell adapted this program to develop a survival dataset with 
recurrent (proven) violent reoffences (other offences were time-varying   
for people convicted with a (proven) violent offence in Local or 
District courts in 2002. Follow-up data for all persons is 31 December 
2008. 
 
The final dataset is in a counting process format with t_start t_end 
variables and the potential for multiple entries for each individual 
(minimum one row if no violent offence or other non-violent offences 
occurred. 
 *---------------------------------------------------------------------
------*/; 
* latest version of ROD - including date of death from BDM data ; 
libname rod      "S:\Workgroup\ROD\ROD2008q4v3\ROD" access=readonly ; 
* Correctional Services data ; 
libname dcs      "S:\Workgroup\ROD\ROD2008q4v3\DCS" access=readonly ; 
* Local Court data for legalrep ; 
libname lc       "S:\Workgroup\FinalData\Courts\LC" access=readonly ; 
* macro to get days in custody ; 
%include "S:\Workgroup\ROD\REQUESTS\get_days_in_custody.sas"; 
* library for output from this program ; 
libname dot      "H:\My Documents\uni\WPP\data" ; 
* local copies of selected datasets ; 
data allapr ; 
 set rod.crt_apr ; 
 keep caseno mspdi year jd bail findate convict prison ; 
 format prison ;   * 1. format causes problems viewing the sum ; 
 if convict > 0 ;  * with proven offence ; run ; 
data alloff ; 
 set rod.offence ; 
 keep caseno offenceno asoc offdate prinoff ; 
 if outcome = 1 ;  * proven offences ; run; 
data allpen ; 
 set rod.penalty ; 
 keep caseno offenceno pencode penval totval penunit ; 
 if prinpen = 1 ;  * principal penalty ; 
 drop prinpen ; run ; 
data alldrug ; 
 set rod.drug ; run ; 
data allpsn ; 
 set rod.person ; 
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 keep mspdi dob sex indig dod ; 
 format dod ddmmyy10. ; run ; 
*Identify people convicted in 2002 in Local, District Courts; 
data conv ; 
 set allapr ;  * this is appearances with proven offence ; 
 where year = 2002 ; 
 if jd in("L" "D"); 
 keep caseno mspdi jd bail findate prison ; 
 rename caseno = refcaseno; run ; 
*matching to asoc (offence type to identify violent offences); 
proc sql ; 
create table refoff1 as 
 select alloff.*, mspdi, findate, prison, refcaseno, jd 
 from conv, alloff 
 where conv.refcaseno = alloff.caseno ; quit; 
data ass_conv; 
set refoff1; 
if asoc in(111,122,211,212,299,311)then violent = 1 ; 
if violent ne 1 then delete; run; 
proc sort data=ass_conv; by mspdi findate; run; 
data ass_conv; 
set ass_conv; 
by mspdi findate; 
if first.mspdi;  
run; 
* exclude people sentenced to prison after their reference court 
  appearance for offences committed before this appearance; 
data ass_conv; 
set ass_conv; 
rename findate=refdate; 
if jd ="L" then refjd=0; 
if jd = "D" then refjd=1; 
drop jd; run; 
data convprisapr ; 
 merge allapr ( in=apr keep=mspdi caseno prison findate ) 
  ass_conv ( in=conv keep=mspdi refdate refjd) ; 
 by mspdi ; 
 * appearances with prison sentence after refdate ... ; 
 if apr & conv & prison=1 & ( findate > refdate ) ; 
 keep mspdi caseno refdate ; run ; 
proc sort data=convprisapr ; 
 by caseno ; run; 
data convprisoff ; 
 merge convprisapr ( in=pris ) 
  alloff ( in=off keep=caseno offdate ); 
 by caseno ; 
 * ... for offences committed before refdate ; 
 if pris & off & ( offdate < refdate ) ; 
 keep mspdi ; run ; 
proc sort data=convprisoff  nodupkey  out=convpris ;by mspdi ; run ; 
* exclude these people from group 1 ; 
data conv ; 
 merge ass_conv ( in=apr ) convpris ( in=pris ) ; 
 by mspdi ; 
 if apr & not pris ;run ; 
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*From group 1 exclude those sentenced to prison for the reference 
appearance; 
data conv; 
set conv; 
if prison = 1 then delete; run; 
* combine with ROD person data ; 
data psn ; 
 merge 
 conv ( in=conv keep=mspdi refdate refcaseno refjd) 
 allpsn ; 
 by mspdi ; 
 if conv; run ; 
*days in custody from refdate to date of death of end of period to 
31/12/2008; 
data psn ; 
 set psn ; 
 format _end ddmmyy10.; 
 if dod = . or dod > '31Dec2008'D then do ; 
  _end = '31Dec2008'D; 
  followdays = _end - refdate ; end ; 
 else do ; 
  _end = dod ; 
  followdays = _end - refdate ; 
  end ; run ; 
 
%get_days_in_custody( sample=psn, start_date=refdate, end_date=_end, 
cust_days=followcust ) ; 
 
proc sort data=psn  ; by mspdi ; run ; 
*check for any who have a dod (date of death) prior to refdate and 
delete these people; 
data psn; 
set psn; 
if dod ne . and refdate > dod then delete; 
run; 
* all appearances (with proven offence) for people in group 1 or 2 ; 
data apr ; 
 merge allapr ( in=apr ) psn ( in=psn ) ; 
 by mspdi ; 
 if apr & psn ; 
run ; 
proc sort data=apr ; by mspdi caseno ; run ; 
* split into reference appearance, prior appearances and re-
appearances, 
  based on caseno for reference appearance, findate for rest ; 
*** using dates for reference appearance gave multiples: 
  same mspdi & findate, but different caseno, 
  which carried through to principal offence/penalty ; 
data ref_apr prior_apr re_apr ; 
 set apr ; 
 by mspdi caseno ; 
 select ; 
  when ( caseno = refcaseno ) output ref_apr ; 
  when ( findate < refdate ) output prior_apr ; 
  when ( findate > refdate ) output re_apr ; 
  otherwise ; 
  end; 
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run; 
* proven offences at these appearances, with drugtype ;  
proc sql ; 
create table off as 
 select alloff.*, mspdi, findate, refdate, refcaseno, jd 
 from apr, alloff 
 where apr.caseno = alloff.caseno ; 
create table off as 
 select off.*, drugtype 
 from off left join alldrug 
 on off.offenceno = alldrug.offenceno ; 
quit ; 
 
* split into offences at reference appearance, offences at prior 
appearances, 
  reoffending, and offences committed before refdate but finalised 
after ; 
* again, use caseno for reference appearance, findate for rest ; 
data ref_off prior_off re_off ; 
 set off; 
 
 select ; 
  when ( caseno = refcaseno ) output ref_off ; 
  when ( findate < refdate ) output prior_off ; 
  when ( findate > refdate and offdate > refdate ) output 
re_off ; 
  otherwise ; 
  end; 
run; 
/*use above sql code to exclude offences from reoffending dataset if in 
custody when reference offence committed; 
*** use flow dataset made from dcs data by get_days_in_custody macro 
run above ***/ 
 
proc sql ; 
create table ref_offc as 
 select * from ref_off 
 where offenceno in( select offenceno 
  from ref_off, _flow 
  where ref_off.mspdi = _flow.mspdi 
   and offdate > rec_date and offdate < dis_date ) ; 
quit ; 
 
proc sort data=ref_offc  ; by mspdi caseno ; run ; 
*people committed refoff in custody; 
data remove_psns; 
set ref_offc; 
by mspdi; 
if first.mspdi; 
run; 
*use above to also exclude offenders who had their finalsation in 
prison ; 
proc sql ; 
create table ref_off_fin as 
 select * from ref_off 
 where offenceno in( select offenceno 
  from ref_off, _flow 
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  where ref_off.mspdi = _flow.mspdi 
   and refdate > rec_date and refdate < dis_date ) ; 
quit ; 
 
proc sort data=ref_off_fin; by mspdi caseno; run; 
*finalisation in prison; 
data remove_psns2; 
set ref_off_fin; 
by mspdi; 
if first.mspdi; 
run; 
*remove these persons from conv set by merging with original code (not 
in remove_psns) - then run through appearance/offence data; 
*Second run-through  removing those who committed ref offence in prison 
and finalisation for refoffence in prison (for conviction); 
data conv; 
merge conv (in=apr) remove_psns (in=rem); 
by mspdi; 
if apr and not rem; 
run; 
data conv; 
merge conv (in=apr) remove_psns2 (in=fin); 
by mspdi; 
if apr and not fin; 
run; 
data conv; 
set conv; 
drop asoc caseno drugtype findate offdate offenceno prinoff; 
run; 
*then run through appearance/offence data (from above) again (probably 
not necessary to do all but just in case) NOT SHOWN HERE; 
 
*changing ASOC grouping to fit with current study - prior offence count 
set up; 
data prior_aprf ; 
 merge prior_apr ( in=apr ) prior_off ( keep=mspdi caseno asoc 
drugtype jd) ; 
 by mspdi caseno ; 
 if apr; 
 asoc2 = int( asoc / 100 ) ; 
 retain theft drug opiate amphet violent breach dvbreach property 
conduct harassment other; 
 
 * restrict to 2 years prior to refdate ; 
 if findate >= refdate - 2*365.25 ; 
 * initialise ; 
 if first.caseno then do ; 
  theft   = 0 ; 
  drug    = 0 ; 
  opiate  = 0 ; 
  amphet  = 0 ; 
  violent = 0 ; 
  breach  = 0;  
  dvbreach = 0; 
  property = 0; 
  conduct = 0; 
  harassment = 0; 
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  other = 0; 
  end ; 
 select ( asoc2 ) ; 
  when (6, 7, 8, 9 ) theft = 1 ; 
  when ( 10 ) do ; 
   drug = 1 ; 
   if drugtype = 1 then opiate = 1 ; 
   if drugtype = 4 then amphet = 1 ; 
   end ; 
when ( 1, 2, 3) if asoc in (111,122,211,212,299,311)then 
violent = 1 ; 
  else other= 1; 
  when ( 15 ) if asoc in( 1512, 1513, 1515, 1519 ) 
   then breach = 1 ; 
  else if asoc in (1514) then dvbreach = 1; 
else if asoc in (1511, 1521, 1522, 1523, 1529, 1531, 1539) 
then other = 1; 
when (13 ) if asoc in (1311, 1312, 1313, 1314, 1315, 
1319)then conduct = 1; 
  else other = 1; 
  when (12) if asoc in (1211, 1212, 1219) then property = 1; 
  else other = 1; 
  when (16) if asoc in (1611, 1612, 1613) then harassment = 
1; 
  else other = 1; 
  when (4,5,11,14) other = 1; 
  otherwise ; 
  end ; 
 if last.caseno ; 
run ; 
data prior_aprf; 
set prior_aprf; 
if jd in ("L", "C") then jd_p = 0; 
if jd in ("D") then jd_p = 1; 
run; 
* prior offending counts by totalling 0/1 variables ; 
proc summary data=prior_aprf noprint nway ; 
 by mspdi ; 
 var prison theft drug opiate amphet violent breach dvbreach 
property conduct harassment other jd_p; 
 output out=prior_count ( drop=_type_ rename=(_freq_=priorapr) )  
 sum = priorprison priortheft priordrug prioropiate prioramphet 
priorviolent priorbreach priordvbreach priorproperty priorconduct 
priorharassment priorother priordistrict; 
run ; 
*running for concurrent offences at reference offence; 
proc sort data=ref_off; by mspdi caseno; run; 
data ref_aprf ; 
 merge ref_apr ( in=apr ) ref_off ( keep=mspdi caseno asoc 
drugtype jd); 
 by mspdi caseno ; 
 if apr; 
 asoc2 = int( asoc / 100 ) ; 
 retain theft drug opiate amphet violent breach dvbreach property 
conduct harassment other; 
 drop asoc asoc2 ; 
* initialise ; 
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  if first.caseno then do ; 
  theft   = 0 ; 
  drug    = 0 ; 
  opiate  = 0 ; 
  amphet  = 0 ; 
  violent = 0 ; 
  breach  = 0;  
  dvbreach = 0; 
  property = 0; 
  conduct = 0; 
  harassment = 0; 
  other = 0; 
  end ; 
 select ( asoc2 ) ; 
  when (6, 7, 8, 9 ) theft = 1 ; 
  when ( 10 ) do ; 
   drug = 1 ; 
   if drugtype = 1 then opiate = 1 ; 
   if drugtype = 4 then amphet = 1 ; 
   end ; 
  when ( 1, 2, 3) if asoc in (111,122,211,212,299,311)then 
violent = 1 ; 
  else other= 1; 
  when ( 15 ) if asoc in( 1512, 1513, 1515, 1519 ) 
   then breach = 1 ; 
  else if asoc in (1514) then dvbreach = 1; 
else if asoc in (1511, 1521, 1522, 1523, 1529, 1531, 1539) 
then other = 1; 
  when (13 ) if asoc in (1311, 1312, 1313, 1314, 1315, 
1319)then conduct = 1; 
  else other = 1; 
  when (12) if asoc in (1211, 1212, 1219) then property = 1; 
  else other = 1; 
  when (16) if asoc in (1611, 1612, 1613) then harassment =1; 
  else other = 1; 
  when (4,5,11,14) other = 1; 
  otherwise ; 
  end ; 
 if last.caseno ; 
run ; 
*setting up reoffence data to flag violent and other offence types; 
proc sort data=re_offnc out=reoff_check; by mspdi caseno asoc; run; 
 
data re_off_flag; 
set reoff_check; 
asoc2 = int( asoc / 100 ) ; 
run; 
 
proc sort data=re_off_flag; 
by mspdi caseno; 
run; 
 
data re_aprf_prison ; 
 merge re_apr ( in=apr drop=violent asoc2) re_off_flag (keep=mspdi 
caseno asoc drugtype jd re_offdate asoc2) ; 
 by mspdi caseno ; 
 if apr; run; 
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proc sort data=re_aprf_prison; 
by mspdi re_offdate; run; 
 
data re_off_flag2; 
set re_aprf_prison; 
by mspdi re_offdate; 
 retain theft drug opiate amphet violent breach dvbreach property 
conduct harassment other; 
 *initialise; 
 if first.re_offdate then do ; 
  theft   = 0 ; 
  drug    = 0 ; 
  opiate  = 0 ; 
  amphet  = 0 ; 
  violent = 0 ; 
  breach  = 0;  
  dvbreach = 0; 
  property = 0; 
  conduct = 0; 
  harassment = 0; 
  other = 0; 
  end ; 
 
 select ( asoc2 ) ; 
  when (6, 7, 8, 9 ) theft = 1 ; 
  when ( 10 ) do ; 
   drug = 1 ; 
   if drugtype = 1 then opiate = 1 ; 
   if drugtype = 4 then amphet = 1 ; 
   end ; 
when ( 1, 2, 3) if asoc in (111,122,211,212,299,311)then 
violent = 1 ; 
  else other= 1; 
  when ( 15 ) if asoc in( 1512, 1513, 1515, 1519 ) 
   then breach = 1 ; 
  else if asoc in (1514) then dvbreach = 1; 
else if asoc in (1511, 1521, 1522, 1523, 1529, 1531, 1539) 
then other = 1; 
when (13 ) if asoc in (1311, 1312, 1313, 1314, 1315, 
1319)then conduct = 1; 
  else other = 1; 
  when (12) if asoc in (1211, 1212, 1219) then property = 1; 
  else other = 1; 
 when (16) if asoc in (1611, 1612, 1613) then harassment = 
1; 
  else other = 1; 
  when (4,5,11,14) other = 1; 
  otherwise ; 
  end ; 
if last.re_offdate ; run ; 
 
data re_off_flag2; 
set re_off_flag2; 
if jd in ("C", "L", "R")then jd_re = 0; 
if jd in ("D", "S") then jd_re = 1; 
drop jd; run;  
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*set up cumulative count of different offence types; 
data test_array2; 
set re_off_flag2; 
array first theft drug opiate amphet violent breach dvbreach 
property conduct harassment other jd_re prison; 
array count theft_count drug_count opiate_count amphet_count 
violent_count breach_count dvbreach_count property_count 
conduct_count harassment_count other_count higher_count 
prison_count; 
do over first; 
 by mspdi; 
 retain count 0; 
 if first.mspdi then count = 0; 
   if first = 1 then count = count+1; 
 end; 
rename prison = reoff_prison; run; 
 
/*working off test_array2 - all offences with violent as event; 
is the final set of reoffences for conviction group; 
/*creating sets of time start (t_start) and time end (t_end) based on 
refdate, offence date, rec_date, dis_date and  
last known (dod, last date of followup or rec_date if in custody). 
These will then be combined and sorted to set up the survival dataset 
*/ 
 
*using refdates for t_start (1); 
data refdate; 
set psn_viol2; 
keep refdate mspdi;  
run; 
 
data refdate; 
format t_start ddmmyy10.; 
set refdate; 
t_start = refdate; 
start_reas = 1; 
drop refdate;  
run; 
 
*offdate_end for t_end (2); 
data offdate_end; 
set  test_array2; run; 
 
data offdate_end; 
set offdate_end; 
format t_end ddmmyy10.; 
t_end = re_offdate; 
event = violent; 
if event = 1 then end_reason = 2; 
drop re_offdate; 
run; 
 
*offdate_start for t_start (3) same as t_end; 
data offdate_start; 
set offdate_end; 
format t_start ddmmyy10.; 
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t_start = t_end; 
if event = 1 then start_reas = 3; 
keep mspdi t_start start_reas;  
run; 
 
 
*setting up for data relating to time 'off street' 
first merge mspdis back in to flow to get flow data for violent sample; 
data flow; 
merge psn_viol2 (in=all) _flow; 
by mspdi; 
if all; 
keep mspdi rec_date dis_date; run; 
 
data flow; 
set flow; 
if rec_date = . and dis_date = . then delete; run; 
*deleting where flow data past 31Dec08; 
data flow; 
set flow; 
format last ddmmyy10.; 
last =  '31Dec2008'D; run; 
 
data flow2; 
set flow; 
if rec_date > last then delete; run; 
 *checking where rec_date missing observations where rec_date missing - 
delete these obs (lots because merged with psn_viol); 
data flow2; 
set flow2; 
if rec_date = . then delete; run;  
*outputted relevant records into excel spreadsheet and used this 
spreadsheet to manually identify obs to delete from flow data then 
merged back in; 
proc sort data=flow2 out=flow_lag2; 
by mspdi rec_date; 
run; 
*import txt file for rec_lag; 
PROC IMPORT OUT= WORK.REc_lag  
            DATAFILE= "S:\Shared\Research\Laura\rec_lagdets2.txt"  
            DBMS=TAB REPLACE; 
     GETNAMES=YES; 
     DATAROW=2; RUN; 
 
proc sort data=rec_lag; 
by mspdi rec_date; 
run; 
 
data flow_lag3; 
merge flow_lag2 (in=all) rec_lag (keep = mspdi rec_date dis_date 
del); 
by mspdi rec_date; 
if all;  
run; 
 
data flow_final; 
set flow_lag3; 
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if del = 1 then delete; 
keep mspdi rec_date dis_date last;  
run; 
proc sql ; 
create table dis_offence as 
 select flow_final.*, offdate_end.* 
 from flow_final, offdate_end 
 where (flow_final.mspdi = offdate_end.mspdi & flow_final.dis_date 
= offdate_end.t_end) ; 
  quit; 
data dis_offence2; 
set dis_offence; 
dis_date = dis_date - 1;  
run; 
 
data dis_offence2; 
set dis_offence2; 
if dis_date = rec_date then delete; 
keep dis_date rec_date mspdi;  
run; 
 
data flow_final2; 
set flow_final; 
if mspdi in (197000133) and dis_date in('16Mar05'D) then 
delete; 
if mspdi in (200044764) and dis_date in('29-Jan-07'D) then delete
 ; 
if mspdi in (200545673) and dis_date in('19-Jul-05'D) then delete
 ; 
[…………MORE OF THESE……..] 
run; 
 
data flow_final2; 
set flow_final2 dis_offence2; 
run; 
 
proc sort data=flow_final2 out=flow3; by mspdi rec_date; run; 
 
data flow5; 
set flow3; 
if rec_date = '31Dec08'D then dis_date = .; 
if rec_date ='31Dec08'D then rec_date = .; 
run; 
 
*merging with psn data so _end last followup can be identified 
accounting for rec_dates and pre refdate flow data can be deleted; 
data psn_last; 
set psn_viol2; 
keep mspdi _end dod refdate; run; 
 
data last_all; 
merge  psn_last (in=all) flow5; 
by mspdi; 
if all; run; 
 
*checking where person put in custody prior to end of follow-up and 
remained across follow-up time; 
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data last_all2; 
set last_all; 
if rec_date ne . and  rec_date < _end and dis_date > _end then 
flag = 2; 
run; 
proc freq data=last_all2; 
tables flag; run; 
 
data last_all2; 
set last_all2; 
if flag = 2 then _end = rec_date; 
rename flag = censor; run; 
 
data last_all3; 
set last_all2; 
if censor = 2 then rec_date = .; 
if censor = 2 then dis_date = .; run; 
 
data last_all4; 
set last_all4; 
if dod ne . then censor =1; run; 
 
*changed _end for only that entry - previous for same mspdis have old 
_end - if sort of mspdi _end then can select first._end 
also added censor flag for those who have either died or were put in 
custody prior to the last data of follow-up (and weren't released until 
afterwards); 
data last; 
set last_all4; 
if dis_date ne . and dis_date < refdate then early_dis = 1; run; 
 
*set these dis_dates to missing; 
data last2; 
set last; 
if early_dis = 1 then dis_date = .; 
if early_dis = 1 then rec_date = .; 
run; 
 
*checking for refdates equal to dis_dates 187 of these - set rec_and 
dis_dates to missing for these and leave refdate; 
data last2; 
set last2; 
if dis_date = refdate then same = 1; 
run; 
 
proc freq data=last2; 
tables same; 
run; 
 
data last2; 
set last2; 
if same = 1 then dis_date = .; 
if same = 1 then rec_date = .; 
run; 
 
*reception dates for t_end; 
data recdate_end; 
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set last2; 
keep mspdi rec_date; 
run; 
 
data recdate_end; 
set recdate_end; 
format t_end ddmmyy10.; 
t_end = rec_date; 
end_reason = 4; 
run; 
 
data recdate_end; 
set recdate_end; 
if t_end = . then delete; 
drop rec_date; 
run; 
 
data recdate_end; 
set recdate_end; 
by mspdi t_end; 
if first.t_end; 
run; 
 
*discharge dates for t_start; 
data disdate_start; 
set last2; 
keep mspdi dis_date _end last; 
run; 
 
data disdate_start; 
set disdate_start; 
format t_start ddmmyy10.; 
if dis_date = . then delete; 
t_start = dis_date; 
start_reas = 5; 
drop dis_date last; 
run; 
 
proc sort data=disdate_start; by mspdi t_start; run; 
 
data  disdate_start; 
set disdate_start; 
by mspdi t_start; 
if first.t_start; run; 
 
*date of last follow-up or dod or custody ; 
data last_end; 
set last2; 
keep mspdi _end censor; run; 
 
proc sort data= last_end; 
by mspdi _end; run; 
 
data last_end; 
set last_end; 
by mspdi _end; 
if first.mspdi; run; 
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data last_end2; 
set last_end; 
format t_end ddmmyy10.; 
t_end = _end; 
end_reason = 6; 
drop _end; run; 
*we have two different variables in the above sets t_start and t_end 
need to combine and sort on mspdi and t_start or t_end then should 
(hopefully) 
have the survival set; 
data all_start; 
set refdate offdate_start disdate_start; 
drop _end; run; 
 
proc sort data = all_start ; 
by mspdi t_start; run; 
  
data all_start; 
set all_start; 
by mspdi t_start; 
if first.t_start then good = 1; 
else good = 2; run; 
 
proc freq data=all_start; 
tables good*start_reas; run; 
 
data all_end; 
set last_end2 offdate_end recdate_end; run; 
 
proc sort data = all_end out=all_end2; 
by mspdi t_end end_reason; 
run; 
 
data all_end3; 
set all_end2; 
by mspdi t_end; 
if first.t_end then good = 1; 
else good = 2; run; 
 
proc freq data=all_end3; 
tables good*end_reason; run; 
 
* with rec_date same as offdate add one day to rec_date; 
data all_end4; 
set all_end3; 
if good = 2 and end_reason = 4 then t_end = t_end + 1; run; 
 
* with off date same day as censored ref_date add 1 to censored 
ref_date; 
data all_end4; 
set all_end4; 
if end_reason = 6 and good =2 then t_end = t_end +1; run; 
 
*merge all_start and all_end on mspdi - only 9 flagged to check (these 
were fixed earlier in program); 
data all_dates; 
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merge  all_end3 (in=end) all_start (in=start); 
by mspdi; run; 
 
data all_dates2; 
set all_dates; 
if t_start >= t_end then help = 1; run; 
 
*deleting where offence start (violence) and reception occurred; 
data all_dates2a; 
set all_dates2; 
if help = 1 and start_reas=3 and end_reason=4 then delete;  
run; 
 
*deleting where offence start (any) and reception occurred; 
data all_dates2b; 
set all_dates2a; 
if help = 1 and start_reas=. and end_reason=4 then delete; 
run; 
*filling in missing count values on other offences; 
data all_dates3; 
set all_dates2b; 
array first theft drug opiate amphet violent breach dvbreach 
property conduct harassment other event reoff_prison jd_re 
reoff_prison; 
do over first; 
if first = . then first = 0; 
end; 
drop theft_count drug_count opiate_count amphet_count 
violent_count breach_count dvbreach_count property_count 
conduct_count harassment_count other_count higher_count 
prison_count; 
run; 
 
data test_array3; 
set all_dates3; 
array first theft drug opiate amphet violent breach dvbreach 
property conduct harassment other event jd_re reoff_prison; 
array count theft_count drug_count opiate_count amphet_count 
violent_count breach_count dvbreach_count property_count 
conduct_count harassment_count other_count event_count 
higher_count prison_count; 
do over first; 
 by mspdi; 
 retain count 0; 
 if first.mspdi then count = 0; 
   if first = 1 then count = count+1; 
 end; 
run; 
 
*deleting rows with non-violent offences and same t_start t_end 
(cumulative totals of offences are taken through to next row; 
data cleaningv1;  
set test_array3; 
if start_reas = . and help = 1 then delete; 
run; 
 
*looking at further help flags (down to 46 problems); 
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data cleaningv1; 
set cleaningv1; 
if t_start >= t_end then help = 1; 
run; 
 
*delete rows where custody within another custody timeframe (no change 
in total custody time); 
data cleaningv2; 
set cleaningv1; 
if mspdi in(200040818, 200064148, 202055826, 205072503, 
208070693, 298065460, 299033688, 299079777, 308003397) and help = 
1 then delete;  
run; 
 
* delete 3 individuals completely who when to custody on day of 
refdate; 
data cleaningv2; 
set cleaningv2; 
if mspdi in (200011048,202037163, 298032641) then delete; 
run; 
*remaining individuals tailored manual approach to fixing; 
data cleaningv3; 
set cleaningv2; 
*adding one day to offence date for 197002406; 
if mspdi in (197002406) and help = 1 then t_start = t_start + 1; 
if mspdi in (197002406) and help = 1 then t_end = t_end + 1; 
*202034193 died same day as dis_date minus one day from dis_date; 
if mspdi in (202034193) and help = 1 then t_start = t_start - 1; 
*202089889 earlier custody censor date - delete last then respecify 
custody date for end date; 
if mspdi in (202089889) and help = 1 then delete; 
if mspdi in (202089889) and t_end = '09Oct2008'D then end_reason = 6; 
*205098619 earlier custody censor date - delete last then respecify 
custody date for end date; 
if mspdi in (205098619) and help = 1 then delete; 
if mspdi in (205098619) and t_end = '06Oct2008'D then end_reason = 6; 
*208071461 offdate = disdate add 1 to offdate; 
if mspdi in (208071461) and help = 1 then t_start = t_start + 1; 
if mspdi in (208071461) and help = 1 then t_end = t_end + 1; 
*294089259 disdate = dod, minus one from disdate; 
if mspdi in (294089259) and help = 1 then t_start = t_start - 1; 
*297089578 earlier custody censor date - delete last then respecify 
custody date for end date; 
if mspdi in (297089578) and help = 1 then delete; 
if mspdi in (297089578) and t_end = '08Jul2004'D then end_reason = 6; 
*308002708 earlier custody censor date - delete last then respecify 
custody date for end date; 
if mspdi in (308002708) and help = 1 then delete; 
if mspdi in (308002708) and t_end = '10Apr2007'D then end_reason = 6; 
*302006416 shift 1 offdate and 1 rec_date to plus 1; 
if mspdi in (302006416) and help = 1 then t_start = t_start + 1; 
if mspdi in (302006416) and help = 1 then t_end = t_end + 1; 
if mspdi in (302006416) and t_end = '16Aug2004'D then t_end = t_end+1; 
run; 
 
*check any remaining problems; 
proc sort data=cleaningv3; 
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by mspdi t_start t_end; 
run; 
 
data cleaningv3; 
set cleaningv3; 
if t_start >= t_end then help2 = 1; 
run; 
 
proc freq data=cleaningv3; 
tables help2; 
run; 
*need to re-sort t_end and t_start separately; 
data t_endsort; 
set cleaningv3; 
drop t_start start_reas good; 
run; 
 
proc sort data=t_endsort; 
by mspdi t_end; 
run; 
 
data t_startsort; 
set cleaningv3; 
keep  t_start start_reas mspdi; 
run; 
 
proc sort data=t_startsort; 
by mspdi t_start; 
run; 
 
data all_datesfinal; 
merge  t_endsort (in=end) t_startsort (in=start); 
by mspdi; 
drop help help2; 
run; 
 
*checking for any final problems in data; 
data all_datesfinal; 
set all_datesfinal; 
if t_start >= t_end then help = 1; 
run; 
 
proc freq data=all_datesfinal; 
tables help; 
run; 
*most where end date is also an offence start date delete this row 
because last offence end date will be the final date for these people 
1 where rec_date = dis_date delete as well; 
*deleting where t_start = end date due to censoring for prison (no 
violent events in this case); 
data all_datesfinal2; 
set all_datesfinal; 
if help = 1 and censor = 2 then delete; 
run; 
 
data all_datesfinal3; 
set all_datesfinal2; 
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keep t_start start_reas mspdi t_end end_reason help; 
run; 
 
*deleting where ref_date=dis_date and 5 people who had a rec_date the 
same day as refdate; 
data all_datesfinal2; 
set all_datesfinal2; 
if mspdi in (201019267, 202036743, 202096538, 205047661, 
299045352) then delete; 
if help = 1 then delete; 
run; 
 
*merging in psn details; 
data psn3; 
set psn_viol2; 
if dob ne . then age = int( ( refdate - dob ) / 365.25 ) ; 
keep dob dod mspdi sex refdate refcaseno indig age refjd; 
run; 
 
data final_conv; 
merge all_datesfinal2 (in=all) psn3 (in=pers); 
by mspdi; 
if all; 
run; 
 
data finalconv_fill; 
   set final_conv; 
   by mspdi; 
   retain sex2 0; 
   if first.mspdi then sex2 = sex; 
 retain indig2 0; 
 if first.mspdi then indig2 = indig;  
 retain refjd2 0; 
 if first.mspdi then refjd2 = refjd; 
 drop sex indig refjd; 
 rename sex2 = sex; 
 rename indig2 = indig; 
 rename refjd2 = refjd; 
 run;  
data finalconv_fill; 
set finalconv_fill; 
drop amphet breach conduct drug  opiate other dvbreach property 
harassment theft violent reoff_prison jd_re; 
run; 
 
data final_convofftot; 
set finalconv_fill; 
if event ne 1 then delete; 
run; 
 
/*summary of total counts of offences*/ 
data off_tot; 
set final_convofftot; 
by mspdi; 
retain count 0; 
if first.mspdi then do; 
off_tot = 0; 
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end; 
off_tot+1; 
if last.mspdi; 
keep mspdi off_tot; 
run; 
 
proc freq data = off_tot; 
tables off_tot; 
run; 
 
*merging off_tot (constant value) into final_conv2; 
data final_conv2; 
merge finalconv_fill (in=all) off_tot (in=tot); 
by mspdi; 
if all; 
if not tot then off_tot = 0; 
run; 
 
*setting up observation time per mspdi - first count t-end minus t-
start for each row; 
data final_conv3; 
set final_conv2; 
ob_time = int(t_end - t_start); 
run; 
 
data obs_time; 
set final_conv3; 
by mspdi; 
retain count 0; 
if first.mspdi then do; 
obs_time = 0; 
end; 
obs_time+ob_time; 
if last.mspdi; 
keep mspdi obs_time; 
run; 
 
data final_conv4; 
merge final_conv3 (in=all) obs_time (in=tot); 
by mspdi; 
if all; 
run; 
 
*delete where age missing; 
data final_conv5; 
set final_conv4; 
if age = . then delete; 
run; 
 
*delete if under 18 at date of reference appearance; 
data final_conv5; 
set final_conv5; 
if age < 18 then delete; 
run; 
*Bringing in SEIFA and ARIA indexes; 
* SEIFA disadvantage index ; 
libname ses "S:\Shared\Data other agencies\ABS\SEIFA" access=readonly ; 
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* ARIA remoteness index ; 
libname aria "S:\Shared\Data other agencies\ARIA+ (2001)" 
access=readonly ; 
 
* SEIFA disadvantage index for each postcode ; 
data seifa ; 
 set ses.indexes ; 
 rename name = postcode ; 
 keep name disq disadvantage ; 
 if Disadvantage <= Q25DIS then disq = 1 ; 
 else if Disadvantage <= Q50DIS then disq = 2 ; 
 else if Disadvantage <= Q75DIS then disq = 3 ; 
 else disq = 4 ; 
run ; 
 
* ARIA remoteness index (thresholded version) max & mean for each 
postcode ; 
data aria ; 
 set aria.ariat_poa ; 
 rename poa_label = postcode ; 
 keep poa_label max_taria mean_taria ; 
run ; 
 
 
data allprf ; 
 set rod.profile ; 
 keep caseno atsi postcode lga ; 
run ; 
 
data final_conv_test; 
set final_conv5; 
keep refcaseno mspdi; 
run; 
 
data final_conv_test; 
set final_conv_test; 
if refcaseno = . then delete; 
run; 
 
proc sort data=final_conv_test; 
by mspdi refcaseno; 
run; 
 
data final_conv_test; 
set final_conv_test; 
by mspdi; 
if first.mspdi; 
run; 
 
proc sort data=final_conv_test; by refcaseno; run; 
data allprf; 
set allprf; 
rename caseno = refcaseno; 
run; 
 
data caseno_postcode; 
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merge final_conv_test (in=set) allprf; 
by refcaseno; 
if set; 
run; 
 
proc sort data=caseno_postcode; 
by postcode; 
run; 
 
proc sort data=seifa; 
by postcode; 
run; 
 
data aria_seifa; 
merge caseno_postcode (in=set) seifa; 
by postcode; 
if set; 
run; 
 
proc sort data=aria_seifa; by mspdi; run; 
 
data final_seifa; 
merge final_conv5 (in=all) aria_seifa (in=aria); 
by mspdi; 
if all; 
run; 
 
data final_conv6; 
merge final_seifa (in=all) prior_count (in=prior); 
by mspdi; 
if all; 
if not prior then do ; 
  priorapr     = 0 ; 
  priorprison  = 0 ; 
  priortheft   = 0 ; 
  priordrug    = 0 ; 
  prioropiate  = 0 ; 
  prioramphet  = 0 ; 
  priorviolent = 0 ; 
  priorbreach  = 0 ; 
  priordvbreach = 0; 
  priorproperty = 0; 
  priorconduct = 0; 
  priorharassment = 0; 
  priorother = 0; 
  priordistrict =0; 
  end ; 
run; 
*adding concurrent offence data; 
data conc_off; 
set ref_aprf; 
conc = sum(theft + drug + breach + dvbreach + property + conduct 
+ harassment + other); 
keep mspdi conc theft drug  amphet  breach dvbreach property  
conduct harassment other ; 
run; 
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data conc_merge; 
merge final_conv6 (in=final) conc_off (keep = mspdi conc theft 
drug  amphet  breach dvbreach property  conduct harassment 
other); 
by mspdi; 
if final; run; 
 
 
 
 
