An assignment of numbers to the vertices of graph G is closed distinguishing if for any two adjacent vertices v and u the sum of labels of the vertices in the closed neighborhood of the vertex v differs from the sum of labels of the vertices in the closed neighborhood of the vertex u unless they have the same closed neighborhood
Introduction
In 2004, Karoński et al. in [19] introduced a new coloring of a graph which is generated via edge labeling. Let f : E(G) → N be a labeling of the edges of a graph G by positive integers such that for every two adjacent vertices v and u, S(v) = S(u), where S(v) denotes the sum of labels of all edges incident with v. It was conjectured that three integer labels {1, 2, 3} are sufficient for every connected graph, except K 2 [19] (1-2-3 Conjecture). Currently the best bound that was proved by Kalkowski et al. is five [18] . For more information we refer the reader to a survey on the 1-2-3 Conjecture and related problems by Seamone [25] (also see [4, 6, 8, 10, 12, 24, 30] ). Different variations of distinguishing labelings of graphs have also been considered, see [5, 7, 17, 20, 21, 22, 26, 27, 28] .
On the other hand, there are different types of labelings which consider the closed neighborhoods of vertices. In 2010, Esperet et al. in [13] introduced the notion of locally identifying coloring of a graph. A proper vertex-coloring of a graph G is said to be locally identifying if for any pair u, v of adjacent vertices with distinct closed neighborhoods, the sets of colors in the closed neighborhoods of u and v are different. In 2014, Aïder et al. in [1] introduced the notion of relaxed locally identifying coloring of graphs. A vertexcoloring of a graph G (not necessary proper) is said to be relaxed locally identifying if for any pair u, v of adjacent vertices with distinct closed neighborhoods, the sets of colors in the closed neighborhoods of u and v are different. Note that a relaxed locally identifying coloring of a graph that is similar to locally identifying coloring for which the coloring is not necessary proper. For more information see [14, 16, 25] .
Motivated by the 1-2-3 Conjecture and the relaxed locally identifying coloring, the closed distinguishing labeling as a vertex version of the 1-2-3 Conjecture was introduced by Axenovich et al. [3] . For every vertex v of G, let N [v] denote the closed neighborhood of v. An assignment of numbers to the vertices of a graph G is closed distinguishing if for any two adjacent vertices v and u the sum of labels of the vertices in the closed neighborhood of the vertex v differs from the sum of labels of the vertices in the closed neighborhood of the vertex u unless N [u] = N [v] (i.e. they have the same closed neighborhood). The closed distinguishing number of a graph G, denoted by dis [G] , is the smallest integer k such that there is a closed distinguishing assignment for G using integers from the set {1, 2, . . . , k}. For each vertex v ∈ V (G), let L(v) denote a list of natural numbers available at v. A list closed distinguishing labeling is a closed distinguishing labeling f such that f (v) ∈ L(v) for each v ∈ V (G). A graph G is said to be closed distinguishing k-choosable if every k-list assignment of natural numbers to the vertices of G permits a list closed distinguishing labeling of G. The closed distinguishing choice number of G, dis ℓ [G] , is the minimum natural number k such that G is closed distinguishing k-choosable. In this work we study closed distinguishing number and closed distinguishing choice number of graphs.
The closed distinguishing number of a graph G is the smallest integer k such that there is a closed distinguishing assignment for G using integers from the set {1, 2, . . . , k}. In this work, we also consider another parameter, the minimum number of integers required in a closed distinguishing labeling. For a given graph G, the minimum number of integers required in a closed distinguishing labeling is called its strong closed distinguishing number dis s [G] . Note that a vertex-coloring of a graph G (not necessary proper) is said to be strong closed distinguishing labeling if for any pair u, v of adjacent vertices with distinct closed neighborhoods, the multisets of colors in the closed neighborhoods of u and v are different.
Closed distinguishing labeling
In this section we study closed distinguishing number and closed distinguishing choice number of graphs.
The difference between dis[G] and dis ℓ [G]
It was shown in [3] that for every graph G with ∆ ≥ 2,
Also, there are infinitely many values of ∆ for which G might be chosen so that dis[G] = ∆ 2 − ∆ + 1 [3] . We prove that the difference between dis[G] and dis ℓ [G] can be arbitrary large and show that for every number t there is a graph G such that
Theorem 1 For every positive integer t there is a graph
G such that dis ℓ [G] − dis[G] ≥ t.
The complexity of determining dis[G]
Let T = K 2 be a tree. It was shown [3] that dis ℓ [T ] ≤ 3 and dis[T ] ≤ 2. Here, we investigate the computational complexity of determining dis[G] for planar subcubic graphs and bipartite subcubic graphs.
Theorem 2 For a given planar subcubic graph G, it is NP-complete to decide whether
Although for a given tree T , we can compute dis[T ] in polynomial time [3] , but the problem of determining the closed distinguishing number is hard for bipartite graphs.
Theorem 3 For a given bipartite subcubic graph G, it is NP-complete to decide whether
Note that in the proof of Theorem 3, we reduced Not-All-Equal to our problem and the planar version of Not-All-Equal is in P [23] , so the computational complexity of deciding whether dis[G] = 2 for planar bipartite graphs remains unsolved.
Theorem 4 For every integer t ≥ 3, it is NP-complete to decide whether dis[G] = t for a given graph G.
Upper bounds for dis ℓ [G] and dis[G]
It was shown that for every graph G with ∆ ≥ 2, [3] . Here, we improve the previous bound.
Theorem 5 Let G be a simple graph on n vertices with degree sequence
where m is the number of edges.
(iii) If there are exactly t vertices with degree ∆. Then
(iv) If there is a unique vertex with degree ∆.
(v) If G is a strongly regular graph with parameters (n, k, λ, µ). Then
Lower bound for dis[G]
Let G be a bipartite graph with partite sets A and B which is not a star. Let, for X ∈ {A, B}; ∆ X = max x∈X d(x) and δ X,2 = min
d(x). It was shown in [3] that
where c is some constant. Thus, for a given bipartite graph G, dis[G] = O(∆) [3] .
Regarding "dis" function, Axenovich et al. in [3] said: "One of the challenging problems in the area is to determine how "dis" function depends on the chromatic number of a graph. The situation is far from being understood even for bipartite graphs." We give a negative answer to this problem and show that for each t there is a bipartite graph G such that dis[G] > t.
Theorem 6 For each integer t, there is a bipartite graph G such that dis[G] > t.
Split graphs
It is well-known that split graphs can be recognized in polynomial time, and that finding a canonical partition of a split graph can also be found in polynomial time. We prove the following result.
Strong closed distinguishing number
In this section, we focus on the strong closed distinguishing number of graphs. For any graph G, we have the following.
For a given bipartite graph
It is easy to see that f is a closed distinguishing labeling for G. Let G be an r-regular graph and f : V (G) → {a, b} be a closed distinguishing labeling. Define:
It is easy to check that if Let a and b be two numbers and a = b, we show that for a given 4-regular graph G, it is NP-complete to decide whether there is a closed distinguishing labeling from {a, b}.
Theorem 9
For a given 4-regular graph G, it is NP-complete to decide whether dis s [G] = 2.
Notation and Tools
All graphs considered in this paper are finite, undirected, with no loops or multiple edges. If G is a graph, then V (G) and E(G) denote the vertex set and the edge set of G, respectively. Also, ∆(G) denotes the maximum degree of G and simply denoted by ∆. A k-regular graph is a graph whose each vertex has degree k. A regular graph G with n vertices and degree k is said to be strongly regular if there are integers λ and µ such that every two adjacent vertices have λ common neighbors and every two non-adjacent vertices have µ common neighbors and is denoted by SRG(n, k, λ, µ).
The Cartesian product H G of graphs G and H is the graph with vertex set V (G) × V (H) where vertices (g, h) and (g ′ , h ′ ) are adjacent if and only if either g = g ′ and hh ′ ∈ E(H), or h = h ′ and gg ′ ∈ E(G).
We say that a set of vertices is independent if there is no edge between these vertices. The independence number, α(G), of a graph G is the size of a largest independent set of G. Also, a clique in a graph G is a subset of its vertices such that every two vertices in the subset are connected by an edge. The clique number ω(G) of a graph G is the number of vertices in a maximum clique in G. A split graph is a graph whose vertex set may be partitioned into a clique K and an independent set S. We suppose, without loss of generality, that K is maximal, that is no vertex in S is adjacent to all vertices in K. The pair (K, S) is then called a canonical partition of G. For such a partition, we have ω(G) = |K|.
We follow [29] for terminology and notation where they are not defined here. The main tool we use in the proof of Theorem 5 is the Combinatorial Nullstellensatz.
Theorem A (Combinatorial Nullstellensatz [2] ) Let F be a field, let d 1 , . . . , d n ≥ 0 be integers, and let P ∈ F [x 1 , . . . , x n ] be a polynomial of degree
Proofs
Here we prove that the difference between dis[G] and dis ℓ [G] can be arbitrary large.
Proof of Theorem 1. For every integer t, t ≥ 4, we construct a graph G such that
Our construction consists of four steps.
Step 1. Consider 2t − 1 copies of the complete graph K 2t and call them
. . , u i t } be the set of vertices of the complete graph K i .
Step 2. For each (i, j, k), where 1 ≤ i < j ≤ t and 1 ≤ k ≤ 2t − 1, put two new vertices x k i,j and y k i,j , and put the edges
Similarly, for every (i, j, k), where 1 ≤ i < j ≤ t and 1 ≤ k ≤ 2t − 1, put two new vertices a k i,j and b k i,j , and put the edges
Step 4. Finally, put a new vertex p and join the vertex p to each vertex in
Next, we discuss the basic properties of the graph G. Let f be a closed distinguishing labeling for G. Lemma 1.1. We have:
There is a function f ′ : M → {1, 2, . . . , t}, such that for each k,
are 2t distinct integers.
Proof of Lemma 1.2. Let k be a fixed number and f ′ : M → {1, 2, . . . , t} be an arbitrary labeling. For each i, 1 ≤ i ≤ t we have:
Thus,
On the other hand, for each i, j, i = j, we have:
Also, for each i, i ′ , 1 ≤ i, i ′ ≤ t, we have:
This completes the proof of Lemma ♦
Proof of Lemma 1.3. Consider the two adjacent vertices x k i,j and y k i,j , since f is a closed distinguishing labeling for G, we have,
. Similarly, by considering the two adjacent vertices a k i,j and
Let f ′ be a labeling that has the conditions of Lemma 1.2 and consider the following labeling for G:
Now, we show that f is a closed distinguishing labeling for G. We have:
For every two adjacent vertices v k i and u k j , we have
Thus, by Lemma 1.2, the sum of labels of the vertices in the closed neighborhood of the vertex v k i differs from the sum of labels of the vertices in the closed neighborhood of the vertex u k j . We have a similar result for every two adjacent vertices v k i and v k j . For other pairs of adjacent vertices, from the values shown above it is clear that for every two adjacent vertices z, s, the sum of labels of the vertices in the closed neighborhood of the vertex z differs from the sum of labels of the vertices in the closed neighborhood of the vertex s. So, f is a closed distinguishing labeling for G.
Consider the following lists for the vertices of the graph G:
Assume that f is a closed distinguishing labeling for G from the lists that shown above (i.e. for each vertex v, f (v) ∈ L(v)). Without loss of generality assume that f (p) = w. Consider the set of vertices v w 1 , v w 2 , . . . , v w t , u w 1 , u w 2 , . . . , u w t . We have:
Consider the following partition for the set of numbers
By the pigeonhole principle, there are indices r, i and
This is a contradiction, so dis ℓ [G] ≥ 2t. This completes the proof.
Here, we investigate the computational complexity of determining dis[G] for planar subcubic graphs. We show that for a given planar subcubic graph G, it is NP-complete to determine whether dis[G] = 2.
Proof of Theorem 2. Let Φ be a 3SAT formula with clauses C = {c 1 , . . . , c γ } and variables X = {x 1 , . . . , x n }. Let G(Φ) be a graph with the vertices C ∪ X ∪ (¬X), where ¬X = {¬x 1 , . . . , ¬x n }, such that for each clause c = (y ∨ z ∨ w), c is adjacent to y, z and w, also every x ∈ X is adjacent to ¬x. Φ is called strongly planar formula if G(Φ) is a planar graph. It was shown that the problem of satisfiability for strongly planar formulas is NP-complete [11] (for more information about strongly planar formulas see [9] ). We reduce the following problem to our problem.
Problem: Strongly planar 3SAT. Input: A strongly planar formula Φ. Question: Is there a truth assignment for Φ that satisfies all the clauses?
Consider an instance of strongly planar formula Φ with the variables X and the clauses C. We transform this into a planar subcubic graph G such that dis[G] = 2 if and only if Φ is satisfiable. For every x ∈ X consider a cycle C 24γ , where γ is the number of clauses in Φ (call that cycle C x ). Suppose that C x = v 1 v 2 . . . v 24γ v 1 and color the vertices of C x by function ℓ. For every c ∈ C consider a path P 8 with the vertices u 1 , u 2 , . . . , u 8 , in that order. Next put two new isolated vertices u ′ and u ′′ , and join the vertex u 3 to the vertex u ′ and join the vertex u 6 to the vertex u ′′ . Call that resultant graph P c . Next, for every c ∈ C, without loss of generality assume that c = (a ∨ b ∨ w), where a, b, w ∈ X ∪ (¬X). If a ∈ X (a ∈ ¬X) then join the vertex u 1 , u 1 ∈ P c to one of the red (blue) vertices with degree two of C a . Similarly, if b ∈ X (b ∈ ¬X) then join the vertex u 1 , u 1 ∈ P c to one of the red (blue) vertices with degree two of C b . Furthermore, if w ∈ X (w ∈ ¬X) then join the vertex u 4 , u 4 ∈ P c to one of the red (blue) vertices of degree two of C w ; also, join the vertex u 8 , u 8 ∈ P c to one of the red (blue) vertices of degree two of C w . In the resulting graph for every red or blue vertex l with degree two, put a new isolated vertex l ′ and join the vertex l to the vertex l ′ . Also, for every black vertex l, put a new isolated vertex l ′ and join the vertex l to the vertex l ′ . So in the final graph the degree of every blue, red or black vertex is three. Call the resultant subcubic graph G. Note that since Φ is strongly planar (G(Φ) is planar), we can construct G such that it is a planar graph.
Assume that f : V (G) → {1, 2} is a closed distinguishing labeling for G. We have the following lemmas:
Lemma 2.1. For every x ∈ X, we have:
Since f is a a closed distinguishing labeling, we have:
. Therefore, the labels of red vertices are the same. Also, the labels of blue vertices are the same. In 
Proof of Lemma 2.2. To the contrary assume that
But this is a contradiction. ♦ First, assume that f : V (G) → {1, 2} is a closed distinguishing labeling for G. Let Γ : X → {true, f alse} be a function such that Γ(x) = true if and only if f ′ (x) = 2. By Lemma 2.2, Γ is a satisfying assignment for Φ.
Next, suppose that Φ is satisfiable with the satisfying assignment Γ. For every x ∈ X if Γ(x) = true then for C x define:
Next, for every c = (a ∨ b ∨ w), if Γ(w) = true then for P c , define:
otherwise, if Γ(w) = f alse then for P c , define:
Finally, label remaining vertices by number 2. One can check that f is a closed distinguishing labeling for G. This completes the proof.
Next, we show that it is NP-complete to determine whether dis[G] = 2, for a given bipartite subcubic graph G.
Proof of Theorem 3. We reduce Monotone Not-All-Equal 3Sat to our problem in polynomial time. It was shown that the following problem is NP-complete [15] .
Monotone Not-All-Equal 3Sat . Instance: Set X of variables and collection C of clauses over X such that each clause c ∈ C has | c |= 3 and there is no negation in the formula.
Question: Is there a truth assignment for X such that each clause in C has at least one true literal and at least one false literal?
Consider an instance Φ with the set of variables X and the set of clauses C. We transform this into a bipartite graph G, such that Φ has a Not-All-Equal satisfying assignment if and only if there is a closed distinguishing labeling f : V (G) → {1, 2}. For every x ∈ X consider a cycle C 12γ , where γ is the number of clauses in Φ (call that cycle C x ). Suppose that C x = v 1 v 2 . . . v 12γ v 1 and color the vertices of C x by function ℓ.
white otherwise.
For every c = (x ∨ y ∨ z), c ∈ C, do the following three steps:
Step 1. Put two paths P c = c Step 2. Without loss of generality suppose that {v i , v j , v k } is a set of vertices such that each of them has degree two, the value of function ℓ for each of them is red,
Step 3. Without loss of generality suppose that {v i ′ , v j ′ , v k ′ } is a set of vertices such that each of them has degree two, the value of function ℓ for each of them is blue,
Next, in the resulting graph for every red or blue vertex u with degree two, put a new isolated vertex u ′ and join the vertex u to the vertex u ′ . Call the resultant bipartite subcubic graph G.
First, assume that f is a closed distinguishing labeling for G. For every x ∈ X, we have:
⋄ for every u ∈ V (C x ), if ℓ(u) =red then f (u) = 2, and if ℓ(u) =blue then f (u) = 1, or ⋄ for every u ∈ V (C x ), if ℓ(u) =red then f (u) = 1, and if ℓ(u) =blue then f (u) = 2, (see the proof of Lemma 2.1). Define Γ : X → {true, f alse} such that for every x ∈ X, Γ(x) = true if and only if the values of function f for the red vertices in C x are two. By the structure of clause gadgets, for every clause c = (x ∨ y ∨ z),
f (u) and
So, true ∈ {Γ(x), Γ(y), Γ(z)}. On the other hand,
Thus, f alse ∈ {Γ(x), Γ(y), Γ(z)}. Therefore, Γ is a Not-All-Equal assignment.
Next, suppose that Φ has a Not-All-Equal assignment Γ. For every x ∈ X if Γ(x) = true then:
⋄ for every u ∈ V (C x ), if ℓ(u) =red then put f (u) = 2 and if ℓ(u) =blue then put f (u) = 1, and if Γ(x) = f alse then:
For every white vertex l, put f (l) = 2. Also, for every clause c = (x ∨ y ∨ z), c ∈ C, put:
f (c Here, we prove that for every integer t ≥ 3, it is NP-complete to determine whether dis[G] = t for a given graph G.
Proof of Theorem 4. In order to prove the theorem, we reduce t-Colorability to our problem for each t ≥ 3. It was shown in [15] that for each t, t ≥ 3, the following problem is NP-complete.
Problem: t-Colorability. Input: A graph G.
Question: Is χ(G) ≤ t?
Let G be a given graph and t be a fixed number. We construct a graph G * in polynomial time such that χ(G) ≤ t if and only if G * has a closed distinguishing labeling from {1, 2, . . . , t}. Our construction consists of two steps.
Step 1. Consider a copy of the graph G.
, z v and join them to the vertex v. Call the resulting graph G ′ . In the resulting graph the degree of each vertex is ∆(G) + 1 or 1.
Step 2. Let |V (G)| = n, |V (G ′ )| = n ′ + n and α = (n ′ + 1)(t − 1) + 2. Consider a copy of the complete graph K α with the set of vertices {x 1 , x 2 , . . . , x α }. For each i, 1 ≤ i < α, put n ′ + 1 new isolated vertices and join them to the vertex x i . Finally, for each v ∈ V (G) join the vertex x α to the vertices v,
. Call the resulting graph G * . In the final graph for each i,
Let f : V (G * ) → {1, 2, . . . , t} be a closed distinguishing labeling. We have the following lemmas:
Proof of Lemma 4.1. Consider the set of vertices V (K α ) = {x 1 , x 2 , . . . , x α }. Since f is a a closed distinguishing labeling,
are α distinct numbers. Thus,
On the other hand,
This completes the proof of Lemma. ♦ Lemma 4.2. Let v and v ′ be two adjacent vertices in G. We have f (z v ) = f (z v ′ ).
Proof of Lemma 4.2. For two adjacent vertices v and v
. . , t} be a closed distinguishing labeling. By Lemma 4.2, the following function is proper vertex t-coloring for G:
On the other hand, if G is t-colorable (and c is a proper vertex t-coloring for the graph G), define:
Also, for every vertex x i , 1 ≤ i < α, label the set of vertices {l :
One can check that f is a closed distinguishing labeling. This completes the proof.
In the next theorem we give some upper bounds by using the Combinatorial Nullstellensatz.
Proof of Theorem 5. Let V (G) = {x 1 , . . . , x n } and S i :=
x j . Define the following polynomial:
x t ∼xs t<s
(i) Let d = a 1 + · · · + a n be the degree of f (x 1 , . . . , x n ) and the coefficient of x
. It means that the degree of f (x 1 , . . . , x n ) with respect to the variable x v is less than or equal to s. Hence for each i, 1 ≤ i ≤ n, we have a i ≤ s. Let E 1 = · · · = E n = {1, 2, . . . , s + 1}. By Combinatorial Nullstellensatz the polynomial f (x 1 , . . . , x n ) cannot vanish on the set E 1 × · · · × E n . It means that for each i, 1 ≤ i ≤ n, there exists e i ∈ E i such that f (e 1 , . . . , e n ) = 0. Then e 1 , . . . , e n is a closed distinguishing labeling for G.
(ii) The degree of f (x 1 , . . . , x n ) is m. Also, f (x 1 , . . . , x n ) is not the zero polynomial. So for each monomial like x a 1 1 . . . x an n we have a i ≤ m. It is easy to check that there exists a monomial such that a i < m for 1 ≤ i ≤ n. Therefore, the Combinatorial Nullstellensatz finishes the proof.
(iv) Let x v be the only vertex such that d(x v ) = ∆. Assign 1 as the label for the vertex x v . For every i, the term x i appears at most (d 1 − 1) + · · · + (d ∆−1 − 1) times. We have:
. Then for every 1 ≤ i ≤ n, the term x i appears at most k(k − λ − 1) times in f (x 1 , . . . , x n ). Then the Combinatorial Nullstellensatz completes the proof.
Then x v appears in S r − S t if and only if exactly one of x r , x t belongs to N (x v ) and another one belongs to
. So in f , the term x v appears at most α(n − α − 1), which is less than or equal to [ n − 1 2 ] 2 . Now the proof is complete by the Combinatorial Nullstellensatz.
Here, we show that for each positive integer t there is a bipartite graph G such that
Proof of Theorem 6. Let t be a fixed number. We construct a bipartite graph G such that dis[G] > t. Let α = t 2 . Define:
To the contrary assume that f : V (G) → {1, 2, 3, . . . , t} is a closed distinguishing labeling. For every two vertices x i and y j , we have:
thus f (x i ) = f (y j ). Let S 1 and S 2 be two subsets of {1, 2, 3, . . . , t} such that |S 1 ∪ S 2 | ≤ t and S 1 ∩ S 2 = ∅. Without loss of generality, we can assume that for each i, 1 ≤ i ≤ α, f (x i ) ∈ S 1 and for every j, 1 ≤ j ≤ α, f (y j ) ∈ S 2 . Let T X = {f (x 1 ), . . . , f (x α )} and T Y = {f (y 1 ), . . . , f (y α )}. We know that f (x i ) ∈ S 1 and f (y j ) ∈ S 2 . Let |S 1 | = µ and |S 2 | ≤ t − µ. By the pigeonhole principle there exists an element, say r, in S 1 such that r appears at least α µ times in T X . Similarly, there exists an element, say p, in S 2 such that p appears at least α t − µ times in T Y . Since α = t 2 , we have:
Thus in T X there exists r at least p times, and in T Y there exists p at least r times. Consequently, one can find two sets A, B ⊆ {1, 2, 3, . . . , α} such that |A| = p, |B| = r, for each i ∈ A, f (x i ) = r and for each j ∈ B, f (y j ) = p. Thus,
But this is a contradiction. Therefore, dis[G] > t.
Note that in the graph G which was constructed in the previous theorem, we have:
It is interesting to find a bipartite graph G such that V (G) = O(t c ) and dis[G] > t, where c is a constant number. Next, we show that if G is a split graph, then
Proof of Theorem 7. Let (K, S) be a canonical partition of G and assume that S = {v 1 , v 2 , . . . , v |S| }. For each i, 1 ≤ i ≤ |S|, let G i be the induced subgraph on the set of vertices K i j=1 v j . Let G 0 be the induced graph on the set of vertices K and f 0 : V (G 0 ) → {1} be a closed distinguishing labeling such that for every vertex u ∈ V (G 0 ), f 0 (u) = 1. For i = 1 to i = |S| do the following procedure:
For a fixed number j if there are two vertices x, y ∈ V (G 0 ), such that N G i (x) = N G i (y) and
is not a closed distinguishing labeling for G i . The graph G 0 has ω(G) 2 edges, so there are at most ω(G) 2 restrictions. Thus, there is an index j such that for every
For that j, put f i ← g i j .
(End of procedure.) When the procedure terminates, the function f |S| is a closed distinguishing labeling for G. This completes the proof.
Here, we show that for each n, there is a graph G with n vertices such that dis
Proof of Theorem 8. Let t = 10k and consider a copy of the complete graph K t 2 with the set of vertices {v i,j : 1 
First, we show that dis s [G] = 2. Define: It is easy to check that f is a closed distinguishing labeling for G. Next, assume that f : V (G) → dis[G] is a closed distinguishing labeling for G. Consider the set of vertices R = {v i,j : 1 ≤ i ≤ t, 1 ≤ j ≤ t}. The function f is a closed distinguishing labeling therefore,
This completes the proof.
Here, we show that for a given 4-regular graph G, it is NP-complete to determine whether dis s [G] = 2.
Proof of Theorem 9. Clearly, the problem is in NP. We prove the NP-hardness by a reduction from the following well-known NP-complete problem [15] .
3SAT.
Instance: A 3CNF formula Ψ = (X, C). Question: Is there a truth assignment for X? Let Ψ = (X, C) be an instance of 3SAT and also assume that α and β are two numbers such that α = β. We convert Ψ into a 4-regular graph G such that Ψ has a satisfying assignment if and only if G has a closed distinguishing labeling from {α, β}. First, we introduce a useful gadget.
Construction of the gadget T k . Consider a copy of the bipartite graph P 2 C 2k and let ℓ : V (P 2 C 2k ) → {1, 2} be a proper vertex 2-coloring. Call the set of vertices V (P 2 C 2k ), the main vertices. Construct the gadget T k by replacing every edge vu of P 2 C 2k with a copy of the gadget I(v, u) which is shown in Fig. 1 .
Note that the gadget T k has 4k main vertices and the degree of each main vertex is three. Also, in T k the degree of each vertex that is not a main vertex is four. For each variable x ∈ X assume that the variable x appears in exactly µ(x) clauses (positive or negative) and suppose that |C| = λ. Next, we present the construction of the main graph.
Construction of the graph G. Put a copy of T 3λ and call it F . Also, for every variable x ∈ X, put a copy of the gadget T µ(x) and call it D x . Furthermore, for every clause c ∈ C, put a copy of the path P 2 = c 1 c 2 . For every x ∈ X, define:
v is a main vertex and ℓ(v) = 2},
v is a main vertex and ℓ(v) = 1}. Also, define:
v is a main vertex and ℓ(v) = 1}.
Next, for every c ∈ C, without loss of generality assume that c = (a ∨ b ∨ s), where a, b, s ∈ X ∪ (¬X). If a ∈ X (a ∈ ¬X) then join the vertex c 1 , to a vertex v ∈ S 2 a (v ∈ S 1 ¬a ) of degree three. Also, if b ∈ X (b ∈ ¬X) then join the vertex c 1 , to a vertex v ∈ S 2 b (v ∈ S 1 ¬b ) of degree three. Similarly, if s ∈ X (s ∈ ¬X) then join the vertex c 1 , to a vertex v ∈ S 2 s (v ∈ S 1 ¬s ) of degree three. Furthermore, join the vertex c 2 to three vertices v, u, z ∈ R 1 of degree three. Call the resultant graph G ′ . Note that the degree of every vertex in G ′ is three or four. Now, consider two copies of the graph G ′ . For each vertex h with degree three in G ′ , call its corresponding vertex in the first copy of G ′ , h ′ , and call its corresponding vertex in the second copy of G ′ , h ′′ . Next, connect the vertices h ′ and h ′′ through a copy of the gadget I(h ′ , h ′′ ). Call the resulting 4-regular graph G. In the next, we just focus on the vertices in the first copy of G ′ and talk about their properties.
First, assume that f : V (G) → {α, β} is a closed distinguishing labeling. We have the following lemmas about the vertices in the first copy of G ′ .
Lemma 9.1. For each x ∈ X, for every two vertices h, g ∈ S 2
x , f (h) = f (g) and for every two vertices h, g ∈ S 1
x , f (h) = f (g). Also, for each two vertices h ∈ S 2 x and g ∈ S 1 x , f (h) = f (g).
Proof of Lemma 9.1. Let G be a 4-regular graph and f : V (G) → {α, β} be a closed distinguishing labeling for G. Assume that I(v, u) is a subgraph of G. For two adjacent vertices z 1 and z 2 in I(v, u) we have:
Thus, f (v) = f (u). Consequently, in each copy of the gadget I(v, u), we have f (v) = f (u). So, in the gadget D x , for every two main vertices l 1 and l 2 that are connected through a copy of gadget I(l 1 , l 2 ), we have f (l 1 ) = f (l 2 ). On the other hand, the gadget D x is constructed from a bipartite graph by replacing each edge with a copy of the gadget I(v, u). The main vertices of D x can be partitioned into two sets, based on the function ℓ which is a proper vertex 2-coloring for the base bipartite graph. In each part, the values of function f for the main vertices in that part are the same. So, for each x ∈ X, for every two vertices h, g ∈ S 2
x , f (h) = f (g) and for every two vertices h, g ∈ S 1 x , f (h) = f (g). Also, for each two vertices h ∈ S 2 x and g ∈ S 1 x , f (h) = f (g). ♦ Lemma 9.2. For every two vertices g, h ∈ R 2 , f (g) = f (h) and for every two vertices g, h ∈ R 1 , f (g) = f (h). Also, for each two vertices v ∈ R 2 and u ∈ R 1 , f (g) = f (h). necessary proper) is said to be relaxed locally identifying if for any pair u, v of adjacent vertices with distinct closed neighborhoods, the sets of colors in the closed neighborhoods of u and v are different and an assignment of numbers to the vertices of graph G is closed distinguishing if for any two adjacent vertices v and u the sum of labels of the vertices in the closed neighborhood of the vertex v differs from the sum of labels of the vertices in the closed neighborhood of the vertex u unless they have the same closed neighborhood. 
Bipartite graphs
Let G be a bipartite graph with partite sets A and B which is not a star. Let, for X ∈ {A, B}; ∆ X = max d(x). It was shown in [3] that
where c is some constant. Thus, for a given bipartite graph G, dis[G] = O(∆) [3] . On the other hand, we proved that for each integer t, there is a bipartite graph G such that dis[G] > t (to see an example see Fig. 2 ). Here, we ask the following: Figure 2 : A bipartite graph G with the closed distinguishing number greater than two.
General upper bounds and lower bounds
For a given bipartite graph G = [X, Y ], define f : V (G) → {1, ∆} such that:
It is easy to see that f is a closed distinguishing labeling for G. Thus, for a bipartite graph G, dis s [G] ≤ 2. On the other hand, for a general graph G, the best upper bound we know is dis s [G] ≤ |V (G)|. 
Split graphs
It is well-known that split graphs can be recognized in polynomial time, and that finding a canonical partition of a split graph can also be found in polynomial time. In this work, we proved that if G is a split graph, then dis[G] ≤ (ω(G)) 2 . Let G be a split graph and 
Addendum
During the review of the paper, Axenovich et al. in [3] independently, proved Theorem 6 and put it in the final version of their work.
