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Cette recherche concerne la géométrie spectrale des variétés à bord pour le
problème mixte Dirichlet-Neumann. Ce type de problème aussi appelé problème
de Zaremba consiste à séparer le bord en deux parties et à considérer les fonctions
propres du Laplacien qui s’annulent sur l’une d’elle (condition de Dirichlet) et dont
la dérivée directionnelle extérieure s’annule sur l’autre (condition de Neumann). Il
est naturel de considérer ces conditions puisqu’elles correspondent à de nombreux
modèles physiques dans lesquels le Laplacien est. impliqué. La vibration d’une
membrane fixée sur une partie de son bord correspond au problème de Zaremba.
L’approche adoptée dans cette étude est principalement géométrique et algé
brique. Laccent. est mis. d’une part. sur les extrema des petites valeurs propres
dans le cas du disque de dimension 2 eu rapport avec le choix de la décomposition
du bord déterminant le problème mixte Dirichlet-Neuniann, et d’autre part, sur
le point de vue algébrique pour les problèmes mixtes sur une variété à bord.
Le chapitre 1 fournit le vocabulaire et les notions de base nécessaires à la compré
hension des chapitres ultérieurs. Certains résultats classiques sur lesquels reposent
les démonstrations des chapitres 2 et 3 sont énoncés. De brèves explications sont
données afin de faciliter la lecture.
Dans le chapitre 2. sont présentés des résultats originaux concernant les extrema
des valeurs propres du Laplacien sur des domaines euclidiens munis de conditions
mixtes. déterminées par une partie du bord ayant un volume fixé. En effet, on
démontre que le suprémum de la nième valeur propre est la nième valeur propre
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du problème de Dirichiet sur ce domaine et est atteint par une suite maxirnisante
de partitions du bord. Ceci consiste en une généralisation du cas particulier de la
première valeur propre qui fut démontré cii 1999 par Denzlcr dans Farticle
Ensuite, on réduit le problème de minimisation de la deuxième valeur propre sur
le disque à une certaine famille explicite de partitions du bord paramétrée par
un intervalle compact. Ces résultats étant des extensions de certains théorèmes
de Denzler, on présente ceux-ci à des fins de complétude. Finalement. on montre
que si l’on impose une borne au nombre de composantes connexes de la partie
Dirichlct, le maximum est atteint lorsque ces composantes sont uniformément
distribuées. Cc chapitre contient aussi des tests numériques appuyant les résultats
ci-dessus. exhibant les variations rIes deux premières valeurs propres associées à
des familles de partitions particulières.
Le chapitre 3 est une exposition détaillée de l’approche algébrique des problèmes
d’isospcctralité pour les variété à bord. Cc point de vue découle du Théorème de
Sunada et plus particulièrement de l’extension que Bérard en a fait. On cii déduit
une extension concernant le problème de Dirichlet. On donne les détails algé
briques expliquant un exemple dc variétés isospectrales et non-isométriques qui a.
été publié depuis un autre point de vue par Buser et al dans l’article IBCDS]. À
partir dc ceci, on construit un exemple original de domaines planaires isospectraux
et non isométriques pour des conditions mixtes. De plus, on exhibe une certaine
structure algébrique commune aux exemples connus de variétés admettant une
décomposition du bord dont l’échange des conditions Dirichiet et Neumann laisse
le spectre inchangé. Ces exemples ont été portés récemment à notre attention par
Jakobson et al dans l’article [JLNP].
Mots clés: Laplacien. géométrie spectrale, problème mixte Dirichlet.-Neumann,
problème de Zaremba, isospectralité, valeur propre extremale, Théorème de Su
nada. transplantation.
SUMMARY
In this master thesis, we will discuss spectral geometry of mixed Dirichiet
Neumann boundary value problem on riemannian manifolds. This problem. also
called Zaremba’s eigenvalue problem. consists in spiitting its boundary into a dis
joint union of two parts, not necessarily connccted, and in examining the eigen
functions of the Laplace operator. which have to vanish along one part (Dirichlet
condition). and whose normal derivative has to vanish along the other part (Neu
manu condition). These conditiolls are natural in the sense that they correspond
to many physical models where the Laplacian is involved. The Zaremba problem
is. for example. a model of a membrane fixed only on oiw part of its boundary.
Our point of view is mostlv geometric and algebraic. The emphasis will equally be
on the extrema of small eigenvalues for the disk with respect to a decomposition
of the boundary specifying the mixed Dirichlet-Neumann conditions, as on some
applications of Sunada’s Theorem. and more generally. the algebraic point of
view, to mixed problems on manifolds with boundary.
Backgroulld concepts and necessary vocabulary are presented in Chapter 1. The
proofs preseuted in Chapter 2 and 3 rest on classical results which are enounced
along with some short explanations in Chapter 1.
In Chapter 2, we present some original results on the extrema of eigenvalues
on a Lipschitz euclidean domain with mixed conditions determined by a subset
of the boundary of fixed volume. Indeed. we show that the maximum of the
n-th eigenvalue is the the n-th Dirichlet eigenvalue. This maximum is obtained
as thc limit of a maximizing sequcncc of boundary partitions. This consists in
a generalization of thc particular case of thc first eigcnvalue. which had been
donc by Denzler in 1999. in his paper ID1]. Then. the problem of minimizing
thc second cigenvalue on the disk is rcduced to an explicit compact familv of
dccompositions of the boundary with at most four connccted parts. Thcsc resuits
are extensions of two thcorcms duc to Denzler. For thc sakc of complctcness
we also prcsdnt thcm. We concludc Chaptcr 2 with a proof that fixing an uppcr
bound on thc numbcr of conncctcd componcnts of the part of thc boundary wherc
Dirichiet condition is imposed. the maximum of the first eigenvalue is reached
by a uniformly distributed partition. The resuits of this Chapter are backed by
numerical simulations which exhibit the variations of the first two cigenvalues
induccd by some specific families of partitions.
Chapter 3 is a detailed presentation of the algebraic approach to isospectral pro
blems for manifolds with boundary. This is donc from the point of view of Bérard
generalization of Sunada’s Theorem. We give an extension for Dirichiet problem.
Algebraic details pertaining to an example of isospectral non-isometric manifolds
are given. This example was published by Buser and al. in the paper [BCDSj. but
from a different point of view. From this example, we construct a new example of
isospectral non-isometric manifolds with mixed boundary conditions. Moreover,
we exhibit some algebraic structures that are common to the known examples of
manifolds for which there exist decompositions such that exchanging the Dirichiet
and Neumann conditions leads to the same spectrum. These types of examples
were brought to our attention recently by Jakobson and al. in the paper [JLNPJ.
Keywords: Laplacian. Spectral geometry, Mixted boundary value-problem.
mixed Dirichlet-Neumann problem, Zaremba problem, isospectrality. extremal
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INTRODUCTION
La géométrie spectrale étudie les relations entre le spectre du Laplacien dé
fini sur une variété riemannienne donnée et les propriétés géométriques de cette
dernière. Il y a différentes motivations à cette étude. D’une part, le Laplacien
apparaît dans diverses équations de la Physique comme celles que satisfont les
fonctions décrivant la vibration d’un corps ou le comportement de la distribution
de température dans une pièce. À travers ces interprétations, les éléments de son
spectre. ses valeurs propres. dans le cas de variétés compactes, peuvent prendre
différents sens physiques. De ce point de vue, il peut être utile et certainement
intéressant de savoir en quoi la géométrie d’un objet. influence les phénomènes
physiques qui s’y déroulent. En 1964. Milnor exhiba le premier exemple de va
riétés riemanniennes distinctes avant exactement le même spectre (isospectrales).
Il était donc dès lors clair que le spectre du Laplacien ne permettrait pas de
retrouver toute l’information contenue dans la structure riemannienne d’une va
riété. Cependant, certains résultats fondateurs de la géométrie spectrale, telle la
formule de Weyl. reliant le volume et la dimension d’une variété compacte à son
spectre, montrent que cette suite (discrète) de réels positifs permet de recouvrer
une partie de cette illfomation. L’intérêt mathématique de comprendre dans quels
sens et à quels degrés. le spectre de l’opérateur de Laplace détermine les proprié
tés topologiques, géométriques et/ou riemanniennes d’une variété, est bien nourri.
Les recherches entourant les variétés isospectrales et non isométriques ont déjà
permis d’en rejeter certaines.
Les variétés à bord, dont la fermeture est compacte, notamment les domaines eu
clidiens, apparaissent fréquemment dans les modèles physiques et les problèmes
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mathématiques. Il est donc naturel d’étendre les résultats et les questions de géo
métrie spectrale à ces objets. Or. lorsque la variété possède un bord il est de
mise d’y imposer des conditions auxquelles les fonctions propres. associées aux
valeurs propres du spectre. devront se contraindre. Ces conditions prescrites cor
respondent à des situations naturelles à considérer, tel l’exemple classique de la
membrane fixée le long de sa frontière coïncidant avec la condition dite de Di
richlet qui impose aux fonctions propres du Laplacien de s’annuler au bord du
domaine. Parallèlement. le problème où la membrane est “flottante” est décrit par
le problème de Neumann ou “à frontière libre”, qui impose aux fonctions propres
d’avoir une dérivée directionnelle extérieure nulle. Le problème qui consiste à im
poser en alternance la condition de Dirichlet et de eumann sur une partition
donnée du bord est nommé problème de Zaremba ou problème avec conditions
mixtes Dirichlet-Neumann. Ce dernier cas est le contexte général de cette re
cherche.
Jochcn Denzler a donné une interprétation intéressante du problème mixte. Sup
posons que le domaine euclidien représente une pièce dont les murs sont parfai
tement isolés (partie Neumann) et les fenêtres (partie Dirichlet) sont maintenues
à une température fixée et autorisent les échanges de chaleur. En supposant.
qu’il n’y ait pas de convection, on peut montrer que. génériquement, ce sont les
premières valeurs propres associées à ce problème qui sont prédominantes relati
vement au taux de perte de chaleur à travers les fenêtres. L’étude des variations
des petites valeurs propres en fonction de la géométrie du domaine et de la par
tition du bord s’en trouve d’autant plus justifiée. Or, si parfois il est possible dc
connaître explicitement les valeurs propres à partir du calcul des fonctions propres
pour les problèmes avec conditions pures. il est exceptionnel que ceci soit possible
pour un problème mixte. En fait, les méthodes classiques de résolution d’équa
tions avec conditions au bord sont essentiellement inefficaces pour le problème de
Zaremba.
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Une voie de recherche qui semble nécessaire à F avancement de notre compré
hension des problèmes mixtes en général est létude de la variation des valeurs
propres sur un domaine fixé, en fonction de la partition du bord déterminant
le problème. Suivant cette idée, le disque avec son bord homogène, est un choix
naturel étant donné que les seules variables restantes sont connexité. nombre et
positions relatives des composantes connexes de chacune des parties formant le
domaine des conditions de Dirichlet et de Neumann.
L’isospectralité dans le cas mixte est un sujet dintérêt nouveau. Jakobson. Levi
tin, Nadirashvili, Parnovski et Polterovich ont commencé à explorer cette question
dans les articles [JLNP] et [LPPI. Ils ont donné des exemples dc domaines dis
tincts isospectraux, pour des conditions mixtes au bord ainsi que des exemples
non triviaux de variétés isométriques et isospectrales avec des conditions mixtes
au bord. Ils ont ouvert des voies de recherche prometteuses et posé des conjectures
encore ouvertes qui seront, pour partie. discutées dans ce mémoire.
Avec Fétude de l’isospectralité pour les problèmes de Zaremba. de nombreuses
voies distinctes, et complémentaires. apparaissent d’elles-mêmes. L’une d’entre
elles est l’étude de la dépendance des petites valeurs propres du Laplacien vis-
à-vis des partitions déterminant le problème mixte. Les inégalités strictes entre
les valeurs propres de problèmes distincts suffisent en effet à démontrer la non
isospectralité. Une autre est une approche algébrique qui a fait ses preuves avec
le Théorème de Sunada pour produire des exemples de variétés fermées non iso
métriques et isospectrales pour les problèmes avec condition pure. Ce sont ces
idées qui sont développées dails ce travail.
Chapitre Ï
OUTILS DE BASE EN GÉOMÉTRIE
SPECTRALE
1.1. INTRODUCTION
La géométrie spectrale est un sujet à la croisée des grandes branches des mathéma
tiques que sont l’Analyse fonctionnelle et la Géométrie Riemannienne. D’autres
théories, comme celle des représentations de groupes finis sont aussi très utiles
à cette étude. Dans le présent chapitre, le vocabulaire de base et les notations
sont fixées. Certains des résultats classiques de ces domaines sont énoncés. Ceci
permet de justifier les théorèmes classiques de géométrie spectale utilisés da.ns les
chapitres suivants. Ce premier chapitre est fortement inspiré du premier chapitre
du livre EigenvaÏue in Riernannian geometry, d’Isaac Chavel parce qu’il traite
efficacement de la majorité de ces notions.
1.2. QUELQUES NOTATIONS ET DÉFINITIONS
Conventions topologiques et terminologiques Dans ce qui suit, il sera ques
tion de variété lisse avec ou sans bord. Soit M une variété lisse à bord de di
niunsion n, c’est-à-dire qu’au lieu d’être modelée sur des ouverts de 1RJ elle est
homéomorphe à des ouverts de R n {x 0} avec des changements de cartes
lisses. On peut donc définir les points du bord 6M comme ceux que les cartes en
voient sur l’hypersurface déterminée par {x1 01, la régularité des changements
de cartes periiiet cette caractérisation. Cependant, afin de mie pas s’embarrasser
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à distinguer les cas de variétés à bord et sans bord il est préférable dc se don
ner comme convention que M symbolise les points intérieurs dc la variété à bord
(8MflM O). Ainsi, elle est bien une variété au sens usuel. On note J MU8M
la fermeture de M. Les variétés qui seront principalement étudiées ici sont celles
dont la fermeture est compacte. Par exemple. les domaines planaires. des ouverts
bornés de R2 dont la fermeture est (nécessairement) compacte. Afin dalléger
le texte. une variété dont la fermeture est compacte sera parfois dite compacte.
D’autre part. une variété fermée est une variété sans bord et compacte.
Soit M une variété différentielle lisse de dimension n. pour p E M, on note TI
l’espace tangent au point p et TM : TM le fibré tangent. Une métrique
g est une application qui à chaque point p E M associe un produit scalaire g
défini sur TIi. On dit que (i\I,g) est une variété riemannienne. Voici quelques
notations standard, pour les explications on peut consulter par exemple f GHLj.
- Pour (E,n,II.f) un fibré vectoriel. de base \I. d’espace total E. de submersion
s et de fibre F ir’(r). On note f(E) : l’espace des sections lisses de ce fibré
(i.e s e F(E), si s: M —* E et n o s = identité).
- En particulier, f(TM) est l’espace vectoriel des champs de vecteurs lisses sur
M.
- Pour n E Tii. on note lui := g(u,v)’/2.
- Pour p E M, on note T7\i le fibré dual de TM.
- TtM := TII le fibré cotangent. de M.
- La métrique donne une bijection naturelle entre f(TM) et
- : f(TM) — f(T*M) Vb :=
- Inversement, : f(T*M) — F(TM) g(w,Y) = w(Y) VY E F(TM).
- Ck(M) l’espace ‘ectoriel des fonctions de M dans R dont les k-ièmes dérivées
partielles existent et sont continues par rapport à un choix de coordonnées lisses.
- Le gradient d’une fonction f E C’(M), est Vf := (df)
C’est donc une application linéaire qui vérifie la Loi de L•cibniz.
- Pour nue fonction f E C1(M) et X E f (TM). la dérivée directionnelle de f par
rapport à X est parfois notée X.f (i.e X.f(p) : df(X) g(Vf(p),X(p))).
- Pour X,Y E f(TM) il existe un unique Z E F(TM), noté [X,Y] et appelé le
crochet de Lie de X et Y, tel que pour f E C2(M), X.Yf — YX.f Z.f.
1.2.1. Connexion de Levi-Civita
La connexion de Levi—Civita est une application définie de façon axiomatique




(1) Ck(M)_linéarité par rapport à la première entrée,
(2) pour X.Y E f(TM) et f E C’(M). Vx(f . Y) (X.f) . Y + f’ VxY,
(3) elle est sans torsion (i.e V-Y — VX — [X.Y]).
(1) pour trois champs de vecteurs X, Y et Z,
X.g(Y,Z) = g(VxZ) +g(YVxZ).
Définition 1.1. Pour X E f(TM), VX est un endomorphisme de TM et on dé
finit ta divergence dc X au point p par ta formule div(X)(p) := tracei5t (VX)(p).
Donc div(X)(p) g(V€X(p),e1), où {c1} est une base orthonormale
de TM. L’application div : f(TM) — C(M) est linéaire et vérifie pour f E
on a div(f . X) f . divX + g(Vf,X).
1.2.2. Calcul en coordonnées locales
Soit n la dimension de M, pour p E M on choisit une carte trivialisante (U,Œ),
c’est-à-dire les coordonnées i1,x2,. . . LC, et notons 81,82, . . . 8, la base de f(TU)
associée. Notons G = (gj) = (g(8,8)) la matrice représentant la métrique g dans
cette base, posons G—’ = (gu) et IGI sn déterminant.
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Pour f E C’(M) et X = ZL1 Y = ED E f(TU). on peut exprimer
en coordonnées locales:
n frj- Vf Zk,1=ltg Dtf)0k,
En posant V8 = Zk-1 fak, vr = 7,J{ak + Z1
- divX =
On peut se référer à IC1J pour les détails des calculs précédents.
1.2.3. Le Laplacien
Pour Ï’ 2. on définit le Laplacien := div o V : Ck(M) — Ck_2(M).
Pour f E C2(M). en coordonnées locales, avec les mêmes notations on obtient:
=
où trjj = 6 (g° /Fi). Le Laplacien est une opérateur différentiel linéaire, d’ordre
2, elliptique, c’est-à-dire qu’en chaque point la matrice correspondant au terme
principal (go) est définie positive. Pour fit E C2(M). 011 a: (fh) = h(f) +
2g(Vh.Vf) + f(h).
Dans W, avec les notations usuelles, on a Af
=
8f
1.2.4. Géodésiques, distance et coordonnées normales
Soit (M.g) une variété riemannienne lisse. Lne géodésique sur JI est uiie courbe
lisse : (—€,€) — M, telle que Vt E (—€.€). V’(1)’ (t) = O. Ici. VI(1)/ (t), n’est
pas définie à priori, on doit preiidre une extension de 71(t) sur un voisinage de 7. Il
est connu que la valeur de V,’ (t)7 (t) ne dépeiid pa.s de l’extension choisie [GHLJ.
De plus, 171(t) = ‘ (t).g (71(t),7’ (t)) = 2g) (V’(t)” (t),7’ (t)) = O pour tout
t E (—€,€). Donc 7’ (t)l est constante le long de 2’(t), ce qui nous permet de
normaliser.
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On l)eut définir une distance sur (M.g). une variété riemannienne connexe. comme
suit : pOur »4 E M on prend
d9(p,q) := inf{f ‘(t) dt : [0,1] M,C1,(0) p(l) = q}
S’il existe une courbe C’ qui joint p et q et dont la longueur vaut la distance
entre p et q, alors cette courbe est une géodésique. Pour une variété coiripacte.
il y a toujours au moins une géodésique réalisant la distance entre deux points
distincts.
Définition 1.2. Un domaine Q C R, est dit convexe si pour tout couple de
points de Q distincts, (p.q). l’unique géodésique (segment de droite) dc W qui
relie p et q est contenue dans Q.
Un domaine convexe est connexe.
Théorème 1.3. Soit (M,g), une variété riemannienne tisse, Vp E M, il existe
U c M, voisinage de p. et e > O tets que Vq E U et Vv E TU satisfaisant v < e,
il existe une unique géodésique, notée c(p.v..) : (—1.1) —* U telle que c(p.v.0) = q
et c(p,v,t)to = e.
Si M est compacte, c(p,v,.) est définie sur tout R.
Pour des explications plus détaillées et les preuves on peut consulter par exemple
[GHLj.
Définition 1.4. Soit (M,g), une variété riemannienne lisse et compacte, p un
point de M, et U C M, l’un de ses voisinages, comme décrit dans te théorème
précédent. On dfinit l’application exponentielle au point p, exp : TU — M, par
exp(q,v) := c(q,v,1).
Remarque 1.5. Remarquons que exp(q,tv) c(q,v,t) et notons exp expITM.
L’application (p,tv) F—+ (p,expte) est un C-difféomorphisme de l’ouvert BE(0) C
TI (donné par le dernier théorème) sur son image dans M x J\I.
Pour p E iI, on définit les coordonnées normales pour un ouvert 1
exp(Bf(0)) autour de p. En choisissant (e)L1 une base (ordonnée) orthonor
male de Ii, et {x,,x2 ,...xTd les coordonnées données par exp(te) autour de
‘o
p. on a = g(c’(p,e,O),c’(p,e.O)) gp(ej,ej) jj. Ceci nous per
met d’affirmer que pour tout point p e M, il existe un système de coordonnées
pour lequelles la métrique est l’identité et le Laplacien s’exprime en ce point là
par la formule
f(p) = =Z(f() +aj(p) f())
V j=i
OÙj(p)
Les coordonnées normales pour un ouvert = exp?(BE(O)) autour de p E M
définissent naturellement un difféomorphisme de dans R.
1.2.5. Action du groupe d’isométries sur une variété riemannienne
Définition 1.6. Une application T : (M,g) — (N,h) est une:
1 - isométrie locale si c’est un difféomo’rphisme local qui préserve ta métrique
(i.e (T*h) hT(p)(dTp(.),dTp(.)) g, en tout point p de M),
2 - isométrie si e ‘est un difféo’rno’rphisme et une isométrie locale.
Si (M’y) et (N,h) sont isométriques. ou a (M,g) (N,h) au sens riemamuen.
L’identité du groupe d’isométries est définie comme l’action triviale.
Évidemment, une isométrie préserve la distance dg que l’on a définie sur M. dans
la section 1.2.4. Moins trivialement, on peut montrer qu’une application lisse et
bijective qui préserve la distance est une isométrie (voir jGHLJ).
Nous aurons besoin de quelques résultats et notions plus ou moins classiques sur
l’action du groupe d’isométries sur une variété riemannienne (M,g). ce groupe est
noté Isom(M,g).
Notons StabG := {T E GT(p) = p} le stabilisateur de p dans G et pour T E G
ilotons FixM := {p e MIT(p) = p}, l’ensemble des points fixes de l’action de T
sur M.
Proposition 1.7. Soit T, u deux isométries de (M,g), ‘une variété ‘riemannienne
connexe, telles que T(p) = u(p) et dT = du po’urun certain p E M alors T = u.
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L’idée de la preuve de cette proposition est d’utiliser que f : rou est alors dans
le stabilisateur de p ainsi que df id : TM —* TM. Or, la différentielle d’un
élément du stabilisateur commute avec l’exponentielle, dans le sens où f(expv)
exp(df(v)) (ceci se démontre en considérant l’unicité des géodésiques) donc f est
l’identité sur un ouvert contenant p. L’argument se répète pour tous les éléments
de l’ouvert et par connexité de M, la proposition est démontrée.
Corollaire 1.8. 1- Soit (M,g) une variété rie’rnanrtien’ne connexe, te seul élément
de son groupe d’isométries, dont l’ensemble des points fixes contient un ouvert,
est t ‘identité.
2- It y n un homomorphisme in’jectiJ de StabG dans O(n,R) donné par ta dif
férentielle et te choix d ‘une base orthonormée de T\I (i.e r E StabG donc
dr : TM — T\I est une application linéaire quz préserve le produit scalaire).
Proposition 1.9. Pour r Isom(IlI,g), M connexe. fixTM est un ensemble dc
sous-variétés de codimension au moins 1.
Cette proposition se démontre avec l’exponentielle.
Définition 1.10. Une variété différentielle est dite orientable s’il est possible
de trouver un atlas dont te Jacobien des applications de changement de cartes est
toujours positif
En supposant qu’une variété riemannienne donnée (M,g) soit orientable, on peut
choisir un atlas orienté (U,j) et définir l’homomophisme dc groupes signe:
sg : Isom(M,g) — {1, — 1)
qui pour r E G doiiiie le signe du déterminant de la Jacobienne associée en uii
point de M. Cette application est bien définie pour plusieurs raisons: les chan
gernents de cartes n’affectent pas le déternniinanit, prendre un autre atlas orienté
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ne change pas cet homomorphisme et comme T est un difféomorphisme, le déter
minant de la Jacobienne associée ne s’annule jamais. son signe est donc constant
sur tonte la variété.
Définition Lii. Four (M,g) une variété orientée, on dit que r e Iso’rri(M,g)
change l’orientation si sg(r) —1.
Définition 1.12. Soit G un groupe et V un espace vectoriet sur un corps K. Une
représentation p de G est un ho’rno’rnorphis’rric p : G —+ GL(V) où GL(V) est
te groupe des auto’rnoïphis’rnes K -tinéaires.
Les groupes qui vont nous intéresser sont finis et les espaces vectoriels sont réels
et de dimension finie. Dans ce cas, en choisissant une base de V. on a GL(V)
GL(n.R), où n — dimV. On nomme alors un homomorphisme p: G — GL(n,R)
une représentation matricielle.
Pour p M et G = Isom(M,g), par le Corollaire 1.8, on a une représentation
injective de StabG dans TM.
Définition 1.13. Soient Pi: G —+ GL(V) et P2 : G — GL() deux représen
tations de G. On dit qu’elles sont équivalentes s ‘il existe un opérateur tinéaire
bijectif, T : V1 —+ tel que pour tout g e G, T o pi(g) P2(9) o T. On appelle
cet opérateur un opérateur d’entrelacement.
Soit r E G. [T] := {u o r o u1 e G) est la classe de conjugaison de r
dans G. Les classes de conjugaison sont des classes d’équivalence sur G. Pour une
représentation matricielle p de G, on définit son caractère comme le vecteur
dont chacune des coordonnées est la trace d’un représentant «une des classes
de conjugaison. Pour un groupe fini G et PiP2 deux représentations matricielles
de G, une condition nécessaire et suffisante pour qu’elles soient équivalentes est
qu’elles aient le même caractère.
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1.3. INTÉGRATION, THÉoRÈME DE GREEN
Soit (Iii,g) une variété riemannienne à bord, en prenant un voisinage tubulaire
de la variété (à homéomnorphisme près), on peut considérer 0M comme une sous-
variété de dimension n — 1, munie de la topologie et de la métrique induites. Dans
ce cas, pour un poillt p e 0M, TM est de dimension n. On note v le vecteur
normal extérieur au point p. c’est-à-dire v, ± T(0M), où l’on considère, par abus
de notation. T(0M) C T1M.
On note d , ou simplement d1 si aucune confusion n’est possible. la mriesure
riemannienne associée à la métrique g. C’est-à-dire que l’on prend un atlas orienté
(U,w)jj, que l’on peut choisir fini par compacité, et ç5j une partition lisse de
l’unité associée à ce recouvrement (i.e. Vi e I, supp() C U et Vp e M, ç5(p) > O
et (p) 1). Pour f : M — R. on note
J fd1 — J (f. .)M
où G est la matrice associée à la métrique dans la base trivialisante de U et
d[i est la mesure de Lebesgue de R’. On peut montrer que cette définition ne
dépend pas de la trivialisation. À partir de là, on peut définir la notion de fonction
mesurable, fonction intégrable et les espaces L associés. Les précisions nécessaires
sont expliquées dans tGHL].
On note ciA la mesure induite par dV, sur le bord de Iii, et pour (M,g). une
variété de dimension n, notons Vol(M,g) fM d1, si aucune confusion n’est
possible on omet la dimension et la métrique dans la notation. De plus, on note
Aire(i) : f1 dAn.
Théorème L14 (Green). Pour X, un champ de vecteur C’ et f,h e C2(M),
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J divXdV = JM 0M
f hf + g(Vf,Vh)d1 = fM 0M
f (hAf — fh)d1’ f (h3f —M 0M
Pour les preuves on peut consulter [GHL]. les deux dernières égalités s’obtienncut
dc la première en remplaçant X par le gradient des fonctions f et h.
On note de façon standard: L2(M): l’espace de Hilbert des fonctions de carré
intégrable sur M. Pour ,h E L2(M), (f,h) := L4 f h UV et f H :=
£2(M) l’espace dc Hilbert des champs dc vecteurs dont la norme est intégrable
sur M où l’on note <X,Y >:= f1g(X.Y)dV et HXH := /< X.X>.
1.4. LE SPECTRE DU LAPLAcIEN
Pour (M,g), une variété riemannienne compacte sans bord, le Laplacien
c(M)
—
C(M) est un opérateur auto-adjoint par rapport au produit sca
laire sur L2(M). De plus, sur une variété à bord, le Théorème dc Grcen nous
montre que dans le cas ou l’on se restreint aux fonctions satisfaisant des condi
tions adéquates au bord, le Laplacien est aussi auto-adjoint.
Définition 1.15. Soit E un espace tinéairc complexe et T: E —* E ‘mm opérateur
linéaire et co’ntin’a,
Reg(T) = {z E C (T + zI)1 est dflni et contin’a sur E en entier}
Le spectre Spec(T) := C\Reg(T).
Les valeurs propres de T sont tes nombres complexes ) E C tels qu’il existe un
x E E\{O}, vérifiant (T + \I)x O.
L ‘espace propre associé à une valeur propre donnée \, est noté E), et est constitué
de l’ensemble des vecteurs propres (ou fonctions propres,), c’est-à-dire des x E E,
vérifiant (T + ,\I)x = O.
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Pour une vateur propre donnée À, si ta dimension de E), est finie on ta nomme
ta multiplicité de À.
Dans ce qui suit. nous étudierons le spectre du Laplacien sur une variété rieman
nienne compacte pour quatre types de problèmes donnant un Laplacien auto-
adjoint. Pour ces problèmes. le spectre du Laplacien correspond à ses valeurs
propres. C’est une suite discrète, monotone et divergente de nombre réels posi
tifs. notée {D < À < À2 < ... —+ +oo) où Fon répète chaque valeur propre un
nombre de fois égal à sa multiplicité qui est finie. Ceci se démontre en étudiant
les solutions faibles de l’équation Z\u = f. On peut consulter [Bri pour la preuve.
La compacité de la variété est nécessaire pour ce résultat, on suppose pour le
moment la variété et son bord lisses.
Soit (M,g) une variété riemannienne compacte, connexe et à bord (peut-être vide).
Pour deux ouverts FD,FN C 8M tels que FD U F),r 8M et FD n fN O, on
considère l’ensemble des fonctions non-nulles s’annulant sur FD et dont la dérivée
directionnelle extérieure sannule sur fN.
Spec(M,FD) {À E R Ef E C2(M) n C’(M u f) n C°(7),f o.
telle que f + Àf 0,fIrD = O et (8vf)FN = O}
= {O < À1(FD) <À2(TD) <... +oo}
La situation générale ci-dessus se traite habituellement corrime quatre problèmes
distincts.
1 - Le problème fermé. Lorsque 8M = O, c’est-à-dire que (M,g) est une variété
riemannienne compacte. connexe et ferrriée. La première valeur propre est nulle
et correspond aux fonctions constantes. On note le spectre associé Spec(M).
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2 - Le problème de Dirichiet. Lorsque FD = 0M O. On note le spectre
associé SpecD(\I).
3 - Le problème de Neumann. Lorsque FD O mais que 0\I O. On
appelle parfois cc problème: “problème aux frontières libres”. On note le spectre
associé Specr (iii). La première valeur propre est nulle et correspond aux fonctions
constantes.
4 - Le problème mixte. Lorsque f 0, F 8M. On appelle parfois ce
problème: “problème de Zaremba”, en particulier lorsque n Ï O.
Notations, remarques et conventions
Pour f C 8M. notons f 0M\f.
Comme f\fN est un ensemble de points isolés, le choix de détermine le
spectre. d’où la notation.
Habituellement, dans la littérature, on spécifie la métrique dans la notation du
spectre. Dans notre cas, la métrique d’une variété est préalablement fixée, on ne
la fera pas varier mais plutôt les conditions au bord dans les chapitres 2 et 3.
Cest pourquoi cette notation est adoptée.
Afin d’alléger le texte, considérons dorénavant qu’une variété fermée est une va
riété bord. dont le bord est vide. Ainsi pour f C 8M = O. Spec(M.f) =
Spec(M). On considère donc de façon générale Spcc(M,f) {O < Àf) <
1.4.1. Les fonctions propres
Pour (Ili,g) une variété riemannienne compacte, connexe avec ou sans bord, de
spectre Spec(IlI.f). on peut associer une suite dc fbnctions propres. cest-à-dire
une suite (j)jEN telle que Vi E P on ait A + = O, ç5j vérifiant les conditions
‘z
au bord déterminées par f. Dc plus, ces fonctions sont lisses à l’intérieur en tant
que fonctions propres de : C(M) — C(M) et on peut les choisir de façon à ce
qu’elles forment une base hilbertienne de L2(M)fl{Jp O}. On note B = (p)pç
une base orthonormale de fonctions propres du Laplacien sur M qui s’annulent sur
f et si fC O, on leur impose. de plus. que leur dérivée directionnelle extérieure
s’annule à l’intérieur de fc On note E(M,f) (ou simplement E,(f) si aucune
confusion n’est possible) l’espace propre associé à Àj. la dimension de est finie.
Identités de Parseval: Vf e L2(M) n {f O), f = Z(J,)kj dans L2(M)
et f 112 =
Comme solutions de l’opérateur elliptique A + M. pour certains À e Spec(M.f),
les fonctions propres possèdent des propriétés très fortes. Voici quelques résultats
qui seront utiles pour la suite et qui donnent un bref aperçu de ces propriétés.
Définition 1.16. Pour f C(M) et p M, t’ordre d’annulation de f en p
est, s’il existe, le plus petit entier k > O, tel qu’il existe un n-uplet de nombres
entiers positifs ou nuls (i1, . . . ii,) tels que i1 = k et
8k f
il (p)08x1 . . . 3x
Si un tel enteT n’existe pas on dit que l’ordre d’annulation de f est infini.
Par exemple, si f ne s’annule pas en p, alors son ordre d’annulation est nul. Un
polynôme homogène d’ordre N (i.e dont tous les monômes sont de degré N) a un
ordre d’annulation d’ordre N à l’origine.
Théorème 1.17 (N. Aronszajn, 1957). Soit (M,g) une variété riemannienne
connexe, et L A + L1 + L0 où L1 et L0 sont des opérateurs d’ordres 1 et O
respectivement.
Soit ç une fonction satisfaisant Lç O, si ç5 s’annule à un point d’ordre infini
(i.e si toutes les dérivées de 5 s ‘annulent à ce point) alors O sur M.
(Voir [AJ).
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En particulier, sur une variété riemannienne connexe et compacte une fonction
propre non-nulle du Laplacien ne peut s’annuler sur un ouvert.
Théorème 1.18 (Principe du IVlaximum). Soit (M,g) une variété riemannienne
connexe et E C2(M) une fonction bornée qui satisfait 5> O. Supposons qu’il
existe p E M tel que (p) SUPqEM (q). Alors est constante sur M.
Théorème 1.19 (Lenurie de Hopf). Soit (M,g) une variété riemannienne connexe
à bord et C2(M) n C°(Ï) une fonction bornée qui satisfait O sur M.
Supposons qu’il existe p E 8M tel que (p) — 511pqEMÇI(q) et que p est aussi sur
te bord d’une boute incluse dans M (par exemple ce n’est pas un point singulier
d’un angle). Alors, si elle existe, (85) > O.
Pour les preuves des deux derniers théorèmes dans le cas de domaines euclidiens,
on peut consulter par exemple jGTJ et plus généralement [Ta].
1.4.1.1. Existence et régularité des solutions
Pour le problème fermé 1 sur uiie variété lisse compacte, l’existence des fonctions
propres lisses est bien connue. Dans les cas où la variété est lisse avec un bord non-
vide, lisse et que l’on impose des conditions homogènes au bord (pure Dirichiet ou
pure Neumann), encore une fois, l’existence et la régularité des solutions sont des
résultats classiques que l’on peut trouver dans [Ta]. Cependant, pour le problème
mixte. l’existence et la régularité ne sont pas évidentes même si le bord est lisse.
Eu effèt, supposons que le bord non-vide soit connexe et partagé en deux parties
comme dans l’énoncé du problème 4, nous verrons plus loin, à la section 1.5, que
la première fbnction propre peut être choisie strictement négative à l’intérieur de
la variété. Elle satisfait alors les hypothèses du Théorème 1.19 et par continuité,
la fonction et sa dérivée directionnelle extérieure (si elle existe) s’annulent sur les
points de rencontre de la partition du bord (Neumann-Dirichlet) ce qui contredit
le Théorème 1.19. Ainsi, on peut conclure qu’en considérant sur M, nue variété
lisse avec un bord non-vide et lisse, le problème iriixte déterminé par une partition
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F D,F N C 8111 telle que TD n FN 0. les fonctions propres. si elles existent. ne
seront pas lisses sur la fermeture de M mais seulement dans l’intérieur. Elles seront
C’ sur M u FN mais pas plus que continues sur 7. L’existence de telles solutions
est un sujet moins classique, on peut trouver un survol des résultats d’existence
et de régularité par Miranda [M]. Il déclare, entre autres, que $tampacchia a
montré l’existence des solutions par des méthodes variationnelles. Ces solutions se
trouvent dans H”2(M). c’est-à-dire qu’elles sont de carré intégrable et possèdent
un gradient au sens faible (voir section 1.5) dont la norme au carré est intégrable.
D’autre part, nous serons intéressé par les types de problèmes 2 à 4 pour des
variétés lisses dont le bord. non-vide, est lisse par morceaux. Par exemple. un
polygone euclidien ou hyperbolique. Dans ces cas, le spectre n’est pas nécessaire
ment discret, il existe en effet des exemples de domaines dans 1R2 qui donnent un
spectre Neumann continu. Pour nous assurer que ceci ne sera pas le cas dans les
exemples à venir, nous pouvons restreindre notre étude aux domaines Lipschitz
(i.e dont le bord est localement le graphe d’une fonction Lipschitz
j’ telle qu’il
existe K >0, f(x)—f(y)I K—yI). Géométriquement, un domaine Lipschitz
est un domaine satisfaisant la condition de cône, intérieure et extérieure. Cette
condition est que chaque point du bord est le sommet d’un cône d’angle non-nul
contenu à l’intérieur du domaine et le sommet d’un cône d’angle non-nul contenu
à l’extérieur du domaine. Évidemment, cette condition n’a de sens que dans le cas
d’un domaine, c’est-à-dire d’une sous-variété ouverte et “bornée” par rapport
à une autre variété lisse. Habituellement, les domaines qui vont nous intéresser
sont les domaines euclidiens (i.e contenus dans R’). Encore une fois. les solutions
seront lisses à l’intérieur mais pas aux points irréguliers de la frontière, l’existence
et la régularité sont montrées dans tTa].
Dans ce qui suit, les variétés considérées seront toujours lisses et leur bord, s’il
est non-vide, sera Lipschitz.
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1.4.2. Action du groupe d’isométries sur les fonctions
Soit Isom(M,g) le groupe des isométries de (M,g). Ce groupe a une action linéaire
naturelle sur l’espace des fonctions de M: si T e Isom(M,g) et f.h sont des
fonctions définies sur M, alors f o T en est une aussi et (f + h) o T f o T + h o T.
Évidemment, si on travaille sur le problème mixte déterminé par f C 6M, on
s’intéresse aux isométries qui préservent les conditions au bord des fonctions,
c’est-à-dire au groupe: Isom(M,g,f) := {T E Isom(M,g)T(f) f }. On notera
Isom(M,g,f) par Isom(M,f) si aucune confusion n’est possible.
On va montrer ci-dessous que l’action de précomposition par les éléments de
Isom(M,g,f) préserve le spectre et les espaces propres du Laplacien.
Si T E Isom(M,g,f). sa différentielle, dT : TM — TM. vérifie dT(V(f o T))
V()f parce que V(?) E T(?)M on a
° T),X?) g()TV(f o T).dT o
= g(V(f O T).dT’(X())) d(f o T)(dT’(X(?)))
o dT O dT’(X()) dT(p).f(XT(p))
D’autre part, la connexion de Lévi-Civita est préservée par une isométrie lo
cale. En effet, on peut vérifier que l’application (X.Y) e f(TM) x f(TM) —
(dT)’VdT(x)dT(Y) satisfait les propriétés de la définition.
Ces dernières propriétés impliquent que ((foT))oT’ = f, pour les Laplaciens
évalués en des points adéquats.
La précomposition par des isométries est une action linéaire de Isom(\i,g.f) sur
chacun des espaces propres E(M,f) := {f e Coc(M) I Af + )f 0, f p 0}
pour tout À e Spec(ili,f). étant un espace vectoriel de dimension finie sur
R, e prenant une base vectorielle, on obtient une représentation matricielle du
groupe Isom(M,g,f) dans E, que l’on notera g t—+ A.
21
1.5. CARAcTÉRISATIoN VARIATIONNELLE DES VALEURS PROPRES
DU LAPLACIEN
1.5.1. Fonctions admissibles et Théorème de Rayleigh
Définition 1.20. Pour f e L2(M), on dit que X e £2(M) est te gradient faibte
de f si X est tet que
<X,Y >= —(f.divY)
pour tout champ de vecteurs au moins une fois dfférentiabte et à support
compact dans M. S’il existe, it est unique et on te note Gradf.
Pour une fonction C’, le gradient faible correspond au gradient usuel. Cette no
tion nous permettra dapp1iquer le Théorème de Green à des fonctions qui ne
sont pas différentiables au sens fort. Avec le Théorème de Rayleigh (ci-dessous).
ces fonctions pourront servir de fonctions tests et nous permettrons d’estimer les
valeurs propres. Dans le cas où l’on étudie des variétés à bord avec conditions
mixtes ou de Dirichlet, nous devons imposer certaines conditions à nos fonctions
pour qu’elles soient des fonctions tests admissibles pour le problème considéré.
d’où l’utilité de définir les ensembles suivants:
Définition 1.21.
1- On note 7-1(i), te sous-espace de L2(M) des Jonctions possédant un gradient
faibte dont te carré de ta norme est intégrabte ‘E(M) =
2- Par te Théorème de Green et ta définition de ta divergence, une fonction conti
nue et tisse par morceaux sur Ï est dans ‘1-1(M).
3- On note R(M,F) = {f e 9-1(M) I f r O}. On nomme 9-1(M,f) t’espace des
fonctions admissibles. Si F O, alors 7-1(M) = 7-1(M,F).
Remarque 1.22.
La notation R(M,P) convient au cas où ]i est fermée.
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Les fonctions de ?-1(iiT) ne satisfont pas nécessairement tes conditions de Neu
mann dans t’intérieur de fc•
Pour f,k E 9-1(M), on note D[f.k] :=< Gradf,Gradh> et R[fj :
Pour f E 7-1(M) et E C2(M), D[f.j —(f.) + f j 0 dA, par Green.
En particulier. si f e 7-1(M,F) et 5 est une jonction propre associée à Spec(MT),
on a D[f,ç5] -(f.L\ç).
Théorème 1.23 (Rayleigh).
1- Soit f E 9-1(M,f), ators R[f] > À1(f)
avec égalité si et seulement si f est dans t’espace propre de À1(f).
2- Soit f E 7-1(1iT) et f ± j, E Bp pour i 1 ,..k — 1 alors R[f] k(F)
avec égalité si et seulement si f est dans t’espace propre de )‘k(f).
Démonstration. Soit f E 7-1(MT) et f ]_ &,2, ... k—1 et m > k. Posons
: (f.5). Considérons f
—
Z’z- ojj, par définition et bilinéarité on a
m m m m
0<
j=k j=k j=k i,j=k
Les fonctions {j} étant orthonormales. on obtient: O
En passant à la limite et par l’identité de Parseval:
D[f,f] ZkÀiaj kZk( kHfft
Le cas de l’égalité est direct. D
Corollaire 1.24. Étant donné que pour F1 C f2 C 3J\i, 7-1(M,f2) C R(1i,fi)
alors 1(F1) <1(f2). En particulier (Ø) <1(f2) <À1(3M).
Il est aussi immédiat que pour Q C M et n’importe quel f C 8M, À1(M.f) <
).1(Q,6Q). Il suffit d’étendre trivialement les fonctions de Q s’annulant sur son
bord pour construire des foiictioiis tests pour le problème considéré sur M. Eu
fait, on peut montrer un résultat plus fbrt: le Principe de Monotonie.
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1.5.2. Principe de Monotonie
Théorème 1.25. Supposons que M soit partitionnée en un nombre fini de do
maines Lipschitz notés Q1,.. ,Q,, (i.e Ï
—
u u m et Q n Q — 0
pour i,j e {1 m} tels que i j). Pour F C 3M et i {1, . . . .m} notons
0Q n (M U F) et
Û Spec(Q,F) = {v1 <. . j et Spec(M,F) {À1 À2 }
alors Àk “k• En particulier, Àk Àk(Q.f) pour tout j E {1 m}.
La démonstration se trouve dans tClÏ.
1.5.3. Théorème de Courant
Ensemble nodal et domaines nodaux. Pour f une fonction de M à valeurs
réelles, on définit l’ensemble nodal Nf := {p M f(p) = O} et les composantes
connexes de M\Nf sont appelées les domaines nodaux.
Si f est lisse et que NJ ne contient aucun point critique, le Théorème des fonctions
implicites nous assure que N est une sous-variété de dimension ri — 1.
La restriction d’une fbnction propre à un de ses domaines nodaux D est une fonc
tion propre sur cet ensemble et elle satisfait les conditions de Dirichlct sur 0DflM
et les mêmes conditions que la fonction de départ sur 3D n 3M. On sintéresse
donc d’abord à savoir si cet ensemble est bien une variété lisse ou topologique.
Puis nous verrons que l’on peut caractériser partiellement les ensembles nodaux
d’une fonction propre par rapport au rang de la valeur propre associée.
Lorsque la variété M est de dimension 2, Cheng a démontré dans [Cli] que dans
un voisinage d’un point critique p e N,. la fbnction propre du Laplacien, f,
se comporte, à difféomorphisme prés, comme un polynôme homogéne d’ordre N
sur R2 L’ordre du polynôme est déterminé par l’ordre d’annulation de f et le
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difféomorphisme par le choix de coordonnées normales. En fait ceci se démontre
à Faide du théorème suivant:
Théorème 1.26 (L. Bers). Soit ni < n et
m 3k3 3
L = où k := ii
j=O j1 j ï1 T 1=1
un opérateur ettiptique à coefficients définis et tisses autour de l’origine de R.
Soit une sotutio’n de L = O, alors s ‘annule à un ordre N < DC en tes points
où ette s ‘annule et ii existe Pjy ‘un potynô’rne homogène d’ordre N, tel que, près
de l’origine on ait, pour O < € < 1







voir tBl. pour une preuve de ce résultat.
Dans iiotre cas L = + ÀI et par la remarque 1.5, pour tout p E J\i, la métrique
exprimée dans les coordonnées normales a.u point p s’exprime comme la métrique
canonique. On obtient un difféomorphisme exp’ vers un ouvert de R’ contenant
l’origine de façon à ce que, dans cette base, les termes d’ordre deux du Laplacien
s’expriment comme le Laplacien de R7 (section 1.2.4).
Ainsi, Vp E N1, E> O et Vi E B5(O) C TM, f o exp(ï) PN(ï) + O(Iï),
où PN est uii polynôme harmoiiique et homogène d’ordre N. Pour prouver le
théorème (lui nous intéresse (le suivant), Cheng démontre dans IChI que dans ces
conditions. il existe un C’-difRoinorphisnie. é’ : R2 R2. laissant fixe Forigine
et tel que fo exp(x) PN o (x). C’est-à-dire que Vp E A1, il existe C M
un voisinage de p, tel que - n N1 soit C’-difféomnorphe à l’ensemble nodal de P,v.
Étant donné qu’on connait mieux ce qui se passe dans ce cas. on peut montrer
le théorème suivant et ses corollaires par induction sur N. En fait, Cheng déclare
le démontrer pour les variétés de dimension arbitraire dans [ChJ. Or, Colin de
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Verdière a exhibé une faille dans la i’ de Cheng, pour les cas de dimension
supérieure à 2. comme il est mentionné dans jClÏ.
Théorème 1.27 (S .Y. Cheng. 1 9T6). Soit (M,g) ‘une variété lisse de dimension
2, si f,h sont lisses et satisfont (. + h(x))f = O, ators N1 est ‘une sous-van été
de dimension 1 sauf po’u’run ensemble fermé de points.
Corollaire 1.2$. Si J est compacte, de dimension 2 et que f E Bf:
(1) les domaines nodaux sont des ouverts tisses avec un bord lisse par morceaux,
(2) les lignes nodales qui se ‘rencontrent forment des angles égaux,
(3) tes points critiques dans sont en nombre fini,
() si 8\I 0. N1 est ‘un ‘nombre fini de copies de S’, C2-i’m’rnc’rqées,
(5) soit N rejoint tes bords. soit Nj est fermé.
La caractérisation des domaines nodaux des fonctions propres de variétés de di
mension arbitraire n été étudiée par Bérard et Mayer pour le problème dc Dirichiet
et le problème fermé dans l’article BMJ.
Théorème 1.29 (Courant). SOitk E Bf, une fonction propre de,\k E Spec(MT),
alors le nombre de domaines nodaux de k est plus petit ou égal à k.
Corollaire 1.30. Les fonctions propres associées à ) ont un signe constant et
donc E1 (M.f) est de dimension 1. Toute fonction propre qui n’est pas dans cet
espace a plus d’un domaine nodal. En particulier les fonctions de E)9 (M,f) en ont
exactement 2. De plus, la restriction d’une fonction propre à l’un de ses domaines
nodaux en est ta première fonction propre pour le problème associé.
Corollaire 1.31. L ‘espace propre E,\1 (M.f) étant de dimension 1 et fermé sous
l’action du groupe Isom(M,f), tes fonctions de E,(MT) sont paires par rapport
à l’action de Isorn(M,f) (i.e pour r E Isom(M,f) et f E EÀ1 (M,f), f o r = f).
Chapitre 2
ÉTUDE DU PROBLÈME MIXTE SUR LE
DISQUE PLAT
Le Laplacien apparaît dans plusieurs équations de la Physique comme l’équation
de la chaleur et celle des ondes. À travers ces applications, les valeurs propres
peuvent prendre différents sens physiques. C’est une des grandes motivations
de l’étude des extrema des petites valeurs propres du Laplacien. En effet les
petites valeurs propres ont souvent un rôle prédominant dans les applications
physiques. puisquelles correspondent aux ondes de basse énergie. Par exemple.
pour les domaines planaires de R2. le disque minimise la première valeur propre
du problème de Dirichlet sur l’ensemble des domaines planaires de méme aire.
Ceci signifie que le tambour rond sonne plus grave, qu’un tambour de méme aire
avant une autre forme. D’un autre côté, pour les domaines planaires, la première
valeur propre du problème dc Dirichlet n’a pas de borne supérieure (rectangle).
À l’inverse, la première valeur propre non-nulle du problème de Neumann, n’est
pas bornée inférieurement (rectangle) mais est maximisée par le disque. Àinsi,
en reprenant Fexemple du rectangle. il est trivial que la première valeur propre
du Laplacien pour le problème mixte n’admet ni de borne inférieure ni dc borne
supérieure. En fait, pour le problème mixte. il est plus intéressant de trouver
des extrema relativement à la partition du bord pour un domaine fixé. Le disque
euclidien est un bon exemple parce que les partitions ne diffèrent que par leur
disposition et non pas par leur géométrie.
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Denzler a étudié la dépendance de ,\1(f) vis-à-vis de la partition f, son volume
étant fixé, dans le cas de domaines euclidiens Lipschitz. Il a obtenu un suprémum
absolu pour À1(f) lorsque f tend vers une une distribution uniforme dans le
bord du domaine jDlI. D’autre part. il a exhibé un minimum pour une boule
euclidienne lorque f est une calotte sphérique D21. À des fins de complétude. les
démontrations de ces résultats sont rapportées aux sections 2.1 et 2.2.
Les résultats de Denzler peuvent être partiellement étendus aux autres valeurs
propres.
Théorème 2.1. Soit Q un domaine ouvert et borné, Lipschitz de dimension n.
Four tout A 1O’ol_yt8Q)[,
sUpf/\fl(f) f C DQ. Vol(f) —
Il existe une suite ma.ximisante de partzes du bord dont les fonctions caractéris
tiques convergent faiblement vers une constante dans L2(aQ).
À la section 2.2 on réduit le problème de minimisation de la deuxième valeur
propre du disque pour les problèmes mixtes à une famille compacte décrite sim
plement par un paramètre. Plus précisément on montre que:
Proposition 2.2. Four tout A E]O,27r[, s’il existe un ensemble f C 3D2 tel
que .À2(f) = min{)2(f) Vol1(f) = A} alors f possède au plus deux compo
santes connexes. De plus, si f possède deux composantes connexes alors elles sont
d’égales longueurs.
La détermination exacte du minimum est liée à une conjecture connue et fait
l’objet de recherches actives reliées à la ligne nodale des deuxièmes fonctions
propres du Laplacien pour le problème mixte.
Conjecture 2.3. Soit Q un domaine planaire (un ouvert borné dans R2), convexe.
Alors, pour tout ouvert de son bord f C 8Q, et pour toute deuxième fonction
propre f E9(Q,f), ta ligne nodale de f atteint te bord en deux points distincts
(i.e Nf n = {p,q} avec p q).
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Cette conjecture. dans le cas du problème de Dirichiet (f 3Q). a été propo
sée par Payne en 196f dans [P] et prouvée par Mélas dans [Mel en 1992 pour
les domaines ayant un bord lisse. Pour le problème de Neumann (f 0), c’est
un corollaire du Principe de Monotonie et du fait que ?k(Dir.) > .k+1(Neu.)
pour les domaines planaires convexes [Po]. Il n’y aucun autre résultat prouvant
la Conjecture 2.3 pour les problèmes mixtes. Elle fait l’objet de recherches ac
tuellement [Grj. Évidemment, la Conjecture 2.3 est vérifiée pour les exemples
dont on connaît les solutions explicites (certains problèmes simples sur les carrés.
rectangles, triangles, secteurs de disque). De plus, cette proposition est cohérente
avec les résultats classiques comme le Principe de Monotonie et semble naturelle
étant donné l’ordre partiel entre les problèmes purs et mixtes. D’autre part. elle
est appuyée par des tests numériques (voir section 2.4).
À la section 2.3. on reprend l’étude de la première valeur propre du disque D C R2
et on restreint notre étude au problème mixte déterminé par fD C 3D possédant
au plus. un nombre fixé de composantes connexes et ayant une longueur fixée. On
montre que
Théorème 2.4. Pour t E [0,2K], 5 fD est ta n-partition complètement symé
trique de tonguenr t, alors À1(f D) rnax{Ài(f) f n-partition, Vol1(f) t}
où l’on a défini pour le disque plat D. que f C 3D est une n-partition si elle est
composée de n composantes connexes. Ceci implique que 3M — fUfc est partagé
en 2n parties, où sont imposées en alternance les conditions de Neumann et
Dirichlet. On dit que f C 3D est une n-partition complètement symétrique
si c’est une n-partition telle que pour toutes deux composantes connexes de f, il
existe une symétrie axiale de D envoyant f sur elle-même et échangeant ces deux
composantes, des exemples sont exposés ci-dessous.
Pour ce chapitre, la métrique euclidienne est imposée sur R7 et la métrique eu
clidienne induite sur ses sous-variétés. Rappelons que pour Q un domaine ouvert
et borné de R et une partie ouverte du bord f C 3Q, le Théorème de Rayleigh
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FIG. 2.1 Exemples de 2 et 3-partitions complètement smériques
(ZZ) C)
1.23 permet de définir 1(F) comme le minimum du quotient de Raylcigh sur
l’ensemble des fonctions de L(Ç2T).
2.1. SUPREMUM
Le théorème suivant est une généralisation dun Théorème dû à Denzler (apparu
dans [Dli), concernant la première valeur propre du Laplacien sur un domaine
borné et Lipschitz. La preuve ci-dessous est essentiellement la même que dans
cet article sinon que l’auteur utilise le fait que la première fonction propre est de
signe constant, ce qui indique quon ne peut généraliser cette preuve directement.
Cela dit, nous verrons qu’il est possible de contourner ce problème en prenant la
valeur absolue des fonctions propres lors de l’une des étapes. Pour les résultats
classiques d’Analyse fonctionnelle qui sont utilisés dans la preuve suivante on peut
consulter le livre de Brezis jBrJ, Anatyse fonctionnette, théorie et apptication.
Théorème 2.1. Soit Q un domaine ouvert, borné, Lipschitz. de dimension d.
Four tout A E ]O. Vo%1_1(8Q)[,
sup{À(f) I F C 3Q, Vot(F) = A}
It exzste une suite maximisantc de parties du bord dont tes Jonctions caractérzs
tiques conveigent Jaibtement vers une constante dans L2(OQ).
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Démonstration. Construisons tout d’abord cette suite maximisante. Pour k
IN, on partitionne 9Q en un nombre fini d’ouverts S C Q. tels que le rap
port des diamètres de chacun des S à 8Q soit au plus égal à 1/k. Pour chacun
des i, on choisit T C S de façon à ce que Vol(T)/Vol(S) A/Vol(0Q). On
pose Fk on a vol(fk) = ZTi = (Vol(S)) A/Vol(3Q) A. En
posant. Xk := la. fonction caractéristique de fk on a. pour f E C°(8Q),
fk E L2(aQ) et J, fXk - f61(A/Vol(3Q))f. en approchant f par des fonctions
étagées constantes sur les $, la continuité dc f nous assura.nt du résultat. Par
densité de C°(3Q) dans L2(32), on peut refaire le raisonnement pour f E L2(32)
et obtenir la. convergence faible de Xk vers A/Vol(8Q) dans L2(0Q).
Soit Ç5n,k une fonction propre du Laplacien sur Q associée à )‘n(f k). On peut
prendre les n,k de norme 1 dans L2(Q) et leur norme dans H”2(Q) est bornée
puisque leur carré vaut
J + 1 = n(Tk) + 1 Àn(8Q) + 1
grâce à l’ordre partiel 1.24 entre les valeurs propres du problème mixte et de
Dirichlet. L’inclusion compacte de H”2(Ç1) dans L2(Q) (Théorème de Rellich.
[BrJ) nous assure qu’il existe une sous-suite de n,k qui converge forteirient dans
L2(Q) vers une fonction . La norme H”2 des fonctions n,k est bornée et donc
E H”2(Q) (tBrJ).
D’autre part, par compacité de l’application de restriction à la frontière (applica
tion trace) on peut considérer n,k comme un élément de L2(0Q) (voir [Br]), et de
plus, n,k converge fortement vers dans cet espace. On a même la convergence
forte de In,kl vers dans L2(aQ) car (n,k — )2 @n, —
Pour tout k, la condition au bord peut s’écrire (Xk• ,kDaQ = O et par passage
à la limite fao(A/Vol(3Q)) . = 0. L’intégrande étant positive, I s’annule
sur 3Q et donc , est une fonction test admissible pour le problème de Dirichlet
sur Q.
31
Finalement, (Q) limkœR(n,k) R(n) Àn(8Q) D
2.2. MINIMUM DE .ï(F) ET )2(F)
2.2. L Symétrisations sphérique et cylindrique
La référence de base pour le type de symétisation présentée dans cette section
est le livre de Polya et Szegô. Isoperimetrical Incquatities in Mathematicat Fhy
sics PSI. Les auteurs offrent un point de vue géométrique plutôt qu’analytique.
Ils utilisent en particulier la svmétrisation de solides, qui sera appelée ici syrné
trisation cylindrique vu l’usage qui en sera fait, pour transformer le graphe «une
fonction. Habituelleirient, dans la littérature, le procédé utilisé pour obteiiir le
même type de transformation sur une fonction est plus analytique et s’applique
à des situations plus générales. Étant donné le contexte des résultats qui suivent.
le point de vue présenté par Polya et Szegô semble plus adéquat.
On note 1D7 le disque de rayon 1 et de dimension n muni de la métrique euclidieiiiie
induite par le plongement de D7 daiis R’. On munit R des coordonnées polaires
usuelles (r.), avec r O et e S’(i), où S(1) est la sphère de dimension
n — 1 et de rayon 1 de R. On note S’’(r) := {(r,) S’(1)}, la sphère
de dimension n — 1 de rayon r > O.
Définition 2.5. On munit $Ti(r) de ta métrique standard, g8td, induite par
te ptongemnent dans R, une calotte sphérique centrée en (r,o) est une boute
fermée C := {(r,) I < } pour un ô donné.
Soit Q un ouvert borné de R72.
Définition 2.6. Le symétrisé sphérique de Q C R72 par rapport à la demi-
droite , est noté Q*( = O) (ou simplement Q* si aucune confusion n’est
possible) et est défini par tes 2 propriétés suivantes:
(1) Vr O, Vo172_1(S(r) n Qj Vol72_i(S’(r) n Q),
(2) Vr > O, S(r) n Q* est une calotte sphérique centrée en (r.o).
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Il est immédiat que Q* est symétrique par rapport à la droite {(r,) I =
ou —o}. De plus. par les propriétés de l’intégration. Vol(Qt) — Vol(Q).
Il est un peu moins immédiat que Aire(3Q*) < Aire(8Q) et que si Q est lisse,
alors Q* l’est aussi. La démonstration connue de ceci demande l’introduction d’une
notation lourde. On peut consulter [PSI.
Soit R’, muni dc la métrique standard. On considère, trivialement. R’
R x R et on munit cc produit des coordonnées cylindriques (r.,z), avec r > O,
e S’(1) et z e R. On note S’(r,z) := {(r..z) e S’(1)}.
Définition 2.7. Le symétrisé cylindrique de B C R’ par rapport au
demi plan = o, est noté
B*(
o) et est défini par tes propriétés suivantes:
(1) Vr > O et Vz e R, Vol_i($’(r,z) n Bt) Vol_i($’(r,z) n B).
(2,) W > O et Vz e R , S’(r,z) n B est une calotte sphérique centrée en
(r,0 ,z).
En fait, pour chaque réel z, (S’(r,z) nBt) = (S’(r.z) nB)* (i.e pour chaque
z, ($fl_1 (r,z) n Bt) est le symétrisé sphérique dc ($1 (r.z) n B) par rapport à la
demi-droite {(r,,z)I
Encore une fois, il est immédiat que Bt est symétrique par rapport au plan
{(r,.z) ou —o}, que Vol(Bt) Vol(B) et que Aire(8B*) <
Aire(OB). Dc plus, si B est lisse alors Bt l’est aussi.
2.2.2. Minimum pour \1(f) sur le disque
Soit Q C R et f : Q —+ R une fonction positive définie sur Q. notons
le graphe de f: Gf := {Qr,f(x)) e Q x R I ï’ e Q}.
et son graphe plein: B := {(ï’,z) e Q x R I ï’ e Q,z e [O,f(x)]}.
Théorème 2.8. (Denzter, 1999) Soit U te disque unitaire de dimension n dans
avec ta métrique euclidienne et A < Vol_i(3D) alors pour 1’D C 8U
)‘1(FD) = min{\1(f) I f C 0D et Vol_1(f) = A} si et seulement si
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fD est une calotte sphérique (à un ensemble de mesure nulle près).
La démonstration complète se trouve dans [D2J .Nous ne démontrerons la réci
proque et donnerons une idée de la preuve de la contraposée.
Démonstration. Soit f c ÛD, et f la première fonction propre associée au
problème mixte déterminé par f sur D, par le Théorème de Courant on peut
prendre cette fonction positive. Soit FD une calotte sphérique de même volume
que f, nous allons montrer dans une premier temps que 1(f) > Àl(f D).
Le symétrisé cylindrique (3)* de Bj est un solide borné, inclus dans D x IR. Il
existe une fonction f* telle que Bj. (B1)t, parce qu’étant donné que f est une
fonction, pour tout r > 0, z > z2 0,
Vola_1 (S’ (r,zi) n B1) <Vol_1(S’ (r,z2) fl B1).
Ainsi, pour tout r E]0,1[ fixé, l’application — z() := {(‘r,,z) I z > O n 3(Bf)*
est. bien définie et même (monotone) décroissante lorsque s’éloigne de
De plus. la fonction Jt est lisse au-dessus de flfl parce que f est lisse. Par sviné
trisation. ftIa s’annule sur une calotte sphérique P centrée sur (1, — de
volume égal au volume de f. En effet. pour tout z > 0,
VoIy(S’’(r,z) n B1) l_1(8(B x O)) — Vol_i(f).
Donc ft est une fonction test pour le problème mixte déterminé par P. En
particulier. R(ft) > À1(ft). Il suffit maintenant de montrer que R(J) R(ft).
En fait Denzler se sert plus précisément le lemme suivant, dont la première partie
est dû à Sperner [SpJ et la deuxième est original.
Lemme 2.9. Soit une fonction positive f e 9t(D) n Co(lDni) alors
1) J Vf 2 > f IVf*12 et f f2 = J(ft)2
2)si, de plus, ,f e C(Dfl) alors l’égalité dans 1) implique que pour tout r e]0.1{.
f et ft coinezdent à une ‘rotation près sur’ S’(r)
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D’abord, on va montrer que J,, f2 fn(f*)2. Il est clair que f f \‘ol(Bj)
Vol(Bf*) f f * Il suffit donc de montrer que B B(f12, cc qui est évident
dans la mesure où prendre la racine positive d’un nombre positif est un difféo
motphisme.
Ensuite nous devons montrer que fa,, Vf12 > f,, Vfj2. Nous savons que
() Aire(Bj) Vo171(D) +Vo1((S1(1) x R) n Bj) +Vo1(Gj)
Airc(Bj) = Vo1(D) + Vol((S”’(1) x R) n B1) + Vol(G)
Comme Vo1(($’(1) x R) n Bj) Vo1((S’(1) z R) n Bf*), on a Vol(Gj)
Vol(Gj). Or, le volume du graphe d’une fonction différentiable quelconque f au-
dessus de U C R1 est donné par f,. J1 + IVf 2. En effet, pour le graphe d’une
fonction sur R2. il suffit de remarquer que I(Ï,6f,O) A (1M,83f)l = ï + Vf2,
où A est le produit vectoriel dc R3. Plus généralement. c’est. un corollaire des
formules de l’Aire qu’on peut retrouver par exemple dans IEGI.
De plus. puisque pour tout > O. Vol2(GEJ) > \ol2(GEf), on a
f i +2V,f2> j i
Alors, en prenant le développement limité (point par point), on obtient que
L IVf 12 J
On conclut la preuve du Lemme 2.9 1) en utilisant le Théorème de Ravleigh 1.23.
La preuve de la partie 2 du Lemme 2.9 nécessite des outils plus puissants que nous
n’introduirons pas en détails ici, nous donnons les grandes lignes dc la preuve.
Pour J une fonction lisse sur le disque et r e}O,1{, on peut exprimer IVfI2ls’—1(T) =
(OTf)2 + Vf 2, où V8’] est le gradient de f S_’(r). Par symmétrisation. il est
clair que pour tout r
lVf 2
> f VSrf*12 (2.2.1)
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Aussi on peut montrer
f (Or f)2 f (Drf*)2 (2.2.2)S”’fr)
en utilisant la définition de dérivée et que f t? v f ‘u y pour ‘u,v O. Cette
dernière inégalité est évidente pour les fonctions étagées et. suivant la définition
de l’intégrale de Lebesgue, s’applique au fonction continue. Ainsi l’égalité dans
le Lemme 2.9 implique l’égalité presque partout sur ]O.1[ des inégalités 2.2.1 et
2.2.2 et par régularité l’égalité est vrai partout. En utilisant les formules de l’Aire
on peut montrer Denzler iuontre que les dernières égalités impliquent que pour
presque tout z > O, Voln_2(8(f* J8fl1(r))1 ([z.œD) VOln_2(8(fsn1(r))’([z.œD)
et par régularité pour tout z. Il résulte de l’inégalité isopérimétrique (sur les
sphères. a volume égale le bord le plus petit d’un domaine lisse est donnée par la
calotte spherique uniquement. [C2j) et du fait que la symétrisation préserve l’air,
que (fsn—1(r))1([z.œ[) doit être une calotte sphérique. Ceci termine la preuve
du Lemme 2.9.
Pour conclure la preuve du Théorème 2.8 Denzler utilise le Lemme 2.9 afin de
conclure que sur chacune des sphères S’’(r), la restriction de la première fonction
propre. b. est monotone décroissante en fonction de la distance à un certain
Xr e S’’(r). Par compacité de l’application trace et les atttibuts des fonctions
monotones. théorème d’Helly qui assure la convergence, pour presque partout
d’une sous-suite fr vers nue fonction monotone f, Denzler termine la preuve de
son théorème. D
2.2.3. Minimum de À2(F) sur le disque plat
La syrnétrisation décrite dans la section 2.2.1 est un outil puissant qui a été utilisé.
entre autres, pour démontrer que le disque réalisait le minimum de la première
fonction propre du problème de Dirichlet sur la famille des domaines bornés de
W2. Dans le cas où l’on s’intéresse au problème mnixte. ce sont les conditions au
bord que l’on veut faire varier plutôt que le doniaiue et ceci tout en respectant
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le volume de la partie Dirichlet choisie avant la symétrisation. Or, s’il y a peu de
domaines qui restent inchangés par la symétrisation sphérique, il y en a encore
moins dont les conditions au bord seront transformées de façon non-triviale. Ainsi.
le disque. de dimension arbitraire, est l’un des seuls domaines où la symétrisation
sphérique est intéressante (on ne parle pas ici des autres types de symétrisation).
La propriété du disque qui est nécessaire est que le mode de symétrisation (sphère)
envoie le bord du disque sur lui-même (i.e ((3D’) x R)* (3Dfl)* x R). Sinon,
on ne peut annuler l’aire latérale dans (t). Pour un domaine quelconque Q et f
une fonction positive s’annulant sur f C 8Q. l’aire latérale du graphe plein est
nulle au-dessus de la partie f (i.e Vol(f x R n Bf) O). Il suffit donc. pour
appliquer une symétrisation intéressante sur une fonction positive, que le mode
de symétrisation n’intersecte pas transversalement la partie Neumann du bord.
En particulier, on peut symétriser chacun des domaines nodaux d’une deuxième
fonction propre sur le disque pla.t pour tenter d’obtenir un minimum pour la.
deuxième valeur propre. Plus précisément. on peut démontrer la Proposition 2.2
que nous rappelons ici:
(Proposition 2.2) Soient A E]O,27r[ et f C 3D2 avec Vot(f) A tel que
min{,\2(f) Voli(f) = AJ alors, à un ensemble de mesure nulle près, f pos
sède au plus deux composantes connexes. De plus, si f possède deux composantes
connexes alors cites sont d’égales longueurs.
Pour le reste de cette section fixons un Â EjO,2ir[ et ne considérons que les parties
Diriclet de longueur Â. Pour 3 E notons f C 3D2 la partie décrite par
la figure 2.2.
La. Proposition 2.2 est en fait un corollaire du lemme suivant.
Lemme 2.10. Pour f C D2, f 3D2\Ï, et f E2(D2,f), notons D :=
{p E U2 ftp) > O} et D_ := {p E D2 f(p) < O} ses deux domaines nodaux
et définissons 3(f) := max { f n 3D I — (2A) n — (2-A) }. Alors
)2(f) )2(f,3(f)), avec égalité si et seulement si f = f(f) à un ensemble de
mesure nulle près.
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FIG. 2.2 Famille de partitions du bord, {f,3}. paramétrisée par 3 [0,j et
contenant le minimum de la deuxième valeur propre.
Démonstration. ( du Lemme 2.10) Grâce aux Corollaires 1.2$ et 1.30, on sait
que la deuxième valeur propre est associée à des fonctions propres possédant
exactement deux domaines nodaux. Il y a deux cas possibles pour la ligne nodale:
(i, elle est sans auto-intersection et rejoint les bords.
(ii, elle est fermée et l’un des domaines nodaux a uni bord inclus dans le disque.
L’éventualité que la ligne nodale rcjoigllc le bord en un seul point est considérée
dans la cas (i1.
Supposons d’abord que le cas (i,,) se réalise pour le problème mixte sur U2 dé
terminé par f C 3D2. Fixons f E9(JD2,F) et reprenons les notations intro
duites dans le Lemme 2.10. Supposons. sans perte de généralité, que 3(f)
(2ir—A)IPx n 8D+I
— 2 et defimssons
f: f: -f(p)
pD
O sinon t O sinon
La fonction f+ est la prennière fonction propre sur D satisfaisant à la condition
de Dirichlet sur (OD÷ U2) U (8D n f) et de même, f est la première fonctioni
propre sur D vérifiant la condition de Dirichlet sur (DD n D) U (3D fl f). En
particulier, ces deux domaines oiit la même première valeur propre égale à 2(f).
fA
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fIG. 2.3 Exemple du produit d’une symétrisation
On veut maintenant appliquer une symétrisation à chacun des domaines nodaux
de façon à obtenir la famille de partitions demandée. Nous allons procéder sur un
domaine nodal à la fois. Prenons d’abord le symétrisé cylindrique du graphe
plein de f. par rapport au demi-plan dc R déterminé par e1 R2.
O)
Cette symétrisation cylindrique induit sur une syrnétrisation sphérique par
rapport à la demi-droite déterminée par e1, c’est-à-dire (D)* = B n {(0) e
R. Le domaine (D)* vérifie les propriétés d’uii symétrisé, en particulier, il est
symétrique par rapport à la droite déterminée par e1. Remarquons, par ailleurs,
que dans ce cas particulier, (D+)* c j2 et Voli(6(D+)*nSl) Voli(6D+nSl)*.
De plus, comme dans la preuve précédente, il existe une fonction positive f
(D)* —+ R telle que B = B. La fonction f s’annule sur (8D) n D2 par les
propriétés de la symétrisation et la continuité de f à l’intérieur de D2. La seule
partie de 6D où f ne s’annule pas est un ensemble connexe centré en e1 de
volume égal à Vol(f N n)
(2ir-A)
+ /3(f) (voir figure 2.3). Notons l’union
des parties où f s’annule F := (0D) n D2 u (6D n aU2\(f N n aD)j.
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Comme dans la preuve précédente. on montre que
.ÏD+ f J (f)2 et Vf+ 2 fD V(f) 2
Donc, par le théorème de Ravleigh.
f Vf2 f Vf2= > D
On peut refaire le même raisonnement avec f. en symétrisant par rapport à —e1.
On obtient un domaine D* complénientaire à dans ID2. En particulier, il est tel
que pour tout r > O, (S1(r)flD)U(S1(r)fl*). De plus. comme précédemment.
la seule partie de 0D où L ne sannulc possiblement pas est un ensemble connexe
centré en —e1. dont le volume vaut nécessairement Vo1(frfl0D) (21) 3(f)
(voir figure 2.3).
En adaptant la notation ci-dessus au cas f. on démontre que
L L fD et / IVf-2 f
Donc, par le théorème de Rayleigh.
f Vf2 f Vfj
= [2 f(f*)2 (DT_).
Remarquons que F[3(f) = (F U f_) n 6D Par le Principe de Monotonie et les
inégalités obtenues précédemment pa.r symétrisation.
2(U,f(f)) <max{1 (D,f ).1(D,f_) } (2.2.3)
(JJ) IVLI2 fD Vfj2
<ma.x (f*)2 (L)2 J <À9(D2.f) (2.2.1)JD —
Supposons à présent que le cas (ii) se réalise pour le problèiïie mixte sur D2 déter
miné par f c 3D2. Encore une fois, on peut refaire une sviriétrisation sphérique
de chacun des domaines nodaux par rapport à deux vecteurs opposés de R2 La
preUe est la même que pour le cas (i niais la partition obtenue est nécessaire
iiieiit connexe (voir figure 2.3).
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Le cas de l’égalité reste maintenant à démontrer.
En fait. notons d’abord que l’égalité dans le Lemme 2.10 implique que le maximum
dans l’inégalité 2.2.1 est atteint par les deux quotients. En effet, supposons. par
l’absurde, que ?1(D,F_) < ?1(D.f) = À2(D2Tt1). Par continuité de la
première valeur propre en fonction du domaine il existe un domaine V C D2.
satisfaisant D C V et D2\V C D_ tel que par le Principe de Monotonie, en
notant f(f),N := 8D2\ff).
À1(D.f_) Àl(U2\V,3(D2\V)\fs(f),N) /\l(V.aV\F(f),N) <i(DT±)
On obtient donc À9(U218(f)) </\1(V,f(f) n 8D) <(D,f)
Ainsi l’égalité dans le Lemme 2.10 implique les deux égalités suivantes.
Vf2
— fD IVJ2 fD Ivf-12 — fD IVJ’I2
f’ 2 — f’ (Ç*2
et Ç ( 2 Ç (Ç*2
]DU} .JDJ—)
Lidée maintenant est d’applique;’ la deuxième partie dii Lemme 2.9 qui devrait.
à priori. ne s’appliquer qu’aux fonctions lisses. Dans notre cas. étant donné que
c’est deux fonctions positives lisse sur leur support (i.e D {p E D f(p) > 0)
et D_ {p E D f(p) > 0)), en vérifiant soigneusement les étapes de la preuve
impliquant l’égalité on trouve que de telles fonctions satisfont aussi ce Lemme. D
Remarque 2.11. Posons A = ir et considérons ta jamitte {f, f3 C 8D}
paramétrée par /3 dans t’intervatte compact [0,] comme ittustré par ta figure 2.2.
Supposons qu’il existe une partition f, qui minimise ta deuxième valeur propre
sur cette famitte (i.e \2(F,O) min{,\2(f) /3 [04]}). Nous venons de démon
trer que pour tout F C D, il existe 3 E [04] tel que 1\2(f8) À2(f). Donc, par
transitivité des inégalités /\2(f80) < .2(Ft3) ‘\(f) et 2(Fao) est te minimum
global (sur l’ensemble des partitions) et est atteint par F. Ainsi pour montrer
t ‘existence d ‘une partition minimisante pour ta deuxième valeur propre il suffit de
te montrer sur la famille {f;i}13e[o,]. En particulier si l’application ,3 F-+
est continue, par compacité de l’intervalle de définition, l’existence découlera de
la dernière preuve.
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2.3. MAXIMISATION DE SUR CERTAINES CLASSES DE FONC
TIONS
Dans cette section, ou considère à nouveau le problème avec conditions mixtes
au bord sur D. le disque de R2. Pour simplifier les notations. la partie du bord
correspondant à la coildition de Dirichiet (respectivement Neumann) sera notée
f13 (respectivement FA’).
À la section 2.3.1, on montre que À1 (F) atteint un maxinium sur l’ensemble des
partitions (de longueur fixée) possédant deux composantes connexes (ou moins)
lorsque f13 est la 2-partition complètement symétrique. À la sous-section 2.3.2.
on discute la généralisation naturelle à u composantes.
On commence par traiter le cas où Vol(f13)
— Vol(f1e) = ir.
On travaille avec les coordonnées polaires usuelles (6Lr) représentant le point
(x.y) (rcos(e).tsin(O)). pour O E R (mod2zr) et r E R.
2.3J. Le cas à deux composantes
On peut pa.ramétriser l’ensemble des 2-partitions avec cieux paramètres. En effet.
soient a, b e [O.ir], on définit R(D,fai) OÙ
{(O,1) 0e [O,a]U[b,b+—a]}
est une 2-partition (voir figure 2.4).
En particulier, f = {(6,1) I O E [O,] U [ir,j} est la 2-partition complètement
symétrique.
Soit Àai: la première valeur propre du Laplacien associée à I
Par le Théorème de Rayleigh, on sait que Àab = inhi {R[,f] f E I avec égalité
si et seulement si f est uiie fonction propre du Laplacien associée à Àai.
Pour b O, b = lt, a O ou a = r, Fai a une seule composante cormexe et Àab
est minirriale par le Théorème 2.8.
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FIG. 2.4 La 2-partition complètement symétrique et une 2-partition quelconque
Proposition 2.12. Va,b E [O,ir], À À.
Soit f e 1, la première fonction propre du Laplacien. i.e vérifiant f +
O, que l’on choisit de signe positif et de norme 1, ce qui est permis par
le Théorème de Courant (1.29). C’est une fonction lisse à l’intérieur de U et c’est
une fonction de R(D,f).
L’idée de la preuve est de construire une fonction f* ab à partir de f telle que
R[f*] = R[f], par Rayleigh on sait alors que H
Afin de clarifier la démonstration qui suit, on va d’abord démontrer le lemme
suivant:
Lemme 2.13.
Soit f : D —f R, admissible, satisfaisant des conditions mixtes données au bord.
S’il existe (1,2,7) E [—n,n] tel que Vc E [—y,’y] on ait:
f(i + a,r) f(i — ,r) = f(2 — a,r) f(2 + .r) (n
(i.e f est (partiellement,) paire par rapport aux axes passaflt par 1 et 2 et il i a











f f(O + ,r) O E [1,2]
fi,r,a(0,r) :=
f(O-a,r) 0E [2,1]





Ifl,,QH2 — If 112
a
Démonstration. (Lemme 2.13) Soit Q E [—y,-y]. Les conditions sur f et la condi
tion (t) nous assurent que est admissible par morceaux et continue, donc
admissible. On a
D[fi,2,a,fy,,a1 f’ J2 IGradf(0 + Q,r)12 + f0’ f’ Gradf(0 —
= fi
f2 IGradf(O,r)12 + J’f Gradf(O.r)I2
= D[f,f] + f0’ Gradf(O,r)12 - f0’ i: IGradf(0,r)I2 D[f.f]
De la même manière, on montre que 11fei,2,112 = 11f 112,
Démonstration. (Proposition 2.12)
On reiriarque que F est symétrique par rapport à l’axe {(,r) U (f,r).r) r E
[O,1]} et à l’axe {(,r) U (,r) r E [O.1]}. Posons = et r, . Par le
Corollaire 1.31, on sait que la première ftnction propre du Laplacien, f. est paire
par rapport aux isométries de U préservant les conditions au bord. Notamment,
pour O E [—n,n],
f( + 0,r) = f( — O,r) f( + n - 0,r) = f( + n + 0.r) (*)
On obtient les mêmes relations pour r,. Donc, f satisfait le Lemme 2.13. d’une
part avec et d’autre part avec (r,,ij + n,n)
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Soient O < a.b < K, posons c ( — a) et 8 ( — b). On va faire la construc
tion par étapes. On prend tout d’abord
Pour cela, on enlève un secteur d’angle a d’une composante de f (f). de façon
à obtenir un secteur d’angle égal au minimum de a et r — a et on l’ajoute à l’autre
composante de façon à obtenir un secteur d’angle égal au maximum entre a et
K — cL.
On veut ensuite effectuer un traitement similaire aux secteurs de j (r ) qui sont
maintenant déplacés par rapport au repère initial. Aussi, étant donné que — <
a < , on sait que f n’a été perturbée au maximum que sur la moitié de sa surface.
Ceci nous assure que satisfait le Lemme 2.13 pour
— + ru + ,3f).
La fontion que l’on considère finalement est: f*(O.r)
fo(O,r) := f(O + a/2 — /3/2,r)
f*(or) fi(O,r) := J(O + a/2 + 8/2,r)
f2(O,r) := f(O - /2 + /2,r)
f3(6.r) : f( — — 8/2,r)
O E [ + 8/2,7) —
O E [ — c/2, + K — 3/2].
O E [ + K — /2.7) + K + /2],
O E [7)+K+c/2,+8/2].
FIG. 2.5 Construction de f
Par le Lemme 2.13, on a que R[f*] R[f]
Remarque 2.14. On peut exprimer explicitement f* en fonction de f:
D
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Le cas où Vol(fD) Vol(fN). Posons 1D \oltFD) et IN = Vol(fN) 27t—tD.
On veut montrer qu’en fixant 1D’ on atteint un maximum pour i sur l’ensemble
des partitions de FD en deux composantes connexes, lorsque la configuration est
symétrique par rapport à deux diamètres perpendiculaires. On peut paramétriser
cette partition par FD {(,i) e [o,] u [lr,7r + ]} et FN 0D\.
Soit la première valeur propre du Laplacien associée à cette partition.
Soit a e [O,1D] et b e [OJN], on définit comme précédemment la partition associée
à a et b et on a )\ab: la première valeur propre associée. On veut montrer que
On pose c — a et 13 — b. On peut ensuite suivre pas à pas la preuve
précédente.
2.3.2. Le cas général
Considérons le cas où FD possède au plus ‘ri composantes connexes. On peut mon
trer par le nième argument que la ri-partition complètement symétrique maximise
la première valeur propre du Laplacien, pour Vol(FD) fixée. Dans le cas d’uiie ri-
partition complètement symétrique, la longueur d’arc d’une section Dirichlet est
vot(f D) et celle d’une section Neurriarin est vol(I’N)
Notations
Posons de nouveau Vol(f) = 1D’ et Vol(FN) tiv• Soient a E [O,tD], b E [O,tN],
pour i = 1.. . ‘ri, tels que a l et b = 1N, on note une ‘n-partition
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associée.
fa1b1...a,b := {(O,1) j O E [O.ai] U [ai + b1.a1 + b1 + a2]
u [tai + bi), (a + b) + an] }
Soit I a1b1...ab
La partition complètement symétrique est celle où a = et b - pour
i 1,. . . n. Il existe alors n axes de réflexions préservant les conditions au bord,
chacun d’eux passant par O et par le centre de deux des composantes de FD et ou
dépendamment de la parité de n. Notons
+(i—1) ( + et iji +i+(i—1) pour i = 1 .. . n.2ri ri n 2n ri ri
Ce sont les angles que forment les axes de symétrie. De plus, pour tout couple
(j,j) il y a une rotation Rjj. préservant la partition. telle que R((,r))
Il en est de même, pour tous les couples (i,7jj).
Méthode de construction
Soit f E VID 1N 1D1N, une fonction propre de la première valeur propre associée.
On sait que f est paire par rapport à toute symétrie préservant les conditions
au bord. Dans notre cas, on obtient les relations suivantes: Vi,j E {1.2. . . . n} et
VO E Hir,irl.
.f( + O,’r) = f( - O,r) = f(j - O,r) = f(j + O.r). (*)
Ceci revient à dire que f satisfait la condition du Lemme 2.13 pour tout triplet
(j,j,n) et tout triplet (7jj,ij,n) avec i,j E {1,2, . . . ri}.
On construit une fonction de 1ibi...Urb qui a le même quotient de Rayleigh que f.
Posonsi=(—ai)et
et = O. L’idée de la construction est la même que dans la construction
précédente, si cj est positif, on veut « réduire » les secteurs centrés en f(j), en
ôtant un secteur central d’angle aj ou « augmenter » les secteurs correspondant
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à des aj négatifs de façon à obtenir une fonction f* de Puis, on
veut appliquer une procédure similaire aux secteurs Neumann de f* pour obtenir
une fonction f ** de Certaines complications peuvent survenir. Par
exemple on va devoir augmenter successivement plusieurs fois le même secteur.
Afin de ne pas s’embarrasser des changements de repères, on traite chaque secteur
du disque séparément. De fait, notons $ C R (respectivement T C R3) le
graphe de f restreint à la section Dirichiet (respectivement Neumann) autour de
(respectivement i). i.e.
$ := {(x(O.r).y(,r).f(&,r)) E R3 = rcos, y = rsin8 avec
‘cE [OJ].OE
:= {(x(O,r),y(O,r),f(O,r)) E R I x = rcosé?. y = rsiiiO avec
r E [O,1],O E [y — +
L’idée est de travailler sur chacun des secteurs, puis de les recoller.
En particulier, on peut augmenter successivement un secteur plusieurs fois. En
effet, pour c e [O.-] on considère
{(x(e.r)Y(r)f(6+ ,r)) TE [O,1],9 E [ - -
u { (x(O,r),y(O,r),J(O - ,r)) r E [0,11,0 E [ + + i}
Lafonctiori que ce graphe représente satisfait le Lemme 2.13 pour tout (j—.j.y)
où O < < ci. On peut donc augmenter encore ce secteur, ou le réduire d’un
facteur plus petit que ci. Il suffit donc de trouver une suite de transformations
adéquates afin d’obtenir un graphe représentant une fonction de 11b1...ab•
48
2.3.3. Application aux polygones réguliers
Il est immédiat quon peut appliquer le même type de réarrangement sur les
domaines planaires possédant un nombre suffisant d’axes de symétrie. Cependant,
les domaines obtenus ne seront pas nécessairement les mêmes que ceux de départ.
Quelques domaines précis, avec des conditions précises pourront être transformés.
Par exemple les polygones réguliers ayant un nombre pair de côtés sont des
candidats intéressants pour ce type de réarrangement. Notons P2 le polygone
régulier à 2n côtés, de diamètre égal à 2. centré à l’origine de R2 et notons (c)1
les 2n côtés consécutifs. Soit f := UL1c2, alors pour tout ensemble de n entiers:
C {1 2n}, )‘(f) >
2.4. RÉsuLTATS NUMÉRIQUES
Les tests numériques ont été effectués avec PDEtool de Matlab, sur un disque de
rayon 1.
Les résultats numériques exhibés dans la figure 2.6 concerne la famille de partition
obtenue dans la Proposition 2.2 comme contenant la partition minimisante pour
la deuxième valeur propre. Le graphique laisse à penser que c’est la 2-partition
complètement symétrique qui minimise À2 et maximise À1 sur cette famille. Le
comportement du graphe de À2, autour du maximum qu’elle atteint, ne semble
pas lisse. De plus, il semble lié à celui de la ligne nodale (autour de ce même
point). Ce dernier sera étudié dans la section 2.5.1.
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2.5. CoNcLusioN ET ANALYSE DES RÉSULTATS
2.5.1. Quelques conjectures pour À2
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La Proposition 2.2 n’implique pas quune partition précise iriinirnise À2, elle un
pilque seulement que le minimum est atteint par une 2-partition. Elle est liée à
- ..&_.___.—..
À1
la Conjecture 2.3 dans le sens où si celle-ci n’est pas vérifiée pour toutes les 2-
partitions alors le minimum est atteint par la 1-partition. Les tests numériques de
la section 2.4 appuient la candidature dc la 2-partition complètement symétrique
comme minimum pour 2, et la Conjecture 2.3.
Conjecture 2.15. La 2-partition comptètement symétrique réatise te minimum
pour te disque ptanaire sur t’ensembte des partitions du bord de tongueur donnée.
Remarquons un certain parallèle avec la conjecture suivante exposée dans l’article
de Henrot [HI.
Conjecture 2.16. (Henrot). Le domaine ptanaire, convexe, réatisant te mini
mum pour 2(Dir.) a deux axes de symétrie perpendiculaires.
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Ces questions sont liées au comportement de la ligne nodale qui est encore mal
compris méme pour le problème de Dirichlet ou Neumann sur des domaines géné
riques. Par exemple sur un triangle isocèle T, de hauteur h et de base b. les tests
numériques montrent une première ligne nodale le long de la hauteur lorsque b/h
est proche de 1 (ou plus petit) et une première ligne nodale parallèle à la base
sinon. Ce changement de ligne nodale affecte évidemment la deuxième valeur
propre. Dans la Figure 2.6. le graphe de la deuxième valeur propre en fonction
de B —+ 2(f_)), exhibe un changement brusque autour de 86ir/256. Ce
point critique correspond à une seconde valeur propre de l)1US grande multipli
cité. comme Findique le graphique de la Figure 2.9. La suite des lignes nodales
FIG. 2.9 Courbes représentant les trois premières valeurs propres de la famille de
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associées change aussi brutalement à ce point. De fait. en raffinant les partitions
du bord impliquées dans ce test et en prenant les lignes de niveau des deuxièmes
fonctions propres associées aux valeurs propres autour de cette valeur spéciale.
n remarque que le changement brusque s’opère aussi sur la position des lignes
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nodales nodales entre les valeurs /3 et B - qui correspondent respecti
vement aux partitions et f16o (voir figure 2.9). La figure 2.10 représente
les lignes de niveau des fonctions produites par le programme Matlab. Remar
quons que pour les deux premières figures. i3 < -, présentent la ligne nodale
horizontale, tandis que les deux figures suivantes, /3 indiquent une ligne
nodale verticale. Il semble que l’on peut caractériser chacune des coubes lisses
présentées dans le graphique de la figure 2.9 par la position ligne nodale.
FIG. 2.10 Ligne de niveau des deuxièmes fonctions propres associées à des parti
tions autour «une valeur propre spécial
Dans la section 2.3 nous avons obtenu uii maximum sur une classe spécifique de
fonctions sur le disque. L’un des intérêts de ce résultat vient de la Conjecture 2.15
2.5.2. Isospectralité et conditions mixtes
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qui affirme que la partition du bord qui minimise la deuxième valeur propre est la
2-partition complètement symétrique. Ainsi sur l’ensemble des partitions du bord
à au pius deux composantes connexes, le maximum de la première valeur propre
et le minimum de la deuxième seraient atteints par la même configuration. Un
autre intérêt de ce résultat est donné par une conjecture concernant une certaine
“rigidité” du disque plat.
Définition 2.17. On dit qu’une variété ‘riemannienne à bord (M,g) admet ‘une
Dirichlet-Neumann isospectralité s ‘il existe une partie ouverte F du bord telle
que Spec(\I,F) Spec(JIL1,f C) (avec multiplicité).
On dit aloTs que (M,f) est Dirichtet-Neumann isospectrate.
On dit aussi que (M,f) est trivialement Dirichtet-Neumann isospectrate s’il existe
une isométrie ‘é’ E Isom(M,g) telle que L’(F) tc.
Conjecture 2.18. ([JLNPj,OO6,,) Le disque n’admet pas de Dirichtet-Neuma’nn
isospect’ratité non-triviale.
Il est à remarquer que, si (M,f) est Dirichlet-Neumann isospectrale. alors Vol(f) =
Vol(f C) En effet, ceci est une conséquence des résultats concernant le développe-
ruent asymptotique du noyau de chaleur qui est une théorie puissante et haute
ment non triviale qui ne sera pas exposée dans ces pages. Il y a différentes réfé
rences pour cette théorie dans le ca.s mixte, l’article d’Avranudi [Av] expose un
point de vue local et s’appliquant à l’opérateur de Laplace-Beltrami sur les fbrmes.
Une autre approche, pius globale, est donnée par Dowker dans l’article IDo].
Une façon de démontrer la Conjecture 2.18, dans le cas où F est une 2-partition
est de montrer que pour tout n E [O,] l’application b H+ 1(Fa,b) est strictement
croissante sur [04]. Ici, on peut remarquer que les tests numériques de la section
2.4 appuient cette démarche et que le Théorème 2.4 en est un résultat partiel.
Enfin, la famille de configurations donnée par [04] H-+ f_) (avec les
notations de la section 2.3. voir figure 2.2) est aussi apparue dans la Proposition
2.2 comme contenant le minimum de la deuxième valeur propre sur le disque plat.
Chapitre 3
LE THÉORÈME DE SUNADA ET
CONDITIONS MIXTES
Le but de ce chapitre est d’abord dintroduire les notions de base à la compréhen
sion du Théorème de Sunada. Celui-ci a permis de construire plusieurs exemples
instructifs de variétés isospectrales et non-isométriques dans le cas où les variétés
sont fermées et dans le cas de domaines à bord pour les problèmes homogènes de
Neumann et Dirichlet. C’est à partir de ce résultat que furent construits les pre
miers exemples de domaines planaires isospectraux et non-isométriques en 1992
par Gordon Webb et Wolpert [GWWI. Ce chapitre présente le Théorème de Su
nada d’un point de vue général incluant les cas où il est question de variétés à
bord où l’on considère un problème mixte. Des exemples de domaines isospec
traux et non-isométriques pour des conditions mixtes au bord, construits à l’aide
du Théorème de Sunada, seront donnés dans ce chapitre et une application de ce
dernier théorème pour les conditions de Dirichlet. On met en lumière une struc
ture algébrique commune à certains exemples de variété possèdant une partie du
bord Dirichlet-Neumann isospectrale.
3.1. SPECTRE ET QUOTIENT RIEMANNIEN
3.1.1. Passage au quotient
Soit (M,g) une variété lisse et G un sous-groupe de son groupe d’isométries, les or
bites de G sur M (i.e les ensembles G(p) : {r(p)r e G}, pour p e M) définissent
des classes d’équivalence sur M ( p e G(q) q e G(p)). On définit l’ensemble
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quotient pour cette relation d’équivalence par M/G := {orbite de G dans M} et
le passage au quotient : M — M/G. On peut munir M/G de la topologie
quotient, c’est-à-dire qu’un ouvert de M/G est un ensemble dont la pré-image est
1111 ouvert de M. ainsi 7CG est une aplication continue. On est intéressé à savoir si
M/G est une variété, le cas échéant, on verra que. munie de la métrique adéquate
et avec les bonnes conditions au bord, Spec(M/G) C Spec(M). Les définitions et
théorèmes suivants fournissent les conditions pour que M/G soit une variété.
Définition 3.1. On dit que G a une action proprement discontinue sur M,
si son action satisfait tes proprzétés suivantes:
i,) cite est propre Vp,q e M, t.q. p G(q), U,V C M des voisinages dep et q
respectivement, t.q. Vr E G, T(U) n V 0.
ii) Vp E M, $tabG < oc,
iii Vp e M, U C M un voisinage de p. t.q. VT E StabG,r(U) U et Vr e
G\StabG T(U) n U 0.
La première propriété, nous assure que le quotient sera Hausdorff. La troisième
permet une description locale. En fait, les dernières propriétés donnent une struc
ture d’orbivariété au quotient (voir définition 3.4).
L’action d’un groupe fini sur une variété est toujours proprement discontinue.
Définition 3.2. G a une action libre, si Vp E M, StabG {idGJ.
Théorème 3.3. Si G a une action tisse, propre et tibre sur M, alors M/G a une
structure de variété (aussi tisse que M) compatible avec te passage au quotient
qui est alors un revêtement. De plus, si iï est connexe (respectivement compacte)
alors i/G est connexe (respectivement compacte).
La démonstration de ce dernier théorème est bien connue et se trouve par exemple
dans [GHL]. Dans le cas où l’action du groupe n’est pas libre mais seulement
proprement discontinue, le quotient n’a pas nécessairement une structure de va
riété mais celle d’une “orbivariété”. Bien que le spectre d’orbivariété ne sera pas
étudié de façon générale, la définition est donnée afin de clarifier la discussion
(tirée de [T]).
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Définition 3.4. Une orbivarit€ O de dimension n est un espace topologique
hausdorff, muni d’un atlas particulier où {U,}a est un
recouvrement de lOi Jerm sous l’intersection et Vo, Ua est un ouvert de R G
un groupe fini ayant une action sur U,, et ç : U —* U/G un homéomorphisme.
De plus. si (1,3 C (Ja alors il eriste : G,3 —+ G un homomorphisme injectif et
un plongement : , tel que VT e G,3, ,3(T(p)) = f(r)((p)).
Autrement dit. une orbivariété est un espace topologique localement modelé sur
le quotient de R par un groupe fini et satisfaisant des conditions de compatibilité
rendant cette structure cohérente. Par exemple, une variété est une orbivariété,
une variété quotientée par un groupe fini ou ayant une action proprement discon
tinue en est une aussi. L’espace topologique sous-jacent à l’orbivariété n’est pas
nécessairement une variété, par exemple si on quotiente par la relation antipodale
la boule de dimension 3, centrée à l’origine de R3. on n’obtient pas une variété (le
bord de tout ouvert autour de l’origine est RF2 qui n’est pas homéomorphe à $2).
Cependant. on peut montrer qu’en dimension deux le quotient d’une variété par
un groupe agissant de façon proprement discontinue a quand même une structure
de variété topologique et même lisse par morceaux, compatible avec la structure
d’orbivariété. Ceci découle du corollaire 1.8. en effet le stabilisateur d’un point est,
à isomorphisme près, un sous-groupe du groupe des matrices orthogonales O(n,R)
(où n est la dimension de la variété). Dans le cas de dimension deux, et en se
restreignant aux sous-groupes finis de O(2,R), il ne reste que trois possibilités:
soit c’est un groupe cyclique Ck, diedral D2k ou un groupe de réflexion d’ordre
deux Z2. Dans le premier cas, Bl(O)/Ck est un cône d’angle 2ir/k, le deuxième
By(O)/D2k est un secteur d’angle r/k et le troisième B1(O)/Z2 est un demi-disque.
Ces ensembles possèdent une structure de variété lisse par morceaux avec ou sans
bord, compatible avec la structure donnée par le passage au quotient. On a donc
le résultat suivant:
Théorème 3.5. (voir ITJ) Soit (M,g) une variété riemannienne tisse, compacte.
de dimension 2 et G un groupe agissant de façon proprement discontinue et isomé
trique sur M, ators M/G a une structure de variété tisse par morceaux compatibte
avec te passage au quotient.
3.1.2. Spectre et variété quotient.
Dans le cas où une orbivariété est le quotient d’une variété (riemannienne) par un
groupe agissant de façon proprement discontinue (et isométrique), il est naturel
de définir les structures et objets difRrentiels (et riemanniens) comme ceux définis
sur la variété totale, invariants par l’action du groupe. En fait, si le quotient est
une variété cette définition concorde avec les véritables structures et objets diffé
rentiels. En effet, soit M est une variété riemannienne lisse où G < Isom(M,g.F)
agit de façon propre et libre. Alors r0 est un revêtement, pour en faire un re
vêtement riemannien, on munit M/G de la iiiétrique telle que 7tG soit une
isométrie locale (i.e g). Ainsi, 7m préserve la connexion. le laplacien. etc.
On considère le problème mixte sur M/G, déterminé par 7rG (f).
Il y a une correspondance bi-univoque naturelle eiitre les espaces de foiictioiis
de M/G et les espaces de fonctions de M invariantes par G. En effet, pour f
M — X une application invariante (i.e constante sur les orbites de G) alors
f : M/G — X est bien définie par f(G(p)) f(p). Inversement, une fonction
de M/G définit trivialement une fonction de M constante sur les orbites. La
différentiabilité de l’uiie dépend de la différentiabilité de l’autre dès que G agit
de façon lisse (i.e chacun de ses éléments est un dffléomorphismne lisse).
Si G a une action à droite sur un espace E, on ilote EG, le sous-espace de E
invariant par l’action de G i.e EG := {e e E j Vr G, cor = e}.
On a C(M/G) Cœ(M)G, de plus comme les espaces propres du laplacien
sur M sont fermés sous l’action de G, on a que si dimE est non-nutte, pour un
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certain À e Spec(M.f), alors À E Spcc(M/G,irG(f)). Inversement, toute fonction
propre associée à une certaine valeur propre À e Spec(M/G,lrG(f)) définit une
fonction propre dans E. Donc
Proposition 3.6. VÀ e Spcc(M.f), Ei,f)G EI/GrG(f)).
Si G est un sous-groupe du groupe d’isométries qui agit de façon proprement
discontinue sur (M.g) une variété riemannienne. 011 définit le spectre sur l’or
bivariété (M/G.) à l’aide des fonctions propres qui passent au quotient. Si le
quotient a une structure de variété compatible avec le passage au quotient alors.
comiïie on l’a vu. le spectre de cette variété concorde avec celui donné par la
structure d’orbivariété. Si M a des bords, on peut considérer le spectre du pro
blème mixte pour un certain f C 3M et le spectre correspondant sur M/G par
rapport à nG(f), où G doit être constitué délérncnts qui préservent f, du groupe
Isom(M,g,f) { E Isom(M,g) I (f) =
3.2. LE THÉoRÈME DE SuNADA
Le Théorème (le Sunada exhibe une condition algébrique sur (les sous-groupes
d’isométries d’une variété riemannienne pour que les quotients par ces groupes
soit isospectraux. Cette condition est un peu plus faible que la conjugaison des
deux sous-groupes qui impliquerait que les quotients sont isométriques.
Théorème 3.7 (Sunada, 1984). Soit M une variété riemannienne fermée, com
pacte, connexe. lisse et soit G < Isom(M,g) un sous-groupe fini de son groupe
d’isométries, dont l’action sur M est libre. Soient H,K < G tels que pour tout
rEG
#([T] n H) #([T] n K), (t)
alors avec tes métriques induites par tes passages auv quotients respectifs ir11 et
Spec(M/H) = Spec(M/K).
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En fait. la preuve ci-dessous est due à Buser [Bul et s’applique au cas où Faction
n’est pas libre et la variété est. à bord. Le théorème obtenu. I)111S général. fut
d’abord prouvé par Bérard [Bel.
Théorème 3.8 (Bérard. 1992). Sozt M une variété ‘riernannzenne, compacte.
connexe, tisse et soit G < Isom(M,g.f) un sons-groupe nz de son groupe d’iso
métries préservant tes conditions au bord. Soient H,K < G tels que pour tout
TEG
#([r] n H) = #([r] fl K), (t)
alors, avec tes métriques induites par les passages aux quotients respectifs
Spec(M/H.7rH(f)) = Spec(M/K.7rj(f)).
Démonstration. On a
Spec(M/H,lrH(f)) = Spec(M/K.iri,.:(f)) +-÷ VÀ e Spec(M.F) di;nE’ = dimE,(.
Soit 1, la représentation de k e H dans E), connue à la section 1.4.2. alors
diinEf trace(j Zhen A), parce que ZhCH 1) est la projection dc EÀ
sur Ef. La condition (t) nous assure qu’il y a une correspondance bi-univoque
entre les éléments de K et de H, donnée par la conjugaison. Cette correspondance
préserve donc la trace pour toute représentation matricielle de G et IHI IKt
Par linéarité de la trace:
dimE’ = trace(-jj 1)
= trace(Ï- 1) = dimE.
hEH kK
Remarque 3.9.
1- La démonstration ci-dessus ne nécessite pas ‘une action libre. C’est le spectre des
orbivariétés. do’n’ri.é par le passage a’u q’uotient, qui est considéré dans te Théorème
3.8. Dans le cas où M/H ou iI/K est ‘une variété, leurs spectres concordent avec
te celui défini par te passage au quotient (voir sous-section 3.1.2).
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2- It est possible que tes orbivariétés aient des bords apparus tors du passage au
quotient. Les conditions sur ces bords seront te sujet de ta section 3.3.
3- La première démonstration purement atgébrique du Théorème de Sunada fut
produite par Pierre Bérard dans IBel, elle utilise ici transplantation de fonctions.
Nous verrons cette technique plus en détaits à ta sous-section 3.2.1.
- Notons que te Théorème de Sunada ne nous assure pas que tes variétés M/K
et M/H ne sont pas isométriques. En particutier, K et H sont conjugués dans
Isom(M,g,f) (i.e r e Isom(M,g,f) t.q roHor’ K) si et seutement si M/K
et M/H sont isométriques. L ‘isométrie est alors déterminée par l’élément r qui tes
conjugue (i.e nj o r : 7r’(M/H) —> M/K produit une isométrie). Inversement.
si elles sont isométriques, par rctèvement des applications, on montre que K et
H sont conjugués dans Isom(M,gT).
5- It existe des triptets (G.H,K) vérzfiant ta condition de Sunada (fl et des
exemples non-triviaux de variétés isospectrates peuvent être construits. La pro
chaine section détaille un exempte.
6- Ii existe plusieurs extensions du Théorème de Sunada. Par exemple si M n’est
pas compacte et G,H,K ne sont pas finis mais que M/H et ii/K sont compactes
alors on peut dire que ces dernières sont isospectrales si tes représentations in
duites par H et K respectivement, sont équivalentes. Ces questions se traitent à
l’aide de notions avancées de la théorie des représentations.
3.2.1. Transplantation de fonctions
Dans le cas où M est uiie variété compacte, connexe, Bérard IBe] a montré que
l’isospectralité des variétés quotients construites par le Théorème de Sunada est
donnée aussi par l’existence d’une application spéciale entre les espaces propres
E(M/H.nH(f)) et E(M/K,nK(F)) pour /\ Spec(M.f). En fait., la condition de
Sunada implique que les représentations induites PH et pj de G dans .C(H\G) et
£(K\G), respectivement, sont équivalentes. Ceci implique notamment qu’il existe
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un isomorphisme, appelé opérateur d’entrelacement, entre les espaces £(H\G) et
C(K\G) qui respecte l’action de G sur ces ensembles (i.e T : £(H\G) — £(K\G)
tel que T o PH PK o T).
L’idée de Bérard est de représenter M/H et M/K comme IH\GI K\G copies
de M/G recollées en respectant la combinatoire imposée par G sur H\G et K\G
respectivement. puis de faire une transplantation de fonctions propres. Grossiè
rement. cette transplantation est définie pour une fonction de IiI/H en pienant
sa restriction è chacune des copies de iiI/G, la condition de Sunada (t) nous
assure ensuite qu’il existe une combinaison unaire de ces restrictions sur chacune
des copies de M/G constituant M/K. dont le recollement sur M/K produit une
fonction lisse satisfaisant les conditions au bord (s’il est non vide).
Plus précisément. supposons. pour la simplicité, que (1lI,g) est fermée, coiinexe et
G < Isom(M,g). Soit Fc; C M un domaine fondamental de l’action de G sur M.
Posons IH\GI = JK\GI ‘in et soient M/H J71 . où B n B O si i j.
etB FG,Vi O....in. De même, on pose M/K où CflC = O
si i j. et f, Vi O... . ni. Pour f e £(M/H). notons f — R. la
restriction de f au ‘bloc” B. Étant donné que Vi,j 1 ... k. f; ceci
nous permet de définir correctement fi : — R.
Définition 3.10. Une tranptantation, T E(M/H) —+ E,(M/K), est définie
powr tout f e Ei/H) par
(T(f)) = - R
où ta matrice (Qj) est dans GL(m.R) et que six e O alors Z iifi()
Z &ikfk(.T).
Remarque 3.11. La deuxième condition implique que si f est admissible et conti
nue alors T(f) est une fonction continue sur M/K et admissible par morceaux,
elle est donc bien dans H(M/K). Si M a des bords, on rajoute des conditions
afin que les conditions au bord soient satisfaites. Enfin, il est clair qu ‘elle envoie
une fonction propre vers une autre fonction propre, parce qu’en chaque point, ta
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fonction obtenue est une Combznazson linéaire finze de Jonctions propres (associées
à la même valeur propre).
Dans son article [BeJ. Bérard montre qu’un opérateur d’entrelacement T. donné
par la condition de Sunada. fournit une transplantation. Si l’on écrit T (t)
pour des bases choisies de £(H\G) et £(K\G), la matrice (oj) (t) satisfera
les conditions de transplantation, si l’on nomme de façon cohérente les partitions
respectives de I/H et M/K en fonction de l’action des générateurs associés à
FG sur H\G et K\G. respectivement.
La preuve dc Bérard. bien qu’étant un peu lourde de notations. est très instruc
tive. Elle permet, dune part, d’affirmer qu’il existe toujours une transplantation
lorsque deux variétés isospectrales respectent le Théorème de Sunada. D’autre
part, elle a permis d’étendre le théorème aux actions de groupes qui ne sont pas
libres.
3.3. CoNDITIoNs AU BORD POUR LES SURFACES QUOTIENTES
Restreignons-nous au cas de la dimension deux. Si l’action ii’est pas libre, comme
on l’a vu précédemment, le quotient a tout de même une structure de variété.
Cependant, il risque d’y avoir des hypersurfaces (courbes) fixes sous l’action de
H et de K. Dans ce cas. les variétés obtenues oiit des bords dont la pré-image
par le passage au quotient n’en est pas un. On peut se demander alors quels
types de conditions sont satisfaites sur ces hvpcrsurfaccs par les fonctions de Ef
ou de Ef pour une valeur propre À donnée. C’est la condition de Neumaun qui
est satisfaite. En effet, le problème étant local, on peut se ramener au cas où
une fonction est définie sur B?(O) (la houle unité dans R2) et est invariante par
la réflexion (x.y) i—y (—r.y). En fixant yo,Iyol < 1 on a (3rf) (a_.J)0 =
= O. Donc le Théorème de Sunada (version de Bérard), stipule bien
que sous la condition (fl. Spec(M/H.mrff(f)) = Spec(M/K.7TK(f)), où mrH(F) et
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7ry(f) ne contiennent pas les “nouveaux’ bords.
Cependant, supposons que tout le bord des surfaces apparaît lors du passage au
quotient (on suppose M connexe. compacte et sans bord), les surfaces obtenues
par passage aux quotients sont isospectrales avec des conditions de Neumaïin au
bord. On peut montrer que1les sont aussi isospectrales pour les conditions de
Dirichlet. dans le cas où M, M/H et iI/K sont orientables. Pour prouver cela.
nous avons besoin d’une représentation géométrique plus précise des actions de
groupes sur une variété orientée donnée par les pavages.
3.3.1. Pavages et réflexion
La démonstration du Théorème (le Sunada donnée par Pierre Bérard dans IBeJ
utilise une description précise des variétés quotients qui nous sera utile ici. L’idée
est que pour un sous-groupe H dun goupe fini G agissant de façon isométrique
sur (M.g). on peut représenter M/H comme IG/HI copies de 11/G recollées en
respectant la combinatoire imposée par G sur H\G. Plus précisément, supposons.
pour la simplicité, que (M,g) est frrmée, connexe, pas nécessairement compacte
mais complète (i.e deux poiiits quelconques peuvent être liés par une géodésique)
et que G est un groupe discret agissant de façon proprement discontinue, et tel que
I/G soit compacte, notons ‘G : M —* M/G, le passage au quotient. On définit
FG un domaine fondamental de l’action de G sur M comme un ensemble
satisfaisant les propriétés suivantes:
1
- FG C M et FG est connexe,
2 - Pour tout x M, G(x) n
3 - Pour tout x E FG et tout g E G. g(x) FG\{xJ.
L’idée d’un tel domaine est de trouver un ensemble connexe dans M, qui coiitiemine
un et un seul élément de chaque orbite de G. Par exemple, un domaine fonda
mental du groupe des translations entières de R2 est donné par un carré ouvert
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auquel on ajoute deux de ses cotés adjacents. Un domaine fondamental de la rela
tion antipodale sur le disque unité fermé de R2 est le demi-disque fermé, privé de
la moitié de son diamètre. L’existence d’un tel domaine n’est pas évidente à priori
pour un groupe n’agissant pas librement. Dans ce cas, nous devons caractériser
les réflexions.
Définition 3.12. Soit (M,g) une variété ‘riemannienne de dimension n, on définit
une réflexion comme un élément r e Isom(M,g) telle que FixTIi est une sous-
variété de dimension n — 1.
Remarque 3.13. Pour r une isométrie non-triviale contenant une sous-variété
N dans ses points fixes FixM, pour p E N, dr taisse fixe un sous-espace vectoriet
de dimension n — 1. Soit y e TM, un vecteur orthogonal à ce sous-espace (par
rapport à ta métrique g), comme dT préserve ta norme ainsi que l’orthogonalité
et que ce n’est pas l’identité, elle envoie y vers —y. En particulier, T est d’ordre
deux et il n’existe aucun point fixe, autre que tes points de N, dans t’image de
l’exponentielle en p. Far complétude, il n’existe aucun autre point que ceux de N
dans FixTM. Donc, r est une réflexion.
Les réflexions sont des éléments du groupe d’isométries de M qui changent l’orien
tation (i. e en chaque point, leur jacobien est négatif). Être une réflexion est une
caractéristique de classe de conjugaison dans le sens où r est une réflexion si et
seulement si pour tout u e Isom(M,g), u o r o u en est une.
Maintenant, on veut montrer l’existence des domaines fondamentaux FG, lorsque
G est un sous-groupe du groupe d’isométries dc (M,g), variété riemannienne
complète (et donc connexe), G ayant une action proprement discontinue. Posons
: {p e M I $tabG fid}}, il est à noter que a une structure de variété
ouverte dans M et que rrGIJ.’ : — 7rG(J\f) est un revêtement. On peut donc
trouver un ensemble connexe ‘, contenant un et un seul représentant de l’orbite
de tout point de .A[. En particulier, pour tout u e G, uÇl ) est une autre copie
de V dans .V. Notons la fermeture de dans , T- et la fermeture de dans
J\i, T11. Un domaine fondamental est donné par U (Vsj\VK). Que le groupe
6.5
G soit discret nous assure que peut être choisi de façon à ce que son intérieur
soit un ouvert non vide de M.
FIG. 3.1 Un pavage du disque hyperbolique
La connexité dc M et la deuxième propriété du domaine fondamental nous in
diquent qu’il est possible de paver M par des copies de FG. En choisissant un
domaine fondamental de hase, que nous noterons fd, dans M, l’action d’un élé
ment r de G. définit un passage de fd rtFd) =: FT et r(f0-) =: Fr00-. De plus,
deux éléments distincts de G correspondent à deux copies disjointes puisque sinon
il y aurait un élément non-trivial de G contenu dans le stabilisateur de chaque
point d’un ouvert non-vide. La variété M étant connexe, les copies de FG voisines




Lemme 3.14. Soit (M,g) une varZété riemannienne complète, soit G un sous-
groupe discret de son groupe d’isométries et soit fd un domaine fondamental
fixé de t’action de G sur M. Alors pour f1.f2. . F1 tes copies de FG telles que
codim(Fd fl ) 1, pour i = 1 t et r1,. . . T tes éléments de G associés à ces
copies (i.e r(FG) Fi), alors 3G := {r1. .
.
rt} est un ensemble générateur (pas
nécessazTement minimal,) de G et qui. à conjugaison près, ne dépend pas du choix
de ‘d’
La figure 3.1 illustre cette construction pour le disque hyperbolique. Le groupe
L impliqué ici est décrit à la section 3.4. L’image est extraite de jTj, on y a fait
apparaître une partie des éléments du groupe induisant le pavage. En conséquence
du lemme précédent. les réflexions sont. associées à des sections de fd\Fd incluses
dans les hvpersurfaces fixes correspondantes. Dans le cas où la dimension de M
est deux. ces sections du bord sont des géodésiques. Pour les générateurs qui ne
sont pas tics réflexions. le passage de à la copie voisine correspondante est
donnée en identifiant des points de deux copies de FG. c’est ce cas qui est trait.é
dans [Be] et nous nous concentrerons sur le cas des réflexions parce qu’il amène
des applications et des exemples concernant le problème mixte.
Lemme 3.15. Soit (M,g) une variété riemannienne compacte, connexe et orien
table, soit G un sous-groupe fini de son groupe d’isométries et soit fd un domaine
fondamental fixé de l’action de G sur M et 3G dfini dans le Lemme 3.1. Suppo
sons que M/G ait une structure de variété compatible avec le passage au quotient
alors si ilI/G est orientable les seuls éléments de BG qui changent l’orientation
de 1I sont des réflexions.
Démonstration. Rappelons qu’une variété n’est pas orientable si sou revêtement
d’orientation, construit à l’aide du transport parallèle n’est pas trivial. C’est—à-
dire, pour q e N, où (N.h) est une variété riemannienne connexe. on prend un
lacet Yq basé cri q. il est connu qu’on peut associer un automorphisme Pyq E
Àut(TqN), qui, à conjugaison près. ne dépend pas de q. Pour y TqN. P7q(V) est
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défini comme le transport parallèle de e le long de 7q’ c’est-à-dire l’unique P7q (e)
w(1), où w : [0,11 —+ T7g(t)N est tel que V,I(1)w(t) O pour tout t. En prenant
une base de TN. on peut montrer que Pq est auto-adjoint par rapport à hq. en
particulier son déterminant est non-nul. De plus. Pq dépend continuement de la
classe dhomotopie de 7q’ Le morphisme sg : — signe(det(P.)) est donc bien
défini sur le groupe fondamental ni(N) et ainsi: 1V est orientable si et seulement
si : 7ri(N) — Z2 est trivial. On peut consulter [KNj pour les explications et
les preuves.
Supposoiw quil existe un élément u E BG qui change l’orientation sans avoir
d’hvpersurface fixe alors il est possible de choisir un élément p E fd et un chemin
‘: [0,11 — M tel que (0) pet 7(1) u(p) qui ne passe par aucun point fixe des
éléments de BG. En passant au quotient KG 0 7 est un représentant d’un élément
du groupe 7r1(M/G). Le transport parallèle sur M/G est le transport parallèle sur
M. étant donné qu’il dépend ulliquement de la métrique obtenue par pull-hack.
Le morphisme g. défini ci-dessus. n’est pas trivial sur ce représentant. donc \I/G
n’est pas orientable. D
3.3.2. Le Théorème de Sunada pour le problème Dirichiet
Théorème 3.16. Soit (M,g) une variété riemannienne, compacte, fermée et
connexe et G < Isom(M,g) fini. Supposons que H,K < G satisfassent ta condi
tion W (i.e W G. #([rl n H) = #([r1 fl K)) et que M/H et M/K soient
des variétés orientables à bord alors M/H et M/K sont isospectrates pour tes
conditions de Neumann et de Dirichlet.
Démonstration. Le fait que M/H et M/K soient isospectrales pour les condi
tions de Neumarin est simplement le Théorème de Bérard (3.8) avec la définition
de spectre ponr les orbivariétés et ne nécessite pas (le condition sur l’orientabilité.
Pour l’autre cas. on suppose la variété M orientable, sinon le revêtement d’orien
tation satisfait les mêmes Iropriétés que M et bien que les groupes d’isométries
6$
soient différents, en caractérisant les élements de la pré-image de G. H et K par
le changement d’orientation qu’ils induisent on peut démontrer qu’ils satisfont
aussi la condition de Sunada.
Soit F’ un domaine fondamental fixé de Faction de H sur M et B’ : {r1..
.
l’ensemble générateur de H associé à l’ensemble des voisins de •F. comme décrit
dans le Lemme 3.14. Il y a une correspondance bi-univoque entre les fonctions
satisfaisant les conditions de Dirichiet sur M/H et les fonctions sur M qui sont
impaires par rapport aux réflexions génératrices de B”. En effet. ces dernières
s’annulent nécessairement sur les hypersurfaces laissées fixes par les éléments de
De l’autre côté, une fonction s’annulant au bord de M/H se définit aisément
sur Ff et peut être prolongée en une fonction continue sur M en posant d’abord
f(h(x)) sg(Ïi)f() pour x e Ff et h H. Ceci produit une fonction continue et
aussi régulière que f dans la mesure où. d’une part. sg est un homomorphisme et
d’autre part, les voisins de Fj partageant une section du bord que nous noterons
Z = F n h(Ff) pour h e B’’ sont, par hypothèse:
(1) soit obtenus par des éléments qui ne changent pas l’orientation (sg(h) 1)
et alors h(Z) Z et rr’j(Z) C M/H.
(2) soit obtenus par des éléments qui changent l’orientation (sg(h) = —1),
alors h(Z) Z et uH(Z) C 8M/H donc f O.
Pour faciliter la lecture, les fonctions impaires par rapport aux éléments de H qui
changent l’orientation sont maintenant appelées les fonctions H-impaires.
Comme pour la preuve du Théorème de Sunada iious allons mnontrer que. dans
tout espace propre du Laplacien sur M, la dimension du sous-espace des fonc
tions H-impaires est la même que la dimension de l’espace des fonctions propres
s’annulant sur le bord de M/K. Pour obtenir cette dimension on considère de
nouveau la trace de la projection sur l’espace des fonctions H-impaires que nous
allons définir ci-dessous.
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Pour ) E Spec(M). E(M) est l’espace des fonctions propres du Laplacien asso
ciées à la valeur propre ). on a une représentation matricielle de G dans E(ii)
donnée par A (voir section 1.4.2). L’application qui va nous intéresser est
prJJ := —-sg(h) A
hH
Pour montrer que c’est bien la projection recherchée on vérifie premièrement
que prÀH(f) = f pour une fonction f H-impaire. Ensuite, pour . une fonction
quelconque de EÀ(M), il faut montrer que prH() est impaire par rapport aux
réflexions de B’. En effet, soit r E H, on a
AToprH() = sg(h).A0, sg(h’).sg(r).A, = sg(r).pr()
TOhCH h’H
Ainsi, l’opérateur pr est bien la projection sur les fonctions H-impaires. La
condition de Sunada, la linéarité de l’opérateur trace, et le fait que les applications
trace et sg soient constantes sur les classes de conjugaison. nous donnent
trace(prH) trace(—- sg(h) A) trace(—- sg(k) A)
IiCH kEK
L’opérateur ZkCK sg(k).Â est la projection sur l’espace des fonctions K-impaires.
Ces fonctions s’annulent doiic sur les bords des domaines fondamentaux de K
correspondant à des éléments de BK qui changent l’orientation. Par hypothèse,
M/K est une variété orientable et donc par le Lemme 3.4.2 les éléments de B’
qui changent l’orientation sont des réflexions.
Remarque 3.17. La condition d’orientabitité est nécessaire, Bérard et Webb ont
exhibé dans BWJ un exempte de deux surfaces construites à partir d’un triplet
de S’a’nada qui sont Neumann isospectrates mais pas DirichÏet isospectrates. L “une
dc ces surfaces est orientabte, l’autre pas.
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3.4. UN EXEMPLE POUR LE THÉORÈME DE SUNADA
L’exemple de variétés isospectrales et nou-isoiriétriques qui est expliqué ici est
un exemple de domaines planaires (dans R2) donné par Buser. Conway, Doyle
et Sernmler dans [BCDSJ. La démonstration de leur isospectralité est donnée en
ternies de transplantation de fonctions et il y a très peu d’informations quant au
groupe et aux différents sous-groupes impliqués. C’est ce dernier point de vue qui
est décrit dans cette section.
3.4.1. Un triplet de Sunada (G,H,K)
D’abord il est important de trouver un groupe ayant des sous-groupes non-
conjugués satisfaisant la condition de Sunada. Soit G — GL(3.2) le groupe des
matrices inversibles 3 x 3, à coefficients dans Z2, nous allons montrer que les




1-W E G, #([r]flH) = #([rlflK),
2- H et K ne sont pas conjugués dans G.
La démonstration de ce théorème se retrouve dans IBul.
3.4.2. La construction
Maintenant, pour construire des exemples de variétés isospectrales et non-isomé
triques il nous suffirait idéalement de trouver une variété riemannienne (M,g)
dont le groupe d’isométries est exactement G et ensuite appliquer la méthode de
Sunada. Puisque l’on cherche plus spécifiquement des exemples de dimension 2,
il n’est pas évident que l’on pourra trouver une telle variété. C’est entre autres
pour cette raison que le groupe G GL(3,2) est particulièrement intéressant.
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En effet. il est simple et a 16$ éléments. À isomorphisme prés. il n’existe qu’un
seul groupe simple de 16$ éléments. Comme P$L(2,Z7) en est un aussi, on a
PSL(2,Z7) GL(3,2). D’autre part, il y a un homomorphisme surjectif connu
de PSL(2.Z) dans PSL(2.Z7), où PSL(2.Z) SL(2,Z)/{Id. — Id} est appelé le
groupe modulaire et a une action naturelle et isométrique sur le plan hyperbolique
muni de la métrique de Poincaré (H.ds). «est-à-dire H := {zx + iy Cy > 0)
avec ds := 1(dr2 + dy2) et l’on associe la matrice A = ) PSL(2.Z)
et la transformation A : H — H z . Il est donc naturel de chercher des
exemples dans le plan hyperbolique (ou l’une de ses représentations).
De plus. il suffit de chercher un groupe L agissant isométriquement sur le plan (ou
le disque (D,d)) hyperbolique tel qu’il existe un hornomorphisme surjectif
L —> G. Ainsi (D/(Ier),d*) est une surface hyperbolique compacte contenant
une image de G dans son groupe d’isométries. Pour s’assurer que les surfaces
obtenues par le passage au quotient par H et K ne sont pas isométriques on
verra ciuil est possible de déformer cet.te surface en conservant Fisospectralité.
On obtient ce groupe L en considérant le pavage du disque hyperbolique par
un triangle équilatéral d’angle . Le groupe de Weyl, L est déterminé par ses
générateurs c’est-à-dire les 3 réflexions par rapport aux côtés de ce triangle.
L:=<a.b.ca2=b2=c2=Id.(ab)4=(bc)4=(ac)1Id>
C’est le plus ‘gros” groupe ayant des générateurs satisfaisant ces propriétés 1CM],
dans le sens où tout groupe ayant des générateurs possédant ces relations est un
quotient de L. On obtient l’homomorphisme surjectif recherché : L —* G, en




A= 010 B= 100 C iii
110 001 100
Ensuite, il faut vérifier que ces matrices engendrent G. En fait, il suffit de vérifier




De fait, on trouve que CABABC = Et,, BEB = E et posons D = CBCAB,
on a BARD = E31, (AB)3D = E, CBADABDABC = E, et enfin E12 =
CBADABÂBACE.
t : L -÷ G est donc un homomorphisme surjectif. Notons N = Ker t. M := /N.
munie de la métrique d? faisant de ce revêtement d’orbivariétés, un revêtement
riemnnien, est une surface constituée de 168 copies d’un triangle équilatéral
hyperbolique. En particulier, M est compacte et connexe.
Proposition 3.19. M est sans boni et non-orientable.
Démonstration. D’abord, montrons qu’elle n’a pas de bord. On sait que M
est connexe, parce qu’eUe est le quotient de B par un groupe qui agit de façon
proprement discontinue N < L. De plus, son poupe d’isométries contient un
sous-poupe de 168 éléments qui agit de façon transitive sur un pavage donné par
des triangles équilatéraux. Si M a un bord, chacune des copies de ces triangles
estsurlebord.OnsaitaussiqueBG={A,B,C}avecABdordre4,ainsiM
contient 21 polygônes à 8 côtés. Par connaité et par la structure donnée par
l’action de G, ces polygônes sont recollés deux à deux le long d’au moins un côté
d’un de ces triangles. Celui-d est donc à l’intérieur de M, contradiction.
Pour montrer que M n’est pas orientable. On peut montrer que C et CBCB sont
conjugués dans G par un calcul explicite. Étant donné que t est surjectif ceci
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implique que dans L on a l’égalité d’ensembles suivante, pour uii certain u E L,
uNcN cNbNcNbNuN. En particulier. ceci indique qu’il y a des éléments
qui changent l’orientation dans N parce que u’cbcbu E cN. Soit N {u E
- préserve l’orientation de u}. jV est un sous-groupe normal strict de N et
de L. de plus. par le théorème disomorphisme N/N = 2. D’autre part. N ne
contient pas dc réflexion puisque M n’a pas de bord, on peut donc montrer en
reprennant le même type d’argument que dans la preuve du Lemme que D/N
est le “revêtement d’orientation” non trivial de M := D/N. D
M/H et 1I/K sont des domaines hyperboliques à bord. isospectraux par rapport
aux conditions de )euman;i. Chacun d’eux est constitué de T triangles équila
téraux, hyperboliques dont la disposition respecte la combinatoire imposée par
l’action des générateurs de G sur H\G et K\G. On peut retrouver l’image de
ces domaines simplement en trouvant des représentants des classes de H\G et
de K\G, et en recollant 7 copies d’un triangle équilatéral. On peut montrer que
K\G {K.Ka,Kb.Kc,Kba,Kcb.Koc} et H\G = {H.Ha.Hb,Hc.Hab.Hbc.Hca)
cii vérifiant soigneusement les relations satisfaites ces éléments. Ensuitc’ 011
prend un triangle équilatéral d’angle , chacun des côtés correspond à l’axe de
réflexion d’un des générateurs. On recolle ces deux séries de triangles commue dans
la figure 3.2.
Les domaines hyperboliques obtenus sont clairement isométriques grâce à l’iso
métrie donnée par les axes (médianes) de réflexion du triangle équilatéral hy
perbolique de base. En fhit. ceci signifie que G est uii sous-groupe (strict) du
groupe d’isométries de M et que H et K sont conjugués dans Isom(M.hyp.).
Pour obtenir des domaines non isométriques mais isospectraux. il suffit de dé
fbrmer la métrique sur M de façon à réduire son groupe d’isométries à G. On
peut travailler directement sur la base IiI/G puisqu’elle est connue et détermine
la métrique sur M (revêtement riemannien). Il est clair qu’il suffit d’en éliminer
les isométries. Ou peut par exemple multiplier la métrique de M/G par uiie fbnc
tion positive définie sur M/G et non invariante par rapport aux isométries 11011
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FIG. 3.2 Représentation de M/K (à gauche) et M/H (à droite).
triviales de M/G. Ceci est une transformation conforme, conserve les angles du
triangle et donc les relations qui nous intéressent. Notons cette nouvelle mé
trique. Comme H et K ne sont pas conjugués dans Isom(M, o ) et satisfont
la condition (fl, le Théorème de Sunada (la version de Bérard) nous assure que
Spec(M/H) = Spec(M/K,) et que (M/H,) et (M/K,) ne sont pas
isonriétriques.
Le procédé décrit ci-dessus peut s’appliquer généralement. Suiiada montre. dans
son article original jSuJ, que pour les hypothèses de son théorème, il existe tou
jours une nriétrique sur M/G, rendant M/K et M/H non isométriques. Cette
métrique élimine les isométries non-triviales de M/G.
On a donc (M/H,) et (M/K,) isospectrales mais pas isométriques, la preuve
par trallsplantation de Bérard nous assure qu’il existe nue transplantation en
voyant les fonctions propres de M/H sur celles de M/K, et inversement. Comme
(M/H,) et (M/K,<) ne sont pas isométriques, on sait que la tranplantation
est non triviale et dépend seulement de l’agencement des triangles. À partir de là,
on peut transformer le triangle (hyperbolique) en un triangle ayaiit trois angles
aïgus distincts et donc aucune isométrie non-triviale. Les domaines obtenus ne
sont pas isométriques mais grâce à la transplantation. ils sont toujours isospcc
traux pour des conditions Neumann au bord. Grâce au Théorème 3.16, ils sont
aussi isospectraux pour les conditions de Dirichiet. Il y a un choix continu pour
les angles du triangle de base, en effet, il suffit de prendre trois nombres distincts
c. 8. ‘y ]O,vr/2[ tels que c + 8 + ‘y = r. Il y a donc une famille continue de
domaines isospectraux et non-isométriques pour les conditions de Dirichiet. de
Ncumann et comme nous verrons, certaines conditions mixtes.
FIG. 3.3 Exemple de domaines planaires isospcctraux et non isométriques avec
condition Neumann ([BCDS])
Dans ce cas-ci, on aurait pu montrer beaucoup plus rapidement que les domaines
obtenus sont isospectraux en explicitant la transplantation de fbnctions impliquée.
Les numéros dans les figures 3.3 donnent les indications pour transplanter les
fonctions propres satisfaisant les conditions Neumanii au bord. La figure 3.4 donne





FIG. 3.4 Exemple de domaines planaires isospectraux et non isométriques avec
condition Dirichiet ([BCDS])
FIG. 3.5 Exemple de domaines planaires isospectraux et non isométriques avec
conditions mixtes
3.4.3. Exemple avec conditions mixtes au bord
La figure 3.5 donne une transplantation explicite pour des conditions mixtes au






Il ll’est pas évident, à priori, qu’il soit possible de construire des exemples de varié
tés isospectrales mais non-isornétriciues pour un problème mixte avec la méthode
de Sunada. Celui décrit ci-dessus semble être obtenu de relations algébriques
entre H et K et il semble clair qu’il existe une explication algébrique du type
donné dans ce chapitre. L’un des intérêts de cette explication algébrique, serait
d’être probablement applicable à une large famille d’exemples. De fait. les nom
breux exemples de domaines isospectraux présentés dans l’article BCDSj sont
contruits à partir de triangles et du même triplet (G.H,K) de $unada (lui a été
décrit dans cette section. Ils mèneraient alors à d’autres exemples de domaines
isospectraux avec conditions mixtes.
3.5. ISOSPECTRALITÉ ET CONDITION MIXTE
Du moment où l’on s’intéresse au problème avec conditions mixtes, l’isospectra
lité nnnplique pas nécessairement deux variétés riemanniennes distinctes. Par
exemple. pour une variété riemannienne à bord (\I,g), ou peut se demander
si deux parties distinctes f, f2 C 8M peuvent produire le même spectre tic
Spec(M.fi) = Spec(M,f2)). Est-il possible. pour une métrique fixée sur M. (le
caractériser les triplets (M,f1,f2) tels que Spec(M.f1) = Spec(M.f9)?
Évidemment, il existe des exeiriples triviaux de triplets, tels:
- (M,f,a(f)), pour (M,g) une variété riemannienne à bord, f une partie non-vide
du bord et u un élément du groupe d’isométries de (IiI,g),
— (M,f,O), pour (M,g) une variété à bord et F un ensemble fini de points.
Trouver de tels triplets (M,f1,f2), dans le cas où f2 = 8M\1, revient au pro
blèmne Dirichlet-Neumann isospectralité exposé à la section 2.5.2. Cette question
à été étudiée daiis l’article jJLNPJ où les auteurs ont exhibé une méthode sys
témnatique pour construire des domaines avant une partition du bord Dirichlet
Ncumann isospectrale.
‘7$
3.5.1. Un exemple Dirichlet-Neumann isospectral
Dans cette sous-section. on détaille un exemple présenté dans l’article [JLNPI.
afin d’exhiber la structure algébrique sous-jacente. La figure 3.6 montre l’exemple
en cyuestion. le domaine Q et la partition du bord Dirichlet-Neumann isospectrale.
Notons f1 la partie Dirichiet du problème I et f11 pour le problème II. où fi1 =
fC
I.
Théorème 3.20. $pec(Q,fj) $pec(QT11).




La transplantation explicite est donnée FOUT une fonction f [O.ir] — R satisfai
sant les conditions I sur Q. par
T(f)(O) =
f( - Oa’) - ,f( + 6.r) O e [O.],
f(O — — f( — O,7) O e [.ir].
On peut obtenir ces demi-disques à travers un revêtement ramifié d’orbivariété.
Ceci permettra aussi de démontrer l’isospectralité des deux décompositions. Bien
que cette démarche soit pins longue. ce qui nous intéresse ici est de mettre en
valeur une certaine structure algébrique.
Démonstration. Prenons donc le revêtement ramifié à deux fbuillets, qui sera
noté V, du disque unité U et parairiétrisé par les coordonnées polaires (O.i’), avec
O e [O,47F{ et r e [O,1[ (voir figure 3,7). On considère le problème mixte sur V
déterminé par
ir 3ir 57F 77F 9ir llir l3ir 157Ff := {(O.1) g e ]—.—[ U ]-----[ U 1—T—-— U
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FIG. 3.7 Le revêtement ramifié V du disque unité.
—
La partie f est trivialement Dirichlct-Neumann isospectrale par la rotation de .
Considérons maintenant les isométries suivantes:
ni : (,r) (4r — ,i) et y1: (.r) (2r —
Notons K1, le sous-groupe engendré par ‘u1 et e1 et retriarquons que:
(1) les isométries u1 et u1 sont dans Isom(VT).
(2) u1 et u1 sont des réflexions. fix,V = {(.r) I O = r ou O = 3ir} et
Fix,1V {(Or) O 271 ou 0=
(3) le groupe Ky est un groupe dc Mcm (i.e u et ei commutent et sont dordre
2),
(4) comme revêtement (ramifié) cl’orbivariété, V/K1 Q.
Les fonctions sur Q qui satisfont les conditions L sont en correspondance avec
celles de V satisfaisant les conditions doiinées par f et qui sont paires par rapport
à ‘u1 et impaires par rapport à u1. Notons E = {f E E(V.f) fouy f. fou1
—f} et ainsi, comme précédemment. pour toute valeur propre À E Spec(Q,fi).
E(Q,f1) E3.
On peut construire uii groupe similaire à K1. afin d’obtenir le problème II. En
effet, notons
‘u2: (O,r) (3ir — O,’,) et y2 : (O.r) F- (7 — O,r)
et ‘2 le sous-groupe d’isométries de V engendré par ‘u2 et u2, il possède les
mêmes propriétés 1 à 4 que K1. De fait, K1 et Ix2 soiit conjugués par la rotation
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s: (O.r) ( + O,r) de V. De même. on définit E = {f E(V,f) f o u2
f, f o y2 —f} et on a pour \ E Spec(Q,fjj), E(ÇTfJJ) E.
Comme dans la preuve du théorème de Sunada. on est intéréssé à la dimension
des sous-espaces E et E. En effet pour montrer que Spec(Q,f jy) = Spcc(Q,Fj).
avec multiplicité. il suffit (le montrer que dimE, = dimE, en prenant la trace de
projections adéquates.
Notons k dimEÀ(V.f) et Â : Isom(V,f) — GL(r.k) la représentation ma
tricielle de Isom(VT) dans les automorphismes de E(V.f).
Étant donné que K1 et K2 sont chacun des sous-groupes commutatifs. les projec
tions sur E, et E sont données respectivement par:
p’ := (Id + A — A1 — Âuiovi)
P2 (Id + Â2 — —
On vérifie aisément que pour i 1.2. pi o pi
pt.
gràcc à la commutativité
de u et v et que pour une fonction f E EÀ(V.F), Â (p(f)) = —(p(f)) et
(p(f)). Cc sont donc bien les projections recherchées. finalement,
étant donné que K1 et K2 sont conjugués.
diirOE, tracc(p,) trace(p2) dirnE
L
Lne preuve très similaire est présentée dans l’article [JLNP]. Lintérêt de la dis
cussion ci-dessus ricst certainement pas de simplifier la preuve ruais de mettre
en valeur l’aspect algébrique du problème. Les autres exemples de Dirichiet
Neumann isospectralité présentés dans l’article, peuvent également être obtenus
comme quotients de la. manière décrite ci-dessus. De fait, la dernière démonstra
tion n’utilise que les hypothèses de la proposition suivante:
Proposition 3.21. Soit (M,g,) une variété riemannienne à fermeture compacte.
ayant ‘ar bord non-vide et f C Oui ‘une partie du bord qui est trivialement
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Dirichtet-Neumann zsospectrate. Alors pour tout groupe de KÏein K < Isom(M,f)
contenant deux réflexions u et y, O(M/K) admet une partie Dirichtet-Neumann
isospectrate donnée par lrK(f) U nK(FixVM).
Introduisons quelques notations afin de clarifier la dernière proposition. Pour T
et. u des isométries dc M. notons c(r) = U O T O U1. le conjugué de T par u et
définissons lensemble I := {u e Isom(M.g) I u(f) Tc} qui est sUpposé non
vide. Pour K < Isom(M,f) et u e L on a naturellement M/K M/(c(K)) et.
OM/K\(irj(f) U nj(FixM)) = 7Cc (N)(f) U nK(Fix()M). La Proposition 3.21
affirme alors que:
Spec(M/K,frK(f) U 7TK(fixVM)) $pec(M/c(K),7rK(f) U 7rl<(Fix()M))
3.6. CoNcLusIoN
La Proposition 3.21 ne peut produire d’exemples différents de ceux donnés par la
construction systématique décrite dans l’article [JLNPI. Son intérêt est d’exhi
ber la relation entre la structure du groupe d’isométries d’un certain revêtement
et les exemples en question. Dans ce même article, les auteurs posent quelques
problèmes ouverts, à savoir, entre autres, s’il est nécessaire qu’un domaine ait
une certaine structure algébrique pour admettre une partie du bord Dirichlet
Neumann isospectrale. En fait, on peut construire un revêtement d’orbivariété
d’un domaine â bord admettant une action du groupe de Nlein. Cette construc
tion dépeimd du choix d’une partie du bord qui doit être suffisament régulière.
Cependant, ce revêteiïient nest pas lisse, à moins de transformer la métrique et
donc le domaine de base. Le revêtement se coiistruit comme suit.
Soit (M,g) une variété riemannierme à firmneture compacte et fo C M0 une
partie ouverte contenant uii nombre fini de composantes connexes. Prenons quatre
copies de iii notées Iii00, iii01. Iii et ii, on recolle ensuite deux couples le long
des images de f dans chacune d’elle. Notons ce recolle;nemit iiI1 = Moo Up i1i et
iii9 iiij Up Finalemrieut on recolle ces deux copies le long de leur bord qui
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FIG. 3.8 Exemple
[1H t « «t
est l’union disjointe de quatre copies de fC 3M\f, c’est-à-dire que l’on prend
M M Ufc iI2. En général. si on impose la métrique faisant du revêtement
d’orbivariété M —÷ M un revêtement riemannien il y aura des hypersurfaces
singulières correspondantes aux endroits où l’on a recollé les différentes copies.
En fait ce qui nous intéresse ici «est surtout d’imposer uiie metrique permettant
de conserver le groupe d’isométries de M sans trop l’agrandir et que iII soit une
variété lisse qui possède deux isométries d’ordre 2, u et u telles que u(Mo)
‘u(M1) et v(lio) u(M1) pour i = 0,1. En supposant que cette métrique
existe. ‘u et o commutent et donc le groupe K. quelles engendrent. est un groupe
de Klein.
De plus. M/K ïI et suivant les idées décrites dans ce chapitre on pourrait
montrer que f est Dirichlet-Ncumann isospectral (avec cette nouvelle métrique)
si et seulement si pour tout À e Spec(M,j) , dimE = dimEj, où
= ff e E(M.) fou f,f ou = —f}.
{j e E(M,) fo u = —f, fou = f
Eu fait, on peut même montrer que dans ce cas-ci. f est Dirichlet-Neumann
isospectral si et seulement si les traces des représentations matricielles de u et u
sont égales sur chaque espace propre EÀ(M,). Ce qui est vrai, entre autres, si u
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et r sont conjugués dans le groupe d’isométries de mais le cas échéant f
est trivialement Dirichiet-Neumarin isospectral.
L’intérêt de cette construction est comme on l’a dit la structure algébrique. Peut-
on obtenir un résultat inverse pour les problèmes de Dirichlet-Neumann isospec
tralité avec l’approche algébrique? Hubert Pesce a démontré. dans l’article jPej,
une réciproque générique au Théorème de Sunada. qui fonctionne. entre autres,
lorsque le groupe est commutatif et la variété de dimension 2. Dans notre cas. ce
résultat ne s’applique pas directement parce que l’on veut obtenir deux types de
conditions au bord de surfaces quotients. Peut-on les adapter? En combinant ces
résultats potentiels avec la preuve de Bérard qui construit une transplantation
à partir d’une situation algébrique, peut-on dériver une implication du type: si
(Mi) est Dirichlet-Neumann isospectral alors il existe une transplantation de
E,,(M.f) dans E,jM.fc) ? Il est certain que ceci serait un chemin intéressant
en vue de démontrer la Conjecture 2.18 affirmant que le disdlue n’admet pas
de Dirichlet-Neurnann isospectrahté non-triviale. En effet, l’aspect cyclique et la
courbure uniforme du bord du disque laisse croire qu’il n’y a pas de transplanta
tion non—triviale.
La recherche de variétés isospectrales mais non-isométriques est motivée par
le problème inverse: quelles propriétés topologiques, différentielles ou rieman
niennes d’une variété sont déterminées par son spectre? Par exemple, dans leur
article BW1, On ne peut entendre t’or’icntabilité d’une surface. Bérard et Webh
ont exhibé un exemple de deux variétés Neumann-isospectrales mais dont l’une
est orientable et l’autre pas. Ceci nous indique que l’orientabilité d’une surface ne
fait pas partie des caractérisitiques déterminées par le spectre pour les conditions
de Neurnaun au bord.
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Si on s’intéresse aux variétés à bord. on peut se demander si les conditions impo
sées au bord vont influencer cette dépendance. Par exemple, les variétés citées ci-
dessus sont Neumann-isospectrales mais pas Dirichlet-isospectrales. Le problème
mixte est un bon outil pour explorer cette problématique.
Lapproche algébrique à la recherche dexemples non-triviaux de variétés isos
pecttralcs. initiée en partie par $unada. fut très prolifique. Non seulement par le
nombre et même les familles continues d’exemples mais aussi par leur intérêt. Ces
constructions ont permis de poser des limites à l’ensemble des propriétés géomé
triques déterminées par le spectre du Laplacien. Pour le cas mixte, cette recherche
dexemples de variétés isopectrales débute. une méthode algébrique pourrait aider
à cerner les possibilités.
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