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I. Introduction
The Gini index is the most commonly applied inequality measure in the literature, probably because of its link with Lorenz curves which give an intuitive and graphical representation of inequality. Its main application has been in the measurement of inequalities in income and wealth, but it has also a long history in other areas. For example, it has appeared as an inequality measure of health indicators (among others Le Grand, 1987 , Pradhan et al., 2003 , educational attainment (among others Sheret, 1988 , Lin, 2007 , business concentration (among others Hart, 1971, Buzzacchi and Valletti, 2006) , scientific publications and citations (among others Allison and Stewart, 1974) , legislative malapportionment (Alker, 1965) , astronomy (Abraham et al., 2003) , and many others.
The most frequently cited shortcomings of the Gini index are its violation of subgroup decomposability (see e.g. Bourguignon, 1979) , and the bias due to data that is grouped by categories or into ranges (see e.g. Gastwirth, 1972) . 1 The latter issue commonly arises with income or tax statistics that are grouped into deciles or quintiles for confidentiality reasons. Grouped data is also the main source of information on income distributions provided through the POVCALNET interactive computational tool of the World Bank (World Bank, 2008) , and recent publications on regional and global inequality have also used grouped data (among others Sala-i-Martin, 2006) . Previous empirical research suggests the grouping of income into relatively small number of categories imparts a non-negligible bias. For example, using the 1984 US Current
Population Survey and the 1979 -1980 Israeli Family Expenditure Survey, Lerman and Yitzhaki (1989 show that the bias from using grouped data with 10 and 5 income categories is about 2.5 and 7 percent of the Gini as calculated from micro data.
Several solutions have been proposed to cope with the dependence of the Gini index on the number of groups. First, a common approach is to reduce the bias due to grouping by estimating parametric functions that satisfy the properties of a theoretical Lorenz curve. 2 The estimated parameters are then used to estimate the Gini coefficient (among others Kakwani, 1980 , Kakwani, 1986 , Villaseñor and Arnold, 1989 , Ryu and Slottje, 1996 . This approach is popular among applied researchers (among others Datt and Ravallion, 1992, Bigsten and Shimeles, 2007) and has been implemented in the POVCAL software of the World Bank (2008) . Despite its popularity, empirical uncertainty is the major disadvantage of this approach. Schader and Schmid (1994) show that most parametric functions give unreliable estimates of the Gini coefficient.
A second approach is to define non-parametric bounds on the Gini index (Gastwirth, 1972 , Mehran, 1975 , Murray, 1978 , Fuller, 1979 , Ogwang, 2003 , Ogwang, 2006 which has the advantage that -compared to parametric functions -it does not make any assumption on the shape of the underlying Lorenz curve. These nonparametric bounds have been shown to outperform the approach using parametric functions (Schader and Schmid, 1994) , but do require information on the lower and upper limit of each group. 3 The intuition is that the lower bound of the Gini corresponds to a situation where all individuals within a group have the same amount, while the upper bound reflects a situation where inequality is maximal in each of the groups.
2 These are: twice differentiable, convex, monotonically increasing and passing through ( ) 0,0 and ( ) 1,1 . 3 The various methods mainly differ with respect to the information requirements of the overall and group-specific means.
In a recent study Deltas (2003) has attempted to address the related issue of small-sample bias, particularly in the context of business concentration. Here the bias arises not because of grouping, but is due to only having a few observations such as firms in an industry (Spiezia, 2003 , Blyde, 2006 , Li, 2006 , Reynolds-Feighan, 2007 .
Deltas (2003) approach involves dividing the estimated Gini by its potential maximum to reduce the bias due to small samples which he denotes as a first-order correction term. The main advantage of this procedure is its relative simplicity and transparency in application. However, as the bias of the Gini is distribution specific, there might be a remaining (second-order) bias after applying this procedure. Despite the latter bias, his Monte Carlo simulations show that the procedure manages to reduce the bias in small samples.
In this paper, we develop a simple first-order correction term to deal with the bias of the Gini due to grouping by treating grouping as a form of measurement error.
We first revisit the first-order bias correction term of Deltas (2003) that addresses smallsample bias, and show it worsens matters if applied to grouping. Our first-order correction term reduces the bias due to grouping considerably when applied to the income distributions of the 15 European countries and the US. It also provides an exact expression for the remaining second-order bias with an intuitive interpretation, and thus allows assessing the bias reduction of the first-order correction term for various shapes of the underlying distribution functions. An additional advantage is that it allows for groupings of unequal size.
The remainder of this paper contains four sections. We start by revisiting Deltas' (2003) first-order correction for the Gini. The next section derives and discusses our first-order correction. We then illustrate the bias due to income groupings of the Gini and the performance in terms of reducing the bias of our first-order correction in the third section. The final section contains the conclusions.
II. The first-order correction term of Deltas (2003) revisited
The Gini can be estimated using several equivalent formulas. For our purposes the following one is the most useful (Kakwani et al., 1997) , i.e. , so one obtains an upper bound of the Gini index equalling +1 which is independent of n.
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Deltas (2003) shows that his first-order correction term reduces the absolute value of the small-sample bias using a Monte Carlo simulation, but as the correction term only depends on n, a second-order bias remains, except for the case where the distribution of income is exponential. The magnitude of the remaining bias is increasing in the variance and kurtosis of the underlying distribution and is reducing in the skewness. The latter is in line with the Gini being mostly sensitive to transfers close to the mode as there are a high number of individuals between the transferring parties (Borooah, 1991) .
III. A first-order correction term for grouping
In this section, we present a first-order correction term for the bias of the Gini due to grouping and discuss its properties. It derives from three steps. First, we compare equation (1) for n observations and for a situation where one constructs K groups from these n observations.
6 Second, we draw a parallel with the econometric literature on measurement error models (for example Cameron and Trivedi, 2005, chapter 26 ). Third, we let the number of observations approach infinity, while keeping the number of groups (and their relative size) fixed. 5 The first-order correction term removes the small-sample bias of the absolute mean difference. Deltas (2003) shows that this unbiasedness of the absolute mean difference does not translate to the Gini since the Gini is a non-linear combination of the absolute mean difference and the mean. 6 Note the similarity with the difference between the OLS and between estimator for panel models (Cameron and Trivedi, 2005, chapter 21 7 It is important to note that the equality between equation (1) and (2) holds under the properties of OLS as arithmetic tool, and that no additional assumptions must be made.
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A. Groups of equal size
In order to understand the bias of the Gini that results from grouping n observations into K groups of equal size 9 , it is helpful to see that equation (2) reduces
where we have added ' K '-superscripts to refer to the grouped data case,
is the fractional income rank of group Consult appendix A for a derivation of the variance of the fractional rank. 8 Consult appendix B for a derivation of the equality between equation (1) and (2). 9 For ease of exposition, we first derive the first-order correction term for equally sized groups, i.e. n K observations per group. The intuition and derivation is similar for unequally sized groups and is shortly discussed in the next section.
(if there is no income variation in each of the K groups) to the estimate of the Gini based on n observations, i.e.
The goal of the remainder of this section is to establish an exact relationship between n G and K n G using equations (2) and (3). Comparing the latter equations reveals that both RHS and LHS differ. The difference in the RHS can be interpreted as a measurement error problem, i.e. we observe the rank of income at the level of the groups rather than one at the level of the n observations. More exactly, let's start from equation (2) and add an equation that describes the measurement error
where g i δ is the measurement error with zero mean and g i R is the fractional income rank of group g defined at the individual level, i.e. every individual in group g gets the fractional income rank of group g , i.e. g R . Assuming that we do observe the actual income level i y but not the actual fractional income rank i R , i.e. substituting equation
It is impossible to estimate β from equation (6) 
In order to derive an expression relating n G and K n G , we need to establish one additional relationship that addresses the difference between the LHS of equations (2) and (3). After some algebra, one can establish that
which shows that MER β is related to K n G by the ratio of the variances of the actual fractional income rank and that of the fractional income rank of group g -
Combining equation (8) and (9), allows us to come up with a useful equation that expresses the Gini estimated from n observations as a function of -among othersthe Gini estimated from a grouping of these n observations, i.e. 
, and hence ( )
11 Consult appendix C for a full derivation. 12 Consult appendix D for a full derivation.
Assuming that n →+∞ and K < +∞ (i.e. the number of groups in the population and their relative size is fixed) results in ( )
. Equation (10) reveals some interesting insights. First, we have only used the properties of OLS as an arithmetic tool and the properties of the fractional rank to come up with equation (10).
Second, equation (10) provides a first-order correction term and an expression for the remaining second-order bias. The first-order correction ( )
term, but is smaller and has two intuitive interpretations, i.e. it equals a "grouped data"
adjustment of the variance of the fractional rank, and it is also related to the inverse of the covariance between the actual fractional rank at the individual level and that of group g , i.e. ( ) ( ) (2) and (5)).
B. Groups of unequal size
Until now we have assumed that the K groups are equally sized. Equation (10) is however easily generalised to groups of unequal size. Assume that u n is the number of observations in group 1, , u K = … (3) and (4):
Equation (11) 
It is straightforward to see that equation (11) and (14) are identical, except for the unequal group sizes. The first order correction term still measures the ratio of the variance of the actual fractional rank and that of the fractional rank of group u and is easy to calculate, and we still obtain an expression of the second-order bias with the covariance interpretation.
IV. Empirical illustration
A. Data
In this section, we illustrate the dependence of the Gini index of income on the number of groups, and show the performance of our first-order correction term in reducing the bias if applied to income distributions. First, we analyzed this bias for the Netherlands using administrative data on more than five million individual income tax files for 2004. The advantage of administrative data is that it allows us to compare the Gini indices obtained from income groupings with the one obtained from this population. Unfortunately, it was not possible to obtain administrative data for other countries. Instead, we used European microdata from the European Community 14 Consult appendix F (and appendix C) for a full derivation.
Household Panel (ECHP) and US microdata from the Medical Expenditure Panel Survey (MEPS). As we report below, the findings based on these microdata are very much in line with those resulting from the Dutch administrative data.
We have not resorted to Monte Carlo simulations since one might draw empirically irrelevant inferences from these. As discussed in the introduction, the approach using parametric functions to reduce the bias from grouping suffers from empirical uncertainty. This suggests that Monte Carlo simulations using parametric cumulative distribution functions will be of limited value in understanding the performance of our first-order correction term if applied to actual income distributions. Sweden that joined in 1997. We supplement this with US income microdata from the 2001 wave of MEPS. We use the first wave of the ECHP as it does not suffer from attrition, and thus has more observations which is useful for illustrating the first-order correction term and the dependence of the Gini upon the number of income groups.
Note that all calculations in this section only serve the purpose of illustrating the methods explained in the previous sections, and not to deliver any hard evidence on income inequality in the EU and US.
The key variable for this study is income. The Dutch income tax files provide annual equivalent disposable household income (where the equivalence-factor gives weight 1 to the head of the household, each following household member over 18 receives weight 0.38, while household members under 18 receive a weight -depending on their age and birth order -between 0.19 and 0.30). The ECHP income measure is annual disposable (i.e. after-tax) household income, which is all net monetary income received by the household members during the previous year. It includes income from work (employment and self-employment), private income (from investments and property and private transfers to the household), pensions and other direct social transfers received. No account has been taken of indirect social transfers (e.g. reimbursement of medical expenses), receipts in kind and imputed rent from owneroccupied accommodation. The MEPS income measure is similarly defined. 15 We measure all incomes in national currencies. 16 The income variable was further divided by the OECD modified equivalence scale in order to account for household size and composition (giving a weight of 1.0 to the first adult, 0.5 to the second and each subsequent person aged 14 and over, and 0.3 to each child aged under 4 in the household). Table A .1 in appendix G reports descriptive statistics of equivalent income 15 Note that two individuals in the MEPS data report negative incomes. We have recoded these negative into zero income values (see also Chen et al., 1982) . 16 We did not take the trouble to convert the national currencies into a common currency and did neither deflate to correct for inflation as the Gini index is a relative inequality measure that is invariant to proportional income changes. inequality. The Gini index of the three Scandinavian countries -that have the lowest 17 We have replicated each of the three steps for random subsamples of the MEPS 2001 (i.e. 90, 80, 70,…, 10 percent of the sample size) to check whether sample size might affect our findings. As expected, we confirmed all conclusions based on the full sample. The only difference was plausible, i.e. a reduction of the statistical precision. 18 We use a fractional rank that accommodates individuals with identical equivalent incomes, i.e. . 19 We draw 1000 bootstrap samples on the level of the fractional income rank -rather than on the level of the individual -to account for individuals with identical equivalent income levels. We adjust the standard bootstrap sampling procedure such that the probability to draw a fractional income rank is inversely related to the number of individuals with the corresponding equivalent income level. From the resulting 1000 bootstrap samples, we compute standard errors and confidence intervals. inequality -is almost half of that in Portugal and the US. It is also the case that the sampling variability differs widely across countries, but this is only partially explained by differences in sample size (compare e.g. France and Spain). 
C. Gini index and the number of income groupings
The estimates presented in Figure 1 are in this study considered as the benchmark estimates against which the effect of grouping the data and the performance of our first-order correction in terms of reducing the underestimation are evaluated where we have explicitly included the Dutch administrative data to have also results based on a very high number of observations, i.e. more than 5 million observations. First, we subdivide the full sample into 50 equally sized (equivalent) income categories.
Second, we calculate average equivalent income for each income category. Finally, we calculate the Gini index from these average equivalent incomes using equation (3). This three step procedure is repeated for 49 to 2 income categories, and the resulting Gini indices are expressed as a proportion of the benchmark Gini's estimated from the full sample, i.e. 
-is similar across countries. The largest horizontal difference between the lines in figure 2 is observed at 2 income groups, i.e. US has the lowest underestimation of 30.88 percent and France has the highest underestimation of 34.91 percent. The range of the underestimation (about 4% percent) seems low given the much higher value of the underestimation itself. The cross-country similarity of the underestimation suggests that the shape of the underlying distribution functions is similar across countries, but that the spread differs (otherwise the Gini would take a similar value in all countries). In addition, it shows that there is scope for improving cross-country inequality comparisons using the first-order correction terms if there cross-country differences in the number of income categories. Third, the underestimation of the Gini index from grouping the data increases at an increasing pace when lowering the number of income categories. It seems that most of the action is taking place for 20 or less income groups. In the extreme case of 2 income groups, the Gini index based on grouped income data is only between 65 and 70 percent of the one based on the full sample. For 5 income groups, the underestimation is between 9 and 6 percent, and for 10 income groups, the underestimation still amounts to about 2 to 3 percent. These percentages do represent important underestimations. In order to get an intuitive feeling for their magnitude, it is worthwhile to make some comparisons.
Consulting table A.2 in appendix G to compare with the sampling variability of the Gini index in the full sample shows that the underestimation is not negligible. Comparing the evolution of the Gini over time in the full sample is a second benchmark. For all countries in the ECHP, we have calculated the proportional change in the Gini between the first available and last wave using a balanced panel, and calculated the underestimation that results from grouping the data in the first wave of the balanced panel. We find that in all countries, the proportional change in the Gini over time (8 years for most countries) is smaller than the underestimation resulting from 5 income groups. A final comparison to grasp the importance of the underestimation from income groupings, is to consider the impact of income grouping in one country on the income inequality ranking of countries in Figure 1 . This is illustrated in Table 2 in section F, and again confirms the importance of the underestimation (see below for additional discussion). Finally, given the similarity of the bias in the Dutch administrative data and the underestimation in the ECHP and the MEPS, and given that the first-ordercorrection does not depend upon the income distribution, we stick to the latter microdatasets in the remainder of the analysis.
D. Determinants of the underestimation from income groupings
We analyze in more detail some potential determinants of the magnitude of the underestimation using pooled regression on 784 observations, i. 
δ ε η = and 2, ,50 K = … , can be estimated with OLS by excluding a constant. In other words, this model estimates the 49 covariance terms using between-country variation. We find that the latter regression fits the data well (i.e. the uncentered and standard R² equal 1.0006 and 0.9817 respectively). All 49 covariance terms are negative, their value increases monotonically with the number of income groupings, and they are precisely estimated. 21 This shows two things. First, the combination of the good fit of the model with the low negative covariance terms shows that our first-order correction term is likely to reduce the underestimation considerably 21 For example, the covariance equals -0.00183 for two income groupings, and -0.00003 for 50 groups. The Huber-White standard errors are 0.00013 and 3.32e-06 respectively. 
K n G : Gini index estimated from K income groupings, n G : Gini index estimated from the full sample, var: variance divided by the squared mean of equivalent income in the full sample, skew: skewness divided by the cube of the mean of equivalent income in the full sample, kurt: kurtosis divided by the fourth power of the mean of equivalent income in the full sample, country: p-value of a test on joint significance of the country dummies (excluded category is Ireland), skew/kurt: p-value of test on joint significance of skew and kurt, *: significant at 1% level, +: significant at 5% level; §: significant at 10% level, in all occasions we used the Huber-White covariance matrix
Besides the above regression model that naturally results from section III, we also report results from other regression models to analyse some potential determinants of the underestimation in table 1. The models in the 4 left columns use a relative indicator of the underestimation whereas the 4 right columns use an absolute indicator.
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We compute Huber-White standard errors and consider four sets of explanatory variables. First, we include dummies for the number of income groups (50 income groups is the excluded category). Second, we include country dummies (Ireland is the excluded category). 23 Third, we include the value of the Gini index calculated from the full sample. Finally, we included scale-free summary measures of the shape of the underlying income distribution in the full sample, much along the lines of Deltas (2003).
We included the normalized variance (var) -i.e. divided by the square of mean equivalent income -, the normalized skewness (skew) -i.e. divided by the cube of the mean -, and the normalized kurtosis (kurt) -i.e. divided by the fourth power of the mean. Mean equivalent income was not included as (a) the mean was used to normalize the other summary measures of the income distribution, (b) as it is expressed in different currencies, and (c) since the Gini index is a relative inequality measure.
We draw 4 lessons from the estimates in table 1. First, we prefer the regressions in the left columns since the treatment in section III naturally leads to a proportional presentation of the underestimation, but also since the R²'s show that it is more difficult to explain the underestimation expressed as an absolute difference. Second, the dummies for the number of income groups explain the majority of the underestimation. This is easily seen from a comparison between figure 2 and the estimates in the first 22 We use both relative and absolute indicators to provide a more complete understanding of the underestimation, but also since the relative indicators seem more appropriate for a within country analysis and the absolute differences for between country analyses. 23 There are insufficient degrees of freedom to check the relevance of interactions between the country dummies and the number of income groups.
column of table 1, but also from observing that the estimates are hardly influenced by the inclusion of other explanatory variables. Third, the Gini calculated from the full sample tends to increase the underestimation (see 2 nd and 6 th column). Fourth, the 'average' differences between countries are small, but nevertheless jointly significant as can be seen from the 'country' row. Therefore, we try to explain what features of the income distribution might be driving these country differences. We exclude the country dummies and include the three summary measures of the underlying (full sample) income distribution. We find that all three measures are jointly significant (see row skew/kurt), but only the estimate of the variance is individually significant showing that it has a similar effect as the Gini calculated from the full sample, which seems plausible as both are dispersion measures. This is also in line with our earlier observation that the cross-country similarity of the underestimation suggests that the shape of the underlying distribution functions is similar across countries, but that the spread differs.
E. Reduction of underestimation after first order correction
This section discusses the performance of our first-order correction term as applied to income distributions. The results are presented in figure 3 -which has a similar setup as figure 2 -and some more detailed results are available in table A.3 in appendix G. The lines with unfilled circles represent the median value for the Gini as a proportion of the Gini based on the full sample and the shaded region is the area between the minimum and maximum values across all countries presented in figure 2.
The lines with filled circles give the remaining underestimation after applying our firstorder correction term based on equation (10). The figure also contains Deltas (2003) first-order correction to illustrate the consequences of applying a small-sample bias correction method as a method of adjusting the bias that arises from grouping. The remaining underestimation is represented with unfilled diamonds. 
Netherlands (Admin)
Groups (on a log scale) Proportion Gini of full sample Note: Gini min, median, max: the minimum, median and maximum value (across countries) of the Gini estimated from grouped income data as a proportion of the Gini index calculated from the full sample; Deltas min, median, max: the minimum, median and maximum value (across countries) of the Gini index estimated from grouped data after applying Deltas' first-order correction term, i.e.
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, as a proportion of the Gini index calculated from the full sample; Corr min, median, max: the minimum, median and maximum value (across countries) of the Gini index estimated from grouped data after applying our first-order correction term resulting from equation (10) A first thing to note is that our first-order correction term reduces the underestimation in each of the 16 countries. This is evident in figure 3 , but can in more detail be inferred from table A.3 in appendix G. Second observation is that application of our first-order correction term never results in an overestimation of the Gini index.
Although the sign of the remaining underestimation cannot be signed a priori, its magnitude is similar across the 16 countries, as can be inferred from the estimates of the covariance term in equation (10) This finding shows that Deltas' correction should not generally be used to correcting bias that arises due to groupings of income. The same advice applies to our correction term, if it is applied to small-sample bias. 24 A final interesting observation is that for 6 n ≤ the maximum underestimation after applying our first-order correction term is always smaller than the minimum original underestimation. The latter suggests -and we tend to believe that the comparison between minimum and maximum is an extremely conservative test -that cross-country comparative research with different number of income groupings per country is almost guaranteed to improve after applying our first-order correction term.
24 A Monte Carlo experiment using MEPS income data showed that the correction proposed by Deltas almost completely removed the small sample bias for Gini indices calculated using between two and 50 individuals, while the first order correction proposed here mitigated rather than removed the bias.
F. Case study: income inequality rankings and first-order corrections
Although figure 3 shows that our first-order correction term removes a substantial part of the underestimation for each country separately, we believe it is worthwhile to present a case study on the potential of our first-order correction term to reduce the effect of income groupings on the income inequality ranking of the 16
countries. More exactly, we have analyzed how the income inequality ranking of the countries is affected if one were to use the Gini indices based on grouped income data reported in figure 2 for one country and the benchmark indices in figure 1 for all other countries, and to what extent our first-order correction term manages to restore the ranking in figure 1 . 25 We prefer a case study where only the Gini for one country is affected by income groupings -as compared to a case where the Gini's of all countries are based on a different number of income groupings -as it is more likely to lead to a conservative assessment of the performance of our correction term. Note: full: rank in full sample, 50-2: change in rank from income grouping/our correction term in the respective country while using the Gini from the full sample for all other countries, total: sum of rank changes over all countries, G: Gini index, C: Gini after our first order correction. Countries are ranked according to full; light grey implies an improvement over the ranking using the Gini based on grouped data. Table 2 presents the results of our case study. The row "full" shows the income inequality ranking using the full samples. The column "G" shows the change in the ranking from grouping the data for the country under study (and using the full sample Gini indices for the other countries). For example, Germany drops 4 places (from rank 9 to rank 5) for 4 income groups.
TABLE 2. -OUR FIRST-ORDER CORRECTION TERM: A CASE STUDY ON CROSS-COUNTRY COMPARISONS IN THE ECHP AND MEPS
The column "C" shows the change in the country ranking after applying our correction term to the country under study. Comparing columns "C" and "G" reveals the potential of our correction in restoring the income inequality ranking in row "full". Cells in light grey imply that applying the correction term comes closer to the "full" country ranking. In the final column "Total", we sum the change in the country rankings over all countries (i.e. the sum over the separate columns) giving an overall indicator of the performance of our correction term. A final issue to note is that our case study has a few built-in tendencies. Since we use the change in the country ranking, it is obvious that one is more likely to observe changes for countries that are ranked in the middle and at the top. In addition, since income groupings always lead to an underestimation of the Gini index, the "full sample" country ranking of the lowest ranked country (i.e. Sweden) will never change.
We find that changes in the income inequality ranking occur frequently, especially in case of a low number of income groups (see "G" columns). We also find that our correction term never worsens the income inequality ranking based on the grouped data, and often improves upon the latter. In other words, although it does not always restore the full sample country ranking, it never harms to use it in our case study.
V. Discussion and conclusion
This paper analyses the bias of the Gini index due to grouped data complicating comparisons of Gini indices calculated from such data. We develop a first-order correction term that results from studying the Gini in a measurement error framework, and show that it is inversely related to the covariance between the fractional rank at the individual and group level. Besides its simplicity and transparency, our procedure provides an exact and intuitive expression for the remaining and distribution-specific second-order bias allowing assessing a priori the performance of the first-order correction term for various shapes of the underlying distribution functions. We show that it exactly removes the bias due to income groupings for a uniform distribution, and is likely to remove a substantial share of the bias for an asymmetric unimodal distribution.
Using Dutch administrative data with more than 5 million observations and microdata from the ECHP and MEPS on income distributions of 15 European countries and the US, we illustrate that the underestimation from income groupings is similar across the 16 countries. Despite the wide variability in the Gini indices in the full samples, the value of the Gini has only a small effect on the magnitude of the underestimation. We further illustrate that the underestimation increases at an increasing pace when lowering the number of income categories, and that the underestimation is substantial relative to the sampling variability of the Gini index, its evolution over time, and cross-country differences in the value of the Gini.
Next, we illustrate the performance of our first-order correction term, and show that it reduces the underestimation of the Gini due to grouping considerably in all countries. We reached similar conclusions from a case study on the performance of our correction term in restoring the income inequality ranking if one were to use the Gini indices based on grouped income data for one country and the Gini's in the full samples for all other countries. In addition, our results suggest that the bias resulting from income groupings is fundamentally different from small-sample bias although both entail a small number of data points in practice. The latter bias is generally better addressed using the first-order correction term of Deltas (2003), but his correction
should not be used to correcting bias that arises due to groupings of income.
A final issue concerns the terminology we have used throughout this paper. We have deliberately used 'income groupings' to abstract from a situation where the individuals in each income group have the same income. In the latter case, the Gini index estimated from grouped data is not biased, and thus application of our correction term would introduce an upward bias. 'Income groupings' instead point to a situation where microdata/official income statistics/etc. are grouped into a limited number of income groups, and thus neglecting within income group income variation leads to an underestimation.
Although this paper deals with the bias due to income groupings of the Gini index, we believe it is also useful for the widely used concentration index. For example, Wagstaff et al. (1991) , Wagstaff and van Doorslaer (2000) , and Burström et al. (2005) present applications to bivariate distributions in the health domain (inequalities in health/health care use/health care expenditures by income and occupational categories, etc.), Lambert (2001) gives an overview of applications to taxation (progressivity, redistributive effect, etc.), and many other applications have been reported in the economics literature. Its main difference with the Gini is that the fractional rank and the cumulative shares refer to different variables (for example cumulative shares of health over occupational groups), and thus the bias of the concentration index can be both down-and upward as the underlying concentration curves need not be convex and may have inflection points.
An important assumption in the theoretical and empirical part of this paper is that income groupings result in measurement error within income groups only, i.e. we assume that measurement error and the fractional group ranks are not correlated, and that the income ranking in the full sample is measured without error. This assumption allows studying the bias due to income groupings of the Gini in isolation, but neglects other types of measurement error. When answering a survey for example, a respondent may round off his/her reported income instead of reporting an exact amount or more generally income might be misreported. In combination with income groupings, the latter might introduce a misclassification bias to estimates of the Gini, i.e. an individual might be classified into the wrong income group based on his reported income. It is clear that misclassification and bias due to income groupings might be offsetting each other, and these issues have been analyzed for the variance of log incomes, the Theil 
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B. Equality between Gini estimated from equation (1) and (2) Let us use OLS as an arithmetic tool to calculate β in equation (2) 
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C. Derivation of equation (8) Let us start from equation ( 
Next we use fact that the LHS of equation (6) and (7) are similar, such that R and i R equals 1 2 . Note that we have not relied upon n →+∞ to derive both properties.
which similarly reduces to
It is important to note that the properties of the fractional rank make the measurement 
Finally, we should remember that OLS as an arithmetic device imposes on equation ( 
D. Derivation of equation (9) In order to derive equation (9) it is worthwhile to notice that equation (7) 
E. Covariance between fractional rank at individual and grouped level
Let's start from equation (10) 2 2 2 2 1
Next, we focus on the second term between brackets of this equation (2) 
After some algebra, and noting that n G β = , we get:
Combining (E.1) and (E.5), shows that 
