The generalized partial credit model (GPCM) is a popular polytomous IRT model that has been widely used in large-scale educational surveys and health care services. Same as other IRT models, GPCM can be estimated via marginal maximum likelihood estimation (MMLE) and Markov chain Monte Carlo (MCMC) methods. While studies comparing MMLE and MCMC as estimation methods for other polytomous IRT models such as the nominal response model and the graded response model exist in literature, no studies have compared how well MMLE and MCMC recover the model parameters of GPCM. In the current study, a comprehensive simulation study was conducted to compare parameter recovery of GPCM via MMLE and MCMC. The manipulated factors included latent distribution, sample size, and test length, and parameter recovery was evaluated with bias and root mean square error. It was found that there were no statistically significant differences in recovery of the item location and ability parameters between MMLE and MCMC; for the item discrimination parameter, MCMC had less bias in parameter recovery than MMLE under both normal and uniform latent distributions, and MMLE outperformed MCMC with less bias in parameter recovery under skewed latent 
Introduction
Approximately three decades ago, Lord (1986) surveyed the estimation methods for item response theory (IRT; 1980) and concluded that the three main approaches were joint maximum likelihood estimation (JMLE; Birnbaum, 1968) , marginal maximum likelihood estimation (MMLE; Bock & Aitkin, 1981; Bock & Lieberman, 1970) , and Bayesian estimation. More than thirty years later, MMLE is now the dominant estimation method for IRT, and Bayesian estimation has been becoming increasingly popular in the past two decades with the introduction of Markov chain Monte Carlo (MCMC) method into IRT (Albert, 1992; Patz & Junker, 1999a , 1999b , while the use of JMLE for IRT models other than the Rasch model has been gradually phased out due to its inherent estimation bias (cf., Little & Rubin, 1983; Neyman & Scott, 1948) .
IRT models are statistical models whose utility depends on the accurate estimation of model parameters, and due to the coexistence of MMLE and MCMC, a natural question facing researchers and practitioners is which estimation method should be employed for their chosen IRT model. To address this question, methodologists have conducted numerous comparison studies to provide concrete advice regarding which estimation method works better under what conditions for a particular IRT model (e.g., Baker, 1998; Jiao, Wang, & He, 2013) . However, their tutorial paper that for complex IRT models such as the multilevel three-parameter-logistic (3PL) IRT model (c.f., Fox & Glas, 2001) , Stan required as few as 1,000 iterations to achieve model convergence.
In the current study, we fill the gap in the psychometric literature by conducting a comprehensive simulation study to investigate how well MCMC and MML estimation methods recovery the item and ability parameters of the GPCM. The remainder of the current article is organized as follows. First, we show that GPCM is a special case of NRM and hence can be estimated as a multinomial logistic model in Mplus (Muthén & Muthén, 1998 -2012 , a popular latent variable modeling software program that has been increasingly used for estimation of complex IRT models (e.g, Finch, 2010; Luo, 2018c) . Second, we review several simulation studies in the IRT context that compare MMLE and MCMC estimation methods for other polytomous IRT models. Third, we present a simulation study conducted to compare how well MCMC and MMLE recover the model parameters of GPCM. Fourth, we illustrate with a real dataset the parameter comparison from MCMC and MMLE. Last, we conclude the article with discussions and recommendations regarding GPCM estimation in practice.
GPCM as a Special Case of NRM GPCM, as the name suggests, is a generalized case of the partial credit model (PCM; Masters, 1982) in the sense that the equality constraint on the item discrimination parameter in PCM is freed to allow item-specific discrimination parameter. What the name does not suggest, however, is that GPCM is a special case of NRM. 
where jh  is the transition location parameter between categories k and k-1 of item j with 1 j  set to zero, j m is the number of categories of item j, and the other terms remain the same. Muraki (1992) showed that NRM becomes GPCM if certain constraints are imposed on the slope parameters and consequently, and Huggins-Manley and Algina (2015) demonstrated that Mplus can effectively estimate (with ML estimator that implements MMLE) GPCM as a special case of NRM, which itself belongs to the multinomial logistic family. They also showed that Mplus provided estimation results that were equivalent to those provided by the mainstream IRT estimation software program IRTPRO (Cai, du Toit, & Thissen, 2011) and the general statistical programming software SAS (for estimation of IRT models in SAS before the development of the dedicated procedure PROC IRT, see Sheu, Cheng, Su, & Wang, 2005 ). In the current study,
Mplus is used to implement the MMLE estimation of GPCM.
Previous Simulation Studies on Estimation Comparison of Polytomous IRT Models
In the psychometric literature there are many studies that compare different estimation methods for IRT models (e.g., Albert, 1992; Baker, 1998; de la Torre, Stark, & Chernyshenko, 2006; Jiao, Wang, & He, 2013; Kieftenbeld & Natesan, 2012; Kim, 2001; Kim & Cohen, 1999; Kuo & Sheng, 2016; Wollack, Bolt, Cohen, & Lee, 2003) . In this section, we review three simulation studies that compare MMLE and MCMC estimation for polytomous IRT models. Wollack et al. (2003) compared the performances of MMLE and a MCMC method (Gibbs sampler) in terms of parameter recovery of NRM. They manipulated the sample size (300, 500) and test length (10, 20, 30) , and implemented 50 replications within each of the six simulation condition. They found that despite the enormous difference in computation time between these two methods, MMLE and MCMC via Gibbs sampling produced similar parameter estimates. They concluded that for scenarios wherein MMLE is not available, MCMC can be a feasible alternative estimation method.
Kieftenbeld and Natesan (2012) conducted a comprehensive simulation study to compare the performances of MMLE and MCMC via Gibbs sampling regarding parameter recovery of GRM. They manipulated latent trait distribution (normal, skewed, uniform), test length (5, 10, 15, 20) , and sample size (75, 150, 300, 500, 1000), which resulted in a fully crossed design with 60 simulation conditions. Within each condition, 100 datasets were generated to be estimated by both MMLE and MCMC. which resulted in a fully crossed design with twelve conditions. Ten replications were conducted within each condition. Kuo and Sheng found that when the inter-dimension correlation was weak, the seven estimation methods produced similar estimates; when the inter-dimension correlation was moderate or strong, Hastings-within-Gibbs produced better estimates of item discrimination and inter-dimension correlation parameters.
Methods

Simulation Design
We conducted a Monte Carlo simulation study to compare how well MMLE and MCMC recovered the model parameters in GPCM. Manipulated factors include latent distribution (normal, skewed, uniform) , sample size (SS; 500, 1000, 2000), test length (TL; 5, 10, 20) , which results in a fully crossed study with 27 simulation conditions. Under each condition, 100
replications were conducted based on a data generation scheme described in the following.
Data Generation
Item discrimination parameters were generated from a lognormal distribution lnN(-0.5, 0.2), and the four item location parameters within an item were generated from N(-1.5, 0.5), N(-0.5, 0.5), N(0.5, 0.5), and N(1.5, 0.5), respectively. The generated item parameters are listed in Table 1 . For ability parameters, when the latent distribution was normal, ability parameters were generated from a standard normal distribution N(0, 1); when the latent distribution was uniform, they were generated from a uniform distribution U (-3, 3) ; when the latent distribution was skewed (with a skewness of 1.25 and a kurtosis of 1.5), they were first generated from N(0, 1), then transformed to be skewed using Fleishman's transformation equation (1978) . It should be noted that with the same latent distribution and sample size, the same set of ability parameters were used for item response data generation. One hundred datasets under each of the 27 simulation conditions were generated with equation 2.
Estimation
For MMLE estimation, Mplus was used to estimate GPCM as a constrained NRM (see, Huggins-Manley & Algina, 2015) . It should be noted that there are other options that can be used for MMLE estimation of GPCM, among which there are commercial software programs such as MULTILOG, PARSCALE, IRTPRO (Cai, du Toit, & Thissen, 2011) , and flexMIRT (Cai, 2013) , and free solutions such as R packages mirt (Chalmers, 2012) and ltm (Rizopoulos, 2006) .
Based on other researchers' findings (e.g., DeMars, 2002; Huggins-Manley & Algina, 2015) and our own experience, these software programs produce highly similar estimates for polytmous IRT models such as GPCM, and one's choice is a matter of personal preference and software availability.
For the MCMC estimation of GPCM, the following priors were used: a standard normal distribution N(0,1) was used for the latent ability parameter for model identification; a lognormal distribution ln(0,1) was used for the item discrimination parameter; a normal distribution with an unknown mean and standard deviation was used for the item location parameter. For the unknown mean, a normal distribution N(0,5) was assigned as the hyperprior; for the unknown standard deviation, a half Cauchy distribution Cauchy(0,5) was used as the hyperprior. We specified Stan to run three parallel chains with each having 600 iterations (based on our experience, Stan requires approximately 200 iterations to achieve model convergence for GPCM), and the parameter estimates were based on the resultant posterior distribution with 900 draws.
Model Convergence Check
For model convergence check of the MCMC estimation, the potential scale reduction factor (PSRF) proposed by Gelman and Rubin (1992) was used. PSRF values close to one are indicative of model convergence, and 1.1 has been recommend as the cutoff value (Gelman, Carlin, Stern, & Rubin, 2014 ). In the current study, we used 1.05 as the cutoff value: specifically, after the MCMC estimation was finished for a simulated dataset, we checked the PSRF values to make sure they were all below 1.05; if the PSRF values for some parameters were greater than 1.05, the same dataset would be re-estimated until all PSRF values were smaller than 1.05.
Outcome Variable
Bias and root mean square error (RMSE) regarding parameter estimation were used to compare parameter recovery with MMLE and MCMC. Bias and RMSE are defined as
and
where is the true model parameter, ̂ is the estimated model parameter for the rth replication,
̂̅ is the mean of model parameter estimates across replications, and R is the number of replications.
In addition, univariate three-way analyses of variance (ANOVA) with both bias and RMSE as dependent variables were conducted to evaluate whether any observed differences across simulation conditions are statistically significant. For evaluation of item parameter recovery, the three factors in ANOVA are estimation method, latent distribution, and sample size; for evaluation of ability parameter recovery, the three factors in ANOVA are estimation method, latent distribution, and test length. Further, Cohen's f was used as a measure of effect size to determine the magnitude of statistically significant differences.
Results
Item Location Parameter Recovery
Selected descriptive statistics of bias and RMSE in item location parameter recovery under different latent distributions are listed in Tables 2-4. As can be seen, the average estimation bias for both MMLE and MCMC is close to zero regardless of the latent distribution and sample size; the average RMSE increases with the decrease of sample size. The results of a three-way ANOVA with Bias as the dependent variable indicated that neither the main effects nor the interaction effects were statistically significant regardless of the sample size. In the following we focus on the RMSE in item location parameter estimation with different test lengths. For the main effect of latent distribution, Tukey post hoc tests revealed that regardless of test length, the RMSE in item location parameter estimation with skewed latent distribution was significantly greater than those with normal latent distribution (p < 0.001) and uniform latent distribution (p < 0.001), and there were no statistically significant differences under normal and uniform latent distributions.
For the main effect of sample size, Tukey post hoc tests revealed that regardless of test length, the RMSEs in item location parameter estimation with SS=2,000 was significantly smaller than that with SS=1,000 (p < 0.001) and SS=500 (p < 0.001), and the RMSE in item location parameter estimation with SS=1,000 was also significantly smaller than that with SS=500 (p < 0.001).
Item Discrimination Parameter Recovery
Selected descriptive statistics of bias and RMSE in item discrimination parameter recovery under different latent distributions are also listed in Tables 2-4 . As the test length has three levels, three univariate three-way ANOVA with bias in item discrimination parameter recovery as the dependent variable were conducted. When TL=20, the results indicated that For the main effect of sample size, Tukey post hoc tests revealed that regardless of test length, the RMSE in item discrimination parameter estimation with SS=2,000 was significantly smaller than that with SS=1,000, which was also significantly smaller than that with SS=500.
For the main effect of latent distribution, Tukey post hoc tests revealed that when TL=20, the RMSE in item discrimination parameter estimation under a skewed latent distribution was significantly greater than those under both a normal latent distribution (p = 0.002) and a uniform latent distribution (p = 0.003), and there were no statistically significant differences under a normal and a uniform latent distributions (p = 0.995); when TL=10, the RMSE in item discrimination parameter estimation under a skewed latent distribution was significantly greater than that under a normal latent distribution (p = 0.007), and there were no statistically significant differences under a normal and a uniform latent distributions (p = 0.639) and between a skewed and a uniform latent distributions (p = 0.080).
Ability Parameter Recovery
Tables 5 lists selected descriptive statistics of bias in ability parameter estimation under different latent distributions. The results of ANOVA with bias as the dependent variable indicated that neither the main effects nor the interaction effects were statistically significant regardless of the sample size. In the following we mainly discuss RMSE in ability parameter estimation, the descriptive statistics of which are listed in Table 6 . As sample size has three levels, three univariate three-way ANOVA with RMSE in ability parameter recovery as the dependent variable were conducted. When SS=2,000, the results of ANOVA indicated that latent distribution ( For the main effect of latent distribution, Tukey post hoc tests revealed that when SS=2,000 and SS=1,000, the RMSE in ability parameter estimation under a uniform latent distribution was significantly smaller than that under a normal latent distribution (p = 0.025) and a skewed latent distribution (p < 0.001), and the RMSE in ability parameter estimation under a normal latent distribution was also significantly smaller than that under a skewed latent distribution (p < 0.001). With SS=500, the RMSE in ability parameter estimation under a skewed latent distribution was significantly greater than that under a normal latent distribution (p < 0.001) and a uniform latent distribution (p < 0.001), and there were no statistically significant differences between a normal and a uniform latent distribution (p = 0.405).
For the main effect of test length, Tukey post hoc tests revealed that regardless of the sample size, the RMSE in ability parameter estimation with TL=20 was significantly smaller than that with TL=10 (p < 0.001) and TL=5 (p < 0.001), and the RMSE in ability parameter estimation with TL=10 was also significantly smaller than that with TL=5 (p < 0.001).
A Real Data Example
A dataset extracted from student responses to a test form of the Verbal Session of the General Aptitude Test (GAT-V) was used to demonstrate the comparison of GPCM parameter estimates from MMLE and MCMC. GAT-V, a high-stakes test used in the middle east for college admission purposes, contains 52 multiple-choice items that are dichotomously scored; we created four polytomous items by aggregating the binary items within each of the four reading comprehension passages in the current test form. As each passage contains three items, all four polytomous items have four possible response categories and the score range is from zero to three. We randomly sampled 1,500 students from those who took the current test form. The subsequent analyses were based on this resultant matrix with a dimension of 1,500 by 4.
Mplus and Stan were used again for the implementation of MMLE and MCMC estimation of GPCM, respectively. For estimation with Stan, the same priors used in the previous simulation section were used here, and three parallel chains were specified to run with each containing 600 iterations. The largest PSRF value was 1.013, indicating that model had converged. Consequently, the parameter estimates were based on a posterior sample of 900 draws. Table 7 lists the item parameter estimates with both MMLE and MCMC. As can be seen, the two sets of estimates are not identical but highly similar. While not listed here due to space limitation, the MMLE-based and the MCMC-based ability estimates are also highly similar: the mean difference is 0.003; the standard deviation of the difference is 0.019; the maximum absolute difference is 0.068. As shown in Figure 2 , the correlation between the two sets of ability estimates is almost 1. The red dotted regression line (y=x) in Figure 1 is also indicative of the difference between the MMLE-based and the MCMC-based estimates: as can be seen, most points are either on this regression line or clustering tightly around it, an observation which shows that the two sets of ability estimates are virtually the same. 
Conclusions and Discussions
GPCM is an important and popular polytomous IRT model that has wide applications in practice. Like other IRT models, GPCM can be estimated with both MMLE and MCMC methods. However, there are no systematic simulation studies in the psychometric literature that compare the performances of these two estimation methods regarding parameter recovery of GPCM. The current study was intended to fill such a gap in literature. Specifically, we conducted a comprehensive simulation study to investigate whether MMLE and MCMC produce similar parameter estimates. As the implementation of MCMC for complex IRT models is oftentimes extremely time-consuming, we chose Stan, an emerging Bayesian software program which implements the powerful and efficient HMC algorithm and hence runs considerably faster than more traditional Bayesian software programs such as WinBUGS.
The latent distribution was found to have considerable impact upon the parameter recovery quality of GPCM. In terms of estimation bias, the item discrimination parameter recovery was significantly affected by the latent distribution with large effect sizes using
Cohen's effect size criteria (1991): when the latent distribution was normal, the estimation bias tended to be positive and close to zero; when the latent distribution was skewed, the estimation bias was negative; when the latent distribution was uniform, the estimation bias was positive.
In terms of estimation RMSE, all GPCM model parameters were significantly affected by the latent distribution, and the parameter recovery quality in terms of RMSE was always worse under a skewed latent distribution than under a normal and a uniform latent distribution.
Specifically, the RMSE in the item location parameter estimation under a skewed latent distribution was significantly greater than that under both a normal and a uniform latent distribution regardless of the test length. For item discrimination parameter, the latent distribution had a significant effect upon its estimation RMSE with small effect sizes when the test had twenty or ten items, and the estimation RMSE in item discrimination parameter under a skewed latent distribution was also significantly greater than that under both a normal and a uniform latent distribution. Estimation RMSE in ability parameter was also significantly affected by the latent distribution with small effect sizes regardless of the sample size, and the estimation RMSE in ability parameter under a skewed latent distribution were again found to be significantly greater than that under a normal and a uniform latent distribution.
Sample size was not found to affect estimation bias in the item discrimination parameter significantly (with the exception when the test had twenty items, where the p value was borderline significant and the effect size was small). For the RMSE in item location and discrimination parameter estimation, however, sample size had significant effects with large effect sizes. This finding is expected, as larger sample sizes provide more information for item parameter estimation and consequently, the resulting item parameter estimates are more stable across samples. Similarly, test length had significant effects with medium to large effect sizes upon the RMSE in the ability parameter estimation, due to the fact that more items lead to more accurate and stable ability estimates.
Regarding the comparison between MMLE and MCMC as estimation methods for GPCM, the simulation results indicated that MMLE and MCMC produced for both the item location parameter and the ability parameter similar estimates that were not statistically significant. For the item discrimination parameter, however, estimation method significantly affected the estimation bias with medium to large effect sizes, the magnitude of which increased with the increase of test length. While MMLE was found to consistently produce item discrimination estimates that were greater in value of estimation bias than their MCMC-based counterparts, the latent distribution affected which estimation method had the smaller absolute value of estimation bias: under both normal and uniform latent distributions, MCMC was the winner as it produced less biased estimates than MMLE; under skewed latent distribution, MMLE outperformed MCMC with its less biased estimates.
We doubt that, however, such differences of estimation bias in the item discrimination parameter between MMLE and MCMC would make much difference in practice, as demonstrated in the real data analysis section. Therefore, the choice of estimation method for GPCM is a matter of software access, computation time, and choice of model selection methods.
Regarding software access, while in the current study Mplus, a commercial software program that may be inaccessible to some researchers and practitioners, was used to implement MMLE for GPCM estimation, free alternatives implementing MMLE such as R packages mirt and ltm can be used. In other words, software programs implementing either MMLE or MCMC are freely available. Regarding computation time, naturally MCMC is considerably slower than MMLE: for one simulated dataset of 2,000 examinees and twenty items in the current study, can be used to compute both frequentist-based model selection indices such as Akaike's information criterion (AIC; Akaike, 1973 Akaike, , 1974 
