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Chapter 1
Introduction
In this thesis we devote ourselves to the study of non-commutative Gro¨bner bases in
free monoid rings over fields and in free bimodules over free monoid rings, and de-
velop applications based on Gro¨bner bases in these settings. In the past few decades,
Gro¨bner bases have had great success in computational commutative algebra and its
applications. Moreover, Gro¨bner bases and the Buchberger procedure for Gro¨bner basis
computations have been extended successfully to various non-commutative algebras,
and then found their ways into applications in those non-commutative settings. The
computation of Gro¨bner bases is a crucial point, both in theory and in practice. Con-
sequently, one of the essential aims of this thesis is to develop efficient (enumerating)
procedures for Gro¨bner basis computations.
Motivation
In 1965, B. Buchberger introduced Gro¨bner basis theory for ideals in commutative
polynomial rings over fields (see [11]). He constructed special bases, named Gro¨bner
bases, of ideals. A Gro¨bner basis G of an ideal is a set of polynomials such that
every polynomial in the polynomial ring has a unique remainder when it is divided
by the polynomials in G. In particular, the remainder of each polynomial in the
ideal generated by G is zero. Buchberger developed a terminating procedure, called
Buchberger’s Algorithm, to transform a finite generating set of an ideal into a finite
Gro¨bner basis of the same ideal. In a natural way, Gro¨bner bases enable us to solve
the membership problem for ideals, that is, to decide whether a given polynomial lies
in a given ideal. Gro¨bner bases also solve many other algebraic problems related to
ideals in a computational fashion (see [14, 16, 18]).
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Since it is outstandingly important for polynomial rings, Gro¨bner basis theory has
been generalized to several algebraic structures. For instance, in their books [43, 44],
M. Kreuzer and L. Robbiano describe a more general version of Gro¨bner basis theory
for free modules over commutative polynomial rings, and provide numerous character-
izations and applications of Gro¨bner bases.
A concept of Gro¨bner bases for non-commutative polynomial rings (free monoid
rings) over fields was first proposed by F. Mora [53], who formulated Buchberger’s
Algorithm to compute Gro¨bner bases of ideals in non-commutative polynomial rings.
The most important difference is that, non-commutative polynomial rings are no longer
Noetherian if they are generated by more then one indeterminate. Hence the procedure
for Gro¨bner basis computations may not terminate. Further, T. Mora [55] unified
Gro¨bner basis theory for both commutative and non-commutative algebras.
Originally, Gro¨bner basis theory was established by a rewriting approach, which
uses polynomials as rewriting rules (see [11]). K. Madlener et al. adopted this method
and defined the theory of the prefix Gro¨bner bases in monoid and group rings (see
[52, 57, 58, 63]).
Aided by the development of computer algebra systems, Buchberger’s Algorithm for
computing Gro¨bner bases in commutative algebras has been improved and refined over
several decades (see [4, 12, 13, 17, 28, 33, 34]). Today there is an implementation of
Buchberger’s Algorithm in virtually every computer algebra system, including CoCoA
[20], GAP [31], Magma [51], SINGULAR [65], et cetera. However, there are only
a few computer algebra systems providing a user with the possibility of performing
computations in the non-commutative case. Besides ApCoCoA [2], we refer to [67],
Section 5 for an exhaustive list of such systems.
In this thesis we start by following the approach of [43] to characterize Gro¨bner bases
in free monoid rings over fields using the notions given by Mora [53, 55] (see Chapter
3). In full detail, we formulate an enumerating procedure, namely the Buchberger
Procedure, for Gro¨bner basis computations and present several Improved Buchberger
Procedures (see Chapter 4). Then, using the same approach, we investigate Gro¨bner
basis theory in free bimodules over free monoid rings (see Chapter 5). Finally, in
the last chapter (Chapter 6) we list a rich collection of useful applications of Gro¨bner
bases. We want to mention that throughout the thesis we are adopting the notation
and terminology of the books [43] and [44].
We have implemented all algorithms and procedures in this thesis in the package
gbmr (the abbreviation for Gro¨bner bases in monoid rings) of the computer algebra
3system ApCoCoA. All examples provided in this thesis have been computed with this
package gbmr. We refer to the ApCoCoA wiki page for more information on ApCoCoA
and the package gbmr. Moreover, we refer to the Symbolic Data Project [68] for more
examples of the applications of Gro¨bner bases contributed by us.
Outline
This section presents an outline of the remainder of this thesis and our contributions to
the topic at hand. Since every chapter starts with an explanation of its organization,
we omit such descriptions here.
Chapter 2 briefly introduces several basic algebraic categories. We need a number
of definitions and notions from monoids and groups (see Section 2.1), rings (see Sec-
tion 2.2) and modules (see Section 2.3). These are the basic algebraic objects in this
thesis. Some important properties of these algebraic categories are reviewed. Moreover,
the word problem, the membership problem and the conjugacy problem are defined.
Chapter 3 introduces Gro¨bner bases of ideals in free monoid rings and characterizes
Gro¨bner bases of ideals in detail. Gro¨bner bases of ideals are defined with respect to
a given admissible ordering σ as follows: given a two-sided ideal I, a subset G ⊆ I
of non-zero polynomials is a σ-Gro¨bner basis of I if the leading term set LTσ{G} =
{LTσ(g) | g ∈ G} generates the leading term set LTσ{I} = {LTσ(f) | f ∈ I} as
a monoid ideal. Following the approach of M. Kreuzer and L. Robbiano in [43], we
characterize Gro¨bner bases via leading term sets and leading term ideals, Gro¨bner
representations, and syzygy modules in great detail. In addition, Gro¨bner bases of
one-sided ideals are defined and characterized in the last section of Chapter 3.
Chapter 4 focuses on techniques for Gro¨bner basis computations in free monoid
rings. We check whether a set G of non-zero polynomials is a Gro¨bner basis via the set
of obstructions of G: the set G is a Gro¨bner basis of the (two-sided) ideal it generates
if the normal remainders with respect to G of all S-polynomials of obstructions are
zero. Based on the idea of T. Mora [53, 55], we formulate a Buchberger Procedure to
enumerate Gro¨bner bases. However, in general there exist infinitely many obstructions
for a given finite set of non-zero polynomials. This fact makes Buchberger’s Procedure
infeasible in practice. We get rid of a large number of trivial obstructions and for-
mulate an improved version of the Buchberger Procedure which enumerates Gro¨bner
bases for finitely generated ideals. Later, by investigating the set of non-trivial ob-
structions carefully, we propose further improvements of the Buchberger Procedure
by detecting unnecessary obstructions and by deleting redundant generators, respec-
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tively. In order to detect as many unnecessary obstructions as possible, we present
an Interreduction Algorithm on non-trivial obstructions and propose generalizations of
the Gebauer-Mu¨ller Installation (see [33]) in free monoid rings. The effectiveness and
efficiency of our improvements are shown in examples. Moreover, given a homogenous
system of generators, we tune the Buchberger Procedure carefully and propose a ho-
mogeneous version of the Buchberger Procedure to enumerate Gro¨bner bases degree
by degree. Since every finitely generated one-sided ideal has a finite Gro¨bner basis,
two algorithms are given for computing Gro¨bner bases of finitely generated one-sided
ideals in the last section of Chapter 4.
Chapter 5 generalizes the notions of Gro¨bner basis theory from the previous two
chapters to free bimodules over free monoid rings. This chapter is inspired by the
suggestions of H. Bluhm and M. Kreuzer [8, 9]. Firstly, we define Gro¨bner bases
(see Definition 5.2.1) of (two-sided) submodules with respect to a given module term
ordering (see Definition 5.1.1) in the same style as Gro¨bner bases of ideals in free monoid
rings. Then we explore the characterizations of Gro¨bner bases of submodules and
formulate a Buchberger Procedure for enumerating Gro¨bner bases in free bimodules.
By generalizing our methods in Chapter 4, we improve the Buchberger Procedure by
detecting unnecessary obstructions and by deleting redundant generators. We show the
effectiveness and efficiency of our improvements in examples. Finally, we generalize J.-
C. Fauge`re’s F4 Algorithm (see [26]) to the non-commutative case and formulate an
F4 Procedure for enumerating Gro¨bner bases in our setting.
Chapter 6 collects many interesting applications of Gro¨bner bases. Even though
some applications assume that there exist finite Gro¨bner bases, these applications are
quite useful. In Section 6.1, we develop the theory of Gro¨bner bases in residue class
rings and in free bimodule over residue class rings. Note that residue class rings contain
monoid and group rings as special cases. Hence the theory developed in this section
is compatible with prefix Gro¨bner basis theory introduced by K. Madlener et al (see
[52, 57, 58, 63]). In Section 6.2, we list applications related to elimination orderings.
These applications include ideal (resp. module) operations, exploring K-algebra ho-
momorphisms, checking if an element of a residue class ring is algebraic and computing
its minimal polynomial if the answer is positive, checking if a monoid element has finite
order, formulating enumerating procedures to possibly solve the subalgebra member-
ship problem and the generalized word problem, syzygy computations, and solving
the decomposition search problem and the factorization problem. In Section 6.3, we
exploit the K-dimension of K-algebra K〈X〉/I with the aid of the Ufnarovski graph
5[69]. Under the assumption that the ideal I has a finite Gro¨bner basis, we formulate
the Hilbert series of the K-algebra K〈X〉/I at the end of the section.
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Chapter 2
Preliminaries
The main tasks of this thesis are to introduce Gro¨bner basis theories in free monoid
rings as well as in free modules over free monoid rings and to explore applications
of Gro¨bner bases. Hence in this chapter we shall introduce several basic algebraic
categories: monoids and groups (see Section 2.1), rings (see Section 2.2) and modules
(see Section 2.3) which are the most fundamental objects in the thesis.
We shall review each algebraic category by following the same approach. Each
algebraic category is defined as a set of elements together with operations that are
closed on the set (see Definitions 2.1.1, 2.2.1 and 2.3.1). Then we define substruc-
tures of each algebraic category and their systems of generators (see Definitions 2.1.6,
2.2.6 and 2.3.4) and introduce maps (homomorphisms) that preserve algebraic struc-
tures (see Definitions 2.1.7, 2.2.7 and 2.3.6). Moreover, in Section 2.1 we introduce
monoid presentations (see Definition 2.1.15) and monoid ideals (see Definition 2.1.23).
Monomial ideals and monomial modules are studied in Sections 2.2 and 2.3, respec-
tively. Finally, graded rings (see Definition 2.2.15) and graded modules (see Definition
2.3.14) are introduced in Sections 2.2 and 2.3, respectively. We refer to [40, 46] as
standard textbooks for intensive study of algebraic categories, refer to [38, 66] for fur-
ther information on finitely presented groups, and refer to [43], Section 1.7 and [48] for
information on gradings.
2.1 Monoids and Groups
Definition 2.1.1. A monoid is a non-empty setM together with a binary operation
· :M×M→M (called multiplication) such that there exists an identity element,
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i.e. an element 1M ∈ M satisfying 1M · a = a · 1M = a for all a ∈ M, and such that
the associative law is satisfied, i.e. a · (b · c) = (a · b) · c for all a, b, c ∈M.
It can be shown that the identity element 1M is unique. When it is clear which
monoid is considered, we simply write 1 instead of 1M. We will write ab instead of a · b
if no confusion is likely to arise. The product a · a · · · a︸ ︷︷ ︸
n times
with n ∈ N is called the n-th
power of a and denoted by an, where a0 = 1.
LetM be a monoid. An element a ∈M is called a unit if there exists an element
b ∈ M such that ab = ba = 1. The element b is called the inverse of a and denoted
by a−1. Furthermore, M is called a group if every element of M is a unit. M is
called commutative (or abelian) if ab = ba for all a, b ∈ M. Otherwise it is called
non-commutative (or non-abelian). The order ofM is the cardinal number |M|.
We say M is finite (resp. infinite) if |M| is finite (resp. infinite). The order of
a ∈ M, denoted by |a|, is the cardinal number of the set {an | n ∈ N}. Now let G be
a group. It is easy to verify that a−n = (a−1)n for all a ∈ G and n ∈ Z. The order of a
is equal to the smallest n ∈ N such that an = 1. We say G is torsion-free if every
non-identity element of G has infinite order.
Example 2.1.2. The set N of natural numbers with addition is a commutative monoid
with the identity element 0. Only 0 is a unit. The set N with multiplication is a
commutative monoid with the identity element 1. Only 1 is a unit.
Example 2.1.3. The set Z of integers with addition is a commutative group with
the identity element 0. The inverse of n is −n. The set Z with multiplication is a
commutative monoid with the identity element 1. Only 1 and −1 are units.
The most important monoid and group for our needs are as follows.
Definition 2.1.4. Let X be a set. A word over X is an element of the form w =
x1 · · ·xs with s ∈ N and x1, . . . , xs ∈ X. We denote the empty word, i.e. the
word with s = 0, by 1 and denote the set of all words over X by 〈X〉. Let w′ =
x′1 · · ·x′t ∈ 〈X〉 be another word. The multiplication of w and w′ is defined by ww′ =
x1 · · ·xsx′1 · · ·x′t which is the concatenation of w and w′. With this multiplication the
set 〈X〉 becomes a monoid with the identity element 1 and is called the free monoid
generated by X.
For a word w = x1 · · ·xs ∈ 〈X〉, the number s is called the length of w and denoted
by len(w). Every word of the form w′ = xixi+1 · · ·xj with 1 ≤ i ≤ j ≤ s is called a
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subword of w. In particular, w′ is called a prefix of w if i = 1; it is called a suffix
of w if j = s. For two words w,w′ ∈ 〈X〉, we say w and w′ are coprime is neither w
is a subword of w′ nor w′ is a subword of w.
Definition 2.1.5. Let X be a set. A reduced word over X is an element of the
form w = xλ11 · · ·xλss with s ∈ N and x1, . . . , xs ∈ X,λ1, . . . , λs ∈ {1,−1} such that w
contains no subword of the form xix
−1
i or x
−1
i xi where xi ∈ X. We denote the set
of all reduced words over X by F (X). Let w′ = yδ11 · · · yδtt ∈ F (X) be another
word. The multiplication of w and w′ is defined as follows. Let k = max{l | xλs−ls−l =
y
−δ1+l
1+l , 0 ≤ l ≤ min{s, t}}. Then we define
ww′ =

xλ11 · · ·xλs−ks−k yδk+1k+1 · · · yδtt if 0 ≤ l < min{s, t},
xλ11 · · ·xλs−ks−k if k = t < s,
y
δk+1
k+1 · · · yδtt if k = s < t,
1 if k = s = t.
With this multiplication the set F (X) becomes a group with the identity element 1
and is called the free group generated by X.
The free monoid 〈X〉 and free group F (X) are free objects on the set X which
satisfy the universal properties in the corresponding algebraic structures. We refer to
[40, 46] for more details. Clearly, neither the free monoid 〈X〉 nor the free group F (X)
is commutative if |X| ≥ 2. Moreover, the free group F (X) is torsion-free.
Now we consider substructures of monoids and groups that are closed under multi-
plication.
Definition 2.1.6. Let M be a monoid.
a) A non-empty subset N ⊆M is called a submonoid of M if 1 ∈ N and ab ∈ N
for all a, b ∈ N .
b) Let Y ⊆ M be a subset. A submonoid N ⊆ M is said to be generated
by Y if N is the smallest submonoid in M containing Y . In this case we have
N = {yn11 · · · ynss | y1, . . . , ys ∈ Y, n1, . . . , ns ∈ N} and write N = 〈Y 〉.
Now let G be a group instead.
c) A non-empty subset H ⊆ G is called a subgoup of G if ab−1 ∈ H for all a, b ∈ H.
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d) Let Y ⊆ G be a subset. A subgroup H ⊆ G is said to be generated by Y
if H is the smallest subgroup in G containing Y . In this case we have H =
{yn11 · · · ynss | y1, . . . , ys ∈ Y, n1, . . . , ns ∈ Z} and write H = 〈Y 〉.
By definition, every monoid has two trivial submonoids: the monoid itself and {1}.
The same is true for every group. In Definitions 2.1.6.b and 2.1.6.d the set Y is called
a system of generators of N and H, respectively. A monoid or a group is said to
be finitely generated if it has a finite system of generators. A monoid or a group is
said to be cyclic if it has a system of generators consisting of only one element.
We introduce the functions that preserve the structures of monoids and groups in
the following sense.
Definition 2.1.7. Let M and N be two monoids (or groups). A map ϕ :M→N is
called a homomorphism from M to N if ϕ(1M) = 1N and ϕ(ab) = ϕ(a)ϕ(b) for all
a, b ∈M.
It is easy to check that in case M and N are groups we have ϕ(a−1) = ϕ(a)−1
for all a ∈ M. A homomorphism is called a monomorphism if it is injective, an
epimorphism if it is surjective, and an isomorphism if it is a bijection. If ϕ :
M → N is an isomorphism, then M and N are said to be isomorphic and denoted
by M ∼= N . A homomorphism M → M is called an endomorphism of M. An
isorphism M→M is called an automorphism of M.
Definition 2.1.8. Let ϕ : M → N be a monoid (or group) homomorphism. The
kernel of ϕ is the set {a ∈ M | ϕ(a) = 1N} and is denoted by ker(ϕ). The image
of ϕ is the set {ϕ(a) | a ∈M} and is denoted by im(ϕ).
If M, N are monoids (resp. groups) and ϕ : M → N is a monoid (resp. group)
homomorphism, then ker(ϕ) ⊆M and im(ϕ) ⊆ N are submonoids (resp. subgroups).
Let G be a group, and let H ⊆ G be a subgroup. For a ∈ G we define the left coset
aH = {ah | h ∈ H} and the right coset Ha = {ha | h ∈ H}. Observe that aH = bH
(resp. Ha = Hb) if and only if a−1b ∈ H (resp. ba−1 ∈ H) for a, b ∈ G. In this case we
say a is left congruent (resp. right congruent) to b modulo H. Clearly left (resp.
right) congruence modulo H is an equivalence relation on G. It can be shown that the
set of all left cosets of H in G is isomorphic to the set of all right cosets of H in G.
Their cardinality is called the index of H in G and is denoted by |G : H|.
Definition 2.1.9. Let G be a group. A subgroup N of G is called a normal subgroup
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in G if aN = Na for all a ∈ G. In this case we write N E G.
Theorem 2.1.10. Let G be a group, let N E G be a normal subgroup, and let G/N be
the set of all cosets of N in G. Furthermore, for two cosets aN, bN ∈ G/N we define
the multiplication by aN · bN = abN . With this multiplication the set G/N is a group
with the identity element N .
Proof. See [40], Theorem 5.4 of Chapter I.
The group G/N constructed as in the theorem is called the quotient group (or
factor group) of G modulo N . It is easy to verify that for a group homomorphism
ϕ : G → H we have ker(ϕ) E G. Conversely, for a normal subgroup N E G the map
pi : G 7→ G/N given by a 7→ aN is an epimorphism with kernel N . The map pi is called
the canonical epimorphism. The following homomorphism theorem induces a series
of important isomorphism theorems of groups (see [40], Section 5 of Chapter I).
Theorem 2.1.11. Let ϕ : G → H be a group homomorphism, and let NEG be a normal
subgroup contained in ker(ϕ). Then there is a unique homomorphism ϕ¯ : G/N → H
such that ϕ¯(aN) = ϕ(a) for all a ∈ G, im(ϕ¯) = im(ϕ) and ker(ϕ¯) = ker(ϕ)/N . The
map ϕ¯ is an isomorphism if and only if ϕ is an epimorphism and N = ker(ϕ).
Proof. See [40], Theorem 5.6 of Chapter I.
We define a general form of congruence relation on monoids and groups as follows.
Definition 2.1.12. Let M be a monoid. A congruence relation R on M is an
equivalence relation ∼ on M such that a ∼ b implies ca ∼ cb and ac ∼ bc for all
a, b, c ∈ M. For all a ∈ M we define the equivalence class a¯ = {a′ ∈ M | a′ ∼ a}.
LetM/R be the set of all equivalence classes inM. Furthermore, for two equivalence
classes a¯, b¯ ∈ M/R we define the multiplication by a¯b¯ = ab. With this multiplication
the setM/R becomes a monoid with identity element 1¯M. The monoidM/R is called
the quotient monoid of M modulo R.
Obviously if M is a group then the quotient monoid M/R is also a group. It is
easy to see that if N EG is a normal subgroup then the congruence modulo N satisfies
the condition in Definion 2.1.12 and hence is a congruence relation on G. We are more
interested in congruence relations generated by subsets R ⊆M×M.
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Definition 2.1.13. LetM be a monoid (or group), and let R be a subset ofM×M.
If R is the smallest congruence relation on M containing R, then R is called the
congruence relation generated by R.
The congruence relation R generated by R ⊆M×M has the following property.
Proposition 2.1.14. Let M be a monoid, let R be a subset of M×M, and let R
be the congruence relation generated by R. Moreover, let N be another monoid, and
let ϕ :M→ N be a monoid homomorphism such that ϕ(a) = ϕ(b) for all (a, b) ∈ R.
Then there exists a unique homomorphism ψ :M/R → N such that ϕ = ψpi where pi
is the canonical epimorphism pi :M→M/R defined by a 7→ a¯.
Proof. See [66], Proposition 4.3 of Chapter 1.
We are now at the point of defining monoid presentations, which is a crucial subject
of rewriting systems and group presentation theory. We refer to [38, 66] as standard
textbooks for more details.
Definition 2.1.15. Let X be a set, and let R be a subset of 〈X〉×〈X〉. We define the
monoidM to be the quotient monoid of 〈X〉 modulo the congruence relation generated
by R. The pair (X,R) is called a monoid presentation for M and denoted by
M = 〈X | R〉. The presentation is finite if both X and R are finite. A monoid is said
to be finitely presented if it has a finite presentation.
For a finitely presented monoid M = 〈X | R〉 with X = {x1, . . . , xn} and R =
{(w1, w′1), . . . , (ws, w′s)} we will usually writeM = 〈x1, . . . , xn | w1 = w′1, . . . , ws = w′s〉.
Here are some examples of monoid presentations. A rich collection of finitely presented
monoids and groups are freely available at Symbolic Data [68].
Example 2.1.16. Let X be a set. We have 〈X〉 = 〈X | ∅〉. Moreover, let X−1 =
{x−1 | x ∈ X}, and let R = {xx−1 = x−1x = 1 | x ∈ X}. Then we have F (X) =
〈X ∪X−1 | R〉. If the set X is finite, then 〈X〉 and F (X) are finitely presented.
Example 2.1.17. Let X = {x1, . . . , xn}, and let R = {xjxi = xixj | 1 ≤ i < j ≤ n}.
Then the monoid 〈X | R〉 is isomorphic to {xα11 · · ·xαnn | α1, . . . , αn ∈ N}.
Example 2.1.18. Here are some finitely presented groups.
a) Let n ≥ 1. Then 〈x | xn = 1〉 is a cyclic group.
b) Let n ≥ 3. Then 〈x, y | xn = y2 = (xy)2 = 1〉 is the dihedral group of order 2n.
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c) LetG = 〈x, y | xp = yq = W r(x, y) = 1〉 with p, q, r ≥ 2,W (x, y) = xα1yβ1 · · ·xαkyβk
such that k ≥ 1 and 1 ≤ αi < p, 1 ≤ βi < q for all i ∈ {1, . . . , k}. Then G is a
generalized triangle group (see [29, 64]).
d) Let X = {x1, . . . , xn}, let X−1 = {x−11 , . . . , x−1n }, let R = {xix−1i = x−1i xi =
1 | i = 1, . . . , n}, and let S = {xix(i+m) mod n = x(i+k) mod n | i = 1, . . . , n} with
m, k ∈ {1, . . . , n} such that m 6= k. Then 〈X ∪ X−1 | R ∪ S〉 is a (Cavicchioli-
Hegenbarth-Repovsˇ) generalized Fibonacci group (see [15, 75]).
Remark 2.1.19. We make some remarks on monoid presentations.
a) Many algebraic problems for monoids and groups are related to finite presenta-
tions, for instance the word, conjugacy, and isomorphism problems for finitely
present groups (see [22]). Below, we list some undecidable problems that will be
investigated in later chapters. Note that, given a finite presentationM = 〈X |R〉,
it is generally undecidable whether or notM is a group (see [59]). In this thesis,
given a group presentation, we shall always assume that it is indeed a group.
b) Given a finite presentationM = 〈X | R〉, the Knuth-Bendix Procedure (see [41])
generates a complete rewriting system from R which is indeed a congruence rela-
tion generated by R. The Knuth-Bendix Procedure makes the undecidable word
problem into a semi-decidable problem. Some useful heuristics for implementing
the Knuth-Bendix Procedure are discussed in [66]. In next section we convert
the word problem to the membership problem (see Remark 2.2.12.b) and use
Buchberger’s Procedure (see Theorem 4.1.14) to make the word problem semi-
decidable. Actually the Knuth-Bendix Procedure and Buchberger’s Procedure
are very similar (see [74]) and we can even consider Buchberger’s Procedure as a
generalization of the Knuth-Bendix Procedure.
Definition 2.1.20. (The Word Problem) Let X be a finite set, and let M =
〈X | R〉 a finitely presented monoid. Given two words w, u ∈ 〈X〉, decide whether or
not w and u define the same element in M.
Definition 2.1.21. (The Membership Problem) Let X be a finite set, let G =
〈X | R〉 be a finitely presented monoid, and let H = 〈U〉 ⊆ G be the submonoid
generated by the set U = {w1, . . . , ws} ⊂ 〈X〉. Given a word w ∈ 〈X〉, decide whether
or not w is in H.
The membership problem is also called the generalized word problem.
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Definition 2.1.22. (The Conjugacy Problem) Let X be a finite set, and let
G = 〈X | R〉 be a finitely presented group. Given two words w, u ∈ 〈X〉, decide
whether or not there is a word a ∈ 〈X〉 such that aw and ua define the same element
in G.
To end this section we introduce another substructure of monoids as follows.
Definition 2.1.23. Let M be a monoid.
a) A non-empty subset I ⊆ M is called a (two-sided) monoid ideal of M if we
have M · I · M ⊆ I.
b) A subset B ⊆ M is called a system of generators of monoid ideal I ⊆ M
if I is the smallest monoid ideal in M containing B. In this case we have I =
{aβb | β ∈ B, a, b ∈M}.
c) A system of generators B of a monoid ideal I is called irredundant if B does
not properly contain any other system of generators of I. It is called minimal if
the number of elements in B is minimal among all systems of generators of I.
By definition, M is a monoid ideal of itself and it has a system of generators {1}.
In general, it is undecidable if a system of generators of a monoid ideal is irredundant.
A monoid ideal may have many irredundent systems of generators. However, in the
free monoid 〈X〉, every monoid ideal has a unique irredundent system of generators,
which coincides with minimal system of generators.
Proposition 2.1.24. Let I be a monoid ideal of 〈X〉, and let B be the set of all
elements of I which do not contain elements of I as a proper subwords. Then B is the
unique minimal system of generators of I.
Proof. First we prove that B generates I. Let w be an element of I, and let w′ be a
subword of w with minimal length such that w′ is still in I. By the definition of B we
have w′ ∈ B. Thus B is a system of generators of I. Then we prove that B is minimal.
Suppose that there exists B′ ⊂ B such that B′ generates I. Let w ∈ B \ B′. Then
there exist β′ ∈ B′, a, b ∈ 〈X〉 such that w = aβ′b. By the definition of B we must
have w = β′ which is a contradiction. Therefore B is minimal. Finally, we prove the
uniqueness. Suppose that there are two minimal systems of generators B and B′ of I.
By symmetry we may assume that there exists an element β′ ∈ B′ \B. With the same
process as before, we obtain the same contradiction that β′ ∈ B.
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Remark 2.1.25. We make some remarks on Proposition 2.1.24.
a) The proposition shows that if there is a finite system of generators of the monoid
ideal then we can obtain the minimal system of generators by deleting in this set
all elements which contain another elements as proper subwords and removing
all repetitions of an element.
b) Note that a monoid ideal of 〈X〉 need not have finite systems of generators. For
instance the monoid ideal I ⊂ 〈x, y〉 generated by the set B = {xyix | i ∈ N} has a
infinite system of generators B which is minimal. Thus Dickson’s lemma (see [43],
Corollary 1.3.6) which plays an important role in computational commutative
algebra does not hold in free monoids.
2.2 Rings
Definition 2.2.1. A ring is a non-empty set R together with two binary operations
+, · : R × R → R such that R together with the operation + (called addition) is a
commutative group with the identity element 0R, and such that R together with the
operation · (called multiplication) is a monoid with the identity element 1R, and
such that the distributive laws are satisfied, i.e. r3 · (r1 + r2) = r3 · r1 + r3 · r2 and
(r1 + r2) · r3 = r1 · r3 + r2 · r3 for all r1, r2, r3 ∈ R.
Note that a ring does not necessarily have the multiplicative identity element. For
our purposes in this thesis we shall always assume that a ring contains the identity
element under multiplication. If no ambiguity is likely to arise, we write rr′ instead
of r · r′, 0 instead of 0R, and 1 instead of 1R. R is called commutative if rr′ = r′r
for all r, r′ ∈ R. An element r ∈ R \ {0} is called a zero divisor if there exists an
element r′ ∈ R\{0} such that rr′ = 0 or r′r = 0. More precisely, r is called a left zero
divisor if rr′ = 0 and a right zero divisor if r′r = 0. An integral domain R is a
commutative ring with no zero divisor and 1R 6= 0. A division ring R is a ring such
that 1R 6= 0 and the set R\{0} together with multiplication is a group. A commutative
division ring is called a field.
Example 2.2.2. Let n ≥ 1. The set Z/(n) = {0, 1, . . . , n − 1} of integers modulo n
together with addition and multiplication forms a ring. If p is prime, then non-zero
elements of Z/(p) form a multiplicative group of order p − 1 and Z/(p) is a field. In
this case we usually denote it by Fp.
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Definition 2.2.3. Let K be a field, and let M be a monoid. The monoid ring
of M over K is the set K〈M〉 of all elements of the form ∑w∈M cww with cw ∈ K
and cw 6= 0 for only finitely many w ∈ M, together with the addition + defined by∑
w∈M cww +
∑
w∈M c
′
ww =
∑
w∈M(cw + c
′
w)w and the multiplication · defined by∑
u∈M cuu ·
∑
v∈M cvv =
∑
w∈M(
∑
uv=w cucv)w. The elements in K〈M〉 are called the
polynomials. If G is a group, then K〈G〉 is called the group ring of G over K.
Let K be a field, and let X be a set. The monoid ring of 〈X〉 over K is called the
free monoid ring (or non-commutative polynomial ring or free associative
algebra) generated by X over K and is denoted by K〈X〉.
Definition 2.2.4. Let K〈X〉 be the free monoid ring generated by X over K, and
let f =
∑
w∈〈X〉 cww ∈ K〈X〉 be a polynomial. The element cw ∈ K is called the
coefficient of w in f . The set {w ∈ 〈X〉 | cw 6= 0} is called the support of f and
denoted by Supp(f). In particular, the free monoid 〈X〉 contains all terms in K〈X〉.
It is easy to check that K〈X〉 is an integral domain. The following is an example
of a monoid ring with zero divisors.
Example 2.2.5. Let K be a field, let n ≥ 3, and let Dn = 〈a, b|an = b2 = abab = 1〉 be
the dihedral group of order 2n. Then K〈Dn〉 is the group ring of Dn over K. Note that
b+1, b−1 ∈ K〈Dn〉\{0} are zero divisors since (b+1)(b−1) = (b−1)(b+1) = b2−1 = 0.
Definition 2.2.6. Let R be a ring.
a) A non-empty subset S ⊆ R is called a subring of R if S is closed under the
addition and multiplication operations of R and S is itself a ring under these
operations.
b) A non-empty subset I ⊆ R is called a left ideal (resp. right ideal) of R if I is
a subring in R and R · I ⊆ I (resp. I · R ⊆ I). The set I is called a two-sided
ideal (or simply an ideal) of R if it is both a left and a right ideal.
c) A subset B ⊆ R is called a system of generators of left (resp. right, two-
sided) ideal I ⊆ R if I is the smallest left (resp. right, two-sided) ideal in R
containing B. In this case we have I = {∑ni=1 riβi | βi ∈ B, ri ∈ R} (resp.
I = {∑ni=1 βiri | βi ∈ B, ri ∈ R}, I = {∑ni=1 riβir′i | βi ∈ B, ri, r′i ∈ R}) and
write I =λ 〈B〉 (resp. I = 〈B〉%, I = 〈B〉).
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By definition, every ring has two trivial ideals which are the ring itself and {0}.
An ideal I is said to be finitely generated if it has a finite system of generators. It
is called principal if it has a system of generators consisting of a single element. A
system of generators B of I is called irredundant if I cannot be generated by any
proper subset of B. It is called minimal if the number of elements in B is minimal
among all systems of generators of I.
Let R be a ring, and let I ⊆ R be an ideal. Since R is commutative additive
group, I is a normal subgroup of the additive group R. Consequently, by Theorem
2.1.10 there is a well-defined quotient group R/I where the addition is defined by
(r+I)+(r′+I) = (r+r′)+I for all r, r′ ∈ R. Furthermore, we define the multiplication
by (r+I)(r′+I) = rr′+I for all r, r′ ∈ R. Then the quotient group R/I is a ring called
the residue class ring (or quotient ring) of R modulo I. The elements of R/I are
called residue classes. In particular, if R is commutative then so is R/I.
We define the functions that preserve the structures of rings as follows.
Definition 2.2.7. Let R and S be two rings. A map ϕ : R → S is called a homo-
morphism of rings from R to S if ϕ(1R) = 1S and ϕ(r + r
′) = ϕ(r) + ϕ(r′), ϕ(rr′) =
ϕ(r)ϕ(r′) for all r, r′ ∈ R.
A homomorphism of rings is a monomorphism (resp. epimorphism, isomor-
phism) if it is an injective (resp. surjective, bijective) map. A monomorphism of rings
R → S is also called an embedding of R to S. A homorphism R → R is called an
endomorphism of R. An isomorphism R→ R is called an automorphism of R.
Example 2.2.8. Let ϕ : M → N be a homomorphism of monoids, and let K be a
field. Define a map on the monoid rings ϕ¯ : K〈M〉 → K〈N〉 by ϕ¯(∑w∈M cww) =∑
w∈M cwϕ(w). Then ϕ¯ is a ring homomorphism induced by ϕ.
Definition 2.2.9. Let ϕ : R → S be a ring homomorphism. The kernel of ϕ is
the set {r ∈ R | ϕ(r) = 0S} and is denoted by ker(ϕ). The image of ϕ is the set
{ϕ(r) | r ∈ R} and is denoted by im(ϕ).
It is easy to check that for a ring homomorphism ϕ : R → S the kernel ker(ϕ)
is an ideal in R. Conversely, if I is an ideal in R then the map pi : R → R/I given
by r 7→ r + I is an epimorphism with kernel I. The map pi is called the canonical
epimorphism. We have the following homomorphism theorem for rings which plays
an analogous role to Theorem 2.1.11 for groups (see [40], Section 2 of Chapter III).
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Theorem 2.2.10. Let ϕ : R→ S be a ring homomorphism, and let I ⊆ R be an ideal
contained in ker(ϕ). Then there is a unique homomorphism ϕ¯ : R/I → S such that
ϕ¯(r + I) = ϕ(r) for all r ∈ R, im(ϕ¯) = im(ϕ) and ker(ϕ¯) = ker(ϕ)/I. The map ϕ¯ is
an isomorphism if and only if ϕ is an epimorphism and I = ker(ϕ).
Proof. See [40], Theorem 2.9 of Chapter III.
An immediate and useful application of Theorem 2.2.10 is the following corollary,
which connects a monoid presentation with a ring.
Corollary 2.2.11. Let X be a set, and let M = 〈X | R〉 be a monoid presentation.
Moreover, let K be a field, and let I ⊆ K〈X〉 be the ideal generated by the set {w −
w′ | (w,w′) ∈ R} ⊆ K〈X〉. Then we have K〈M〉 ∼= K〈X〉/I.
Proof. Let R be the congruence relation generated by R. By Definition 2.1.15, it
suffices to prove K〈〈X〉/R〉 ∼= K〈X〉/I. Let ϕ : 〈X〉 → 〈X〉/R be the canonical
epimorphism of monoids defined by ϕ(w) = w¯, and let ϕ¯ : K〈X〉 → K〈〈X〉/R〉 be the
canonical epimorphism of rings induced by ϕ, i.e. ϕ¯(
∑
w∈〈X〉 cww) =
∑
w∈〈X〉 cww¯ for
all
∑
w∈〈X〉 cww ∈ K〈X〉. Obviously we have ker(ϕ¯) ⊆ I. By the definition of I we have
I ⊆ ker(ϕ¯). Thus we have I = ker(ϕ¯). The claim follows from Theorem 2.2.10.
Remark 2.2.12. Let us make some observations about Corollary 2.2.11.
a) Let K be a field, and letM = 〈X | R〉 be a monoid presentation. Corollary 2.2.11
reveals that the monoid ring K〈M〉 is nothing but the quotient ring K〈X〉/I
where I ⊆ K〈X〉 is the ideal generated by the set {w − w′ | (w,w′) ∈ R}. Thus
the computations for the monoid ring K〈M〉 can be done for the free monoid
ring K〈X〉 through the embedding K〈M〉 → K〈X〉. For this reason in this thesis
we can focus on the computations in free monoid rings (see Chapters 3 and 4).
In Chapter 6 we will investigate the computations in quotient rings.
b) Using Corollary 2.2.11, we convert the word problem (see Definition 2.1.20) to
the membership problem in the free monoid ring as follows. Let X be a finite
set, let M = 〈X | R〉 be a finitely presented monoid, and let u, v ∈ 〈X〉 be two
words. Moreover, let K be a field, and let I ⊆ K〈X〉 be the ideal generated by
the set {w − w′ | (w,w′) ∈ R}. Then u and v define the same element in M if
and only if u− v ∈ I.
Now we shall investigate further into free monoid rings which is a major object for
our computations later on. In the rest of this section, we let K be a field, let X be a
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set, and let K〈X〉 be the free monoid ring generated by X over K. The simplest ideals
in K〈X〉 are monomial ideals which are generated by sets of words. Monomial ideals
have the following nice property.
Proposition 2.2.13. Let S ⊆ 〈X〉 be a set of words which generates an ideal I =
〈S〉 ⊆ K〈X〉. Then I has a unique irredundant system of generators consisting entirely
of words. In particular, for every word w ∈ I there exists a word w′ ∈ S such that w
is a multiple of w′.
Proof. The first claim follows from Definition 2.2.6.c and Proposition 2.1.24. We write
w =
∑s
i=1 piwip
′
i with wi ∈ S, pi, p′i ∈ K〈X〉 for all i = 1, . . . , s. Then there must
exist an index i ∈ {1, . . . , s} such that w ∈ Supp(piwip′i). Therefore the second claim
holds.
Note that a ring R is said to be Noetherian if it satisfies the ascending chain
condition on ideals. That is, given any chain I1 ⊆ I2 ⊆ · · · of ideals, there exists a
positive integer n such that In = In+1 = · · · . Note that the ascending chain condition
defines a finiteness property, i.e. if R is a Noetherian ring then every ideal of R is
finitely generated.
Remark 2.2.14. Unfortunately, K〈X〉 is non-Noetherian if |X| ≥ 2. The most famous
example in the literature is as follows. Consider the free monoid ring K〈x, y〉 and the
infinite chain of ideals I1 ⊆ I2 ⊆ · · · where Ii = 〈xyx, xy2x, . . . , xyix〉. Clearly the
chain is strictly increasing. Hence K〈x, y〉 is non-Noetherian. Consequently, it brings
difficulties to Gro¨bner basis computations in free monoid rings, i.e. we cannot guarantee
the termination of Buchberger’s Procedures and have to compromise with ourselves on
enumerating procedures (see Chapter 4).
To end this section we introduce gradings to free monoid rings. Graded rings are
defined as follows.
Definition 2.2.15. Let (Γ,+) be a monoid. A ring R is called a Γ-graded ring
if there exists a family of additive subgroups {Rγ}γ∈Γ such that R = ⊕γ∈ΓRγ and
Rγ ·Rγ′ ⊆ Rγ+γ′ for all γ, γ′ ∈ Γ.
Let R be a Γ-graded ring. If r ∈ Rγ then we say r is homogeneous of degree γ
and write deg(r) = γ. By Definition 2.2.15 zero is a homogeneous element of every
degree. For every r ∈ R we can uniquely decompose r as r = ∑γ∈Γ rγ with rγ ∈ Rγ.
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We call rγ the homogeneous component of degree γ of r.
The following examples define two important gradings of K〈X〉 which we will use
later.
Example 2.2.16. Let K〈X〉w = Kw for w ∈ 〈X〉. Clearly we have K〈X〉 =
⊕w∈〈X〉Kw and Kw ·Kw′ = Kww′ for all w,w′ ∈ 〈X〉. Thus K〈X〉 is a 〈X〉-graded
ring.
Example 2.2.17. Let K〈X〉d = {f ∈ K〈X〉 | len(w) = d for all w ∈ Supp(f)} for
d ∈ N. Then we make K〈X〉 into an N-graded ring. This grading is called the
standard grading of K〈X〉. Let f ∈ K〈X〉 \ {0} be a polynomial. We write the
decomposition of f as f =
∑d
i=0 fi where fi ∈ K〈X〉i for i = 0, . . . , d and fd 6= 0.
Then the number d is called the standard degree (or simple the degree) of f and
is denoted by deg(f). Clearly for w ∈ 〈X〉 we have deg(w) = len(w). In particular,
we have deg(x) = 1 for x ∈ X and deg(c) = 0 for c ∈ K \ {0}. Moreover, using the
convention for zero polynomial we define deg(0) = −∞.
Definition 2.2.18. An ideal I of the Γ-graded ring R is said to be Γ-graded (or
homogeneous) if we have I = ⊕γ∈Γ(I ∩Rγ).
The following proposition characterizes graded rings nicely.
Proposition 2.2.19. Let I be an ideal of Γ-graded ring R. Then the following condi-
tions are equivalent.
a) I is a Γ-graded ideal.
b) If r ∈ I and r = ∑γ∈Γ rγ is the decomposition of r into its homogeneous compo-
nents, then rγ ∈ I for all γ ∈ Γ.
c) There is a system of generators of I which consists entirely of homogeneous ele-
ments.
Proof. Analogous to [43], Proposition 1.7.10.
Corollary 2.2.20. Let I ⊆ K〈X〉 be an N-graded ideal generated by a homogeneous
system of generators G. Moreover, let d ∈ N, let G≤d be the set of elements in G with
degree ≤ d, and let 〈I≤d〉 be the ideal generated by the homogeneous element in I with
degree ≤ d. Then G≤d generates 〈I≤d〉.
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Proof. This follows from Proposition 2.2.19 directly.
Corollary 2.2.21. If I ⊆ R be a Γ-graded ideal, then the quotient ring R/I is also
Γ-graded.
Proof. Let (R/I)γ = Rγ/(I ∩ Rγ) for γ ∈ Γ. Then the claim follows from Proposition
2.2.19.b.
2.3 Modules
Definition 2.3.1. Let R be a ring. A left R-module M is an additive commutative
group (M,+) together with an operation · : R ×M → M (called scalar multiplica-
tion) such that 1R·m = m for all m ∈M , and such that the associative and distributive
laws are satisfied, i.e. r ·(r′ ·m) = (rr′) ·m and r ·(m+m′) = r ·m+r′ ·m′, (r+r′) ·m =
r ·m+ r′ ·m for all r, r′ ∈ R,m,m′ ∈M .
The scalar multiplication is usually written by juxtaposition as rm for r ∈ R and
m ∈M . A right R-module M is defined symmetrically via a scalar multiplication of
the form · : M ×R→M . Consequently, all theorems about left R-modules also hold,
mutatis mutandis, for right R-modules.
If R is a division ring, then left R-module is called a left R-vector space. If K
be a commutative ring, then a K-algebra A is a ring such that A is a left K-module
and k(ab) = (ka)b = a(kb) for all k ∈ K, a, b ∈ A.
Definition 2.3.2. Let R and S be two rings. An R-S-bimodule M is an additive
commutative group (M,+) such that M is a left R-module and a right S-module,
and such that two scalar multiplications are compatible, i.e. (rm)s = r(ms) for all
r ∈ R, s ∈ S and m ∈ M . An R-R-bimodule is called a two-sided R-module (or an
R-bimodule).
Example 2.3.3. Let R be a ring. If I ⊆ R is a left ideal, then I is a left R-module. If
I ⊆ R is an ideal, then I and R/I are R-bimodules. In particular, R is a left R-module
and an R-bimodule.
In this section we focus mainly on two-sided modules for our purposes. We refer to
[40], Chapter IV for an intensive study of (one-sided) modules.
Definition 2.3.4. Let R be a ring, and let M be an R-bimodule.
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a) Let N ⊆ M be an additive subgroup. N is called a (two-sided) R-submodule
of M if R ·N ·R ⊆ N .
b) A subset B ⊆ M is called a system of generators of R-submodule N ⊆ M
if N is the smallest R-submodule in M containing B. In this case we have
N = {∑ni=1 riβir′i | βi ∈ B, ri, r′i ∈ R} and write N = 〈B〉.
A module is said to be finitely generated if it has a finite system of generators.
Clearly the empty set ∅ generates the zero module 〈0〉. A system of generators B of M
is called irredundant if M cannot be generated by any proper subset of B. It is called
minimal if the number of elements in B is minimal among all systems of generators
of M .
A subset B of an R-bimodule M is said to be linearly independent if for distinct
β1, . . . , βn ∈ B and distinct pairs (ri1, r′i1), . . . , (riki , r′iki) ∈ R × R for i = 1, . . . , n we
have
∑n
i=1
∑ki
j=1 rijβir
′
ij = 0 implies rij = 0 or r
′
ij = 0 for each pair (rij, r
′
ij) with
i ∈ {1, . . . , n}, j ∈ {1, . . . , ki}. A linearly independent subset of R-bimodule M that
generates M is called a basis of M . In this case M is called a free R-bimodule. Ob-
serve that the empty set ∅ is linearly independent and is a basis of the zero module 〈0〉.
We construct a non-trivial free bimodule as follows.
Example 2.3.5. Let K be a field, and let R be a K-algebra. Consider R as a Lie
algebra in the natural way, its universal enveloping algebra U(R) = R ⊗K R (see [23])
becomes an R-bimodule. Furthermore, let s ≥ 1. Then the R-bimodule ⊕si=1U(R) is a
free R-bimodule with the canonical basis {e1, . . . , es}, i.e. ei = (0, . . . , 0, 1⊗1, 0, . . . , 0)
with 1⊗ 1 occurring in the ith position for i = 1, . . . , s.
The functions that preserve the structures of bimodules are defined as follows.
Definition 2.3.6. Let R be a ring, and let M,N be two R-bimodules. An R-
bimodule homomorphism is a map ϕ : M → N satisfying ϕ(m + m′) = ϕ(m) +
ϕ(m′), ϕ(rm) = rϕ(m) and ϕ(mr) = ϕ(m)r for all r, r′ ∈ R,m,m′ ∈M .
An R-bimodule homomorphism ϕ : M → N is called a monomorphism (resp.
epimorphism, isomorphism) if it is injective (resp. surjective, bijective). The ker-
nel of ϕ is the set ker(ϕ) = {m ∈M | ϕ(m) = 0} which is an R-submodule of M . The
image of ϕ is the set im(ϕ) = {ϕ(m) | m ∈M} which is an R-submodule of N . Now
let K be a commutative commutative ring, and let A,B be two K-algebras. A map
ϕ : A→ B is called a K-algebra homomorphism if ϕ is both a ring homomorphism
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and a K-module homomorphism.
Let N be an R-submodule of R-bimodule M . Then the quotient group M/N is
an R-bimodule with scalar multiplications given by r(m+N) = rm+N, (m+N)r =
mr + N for all r ∈ R,m ∈ M . The map pi : M → M/N given by m → m + N
is an epimorphism with kernel N and is called the canonical epimorphism. The
following homomorphism theorem induces isomorphism theorems for R-bimodules (see
[40], Section 1 of Chapter IV).
Theorem 2.3.7. Let ϕ : M → N be an R-bimodule homomorphism, and let K ⊆ M
be an R-submodule contained in ker(ϕ). Then there is a unique R-bimodule homomor-
phism ϕ¯ : M/K → N such that ϕ¯(m+K) = f(m) for all m ∈M , im(ϕ¯) = im(ϕ) and
ker(ϕ¯) = ker(ϕ)/K. The map ϕ¯ is an isomorphism if and only if ϕ is an epimorphism
and K = ker(ϕ).
Proof. See [40], Theorem 1.7 of Chapter IV.
The following universal property shows that free R-bimodules are free objects in
the category of R-modules.
Proposition 2.3.8. Let F be a free R-bimodule with a basis B, and let ι : B → F be
an injective map. Given an R-bimodule M and a map ϕ : B → M , there is a unique
R-bimodule homomorphism ϕ¯ : F →M such that ϕ¯ι = ϕ.
Proof. See [40], Theorem 2.1 of Chapter IV.
It is straightforward to check that the R-bimodule ⊕si=1U(R) constructed in Exam-
ple 2.3.5 is a free object. In the rest of this section we study one specific instance of
free bimodules which forms another major object for our computations later on. In the
following, we let K be a field, let X be a set, and let K〈X〉 be the free monoid ring
generated by X over K.
Definition 2.3.9. Let r ≥ 1. The K〈X〉-bimodule (K〈X〉⊗KK〈X〉)s, denoted by Fs,
is called the free bimodule over K〈X〉 of rank s with the canonical basis {e1, . . . , es},
i.e. ei = (0, . . . , 0, 1 ⊗ 1, 0, . . . , 0) with 1 ⊗ 1 occurring in the ith position for i =
1, . . . , s and ei is called the i
th standard basis vector in Fs. The set {weiw′ | i ∈
{1, . . . , s}, w, w′ ∈ 〈X〉} is called the set of terms in Fs and denoted by T(Fs). We
write element m ∈ Fs as m =
∑s
i=1
∑
j∈N cijwijeiw
′
ij with cij ∈ K,wij, w′ij ∈ 〈X〉 for all
i ∈ {1, . . . , s}, j ∈ N where all but finitely many of the cij are zero. The element cij ∈ K
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is called the coefficient of the term wijeiw
′
ij in m. The set {wijeiw′ij ∈ T(Fs) | cij 6= 0}
is called the support of m and denoted by Supp(m).
Remark 2.3.10. Let I ⊆ K〈X〉 be an ideal, and let F¯s = (K〈X〉/I ⊗K K〈X〉/I)s
be the free bimodule over the quotient ring K〈X〉/I. Using the embeding K〈X〉/I →
K〈X〉, we are able to consider each element m¯ ∈ F¯s as an element in Fs and perform
computations for F¯s on Fs. For this reason in this thesis we can focus on the computa-
tions for free bimodules over free monoid rings (see Chapter 5). In Chapter 6 we will
investigate the computations for free bimodules over quotient rings. Note that, given
a monoid presentation M = 〈X | R〉, the free K〈M〉-bimodule (K〈M〉 ⊗K K〈M〉)s
is nothing but a specific instance of F¯s by Corollary 2.2.11.
Note that an Noetherian module is a module that satisfies the ascending chain
condition on submodules, i.e. every ascending chain of submodules becomes eventually
stationary. Note that a Noetherian module has a very nice property that all of its sub-
modules are finitely generated. However, Fs is non-Noetherian if |X| ≥ 2 since K〈X〉
is non-Noetherian (see Remark 2.2.14). As a result Gro¨bner basis computations in Fs
might not terminate and we have to content ourselves with enumerating procedures
(see Chapter 5).
The simplest K〈X〉-submodules in Fs are monomial modules which are generated
by subsets of T(Fs). Monomial modules have similar nice property as monomial ideals
in K〈X〉 (see Proposition 2.2.13). To present this property for monomial modules the
following definition and lemma prove useful.
Definition 2.3.11. Let (Γ, ◦) be a monoid.
a) A left Γ-monomodule is a set Σ together with an operation ∗ : Γ × Σ → Σ
such that 1Γ ∗ s = s and (γ1 ◦ γ2) ∗ s = γ1 ∗ (γ2 ∗ s). A right Γ-monomodule is
defined symmetrically. A Γ-bimonomodule is both a left Γ-monomodule and a
right Γ-monomodule.
b) Let Σ be a Γ-bimonomodule. A non-empty subset Σ′ ⊆ Σ is called a (two-sided)
Γ-submonomodule of Σ if we have Γ ∗ Σ′ ∗ Γ ⊆ Σ′.
c) Let Σ be a Γ-bimonomodule. A subset B ⊆ Σ is called a system of genera-
tors of Γ-submonomodule Σ′ ⊆ Σ if Σ′ is the smallest Γ-submonomodule in Σ
containing B. In this case we have Σ′ = {γ1 ∗ s ∗ γ2 | γ1, γ2 ∈ Γ, s ∈ B}. The
set B is called irredundant if B does not properly contain any other system of
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generators of Σ′. It is called minimal if the number of elements in B is minimal
among all systems of generators of Σ′.
Clearly T(Fs) is a 〈X〉-bimonomodule. Moreover, we have the following lemma.
Lemma 2.3.12. Every 〈X〉-submonomodule of T(Fs) has a unique minimal system of
generators.
Proof. Analogous to Proposition 2.1.24.
Proposition 2.3.13. Every monomial module in Fs has a unique irredundant system
of generators consisting entirely of terms in T(Fs).
Proof. Analogous to Proposition 2.2.13.
We end this section with a brief introduction of gradings of bimodules.
Definition 2.3.14. Let (Γ, ◦) be a monoid, let R be a Γ-graded ring, and let (Σ, ∗)
be a Γ-bimonomodule. An R-bimodule M is called a Σ-graded R-bimodule if there
exists a family of subgroups {Ms}s∈Σ such that M = ⊕s∈ΣMs and Rγ ·Ms·Rγ′ ⊆Mγ∗s∗γ′
for all γ, γ′ ∈ Γ, s ∈ Σ.
Let M be a Σ-graded R-bimodule. If m ∈ Ms then we say m is homogeneous of
degree s and write deg(m) = s. By Definition 2.3.14 zero is a homogeneous element
of every degree. For every m ∈ M we can uniquely decompose m as m = ∑s∈Σ ms
with ms ∈ Ms. We call ms the homogeneous component of degree s of m. In the
following example we define an important grading of Fs for our needs.
Example 2.3.15. Consider K〈X〉 as a K〈X〉-bimodule. Let (t1, . . . , ts) ∈ 〈X〉s be
a tuple of words. We define a K〈X〉-bimodule homomorphism ψ : Fs → K〈X〉 by
ei 7→ ti for i = 1, . . . , s. Let Fs(w) = {m ∈ Fs | ψ(m) ∈ Kw} for w ∈ 〈X〉. Recall
that K〈X〉 is 〈X〉-graded. It is easy to check that Fs = ⊕w∈〈X〉Fs(w) and for all words
w,w1, w2 ∈ 〈X〉 we have Kw1 · Fs(w) · Kw2 ⊆ Fs(w1ww2). Thus we make Fs into a
〈X〉-graded K〈X〉-bimodule. This grading is called the grading defined by the tuple
(t1, . . . , ts).
Definition 2.3.16. An R-submodule of the Σ-graded R-bimodule M is said to be
Σ-graded (or homogeneous) if we have N = ⊕s∈Σ(N ∩Ms).
Proposition 2.2.19 for ideals of graded rings is also valid, mutatis mutandis, for
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submodules of graded bimodules.
Proposition 2.3.17. Let N be an R-submodule of Σ-graded R-bimodule M . Then the
following conditions are equivalent.
a) N is a Σ-graded R-submodule.
b) If m ∈ N and m = ∑s∈Σ ms is the decomposition of m into its homogeneous
components, then ms ∈ N for all s ∈ Σ.
c) There is a system of generators of N which consists entirely of homogeneous
elements.
Proof. Analogous to [43], Proposition 1.7.10.
Corollary 2.3.18. If N ⊆M be a Σ-graded R-submodule, then the quotient group M/N
is a Σ-graded R-module.
Proof. Let (M/N)s = Ms/(N∩Ms) for s ∈ Σ. Then the claim follows from Proposition
2.3.17.b.
Chapter 3
Gro¨bner Bases in K〈X〉
In this chapter we shall introduce Gro¨bner bases of ideals in free monoid rings and study
the characterizations of Gro¨bner bases. In [53], F. Mora proposed a generalization
of Gro¨bner bases and Buchberger’s Algorithm to non-commutative polynomial rings,
which was mainly built upon the work of G. Bergman [5] and B. Buchberger [13]. Few
years later, T. Mora [55] unified Gro¨bner basis theory for both commutative and non-
commutative algebras through a generalization of the Gaußian elimination algorithm.
Non-commutative Gro¨bner basis theory was further considered by E. Green [36, 37], H.
Li [48], V. Levandovskyy [47], et al. In this and next chapters we shall present Gro¨bner
basis theory in free monoid rings: in this chapter we shall characterize Gro¨bner bases
of ideals in great detail, and in next chapter we will study techniques for Gro¨bner basis
computations.
Two main ingredients of Gro¨bner basis theory, namely admissible orderings (see
Definition 3.1.1) and the Division Algorithm (see Theorem 3.2.1), are introduced in
the first two sections. Section 3.1 we define admissible orderings followed by concrete
examples that are implemented in the package gbmr of the computer algebra system
ApCoCoA [2]. Further we present Macaulay’s Basis Theorem (see Theorem 3.1.15)
and introduce the normal form (see Definition 3.1.17) as a byproduct of Macaulay’s
Basis Theorem. In Section 3.2 we discuss the Division Algorithm in detail and present
the Interreduction Algorithm (see Theorem 3.2.8) as an application of the Division
Algorithm. Section 3.3 begins with a definition of Gro¨bner bases for two-sided ideals
(see Definition 3.3.1). Then we shall characterize Gro¨bner bases through leading term
sets and leading term ideals (see Propositions 3.3.3 and 3.3.4), and Gro¨bner repre-
sentations (see Proposition 3.3.6), and study the existence and uniqueness of reduced
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Gro¨bner bases (see Definition 3.3.16 and Proposition 3.3.17). In Section 3.4 we shall
explore the characterizations of Gro¨bner bases through syzygy modules (see Definition
3.4.1 and Proposition 3.4.11). In Section 3.5 we shall have a short investigation of
Gro¨bner bases of one-sided ideals.
Throughout this chapter, we let K be a field, X = {x1, . . . , xn} a finite alphabet
(or set of indeterminates), and K〈X〉 the free monoid ring generated by X over K. We
shall also consider the free monoid 〈X〉 generated by X as the set of terms in K〈X〉.
By an ideal I we mean a two-sided ideal in K〈X〉 unless specified otherwise.
3.1 Admissible Orderings
Note that a relation σ on a set S is a subset of S×S. Henceforth, we shall write a ≥σ b
or b ≤σ a instead of (a, b) ∈ σ. If a ≥σ b and a 6= b, we shall write a >σ b or b <σ a.
Definition 3.1.1. An admissible ordering σ on 〈X〉 is a relation on 〈X〉 satisfying
the following conditions for all w1, w2, w3, w4 ∈ 〈X〉.
a) w1 ≥σ w2 or w2 ≥σ w1, i.e. σ is complete.
b) w1 ≥σ w1, i.e. σ is reflexive.
c) w1 ≥σ w2 and w2 ≥σ w1 imply w1 = w2, i.e. σ is antisymmetric.
d) w1 ≥σ w2 and w2 ≥σ w3 imply w1 ≥σ w3, i.e. σ is transitive
e) w1 ≥σ w2 implies w3w1w4 ≥σ w3w2w4, i.e. σ is compatible with multiplication.
f) Every descending chain of words w1 ≥σ w2 ≥σ · · · in 〈X〉 becomes eventually
stationary, i.e. σ is a well-ordering.
If σ is an admissible ordering on 〈X〉, then we must have w ≥σ 1 for all w ∈ 〈X〉.
Otherwise, we assume that 1 >σ w for some word w ∈ 〈X〉. By condition 3.1.1.e, for
all i ∈ N, we have wi = wi ·1 >σ wi ·w = wi+1. Then by condition 3.1.1.d we obtain an
infinite strictly descending chain 1 >σ w >σ w
2 >σ · · · , which is a contradiction with
condition 3.1.1.f.
Before presenting concrete admissible orderings on 〈X〉 which are available in the
ApCoCoA package gbmr, we define the following lexicographic ordering.
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Definition 3.1.2. The lexicographic ordering on 〈X〉, denoted by Lex, is defined
as follows. For two words w1, w2 ∈ 〈X〉, we say w1 ≥Lex w2 if we have w1 = w2w
for some word w ∈ 〈X〉, or if we have w1 = wxi1w′, w2 = wxi2w′′ for some words
w,w′, w′′ ∈ 〈X〉 and some letters xi1 , xi2 ∈ X such that i1 < i2.
Remark 3.1.3. We add some remarks on the lexicographic ordering.
a) Lex is a complete, reflexive, antisymmetric and transitive relation on 〈X〉. But
it is not an admissible ordering, because Lex does not satisfy condition 3.1.1.e
or condition 3.1.1.f. For example, consider the free monoid 〈x1, x2〉. Since we
have x22 >Lex x2 and x
2
2x1 = x
2
2 · x1 <Lex x2 · x1 = x2x1, Lex is not compatible
with multiplication. Moreover, since we have an infinite strictly descending chain
x2x1 >Lex x
2
2x1 >Lex x
3
2x1 >Lex · · · , Lex is not a well-ordering.
b) Though it is not an admissible ordering, Lex is still quite helpful because it usually
acts as a “tie-breaker” during constructing a series of admissible orderings (see
Definitions 3.1.4, 3.1.6, and 3.1.8). In the literature of rewriting theory, Lex as
in Definition 3.1.2 is called the dictionary ordering, or self-explanatorily, the left-
to-right lexicographic ordering. The right-to-left lexicographic ordering is defined
symmetrically (see [66], Section 2.1).
In the following we shall introduce admissible orderings that are implemented in
the ApCoCoA package gbmr.
Definition 3.1.4. The length-lexicographic ordering on 〈X〉, denoted by LLex,
is defined as follows. For two words w1, w2 ∈ 〈X〉, we say w1 ≥LLex w2 if we have
len(w1) > len(w2), or if we have len(w1) = len(w2) and w1 ≥Lex w2.
Example 3.1.5. Consider the free monoid 〈x1, x2〉.
a) We have x1 >LLex x2, since len(x1) = 1 = len(x2) and x1 >Lex x2.
b) We have x22 >LLex x2 and x
2
2x1 >LLex x2x1, since len(x
2
2) = 2 > 1 = len(x2) and
len(x22x1) = 3 > 2 = len(x2x1), respectively.
c) We have x1x
2
2 >LLex x
2
2x1, since len(x1x
2
2) = 3 = len(x
2
2x1) and x1x
2
2 >Lex x
2
2x1.
Let α = (α1, . . . , αn) ∈ Rn≥0 (called a weight tuple) be a tuple of non-negative
real numbers. Given a word w = xi1 · · ·xis ∈ 〈X〉, the number
∑s
k=1 αik is called the
weight of w defined by α and is denoted by Wα(w). Then LLex becomes a specific
instance of the following weight-lexicographic ordering by letting α = (1, . . . , 1).
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Definition 3.1.6. The weight-lexicographic ordering defined by α on 〈X〉, de-
noted by WLex, is defined as follows. For two words w1, w2 ∈ 〈X〉, we say w1 ≥WLex w2
if we have Wα(w1) > Wα(w2), or if we have Wα(w1) = Wα(w2) and w1 ≥Lex w2.
Definition 3.1.7. The length-reverse-lexicographic ordering on 〈X〉, denoted by
LRLex, is defined as follows. For two words w1, w2 ∈ 〈X〉, we say w1 ≥LRLex w2 if we
have len(w1) > len(w2), or if we have len(w1) = len(w2) and w1 < w2 by right-to-left
lexicographic ordering.
Given a word w ∈ 〈X〉 and a letter xi ∈ X, the number of occurrences of xi in w is
called the degree of xi in w and is denoted by degxi(w). For example, consider the free
monoid 〈x1, x2, x3〉. We have degx1(x22x1) = 1, degx2(x22x1) = 2 and degx3(x22x1) = 0.
Now we are going to introduce an elimination ordering, denoted by Elim, on 〈X〉
that eliminates letters in the alphabet X in the following sense. Let j ∈ {1, . . . , n},
and let L = {x1, . . . , xj} ⊆ X be a subset. Then w ∈ 〈xj+1, . . . , xn〉 and w ≥Elim w′
imply w′ ∈ 〈xj+1, . . . , xn〉 for all w,w′ ∈ 〈X〉. In other words, if the letters in L do not
occur in a word w ∈ 〈X〉, then for every word w′ ∈ 〈X〉 which is not larger than w
with respect to Elim the letters in L do not occur in w′ either.
Definition 3.1.8. We define an elimination ordering Elim on 〈X〉 as follows. For
two words w1, w2 ∈ 〈X〉, we say w1 ≥Elim w2 if we have degxi(w1) > degxi(w2) for
some i ∈ {1, . . . , n} and degxj(w1) = degxj(w2) for all j ∈ {1, . . . , i− 1}, or if we have
degxi(w1) = degxi(w2) for all i ∈ {1, . . . , n} and w1 ≥Lex w2.
Note that Elim is just a member of a large class of elimination orderings, which
play a crucial role on many Gro¨bner bases applications (see Section 6.2).
Example 3.1.9. Consider the free monoid 〈x1, x2〉.
a) We have x1 >Elim x
2
2, since degx1(x1) = 1 > 0 = degx1(x
2
2).
b) We have x1x
2
2 <Elim x
3
2x1, since degx1(x1x
2
2) = 1 = degx1(x
3
2x1) and degx2(x1x
2
2) =
2 < 3 = degx2(x
3
2x1).
c) We have x1x
2
2 >Elim x
2
2x1, since degx1(x1x
2
2) = 1 = degx1(x
2
2x1) and degx2(x1x
2
2) =
2 = degx2(x
2
2x1) and x1x
2
2 >Lex x
2
2x1.
Definition 3.1.10. An admissible ordering σ on 〈X〉 is called length compatible if
len(w1) > len(w2) implies w1 >σ w2 for all w1, w2 ∈ 〈X〉.
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For instance, LLex and LRLex are length compatible admissible orderings while Elim
is not.
Assumption 3.1.11. From now on, we let σ be an admissible ordering on 〈X〉.
Definition 3.1.12. Every polynomial f ∈ K〈X〉 \ {0} can be uniquely represented as
f = c1w1 + · · ·+ csws
with c1, . . . , cs ∈ K \ {0}, w1, . . . , ws ∈ 〈X〉 such that w1 >σ w2 >σ · · · >σ ws. The
word LTσ(f) = w1 ∈ 〈X〉 is called the leading term of f with respect to σ. The
element LCσ(f) = c1 ∈ K \ {0} is called the leading coefficient of f with respect
to σ. Moreover, we let LMσ(f) = LCσ(f) · LTσ(f) = c1w1. The polynomial f is called
monic if LCσ(f) = 1.
The leading term LTσ(0) and leading coefficient LCσ(0) of zero polynomial are
undefined. Some elementary properties of leading terms are collected in the following
remark.
Remark 3.1.13. Let f, f1, f2 ∈ K〈X〉 \ {0} be polynomials.
a) Suppose that f1 + f2 6= 0. We have LTσ(f1 + f2) ≤σ maxσ{LTσ(f1),LTσ(f2)}.
Moreover, LTσ(f1 + f2) = maxσ{LTσ(f1),LTσ(f2)} if and only if LTσ(f1) 6=
LTσ(f2) or LCσ(f1) + LCσ(f2) 6= 0.
b) For all w,w′ ∈ 〈X〉, we have LTσ(wfw′) = wLTσ(f)w′.
c) We have LTσ(f1f2) = LTσ(f1)LTσ(f2).
Definition 3.1.14. Let I ⊆ K〈X〉 be an ideal.
a) The (monomial) ideal LTσ(I) = 〈LTσ(f) | f ∈ I \ {0}〉 ⊆ K〈X〉 is called the
leading term ideal of I with respect to σ.
b) The set LTσ{I} = {LTσ(f) | f ∈ I \ {0}} ⊆ 〈X〉 is called the leading term set
of I with respect to σ.
c) The set Oσ(I) = 〈X〉 \ LTσ{I} is called the order ideal of I with respect to σ.
By definition, we have LTσ(〈0〉) = 〈0〉 and LTσ{〈0〉} = ∅. It is easy to check that
LTσ{I} is actually a monoid ideal of 〈X〉. In the sequel for the sake of simplicity, given
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a set of polynomials G ⊆ K〈X〉 \ {0}, we let LTσ{G} = {LTσ(g) | g ∈ G} ⊆ 〈X〉 be
the leading term set and LTσ(G) ⊆ K〈X〉 the monomial ideal generated by LTσ{G}.
In the literature of computational algebra, a non-empty set O ⊆ 〈X〉 is called an
order ideal if w ∈ O and w = w1w2 imply w1 ∈ O and w2 ∈ O for all w,w1, w2 ∈ 〈X〉
(see [44], Section 6.4). Observe that Oσ(I) satisfies the order ideal condition.
Let I ⊆ K〈X〉 be an ideal. Then the residue class ring K〈X〉/I is also a K-vector
space. Given an admissible ordering, we can explicitly describe a K-basis of K〈X〉/I
as follows.
Theorem 3.1.15. (Macaulay’s Basis Theorem) Let I ⊆ K〈X〉 be an ideal. The
residue classes of the elements of Oσ(I) form a basis of the K-vector space K〈X〉/I.
Proof. Let N = SpanK{w¯ ∈ K〈X〉/I | w ∈ Oσ(I)}. Obviously N ⊆ K〈X〉/I. We
prove that N = K〈X〉/I. For the sake of contradiction, we suppose that N ⊂ K〈X〉/I.
Since σ is a well-ordering, there exists a polynomial f ∈ K〈X〉 \ {0} satisfying f /∈ I,
f¯ /∈ N and having minimal leading term LTσ(f) with respect to σ. If LTσ(f) ∈ LTσ{I},
then there exists a polynomial g ∈ I such that LTσ(f) = LTσ(g). Thus we obtain a
polynomial f ′ = f − LCσ(f)
LCσ(g)
g satisfying f ′ /∈ I, f¯ ′ = f¯ /∈ N and having a smaller leading
term than f , in contradiction with our choice of f . Therefore we have LTσ(f) ∈ Oσ(I).
However, we obtain a polynomial f ′′ = f − LCσ(f)LTσ(f) satisfying f ′′ /∈ I, f¯ ′′ /∈ N
and having a smaller leading term than f , in contradiction with our choice of f again.
To prove linear independence, suppose that there exists a polynomial f =
∑s
i=1 ciwi
∈ I \ {0} with ci ∈ K \ {0}, wi ∈ Oσ(I) for all i ∈ {1, . . . , s}. Without loss of
generality, we may assume that w1 >σ w2 >σ · · · >σ ws. Then we have LTσ(f) = w1 ∈
LTσ{I} ∩ Oσ(I) = ∅ which contradicts our assumption.
For a constructive proof of the theorem, refer to [55], Theorem 1.1 and see also the
proof of Theorem 5.1.9.
Corollary 3.1.16. Let I ⊆ K〈X〉 be an ideal.
a) We have K〈X〉 = I ⊕ SpanKOσ(I).
b) For every polynomial f ∈ K〈X〉, there exists a unique polynomial fˆ ∈ SpanKOσ(I)
such that f − fˆ ∈ I.
Proof. Claim a) is only another formulation of Theorem 3.1.15. For the proof of
claim b), it suffices, by Theorem 3.1.15, to prove the uniqueness. Suppose that there
exist two polynomials fˆ1, fˆ2 ∈ SpanKOσ(I) satisfying f − fˆ1, f − fˆ2 ∈ I. Then
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we have (f − fˆ1) − (f − fˆ2) = fˆ2 − fˆ1 ∈ I ∩ SpanKOσ(I). By claim a) we have
I ∩ SpanKOσ(I) = {0}, and hence fˆ1 = fˆ2.
Definition 3.1.17. Let I ⊆ K〈X〉 be an ideal. Given a polynomial f ∈ K〈X〉, the
unique polynomial fˆ ∈ SpanKOσ(I) as in Corollary 3.1.16.b is called the normal form
of f modulo I with respect to σ and is denoted by NFσ,I(f).
A polynomial f ∈ K〈X〉 is said to be a normal polynomial (or in normal form)
modulo I with respect to σ if f = NFσ,I(f). Similarly a word w ∈ 〈X〉 is said to be a
normal word (or in normal form) modulo I with respect to σ if w = NFσ,I(w). Note
that a polynomial f ∈ K〈X〉 is a normal polynomial if and only if f ∈ SpanKOσ(I),
and a word w ∈ 〈X〉 is a normal word if and only if w ∈ Oσ(I). Let’s collect some
rules for computing with normal forms.
Remark 3.1.18. Let I ⊆ K〈X〉 be an ideal.
a) For f ∈ K〈X〉, we have NFσ,I(NFσ,I(f)) = NFσ,I(f).
b) For f1, f2 ∈ K〈X〉, we have NFσ,I(f1 − f2) = NFσ,I(f1)− NFσ,I(f2).
c) For f1, f2 ∈ K〈X〉, we have NFσ,I(f1) = NFσ,I(f2) if and only if f1 − f2 ∈ I. In
particular, a polynomial f ∈ K〈X〉 satisfies f ∈ I if and only if NFσ,I(f) = 0.
d) For f1, f2 ∈ K〈X〉, we have NFσ,I(f1f2) = NFσ,I(NFσ,I(f1)NFσ,I(f2)).
Remark 3.1.19. The uniqueness property of the normal form reveals an algorithmic
approach to possibly solve the word problem (see Definition 2.1.20) as follows. Let
M = 〈X | R〉 be a finitely presented monoid, and let u, v ∈ 〈X〉 be two words.
Moreover, let I ⊆ K〈X〉 be the ideal generated by the set {w − w′ | (w,w′) ∈ R}.
Then by Remark 2.2.12.b, u and v define the same element inM if and only if u−v ∈ I.
Choose an admissible ordering σ on 〈X〉. Then by Remark 3.1.18.c, u and v define
the same element in M if and only if NFσ,I(u − v) = 0. Hence we convert the word
problem into the computation of the normal form.
In this section we have introduced some notions related to some admissible order-
ing σ and some ideal I, for instance, for a polynomial f we have defined the leading
term of f with respect to σ, the normal form of f modulo I with respect to σ, et
cetera. If it is clear which admissible ordering and which ideal we are considering, we
will simply call them, respectively, the leading term of f , the normal form of f , et
cetera.
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3.2 The Division Algorithm
Intuitively the normal form can be computed using the Division Algorithm. Just as
division in commutative polynomial rings (see [43], Section 1.6), the Division Algorithm
divides a polynomial f ∈ K〈X〉 \ {0} by a tuple of polynomials G = (gs, . . . , gs) ∈
(K〈X〉 \ {0})s and gives a representation
f =
s∑
i=1
ki∑
j=1
cijwijgiw
′
ij + p
with cij ∈ K \ {0}, wij, w′ij ∈ 〈X〉 for all i ∈ {1, . . . , s}, j ∈ {1, . . . , ki}, and p ∈ K〈X〉
such that LTσ(f) ≥σ LTσ(wijgiw′ij) for all i ∈ {1, . . . , s}, j ∈ {1, . . . , ki}, and such
that LTσ(f) ≥σ LTσ(p) if p 6= 0, and such that no element of Supp(p) is contained
in 〈LTσ(g1), . . . ,LTσ(gs)〉. These properties of the representation make the Division
Algorithm a powerful tool and an essential ingredient of Gro¨bner basis theory. We now
present the Division Algorithm in free monoid rings more precisely.
Theorem 3.2.1. (The Division Algorithm) Let s ≥ 1, and let f, g1, . . . , gs ∈
K〈X〉 \ {0}. Consider the following sequence of instructions.
1) Let k1 = · · · = ks = 0, p = 0, and v = f .
2) Find the smallest i ∈ {1, . . . , s} such that LTσ(v) = wLTσ(gi)w′ for some w,w′ ∈
〈X〉. If such an i exists, increase ki by 1, set ciki = LCσ(v)LCσ(gi) , wiki = w,w′iki = w′,
and replace v by v − cikiwikigiw′iki.
3) Repeat step 2) until there is no more i ∈ {1, . . . , s} such that LTσ(v) is a multiple
of LTσ(gi). If now v 6= 0, then replace p by p + LMσ(v) and v by v − LMσ(v),
continue with step 2).
4) Return the tuples (c11, w11, w
′
11), . . . , (csks , wsks , w
′
sks
) and the polynomial p ∈ K〈X〉.
This is an algorithm which returns the tuples (c11, w11, w
′
11), . . . , (csks , wsks , w
′
sks
) and
the polynomial p ∈ K〈X〉 such that
f =
s∑
i=1
ki∑
j=1
cijwijgiw
′
ij + p
and such that the following conditions are satisfied.
a) No element of Supp(p) is contained in 〈LTσ(g1), . . . ,LTσ(gs)〉.
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b) For all i ∈ {1, . . . , s} and all j ∈ {1, . . . , ki}, we have LTσ(wijgiw′ij) ≤σ LTσ(f).
If p 6= 0, we have LTσ(p) ≤σ LTσ(f).
c) For all i ∈ {1, . . . , s} and all j ∈ {1, . . . , ki}, we have LTσ(wijgiw′ij) /∈ 〈LTσ(g1),
. . . , LTσ(gi−1)〉.
Proof. Analogous to [43], Theorem 1.6.4.
In contrast to the Division Algorithm in commutative polynomial rings, the fol-
lowing example shows that the resulting tuples (c11, w11, w
′
11), . . . , (csks , wsks , w
′
sks
)
and polynomial p ∈ K〈X〉 satisfying conditions 3.2.1.a, 3.2.1.b, and 3.2.1.c are not
uniquely determined by the admissible term ordering σ and the tuple (f, g1, . . . , gs) ∈
(K〈X〉 \ {0})s+1 (compare with [43], Theorem 1.6.4). This phenomenon is due to the
fact that in step 2) of Theorem 3.2.1 there might exist more than one pairs (w,w′)
satisfying LTσ(v) = wLTσ(gi)w
′.
Example 3.2.2. Consider the free monoid ringQ〈x, y, z〉 equipped with the admissible
ordering σ = LLex such that x >σ> y >σ z. Divide f = zx
2yx by the tuple (g1, g2)
where g1 = xy + x and g2 = x
2 + xz. We have LTσ(g1) = xy and LTσ(g2) = x
2. The
Division Algorithm gives
1) k1 = k2 = 0, p = 0, and v = f = zx
2yx.
2) Since LTσ(v) = zx
2yx = zxLTσ(g1)x, we set k1 = 1, c11 =
LCσ(v)
LCσ(g1)
= 1, w11 =
zx, w′11 = x, and v = v − c11w11g1w′11 = −zx3.
2∗) Since LTσ(v) = zx3 = zLTσ(g2)x, we set k2 = 1, c21 =
LCσ(v)
LCσ(g2)
= −1, w21 =
z, w′21 = x, and v = v − c21w21g2w′21 = zxzx.
3) Since LTσ(v) = zxzx is not a multiple of LTσ(g1) or LTσ(g2), we set p = p +
LMσ(v) = zxzx and v = v − LMσ(v) = 0.
4) Since v = 0, return the tuples (c11, w11, w
′
11), (c21, w21, w
′
21) and the polynomial
p = zxzx.
Therefore we get a representation f = zxg1x − zg2x + zxzx. Observe that there is
another choice for (w21, w
′
21) in step 2
∗), i.e. (w21, w′21) = (zx, 1). In this case, the
Division Algorithm gives f = zxg1x− zxg2 + zg2z − zxz2.
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To get rid of this uncertainty, we shall fix a strategy in step 2) of Theorem 3.2.1 to
choose a pair (w,w′) from all pairs that satisfy LTσ(v) = wLTσ(gi)w′. Note that differ-
ent strategies will end with different division algorithms. For instance, if the strategy
is to choose the pair (w,w′) with minimal len(w), i.e. LTσ(gi) is the leftmost subword
of LTσ(v), then we obtain the Leftmost Division Algorithm. Symmetrically, by
choosing the pair (w,w′) with minimal len(w′), i.e. LTσ(gi) is the rightmost subword
of LTσ(v), we obtain the Rightmost Division Algorithm. If we require that w = 1,
then we obtain the Right Division Algorithm (see Theorem 3.5.1) or the Prefix-
reduction Algorithm (see [52, 57, 58, 63]). We shall prove that once the strat-
egy is fixed, the resulting tuples (c11, w11, w
′
11), . . . , (csks , wsks , w
′
sks
) and polynomial
p ∈ K〈X〉 satisfying conditions 3.2.1.a, 3.2.1.b, and 3.2.1.c are uniquely determined by
the admissible term ordering σ and the tuple (f, g1, . . . , gs) ∈ (K〈X〉 \ {0})s+1. In the
ApCoCoA package gbmr, we apply the Leftmost Division Algorithm.
Corollary 3.2.3. In the setting of Theorem 3.2.1, if we fix a strategy to choose the
pair (w,w′) in step 2), then the resulting tuples (c11, w11, w′11), . . . , (csks , wsks , w
′
sks
) and
polynomial p ∈ K〈X〉 satisfying conditions 3.2.1.a, 3.2.1.b, and 3.2.1.c are uniquely
determined by the admissible term ordering σ and the tuple (f, g1, . . . , gs) ∈ (K〈X〉 \
{0})s+1.
Proof. Suppose that there exist another tuples (d11, u11, u
′
11), . . . , (dsls , usls , u
′
sls
) and a
polynomial p′ ∈ K〈X〉 satisfying conditions 3.2.1.a, 3.2.1.b, and 3.2.1.c. Then we have
0 = (
k1∑
j=1
c1jw1jg1w
′
1j −
l1∑
j=1
d1ju1jg1u
′
1j) + · · ·+ (
ks∑
j=1
csjwsjgsw
′
sj −
ls∑
j=1
dsjusjgsu
′
sj)
+(p− p′).
We first show LTσ(wikgiw
′
ik) = LTσ(uilgiu
′
il) implies wik = uil, w
′
ik = u
′
il. By Re-
mark 3.1.13.b, we have wikLTσ(gi)w
′
ik = LTσ(wikgiw
′
ik) = LTσ(uilgiu
′
il) = uilLTσ(gi)u
′
il.
Then we have wik = uil, w
′
ik = u
′
il using the fixed strategy in step 2). Now let’s consider
the summand
Gs =
ks∑
j=1
csjwsjgsw
′
sj −
ls∑
j=1
dsjusjgsu
′
sj.
Since LTσ(v) strictly decreases in Steps 2) and 3) of Theorem 3.2.1, it follows from
Remark 3.1.13.b that LTσ(ws1gsw
′
s1) >σ LTσ(wsjgsw
′
sj) for all j ∈ {2, . . . , ks}, and
that LTσ(us1gsu
′
s1) >σ LTσ(usjgsu
′
sj) for all j ∈ {2, . . . , ls}. By condition 3.2.1.c, we
have LTσ(ws1gsw
′
s1) /∈ 〈LTσ(g1), . . . , LTσ(gs−1)〉 and LTσ(wu1gsu′s1) /∈ 〈LTσ(g1), . . . ,
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LTσ(gs−1)〉. Condition 3.2.1.a implies that LTσ(p−p′) /∈ 〈LTσ(g1), . . . ,LTσ(gs)〉. Alto-
gether, we conclude that LTσ(ws1gsw
′
s1) and LTσ(us1gsu
′
s1) cancel each other in Gs,
i.e. cs1 = ds1 and LTσ(ws1gsw
′
s1) = LTσ(us1gsu
′
s1), and hence ws1LTσ(gs)w
′
s1 =
us1LTσ(gs)u
′
s1. Therefore (cs1, ws1, w
′
s1) = (ds1, us1, u
′
s1) and
Gs =
ks∑
j=2
csjwsjgsw
′
sj −
ls∑
j=2
dsjusjgsu
′
sj.
Repeatedly applying this argument, we can show that ki = li for all i ∈ {1, . . . , s},
and (cij, wij, w
′
ij) = (dij, uij, u
′
ij) for all i ∈ {1, . . . , s} and all j ∈ {1, . . . , ki}, and hence
p = p′.
From now on, by the Division Algorithm we mean the Leftmost Division Algorithm
unless stated otherwise.
Definition 3.2.4. Let s ≥ 1, let f, g1, . . . , gs ∈ K〈X〉 \ {0}, and let G be the tuple
(g1, . . . , gs). Then the polynomial p ∈ K〈X〉 obtained in Theorem 3.2.1 is called the
normal remainder of f with respect to G and is denoted by NRσ,G(f).
Note that we have NRσ,G(0) = 0 and NRσ,∅(f) = f for all f ∈ 〈X〉 using this
definition. Also note that the normal remainder of f with respect to G is not yet the
normal form of f modulo the ideal 〈G〉 with respect to σ. The normal remainder of f
also depends on the order of polynomials in the tuple G.
Example 3.2.5. (continued) Consider Example 3.2.2 again. Recall that in the
example we have f = zx2yx, g1 = xy + x, g2 = x
2 + xz, and σ = LLex such that
x >σ y >σ z. Now we let g
′
1 = g2, g
′
2 = g1 and divide f by (g
′
1, g
′
2). Then the Division
Algorithm gives
1) k1 = k2 = 0, p = 0, and v = f = zx
2yx.
2) Since LTσ(v) = zx
2yx = zLTσ(g
′
1)yx, we set k1 = 1, c11 =
LCσ(v)
LCσ(g′1)
= 1, w11 =
z, w′11 = yx, and v = v − c11w11g′1w′11 = −zxzyx.
3) Since LTσ(v) = zxzyx is not a multiple of LTσ(g
′
1) or LTσ(g
′
2), we set p =
p+ LMσ(v) = −zxzyx and v = v − LMσ(v) = 0.
4) Since v = 0, return the tuple (c11, w11, w
′
11) and the polynomial p = −zxzyx.
Therefore we get another representation f = zg′1yx − zxzyx = zg2yx − zxzyx, and
another normal remainder which differs from the normal remainders in Example 3.2.2.
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In order to compute the normal form using the Division Algorithm, we need G
to fulfill some additional properties that make G into a Gro¨bner basis (see Definition
3.3.1). Gro¨bner bases are the subject matter of this thesis, which we shall study in the
next section and the coming chapters in great detail.
To close this section, we would like to introduce a very useful algorithm, named the
Interreduction Algorithm, which is an important application of the Division Algorithm.
Definition 3.2.6. Let G ⊆ K〈X〉 \ {0} be a set of polynomials. We say G is interre-
duced with respect to σ if no element of Supp(g) is contained in LTσ(G \ {g}) for all
g ∈ G.
The following lemma, which is an immediate consequence of Theorem 3.2.1, shows
implicitly that we can compute an interreduced system of generators of an ideal with
the help of the Division Algorithm.
Lemma 3.2.7. Let G ⊆ K〈X〉\{0} be a set of polynomials which generates an ideal I.
Moreover, let g ∈ G, and let g′ be the normal remainder of g with respect to G \ {g}.
If g′ 6= 0, then (G \ {g}) ∪ {g′} is still a system of generators of I.
Now we present the Interreduction Algorithm which computes an interreduced sys-
tem of generators of an ideal from a given system of generators.
Theorem 3.2.8. (Interreduction Algorithm) Let G ⊆ K〈X〉 \ {0} be a finite set
of polynomials which generates an ideal I = 〈G〉. Consider the following sequence of
instructions.
1) Let i = 1 and s = |G|.
2) Compute the normal remainder g′i of gi with respect to G \ {0, gi} using the Di-
vision Algorithm given in Theorem 3.2.1.
3) If g′i = 0, then replace gi by 0, increase i by one, and continue with step 2).
4) If g′i 6= gi, then replace gi by g′i, replace i by 1, and continue with step 2).
5) If i = s, return the set {g | g ∈ G and g 6= 0}; otherwise, increase i by one and
continue with step 2).
This is an algorithm which computes an interreduced system of generators of I.
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Proof. We prove the termination by showing that the index i is eventually equal to s in
step 5). Observe that the index i is reset to 1 in step 4) under the condition that g′i 6= 0
and g′i 6= gi. The latter inequality implies that gi is actually divided by G \ {0, gi}, and
LTσ(g
′
i) ≤σ LTσ(gi) by Theorem 3.2.1.b. We consider the following two cases.
Case 1) LTσ(g
′
i) = LTσ(gi). Denote i by K. We observe that the index i increases by one
either in step 3) under the condition that g′i = 0 or in step 5) under the condition
that gi cannot be divided by G \ {0, gi}. Thus for all j ∈ {1, . . . , K − 1} and
gj 6= 0, gj cannot be divided by G \ {0, gj}, and by assumption, gj cannot be
divided by G \ {0, gj, gK} ∪ {g′K} either. Thus after replacing gK by g′K and i by
1, the index i will increase to K without changing gj for all j ∈ {1, . . . , K − 1}.
Obviously g′K cannot be divided by G \ {0, g′K}. Hence the index i increases to
K + 1. Therefore the index i will keep on increasing.
Case 2) LTσ(g
′
i) <σ LTσ(gi). Since σ is a well-ordering, for each i the leading term of gi
can only strictly decrease finitely many times. Thus there are only finitely many
times that the index i can be reset to 1 caused by LTσ(g
′
i) <σ LTσ(gi). Therefore
the index i will eventually increase.
The procedure terminates as the index i will eventually be equal to s in step 5) after
finitely many steps. The correctness follows from Theorem 3.2.1 and Lemma 3.2.7.
Remark 3.2.9. We make some remarks on interreduced systems of generators.
a) An ideal may have many interreduced systems of generators. For instance, con-
sider Example 3.2.2 again. We have f = zx2yx, g1 = xy + x, g2 = x
2 + xz,
and σ = LLex such that x >σ y >σ z. Now we let I ⊆ Q〈x, y, z〉 be the ideal
generated by the set {f, g1, g2}. Then by Example 3.2.2 and Lemma 3.2.7 the
sets {zxzx, xy+x, x2 +xz} and {zxz2, xy+x, x2 +xz} are systems of generators
of I. It is easy to check that they are both interreduced.
b) An interreduced system of generators G has the property that the elements in the
leading term set LTσ{G} are coprime (see Definition 2.1.4). Many optimizations
of Gro¨bner basis computations take advantage of this property (see Section 4.2).
In the ApCoCoA package gbmr, the Interreduction Algorithm is deployed as a
standard preprocessing step in many functions related to Gro¨bner basis compu-
tations. Moreover, if a set G is a σ-Gro¨bner basis of an ideal I, we can obtain
the unique reduced σ-Gro¨bner basis of I by applying interreduction on G (see
Corollary 3.3.18).
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3.3 Gro¨bner Bases
Definition 3.3.1. Let G ⊆ K〈X〉 \ {0} be a set of polynomials which generates an
ideal I = 〈G〉. We say G is a σ-Gro¨bner basis of I if
LTσ{I} = {wLTσ(g)w′ | g ∈ G,w,w′ ∈ 〈X〉}.
In other words, G is a σ-Gro¨bner basis of I if the set G generates the ideal I and
the set LTσ{G} generates the leading term LTσ{I} as a monoid ideal of 〈X〉. By
definition, I \ {0} is a σ-Gro¨bner basis of I and the empty set ∅ is a σ-Gro¨bner basis
of the zero ideal 〈0〉.
In contrast to the case of commutative polynomial ring, for a polynomial g ∈
K〈X〉\{0} the set {g} need not be a σ-Gro¨bner basis of the principal ideal 〈g〉 ⊆ K〈X〉.
The following example is borrowed from [35] as a case in point.
Example 3.3.2. Consider the free monoid ring Q〈x, y〉 equipped with the admissible
ordering σ = LLex such that x >σ y and the ideal 〈g〉 where g = x2 − xy. Obviously
we have f = g(x− y)− xg = −xyx+ xy2 ∈ 〈g〉 and LTσ(f) = xyx is not a multiple of
LTσ(g) = x
2. Thus the set {g} is not a σ-Gro¨bner basis of the ideal 〈g〉. Actually, the
ideal 〈g〉 has the infinite (reduced) σ-Gro¨bner basis {xyix − xyi+1 | i ∈ N} (see [35],
Proposition 0.3.1).
The following proposition follows from Definition 3.3.1 immediately.
Proposition 3.3.3. If G is a σ-Gro¨bner basis of an ideal I, then the set LTσ{G}
generates the leading term ideal LTσ(I).
The converse of Proposition 3.3.3 is also true.
Proposition 3.3.4. Let G ⊆ K〈X〉 \ {0} be a set of polynomials which generates an
ideal I = 〈G〉. If the set LTσ{G} generates the leading term ideal LTσ(I), then G is a
σ-Gro¨bner basis of I.
Proof. By assumption, we have wgw′ ∈ I for all w,w′ ∈ 〈X〉, g ∈ G. Then by Remark
3.1.13.b we have wLTσ(g)w
′ = LTσ(wgw′) ∈ LTσ{I}, and hence {wLTσ(g)w′ | g ∈
G,w,w′ ∈ 〈X〉} ⊆ LTσ{I}. Conversely, assume LTσ(f) ∈ LTσ{I} for some f ∈
I \ {0}. Clearly LTσ(f) ∈ LTσ(I). Since LTσ{G} generates LTσ(I), it follows from
Propostion 2.2.13 that there exists g ∈ G such that LTσ(f) is a multiple of LTσ(g).
Thus LTσ(f) ∈ {wLTσ(g)w′ | g ∈ G,w,w′ ∈ 〈X〉}. Hence LTσ{I} ⊆ {wLTσ(g)w′ | g ∈
G,w,w′ ∈ 〈X〉}.
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Corollary 3.3.5. Let S ⊆ 〈X〉 be a set of words which generates an ideal 〈S〉 ⊆ K〈X〉.
Then S is a Gro¨bner basis of 〈S〉 with respect to every admissible ordering.
Proof. This follows directly from Proposition 3.3.4.
One of the most frequently used properties of Gro¨bner bases is as follows.
Proposition 3.3.6. Let G ⊆ K〈X〉 \ {0} be a set of polynomials. Then the following
conditions are equivalent.
a) The set G is a σ-Gro¨bner basis of I.
b) For every polynomial f ∈ I \ {0}, there exists a representation
f =
s∑
i=1
ciwigiw
′
i
with ci ∈ K \ {0}, wi, w′i ∈ 〈X〉, and gi ∈ G such that LTσ(f) ≥σ LTσ(wigiw′i) for
all i ∈ {1, . . . , s}.
Proof. To prove condition a) implies condition b), consider the following sequence of
instructions.
1) Let s = 0 and v = f .
2) Choose g ∈ G such that LTσ(v) = wLTσ(g)w′ for some w,w′ ∈ 〈X〉. Increase s
by one, set cs =
LCσ(v)
LCσ(g)
, gs = g, ws = w,w
′
s = w
′, and replace v by v − cswsgsw′s.
3) If now v = 0, return the tuples (c1, w1, g1, w
′
1), . . . , (cs, ws, gs, w
′
s). If v 6= 0, start
again with step 2).
Clearly we have v ∈ I at each point of the procedure. Since G is a σ-Gro¨bner basis
of I, there always exists g ∈ G such that LTσ(v) = wLTσ(g)w′ for some w,w′ ∈ 〈X〉 in
step 2). Before replacing v by v− cswsgsw′s, we have LTσ(cswsgsw′s) = wsLTσ(gs)w′s =
wLTσ(g)w
′ = LTσ(v) by Remark 3.1.13.b, and LCσ(cswsgsw′s) = csLCσ(gs) = LCσ(v).
If v−cswsgsw′s 6= 0, then by Remark 3.1.13.a we have LTσ(v−cswsgsw′s) <σ LTσ(v), i.e.
LTσ(v) strictly decreases with respect to σ. Since σ is a well-ordering, step 2) can be
executed only finitely many times. Hence the procedure stops after finitely many steps.
When the procedure stops, we have f =
∑s
i=1 ciwigiw
′
i and LTσ(f) ≥σ LTσ(wigiw′i) for
all i = 1, . . . , s. Therefore we obtain a representation of f as claimed.
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We prove condition b) implies condition a). Obviously the set G generates the
ideal I. Note that LTσ(f) ≥σ LTσ(wigiw′i) for all i ∈ {1, . . . , s} implies LTσ(f) =
LTσ(wigiw
′
i) for some i ∈ {1, . . . , s}. Then condition a) follows from Remark 3.1.13.b
and Definition 3.3.1.
Definition 3.3.7. Let f ∈ K〈X〉 \ {0} be a polynomial, and let G ⊆ K〈X〉 \ {0} be
a set of polynomials. We say that f has a Gro¨bner representation in terms of G if
there exist c1, . . . , cs ∈ K \ {0}, w1, . . . , w′s ∈ 〈X〉, and g1, . . . , gs ∈ G such that
f =
s∑
i=1
ciwigiw
′
i
and LTσ(f) ≥σ LTσ(wigiw′i) for all i = 1, . . . , s.
Now Proposition 3.3.6 can be rephrased as follows. Let G ⊆ K〈X〉 \ {0} be a set
of polynomials which generates an ideal I = 〈G〉. Then G is a σ-Gro¨bner basis of I if
and only if every polynomial f ∈ I \ {0} has a Gro¨bner representation in terms of G.
Remark 3.3.8. We observe again the instructions in the proof of Proposition 3.3.6.
Since in step 2) the leading term LTσ(v) of v strictly decreases with respect to σ, the
Gro¨bner representation of f that we obtain during the proof of Proposition 3.3.6 also
satisfies the condition
LTσ(f) = LTσ(w1g1w
′
1) >σ LTσ(w2g2w
′
2) >σ · · · >σ LTσ(wsgsw′s).
In [55], T. Mora called a representation that also satisfies this additional condition a
Gro¨bner representation of f in terms of G, which slightly differs from Definition 3.3.7.
The instructions in the proof of Proposition 3.3.6 inspire the following Weak Divi-
sion Algorithm. The proof of the Weak Division Algorithm is straightforward.
Corollary 3.3.9. (The Weak Division Algorithm) Let f ∈ K〈X〉 \ {0} be a
polynomial, and let G ⊆ K〈X〉 \ {0} be a set of polynomials. Consider the following
sequence of instructions.
1) Let s = 0 and v = f .
2) If there is g ∈ G such that LTσ(v) = wLTσ(g)w′ for some w,w′ ∈ 〈X〉, increase s
by one, set cs =
LCσ(v)
LCσ(g)
, ws = w,w
′
s = w, gs = g, and replace v by v − cswsgsw′s.
3) Repeat step 2) until there is no more g ∈ G such that LTσ(v) is a multiple of
LTσ(g).
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4) Return the tuples (c1, w1, g1, w
′
1), . . . , (cs, ws, gs, w
′
s) and the polynomial v ∈ K〈X〉.
This is an algorithm which returns tuples (c1, w1, g1, w
′
1), . . . , (cs, ws, gs, w
′
s) and a poly-
nomial v ∈ K〈X〉 such that
f =
s∑
i=1
ciwigiw
′
i + v
and such that the following conditions are satisfied.
a) If v 6= 0, we have LTσ(v) ≤σ LTσ(f) and LTσ(v) /∈ LTσ(G).
b) We have LTσ(f) = LTσ(w1g1w
′
1) >σ LTσ(w2g2w
′
2) >σ · · · >σ LTσ(wsgsw′s).
In the literature, the Weak Division Algorithm is also called the top-reduction
algorithm in the sense that it reduces only the leading terms of dividends (compare
with Theorem 3.2.1). A polynomial v ∈ K〈X〉 obtained in Corollary 3.3.9 is called
a weak normal remainder of f with respect to G and is denoted by WNRσ,G(f).
Observe that in step 2) the algorithm chooses g from G arbitrarily. Examples 3.2.2
and 3.2.5 indicate that weak normal remainder WNRσ,G(f) is not unique. If G is a
σ-Gro¨bner basis of an ideal I, then by Proposition 3.3.6 the Weak Division Algorithm
gives a Gro¨bner representation of f in terms of G for all f ∈ I \ {0}. On the other
hand, if there exists some f ∈ I \ {0} such that WNRσ,G(f) 6= 0, then G is not a
σ-Gro¨bner basis of I. In Section 4.1 we will use the Weak Division Algorithm to check
whether or not a (finite) set of polynomials is a Gro¨bner basis (see Corollary 4.1.18).
As we promised in last section, now we shall make a connection between the normal
remainder and the normal form using Gro¨bner bases as follows.
Proposition 3.3.10. Let G ⊆ K〈X〉 \ {0} be a set of polynomials which generates an
ideal I = 〈G〉. Moreover, let G be a σ-Gro¨bner basis of I, and let G be an associated
tulpe of G, i.e. G consists of all polynomials in G. Then we have NRσ,G(f) = NFσ,I(f)
for all f ∈ K〈X〉.
Proof. By Theorem 3.2.1.a, no element of Supp(NRσ,G(f)) is contained in LTσ(G). By
assumption and Definition 3.3.1, we have LTσ{I} ⊂ LTσ(I) = LTσ(G). Consequently,
no element of Supp(NRσ,G(f)) is contained in LTσ{I}. Hence NRσ,G(f) ∈ SpanKOσ(I).
Then NRσ,G(f) = NFσ,I(f) follows from the fact f − NRσ,G(f) ∈ I and Corollary
3.1.16.b.
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Remark 3.3.11. Recall that the normal remainder of f with respect to the tuple G
relies on the order of polynomials in G, while the normal form of f with respect to the
ideal 〈G〉 is unique. Proposition 3.3.10 indicates that if G is a σ-Gro¨bner basis of 〈G〉,
then the normal remainder of f does not depend on the order of polynomials in G
any longer. Moreover, if G is a σ-Gro¨bner basis of 〈G〉, then the Division Algorithm
(Theorem 3.2.1) gives the same normal remainder no matter which strategy is applied
to choose the pair (w,w′) in step 2).
Remark 3.3.12. If G is a σ-Gro¨bner basis of the ideal I = 〈X〉, Proposition 3.3.10
says that for f ∈ K〈X〉 the normal form NFσ,I(f) can be achieved by computing the
normal remainder NRσ,G(f). Consequently, as an important application of Gro¨bner
bases, we may solve the word problem (see Definition 2.1.20) as follows.
1) LetM = 〈X | R〉 be a finitely presented monoid, and let u, v ∈ 〈X〉 be two words.
Moreover, let I ⊆ K〈X〉 be the ideal generated by the set {w−w′ | (w,w′) ∈ R}.
2) Choose an admissible ordering σ on 〈X〉 and compute a σ-Gro¨bner basis G of I.
3) Compute the normal remainder NRσ,G(u−v). By Remark 3.1.19 and Proposition
3.3.10 u and v define the same element in M if and only if NRσ,G(u− v) = 0.
However, the fact that the word problem is undecidable indicates that there can be no
algorithm to compute Gro¨bner bases.
Generally, an ideal I ⊆ K〈X〉 has many σ-Gro¨bner bases. For example, let G
be a σ-Gro¨bner basis of an ideal I ⊆ K〈X〉 \ {0}, and let f ∈ I \ G be a non-zero
polynomial. Clearly we have I = 〈G ∪ {f}〉. By Definition 3.3.1 LTσ{G} generates
LTσ{I}. Thus LTσ{G ∪ {f}} = LTσ{G} ∪ {LTσ(f)} also generates LTσ{I}. Hence
again by Definition 3.3.1 G ∪ {f} is a σ-Gro¨bner basis of I.
Definition 3.3.13. Let I ⊆ K〈X〉 \ {0} be an ideal, and let G be a σ-Gro¨bner basis
of I. A polynomial f ∈ G is called redundant if G \ {f} is also a σ-Gro¨bner basis
of I.
Contrarily, a polynomial f ∈ G is called irredundant if it is not redundant. Re-
dundant polynomials can be detected easily by the following proposition.
Proposition 3.3.14. Let I ⊆ K〈X〉 \ {0} be an ideal, and let G be a σ-Gro¨bner basis
of I. A polynomial f ∈ G is redundant if LTσ(f) is a multiple of LTσ(g) for some
g ∈ G \ {f}.
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To prove the proposition we need the following lemma.
Lemma 3.3.15. Let I ⊆ K〈X〉 \ {0} be an ideal, and let G ⊆ I \ {0} be a subset. If
the set LTσ{G} generates the leading term set LTσ{I}, then G is a σ-Gro¨bner basis
of I.
Proof. By Definition 3.3.1, it suffices to prove that I = 〈G〉. For the sake of contradic-
tion, we suppose that 〈G〉 ⊂ I. Since σ is a well-ordering, there exists a polynomial
f ∈ I \ 〈G〉 having minimal leading term LTσ(f) with respect to σ among all poly-
nomials in I \ 〈G〉. Since LTσ(f) ∈ LTσ{I} and LTσ{G} generates LTσ{I}, there
exist c ∈ K \ {0}, w, w′ ∈ 〈X〉, and g ∈ G such that LMσ(f) = LMσ(cwgw′) and
f − cwgw′ ∈ I \ 〈G〉. Then by Remark 3.1.13.a we have LTσ(f − cwgw′) <σ LTσ(f),
contradicting our choice of f .
Proof. (Proof of Proposition 3.3.14) By Definition 3.3.1 G ⊆ I and LTσ{G} generates
LTσ{I}. By assumption, LTσ{G \ {f}} also generates LTσ{I}. Then the claim follows
from G \ {f} ⊆ I, Lemma 3.3.15, and Definition 3.3.13.
By removing redundant elements we reduce the size of a Gro¨bner basis. Moreover,
for every ideal we define a unique Gro¨bner basis as follows.
Definition 3.3.16. Let I ⊆ K〈X〉 \ {0} be an ideal, and let G be a σ-Gro¨bner basis
of I. The set G is called the reduced σ-Gro¨bner basis of I if G is interreduced and
every polynomial in G is monic.
Proposition 3.3.17. For every ideal I ⊆ K〈X〉 \ {0}, there exists a unique reduced
σ-Gro¨bner basis.
Proof. We first prove the existence. Note that the leading term set LTσ{I} is a monoid
ideal of 〈X〉. By Proposition 2.1.24 there exists a unique minimal system of generators
of LTσ{I}. We assume that the minimal system of generators of LTσ{I} is LTσ{G} ⊆
〈X〉 with the associated set of polynomials G ⊆ K〈X〉 \ {0}. Now we let G′ =
{LTσ(g) − NFσ,I(LTσ(g)) | g ∈ G}. We prove that G′ is actually the reduced σ-
Gro¨bner basis of I. By Corollary 3.1.16.b we have LTσ(g) − NFσ,I(LTσ(g)) ∈ I for
all g ∈ G, and hence G′ ⊆ I. Clearly LTσ{G′} = LTσ{G} generates LTσ{I}. Thus
by Lemma 3.3.15 G′ is a σ-Gro¨bner basis of I. By the definition of G′ and Corollary
3.1.16, G′ is interreduced and polynomials in G′ are monic. Hence G′ is the reduced
σ-Gro¨bner basis of I.
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To prove the uniqueness, we assume that G and H are two reduced σ-Gro¨bner bases
of I. Clearly LTσ{G} and LTσ{H} are the minimal systems of generators of LTσ{I}.
Then by Proposition 2.1.24 we must have LTσ{G} = LTσ{H}. Let g ∈ G and h ∈ H
such that LTσ(g) = LTσ(h). Then we have g−h ∈ I. Since G and H are interreduced,
we have g − h ⊆ SpanKOσ(I). Finally, we have g − h = 0 by Corollary 3.1.16.a.
Note that the reduced Gro¨bner basis need not be finite. Given a finite Gro¨bner
basis, we can compute the reduced Gro¨bner basis by interreduction.
Corollary 3.3.18. Let I ⊆ K〈X〉 \ {0} be an ideal, and let G be a finite σ-Gro¨bner
basis of I. We apply the Interreduction Algorithm as in Theorem 3.2.8 on G and obtain
an interreduced set G′. Then G′ is the reduced σ-Gro¨bner basis of I.
Proof. This follows from Theorem 3.2.8 and Definition 3.3.16.
Inspired by the proof of Proposition 3.3.17, we can also compute the reduced σ-
Gro¨bner basis from a given finite σ-Gro¨bner basis as follows.
Corollary 3.3.19. Let I ⊆ K〈X〉 \ {0} be an ideal, and let G be a finite σ-Gro¨bner
basis of I. Consider the following sequence of instructions.
1) Find a subset G′ ⊆ G such that the set LTσ{G′} is the minimal system of gener-
ators of the leading term set LTσ{I}.
2) Return the set G′′ = {LTσ(g)− NRσ,G′(LTσ(g)) | g ∈ G′}.
This is a algorithm which computes the σ-reduced Gro¨bner basis G′′ of I from a given
finite σ-Gro¨bner basis G of I.
Proof. By assumption and Lemma 3.3.15, G′ is a σ-Gro¨bner basis of I. Then by
Proposition 3.3.10 we have NFσ,I(LTσ(g)) = NRσ,G′(LTσ(g)). The claim follows from
the proof of Proposition 3.3.17.
A set G′ as in step 1) of Corollary 3.3.19 is called a minimal σ-Gro¨bner basis of
the ideal I.
3.4 Syzygies
In this section we shall characterize Gro¨bner bases using syzygy modules. In commuta-
tive polynomial rings, Gro¨bner bases can be characterized by systems of generators of
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syzygy modules successfully (see [43], Section 2.3). This approach leads to a sequence
of the most efficient optimizations of Buchberger’s Algorithm (see [17, 27, 33]). Anal-
ogously, we shall use systems of generators of syzygy modules to characterize Gro¨bner
bases in free monoid rings. We will obtain a Buchberger Criterion from syzygy modules
in Section 4.1 and present our optimizations of the Buchberger Procedure in Section 4.2.
In what follows, we let s ≥ 1, g1, . . . , gs ∈ K〈X〉 \ {0}, G the tuple (g1, . . . , gs), and
LMσ(G) the tuple (LMσ(g1), . . . ,LMσ(gs)). Moreover, we let Fs = (K〈X〉 ⊗ K〈X〉)s
be the free K〈X〉-bimodule of rank s with the canonical basis {1, . . . , s}, where i =
(0, . . . , 0, 1⊗ 1, 0, . . . , 0) with 1⊗ 1 occurring in the ith position for i = 1, . . . , s.
Definition 3.4.1. Using the notation above, we define syzygy and syzygy module as
follows.
a) An element
∑s
i=1
∑
j∈N cijwijiw
′
ij ∈ Fs is called a two-sided syzygy of G if
s∑
i=1
∑
j∈N
cijwijgiw
′
ij = 0.
b) Let Syz(G) be the set of all two-sided syzygies of G. One can remark that Syz(G)
is indeed a two-sided K〈X〉-module. The set Syz(G) is called the two-sided
syzygy module of G.
Similarly, a two-sided syzygy of LMσ(G) is an element
∑s
i=1
∑
j∈N cijwijiw
′
ij ∈ Fs
such that
∑s
i=1
∑
j∈N cijwijLMσ(gi)w
′
ij = 0; the set of all two-sided syzygies of LMσ(G)
also forms a two-sided K〈X〉-module and is denoted by Syz(LMσ(G)). In what follows,
by syzygy and syzygy module we mean two-sided syzygy and two-sided syzygy module,
respectively, unless specified otherwise.
Example 3.4.2. Consider the free monoid ringQ〈x, y, z〉 equipped with the admissible
ordering σ = LLex such that x >σ y >σ z. Let g1 = 2x
2 + yx, g2 = xy + zy, and let G
be the tuple (g1, g2). We have LMσ(G) = (LMσ(g1),LMσ(g2)) = (2x2, xy). It is easy
to check that g21 − 2g1, 1g2 − g12 ∈ (Q〈x, y, z〉 ⊗Q〈x, y, z〉)2 are syzygies of G, and
1xy − 2x22, 1y − 2x2 ∈ (Q〈x, y, z〉 ⊗Q〈x, y, z〉)2 are syzygies of LMσ(G).
Recall that in Example 2.3.15 we made Fs into a 〈X〉-graded K〈X〉-bimodule by
a grading defined by a tuple of words. Consider the tulpe (LTσ(g1), . . . ,LTσ(gs)). We
have Fs(w) = {
∑s
i=1
∑
j∈N cijwijiw
′
ij ∈ Fs |
∑s
i=1
∑
j∈N cijwijLTσ(gi)w
′
ij ∈ Kw} for
w ∈ 〈X〉. The following definition proves very useful.
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Definition 3.4.3. Let m =
∑s
i=1
∑
j∈N cijwijiw
′
ij ∈ Fs \ {0}.
a) The word
max
σ
{wijLTσ(gi)w′ij | i ∈ {1, . . . , s}, j ∈ N, cij 6= 0} ∈ 〈X〉
is called σ-degree of m and is denoted by degσ,G(m).
b) The homogeneous component of degree degσ,G(m) of m is called the σ-leading
form of m and is denoted by LFσ,G(m), i.e. LFσ,G(m) =
∑s
i=1
∑
j∈N c¯ijw¯ijiw¯
′
ij ∈
Fs \ {0} with
c¯ijw¯ijiw¯
′
ij =
cijwijiw′ij if cij 6= 0 and wijLTσ(gi)w′ij = degσ,G(m),0 otherwise.
c) m is called homogeneous of σ-degree degσ,G(m) if m ∈ Fs(degσ,G(m)).
Example 3.4.4. (continued) Consider Example 3.4.2 again. Recall that in the
example we have the tuple (g1, g2) with g1 = 2x
2 + yx, g2 = xy + zy, and σ = LLex
such that x >σ y >σ z.
a) Let m = g21 − 2g1 ∈ (Q〈x, y, z〉 ⊗Q〈x, y, z〉)2. We have
degσ,G(m) = max
σ
{xyLTσ(g1), zyLTσ(g1),LTσ(g2)x2,LTσ(g2)yx}
= max
σ
{xy · x2, zy · x2, xy · x2, xy · yx} = xyx2,
LFσ,G(m) = xy1 − 22x2 6= m.
The element g21 − 2g1 is not homogeneous of σ-degree xyx2.
b) Let m = 1y − 2x2 ∈ (Q〈x, y, z〉 ⊗Q〈x, y, z〉)2. We have
degσ,G(m) = max
σ
{LTσ(g1)y, xLTσ(g2)}
= max
σ
{x2 · y, x · xy} = x2y,
LFσ,G(m) = 1y − 2x2 = m.
The element 1y − 2x2 is homogeneous of σ-degree x2y.
Now we consider the free monoid ring K〈X〉 as a K〈X〉-bimodule. Let M ⊆ K〈X〉
be the two-sidedK〈X〉-submodule generated by the set {g1, . . . , gs}, and letN ⊆ K〈X〉
be the two-sidedK〈X〉-submodule generated by the set {LMσ(g1), . . . ,LMσ(gs)}. More-
over, let λ : Fs → M be the K〈X〉-bimodule homomorphism given by i 7→ gi for
i = 1, . . . , s, and let Λ : Fs → N be the K〈X〉-bimodule homomorphism given by i 7→
LMσ(gi) for i = 1, . . . , s. Then we have Syz(G) = ker(λ) and Syz(LMσ(G)) = ker(Λ).
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Lemma 3.4.5. For all m ∈ Fs \Syz(G), we have LTσ(λ(m)) ≤σ degσ,G(m). Moreover,
LTσ(λ(m)) = degσ,G(m) if and only if LFσ,G(m) /∈ Syz(LMσ(G)).
Proof. Let m =
∑s
i=1
∑
j∈N cijwijiw
′
ij. We have λ(m) =
∑s
i=1
∑
j∈N cijwijgiw
′
ij 6= 0
by assumption. Then LTσ(λ(m)) ≤σ degσ,G(m) follows from Proposition 3.1.13.a and
Definition 3.4.3.a. To prove the second claim, it suffices to show that LTσ(λ(m)) <σ
degσ,G(m) if and only if LFσ,G(m) ∈ Syz(LMσ(G)). Note that LTσ(λ(m)) <σ degσ,G(m)
if and only if the coefficient of degσ,G(m) in
∑s
i=1
∑
j∈N cijwijgiw
′
ij vanishes. The latter
is equivalent to Λ(LFσ,G(m)) = 0, i.e. LFσ,G(m) ∈ Syz(LMσ(G)).
Example 3.4.6. (continued) Consider Example 3.4.2 again. Recall that in the
example we have the tuple (g1, g2) with g1 = 2x
2 + yx, g2 = xy + zy, and σ = LLex
such that x >σ y >σ z. Let M ⊆ Q〈x, y, z〉 be the ideal generated by {g1, g2}, and let
N ⊆ Q〈x, y, z〉 be the ideal generated by {LMσ(g1),LMσ(g2)}.
a) Let m = 1y − 2x2 ∈ (Q〈x, y, z〉 ⊗ Q〈x, y, z〉)2. We have λ(m) = g1y − 2xg2 =
−2xzy + yxy 6= 0. Thus m /∈ Syz(G), LTσ(λ(m)) = xzy, and LMσ(λ(m)) =
−2xzy. From Example 3.4.4.b, we have degσ,G(m) = x2y and LFσ,G(m) = 1y −
2x2 = m. Therefore degσ,G(m) >σ LTσ(λ(m)), Λ(LFσ,G(m)) = LMσ(g1)y −
2xLMσ(g2) = 2x
2 · y − 2x · xy = 0, and hence LFσ,G(m) ∈ Syz(LMσ(G)).
b) Let m = xy1x− 2x2x2 ∈ (Q〈x, y, z〉 ⊗Q〈x, y, z〉)2. We have
degσ,G(m) = max
σ
{xyLTσ(g1x), xLTσ(g2)x2} = x2yx2,
LFσ,G(m) = −2x2x2 6= m.
The element xy1x − 2x2x2 is not homogeneous of σ-degree x2yx2. We also
have λ(m) = xyg1x − 2xg2x2 = −2x2yx2 + 2xyx3 + xy2x2 − 2xzyx2. Thus
m /∈ Syz(G), LTσ(λ(m)) = x2yx2, and LMσ(λ(m)) = −2x2yx2. Therefore
degσ,G(m) = LTσ(λ(m)), Λ(LFσ,G(m)) = −2xLMσ(g2)x2 = −2x · xy · x2 6= 0,
and hence LFσ,G(m) /∈ Syz(LMσ(G)).
In the following we shall introduce another crucial ingredient of Gro¨bner basis
theory, which plays an analogous role to the critical syzygy in commutative polynomial
ring.
Definition 3.4.7. Let i, j ∈ {1, . . . , s} and i ≤ j, the element
oi,j(wi, w
′
i;wj, w
′
j) =
1
LCσ(gi)
wiiw
′
i −
1
LCσ(gj)
wjjw
′
j ∈ Fs \ {0}
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with wi, w
′
i, wj, w
′
j ∈ 〈X〉 such that wiLTσ(gi)w′i = wjLTσ(gj)w′j, is called an obstruc-
tion of gi and gj. If i = j, it is called a self obstruction of gi. The set of all
obstructions of gi and gj will be denoted by o(i, j).
Note that for all i, j ∈ {1, . . . , s} and i ≤ j, the set o(i, j) is non-empty since
it contains trivial elements oi,j(LTσ(gj)w, 1; 1, wLTσ(gi)), oi,j(1, wLTσ(gj); LTσ(gi)w, 1)
for all w ∈ 〈X〉.
Lemma 3.4.8. Let i, j ∈ {1, . . . , s} and i ≤ j.
a) Every element oi,j(wi, w
′
i;wj, w
′
j) of o(i, j) is a syzygy of LMσ(G) and is homoge-
neous of σ-degree wiLTσ(gi)w
′
i = wjLTσ(gj)w
′
j.
b) We have Syz(LMσ(G)) = 〈∪1≤i≤j≤so(i, j)〉.
Proof. Claim a) follows immediately from Definitions 3.4.3 and 3.4.7. To prove claim
b), it suffices, by a), to prove that Syz(LMσ(G)) ⊆ 〈∪1≤i≤j≤so(i, j)〉. Let m =∑s
i=1
∑
j∈N cijwijiw
′
ij ∈ Syz(LMσ(G)) \ {0}. We may assume without loss of gen-
erality that m is homogeneous of σ-degree degσ,G(m) and all terms in the represen-
tation of m are pairwise distinct. We must have |Supp(m)| ≥ 2 since m 6= 0 and∑s
i=1
∑
j∈N cijwijLMσ(gi)w
′
ij = 0. Thus there exist wijiw
′
ij, wklkw
′
kl ∈ Supp(m) such
that wijLTσ(gi)w
′
ij = wklLTσ(gk)w
′
kl. We may assume without loss of generality that
i ≤ k. We deduce that oi,k(wij, w′ij;wkl, w′il) = 1LCσ(gi)wijiw′ij − 1LCσ(gk)wklkw′kl is an
obstruction in o(i, k). Let m′ = m − cijLCσ(gi)oi,k(wij, w′ij;wkl, w′il). Then we have
|Supp(m′)| ≤ |Supp(m)| − 1. We conclude the proof by induction on |Supp(m)|.
Remark 3.4.9. In commutative polynomial rings, Syz(LMσ(G)) is finitely generated
by the critical syzygies (see [43], Theorem 2.3.7). We can compute a system of genera-
tors of Syz(G) by lifting a system of generators of Syz(LMσ(G)) (see [43], Proposition
3.1.4). However, the issue is quite different in free monoid rings. In [54], II.3, T. Mora
stated that one cannot hope for the existence of a finite basis of Syz(LMσ(G)), due
to the fact that 〈∪1≤i≤j≤so(i, j)〉 cannot be finitely generated. For instance, consider
Example 3.4.2 again. We have LMσ(G) = (2x2, xy) and
o(1, 1) = {x1 − 1x, 1x− x1} ∪ {x2w1 − 1wx2, 1wx2 − x2w1 | w ∈ 〈X〉},
o(1, 2) = {1
2
1y − x2} ∪ {1
2
xyw2 − 2wx2, 1
2
1wxy − x2w2 | w ∈ 〈X〉},
o(2, 2) = {xyw2 − 2wxy, 2wxy − xyw2 | w ∈ 〈X〉}.
One can verify that for all k ∈ N \ {0} the obstruction 2ykxy − xyk+12 cannot be
generated by ∪1≤i≤j≤2o(i, j)\{2ykxy−xyk+12}. Therefore the method for computing
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a system of generators of Syz(G) by lifting is infeasible in free monoid rings. In [8],
H. Bluhm and M. Kreuzer proposed a direct and straightforward approach, which we
will discuss in Section 6.2, to compute a system of generators of Syz(G). Even though
it does not apply to compute a system of generators of Syz(G), the lifting still can
characterize Gro¨bner bases in free monoid rings successfully.
Definition 3.4.10. We say an element m¯ ∈ Syz(LMσ(G))\{0} has a lifting in Syz(G)
if there is an element m ∈ Syz(G) such that LFσ,G(m) = m¯.
Finally, we have the following proposition from which we will obtain a Buchberger
Criterion in Section 4.1.
Proposition 3.4.11. Let G ⊆ K〈X〉\{0} be a finite set of polynomials which generates
an ideal I = 〈G〉. Moreover, let G be an associated tuple of G, and let s = |G|. The
following conditions are equivalent.
a) The set G is a σ-Gro¨bner basis of I.
b) Every obstruction in ∪1≤i≤j≤so(i, j) has a lifting in Syz(G).
Proof. We prove condition a) implies condition b). Let m ∈ ∪1≤i≤j≤so(i, j). By Def-
inition 3.4.7 we have Λ(m) = 0 and LFσ,G(m) = m. If λ(m) = 0, then m is a
lifting of itself. Now assume that λ(m) 6= 0. By condition a) and Proposition 3.3.6,
λ(m) has a representation λ(m) =
∑µ
k=1 ckwkgikw
′
k with ck ∈ K \ {0}, wk, w′k ∈ 〈X〉,
and gik ∈ G such that LTσ(λ(m)) ≥σ LTσ(wkgikw′k) for all k ∈ {1, . . . , µ}. Let
h =
∑µ
k=1 cjwkikw
′
k ∈ Fs. We have m − h ∈ Syz(G) and LTσ(λ(m)) = LTσ(λ(h)) =
degσ,G(h). From LFσ,G(m) = m ∈ Syz(LMσ(G)) and Lemma 3.4.5, it follows that
degσ,G(m) >σ LTσ(λ(m)). Thus degσ,G(m) >σ degσ,G(h) and LFσ,G(m− h) = LFσ,G(m)
= m. We conclude that m− h is a lifting of m in Syz(G).
We prove condition a) follows from condition b). Let f ∈ I. Then f has a rep-
resentation f =
∑µ
k=1 ckwkgikw
′
k with ck ∈ K \ {0}, wk, w′k ∈ 〈X〉, and gik ∈ G for
all k ∈ {1, . . . , µ}. Since σ is a well-ordering, there exists one among all represen-
tations of f having minimal maxσ{LTσ(wkgikw′k) | k ∈ {1, . . . , µ}}. Suppose that
maxσ{LTσ(wkgikw′k) | k ∈ {1, . . . , µ}} >σ LTσ(f). Let m =
∑µ
k=1 ckwkikw
′
k ∈ Fs
such that λ(m) = f with minimal σ-degree. By assumption, we have degσ,G(m) >σ
LTσ(f) = LTσ(λ(m)). By Lemma 3.4.5 we have LFσ,G(m) ∈ Syz(LMσ(G)). More-
over, by Lemma 3.4.8.b ∪1≤i≤j≤so(i, j) is a homogeneous system of generators of
Syz(LMσ(G)). Thus there exist a1, . . . , aν ∈ K\{0}, w¯1, . . . , w¯′ν ∈ 〈X〉, and m¯1, . . . , m¯ν ∈
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∪1≤i≤j≤so(i, j) such that LFσ,G(m) =
∑ν
l=1 alw¯lm¯lw¯
′
l. By condition b), we assume
that ml ∈ Syz(G) is a lifting of m¯l, i.e. LFσ,G(ml) = m¯l for all l ∈ {1, . . . , ν}.
We conclude that LFσ,G(m) =
∑ν
l=1 alw¯lLFσ,G(m)lw¯
′
l = LFσ,G(
∑ν
l=1 alw¯lmlw¯
′
l). Thus
degσ,G(m −
∑ν
l=1 alw¯lmlw¯
′
l) <σ degσ,G(m) and λ(m −
∑ν
l=1 alw¯lmlw¯
′
l) = λ(m), con-
tradicting the minimality of the σ-degree of m. Therefore we must have LTσ(f) ≥σ
maxσ{LTσ(wkgikw′k) | k ∈ {1, . . . , µ}}. Hence G is a σ-Gro¨bner basis of I by Proposi-
tion 3.3.6.b.
Observe that Proposition 3.4.11 also holds if G is an infinite set. To prove the
proposition in this case, we first index the elements of G by an ordered set and then
proceed exactly the same as the proof of Proposition 3.4.11.
3.5 Gro¨bner Bases of Right Ideals
In this section we shall investigate Gro¨bner bases of one-sided ideals in free monoid rings
briefly. We only consider right ideals, since the situation of left ideals is completely
symmetric and all theorems about right ideals also hold, mutatis mutandis, for left
ideals. In this section we revise the main ingredients of Gro¨bner basis theory we have
obtained so far in the setting of right ideals. We shall begin with two main ingredients,
namely right-admissible orderings and the Right Division Algorithm.
A right-admissible ordering σ on 〈X〉 is defined almost the same as in Definition
3.1.1, except that it has to be compatible with right multiplication, i.e. w1 >σ w2 im-
plies w1w3 >σ w2w3 for all w1, w2, w3 ∈ 〈X〉. Note that (left-to-right) Lex is compatible
with right multiplication. Since we are only taking into concern the right multiplica-
tion, we introduce the following Right Division Algorithm.
Theorem 3.5.1. (The Right Division Algorithm) let σ be a right-admissible
ordering on 〈X〉, let s ≥ 1, and let f, g1, . . . , gs ∈ K〈X〉 \ {0}. Consider the following
sequence of instructions.
1) Let q1 = · · · = qs = 0, p = 0, and v = f .
2) Find the smallest i ∈ {1, . . . , s} such that LTσ(v) = LTσ(gi)w for some w ∈ 〈X〉.
If such an i exists, replace qi by qi +
LCσ(v)
LCσ(gi)
w and v by v − LCσ(v)
LCσ(gi)
giw.
3) Repeat step 2) until there is no more i ∈ {1, . . . , s} such that LTσ(gi) is a prefix
of LTσ(v). If now v 6= 0, then replace p by p + LMσ(v) and v by v − LMσ(v),
continue with step 2). Otherwise, return the tuple (q1, · · · , qs, p).
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This is an algorithm which returns the tuple (q1, · · · , qs, p) such that
f =
s∑
i=1
giqi + p
and such that the following conditions are satisfied.
a) No element of Supp(p) is contained in 〈LTσ(g1), . . . ,LTσ(gs)〉%.
b) If qi 6= 0 for some i ∈ {1, . . . , s}, we have LTσ(giqi) ≤σ LTσ(f). If p 6= 0, we
have LTσ(p) ≤σ LTσ(f).
Moreover, the tuple (q1, · · · , qs, p) satisfying the above condition is uniquely determined
by the tuple (f, g1, . . . , gs).
Let s ≥ 1, let f, g1, . . . , gs ∈ K〈X〉 \ {0}, and let G be the tuple (g1, . . . , gs). Then
the polynomial p ∈ K〈X〉 obtained in Theorem 3.5.1 is called the right normal
remainder of f with respect to G and is denoted by RNRσ,G(f).
In the spirit of Definition 3.3.1 we define Gro¨bner bases of right ideals as follows.
Definition 3.5.2. A setG ⊆ K〈X〉\{0} of polynomials is called a (right) σ-Gro¨bner
basis of a right ideal I% ⊆ K〈X〉 \ {0} if G generates I% and
LTσ{I%} = {LTσ(g)w | g ∈ G,w ∈ 〈X〉}.
Remark 3.5.3. One can show that for every polynomial g ∈ K〈X〉 \ {0} the set {g}
is a σ-Gro¨bner basis of the right ideal 〈g〉% as follows (compare with Example 3.3.2).
Each element f ∈ 〈g〉% \ {0} has a representation f = gp where p ∈ K〈X〉 \ {0}. By
Remark 3.1.13.c we have LTσ(f) = LTσ(g)LTσ(p). Thus {g} is a right σ-Gro¨bner basis
of 〈g〉%. This fact indicates that Gro¨bner bases of right ideals could be simpler than
Gro¨bner bases of two-sided ideals. Indeed in Section 4.4 we will show that every finitely
generated right ideal has a finite right Gro¨bner basis.
Gro¨bner bases of right ideals can be also characterized, mutatis mutandis, by leading
term sets and leading term ideals (see Propositions 3.3.3 and 3.3.4), Gro¨bner represen-
tations (see Proposition 3.3.6), and syzygy modules. Since we will obtain a Buchberger
Criterion for right ideals from syzygy modules, we shall spend a few words on them.
Let s ≥ 1, and let (K〈X〉)s be the right K〈X〉-module of rank s with the canonical
basis {η1, . . . , ηs}, i.e. ηi = (0, . . . , 0, 1, 0, . . . , 0) whose the ith element is 1 and all of
whose other elements are 0. Note that (K〈X〉)s is not a free K〈X〉-bimodule since
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the universal property (see Proposition 2.3.8) does not hold. We write an element
m ∈ (K〈X〉)s as m = ∑si=1 ηipi with pi ∈ K〈X〉. Once again, we let g1, . . . , gs ∈
K〈X〉 \ {0}, G the tuple (g1, . . . , gs), and LMσ(G) the tuple (LMσ(g1), . . . ,LMσ(gs)).
Definition 3.5.4. Using the notation above, we define right syzygy and right syzygy
module as follows.
a) A right syzygy of G is an element∑si=1 ηipi ∈ (K〈X〉)s such that∑si=1 gipi = 0.
b) Let Syz(G)% be the set of all right syzygies of G. One can verify that Syz(G)% is
a right K〈X〉-module. We call Syz(G)% the right syzygy module of G.
Similarly, a right syzygy of LMσ(G) is an element
∑s
i=1 ηipi ∈ (K〈X〉)s such that∑s
i=1 LMσ(gi)pi = 0; the set of all right syzygies of LMσ(G) forms a right K〈X〉-module
and is denoted by Syz(LMσ(G))%.
Definition 3.5.5. Let i, j ∈ {1, . . . , s} and i < j. If there exists some w ∈ 〈X〉 such
that LTσ(gi) = LTσ(gj)w or LTσ(gi)w = LTσ(gj), then a right obstruction of gi
and gj, denoted by roi,j, is
1
LCσ(gi)
ηi− 1LCσ(gj)ηjw or 1LCσ(gi)ηiw− 1LCσ(gj)ηj, respectively.
Let O% be the set of all right obstructions of G.
In contrast to two-sided syzygies, for each pair i, j ∈ {1, . . . , s} there exists none or
only one right obstruction of gi and gj and there is no self right obstruction. Therefore
we have
O% = {roi,j ∈ (K〈X〉)s | 1 ≤ i < j ≤ s, gi and gj have a right obstruction}.
Clearly we have |O%| <∞. Moreover, the following lemma holds.
Lemma 3.5.6. The right syzygy module Syz(LMσ(G))% is finitely generated by O%.
Proof. The proof that Syz(LMσ(G))% is generated by O% is proceeded analogously to
the proof of Lemma 3.4.8.b. The finiteness follows from the fact that O% <∞.
The following proposition is the counterpart of Proposition 3.4.11.
Proposition 3.5.7. Let G ⊆ K〈X〉 \ {0} be a set of polynomials which generates a
right ideal I% = 〈G〉%. Moreover, let G be an associated tuple of G, and let O% be the
set of all right obstructions of G. Then G is a right σ-Gro¨bner basis of I% if and only
if every right obstruction in O% has a lifting in Syz(G)%.
Proof. Analogous to Proposition 3.4.11.
Chapter 4
Gro¨bner Basis Computations in
K〈X〉
In the last chapter we have taken the first step toward studying Gro¨bner basis theory
in free monoid rings. In the process we investigated many nice properties of Gro¨bner
bases. In this chapter we shall explore techniques for Gro¨bner basis computations in
free monoid rings. It is known that computing Gro¨bner bases is not an easy task in
both the commutative and the non-commutative cases. In the non-commutative case
it bears the extra difficulty that Gro¨bner bases, even reduced Gro¨bner bases, may be
infinite. Since Gro¨bner basis computations are at the heart of many applications of
Gro¨bner bases, efficient algorithms for computing Gro¨bner bases are of considerable
practical interest. In the literature of computational commutative algebra, Gro¨bner
basis computations are based on either the classical Buchberger Algorithm [11] or J.-
C. Fauge`re’s F4 Algorithm [26]. In this chapter we shall study a generalization of
Buchberger’s Algorithm in free monoid rings. In Chapter 5 we will generalize the F4
Algorithm to free bimodules over free monoid rings.
With the intention of improving the procedures for computing Gro¨bner bases in
free monoid rings, in Section 4.1 we shall obtain a Buchberger Criterion from a set of
obstructions and formulate a Buchberger Procedure to enumerate Gro¨bner bases. First,
we obtain prototypes of Buchberger’s Criterion (see Corollary 4.1.3) and Buchberger’s
Procedure (see Theorem 4.1.4). Then we investigate the set of obstructions more
carefully and get rid of a large number of trivial obstructions (see Lemmas 4.1.6 and
4.1.10). We obtain a finite set of non-trivial obstructions for every finite system of
generators (see Definition 4.1.11 and Lemma 4.1.12). Finally, we get practical versions
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of Buchberger’s Criterion (see Proposition 4.1.13) and Buchberger’s Procedure (see
Theorem 4.1.14).
In commutative settings improvements of the classical Buchberger Algorithm have
been well-studied mainly for two approaches, which are to detect unnecessary critical
pairs (see [12, 13, 17, 33, 43, 44]) and to play with strategies (see [4, 28, 34]). However,
little is known about the improvements of Gro¨bner basis computations in the non-
commutative case. In Section 4.2 we shall be mostly concerned with improving the
Buchberger Procedure by detecting unnecessary obstructions. We investigate the set
of obstructions closely and propose two methods to detect unnecessary obstructions:
by interreducing on non-trivial obstructions (see Theorems 4.2.12) and by generaliz-
ing the Gebauer-Mo¨ller Installation (see [33]) to free monoid rings (see Propositions
4.2.15, 4.2.17 and 4.2.18). Then we improve the Buchberger Procedure accordingly
(see Theorem 4.2.12). We also study redundant generators and improve the Buch-
berger Procedure by deleting redundant generators (see Theorem 4.2.24).
Since the Buchberger Procedure behaves very well for a homogenous system of gen-
erators, in Section 4.3 we shall study homogenization and dehomogenization techniques
and explore the connections between N-graded and non-graded ideals. First we define
homogenization and dehomogenization for polynomials (see Definition 4.3.1) and ide-
als (see Definition 4.3.3) and study related properties (see Lemmas 4.3.2, 4.3.4 and
4.3.7). Then we present connections between N-graded and non-graded ideals through
Gro¨bner bases (see Propositions 4.3.10 and 4.3.13). We describe a homogeneous version
of the Buchberger Procedure to enumerate Gro¨bner bases of ideals that are generated
by homogeneous systems of generators (see Theorems 4.3.16 and 4.3.21).
In Section 4.4 we shall briefly study Gro¨bner basis computations for right ideals.
Since every finitely generated right ideal has a finite Gro¨bner basis, we present two algo-
rithms for computing Gro¨bner bases of right ideals (see Theorem 4.4.3 and Proposition
4.4.4).
Throughout this chapter, we let K be a field, X = {x1, . . . , xn} a finite alphabet
(or set of indeterminates), K〈X〉 the free monoid ring generated by X over K, 〈X〉
the free monoid generated by X, and σ an admissible ordering on 〈X〉. Moreover,
for s ≥ 1, we let Fs = (K〈X〉 ⊗ K〈X〉)s be the free K〈X〉-bimodule of rank s with
canonical basis {1, . . . , s}, where i = (0, . . . , 0, 1 ⊗ 1, 0, . . . , 0) with 1 ⊗ 1 occurring
in the ith position for i = 1, . . . , s, and we let T(Fs) be the set of terms in Fs, i.e.
T(Fs) = {wiw′ | i ∈ {1, . . . , s}, w, w′ ∈ 〈X〉}. By an ideal I ⊆ K〈X〉 we mean a
two-sided ideal unless specified otherwise.
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4.1 The Buchberger Procedure
Let G ⊆ K〈X〉 \ {0} be a finite set of polynomials which generates an ideal I = 〈G〉,
let G be an associated tuple of G, and let s = |G|. Recall that ∪1≤i≤j≤so(i, j) is the
set of all obstructions of G (see Definition 3.4.7). By Proposition 3.4.11 the set G is
a σ-Gro¨bner basis of I if and only if every obstruction in ∪1≤i≤j≤so(i, j) has a lifting
in Syz(G). In this section, we shall obtain a Buchberger Criterion from Proposition
3.4.11 and construct a Buchberger Procedure for enumerating Gro¨bner bases of finitely
generated ideals. We start by defining S-polynomials of obstructions.
Definition 4.1.1. Let i, j ∈ {1, . . . , s} such that i ≤ j, and let oi,j(wi, w′i;wj, w′j) ∈
o(i, j) be an obstruction of gi and gj. We call the polynomial
Si,j(wi, w
′
i;wj, w
′
j) =
1
LCσ(gi)
wigiw
′
i −
1
LCσ(gj)
wjgjw
′
j ∈ K〈X〉
the S-polynomial of oi,j(wi, w
′
i;wj, w
′
j).
The following proposition shows that we can check whether an obstruction has a
lifting using its S-polynomial and a representation of its S-polynomial.
Proposition 4.1.2. Let G ⊆ K〈X〉\{0} be a finite set of polynomials which generates
an ideal I = 〈G〉, let G be an associated tuple of G, and let s = |G|. Then the following
conditions are equivalent.
a) The set G is a σ-Gro¨bner basis of I.
b) The S-polynomial of every obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤so(i, j) has a
representation
Si,j(wi, w
′
i;wj, w
′
j) =
µ∑
k=1
ckwkgikw
′
k
with ck ∈ K,wk, w′k ∈ 〈X〉, and gik ∈ G for all k ∈ {1, . . . , µ} such that
LTσ(wkgikw
′
k) ≤σ LTσ(Si,j(wi, w′i;wj, w′j)) if ck 6= 0 for some k ∈ {1, . . . , µ}.
c) The S-polynomial of every obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤so(i, j) has a
representation
Si,j(wi, w
′
i;wj, w
′
j) =
µ∑
k=1
ckwkgikw
′
k
58 4. Gro¨bner Basis Computations in K〈X〉
with ck ∈ K,wk, w′k ∈ 〈X〉, and gik ∈ G for all k ∈ {1, . . . , µ} such that
LTσ(wkgikw
′
k) <σ LTσ(wigiw
′
i) if ck 6= 0 for some k ∈ {1, . . . , µ}.
Proof. From the fact Si,j(wi, w
′
i;wj, w
′
j) ∈ I and Proposition 3.3.6, it follows that con-
dition a) implies condition b). By Definitions 3.3.7 and 4.1.1 we have LTσ(wgiw
′
i) >σ
LTσ(Si,j(wi, w
′
i;wj, w
′
j)). Then condition c) immediately follows from condition b).
To prove that condition c) implies condition a), it suffices, by Proposition 3.4.11, to
prove that every obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤so(i, j) has a lifting in Syz(G).
If Si,j(wi, w
′
i;wj, w
′
j) = 0, then oi,j(wi, w
′
i;wj, w
′
j) is a lifting of itself. Now assume that
Si,j(wi, w
′
i;wj, w
′
j) 6= 0. Let Si,j(wi, w′i;wj, w′j) =
∑µ
k=1 ckwkgikw
′
k be a representation
of Si,j(wi, w
′
i;wj, w
′
j) as in condition c). Let m = oi,j(wi, w
′
i;wj, w
′
j)−
∑µ
k=1 ckwkikw
′
k.
Clearly m ∈ Fs. Then we have LFσ,G(m) = oi,j(wi, w′i;wj, w′j) and m ∈ Syz(G).
Hence m is a lifting of oi,j(wi, w
′
i;wj, w
′
j).
The representations of Si,j(wi, w
′
i;wj, w
′
j) as in conditions 4.1.2.b and 4.1.2.c are
called weak Gro¨bner representations of Si,j(wi, w
′
i;wj, w
′
j) in terms of G by A.
Cohen [21] and T. Mora [55], respectively. Note that the notion of a weak Gro¨bner
representation as in condition 4.1.2.b coincides with the notion of a Gro¨bner represen-
tation introduced in Definition 3.3.7. Intuitively, weak Gro¨bner representations can be
computed by the Division Algorithm.
Corollary 4.1.3. (Prototype of Buchberger’s Criterion) Let G ⊆ K〈X〉 \ {0}
be a finite set of polynomials which generates an ideal I = 〈G〉, let G be an associated
tuple of G, and let s = |G|. Then the following conditions are equivalent.
a) The set G is a σ-Gro¨bner basis of I.
b) For every obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤so(i, j), we have
NRσ,G(Si,j(wi, w′i;wj, w
′
j)) = 0.
Proof. From the fact Si,j(wi, w
′
i;wj, w
′
j) ∈ I, Remark 3.1.18.c and Proposition 3.3.10,
it follows that condition a) implies condition b). Conversely, by Theorem 3.2.1 and
Proposition 4.1.2 we have condition b) implies condition a).
Just as Proposition 3.4.11, one can verify that Proposition 4.1.2 and Corollary 4.1.3
also hold if G is an infinite set. With Buchberger’s Criterion above, we construct Buch-
berger’s Procedure in free monoid rings, which is virtually identical to Buchberger’s
Algorithm in the commutative case. Buchberger’s Procedure can be roughly described
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as follows. Given a system of generators, we construct obstructions for each pair of gen-
erators. For each obstruction we compute the normal remainder of its S-polynomial,
and add non-zero normal remainder to the system of generators and construct new
obstructions. At termination of the procedure, all the S-polynomials of obstructions
have the zero normal remainder and the system of generators forms a Gro¨bner basis.
More precisely we have the following prototype of Buchberger’s Procedure. Note that
in the following procedure as well as in procedures henceforth, by a fair strategy we
mean a selection strategy which ensures every obstruction is eventually selected.
Theorem 4.1.4. (Prototype of Buchberger’s Procedure) Let G ⊆ K〈X〉 \ {0}
be a finite set of polynomials which generates an ideal I = 〈G〉, let G be an associated
tuple of G, and let s = |G|. Consider the following sequence of instructions.
1) Let s′ = s and B = ∪1≤i≤j≤s′o(i, j).
2) If B = ∅, return the result G. Otherwise, select an obstruction oi,j(wi, w′i;wj, w′j)
∈ B using a fair strategy and delete it from B.
3) Compute the S-polynomial S = Si,j(wi, w
′
i;wj, w
′
j) and its normal remainder S
′ =
NRσ,G(S). If S ′ = 0, continue with step 2).
4) Increase s′ by one, append gs′ = S ′ to the tuple G, and append the set of obstruc-
tions ∪1≤i≤s′o(i, s′) to the set B. Then continue with step 2).
This is a procedure that enumerates a σ-Gro¨bner basis G of I.
Proof. To prove correctness, it suffices, by Corollary 4.1.3, to show that for every ob-
struction oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤s′o(i, j) the normal remainder of Si,j(wi, w′i;wj, w′j)
with respect to G is zero. If in step 3) S ′ = 0, then we are done. Otherwise, we ensure
that the normal remainder of S with respect to G is zero by appending S ′ = NRσ,G(S)
to G in step 4).
In the literature of computational non-commutative algebra, this procedure for
enumerating Gro¨bner bases is often called Mora’s Algorithm since it was introduced
by F. Mora [53].
Remark 4.1.5. Let us make some remarks on the preceding procedure.
a) Different selection strategies applied in step 2) can affect the behaviour and effi-
ciency of the procedure remarkably (see [10, 34]). The normal selection strategy,
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which selects the obstruction with the minimal σ-degree, is the default selec-
tion strategy in the ApCoCoA package gbmr. We also use the normal selection
strategy in examples henceforth in this thesis.
b) Unfortunately, even if the best selection strategy is applied, we can not guarantee
the termination of Buchberger’s Procedure due to the fact that Dickson’s lemma,
which ensures the termination of Buchberger’s Algorithm in the commutative
case, does not hold in free monoid rings (see Remark 2.1.25.b).
c) Besides the failure of Dickson’s lemma in free monoid rings, there is still one
crucial problem with the prototype of Buchberger’s Procedure: there may exist
infinitely many obstructions. For all 1 ≤ i ≤ j ≤ s, according to Definition
3.4.7, there are infinitely many obstructions in o(i, j) caused by the following two
sources.
c.1) If oi,j(wi, w
′
i;wj, w
′
j) ∈ o(i, j), then oi,j(wwi, w′iw′;wwj, w′jw′) ∈ o(i, j) for all
w,w′ ∈ 〈X〉.
c.2) We have oi,j(LTσ(gj)w, 1; 1, wLTσ(gi)), oi,j(1, wLTσ(gj); LTσ(gi)w, 1) ∈ o(i, j)
for all w ∈ 〈X〉.
We should carefully handle this problem in order to extract a practical procedure
from the prototype of Buchberger’s Procedure.
Now we shall take care of the sources of infinitely many obstructions mentioned in
Remark 4.1.5.c. The following lemma handles case c.1) of Remark 4.1.5.
Lemma 4.1.6. If the S-polynomial of oi,j(wi, w
′
i;wj, w
′
j) ∈ o(i, j) has a weak Gro¨bner
representation in terms of G, then so does the S-polynomial of oi,j(wwi, w
′
iw
′;wwj, w′jw
′)
for all w,w′ ∈ 〈X〉.
Proof. By assumption, we write Si,j(wi, w
′
i;wj, w
′
j) =
∑µ
k=1 ckwkgikw
′
k with ck ∈ K,
wk, w
′
k ∈ 〈X〉, gik ∈ G such that wiLTσ(gi)w′i >σ wkLTσ(gik)w′k for all k ∈ {1, . . . , µ}.
For any w,w′ ∈ 〈X〉 we have Si,j(wwi, w′iw′;wwj, w′jw′) =
∑µ
k=1 ckwwkgikw
′
kw
′ using
Definition 4.1.1. Since σ is compatible with multiplication, we have wwiLTσ(gi)w
′
iw
′ >σ
wwkLTσ(gik)w
′
kw
′ for all k ∈ {1, . . . , µ}. Thus Si,j(wwi, w′iw′;wwj, w′jw′) has a weak
Gro¨bner representation in terms of G.
For the purposes of computing Gro¨bner bases, by Proposition 4.1.2 and Lemma
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4.1.6, we only need to consider in o(i, j) the obstructions of the forms
oi,j(wi, 1; 1, w
′
j), oi,j(1, w
′
i;wj, 1), oi,j(wi, w
′
i; 1, 1), oi,j(1, 1;wj, w
′
j)
with wi, w
′
i, wj, w
′
j ∈ 〈X〉. Observe that oi,i(1, 1;wi, w′i) ∈ o(i, i) implies wi = w′i = 1.
Clearly oi,i(1, 1; 1, 1) = 0. Moreover, Si,i(wi, 1; 1, w
′
i) = −Si,i(1, w′i;wi, 1). Thus we only
need to consider in o(i, i) the self obstructions of the form
oi,i(1, w
′
i;wi, 1)
with wi, w
′
i ∈ 〈X〉 \ {1}.
To get rid of case c.2) of Remark 4.1.5, the following definition proves useful.
Definition 4.1.7. Let w1, w2 ∈ 〈X〉. If there exist w,w′, w′′ ∈ 〈X〉 and w 6= 1 such
that w1 = w
′w and w2 = ww′′, or w1 = ww′ and w2 = w′′w, or w1 = w and w2 = w′ww′′,
or w1 = w
′ww′′ and w2 = w, then we say w1 and w2 have an overlap at w. Otherwise,
we say w1 and w2 have no overlap.
Let oi,j(wi, w
′
i;wj, w
′
j) ∈ o(i, j) be an obstruction. If LTσ(gi) and LTσ(gj) have
an overlap at w ∈ 〈X〉 \ {1} and if w is a subword of wiLTσ(gi)w′i, then we say
oi,j(wi, w
′
i;wj, w
′
j) has an overlap at w. Otherwise, we say oi,j(wi, w
′
i;wj, w
′
j) has no
overlap.
Case c.2) of Remark 4.1.5 shows that there are infinitely many obstructions without
overlaps in each o(i, j). The following example is inspired by [21], Lemma 1.3.
Example 4.1.8. Consider the free monoid ring F2〈x, y, u, v, t, s〉 equipped with the
admissible ordering σ = LLex such that x >σ y >σ u >σ v >σ t >σ s. Let I ⊆
F2〈x, y, u, v, t, s〉 be the ideal generated by the set {g1, g2}, where g1 = u(xy)3+v(xy)2+
u+v and g2 = (yx)
3t+(yx)2t+t+s. We have LTσ(g1) = u(xy)
3 and LTσ(g2) = (yx)
3t.
Let G be the tuple (g1, g2). It is easy to check that o(1, 1) and o(2, 2) contain only
obstructions without overlaps, and
o(1, 2) = {o1,2(1, xt;ux, 1), o1,2(1, xyxt;uxyx, 1), o1,2(1, (xy)2xt;u(xy)2xt, 1)}
∪{o1,2(1, w(yx)3t;u(xy)3w, 1) | w ∈ 〈X〉}
∪{o1,2((yx)3tw, 1; 1, wu(xy)3) | w ∈ 〈X〉}.
We consider the following obstructions in o(1, 2).
a) o1,2(1, xt;ux, 1) has an overlap at (xy)
2x.
S1,2(1, xt;ux, 1) = uxs+ vxt
NRσ,G(S1,2(1, xt;ux, 1)) = uxs+ vxt
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We let G = (g1, g2, g3) with g3 = uxs+ vxt.
b) o1,2(1, xyxt;uxyx, 1) has an overlap at xyx.
S1,2(1, xyxt;uxyx, 1) = uxyxs+ vxyxt
NRσ,G(S1,2(1, xyxt;uxyx, 1)) = uxyxs+ vxyxt
We let G = (g1, g2, g3, g4) with g4 = uxyxs+ vxyxt.
c) o1,2(1, (xy)
2xt;u(xy)2xt, 1) has an overlap at x.
S1,2(1, (xy)
2xt;u(xy)2xt, 1) = u(xy)2xs+ v(xy)2xt
NRσ,G(S1,2(1, (xy)2xt;u(xy)2xt, 1)) = u(xy)2xs+ v(xy)2xt
We let G = (g1, g2, g3, g4, g5) with g5 = u(xy)2xs+ v(xy)2xt.
d) o1,2(1, (yx)
3t;u(xy)3, 1) has no overlap and corresponds to case c.2) of Remark
4.1.5 with w = 1.
S1,2(1, (yx)
3t;u(xy)3, 1) = u(xy)3(yx)2t+ u(xy)2(yx)3t+ u(xy)3t
+u(xy)3s+ u(yx)3t+ v(yx)3t
By the Division Algorithm we get
S1,2(1, (yx)
3t;u(xy)3, 1) = g1(yx)
2t+ u(xy)2g2 + g1t+ ug2 + g1s+ vg2.
Thus NRσ,G(S1,2(1, (yx)3t;u(xy)3, 1)) = 0.
e) o1,2(1, x(yx)
3t;u(xy)3x, 1) has no overlap and corresponds to case c.2) of Remark
4.1.5 with w = x.
S1,2(1, x(yx)
3t;u(xy)3x, 1) = u(xy)3xs+ v(xy)3xt
By the Division Algorithm we get
S1,2(1, x(yx)
3t;u(xy)3x, 1) = g1xs+ uxg2 + g5 + g3.
Thus NRσ,G(S1,2(1, x(yx)3t;u(xy)3x, 1)) = 0. Going the other way, we compute
S1,2(1, x(yx)
3t;u(xy)3x, 1) as follows.
S1,2(1, x(yx)
3t;u(xy)3x, 1)
= g1xLTσ(g2) + LTσ(g1)xg2
= g1x(g2 + ((yx)
2t+ t+ s)) + (g1 + (u(xy)
2 + u+ v))xg2
= g1x((yx)
2t+ t+ s) + ((u(xy)2 + u+ v))xg2
= (g1x(yx)
2t+ u(xy)2xg2) + (g1xt+ uxg2) + g1xs+ vxg2
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Observe that g1xt+uxg2 and g1x(yx)
2t+u(xy)2xg2 are S-polynomials in a) and c),
respectively, and that both obstructions in a) and b) have overlaps. Further, by a)
we have g1xt + uxg2 = g3 and LTσ(g3) = uxs <σ u(xy)
3xs, where u(xy)3xs is
the leading term of S1,2(1, x(yx)
3t;u(xy)3x, 1), and by c) we have g1x(yx)
2t +
u(xy)2xg2 = g5 and LTσ(g5) = u(xy)
2xs <σ u(xy)
3xs. Using substitution, we
get again
S1,2(1, x(yx)
3t;u(xy)3x, 1) = g5 + g3 + g1xs+ vxg2
which is a weak Gro¨bner representation of S1,2(1, x(yx)
3t;u(xy)3x, 1) in terms
of G in the sense of Proposition 4.1.2.b.
f) o1,2(1, xyx(yx)
3t;u(xy)3xyx, 1) has no overlap and corresponds to case c.2) of
Remark 4.1.5 with w = xyx.
S1,2(1, xyx(yx)
3t;u(xy)3xyx, 1) = u(xy)4xs+ v(xy)4xt
By the Division Algorithm we get
S1,2(1, xyx(yx)
3t;u(xy)3xyx, 1) = g1xyxs+ vxyxg2 + g1xs+ vxg2 + g5 + g4 + g3.
Thus NRσ,G(S1,2(1, xyx(yx)3t;u(xy)3xyx, 1)) = 0. Going the other way, we com-
pute S1,2(1, xyx(yx)
3t;u(xy)3xyx, 1) as follows.
S1,2(1, xyx(yx)
3t;u(xy)3xyx, 1)
= g1xyxLTσ(g2) + LTσ(g1)xyxg2
= g1xyx(g2 + ((yx)
2t+ t+ s)) + (g1 + (u(xy)
2 + u+ v))xyxg2
= g1xyx((yx)
2t+ t+ s) + ((u(xy)2 + u+ v))xyxg2
= (g1xyx(yx)
2t+ u(xy)2xyxg2) + (g1xyxt+ uxyxg2) + g1xyxs+ vxyxg2
Observe that g1xyxt+uxyxg2 and g1xyx(yx)
2t+u(xy)2xyxg2 are S-polynomials
in b) and e), respectively, and that the obstruction in c) has an overlap, and that
degσ,G(o1,2(1, xyx(yx)
3t;u(xy)3xyx, 1)) >σ degσ,G(o1,2(1, x(yx)
3t;u(xy)3x, 1)). Fur-
ther, by b) we have g1xyxt + uxyxg2 = g4 and LTσ(g4) = uxyxs <σ u(xy)
4xs,
where u(xy)4xs is the leading term of S1,2(1, xyx(yx)
3t;u(xy)3xyx, 1), and by e)
we have g1xyx(yx)
2t + u(xy)2xyxg2 = g1xs + uxg2 + g5 + g3 and LTσ(g1xs +
uxg2 + g5 + g3) = u(xy)
3xs <σ u(xy)
4xs. By substitution we get again
S1,2(1, xyx(yx)
3t;u(xy)3xyx, 1) = g1xs+ uxg2 + g5 + g3 + g4 + g1xyxs+ vxyxg2
which is a weak Gro¨bner representation of S1,2(1, xyx(yx)
3t;u(xy)3xyx, 1) in
terms of G in the sense of Proposition 4.1.2.b.
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Remark 4.1.9. Let us make some observations about the preceding example.
a) Examples 4.1.8.d, 4.1.8.e, and 4.1.8.f show that the weak Gro¨bner representa-
tions of the S-polynomials of obstructions without overlaps depend on the weak
Gro¨bner representations of the S-polynomials of obstructions with overlaps. Ex-
ample 4.1.8.f also shows that larger σ-degree obstruction without overlap can
be “reduced” to smaller σ-degree obstruction without overlap. A. Cohen proved
in [21], Lemma 1.3 that if all the S-polynomials of obstructions with overlaps
have weak Gro¨bner representations, then so do the S-polynomials of obstruc-
tions without overlaps. The proof was achieved by induction on the σ-degree of
obstructions.
b) From another point of view, in Example 4.1.8.e we have LTσ(g1)x(yx)
3t larger
than LTσ(g1)x(yx)
2, LTσ(g1)xt, LTσ(g1)xs, u(xy)
2xLTσ(g2), uxLTσ(g2), and
vxLTσ(g2). Thus S1,2(1, x(yx)
3t;u(xy)3x, 1) = g1x((yx)
2t + t + s) + ((u(xy)2 +
u + v))xg2 is a weak Gro¨bner representation in terms of {g1, g2} in the sense
of Proposition 4.1.2.c. Similarly, in Example 4.1.8.f we have LTσ(g1)xyx(yx)
3t
larger than LTσ(g1)xyx(yx)
2t, LTσ(g1)xyxt, LTσ(g1)xyxs, u(xy)
2xyxLTσ(g2),
uxyxLTσ(g2), and vxyxLTσ(g2). Therefore S1,2(1, xyx(yx)
3t;u(xy)3xyx, 1) =
g1xyx((yx)
2t+ t+ s) + ((u(xy)2 +u+ v))xyxg2 is a weak Gro¨bner representation
in terms of {g1, g2} in the sense of Proposition 4.1.2.c.
The following lemma is a generalization of the observations in Remark 4.1.9.
Lemma 4.1.10. If oi,j(wi, w
′
i;wj, w
′
j) ∈ o(i, j) has no overlap, then the S-polynomial
Si,j(wi, w
′
i;wj, w
′
j) has a weak Gro¨bner representation in terms of {gi, gj}.
Proof. See [55], Lemma 5.4.
By Proposition 4.1.2 and Lemma 4.1.10, for the purposes of computing Gro¨bner
bases we can safely discard all obstructions without overlaps.
Definition 4.1.11. Let s ≥ 1, let g1, . . . , gs ∈ K〈X〉 \ {0}, and let G = (g1, . . . , gs) be
a tuple.
a) Let i, j ∈ {1, . . . , s} and i < j. An obstruction in o(i, j) is called non-trivial
if it has an overlap and is of the form oi,j(wi, 1; 1, w
′
j), or oi,j(1, w
′
i;wj, 1), or
oi,j(wi, w
′
i; 1, 1), or oi,j(1, 1;wj, w
′
j) with wi, w
′
i, wj, w
′
j ∈ 〈X〉.
4.1. The Buchberger Procedure 65
b) Let i ∈ {1, . . . , s}. A self obstruction in o(i, i) is called non-trivial if it has an
overlap and is of the form oi,i(1, w
′
i;wi, 1) with wi, w
′
i ∈ 〈X〉 \ {1}.
c) Let i, j ∈ {1, . . . , s} and i ≤ j. The set of all non-trivial obstructions of gi
and gj is denoted by O(i, j).
In the literature, a non-trivial obstruction of the form oi,j(wi, 1; 1, w
′
j) is called a
left obstruction, of the form oi,j(1, w
′
i;wj, 1) is called a right obstruction, and of
the form oi,j(wi, w
′
i; 1, 1) or oi,j(1, 1;wj, w
′
j) is called a center obstruction. Thus
every non-trivial self obstruction is a right obstruction. We picture four obstructions
as follows.
wi i
j w
′
j
left obstruction
wi i w
′
i
j
centre obstruction
i w
′
i
wj j
right obstruction
i
wj j w
′
j
centre obstruction
Lemma 4.1.12. For all i, j ∈ {1, . . . , s} and i ≤ j, we have |O(i, j)| <∞.
Proof. For any non-trivial obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ O(i, j), it follows from Def-
inition 4.1.11 that len(wiLTσ(gi)w
′
i) < len(LTσ(gi)) + len(LTσ(gj)). Thus len(wiw
′
i)
< len(LTσ(gj)). Since |X| < ∞, there are only finitely many choices of wi and w′i.
Hence |O(i, j)| <∞.
Finally, we have the following practical versions of Buchberger’s Criterion and Buch-
berger’s Procedure.
Proposition 4.1.13. (Buchberger Criterion) Let G ⊆ K〈X〉 \ {0} be a finite set
of polynomials which generates an ideal I = 〈G〉, let G be an associated tuple of G, and
let s = |G|. Then the following conditions are equivalent.
a) The set G is a σ-Gro¨bner basis of I.
b) For every obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤sO(i, j), we have
NRσ,G(Si,j(wi, w′i;wj, w
′
j)) = 0.
Proof. Follows from Corollary 4.1.3 and Lemmas 4.1.6 and 4.1.10.
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Theorem 4.1.14. (Buchberger Procedure) Let G ⊆ K〈X〉 \ {0} be a finite set of
polynomials which generates an ideal I = 〈G〉, let G be an associated tuple of G, and
let s = |G|. Consider the following sequence of instructions.
1) Let s′ = s and B = ∪1≤i≤j≤s′O(i, j).
2) If B = ∅, return the result G. Otherwise, select an obstruction oi,j(wi, w′i;wj, w′j)
∈ B using a fair strategy and delete it from B.
3) Compute the S-polynomial S = Si,j(wi, w
′
i;wj, w
′
j) and its normal remainder S
′ =
NRσ,G(S). If S ′ = 0, continue with step 2).
4) Increase s′ by one, append gs′ = S ′ to the tuple G, and append the set of obstruc-
tions ∪1≤i≤s′O(i, s′) to the set B. Then continue with step 2).
This is a procedure that enumerates a σ-Gro¨bner basis G of I. If I has a finite σ-
Gro¨bner basis, it stops after finitely many steps and the resulting tuple G is a finite
σ-Gro¨bner basis of I.
Proof. The correctness follows from Theorem 4.1.4 and Proposition 4.1.13. We prove
that the procedure stops after finitely many steps if I has a finite σ-Gro¨bner basis.
Suppose that G′ = {g′1, . . . , g′t} is a finite σ-Gro¨bner basis of I. Since the procedure
enumerates a σ-Gro¨bner basis G of I, for each polynomial g′j ∈ G′ there exists a
polynomial gij ∈ G such that LTσ(g′j) is a multiple of LTσ(gij). Let k = max{i1, . . . , it}
and Gk = (g1, . . . , gk) ⊆ G. Then we have LTσ{I} = {wLTσ(g′j)w′ | g′j ∈ G′, w, w′ ∈
〈X〉} ⊆ {wLTσ(gi)w′ | gi ∈ Gk, w, w′ ∈ 〈X〉} ⊆ LTσ{I}. Thus Gk is a σ-Gro¨bner basis
of I. Hence all NRσ,G(S) in step 3) are zero after gk being appended to G, and the
procedure terminates after finitely many steps by Proposition 4.1.12.
Example 4.1.15. (continued) Consider Example 4.1.8 again. Recall that the ideal
I ⊆ F2〈x, y, u, v, t, s〉 is generated by the set {g1, g2} with g1 = u(xy)3 + v(xy)2 + u +
v, g2 = (yx)
3t + (yx)2t + t + s, and that σ = LLex with x >σ y >σ u >σ v >σ t >σ s.
We have O(1, 1) = O(2, 2) = ∅ and O(1, 2) = {o1,2(1, xt;ux, 1), o1,2(1, xyxt;uxyx, 1),
o1,2(1, (xy)
2xt;u(xy)2xt, 1)}. After selecting the obstructions in O(1, 2), we get g3 =
uxs + vxt, g4 = uxyxs + vxyxt, g5 = u(xy)
2xs + v(xy)2xt and G = (g1, g2, g3, g4, g5)
by Example 4.1.8. Since O(1, 3) = O(2, 3) = O(3, 3) = O(1, 4) = O(2, 4) = O(3, 4) =
O(4, 4) = O(1, 5) = O(2, 5) = O(3, 5) = O(4, 5) = O(5, 5) = ∅, the set {g1, g2, g3, g4, g5}
is a σ-Gro¨bner basis of the ideal I.
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Remark 4.1.16. We observe again the instructions of the Buchberger Procedure.
Note that at every stage of the procedure the tuple G is a system of generators of the
ideal I. We call each such tuple G a partial σ-Gro¨bner basis of the ideal I. Also
note that in general it is undecidable whether a finitely generated ideal has a finite
Gro¨bner basis in free monoid rings (see [58], Theorem 2.4). In some situations we
happen to know ahead of time that a finitely generated ideal has only infinite Gro¨bner
bases or Gro¨bner bases consisting of a very large number of generators. Moreover, for
many applications it is not necessary to compute a Gro¨bner basis completely. Partial
Gro¨bner bases are the gem for these applications. Let us take the word problem (see
Definition 2.1.20) as an example. In Remark 3.1.19 we converted the word problem
to checking whether the normal form of a polynomial modulo an ideal is zero. We
compute the normal remainder of the polynomial with respect to a partial Gro¨bner
basis of the ideal. If the normal remainder is zero, then we get a positive answer to
the word problem. Otherwise, we carry on with the Buchberger Procedure and obtain
a new partial Gro¨bner basis and try the division again. In this way we make the word
problem into a semi-decidable problem.
We end this section with an application of the Weak Division Algorithm (see Corol-
lary 3.3.9). Recall that in Section 3.2 we constructed the Division Algorithm (see The-
orem 3.2.1) with original intention of computing the normal form. Condition 3.2.1.a,
i.e. no element of the support of the normal remainder is contained in the monomial
ideal generated by the leading terms of divisors, is a strong requirement. Compared
with the Weak Division Algorithm, further reduction steps are needed in order to sat-
isfy condition 3.2.1.a. Note that condition 3.2.1.a is not necessary for Gro¨bner basis
computations.
Proposition 4.1.17. (Weak Buchberger Criterion) Let G ⊆ K〈X〉 \ {0} be a
finite set of polynomials which generates an ideal I = 〈G〉, let G be an associated tuple
of G, and let s = |G|. Then the following conditions are equivalent.
a) The set G is a σ-Gro¨bner basis of I.
b) For every obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤sO(i, j), we have
WNRσ,G(Si,j(wi, w
′
i;wj, w
′
j)) = 0.
Proof. Note that for each S-polynomial the Weak Division Algorithm gives a weak
Gro¨bner representation in terms of G. Then the proof of the proposition is analogous
to the proof of Proposition 4.1.13.
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Thus WNRσ,G(S) is an alternative to NRσ,G(S) in the Buchberger Procedure (see
Theorem 4.1.14). According to our experiments the Division Algorithm and the Weak
Division Algorithm have almost the same performance for Gro¨bner basis computations.
It is still unclear which one is superior. A more practical usage of the Weak Division
Algorithm is the following algorithm for checking whether a given finite system of
generators is a Gro¨bner basis.
Corollary 4.1.18. Let G ⊆ K〈X〉 \ {0} be a finite set of polynomials, let G be an
associated tuple of G, and let s = |G|. Consider the following sequence of instructions.
1) Let B = ∪1≤i≤j≤sO(i, j).
2) If B = ∅, then return “The set G is a σ-Gro¨bner basis of the ideal 〈G〉”. Other-
wise, select an obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ B and delete it from B.
3) Compute S = Si,j(wi, w
′
i;wj, w
′
j) and WNRσ,G(S). If WNRσ,G(S) = 0, continue
with step 2). Otherwise, return “The set G is not a σ-Gro¨bner basis of the ideal
〈G〉”.
This is an algorithm which checks if a finite set of polynomials G is a σ-Gro¨bner basis
of the ideal 〈G〉.
Proof. The termination follows from Proposition 4.1.12 and the correctness follows
from Proposition 4.1.17.
4.2 Improved Buchberger Procedures
Let G ⊆ K〈X〉 \ {0} be a finite set of polynomials which generates an ideal I = 〈G〉,
let G be an associated tuple of G, and let s = |G|. Proposition 4.1.13 states that G is
a σ-Gro¨bner basis of I if and only if the normal remainders of all the S-polynomials
of non-trivial obstructions in ∪1≤i≤j≤sO(i, j) are zero with respect to G. The normal
remainders are computed by the Division Algorithm. Note that the application of
the Division Algorithm is the most time-consuming part in the Buchberger Procedure.
Hence the most efficient optimization of the Buchberger Procedure is to detect as
many unnecessary obstructions, i.e. the obstructions whose S-polynomials have the
zero normal remainder, as possible.
In the commutative case, this problem was first studied by B. Buchberger [12, 13].
Later on, R. Gebrauer and H. Mo¨ller [33] used Taylor bases of the module generated
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by the critical syzygies to detect almost all unnecessary critical pairs very efficiently,
and this resulted in the Gebauer-Mo¨ller Installation. In [43], Tutorial 25, M. Kreuzer
and L. Robbiano generalized the Gebauer-Mo¨ller Installation to modules. In [17, 44],
M. Kreuzer et al. applied Gro¨bner basis techniques to modules in the homogeneous
case and obtained a minimal system of generators of the module generated by the
critical syzygies. Hence they successfully detected all unnecessary critical pairs. In the
non-commutative case, T. Mora [55] gave a detailed presentation of useless pairs.
In this section we shall explore techniques for detecting unnecessary obstructions
in free monoid rings. To this end we shall first present an Interreduction Algorithm
on non-trivial obstructions, which is based on the assumption that the elements of
the leading term set LTσ{G} are coprime. Then, by looking at the interreduction
operations closely, we shall give straightforward generalizations of the Gebauer-Mo¨ller
Installation and present improved versions of the Buchberger Procedure. Note that
the method in [17, 44] is strongly related to Gro¨bner basis theory in modules, which
we will study in Chapter 5. In this section we also improve the Buchberger Procedure
by deleting redundant generators.
For our purposes we order the terms in T(Fs) by a relation τ as follows.
Definition 4.2.1. Let G be the tuple as above, and let σ be an admissible order-
ing on 〈X〉. For all w1iw′1, w2jw′2 ∈ T(Fs), we say w1iw′1 ≥τ w2jw′2 if and only
if w1LTσ(gi)w
′
1 >σ w2LTσ(gj)w
′
2, or w1LTσ(gi)w
′
1 = w2LTσ(gj)w
′
2 and i > j, or
w1LTσ(gi)w
′
1 = w2LTσ(gj)w
′
2 and i = j and w1 ≥σ w2. The relation τ is called
the module term ordering induced by (σ,G) on T(Fs).
In fact, the relation τ defined above is a module term ordering on T(Fs) (see Defi-
nition 5.1.1). It follows from Definitions 3.4.7 and 4.1.11 that wiiw
′
i <τ wjjw
′
j for all
oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤sO(i, j).
4.2.1 Interreduction on Obstructions
To perform interreduction, we make some observations about operations on the set
∪1≤i≤j≤sO(i, j). Recall that two words w,w′ ∈ 〈X〉 are called coprime if neither w is
a subword of w′ nor w′ is a subword of w. The following proposition is essential for our
purposes.
Proposition 4.2.2. Suppose that the elements of the leading term set LTσ{G} are
coprime. Let oi,j(wi, w
′
i;wj, w
′
j), ok,l(wk, w
′
k;wl, w
′
l) ∈ ∪1≤i≤j≤sO(i, j) be two distinct
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non-trivial obstructions.
a) Suppose that j = l, i ≤ k, and wjjw′j = wwllw′lw′ for some w,w′ ∈ 〈X〉. Then
we have
oi,j(wi, w
′
i;wj, w
′
j)− wok,l(wk, w′k;wl, w′l)w′ = oi,k(wi, w′i;wwk, w′kw′)
and oi,k(wi, w
′
i;wwk, w
′
kw
′) ∈ O(i, k) has an overlap.
b) Suppose that j = l, i > k, and wjjw
′
j = wwllw
′
lw
′ for some w,w′ ∈ 〈X〉. Then
we have
−oi,j(wi, w′i;wj, w′j) + wok,l(wk, w′k;wl, w′l)w′ = ok,i(wwk, w′kw′;wi, w′i)
and ok,i(wwk, w
′
kw
′;wi, w′i) ∈ O(k, i) has an overlap.
c) Suppose that i = l and wiiw
′
i = wwllw
′
lw
′ for some w,w′ ∈ 〈X〉. Then we have
oi,j(wi, w
′
i;wj, w
′
j) + wok,l(wk, w
′
k;wl, w
′
l)w
′ = ok,j(wwk, w′kw
′;wj, w′j)
and ok,j(wwk, w
′
kw
′;wj, w′j) ∈ O(k, j) has an overlap.
Proof. To prove claim a), by Definition 3.4.7, we have
oi,j(wi, w
′
i;wj, w
′
j)− wok,l(wk, w′k;wl, w′l)w′
= (
1
LCσ(gi)
wiiw
′
i −
1
LCσ(gj)
wjjw
′
j)− w(
1
LCσ(gk)
wkkw
′
k −
1
LCσ(gl)
wllw
′
l)w
′
= (
1
LCσ(gi)
wiiw
′
i −
1
LCσ(gk)
wwkkw
′
kw
′)− ( 1
LCσ(gj)
wjjw
′
j −
1
LCσ(gl)
wwllw
′
lw
′).
We have wiLTσ(gi)w
′
i = wjLTσ(gj)w
′
j = wwlLTσ(gl)w
′
lw
′ = wwkLTσ(gk)w′kw
′ and
1
LCσ(gj)
wjjw
′
j − 1LCσ(gl)wwllw′lw′ = 0 by assumption. Then, by Definition 3.4.7, we
have 1
LCσ(gi)
wiiw
′
i − 1LCσ(gk)wwkkw′kw′ = oi,k(wi, w′i;wwk, w′kw′) ∈ O(i, k). We show
that oi,k(wi, w
′
i;wwk, w
′
kw
′) has an overlap. By Definition 4.1.11 and the assumption
that LTσ(gi) and LTσ(gj) are coprime, we may assume, without loss of generality, that
oi,j(wi, w
′
i;wj, w
′
j) =
1
LCσ(gi)
iw
′
i− 1LCσ(gj)wjj with w′i, wj ∈ 〈X〉\{1} and len(LTσ(gi)) >
len(wj). From the assumption wjj = wwllw
′
lw
′, it follows that wwl = wj, w′lw
′ = 1
and hence w′l = w
′ = 1. Note that ok,l(wk, w′k;wl, w
′
l) is also a non-trivial obstruc-
tion. By Definition 4.1.11 we must have ok,l(wk, w
′
k;wl, w
′
l) =
1
LCσ(gk)
kw
′
k − 1LCσ(gl)wll
with w′k, wl ∈ 〈X〉 \ {1}. Thus oi,k(wi, w′i;wwk, w′kw′) = 1LCσ(gi)iw′i− 1LCσ(gk)wkw′k and
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len(LTσ(gi)) > len(wj) = len(wwl) > len(w). Therefore oi,k(wi, w
′
i;wwk, w
′
kw
′) has an
overlap.
We prove claim b). By Definition 3.4.7, we have
−oi,j(wi, w′i;wj, w′j) + wok,l(wk, w′k;wl, w′l)w′
= −( 1
LCσ(gi)
wiiw
′
i −
1
LCσ(gj)
wjjw
′
j) + w(
1
LCσ(gk)
wkkw
′
k −
1
LCσ(gl)
wllw
′
l)w
′
= (
1
LCσ(gk)
wwkkw
′
kw
′ − 1
LCσ(gi)
wiiw
′
i) + (
1
LCσ(gj)
wjjw
′
j −
1
LCσ(gl)
wwllw
′
lw
′).
We have wiLTσ(gi)w
′
i = wjLTσ(gj)w
′
j = wwlLTσ(gl)w
′
lw
′ = wwkLTσ(gk)w′kw
′ and
1
LCσ(gj)
wjjw
′
j − 1LCσ(gl)wwllw′lw′ = 0 by assumption. Then, by Definition 3.4.7, we
have 1
LCσ(gk)
wwkkw
′
kw
′ − 1
LCσ(gi)
wiiw
′
i = ok,i(wwk, w
′
kw
′;wi, w′i) ∈ O(k, i). Proceeding
exactly the same as the proof of claim a), one can show that ok,i(wwk, w
′
kw
′;wi, w′i) has
an overlap.
Finally we prove claim c). By Definition 3.4.7, we have
oi,j(wi, w
′
i;wj, w
′
j) + wok,l(wk, w
′
k;wl, w
′
l)w
′
= (
1
LCσ(gi)
wiiw
′
i −
1
LCσ(gj)
wjjw
′
j) + w(
1
LCσ(gk)
wkkw
′
k −
1
LCσ(gl)
wllw
′
l)w
′
= (
1
LCσ(gk)
wwkkw
′
kw
′ − 1
LCσ(gj)
wjjw
′
j) + (
1
LCσ(gi)
wiiw
′
i −
1
LCσ(gl)
wwllw
′
lw
′).
We have wjLTσ(gj)w
′
j = wiLTσ(gi)w
′
i = wwlLTσ(gl)w
′
lw
′ = wwkLTσ(gk)w′kw
′ and
1
LCσ(gi)
wiiw
′
i − 1LCσ(gl)wwllw′lw′ = 0 by assumption. Then, by Definition 3.4.7, we
have 1
LCσ(gk)
wwkkw
′
kw
′ − 1
LCσ(gj)
wjjw
′
j = ok,j(wwk, w
′
kw
′;wj, w′j) ∈ O(k, j). We show
that ok,j(wwk, w
′
kw
′;wj, w′j) has an overlap. By Definition 4.1.11 and the assumption
that LTσ(gi) and LTσ(gj) are coprime, we may assume, without loss of generality, that
oi,j(wi, w
′
i;wj, w
′
j) =
1
LCσ(gi)
iw
′
i− 1LCσ(gj)wjj with w′i, wj ∈ 〈X〉\{1} and len(LTσ(gj)) >
len(w′i). From the assumption iw
′
i = wwllw
′
lw
′, it follows that wwl = 1, w′lw
′ = w′i
and hence wl = w = 1. Note that ok,l(wk, w
′
k;wl, w
′
l) is also a non-trivial obstruction.
By Definition 4.1.11 we must have ok,l(wk, w
′
k;wl, w
′
l) =
1
LCσ(gk)
wkk − 1LCσ(gl)lw′l with
wk, w
′
l ∈ 〈X〉 \ {1}. Thus ok,j(wwk, w′kw′;wj, w′j) = 1LCσ(gk)wkkw′ − 1LCσ(gj)wjj and
len(LTσ(gj)) > len(w
′
i) = len(w
′
lw
′) > len(w′). Therefore ok,j(wwk, w′kw
′;wj, w′j) has
an overlap.
The assumption that the elements of LTσ{G} are coprime is crucial to ensure that
the resulting obstructions in the proposition have overlaps. The following example
shows this.
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Example 4.2.3. Consider the free monoid ring K〈x, y〉 and the tuple G = (g1, g2, g3)
with LMσ(G) = ((xy)2, y, xyx2y). We have o1,3(xyx, 1; 1, xy) ∈ O(1, 3), o2,3(x, x2y; 1, 1)
∈ O(2, 3), and o1,3(xyx, 1; 1, xy)− o2,3(x, x2y; 1, 1)xy = o1,2(xyx, 1;x, x2yxy) ∈ O(1, 2).
But o1,2(xyx, 1;x, x
2yxy) /∈ O(1, 2) since LTσ(g1) and LTσ(g2) have no overlap in
xyxLTσ(g1) = xyx(xy)
2.
Assumption 4.2.4. In the rest of this subsection, we shall assume that the elements
of the leading term set LTσ{G} are coprime.
However, even this assumption is satisfied we still cannot guarantee that the result-
ing obstructions in Proposition 4.2.2 are non-trivial.
Example 4.2.5. Consider the free monoid ring K〈x, y〉 and the tuple G = (g1, g2, g3)
with LMσ(G) = (x2y2, y3, xyx2y). We have o1,3(xy, 1; 1, y) ∈ O(1, 3), o2,3(xyx2, 1; 1, y2) ∈
O(2, 3), and −o2,3(xyx2, 1; 1, y2) + o1,3(xy, 1; 1, y)y = o1,2(xy, y;xyx2, 1) ∈ O(1, 2). Ob-
serve that w1 = xy and w2 = xyx
2 have a common prefix xy. Thus by Definition 4.1.11
o1,2(xy, y;xyx
2, 1) /∈ O(1, 2).
Definition 4.2.6. We define a shrink map Shk on ∪1≤i≤j≤so(i, j) as follows.
Shk : ∪1≤i≤j≤so(i, j) → ∪1≤i≤j≤so(i, j)
oi,j(wi, w
′
i;wj, w
′
j) 7→ oi,j(w˜i, w˜′i; w˜j, w˜′j)
where wi = ww˜i, wj = ww˜j, w
′
i = w˜
′
iw
′, w′j = w˜
′
jw
′ such that w ∈ 〈X〉 is the maximal
common prefix of wi and wj, and such that w
′ ∈ 〈X〉 is the maximal common suffix of
w′i and w
′
j.
Clearly, if oi,j(wi, w
′
i;wj, w
′
j) ∈ o(i, j) is an obstruction with an overlap, then
Shk(oi,j(wi, w
′
i;wj, w
′
j)) ∈ O(i, j) is a non-trivial obstruction.
Definition 4.2.7. Let oi,j(wi, w
′
i;wj, w
′
j), ok,l(wk, w
′
k;wl, w
′
l) ∈ ∪1≤i≤j≤sO(i, j) be two
distinct non-trivial obstructions.
a) Suppose that j = l, i < k, and wwllw
′
lw
′ = wjjw′j for some w,w
′ ∈ 〈X〉. Then
we let
oi,k(wi, w
′
i;wwk, w
′
kw
′) = oi,j(wi, w′i;wj, w
′
j)− wok,l(wk, w′k;wl, w′l)w′
and say that oi,j(wi, w
′
i;wj, w
′
j) is reduced to Shk(oi,k(wi, w
′
i;wwk, w
′
kw
′)).
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b) Suppose that j = l, i > k, and wwllw
′
lw
′ = wjjw′j for some w,w
′ ∈ 〈X〉. Then
we let
ok,i(wwk, w
′
kw
′;wi, w′i) = −oi,j(wi, w′i;wj, w′j) + wok,l(wk, w′k;wl, w′l)w′
and say that oi,j(wi, w
′
i;wj, w
′
j) is reduced to Shk(ok,i(wwk, w
′
kw
′;wi, w′i)).
c) Suppose that j = l, i = k, and wwllw
′
lw
′ = wjjw′j for some w,w
′ ∈ 〈X〉. Then
we let
oi,i(wi, w
′
i;wwk, w
′
kw
′) = oi,j(wi, w′i;wj, w
′
j)− wo(i, l;wk, w′k;wl, w′l)w′
and say that oi,j(wi, w
′
i;wj, w
′
j) is reduced to Shk(oi,i(wi, w
′
i;wwk, w
′
kw
′)) if len(wi)
< len(wwk), and to Shk(oi,i(wwk, w
′
kw
′;wi, w′i)) if len(wi) > len(wwk).
d) Suppose that i = l and wwllw
′
lw
′ = wiiw′i for some w,w
′ ∈ 〈X〉. Then we let
ok,j(wwk, w
′
kw
′;wj, w′j) = oi,j(wi, w
′
i;wj, w
′
j) + wok,l(wk, w
′
k;wl, w
′
l)w
′
and say that oi,j(wi, w
′
i;wj, w
′
j) is reduced to Shk(ok,j(wwk, w
′
kw
′;wj, w′j)).
In the cases above, we say oi,j(wi, w
′
i;wj, w
′
j) can be reduced by ok,l(wk, w
′
k;wl, w
′
l).
The reduction is called one step obstruction reduction on ∪1≤i≤j≤sO(i, j) and is
denoted by →Ob.
Definition 4.2.8. The reflexive transitive closure of →Ob is called the obstruc-
tion reduction defined by ∪1≤i≤j≤sO(i, j) and is denoted by ∗−→Ob. An obstruction
oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤sO(i, j) is called irreducible with respect to ∗−→Ob if there
is no obstruction in ∪1≤i≤j≤sO(i, j) that can reduce oi,j(wi, w′i;wj, w′j). A set of non-
trivial obstructions is called interreduced if every obstruction in the set is irreducible.
Before presenting two important properties of the obstruction reduction, we shall
extend the module term ordering τ to the set of obstructions ∪1≤i≤j≤so(i, j). We shall
commit a slight abuse of notation and use τ to denote this relation.
Definition 4.2.9. Let τ be the module term ordering defined as in Definition 4.2.1.
For two obstructions oi,j(wi, w
′
i;wj, w
′
j), ok,l(wk, w
′
k;wl, w
′
l) ∈ ∪1≤i≤j≤so(i, j), we say
oi,j(wi, w
′
i;wj, w
′
j) ≥τ ok,l(wk, w′k;wl, w′l) if we have wjjw′j >τ wllw′l, or if we have
wjjw
′
j = wllw
′
l and wiiw
′
i ≥τ wkkw′k.
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Remark 4.2.10. We can verify easily that τ is a complete ordering on ∪1≤i≤j≤so(i, j)
and is a well-ordering and compatible with scalar multiplication. Obviously, we have
oi,j(wi, w
′
i;wj, w
′
j) ≥τ Shk(oi,j(wi, w′i;wj, w′j)) for all oi,j(wi, w′i;wj, w′j) ∈ ∪1≤i≤j≤so(i, j).
Proposition 4.2.11. The obstruction reduction has the following properties.
a) Let oi,j(wi, w
′
i;wj, w
′
j), ok,l(wk, w
′
k;wl, w
′
l) ∈ ∪1≤i≤j≤sO(i, j) be two distinct non-
trivial obstructions, and let
oi,j(wi, w
′
i;wj, w
′
j)
ok,l(wk,w
′
k;wl,w
′
l)−−−−−−−−−−→Ob oµ,ν(wµ, w′µ;wν , w′ν) ∈ ∪1≤i≤j≤sO(i, j)
be one step obstruction reduction. Then we have
oi,j(wi, w
′
i;wj, w
′
j) >τ oµ,ν(wµ, w
′
µ;wν , w
′
ν).
Moreover, if the S-polynomials Sk,l(wk, w
′
k;wl, w
′
l) and Sµ,ν(wµ, w
′
µ;wν , w
′
ν) have
weak Gro¨bner representations in terms of G, then so does the S-polynomial
Si,j(wi, w
′
i;wj, w
′
j).
b) The relation
∗−→Ob is Noetherian.
Proof. Claim a) can be verified case by case according to Definition 4.2.7. We prove
the claim for case a) of Definition 4.2.7 and one can prove the other cases similarly. In
Definition 4.2.7.a), we have i < k, j = l, wwjkjw
′
jkw
′ = wjijw′ji for some w,w
′ ∈ 〈X〉,
and
oi,k(wij, w
′
ij;wwkj, w
′
kjw
′) = oi,j(wij, w′ij;wji, w
′
ji)− wok,j(wkj, w′kj;wjk, w′jk)w′.
We have wkjkw
′
kj <τ wjkjw
′
jk and hence wwkjkw
′
kjw
′ <τ wwjkjw′jkw
′ = wjijw′ji by
Definition 4.2.1. Then, by Definition 4.2.9, we have oi,j(wij, w
′
ij;wji, w
′
ji)>τ oi,k(wij, w
′
ij;
wwkj, w
′
kjw
′) ≥τ Shk(oi,k(wij, w′ij;wwkj, w′kjw′)).
Let oi,k(wi, w
′
i;wk, w
′
k) = Shk(oi,k(wij, w
′
ij;wwkj, w
′
kjw
′)), i.e. there exist w˜, w˜′ ∈
〈X〉 such that oi,k(wij, w′ij;wwkj, w′kjw′) = w˜oi,k(wi, w′i;wk, w′k)w˜′. Thus we have
oi,j(wij, w
′
ij;wji, w
′
ji) = wok,j(wkj, w
′
kj;wjk, w
′
jk)w
′ + w˜oi,k(wi, w′i;wk, w
′
k)w˜
′,
and hence
Si,j(wij, w
′
ij;wji, w
′
ji) = wSk,j(wkj, w
′
kj;wjk, w
′
jk)w
′ + w˜Si,k(wi, w′i;wk, w
′
k)w˜
′.
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Without loss of generality, we assume Si,j(wij, w
′
ij;wji, w
′
ji), Sk,j(wkj, w
′
kj;wjk, w
′
jk) and
Si,k(wi, w
′
i;wk, w
′
k) are non-zero. Since Sk,j(wkj, w
′
kj;wjk, w
′
jk) has a weak Gro¨bner rep-
resentation in terms of G, we have
Sk,j(wkj, w
′
kj;wjk, w
′
jk) =
µ∑
s=1
aswsgisw
′
s
with as ∈ K \ {0}, ws, w′s ∈ 〈X〉, gis ∈ G such that LTσ(wjkgjw′jk) >σ LTσ(wsgisw′s) for
all s ∈ {1, . . . , µ}. Similarly, since Si,k(wi, w′i;wk, w′k) has a weak Gro¨bner representa-
tion in terms of G, we have
Si,k(wi, w
′
i;wk, w
′
k) =
ν∑
t=1
btwtgitw
′
t
with bt ∈ K \ {0}, wt, w′t ∈ 〈X〉, git ∈ G such that LTσ(wkgkw′k) >σ LTσ(wtgitw′t) for
all t ∈ {1, . . . , ν}. Therefore we have
Si,j(wij, w
′
ij;wji, w
′
ji) = w(
µ∑
s=1
aswsgisw
′
s)w
′ + w˜(
ν∑
t=1
btwtgitw
′
t)w˜
′
=
µ∑
s=1
aswwsgisw
′
sw
′ +
ν∑
t=1
btw˜wtgitw
′
tw˜
′.
From wwjkjw
′
jkw
′ = wjijw′ji, it follows that wwjkLTσ(gj)w
′
jkw
′ = wjiLTσ(gj)w′ji.
By Remark 3.1.13.b we have LTσ(wjigjw
′
ji) = wjiLTσ(gj)w
′
ji = wwjkLTσ(gj)w
′
jkw
′ =
wLTσ(wjkgjw
′
jk)w
′ >τ wLTσ(wsgisw
′
s)w
′ = LTσ(wwsgisw
′
sw
′) for all s ∈ {1, . . . , µ}. It
follows from oi,k(wij, w
′
ij;wwkj, w
′
kjw
′) = w˜oi,k(wi, w′i;wk, w
′
k)w˜
′ that wijLTσ(gi)w′ij =
wwkjLTσ(gk)w
′
kjw
′ = w˜wkLTσ(gk)w′kw˜
′. Then we have LTσ(wijgiw′ij) = wijLTσ(gi)w
′
ij
= w˜wkLTσ(gk)w
′
kw˜ = w˜LTσ(wkgkw
′
k)w˜ >σ w˜LTσ(wtgitw
′
t)w˜
′ = LTσ(w˜wtgitw
′
tw˜
′) for all
t ∈ {1, . . . , ν} by Remark 3.1.13.b. Finally, from LTσ(wjigjw′ji) = wjiLTσ(gj)w′ji =
wijLTσ(gi)w
′
ij = LTσ(wijgiw
′
ij), we conclude that
Si,j(wij, w
′
ij;wji, w
′
ji) =
µ∑
s=1
aswwsgisw
′
sw
′ +
ν∑
t=1
btw˜wtgitw
′
tw˜
′
is a weak Gro¨bner representation of Si,j(wij, w
′
ij;wji, w
′
ji) in terms of G.
Claim b) directly follows from claim a) and the fact that τ is a well-ordering on
∪1≤i≤j≤sO(i, j).
From Proposition 4.2.11 we construct the following Interreduction Algorithm on
the set of non-trivial obstructions.
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Theorem 4.2.12. (Interreduction Algorithm) Let G ⊆ K〈X〉\{0} be a finite set
of polynomials which generates an ideal I = 〈G〉, let G be an associated tuple of G, let
s = |G|, and let ∪1≤i≤j≤sO(i, j) be the set of non-trivial obstructions. Moreover, suppose
that Assumption 4.2.4 is satisfied. Consider the following sequence of instructions.
1) Let B = ∪1≤i≤j≤sO(i, j), and let ∗−→Ob be the obstruction reduction defined by B.
2) If there is no obstruction in B that can be reduced by other obstructions in B,
return the set B. Choose an obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ B that can be
reduced by other obstructions in B, and delete it from B.
3) Reduce oi,j(wi, w
′
i;wj, w
′
j) by
∗−→Ob as much as possible until it becomes an irre-
ducible obstruction oµ,ν(wµ, w
′
µ;wν , w
′
ν) with respect to
∗−→Ob.
4) If oµ,ν(wµ, w
′
µ;wν , w
′
ν) /∈ B, insert it into B. Then continue with step 2).
This is an algorithm that computes an interreduced set of non-trivial obstructions from
∪1≤i≤j≤sO(i, j).
Using Theorem 4.2.12, we can delete a large number of unnecessary obstructions
during the Buchberger Procedure and hence avoid many unnecessary division steps.
The following example shows the effectivity of the Interreduction Algorithm.
Example 4.2.13. Consider the free monoid ring Q〈a, b〉 equipped with the admissible
ordering σ = LLex on 〈a, b〉 such that a >σ b. Let I ⊆ Q〈a, b〉 be the ideal generated by
the set {g1, g2, g3} with g1 = a2− 1, g2 = b3− 1, and g3 = (ababab2ab2)2− 1. Note that
〈a, b | a2 = b3 = (ababab2ab2)2 = 1〉 is a finite generalized triangle group of order 576
(cf. [64], Theorem 2.12). We enumerate a σ-Gro¨bner basis of I using the Buchberger
Procedure equipped with the Interreduction Algorihtm given in Theroem 4.2.12. To
satisfy Assumption 4.2.4, we equip the Buchberger Procedure with the interreduction
on the system of generators (see Theorem 3.2.8). At termination of the procedure,
we get the reduced σ-Gro¨bner basis of I which consists of 35 generators. When the
number of generators changes during the Buchberger Procedure, we plot in Figure
4.1 the number of total non-trivial obstructions, the number of obstructions reduced
by the Interreduction Algorithm, the number of obstructions left after applying the
Interreduction Algorithm, and the number of generators. As we have marked in the
figure, the maximal number of non-trivial obstructions is 2298, while the maximal
number of obstructions left after applying the Interreduction Algorithm is 283. And
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the maximal number of generators is 36. The figure shows that the number of total non-
trivial obstructions can be very large even though the number of generators is small.
Note that this is a frequent phenomenon in free monoid rings. Our Interreduction
Algorithm reduces a large number of unnecessary obstructions successfully.
Figure 4.1: Computation of LLex-Gro¨bner basis of the ideal 〈g1, g2, g3〉 ⊆ Q〈a, b〉 with
g1 = a
2 − 1, g2 = b3 − 1, and g3 = (ababab2ab2)2 − 1.
4.2.2 Improved Buchberger Procedures
However, the drawbacks of applying the Interreduction Algorithm on the set of non-
trivial obstructions are twofold. First, Assumption 4.2.4, i.e. the elements of LTσ{G}
are coprime, is too strict. It could be quite costly to make sure that this assumption is
satisfied throughout the Buchberger Procedure: after appending a new generators, we
must apply the interreduction on the system of generators and reconstruct the set of
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non-trivial obstructions, which is followed by the interreduction on the set of non-trivial
obstructions again. Second, the interreduction on the set of non-trivial obstructions
is intrinstically an interreduction process in the free K〈X〉-bimodule Fs (see Corollary
5.1.14) together with a shrink map Shk defined on Fs, which can also be quite costly.
Now we shall overcome these drawbacks of applying the Interreduction Algorithm
directly as given in Theorem 4.2.12. First of all, we shall deal with Assumption 4.2.4.
As we have seen in Example 4.2.3, if the system of generators does not satisfy Assump-
tion 4.2.4, the obstruction reduction can end with an obstruction without overlap,
which violates our expectation that the obstruction reduction →Ob should be closed
on ∪1≤i≤j≤sO(i, j). Nonetheless, this should not cause any problem at all. By Lemma
4.1.10, the S-polynomial of obstruction without overlap has a weak Gro¨bner repre-
sentation. Consequently, if a non-trivial obstruction oi,j(wi, w
′
i;wj, w
′
j) is reduced by
another non-trivial obstruction ok,l(wk, w
′
k;wl, w
′
l) to an obstruction oµ,ν(wµ, w
′
µ;wν , w
′
ν)
without overlap, then, following the proof of Proposition 4.2.11.a, we can show that
Si,j(wi, w
′
i;wj, w
′
j) has a weak Gro¨bner representation provided that Sk,l(wk, w
′
k;wl, w
′
l)
has a weak Gro¨bner representation. Henceforth we shall drop Assumption 4.2.4 safely.
Now the obstruction reduction reduces a non-trivial obstruction oi,j(wi, w
′
i;wj, w
′
j)
by another non-trivial obstruction ok,l(wk, w
′
k;wl, w
′
l) to an obstruction oµ,ν(wµ, w
′
µ;
wν , w
′
ν), which is either a non-trivial obstruction or an obstruction without overlap.
By Proposition 4.2.11.a, weak Gro¨bner representation of Si,j(wi, w
′
i;wj, w
′
j) depends
on weak Gro¨bner representations of Sk,l(wk, w
′
k;wl, w
′
l) and Sµ,ν(wµ, w
′
µ;wν , w
′
ν). Thus
we are able to abandon oi,j(wi, w
′
i;wj, w
′
j) during the Buchberger Procedure if the
S-polynomials Sk,l(wk, w
′
k;wl, w
′
l) and Sµ,ν(wµ, w
′
µ;wν , w
′
ν) have weak Gro¨bner repre-
sentations. In the following we shall optimize the Buchberger Procedure according to
different types of obstruction reductions as in Definition 4.2.7.
Remark 4.2.14. Let oi,s′(wi, w
′
i;ws′i, w
′
s′i), oj,s′(wj, w
′
j;ws′j, w
′
s′j) ∈ ∪1≤i≤s′O(i, s′) be
two distinct non-trivial obstructions with some w,w′ ∈ 〈X〉 satisfying ws′i = wws′j and
w′s′i = w
′
s′jw
′.
a) If i < j, then we have
oi,s′(wi, w
′
i;ws′i, w
′
s′i) = woj,s′(wj, w
′
j;ws′j, w
′
s′j)w
′ + oi,j(wi, w′i;wwj, w
′
jw
′).
Following the proof of Proposition 4.2.11.a, we can show that the S-polynomial of
oi,s′(wi, w
′
i;ws′i, w
′
s′i) has a weak Gro¨bner representation if the S-polynomials of
oj,s′(wj, w
′
j;ws′j, w
′
s′j), oi,j(wi, w
′
i;wwj, w
′
jw
′) have weak Gro¨bner representations.
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Clearly oi,s′(wi, w
′
i;ws′i, w
′
s′i) >τ oi,j(wi, w
′
i;wwj, w
′
jw
′). Further, if ww′ 6= 1, we
have oi,s′(wi, w
′
i;ws′i, w
′
s′i) >τ oj,s′(wj, w
′
j;ws′j, w
′
s′j) by ws′is′w
′
s′i = wws′js′w
′
s′jw
′
>τ ws′js′w
′
s′j.
b) If i > j, then we have
oi,s′(wi, w
′
i;ws′i, w
′
s′i) = woj,s′(wj, w
′
j;ws′j, w
′
s′j)w
′ − oj,i(wwj, w′jw′;wi, w′i).
The S-polynomial of oi,s′(wi, w
′
i;ws′i, w
′
s′i) has a weak Gro¨bner representation
if the S-polynomials of oj,s′(wj, w
′
j;ws′j, w
′
s′j), oj,i(wwj, w
′
jw
′;wi, w′i) have weak
Gro¨bner representations. Clearly oi,s′(wi, w
′
i;ws′i, w
′
s′i) >τ oj,i(wwj, w
′
jw
′;wi, w′i).
Moreover, by ws′is′w
′
s′i = wws′js′w
′
s′jw
′ we have wiLTσ(gi)w′i = ws′iLTσ(gs′)w
′
s′i
= wws′jLTσ(gs′)w
′
s′jw
′ = wwjLTσ(gj)w′jw
′. Then, from i > j, it follows that
oi,s′(wi, w
′
i;ws′i, w
′
s′i) >τ woj,s′(wj, w
′
j;ws′j, w
′
s′j)w
′ ≥τ oj,s′(wj, w′j;ws′j, w′s′j).
c) If i = j, then we have
oi,s′(wi, w
′
i;ws′i, w
′
s′i) = woi,s′(wj, w
′
j;ws′j, w
′
s′j)w
′ + oi,i(wi, w′i;wwj, w
′
jw
′).
The S-polynomial of oi,s′(wi, w
′
i;ws′i, w
′
s′i) has a weak Gro¨bner representation
if the S-polynomials of oj,s′(wj, w
′
j;ws′j, w
′
s′j), oi,i(wi, w
′
i;wwj, w
′
jw
′) have weak
Gro¨bner representations. Clearly oi,s′(wi, w
′
i;ws′i, w
′
s′i) >τ oi,i(wi, w
′
i;wwj, w
′
jw
′).
Moreover, if ww′ 6= 1 or ww′ = 1 and wi >σ wj, it is easy to verify that
oi,s′(wi, w
′
i;ws′i, w
′
s′i) >τ oi,s′(wj, w
′
j;ws′j, w
′
s′j).
With the investigations as in Remark 4.2.14, we can remove from ∪1≤i≤s′O(i, s′)
some obstructions as follows.
Proposition 4.2.15. Suppose that oi,s′(wi, w
′
i;ws′i, w
′
s′i), oj,s′(wj, w
′
j;ws′j, w
′
s′j) are two
non-trivial obstructions in ∪1≤i≤s′O(i, s′) such that there exist some w,w′ ∈ 〈X〉 sat-
isfying ws′i = wws′j and w
′
s′i = w
′
s′jw
′. Then oi,s′(wi, w′i;ws′i, w
′
s′i) can be removed
from ∪1≤i≤s′O(i, s′) in the execution of the Buchberger Procedure if one of the following
conditions is satisfied.
a) i > j.
b) i ≤ j and ww′ 6= 1.
c) i = j and ww′ = 1 and wi >σ wj.
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Proof. Note that condition a) corresponds to Remark 4.2.14.b, while conditions b)
and c) correspond to Remarks 4.2.14.a and 4.2.14.c. Moreover, according to Remark
4.2.14, oi,s′(wi, w
′
i;ws′i, w
′
s′i) can be represented as
oi,s′(wi, w
′
i;ws′i, w
′
s′i) = woj,s′(wj, w
′
j;ws′j, w
′
s′j)w
′ + cw˜oµ,ν(wµ, w′µ;wν , w
′
ν)w˜
′
with c ∈ K, w˜, w˜′ ∈ 〈X〉, µ = min{i, j}, ν = max{i, j}, and oµ,ν(wµ, w′µ;wν , w′ν) is
either a non-trivial obstruction or an obstruction without overlap. If one of the condi-
tions is satisfied, then oi,s′(wi, w
′
i;ws′i, w
′
s′i) is strictly larger than oj,s′(wj, w
′
j;ws′j, w
′
s′j)
and oµ,ν(wµ, w
′
µ;wν , w
′
ν). Following the proof of Proposition 4.2.11.a, we can show
that if Sj,s′(wj, w
′
j;ws′j, w
′
s′j) and Sµ,ν(wµ, w
′
µ;wν , w
′
ν) have weak Gro¨bner representa-
tions then Si,s′(wi, w
′
i;ws′i, w
′
s′i) also has a weak Gro¨bner representation. Moreover, if
oµ,ν(wµ, w
′
µ;wν , w
′
ν) has no overlap, then, by Lemma 4.1.10, Sµ,ν(wµ, w
′
µ;wν , w
′
ν) has
a weak Gro¨bner representation. The conclusion follows from Proposition 4.1.2 and
Theorem 4.1.14.
Remark 4.2.16. Now we consider the obstruction reduction in the case of Defini-
tion 4.2.7.d. Let oi,j(wi, w
′
i;wji, w
′
ji) ∈ ∪1≤i≤j≤s′−1O(i, j) and oj,s′(wjs′ , w′js′ ;ws′ , w′s′) ∈
∪1≤j≤s′O(j, s′) with some w,w′ ∈ 〈X〉 satisfying wjs′ = wwji and w′js′ = w′jiw′. Then
we have
oj,s′(wjs′ , w
′
js′ ;ws′ , w
′
s′) = −woi,j(wi, w′i;wji, w′ji)w′ + oi,s′(wwi, w′iw′;ws′ , w′s′).
The S-polynomial of oj,s′(wjs′ , w
′
js′ ;ws′ , w
′
s′) has a weak Gro¨bner representation if the
S-polynomials of oi,j(wi, w
′
i;wji, w
′
ji), oi,s′(wwi, w
′
iw
′;ws′ , w′s′) have weak Gro¨bner repre-
sentations, and oj,s′(wjs′ , w
′
js′ ;ws′ , w
′
s′) >τ oi,s′(wwi, w
′
iw
′;ws′ , w′s′). Moreover, since
ws′s′w
′
s′ >τ wjs′jw
′
js′ = wwjijw
′
jiw ≥τ wjijw′ji, we have oj,s′(wjs′ , w′js′ ;ws′ , w′s′)
>τ oi,j(wi, w
′
i;wji, w
′
ji). Note that oi,s′(wwi, w
′
iw
′;ws′ , w′s′) is either an obstruction with-
out overlap or a multiple of non-trivial obstruction Shk(oi,s′(wwi, w
′
iw
′;ws′ , w′s′)). It suf-
fices for us to consider only the situation that oi,s′(wwi, w
′
iw
′;ws′ , w′s′) is an obstruction
without overlap, since the other situation has been considered in Proposition 4.2.15.
Proposition 4.2.17. Suppose that oj,s′(wjs′ , w
′
js′ ;ws′ , w
′
s′) is a non-trivial obstruction
in ∪1≤i≤s′O(i, s′) and oi,j(wi, w′i;wji, w′ji) is a non-trivial obstruction in ∪1≤i≤j≤s′−1O(i, j)
such that there exist some w,w′ ∈ 〈X〉 satisfying wjs′ = wwji and w′js = w′jiw′. If wwi
is a multiple of ws′LTσ(gs′) or w
′
iw
′ is a multiple of LTσ(gs′)w′s′, then oj,s′(wjs′ , w
′
js′ ;
ws′j, w
′
s′j) can be removed from ∪1≤i≤s′O(i, s′) in the execution of the Buchberger Pro-
cedure.
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Proof. Note that if Si,j(wi, w
′
i;wji, w
′
ji), Si,s′(wwi, w
′
iw
′;ws′ , w′s′) have weak Gro¨bner rep-
resentations, then so does Sj,s′(wjs′ , w
′
js′ ;ws′ , w
′
s′). Also note that wwi is a multi-
ple of ws′LTσ(gs′) or w
′
iw
′ is a multiple of LTσ(gs′)w′s′ implies that the obstruction
oi,s′(wwi, w
′
iw
′;ws′ , w′s′) has no overlap. By Lemma 4.1.10, Si,s′(wwi, w
′
iw
′;ws′ , w′s′) has
a weak Gro¨bner representation. Then the conclusion follows from Proposition 4.1.2
and Theorem 4.1.14.
By now we have reduced non-trivial obstructions in ∪1≤i≤s′O(i, s′) with the aid
of obstructions in ∪1≤i≤j≤s′−1O(i, j). We shall also reduce non-trivial obstructions in
∪1≤i≤j≤s′−1O(i, j) with the aid of obstructions in ∪1≤i≤s′O(i, s′). Intuitively, we are
able to reduce a non-trivial obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤s′−1O(i, j) by some
non-trivial obstruction ok,s′(wk, w
′
k;ws′ , w
′
s′) ∈ ∪1≤i≤s′O(i, s′) if k = i and wiiw′i is a
multiple of wkiw
′
k or k = j and wjjw
′
j is a multiple of wkjw
′
k. Then as what we
did in Definition 4.2.7, we represent oi,j(wi, w
′
i;wj, w
′
j) as a linear combination of some
obstructions oi,s′(wis′ , w
′
is′ ;ws′i, w
′
s′i), oj,s′(wjs′ , w
′
js′ ;ws′j, w
′
s′j) ∈ ∪1≤i≤s′O(i, s′) with the
property that wjLTσ(gj)w
′
j = ws′iLTσ(gs′)w
′
s′i = ws′jLTσ(gs′)w
′
s′j. Actually, the prop-
erty of the representation gives a sufficient condition for this kind of reduction. More
precisely, if wjLTσ(gj)w
′
j is a multiple of LTσ(gs′), i.e. there exist some ws′ , w
′
s′ ∈ 〈X〉
such that wjLTσ(gj)w
′
j = ws′LTσ(gs′)w
′
s′ , then we have
oi,j(wi, w
′
i;wj, w
′
j) = oi,s′(wi, w
′
i;ws′ , w
′
s′)− oj,s′(wj, w′j;ws′ , w′s′)
where oi,s′(wi, w
′
i;ws′ , w
′
s′) is either an obstruction without overlap or a multiple of
non-trivial obstruction in ∪1≤i≤s′O(i, s′), and similarly oj,s′(wj, w′j;ws′ , w′s′) is either an
obstruction without overlap or a multiple of non-trivial obstruction in ∪1≤i≤s′O(i, s′).
Following the proof of Proposition 4.2.11.a, we can show that if Si,s′(wi, w
′
i;ws′ , w
′
s′) and
Sj,s′(wj, w
′
j;ws′ , w
′
s′) have weak Gro¨bner representation then so does Si,j(wi, w
′
i;wj, w
′
j).
Proposition 4.2.18. Suppose that oi,j(wi, w
′
i;wj, w
′
j) is a non-trivial obstruction in
∪1≤i≤j≤s′−1O(i, j). Then oi,j(wi, w′i;wj, w′j) can be removed from ∪1≤i≤j≤s′−1O(i, j) in
the execution of the Buchberger Procedure if the following conditions are satisfied.
a) There are ws′ , w
′
s′ ∈ 〈X〉 such that wjLTσ(gj)w′j = ws′LTσ(gs′)w′s′.
b) Under condition a), either oi,s′(wi, w
′
i;ws′ , w
′
s′) is an obstruction without overlap
or the non-trivial obstruction Shk(oi,s′(wi, w
′
i;ws′ , w
′
s′)) is in ∪1≤i≤s′O(i, s′).
c) Under condition a), either oj,s′(wj, w
′
j;ws′ , w
′
s′) is an obstruction without overlap
or the non-trivial obstruction Shk(oj,s′(wj, w
′
j;ws′ , w
′
s′)) is in ∪1≤i≤s′O(i, s′).
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Proof. This follows from Lemma 4.1.10, Proposition 4.1.2, and Theorem 4.1.14.
The following two remarks show that, unlike in Propositions 4.2.15 and 4.2.17,
under the assumption of Proposition 4.2.18 we cannot guarantee that both non-trivial
obstructions Shk(oi,s′(wi, w
′
i;ws′ , w
′
s′)) and Shk(oj,s′(wj, w
′
j;ws′ , w
′
s′)) are strictly smaller
than oi,j(wi, w
′
i;wj, w
′
j) with respect to τ . We would like to mention that Remark 4.2.19
covers the presentation of useless pairs given by T. Mora [55].
Remark 4.2.19. (Left Obstruction) Let i, j ∈ {1, . . . , s′ − 1} and i ≤ j. Suppose
that the polynomials gi, gj, gs′ ∈ K〈X〉 are monic and wii − jw′j ∈ O(i, j) is a non-
trivial obstruction with wi, w
′
j ∈ 〈X〉 \ {1}. Let wiLTσ(gi) = LTσ(gj)w′j = wLTσ(gs′)w′
with w,w′ ∈ 〈X〉. We shall illustrate all possibilities for Shk(oi,s′(wi, w′i;w,w′)) and
Shk(oj,s′(wj, w
′
j;w,w
′)) as follows.
Case 1) Let w = w′ = 1, i.e. wiLTσ(gi) = LTσ(gj)w′j = LTσ(gs′). Then we have
wii − jw′j = (wii − s′)− (jw′j − s′)
with wii − s′ ∈ O(i, s′), jw′j − s′ ∈ O(j, s′). Moreover, we have wii − jw′j <τ
wii − s′ and wii − jw′j <τ jw′j − s′ .
wi LTσ(gi)
LTσ(gj) w
′
j
LTσ(gs′)
Case 2) Let w 6= 1, w′ = 1, i.e. wiLTσ(gi) = LTσ(gj)w′j = wLTσ(gs′).
Case 2.1) If wi = wλ with λ ∈ 〈X〉, then we have
wii − jw′j = w(λi − s′)− (jw′j − ws′)
with λi − s′ ∈ O(i, s′), jw′j − ws′ ∈ O(j, s′). Moreover, we have wii −
jw
′
j >τ λi − s′ and wii − jw′j <τ jw′j − ws′ .
wi LTσ(gi)
LTσ(gj) w
′
j
λ
w LTσ(gs′)
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Case 2.2) If w = wiλ with λ ∈ 〈X〉 and len(w) < len(LTσ(gj)), then we have
wii − jw′j = wi(i − λs′)− (jw′j − ws′)
with i − λs′ ∈ O(i, s′), jw′j − ws′ ∈ O(j, s′). Moreover, we have wii −
jw
′
j >τ i − λs′ and wii − jw′j <τ jw′j − ws′ .
wi LTσ(gi)
LTσ(gj) w
′
j
λ
w LTσ(gs′)
Case 2.3) If w = wiλ with λ ∈ 〈X〉 and len(w) ≥ len(LTσ(gj)), then LTσ(gj) and
LTσ(gs′) have no overlap. We have
wii − jw′j = wi(i − λs′)− (jw′j − ws′)
with i − λs′ ∈ O(i, s′), jw′j − ws′ ∈ o(j, s′). Moreover, we have wii −
jw
′
j >τ i − λs′ .
wi LTσ(gi)
LTσ(gj) w
′
j
λ
w LTσ(gs′)
Case 3) Let w = 1, w′ 6= 1, i.e. wiLTσ(gi) = LTσ(gj)w′j = LTσ(gs′)w′. Similar to Case 2).
Case 4) Let w 6= 1, w′ 6= 1, i.e. wiLTσ(gi) = LTσ(gj)w′j = wLTσ(gs′)w′.
Case 4.1) If wi = wLTσ(gs′)λ with λ ∈ 〈X〉, i.e. LTσ(gs′) is a subword of wi, then
LTσ(gi) and LTσ(gs′) have no overlap. Let LTσ(gi) and LTσ(gj) have an
overlap at ρ ∈ 〈X〉. Then we have
wii − jw′j = w(LTσ(gs′)λi − s′w′)− (j − ws′λρ)w′j
with LTσ(gs′)λi − s′w′ ∈ o(i, s′), j −ws′λρ ∈ O(j, s′). Moreover, we have
wii − jw′j >τ j − ws′λρ.
wi LTσ(gi)
LTσ(gj) w
′
j
λ ρ
w LTσ(gs′) w
′
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Case 4.2) If w′j = λLTσ(gs′)w
′ with λ ∈ 〈X〉, i.e. LTσ(gs′) is a subword of w′j, then
LTσ(gj) and LTσ(gs′) have no overlap. Similar to Case 4.1).
Case 4.3) If wi = wλ,w
′ = ρw′j with λ, ρ ∈ 〈X〉, then we have
wii − jw′j = w(λi − s′w′)− (j − ws′ρ)w′j
with λi − s′w′ ∈ O(i, s′), j − ws′ρ ∈ O(j, s′). Moreover, we have wii −
jw
′
j >τ λi − s′w′ and wii − jw′j >τ j − ws′ρ.
wi LTσ(gi)
LTσ(gj) w
′
j
λ ρ
w LTσ(gs′) w
′
Case 4.4) If w = wiλ,w
′
j = ρw
′ with λ, ρ ∈ 〈X〉, then we have
wii − jw′j = wi(i − λs′w′)− (jρ− ws′)w′
with i − λs′w′ ∈ O(i, s′), jρ − ws′ ∈ O(j, s′). Moreover, we have wii −
jw
′
j >τ i − λs′w′ and wii − jw′j >τ jρ− ws′ .
wi LTσ(gi)
LTσ(gj) w
′
j
λ ρ
w LTσ(gs′) w
′
Case 4.5) If wi = wλ,w
′
j = ρw
′ with λ, ρ ∈ 〈X〉, then we have
wii − jw′j = w(λi − s′w′)− (jρ− ws′)w′
with λi − s′w′ ∈ O(i, s′), jρ − ws′ ∈ O(j, s′). Moreover, we have wii −
jw
′
j >τ λi − s′w′ and wii − jw′j >τ jρ− ws′ .
wi LTσ(gi)
LTσ(gj) w
′
j
λ ρ
w LTσ(gs′) w
′
Case 4.6) If w = wiλ,w
′ = ρw′j with λ, ρ ∈ 〈X〉, then we have
wii − jw′j = wi(i − λs′w′)− (j − ws′ρ)w′j
with i − λs′w′ ∈ O(i, s′), j − ws′ρ ∈ O(j, s′). Moreover, we have wii −
jw
′
j >τ i − λs′w′ and wii − jw′j >τ j − ws′ρ.
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wi LTσ(gi)
LTσ(gj) w
′
j
λ ρ
w LTσ(gs′) w
′
Remark 4.2.20. (Center Obstruction) Let i, j ∈ {1, . . . , s′−1} and i ≤ j. Suppose
that the polynomials gi, gj, gs′ ∈ K〈X〉 are monic and i − wjjw′j ∈ O(i, j) is a non-
trivial obstruction with wi, w
′
j ∈ 〈X〉. Let LTσ(gi) = wjLTσ(gj)w′j = wLTσ(gs′)w′
with w,w′ ∈ 〈X〉. We shall illustrate all possibilities for Shk(oi,s′(wi, w′i;w,w′)) and
Shk(oj,s′(wj, w
′
j;w,w
′)) as follows.
Case 1) Let w = w′ = 1, i.e. LTσ(gi) = wjLTσ(gj)w′j = LTσ(gs′). Then we have
i − wjjw′j = (i − s′)− (wjjw′j − s′)
with i − s′ ∈ o(i, s′), wjjw′j − s′ ∈ O(i, s′). Moreover, we have i − wjjw′j <τ
i − s′ and i − wjjw′j <τ wjjw′j − s′ .
LTσ(gi)
wj LTσ(gj) w
′
j
LTσ(gs′)
Case 2) Let w 6= 1, w′ = 1, i.e. LTσ(gi) = wjLTσ(gj)w′j = wLTσ(gs′).
Case 2.1) If wj = wλ with λ ∈ 〈X〉, then we have
i − wjjw′j = (i − ws′)− w(λjw′j − s′)
with i − ws′ ∈ O(i, s′), λjw′j − s′ ∈ O(j, s′). Moreover, we have i −
wjjw
′
j <τ i − ws′ and i − wjjw′j >τ λjw′j − s′ ∈ O(j, s′).
LTσ(gi)
wj LTσ(gj) w
′
j
λ
w LTσ(gs′)
Case 2.2) If w = wjλ with λ ∈ 〈X〉, then we have
i − wjjw′j = (i − ws′)− wj(iw′j − λs′)
with i − ws′ ∈ O(i, s′), iw′j − λs′ ∈ O(j, s′). Moreover, we have i −
wjjw
′
j <τ i − ws′ , and i − wjjw′j >τ iw′j − λs′ .
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LTσ(gi)
wj LTσ(gj) w
′
j
λ
w LTσ(gs′)
Case 2.3) If w = wjLTσ(gj)λ with λ ∈ 〈X〉, then LTσ(gj) and LTσ(gs′) have no overlap.
Then we have
i − wjjw′j = (i − ws′)− wj(jw′j − LTσ(gj)λs′)
with i − ws′ ∈ O(i, s′), jw′j − LTσ(gj)λs′ ∈ o(j, s′). Moreover, we have
i − wjjw′j <τ i − ws′ .
LTσ(gi)
wj LTσ(gj) w
′
j
λ
w LTσ(gs′)
Case 3) Let w = 1, w′ 6= 1, i.e. LTσ(gi) = wjLTσ(gj)w′j = LTσ(gs′)w′. Similar to Case 2).
Case 4) Let w 6= 1, w′ 6= 1, i.e. LTσ(gi) = wjLTσ(gj)w′j = wLTσ(gs′)w′.
Case 4.1) If wj = wLTσ(gs′)λ with λ ∈ 〈X〉, i.e. LTσ(gs′) is a subword of wj, then
LTσ(gj) and LTσ(gs′) have no overlap. Then we have
i − wjjw′j = (i − ws′w′)− w(LTσ(gs′)λj − s′λLTσ(gj))w′j
with i − ws′w′ ∈ O(i, s′),LTσ(gs′)λj − s′λLTσ(gj) ∈ o(j, s′). Moreover,
we have i − wjjw′j <τ i − ws′w′.
LTσ(gi)
wj LTσ(gj) w
′
j
λ
w LTσ(gs′) w
′
Case 4.2) If w′j = λLTσ(gs′)w
′ with λ ∈ 〈X〉, i.e. LTσ(gs′) is a subword of w′j, then
LTσ(gj) and LTσ(gs′) have no overlap. Similar to Case 4.1).
Case 4.3) If wj = wλ,w
′ = ρw′j with λ, ρ ∈ 〈X〉, then we have
i − wjjw′j = (i − ws′w′)− w(λj − s′ρ)w′j
with i − ws′w′ ∈ O(i, s′), λj − s′ρ ∈ O(j, s′). Moreover, we have i −
wjjw
′
j <τ i − ws′w′ and i − wjjw′j >τ λj − s′ρ.
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LTσ(gi)
wj LTσ(gj) w
′
j
λ ρ
w LTσ(gs′) w
′
Case 4.4) If w = wjλ,w
′
j = ρw
′ with λ, ρ ∈ 〈X〉, then we have
i − wjjw′j = (i − ws′w′)− wj(jρ− λs′)w′
with i − ws′w′ ∈ O(i, s′), jρ − λs′ ∈ O(j, s′). Moreover, we have i −
wjjw
′
j <τ i − ws′w′ and i − wjjw′j >τ jρ− λs′ .
LTσ(gi)
wj LTσ(gj) w
′
j
λ ρ
w LTσ(gk) w
′
Case 4.5) If wj = wλ,w
′
j = ρw
′ with λ, ρ ∈ 〈X〉, then we have
i − wjjw′j = (i − ws′w′)− w(λjρ− s′)w′
with i − ws′w′ ∈ O(i, s′), λjρ − s′ ∈ O(j, s′). Moreover, we have i −
wjjw
′
j <τ i − ws′w′ and i − wjjw′j >τ λjρ− s′ .
LTσ(gi)
wj LTσ(gj) w
′
j
λ ρ
w LTσ(gs′) w
′
Case 4.6) If w = wjλ,w
′ = ρw′j with λ, ρ ∈ 〈X〉, then we have
i − wjjw′j = (i − ws′w′)− wj(j − λs′ρ)w′j
with i − ws′w′ ∈ O(i, s′), j − λs′ρ ∈ O(j, s′). Moreover, we have i −
wjjw
′
j <τ i − ws′w′ and i − wjjw′j >τ j − λs′ρ.
LTσ(gi)
wj LTσ(gj) w
′
j
λ ρ
w LTσ(gs′) w
′
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Remark 4.2.21. To apply Propositions 4.2.15, 4.2.17 and 4.2.18 to remove unneces-
sary obstructions, it is crucial to make sure that the S-polynomials of those removed
obstructions have weak Gro¨bner representations.
a) Propositions 4.2.15 and 4.2.17 remove unnecessary non-trivial obstruction, say
oi,s′(wi, w
′
i;ws′ , w
′
s′), from ∪1≤i≤s′O(i, s′). The weak Gro¨bner representation of
Si,s′(wi, w
′
i;ws′ , w
′
s′) depends on the weak Gro¨bner representations of the S-polynomials
of two smaller obstructions in ∪1≤i≤j≤s′o(i, j).
b) Proposition 4.2.18 removes unnecessary obstruction, say oi,j(wi, w
′
i;wj, w
′
j), from
∪1≤i≤j≤s′−1O(i, j). The weak Gro¨bner representation of Si,j(wi, w′i;wj, w′j) de-
pends on the weak Gro¨bner representations of the S-polynomials of two obstruc-
tions, say ok,s′(wk, w
′
k;ws′k, w
′
s′k) and ol,s′(wl, w
′
l;ws′l, w
′
s′l), in ∪1≤i≤s′o(i, s′), which
are not necessarily smaller than oi,j(wi, w
′
i;wj, w
′
j) according to Examples 4.2.19
and 4.2.20. Hence before applying Proposition 4.2.18, it is important to make
sure the obstructions ok,s′(wk, w
′
k;ws′k, w
′
s′k) and ol,s′(wl, w
′
l;ws′l, w
′
s′l) are still in
∪1≤i≤s′O(i, s′).
Observe that Propositions 4.2.15, 4.2.17 and 4.2.18 are actually generalizations of the
Gebauer-Mo¨ller Installation (see [33]) in free monoid rings.
Having Propositions 4.2.15, 4.2.17 and 4.2.18 in hand, we shall improve the Buch-
berger Procedure as follows.
Theorem 4.2.22. (Improved Buchberger Procedure I) In the setting of Theorem
4.1.14, we replace step 4) by the following sequence of instructions.
4a) Increase s′ by one. Append gs′ = S ′ to G, and form the set of non-trivial obstruc-
tions O(s′) = ∪1≤i≤s′O(i, s′).
4b) Remove from O(s′) all obstructions oi,s′(wi, w′i;ws′i, w
′
s′i) such that there exists
oj,s′(wj, w
′
j;ws′j, w
′
s′j) in O(s
′) with the properties that there exist some w,w′ ∈
〈X〉 such that ws′i = wws′j, w′s′i = w′s′jw′, and such that i > j, or i ≤ j and
ww′ 6= 1, or i = j and ww′ = 1 and wi >σ wj.
4c) Remove from O(s′) all obstructions oj,s′(wjs′ , w′js′ ;ws′ , w
′
s′) such that there exists
oi,j(wi, w
′
i;wji, w
′
ji) ∈ B with the properties that there exist some w,w′ ∈ 〈X〉
such that wjs′ = wwji, w
′
js′ = w
′
jiw
′, and such that oi,s′(wwi, w′iw
′;ws′ , w′s′) has no
overlap.
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4d) Remove from B all obstructions oi,j(wi, w
′
i;wj, w
′
j) such that there exist w,w
′ ∈
〈X〉 satisfying wLTσ(gs′)w′ = wjLTσ(gj)w′j, and such that the following condi-
tions are satisfied.
(i) either oi,s′(wi, w
′
i;ws′ , w
′
s′) has no overlap or Shk(oi,s′(wi, w
′
i;ws′ , w
′
s′)) is in
O(s′).
(ii) either oj,s′(wj, w
′
j;ws′, w
′
s′) has no overlap or Shk(oj,s′(wj, w
′
j;ws′ , w
′
s′)) is in
O(s′).
4f) Replace B by B ∪O(s′) and continue with step 2).
Then the resulting set of instructions is a procedure that enumerates a σ-Gro¨bner ba-
sis G of I. If I has a finite σ-Gro¨ber basis, it stops after finitely many steps and the
resulting tuple G is a finite σ-Gro¨bner basis of I.
Proof. This follows from Theorem 4.1.14 and Propositions 4.2.15, 4.2.17 and 4.2.18.
Now we shall present another optimization of the Buchberger Procedure related
to redundant generators. Recall that, given a σ-Gro¨bner basis G of an ideal I, a
polynomial g ∈ G is called redundant if G \ {g} is still a σ-Gro¨bner basis of I.
Proposition 3.3.14 says that g ∈ G is redundant if LTσ(g) is a multiple of the leading
term of some polynomial in G \ {g}. The following proposition allows us to delete
redundant generators during the execution of the Buchberger Procedure.
Proposition 4.2.23. Suppose that there exists an index i ∈ {1, . . . , s′} such that
LTσ(gi) is a multiple of LTσ(gs′+1). Then, after constructing the new set of obstruc-
tions, we can delete gi from G in step 4) of the Buchberger Procedure.
Proof. Without loss of generality, we may assume that during the Buchberger Proce-
dure gi is the only redundant generator which is detected by gs′+1. Then there exist
some w,w′ ∈ 〈X〉 such that LTσ(gi) = wLTσ(gs′+1)w′ and oi,s′+1(1, 1;w,w′) is appended
to the set of obstructions. Let G be the resulting tuple of the Buchberger Procedure.
Thus gi /∈ G. Firstly, we prove that 〈g1, . . . , gi, . . . , gs′〉 = 〈G〉. By the Buchberger
Procedure, the polynomials in G are generated by {g1, . . . , gi, . . . , gs′} and hence we
have 〈G〉 ⊆ 〈g1, . . . , gi, . . . , gs′〉. To prove the other inclusion 〈g1, . . . , gi, . . . , gs′〉 ⊆ 〈G〉,
it suffices to show that gi ∈ 〈G〉. Since the Buchberger Procedure ensures that the
S-polynomial of oi,s′+1(1, 1;w,w
′) has a weak Gro¨bner basis in terms of G, we have
1
LCσ(gi)
gi − 1LCσ(gs′+1)wgs′+1w
′ ∈ 〈G〉. Then gi ∈ 〈G〉 follows from the assumption
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that gs′+1 ∈ G. Secondly, we prove that G is indeed a σ-Gro¨bner basis. Since the
Buchberger Procedure ensures that all the S-polynomials of non-trivial obstructions in
∪1≤k≤l≤|G|O(k, l) with k 6= i and l ≥ s′+ 1 have weak Gro¨bner representations in terms
of G, it suffices to prove that, for every non-trivial obstruction ok,l(wk, w′k;wl, w′l) ∈
∪1≤k≤l≤s′O(k, l) with k 6= i and l 6= i, its S-polynomial Sk,l(wk, w′k;wl, w′l) has a
weak representation in terms of G. Note that the Buchberger Procedure ensures
that Sk,l(wk, w
′
k;wl, w
′
l) has a weak Gro¨bner basis in terms of G ∪ {gi}. Thus there
exist gi1 , . . . , giµ ∈ G ∪ {gi}, w1, . . . , w′µ ∈ 〈X〉, and c1, . . . , cµ ∈ K \ {0} such that
Sk,l(wk, w
′
k;wl, w
′
l) =
∑µ
s=1 cswsgisw
′
s and LTσ(wkgkw
′
k) >σ LTσ(wsgisw
′
s) for all s ∈
{1, . . . , µ}. If gi /∈ {gi1 , . . . , giµ}, then we are done. We assume that gi ∈ {gi1 , . . . , giµ}.
Since the Buchberger Procedure ensures that the S-polynomial Si,s′+1(1, 1;w,w
′) has
a weak Gro¨bner basis in terms of G, there exist g˜i1 , . . . , g˜ν ∈ G, w˜1, . . . , w˜′ν ∈ 〈X〉, and
c˜1, . . . , c˜ν ∈ K \{0} such that 1LCσ(gi)gi− 1LCσ(gs′+1)wgs′+1w
′ =
∑ν
t=1 c˜tw˜tg˜itw˜t,LTσ(gi) =
LTσ(wgs′+1w), and LTσ(gi) >σ LTσ(w˜tg˜itw˜t) for all t ∈ {1, . . . , ν}. By substituting
gi =
LCσ(gi)
LCσ(gs′+1)
wgs′+1w
′ +
∑ν
t=1 LCσ(gi)c˜tw˜tg˜itw˜t in the weak Gro¨bner representation of
Sk,l(wk, w
′
k;wl, w
′
l), we obtain a weak Gro¨bner representation of Sk,l(wk, w
′
k;wl, w
′
l) in
terms of G.
We should delete redundant generators cautiously, because we select obstructions
using a fair strategy during the Buchberger Procedure and there may exist unselected
obstructions that are the obstructions of redundant generators. Thus, we delay the
deletion by marking each generator with a tag to indicate whether it is redundant.
Moreover, as a preprocessing step we can apply interreduction on the system of gener-
ators at the beginning of the Buchberger Procedure to avoid redundancy in the system
of generators.
Theorem 4.2.24. (Improved Buchberger Procedure II) Let G ⊆ K〈X〉 \ {0}
be a finite set of polynomials which generates an ideal I = 〈G〉. Consider the following
sequence of instructions.
1) Interreduce the system of generators G using the Interreduction Algorithm given
in Theorem 3.2.8.
2) Let G be an associated tuple of G, let s′ = |G|, let T be the tuple (t1, . . . , ts′) with
ti = true for all i ∈ {1, . . . , s′}, and let B = ∪1≤i≤j≤s′O(i, j).
3) If B = ∅, return the subtuple G ′ of G consisting of all polynomials gi such that
ti = true. If B 6= ∅, select an obstruction oi,j(wi, w′i;wj, w′j) ∈ B using a fair
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strategy and delete it from B.
4) Let G ′ be the subtuple of G consisting of the polynomials gi such that ti = true.
Compute the S-polynomial S = Si,j(wi, w
′
i;wj, w
′
j) and its normal remainder S
′ =
NRσ,G′(S). If S ′ = 0, continue with step 3).
5) Increase s′ by one, append gs′ = S ′ to the tuple G, append ts′ = true to the
tuple T , and append the set of non-trivial obstructions ∪1≤i≤s′,ti=trueO(i, s′) to
the set B.
6) For every i ∈ {1, . . . , s′ − 1}, let ti = false if LTσ(gi) is a multiple of LTσ(gs′).
Then continue with step 3).
This is a procedure that enumerates a σ-Gro¨bner basis of I. If I has a finite σ-Gro¨ber
basis, it stops after finitely many steps and the resulting tuple is a finite σ-Gro¨bner
basis of I.
Proof. This follows from Theorem 4.1.14 and Proposition 4.2.23.
Corollary 4.2.25. In the setting of Theorem 4.2.24, the Improved Buchberger Proce-
dure II enumerates a minimal σ-Gro¨bner basis of the ideal I.
Proof. Let G′ be the resulting tuple of the Improved Buchberger Procedure II. We
claim that the set LTσ{G′} is the minimal system of generators of the leading term set
LTσ{I}. It suffices to prove that LTσ(gi) is not a multiple of LTσ(gj) for all gi, gj ∈ G′
such that gi 6= gj. Let gi, gj ∈ G′ be two generators. If gi, gj are contained in the
interreduced system of generators G in step 2) of Theorem 4.2.24, then by Definition
3.2.6 the claim is satisfied. Without loss of generality, we may assume that i < j.
Note that gj is the normal remainder of some S-polynomial with respect to a tuple
of polynomials containing gi. Thus LTσ(gj) is not a multiple of LTσ(gi) by Theorem
3.2.1.a. Conversely, LTσ(gi) is not a multiple of LTσ(gj) either. Otherwise, in step 6)
of Theorem 4.2.24 we have ti = false and hence gi /∈ G′, contradicting our assumption.
Therefore LTσ{G′} is the minimal system of generators of LTσ{I} and G′ is a minimal
σ-Gro¨bner basis of I.
We shall end this section with two examples.
Example 4.2.26. Consider the free monoid ring Q〈a, b〉 equipped with the admissible
ordering σ = LLex on 〈a, b〉 such that a >σ b. We take a list of finite generalized
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triangle groups from [64], Theorem 2.12 and construct a list of ideals as follows. Let
Ik = 〈Gk〉 ⊆ Q〈a, b〉 be the ideal generated by a set of polynomials Gk ⊆ Q〈a, b〉 for
k = 1, . . . , 13, where G1 = {a2 − 1, b3 − 1, (ababab2ab2)2 − 1}, G2 = {a2 − 1, b3 − 1,
(ababab3)3− 1}, G3 = {a3− 1, b3− 1, (abab2)2− 1}, G4 = {a3− 1, b3− 1, (aba2b2)2− 1},
G5 = {a2−1, b5−1, (abab2)2−1}, G6 = {a2−1, b5−1, (ababab4)2−1}, G7 = {a2−1, b5−1,
(abab2ab4)2−1}, G8 = {a2−1, b4−1, (ababab3)2−1}, G9 = {a2−1, b3−1, (abab2)2−1},
G10 = {a2 − 1, b3 − 1, (ababab2)2 − 1}, G11 = {a2 − 1, b3 − 1, (abababab2)2 − 1}, G12 =
{a2 − 1, b3 − 1, (ababab2abab2)2 − 1}, G13 = {a2 − 1, b3 − 1, (ababababab2ab2)2 − 1}. We
compute σ-Gro¨bner bases of each ideal by the Improved Buchberger Procedure I and
the Improved Buchberger Procedure II.
k |Gb| |SelObs| |TolObs| |Rule1| |Rule2| |RedGb|
1 60 247 6592 6122 223 35
2 131 530 30771 29752 489 96
3 49 194 2721 2397 130 40
4 66 262 5047 4544 241 28
5 36 119 1686 1466 101 21
6 199 880 51077 48994 1203 164
7 199 878 51285 49194 1213 164
8 52 190 3602 3216 196 37
9 11 31 150 106 13 5
10 22 75 741 624 42 15
11 30 117 1573 1373 83 21
12 96 365 16495 15741 389 70
13 220 1021 87507 85052 1434 194
Table 4.1: Computing Gro¨bner bases by the Improved Buchberger Procedure I
Table 4.1 lists the results computed by the Improved Buchberger Procedure I fol-
lowed by the Interreduction Algorithm given in Theorem 3.2.8. Table 4.2 lists the
results computed by the Improved Buchberger Procedures I and II, that is, a proce-
dure combining Propositions 4.2.15, 4.2.17, 4.2.18, and 4.2.23. In the tables, |Gb| is the
number of generators returned by the procedure, |SelObs| is the number of selected
obstructions which is also the number of obstructions left after removing unnecessary
obstructions, |TolObs| is the total number of obstructions, |Rule1| is the number of
unnecessary obstructions detected by Propositions 4.2.15 and 4.2.17, |Rule2| is the
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number of unnecessary obstructions detected by Proposition 4.2.18, |RedGb| is the
number of generators in the reduced σ-Gro¨bner basis, and |ReduG| is the number of
redundant generators detected by Proposition 4.2.23.
The results in the tables show that Propositions 4.2.15, 4.2.17 and 4.2.18 detect
a large number of unnecessary obstructions. Observe that the numbers in column
|SelObs| of Tables 4.1 and 4.2 are mostly the same, while the numbers in columns
|TolObs| and |Rule1| of Tables 4.1 and 4.2 have remarkable differences. This is because
almost all unnecessary obstructions related to redundant generators are detected by
the lemmas, especially by Propositions 4.2.15 and 4.2.17. Also note that the numbers
in column |RedGb| of Table 4.1 are equal to the numbers in column |Gb| of Table 4.1.
This coincidence verifies that for any ideal I the number of generators in the reduced
σ-Gro¨bner basis and the number of generators in a minimal σ-Gro¨bner basis are equal.
k |Gb| |SelObs| |TolObs| |Rule1| |Rule2| |ReduG|
1 35 241 3456 3005 210 25
2 96 544 23419 22410 465 35
3 40 192 2268 1947 129 9
4 28 258 2693 2205 230 38
5 21 123 987 777 87 15
6 164 891 41950 39885 1174 35
7 164 884 42032 39953 1195 35
8 37 193 2420 2040 187 15
9 5 32 77 34 11 6
10 15 77 449 337 35 7
11 21 121 885 697 67 9
12 70 371 11615 10885 359 26
13 194 1023 73541 71130 1388 26
Table 4.2: Computing Gro¨bner bases by the Improved Buchberger Procedures I and II
As we have seen that Propositions 4.2.15, 4.2.17, 4.2.18 and 4.2.23 improve the
Buchberger Procedure significantly, in the ApCoCoA package gbmr and in examples
henceforth in this thesis we shall apply these optimizations wherever it is possible. The
last example is taken from [55], where T. Mora used it to demonstrate that the selection
strategy can affect the Buchberger Procedure in surprising ways. Unfortunately, T.
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Mora made a mistake at the conclusion in the example and many authors cited it
carelessly without noticing the error.
Example 4.2.27. Consider the free monoid ring K〈a, b, c, d, e, f〉 equipped with the
weight-lexicographic ordering σ = WLex defined by (3, 1, 1, 1, 1, 1) ∈ R6 and a <Lex
b <Lex c <Lex d <Lex e <Lex f , and the ideal I ⊆ K〈a, b, c, d, e, f〉 generated by the set
{f1, f2, f3, f4, f5, f6, f7}, where f1 = ca−ac, f2 = da−ad, f3 = ba−b2c, f4 = be−b, f5 =
bf − b, f6 = ef − b, f7 = bcd. We enumerate a σ-Gro¨bner basis of I. Note that
LTσ(f1) = ca,LTσ(f2) = da,LTσ(f3) = ba,LTσ(f4) = be,LTσ(f5) = bf,LTσ(f6) = ef,
LTσ(f7) = bcd. We found the tuple and the set of non-trivial obstructions as follows.
G = (f1, . . . , f7), B = {o4,6(1, f ; b, 1), o2,7(bc, 1; 1, a)}
Now we have two possibilities to proceed with the computation, i.e. first select either
the obstruction o4,6(1, f ; b, 1) or the obstruction o2,7(bc, 1; 1, a). We note that σ-degree
of o2,7(bc, 1; 1, a) is bcda and σ-degree of o4,6(1, f ; b, 1) is bed. In the following we
consider two selection strategies. Firstly, we select the obstructions with maximal
σ-degree.
1) Select o2,7(bc, 1; 1, a) whose σ-degree is bcda. We have
S2,7(bc, 1; 1, a) = −bcad, NRσ,G(−bcad) = −b2c2d.
Let f8 = b
2c2d. Append f8 to G and {o2,8(b2c2, 1; 1, a)} to B. Then we have
G = (f1, . . . , f7, f8), B = {o4,6(1, f ; b, 1), o2,8(b2c2, 1; 1, a)}.
2) Select o2,8(b
2c2, 1; 1, a) whose σ-degree is b2c2da. We have
S2,8(b
2c2, 1; 1, a) = −b2c2ad, NRσ,G(−b2c2ad) = −b3c3d.
Let f9 = b
3c3d. Append f9 to G and {o2,9(b3c3, 1; 1, a)} to B. Then we have
G = (f1, . . . , f7, f8, f9), B = {o4,6(1, f ; b, 1), o2,9(b3c3, 1; 1, a)}.
It is easy to check that the procedure goes on forever. At stage k) we have
G = (f1, . . . , f7, f8, . . . , f7+k)
with f7+i = b
1+ic1+id for all i ∈ {1, . . . , k}, and
B = {o4,6(1, f ; b, 1), o2,7+k(b1+kc1+k, 1; 1, a)}.
Secondly, we select the obstructions with minimal σ-degree.
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1) Select o4,6(1, f ; b, 1). We have
S4,6(1, f ; b, 1) = −bf + b2, NRσ,G(−bf + b2) = b2 − b.
Let f8 = b
2 − b. Append f8 to G and {o3,8(b, 1; 1, a), o4,8(b, 1; 1, e), o5,8(b, 1; 1, f),
o7,8(b, 1; 1, cd), o8,8(1, b; b, 1)} to B. Then we have
G = (f1, . . . , f7, f8),
B = {o8,8(1, b; b, 1), o4,8(b, 1; 1, e), o5,8(b, 1; 1, f), o7,8(b, 1; 1, cd),
o3,8(b, 1; 1, a), o2,7(bc, 1; 1, a)}.
2) Note that σ-degrees of obstructions in B are b3 <σ b
2e <σ b
2f <σ b
2cd <σ
b2a <σ bcda, respectively. Select o8,8(1, b; b, 1). We have S8,8(1, b; b, 1) = 0.
Select o4,8(b, 1; 1, e). We have S4,8(b, 1; 1, e) = be − b2 and NRσ,G(be − b2) = 0.
Select o5,8(b, 1; 1, f). We have S5,8(b, 1; 1, f) = bf − b2 and NRσ,G(bf − b2) = 0.
Select o7,8(b, 1; 1, cd). We have S7,8(b, 1; 1, cd) = bcd and NRσ,G(bcd) = 0. Select
o3,8(b, 1; 1, a). We have S3,8(b, 1; 1, a) = −b3c+ ba and NRσ,G(−b3c+ ba) = 0. At
last, select o2,7(bc, 1; 1, a). We have
S2,7(bc, 1; 1, a) = −bcad, NRσ,G(−bcad) = −bc2d.
Let f9 = bc
2d. Append f9 to G and {o2,9(bc2, 1; 1, a), o8,9(1, c2d; b, 1)} to B. Then
we have
G = (f1, . . . , f7, f8, f9), B = {o8,9(1, c2d; b, 1), o2,9(bc2, 1; 1, a)}.
3) Note that σ-degrees of obstructions in B are b2c2d <σ bc
2da, respectively. Select
o8,9(1, c
2d; b, 1). We have S8,9(1, c
2d; b, 1) = −bc2d and NRσ,G(−bc2d) = 0. At
last, select o2,9(bc
2, 1; 1, a). We have
S2,9(bc
2, 1; 1, a) = −bc2ad, NRσ,G(−bcad) = −bc3d.
Let f10 = bc
3d. Append f10 to G and {o2,10(bc3, 1; 1, a), o8,10(1, c3d; b, 1)} to B.
Then we have
G = (f1, . . . , f7, f8, f9, f10), B = {o2,10(bc3, 1; 1, a), o8,10(1, c3d; b, 1)}.
It can be verified easily that the procedure goes on forever again. At stage k) we have
G = (f1, . . . , f7, f8, . . . , f7+k)
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with f8 = b
2 − 1 and f7+i = bcid for all i ∈ {2, . . . , k}, and
B = {o2,7+k(bck, 1; 1, a), o8,7+k(1, ckd; b, 1)}.
In [55], T. Mora claimed that {f1, . . . , f7, b2 − b} is a σ-Gro¨bner basis of I, which is
not true according to our computation.
4.3 Homogenization and Dehomogenization
Recall that the free monoid ring K〈X〉 is naturally N-graded (see Example 2.2.17).
For a polynomial f ∈ K〈X〉 \ {0}, the standard degree of f is the number deg(f) =
max{len(w) | w ∈ Supp(f)} and f is homogeneous of degree d if deg(f) = d and
f ∈ K〈X〉d. Note that an ideal I ⊆ K〈X〉 is N-graded if and only if I has a system
of generators consisting of homogeneous polynomials (see Proposition 2.2.19). Every
homogeneous polynomial of I can be represented nicely in terms of those homogeneous
generators. As a result, N-graded ideals possess many useful properties, see for instance
Corollary 2.2.20. In this section we shall study homogenization and dehomogenization
techniques and find out the connections between N-graded and non-graded ideals of
free monoid rings.
Throughout this section, we let y be a new indeterminate, K〈y,X〉 the free monoid
ring generated by {y} ∪X over K, and 〈y,X〉 the free monoid generated by {y} ∪X.
Moreover, let C ⊆ K〈y,X〉 be the ideal generated by the set {yx1−x1y, . . . , yxn−xny}.
Observe that the ideal C makes the new indeterminate y commute with each word in
〈X〉. In the literature, the ideal C = 〈yx1 − x1y, . . . , yxn − xny〉 ⊆ K〈y,X〉 is call the
ideal of commutators.
Definition 4.3.1. Let f =
∑s
i=1 ciwi ∈ K〈X〉 \ {0} and f̂ ∈ K〈y,X〉 be polynomials.
a) The homogenization of f with respect to y is the polynomial
fhom =
s∑
i=1
ciwiy
deg(f)−len(wi) ∈ K〈y,X〉.
For the zero polynomial we set 0hom = 0.
b) The dehomogenization of f̂ with respect to y is the polynomial
f̂deh = f̂(1, x1, . . . , xn) ∈ K〈X〉.
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Obviously the dehomogenization defines a ring epimorphism deh : K〈y,X〉 →
K〈X〉 given by deh(y) = 1 and deh(xi) = xi for all i = 1, . . . , n. The following lemma
collects some useful properties of the homogenization and dehomogenization.
Lemma 4.3.2. Let f, g ∈ K〈X〉 and f̂ , ĝ ∈ K〈y,X〉 be polynomials.
a) We have f = (fhom)deh.
b) Let d = max{deg(f), deg(g)}. Then we have (f+g)homyd−deg(f+g) = fhomyd−deg(f)+
ghomyd−deg(g).
c) We have (fg)hom − fhomghom ∈ C.
d) Let f̂ be a homogeneous polynomial. Then there exists a number d ∈ N such that
f̂ − (f̂deh)homyd ∈ C.
e) We have (f̂ + ĝ)deh = f̂deh + ĝdeh and (f̂ ĝ)deh = f̂dehĝdeh.
Proof. The proofs of claims a), b), and e) are analogous to the proof of [44], Proposition
4.3.2. We prove claims c) and d). To prove claim c), it suffices to prove that yw−wy ∈
C for all w ∈ 〈X〉 . Let σ̂ = LLex be the admissible ordering on 〈y,X〉 such that
y >σ̂ xi for all i ∈ {1, . . . , n}. Then we have LTσ̂(yxi − xiy) = yxi. Divide yw by
the tuple (yx1− x1y, . . . , yxn− xny) using the Division Algorithm. Clearly the normal
remainder of yw with respect to (yx1 − x1y, . . . , yxn − xny) is wy. Therefore we have
yw − wy ∈ C.
To prove claim d), we write f̂ =
∑s
i=1 ciŵi with c1, . . . , cs ∈ K \ {0}, ŵ1, . . . , ŵs ∈
〈y,X〉, and len(ŵ1) = · · · = len(ŵs). Clearly yxi = xiy + (yxi − xiy) for all i ∈
{1, . . . , n}. By recursively replacing yxi = xiy+ (yxi−xiy) in all terms of f̂ , we obtain
f̂ =
∑s
i=1 ciŵ
deh
i y
di +h with h ∈ C and d1, . . . , ds ∈ N satisfying len(ŵ1deh)+d1 = · · · =
len(ŵs
deh) + ds. Let d = min{d1, . . . , dt}. Then we have f̂ = (
∑s
i=1 ŵ
deh
i y
di−d)yd + h =
(f̂deh)homyd + h.
We define the homogenization and dehomogenization of ideals as follows.
Definition 4.3.3. Let I ⊆ K〈X〉 and Î ⊆ K〈y,X〉 be ideals.
a) The ideal Ihom = 〈fhom | f ∈ I〉 + C ⊆ K〈y,X〉 is called the homogenization
of I with respect to y.
b) The set Îdeh = {f̂deh | f̂ ∈ Î} ⊆ K〈X〉 is called the dehomogenization of Î
with respect to y.
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Obviously the ideal Ihom ⊆ K〈y,X〉 is N-graded. Since the dehomogenization is a
ring epimorphism, the set Îdeh ⊆ K〈X〉 is also an ideal.
Lemma 4.3.4. Let I ⊆ K〈X〉 and Î ⊆ K〈y,X〉 be ideals.
a) We have (Ihom)deh = I.
b) Suppose that Î is a N-graded ideal containing the ideal C. Let f ∈ Îdeh be a
polynomial. Then there exists a number d ∈ N such that fhomyd ∈ Î.
Proof. We prove claim a). By Definition 4.3.3 we have I ⊆ (Ihom)deh. Conversely, let
f ∈ (Ihom)deh. By Definition 4.3.3.b there exists f̂ ∈ Ihom such that f = f̂deh. By
Definition 4.3.3.a we have f̂ =
∑s
i=1 âig
hom
i â
′
i +
∑t
j=1 b̂j(yxij − xijy)̂b′j with âi, â′i ∈
K〈y,X〉, gi ∈ I for all i ∈ {1, . . . , s}, and b̂j, b̂′j ∈ K〈y,X〉 for all j ∈ {1, . . . , t}. By
Lemma 4.3.2 we have f̂deh =
∑s
i=1 â
deh
i (g
hom
i )
dehâ
′deh
i =
∑s
i=1 â
deh
i giâ
′deh
i ∈ I. Therefore
f ∈ I and (Ihom)deh ⊆ I.
We prove claim b). By Definition 4.3.3.b there exists f̂ ∈ Î such that f = f̂deh.
Since Î is N-graded, without loss of generality, we may assume that f̂ is homogeneous.
Then by Lemma 4.3.2.d there exists a number d ∈ N such that f̂ − (f̂deh)homyd ∈ C.
From the assumption L ⊆ Î, we conclude that fhomyd = (f̂deh)homyd ∈ Î.
Let G ⊆ K〈X〉 \ {0} be a set of polynomials which generates an ideal I = 〈G〉, and
let the set Ĝ = {ghom | g ∈ G}∪{yx1−x1y, . . . , yxn−xny} generate an ideal Î = 〈Ĝ〉.
The following example shows that in general we have the proper inclusion Î ⊂ Ihom.
Example 4.3.5. Consider the free monoid ring K〈x1, x2〉 and a set of polynomials
G = {x22−x1+3, x32−x1x2−x1−x2} ⊆ K〈x1, x2〉\{0} which generates an ideal I = 〈G〉
(cf. [50]). Since (x22−x1 +3)x2− (x32−x1x2−x1−x2) = x1 +4x2, we have x1 +4x2 ∈ I.
Note that x1 + 4x2 is homogeneous and hence x1 + 4x2 ∈ Ihom. However, we can see
easily that x1 + 4x2 /∈ 〈x22−x1y+ 3y2, x32−x1x2y−x1y2−x2y2, yx1−x1y, yx2−x2y〉 ⊆
K〈y, x1, x2〉.
In order to use homogenization and dehomogenization techniques to compute Gro¨bner
bases we shall extend admissible orderings on 〈X〉 to admissible orderings on 〈y,X〉.
Definition 4.3.6. We define a relation σ̂ on 〈y,X〉 as follows. For two terms ŵ1, ŵ2 ∈
〈y,X〉, we say ŵ1 ≥σ̂ ŵ2 if we have len(ŵ1) > len(ŵ2), or if we have len(ŵ1) = len(ŵ2)
and ŵdeh1 >σ ŵ
deh
2 , or if we have len(ŵ1) = len(ŵ2) and ŵ
deh
1 = ŵ
deh
2 and ŵ1 ≥Lex ŵ2
where Lex is the lexicographic ordering on 〈y,X〉 such that y >Lex xi for all i ∈
{1, . . . , n}. We call σ̂ the extension of σ.
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It is straightforward to check that σ̂ is an admissible ordering on 〈y,X〉. The
following lemma is crucial for our purposes.
Lemma 4.3.7. Let f ∈ K〈X〉 \ {0} and f̂ ∈ K〈y,X〉 \ {0} be polynomials.
a) If σ is length-compatible, then we have LTσ̂(f
hom) = LTσ(f) ∈ 〈X〉.
b) If f̂ is homogeneous and LTσ̂(f̂) is not a multiple of yxi for all i ∈ {1, . . . , n}, then
we have (LTσ̂(f̂))
deh = LTσ(f̂
deh) and LTσ̂(f̂) = LTσ(f̂
deh)yd for some d ∈ N.
Proof. Claim a) follows directly from Definitions 3.1.12, 4.3.1.a, and 4.3.6. To prove
claim b), we note that LTσ̂(f̂) = wy
d with some w ∈ 〈X〉, d ∈ N by assumption.
Let f̂ = c1wy
d +
∑s
i=2 c2ŵi with c1, . . . , cs ∈ K \ {0}, ŵ2, . . . , ŵs ∈ 〈y,X〉 such that
len(wyd) = len(ŵ2) = · · · = len(ŵs). By Definition 4.3.6 we have w ≥σ ŵdehi for all
i ∈ {2, . . . , s}. We conclude the proof of claim b) by showing that w >σ ŵdehi for all
i ∈ {2, . . . , s}. For a contradiction, suppose that there exists an index k ∈ {2, . . . , s}
such that w = ŵdehk . Since len(wy
d) = len(ŵk) and w = ŵk
deh, there must be a letter
y at position before len(w) + 1 in ŵk. Then by Definition 4.3.6 we have wy
d <Lex ŵk
and hence wyd <σ̂ ŵk, which contradicts LTσ̂(f̂) = wy
d. Therefore LTσ(f̂
deh) = w =
(LTσ̂(f̂))
deh and LTσ̂(f̂) = wy
d = LTσ(f̂
deh)yd.
Note that Lemma 4.3.7.a does not hold if σ is not length-compatible. A counterex-
ample is as follows.
Example 4.3.8. Consider the free monoid ringK〈x1, x2〉 equipped with the admissible
ordering σ = Elim on 〈x1, x2〉 such that x1 >σ x2, and a polynomial f = −x1 +x22 +3 ∈
K〈x1, x〉. Let σ̂ be the extension of σ. Then we have fhom = −x1y + x22 + 3y2 and
LTσ̂(f
hom) = x1y 6= x1 = LTσ(f).
Assumption 4.3.9. In the rest of this section, we shall assume that σ is a length-
compatible admissible ordering on 〈X〉.
Now we are ready to study the relations between N-graded and non-graded ideals.
The following propositions, i.e. Propositions 4.3.10 and 4.3.13, present the connections
between N-graded with non-graded ideals by Gro¨bner bases.
Proposition 4.3.10. Let G ⊆ K〈X〉 \ {0} be a set of polynomials which generates
an ideal I = 〈G〉. Then G is a σ-Gro¨bber basis of I if and only if the set Ĝ =
{ghom | g ∈ G} ∪ {yx1 − x1y, . . . , yxn − xny} is a homogeneous σ̂-Gro¨bner basis of the
ideal Ihom ⊆ K〈y,X〉.
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Proof. Assume that G is a σ-Gro¨bber basis of I. Clearly Ĝ ⊆ Ihom. To prove that Ĝ
is a homogeneous σ̂-Gro¨bner basis of Ihom, by Lemma 3.3.15 it suffices to show that
for every polynomial f̂ ∈ Ihom \ {0} there exists a polynomial ĝ ∈ Ĝ such that LTσ̂(f̂)
is a multiple of LTσ̂(ĝ). Let f̂ ∈ Ihom \ {0}. Since Ihom is N-graded, without loss of
generality, we may assume that f̂ is homogeneous. Note that we have LTσ̂(yxi−xiy) =
yxi for all i ∈ {1, . . . , n} by Definition 4.3.6. If LTσ̂(f̂) is a multiply of yxi for some
i ∈ {1, . . . , n}, then we are done. Now we assume that LTσ̂(f̂) is not a multiply of yxi
for all i ∈ {1, . . . , n}. Then by Lemma 4.3.7.b we have LTσ̂(f̂) = LTσ(f̂deh)yd for some
d ∈ N. On the other hand, we have f̂deh ∈ I by Lemma 4.3.4.a. Since G is a σ-Gro¨bner
basis of I, there exist g ∈ G,w,w′ ∈ 〈X〉 such that LTσ(f̂deh) = wLTσ(g)w′. By Lemma
4.3.7.a we have LTσ(g) = LTσ̂(g
hom). Altogether, we have LTσ̂(f̂) = LTσ(f̂
deh)yd =
wLTσ(g)w
′yd = wLTσ̂(ghom)w′yd.
Conversely, assume that Ĝ is a homogeneous σ̂-Gro¨bner basis of Ihom. To prove G
is a σ-Gro¨bber basis of I, by Lemma 3.3.15 it suffices to show that for every polynomial
f ∈ I\{0} there exists a polynomial g ∈ G such that LTσ(f) is a multiple of LTσ(g). Let
f ∈ I\{0}. Clearly fhom ∈ Ihom. By assumption, there exist ĝ ∈ Ĝ, ŵ, ŵ′ ∈ 〈y,X〉 such
that LTσ̂(f
hom) = ŵLTσ̂(ĝ)ŵ
′. By Lemma 4.3.7.a we have LTσ̂(fhom) = LTσ(f) ∈ 〈X〉.
Thus ŵLTσ̂(ĝ)ŵ
′ ∈ 〈X〉. Therefore we must have ŵ, ŵ′ ∈ 〈X〉 and ĝ = ghom for some
g ∈ G. Again by Lemma 4.3.7.a we have LTσ(g) = LTσ̂(ghom). Altogether, we have
LTσ(f) = ŵLTσ(g)ŵ
′ with ŵ, ŵ′ ∈ 〈X〉 and g ∈ G.
Remark 4.3.11. Let I ⊆ K〈X〉 \ {0} be a finitely generated ideal. We compute a
homogeneous σ̂-Gro¨bner basis of the ideal Ihom ⊆ K〈y,X〉 via the following approach.
1) Enumerate a σ-Gro¨bner basis G ⊆ K〈X〉 of I.
2) Then {ghom | g ∈ G} ∪ {yx1 − x1y, . . . , yxn − xny} is a homogeneous σ̂-Gro¨bner
basis of Ihom by Proposition 4.3.10.
Example 4.3.12. Consider the free monoid ring K〈x1, x2〉 equipped with the admis-
sible ordering σ = LLex on 〈x1, x2〉 such that x1 >σ x2, and a set of polynomials
G = {x22 − x1 + 3, x32 − x1x2 − x1 − x2} ⊆ K〈x1, x2〉 \ {0} which generates an ideal
I = 〈G〉. We compute a σ-Gro¨bner basis of I using the ApCoCoA package gbmr and get
a set {x22−x1 +3, x1 +4x2}. Then the set {x22−x1y+3y2, x1 +4x2, yx1−x1y, yx2−x2y}
is a homogeneous σ̂-Gro¨bner basis of the ideal Ihom ⊆ K〈y, x1, x2〉.
Proposition 4.3.13. Let Î ⊆ K〈y,X〉 \ {0} be an N-graded ideal containing the
ideal C, and let the set Ĝ ⊆ K〈y,X〉 \ {0} be a homogeneous σ̂-Gro¨bner basis of Î.
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Then the set {ĝdeh | ĝ ∈ Ĝ} \ {0} is a σ-Gro¨bner basis of the ideal Îdeh.
Proof. Obviously {ĝdeh | ĝ ∈ Ĝ} \ {0} ⊆ Ideh for all ĝ ∈ Ĝ. By Lemma 3.3.15 it
suffices to prove that for every polynomial f ∈ Îdeh \ {0} there exists a polynomial
ĝ ∈ Ĝ such that LTσ(f) is a multiple of LTσ(ĝdeh). Let f ∈ Îdeh \ {0}. By Lemma
4.3.4.b we have fhomyd ∈ Î for some d ∈ N. Since Ĝ is a σ̂-Gro¨bner basis of Î,
there exist ĝ ∈ Ĝ, ŵ, ŵ′ ∈ 〈y,X〉 such that LTσ̂(fhomyd) = ŵLTσ̂(ĝ)ŵ′. By Remark
3.1.13.b and Lemma 4.3.7.a we have LTσ̂(f
homyd) = LTσ̂(f
hom)yd = LTσ(f)y
d. Thus
LTσ̂(f
homyd) is not a multiple of yxi for all i ∈ {1, . . . , n}. By Lemma 4.3.7.b we
have LTσ̂(f
homyd) = LTσ((f
homyd)deh)yd
′
for some d′ ∈ N. By Lemmas 4.3.2.a and
4.3.2.e we have LTσ((f
homyd)deh) = LTσ(f). Hence ŵLTσ̂(ĝ)ŵ
′ = LTσ(f)yd
′
. Therefore
LTσ̂(ĝ) must have the form wy
d′′ with w ∈ 〈X〉 and d′′ ∈ N. Again by Lemma 4.3.7.b
we have (LTσ̂(ĝ))
deh = LTσ(ĝ
deh). Altogether, we have LTσ(f) = (LTσ(f)y
d′)deh =
(ŵLTσ̂(ĝ)ŵ
′)deh = ŵdeh(LTσ̂(ĝ))dehŵ′deh = ŵdehLTσ(ĝdeh)ŵ′deh.
Remark 4.3.14. Let G ⊆ K〈X〉\{0} be a set of polynomials which generates an ideal
I = 〈G〉. Then we can compute a σ-Gro¨bner basis of I via the following approach.
1) Consider the N-graded ideal Î = 〈ghom | g ∈ G〉+ C. (Note that Îdeh = I.)
2) Enumerate a homogeneous σ̂-Gro¨bner basis Ĝ ⊆ K〈y,X〉 of Î.
3) Then, by Proposition 4.3.13, {ĝdeh | ĝ ∈ Ĝ} \ {0} ⊆ K〈X〉 is a σ-Gro¨bner basis
of I.
Note that the normal remainder of a homogeneous polynomial of degree d ∈ N
with respect to a tuple of homogeneous polynomials is still homogeneous of degree d.
Also note that the S-polynomial Si,j(wi, w
′
i;wj, w
′
j) of the obstruction oi,j(wi, w
′
i;wj, w
′
j)
of two homogeneous polynomials gi and gj is again homogeneous. Moreover, the S-
polynomial has a degree not less than max{deg(gi), deg(gj)}. With these facts, given
a homogeneous system of generators, we are able to compute Gro¨bner bases degree by
degree. To this end we introduce some basic terminology.
Definition 4.3.15. Let G ⊆ K〈X〉 \ {0} be a set of homogeneous polynomials which
generates an ideal I = 〈G〉, let G be an associative tuple of G, and let s = |G|.
a) Given a degree d ∈ N, let G≤d = {g ∈ G | deg(g) ≤ d} and Gd = {g ∈
G | deg(g) = d}.
b) The tuple G is said to be degree-ordered if deg(g1) ≤ · · · ≤ deg(gs).
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c) Given a degree d ∈ N, we let G≤d be the subtuple of G consisting of all poly-
nomials gi such that deg(gi) ≤ d, and Gd the subtuple of G consisting of all
polynomials gi such that deg(gi) = d.
d) The degree of an obstruction oi,j(wi, w
′
i;wj, w
′
j) ∈ ∪1≤i≤j≤sO(i, j) is defined to
be the degree of its S-polynomial, i.e. deg(Si,j(wi, w
′
i;wj, w
′
j)).
e) Let B be a set of obstructions. Given a degree d ∈ N, we let B≤d be the subset
of B containing all obstructions whose degrees are not larger than d, and Bd the
subset of B containing all obstructions whose degrees are equal to d.
Given a homogeneous system of generators, we compute a homogeneous Gro¨bner
basis degree by degree as follows.
Theorem 4.3.16. (Homogeneous Buchberger Procedure) Let G ⊆ K〈X〉 \ {0}
be a set of homogeneous polynomials which generates an ideal I = 〈G〉. Consider the
following sequence of instructions.
1) Let B = ∅,G = ∅, and s = 0.
2) Let d be the smallest degree of a polynomial in G or an obstruction in B. Form the
subsets Gd of G and Bd of B, and delete their entries from G and B, respectively.
3) If Gd = ∅, continue with step 6). Otherwise, select a polynomial g ∈ Gd and
delete it from Gd.
4) Compute g′ = NRσ,G(g). If g′ = 0, continue with step 3).
5) Increase s by one, append gs = g
′ to the tuple G, and append the set of non-trivial
obstructions ∪1≤i≤sO(i, s) to the set B. Continue with step 3).
6) If Bd = ∅, continue with step 9). Otherwise, select an obstruction oi,j(wi, w′i;wj, w′j)
∈ Bd and delete it from Bd.
7) Compute the S-polynomial S = Si,j(wi, w
′
i;wj, w
′
j) and its normal remainder S
′ =
NRσ,G(S). If S ′ = 0, continue with step 6).
8) Increase s by one, append gs = S
′ to the tuple G, and append the set of non-trivial
obstructions ∪1≤i≤sO(i, s) to the set B. Continue with step 6).
9) If G = ∅ and B = ∅, return the tuple G. Otherwise, continue with step 2).
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This is a procedure that enumerates a degree-ordered homogeneous σ-Gro¨bner basis G
of I. If I has a finite homogeneous σ-Gro¨bner basis, it stops after finitely many steps
and the resulting degree-ordered tuple G is a homogeneous σ-Gro¨bner basis of I.
Proof. Observe that the normal remainder of a homogeneous polynomial with respect
to a tuple of homogeneous polynomials is also homogeneous. Thus the tuple G consists
of entirely homogeneous polynomials. Note that in step 4) deg(g′) = deg(g) if g′ 6= 0,
and in step 7) deg(S ′) = deg(S) if S ′ 6= 0, and that the degree of an obstruction of gi
and gj is larger or equal to the degrees of gi and gj. Then the tuple G is degree-ordered
by choosing the smallest degree d in step 2). The proof of the claim that the procedure
enumerates a σ-Gro¨bner basis G of I and stops after finitely many steps if I has a finite
σ-Gro¨bner basis proceeds exactly the same as the proof of Theorem 4.1.14.
Remark 4.3.17. Let G be the resulting tuple of Theorem 4.3.16. Obviously G is a
homogeneous system of generators of the N-graded ideal I. Moreover, let d ∈ N, and
let 〈I≤d〉 be the ideal generated by the homogeneous polynomials in I with degree ≤ d.
By Corollary 2.2.20, the set G≤d is a system of generators of 〈I≤d〉. We call G≤d a
d-truncated σ-Gro¨bner basis of I.
Just like partial Gro¨bner bases (see Remark 4.1.16), truncated Gro¨bner bases are
sufficient to handle many applications. In some situations we happen to know the
maximal degree of generators in a homogeneous Gro¨bner basis beforehand. Thus it
is necessary for us to terminate the Homogeneous Buchberger Procedure properly.
We shall therefore slightly modify the Homogeneous Buchberger Procedure given in
Theorem 4.3.16 and make it more flexible for our purposes.
Corollary 4.3.18. In the setting of Theorem 4.3.16 and given a degree d0 ∈ N, we
replace steps 2), 5), and 8) by the following instructions.
2’) Let d be the smallest degree of a polynomial in G or an obstruction in B. If
d > d0, return the tuple G. Form the subsets Gd of G and Bd of B, and delete
their entries from G and B, respectively.
5’) Increase s by one, append gs = S
′ to the tuple G, and append the set
{oi,j(wi, w′i;ws, w′s) ∈ ∪1≤i≤sO(i, s) | deg(Si,j(wi, w′i;ws, w′s)) ≤ d0}
to the set B. Continue with step 3).
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8’) Increase s by one, append gs = S
′ to tuple G, and append the set
{oi,j(wi, w′i;ws, w′s) ∈ ∪1≤i≤sO(i, s) | deg(Si,j(wi, w′i;ws, w′s)) ≤ d0}
to the set B. Continue with step 6).
Then the resulting set of instructions defines an algorithm that computes a d0-truncated
σ-Gro¨bner basis of I.
Proof. Note that it is not necessary to consider polynomials and obstructions whose
degrees are larger than d0, since the non-zero normal remainder of a homogeneous
polynomial of degree d with respect to a tuple of homogeneous polynomials is also a
homogeneous polynomial of degree d. The correctness follows from Theorem 4.3.16.
We prove the finiteness. When a polynomial gs is appended to G, the leading term
set LTσ{G} is strictly enlarged. Since len(LTσ(gs)) is bounded by d0 and |〈X〉≤d0| <
∞, there are only finitely many gs can be appended to G. Therefore the procedure
terminates after finitely many steps.
Given a homogeneous system of generators, well-behaved Homogeneous Buchberger
Procedure allows us to enumerate Gro¨bner bases degree by degree. Given an inhomo-
geneous system of generators G, by Remark 4.3.14 we can compute a σ-Gro¨bner basis
as follows. First we construct an N-graded ideal Î ⊆ K〈X〉 generated by a homoge-
neous system of generators Ĝ = {ghom | g ∈ G}∪{yx1−x1y, . . . , yxn−xny}. Then we
apply the Homogeneous Buchberger Procedure given in Theorem 4.3.16 to enumerate
a homogeneous σ̂-Gro¨bner basis Ĝ of Î. Finally, by Proposition 4.3.13 we obtain a
σ-Gro¨bner basis of the ideal 〈G〉 by dehomogenizing generators in Ĝ with respect to y.
However, the following example shows that we shall avoid using homogenization and
dehomogenization techniques na¨ıvely.
Example 4.3.19. (continued) Consider Example 4.3.12 again. Recall that in this
example we have the free monoid ring K〈x1, x2〉 equipped with the admissible ordering
σ = LLex on 〈x1, x2〉 such that x1 >σ x2, and an ideal I = 〈G〉 ⊆ K〈x1, x2〉 \ {0}
generated by a set of polynomials G = {x22−x1 + 3, x32−x1x2−x1−x2}. We construct
the homogeneous system of generators Ĝ = {x22 − x1y + 3y2, x32 − x1x2y − x1y2 −
x2y
2, yx1 − x1y, yx2 − x2y} which generates the ideal Î = 〈Ĝ〉 ⊆ K〈y, x1, x2〉. We
enumerate a σ̂-Gro¨bner basis of Î by the Homogeneous Buchberger Procedure given in
Theorem 4.3.16 and obtain an infinite set {yx2− x2y, yx1− x1y, x22− x1y+ 3y2, x1y2 +
4x2y
2} ∪ {x1x2xi1y − x2xi+11 y | i ∈ N}. Note that x32 − x1x2y − x1y2 − x2y2 is removed
because of redundancy.
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But Example 4.3.12 shows that the ideal I should have a finite σ-Gro¨bner basis.
By tracing the enumerating procedure in Example 4.3.19, we find out that the new
indeterminate y is the source of the infiniteness. It is a general phenomenon that a
new indeterminate can induce infinite loops in Buchberger’s Procedure (see [67, 72]).
Observe that in Example 4.3.19 the polynomial x1y
2 + 4x2y
2 has the new indetermi-
nate y on the right side of each term. If we can cancel y in each term of x1y
2 + 4x2y
2
and get x1 + 4x2, then we can remove redundant polynomials yx1 − x1y, x1y2 + 4x2y2
and x1x2x
i
1y− x2xi+11 y and hence obtain a finite homogeneous σ̂-Gro¨bner basis. Actu-
ally it is valid to do so. We rephrase the cancellation mentioned above in terms of a
dehomogenization.
Definition 4.3.20. Let f̂ ∈ K〈y,X〉 \ {0} be a polynomial, and let k ∈ N be the
maximal number satisfying f̂ = f̂ ′yk with f̂ ′ ∈ K〈y,X〉. The polynomial f̂ ′ is called
the right dehomogenization of f̂ with respect to y and is denoted by f̂ rdeh.
Theorem 4.3.21. Let G ⊆ K〈X〉 \ {0} be a set of polynomials which generates an
ideal I = 〈G〉. We construct a homogeneous system of generators {ghom | g ∈ G} ∪
{yx1 − x1y, . . . , yxn − xny} ⊆ K〈y,X〉 and apply the Buchberger Procedure given in
Theorem 4.1.14 with step 4) replaced by the following instruction.
4’) Increase s′ by one, append gs′ = (S ′)rdeh to the tuple G, and append the set of
obstructions ∪1≤i≤s′O(i, s′) to the set B. Then continue with step 2).
Then we obtain a procedure which enumerates a homogeneous σ̂-Gro¨bner basis of Ihom.
Proof. See [72], Theorem 2.
A modification similar to the one in Theorem 4.3.21 applies to the Homogeneous
Buchberger Procedure given in Theorem 4.3.16. We shows it in the following example.
Example 4.3.22. (continued) Consider Example 4.3.12 again. Recall that in this
example we have the free monoid ring K〈x1, x2〉 equipped with the admissible ordering
σ = LLex on 〈x1, x2〉 such that x1 >σ x2, and the ideal I = 〈G〉 ⊆ K〈x1, x2〉 generated
by the set G = {x22−x1 +3, x32−x1x2−x1−x2}. We construct the homogeneous system
of generators Ĝ = {x22−x1y+ 3y2, x32−x1x2y−x1y2−x2y2, yx1−x1y, yx2−x2y}. We
enumerate a σ̂-Gro¨bner basis of Ihom using the Homogeneous Buchberger Procedure
given in Theorem 4.3.16 deployed with right dehomogenization.
1) Let B = ∅,G = ∅, and s = 0.
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2) Let d = 2, G2 = {yx2−x2y, yx1−x1y, x22−x1y+3y2}, B2 = ∅, Ĝ = {x32−x1x2y−
x1y
2 − x2y2}, and B = ∅.
3) Select g = yx2 − x2y and let G2 = {yx1 − x1y, x22 − x1y + 3y2}.
4) Compute g′ = NRσ̂,G(g) = yx2 − x2y.
5) Let s = 1,G = (g1) with g1 = g′ = yx2 − x2y, and B = ∅. Continue with step 3).
3) Select g = yx1 − x1y and let G2 = {x22 − x1y + 3y2}.
4) Compute g′ = NRσ̂,G(g) = yx1 − x1y.
5) Let s = 2,G = (g1, g2) with g2 = yx1 − x1y, and B = ∅. Continue with step 3).
3) Select g = x22 − x1y + 3y2 and let G2 = ∅.
4) Compute g′ = NRσ̂,G(g) = x22 − x1y + 3y2.
5) Let s = 3,G = (g1, g2, g3) with g3 = x22 − x1y + 3y2, and B = {o1,3(1, x2; y, 1);
o3,3(1, x2;x2, 1)}.
3) Since G2 = ∅, continue with step 6).
6) Since B2 = ∅, continue with step 9).
9) Since Ĝ 6= ∅, B 6= ∅, continue with step 2).
2) Let d = 3, G3 = {x32−x1x2y−x1y2−x2y2}, B3 = {o1,3(1, x2; y, 1); o3,3(1, x2;x2, 1)},
Ĝ = ∅, and B = ∅.
3) Select g = x32 − x1x2y − x1y2 − x2y2 and let G3 = ∅.
4) Compute g′ = NRσ̂,G(g) = x1y2 + 4x2y2.
5) Let s = 4,G = (g1, g2, g3, g4) with g4 = (g′)rdeh = x1+4x2, andB = {o2,4(1, 1; y, 1)}.
Note that g2 = yx1 − x1y is redundant since LTσ̂(g2) = yx1 = yLTσ̂(g4).
3) Since G2 = ∅, continue with step 6).
6) Select o1,3(1, x2; y, 1) and let B3 = {o3,3(1, x2;x2, 1)}.
7) Compute S = S1,3(1, x2; y, 1) = −x2yx2 + yx1y − 3y3 and S ′ = NRσ̂,G(S) = 0.
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6) Select o3,3(1, x2;x2, 1) and let B3 = ∅.
7) Compute S = S3,3(1, x2;x2, 1) = −x1yx2 + x2x1y + 3y2x2 − 3x2y2 and S ′ =
NRσ̂,G(S) = 0.
6) Since B3 = ∅, continue with step 9).
9) Since B 6= ∅, continue with step 2).
2) Let d = 2, G2 = ∅, B2 = {o2,4(1, 1; y, 1)}, Ĝ = ∅, and B = ∅.
3) Since G2 = ∅, continue with step 6).
6) Select o2,4(1, 1; y, 1) and let B2 = ∅.
7) Compute S = S2,4(1, 1; y, 1) = −x1y − 4yx2 and S ′ = NRσ̂,G(S) = 0.
6) Since B3 = ∅, continue with step 9).
9) Since Ĝ = ∅ and B = ∅, return G = (g1, g3, g4) with g1 = yx2 − x2y, g3 =
x22−x1y+3y2, and g4 = x1 +4x2. Note that g2 is removed because of redundancy.
The set {g1, g3, g4} is a σ̂-Gro¨bner basis of Ihom where g1 = yx2−x2y, g3 = x22−x1y+3y2,
and g4 = x1 + 4x2. Thus by Proposition 4.3.13 the set {x22 − x1 + 3, x1 + 4x2} is a
σ-Gro¨bner basis of I. Note that the results are exactly the same as in Example 4.3.12
except for a removed redundant polynomial.
We end this section with a remark on selection strategies.
Remark 4.3.23. Observe that in Example 4.3.22 the degree d is initialized to 2 and
then increases to 3 and then decreases to 2 again. The degree d does not keep increasing
because of right dehomogenization. This jumping back of the degree is called the
rabbit strategy (see [72]). Note that in commutative settings the sugar cube strategy
is widely used in most of the implementations of Buchberger’s Algorithm because of
great practical merits. The sugar cube strategy marks each generator with a phantom
degree and then plays normal selection strategy. We refer to [4, 34] for more details.
In the ApCoCoA package gbmr, we use the sugar cube strategy with non-commutative
flavor for both inhomogeneous and homogeneous system of generators. More precisely,
during the Buchberger Procedure and the Homogeneous Buchberger Procedure, we
first select the obstruction with the minimal degree and then break tie by selecting the
obstruction with the minimal σ-degree as mentioned in Remark 4.1.5. Consequenctly,
the rabbit strategy becomes inherent in the ApCoCoA package gbmr.
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4.4 Gro¨bner Basis Computations for Right Ideals
In this section we shall study Gro¨bner basis computations for right ideals in free monoid
rings shortly. It is understood that all results in this section can be applied to left ideals
symmetrically.
Let G ⊆ K〈X〉 \ {0} be a finite set of polynomials which generates a right ideal
I% = 〈G〉%, let G be an associated tuple of G, and let s = |G|. Moreover, let s ≥ 1, and
let (K〈X〉)s be the right K〈X〉-module of rank s with the canonical basis {η1, . . . , ηs},
i.e. ηi = (0, . . . , 0, 1, 0, . . . , 0) whose the i
th element is 1 and all of whose other elements
are 0. Recall that O% is the set of all right obstructions of G (see Definition 3.5.5). By
Proposition 3.5.7 the set G is a right σ-Gro¨bner basis of I% if and only if every right
obstruction in O% has a lifting in Syz(G)%. Recall that for each pair i, j ∈ {1, . . . , s}
such that i < j there exists none or only one right obstruction of gi and gj. Just
as what we did in Section 4.1 for two-sided ideals, we define S-polynomials of right
obstructions.
Definition 4.4.1. Let i, j ∈ {1, . . . , s} and i < j, and let roi,j ∈ O% be the right
obstruction of gi and gj. The S-polynomial of roi,j is defined as follows.
Si,j =
 1LCσ(gi)gi − 1LCσ(gj)gjw if roi,j = 1LCσ(gi)ηi − 1LCσ(gj)ηjw,1
LCσ(gi)
giw − 1LCσ(gj)gj if roi,j = 1LCσ(gi)ηiw − 1LCσ(gj)ηj.
Clearly we have maxσ{LTσ(gi),LTσ(gj)} >σ LTσ(Si,j) for all roi,j ∈ O%. Keep in
mind that to compute Gro¨bner bases of right ideals we should apply the Right Division
Algorithm (see Theorem 3.5.1) as far as the division takes place.
Proposition 4.4.2. (Buchberger Criterion for Right Ideals) Let G ⊆ K〈X〉 be
a finite set of non-zero polynomials which generates a right ideal I% = 〈G〉%, let G be an
associated tuple of G, and let s = |G|. Then the following conditions are equivalent.
a) The set G is a right σ-Gro¨bner basis of I%.
b) For every right obstruction roi,j ∈ O%, we have RNRσ,G(Si,j) = 0.
Proof. Analogous to Proposition 4.1.13.
We have the following Buchberger Algorithm for computing Gro¨bner bases of right
ideals.
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Theorem 4.4.3. (Buchberger Algorithm for Right Ideals) Let G ⊆ K〈X〉 be a
finite set of non-zero polynomials which generates a right ideal I% = 〈G〉%, let G be an
associated tuple of G, and let s = |G|. Consider the following sequence of instructions.
1) Let s′ = s and B = O%.
2) If B = ∅, return the result G. Otherwise, select a right obstruction roi,j ∈ B and
delete it from B.
3) Compute the S-polynomial S = Si,j and its normal remainder S
′ = RNRσ,G(S).
If S ′ = 0, continue with step 2).
4) Increase s′ by one, append gs′ = S ′ to the tuple G, and append the set of
right obstructions {ro(i, s′) = 1
LCσ(gi)
ηi − 1LCσ(gs′ )ηs′w | i ∈ {1, . . . , s
′ − 1}, w ∈
〈X〉,LTσ(gi) = LTσ(gs′)w} to the set B. Then continue with step 2).
This is an algorithm that computes a right σ-Gro¨bner basis G of I%.
Proof. To prove correctness, by Proposition 4.4.2 it suffices to prove that for every
right obstruction roi,j ∈ O% its S-polynomial Si,j satisfies RNRσ,G(Si,j) = 0. Assume
that in step 4) gs′ 6= 0. Note that none of {LTσ(g1), . . . ,LTσ(gs′−1)} is a prefix of
LTσ(gs′) by Theorem 3.5.1.a. Thus for some i ∈ {1, . . . , s′ − 1} the polynomials gi
and gs′ have a right obstruction if and only if LTσ(g
′
s) is a proper prefix of LTσ(gi).
Therefore step 1) together with step 2) ensures that all possible right obstructions of G
are considered by the procedure. If in step 3) we have S ′ = 0, then we are done.
Otherwise, RNRσ,G(Si,j) = 0 is guaranteed by appending gs′ = S ′ to G in step 4).
To prove finiteness, we let wmax = maxσ{LTσ(gi) | gi ∈ G}. If in step 3) S ′ 6= 0,
then by Theorem 3.5.1.b we have LTσ(S) ≥σ LTσ(S ′). Note that for all roi,j ∈ O% we
have maxσ{LTσ(gi),LTσ(gj)} >σ LTσ(Si,j). Thus wmax >σ LTσ(gs′) in step 4). When
a polynomial gs′ is appended to G, the leading term set LTσ{G} is strictly enlarged.
This can happen only finitely many times since σ is a well-ordering. Therefore the
procedure terminates after finitely many steps.
From Theorem 4.4.3 we conclude that every finitely generated right ideal in free
monoid rings has a finite Gro¨bner basis. The following proposition shows that Gro¨bner
bases of right ideals can be computed by operating interreduction on systems of gen-
erators.
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Proposition 4.4.4. Let G ⊆ K〈X〉 \ {0} be a set of polynomials which generates a
right ideal I% = 〈G〉%. We apply the Interreduction Algorithm on G given in Theorem
3.2.8 with the Division Algorithm replaced by the Right Division Algorithm given in
Theorem 3.5.1. Then the resulting interreduced set G′ is a right σ-Gro¨bner basis of I%.
Proof. We have I% = 〈G′〉% by Theorem 3.2.8. We prove that every polynomial f ∈
I% \ {0} has a Gro¨bner representation in terms of G′. Since I% = 〈G′〉%, there exist
g1, . . . , gs ∈ G′, p1, . . . , ps ∈ K〈X〉 \ {0} such that f =
∑s
i=1 gipi. By Remark 3.1.13.b
we have LTσ(gipi) = LTσ(gi)LTσ(pi). Since G
′ is interreduced, LTσ(gi) is not a prefix
of LTσ(gj) for all i, j ∈ {1, . . . , s} and i 6= j. Thus LTσ(gipi) = LTσ(gi)LTσ(pi) 6=
LTσ(gj)LTσ(pj) = LTσ(gjpj) for all i, j ∈ {1, . . . , s} and i 6= j. By Remark 3.1.13.a we
have LTσ(f) = maxσ{LTσ(gipi) | i ∈ {1, . . . , s}}. Therefore f =
∑s
i=1 gipi is a Gro¨bner
representation of f in terms of G′.
Chapter 5
Gro¨bner Basis Theory in
(K〈X〉 ⊗K〈X〉)r
In this chapter we shall extend the notions of Gro¨bner basis theory to free bimodules
over free monoid rings. In [8, 9], H. Bluhm and M. Kreuzer generalized Gro¨bner
basis theory to free bimodules over K-algebras in order to compute two-sided syzygies.
Inspired by their ideas, we shall explore the characterizations of Gro¨bner bases of two-
sided submodules in free bimodules over free monid rings, and formulate procedures
for enumerating Gro¨bner bases in this setting. We refer to [1] for Gro¨bner bases of
one-sided submodules in free bimodules over free monoid rings.
We shall study Gro¨bner basis theory in free bimodules over free monoid rings by
following the same approach as in Chapters 3 and 4. In Section 5.1 we shall introduce
two main ingredients of Gro¨ber basis theory: module term orderings (see Definition
5.1.1) and the Division Algorithm (see Theorem 5.1.12). We present Macaulay’s Ba-
sis Theorem (see Theorem 5.1.9) as a consequence of the module term ordering and
introduce the Interreduction Algorithm (see Corollary 5.1.14) as an application of the
Division Algorithm.
We shall start Section 5.2 with a definition of Gro¨bner bases of two-sided submod-
ules (see Definition 5.2.1). Then we shall characterize Gro¨bner bases through Gro¨bner
representations (see Proposition 5.2.2) and syzygy modules (see Definition 5.2.4 and
Proposition 5.2.10). Using critical pairs and critical syzygies (see Definition 5.2.7),
we obtain a Buchberger Criterion (see Corollary 5.2.11) and formulate a Buchberger
Procedure (see Theorem 5.2.12) for enumerating Gro¨bner bases.
In Section 5.3 we shall devote ourselves to improving the Buchberger Procedure.
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We generalize our methods in Section 4.2 to the setting in this chapter. More precisely,
we shall improve the Buchberger Procedure by detecting unnecessary critical pairs
(see Proposition 5.3.3 and Theorem 5.3.5) and by deleting redundant generators (see
Theorem 5.3.10).
In Section 5.4 we shall generalize Fauge`re’s F4 Algorithm by investigating ingre-
dients of the F4 Algorithm. After founding a connection between a set of elements
in a free bimodule and a linear system over K (see Definition 5.4.1) and studying
the Reduction Algorithm (see Theorem 5.4.7), we shall propose an F4 Procedure (see
Theorem 5.4.10) for enumerating Gro¨bner bases in our setting.
Throughout this chapter, we let K be a field, X = {x1, . . . , xn} a finite alphabet
(or set of indeterminates), K〈X〉 the free monoid ring generated by X over K, 〈X〉
the free monoid generated by X, and σ an admissible ordering on 〈X〉. Moreover, for
r ≥ 1, we let Fr = (K〈X〉 ⊗ K〈X〉)r be the free K〈X〉-bimodule of rank r with the
canonical basis {e1, . . . , er}, where ei = (0, . . . , 0, 1 ⊗ 1, 0, . . . , 0) with 1 ⊗ 1 occurring
in the ith position for i = 1, . . . , r, and we let T(Fr) be the set of terms in Fr, i.e.
T(Fr) = {weiw′ | i ∈ {1, . . . , r}, w, w′ ∈ 〈X〉}. By a K〈X〉-submodule M ⊆ Fr we
mean a two-sided K〈X〉-submodule unless stated otherwise.
5.1 Module Term Orderings and the Division Al-
gorithm
Definition 5.1.1. A module term ordering τ on T(Fr) is a relation on T(Fr)
satisfying the following conditions for all s1, s2, s3 ∈ T(Fr) and all w,w′ ∈ 〈X〉.
a) s1 ≥τ s2 or s2 ≥τ s1, i.e. τ is complete.
b) s1 ≥τ s1, i.e. τ is reflexive.
c) s1 ≥τ s2 and s2 ≥τ s1 imply s1 = s2, i.e. τ is antisymmetric.
d) s1 ≥τ s2 and s2 ≥τ s3 imply s1 ≥τ s3, i.e. τ is transitive.
e) s1 ≥τ s2 implies ws1w′ ≥τ ws2w′, i.e. τ is compatible with scalar multiplication.
f) Every descending chain of terms s1 ≥τ s2 ≥τ · · · in T(Fr) becomes eventually
stationary, i.e. τ is a well-ordering.
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If τ is a module term ordering on T(Fr), then we have wsw′ ≥τ s for all s ∈ T(Fr)
and all w,w′ ∈ 〈X〉. In particular, weiw′ ≥τ ei for all i ∈ {1, . . . , r} and all w,w′ ∈ 〈X〉.
Recall that we introduced the following module term ordering in Definition 4.2.1, which
plays an important role in the optimizations of the Buchberger Procedure in free monoid
rings.
Example 5.1.2. Let G = (g1, . . . , gr) ∈ (K〈X〉 \ {0})r be a tuple of polynomials.
The module term ordering τ induced by (σ,G) on T(Fr) is defined as follows.
For all w1eiw
′
1, w2ejw
′
2 ∈ T(Fr) with i, j ∈ {1, . . . , r} and w1, w′1, w2, w′2 ∈ 〈X〉, we
say that w1eiw
′
1 ≥τ w2ejw′2 if we have w1LTσ(gi)w′1 >σ w2LTσ(gj)w′2, or if we have
w1LTσ(gi)w
′
1 = w2LTσ(gj)w
′
2 and i > j, or if we have w1LTσ(gi)w
′
1 = w2LTσ(gj)w
′
2 and
i = j and w2 is a prefix of w1.
In Section 5.3 we will follow the same approach to define a module term ordering
which is useful for improving the Buchberger Procedure in Fr. The following are two
very important module term orderings that are related to many applications of Gro¨bner
bases (see Section 6.2).
Example 5.1.3. Let To be an admissible ordering on 〈X〉, and let w1eiw′1, w2ejw′2 ∈
T(Fr) with i, j ∈ {1, . . . , r} and w1, w′1, w2, w′2 ∈ 〈X〉.
a) The module term ordering ToPos on T(Fr) is defined as follows. If we have
w1w
′
1 >To w2w
′
2, or if we have w1w
′
1 = w2w
′
2 and w1 >To w2, or if we have w1 = w2
and w′1 = w
′
2 and i ≤ j, then we say that w1eiw′1 ≥ToPos w2ejw′2.
b) The module term ordering PosTo on T(Fr) is defined as follows. If we have i < j,
or if we have i = j and w1w
′
1 >To w2w
′
2, or if we have i = j and w1w
′
1 = w2w
′
2
and w1 >To w2, then we say that w1eiw
′
1 ≥PosTo w2ejw′2.
Definition 5.1.4. Let σ be an admissible ordering on 〈X〉, and let τ be a module term
ordering on T(Fr). We say that τ is compatible with σ if w ≥σ w′ implies ws ≥τ w′s
and sw ≥τ sw′ for all s ∈ T(Fr) and w,w′ ∈ 〈X〉.
For instance, the module term ordering τ induced by (σ,G) is compatible with σ.
Both ToPos and PosTo are compatible with To.
Assumption 5.1.5. In what follows, we let τ be a module term ordering on T(Fr).
Definition 5.1.6. Every element m ∈ Fr \ {0} can be uniquely represented as
m = c1w1eγ1w
′
1 + · · ·+ cswseγsw′s
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with c1, . . . , cs ∈ K\{0}, γ1, . . . , γs ∈ {1, . . . , r}, w1, . . . , w′s ∈ 〈X〉 such that w1eγ1w′1 >τ
w2eγ2w
′
2 >τ · · · >τ wseγsw′s. The term LTτ (m) = w1eγ1w′1 ∈ T(Fr) is called the leading
term of m with respect to τ . The element LCτ (m) = c1 ∈ K\{0} is called the leading
coefficient of m with respect to τ . The element m is called monic if LCτ (m) = 1.
Moreover, we let LMτ (m) = LCτ (m) · LTτ (m) = c1w1eγ1w′1.
Note that the leading term LTτ (0) and leading coefficient LCτ (0) of zero element
are undefined. The following remark lists some useful rules for computing with leading
terms.
Remark 5.1.7. Let m,m1,m2 ∈ Fr \ {0} be elements.
a) Suppose that m1+m2 6= 0. We have LTτ (m1+m2) ≤τ maxτ{LTτ (m1),LTτ (m2)}.
Moreover, LTτ (m1 + m2) = maxτ{LTτ (m1),LTτ (m2)} if and only if LTτ (m1) 6=
LTτ (m2) or LCτ (m1) + LCτ (m2) 6= 0.
b) For all w,w′ ∈ 〈X〉, we have LTτ (wmw′) = wLTτ (m)w′.
Definition 5.1.8. Let M ⊆ Fr be a K〈X〉-submodule.
a) The K〈X〉-submodule LTτ (M) = 〈LTτ (m) | m ∈ M \ {0}〉 ⊆ Fr is called the
leading term module of M with respect to τ .
b) The set LTτ{M} = {LTτ (m) | m ∈M \{0}} ⊆ T(Fr) is called the leading term
set of M with respect to τ .
c) The set Oτ (M) = T(Fr)\LTτ{M} is called the order module of M with respect
to τ .
We have LTτ (〈0〉) = 〈0〉 and LTτ{〈0〉} = ∅ using this definition. Observe that
LTτ{M} is actually a 〈X〉-submonomodule of T(Fr). We call Oτ (M) the order module
in the following sense. If s, s′ ∈ T(Fr) such that s ∈ Oτ (M) and s is a multiple of s′,
then we also have s′ ∈ Oτ (M). Now we are able to present Macaulay’s Basis Theorem
in Fr as follows.
Theorem 5.1.9. (Macaulay’s Basis Theorem) Let M ⊆ Fr be a K〈X〉-submodule.
We have Fr = M ⊕ SpanKOτ (M). Moreover, for every element m ∈ Fr, there exists a
unique element mˆ ∈ SpanKOτ (M) such that m− mˆ ∈M .
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Proof. First we prove that Fr = M + SpanKOτ (M). It suffices to prove Fr ⊆ M +
SpanKOτ (M). Given an element m ∈ Fr \ {0}, we consider the following sequence of
instructions.
1) Let s = 0, mˆ = 0, and v = m.
2) If LTτ (v) ∈ LTτ (M), then increase s by one, choose an element g ∈M such that
LTτ (v) = LTτ (g), set gs =
LCτ (v)
LCτ (g)
g, and replace v by v− gs. If LTτ (v) /∈ LTτ (M),
replace mˆ by mˆ+ LMσ(v) and v by v − LMσ(v).
3) If now v 6= 0, start again with step 2). If v = 0, return g1, . . . , gs and mˆ.
Observe that the following equation holds at each stage of the procedure.
m = g1 + · · ·+ gs + mˆ+ v
Moreover, in step 2) one of two things can happen. If LTτ (v) ∈ LTτ (M), then LMτ (v) =
LCτ (v)LTτ (v) = LCτ (v)LTτ (g) =
LCτ (v)
LCτ (g)
LCτ (g)LTτ (g) = LMτ (gs). If v − gs 6= 0, then
by Remark 5.1.7.a we have LTτ (v) >τ LTτ (v − gs). On the other hand, if LTτ (v) /∈
LTτ (M), then LMτ (v) is subtracted from v. By Remark 5.1.7.a we have LTτ (v) >τ
LTτ (v−LMτ (v)) if v−LMτ (v) 6= 0. In a word, the leading term of v strictly decreases
in step 2). Since τ is a well-ordering, the procedure terminates after finitely many
steps. When the procedure returns, we have v = 0 and m = (g1 + · · · + gs) + mˆ with
g1, · · · , gs ∈M and mˆ ∈ SuppKOτ (M). Therefore Fr = M + SpanKOτ (M).
We prove that M ∩ SpanKOτ (M) = {0}. Suppose that there exists a non-zero
element m ∈ M ∩ SpanKOτ (M). Then we have LTτ (m) ∈ LTσ{M} ∩ Oτ (M), which
contradicts Definition 5.1.8.c. Altogether, we have Fr = M ⊕ SpanKOτ (M).
It is clear that when the procedure returns we have m − mˆ ∈ M . To prove the
uniqueness of mˆ, we assume that there exist mˆ1, mˆ2 ∈ SpanKOτ (M) such that m −
mˆ1,m−mˆ2 ∈M . Then we have (m−mˆ1)− (m−mˆ2) = mˆ2−mˆ1 ∈M ∩SpanKOτ (M).
Therefore mˆ1 = mˆ2.
The unique element mˆ ∈ SpanKOτ (M) as in Theorem 5.1.9 is called the normal
form of m modulo M with respect to σ and is denoted by NFσ,M(m). The following
corollary follows from Theorem 5.1.9 immediately.
Corollary 5.1.10. We have dimK(Fr/M) = dimK(Fr/LTτ (M)) for any K〈X〉-submodule
M ⊆ Fr.
We have the following rules for computing with normal forms.
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Remark 5.1.11. Let M ⊆ Fr be a K〈X〉-submodule.
a) For m ∈ Fr, we have NFτ,M(NFτ,M(m)) = NFτ,M(m).
b) For m1,m2 ∈ Fr, we have NFτ,M(m1 −m2) = NFτ,M(m1)− NFτ,M(m2).
c) For m1,m2 ∈ Fr, we have NFτ,M(m1) = NFτ,M(m2) if and only if m1 −m2 ∈M .
In particular, an element m ∈ Fr satisfies m ∈M if and only if NFτ,M(m) = 0.
From the proof of Theorem 5.1.9, we shall now construct the following Division
Algorithm with the intention of computing the normal form algorithmically.
Theorem 5.1.12. (The Division Algorithm) Let m ∈ Fr \{0} be an element, and
let G ⊆ Fr \ {0} be a set elements. Consider the following sequence of instructions.
1) Let t = 0, p = 0, and v = m.
2) If there exists an element g ∈ G such that LTτ (v) = wLTτ (g)w′ for some w,w′ ∈
〈X〉, then increase t by 1, set ct = LCτ (v)LCτ (g) , wt = w,w′t = w′, gt = g, and replace v
by v − ctwtgtw′t.
3) Repeat step 2) until there is no more element g ∈ G such that LTτ (v) is a multiple
of LTτ (g). If v 6= 0, then replace p by p + LMτ (v) and v by v − LMτ (v), and
continue with step 2).
4) Return the tuples (c1, w1, w
′
1, g1), . . . , (ct, wt, w
′
t, gt) and the element p ∈ Fr.
This is an algorithm which returns tuples (c1, w1, w
′
1, g1), . . . , (ct, wt, w
′
t, gt) and an ele-
ment p ∈ Fr such that
m =
t∑
i=1
ciwigiw
′
i + p
and such that the following conditions are satisfied.
a) No element of Supp(p) is contained in LTτ (G).
b) If t > 0, then we have LTτ (m) = LTτ (w1g1w
′
1) >τ · · · >τ LTτ (wtgtw′t).
c) If p 6= 0, then we have LTτ (m) ≥τ LTτ (p).
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Proof. We first show that the following equation holds at each stage of the procedure.
m =
t∑
i=1
ciwigiw
′
i + p+ v
It is obviously true at the outset. Then we should consider two cases. If in step 2)
there is an element g ∈ G such that LTτ (v) = wLTτ (g)w′, then ctwtgw′t is added to the
summation of the right hand side of the equation and meanwhile subtracted from v.
Otherwise, in step 2) LMτ (v) is added to p and meanwhile subtracted from v. Thus
the equation is preserved in both cases.
Observe that v changes only in steps 2) and 3). In step 2) we have LTτ (ctwtgtw
′
t) =
wtLTτ (gt)w
′
t = LTτ (v) using Remark 5.1.7.b, and LCτ (ctwtgtw
′
t) = ctLCτ (gt) = LCτ (v).
If v− ctwtgtw′t 6= 0, then by Remark 5.1.7.a we have LTτ (v− ctwtgtw′t) <τ LTτ (v). If in
step 3) v− LMτ (v) 6= 0, then by Remark 5.1.7.a we have LTτ (v− LMτ (v)) <τ LTτ (v).
Therefore LTτ (v) strictly decreases. Since τ is a well-ordering, LTτ (v) can decreases
finitely many times and the procedure terminates after finitely many steps. Condi-
tion a) holds because in step 3) LMτ (v) is added to p only if LTτ (v) is not a multiple
of any terms in LTτ{G}. Conditions b) and c) hold because LTτ (v) is strictly decreas-
ing.
Definition 5.1.13. Let m ∈ Fr \ {0} be an element, and let G ⊆ Fr \ {0} be a set
of elements. Then an element p ∈ Fr obtained in Theorem 5.1.12 is called a normal
remainder of m with respect to G and is denoted by NRτ,G(m).
Observe that normal remainder NRτ,G(m) is not unique, for in step 2) of the Division
Algorithm there might exist more that one g ∈ G satisfying LTτ (v) = wLTτ (g)w′ for
some w,w′ ∈ 〈X〉 (compare with Corollary 3.3.9). Note that we have NRτ,G(0) = 0
and NRτ,∅(m) = m for all m ∈ Fr using this definition. Also note that NRτ,G(m) is not
equal to NFτ,〈G〉(m) in general. In Section 5.2 we will see that if G is a Gro¨bner basis
(see Definition 5.2.1) of the K〈X〉-submodule 〈G〉 ⊆ Fr then the Division Algorithm
computes normal forms (see Proposition 5.2.2).
At the end of this section, we present interreduction on a set of elementsG ⊆ Fr\{0}
as an important application of the Division Algorithm. Note that a set of elements
G ⊆ Fr \ {0} is called interreduced with respect to τ if no element of Supp(m) is
contained in LTτ (G \ {m}) for all m ∈ G.
Corollary 5.1.14. (Interreduction Algorithm) Let G ⊆ Fr \ {0} be a finite set
of elements which generates a K〈X〉-submodule M = 〈G〉. In this setting, we apply
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the Interreduction Algorithm as in Theorem 3.2.8 with step 2) replaced by the following
instruction.
2’) Compute the normal remainder g′i of gi with respect to G \ {0, gi} using the Di-
vision Algorithm given in Theorem 5.1.12.
Then we obtain an algorithm that computes an interreduced system of generators of M .
Proof. Analogous to Theorem 3.2.8.
5.2 Gro¨bner Bases and Gro¨bner Basis Computa-
tions
In the spirit of Definition 3.3.1 we define Gro¨bner bases of K〈X〉-submodules as follows.
Definition 5.2.1. Let M ⊆ Fr \ {0} be a K〈X〉-submodule. A subset G ⊆ M \ {0}
is called a τ-Gro¨bner basis of M if
LTτ{M} = {wLTτ (g)w′ | g ∈ G,w,w′ ∈ 〈X〉}.
Note that M \ {0} is a τ -Gro¨bner basis of M using this definition. In particular,
the empty set ∅ is a τ -Gro¨bner basis of the zero module 〈0〉. The most frequently used
properties of Gro¨bner bases are as follows.
Proposition 5.2.2. Let M ⊆ Fr \ {0} be a K〈X〉-submodule, and let G ⊆M \ {0} be
a subset. Then the following conditions are equivalent.
a) The set G is a τ -Gro¨bner basis of M .
b) For every element m ∈ Fr, we have NRτ,G(m) = NFτ,M(m).
c) For every element m ∈ M \ {0}, there exists a Gro¨bner representation in terms
of G, i.e.
m =
s∑
i=1
ciwigiw
′
i
with c1, . . . , cs ∈ K \ {0}, g1, . . . , gs ∈ G,w1, . . . , w′s ∈ 〈X〉 such that LTτ (m) =
LTτ (w1g1w
′
1) >τ LTτ (w2g2w
′
2) >τ · · · >τ LTτ (wsgsw′s).
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Proof. To prove condition a) implies condition b), we let NRτ,G(m) be a normal re-
mainder of m with respect to G. By Theorem 5.1.12.a, no element of Supp(NRτ,G(m))
is contained in LTτ (G). By Definition 5.2.1 we have LTτ{M} ⊂ LTτ (G). Hence no el-
ement of Supp(NRτ,G(m)) is contained in LTτ{M}. Thus NRτ,G(m) ∈ SpanKOτ (M).
Obviously m − NRτ,G(m) ∈ 〈G〉 ⊆ M . Then condition b) holds by Theorem 5.1.9.
Condition c) follows from condition b) by Theorem 5.1.12 and Remark 5.1.11.c. By
Remark 5.1.7 condition c) implies condition a) .
If a set G ⊆ Fr is a Gro¨bner basis of a K〈X〉-submodule M ⊆ Fr, then by Propo-
sition 5.2.2.b every element m ∈ Fr has a unique normal remainder with respect to G.
By Proposition 5.2.2.c, τ -Gro¨bner basis G of M is also a system of generators of M .
As Gro¨bner bases in free monoid rings, there exist more than one Gro¨bner bases for
every non-zero K〈X〉-submodule in Fr. The following proposition specifies a unique
Gro¨bner basis for every non-zero K〈X〉-submodule.
Proposition 5.2.3. For every K〈X〉-submodule M ⊆ Fr \ {0}, there exists a unique
τ -Gro¨bner basis G satisfying the following conditions.
a) The set LTτ (G) is the minimal system of generators of the 〈X〉-submonomodule
LTτ{M} ⊆ T(Fr).
b) For all g ∈ G, we have LCτ (g) = 1.
c) For all g ∈ G, we have Supp(g − LTτ (g)) ∩ LTτ{M} = ∅.
Proof. Analogous to Proposition 3.3.17.
The unique τ -Gro¨bner basis G as in Proposition 5.2.3 is called the reduced τ-
Gro¨bner basis of M . A τ -Gro¨bner basis satisfying condition 5.2.3.a is called a
minimal τ-Gro¨bner basis.
We shall mention that Gro¨bner bases in Fr can be characterized through the leading
term modules and the leading term sets as follows. Given a K〈X〉-submodule M ⊆
Fr \ {0} and a subset G ⊆M \ {0}, G is a τ -Gro¨bner basis of M if and only if the set
LTτ{G} generates the leading term module LTτ (M). The proof of this characterization
proceeds as the proofs of Propositions 3.3.3 and 3.3.4. We shall also mention that
Gro¨bner bases can be successfully characterized through rewrite rules (see [8, 9]). For
the purposes of computing Gro¨bner bases, we shall now consider Gro¨bner bases from
the point of view of syzygy modules.
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In what follows, we let s ≥ 1, g1, . . . , gs ∈ Fr\{0}, and let G be the tuple (g1, . . . , gs),
and LMτ (G) the tuple (LMτ (g1), . . . , LMτ (gs)). Moreover, we let Fs = (K〈X〉⊗K〈X〉)s
be the free K〈X〉-bimodule of rank s with the canonical basis {1, . . . , s}. We define
the K〈X〉-bimodule homomorphisms λ : Fs → Fr given by λ(i) = gi for i = 1, . . . , s,
and Λ : Fs → Fr given by Λ(i) = LMτ (gi) for i = 1, . . . , s.
Definition 5.2.4. Using the notation above, we define syzygy and syzygy module as
follows.
a) The kernel of the module homomorphism λ : Fs → Fr, i.e.
ker(λ) = {
s∑
i=1
∑
j∈N
cijwijiw
′
ij ∈ Fs |
s∑
i=1
∑
j∈N
cijwijgiw
′
ij = 0},
is called the two-sided syzygy module of G and is denoted by Syz(G). An
element in Syz(G) is called a two-sided syzygy of G.
b) Similarly, the kernel of the module homomorphism Λ : Fs → Fr, i.e.
ker(Λ) = {
s∑
i=1
∑
j∈N
cijwijiw
′
ij ∈ Fs |
s∑
i=1
∑
j∈N
cijwijLTτ (gi)w
′
ij = 0},
is called the two-sided syzygy module of LMτ (G) and is denoted by Syz(LMτ (G)).
An element in Syz(LMτ (G)) is called a two-side syzygy of LMτ (G).
Recall that K〈X〉 is 〈X〉-graded (see Example 2.2.16). Obviously Fr is a T(Fr)-
graded K〈X〉-bimodule. The tuple G together with the module term ordering τ induces
a T(Fr)-grading on Fs as follows. For t ∈ T(Fr), we let
Fs(t) = {
s∑
i=1
∑
j∈N
cijwijiw
′
ij ∈ Fs |
s∑
i=1
∑
j∈N
cijwijLTτ (gi)w
′
ij ∈ Kt}.
Then Fs becomes a T(Fr)-graded K〈X〉-bimodule.
We have the following definitions and lemmas which are similar to the corresponding
definitions and lemmas in Section 3.4.
Definition 5.2.5. Let m =
∑s
i=1
∑
j∈N cijwijiw
′
ij ∈ Fs \ {0}.
a) The term
max
τ
{LTτ (wijgiw′ij) | i ∈ {1, . . . , s}, j ∈ N, cij 6= 0} ∈ T(Fr)
is called τ-degree of m and is denoted by degτ,G(m).
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b) The element
∑s
i=1
∑
j∈N c¯ijw¯ijiw¯
′
ij ∈ Fs \ {0} given by
c¯ijw¯ijiw¯
′
ij =
cijwijiw′ij if cij 6= 0 and LTτ (wijgiw′ij) = degτ,G(m),0 otherwise
is called τ-leading form of m and is denoted by LFτ,G(m).
c) m is called homogeneous of τ -degree degτ,G(m) if degτ,G(cijwijiw
′
ij) = degτ,G(m)
for all i ∈ {1, . . . , s} and all j ∈ N such that cij 6= 0.
Lemma 5.2.6. For all m ∈ Fs \Syz(G), we have LTτ (λ(m)) ≤τ degτ,G(m). Moreover,
LTτ (λ(m)) <τ degτ,G(m) if and only if LFτ,G(m) ∈ Syz(LMτ (G)).
Proof. Analogous to Lemma 3.4.5.
Definition 5.2.7. A pair (i, j) with i, j ∈ {1, . . . , s} and i < j is called a critical
pair of G if there exist wi, w′i, wj, w′j ∈ 〈X〉 such that wiLTτ (gi)w′i = wjLTτ (gj)w′j, and
such that the common prefix of wi and wj is 1, and such that the common suffix of w
′
i
and w′j is 1. The set of all critical pairs of G will be denoted by B. For critical pair
(i, j) ∈ B, the element σij = 1LCτ (gi)wiiw′i − 1LCτ (gj)wjjw′j ∈ Fs is called the critical
syzygy of gi and gj, and the element Sij =
1
LCτ (gi)
wigiw
′
i− 1LCτ (gj)wjgjw′j ∈ Fr is called
the S-element of gi and gj.
It is clear that, for each pair i, j ∈ {1, . . . , s} satisfying i < j, there exists at most
one critical pair. Thus |B| < ∞. By Definitions 5.2.5 and 5.2.7, for each critical
pair (i, j) ∈ B the critical syzygy σij is a syzygy of LMτ (G) and is homogeneous of
τ -degree degτ,G(σij). Moreover, the following lemma holds.
Lemma 5.2.8. We have Syz(LMτ (G)) = 〈σij | (i, j) ∈ B〉.
Proof. Analogous to Lemma 3.4.8.b.
The following is the last ingredient we need for the purpose of characterizing
Gro¨bner bases through syzygy modules.
Definition 5.2.9. An elementm ∈ Fs\{0} is called a lifting of an element m¯ ∈ Fs\{0}
if we have LFτ,G(m) = m¯.
Proposition 5.2.10. Let G ⊆ Fr \ {0} be a finite set of elements which generates a
K〈X〉-submodule M = 〈G〉, let G be an associated tuple of G, and let s = |G|. Then
the following conditions are equivalent.
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a) The set G is a τ -Gro¨bner basis of M .
b) There exists a homogeneous system of generators of Syz(LMτ (G)) with the prop-
erty that every generator has a lifting in Syz(G).
Proof. Let B be the set of all critical pairs of G. The set {σij | (i, j) ∈ B} is a
homogeneous system of generators of Syz(LMτ (G)) by Lemma 5.2.8. Then the proof
proceeds exactly as the proof of Proposition 3.4.11.
Consequently, we obtain the following Buchberger Criterion.
Corollary 5.2.11. (Buchberger Criterion) Let G ⊆ Fr \ {0} be a finite set of
elements which generates a K〈X〉-submodule M = 〈G〉, let G be an associated tuple
of G, and let s = |G|. Moreover, let B be the set of all critical pairs of G. Then the
following conditions are equivalent.
a) The set G is a τ -Gro¨bner basis of M .
b) For all critical pairs (i, j) ∈ B, we have NRτ,G(Sij) = 0.
Proof. To prove condition a) implies condition b), note that by Proposition 5.2.2.b we
have NRτ,G(Sij) = NFτ,M(Sij). It is clear that Sij ∈M . Thus we have NFτ,M(Sij) = 0
by Remark 5.1.11.c. Therefore NRτ,G(Sij) = 0.
To prove condition b) implies condition a), it suffices, by Lemma 5.2.8 and Propo-
sition 5.2.10, to prove that the critical syzygy σij ∈ Fs has a lifting in Syz(G) for all
critical pairs (i, j) ∈ B . By assumption and Theorem 5.1.12, there exist c1, · · · , ct ∈
K \ {0}, gi1 , . . . , git ∈ G,w1, . . . , w′t ∈ 〈X〉 such that Sij =
∑t
k=1 ckwkgikw
′
k and
LTτ (Sij) = LTτ (w1gi1w
′
1) >τ LTτ (w2gi2w
′
2) >τ · · · >τ LTτ (wtgitw′t). Let h = σij −∑t
k=1 ckwkikw
′
k ∈ Fs. Since σij is homogeneous and degτ,G(σij) >τ LTτ (Sij) =
degτ,G(
∑t
k=1 ckwkikw
′
k), we have LFτ,G(h) = σij. Clearly λ(h) = 0. Hence h is a
lifting of σij in Syz(G).
One can check easily that Proposition 5.2.10 and Corollary 5.2.11 also hold if G is
an infinite set. We formulate a Buchberger Procedure for enumerating Gro¨bner bases
of finitely generated submodules in Fr as follows.
Theorem 5.2.12. (Buchberger Procedure) Let G ⊆ Fr \ {0} be a finite set of
elements which generates a K〈X〉-module M = 〈G〉, let G be an associated tuple of G,
and let s = |G|. Consider the following sequence of instructions.
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1) Let s′ = s and let B be the set of all critical pairs.
2) If B = ∅, return the result G. Otherwise, select a critical pair (i, j) ∈ B using a
fair strategy and delete it from B.
3) Compute the S-element Sij and its normal remainder S
′
ij = NRτ,G(Sij). If
S ′ij = 0, continue with step 2).
4) Increase s′ by one, append gs′ = S ′ij to the tuple G, and append the set {(i, s′) | i ∈
{1, . . . , s′−1}, (i, s′) is a critical pair} to the set B. Then continue with step 2).
This is a procedure that enumerates a τ -Gro¨bner basis G of M . If M has a finite
τ -Gro¨bner basis, it stops after finitely many steps and the resulting tuple G is a finite
τ -Gro¨bner basis of M .
Proof. See [8], Corollary 2.11.
We shall end this section with an example, which shows that a finitely generated
submodule need not have a finite Gro¨bner basis.
Example 5.2.13. Consider the free Q〈x1, x2〉-module F2 of rank 2 and the module
term ordering τ = PosLLex on T(F2). Let M ⊆ F2 be the Q〈x1, x2〉-submodule
generated by the set G = {g1, g2}, where g1 = x2x1e1x2 + e2, g2 = e1x22 + x1e1. We
enumerate a τ -Gro¨bner basis of M using the Buchberger Procedure given in Theorem
5.2.12.
1) Let G = (g1, g2), s′ = 2, and B = {(1, 2)}.
2) Select (1, 2) and let B = ∅.
3) Compute S12 = g1x2 − x2x1g2 = −x2x21e1 + e2x2 and S ′12 = NRτ,G(S12) =
−x2x21e1 + e2x2.
4) Let s′ = 3,G = (g1, g2, g3) with g3 = −x2x21e1 + e2x2, and B = {(2, 3)}.
2) Select (2, 3) and let B = ∅.
3) Compute S23 = x2x
2
1g2 + g3x
2
2 = x2x
3
1e1 + e2x
3
2 and S
′
23 = NRτ,G(S23) = x2x
3
1e1 +
e2x
3
2.
4) Let s′ = 4,G = (g1, g2, g3, g4) with g4 = x2x31e1 + e2x32, and B = {(2, 4)}.
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2) Select (2, 4) and let B = ∅.
3) Compute S24 = x2x
3
1g2 − g4x22 = x2x41e1 − e2x52 and S ′24 = NRτ,G(S24) = x2x41e1 −
e2x
5
2.
4) Let s′ = 5,G = (g1, g2, g3, g4, g5) with g5 = x2x41e1 − e2x52, and B = {(2, 5)}.
It is easy to check that the procedure goes on forever. We want to show that M
has the infinite reduced τ -Gro¨bner basis G = {g1, g2} ∪ {gk | k ≥ 3} with gk =
x2x
k−1
1 e1 + (−1)ke2x2k−52 . It is clear that M ⊆ 〈G〉. From g3 = −g1x2 + x2x1g2 and
gk = x2x
k−2
1 g2 − gk−1x22 for all k ≥ 4, we conclude that 〈G〉 ⊆M . Therefore M = 〈G〉.
It is easy to check that the set of all critical pairs of G is B = {(1, 2), (2, k) | k ≥ 3}. We
are going to show that NRτ,G(S12) = 0 and NRτ,G(S2k) = 0 for all k ≥ 3, and then G
is a τ -Gro¨bner basis of M using Corollary 5.2.11. The critical syzygy of (1, 2) is σ12 =
1x2 − x2x12 and the S-element S12 = −x2x21e1 + e2x2 = −g3. Thus NRτ,G(S12) = 0.
For k ≥ 3, the critical syzygy of (2, k) is σ2k = x2xk−11 2−kx22 and the S-element S2k =
x2x
k−1
1 (e1x
2
2 + x1e1)− (x2xk−11 e1 + (−1)ke2x2k−52 )x22 = x2xk1e1 + (−1)k+1e2x2k−32 = gk+1.
Thus NRτ,G(S2k) = 0. Finally, G is the infinite reduced τ -Gro¨bner basis of M , because
LTτ{G} = {x2x1e1x2, e1x22, x2xk−11 e1 | k ≥ 3} ⊆ T(F2) and G are interreduced sets and
LTτ (gi) = 1 for all gi ∈ G.
5.3 Improved Buchberger Procedures
Let G ⊆ Fr \ {0} be a finite set of elements which generates a K〈X〉-submodule
M = 〈G〉, let G be an associated tuple of G, and let s = |G|. Moreover, let B be the set
of all critical pairs of G, and let Σ = {σij | (i, j) ∈ B} be the set of critical syzygies. By
Proposition 5.2.10, G is a τ -Gro¨bner basis of M if and only if there is a homogeneous
system of generators of the syzygy module Syz(LMτ (G)) consisting entirely of elements
which have a lifting in the syzygy module Syz(G). By Lemma 5.2.8, Σ is a homogeneous
system of generators of Syz(LMτ (G)). During the Buchberger Procedure (see Theorem
5.2.12), the existence of a lifting of each element in Σ is checked by the Division
Algorithm, which tends to be expensive. Our main goal in this section is to improve
the Buchberger Procedure by detecting unnecessary critical pairs, i.e. the critical pairs
whose associated critical syzygies are redundant (see Definition 5.3.7). We shall achieve
this goal by generalizing our methods for improving the Buchberger Procedure in free
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monoid rings (see Section 4.2) to Fr. We also present an improvement of the Buchberger
Procedure related to redundant generators.
In what follows, we let Fs = (K〈X〉⊗K〈X〉)s be the free K〈X〉-bimodule of rank s
with the canonical basis {1, . . . , s}. For our purposes, we shall define the module
term ordering τ̂ on T(Fs) induced by (τ,G) as follows (compare with Example 5.1.2).
Definition 5.3.1. Let τ be a module term ordering on T(Fr), and let G = (g1, . . . , gs) ∈
(Fr \ {0})s be a tuple of elements. The module term ordering τ̂ on T(Fs) induced by
(τ,G) as follows. For all w1iw′1, w2jw′2 ∈ T(Fs) with i, j ∈ {1, . . . , s} and w1, w′1, w2, w′2
∈ 〈X〉, we say that w1iw′1 ≥τ̂ w2jw′2 if we have w1LTτ (gi)w′1 >τ w2LTτ (gj)w′2, or if
we have w1LTτ (gi)w
′
1 = w2LTτ (gj)w
′
2 and i ≥ j.
By Definitions 5.2.7 and 5.3.1, for each critical pair (i, j) ∈ B the critical syzygy
σij =
1
LCτ (gi)
wiiw
′
i − 1LCτ (gj)wjjw′j ∈ Fs satisfies LTτ̂ (σij) = wjjw′j. Furthermore,
we order critical syzygies in Σ with respect to τ̂ as follows. For two critical syzygies
σij =
1
LCτ (gi)
wiiw
′
i − 1LCτ (gj)wjjw′j, σkl = 1LCτ (gk)wkkw′k − 1LCτ (gl)wllw′l ∈ Σ, we say
that σij ≥τ̂ σkl if we have wjjw′j >τ̂ wllw′l, or if we have wjjw′j = wllw′l and
wiiw
′
i ≥τ̂ wkkw′k. It is easy to verify that τ̂ is a well-ordering on Σ.
The crucial idea of our method is to detect critical pairs whose associated criti-
cal syzygies can be generated by smaller critical syzygies with respect to τ̂ . Then by
Lemma 5.2.8 we get a smaller homogeneous system of generator of Syz(LMτ (G)). Fi-
nally, using Proposition 5.2.10 we achieve our desired improvement of the Buchberger
Procedure.
Remark 5.3.2. Let us collect some observations.
a) Let (i, k), (j, k) ∈ B be two distinct critical pairs with associated critical syzygies
σik =
1
LCτ (gi)
wiiw
′
i − 1LCτ (gk)wkikw′ki and σjk = 1LCτ (gj)wjjw′j − 1LCτ (gk)wkjkw′kj,
respectively. If there exist w,w′ ∈ 〈X〉 such that wki = wwkj, wki = w′kjw′, then
we have
σik − wσjkw′ = 1
LCτ (gi)
wiiw
′
i −
1
LCτ (gj)
wwjjw
′
jw
′
where 1
LCτ (gi)
wiiw
′
i− 1LCτ (gj)wwjjw′jw′ is a multiple of σi′j′ , where i′ = min{i, j},
j′ = max{i, j}. Obviously σik >τ̂ σi′j′ . By the definition of τ̂ on Σ, we have
σik >τ̂ σjk if and only if i > j or i < j and ww
′ 6= 1.
b) Let (j, i), (i, k) ∈ B be two distinct critical pairs with associated critical syzygies
σji =
1
LCτ (gj)
wjjw
′
j − 1LCτ (gi)wijiw′ij and σik = 1LCτ (gi)wikiw′ik − 1LCτ (gk)wkkw′k,
126 5. Gro¨bner Basis Theory in (K〈X〉 ⊗K〈X〉)r
respectively. If there exist w,w′ ∈ 〈X〉 such that wik = wwij, w′ik = wijw′, then
we have
σik + wσjiw
′ =
1
LCτ (gj)
wwjjw
′
jw
′ − 1
LCτ (gk)
wkkw
′
k
where 1
LCτ (gj)
wwjjw
′
jw
′ − 1
LCτ (gk)
wkkw
′
k is a multiple of σjk. Clearly σik >τ̂ σji
and σik >τ̂ σjk. However, we shall show later that this case is unlikely to happen
after removing unnecessary critical pairs detected by a) (see Proposition 5.3.4).
c) Let (i, j) ∈ B be a critical pair with associated critical syzygy σij = 1LCτ (gi)wiiw′i−
1
LCτ (gj)
wjjw
′
j, and let gk ∈ G with k > j. If there exist w,w′ ∈ 〈X〉 such that
wjLTτ (gj)w
′
j = wLTτ (gk)w
′, then we have
σij = (
1
LCτ (gi)
wiiw
′
i −
1
LCτ (gk)
wkw
′)− ( 1
LCτ (gj)
wjjw
′
j −
1
LCτ (gk)
wkw
′)
where 1
LCτ (gi)
wiiw
′
i− 1LCτ (gk)wkw′ and 1LCτ (gj)wjjw′j− 1LCτ (gk)wkw′ are multiples
of σik and σjk, respectively. By the definition of τ̂ on Σ, we have σij >τ̂ σik and
σij >τ̂ σjk if and only if wkw
′ is a proper multiple of LTτ̂ (σik) and LTτ̂ (σjk).
Based on these observations we have the following proposition.
Proposition 5.3.3. Let B be the set of all critical pairs of G. Consider the following
sequence of instructions.
a) Remove from B all pairs (i, k) with the property that there exist w,w′ ∈ 〈X〉 and
a pair (j, k) ∈ B such that LTτ̂ (σik) = wLTτ̂ (σjk)w′ and such that either i > j
or i < j and ww′ 6= 1. Denote the resulting set of critical pairs by B′.
b) Remove from B′ all pairs (i, j) with associated critical syzygy σij = 1LCτ (gi)wiiw
′
i−
1
LCτ (gj)
wjjw
′
j and with the property that there exist w,w
′ ∈ 〈X〉 and gk ∈ G with
k > j such that wjLTτ (gj)w
′
j = wLTτ (gk)w
′ and such that wkw′ is a proper
multiple of LTτ̂ (σik) and LTτ̂ (σjk). Denote the resulting set of critical pairs by B
′′.
Then we have Syz(LMτ (G)) = 〈σij | (i, j) ∈ B′′〉.
Proof. This follows immediately from Lemma 5.2.8 and Remark 5.3.2.
It is clear that, for any two elements σij, σkl of {σij | (i, j) ∈ B′}, neither LTτ̂ (σij) is
a multiple of LTτ̂ (σkl) nor LTτ̂ (σkl) is a multiple of LTτ̂ (σij). Moreover, the following
proposition shows that the set {σij | (i, j) ∈ B′} is actually interreduced.
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Proposition 5.3.4. Let B′ be the set of critical pairs as in Proposition 5.3.3.a, and let
(i, k) ∈ B′ be a critical pair whose critical syzygy is σik = 1LCτ (gi)wikiw′ik− 1LCτ (gk)wkkw′k.
Then there is no critical pair (j, i) ∈ B′ such that wikiw′ik is a multiple of LTτ̂ (σji).
Proof. For a contradiction, suppose that there exists a critical pair (j, i) ∈ B′ with
associated critical syzygy σji =
1
LCτ (gj)
wjjw
′
j− 1LCτ (gi)wijiw′ij such that wwijiw′ijw′ =
wikiw
′
ik for some w,w
′ ∈ 〈X〉. Then we have σik + wσjiw′ = 1LCτ (gj)wwjjw′jw′ −
1
LCτ (gk)
wkkw
′
k, which is a multiple of σjk ∈ B. Obviously σjk <τ̂ σik. Thus σik is
removed from B in Proposition 5.3.3.a due to σjk: a contradiction.
Note that Proposition 5.3.3 is a generalization of the Gebauer-Mo¨ller Installation
(see [33]) in Fr. Using Proposition 5.3.3, we shall improve the Buchberger Procedure
as follows.
Theorem 5.3.5. (Improved Buchberger Procedure I) In the situation of Theo-
rem 5.2.12, we replace step 4) by the following sequence of instructions.
4a) Increase s′ by one, append gs′ = S ′ij to the tuple G, and form the set B(s′) =
{(i, s′) | i ∈ {1, . . . , s′ − 1}, (i, s′) is a critical pair}.
4b) Remove from B(s′) all pairs (i, s′) with the property that there exist w,w′ ∈ 〈X〉
and (j, s′) ∈ B(s′) such that LTτ̂ (σis′) = wLTτ̂ (σjs′)w′ and such that either i > j
or i < j and ww′ 6= 1.
4c) Remove from B all pairs (i, j) with associated critical syzygy σij =
1
LCτ (gi)
wiiw
′
i−
1
LCτ (gj)
wjjw
′
j, which has the property that there exist w,w
′ ∈ 〈X〉 such that
wjLTτ (gj)w
′
j = wLTτ (gs′)w
′ and such that ws′w′ is a proper multiple of LTτ̂ (σis′)
and LTτ̂ (σjs′).
4d) Replace B by B ∪B(s′) and continue with step 2).
Then the resulting set of instructions is a procedure that enumerates a τ -Gro¨bner ba-
sis G of M . If M has a finite τ -Gro¨ber basis, it stops after finitely many steps and the
resulting tuple G is a finite τ -Gro¨bner basis of M .
Proof. This follows from Propositions 5.2.10 and 5.3.3 and Theorem 5.2.12.
The following example shows the effectiveness of our improvement.
Example 5.3.6. Consider the free Q〈x1, x2〉-module F2 of rank 2 equipped with the
module term ordering τ = PosLLex on T(F2). Let M ⊆ F2 be the Q〈x1, x2〉-submodule
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generated by the set G = {g1, g2}, where g1 = x2x1e1x2 + e1, g2 = e1x22 + x1e2 (cf. [9]).
We enumerate a τ -Gro¨bner basis of M using the Improved Buchberger Procedure I
given in Theorem 5.3.5.
1) Let G = (g1, g2), s′ = 2, and B = {(1, 2)} with σ12 = 1x2 − x2x12.
2) Select (1, 2) and let B = ∅.
3) Compute S12 = e1x2 − x2x21e2 and S ′12 = NRτ,G(S12) = e1x2 − x2x21e2.
4a) Let s′ = 3,G = (g1, g2, g3) with g3 = e1x2 − x2x21e2, and B(3) = {(1, 3), (2, 3)}
with σ13 = 1 − x2x13, σ23 = 2 − 3x2.
4d) Let B = {(1, 3), (2, 3)}. Note that σ13 >τ̂ σ23.
2) Select (2, 3) and let B = {(1, 3)}.
3) Compute S23 = x2x
2
1e2x2 + x1e2 and S
′
23 = NRτ,G(S23) = x2x
2
1e2x2 + x1e2.
4a) Let s′ = 4,G = (g1, g2, g3, g4) with g4 = x2x21e2x2 + x1e2, and B(4) = ∅.
2) Select (1, 3) and let B = ∅.
3) Compute S13 = e1 + x2x1x2x
2
1e2 and S
′
13 = NRτ,G(S13) = e1 + x2x1x2x
2
1e2.
4a) Let s′ = 5,G = (g1, g2, g3, g4, g5) with g5 = e1 + x2x1x2x21e2, and B(5) =
{(1, 5), (2, 5), (3, 5)} with σ15 = 1 − x2x15x2, σ25 = 2 − 5x22, σ35 = 3 − 5x2.
4b) Remove (1, 5), (2, 5) from B(5), since LTτ̂ (σ15) = x2x15x2,LTτ̂ (σ25) = 5x
2
2 are
proper multiples of LTτ̂ (σ35) = 5x2.
4d) Let B = {(3, 5)}.
2) Select (3, 5) and let B = ∅.
3) Compute S35 = −x2x1x2x21e2x2 − x2x21e2 and S ′35 = NRτ,G(S35) = 0.
2) Since B = ∅, return the tuple G = (g1, g2, g3, g4, g5).
Hence G = (g1, g2, g3, g4, g5) is a τ -Gro¨bner basis of M . During the computation, the
total number of critical pairs is 6, and 2 unnecessary critical pairs are detected. We
conclude that our method improves the Buchberger Procedure efficiently.
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Our next improvement of the Buchberger Procedure is related to redundant gen-
erators. In Section 3.3 we defined redundant generators through Gro¨bner bases (see
Definition 3.3.13). In the literature, a more standard and precise meaning of the ad-
jective “redundant” should be as follows.
Definition 5.3.7. Let G ⊆ Fr \ {0} be a set of elements which generates a K〈X〉-
submodule M = 〈G〉. An element g ∈ G is called redundant if the set G \ {g} still
generates M .
In general it is not a trivial task to determine whether or not a generator is redun-
dant. Given a Gro¨bner basis, the following proposition enables us to detect redundant
generators of some pattern.
Proposition 5.3.8. Let M ⊆ Fr\{0} be a K〈X〉-submodule, and let G be a τ -Gro¨bner
basis of M . If g ∈ G has the property that there exists an element g′ ∈ G \ {g} such
that LTτ (g) is a multiple of LTτ (g
′), then g is redundant. Furthermore, the set G \ {g}
is still a τ -Gro¨bner basis of M .
Proof. Analogous to Proposition 3.3.14.
Example 5.3.9. (continued) Consider Example 5.3.6 again. In this example we
obtain a τ -Gro¨bner basis G = (g1, g2, g3, g4, g5) of M , where g1 = x2x1e1x2 + e1, g2 =
e1x
2
2 + x1e2, g3 = e1x2 − x2x21e2, g4 = x2x21e2x2 + x1e2, and g5 = e1 + x2x1x2x21e2. Since
LTτ (g1) = x2x1e1x2,LTτ (g2) = e1x
2
2,LTτ (g3) = e1x2 are multiples of LTτ (g5) = e1, the
generators g1, g2, g3 are redundant and the set {g4, g5} is again a τ -Gro¨bner basis of M .
Using Proposition 5.3.8, we have the following straightforward generalization of
Theorem 4.2.24 and Corollary 4.2.25. The proofs of the correctness and the termination
proceed exactly as the proofs of Theorem 4.2.24 and Corollary 4.2.25.
Theorem 5.3.10. (Improved Buchberger Procedure II) Let G ⊆ Fr \ {0} be a
set of elements which generates a K〈X〉-submodule M = 〈G〉. Consider the following
sequence of instructions.
1) Interreduce the system of generators G using the Interreduction Algorithm given
in Corollary 5.1.14.
2) Let G be an associated tuple of G, let s′ = |G|, let T be the tuple (t1, . . . , ts′) with
ti = true for all i ∈ {1, . . . , s′}, and let B be the set of all critical pairs.
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3) If B = ∅, return the subtuple G ′ of G consisting of the elements gi such that
ti = true. Otherwise, select a critical pair (i, j) ∈ B using a fair strategy and
delete it from B.
4) Let G ′ be the subtuple of G consisting of the elements gi such that ti = true.
Compute the S-element Sij and its normal remainder S
′
ij = NRτ,G′(Sij). If S
′
ij =
0, continue with step 3).
5) Increase s′ by one, append gs′ = S ′ij to the tuple G, append ts′ = true to the tu-
ple T , and append the set {(i, s′) | i ∈ {1, . . . , s′− 1}, ti = true, (i, s′) is a critical
pair} to the set B.
6) For every i ∈ {1, . . . , s′ − 1}, let ti = false if LTτ (gi) is a multiple of LTτ (gs′).
Then continue with step 3).
This is a procedure that enumerates a minimal τ -Gro¨bner basis of M . If M has a
finite τ -Gro¨ber basis, it stops after finitely many steps and the resulting tuple is a finite
minimal τ -Gro¨bner basis of M .
We end this section by applying the Improved Buchberger Procedure II to Example
5.3.6.
Example 5.3.11. (continued) Consider Example 5.3.6 again. Recall that in the
example we have Q〈x1, x2〉-submodule M = 〈g1, g2〉 ⊆ F2 with g1 = x2x1e1x2 +e1, g2 =
e1x
2
2 + x1e2 and the module term ordering τ = PosLLex. Now we enumerate a τ -
Gro¨bner basis of M using the Improved Buchberger Procedure II given in Theorem
5.3.10.
1) G = {g1, g2} is an interreduced system of generators.
2) Let G = (g1, g2), s′ = 2, T = (t1, t2) with t1 = t2 = true, and B = {(1, 2)} with
σ12 = 1x2 − x2x12.
3) Select (1, 2) and let B = ∅.
4) Let G ′ = (g1, g2). Compute S12 = e1x2 − x2x21e2 and S ′12 = NRτ,G′(S12) =
e1x2 − x2x21e2.
5) Let s′ = 3,G = (g1, g2, g3) with g3 = e1x2−x2x21e2, T = (t1, t2, t3) with t3 = true,
and B = {(1, 3), (2, 3)} with σ13 = 1 − x2x13, σ23 = 2 − 3x2.
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6) Let t1 = t2 = false, since LTτ (g1) = x2x1e1x2,LTτ (g2) = e1x
2
2 are multiples of
LTτ (g3) = e1x2.
3) Select (2, 3) and let B = {(1, 3)}.
4) Let G ′ = (g3). Compute S23 = x2x21e2x2 + x1e2 and S ′23 = NRτ,G′(S23) =
x2x
2
1e2x2 + x1e2.
5) Let s′ = 4,G = (g1, g2, g3, g4) with g4 = x2x21e2x2 + x1e2, T = (t1, t2, t3, t4) with
t4 = true.
3) Select (1, 3) and let B = ∅.
4) Let G ′ = (g3, g4). Compute S13 = e1 + x2x1x2x21e2 and S ′13 = NRτ,G′(S13) =
e1 + x2x1x2x
2
1e2.
5) Let s′ = 5,G = (g1, g2, g3, g4, g5) with g5 = e1 + x2x1x2x21e2, T = (t1, t2, t3, t4, t5)
with t5 = true, and B = {(3, 5)} with σ35 = 3 − 5x2.
6) Let ts = false, since LTτ (g3) = e1x2 is a multiple of LTτ (g5) = e1.
3) Select (3, 5) and let B = ∅.
4) Let G ′ = (g4, g5). Compute S35 = −x2x1x2x21e2x2−x2x21e2 and S ′35 = NRτ,G′(S35) =
0.
3) Since B = ∅, return the tuple G = (g4, g5).
Hence G = (g4, g5) is a minimal τ -Gro¨bner basis of M . During the computation,
redundant generators g1, g2, g3 are detected. Consequently, unnecessary critical pairs
(1, 5) and (2, 5) are “removed” because of the redundancy of g1 and g2.
5.4 The F4 Procedure
Since the sixties of the past century, great efforts have been made to improve the clas-
sical Buchberger Algorithm (or Procedure) for computing (or enumerating) Gro¨bner
bases effectively and efficiently in both the commutative and the non-commutative
cases. There are mainly two directions. One is to develop powerful criteria to re-
move unnecessary critical pairs (or obstructions). In the commutative case, we refer to
132 5. Gro¨bner Basis Theory in (K〈X〉 ⊗K〈X〉)r
[12, 13, 17, 33, 43, 44] for more details. In the non-commutative case, we refer to Sec-
tions 4.2 and 5.3 of this thesis for details. Another direction is to play with strategies
during Gro¨bner basis computations, for instance, the sugar cube strategy (see [4, 34]),
FGLM techniques (see [3, 28]), et cetera. In [26], J.-C. Fauge`re described a new effi-
cient algorithm, called the F4 Algorithm, for computing Gro¨bner bases in commutative
polynomial rings. The main idea of the F4 Algorithm is to represent several polyno-
mials in a matrix form by a symbolic preprocessing step, then compute a row echelon
form of the matrix, and hence reduce several polynomials by a list of polynomials si-
multaneously. The F4 Algorithm takes advantage of sophisticated techniques in linear
algebra as well as rapidly developing techniques in parallel computing. As a result, it
is able to handle many previously untractable problems. Later, J.-C. Fauge`re [27] also
took into account unnecessary critical pairs and proposed the F5 Algorithm.
In this section we shall generalize the F4 Algorithm to the non-commutative case.
Since Gro¨bner bases of submodules may be infinite (see Example 5.2.13), we have to
content ourselves with the F4 Procedure which enumerates Gro¨bner bases. Note that
the main goal of this section is to explicitly show the viability of this generalization.
Hence we shall not concern ourselves with further optimizations of the F4 Procedure
except for the improvements we obtained in the last section.
The fundamental step to formulate an F4 Procedure is to build a connection between
a (finite) set of elements in Fr and a linear system of equations over K. We construct
this connection in the following definition and illustrate it through a concrete example.
Recall that we let τ is a module term ordering on T(Fr) (see Assumption 5.1.5).
Definition 5.4.1. Let T = (t1, . . . , tm) ∈ (T(Fr))m be an ordered tuple of terms with
respect to τ , i.e. t1 >τ · · · >τ tm, and let Km be the vector space of rank m over K.
We define a bijective linear map Ψ : SpanK(T )→ Km given by Ψ(ti) = ηi, where ηi is
the ith canonical basis of Km, i.e. ηi = (0, . . . , 0, 1, 0, . . . , 0) with 1 occurring in the i
th
position for i = 1, . . . ,m.
a) Let G = {g1, . . . , gs} ⊆ Fr be a set of elements. Assume that T consists of all
terms in ∪si=1Supp(gi). We construct a matrix MG ∈ Mats×m(K) whose jth row
vector is Ψ(gj), and we call MG a matrix form of G with respect to τ .
b) Conversely, let M ∈ Mats×m(K) be a matrix. We construct a set GM ⊆ Fr
consisting of the elements Ψ−1(mj) where mj is the jth row vector of M , and we
call GM a polynomial form of M with respect to τ .
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Example 5.4.2. Consider the free Q〈x1, x2〉-module F2 of rank 2 equipped with the
module term ordering τ = PosLLex on T(F2). Let G = {g1, g2} ⊆ F2 be a set where
g1 = x2x1e1x
2
2 + e1x2, g2 = x2x1e1x
2
2 + x2x
2
1e2, and let T = (x2x1e1x22, e1x2, x2x21e2).
The matrix form of G with respect to τ is as follows.
(x2x1e1x22 e1x2 x2x21e2
g1 1 1 0
g2 1 0 1
)
= MG
Recall that a matrix is in row echelon form if all non-zero rows are above any rows
of all zeros, and the pivot of a non-zero row is always strictly to the right of the pivot
of the row above it. A row echelon form can be achieved by Gaußian elimination.
Definition 5.4.3. Let G ⊆ Fr \{0} be a finite set of elements, and let MG be a matrix
form of G with respect to τ . Moreover, let M˜G be a row echelon form of MG. Then a
polynomial form of M˜G is called a row echelon form of G with respect to τ and is
denoted by G˜.
Example 5.4.4. (continued) Consider Example 5.4.2 again. In this example we
have G = {g1, g2} where g1 = x2x1e1x22 + e1x2, g2 = x2x1e1x22 + x2x21e2, τ = PosLLex,
and T = (x2x1e1x22, e1x2, x2x21e2). The matrix form MG of G with respect to τ and a
row echelon form M˜G of MG are as follows.
MG =
(
1 1 0
1 0 1
)
⇒ M˜G =
(
1 1 0
0 1 −1
)
Hence G˜ = {x2x1e1x22 + e1x2, e1x2 − x2x21e2} is a row echelon form of G with respect
to τ .
The following proposition is a straightforward generalization of [26], Corollary 2.1,
which describes elementary properties of row echelon forms.
Proposition 5.4.5. Let G ⊆ Fr\{0} be a finite set of elements, let G˜ be a row echelon
form of G with respect to τ , and let G˜+ = {g ∈ G˜ | LTτ (g) /∈ LTτ{G}}. Moreover, let
G ⊆ G be a subset such that LTτ{G } = LTτ{G} and such that the leading terms of
elements in G are pairwise distinct. Then G˜+∪G is a K-basis of SpanK(G), i.e. for
every element m ∈ SpanK(G)\{0} there exist c1, . . . , cs ∈ K \{0}, g1, . . . , gs ∈ G˜+∪G
such that m =
∑s
i=1 cigi and LTτ (m) = LT(g1) >τ · · · >τ LTτ (gs).
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Proof. It is clear that the leading terms of elements in G˜+∪G are pairwise distinct, thus
the elements in G˜+ ∪ G are linearly independent. We prove that SpanK(G˜+ ∪ G ) =
SpanK(G). Obviously SpanK(G˜
+ ∪ G ) ⊆ SpanK(G). For a contradiction, suppose
that SpanK(G˜
+ ∪G ) ⊂ SpanK(G). Since τ is a well-ordering, there exists a non-zero
element m ∈ SpanK(G) \SpanK(G˜+ ∪G ) having a minimal leading term with respect
to τ . If LTτ (m) ∈ LTτ{G}, then by the definition of G there is m′ ∈ G ⊆ G˜+ ∪ G
such that LTτ (m
′) = LTτ (m) and we get an element m − LTτ (m)LTτ (m′)m′ which is still in
SpanK(G) \ SpanK(G˜+ ∪ G ) and has a smaller leading term: a contradiction. Thus
we have to have LTτ (m) /∈ LTτ{G}. Since G˜ is a row echelon form of G, the leading
terms of elements in G˜ are pairwise distinct and SpanK(G˜) = SpanK(G). Thus there
exist c′1, . . . , c
′
t ∈ K \ {0}, g′1, . . . , g′t ∈ G˜ such that m =
∑t
j=1 c
′
jg
′
j and LTτ (m) =
LTτ (g
′
1) >τ · · · >τ LTτ (g′t). Therefore LTτ (g′1) = LTτ (m) /∈ LTτ{G}. By the definition
of G˜ we have g′1 ∈ G˜+ ⊆ G˜+ ∪G . Again we get an element m− c′1g′1 which is still in
SpanK(G)\SpanK(G˜+∪G ) and has a smaller leading term: a contradiction again.
Example 5.4.6. (continued) We consider again Example 5.4.4. In this example we
have G = {g1, g2} where g1 = x2x1e1x22 + e1x2, g2 = x2x1e1x22 +x2x21e2, and G˜ = {g˜1, g˜}
where g˜1 = g1 = x2x1e1x
2
2 + e1x2, g˜2 = e1x2 − x2x21e2. Thus G˜+ = {g ∈ G˜ | LTτ (g) /∈
LTτ{G}} = {g˜2}. Let G = {g2}. We show that G˜+ ∪ G = {g˜2, g2} is a K-basis of
SpanK(G) and hence verify Proposition 5.4.5. Clearly {g˜2, g2} is a linearly independent
set. From g1 = g2+g˜2 it follows that g1 ∈ SpanK{g˜2, g2}. Therefore {g˜2, g2} is a K-basis
of SpanK(G).
In the following we shall introduce the Reduction Algorithm, which is the main
ingredient of the F4 Procedure and is comparable to the Division Algorithm in the
Buchberger Procedure.
Theorem 5.4.7. (The Reduction Algorithm) Let L,G ⊆ Fr \ {0} be two finite
subsets. Consider the following sequence of instructions.
1) Let F = L and T = ∪f∈FSupp(f).
2) If T = ∅, continue with step 4). Otherwise, select a term t ∈ T and delete it
from T .
3) If there exist w,w′ ∈ 〈X〉, g ∈ G such that t = wLTτ (g)w′, then append wgw′
to F and append Supp(wgw′) \ {t} to T . Continue with step 2).
4) Compute a row echelon form F˜ of F with respect to τ .
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5) Return the set F˜+ = {f ∈ F˜ \ {0} | LTτ (f) /∈ LTτ{F}}.
This is an algorithm. When it stops, we have LTτ (h) /∈ LTτ (G) for all h ∈ F˜+.
Proof. To prove termination, observe that each time step 2) executes one term t is
deleted from T . The set T is enlarged only in step 3). From t = wLTτ (g)w
′ and
Remark 5.1.7, we conclude that terms in Supp(wgw′) \ {t} are strictly smaller than
t with respect to τ . Thus in step 3) only those terms which are strictly smaller than
t are appended to T . Since τ is a well-ordering, this can happen only finitely many
times. Therefore the procedure terminates after finitely many steps.
We show that LTτ (h) /∈ LTτ (G) for all h ∈ F˜+. For the sake of contradiction,
suppose that there exists an element h ∈ F˜+ such that LTτ (h) ∈ LTτ (G). Then there
exist w,w′ ∈ 〈X〉, g ∈ G satisfying LTτ (h) = wLTτ (g)w′. On the other hand, we have
LTτ (h) ∈ Supp(h) ⊆ Supp(F˜+) ⊆ Supp(F˜ ) ⊆ Supp(F ). Thus wgw′ is appended to F
in step 2). By Remark 5.1.7 we have LTτ (h) = LTτ (wgw
′) ∈ LTτ{F} which contradicts
the definition of F˜+.
A set F˜+ obtained in Theorem 5.4.7 is called a reduction remainder of L with
respect to G and is denoted by RRτ,G(L). In the literature, steps 1), 2), and 3) form
the so-called symbolic preprocessing (see [26]). Observe that if the set L consists of
only one element, the Reduction Algorithm is compared to the Division Algorithm
as in Theorem 5.1.12. Otherwise, it can be considered as a division algorithm which
simultaneously computes normal remainders of a set of elements and is followed by
some interreduction steps on the normal remainders.
Example 5.4.8. Consider the free Q〈x1, x2〉-module F2 of rank 2 equipped with the
module term ordering τ = PosLLex. LetG = {g1, g2, g3} ⊆ F2 where g1 = x2x1e1x2+e1,
g2 = e1x
2
2 + x1e2, g3 = e1x2 − x2x21e2, and L = {g1x2, x2x1g2, g1, x2x1g3, g2, g3x2}. We
compute a reduction remainder of L with respect to G using the Reduction Algorithm
given in Theorem 5.4.7.
1) F = L and T = {x2x1e1x22, x2x1e1x2, e1x22, e1x2, e1, x2x1x2x21e2, x2x21e2x2, x2x21e2,
x1e2}.
2) Select x2x1e1x
2
2 and let T = {x2x1e1x2, e1x22, e1x2, e1, x2x1x2x21e2, x2x21e2x2, x2x21e2,
x1e2}.
3) Since x2x1LTτ (g3)x2, let F = F ∪{x2x1g3x2} = {g1x2, x2x1g2, g1, x2x1g3, g2, g3x2,
x2x1g3x2} and T = T ∪{x2x1x2x21e2x2} = {x2x1e1x2, e1x22, e1x2, e1, x2x1x2x21e2x2,
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x2x1x2x
2
1e2, x2x
2
1e2x2, x2x
2
1e2, x1e2}.
2) Select x2x1e1x2 and let T = {e1x22, e1x2, e1, x2x1x2x21e2x2, x2x1x2x21e2, x2x21e2x2,
x2x
2
1e2, x1e2}.
3) Since x2x1LTτ (g3), let F = F ∪ {x2x1g3} = {g1x2, x2x1g2, g1, x2x1g3, g2, g3x2,
x2x1g3x2} and T = T ∪{x2x1x2x21e2} = {e1x22, e1x2, e1, x2x1x2x21e2x2, x2x1x2x21e2,
x2x
2
1e2x2, x2x
2
1e2, x1e2}.
2) Select e1x
2
2 and let T = {e1x2, e1, x2x1x2x21e2x2, x2x1x2x21e2, x2x21e2x2, x2x21e2, x1e2}.
3) Since LTτ (g3)x2, let F = F∪{g3x2} = {g1x2, x2x1g2, g1, x2x1g3, g2, g3x2, x2x1g3x2}
and T = T ∪{x2x21e2x2} = {e1x2, e1, x2x1x2x21e2x2, x2x1x2x21e2, x2x21e2x2, x2x21e2,
x1e2}.
2) Select e1x2 and let T = {e1, x2x1x2x21e2x2, x2x1x2x21e2, x2x21e2x2, x2x21e2, x1e2}.
3) Since LTτ (g3), let F = F ∪{g3} = {g1x2, x2x1g2, g1, x2x1g3, g2, g3x2, x2x1g3x2, g3}
and T = T ∪ {x2x21e2} = {e1, x2x1x2x21e2x2, x2x1x2x21e2, x2x21e2x2, x2x21e2, x1e2}.
2) Note that no element in T is a multiple of the leading term of element in G. Let
T = ∅.
4) We have F = {g1x2, x2x1g2, g1, x2x1g3, g2, g3x2, x2x1g3x2, g3}. Let T = (x2x1e1x22,
x2x1e1x2, e1x
2
2, e1x2, e1, x2x1x2x
2
1e2x2, x2x1x2x
2
1e2, x2x
2
1e2x2, x2x
2
1e2, x1e2). Then
the matrix form MF of F and a row echelon form M˜F of MF are as follows.
1 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 1 0
0 1 0 0 1 0 0 0 0 0
0 1 0 0 0 0 −1 0 0 0
0 0 1 0 0 0 0 0 0 1
0 0 1 0 0 0 0 −1 0 0
1 0 0 0 0 −1 0 0 0 0
0 0 0 1 0 0 0 0 −1 0

⇒

1 0 0 1 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 −1 0
0 0 0 0 1 0 1 0 0 0
0 0 0 0 0 1 0 0 1 0
0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0

Thus F has a row echelon form F˜ = {x2x1e1x22 + e1x2, x2x1e1x2 + e1, e1x22 +
x1e2, e1x2 − x2x21e2, e1 + x2x1x2x21e2, x2x1x2x21e2x2 + x2x21e2, x2x21e2x2 + x1e2, 0}.
5) F˜+ = {e1 + x2x1x2x21e2, x2x1x2x21e2x2 + x2x21e2, x2x21e2x2 + x1e2}.
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Proposition 5.4.9. In the situation of Theorem 5.4.7, we let L ⊆ {wgw′ | g ∈ G,
w,w′ ∈ 〈X〉} be a subset. Then for every element m ∈ SpanK(L) \ {0} there exists a
Gro¨bner representation in terms of G ∪ F˜+.
Proof. In step 4) of Theorem 5.4.7, we let F ⊆ F be a subset such that LTτ{F } =
LTτ{F} and the leading terms of elements in F are pairwise distinct. Then by Proposi-
tion 5.4.5 the set F˜+ ∪F is a K-basis of SpanK(F ) and the leading terms of elements
in F˜+ ∪ F are pairwise distinct. It is clear that SpanK(L) ⊆ SpanK(F ). Hence
by Proposition 5.4.5 for every element m ∈ SpanK(L) \ {0} there exist c1, . . . , cs ∈
K\{0}, f1, . . . , fs ∈ F˜+∪F such that m =
∑s
i=1 cifi and LTτ (m) = LTτ (f1) >τ · · · >τ
LTτ (fs). By the assumption L ⊆ {wgw′ | w,w′ ∈ 〈X〉, g ∈ G} and the construction
of F as in Theorem 5.4.7, for every element f ∈ F ⊆ F there exist w,w′ ∈ 〈X〉, g ∈ G
such that f = wgw′. Hence m =
∑s
i=1 cifi is a Gro¨bner representation of m in terms
of G ∪ F˜+.
Theorem 5.4.7 together with Proposition 5.4.9 enables us to formulate the following
F4 Procedure for enumerating Gro¨bner bases in Fr.
Theorem 5.4.10. (F4 Procedure) Let G ⊆ Fr \ {0} be a finite set of elements
which generates a K〈X〉-submodule M = 〈G〉, let G be an associated tuple of G, and
let s = |G|. Consider the following sequence of instructions.
1) Let s′ = s and let B be the set of all critical pairs.
2) If B = ∅, return the tuple G. Otherwise, select a subset B′ ⊆ B using a fair
strategy and delete the corresponding entries from B.
3) Let L = ∪(i,j)∈B′{ 1LCτ (gi)wigiw′i, 1LCτ (gj)wjgjw′j}. Compute F˜+ = RRτ,G(L).
4) If F˜+ = ∅, continue with step 2). Otherwise, select an element m ∈ F˜+ and
delete it from F˜+. Increase s′ by one, append gs′ = m to G, and append the set
{(i, s′) | i ∈ {1, . . . , s′ − 1}, (i, s′) is a critical pair} to the set B. Continue with
step 4).
This is a procedure that enumerates a τ -Gro¨bner basis G of M . If M has a finite
τ -Gro¨bner basis, it stops after finitely many steps and the resulting tuple G is a finite
τ -Gro¨bner basis of M .
Proof. We prove the correctness. Observe that all critical pairs of G are constructed in
steps 1) and 4). The fair selection strategy in Step 2) makes sure that all critical pairs
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are eventually selected. In step 3) we have Sij ∈ SpanK(L). Then by appending F˜+ to G
and by Proposition 5.4.9, Sij has a Gro¨bner representation in terms of G, i.e. there exist
c1, · · · , ct ∈ K \ {0}, w1, . . . , w′t ∈ 〈X〉, gi1 , . . . , git ∈ G such that Sij =
∑t
k=1 ckwkgikw
′
k
and LTτ (Sij) = LTτ (w1gi1w
′
1) >τ LTτ (w2gi2w
′
2) >τ · · · >τ LTτ (wtgitw′t). We let h =
σij −
∑t
k=1 ckwkikw
′
k, which is a lifting of σij in Syz(G). Thus G is a τ -Gro¨bner basis
of M by Lemma 5.2.8 and Proposition 5.2.10. The proof of the termination proceeds
exactly as the proof of the termination of Theorem 5.2.12.
Remark 5.4.11. Let us make some observations about this F4 Procedure.
a) Clearly the F4 Procedure turns into the classical Buchberger Procedure if we
select exactly one critical pair in step 2). Note that different selection strategies
can distinctly affect the performance of the F4 Procedure as in commutative
settings (see [26], Section 2.5).
b) We prove the correctness of the F4 Procedure by showing that every critical
syzygy has a lifting in Syz(G). As a result, we can apply our methods for improv-
ing the Buchberger Procedure in the last section to improve the F4 Procedure.
In [26], J.-C. Fauge`re proposed a Simplify function to improve the F4 Algorithm
in the commutative case. Our experiments show that, after deleting redundant
generators and applying Proposition 5.3.3, the Simplify function is unlikely to be
executed.
c) The last observation should influence the Reduction Algorithm in step 3). Let
B′ = {(i1, j1), . . . , (iµ, jµ)} ⊆ B be the selected subset. Without loss of generality,
we may assume that elements in G are monic. We arrange L as the tuple
(wi1gi1w
′
i1
, . . . , wiµgiµw
′
iµ , wj1gj1w
′
j1
, . . . , wjµgjµw
′
jµ).
Moreover, we assume that the leading terms LTτ (wi1gi1w
′
i1
), . . . ,LTτ (wiµgiµw
′
iµ)
are pairwise distinct by a proper selection strategy. Without loss of generality,
we may assume that LTτ (wi1gi1w
′
i1
) >τ · · · >τ LTτ (wiµgiµw′iµ). We arrange F in
step 4) of Theorem 5.4.7 as the tuple
(wi1gi1w
′
i1
, . . . , wiµgiµw
′
iµ , wj1gj1w
′
j1
, . . . , wjµgjµw
′
jµ , wk1gk1w
′
k1
, . . . , wkνgkνw
′
kν )
where wk1gk1w
′
k1
, . . . , wkνgkνw
′
kν
are elements appended to F during the symbolic
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preprocessing. We divide the matrix form MF of F into 3 blocks as follows.
MF =

∗ · · · · · · ∗
. . . . . . . . . . . .
∗ · · · · · · ∗
∗ · · · · · · ∗
. . . . . . . . . . . .
∗ · · · · · · ∗
∗ · · · · · · ∗
...
. . . . . .
...
∗ · · · · · · ∗

The first block is the matrix form of (wi1gi1w
′
i1
, . . . , wiµgiµw
′
iµ), the second block
is the matrix form of (wj1gj1w
′
j1
, . . . , wjµgjµw
′
jµ), and the third block is the matrix
form of (wk1gk1w
′
k1
, . . . , wkνgkνw
′
kν
). Observe that the first and third blocks are
already in row echelon form. To compute the reduction remainder of L it is
sufficient to only eliminate rows in the second and third blocks. In [30], J.-C.
Fauge`re et al. remarked:
The matrices occurring in the Gro¨bner basis computation have the fol-
lowing common properties: sparse, several rows are monomial multiples
of the same polynomial, not necessary full rank, and almost block tri-
angular.
In practice, the matrices can be very large during intermediate computations. In-
stead of using na¨ıve Gaußian elimination, row echelon forms should be computed
ingeniously. Direct methods for sparse matrices are intensively studied in [25] by
I. S. Duff et al. We refer to [49], Section 5 and [62] for details about Gaußian
elimination of huge and sparse matrices over finite fields. Parallel Gaußian elim-
ination for Gro¨bner basis computations in finite fields is studied in [30].
To end this section, we apply the F4 Procedure to Example 5.4.8.
Example 5.4.12. (continued) Consider Example 5.4.8 again. In this example we
have G = {g1, g2, g3} where g1 = x2x1e1x2 + e1, g2 = e1x22 + x1e2, g3 = e1x2 − x2x21e2
and the module term ordering τ = PosLLex. Let M ⊆ F2 be Q〈x1, x2〉-submodule
generated by G. We enumerate a τ -Gro¨bner basis of M using the F4 Procedure given
in Theorem 5.4.10.
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1) Let G = (g1, g2, g3), s′ = 3, and B = {(1, 2), (1, 3), (2, 3)}.
2) Select B′ = {(1, 2), (1, 3), (2, 3)} and let B = ∅.
3) Let L = {g1x2, x2x1g2, g1, x2x1g3, g2, g3x2}. Observe that L and G are identical
to the corresponding sets in Example 5.4.8. Thus we have F˜+ = RRτ,G(L) =
{e1 + x2x1x2x21e2, x2x1x2x21e2x2 + x2x21e2, x2x21e2x2 + x1e2}.
4) Let s′ = 4,G = (g1, g2, g3, g4) with g4 = e1+x2x1x2x21e2, and B = {(1, 4), (2, 4), (3,
4)}. Let s′ = 5,G = (g1, g2, g3, g4, g5) with g5 = x2x1x2x21e2x2 + x2x21e2, and B =
{(1, 4), (2, 4), (3, 4)}. Let s′ = 6,G = (g1, g2, g3, g4, g5, g6) with g6 = x2x21e2x2 +
x1e2, andB = {(1, 4), (2, 4), (3, 4), (5, 6)}. Since LTτ̂ (σ14) = x2x14x2,LTτ̂ (σ24) =
4x
2
2 are multiples of LTτ̂ (σ34) = 4x2, we can remove (1, 4), (2, 4) from B. Thus
B = {(3, 4), (5, 6)}.
2) Select B′ = {(3, 4), (5, 6)} and let B = ∅.
3) Let L = {g3, g4x2, g5, x2x1g6}. We shall compute F˜+ = RRτ,G(L). Now we let
L = (g3, g5, g4x2, x2x1g6) be a tuple. Applying steps 1), 2) and 3), we obtain the
tuple F = (g3, g5, g4x2, x2x1g6) and T = (e1x2, x2x1x2x21e2x2, x2x21e2). Then the
matrix form MF of F and a row echelon form of M˜F of MF are as follows.

e1x2 x2x1x2x
2
1e2x2 x2x
2
1e2
g3 1 0 −1
g5 0 1 1
g4x2 1 1 0
x2x1g6 0 1 1
⇒

e1x2 x2x1x2x
2
1e2x2 x2x
2
1e2
g3 1 0 −1
g5 0 1 1
g4x2 − g3 − g5 0 0 0
x2x1g6 − g5 0 0 0

Thus F˜+ = RRτ,G(L) = ∅.
2) Since B = ∅, return the tuple G = (g1, g2, g3, g4, g5, g6).
Hence the set {g1, g2, g3, g4, g5, g6} is a τ -Gro¨bner basis of M .
Chapter 6
Applications
In the previous chapters we have studied Gro¨bner basis theories in free monoid rings
(see Chapters 3 and 4) and in free bimodules over free monoid rings (see Chapter 5).
In this chapter we explore the applications of Gro¨bner bases in both settings.
Let I ⊆ K〈X〉 be a two-sided ideal. We assume that the ideal I has a finite
Gro¨bner basis. Under this assumption, in Section 6.1 we shall exploit Gro¨bner bases
in the residue class rings K〈X〉/I (see Subsections 6.1.1 and 6.1.2) and in the free
K〈X〉/I-bimodule F¯r = (K〈X〉/I ⊗K〈X〉/I)r with r ≥ 1 (see Subsection 6.1.3). Due
to Theorem 6.1.3, we define Gro¨bner bases of two-sided and one-sided ideals in K〈X〉/I
(see Definitions 6.1.4 and 6.1.8) in the spirit of the corresponding definitions in K〈X〉.
In Subsection 6.1.1 we present the properties and the computation of Gro¨bner bases
of two-sided ideals in K〈X〉/I (see Proposition 6.1.5 and Remark 6.1.6). In Subsec-
tion 6.1.2 we give the Right Division Algorithm in K〈X〉/I (see Theorem 6.1.9) and
present the properties of Gro¨bner bases of right ideals in K〈X〉/I (see Proposition
6.1.10). Through investigating the representation of elements of right ideals, we ob-
tain a Buchberger Criterion (see Proposition 6.1.12) and a Buchberger Procedure (see
Corollary 6.1.13) for the computation of Gro¨bner bases of right ideals in K〈X〉/I. We
use a variant of the Buchberger Procedure to check whether an element of K〈X〉/I is
invertible, and to compute its inverse if it is invertible (see Corollary 6.1.16). In Sub-
section 6.1.3 we review Gro¨bner basis theory in free K〈X〉/I-bimodule F¯r introduced
by H. Bluhm and M. Kreuzer [8], and give the Division Algorithm in F¯r (see Theorem
6.1.23).
In Section 6.2 we shall study elimination of variables in the free monoid ring K〈X〉
(see Subsection 6.2.1) and component elimination in the free K〈X〉-bimodule Fr =
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(K〈X〉 ⊗K〈X〉)r with r ≥ 1 (see Subsection 6.2.2). In Subsection 6.2.1 we define the
elimination ordering and the elimination ideal in K〈X〉 (see Definition 6.2.1). Based
on the computation of elimination ideals (see Theorem 6.2.3), we compute the in-
tersection of ideals in K〈X〉 (see Proposition 6.2.4), and investigate the kernels and
images of K-algebra homomorphisms (see Propositions 6.2.7 and 6.2.13). Furthermore,
we give a condition for an element of K〈X〉/I to be algebraic over K and compute
its minimal polynomial (see Corollary 6.2.9). In particular, we propose a procedure
to check if a monoid element has finite order (see Remark 6.2.11). We also propose
procedures to possibly solve the subalgebra membership problem and the generalized
word problem in Remarks 6.2.14 and 6.2.15, respectively. In Subsection 6.2.2 we de-
fine the component elimination ordering and the component elimination module in Fr
(see Definition 6.2.17). Based on the computation of component elimination modules
(see Theorem 6.2.19), we present the computation of the intersection of modules (see
Proposition 6.2.20) and the computation of syzygy modules (see Proposition 6.2.24,
Corollaries 6.2.27 and 6.2.28). The latter evokes further applications, such as solving
the decomposition search problem and the factorization problem (see Remark 6.2.30),
Bluhm-Kreuzer’s Conjugator Search Algorithm (see Remarks 6.2.32 and 6.2.33), and
the computation of colon modules (see Definition 6.2.34, Corollaries 6.2.35 and 6.2.37).
In Section 6.3 we shall study the K-dimension of K-algebra K〈X〉/I with the help
of Gro¨bner bases and the Ufnarovski graph. After introducing N-grading filtration
to K〈X〉/I, we define affine Hilbert function, Hilbert function and Hilbert series (see
Definition 6.3.2) that represent the information about the K-dimension of K〈X〉/I.
Given a Gro¨bner basis, we restate Macaulay’s Basis Theorem in Lemma 6.3.7. Fur-
ther, given a (finite) Gro¨bner basis of the ideal I with respect to a length compatible
admissible ordering, we compute the values of the affine Hilbert function as well as
Hilbert function of K〈X〉/I sequentially (see Proposition 6.3.10 and Corollary 6.3.11).
We introduce the Ufnarovski graph in Definition 6.3.21 which was initially used to
check the finiteness and to compute the growth of the K-dimension of a K-algebra
(see Theorem 6.3.25). Through representing the Ufnarovski graph as an adjacency
matrix, we give a superior algorithm to compute the values of affine Hilbert function of
K〈X〉/I (see Theorem 6.3.27), which allows to compute the values of Hilbert function
independently. Finally, we formulate the Hilbert series of K〈X〉/I in Theorem 6.3.29.
Throughout this chapter, we let K be a field, X = {x1, . . . , xn} a finite alphabet
(or set of indeterminates), K〈X〉 the free monoid ring generated by X over K, 〈X〉
the free monoid generated by X, and σ an admissible ordering on 〈X〉. Moreover,
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for r ≥ 1, we let Fr = (K〈X〉 ⊗ K〈X〉)r be the free K〈X〉-bimodule of rank r with
canonical basis {e1, . . . , er}, where ei = (0, . . . , 0, 1 ⊗ 1, 0, . . . , 0) with 1 ⊗ 1 occurring
in the ith position for i = 1, . . . , r, and we let T(Fr) be the set of terms in Fr, i.e.
T(Fr) = {weiw′ | i ∈ {1, . . . , r}, w, w′ ∈ 〈X〉}. Unless otherwise specified, by an ideal
I ⊆ K〈X〉 we mean a finitely generated two-sided ideal, and by a K〈X〉-submodule
M ⊆ Fr we mean a finitely generated two-sided K〈X〉-submodule.
6.1 Gro¨bner Bases in K〈X〉/I and (K〈X〉/I⊗K〈X〉/I)r
Let I ⊆ K〈X〉 be an ideal, and let r ≥ 1. In this section we shall generalize Gro¨bner
basis theory to the residue class ring K〈X〉/I and to the free K〈X〉/I-bimodule F¯r =
(K〈X〉/I ⊗ K〈X〉/I)r under the assumption that the ideal I has a finite σ-Gro¨bner
basis. This section is motivated by the following. Let M = 〈X | R〉 be a finitely
presented monoid. K. Madlener and B. Reinert [57] exploited Gro¨bner basis theory
in monoid rings. They established the theory of prefix Gro¨bner bases in monoid and
group rings (see [52, 57, 58, 63]). With the intention of computing two-sided syzygies
over residue class rings, H. Bluhm and M. Kreuzer [8] generalized the prefix Gro¨bner
basis theory to free bimodules over the residue class rings. Recall that the monoid
ring K〈M〉 is isomorphic to the residue class ring K〈X〉/I where I ⊆ K〈X〉 is the
two-sided ideal generated from the set R of relations (see Corollary 2.2.11). Thus we
can consider monoid rings as a specific case of residue class rings.
Assumption 6.1.1. Throughout this section, we shall assume that the ideal I has a
finite σ-Gro¨bner basis GI ⊆ K〈X〉.
Remark 6.1.2. Recall that the elements in the residue class ring K〈X〉/I are equiva-
lence classes. For a polynomial f ∈ K〈X〉, the residue class of f , denoted by f¯ , is the
class of all those polynomials of K〈X〉 that are equivalent to f modulo I. By Proposi-
tion 3.3.10 we have NFσ,I(f) = NRσ,GI (f) which can be computed using the Division
Algorithm given in Theorem 3.2.1. Thus we let the normal form NFσ,I(f) be the repre-
sentative of the equivalence class of f , i.e. f¯ = NFσ,I(f). By Macaulay’s Basis Theorem
(see Theorem 3.1.15) the residue classes of the elements of the order ideal Oσ(I), which
consists of all normal words modulo I with respect to σ, form a K-basis of K〈X〉/I.
We consider the set Oσ(I) as the set of all words in K〈X〉/I. Thus we can represent
elements in F¯r in the form of
∑r
i=1
∑
j∈N cijwijeiw
′
ij with cij ∈ K,wij, w′ij ∈ Oσ(I) for
all i ∈ {1, . . . , r}, j ∈ N.
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Due to Remark 6.1.2, in the following subsections we shall define Gro¨bner bases in
the residue class ring K〈X〉/I and in the free K〈X〉/I-bimodule F¯r with the same style
as Gro¨bner bases in free monoid rings. For our needs we distinguish two multiplications
as follows. Given two polynomials f¯ , g¯ ∈ K〈X〉/I, we let f¯ · g¯ denote the product of
f¯ and g¯ in K〈X〉, and f¯ g¯ = NFσ,I(f¯ · g¯) the product of f¯ and g¯ in K〈X〉/I. In
particular, for two words w1, w2 ∈ Oσ(I), the word w1 · w2 is the concatenation of
w1 and w2 in 〈X〉, while w1w2 = NFσ,I(w1 · w2) could be a polynomial in K〈X〉/I.
Moreover, we will denote the identity in 〈X〉 by ≡. Note that the ordering σ is not
compatible with multiplication in K〈X〉/I, since for w1, w2, w3, w4 ∈ Oσ(I) such that
w1 >σ w2 we might have LTσ(w3w1w2) ≤σ LTσ(w3w2w4).
6.1.1 Gro¨bner Bases of Two-Sided Ideals in K〈X〉/I
The following theorem describes the relation between ideals in the free monoid ringK〈X〉
and ideals in the residue class ring K〈X〉/I.
Theorem 6.1.3. Let I ⊆ K〈X〉 be a two-sided ideal. Then there is a one-to-one cor-
respondence between the set of all two-sided (or one-sided) ideals in K〈X〉 containing I
and the set of all two-sided (or one-sided) ideals in K〈X〉/I, given by J 7→ J/I.
Proof. See [40], Chapter III Theorem 2.13.
Hence every two-sided (or one-sided) ideal in K〈X〉/I is of the form J/I where
J ⊆ K〈X〉 is a two-sided (or one-sided) ideal containing I. We shall investigate
Gro¨bner bases of two-sided ideals in K〈X〉/I in this subsection and of right-sided
ideals in next subsection.
In this subsection, we let J ⊆ K〈X〉 be a two-sided ideal containing I. Then J/I
becomes a two-sided ideal in K〈X〉/I. Since for every polynomial f ∈ I we have
NFσ,I(f) = 0 (see Remark 3.1.18.c), to define Gro¨bner bases of the ideal J/I it suffices
to consider the polynomials in J \ I.
Definition 6.1.4. Let J ⊆ K〈X〉 be a two-sided ideal containing I, and let GJ ⊆ J
be a set of non-zero normal polynomials modulo I with respect to σ. The set GJ is
called a σ-Gro¨bner basis of the two-sided ideal J/I if for every polynomial f ∈ J \ I
there exists a polynomial g ∈ GJ such that LTσ(g) is a subword of LTσ(f¯) where
f¯ = NFσ,I(f).
Since GI is a σ-Gro¨bner basis of the ideal I, for every polynomial f ∈ I \ {0} there
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exists a polynomial g ∈ GI such that LTσ(f) is a multiple of LTσ(g). Then we use
Gro¨bner bases to connect the ideal J/I ⊆ K〈X〉/I with the ideal J ⊆ K〈X〉 as follows.
Proposition 6.1.5. Let J ⊆ K〈X〉 be a two-sided ideal containing I, and let GJ ⊆
K〈X〉 be a set of non-zero normal polynomials modulo I with respect to σ. Then the
following conditions are equivalent.
a) The set GJ is a σ-Gro¨bner basis of the ideal J/I ⊆ K〈X〉/I.
b) The set GJ ∪GI is σ-Gro¨bner basis of the ideal J .
c) Every normal polynomial f ∈ J\I modulo I with respect to σ has a representation
f =
s∑
j=1
cjwjgjw
′
j + h
with c1, . . . , cs ∈ K \ {0}, w1, . . . , w′s ∈ 〈X〉, g1, . . . , gs ∈ GJ , h ∈ I such that
LTσ(f) ≥σ LTσ(wjgjw′j) ≡ wj · LTσ(gj) · w′j for all j ∈ {1, . . . , s} and such that
LTσ(f) >σ LTσ(h) if h 6= 0.
Proof. We prove condition a) implies condition b). Let f ∈ J \ {0}. We have f¯ =
NFσ,I(f) = NRσ,GI (f) where the second equality follows from Assumption 6.1.1 and
Proposition 3.3.10. If f¯ = 0 or f¯ 6= 0 and LTσ(f¯) 6≡ LTσ(f), then, by Theorem 3.2.1
and Remark 3.1.13, there exists a polynomial g ∈ GI such that LTσ(f) is a multiple
of LTσ(g). If f¯ 6= 0 and LTσ(f¯) ≡ LTσ(f), then by Definition 6.1.4 there exists
a polynomial g ∈ GJ such that LTσ(f) is a multiple of LTσ(g). Therefore the set
GJ ∪GI is a σ-Gro¨bner basis of the ideal J .
We prove condtion b) implies condition a). Let f ∈ J \I. Clearly f¯ = NFσ,I(f) ∈ J .
There exists a polynomial g ∈ GJ ∪ GI such that LTσ(f¯) is a multiple of LTσ(g).
Since GI is a σ-Gro¨bner basis of I and f¯ is a normal polynomial, we must have g /∈ GI .
Thus g ∈ GJ , and hence the set GJ is a σ-Gro¨bner basis of the ideal J/I. The
equivalence between conditions b) and c) follows from Proposition 3.3.6 and Remark
3.1.13.
Proposition 6.1.5 shows that Gro¨bner bases of two-sided ideals in K〈X〉/I share
many of nice properties of Gro¨bner bases of two-sided ideals in K〈X〉 (see Section 3.3).
Using Proposition 6.1.5, we compute Gro¨bner bases in K〈X〉/I as follows.
Remark 6.1.6. Let G ⊆ K〈X〉 \ {0} be a set of polynomials which generates an ideal
J/I ⊆ K〈X〉/I. We compute a σ-Gro¨bner basis of J/I via the following procedure.
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1) Enumerate a σ-Gro¨bner basis GJ of the ideal 〈G ∪GI〉 ⊆ K〈X〉.
2) Let GJ = GJ \GI . For each polynomial g ∈ GJ , compute g¯ = HFσ,I(g) using the
Division Algorithm given in Theorem 3.2.1. If g¯ 6= 0, replace g by g¯. Otherwise,
delete g from GJ .
3) Return the set GJ which is a σ-Gro¨bner basis of the ideal J/I.
We shall remark that the procedure above might not terminate since the ideal 〈G∪GI〉
in step 1) might not have a finite Gro¨bner basis. As a result the ideal J/I may not have
a finite Gro¨bner basis. Recall that in commutative polynomial rings the existence of
finite Gro¨bner bases is guaranteed by Dickson’s lemma. P. Nordbeck [60] generalized
Dickson’s lemma to K〈X〉/I, suggested so-called D-property and showed that every
ideal in K〈X〉/I has a finite Gro¨bner basis if the residue class ring K〈X〉/I fulfils the
D-property. We refer to [60] for details. Note that in general it is undecidable whether
or not a given ideal J/I ⊆ K〈X〉/I has a finite Gro¨bner basis.
Example 6.1.7. Consider the dihedral group D6 = 〈a, b|a3 = b2 = (ab)2 = 1〉 of
order 6 and the group ring F2〈D6〉. Note that F2〈D6〉 ∼= F2〈a, b〉/I where I ⊆ F2〈a, b〉
is the two-sided ideal generated by the set {a3 +1, b2 +1, (ab)2 +1}. Let J¯ ⊆ F2〈D6〉 be
the ideal generated by the set {g1, g2} where g1 = aba+b+a+1 and g2 = ab+ba+b+a.
Equivalently, J¯ = J/I ⊆ F2〈a, b〉/I where J ⊆ F2〈a, b〉 is the ideal generated by the
set {g1, g2, a3 + 1, b2 + 1, (ab)2 + 1}. Let σ = LRLex be the length-reverse-lexicographic
ordering on 〈a, b〉 induced by a >Lex b. We compute a σ-Gro¨bner basis of the ideal J¯
as follows. Firstly we compute a σ-Gro¨bner basis GI of the ideal I. We get GI =
{b2+1, a3+1, ba2+ab, aba+b, a2b+ba, bab+a2, abab+1}. Then we compute a σ-Gro¨bner
basis GJ of the ideal J . We get GJ = {a+1, a2+a, ba+a2+b+a, ab+b, b2+1, a3+1, aba+
b+a+1, abab+1}. Let GJ = GJ \GI = {a+1, a2+a, ba+a2+b+a, ab+b, aba+b+a+1}.
We compute the normal forms of elements of GJ modulo I with respect to σ and remove
zero normal form. We obtain the set GJ = {a+ 1, a2 + a, ba+ a2 + b+ a, ab+ b} which
is a σ-Gro¨bner basis of the ideal J¯ .
6.1.2 Gro¨bner Bases of Right Ideals in K〈X〉/I
Now we shall investigate Gro¨bner bases of right ideals in K〈X〉/I. It is understood
that all theorems about right ideals also hold, mutatis mutandis, for left ideals. In this
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subsection, we let J ⊆ K〈X〉 be a right ideal containing I. Then J/I is a right ideal
in K〈X〉/I. We define Gro¨bner bases of right ideals in K〈X〉/I as follows.
Definition 6.1.8. Let J ⊆ K〈X〉 be a right ideal containing I, and let GJ ⊆ J be a
set of non-zero normal polynomials modulo I with respect to σ. We call the set GJ a
σ-Gro¨bner basis of the right ideal J/I ⊆ K〈X〉/I if for every polynomial f ∈ J \ I
there exists a polynomial g ∈ GJ such that LTσ(g) is a prefix of LTσ(f¯).
Gro¨bner bases of right ideals in K〈X〉/I possess similar properties as in Proposition
6.1.5. To describe these properties precisely, we first generalize the Right Division
Algorithm (see Theorem 3.5.1) to the residue class ring K〈X〉/I. Recall that we
represent elements of K〈X〉/I by their normal forms. However, as we mentioned
before, the product of two normal words need not be normal. For the sake of keeping
operands in normal form during all computations we shall add an ingredient, which is
the normal form computation in K〈X〉, to the Right Division Algorithm in K〈X〉/I.
Theorem 6.1.9. (The Right Division Algorithm) Let f ∈ K〈X〉, let s ≥ 1, and
let g1, . . . , gs ∈ K〈X〉\{0} be normal polynomials modulo I with respect to σ. Consider
the following sequence of instructions.
1) Let q1 = · · · = qs = 0 and v = NFσ,I(f).
2) If there exists an index j ∈ {1, . . . , s} such that LTσ(v) ≡ LTσ(gj) · w for some
word w ∈ 〈X〉, then replace qj by qj + LCσ(v)LCσ(gj)w and v by v −
LCσ(v)
LCσ(gj)
gjw.
3) Repeat step 2) until there is no more j ∈ {1, . . . , s} such that LTσ(gj) is a prefix
of LTσ(v). Return the tuple (v, q1, . . . , qs).
This is an algorithm which returns a tuple (v, q1, . . . , qs) such that
f − (
s∑
j=1
gjqj + v) ∈ I
and such that the following conditions are satisfied.
a) The polynomial v is a normal polynomial modulo I with respect to σ.
b) For all j ∈ {1, . . . , s}, qj is in normal form modulo I with respect to σ. If qj 6= 0
for some j ∈ {1, . . . , s}, then LTσ(f) ≥σ LTσ(gjqj) ≡ LTσ(gj) · LTσ(qj).
c) If v 6= 0, then LTσ(f) ≥σ LTσ(v) and there is no j ∈ {1, . . . , s} such that LTσ(gj)
is a prefix of LTσ(v).
148 6. Applications
Proof. First we show that at each stage of the right division procedure we have
f − (
s∑
j=1
gjqj + v) ∈ I.
Obviously it is true in step 1). We have gjqj + v = gj(qj +
LCσ(v)
LCσ(gj)
w) + (v− LCσ(v)
LCσ(gj)
gjw)
in step 2). Therefore f − (∑sj=1 gjqj + v) ∈ I.
We prove the termination. In step 1) if NFσ,I(v) 6= 0, then by Theorem 3.2.1.b we
have LTσ(v) ≥σ LTσ(NFσ,I(v)). Clearly in step 2) we have LMσ(v) = LMσ( LCσ(v)LCσ(gj)gjw).
If v− LCσ(v)
LCσ(gj)
gjw 6= 0, then by Remark 3.1.13.a we have LTσ(v) >σ LTσ(v− LCσ(v)LCσ(gj)gjw).
Thus LTσ(v) strictly decreases. Since σ is a well-ordering, the right division procedure
stops after finitely many steps.
Condition a) holds because v is set to the normal form of f in step 1) and is set to
v − LCσ(v)
LCσ(gj)
gjw in step 2), which is again in normal form by Remark 3.1.18.b.
Since v as an input of step 2) is a normal polynomial, the leading term LTσ(v) is
a normal word. Since LTσ(v) ≡ LTσ(gj) · w, the word w is also a normal word. By
Remark 3.1.18.b qj is a normal polynomial for all j ∈ {1, . . . , s}. The second part of
condition b) follows from the fact that LTσ(v) strictly decreases and from Remarks
3.1.13.a and 3.1.13.c.
The first part of condition c) follows from the fact that LTσ(v) strictly decreases.
The second part of condition c) holds because the right division procedure stops if and
only if v = 0 or there is no j ∈ {1, . . . , s} such that LTσ(gj) is a prefix of LTσ(v).
Let f ∈ K〈X〉, let s ≥ 1, let g1, . . . , gs ∈ K〈X〉 \ {0} be normal polynomials,
and let G be the tuple (g1, . . . , gs). We denote a polynomial v ∈ K〈X〉 obtained in
Theorem 6.1.9 by RNRσ,I,G(f). The following promising proposition follows directly
from Definition 6.1.8 and Theorem 6.1.9.
Proposition 6.1.10. Let J ⊆ K〈X〉 be a right ideal containing I, let G ⊆ K〈X〉
be a set of non-zero normal polynomials modulo I with respect to σ, and let G be an
associated tuple of G. Then the following conditions are equivalent.
a) The set G is a σ-Gro¨bner basis of the ideal J/I ⊆ K〈X〉/I.
b) Every normal polynomial f ∈ J\I modulo I with respect to σ has a representation
f =
s∑
j=1
gjqj + h
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with q1, . . . , qs ∈ K〈X〉 \ {0}, h ∈ I such that LTσ(f) ≥σ LTσ(gjqj) ≡ LTσ(gj) ·
LTσ(qj) for all j ∈ {1, . . . , s} and LTσ(f) >σ LTσ(h) if h 6= 0.
c) A polynomial f ∈ K〈X〉 satisfies f ∈ J if and only if RNRσ,I,G(f) = 0.
Let G ⊆ K〈X〉 be a set of non-zero normal polynomials which generates a right
ideal J/I ⊆ K〈X〉/I. The set G is a σ-Gro¨bner basis of the ideal J/I if and only if
every non-zero normal polynomial f ∈ J \I has a representation as given in Proposition
6.1.10.b, which can be obtained using the Right Division Algorithm given in Theorem
6.1.9. Obviously it is impossible for us to check the above condition for all normal
polynomials. Luckily, just like in free monoid rings it is possible for us to only consider
finitely many pairs of generators whose leading terms have overlaps. We are going to
exploit a Buchberger Criterion for the computation of Gro¨bner bases of right ideals in
K〈X〉/I.
Remark 6.1.11. Since the set G generates the right ideal J/I and the set GI is a
σ-Gro¨bner basis of the ideal I, every normal polynomial f ∈ J \ I has a representation
f =
s∑
j=1
gjqj +
t∑
i=1
ciwig
′
iw
′
i
with gj ∈ G, qj ∈ K〈X〉 \ {0} for all j ∈ {1, . . . , s}, and with ci ∈ K \ {0}, g′i ∈ GI ,
wi, w
′
i ∈ 〈X〉 for all i ∈ {1, . . . , t}. Observe that the representation does not satisfy
Proposition 6.1.10.b if there exists an index j ∈ {1, . . . , s} such that LTσ(gj) · LTσ(qj)
>σ LTσ(f) or if there exists an index i ∈ {1, . . . , t} such that wi · LTσ(g′i) · w′i >σ
LTσ(f). Clearly those terms which are larger than LTσ(f) should be cancelled from
the representation. There are three possibilities.
a) There exist j, j′ ∈ {1, . . . , s} such that j 6= j′ and LTσ(gj) · LTσ(qj) ≡ LTσ(gj′) ·
LTσ(qj′) >σ LTσ(f). In this case gj and gj′ have a right obstruction (see Definition
3.5.5).
b) There exist i, i′ ∈ {1, . . . , t} such that i 6= i′ and wi · LTσ(g′i) ·w′i ≡ wi′ · LTσ(g′i′) ·
w′i′ >σ LTσ(f). In this case g
′
i and g
′
i′ have an obstruction (see Definition 3.4.7).
Indeed it is not necessary to consider this case. Since GI is a σ-Gro¨bner basis
of I, we can avoid this case by simply replacing
∑t
i=1 ciwig
′
iw
′
i with its Gro¨bner
representation in terms of GI in the sense of T. Mora [55] (see also Remark 3.3.8).
c) There exist j ∈ {1, . . . , s}, i ∈ {1, . . . , t} such that LTσ(gj) · LTσ(qj) ≡ wi ·
LTσ(g
′
i) · w′i >σ LTσ(f). Since gj is a normal polynomial modulo I with respect
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to σ and GI is a σ-Gro¨bner basis of I, there exists some w ∈ 〈X〉 \ {1} such that
LTσ(gj) · w ≡ wj · LTσ(g′i).
Thus to check if the set G is a σ-Gro¨bner basis of the ideal J/I, we only need to take
care of situations a) and c). We let
SOG = { 1
LCσ(g)
g − 1
LCσ(g′)
g′w | g, g′ ∈ G, g 6= g′, w ∈ 〈X〉,LTσ(g) ≡ LTσ(g′) · w},
SOGGI = {
1
LCσ(g)
gw − 1
LCσ(g′)
w′g′ | g ∈ G, g′ ∈ GI , w, w′ ∈ 〈X〉,LTσ(g) · w ≡ w′ · LTσ(g′)}.
From Remark 6.1.11 we have the following Buchberger Criterion for the computa-
tion of Gro¨bner bases of right ideals in K〈X〉/I.
Proposition 6.1.12. (Buchberger Criterion) Let G ⊆ K〈X〉 be a set of non-zero
normal polynomials modulo I with respect to σ, let G be an associated tuple of G, and
let J/I ⊆ K〈X〉/I be the right ideal generated by G. Then G is a σ-Gro¨bner basis of
J/I if and only if RNRσ,I,G(f) = 0 for all f ∈ SOG ∪ SOGGI .
Proof. If G is a σ-Gro¨bner basis of J/I, then RNRσ,I,G(f) = 0 for all f ∈ SOG∪SOGGI
follows from the fact that f ∈ J and Proposition 6.1.10. Conversely, suppose that
RNRσ,I,G(f) = 0 for all f ∈ SOG ∪SOGGI . To prove G is a σ-Gro¨bner basis of J/I, by
Definition 6.1.8 it suffices to prove that for any non-zero normal polynomial f ∈ J \ I
there exists a polynomial g ∈ G such that LTσ(g) is a prefix of LTσ(f). Note that f
has a representation f =
∑s
j=1 gjqj +
∑t
i=1 ciwig
′
iw
′
i with gj ∈ G, qj ∈ K〈X〉 \ {0} for
all j ∈ {1, . . . , s}, and with ci ∈ K \ {0}, g′i ∈ GI , wi, w′i ∈ 〈X〉 for all i ∈ {1, . . . , t}.
Then it suffices to show that there exists such representation satisfying LTσ(f) ≡
maxσ{LTσ(gj) · LTσ(qj) | j ∈ {1, . . . , s}}. The existence of the representation follows
from Remark 3.1.13.a and Theorem 6.1.9.
Now we formulate a Buchberger Procedure to enumerate σ-Gro¨bner bases of the
right ideals J/I ⊆ K〈X〉/I as follows.
Corollary 6.1.13. (Buchberger Procedure) Let G ⊆ K〈X〉 \ {0} be a set of
normal polynomials modulo I with respect to σ, let G be an associated tuple of G, and
let J ⊆ K〈X〉 be the right ideal generated by the set G. Consider the following sequence
of instructions.
1) Let S = { 1
LCσ(g)
g− 1
LCσ(g′)g
′w | g, g′ ∈ G, g 6= g′, w ∈ 〈X〉,LTσ(g) ≡ LTσ(g′) ·w}∪
{ 1
LCσ(g)
gw − 1
LCσ(g′)w
′g′ | g ∈ G, g′ ∈ GI , w, w′ ∈ 〈X〉,LTσ(g) · w ≡ w′ · LTσ(g′)}.
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2) If S = ∅, return the result G. Otherwise, select a polynomial s ∈ S using a fair
strategy and delete it from S.
3) Compute s¯ = RNRσ,I,G(s) by the Right Division Algorithm given in Theorem
6.1.9. If s¯ = 0, continue with step 2).
4) Append the set { 1
LCσ(g)
g − 1
LCσ(s¯)
s¯w | g ∈ G, w ∈ 〈X〉,LTσ(g) ≡ LTσ(s¯) · w} ∪
{ 1
LCσ(s¯)
s¯w − 1
LCσ(g′)w
′g′ | g′ ∈ GI , w, w′ ∈ 〈X〉,LTσ(f¯) · w ≡ w′ · LTσ(g′)} to the
set S, and append s¯ to G. Then continue with step 2).
This is a procedure that enumerates a σ-Gro¨bner basis G of the right ideal J/I ⊆
K〈X〉/I. If J/I has a finite σ-Gro¨bner basis, it stops after finitely many steps and the
resulting tuple G is a finite σ-Gro¨bner basis of J/I.
Proof. Analogous to Theorem 4.1.14.
Remark 6.1.14. Let us make some observations about this procedure.
a) The set SOG∪SOGGI works similarly to the set of obstructions in that the former
is actually the set of S-polynomials of the corresponding obstructions. Thus
the methods for improving the Buchberger Procedure in free monoid rings (see
Section 4.2) can also be applied, mutatis mutandis, to the Buchberger Procedure
given in Corollary 6.1.13.
b) Recall that every finitely generated right ideal of K〈X〉 has a finite Gro¨bner basis
(see Section 4.4). However, a finitely generated right ideal in K〈X〉/I may not
have a finite Gro¨bner basis. For instance, consider the right ideal 〈x〉/〈xy−yx〉 ⊆
K〈x, y〉/〈xy− yx〉 and the admissible ordering σ = LLex such that x >σ y. Then
the ideal 〈x〉/〈xy− yx〉 has an infinite (reduced) σ-Gro¨bner basis G = {ykx | k ∈
N}. Therefore we should content ourselves with an enumerating procedure as in
Corollary 6.1.13.
To end this section we present a meaningful application of Gro¨bner bases of right
ideals in K〈X〉/I which checks for a polynomial f ∈ K〈X〉 \ I whether f¯ ∈ K〈X〉/I is
invertible. Note that f¯ ∈ K〈X〉/I is invertible if there exists an element q¯ ∈ K〈X〉/I
such that f¯ q¯ = 1¯. Consider the right ideal 〈f〉/I ⊆ K〈X〉/I. Then f¯ is invertible
indicates that 1¯ ∈ 〈f〉/I, which implies that 1 ∈ 〈f〉 \ I. Let G be a σ-Gro¨bner basis
of J/I. Then by Definition 6.1.8 there exists a polynomial g ∈ G such that LTσ(g) is
a prefix of 1. Thus g must be a non-zero constant and hence G contains a constant.
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Conversely assume that G contains a non-zero constant c ∈ K. Since c is contained in
〈f〉, there exists a polynomial q ∈ K〈X〉 such that fq− c ∈ I. Thus f¯ q¯ = c¯ and hence
f¯ ∈ K〈X〉/I is invertible. Therefore we can conclude as follows.
Proposition 6.1.15. Let f ∈ K〈X〉 \ I be a polynomial. Then f¯ ∈ K〈X〉/I is
invertible if and only if every Gro¨bner basis of the right ideal 〈f〉/I ⊆ K〈X〉/I contains
a non-zero constant c ∈ K. In this case the right ideal 〈f〉/I ⊆ K〈X〉/I has finite
Gro¨bner bases.
From another point of view, if the right ideal 〈f〉/I ⊆ K〈X〉/I does not have a
finite Gro¨bner basis, then f¯ ∈ K〈X〉/I is non-invertible. In the following we present
explicitly a variation of the Buchberger Procedure to check whether f¯ ∈ K〈X〉/I is
invertible and to compute the inverse of f¯ if it is invertible.
Corollary 6.1.16. Let f ⊆ K〈X〉\I be a polynomial. Consider the following sequence
of instructions.
1) Compute f¯ = HFσ,I(f). If f¯ = 0, then return “f¯ is not invertible”.
2) Let s = 1, g1 = gˆ1 = f¯ ,G = (g1), and S = { 1LCσ(g1)g1w − 1LCσ(gi)w′gi | gi ∈
GI , w, w
′ ∈ 〈X〉,LTσ(g1) · w ≡ w′ · LTσ(gi)}.
3) If S = ∅, then return “f¯ is not invertible” and the tuple G. Otherwise, select a
polynomial g ∈ S using a fair strategy and delete it from S.
4) Compute g¯ = RNRσ,I,G(g) by the Right Division Algorithm given in Theorem
6.1.9. If g¯ = 0, continue with step 3). If g¯ 6= 0, increase s by one, let gs = g¯.
Assume that we have g − (∑s−1j=1 gjqsj + g¯) ∈ I. If in step 3) we have g =
1
LCσ(gj)
gj − 1LCσ(gj′ )gj′w with gj, gj′ ∈ G, then let gˆs =
∑s−1
j=1 gˆjqsj − ( 1LCσ(gˆj) gˆj −
1
LCσ(gˆj′ )
gˆj′w). If g =
1
LCσ(gj)
gjw − 1LCσ(gi)w′gi with gj ∈ G and gi ∈ GI , then let
gˆs =
∑s−1
j=1 gˆjqsj − ( 1LCσ(gˆj) gˆjw − 1LCσ(gi)w′gi).
5) If gˆs = 1, then we apply forward substitution and obtain 1 = f¯ · q + h with q ∈
K〈X〉, h ∈ I, compute q¯ = HFσ,I(q), append gs to G, and return q¯ and the tuple
G. If gˆs 6= 1, append the set { 1LCσ(gj)gj − 1LCσ(gs)gsw | gj ∈ G, w ∈ 〈X〉,LTσ(gj) ≡
LTσ(g) · w} ∪ { 1LCσ(gs)gsw − 1LCσ(gi)w′gi | gi ∈ GI , w, w′ ∈ 〈X〉,LTσ(gs) · w ≡
w′ · LTσ(gi)} to the set S, and append gs to G. Then start again with step 3).
This is a procedure that enumerates a σ-Gro¨bner basis G of the right ideal 〈g〉/I ⊆
K〈X〉/I. If 〈f〉/I has a finite σ-Gro¨bner basis, it stops after finitely many steps and
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the resulting tuple G is a finite σ-Gro¨bner basis of 〈f〉/I. Moreover, if f¯ ∈ K〈X〉/I is
invertible, the procedure returns the inverse q¯ of f¯ .
Proof. Observe that gˆj = gj and the procedure above is nothing but the Buchberger
Procedure given in Corollary 6.1.13 along with extra data gˆj for tracking the enumer-
ating procedure. The claim follows from Corollary 6.1.13 and Proposition 6.1.15.
Example 6.1.17. We consider the dihedral group D6 = 〈a, b|a3 = b2 = (ab)2 = 1〉 of
order 6 and the residue class ring F2〈a, b〉/I where I ⊆ F2〈a, b〉 is the two-sided ideal
generated by the set {a3 +1, b2 +1, (ab)2 +1}. Let σ = LLex be the length-lexicographic
ordering on 〈a, b〉 such that a >σ b. The ideal I has the reduced σ-Gro¨bner basis
GI = {b2 + 1, bab + a2, ba2 + ab, aba + b, a2b + ba, a3 + 1}. We want to compute the
inverse of a2b ∈ F2〈a, b〉/I. Applying the procedure given in Cororllary 6.1.16, we have
1) Compute a2b = NFσ,I(a
2b) = ba.
2) Let s = 1, g1 = gˆ1 = ba,G = (g1), and S = {bab − (bab + a2), baa − (ba2 +
ab), baba− b(aba+ b), baab+ b(a2b+ ba), baa2 − b(a3 + 1)}.
3) We select g = bab− (bab+ a2) = a2 and delete it from S.
4) Compute g¯ = NRσ,G,I(g) = a
2. Let s = 2, g2 = a
2, and gˆ2 = gˆ1b− (bab+ a2).
5∗) Append {a2ba− a(aba+ b), a2b− (a2b+ ba), a2a− (a3 + 1)} to S, and append g2
to G.
3) Select g = baa− (ba2 + ab) = ab and delete it from S.
4) Compute g¯ = RNRσ,I,G(g) = ab. Let s = 3, g3 = ab, and gˆ3 = gˆ1a− (ba2 + ab).
5) Append {abb− a(b2 + 1), abab− a(bab+ a2), aba2 − a(ba2 + ab), aba− (aba+ b)},
and append g3 to G.
3) Select g = abb− a(b2 + 1) and delete it from S.
4) Compute g¯ = RNRσ,I,G(g) = a. Let s = 4, g4 = a, and gˆ4 = gˆ3b− a(b2 + 1).
5) Note that g2−aa = 0, g3−ab = 0. Append {aba−(aba+b), aab−(a2b+ba), aa2−
(a3 + 1)} to S, and append g4 to G.
3) Select g = aba− (aba+ b) and delete it from S.
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4) Compute g¯ = RNRσ,I,G(g) = b. Let s = 5, g5 = b, and gˆ5 = gˆ3a− (aba+ b).
5) Note that g1− ba = 0, g3− ab = 0. Append {bb− (b2 + 1), bab− (bab+ a2), ba2−
(ba2 + ab)} to S, and append g5 to G.
3) Select g = bb− (b2 + 1) and delete it from S.
4) Compute g¯ = RNRσ,I,G(g) = 1. Let s = 6, g6 = 1, and gˆ6 = gˆ5b− (b2 + 1).
5) Since gˆ5 = 1, we apply forward substitution and obtain 1 = a2ba
2b+h where h =
(ba2 +ab)ab+(aba+ b)b+(b2 +1) ∈ I. Return a2b and the tuple G = (g1, . . . , g6).
Therefore a2b is the inverse of itself. It is easy to verify that we have NFσ,I(a
2b·a2b) = 1.
Remark 6.1.18. Observe that in Example 6.1.17 some polynomials are added to
the set S repeatedly, for instance baa − (ba2 + ab) in step 2) and a2ba − a(aba + b)
in step 5∗) are both equal to ab. Also observe that some polynomials added to S
are multiples of others and should be removed from S because of redundancy, for
instance in step 2) baba − b(aba + b) = b2, baab + b(a2b + ba) = b2a are multiples of
baa2 − b(a3 + 1) = b. Moreover, in step 5∗) we even added 1 to S. These observations
indicate that it could be a good idea to simplify polynomials before adding them to S.
In Corollary 6.1.16 if some polynomial is equal to 1 after simplifying, then we can
do forward substitution immediately and get the required inverse. For instance in
Example 6.1.17 we obtain 1 = gˆ2a− (a3 + 1) in step 5∗). By forward substitution, we
obtain 1 = a2bba+ (bab+a2)a+ (a3 + 1). Thus ba is the inverse of a2b. Indeed we have
a2b = ba. However, it is still unclear whether this kind of simplification can be used to
improve the Buchberger Procedure in the general case.
6.1.3 Gro¨bner bases of Submodules in (K〈X〉/I ⊗K〈X〉/I)r
In this short subsection we shall quickly revise Gro¨bner basis theory in free K〈X〉/I-
bimodule F¯r = (K〈X〉/I⊗K〈X〉/I)r introduced by H. Bluhm and M. Kreuzer [8], and
present the Division Algorithm in F¯r. Recall that we consider the setOσ(I) as the set of
all words in K〈X〉/I and represent elements in F¯r in the form of
∑r
i=1
∑
j∈N cijwijeiw
′
ij
with cij ∈ K,wij, w′ij ∈ Oσ(I) for all i ∈ {1, . . . , r}, j ∈ N where all but finitely many of
the cij are zero. The following lemma (compared with [8], Lemma 4.2) is the foundation
stone of Gro¨bner basis theory in F¯r.
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Lemma 6.1.19. Let τ be compatible with σ, and let m =
∑r
i=1
∑
j∈N cijwijeiw
′
ij ∈
F¯r \ {0} with cij ∈ K and wij, w′ij ∈ Oσ(I) for all i ∈ {1, . . . , r}, j ∈ N where all
but finitely many of the cij are zero. Furthermore, let LTτ (m) = w1ekw
′
1, and let
w,w′ ∈ Oσ(I) such that w · w1, w′1 · w′ ∈ Oσ(I). Then we have w · LTτ (m) · w′ ≡
wLTτ (m)w
′ ≡ LTτ (wmw′).
Proof. The first equivalence follows from w · w1, w′1 · w′ ∈ Oσ(I). To prove the second
equivalence it suffices to prove ww1ekw
′
1w
′ ≥τ LTσ(ww2)elLTσ(w′2w′) for all w2elw′2 ∈
Supp(m). Since w1ekw
′
1 ≥τ w2elw′2 and τ is compatible with multiplication, we have
w · w1ekw′1 · w′ ≥τ w · w2elw′2 · w′. Since w · w2 ≥σ LTσ(ww2) and τ is compatible
with σ, we have w · w2el ≥τ LTσ(ww2)el. Since τ is compatible with multiplication,
we have w ·w2elw′2 ·w′ ≥τ LTσ(ww2)elw′2 ·w′. Similarly we have LTσ(ww2)elw′2 ·w′ ≥τ
LTσ(ww2)elLTσ(w
′
2w
′). Altogether we have ww1ekw′1w
′ ≥τ LTσ(ww2)elLTσ(w′2w′).
Observe that the assumption that τ is compatible with σ, which was not explicitly
mentioned in [8], is crucial to the proof of Lemma 6.1.19.
Assumption 6.1.20. In the rest of this subsection, we shall assume that the module
term ordering τ is compatible with the admissible ordering σ.
We shall define Gro¨bner bases in free K〈X〉/I-bimodule F¯r as follows.
Definition 6.1.21. Let M ⊆ F¯r be a K〈X〉/I-submodule. A subset G ⊆ M \ {0} of
elements is called a τ-Gro¨bner basis of M if
LTτ{M} = {w · LTτ (g) · w′ | g ∈ G,w,w′ ∈ Oσ(I)}.
Gro¨bner bases defined in this way share many of nice properties of Gro¨bner bases
in other settings. The following is the most promising one.
Proposition 6.1.22. Let M ⊆ F¯r be a K〈X〉/I-submodule, and let G ⊆M \ {0} be a
subset of elements. Then the following conditions are equivalent.
a) The set G is a τ -Gro¨bner basis of M .
b) Every element m ∈M \ {0} has a representation
m =
s∑
i=1
ciwigiw
′
i
with c1, . . . , cs ∈ K \{0}, w1, . . . , w′s ∈ Oσ(I), g1, . . . , gs ∈ G such that LTτ (m) ≥τ
wi · LTτ (gi) · w′i ≥ LTτ (wigiw′i) for all i ∈ {1, . . . , s}.
156 6. Applications
Proof. See [8], Proposition 4.3.
Intuitively, the Division Algorithm should be one of the necessary tools for Gro¨bner
basis computations in F¯r. By integrating the Division Algorithm in Fr (see Theorem
5.1.12) with the normal form computation in K〈X〉, we present the following division
algorithm in F¯r.
Theorem 6.1.23. (The Division Algorithm) Let m ∈ F¯r \{0} be an element, and
let G ⊆ F¯r \ {0} be a set elements. Consider the following sequence of instructions.
1) Let t = 0 and v = m.
2) If there exists an element g ∈ G such that LTτ (v) ≡ w · LTτ (g) · w′ for some
w,w′ ∈ Oσ(I), then increase t by 1, set ct = LCτ (v)LCτ (g) , wt = w,w′t = w′, gt = g, and
replace v by v − ctwtgtw′t.
3) Repeat step 2) until there is no more element g ∈ G such that LTτ (v) is a multiple
of LTτ (g). Return the tuples (c1, w1, w
′
1, g1), . . . , (ct, wt, w
′
t, gt) and the element
v ∈ F¯r.
This is an algorithm which returns tuples (c1, w1, w
′
1, g1), . . . , (ct, wt, w
′
t, gt) and an ele-
ment v ∈ F¯r such that
m− (
t∑
i=1
ciwigiw
′
i + v) ∈ (I ⊗K〈X〉/I)r ⊕ (K〈X〉/I ⊗ I)r ⊕ (I ⊗ I)r
and such that the following conditions are satisfied.
a) For all i ∈ {1, . . . , t}, we have LTτ (wigiw′i) = wi · LTτ (gi) · w′i.
b) If t > 0, then we have LTτ (m) = LTτ (w1g1w
′
1) >τ · · · >τ LTτ (wtgtw′t).
c) If v 6= 0, then we have LTτ (m) ≥τ LTτ (v).
Proof. Analogous to Theorem 6.1.9.
Remark 6.1.24. Unfortunately, we haven’t succeeded in obtaining an effective Buch-
berger Criterion for the computation of Gro¨bner bases in F¯r. One possible approach is
to follow the previous subsections by embedding the computations in Fr. However, as
indicated by the representation obtained in Theorem 6.1.23, we also have to “embed”
the system of generators of I to each component of Fr. Consequently, the system of
generators of the K〈X〉/I-submodule expands rapidly. It is still unclear which gener-
ators are redundant for Gro¨bner basis computations in F¯r.
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6.2 Elimination
In this section we shall work on Gro¨bner bases applications related to two types of
eliminations: elimination of variables in the free monoid ring K〈X〉 and component
elimination in the free K〈X〉-bimodule Fr = (K〈X〉 ⊗K〈X〉)r.
6.2.1 Elimination of Variables in K〈X〉
In this subsection we study applications of Gro¨bner bases related to elimination of
variables in the free monoid ring K〈X〉. In particular, we formulate the computation
of the intersection of ideals and investigate the presentations of the kernels and images
of K-algebra homomorphisms. Recall that X = {x1, . . . , xn} is a finite alphabet (or
set of indeterminates). In the following, we let L ⊆ X be a subset, X̂ = X \ L, and
K〈X̂〉 a free monoid ring generated by X̂ over K. Recall that the free monoid 〈X〉
generated by X is the set of terms in K〈X〉. Similarly, we consider the free monoid
〈X̂〉 generated by X̂ as the set of terms in K〈X̂〉.
Definition 6.2.1. Let L ⊆ X be a subset of the alphabet.
a) An admissible ordering σ on 〈X〉 is called an elimination ordering for L if
every polynomial f ∈ K〈X〉 \ {0} such that LTσ(f) ∈ 〈X̂〉 is contained in K〈X̂〉.
b) Given an ideal I ⊆ K〈X〉, the ideal I ∩K〈X̂〉 in K〈X̂〉 is called the elimination
ideal of I with respect to L.
It is easy to check that for any j ∈ {1, . . . , n}, the elimination ordering Elim on 〈X〉,
as given in Definition 3.1.8, is an elimination ordering for L = {x1, . . . , xj}.
Lemma 6.2.2. Let σ be an admissible ordering on 〈X〉. Then the restriction σˆ of σ
to 〈X̂〉 is also an admissible ordering.
Proof. Consider 〈X̂〉 as a subset of 〈X〉. Observe that for any two words wˆ1, wˆ2 ∈ 〈X̂〉,
we have wˆ1 ≤σ wˆ2 if and only if wˆ1 ≤σˆ wˆ2. Then it is straightforward to check that σˆ
on 〈X̂〉 satisfies conditions a)-f) of Definition 3.1.1.
As shown in the following theorem, using Gro¨bner bases with respect to some
elimination ordering, we can obtain Gro¨bner bases of elimination ideals easily. The
following theorem is the key to the applications we shall consider in this subsection.
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Theorem 6.2.3. (Computation of Elimination Ideals) Let I ⊆ K〈X〉 be an
ideal, let L ⊆ X be a subset of alphabet, and let σ be an elimination ordering for L.
Furthermore, let X̂ = X\L, let K〈X̂〉 be the free monoid ring generated by X̂, and let σˆ
be the restriction of σ to 〈X̂〉. If G is a σ-Gro¨bner basis of I, then the set G ∩K〈X̂〉
is a σˆ-Gro¨bner basis of the elimination ideal I ∩K〈X̂〉.
Proof. Clearly G ∩ K〈X̂〉 ⊆ I ∩ K〈X̂〉. To prove G ∩ K〈X̂〉 is a σˆ-Gro¨bner basis
of I∩K〈X̂〉, by Lemma 3.3.15 it suffices to show that the set LTσˆ{G∩K〈X̂〉} generates
the leading term set LTσˆ{I ∩ K〈X̂〉}. Let f ∈ I ∩ K〈X̂〉 be a non-zero polynomial.
As σˆ is the restriction of σ to 〈X̂〉, we have LTσ(f) = LTσˆ(f) ∈ 〈X̂〉. Since G is a σ-
Gro¨bner basis of I, there exist w,w′ ∈ 〈X〉 and g ∈ G such that LTσ(f) = wLTσ(g)w′.
Clearly w,w′,LTσ(g) ∈ 〈X̂〉. Then g ∈ K〈X̂〉 follows from the assumption that σ is an
elimination ordering for L. Thus g ∈ G∩K〈X̂〉. Therefore LTσˆ{G∩K〈X̂〉} generates
LTσˆ{I ∩K〈X̂〉}, and hence G ∩K〈X̂〉 is a σˆ-Gro¨bner basis of I ∩K〈X̂〉.
With the notation given in Theorem 6.2.3, it is obvious that if G is the reduced
σ-Gro¨bner basis of I then G ∩K〈X̂〉 is the reduced σˆ-Gro¨bner basis of I ∩K〈X̂〉.
The first application we shall study in this subsection is the computation of the
intersection of ideals in K〈X〉. Let GI , GJ ⊆ K〈X〉 \ {0} be two sets of polynomials
which generate ideals I, J ⊆ K〈X〉, respectively. It is easy to check that the ideal
I + J ⊆ K〈X〉 is generated by the set GI ∪GJ . The following proposition formulates
the computation of the intersection I ∩ J .
Proposition 6.2.4. Let GI , GJ ⊆ K〈X〉 \{0} be two sets of polynomials which gener-
ate ideals I, J ⊆ K〈X〉, respectively. We choose a new indeterminate y, and form the
free monoid ring K〈y,X〉 generated by {y}∪X over K. Furthermore, let N ⊆ K〈y,X〉
be the ideal generated by the set {yf | f ∈ GI} ∪ {(1 − y)g | g ∈ GJ}, and let
C ⊆ K〈y,X〉 be the ideal of commutators, i.e. the ideal C is generated by the set
{yx1 − x1y, . . . , yxn − xny}. Then we have I ∩ J = (N + C) ∩K〈X〉.
Proof. For a polynomial v ∈ I∩J , there exist not necessarily pairwise distinct f1, . . . , fs
∈ GI , g1, . . . , gt ∈ GJ , and p1, . . . , p′s, q1, . . . , q′t ∈ K〈X〉, such that v =
∑s
i=1 pifip
′
i =∑t
j=1 qjgjq
′
j. Then we have v = yv+(1−y)v =
∑s
i=1 ypifip
′
i+
∑t
j=1(1−y)qjgjq′j. Clearly
yxi = xiy + (yxi − xiy) and (1 − y)xi = xi(1 − y) − (yxi − xiy) for all i ∈ {1, . . . , n}.
By replacing yxi with xiy + (yxi − xiy) and (1− y)xi with xi(1− y)− (yxi − xiy) for
all i ∈ {1, . . . , n}, we get v = ∑si=1 piyfip′i +∑tj=1 qj(1− y)gjq′j + p with p ∈ C. Thus
we have v ∈ (N + C) ∩K〈X〉.
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Conversely, suppose that v ∈ (N + C) ∩ K〈X〉. By the definitions of N and C,
there exist not necessarily pairwise distinct f1, . . . , fs ∈ GI , g1, . . . , gt ∈ GJ , and p1,
. . . , p′s, q1, . . . , q
′
t ∈ K〈y,X〉, p ∈ C, such that v =
∑s
i=1 piyfip
′
i+
∑t
j=1 qj(1−y)gjq′j +p.
Since v ∈ K〈X〉, the polynomial v is invariant under the substitution y 7→ 1, i.e. we
have v =
∑s
i=1 pi(1, X)fi(X)p
′
i(1, X) ∈ I. Similarly, the polynomial v is invariant
under the substitution y 7→ 0, i.e. we have v = ∑tj=1 qj(0, X)gj(X)q′j(0, X) ∈ J .
Altogether, we get v ∈ I ∩ J .
Remark 6.2.5. With the notation given in Proposition 6.2.4, we compute the inter-
section I ∩ J using the following sequence of instructions.
1) Let H ⊆ K〈y,X〉 be the ideal generated by the set {yf | f ∈ GI}∪{(1−y)g | g ∈
GJ} ∪ {yx1 − x1y, . . . , yxn − xny}.
2) Choose an elimination ordering σ on 〈y,X〉 for {y}. Enumerate a σ-Gro¨bner
basis G of the ideal H.
3) By Proposition 6.2.4 and Theorem 6.2.3 the set G ∩K〈X〉 is a σˆ-Gro¨bner basis
of the ideal I ∩ J ⊆ K〈X〉.
Proposition 6.2.4 can be easily generalized for the computation of the intersection
of s ≥ 2 ideals in K〈X〉 as follows.
Corollary 6.2.6. Let s ≥ 2, and let Ii ⊆ K〈X〉 be the ideal generated by the set of
polynomials Gi ⊆ K〈X〉 for i = 1, . . . , s. We choose a set of new indeterminates Y =
{y1, . . . , ys−1}, and form the free monoid ring K〈Y,X〉. Moreover, let N ⊆ K〈Y,X〉 be
the ideal generated by the set ∪s−1i=1{yigij | gij ∈ Gi}∪{(1−y1−· · ·−ys−1)gsj | gsj ∈ Gs},
and let C ′ ⊆ K〈Y,X〉 be the ideal generated by the set {yixj−xjyi | i ∈ {1, . . . , s−1}, j ∈
{1, . . . , n}}. Then we have ∩si=1Ii = (N + C ′) ∩K〈X〉.
The next application we shall consider in this subsection is to investigate the kernels
and images of K-algebra homomorphisms. The following proposition computes the
kernel of a given K-algebra homomorphism.
Proposition 6.2.7. Let I ⊆ K〈X〉 be an ideal, let Y = {y1, . . . , ym} be another
alphabet, let K〈Y 〉 be the free monoid ring generated by Y over K, and let J ⊆ K〈Y 〉
be an ideal. Moreover, let g1, . . . , gm ∈ K〈X〉 be polynomials, and let ϕ : K〈Y 〉/J →
K〈X〉/I be a homomorphism of K-algebras defined by y¯i 7→ g¯i for i = 1, . . . ,m. We
form the free monoid ring K〈X, Y 〉 generated by X ∪Y over K, and let D ⊆ K〈X, Y 〉
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be the diagonal ideal generated by the set {y1−g1, . . . , ym−gm}. Then we have ker(ϕ) =
((D + I) ∩K〈Y 〉) + J .
Proof. Let h ∈ K〈Y 〉 be a polynomial such that h + J ∈ ker(ϕ), i.e. ϕ(h + J) =
h(g1, . . . , gm) ∈ I. Clearly yi = (yi − gi) + gi for all i ∈ {1, . . . ,m}. By replacing yi
with (yi − gi) + gi for all i ∈ {1, . . . ,m}, we get h(y1, . . . , yn) = p+ h(g1, . . . , gm) with
p ∈ D. Therefore we have h + J ∈ ((D + I) ∩K〈Y 〉) + J . Conversely, suppose that
h+J ∈ ((D+I)∩K〈Y 〉)+J . By the definition of D, there exist not necessarily pairwise
distinct yi1−gi1 , . . . , yis−gis ∈ {y1−g1, . . . , ym−gm}, and p1, . . . , p′s ∈ K〈X, Y 〉, q ∈ I,
such that h+ J =
∑s
k=1 pk(yik − gik)p′k + q+ J . Now we substitute yi + J 7→ gi + I for
all i ∈ {1, . . . ,m}, we get ϕ(h+ J) ∈ I. Therefore h+ J ∈ ker(ϕ).
Remark 6.2.8. In the setting of Proposition 6.2.7, we assume that GI ⊆ K〈X〉 and
GJ ⊆ K〈Y 〉 are systems of generators of the ideals I and J , respectively. Then we
can compute the kernel of K-algebra homomorphism ϕ using the following sequence of
instructions.
1) Let H ⊆ K〈X, Y 〉 be the ideal generated by the set {y1− g1, . . . , ym− gm} ∪GI .
2) Choose an elimination ordering σ on 〈X, Y 〉 for X. Enumerate a σ-Gro¨bner
basis G of the ideal H.
3) By Proposition 6.2.7 and Theorem 6.2.3 the set G ∩K〈Y 〉 is a σˆ-Gro¨bner basis
of the ideal (D + I) ∩ K〈Y 〉. Hence the set (G ∩ K〈Y 〉) ∪ GJ is a system of
generators of ker(ϕ).
Let I ⊆ K〈X〉 be an ideal, let g ∈ K〈X〉 be a polynomial, and let g¯ ∈ K〈X〉/I
be the residue class of f . Moreover, let y be a new indeterminate, and let K[y] be the
univariate polynomial ring. If there exists a polynomial µ ∈ K[y] such that µ(g¯) = 0¯,
then g¯ is called algebraic over K; otherwise g¯ is called transcendental over K. In the
former case the monic polynomial µ ∈ K[y] of least degree such that µ(g¯) = 0¯ is called
the minimal polynomial of g¯. As an immediate application of Proposition 6.2.7, the
following corollary gives a condition for an element of K〈X〉/I to be algebraic over K
and computes its minimal polynomial.
Corollary 6.2.9. Let ϕ : K[y] → K〈X〉/I be a K-algebra homomorphism given by
y 7→ g¯. Then an element g¯ ∈ K〈X〉/I is algebraic over K if and only if ker(ϕ) 6= {0}.
Moreover, if an element g¯ ∈ K〈X〉/I is algebraic over K, then the unique monic
generating polynomial of the ideal ker(ϕ) ⊆ K[y] is the minimal polynomial of g¯ over K.
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Proof. Analogous to [43], Corollary 3.6.4.
Remark 6.2.10. In the setting of Corollary 6.2.9, we choose an elimination ordering
σ on 〈X, y〉 for X and compute a σ-Gro¨bner basis G of the ideal {y−g}+I ⊆ K〈X, y〉.
If G ∩K[y] 6= {0}, then by Corollary 6.2.9 the element g¯ ∈ K〈X〉/I is algebraic over
K. However, since the ideal {y − g} + I may not have a finite σ-Gro¨bner basis, it is
only semi-decidable whether an element of K〈X〉/I is algebraic over K.
Remark 6.2.11. Furthermore, we can use Corollary 6.2.9 to semi-decide if a monoid
element has finite order. Let M = 〈X | R〉 be a finitely presented monoid, and let
I ⊆ K〈X〉 be the ideal generated by the set {l − r | (l, r) ∈ R}. Recall that we have
K〈M〉 ∼= K〈X〉/I (see Corollary 2.2.11). Let w¯ ∈ M be a monoid element, and let
H ⊆ K〈X, y〉 be the ideal generated by the set {y − w} ∪ {l − r | (l, r) ∈ R}. Choose
an elimination ordering σ on 〈X, y〉 for X, and compute a σ-Gro¨bner basis G of the
ideal H.
1) By Corollary 6.2.9, the order of w¯ is infinite if and only if G ∩K[y] = ∅. In this
case the order of M is also infinite. However the ideal H may not have a finite
σ-Gro¨bner basis. Instead of computing a complete σ-Gro¨bner basis G, we can
compute partial σ-Gro¨bner bases G′ (see Remark 4.1.16) step by step using the
Buchberger Procedure given in Theorem 4.1.14 and check whether G′ ∩K[y] is
empty. If G′ ∩K[y] 6= ∅, then we claim that the order of w¯ is finite. Otherwise,
we continue with next iteration of the loop of the Buchberger Procedure. In
another way, we choose other polynomials h1, . . . , hk ∈ K〈X, y〉, and consider
the ideal H+ = H + 〈h1, . . . , hk〉 ⊆ K〈X, y〉. Clearly H+ ∩ K[y] = ∅ implies
H ∩ K[y] = ∅. By chance H+ has a finite σ-Gro¨bner basis. Thus to check
whether w¯ has infinite order we can compute a σ-Gro¨bner basis G+ of H+ and
check whether G+ ∩K[y] = ∅ (see [45], Remark 6.5).
2) If G ∩ K[y] 6= ∅, then by Corollary 6.2.9 the element w¯ ∈ K〈X〉/I is algebraic
over K. Since the generators of the ideal H are binomials, the polynomials in G
and G ∩ K[y] are also binomials. Thus the minimal polynomial µ(y) of w¯ is
a binomial. Let K = F2. Then the minimal polynomial of w¯ is of the form
µ(y) = yk + yl with k > l, i.e. w¯k = w¯l. Moreover, if M is a group, then by the
cancellation law we have w¯k−l = 1, i.e. the order of w¯ is k − l.
Example 6.2.12. Consider the infinite dihedral group D∞ = 〈a, b | b2 = (ab)2 = 1〉.
We want to check the order of a¯. We choose a new indeterminate t and form the
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free monoid ring F2〈a, b, t〉. Let σ = Elim be the elimination ordering induced by
a >σ b >σ t as given in Definition 3.1.8. We compute the reduced σ-Gro¨bner basis G
of the ideal 〈a− t, b2− 1, (ab)2− 1〉 ⊆ K〈a, b, t〉 and obtain G = {tbt+ b, b2 + 1, a+ t}.
Since G ∩ K[t] is empty, the order of a¯ is infinite and so is the order of D∞. Now
we consider the dihedral group D6 = 〈a, b | a3 = b2 = (ab)2 = 1〉. We want to
check the order of bab. Thus we compute the reduced σ-Gro¨bner basis H of the ideal
〈bab− t, a3 − 1, b2 − 1, (ab)2 − 1〉 ⊆ K〈a, b, t〉 and obtain H = {t3 + 1, t2b + bt, tbt+ b,
bt2 + tb, b2 + 1, btb+ t2, a+ t2}. Since H ∩K[t] = {t3 + 1}, the polynomial t3 + 1 is the
minimal polynomial of bab and hence the order of bab is 3.
Given a K-algebra homomorphism as in Proposition 6.2.7, the following proposition
enables us to semi-decide whether an element is in the image of homomorphism.
Proposition 6.2.13. In the setting of Proposition 6.2.7, we consider the ideal H =
D + I ⊆ K〈X, Y 〉. Let σ be an elimination ordering on 〈X, Y 〉 for X. Then for a
polynomial f ∈ K〈X〉, we have f¯ ∈ im(ϕ) if and only if we have NFσ,H(f) ∈ K〈Y 〉.
Proof. Let f ∈ K〈Y 〉 be a polynomial such that f + I ∈ im(ϕ). Then there exists
a polynomial h ∈ K〈X〉 satisfying ϕ(h + J) = h(g1, . . . , gm) + I = f + I. Clearly
gi = yi − (yi − gi) for all i ∈ {1, . . . ,m}. By replacing gi with yi − (yi − gi) for
all i ∈ {1, . . . ,m}, we have h(g1, . . . , gm) = h(y1, . . . , ym) + p with p ∈ D. Thus we
have f − h(y1, . . . , ym) ∈ H, and hence NFσ,H(f) = NFσ,H(h(y1, . . . , ym)) by Remark
3.1.18.c. Since σ is an elimination ordering on 〈X, Y 〉 for X and h(y1, . . . , ym) ∈ K〈Y 〉,
we have NFσ,H(h(y1, . . . , ym)) ∈ K〈Y 〉. Therefore we have NFσ,H(f) ∈ K〈Y 〉.
Conversely, let f ∈ K〈X〉 be a polynomial such that NFσ,H(f) ∈ K〈Y 〉. By
Corollary 3.1.16.b we have f − NFσ,H(f) ∈ H. By the definition of H, there exist
not necessarily pairwise distinct yi1 − gi1 , . . . , yis − gis ∈ {y1 − g1, . . . , ym − gm}, and
p1, . . . , p
′
s ∈ K〈X, Y 〉, p ∈ I, such that f − NFσ,H(f) =
∑s
k=1 pk(yik − gik)p′k + p. Now
we substitute yi 7→ gi for all i ∈ {1, . . . ,m}, we have f − NFσ,H(f)(g1, . . . , gm) ∈ I.
Therefore f + I = ϕ(NFσ,H(f)) and f + I ∈ im(ϕ).
Remark 6.2.14. We can use Proposition 6.2.13 to semi-decide the subagebra mem-
bership problem. Assume that GI ⊆ K〈X〉 is a system of generators of the ideal I. Let
f, g1, . . . , gm ∈ K〈X〉 be polynomials, and let S = K〈g¯1, . . . , g¯m〉 ⊆ K〈X〉/I be the
subalgebra generated by {g¯1, . . . , g¯m}. We can semi-decide whether f¯ ∈ K〈g¯1, . . . , g¯m〉
via the following sequence of instructions.
1) Construct the ideal H ⊆ K〈X, Y 〉 generated by the set {y1−g1, . . . , ym−gm}∪GI .
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Choose an elimination ordering σ on 〈X, Y 〉 for X.
2) Let G = {y1 − g1, . . . , ym − gm} ∪ GI . Note that G is a partial σ-Gro¨bner basis
of H (see Remark 4.1.16).
3) Compute NRσ,G(f) using the Division Algorithm given in Theorem 3.2.1. If
NRσ,H(f) ∈ K〈Y 〉, then by Proposition 6.2.13 we have f¯ ∈ S, and return f¯ =
NRσ,G(f)(g¯1, . . . , g¯m) which is an explicit representation of f¯ as an element of S.
4) Using the Buchberger Procedure given in Theorem 4.1.14, we compute a new
partial σ-Gro¨bner basis G′ of H that contains G. Let G = G′. Then continue
with step 3).
Since the ideal H may not have a finite σ-Gro¨bner basis, the loop in the instructions
above may not terminate. Hence the subagebra membership problem is semi-decidable.
Remark 6.2.15. In particular, we can also semi-decide the generalized word problem
(see Definition 2.1.21). Let M = 〈X | R〉 be a finitely presented monoid, and let
H ⊆ M be the submonoid generated by the set of words {w1, . . . , wm} ⊆ 〈X〉 \ {1}.
Given a word w ∈ 〈X〉, the generalized word problem is to decide whether w¯ ∈ H. We
consider the residue class ring K〈X〉/I where I ⊆ K〈X〉 is the ideal generated by the
set {l− r | (l, r) ∈ R}. Note that we have H = 〈w¯1, . . . , w¯m〉. Then w¯ ∈ H if and only
if w¯ − 1 ∈ K〈w¯1 − 1, . . . , w¯m − 1〉 ⊆ K〈X〉/I. Therefore we can semi-decide whether
w¯ ∈ H via the following sequence of instructions.
1) Construct the ideal H ⊆ 〈X, Y 〉 generated by the set {y1 − w1 + 1, . . . , ym − wm
+1} ∪ {l − r | (l, r) ∈ R}. Choose an elimination ordering σ on 〈X, Y 〉 for X.
2) Let G = {y1 − w1 + 1, . . . , ym − wm +1} ∪ {l − r | (l, r) ∈ R}. Note that G is a
partial σ-Gro¨bner basis of H (see Remark 4.1.16).
3) Compute NRσ,G(w − 1) using the Division Algorithm given in Theorem 3.2.1.
If NRσ,G(w − 1) ∈ K〈Y 〉, then by Proposition 6.2.13 we have w¯ − 1 ∈ K〈w¯1 −
1, . . . , w¯m − 1〉, and we conclude that w¯ ∈ H and stop.
4) Using the Buchberger Procedure given in Theorem 4.1.14, we compute a new
partial σ-Gro¨bner basis G′ of H that contains G. Let G = G′. Then continue
with step 3).
164 6. Applications
As in the previous remark, the ideal H may not have a finite σ-Gro¨bner basis and
the loop in the instructions above may not terminate. Therefore the generalized word
problem is also semi-decidable.
By Proposition 6.2.13 and the definition of the reduced Gro¨bner basis (see Definition
3.3.16), we give a sufficient and necessary condition for a K-algebra homomorphism to
be surjective in the following corollary.
Corollary 6.2.16. In the setting of Proposition 6.2.7, let G be the reduced σ-Gro¨bner
basis of the ideal H = D + I ⊆ K〈X, Y 〉. Then the homomorphism ϕ is surjective
if and only if G contains polynomials of the form xi − hi, where hi ∈ K〈Y 〉 for all
i ∈ {1, . . . , n}.
Proof. Analogous to [43], Proposition 3.6.6.d.
6.2.2 Component Elimination in (K〈X〉 ⊗K〈X〉)r
In this subsection we shall study applications of Gro¨bner bases related to component
elimination in free K〈X〉-bimodule Fr = (K〈X〉 ⊗K〈X〉)r. In [8], H. Bluhm and M.
Kreuzer developed component elimination technique in Fr and proposed methods to
compute two-sided syzygies in non-commutative settings. In this subsection we shall
revise their results with slight adaptations, highlight our observations and extensions
in remarks, and apply their technique to the computation of colon modules. In the
following, we let L ⊆ {1, . . . , r} be a subset, F̂r the free K〈X〉-bimodule generated by
{ei | i ∈ {1, . . . , r} \ L}, i.e. F̂r =
⊕
i∈{1,...,r}\LK〈X〉eiK〈X〉, and T(F̂r) the set of
terms in F̂r.
Definition 6.2.17. Let L ⊆ {1, . . . , r} be a subset as above.
a) A module term ordering τ on T(Fr) is called a component elimination order-
ing for L if every element m ∈ Fr \ {0} such that LTτ (m) ∈ T(F̂r) is contained
in F̂r.
b) Given a K〈X〉-submodule M ⊆ Fr, the K〈X〉-submodule M ∩ F̂r in F̂r is called
the component elimination module of M with respect to L.
It is easy to verify that for any j ∈ {1, . . . , r}, the module term ordering PosTo
on T(Fr) defined as in Example 5.1.3.b is a component elimination ordering for L =
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{1, . . . , j}. Component elimination ordering has the following properties that are anal-
ogous to Lemma 6.2.2 and Theorem 6.2.3. The proofs of the following lemma and
theorem proceed similarly to the proofs of Lemma 6.2.2 and Theorem 6.2.3, respec-
tively.
Lemma 6.2.18. Let τ be a module term ordering on T(Fr), then the restriction τˆ of τ
to T(F̂r) is also a module term ordering.
Theorem 6.2.19. (Computation of Component Elimination Submodules)
Let M ⊆ Fr be a K〈X〉-submodule, let L ⊆ {1, . . . , r} be a subset, let τ be a com-
ponent elimination ordering for L, and let τˆ be the restriction of τ to T(F̂r). If G is
a τ -Gro¨bner basis of M , then the set G ∩ F̂r is a τˆ -Gro¨bner basis of the component
elimination module M ∩ F̂r.
The first application we shall introduce in this subsection is the computation of
the intersection of K〈X〉-submodules in Fr. The following proposition formulates the
intersection of two submodules.
Proposition 6.2.20. Let GM , GN ⊆ Fr \ {0} be two sets of elements which generate
K〈X〉-submodules M,N ⊆ Fr, respectively. Let F2r be the free K〈X〉-bimodule with
the canonical basis {e¯1, . . . , e¯2r}. For every element m =
∑r
i=1
∑
j∈N cijwijeiw
′
ij ∈ Fr,
we denote
∑r
i=1
∑
j∈N cijwij e¯iw
′
ij ∈ F2r by m¯ and
∑r
i=1
∑
j∈N cijwij e¯r+iw
′
ij ∈ F2r by m′.
Consider the submodule V ⊆ F2r generated by the set {g¯+g′ | g ∈ GM}∪{h′ | h ∈ GN}.
Then we have M ∩N = V ∩ 〈e¯1, . . . , e¯r〉.
Proof. Analogous [8], Proposition 3.4.
Remark 6.2.21. We can illustrate Proposition 6.2.20 as follows. Assume that GM =
{g1, . . . , gs} and GN = {h1, . . . , ht}. Consider elements gi, hk for all i ∈ {1, . . . , s}, k ∈
{1, . . . , t} as column vectors and construct the following matrix V of size 2r × (s+ t)
V =
(
g1 · · · gs 0 · · · 0
g1 · · · gs h1 · · · ht
)
.
Let v be an element of the K〈X〉-submodule generated by the column vectors of V .
We divide v into two halves: the first half of v, denoted by v+, belongs to the
K〈X〉-submodule M ; the second half of v, denoted by v−, belongs to the K〈X〉-
submodule M +N . Assume that v− =
∑s
i=1
∑
j∈N aijwijgiw
′
ij +
∑t
k=1
∑
l∈N bkluklhku
′
kl
with aij ∈ K,wij, w′ij ∈ 〈X〉 for all i ∈ {1, . . . , s}, j ∈ N and bkl ∈ K, ukl, u′kl ∈ 〈X〉 for
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all k ∈ {1, . . . , t}, l ∈ N. Then we have v+ = ∑si=1∑j∈N aijwijgiw′ij. Clearly v− = 0 if
and only if v+ =
∑s
i=1
∑
j∈N aijwijgiw
′
ij = −
∑t
k=1
∑
l∈N bkluklhku
′
kl ∈M ∩N .
In what follows, for r′ > r, by abusing the notation we shall consider an element
m ∈ Fr as an element of Fr whose components at er+1, . . . , er′ are zero, and conversely,
consider an element m′ ∈ Fr′ whose components at er+1, . . . , er′ are zero as an element
of Fr.
Remark 6.2.22. With the notation given in Proposition 6.2.20, we compute the in-
tersection M ∩N using the following sequence of instructions.
1) Let V ⊆ F2r be the K〈X〉-submodule generated by the set {g¯ + g′ | g ∈ GM} ∪
{h′ | h ∈ GN}.
2) Choose a component elimination ordering τ on T(F2r) for {r + 1, . . . , 2r}. Enu-
merate a τ -Gro¨bner basis G of the K〈X〉-submodule V .
3) By Proposition 6.2.20 and Theorem 6.2.19 the set G∩Fr is a τˆ -Gro¨bner basis of
the intersection M ∩N .
We can easily construct the required component elimination ordering τ through a slight
modification on the module term ordering PosTo (see Example 5.1.3.b) as follows.
Let To be an admissible ordering on 〈X〉, and let w1eiw′1, w2ejw′2 ∈ T(F2r). We say
w1eiw
′
1 >τ w2ejw
′
2 if we have i > j, or if we have i = j and w1w
′
1 >To w2w
′
2, or if we
have i = j and w1w
′
1 = w2w
′
2 and w1 >To w2.
It is straightforward to generalize Proposition 6.2.20 for the computation of the
intersection of more than two K〈X〉-submodules in Fr.
Corollary 6.2.23. Let s ≥ 2, and let Mk ⊆ Fr be the K〈X〉-submodule generated by
the set Gk ⊆ Fr for k = 1, . . . , s. For every element m =
∑r
i=1
∑
j∈N cijwijeiw
′
ij ∈ Fr
we denote
∑r
i=1
∑
j∈N cijwijei+(k−1)rw
′
ij ∈ Fsr by m(k). Consider the K〈X〉-submodule
V ⊆ Fsr generated by the set ∪s−1i=1{g(i) + g(i+1) |g ∈ Gi} ∪ {g(s) | g ∈ Gs}. Then we
have ∩sk=1Mk = V ∩ 〈e1, . . . , er〉.
The most important and useful application we shall introduce next is the compu-
tation of syzygy modules of a tuple of elements in Fr which gives rise to further appli-
cations. Recall that for a tuple of non-zero elements G = (g1, . . . , gs) ∈ F sr the syzygy
module Syz(G) is the set {∑si=1∑j∈N cijwijeiw′ij ∈ Fs | ∑si=1∑j∈N cijwijgiw′ij = 0}.
The following proposition formulates the computation of syzygy modules.
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Proposition 6.2.24. Let G = (g1, . . . , gs) ∈ F sr be a tuple of non-zero elements. For
every element m =
∑r
i=1
∑
j∈N cijwijeiw
′
ij ∈ Fr, we write m′ =
∑r
i=1
∑
j∈N cijwijei+sw
′
ij
as an element of Fr+s. Let U ⊆ Fr+s be the K〈X〉-submodule generated by the set
{e1 + g′1, . . . , es + g′s}. Then we have Syz(G) = U ∩ 〈e1, . . . , es〉.
Proof. Analogous [8], Proposition 3.6.
Remark 6.2.25. We can visualize Proposition 6.2.24 as follows. Consider elements gi
for all i ∈ {1, . . . , s} as column vectors and construct the following matrix U of size
(s+ r)× s
U =

1⊗ 1 0 · · · 0
...
. . . . . .
...
0 · · · 0 1⊗ 1
g1 g2 · · · gs
 .
Let u be an element of the K〈X〉-submodule generated by the column vectors of U .
We divide u into two parts: the first part consists of the first s components of u,
denoted by u+, belongs to the K〈X〉-submodule generated by {e1, . . . , es}; the sec-
ond part consists of the last r components of u, denoted by u−, belongs to the
K〈X〉-submodule generated by {g1, . . . , gs}. Assume that u+ =
∑s
i=1
∑
j∈N cijwijeiw
′
ij
with cij ∈ K,wij, w′ij ∈ 〈X〉 for all i ∈ {1, . . . , s}, j ∈ N. Then we have u− =∑s
i=1
∑
j∈N cijwijgiw
′
ij. Clearly u
− = 0 if and only if u+ ∈ Syz(G).
Remark 6.2.26. With the notation given in Proposition 6.2.24, we compute the
syzygy module Syz(G) using the following sequence of instructions.
1) Let U ⊆ Fs+r be the K〈X〉-submodule generated by the set {e1 +g′1, . . . , es+g′s}.
2) Choose a component elimination ordering τ on T(Fs+r) for {s + 1, . . . , s + r}.
Enumerate a τ -Gro¨bner basis G of the K〈X〉-submodule U .
3) By Proposition 6.2.24 and Theorem 6.2.19 the set G∩Fs is a τˆ -Gro¨bner basis of
the syzygy module Syz(G).
In [8], H. Bluhm and M. Kreuzer constructed the K〈X〉-submodule U = 〈g1−er+1, . . . ,
gs− er+s〉 ⊆ Fr+s and showed that Syz(G) ∼= U ∩ 〈er+1, . . . , er+s〉. For the computation
of Syz(G), they chose a component elimination ordering τ for {1, . . . , r} on T(Fr+s),
computed a τ -Gro¨bner basis of theK〈X〉-submodule U , let F̂r+s be theK〈X〉-bimodule
generated by the set {er+1, . . . , er+s}, and defined the homomorphism ϕ : F̂r+s → Fs
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given by er+i 7→ ei for i = 1, . . . , s. Then they claimed that ϕ(G ∩ F̂r+s) is a τˆ -
Gro¨bner basis of Syz(G) (see [8], Theorem 3.7). However, to make the claim correct
the ordering τ should satisfy a strict condition that LTτ (ϕ(m)) = ϕ(LTτˆ (m)) for
every element m ∈ F̂r+s \ {0}. Consider a generalization of the module term ordering
PosTo (see Example 5.1.3.b) as follows. Let σ1, . . . , σr+s be pairwise distinct admissible
orderings on 〈X〉. For w1eiw′1, w2ejw′2 ∈ T(Fr+s) we say that w1eiw′1 > w2ejw′2 if we
have i < j, or if we have i = j and w1w
′
1 >σi w2w
′
2, or if i = j and w1w
′
1 = w2w
′
2
and w1 >σi w2. It can be verified that the ordering defined in this way is a component
elimination ordering for {1, . . . , r} on T(Fr+s) but it does not satisfy the condition
that LTτ (ϕ(m)) = ϕ(LTτˆ (m)) for every element m ∈ F̂r+s \ {0}. The advantage of our
constructions in Proposition 6.2.24 as well as Proposition 6.2.20 is that we compute a
τˆ -Gro¨bner basis of the desired submodule by component elimination directly and avoid
the effect of the homomorphism ϕ. Meanwhile we also simplify the computation.
Recall that, for a tuple of non-zero polynomials G = (g1, . . . , gs) ∈ K〈X〉s, the
syzygy module Syz(G) is the set {∑si=1∑j∈N cijwijeiw′ij ∈ Fs | ∑si=1∑j∈N cijwijgiw′ij =
0}. Using the same approach as Proposition 6.2.24, we can compute the syzygy module
of a tuple of polynomials as follows. For i = 1, . . . , s, we consider polynomial gi ∈ K〈X〉
as an element gies+1 ∈ Fs+1 and construct the K〈X〉-submodule generated by the set
{e1 + g1es+1, . . . , es + gses+1}. To eliminate the effect of canonical basis es+1, we in-
troduce a set of commutators {x1es+1− es+1x1, . . . , xnes+1− es+1xn} which makes es+1
commute with each word in 〈X〉. Altogether we have the following corollary.
Corollary 6.2.27. Let G = (g1, . . . , gs) ∈ K〈X〉s be a tuple of non-zero polynomials,
and let U ⊆ Fs+1 be the K〈X〉-submodule generated by the set {e1 + g1es+1, . . . , es +
gses+1, x1es+1− es+1x1, . . . , xnes+1− es+1xn}. Then we have Syz(G) = U ∩ 〈e1, . . . , es〉.
Proof. Analogous to [8], Proposition 3.9.
Furthermore, we compute syzygy modules of a tuple of elements in residue class
rings. Let I ⊆ K〈X〉 be the two-sided ideal generated by the set {f1, . . . , ft} ⊆ K〈X〉,
let K〈X〉/I be a residue class ring, and for s ≥ 1 let F¯s = (K〈X〉/I⊗K〈X〉/I)s be the
free K〈X〉/I-bimodule of rank s with the canonical basis {e1, . . . , es}. As in Section 6.1,
we represent elements in F¯s of the form
∑r
i=1
∑
j∈N cijwijeiw
′
ij with cij ∈ K,wij, w′ij ∈
Oσ(I) for all i ∈ {1, . . . , r}, j ∈ N. Moreover, let g1, . . . , gs ∈ K〈X〉 \ I be polynomials,
and let G¯ = (g¯1, . . . , g¯s) ∈ (K〈X〉/I)s be the tuple where g¯i is the residue class of gi
for i = 1, . . . , s. The syzygy module of G¯ is the set Syz(G¯) = {∑si=1∑j∈N cijwijeiw′ij ∈
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F¯s |
∑s
i=1
∑
j∈N cijwijgiw
′
ij ∈ I}.
Corollary 6.2.28. Using the notation as above, we let U ⊆ Fs+1 be the K〈X〉-
submodule generated by the set {e1 + g1es+1, . . . , es + gses+1, f1es+1, . . . , ftes+1, x1es+1
−es+1x1, . . . , xnes+1 − es+1xn}. Then we have Syz(G¯) = ψ(U ∩ 〈e1, . . . , es〉) where
ψ : Fs → F¯s is the map defined by m 7→ m¯.
Proof. Analogous to [8], Proposition 4.6.
Remark 6.2.29. Using the same notation as above, we can compute the syzygy mod-
ule Syz(G¯) via the following sequence of instructions.
1) Let U ⊆ Fs+1 be the K〈X〉-submodule generated by the set {e1 + g1es+1, . . . ,
es + gses+1, f1es+1, . . . , ftes+1, x1es+1 − es+1x1, . . . , xnes+1 − es+1xn}.
2) Choose a component elimination ordering τ on T(Fs+1) for {s + 1}. Enumerate
a τ -Gro¨bner basis G of the K〈X〉-submodule U .
3) By Theorem 6.2.19 and Corollary 6.2.28 the set G ∩ Fs is a τˆ -Gro¨bner basis
of the K〈X〉-submodule U ∩ Fs and the set ψ(G ∩ Fs) generates the syzygy
module Syz(G¯).
4) Moreover, if τ is compatible with σ, then the set ψ(G ∩ Fs) is a τˆ -Gro¨bner basis
of the syzygy module Syz(G¯).
We show the correctness of step 4). Let m¯ =
∑s
i=1
∑
j∈N cijwijeiw
′
ij ∈ Syz(G¯) with
cij ∈ K and wij, w′ij ∈ Oσ(I) for all i ∈ {1, . . . , s} and for all j ∈ N where all but
finitely many of the cij are zero. We can prove that m¯ ∈ U ∩ Fs in the same way as
the proof of [8], Proposition 4.6. Let LTτˆ (m¯) ≡ w1eiw′1. Since G ∩ Fs is a τˆ -Gro¨bner
basis of U ∩Fs, there exist w,w′ ∈ 〈X〉, g ∈ G∩Fs such that LTτˆ (m¯) ≡ w ·LTτˆ (g) ·w′.
Since w1, w
′
1 ∈ Oσ(I) and τ is compatible with σ, we have LTτˆ (g) ≡ LTτˆ (g¯). Therefore
we have LTτˆ (m¯) ≡ w ·LTτˆ (g¯) ·w′ and hence ψ(G∩Fs) is a τˆ -Gro¨bner basis of Syz(G¯).
Remark 6.2.30. M. Kreuzer [45] proposed that we can attack the decomposition
search problem and the factorization search problem by using syzygy computations.
We explicitly present steps to attack these problems.
a) Let G = 〈X | R〉 be a finitely presented group, let v, w ∈ G be two elements, and
let A,B ⊆ G be two submonoids such that there exist a ∈ A, b ∈ B satisfying
avb = w. The decomposition search problem is to find a ∈ A and b ∈ B such
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that avb = w. Assume that R = {(w1, w′1), . . . , (wt, w′t)}. Consider the residue
class ring K〈X〉/I where I ⊆ K〈X〉 is the two-sided ideal generated by the set
{w1−w′1, . . . , wt−w′t}. Using the following sequence of instructions, we compute
Syz(v,−w) ⊆ K〈G〉e1K〈G〉 ⊕K〈G〉e2K〈G〉 and find in it the unique element of
the form ae1b+ e2 with a ∈ A and b ∈ B satisfying avb = w.
1) Let U ⊆ F3 be the K〈X〉-submodule generated by the set {e1 + ve3, e2 −
we3, (w1 − w′1)e3, . . . , (wt − w′t)e3, x1e3 − e3x1, . . . , xne3 − e3xn}.
2) Choose the following module term ordering τ on T(F3). For w1eiw′1, w2ejw′2 ∈
T(F3), we say w1eiw′1 >τ w2ejw′2 if we have i > j, or if we have i = j and
w1w
′
1 >σ w2w
′
2, or if we have i = j and w1w
′
1 = w2w
′
2 and w1 >σ w2.
Compute the reduced τ -Gro¨bner basis G of the K〈X〉-submodule U .
3) In G there exists a unique element of the form ae1b + e2 where a, b ∈ 〈X〉.
Then a ∈ A and b ∈ B represent the desired elements.
We prove the correctness of step 3). By assumption there exist a, b ∈ 〈X〉 repre-
senting elements in A,B respectively such that avb = w. Thus ae1b+e2 represents
an element in SyzK〈G〉(v,−w) and is contained in U by Corollary 6.2.29. By the
definition of τ the leading term of ae1b + e2 is e2 and G contains an element
whose leading term is e2. Observe that U is generated by a system of generators
consisting of only binomials. Thus G also consists of only binomials. In particu-
lar, G contains an element of the form ae1b + e2 with a, b ∈ 〈X〉. Since it is the
reduced τ -Gro¨bner basis, G contains a unique elements of the form ae1b+e2 with
a, b ∈ 〈X〉. The fact that a ∈ A, b ∈ B follows from the uniqueness. Note that
in step 2) the Gro¨bner basis computation is an enumerating procedure. After
a new Gro¨bner basis element has been added, we fully interreduce the Gro¨bner
basis and check whether it contains the element of the form as in step 3). Since
by assumption the elements a ∈ A, b ∈ B exist, they will be found eventually.
b) Let G = 〈X | R〉 be a finitely presented group, let w ∈ G be a group element, and
let A,B ⊆ G be two submonoids such that there exist a ∈ A, b ∈ B satisfying
ab = w. The factorization search problem is to find elements a ∈ A and b ∈ B
such that ab = w. We solve it by computing Syz(1,−w) ⊆ K〈G〉e1K〈G〉 ⊕
K〈G〉e2K〈G〉 and finding in it the unique element of the form ae1b + e2 with
a ∈ A and b ∈ B satisfying ab = w. Clearly, this is just a specific case of the
decomposition search problem.
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By combining the results of Proposition 6.2.20 and Corollary 6.2.28, we compute
the intersection of two syzygy modules over the residue class ring K〈X〉/I as follows.
Corollary 6.2.31. Let g1, . . . , gs, h1, . . . , hs ∈ K〈X〉 \ I be polynomials, and let G¯ =
(g¯1, . . . , g¯s), H¯ = (h¯1, . . . , h¯s) ∈ (K〈X〉/I)s be two tuples where g¯i is the residue class
of gi and h¯i is the residue class of hi for i = 1, . . . , s. Furthermore, let U ⊆ F2s+2 be the
K〈X〉-submodule generated by the set {e1 +es+1 +g1e2s+1, . . . , es+e2s+gse2s+1, f1e2s+1,
. . . , fte2s+1, x1e2s+1 − e2s+1x1, . . . , xne2s+1 − e2s+1xn, es+1 + h1e2s+2, . . . , e2s + hse2s+2,
f1e2s+2, . . . , fte2s+2, x1e2s+2 − e2s+2x1, . . . , xne2s+2 −e2s+2xn}. Then we have Syz(G¯) ∩
Syz(H¯) = ψ(U ∩ 〈e1, . . . , es〉) where ψ : Fs → F¯s is the map defined by m 7→ m¯.
Proof. Let m¯ =
∑s
i=1
∑
j∈N cijw¯ijeiw¯
′
ij ∈ Syz(G¯) ∩ Syz(H¯) with cij ∈ K and w¯ij, w¯′ij ∈
Oσ(I) for all i ∈ {1, . . . , s} and for all j ∈ N where all but finitely many of the cij
are zero. Let m =
∑s
i=1
∑
j∈N cijwijeiw
′
ij. Clearly we have ψ(m) = m¯ and m ∈
〈e1, . . . , es〉. We want to prove that m ∈ U . We write m as m =
∑s
i=1
∑
j∈N cijwij(ei +
es+i+gie2s+1)w
′
ij−
∑s
i=1
∑
j∈N cijwij(es+i+gie2s+1)w
′
ij where the first summand is con-
tained in U . Thus to prove m ∈ U it suffices to prove that ∑si=1∑j∈N cijwij(es+i +
gie2s+1)w
′
ij ∈ U . Since we have
∑s
i=1
∑
j∈N cijwij(es+i + hie2s+2)w
′
ij ∈ U , it suffices to
show that
∑s
i=1
∑
j∈N cijwij(es+i + gie2s+1)w
′
ij −
∑s
i=1
∑
j∈N cijwij(es+i + hie2s+2)w
′
ij =∑s
i=1
∑
j∈N cijwijgie2s+1w
′
ij −
∑s
i=1
∑
j∈N cijwijhie2s+2w
′
ij ∈ U . In the following we
show that both
∑s
i=1
∑
j∈N cijwijgie2s+1w
′
ij and
∑s
i=1
∑
j∈N cijwijhie2s+2w
′
ij are con-
tained in U . Since m¯ ∈ Syz(G¯) and I = 〈f1, . . . , ft〉, we have
∑s
i=1
∑
j∈N cijwijgiw
′
ij =∑t
k=1
∑
l∈N akluklfku
′
kl with akl ∈ K and ukl, u′kl ∈ 〈X〉 for all k ∈ {1, . . . , t} and for all
l ∈ N where all but finitely many of the akl are zero. Thus
∑s
i=1
∑
j∈N cijwijgiw
′
ije2s+1−∑t
k=1
∑
l∈N akluklfku
′
kle2s+1 = 0 ∈ U . Note that the set {x1e2s+1 − e2s+1x1, . . . , xne2s+1
−e2s+1xn} ⊆ U makes e2s+1 commutative with every word in 〈X〉. Therefore we have∑s
i=1
∑
j∈N cijwijgie2s+1w
′
ij −
∑t
k=1
∑
l∈N akluklfke2s+1u
′
kl ∈ U . Since the second sum-
mand is contained in U , so is
∑s
i=1
∑
j∈N cijwijgie2s+1w
′
ij. Similarly we can prove that∑s
i=1
∑
j∈N cijwijhie2s+2w
′
ij ∈ U .
Conversely, let m =
∑s
i=1
∑
j∈N cijwijeiw
′
ij ∈ U ∩ 〈e1, . . . , es〉 with cij ∈ K and
wij, w
′
ij ∈ 〈X〉 for all i ∈ {1, . . . , s} and for all j ∈ N where all but finitely many of
the cij are zero. Since {e1 +es+1 +g1e2s+1, . . . , es+e2s+gse2s+1, es+1 +h1e2s+2, . . . , e2s+
hse2s+2} ⊆ U , we have
∑s
i=1
∑
j∈N cijwij(ei+es+i+gie2s+1)w
′
ij−
∑s
i=1
∑
j∈N cijwij(es+i+
hie2s+2)w
′
ij −m =
∑s
i=1
∑
j∈N cijwijgie2s+1w
′
ij −
∑s
i=1
∑
j∈N cijwijhie2s+2w
′
ij ∈ U . Ob-
serve that none of the generators e1, . . . , e2s appears in the sum. Therefore we must
have
∑s
i=1
∑
j∈N cijwijgie2s+1w
′
ij ∈ 〈f1e2s+1, . . . , fte2s+1, x1e2s+1−e2s+1x1, . . . , xne2s+1−
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e2s+1xn〉 and
∑s
i=1
∑
j∈N cijwijhie2s+2w
′
ij ∈ 〈f1e2s+2, . . . , fte2s+2, x1e2s+2 − e2s+2x1, . . . ,
xne2s+2−e2s+2xn〉. Using the result of [8], Proposition 2.12 we have
∑s
i=1
∑
j∈N cijwijgiw
′
ij,∑s
i=1
∑
j∈N cijwijhiw
′
ij ∈ 〈f1, . . . , ft〉. Hence we have ψ(m) =
∑s
i=1
∑
j∈N cijw¯ijeiw¯
′
ij ∈
Syz(G¯) ∩ Syz(H¯).
Remark 6.2.32. With the notation given in Corollary 6.2.31, we can compute the
intersection Syz(G¯) ∩ Syz(H¯) of two syzygy modules using the following sequence of
instructions.
1) Let U ⊆ F2s+2 be the K〈X〉-submodule generated by the set {e1 + es+1 +
g1e2s+1, . . . , es+e2s+gse2s+1, f1e2s+1, . . . , fte2s+1, x1e2s+1−e2s+1x1, . . . , xne2s+1−
e2s+1xn, es+1+h1e2s+2, . . . , e2s+hse2s+2, f1e2s+2, . . . , fte2s+2, x1e2s+2−e2s+2x1, . . . ,
xne2s+2 − e2s+2xn}.
2) Choose a component elimination ordering τ on T(F2s+2) for {s + 1, . . . , 2s + 2}.
Enumerate a τ -Gro¨bner basis G of the K〈X〉-submodule U . By Theorem 6.2.19
the set G ∩ Fs is a τˆ -Gro¨bner basis of the K〈X〉-submodule U ∩ Fs.
3) By Corollary 6.2.31 and by using the similar method as in Remark 6.2.29 we can
show that the set ψ(G ∩ Fs) is a τˆ -Gro¨bner basis of the intersection Syz(G¯) ∩
Syz(H¯) if τ is compatible with σ.
Remark 6.2.33. One outstanding application of Corollary 6.2.31 is Bluhm-Kreuzer’s
Conjugator Search Algorithm (see [8, 45]). Let G = 〈X | R〉 be a finitely presented
group, and let w,w′ ∈ G be two conjugated elements. The conjugacy search problem
is to find an element a ∈ G such that aw = w′a. H. Bluhm and M. Kreuzer [8, 45]
converted the problem to the computation of Syz(w,w′)∩Syz(1,−1) ⊆ K〈G〉e1K〈G〉⊕
K〈G〉e2K〈G〉. There is a unique element of the form ae1 − e2a with a ∈ G. Then the
element a represents the desired conjugator.
To end this subsection we shall present the computation of colon modules by using
syzygy computations.
Definition 6.2.34. Let R be a ring, let U be an R-bimodule, and let M,N ⊆ U be
two R-submodules. The set
N :R⊗R M = {
∑
i∈N
ri ⊗ r′i ∈ R⊗R |
∑
i∈N
ri ·M · r′i ⊆ N}
is a two-sided R-submodule in R⊗R. It is called the colon module of N by M .
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In the following we let R = K〈X〉 be the free monoid ring and U = Fr be the free
K〈X〉-bimodule of rank r.
Corollary 6.2.35. Let M = 〈g〉 and N = 〈h1, . . . , ht〉 be two K〈X〉-submodules in Fr,
and let {v1, . . . , vs} ⊆ Ft+1 be a system of generators of Syz(g, h1, . . . , ht). For every
k ∈ {1, . . . , s}, we write vk as vk =
∑t+1
i=1
∑
j∈N ckijwkijeiw
′
kij with ckij ∈ K,wkij, w′kij ∈
〈X〉 where all but finitely many of the ckij are zero. Then we have
N :F1 M = 〈
∑
j∈N
c11jw11je1w
′
11j, . . . ,
∑
j∈N
cs1jws1je1w
′
s1j〉.
Proof. Let
∑
l∈N alwle1w
′
l ∈ N :F1 M . Then we have
∑
l∈N alwlgw
′
l ∈ N . Since N
is generated by the set {h1, . . . , ht}, there exist bij ∈ K,wij, w′ij ∈ 〈X〉 for all i ∈
{1, . . . , t}, j ∈ N such that∑l∈N alwlgw′l = ∑ti=1∑j∈N bijwijhiw′ij. Thus∑k∈N akwke1w′k−∑t
i=1
∑
j∈N bijwijei+1wij ∈ Syz(g, h1, . . . , ht). Since {v1, . . . , vs} is a system of genera-
tors of Syz(g, h1, . . . , ht), there exist dkj ∈ K, ukj, u′kj ∈ 〈X〉 for k ∈ {1, . . . , s}, j ∈ N
such that
∑
l∈N alwle1w
′
l−
∑t
i=1
∑
j∈N bijwijei+1wij =
∑s
k=1
∑
j∈N dkjukjvku
′
kj. By sub-
stituting vk =
∑t+1
i=1
∑
j∈N ckijwkijeiw
′
kij and comparing the first component of the equa-
tion, we obtain
∑
l∈N alwle1w
′
l =
∑s
k=1
∑
j∈N dkjukj(
∑
j∈N ck1jwk1je1w
′
k1j)u
′
kj. There-
fore we have
∑
l∈N alwle1w
′
l ∈ 〈
∑
j∈N c11jw11je1w
′
11j, . . . ,
∑
j∈N cs1jws1je1w
′
s1j〉.
Conversely, to prove 〈∑j∈N c11jw11je1w′11j, . . . ,∑j∈N cs1jws1je1w′s1j〉 ⊆ N :F1 M it
is sufficient to show that
∑
j∈N ck1jwk1je1w
′
k1j ∈ N :F1 M for all k ∈ {1, . . . , s}. Since
vk ∈ Syz(g, h1, . . . , ht), we have
∑
j∈N ck1jwkijgw
′
k1j +
∑t+1
i=2
∑
j∈N ckijwkijhi−1w
′
kij = 0.
Therefore we have
∑
j∈N ck1jwkijgw
′
k1j = −
∑t+1
i=2
∑
j∈N ckijwkijhi−1w
′
kij ∈ N , and hence∑
j∈N ck1jwk1je1w
′
k1j ∈ N :F1 M .
Remark 6.2.36. Using the notion given in Corollary 6.2.35, we define the homomor-
phism pi : Ft+1 → F1 given by
∑t+1
i=1
∑
j∈N cijwijeiw
′
ij 7→
∑
j∈N c1jw1je1w
′
1j. Then we
compute the colon module N :F1 M by the following sequence of instructions.
1) Compute a system of generators G of Syz(g, h1, . . . , ht) using the instructions as
in Remark 6.2.26.
2) Then the set {pi(g) | g ∈ G} is a system of generators N :F1 M .
Using Corollary 6.2.35, we compute colon modules in general situation as follows.
Corollary 6.2.37. Let M = 〈g1, . . . , gs〉 and N = 〈h1, . . . , ht〉 be two K〈X〉-submodules
in Fr. Then we have
N :F1 M = ∩si=1(N :F1 〈gi〉).
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To put it another way, we consider elements gi, hj for all i ∈ {1, . . . , s}, j ∈ {1, . . . , t}
as column vectors, and let H = (h1, . . . , ht) ∈ F tr be a tuple. Construct the following
block matrix of size sr × (st+ 1)
M =

g1 H 0 · · · 0
g2 0 H . . . 0
...
...
. . . . . . 0
gs 0 · · · 0 H
 .
Let {v1, . . . , vµ} ⊆ Fst+1 be a system of generators of Syz(M). For k = 1, . . . , µ, we
write vk as vk =
∑st+1
i=1
∑
j∈N ckijwkijeiw
′
kij with ckij ∈ K,wkij, w′kij ∈ 〈X〉 where all but
finitely many of the ckij are zero. Then we have
N :F1 M = 〈
∑
j∈N
c11jw11je1w
′
11j, . . . ,
∑
j∈N
cµ1jwµ1je1w
′
µ1j〉.
Proof. Analogous to [43], Proposition 3.2.15.
Remark 6.2.38. Recall that every ideal of a ring R is a two-sided R-submodule. Let I
and J be two ideals of R. The set
I :R⊗R J = {
∑
i∈N
ri ⊗ r′i ∈ R⊗R |
∑
i∈N
ri · J · r′i ⊆ I}
is a two-sided R-submodule in R ⊗ R. It is called the colon module of I by J . In
particular, if R = K〈X〉 is the free monoid ring and I, J ⊆ K〈X〉 are finitely generated
ideals, then we can compute the colon module I :R⊗R J by adapting Corollaries 6.2.35
and 6.2.37 and by combining the results of Corollary 6.2.27 and Proposition 6.2.20.
6.3 The K-Dimension of K〈X〉/I
Let I ⊆ K〈X〉 be a finitely generated ideal. The residue class ring K〈X〉/I is a finitely
generated K-algebra. Considering K〈X〉/I as a K-vector space, we wish to study the
K-dimension of the K-algebra K〈X〉/I. It is natural to ask the following motivating
questions.
(i) Is the K-dimension dimK(K〈X〉/I) of K〈X〉/I finite?
(ii) How can one compute dimK(K〈X〉/I) if it is finite?
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(iii) What is the growth of dimK(K〈X〉/I) if it is infinite?
In this section we intend to answer these questions with the aid of Gro¨bner bases and
the Ufnarovski graph which is named after V. Ufnarovski [69].
Remark 6.3.1. The last question is related to the Gelfand-Kirillov dimension which
measures the rate of the growth of finitely generated K-algebras. Let A be a finitely
generated K-algebra. Choose a finite dimensional K-subspace V ⊆ A which gener-
ates A as a K-algebra. Then A has a standard finite dimensional filtration {Ai | i ∈ N}
where A0 = V
0 = K and Ai =
∑i
j=0 V
j for all i ≥ 1. The Gelfand-Kirillov dimen-
sion of K-algebra A is
GKdim(A) = limi→∞ logi dimK(Ai).
The Gelfand-Kirillov dimension of K-algebra A is an invariant in the sense that, given
any finite dimensional K-subspace V ⊆ A generating A as a K-algebra, the number
GKdim(A) is unchanged. It is clear that dimK(A) < ∞ if and only if GKdim(A) =
0. It can be shown that dimK(A) = ∞ if and only if GKdim(A) ≥ 1 (see [42],
Proposition 1.4). Moreover, G. Bergman [6] showed that there is no algebra A with
1 < GKdim(A) < 2. W. Borho and H. Kraft [7] proved that for every real number r ≥ 2
there exists an algebra A with GKdim(A) = r. R.B. Warfield [73] gave a construction
of an algebra A with GKdim(A) ≥ 2. We refer to [42, 56] for more details about the
Gelfand-Kirillov dimension.
Recall that the free monoid ring K〈X〉 is N-graded. We introduce a filtration of
the K-algebra K〈X〉/I as follows. For i ∈ N, let Fi ⊆ K〈X〉 be the K-vector subspace
generated by the words of length less than or equal to i, i.e. let Fi = ⊕id=0K〈X〉i.
It is easy to check that K〈X〉 = ∪i∈NFi and Fi · Fj ⊆ Fi+j for all i, j ∈ N. Thus
the set {Fi | i ∈ N} is a filtration of K〈X〉. Furthermore, it induces a filtration
{Fi/(Fi ∩ I) | i ∈ N} of K〈X〉/I. Clearly we have dimK(Fi/(Fi ∩ I)) < ∞ for all
i ∈ N. In the literature, the set {Fi/(Fi ∩ I) | i ∈ N} is called N-grading filtration
of K〈X〉/I. We refer to [48] for more information on grading filtrations.
Definition 6.3.2. Let {Fi/(Fi ∩ I) | i ∈ N} be N-grading filtration of K〈X〉/I.
a) The function HFaK〈X〉/I : N→ N given by
HFaK〈X〉/I(i) = dimK(Fi/(Fi ∩ I))
is called the affine Hilbert function of K〈X〉/I. For the sake of convenience
we define HFaK〈X〉/I(i) = 0 for all i < 0.
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b) The function HFK〈X〉/I : N→ N given by
HFK〈X〉/I(i) = HFaK〈X〉/I(i)− HFaK〈X〉/I(i− 1)
is called the Hilbert function of K〈X〉/I.
c) Moreover, let z be a new indeterminate. The power series
HSK〈X〉/I(z) =
∑
i≥0
HFK〈X〉/I(i)zi
is called the Hilbert series of K〈X〉/I.
By definition, we have dimK(K〈X〉/I) = limi→∞HFaK〈X〉/I(i) = HSK〈X〉/I(1) and
GKdim(K〈X〉/I) = limi→∞ logi dimK(HFaK〈X〉/I(i)). In the following, for simplicity of
notation, we will sometimes drop the index K〈X〉/I and write HFa(i), HF(i) and HS(z)
instead of HFaK〈X〉/I(i), HFK〈X〉/I(i) and HSK〈X〉/I(z), respectively, if no confusion is
likely to arise.
Remark 6.3.3. The Hilbert series HSK〈X〉/I(z) is actually a generating function that
encodes the information on the values of the Hilbert function HFK〈X〉/I(i) for all i ≥ 0.
In the literature of combinatorial theory, generating functions are introduced to solve
the general linear recurrence problem. Indeed, at the end of this section we will en-
counter the recurrence relation of the Hilbert function HFK〈X〉/I(i). Therefore we have
a chance to investigate the dimensions of K〈X〉/I using techniques from combinatorial
theory.
Observe that HFaK〈X〉/I(i) is a monotonically increasing function. We use the notions
from sophisticated complexity theory (see [61]) to classify monotonically increasing
functions.
Definition 6.3.4. Let Φ be the set of all eventually monotonically increasing functions
f : N → R+, i.e. for f ∈ Φ there exists an integer nf ∈ N such that f(n + 1) ≥ f(n)
for all n ≥ nf . We define the relations on Φ as follows.
a) For all f, g ∈ Φ, we say f  g if and only if there exist a number c > 0 and
k ∈ N \ {0} such that f(n) ≤ cg(kn) for almost all n ∈ N. Moreover, we say f
and g are equivalent and denote it by f ∼ g if and only if f  g and g  f .
b) For f ∈ Φ the equivalence class G(f) ∈ Φ/ ∼ is called the growth of f . The
partial ordering on the set Φ/ ∼ induced by  is denoted by ≤.
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If a function is in G(1) we call it constant. If a function is in G(log(n)), we call
it logarithmic. If a function is in G(nγ) with γ ≥ 1, we call it polynomial. In
particular, it is called linear if γ = 1 and it is called quadratic if γ = 2. If a function
is in G(2n), we call it exponential. The following lemma is essential to prove the
invariance of Gelfand-Kirillov dimension (see [42], Chapter 2).
Lemma 6.3.5. Let f, g ∈ Φ. Then G(f) = G(g) if and only if limn→∞ logn f(n) =
limn→∞ logn g(n).
Proof. See [42], Lemma 2.1.
Due to Lemma 6.3.5, we define the growth of the K-algebra K〈X〉/I to be the
growth of the affine Hilbert function HFaK〈X〉/I(i), which is also referred by the growth
of dimK(K〈X〉/I).
Example 6.3.6. Consider the free monoid ring K〈X〉 as a K-algebra. Since HFK〈X〉(i)
= ni, we have HFaK〈X〉(i) =
1−ni+1
1−n . It is easy to check that G(HF
a
K〈X〉(i)) = G(2
i).
Thus the growth of K〈X〉 is exponential. Moreover, we have GKdim(K〈X〉) =∞.
In the following we let I ⊆ K〈X〉 be a non-zero ideal. In the rest of this section,
we shall investigate the K-dimension of K〈X〉/I by using Gro¨bner bases. Recall that
Macaulay’s Basis Theorem (see Theorem 3.1.15) states that the residue classes of the
words in the order ideal Oσ(I) form a basis of the K-vector space K〈X〉/I. Thus we
have dimK(K〈X〉/I) = |Oσ(I)|. Moreover, given a Gro¨bner basis G of the ideal I, we
can rephrase Macaulay’s Basis Theorem as follows.
Lemma 6.3.7. Let I ⊆ K〈X〉\{0} be an ideal, let σ be an admissible ordering on 〈X〉,
let G ⊆ K〈X〉 \ {0} be a σ-Gro¨bner basis of I, and let B ⊆ 〈X〉 be the set of all words
which are not a multiple of any word in the set LTσ{G}. Then the residue classes of
the words in B form a K-basis K〈X〉/I.
Proof. This follows directly from Theorem 3.1.15 and Definition 3.3.1.
The following proposition gives a connection between dimK(K〈X〉/I) and minimal
Gro¨bner bases of the ideal I.
Proposition 6.3.8. Let I ⊆ K〈X〉\{0} be an ideal, let G ⊆ K〈X〉\{0} be a minimal
σ-Gro¨bner basis of I
a) If G is infinite, then so is dimK(K〈X〉/I).
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b) If dimK(K〈X〉/I) is finite, then so is G.
Proof. We prove claim a). To prove claim a), let B ⊆ 〈X〉 be the set of all words
which are not multiples of any word in the set LTσ{G}. By Lemma 6.3.7 we have
dimK(K〈X〉/I) = |B|. Since G is a minimal σ-Gro¨bner basis of I, for all g ∈ G every
subword of LTσ(g) is contained in B. Then claim a) follows from assumption. Claim b)
is the contraposition of claim a).
The converse of Proposition 6.3.8.b is not true, i.e. dimK(K〈X〉/I) need not be
finite even if the ideal I has a finite Gro¨bner basis.
Example 6.3.9. Consider the free monoid ring Q〈x, y〉 and the ideal I = 〈x2, y2〉. By
Corollary 3.3.5 the set {x2, y2} is a σ-Gro¨bner basis of I for any admissible ordering σ
on 〈X〉. Observe that Oσ(I) = {xy, yx, y(xy)n, x(yx)n | n ∈ N} has infinitely many
elements. Therefore we have dimQ(Q〈x, y〉/I) =∞.
The example implies that many useful finiteness criteria in the commutative case
(see for instance [43], Proposition 3.7.1) are infeasible in the non-commutative case.
However, given a Gro¨bner basis G of I with respect to a length compatible admissible
ordering, we can effectively compute the values of the affine Hilbert function of K〈X〉/I
and explore information on dimK(K〈X〉/I). The following proposition proves very
helpful for computing the values of the affine Hilbert function HFaK〈X〉/I(i).
Proposition 6.3.10. Let I ⊆ K〈X〉 \ {0} be an ideal, let σ be a length compatible
admissible ordering on 〈X〉, and let G ⊆ K〈X〉 \ {0} be a σ-Gro¨bner basis of I.
Moreover, let B ⊆ 〈X〉 be the set of all words which are not a multiple of any word in
the set LTσ{G}. Then we have HFaK〈X〉/I(i) = |B≤i|.
Proof. By Lemma 6.3.7 the residue classes of the words in B form a K-basis K〈X〉/I.
In the same way as the proof of [44], Proposition 5.6.3.a, we can show that the residue
classes of the words in B≤i form a basis of K-vector space Fi/(Fi ∩ I). Then the claim
follows.
Assume that we are given a finite Gro¨bner basis G of I with respect to a length com-
patible admissible ordering. Using the result of the above proposition, we present the
following algorithm for computing the values of the affine Hilbert function of K〈X〉/I.
Corollary 6.3.11. Let I ⊆ K〈X〉 \ {0} be an ideal, let σ be a length compatible
admissible ordering on 〈X〉, and let G ⊆ K〈X〉 \ {0} be a finite σ-Gro¨bner basis of I.
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Moreover, let n ∈ N. Consider the following sequence of instructions.
1) Let d = 0, B = {1} and HFa(d) = 1.
2) If d = n, then return the sequence HFa(0),HFa(1), . . . ,HFa(n).
3) Replace B by the set {w · x | w ∈ B, x ∈ X}, and then delete from B all words
w ∈ B such that w is a multiple of some word in Fd+1 ∩ LTσ{G}.
4) If B = ∅, then return the sequence HFa(0),HFa(1), . . . ,HFa(d),HFa(d + 1), . . . ,
HFa(n) where HFa(d+1) = · · · = HFa(n) = HFa(d). Otherwise, set HFa(d+1) =
HFa(d) + |B|, increase d by one. Then start again with step 2).
This is an algorithm computing the sequence HFa(0),HFa(1), . . . ,HFa(n) which are the
values of the affine Hilbert function HFaK〈X〉/I .
Proof. Observe that the sequence of instructions constructs words in Oσ(I) length by
length and the number d is strictly increasing until d = n or B = ∅. The claim is an
immediate consequence of Proposition 6.3.10.
Remark 6.3.12. Let us make some observations about the preceding algorithm.
a) The algorithm enumerates sets of representatives of the basis elements of K〈X〉/I
length by length. If the algorithm returns a result in step 4), then no new
basis elements can be found and HFa(d) becomes eventually stable. Conse-
quently, the K-dimension dimK(K〈X〉/I) is finite. In this case by setting n
large enough the algorithm computes K-dimension of K〈X〉/I, i.e. we have
dimK(K〈X〉/I) = HFa(n). Note that it is not very efficient to check the finite-
ness of dimK(K〈X〉/I) in this way. In the second part of this section we shall
introduce Ufnarovski’s finiteness criteria (see Theorem 6.3.27) to check the finite-
ness of dimK(K〈X〉/I). Moreover, the algorithm also computes the values of the
Hilbert function HFK〈X〉/I . Indeed, in step 4) we have HF(d+ 1) = |B|.
b) The major operation in the algorithm is string matching. From the point of view
of implementation, we would like to require that G is the reduced σ-Gro¨bner basis
of I since the set LTσ{G} becomes the minimal system of generators of LTσ{I}
and we can reduce a lot of string matching operations in step 3). However, to
get the reduced Go¨bner basis we have to operate interreduction on the system
of generators of I, which is known to be quite costly. An economic solution is to
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interreduce the set LTσ{G} and obtain a small enough system of generators of
LTσ{I}. This strategy is applied in the ApCoCoA package gbmr.
c) In practice the ideal I may not have a finite σ-Gro¨bner basis. In this case we
shall combine the computation of the affine Hilbert function with the enumerating
procedure of Gro¨bner basis computations.
c.1) If the ideal I is generated by a set of homogeneous polynomials with respect
to an N-grading, then by applying the Homogeneous Buchberger Procedure
(see Theorem 4.3.16) we compute truncated Gro¨bner bases of I degree by
degree. Step 3) of the algorithm in Corollary 6.3.11 indicates that in order to
compute HFaK〈X〉/I(d) it is only necessary to compute d-truncated σ-Gro¨bner
basis G≤d of I.
c.2) If the ideal I is non-graded and has no finite Gro¨bner bases, then by applying
the Buchberger Procedure (see Theorem 4.1.14) with the normal selection
strategy we compute partial Gro¨bner bases of I to some degree. Then using
the algorithm as in Corollary 6.3.11 we compute “pseudo” values of affine
Hilbert function HFaK〈X〉/I , which estimate the real values.
The following corollary describes more precisely what we mean by saying “pseudo”
values of affine Hilbert function HFaK〈X〉/I in Remark 6.3.12.c.2.
Corollary 6.3.13. Let I ⊆ K〈X〉 \ {0} be an ideal, let σ be a length compatible
admissible ordering on 〈X〉, and let Gp ⊆ K〈X〉 \ {0} be a partial σ-Gro¨bner basis
of I. Moreover, let d ∈ N, and let HFap(d) be the result of the algorithm in Corollary
6.3.11. Then we have HFa(d) ≤ HFap(d). In particular, dimK(K〈X〉/〈Gp〉) < ∞
implies dimK(K〈X〉/I) <∞.
Proof. Clearly Gp is contained in a σ-Gro¨bner basis, say G, of I. Therefore we have
Fd ∩ LTσ{Gp} ⊆ Fd ∩ LTσ{G}. The claim follows from Proposition 6.3.10.
Given a Gro¨bner basis G of I with respect to a length compatible ordering, a less
risky and more efficient method to check the finiteness of dimK(K〈X〉/I) is to use the
Ufnarovski graph, whose initial intention was to check the finiteness of dimK(K〈X〉/I)
and to compute the growth of K〈X〉/I (see [60, 69, 70, 71]). In the second part of this
section we shall introduce the original idea of V. Ufnarovski [69] and explore it further.
We develop an algorithm to compute Hilbert series by combining the computation of
the values of the affine Hilbert function with Ufnarovski’s technique. For our purpose
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we shall first borrow some notions from graph theory. We refer to [24, 39] as standard
textbooks for more information on graph theory.
Definition 6.3.14. A directed graph G is a pair (V,E) of disjoint sets where E ⊆
V × V is a set of ordered pairs. An element v ∈ V is called a vertex. An element
(v, v′) ∈ E is called an edge from v to v′. An edge (v, v) ∈ E is called a loop.
The advantage of graphs is that they have natural visual representations.
Example 6.3.15. Consider the graph G = (V,E) with V = {Munich, Passau, Bei-
jing, Quanzhou} and E = {(Passau,Munich), (Munich,Passau), (Munich,Beijing),
(Beijing,Quanzhou)}. We illustrate G as follows.
Munich
		
// Beijing

Passau
HH
Quanzhou
Definition 6.3.16. Let G = (V,E) be a graph.
a) A path in G is a sequence of pairwise distinct vertices v0, v1, . . . , vk ∈ V such
that (vi, vi+1) ∈ E for all i ∈ {0, . . . , i− 1}. The length of a path is the number
of edges on the path.
b) A cycle in G is a sequence of vertices v0, v1, . . . , vk ∈ V such that v0, v1, . . . , vk−1
is a path and v0 = vk.
c) A route in G is a sequence of vertices v0, v1, . . . , vk ∈ V such that (vi, vi+1) ∈ E
for all i ∈ {0, . . . , k − 1}. The length of a route is the number of edges on the
route.
Using this definition, an edge is a path as well as a route of length 1, and a loop
is a cycle as well as a route of length 1. For our purposes we shall also consider each
vertex v ∈ V as a route from v to v with length 0.
Example 6.3.17. (continued) Consider the graph as in Example 6.3.15. Let P1 be
the sequence Passau, Munich, Beijing, Quanzhou. Then P1 is a path of length 3 from
Passau to Quanzhou. Now let P2 be the sequence Munich, Passau, Munich, Beijing.
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Then P2 is a route of length 3 from Munich to Beijing and contains a cycle of length 2.
P1 : Munich // Beijing

P2 : Munich
		
// Beijing
Passau
OO
Quanzhou Passau
HH
Note that there are two standard ways to represent a graph: as a collection of
adjacency lists or as an adjacency matrix (see [19], Chapter 22). The latter is an
essential tool for our computations.
Definition 6.3.18. LetG = (V,E) be a graph with the set of vertices V = {v1, . . . , vn}.
An adjacency matrix B of G is a matrix of Matn×n(N) whose the (i, j)th element bij
is defined by
bij =
1, if (vi, vj) ∈ E,0, if (vi, vj) /∈ E.
Given an adjacency matrix B of a graph G, the following lemma enables us to
compute the number of routes of specified length between any two vertices in G.
Lemma 6.3.19. Let G = (V,E) be a graph with the set of vertices V = {v1, . . . , vn}
and an adjacency matrix B ∈ Matn×n(N). For m ∈ N, the (i, j)th element b(m)ij of the
matrix Bm is the number of routes of length m from vi to vj for all i, j ∈ {1, . . . , n}.
Proof. We prove the claim by induction on m. For m = 0 the adjacency matrix
B(0) = In is the identity matrix of Matn×n(N) since routes of length 0 are vertices. For
m = 1 the claim holds since routes of length 1 are edges. Note that the (i, j)th element
b
(m)
ij of the matrix B
m is equal to
∑n
k=1 b
(m−1)
ik b
(1)
kj . By the induction hypothesis, b
(m−1)
ik
is the number of routes of length m− 1 from vi to vk and b(1)kj is the number of routes
of length 1 from vk to vj. Thus b
(m−1)
ik b
(1)
kj is the number of routes of length m from
vi to vj passing through vk. Hence the number of routes of length m from vi to vj is∑n
k=1 b
(m−1)
ik b
(1)
kj .
Example 6.3.20. (continued) Consider the graph as in Example 6.3.15. An adja-
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cency matrix B of the graph G is as follows.

Munich Passau Beijing Quanzhou
Munich 0 1 1 0
Passau 1 0 0 0
Beijing 0 0 0 1
Quanzhou 0 0 0 0
 = B
Moreover, for an integer m ≥ 2 we have
Bm =

(m+ 1) mod 2 m mod 2 m mod 2 (m+ 1) mod 2
m mod 2 (m+ 1) mod 2 (m+ 1) mod 2 m mod 2
0 0 0 0
0 0 0 0
 .
With ingredients introduced above, we are ready to define the Ufnarovski graph
and investigate Ufnarovski’s technique further.
Definition 6.3.21. Let S ⊂ 〈X〉 be a finite set of words, and let k = max{len(w) | w ∈
S}− 1. The Ufnarovski graph US of S is a graph with the pair (V,E) satisfying the
following conditions.
a) The vertices set V consists of all words w ∈ 〈X〉 of length k such that w is a
normal word modulo 〈S〉.
b) For all w,w′ ∈ V , there exists an edge (w,w′) ∈ E if and only if there exist
xi, xj ∈ X such that wxi = xjw′ and such that wxi is a normal word modulo 〈S〉.
In this case we denote the edge (w,w′) by xi.
Example 6.3.22. Consider X = {x, y} and S = {x2, xyx}. Then we have k = 2,
V = {xy, yx, y2}, and the following Ufnarovski graph US.
xy
y
>>yxx
oo y2y
oo yhh
Lemma 6.3.23. Let S ⊂ 〈X〉 be a finite set of words, let k = max{len(w) | w ∈ S}−1,
and let US be the Ufnarovski graph of S. Then for all m ∈ N there is a one-to-one
correspondence between the routes of length m in US and the normal words of length
m+ k modulo 〈S〉.
Proof. See [69], Theorem 3.
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Example 6.3.24. (continued) Consider Example 6.3.22 again. Each vertex in V =
{xy, yx, y2} is a route of length 0 and corresponding to a normal word of length 2. There
are four edges (xy, y2), (yx, xy), (y2, yx), (y2, y2) which are routes of length 1 and corre-
sponding to the normal words xy2, yxy, y2x, y3 of length 3, respectively. Observe that
the loop (y2, y2) generates infinite many normal words {y2+n | n ∈ N}, and the cycle
xy, y2, yx, xy generates infinite many normal words {xy(y2x)n, yx(xy2)n, y2(yxy)n | n ∈
N}.
We add the word xy2 to S, i.e. S = {x2, xyx, xy2}. Then we have k = 2, V = {xy,
yx, y2}, and the following Ufnarovski graph.
xy yxx
oo y2y
oo yhh
Each vertex in V = {xy, yx, y2} is a route of length 0 and corresponding to a normal
word of length 2. There are three edges (yx, xy), (y2, yx), (y2, y2) which are routes of
length 1 and corresponding to the normal words yxy, y2x, y3 of length 3, respectively.
The loop (y2, y2) involves infinite many normal words {y2+n, y2+nx, y2+nxy | n ∈ N}.
Furthermore, we add the word y3 to S, i.e. S = {x2, xyx, xy2, y3}. Then we have
k = 2, V = {xy, yx, y2}, and the following Ufnarovski graph.
xy yxx
oo y2y
oo
Each vertex in V = {xy, yx, y2} is a route of length 0 and corresponding to a normal
word of length 2. There are two edges (yx, xy), (y2, yx) which are routes of length 1
and corresponding to the normal words yxy, y2x of length 3, respectively. There is one
route y2, yx, xy of length 2 with the corresponding normal words y2xy of length 4. The
maximal length of the routes in the graph is 2.
Using the Ufnarovski graph, we can check the finiteness of the K-dimension of the
K-algebra K〈X〉/I as well as its growth.
Theorem 6.3.25. (Ufnarovski’s Finiteness Criteria) Let I ⊆ K〈X〉 \ {0} be an
ideal, let σ be a length compatible admissible ordering on 〈X〉, let G ⊆ K〈X〉 \ {0}
be a finite σ-Gro¨bner basis of I, and let U be the Ufnarovski graph of LTσ{G}. Then
we have dimK(K〈X〉/I) < ∞ if and only if U has no cycle. Moreover, the growth
of K〈X〉/I is exponential if and only if U has two intersecting cycles. Otherwise, the
growth of K〈X〉/I is polynomial of degree d, where d is the maximal number of distinct
cycles that can be included in a single route in U .
Proof. This follows from Lemma 6.3.7 and [69], Theorem 2.
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Inspired by Lemma 6.3.23, we develop another approach to compute the values of
the affine Hilbert function of K〈X〉/I.
Assumption 6.3.26. In the rest of this section, we let σ be a length compatible ad-
missible ordering on 〈X〉. We shall assume that the ideal I has a finite σ-Gro¨bner ba-
sis G. Moreover, let U be the Ufnarovski graph of LTσ{G}, let k = max{len(w) | w ∈
LTσ{G}} − 1, let V = {w1, . . . , wn} be the set of all vertices in U , and let B ∈
Matn×n(N) be an adjacency matrix of U .
By Lemma 6.3.19 the (i, j)th element b
(m)
ij of the matrix B
m is the number of routes
of length m from wi to wj for all m ∈ N. By Lemma 6.3.23 we have
HF(k +m) =
∑
i,j
b
(m)
ij
for all m ∈ N. Therefore the values of the affine Hilbert function HFaK〈X〉/I can be
formulated as follows.
Theorem 6.3.27. Under Assumption 6.3.26, we let s ∈ N such that s > k. Consider
the following sequence of instructions.
1) Compute the sequence HFa(0),HFa(1), . . . ,HFa(k) using Corollary 6.3.11. Let
d = k.
2) If s = d, then return the sequence HFa(0),HFa(1), . . . ,HFa(s).
3) If Bd+1−k = 0, then return the sequence HFa(0),HFa(1), . . . ,HFa(d),HFa(d +
1), . . . ,HFa(s) where HFa(d + 1) = · · · = HFa(s) = HFa(d). If Bd+1−k 6= 0, set
HFa(d + 1) = HFa(d) +
∑
i,j b
(d+1−k)
ij , increase d by one, and continue with step
2).
This is an algorithm computing the sequence HFa(0),HFa(1), . . . ,HFa(s) which are the
values of the affine Hilbert function HFaK〈X〉/I .
Proof. Observe that
∑
i,j b
(d+1−k)
ij is the number of the normal words of length d + 1.
The claim follows from Lemmas 6.3.19 and 6.3.23.
Remark 6.3.28. The algorithm as in Theorem 6.3.27 is superior to the algorithm as
in Corollary 6.3.11 in twofold.
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a) Firstly, Corollary 6.3.11 has to compute all the values of the affine Hilbert function
HFa(0), HFa(1), . . . ,HFa(d),HFa(d + 1), . . . sequentially; while for d > k Theo-
rem 6.3.27 can compute the individual value of the affine Hilbert function HFa(d)
using the formula HFa(d) = HFa(k) +
∑
i,j bˆij where bˆij is the (i, j)
th element of
the matrix Bˆ =
∑d−k
t=1 B
t. In particular, we have HFK〈X〉/I(d) =
∑
i,j b
(d−k)
ij where
b
(d−k)
ij is the (i, j)
th element of the matrix Bd−k.
b) Secondly, the fundamental computations in Corollary 6.3.11 are symbolic com-
putations, i.e. string matching; while for d > k the computations in Theorem
6.3.27, i.e. Bd−k and
∑d−k
t=1 B
t, are numeric computations which are generally
much faster than symbolic computations.
Now we are going to formulate the Hilbert series of the K-algebra K〈X〉/I. Note
that the adjacency matrix B ∈ Matn×n(N) has a unique minimal polynomial µB(x) in
Q[x], i.e. µB(x) is the monic polynomial of least degree such that µB(B) = 0. Assume
that µB(x) = x
s −∑s−1i=0 cixi with ci ∈ Q for i = 0, 1, . . . , s− 1.
Theorem 6.3.29. Under Assumption 6.3.26 and using the same notation as above,
we have
HSK〈X〉/I(z) =
∑k+s−1
j=0 (HFK〈X〉/I(j)−
∑s
i=1 cs−iHFK〈X〉/I(j − i))zj
zsµB(
1
z
)
.
Proof. From µB(B) = 0, we get B
s =
∑s−1
i=0 ciB
i. Multiplying both sides by Bj with
j ∈ N, we obtain Bs+j = ∑s−1i=0 ciBi+j. Since HF(k + d) = ∑ij b(d)ij for all d ∈ N, we
have the recurrence relation of the Hilbert function
HF(k + s+ j) =
s−1∑
i=0
ciHF(k + i+ j) for all j ≥ 0.
We multiply both sides of the equation by zk+s+j and sum over all j ∈ N. By simplifying
the summand we obtain the Hilbert series HSK〈X〉/I(z) as claimed.
Example 6.3.30. (continued) Consider Example 6.3.22 again. Recall that we have
X = {x, y} and S = {x2, xyx}. Consider the K-algebra K〈X〉/〈S〉. Clearly the set
S is a Gro¨bner basis of the ideal 〈S〉 ⊂ K〈X〉. From Example 6.3.22, we have k = 2,
V = {xy, yx, y2}, and an adjacency matrix

xy yx y2
xy 0 0 1
yx 1 0 0
y2 0 1 1
 = B.
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The minimal polynomial of B is µB(x) = x
3 − x2 − 1. Moreover, we have HF(0) = 1,
HF(1) = 2,HF(2) = 3 using Corollary 6.3.11, and HF(3) = 4,HF(4) = 6 using Theo-
rem 6.3.27. Then by Theorem 6.3.29 we have HS(z) = 1+z+z
2
1−z−z3 . Equivalently, we have
HS(z) = (1 + z + z2)
∑∞
i=0(z + z
3)i. Clearly the affine Hilbert function HFaK〈X〉/〈S〉 is
strictly increasing. Moreover, by Example 6.3.22 and Theorem 6.3.25 the growth of
K〈X〉/〈S〉 is exponential.
As in Example 6.3.24, we add the word xy2 to S, i.e. S = {x2, xyx, xy2}. Then we
have k = 2, V = {xy, yx, y2}, and an adjacency matrix

xy yx y2
xy 0 0 0
yx 1 0 0
y2 0 1 1
 = B.
The minimal polynomial of B is µB(x) = x
3 − x2. Moreover, we have HF(0) = 1,
HF(1) = 2,HF(2) = 3,HF(3) = 3, and HF(4) = 3. Then by Theorem 6.3.29 we
have HS(z) = 1+z+z
2
1−z . Equivalently, we have HS(z) = 1 + 2z +
∑∞
i=2 3z
i. Therefore
HFa(i) = 3i for i ≥ 1. Hence the growth of K〈X〉/〈S〉 is linear.
Furthermore, we also add the word y3 to S, i.e. S = {x2, xyx, xy2, y3}. Then we
have k = 2, V = {xy, yx, y2}, and an adjacency matrix

xy yx y2
xy 0 0 0
yx 1 0 0
y2 0 1 0
 = B.
The minimal polynomial of B is µB(x) = x
3. Moreover, we have HF(0) = 1,HF(1) = 2,
HF(2) = 3,HF(3) = 2, and HF(4) = 1. Then by Theorem 6.3.29 we have HS(z) =
1 + 2z + 3z2 + 2z3 + z4. Therefore HFa(i) = 9 for i ≥ 4. Hence dimK(K〈X〉/〈S〉) = 9.
Example 6.3.31. Consider the free monoid ring K〈x, y, z〉 and the ideal I generated
by the set G = {xy − yx, xz − zx, yz − zy}. Let σ = LLex on 〈X〉 such that x >σ
y >σ z. It is easy to verify that G is a σ-Gro¨bner basis of I. Consider the K-algebra
K〈x, y, z〉/I. Note that K〈x, y, z〉/I ∼= K[x, y, z]. We have LTσ{G} = {xy, xz, yz},
k = 1, V = {x, y, z}, and the following Ufnarovski graph U .
x xee
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.
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By Theorem 6.3.25 the growth of K〈x, y, z〉/I is polynomial of degree 3. An adjacency
matrix of U is 
x y z
x 1 0 0
y 1 1 0
z 1 1 1
 = B.
The minimal polynomial of B is µB(x) = (x − 1)3. Moreover, we have HF(0) = 1,
HF(1) = 3,HF(2) = 6 using Corollary 6.3.11, and HF(3) = 10,HF(4) = 15 using
Theorem 6.3.27. Then by Theorem 6.3.29 we have HS(z) = (1− z)−3 = ∑∞i=0 (2+i2 )zi.
Therefore HFa(i) =
∑i
j=0
(
2+j
2
)
=
(
i+3
3
)
.
Remark 6.3.32. Finally, we shall make some remarks about Theorem 6.3.29. Let
µB(x) = x
s −∑s−1i=0 cixi ∈ Q[x] be the minimal polynomial of the adjacency matrix B.
As seen in the proof of the theorem, for all j ∈ N the recurrence relation HF(k+j+s) =
c0HF(k + j) + c1HF(k + j + 1) + · · · + cs−1HF(k + j + s − 1) holds. We can use this
recurrence relation instead of the multiplication of the adjacency matrix B to compute
the values of the Hilbert function HF(i) where i ≥ k+s. As a result, we can improve the
algorithm in Theorem 6.3.27 using the recurrence relation. Moreover, using sufficiently
effective techniques from combinatorial theory (see for instance [32], Chapter 7), we can
obtain the formula for the Hilbert function HF(i) by expanding the Hilbert series HS(z)
into a power series and reading off the coefficient of zi. Further, as seen in the previous
examples, we might also obtain the formula for the affine Hilbert function HFa(i).
Bibliography
[1] P. Ackermann and M. Kreuzer, Gro¨bner basis cryptosystems, Applicable Algebra
in Engineering, Communication and Computing (2006), 17, 173-194.
[2] ApCoCoA team, ApCoCoA: Applied Computations in Commutative Algebra,
available at http://www.apcocoa.org.
[3] M.A. Borges-Trenard, M. Borges-Quintana and T. Mora, Computing Gro¨bner
bases by FGLM techniques in a non-commutative setting, Journal of Symbolic
Computation (2000), 30, 429-449.
[4] A. Bigatti, M. Caboara and L. Robbiano, Computing inhomogeneous Gro¨bner
bases, Journal of Symbolic Computation (2011), 46, 498-510.
[5] G.M. Bergman, The diamond lemma in ring theory, Advanced Mathematics
(1978), 29, 178-218.
[6] G.M. Bergman, A note on the growth functions of algebras and semigroups,
mimeographed notes, University of California, Berkeley, USA, 1978.
[7] W. Borho and H. Kraft, U¨ber die Gelfand-Kirillov Dimension, Mathematische
Annalen (1976), 220(1), 1-24.
[8] H. Bluhm and M. Kreuzer, Gro¨bner basis techniques in the computation of two-
sided syzygies, Contemporary Mathematics (2006), 421, 45-64.
[9] H. Bluhm, Syzyienberechnung u¨bner nicht-kommutativen Polynomringen,
Diploma thesis, Fachbereich Mathematik, Universita¨t Dortmund, Germany, 2005.
190 BIBLIOGRAPHY
[10] M. Brichenstein, Slimgb: Gro¨bner bases with slim polynomials, Revista
Matema´tica Complutense (2010), 23(2), 453-466.
[11] B. Buchberger, Ein Algorithmus zum Auffinden der Basiselemente des Restk-
lassenrings nach einem nulldimensionalen Polynomideal, Dissertation, Universita¨t
Inssbruck, Austria, 1965.
[12] B. Buchberger, A criterion for detecting unnecessary reductions in the construction
of Groebner bases, in: Proceedings of the International Symposiumon on Symbolic
and Algebraic Computation (EUROSAM ’79), Edward W. Ng (Ed.), Springer-
Verlag, London, UK, 1979, 3-21.
[13] B. Buchberger, Gro¨bner bases: an algorithmic method in polynomial ideal the-
ory, in: Multidimensional Systems Theory-Progress, Directions and Open Prob-
lems in Multidimensional Systems, N.K. Bose (Ed.), Reidel Publishing Company,
Dodrecht-Boston-Lancaster, 1985, 184-232.
[14] B. Buchberger, Applications of Gro¨bner bases in non-linear computational ge-
ometry, in: Trends in Computer Algebra, R. Janßen (ed.), Springer, Berlin, 296
(1988), 52-80.
[15] V.G. Bardakov and A.Y. Vesnin, A generalizeion of Fibonacci groups, Algebra
and Logic (2003), 42, 73-91.
[16] T. Becker and V. Weispfenning, Gro¨bner Bases: A Computational Approach to
Commutative Algebra, Springer-Verlag, 1992.
[17] M. Caboara, M. Kreuzer and L. Robbiano, Efficiently computing minimal sets of
critical pairs, Journal of Symbolic Computation (2004), 38, 1169-1190.
[18] D. Cox, J. Little and D. O’Shea, Ideals, Varieties, and Algorithms: An Intro-
duction to Computational Algebraic Geometry and Commutative Algebra (2nd
edition), Springer-Verlag, 2006.
[19] T.H. Cormen, C.E. Leiserson, R.L. Rivest and C. Stein, Introduction to Algo-
rithms (2nd edition), The MIT Press, Cambridge, 2002.
[20] CoCoA: Computations in Commutative Algebra, available at
http://cocoa.dima.unige.it.
BIBLIOGRAPHY 191
[21] A.M. Cohen, Non-commutative polynomial computations, available at
www.win.tue.nl/∼amc/pub/gbnpaangepast.pdf.
[22] , M. Dehn, U¨ber unendliche diskontinuierliche Gruppen, Mathematische Annalen
(1911), 71(1), 116-144.
[23] J. Dixmier, Enveloping Algebras, North-Holland Publishing Company, 1977.
[24] R. Diestel, Graph Theory (3rd edition), Graduate Texts in Mathematics 173,
Springer-Verlag, Berlin, 2005.
[25] I.S. Duff, A.M. Erisman and J.K. Ried, Direct Methods for Sparse Matrices, Ox-
ford Science Publications, 1986.
[26] J.-C. Fauge`re, A new efficient algorithm for computing Gro¨bner bases (F4), Jour-
nal of Pure and Applied Algebra (1999), 139, 61-88.
[27] J.-C. Fauge`re, A new efficient algorithm for computing Gro¨bner bases without
reduction to zero (F5), in: Proceedings of the 2002 International Symposium on
Symbolic and Algebraic Computation (ISSAC ’02), T. Mora (Ed.), ACM, New
York, USA, 2002, 75-83.
[28] J.-C. Fauge`re, P. Gianni, D. Lazard and T. Mora, Efficient computation of zero-
dimensional Gro¨bner bases by change of ordering, Journal of Symbolic Computa-
tion (1993), 16, 329-344.
[29] B. Fine, M. Hahn, A. Hulpke, V. Rebel, G. Rosenberger and M. Scheer,
All finite generalized tetrahedron groups, available at https://eldorado.tu-
dortmund.de/handle/2003/25188.
[30] J.-C. Fauge`re and S. Lachartre, Parallel Gaussian elimination for Gro¨bner bases
computations in finite fields, in: Proceedings of the 4th International Workshop
on Parallel and Symbolic Computation (PASCO ’10), 2010, 89-97.
[31] GAP: Groups, Algorithms, Programming, available at http://www.gap-
system.org.
[32] R.L. Graham, D.E. Knuth and O. Patashnik, Concrete Mathematics: A Foun-
dation for Computer Science (2nd edition), Addison-Wesley Longman Publishing
Co., Inc., Boston, MA, USA, 1994.
192 BIBLIOGRAPHY
[33] R. Gebrauer and H.M. Mo¨ller, On an installation of Buchberger’s algorithm, Jour-
nal Symbolic Computation (1988), 6, 275-286.
[34] A. Giovini, T. Mora, G. Niesi, L. Robbiano and C. Traverso, “One sugar cube,
please” or selection strategies in the Buchberger algorithm, in: Proceedings of the
1991 International Symposium on Symbolic and Algebraic Computation (ISSAC
’91), Stephen M. Watt (Ed.), ACM, New York, USA, 1991, 49-54.
[35] E.L. Green, T. Mora and V. Ufnarovski, The non-commutative Gro¨bner freaks, in:
Symbolic rewriting techniques, M. Bronsetein, J. Grabmeier and V. Weispfenning
(Eds.), Birkha¨user Verlag, Basel, Switzerland, 1998, 93-104.
[36] E.L. Green, Noncommutative Gro¨bner bases and projective resolutions, in: Pro-
ceedings of the Euroconference Computational Methods for Representations of
Groups and Algebras, Michler, Schneider (Eds.), Essen, 1997, Progress in Mathe-
matics, 173, Birkha¨user Verlag, Basel, 1999, 29-60.
[37] E.L. Green, Multiplicative bases, Gro¨bner bases, and right Gro¨bner bases, Journal
of Symbolic Computation (2000), 29, 601-623.
[38] D.F. Holt, B. Eick and E.A. O’Brien, Handbook of Computational Group Theory,
Chapman and Hall/CRC press, 2005.
[39] J.M. Harris, J.L. Hirst and M.J. Mossinghoff, Combinatorics and Graph Theory,
Springer-Verlag, New York, 2000.
[40] T.W. Hungerford, Algebra, Graduate Texts in Mathematics 73, Springer-Verlag,
New York, 1974.
[41] D.E. Knuth and P.B. Bendix, Simple word problems in universal algebra, in:
Computational Problems in Abstract Algebra, J. Leech (Ed.), Oxford: Pergamon,
1970, 263-297.
[42] G.R. Krause and T.H. Lenagn, Growth of Algebras and Gelfand-Kirillov Dimen-
sion, Pitman Advanced Publishing Program, Boston, 1985.
[43] M. Kreuzer and L. Robbiano, Computational Commutative Algebra 1, Springer,
Heidelberg 2000.
[44] M. Kreuzer and L. Robbiano, Computational Commutative Algebra 2, Springer,
Heidelberg 2005.
BIBLIOGRAPHY 193
[45] M. Kreuzer, Gro¨bner basis computations in monoid and group rings, Complexity
and Group Bases Cryptography, Montreal, Sept. 2, 2010.
[46] S. Lang, Algebra, Addison-Wesley, Reading, MA 1993.
[47] V. Levandovskyy, Non-commutative Computer Algebra for Polynomial Algebras:
Gro¨bner bases, applications and implementation, Dissertation, Universita¨t Kaiser-
slautern, Germany, 2005.
[48] H. Li, Noncommutative Gro¨bner Bases and Filtered-graded Transfer, LNM, 1795,
Springer-Verlag, Berlin, 2002.
[49] B. LaMacchia and A. Odlyzko, Solving large sparse linear systems over finite fields,
in: Advances in Cryptology (CRYPTO ’90), A.J. Menezes and S. Vanstone (Eds.),
Springer-Verlag, 1991, 109-133.
[50] H. Li and C. Su, On (de)homogenized Gro¨bner bases, arXiv:0907.0526v2.
[51] Magma Computational Algebra System, URL
http://magma.maths.usyd.edu.au/magma.
[52] K. Madlener and F. Otto, Some applications of prefix-rewriting in monoids, groups
and rings, Reports on computer algebra, 22, Universita¨t Kaiserlautern, Germany,
1998.
[53] F. Mora, Gro¨bner bases for non-commutative polynomial rings, in: Proceedings of
the 3rd International Conference on Algebraic Algorithms and Error-Correcting
Codes (AAECC-3), Jacques Calmet (Ed.), Springer-Verlag, London, UK, 1986,
353-362.
[54] T. Mora, Seven variations on standard bases, Technical Report No.54, Diparti-
mento die Matematica, Universita` di Genova, 1988.
[55] T. Mora, An introduction to commutative and non-commutative Gro¨bner Bases,
Journal of Theoretical Computer Science (1994), 134, 131-173.
[56] J.C. McConnell and J.C. Robson, Noncommutative Noetherian Rings, John Wiley
and Sons Ltd., 1987.
194 BIBLIOGRAPHY
[57] K. Madlener and B. Reinert, Computing Gro¨bner bases in monoid and group rings,
in: Proceedings of the 1993 International Symposium on Symbolic and Algebraic
Computation (ISSAC ’93), M. Bronstein (Ed.), ACM, New York, 1993, 253-263.
[58] K. Madlener and B. Reinert, String rewriting and Gro¨bner bases–a general ap-
proach to monoid and group rings, in: M. Bronstein, J. Grabmeier, V. Weispfen-
ning, Workshop on symbolic rewriting techniques, Monte Verita 1995, Birkha¨user
Verlag, Basel, 1998, 127-150.
[59] P. Narendran, C. O´’Du´nlang and F. Otto, It is undecidable whether a finite special
string-writing systems presents a group, Discrete Mathematics (1991), 98, 153-159.
[60] P. Nordbeck, On the finiteness of Gro¨bner bases computation in quotients of the
free algebra, Applicable Algebra in Engineering, Communication and Computing
(2001), 11, 157-180.
[61] C.H. Papadimitriou, Computational Complexity, Addison-Wesley Publishing
Company, 1994.
[62] C. Pomerance and J.W. Smith, Reduction of huge, sparse matrices over finite
fields via created catastrophes, Experimental Mathematics (1992), 1, 89-94.
[63] B. Reinert, On Gro¨bner Bases in Monoid and Group Rings, Dissertation, Univer-
sita¨t Kaiserslautern, Germany, 1995.
[64] G. Rosenberger and M. Scheer, Classification of the finite generalized tetrahedron
groups, Contemporary Mathematics (2002), 296, 207- 229.
[65] SINGULAR, available at http://www.singular.uni-kl.de.
[66] C. Sims, Computation with Finitely Presented Groups, Cambridge University
Press, 1994.
[67] R. Scala and V. Levandovskyy, Letterplace ideals and non-commutative Gro¨bner
bases, Journal of Symbolic Computation (2009), 44, 1374-1393.
[68] Symbolic Data, available at ftp://apcocoa.org/pub/symbolic data.
[69] V.A. Ufnarovski, A growth criterion for graphs and algebras defined by words,
Matematicheskie Zametki (1982), 31(3), 465-472.
BIBLIOGRAPHY 195
[70] V.A. Ufnarovski, On the use of graphs for calculating the basis, growth and Hilbert
series of associative algebras, Matematicheskii Sbornik (1989), 180(11),1548-1560.
[71] V.A. Ufnarovski, Combinatorial and asymptotic methods in algebra, Algebra VI,
Encyclopedia of Mathematical Sciences, 57, Springer (1995), 5-196.
[72] V.A. Ufnarovski, On the cancellation rule in the homogenization, Computer Sci-
ence Journal of Moldova (2008), 16, 133-145.
[73] R.B. Warfield, The Gelfand-Kirillov dimension of a tensor product, Mathematische
Zeitschrift (1984), 185, 441-447.
[74] F. Winkler, Knuth-Bendix procedure and Buchberger algorithm: a synthesis, in:
Proceedings of the ACM-SIGSAM 1989 international symposium on Symbolic and
algebraic computation (ISSAC ’89), G.H. Gonnet (Ed.), ACM, New York, USA,
1989, 55-67.
[75] G. Williams, The aspherical Cavicchioli-Hegenbarth-Repovsˇ generalized Fibonacci
groups, Journal of Group Theory (2009), 12, 139-149.
