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INTISARI 
 
Pada dunia nyata seringkali ditemukan pola data linear dan nonlinear pada data runtun waktu sehingga 
penggunaan model non linear saja tidak lagi cukup. Penggabungan model linier dan nonlinier menjadi 
alternatif solusi permasalahan tersebut. Penelitian yang dilakukan untuk mengkaji hybridizing exponential 
smoothing dan neural network  untuk peramalan data runtun waktu. Penelitian ini dilaksanakan dengan 
studi literatur. Langkah pertama dalam kajian teoritik ini adalah mempelajari kembali model exponential 
smoothing dan neural network. Selanjutnya dipelajari bentuk arsitektur beserta model gabungan   
exponential smoothing dengan neural network. Dari model gabungan tersebut dikaji cara menduga 
parameter. Dari kajian teoritik yang telah dilakukan, dapat disimpulkan bahwa estimasi parameter bobot 
dengan metode kuadrat terkecil pada model hybridizing exponential smoothing dengan  neural network tidak 
memberikan hasil yang optimal. Hal ini dikarenakan mengkuadratkan kesalahan pada model penggabungan 
akan menggeser fit kurva ke suatu titik lain sehingga mengurangi keakuratan hasil prediksi. Oleh karena itu 
parameter optimal  model hybridizing  diperoleh dengan meminimalkan jumlahan absolut error.  
 
Kata Kunci : Hybridizing, Exponential Smoothing, Neural Network, Runtun Waktu. 
 
PENDAHULUAN 
Pada saat ini banyak penelitian dilakukan secara luas dengan motivasi adanya kemungkinan 
menggunakan model neural network sebagai suatu alat untuk menyelesaikan berbagai masalah terapan 
seperti peramalan runtun waktu, pattern recognition, signal processing dan proses kontrol. Kelebihan 
neural network dibandingkan metode statistik konvensional adalah tidak diperlukan asumsi awal 
terhadap data, sehingga untuk  data dengan jumlah besar dan terus menerus diperbaharui neural 
network cocok digunakan. Contoh data seperti ini adalah data yang diperoleh dari alat pendeteksi 
aktifitas gunung berapi. Berbeda dengan data runtun waktu harian atau tahunan, data seperti aktifitas 
gunung berapi dideteksi setiap detik agar jika terjadi penyimpangan akan segera dapat diketahui dan 
digunakan sebagai dasar memprediksi akibat dari penyimpangan tersebut. Mengingat hal tersebut 
tentu saja diperlukan metode peramalan yang dapat dengan cepat memperbaharui hasil prediksi seiring 
masuknya data baru. Meskipun demikian neural network tak lepas dari kekurangan. Pada dunia nyata 
seringkali ditemukan pola linier dan tak linier secara bersamaan dalam data runtun waktu. Hanya 
menggunakan model non linier tidak lagi cukup untuk kasus yang demikian karena dapat 
menyebabkan  hilangnya bentuk linier dari data. Oleh karena itu  diperlukan penggabungan model 
linear dan non linear untuk mengatasinya.   
Terdapat beberapa model linier yang biasa digunakan dalam peramalan seperti exponential 
smoothing dan ARIMA.  [1] mencoba menggabungkan ARIMA dengan neural network. Sedangkan 
[2] menggunakan penggabungan model exponential smoothing dan neural network untuk peramalan 
data runtun waktu finansial. Ternyata keduanya menghasilkan peramalan yang lebih baik 
dibandingkan jika model digunakan secara terpisah. Mengingat hal tersebut maka pada penelitian ini 
peneliti tertarik untuk mengkaji model gabungan exponential smoothing  dan neural network. Ada 
beberapa alasan dipilihnya exponential smoothing daripada ARIMA. Alasan utama adalah metode 
exponential smoothing sederhana, intuitif dan mudah dimengerti. Alasan lain adalah dalam 
penelitiannya [3] menemukan akurasi exponential smoothing dan ARIMA tidak berbeda jauh.     
Penelitian yang dilakukan mempunyai tujuan untuk mengkaji hybridizing exponential smoothing 
dengan neural network untuk peramalan data runtun waktu. Penelitian ini dilaksanakan dengan studi 
literatur. Langkah pertama dalam kajian teoritik ini adalah mempelajari kembali model exponential 
smoothing dan neural network. Selanjutnya dipelajari bentuk arsitektur beserta model gabungan
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exponential smoothing dengan neural network. Dari model gabungan tersebut dikaji cara menduga 
parameter 
EXPONENTIAL SMOOTHING  
Exponential Smoothing sederhana digunakan pada peramalan jangka pendek, biasanya hanya satu 
bulan ke depan. Model ini digunakan untuk memodelkan data dengan pola stationer. Secara matematis 
model exponential smoothing sederhana adalah sebagai berikut [4] 
Ft+1 =  αXt + ( 1-α ) Ft 
dengan t adalah notasi periode waktu,       adalah ramalan untuk periode t+1, Ft  peramalan periode 
ke-t, Xt nilai observasi waktu ke-t dan α adalah parameter pemulusan yang nilainya antara 0 dan 1. Jika 
pada data terdapat pola trend yang mengalami kerandoman, metode double exponential 
smoothing dari Holt lebih sesuai untuk digunakan. Peramalan double exponential smoothing dari 
Holt diperoleh dengan menggunakan dua parameter pemulusan yaitu α dan γ dengan nilai antara 0 dan 
1. Terdapat tiga persamaan yang digunakan dalam proses peramalan [4]. Pertama, menentukan nilai 
pemulusan data keseluruhan dapat diperoleh menggunakan persamaan berikut 
St = αXt + (1-α) (St-1 + bt-1)  
 
dengan St adalah pemulusan secara keseluruhan pada periode ke-t, St-1 adalah pemulusan secara 
keseluruhan pada periode t-1, α adalah kostanta pemulusan, dan bt-1 adalah nilai trend pada periode t-1.  
Persamaan kedua digunakan untuk  menentukan nilai pemulusan faktor trend pada periode ke-t  
bt = γ (St – St-1) + (1- γ) bt-1 
dengan γ merupakan parameter pemulusan faktor trend, bt adalah nilai trend pada periode ke-t.  
Persamaan ketiga, digunakan untuk menentukan nilai hasil peramalan untuk periode t+m  
Ft+m =     btm 
Jika ada indikasi data dipengaruhi faktor musiman, baik mengandung trend ataupun tidak model 
Holt Winters dapat digunakan. Model Holt Winters didasarkan atas tiga persamaan pemulusan, yaitu 
untuk unsur stationer, trend dan musiman. Pemulusan pada model Holt Winters menggunakan tiga 
parameter pemulusan, yaitu α, β, dan γ.  Model Holt Winters mempunyai dua bentuk model 
berdasarkan pola data musiman, yaitu Holt Winters additive dan Holt Winters multiplicative [5]. Holt 
Winters additive digunakan apabila data runtun waktu mempunyai pola musiman dengan fluktuasi 
musiman cenderung konstan atau tinggi gelombang musiman tidak terikat pada besar kecilnya 
pengaruh trend [6]. Persamaan untuk peramalan data runtun waktu dengan Holt Winters additive 
adalah  [7] 
Ft+m = at + btm + st−p+m 
dengan 
mtF   adalah nilai peramalan periode kedepan, m adalah jumlah periode kedepan yang akan 
diramalkan, at  adalah nilai pemulusan keseluruhan pada periode ke-t,  bt  adalah pemulusan faktor 
trend pada periode ke t, st-p+m  adalah nilai pemulusan untuk periode musiman pada periode t-p+m , 
dan  p adalah panjang musiman.  . Proses dalam melakukan peramalan, nilai at, bt, st yang pertama 
merupakan nilai inisialisasi. Nilai inisialisasi untuk nilai at dapat diperoleh dengan menggunakan 
persamaan [8] 
ap = 
 
 
(X1 + X2 + … + Xp)                (1) 
 
nilai inisialisasi bt dapat diperoleh dengan menggunakan persamaan  
 
bt =  
 
 
[
         
 
 + 
         
 
 + … + 
         
 
]          (2)  
         
nilai inisialisasi st  dapat diperoleh dengan menggunakan persamaan  
 
sp = xp - ap      
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Model Holt Winters multiplikatif  ini digunakan apabila data runtun waktu mempunyai data pola 
musiman dengan fluktuasi musiman yang cenderung tidak konstan. Peningkatan dan penurunan pola 
musiman juga dipengaruhi oleh peningkatan ataupun penurunan besarnya trend [6].  Peramalan  
musiman multiplicative dengan Holt Winters multiplicative menggunakan persamaan berikut 
 
mptttmt smbaF   )(  
 
Nilai inisialisasi nilai at, bt pada model Holt Winters multiplikatif diperoleh dengan menggunakan 
persamaan yang sama seperti pada Holt Winters additif, yaitu  persamaan (1) dan persamaan (2). 
Sedangkan untuk nilai inisialisasi faktor musiman pada Holt Winters multiplikatif menggunakan 
persamaan  
sp = 
  
 ̅
 
 
NEURAL NETWORK 
Model neural network merupakan sistem proses informasi yang mempunyai cara kerja dan 
karakteristik menyerupai jaringan syaraf pada makhluk hidup. Letak kemiripan adalah pada  neural 
network k juga terdapat elemen-elemen pemrosesan sederhana yang biasa disebut unit (neuron, sel 
atau node). Setidaknya terdapat tiga hal yang mempengaruhi karakteristik  dari neural network yaitu 
arsitektur,   algoritma pembelajaran (learning algorithm) dan fungsi aktivasi. Dalam neural network 
unit-unitnya  tersusun dalam layer. Setiap unit tersebut dihubungkan dengan unit yang lain dengan 
hubungan komunikasi yang disebut arsitektur jaringan [9]. Arsitektur Jaringan neural network dapat 
dikelompokkan menjadi dua  yaitu single layer dan multilayer. Arsitektur jaringan single layer 
mengelompokkan  neuron-neuron menjadi dua bagian, yaitu unit-unit input dan unit-unit output. 
Sedangkan dalam arsitektur jaringan multilayer, selain ada unit-unit input dan output juga terdapat unit 
tersembunyi (hidden units). Sebagai ilustrasi, arsitektur FFNN dengan satu lapisan tersembunyi (unit 
hidden) dapat dilihat pada gambar 1.  
 
 
 
Ouput 
   
 ̂  model neural network dengan arsitektur seperti pada gambar 1. dapat dihitung dengan 
persamaan berikut 
 ̂     
 [∑ [  
   
 (∑    
      
 
      
 )    ]
 
   ]    (1) 
 
dengan      
 ̂     =  nilai dugaan dari variabel output 
   =   indeks pasangan data input-target (xi(k) , y(k )) , k 1,2,, n
Gambar 1. Arsitektur dengan Satu Lapisan Tersembunyi  
TTerTTersembunyi 
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   =  bobot dari neuron ke- j di lapis tersembunyi yang menuju neuron pada lapis output 
   
   =  bobot dari input ke- i yang menuju neuron ke- j pada lapis tersembunyi,  
  ( j =1,2,L,q) 
  
   =  bias pada neuron ke- j pada lapis tersembunyi, ( j =1,2,L,q) 
    =  bias pada neuron di lapis output 
    =  fungsi aktifasi pada neuron di lapis output 
 
Fungsi nonlinear model neural networ pada persamaan (1) terjadi melalui suatu fungsi  aktifasi   
  
pada  lapisan tersembunyi dan     pada lapisan output. Superscript “h” digunakan sebagai indeks yang 
menyatakan lapis tersembunyi dan “o” untuk indeks yang menyatakan lapisan output.  
 
HYBRIDIZING EXPONENTIAL SMOOTHING DAN NEURAL NETWORK 
Exponential smoothing adalah model linear yang dapat menangkap karakteristik linear data runtun 
waktu sedangkan neural network termasuk fungsi pendekatan  model non linear yang dapat 
menangkap bentuk non linear pada data runtun waktu.   Pada hybridizing neural network dan  
exponential smoothing model neural network membangkitkan hasil prediksi, demikian juga 
dengan model exponential smoothing. Kedua hasil peramalan tersebut dimasukkan ke dalam 
modul gabungan dan membangkitkan hasil peramalan sinergi sebagai hasil akhir. Arsitektur  
model hybridizing neural network dengan exponential smoothing dapat dilihat pada gambar 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar  2. Arsitektur Hibridizing Exponential Smoothing  dengan Neural Network 
Secara umum nilai prediksi dari  hybridizing model linier, Lt, dan model nonlinier, Nt, yang 
dinotasikan dengan Yt  dapat dimodelkan sebagai berikut [1] 
 
         
Misalkan  diberikan   ̂ 
   adalah nilai prediksi dari model exponential smoothing,  ̂ 
     
adalah nilai prediksi model BPNN dan    merepresentasikan residual dari  ̂ 
     dengan   ̂ 
  ,
Peramalan Exponential Smoothing 
Peramalan 1 
Peramalan 2 
Sinergi Output 
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maka nilai prediksi dari hybridizing dua model tersebut,  ̂ 
      
, dapat dituliskan seperti pada 
persamaan berikut 
  ̂ 
        ̂ 
              (3) 
 
dengan    adalah parameter bobot. Jika disubtitusikan     ̂ 
    ̂ 
     ke persamaan (3) 
maka diperoleh 
     ̂ 
         ̂ 
        ̂ 
    ̂ 
      
   ̂ 
       ̂ 
     ̂ 
      
   ̂ 
         ̂ 
                     (4) 
 
Permasalahan selanjutnya adalah adalah bagaimana menentukan nilai   pada persamaan (4). 
Terdapat beberapa cara untuk mengevaluasi keakuratan hasil peramalan, salah satunya dapat 
dievaluasi dengan melihat mean square error (MSE) 
 
    
 
 
∑ (    ̂ 
      
)
 
 
       (5) 
 
Untuk memperoleh hasil peramalan yang akurat dicari  nilai    sedemikian sehingga MSE pada 
persamaan (5) minimum. Mengingat hal tersebut maka secara umum nilai   dapat diestimasi dengan 
metode kuadrat terkecil yaitu dengan meminumkan selisih antara nilai y aktual dengan nilai y prediksi. 
 
     ∑ (    ̂ 
      
)
 
 
       (6) 
 
Berbeda dengan regresi linear dimana variabel dependen dan independen untuk memperoleh 
estimasi parameter merupakan data observasi, namun pada persamaan (5) parameter bobot untuk 
memprediksi nilai  ̂ 
      
 diduga dengan meprediksi nilai    ̂ 
   dan  ̂ 
     terlebih dahulu. Hal ini 
memunculkan permasalahan jika metode kuadrat terkecil digunakan untuk estimasi parameter   yaitu 
mengkuadratkan kesalahan pada model hybridizing akan menggeser fit kurva ke suatu titik lain 
sehingga mengurangi keakuratan hasil prediksi. Oleh karenanya dilakukan alternatif  lain, yakni dicari  
nilai    sedemikian sehingga  meminimalkan mean absolute error (MAE).  
 
   |
     
      
  
| 
    
 
 
∑                                  (7) 
 
MAE pada persamaan (7) akan minimum dengan meminimumkan jumlahan harga mutlak kesalahan 
antara nilai aktual dengan prediksi.  
 
      ∑ |    ̂ 
      
|      ∑ |  |
 
     (8) 
 
Persamaan (8) dapat diselesaikan menggunakan program linear, dengan memisalkan  
 
   
|  |    
 
 {
         
         
 
dan 
   
|  |    
 
 {
         
         
 
terlihat jelas bahwa  
 
|  |       
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dan 
         
 
oleh karenanya model program linear dapat dibentuk sebagai berikut [2] 
 
  
{
  
 
  
       ∑       
 
   
∑[      ̂ 
     ̂ 
     ]  ∑       
 
  
 
   
                          …    
 
PENUTUP 
Dari kajian teoritik yang telah dilakukan, dapat disimpulkan bahwa estimasi parameter bobot 
dengan metode kuadrat terkecil pada model hybridizing exponential smoothing dengan  neural 
network tidak memberikan hasil yang optimal. Hal ini dikarenakan mengkuadratkan kesalahan pada 
model penggabungan akan menggeser fit kurva ke suatu titik lain sehingga mengurangi keakuratan 
hasil prediksi. Parameter optimal  model hybridizing dapat diperoleh dengan algoritma simpleks dari 
permasalahan program linier minimumkan       ∑        
 
    dengan kendala                 
∑ [      ̂ 
     ̂ 
     ]  ∑        
 
  
 
     ,      ,                     …     
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