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To help resolve the issues of non-realizability and restriction to homogeneity faced by the an-
alytical theories of turbulence, we explore three-dimensional homogeneous shear turbulence of an
incompressible Newtonian fluid within the context of optimal control and convex optimization. The
framework is composed of multi-point spatial correlations of velocity and pressure fluctuations up
to the degenerate fourth order, their evolution equations, and the constraints. The integral of
the trace of the second order correlations is argued as the objective functional to be maximized.
The sources of the constraints are discussed, such as the Cauchy-Schwarz inequality and the non-
negativity of variance of products. Two models are introduced: the second-order model uses the
contracted and degenerate third order correlations as control variables; the third-order model takes
the degenerate fourth order correlations as control variables. Both model are second-order cone
programs when discretized. The nature of large-scale and huge-scale computations and the link
to big data are commented on. The asymptotic steady state of the second-order model is solved
numerically. The predicted values of the anisotropy tensor are consistent with experimental data
qualitatively (in regard to the relative numerical order pattern of the diagonal components), albeit
with significant quantitative differences. Such differences are attributed to the non-enforceability of
the non-negativity of variance of products within the model. The third-order model is expected to
improve predictions, because of its ability to include constraints generated by this non-negativity
requirement. The issue of how to solve this huge-scale problem is yet open.
PACS numbers: 47.27.Gs 47.27.E- 47.27.eb 47.11.-j
I. INTRODUCTION
As regards the analytical theories of turbulence for
an incompressible Newtonian fluid [1–5], especially the
quasi-normal model (QN) and its variants, there are
the known issues of non-realizability (a large part of
the turbulent energy spectrum becoming negative in
isotropic turbulence [1, 6, 7]) and restriction to homo-
geneity (“Two-point models are restricted, more or less,
to homogeneous turbulence (unlike one-point models),
but nevertheless they have proved very popular.” [1]).
In this study, we explore a framework of optimal control
and convex optimization to help resolve these issues. We
choose three-dimensional homogeneous shear turbulence
as a test problem, considering the relative simplicity of
the motion and the availability of experimental and DNS
data [8].
To determine the statistically averaged structure of
three-dimensional homogeneous shear turbulence, we
start with the relations resulting from the Navier-Stokes
equations, the ensemble average operation, and the
Reynolds decomposition, following conventional practice.
Our attention is restricted to a framework accounting
for the multi-point spatial correlations of velocity and
pressure fluctuations up to the degenerate fourth order.
It is guided by the general structure of analytical the-
ories, the consideration of mathematical and computa-
tional demands, and the availability of experimental and
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observational data [9]. One part of the relations con-
cerns the dynamical equations of evolution for the cor-
relations and is derived in a conventional fashion. The
other part involves the constraints of equality and in-
equality for the correlations that are the essence of re-
alizability and whose comprehensive enforcement in the
framework presented is a departure from the practice of
analytical theories. Satisfaction of these constraints pro-
vides a solution to the issue of non-realizability. Alter-
natively one may pursue a comprehensive statistical for-
mulation of turbulence with a probability density func-
tional which produces functional equations governing the
evolution of the characteristic functional [10, 11]. Such
a formalism, however, faces the challenge of solving the
functional equations and going beyond homogeneous tur-
bulence.
There are several sources, physically and mathemat-
ically, that give rise to constraints in ensemble aver-
aged turbulence modeling. The constraints of equal-
ity come from the self-consistency of the definitions of
correlations, the divergence-free fluctuating velocity field
from the supposed incompressibility, and certain symme-
tries that arise from the mean flow characteristics. The
constraints of inequality are constructed mathematically
from the applications of the Cauchy-Schwarz inequality
and the non-negativity of variance of products. These
inequalities include, as special cases, the physically moti-
vated and known constraints, such as the positive semi-
definiteness of the Reynolds stress tensor and the non-
negativity of the viscous dissipation, that are the realiz-
ability conditions usually addressed in engineering tur-
bulence modeling methodology [12]. However, the vast
2majority of these inequalities are ignored or even nonen-
forceable within conventional schemes of turbulence mod-
eling.
Here, a conventional scheme means a closure approach
which approximates the highest order correlations in
terms of lower ones, in the form of equalities, within
a turbulence model. In QN, for example, the fourth
order correlations are represented by certain combina-
tions of the products of the second order correlations
in the Fourier wave-number space; the specific numeri-
cal simulation of isotropic turbulence has demonstrated
the emergence of nonphysical negative energy spectrum
in this specific model [6, 7]. It is thus inferred that in
general such a scheme cannot satisfy all the constraints
aforementioned. This observation motivates us to pursue
an optimal control approach: the realization of the con-
straints is taken as essential; an objective is optimized
subject to the dynamical equations and the constraints.
One possible choice for the objective is Shannon entropy
and its maximization [13–17], which faces the difficulties
of formidable computational size and numerical integra-
tion in very high dimensions. Shannon entropy, however,
provides guidance on selection of the integral associated
with the second order correlations,
∫
R3
drUkk(r), as the
objective functional to be maximized.
Two models are introduced, motivated by the struc-
ture of the dynamical equations of evolution. The second-
order model takes the contracted and degenerate third or-
der correlations as the control variables. The third-order
model takes the degenerate fourth order correlations as
the control variables. In their discretized forms, both
models are second-order cone programs (SOCP) accord-
ing to the criteria defined in [18–20]. There is a consti-
tutive difference between them: The second-order model
cannot include any constraints from the non-negativity
of variance of products, while the third-order model in-
cludes those involving the second order correlations. The
significance of this difference lies in that the constraints
from the non-negativity requirement provide a bound-
ing mechanism to bound from above the correlations and
their exponential growth rate.
Restricted by computational feasibility at present, we
focus on the numerical solution of the second-order model
in the asymptotic steady state in this paper. As part of
the basis to evaluate the framework, we compute the non-
trivial components of the anisotropy tensor b
(∞)
ij , against
experimental data summarized in [8]. Both our predic-
tion and the experimental data are given here: (a) b
(∞)
11 =
0.4545 > b
(∞)
33 = −0.1862 > b(∞)22 = −0.2683 (Prediction)
versus b
(∞)
11 = 0.203 > b
(∞)
33 = −0.06 > b(∞)22 = −0.143
(Experiment); (b) b
(∞)
12 = −0.1507 (Prediction) versus
b
(∞)
12 = −0.156 (Experiment). Comparison shows that
the model produces values matching qualitatively with
the order pattern of the experimental data, albeit with
significant quantitative differences. Such differences are
attributed to the non-enforceability of the non-negativity
requirement within the second-order model.
The third-order model is expected to improve predic-
tions because it contains the bounding mechanism pro-
duced by the non-negativity requirement. However, the
computational scale of the model is huge according to the
criteria listed in [21], a great effort is required with re-
gard to the mathematical formulation, algorithms, codes,
etc. The model has a close link to big data [22] and the
research in the field may help explore the model.
More details and attempts related to the analysis and
simulation may be found in [23].
The present paper is organized as follows. In Sec. II, we
develop the dynamical equations of evolution for the cor-
relations, define the models, and discuss the constraints.
The issue of closure and choice of objective is addressed.
In Sec. III, we consider the asymptotic states of two mod-
els at large time, present one consequence of the non-
negativity of variance of products, and comment on the
issue of huge-scale computation. In Sec. IV, we study the
asymptotic steady state of the second-order model. The
predicted values of the anisotropy tensor and other quan-
tities are evaluated against experimental data, the role of
the non-negativity of variance constraints is examined.
The main results of the present work are summarized in
Sec. V. Appendices provide details of certain analytical,
numerical, and computational aspects.
II. BASIC FRAMEWORK
Consider homogeneous shear turbulence of an incom-
pressible Newtonian fluid of mass density ρ and kinematic
viscosity ν in R3 and in the Cartesian coordinate system
xi with the mean velocity field,
Vi = δi1Sx2, (1)
where δij is the Kronecker delta and S is a nontrivial
positive constant representing the shearing rate. The
equations of motion governing the fluctuation fields of
velocity wi(x, t) and scaled pressure q(x, t) = p(x, t)/ρ
may be derived from the Navier-Stokes equations, using
Eq. (1) and the Reynolds decomposition. Next, dimen-
sionless quantities (accented) are defined via
t = t′/S, xi = (ν/S)
1/2x′i, wi = (νS)
1/2w′i,
(2)
q = νSq′.
The aforementioned equations of fluctuation fields are
non-dimensionalized to give
∂wk
∂xk
= 0,
∂wi
∂t
+ x2
∂wi
∂x1
+ δi1w2 +
∂(wiwk)
∂xk
(3)
= − ∂q
∂xi
+
∂2wi
∂xk∂xk
,
where the accent ′ is removed for brevity.
Equations (3) are used to construct the dynamical
equations governing the evolution of the second order
3correlations wi(x)wj(y) and the third order correlations
wi(x)wj(y)wk(z), along with those governing the spatial
correlations q(x)wj(y), q(x)wj(y)wk(z), and q(x) q(y),
where the dependence of the correlations on t is sup-
pressed. Further, homogeneity is adopted to simplify the
mathematical treatment. The structure of the dynamical
equations and homogeneity lends grounds to define
Uij(r) = wi(x)wj(y), U(ij)k(r) = wi(x)wj(x)wk(y),
Uijk(r, s) = wi(x)wj(y)wk(z),
U(ij)kl(r, s) = wi(x)wj(x)wk(y)wl(z),
(4)
Uijkl(s
′, r, s) = wi(x)wj(z′)wk(y)wl(z),
Q(r) = q(x)q(y), Qj(r) = q(x)wj(y),
Qjk(r, s) = q(x)wj(y)wk(z),
where r = y − x, s = z− x, s′ = z′ − x. The dynamical
equations are
∂Ukj(r)
∂rk
= 0,
{
∂
∂sl
,
∂
∂rk
+
∂
∂sk
}
Ukjl(r, s) = 0,
∂U(ij)kl(r, s)
∂rk
= 0,
∂Qk(r)
∂rk
= 0,
∂Qkl(r, s)
∂rk
= 0,(
∂
∂s′i
+
∂
∂ri
+
∂
∂si
)
Uijkl(s
′, r, s) = 0,
(
∂
∂t
+ r2
∂
∂r1
)
Uij(r) + δi1U2j(r) + δj1Ui2(r)
− ∂Uikj(0, r)
∂rk
+
∂Ujki(0,−r)
∂rk
=
∂Qj(r)
∂ri
− ∂Qi(−r)
∂rj
+ 2
∂2Uij(r)
∂rk∂rk
,
(
∂
∂t
+ r2
∂
∂r1
+ s2
∂
∂s1
)
Uijk(r, s) + δi1U2jk(r, s)
+ δj1Ui2k(r, s) + δk1Uij2(r, s)
−
(
∂
∂rl
+
∂
∂sl
)
U(il)jk(r, s)
+
∂U(jl)ik(−r, s− r)
∂rl
+
∂U(kl)ij(−s, r− s)
∂sl
(5)
=
(
∂
∂ri
+
∂
∂si
)
Qjk(r, s)− ∂Qik(−r, s− r)
∂rj
− ∂Qij(−s, r− s)
∂sk
+ 2
(
∂2
∂rl∂rl
+
∂2
∂sl∂sl
+
∂2
∂rl∂sl
)
Uijk(r, s),
∂2Q(r)
∂rk∂rk
= −2∂Q2(r)
∂r1
− ∂
2Qkl(r, r)
∂rk∂rl
,
∂2Qj(r)
∂rk∂rk
= 2
∂U2j(r)
∂r1
− ∂
2Ulkj(0, r)
∂rk∂rl
,(
∂
∂rl
+
∂
∂sl
)(
∂
∂rl
+
∂
∂sl
)
Qjk(r, s)
= 2
(
∂
∂r1
+
∂
∂s1
)
U2jk(r, s)
−
(
∂
∂rm
+
∂
∂sm
)(
∂
∂rl
+
∂
∂sl
)
U(lm)jk(r, s).
To ensure self-consistency, definitions (4) themselves
impose the constraints of symmetry,
Uij(r) = Uji(−r),
U(ij)k(r) = U(ji)k(r), U(ij)k(0) = U(ik)j(0),
Uijk(r, s) = Uikj(s, r) = Ujik(−r, s− r)
= Ukij(−s, r− s), (6)
U(ij)kl(r, s) = U(ji)kl(r, s) = U(ij)lk(s, r),
U(ij)kl(r, r) = U(kl)ij(−r,−r),
U(ij)kl(0, r) = U(ik)jl(0, r),
Q(r) = Q(−r), Qij(r, s) = Qji(s, r).
Further, motivated by experimental data [5, 8] that give
U13(0) = U23(0) = 0
and the need to reduce computational size of the prob-
lem, we consider the geometric and kinematic symmetries
underlying the mean velocity field (1). They suggest in-
version and mirror symmetries described by
Uij(r) = Uij(−r) = (−1)δi3+δj3 Uij(r′),
U(ij)k(r) = −U(ij)k(−r)
= (−1)δi3+δj3+δk3U(ij)k(r′),
Uijk(r, s) = −Uijk(−r,−s)
= (−1)δi3+δj3+δk3Uijk(r′, s′),
(7)
U(ij)kl(r, s) = U(ij)kl(−r,−s)
= (−1)δi3+δj3+δk3+δl3U(ij)kl(r′, s′),
Q(r) = Q(−r) = Q(r′),
Qi(r) = −Qi(−r) = (−1)δi3Qi(r′),
Qij(r, s) = Qij(−r,−s) = (−1)δi3+δj3Qij(r′, s′).
Here, r′ = (r1, r2,−r3) and s′ = (s1, s2,−s3). The
summation rule is suspended for the subscripts under-
lined. The derivation of the equalities is outlined in Ap-
pendix A.
Because of the need to generate standard conic forms
for numerical simulation, the problem is formulated in
the Fourier wave-number space with the help of the
Fourier transforms,
φ(r) =
∫
R3
dk φˆ(k) exp(ık · r),
φ(r, s) =
∫
R3×R3
dkdl φˆ(k, l) exp[ı (k · r+ l · s)],
φ(s′, r, s) =
∫
R3×R3×R3
dm dk dl φˆ(m,k, l)
× exp[ı (m · s′ + k · r+ l · s)].
4In the wave-number space, U˜ij , U˜(ij)kl, U˜ijkl, Q˜, and Q˜ij
are real, U˜(ij)k, U˜ijk, and Q˜j are purely imaginary and
are transformed according to
U˜(ij)k(k) = ı U˜
(I)
(ij)k(k), U˜ijk(k, l) = ı U˜
(I)
ijk (k, l),
(8)
Q˜i(k) = ı Q˜
(I)
i (k).
Equations (5) through (7) are transformed as
kkU˜kj(k) = 0, kkU˜
(I)
(ij)k(k) = 0, kjU˜
(I)
kjl (k, l) = 0,
(kk + lk)U˜
(I)
kij (k, l) = 0, kkU˜(ij)kl(k, l) = 0, (9a)
(mi + ki + li)U˜ijkl(m,k, l) = 0,
Q˜(k) = −2k1Q˜
(I)
2 (k)
|k|2 −
kkkl
|k|2
∫
R3
dlQ˜kl(k− l, l), (9b)
Q˜
(I)
j (k) = −
2k1U˜2j(k)
|k|2 −
kkkl
|k|2
∫
R3
dlU˜
(I)
lkj (l,k), (9c)
Q˜jk(k, l) =
2(k1 + l1)U˜
(I)
2jk(k, l)
|k+ l|2
− (km + lm)(kl + ll)U˜(lm)jk(k, l)|k+ l|2 , (9d)(
∂
∂t
− k1 ∂
∂k2
+ 2|k|2
)
U˜ij(k) + δi1U˜2j(k) + δj1U˜i2(k)
= −kiQ˜(I)j (k) + kjQ˜(I)i (−k)
− kk
∫
R3
(
U˜
(I)
ijk (k, l)− U˜ (I)jik (−k, l)
)
dl, (9e)
(
∂
∂t
− k1 ∂
∂k2
− l1 ∂
∂l2
+ 2(|k|2 + |l|2 + k · l)
)
U˜
(I)
ijk (k, l)
+ δi1U˜
(I)
2jk(k, l) + δj1U˜
(I)
i2k(k, l) + δk1U˜
(I)
ij2 (k, l)
= kiQ˜jk(k, l) + liQ˜jk(k, l)− kjQ˜ik(−k− l, l)
− lkQ˜ij(−k− l,k) + (kl + ll)U˜(il)jk(k, l)
− klU˜(jl)ik(−k− l, l)− llU˜(kl)ij(−k− l,k), (9f)
and
U˜ij(k) = U˜ji(k) = U˜ij(−k) = (−1)δi3+δj3 U˜ij(k′),
U˜
(I)
(ij)k(k) = U˜
(I)
(ji)k(k) = −U˜
(I)
(ij)k(−k)
= (−1)δi3+δj3+δk3 U˜ (I)(i j)k(k′),
U˜
(I)
ijk (k, l) = U˜
(I)
ikj (l,k) = U˜
(I)
jik (−k− l, l)
= U˜
(I)
kij (−k− l,k) = −U˜ (I)ijk (−k,−l)
= (−1)δi3+δj3+δk3 U˜ (I)i j k(k′, l′),
U˜(ij)kl(k, l) = U˜(ji)kl(k, l) = U˜(ij)lk(l,k) (10)
= U˜(ij)kl(−k,−l) = (−1)δi3+δj3+δk3+δl3U˜(ij)kl(k′, l′),∫
R3
dk
[
U˜(ij)kl(k, l)− U˜(ik)jl(k, l)
]
= 0,
∫
R3
dl
[
U˜(ij)kl(k+ l,−l)− U˜(kl)ij(k+ l,−l)
]
= 0,
Q˜(k) = Q˜(−k) = Q˜(k′),
Q˜
(I)
i (k) = −Q˜(I)i (−k) = (−1)δi3Q˜(I)i (k′),
Q˜ij(k, l) = Q˜ij(−k,−l) = Q˜ji(l,k)
= (−1)δi3+δj3Q˜ij(k′, l′),
where k′ = (k1, k2,−k3), l′ = (l1, l2,−l3).
The structure of Eqs. (9) provides the ground to intro-
duce the second-order model and the third-order model.
A. The second-order model
Equations (9c) and (9e) indicate that U˜
(I)
ijk affect U˜ij
only through the contracted and degenerate kkU˜
(I)
(ki)j(k).
Therefore, the second-order model is formulated with
Γ˜ij(k) = kkU˜
(I)
(ki)j(k) (11)
as the control variables. The constraint of kjΓ˜ij(k) = 0
from Eqs. (9a) yields
Γ˜j3(k) = − (k1Γ˜j1 + k2Γ˜j2)(k)
k3
, (12)
which implies that Γ˜ij , i = 1, 2, 3, j = 1, 2, act as the
primary control variables.
Correlations U˜ij are state variables. Eqs. (9a) are
solved to obtain
U˜j3(k) = − (k1U˜j1 + k2U˜j2)(k)
k3
, j = 1, 2,
(13)
U˜33(k) =
((k1)
2U˜11 + (k2)
2U˜22 + 2k1k2U˜12)(k)
(k3)2
.
That is, U˜11, U˜12, and U˜22 are treated as the primary
components of U˜ij . Their equations of evolution are de-
rived from Eqs. (9e),
exp[−2H(k)]
2|k|4
(
∂
∂t
− k1 ∂
∂k2
)(
|k|4 exp [2H(k)]U˜22(k))
=
k2klΓ˜l2(k)
|k|2 − Γ˜22(k),
exp[−2H(k)]
|k|2
(
∂
∂t
− k1 ∂
∂k2
)(
|k|2 exp [2H(k)]U˜12(k))
+
(
1− 2(k1)
2
|k|2
)
U˜22(k) (14)
=
kl[k1Γ˜l2(k) + k2Γ˜l1(k)]
|k|2 − Γ˜12(k)− Γ˜21(k),
exp[−2H(k)]
2
(
∂
∂t
− k1 ∂
∂k2
)(
exp
[
2H(k)
]
U˜11(k)
)
+
(
1− 2(k1)
2
|k|2
)
U˜12(k) =
k1klΓ˜l1(k)
|k|2 − Γ˜11(k),
5where
H(k) = −k2
k1
(
(k1)
2 +
1
3
(k2)
2 + (k3)
2
)
.
The remaining component equations of Eqs. (9e) are re-
dundant. The differential equations may be solved under
initial conditions and the boundary conditions,
lim
k2→±∞
U˜ij(k) = 0, (15)
owing to the physical boundedness of Uij(r).
Four sets of constraints are present for {Γ˜ij : i = 1, 2, 3,
j = 1, 2}. (a) The symmetries of U˜ij in Eqs. (10), linked
by Eqs. (13) and (14). (b) The symmetries of U˜(ij)k in
Eqs. (10) require that
Γ˜ij(k) = Γ˜ij(−k) = (−1)δi3+δj3 Γ˜ij(k′),
k′ = (k1, k2,−k3). (16)
(c) The conditions (kk + lk)U˜
(I)
kij (k, l) = 0 from Eqs. (9a)
result in (Appendix B)
∫ 0
−∞
dk1
∫
R2
dk2dk3
(
Γ˜ij(k) + Γ˜ji(k)
)
= 0, i ≤ j. (17)
(d) Constraints of inequality (25).
Correlations Q˜
(I)
j are state variables. Equations (9c),
(12), and (13) yield
kjQ˜
(I)
j (k) = 0. (18)
Combining the contracted Eqs. (9e) (i = j) and Eq. (18)
produces
(
∂
∂t
− k1 ∂
∂k2
+ 2|k|2
)
U˜jj(k) + 2U˜12(k) = −2Γ˜jj(k).
(19)
Next, combination of Eqs. (17) and (19) leads to the
known relationship,
∂Ujj(0)
∂t
+ 2U12(0)− 2∂
2Ujj(r)
∂rk∂rk
∣∣∣∣
r=0
= 0, (20)
which is satisfied automatically. Equations (19) and (20)
indicate that Eqs. (17) and (18) play the known role of
distributing U˜kk among its components U˜ii and distribut-
ing Ukk(0) among its components Uii(0).
B. The third-order model
The third-order model contains correlations up to the
degenerate fourth order U˜(ij)kl. U˜ij , U˜
(I)
ijk , Q˜, Q˜
(I)
i , and
Q˜ij are state variables, U˜(ij)kl act as the control variables.
The evolution of U˜ij is governed by Eqs. (13) and (14).
Q˜, Q˜
(I)
i , and Q˜ij are given by Eqs. (9b) through (9d). It
follows from Eqs. (9a) and (10) that U˜
(I)
ijk may be rep-
resented in terms of U˜
(I)
111, U˜
(I)
112, U˜
(I)
122, and U˜
(I)
222 as the
primary components (see Appendix C). The equations of
evolution for these primary components are derived from
Eqs. (9f),
exp[−H(k, l)]
|k|2|l|2|k+ l|2
(
∂
∂t
− k1 ∂
∂k2
− l1 ∂
∂l2
)
×
(
|k|2|l|2|k+ l|2 exp [H(k, l)]U˜ (I)222(k, l)
)
= (kl + ll)U˜(2l)22(k, l)
− (k2 + l2) (km + lm)(kl + ll)|k+ l|2 U˜(lm)22(k, l)
−
(
klU˜(2l)22 − k2
kmkl
|k|2 U˜(lm)22
)
(−k− l, l)
−
(
llU˜(2l)22 − l2
lmll
|l|2 U˜(lm)22
)
(−k− l,k),
exp[−H(k, l)]
|k|2|l|2
(
∂
∂t
− k1 ∂
∂k2
− l1 ∂
∂l2
)
×
(
|k|2|l|2 exp [H(k, l)]U˜ (I)122(k, l)
)
+
(
1− 2(k1 + l1)
2
|k+ l|2
)
U˜
(I)
222(k, l)
= (kl + ll)U˜(1l)22(k, l)
− (k1 + l1) (km + lm)(kl + ll)|k+ l|2 U˜(lm)22(k, l)
−
(
klU˜(2l)12 − k2
kmkl
|k|2 U˜(lm)12
)
(−k− l, l)
−
(
llU˜(2l)12 − l2
lmll
|l|2 U˜(lm)12
)
(−k− l,k),
exp[−H(k, l)]
|l|2
(
∂
∂t
− k1 ∂
∂k2
− l1 ∂
∂l2
)
×
(
|l|2 exp [H(k, l)]U˜ (I)112(k, l)
)
(21)
+
(
1− 2(k1 + l1)
2
|k+ l|2
)
U˜
(I)
122(−k− l, l)
+
(
1− 2(k1)
2
|k|2
)
U˜
(I)
122(k, l)
= (kl + ll)U˜(1l)12(k, l)
− (k1 + l1) (km + lm)(kl + ll)|k+ l|2 U˜(lm)12(k, l)
−
(
klU˜(1l)12 − k1
kmkl
|k|2 U˜(lm)12
)
(−k− l, l)
−
(
llU˜(2l)11 − l2
lmll
|l|2 U˜(lm)11
)
(−k− l,k),
exp[−H(k, l)]
(
∂
∂t
− k1 ∂
∂k2
− l1 ∂
∂l2
)
6×
(
exp
[
H(k, l)
]
U˜
(I)
111(k, l)
)
+
(
1− 2(k1 + l1)
2
|k+ l|2
)
U˜
(I)
112(l,−k− l)
+
(
1− 2(k1)
2
|k|2
)
U˜
(I)
112(l,k) +
(
1− 2(l1)
2
|l|2
)
U˜
(I)
112(k, l)
= (kl + ll)U˜(1l)11(k, l)
− (k1 + l1) (km + lm)(kl + ll)|k+ l|2 U˜(lm)11(k, l)
−
(
klU˜(1l)11 − k1
kmkl
|k|2 U˜(lm)11
)
(−k− l, l)
−
(
llU˜(1l)11 − l1
lmll
|l|2 U˜(lm)11
)
(−k− l,k),
where
H(k, l) = H(k) +H(l) +H(k+ l).
The remaining component equations of Eqs. (9f) are re-
dundant. Equations (21) may be solved with initial con-
ditions and the boundary conditions,
lim
k2→±∞
U˜
(I)
ijk (k, l) = liml2→±∞
U˜
(I)
ijk (k, l) = 0, (22)
owing to the physical boundedness of Uijk(r, s). All the
state variables may be represented in terms of U˜(ij)kl lin-
early via the equations presented.
As control variables, U˜(ij)kl are simplified further with
the solution of Eqs. (9a),
U˜(ij)3l(k, l) = −
k1
k3
U˜(ij)1l(k, l)−
k2
k3
U˜(ij)2l(k, l),
ij = 11, 12, 13, 22, 23, 33, l = 1, 2, 3. (23)
The specifically listed U˜(ij)kl are the primary components
of U˜(ij)kl and the primary control variables. The compo-
nents not present are found via Eqs. (10).
The last of Eqs. (9a) are integrated to produce∫
R3×R3
dkdl
[
ki
(
U˜(ik)jl(k, l) + U˜(ij)kl(k, l)
)
+ liU˜(ij)kl(k, l)
]
= 0. (24)
Further, U˜(ij)kl are constrained by Eqs. (10) and (25) and
those outlined in Subsec. II D.
The third-order model faces the issue of whether the
multipoint correlations are experimentally measurable
and how its predictions are evaluated, this is briefly
commented on here: (a) Two-point correlations involv-
ing wi(x) and wj(y), such as Uij(r), Uijk(0, r), and
U(ij)kl(0, r), may be measured experimentally for x and
y in certain subregions by two hot-wire probes (restricted
by interferences with the flow and between the probes)
[24]. (b) These two-point correlations may be computed
from U˜ij , U˜ijk, and U˜(ij)kl within the model, the pre-
dicted values may be compared with the measured ones.
We use the Cauchy-Schwarz inequality and the non-
negativity of variance of products to construct con-
straints for the state and control variables. These con-
straints are classified into two groups, based on whether
they involve only U˜ij or involve U˜(ij)kl, and are discussed
in the two succeeding subsections.
C. Constraints of inequality involving only U˜ij
This subsection focuses on the constraints of inequality
involving only U˜ij that may be enforced within either of
two models. The constraints are constructed on the basis
of the Cauchy-Schwarz inequality
∣∣ab∣∣2 ≤ aa bb applied
to wi(x)wj(y) and related structure functions.
It is straight-forward to apply
∣∣ab∣∣2 ≤ aa bb to
wi(x)wj(y), wi(x)wj ,k (y), wi,k(x)wj ,l(y), . . .
to generate constraints for U˜ij . The structure of these
integral inequalities in the wave-number space motivate
us to adopt
0 ≤ U˜ii(k),
∣∣U˜ij(k)∣∣2 ≤ U˜ii(k) U˜jj(k), i < j. (25)
These six inequalities play a rather elementary role, as
demonstrated below by examples.
Firstly, it is verified directly (see Appendix D) that
Eqs. (25) result in
0 ≤ ω˜iω˜i(k),
∣∣ω˜iω˜j(k)∣∣2 ≤ ω˜iω˜i(k) ω˜j ω˜j(k),
(26)∣∣w˜iω˜j(k)∣∣2 ≤ U˜ii(k) ω˜j ω˜j(k).
Here, ωi denotes the vorticity fluctuation field,
ωi(x) = ǫimnwm,n(x), ω˜iω˜j(k) = ǫimnǫjklknklU˜mk(k),
w˜iω˜j(k) = ıǫjpqkqU˜ip(k), (27)
ǫijk is the alternating tensor. Along with Eqs. (25),
Eqs. (26) guarantee satisfaction of the constraints gen-
erated by the application of
∣∣ab∣∣2 ≤ aa bb to
wi(x)ωj(y), ωi(x)ωj(y), ωi(x)ωj ,k (y), . . .
Secondly, the structure of the aforementioned integral
inequalities, together with Eqs. (25) and (26), suggests
that the following group be considered,
|c˜(k)|2 ≤ a˜(k) b˜(k), 0 ≤ a˜(k), 0 ≤ b˜(k);
(28)
|fc|2 ≤ fa fb, 0 ≤ fa, 0 ≤ fb,
where fa, fb, and fc are non-stochastic functions of k,
spatial vectors, and time, associated with a˜, b˜, and c˜, re-
spectively. Inequalities (28) can be operated on to obtain
∣∣∣∣
∫
R3
dk c˜(k)fc
∣∣∣∣
2
≤
∫
R3
dk a˜(k)fa
∫
R3
dk b˜(k)fb. (29)
7Inequalities (28) and (29) are applicable to the con-
straints generated by
∣∣ab∣∣2 ≤ aa bb like three sets from
a, b ∈ {wi(y) − wi(x) + α[wi(z′)− wi(z)],
ωi(z
′)− ωi(z) − β[ωi(y) − ωi(x)]
}
, (30)
where α and β are non-stochastic functions of time and
spatial vectors. Details are presented in Appendix D.
A general argument for the role of Eqs. (25) in cases
other than Eqs. (28) is not yet obtained. The advantage
of Eqs. (25) is that they are local and they eliminate the
great computational size and complexity associated with
the global integral and space-dependent constraint (29).
The resulting simplification allows us to solve the second-
order model numerically.
D. Constraints of inequality involving U˜(ij)kl
The third-order model includes constraints involving
U˜(ij)kl. One way to construct such constraints is to apply
the Cauchy-Schwarz inequality
∣∣ab∣∣2 ≤ aa bb to a corre-
lation among wi(x), q(y), and their spatial and temporal
derivatives, such as
wi(x)wj(y)wk(z), q(x)wi(y), wi(x)wj(x)wk(y)wl(z),
q(x) q(y), q(x)wi(y)wj(z), wi(x)∂wj(y)/∂t, . . .
The condition is that the resulting inequality involves
only the state and control variables within the model.
Similarly, we may apply
∣∣ab∣∣2 ≤ aa bb to structure func-
tions. To reduce computational size, two closely relevant
issues are yet to be studied: (a) how to generate selec-
tively the structure function-based inequalities without
much redundancy, (b) whether there are elementary in-
equalities analogous to Eqs. (25). These constraints are
not formulated here, since the present study focuses on
the second-order model.
Within the third-order model, we may also con-
struct constraints involving U˜(ij)kl by applying the non-
negativity of variance of products,
0 ≤ (ab− ab)2, (ab)2 ≤ aabb. (31)
For instance, in the simple cases of
{
a = wi(x), b = wj(y)
}
and{
a = wi(x) − wj(x), b = wi(y) + wj(y)
}
,
Eq. (31), along with Eqs. (10), produces
(
Uij(r)
)2 ≤ U(ii)jj(r, r),∣∣Uii(r) − Ujj(r)∣∣2 ≤ U(ii)ii(r, r) + U(jj)jj(r, r) (32)
+ 2U(ii)jj(r, r) − 4U(ij)ij(r, r).
More such inequalities may be produced via
a, b ∈ {wi(y) + αwj(x), ωi(y) + αωj(x),
wj(y) − wj(x) + α[wj(z)− wj(x)],
ωj(y) − ωj(x) + α[ωj(z) − ωj(x)], . . .}.
The condition on the choice of a and b is that ab and
aabb are resolvable within the model.
Since Eqs. (14) and (21) imply that U˜ij depend linearly
on U˜(ij)kl , the left-hand sides of Eqs. (32) and (31) de-
pend on U˜
(∞)
(ij)kl quadratically while the right-hand sides
depend on U˜
(∞)
(ij)kl linearly. Together with those con-
straints from the Cauchy-Schwarz inequality, Eqs. (32)
and (31) impose an upper bound on |U(ij)kl| and in turn
an upper bound on |Uij | and an upper bound on |Uijk|.
E. Closure and objective
To make the models closed, a conventional scheme, like
QN [3], adds another set of equality constraints, such as
approximating the fourth order correlations in terms of
the lower ones within the third-order model. The added
ones act effectively as exact equality constraints in simu-
lation and tend to be incompatible with some of the con-
straints discussed above, as demonstrated specifically in
the case of isotropic turbulence [6, 7]. This incompatibil-
ity is also hinted at by the inequalities (32). In the light
of the large number and varied origins of constraints, it
is expected that such an equality closure approach can-
not satisfy all of them. These observations motivate us
to pursue a framework where all the constraints and the
dynamical equations are satisfied through the adoption of
an objective to be optimized, inspired by theories of op-
timal control and optimization. This strategy transfers
the task of closure to the construction of an adequate
objective.
Since this framework involves ensemble statistical aver-
age of the fluctuating velocity and pressure fields, a prob-
ability density functional is required, parallel to Eqs. (3).
From the perspective of numerical simulation, the fluctu-
ation velocity and pressure fields may be approximated
by the use of a truncated function basis, a probability
density function f is then used to describe the discretized
fluctuations statistically. Next, this f is used to construct
a Shannon entropy. Motivated by the underlying idea
and many successful applications [13–16], the maximiza-
tion of Shannon entropy is employed to determine the
structure of f , subject to the definitions of f and fluctua-
tions, the supposed homogeneity, and the aforementioned
constraints and dynamical equations. The optimal f has
the broadest spread-out. The analysis is straight-forward
but lengthy, and is presented in Appendix E.
It is impractical to implement the Shannon entropy
maximization owing to its formidable computational size
and numerical integration of high dimensions. The analy-
sis, however, reveals the necessity of Ukk(r) as an alterna-
8tive objective to be maximized, on the following grounds.
(a) The optimal f is characterized partially by large val-
ues of the second order moments, this results in overall
large Uij(r). (b) Since Uij(r) are the lowest order corre-
lations in the framework, they satisfy the need that an
objective characterize directly and collectively the effects
of all the dynamical equations and all the constraints.
(c) A scalar is required, independent of the coordinate
systems, transforming Uij(r) into Ukk(r).
To have a single value to evaluate, the r-dependence
may be resolved in two ways: Ukk(0) (proportional
to turbulent energy per unit volume) and
∫
R3
Ukk(r) dr
(overall). They are related to each other via
Ukk(0) =
∫
R3
drUkk(r) δ(r),
where δ(r) is the Dirac delta. The relation illustrates
the local character of Ukk(0) (localized by δ(r)) against
the overall character of
∫
R3
drUkk(r): The maximization
of the latter produces a more uniform distribution of
Ukk(r) throughout the space r, in contrast to the for-
mer (whose Ukk(r) has much larger values in a neigh-
borhood of r = 0, because of maxUkk(0)). This greater
uniformity reflects the essence of the optimal f being the
broadest, without unduly larger Ukk(r) in a subregion.
Further, as presented in Appendix L, simulation of the
second-order model in the asymptotic steady state un-
der maxUkk(0) produces the numerical order pattern,
U
(∞)
11 (0) > U
(∞)
22 (0) > U
(∞)
33 (0), which is inconsistent
with the experimentally obtained U
(∞)
11 (0) > U
(∞)
33 (0) >
U
(∞)
22 (0) [8]. Thus, we take∫
R3
drUkk(r) =
∫
R3
dr
∫
R3
dk U˜kk(k) cos(r · k)
(to be maximized) (33)
as the objective functional in the framework.
Since the dynamical equations (14) and (21) are linear
and the constraints are either linear or quadratically con-
vex, the second-order and the third-order models, in their
discretized forms, are SOCP, according to the criteria set
in [18, 19]. Details are given in Appendix F.
III. ASYMPTOTIC STATES
To test the framework against experimental and DNS
data, it may be applied to asymptotic states at large time
that are characterized by the form,
ψ = ψ(∞) exp(σt). (34)
Here, ψ represents any of{
U˜ij , Γ˜ij , U˜
(I)
ijk , U˜(ij)kl, Uij , Uijk, U(ij)kl, Q,Qi, Qij , . . .
}
,
ψ(∞) is the time-independent part of ψ, and σ a constant
denoting the exponential growth rate of the correlations.
The structure is allowable by the mean flow (1), the dy-
namical equations, and the constraints discussed.
For the third-order model, we obtain an upper bound
for σ by applying Eqs. (32) and (34),
σ ≤ max σ = 0. (35)
Therefore, the turbulent energy per unit volume, along
with all the correlations, cannot grow indefinitely, it
evolves toward an asymptotic steady state of σ = 0, if
not decaying. This result is more restrictive than the
growth rate values suggested by some experimental and
DNS data, e.g. σ = 0.1, 0.12, 0.14, as summarized in
Section 4.5 of [8].
Since the second-order model cannot include con-
straints generated by the non-negativity of variance of
products, it allows σ ∈ (0, 1) to occur, as argued in Ap-
pendix G.
Next, substitution of Eq. (34) into Eqs. (14) and (21)
yields
k1 exp[−2H(σ,k)]
2|k|4
∂
∂k2
(
|k|4 exp [2H(σ,k)]U˜ (∞)22 (k)
)
= −k2kl|k|2 Γ˜
(∞)
l2 (k) + Γ˜
(∞)
22 (k),
k1 exp[−2H(σ,k)]
|k|2
∂
∂k2
(
|k|2 exp [2H(σ,k)]U˜ (∞)12 (k)
)
=
(
1− 2(k1)
2
|k|2
)
U˜
(∞)
22 (k) + Γ˜
(∞)
12 (k) + Γ˜
(∞)
21 (k) (36)
− kl|k|2
(
k1Γ˜
(∞)
l2 (k) + k2Γ˜
(∞)
l1 (k)
)
,
k1 exp[−2H(σ,k)]
2
∂
∂k2
(
exp
[
2H(σ,k)
]
U˜
(∞)
11 (k)
)
=
(
1− 2(k1)
2
|k|2
)
U˜
(∞)
12 (k)−
k1kl
|k|2 Γ˜
(∞)
l1 (k) + Γ˜
(∞)
11 (k),
and
exp[−H(σ,k, l)]
|k|2|l|2|k+ l|2
(
k1
∂
∂k2
+ l1
∂
∂l2
)
×
(
|k|2|l|2|k+ l|2 exp [H(σ,k, l)]U˜ (I∞)222 (k, l)
)
= −(kl + ll)U˜ (∞)(2l)22(k, l)
+ (k2 + l2)
(km + lm)(kl + ll)
|k+ l|2 U˜
(∞)
(lm)22(k, l)
+
(
klU˜
(∞)
(2l)22 − k2
kmkl
|k|2 U˜
(∞)
(lm)22
)
(−k− l, l)
+
(
llU˜
(∞)
(2l)22 − l2
lm ll
|l|2 U˜
(∞)
(lm)22
)
(−k− l,k),
exp[−H(σ,k, l)]
|k|2|l|2
(
k1
∂
∂k2
+ l1
∂
∂l2
)
×
(
|k|2|l|2 exp [H(σ,k, l)]U˜ (I∞)122 (k, l)
)
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(
1− 2(k1 + l1)
2
|k+ l|2
)
U˜
(I∞)
222 (k, l)
− (kl + ll)U˜ (∞)(1l)22(k, l)
+ (k1 + l1)
(km + lm)(kl + ll)
|k+ l|2 U˜
(∞)
(lm)22(k, l)
+
(
kl U˜
(∞)
(2l)12 − k2
kmkl
|k|2 U˜
(∞)
(lm)12
)
(−k− l, l)
+
(
llU˜
(∞)
(2l)12 − l2
lmll
|l|2 U˜
(∞)
(lm)12
)
(−k− l,k),
exp[−H(σ,k, l)]
|l|2
(
k1
∂
∂k2
+ l1
∂
∂l2
)
×
(
|l|2 exp [H(σ,k, l)]U˜ (I∞)112 (k, l)
)
(37)
=
(
1− 2(k1 + l1)
2
|k+ l|2
)
U˜
(I∞)
122 (−k− l, l)
+
(
1− 2(k1)
2
|k|2
)
U˜
(I∞)
122 (k, l)− (kl + ll)U˜ (∞)(1l)12(k, l)
+ (k1 + l1)
(km + lm)(kl + ll)
|k+ l|2 U˜
(∞)
(lm)12(k, l)
+
(
klU˜
(∞)
(1l)12 − k1
kmkl
|k|2 U˜
(∞)
(lm)12
)
(−k− l, l)
+
(
llU˜
(∞)
(2l)11 − l2
lmll
|l|2 U˜
(∞)
(lm)11
)
(−k− l,k),
exp
[−H(σ,k, l)]
(
k1
∂
∂k2
+ l1
∂
∂l2
)
×
(
exp
[
H(σ,k, l)
]
U˜
(I∞)
111 (k, l)
)
=
(
1− 2(k1 + l1)
2
|k+ l|2
)
U˜
(I∞)
112 (l,−k− l)
+
(
1− 2(k1)
2
|k|2
)
U˜
(I∞)
112 (l,k)
+
(
1− 2(l1)
2
|l|2
)
U˜
(I∞)
112 (k, l)− (kl + ll)U˜ (∞)(1l)11(k, l)
+ (k1 + l1)
(km + lm)(kl + ll)
|k+ l|2 U˜
(∞)
(lm)11(k, l)
+
(
klU˜
(∞)
(1l)11 − k1
kmkl
|k|2 U˜
(∞)
(lm)11
)
(−k− l, l)
+
(
llU˜
(∞)
(1l)11 − l1
lmll
|l|2 U˜
(∞)
(lm)11
)
(−k− l,k).
Here,
H(σ,k, l) = H(2σ/3,k) +H(2σ/3, l) +H(2σ/3,k+ l),
H(σ,k) = −k2
k1
(
1
2
σ + (k1)
2 + (k3)
2 +
1
3
(k2)
2
)
.
These equations may be solved under the boundary con-
ditions from Eqs. (15) and (22),
lim
k2→±∞
U˜
(∞)
ij (k) = 0, (38a)
lim
k2→±∞
U˜
(I∞)
ijk (k, l) = liml2→±∞
U˜
(I∞)
ijk (k, l) = 0. (38b)
The constraints corresponding to the asymptotic states
can be derived from the aforementioned ones with the
help of Eq. (34), the objective functional (33) is replaced
with∫
R3
drU
(∞)
kk (r) =
∫
R3
dr
∫
R3
dk U˜
(∞)
kk (k) cos(r · k)
(to be maximized), (39)
owing to the linear nature of the functional and fixed σ.
The greatest challenge to the third-order model is its
computational size, even restricted to the asymptotic
state of σ = 0. There are thirty primary control vari-
ables, U˜
(∞)
(ij)kl(k, l), listed in Eqs. (23) and defined in
6-dimensional space; the number of corresponding dis-
crete control variables under a moderate mesh size is of
the order of 109 or higher. Next, there are U
(∞)
ijk (r, s),
U
(∞)
(ij)kl(r, s), and Q
(∞)
ij (r, s) to be computed at colloca-
tion points of similar order of magnitude, for the purpose
of enforcing the constraints outlined in Subsec. II D. This
computational size is of huge-scale according to the cri-
teria listed in [21] and poses challenges to both hardware
(computer memory and number of computers required)
and software (a solver, especially the algorithm for such
a huge-scale problem). These issues need further study,
say, in the context of randomized algorithms, distributed
computing, and so on. There is a close connection be-
tween the third-order model and big data [22], and re-
search on big data is expected to help explore the model.
This model may be classified as a big model accordingly.
IV. ASYMPTOTIC STATES OF THE
SECOND-ORDER MODEL
The asymptotic steady state solution of the second-
order model is studied numerically, owing to its compu-
tational feasibility at present and its ability to provide
valuable information concerning the adequacy of the ob-
jective functional, the role of the non-negativity of vari-
ance of products, and the potential of the framework.
As a special case of Eq. (34), the asymptotic states of
the second-order model are characterized by
{
U˜ij , Γ˜ij
}
(k, t) =
{
U˜
(∞)
ij , Γ˜
(∞)
ij
}
(k) exp(σt). (40)
The equations governing U˜
(∞)
ij and Γ˜
(∞)
ij can be derived
from the relevant ones above and are gathered below.
a. Consequence of symmetry Equations (10) and
(16) imply that it is sufficient to solve U˜
(∞)
ij and Γ˜
(∞)
ij
in the subdomain {k1 ≤ 0, k3 ≥ 0, k2 ∈ R}, which is
adopted. As intended, Eqs. (10) produce the experimen-
tally observed [5, 8],
U
(∞)
13 (0) = U
(∞)
23 (0) = 0. (41)
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b. Primary variables Equations (12) and (13) imply
that Γ˜
(∞)
ij , i = 1, 2, 3, j = 1, 2, are taken as the primary
variables and U˜
(∞)
11 , U˜
(∞)
12 , and U˜
(∞)
22 as the primary com-
ponents of U˜
(∞)
ij . The boundedness of U˜
(∞)
ij and Γ˜
(∞)
ij
and the structures of Eqs. (12) through (14) suggest the
transformations,
Γ˜
(∞)
ij (k) = (k3)
2 Γ˙
(∞)
ij (k), i = 1, 2, 3, j = 1, 2; (42a)
U˜
(∞)
ij (k) = (k3)
2 U˙
(∞)
ij (k), ij = 11, 12, 22. (42b)
That is, Γ˙
(∞)
ij , i = 1, 2, 3, j = 1, 2, act as the primary
control variables.
c. Formal solution of dynamical equations With the
aid of Eqs. (42) and (38a), we formally solve Eqs. (36) to
obtain
U˙
(∞)
22 (k) =
2
|k1||k|4
∫ k2
−∞
dk′2E(k; k
′
2;σ)|k′|4
(
k′2k
′
l
|k′|2 Γ˙
(∞)
l2 (k
′)− Γ˙(∞)22 (k′)
)
,
U˙
(∞)
12 (k) = −
2
|k1|2[|k1|2 + (k3)2]|k|2
∫ k2
−∞
dk′2E(k; k
′
2;σ)[F (k) − F (k′)] |k′|4
(
k′2k
′
l
|k′|2 Γ˙
(∞)
l2 (k
′)− Γ˙(∞)22 (k′)
)
+
1
|k1||k|2
∫ k2
−∞
dk′2E(k; k
′
2;σ)
[
k′l
(
k1Γ˙
(∞)
l2 (k
′) + k′2Γ˙
(∞)
l1 (k
′)
)
− |k′|2
(
Γ˙
(∞)
12 (k
′) + Γ˙
(∞)
21 (k
′)
)]
,
U˙
(∞)
11 (k) =
2
|k1|3[|k1|2 + (k3)2]2
∫ k2
−∞
dk′2E(k; k
′
2;σ)[F (k) − F (k′)]2|k′|4
(
k′2 k
′
l
|k′|2 Γ˙
(∞)
l2 (k
′)− Γ˙(∞)22 (k′)
)
(43)
− 2|k1|2[|k1|2 + (k3)2]
∫ k2
−∞
dk′2E(k; k
′
2;σ)[F (k) − F (k′)]
×
[
k′l
(
k1Γ˙
(∞)
l2 (k
′) + k′2Γ˙
(∞)
l1 (k
′)
)
− |k′|2
(
Γ˙
(∞)
12 (k
′) + Γ˙
(∞)
21 (k
′)
)]
+
2
|k1|
∫ k2
−∞
dk′2E(k; k
′
2;σ)
(
k1k
′
l
|k′|2 Γ˙
(∞)
l1 (k
′)− Γ˙(∞)11 (k′)
)
.
Here, k′ = (k1, k
′
2, k3), k1 < 0, and
E(k; k′2;σ) = exp
[
2(k2 − k′2)
k1
(
σ
2
+ (k1)
2 + (k3)
2
+
(k2)
2 + (k′2)
2 + k2k
′
2
3
)]
, (44a)
F (k) =
(k3)
2[|k1|2 + (k3)2]1/2 arctan
k2[|k1|2 + (k3)2]1/2
− |k1|
2k2
|k|2 . (44b)
d. Constraints Equations (25) become
0 ≤ U˜ (∞)ii (k),
∣∣∣U˜ (∞)ij (k)
∣∣∣2 ≤ U˜ (∞)ii (k) U˜ (∞)jj (k), (45)
they constrain Γ˙
(∞)
ij via Eqs. (13), (42b), and (43). Sym-
metries (16) require that
∂Γ˙
(∞)
ij (k1, k2, k3)
∂k3
∣∣∣∣
k3=0
= 0, ij = 11, 21, 12, 22;
(46)
Γ˙
(∞)
ij (k1, k2, 0) = 0, ij = 31, 32.
The relevant ones in Eqs. (10) are satisfied automatically.
The global constraints (17) reduce to∫ 0
−∞
dk1
∫ +∞
0
dk3
∫
R
dk2(k3)
2Γ˙
(∞)
11 (k) = 0,∫ 0
−∞
dk1
∫ +∞
0
dk3
∫
R
dk2(k3)
2Γ˙
(∞)
22 (k) = 0,∫ 0
−∞
dk1
∫ +∞
0
dk3
∫
R
dk2 (47)
× (k3)2
(
Γ˙
(∞)
12 (k) + Γ˙
(∞)
21 (k)
)
= 0,∫ 0
−∞
dk1
∫ +∞
0
dk3
∫
R
dk2
× k3
(
k1Γ˙
(∞)
31 (k) + k2Γ˙
(∞)
32 (k)
)
= 0.
The model possesses the scaling invariance under{
U˜
(∞)
ij , Γ˜
(∞)
ij
}→ λ{U˜ (∞)ij , Γ˜(∞)ij }, ∀λ > 0. (48)
It implies that, to obtain definite solutions, bounds need
to be imposed to the control variables explicitly like∣∣Γ˙(∞)ij (k)∣∣ ≤ C = 1, i = 1, 2, 3, j = 1, 2. (49)
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Though the resulting solutions do not yield absolute dis-
tributions of U˜
(∞)
ij (k), they provide definite normalized
quantities represented by the anisotropy tensor,
b
(∞)
ij =
U
(∞)
ij (0)
U
(∞)
kk (0)
− 1
3
δij , (50)
which is used to compare with experimental data.
Equality constraint (20) becomes
σ
2
U
(∞)
jj (0) + U
(∞)
12 (0) + wj ,k(x)wj ,k(x)
(∞)
= 0, (51)
its satisfaction is used to check partially the adequacy of
numerical solutions.
e. Removal of singularity Under the supposedly
bounded and continuous distributions of Γ˙
(∞)
ij and U˙
(∞)
ij ,
the singularity of Eqs. (43) at k1 = 0 is apparent. It may
be shown that Γ˙
(∞)
ij (k) = U˙
(∞)
ij (k) = 0 at k1 = 0 (Ap-
pendix H). Considering computational feasibility, we re-
strict the supports of Γ˙
(∞)
ij and U˙
(∞)
ij to k1 ≤ max k1 < 0
with |max k1| being small. This simple treatment is ad-
equate for the state σ = 0.
f. Objective Equation (39) becomes
∫
R3
drU
(∞)
kk (r)
= 32
∫ 0
−∞
dk1
∫ +∞
−∞
dk2
∫ +∞
0
dk3 U˜
(∞)
kk (k)
× sin(L1k1) sin(L2k2) sin(L3k3)
k1k2k3
. (52)
Here, [−L1, L1] × [−L2, L2] × [−L3, L3] denotes the
adopted support for U
(∞)
kk (r), and
U˜
(∞)
kk (k) =
[
(k1)
2 + (k3)
2
]
U˙
(∞)
11 (k) + 2k1k2U˙
(∞)
12 (k)
+
[
(k2)
2 + (k3)
2
]
U˙
(∞)
22 (k). (53)
g. SOCP Constrained by Eqs. (43), (45) through
(47), (49), and the estimated supports (54), the maxi-
mization problem (52) is a SOCP in its discretized form.
A. Discretization and computation
Basic ideas of the numerical simulation are outlined
here.
a. Discretization The bounded supports for Γ˙
(∞)
ij
and U˙
(∞)
ij are specified, respectively, as
DΓ(0) = [−0.71,−0.01]× [−1.35, 1.25]
× [0.0, 0.9],
(54)
DU (0) = [−0.71,−0.01]× [−1.35, 1.65]
× [0.0, 0.9],
with the help of analysis and trial tests. The supports
are discretized, respectively, with structured hexahedral
meshes. In each hexahedral element of DΓ(0), the distri-
bution of Γ˙
(∞)
ij (k) is approximated trilinearly in k, along
with the nodal values of Γ˙
(∞)
ij . This piecewise linear ap-
proximation in DΓ(0) is adequate at small mesh element
sizes, since integration operations are mainly involved for
Γ˙
(∞)
ij . Accordingly, Eqs. (43), (47), and (52) are dis-
cretized and represented in terms of the nodal values.
Details are given in Appendix I.
b. Constraints Constraints (46) and (49) are en-
forced at the mesh nodes. Constraints (45) are imposed
at collocation points defined below: (i) the points located
in the middle of the element edges parallel to the k2-axis,
denoted as 1C; (ii) the points located at the center of the
element facets parallel to the k2-axis, denoted as 2C; (iii)
the points located at the center of the elements, denoted
as 4C. (See Appendix J.) We enforce Eqs. (45) at 1C
or the combination of 1C and 4C, etc. to evaluate the
impact of the collocation points.
c. Integrations Function ‘NIntegrate’ of MATHE-
MATICA is used to compute the 1-dimensional integrals
in Eqs. (43) over the mesh elements in the evaluation of
1C, 2C, and 4C. Algorithm ‘Cuhre’ of the open source
software CUBA library [25–27] is used to compute the
four-dimensional integrals like Eq. (52).
d. Parallel computing Since the discretized model
is a large-scale SOCP, the widely used and tested split-
ting conic solver SCS [28, 29] is employed. With regard
to Eqs. (45), their imposition at {1C, 2C, 4C} under a
coarser mesh or the imposition only at 1C under a finer
mesh demands large computer memory (well above 64GB
available in a workstation), specifically in the step of gen-
erating the standard form of a SOCP necessary for the
solver. Hence, it is essential to formulate and solve the
discretized model as a parallel computing problem, with
the help of the consensus algorithm of the alternating
direction method of multipliers (ADMM) [30, 31] and
the parallel and distributed computing software MPICH
[32]. The implementation is rather lengthy but straight-
forward. It is based mainly on the works [29–36]; the
relevant details are presented in Appendix K.
e. Specifics In the numerical simulation, a single
mesh size along the directions of k1, k2, and k3 is used to
discretize the supports uniformly; two specific mesh sizes
0.1 and 0.05 are employed and denoted by (I) and (II),
respectively.
To compute Eq. (52), L1 = L2 = L3 = 30 is adopted.
Different versions of the discretized model result from
various combinations of mesh size and constraints in or-
der to test their effects. Regarding the constraints, we
select L& 1C, L& 1C&4C, and L&1C&2C&4C, where
L& 1C&4C, say, stands for the imposition of all the lin-
ear constraints and Eqs. (45) at {1C, 4C}. The numbers
of parallel computing processing elements are N = 3,
6, 12, respectively, for L& 1C (I), L& 1C&4C(I), and
L&1C&2C&4C(I), and N = 12 for L& 1C(II). The
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TABLE I. Data from optimal solutions and experiments.
Constraints
(
b
(∞)
11 , b
(∞)
22 , b
(∞)
33 , b
(∞)
12 , (SK/ε)
(∞), (G/ε)(∞)
)
L&1C (I) (0.3902,−0.2236,−0.1666,−0.1963, 5.092, 2.000)
L&1C&4C (I) (0.3938,−0.2277,−0.1661,−0.1928, 5.185, 2.000)
L&1C&2C&4C (I) (0.4164,−0.2402,−0.1761,−0.1809, 5.528, 2.000)
L&1C (II) (0.4545,−0.2683,−0.1862,−0.1507, 6.635, 2.000)
Experimental [8] (0.203, −0.143, −0.06, −0.156, 5.54, 1.73)
adequacy of the mathematical formulation and numeri-
cal solutions is indicated partially by that separate cal-
culations of U
(∞)
12 (0) and wj,k wj,k
(∞)(0) yield the ratio
U
(∞)
12 (0)
/
wj,k wj,k
(∞)(0) = −1.000,
consistent with the exact value of −1 dictated by the
global balance equation (51) under σ = 0.
B. Numerical results and discussion
To evaluate the proposed framework, the related ex-
perimental data summarized in p.81 of [8] are taken as
the basis of comparison. To this end, the solutions are
used to compute the following dimensionless quantities:
(a) the nontrivial components of the anisotropy tensor
b
(∞)
ij of Eq. (50), (b) the ratio of turbulent energy K to
viscous dissipation ε [8],
(SK/ε)(∞) = U
(∞)
kk (0)
/
wj,k wj,k
(∞)(0),
where S is from Eq. (1), (c) the ratio of G = −wiwj Vi,j
(a dimensional quantity defined in [8] without the use of
Eqs. (2)) to dissipation,
(G/ε)(∞) = −2U (∞)12 (0)
/
wj,k wj,k
(∞)(0),
which characterizes the extent of turbulent mean shear
[8]. It is noted that the experimental values quoted in
Table I are “plausible target of asymptotic data” because
of “the strong discrepancy between data” [8], but they
are taken as the basis for comparison, since they are the
representative.
Table I lists the predicted values of(
b
(∞)
11 , b
(∞)
22 , b
(∞)
33 , b
(∞)
12 , (SK/ε)
(∞), (G/ε)(∞)
)
for various versions of the discretized model under σ = 0.
A few observations may be made about the pattern of the
predicted values and the comparison with experimental
values.
a. Under mesh (I), the three combinations of con-
straints produce nearly the same quantitative results,
though the corresponding distributions of U˜
(∞)
ij in the
wave-number space differ in details. The relative numer-
ical order of the experimental data,
b
(∞)
11 > 0 > b
(∞)
33 > b
(∞)
22 , (55)
is produced.
b. Under mesh (II), L& 1C produces the results
quantitatively similar to those of (I), the order pat-
tern (55) holds, though the values of b
(∞)
11 , b
(∞)
11 − b(∞)33 ,
and b
(∞)
11 − b(∞)22 are higher. The predicted b(∞)12 is close
to the experimental value.
No imposition of 2C or 4C is carried out under (II), be-
cause of the following considerations: First, as displayed
in Table I, there is only one relative order pattern (55)
obtained, independent of the sets of constraints imposed
under (I) and independent of mesh size reduction from
(I) to (II) under L& 1C. We infer from this indepen-
dence that such a relative order pattern may not change
under L& 1C&4C(II) and L&1C&2C&4C(II) within
the model. Second, the required parallel processing el-
ements are about 50 and 100, a computing facility not
available to this study.
c. For the numerical solutions, separate calcula-
tions of wj,kwj,k
(∞)(0) and U
(∞)
12 (0) give (G/ε)
(∞) =
2.000, consistent with the value of 2 dictated by (51)
under σ = 0. Unequal to 2, the experimental value of
(G/ε)(∞) = 1.73 may result from the deviation from the
asymptotic state of σ = 0 in experiments, experimental
errors, and so on.
d. Regarding the values of b
(∞)
11 , b
(∞)
22 , and b
(∞)
33 ,
the predicted differ significantly from the experimental
ones. Such a discrepancy may be attributed to the non-
enforceability of the non-negativity of variance of prod-
ucts (31) within the second-order model, as justified next.
The case of L& 1C(II) is taken as the reference.
As mentioned in Subsec. II A, the global equality con-
straints (17)/(47) provide a distributive mechanism of
distributing U˜
(∞)
kk (k) among its components U˜
(∞)
ii (k)
and U
(∞)
kk (0) among its components U
(∞)
ii (0): a larger
U
(∞)
11 (0) is accompanied by a smaller U
(∞)
22 (0) and/or
U
(∞)
33 (0). Equivalently, a positively larger b
(∞)
11 is accom-
panied by a negatively larger b
(∞)
22 and/or b
(∞)
33 , as re-
quired by b
(∞)
kk = 0. This is the pattern displayed by the
prediction data of L& 1C (II): the predicted b
(∞)
ii (0) are
about twice or thrice of the experimental values.
The predicted values show that maximization of the
objective functional (52) makes U
(∞)
11 (0) unduly large rel-
ative to U
(∞)
22 (0) and U
(∞)
33 (0) within the second-order
model. As indicated by Eqs. (48) and (49), the model
does not have a natural mechanism to bound from above
U
(∞)
11 (0), U
(∞)
11 (0) − U (∞)22 (0), and U (∞)11 (0) − U (∞)33 (0).
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Hence, a combination of the distributive mechanism and
the maximization of the objective functional causes such
a large difference between the predicted and experimen-
tal values.
To remedy this problem, we need a bounding mecha-
nism to bound from above U
(∞)
11 (0), U
(∞)
11 (0)−U (∞)22 (0),
and U
(∞)
11 (0) − U (∞)33 (0). The non-negativity require-
ment (31) may play such a role, as evidenced by the
specific examples (32),
(
U
(∞)
ij (r)
)2
≤ U (∞)(ii)jj(r, r),∣∣∣U (∞)ii (r)− U (∞)jj (r)
∣∣∣2 ≤ U (∞)(ii)ii(r, r) (56)
+ U
(∞)
(jj)jj(r, r) + 2U
(∞)
(ii)jj(r, r)− 4U
(∞)
(i j)ij(r, r).
These inequalities, together with others from Eq. (31),
expectedly produce certain upper bounds on |U (∞)ij (0)|
and
∣∣U (∞)ii (0)−U (∞)jj (0)∣∣ with U˜ (∞)(ij)kl as the control vari-
ables, because the left-hand sides of these inequalities de-
pend on U˜
(∞)
(ij)kl quadratically while the right-hand sides
depend on U˜
(∞)
(ij)kl linearly. This observation provides the
ground for the use of the third-order model. Within the
third-order model, the coupling interaction among the
two mechanisms of distribution and bounding and the
maximization of the objective (52) is expected to make
b
(∞)
ii closer to the experimental values than those pro-
duced by the second-order model.
e. Both the distributive and the bounding mecha-
nisms seem related to the issue of isotropization [1, 37],
which needs to be explored within the third-order model.
V. CONCLUSION
The ideas from theories of optimal control and con-
vex optimization are used to model homogeneous shear
turbulence of an incompressible Newtonian fluid. The
intent is to explore an approach to help resolve the is-
sues of non-realizability and restriction to homogeneity
encountered by the analytical theories of turbulence. The
multi-point spatial correlations of velocity and pressure
fluctuations up to the degenerate fourth order are in-
cluded in the framework. Two models are formulated:
The second-order model takes the second order correla-
tions as state variables and the contracted and degener-
ate third order correlations as the control variables; The
third-order model takes both the second and the third
order correlations as state variables and the degenerate
fourth order correlations as the control variables.
For both models, the primary dynamical equations
of evolution are presented. The sources of constraints
are discussed, namely the correlation definitions, the in-
version and mirror symmetries, the Cauchy-Schwarz in-
equality, and the non-negativity of variance of products.
The constraints of the non-negativity of variance of prod-
ucts provide a mechanism to bound all the correlations
and to dictate that the maximum exponential growth
rate of the correlations in the asymptotic state be zero.
Shannon entropy is used to argue for max
∫
R3
drUkk(r)
as the alternative objective functional. The models are
second-order cone programs in their discretized forms.
Restricted by computational feasibility at present, only
the asymptotic steady state of the second-order model
is solved numerically. As part of the basis for eval-
uation, the non-trivial values of the anisotropy tensor
b
(∞)
ij are compared between the predicted and the exper-
imental [8], and they are given here: (a) b
(∞)
11 = 0.4545
> b
(∞)
33 = −0.1862 > b(∞)22 = −0.2683 (Prediction) ver-
sus b
(∞)
11 = 0.203 > b
(∞)
33 = −0.06 > b(∞)22 = −0.143
(Experiment); (b) b
(∞)
12 = −0.1507 (Prediction) versus
b
(∞)
12 = −0.156 (Experiment). The qualitative agree-
ment with regard to the relative numerical order pattern
among b
(∞)
11 , b
(∞)
22 , and b
(∞)
33 is encouraging, indicating the
potential of the framework. However, there are signifi-
cant quantitative differences between the predicated and
the experimental values. The non-enforceability of the
non-negativity of variance of products within the second-
order model is identified as the cause. It is then inferred
that, since it contains both the distributive mechanism
of distributing turbulent energy among its three compo-
nents and the bounding mechanism to bound from above
these components and their differences, the third-order
model is necessary to improve predictions. However, im-
plementation of the model needs further study as it is a
huge-scale problem.
It is noted that the dynamical equations of evolution
for the mean flow fields and for the spatial correlations
may be easily derived for inhomogeneous turbulent flows
of an incompressible Newtonian fluid. The above listed
sources of constraints, such as the correlation definitions,
the Cauchy-Schwarz inequality, and the non-negativity of
variance of products, are also the sources of constraints
for such flows and may be formulated accordingly. Fur-
ther, the issue of Shannon entropy and its substitute may
be discussed similarly too. Therefore, the present explo-
ration of homogeneous shear turbulence as a second-order
cone programmay shed light on modeling inhomogeneous
turbulent flows. A similar comment may be made regard-
ing some other flow systems too.
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Appendix A: Symmetries of inversion and mirror
The derivation of the inversion and mirror symme-
tries (7) is outlined in this appendix.
The geometric and kinematic symmetries underlying
the mean flow field (1) suggest that, under the spatial
inversion {x,y, z} → {−x,−y,−z}, the statistical corre-
lations transform according to
wi(x)wj(y) = (−wi(−x))(−wj(−y)),
wi(x)wj(y)wk(z) = (−wi(−x))(−wj(−y))(−wk(−z)),
q(x)wj(y) = q(−x)(−wj(−y)), . . . (A1)
which results in the inversion symmetry equalities of
Eqs. (7) under homogeneity.
Next, the geometric and kinematic symmetries of
the mean flow field suggest the plane inversion sym-
metry under the plane transformation {x,y, z} →
{(−x1,−x2, x3), (−y1,−y2, y3), (−z1,−z2, z3)}: w1 and
w2 change their signs and w3 and q do not change signs
in the correlations, such as
w1(x)w1(y) = (−w1(−x1,−x2, x3))(−w1(−y1,−y2, y3)),
w1(x)w3(y) = (−w1(−x1,−x2, x3))w3(−y1,−y2, y3),
q(x)w2(y) = q(−x1,−x2, x3)(−w2(−y1,−y2, y3)), . . .
(A2)
Combining this plane inversion symmetry with the spa-
tial inversion symmetry (A1) leads to the statistical sym-
metry of mirror under {x,y, z} → {x′ = (x1, x2,−x3),
y′ = (y1, y2,−y3), z′ = (z1, z2,−z3)},
wi(x)wj(y) = (−1)δi3+δj3 wi(x′)wj(y′),
q(x)wi(y) = (−1)δi3 q(x′)wi(y′), . . . (A3)
Further, imposition of homogeneity produces the mirror
symmetry constraints of Eqs. (7).
Appendix B: Detail for the second-order model
The derivation of constraints (17) is outlined here. In-
tegration of (kk + lk)U˜
(I)
kij (k, l) = 0 of Eqs. (9a) gives∫
R3
∫
R3
dk dl kk
(
U˜
(I)
kji(l,k) + U˜
(I)
kij (l,k)
)
= 0.
This equality is operated upon as follows,
∫ +∞
−∞
dk1 =
∫ 0
−∞
dk1 +
∫ +∞
0
dk1, (k, l)→ −(k, l),
U˜
(I)
kij (−k,−l) = −U˜ (I)kij (k, l).
The second part and the third part are applied to the
term
∫ +∞
0 dk1 of the first part; together with the use of
Eqs. (11), the operation results in the mentioned con-
straints.
Appendix C: Detail for the third-order model
The third order correlations U˜ijk are state variables.
Along with Eqs. (10), the divergence-free constraints for
U˜ijk in Eqs. (9a) are solved to yield
U˜
(I)
113(k, l) =−
l1
l3
U˜
(I)
111(k, l)−
l2
l3
U˜
(I)
112(k, l),
U˜
(I)
123(k, l) =−
l1
l3
U˜
(I)
112(l,k)−
l2
l3
U˜
(I)
122(k, l),
U˜
(I)
223(k, l) =−
l1
l3
U˜
(I)
122(−l− k,k) −
l2
l3
U˜
(I)
222(k, l),
U˜
(I)
133(k, l) =
k1l1
k3l3
U˜
(I)
111(k, l) +
l1k2
k3l3
U˜
(I)
112(l,k)
+
k1l2
k3l3
U˜
(I)
112(k, l) +
k2l2
k3l3
U˜
(I)
122(k, l),
U˜
(I)
233(k, l) =
k1l1
k3l3
U˜
(I)
112(k,−l − k) +
k2l1
k3l3
U˜
(I)
122(−l− k,k)
+
k1l2
k3l3
U˜
(I)
122(−l− k, l) +
k2l2
k3l3
U˜
(I)
222(k, l),
U˜
(I)
333(k, l) =−
l1k1(k1 + l1)
k3l3(k3 + l3)
U˜
(I)
111(k, l) (C1)
− l1(k1 + l1)k2
k3l3(k3 + l3)
U˜
(I)
112(l,k)
− k1(k1 + l1)l2
k3l3(k3 + l3)
U˜
(I)
112(k, l)
− k1l1(k2 + l2)
k3l3(k3 + l3)
U˜
(I)
112(k,−l− k)
− l1k2(k2 + l2)
k3l3(k3 + l3)
U˜
(I)
122(k,−l− k)
− k1l2(k2 + l2)
k3l3(k3 + l3)
U˜
(I)
122(l,−l− k)
− (k1 + l1)k2l2
k3l3(k3 + l3)
U˜
(I)
122(k, l)
− k2l2(k2 + l2)
k3l3(k3 + l3)
U˜
(I)
222(k, l).
The components not present above can be obtained with
the aid of Eqs. (10).
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Appendix D: Examples of inequalities involving only
the second order correlations
With the help of Eqs. (27), Eqs. (26) can be verified
directly,
ω˜1ω˜1(k) ≥
(
|k3|
√
U˜22(k)− |k2|
√
U˜33(k)
)2
+ 2|k2k3|
(√
U˜22(k)U˜33(k) −
∣∣U˜23(k)∣∣
)
,
ω˜1ω˜1(k) ω˜3ω˜3(k)−
(
ω˜1ω˜3(k)
)2
= (k2)
2
[
(k3)
2 + 2(k1)
2
](
U˜11(k)U˜22(k)−
(
U˜12(k)
)2)
+ (k1k2)
2
(
U˜22(k)U˜33(k)−
(
U˜23(k)
)2)
+ (k2)
2
[
(k2)
2 + 2(k1)
2 + 2(k3)
2
]
×
(
U˜11(k)U˜33(k)−
(
U˜13(k)
)2)
, (D1)
U˜11(k) ω˜1ω˜1(k)−
∣∣∣w˜1ω˜1(k)∣∣∣2
=
[
(k3)
2 + 2 (k2)
2
](
U˜11(k)U˜22(k) −
(
U˜12(k)
)2)
+ (k2)
2
(
U˜11(k)U˜33(k) −
(
U˜13(k)
)2)
,
U˜11(k) ω˜2ω˜2(k)−
∣∣w˜1ω˜2(k)∣∣2
= (k1)
2
(
U˜11(k)U˜33(k)−
(
U˜13(k)
)2)
.
The remaining ones are obtained by symmetry.
For the derivation of Eq. (29), inequalities (28) are
combined, operated on with the help of the following in-
equality,
[(λ a˜fa)
1/2 − (b˜fb/λ)1/2]2 ≥ 0,
λ =
(∫
R3
dk b˜(k)fb
/∫
R3
dk a˜(k)fa
)1/2
,
and then integrated to obtain
∣∣∣∣
∫
R3
dk c˜(k)fc
∣∣∣∣
2
≤
∫
R3
dk a˜(k)fa
∫
R3
dk b˜(k)fb.
As an example, consider
a = wi(y)− wi(x) + α[wi(z′)− wi(z)],
(D2)
b = ωj(z
′)− ωj(z) − β[ωj(y) − ωj(x)].
The Cauchy-Schwarz inequality
∣∣ab∣∣2 ≤ aa bb is applied
to obtain
∣∣∣∣
∫
R3
dk w˜i ω˜j(k)fc
∣∣∣∣
2
≤
∫
R3
dk U˜ii(k)fa
∫
R3
dk ω˜jω˜j(k)fb,
(D3)
where
fa = 4
(∣∣∣ sin r · k
2
∣∣∣2 + ∣∣∣α sin (s′ − s) · k
2
∣∣∣2
+ 2 sin
r · k
2
α sin
(s′ − s) · k
2
cos
(s′ + s− r) · k
2
)
≥ 4
(∣∣∣ sin r · k
2
∣∣∣− ∣∣∣α sin (s′ − s) · k
2
∣∣∣
)2
,
fb = 4
(∣∣∣ sin (s′ − s) · k
2
∣∣∣2 + ∣∣∣β sin r · k
2
∣∣∣2
− 2 sin (s
′ − s) · k
2
β sin
r · k
2
cos
(s′ + s− r) · k
2
)
≥ 4
(∣∣∣ sin (s′ − s) · k
2
∣∣∣− ∣∣∣β sin r · k
2
∣∣∣
)2
, (D4)
fc = ı (1 + αβ)
[
sin[k · (s′ − r)]− sin[k · (s − r)]
− sin(k · s′) + sin(k · s)
]
,
fa fb − |fc|2 = 16
(
α
∣∣∣∣ sin (s
′ − s) · k
2
∣∣∣∣
2
− β
∣∣∣∣ sin r · k2
∣∣∣∣
2
+ (1 − αβ) sin r · k
2
sin
(s′ − s) · k
2
× cos (s
′ + s− r) · k
2
)2
.
Inequalities (D4) imply automatic satisfaction of
Eq. (D3), by the use of Eqs. (25), (26), (28), and (29).
Next,
∣∣ab∣∣2 ≤ aa bb is applied to two more examples,
a = wi(y)− wi(x) + α[wi(z′)− wi(z)],
(D5a)
b = wj(z
′)− wj(z)− β[wj(y) − wj(x))];
a = ωi(y) − ωi(x) + α[ωi(z′)− ωi(z))],
(D5b)
b = ωj(z
′)− ωj(z)− β[ωj(y) − ωj(x)].
A straight-forward operation results in the following con-
straints of inequality,
∣∣∣∣
∫
R3
dk U˜ij(k)fc
∣∣∣∣
2
≤
∫
R3
dk U˜ii(k)fa
∫
R3
dk U˜jj(k)fb,
(D6a)∣∣∣∣
∫
R3
dk ω˜i ω˜j(k)fc
∣∣∣∣
2
≤
∫
R3
dk ω˜iω˜i(k)fa
×
∫
R3
dk ω˜jω˜j(k)fb. (D6b)
Here, fa and fb are given by Eqs. (D4), and
fc = cos[k · (s′ − r)]− cos[k · (s − r)]− cos(k · s′)
+ cos(k · s) + 2α(1− cos[k · (s′ − s)])
− αβ( cos[k · (s′ − r)]
− cos[k · (s− r)]− cos(k · s′) + cos(k · s))
16
− 2 β(1− cos(k · r)), (D7)
fa fb − |fc|2 = 16(1 + αβ)2
∣∣∣∣ sin r · k2 sin
(s′ − s) · k
2
∣∣∣∣
2
×
(
1−
∣∣∣ cos (s′ + s− r) · k
2
∣∣∣2
)
.
Therefore, inequalities (D6) are satisfied automatically
owing to elementary constraints (25).
Appendix E: Application of Shannon entropy
This appendix discusses the application of Shannon
entropy to the framework. The argument intends to be
intuitive, conceptual, and not rigorous. It serves the pur-
pose of obtaining an objective functional.
a. Discretized representation Consider the equa-
tions of motion (3) for wi and q. In numerical simu-
lation, the domain of motion R3 is replaced with a cube
D = [−L,L]3 and t ∈ [0, T ] with L and T chosen appro-
priately.
The fluctuation fields wi and q are represented in terms
of a truncated function basis {ψm(x, t) : m = 1, . . . ,M},
wi(x, t) = ci,mψm(x, t), q = c0,mψm(x, t), (E1)
where {ci,j} characterize the turbulent fluctuations and
contain Mc = 4M elements.
On the basis of Eqs. (E1), we introduce a probability
density function f(ci,j) to describe wi and q statistically,
instead of a complicated probability density functional
fˆ(wi(x, t), q(x, t)). |wi(x, t)| are bounded, e.g., they are
much lower than the dimensionless speed of light in vac-
uum (non-dimensionalized according to the third equa-
tion of Eqs. (2)). Hence, f has a support [−c0, c0]Mc for
some positive constant c0. Further, the structure of f
is constrained by the definition of f (f ≥ 0, ∫ f = 1),
wk(x, t) = 0, q(x, t) = 0, the supposed homogeneity, the
dynamical equations, and the constraints for the spatial
correlations developed. All these constraints may be ex-
pressed in terms of {ci,j} via intermediate representa-
tions, such as
wk(x, t) = ψm(x, t)
∫
{|ci,j|≤c0}
ck,m f(ci,j)
∏
i,j
dci,j ,
wk(x, t)wl(y, t) = ψm(x, t)ψn(y, t) (E2)
×
∫
{|ci,j|≤c0}
ck,m cl,n f(ci,j)
∏
i,j
dci,j , . . .
b. Differential and Shannon entropies We define the
differential entropy [13, 15, 16],
H(f) = −
∫
{|ci,j |≤c0}
f(ci,j) log f(ci,j)
∏
i,j
dci,j . (E3)
For convenience, we do not adopt the concept of relative
entropy [15, 16], since it does not affect the alternative
objective obtained (see Eq. (33)). If necessary, a rela-
tive entropy may be defined by the use of the uniform
probability density function over the support of f .
To evaluate H(f) numerically, a uniform mesh (of size
∆ in each direction) is adopted to discretize the support
of f . The centers of mesh elements are
M =
∏
k,l
{ck,l =− c0 + (mk,l − 1/2)∆ :
mk,l = 1, . . . , 2c0/∆}. (E4)
We approximate f simply via the nodal values {f(θ)} =
{f(θ) : θ ∈ M} (piecewise constant). We then resort
to the basic composite midpoint rule for equal mesh ele-
ments to discretize and approximate H(f),
H(f) ≈ −∆Mc
∑
θ∈M
f(θ) log f(θ)
=H∆(f) + log
(
∆Mc
) ∑
θ∈M
[
f(θ)∆Mc
]
. (E5)
H∆(f) is the Shannon entropy associate with the dis-
cretized f [16],
H∆(f) = −
∑
θ∈M
[
f(θ)∆Mc
]
log
[
f(θ)∆Mc
]
, (E6)
with f(θ)∆Mc representing the θ-element probability.
Similarly, the correlations and all the aforementioned
constraints may be represented in terms of the nodal val-
ues {f(θ)}, these resulting constraints are to be enforced
at adequately selected collocation points in D × [0, T ].
The unknown {f(θ)} are constrained by all these dis-
cretized constraints. According to information theory
[13–16], H∆(f) is a measure of uncertainty of the dis-
cretized fluctuations (for {ci,j} to take the discrete val-
ues in M), {f(θ)} may be found through maximization
ofH∆(f) subject to the discretized constraints. This idea
is adopted here.
In numerical simulation, an adequately small and finite
value of ∆ is fixed to carry out the above procedure of
maximization. In this procedure, by the definition of f ,∑
θ∈M
[
f(θ)∆Mc
]
= 1 (E7)
is enforced. Combination of maxH∆(f), Eq. (E5), and
(E7) yields
max
(
−∆Mc
∑
θ∈M
f(θ) log f(θ)
)
↔ maxH(f), (E8)
in the sense that the optimal discrete values {f(θ)} from
maxH∆(f) approximate the optimal continuous density
function f from maxH(f). Therefore, from a numerical
simulation point of view, the maximization of Shannon
entropy effectively implies the maximization of the dif-
ferential entropy,
max
(
−
∫
{|ci,j |<c0}
f(ci,j) log f(ci,j)
∏
i,j
dci,j
)
. (E9)
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Considering the debate regarding maxH(f) as a prin-
ciple, we take maxH∆(f) as the starting point and
maxH(f) as the approximate and effective consequence,
because f needs to be solved numerically, if ever possible.
c. Alternative objective There are tremendous dif-
ficulties in solving Eq. (E9), such as the computation-
ally formidable size of a discretized f , numerical inte-
gration in very high Mc-dimensions and numerous such
integrals from the constraints, etc. An alternative objec-
tive needs to be sought which is computationally feasible
or explorable and is closely related to Eq. (E9). This is
discussed next.
The maximization of problem (E9) produces the
broadest distribution f with a large spread-out, char-
acterized partially by large values of the second order
moments, according to probability theory,∫
{|ci,j|≤c0}
ck,m cl,nf(ci,j)
∏
i,j
dci,j ,
which affects the second order correlations through
Ukl(r) =ψm(0, t)ψn(r, t)
×
∫
{|ci,j |≤c0}
ck,m cl,nf(ci,j)
∏
i,j
dci,j . (E10)
This selection of the second order moments and the sec-
ond order correlations is needed, because an objective
should reflect the direct and collective effect of all the
dynamical equations and the constraints for the correla-
tions. To construct a single objective from Eq. (E10), a
scalar quantity is required which is independent of the
Cartesian coordinate systems chosen to describe the tur-
bulent motion, in order to satisfy objectivity. The nat-
ural choice is the trace of the second order correlations,
Ukk(r).
Appendix F: Second-order cone programming
Both models, in their discretized forms, are SOCP, ac-
cording to the criteria set in [18, 19].
Within the third-order model, U˜(ij)kl act as the control
variables, U˜ij , U˜
(I)
ijk , Q˜, Q˜
(I)
j , Q˜ij , and their corresponding
quantities in physical space are state variables. With the
help of the method of characteristics, Eqs. (14) and (21)
may be formally solved (the state variables are related
to the control variables linearly), and thus, all the state
variables, the constraints, and the dynamical equations
of evolution are expressed explicitly in terms of U˜(ij)kl,
as is the objective functional (33).
Computationally, U˜(ij)kl(k, l, t) need to be discretized
inside an adequate bounded support in the (k, l)-space
and in t. To establish the discretized third-order model
as a SOCP, it is sufficient to consider the following: (a)
The support is discretized into a finite element mesh. (b)
At instant t = tm, inside each element the spatial distri-
butions of U˜(ij)kl(k, l, t
m) are approximated linearly in
terms of the U˜(ij)kl at the nodes of the element; the col-
lection of all these nodal control variables is denoted by
{δmi }. (c) At fixed k and l, the temporal distributions of
U˜(ij)kl(k, l, t) in t ∈ [tm−1, tm] are approximated linearly
in terms of U˜(ij)kl(k, l, t
m−1) and U˜(ij)kl(k, l, t
m). (d) At
tm, all the state variables depend linearly on {δmi } (and
on {δm−1i } too, which is known). (e) All the linear con-
straints and the objective have linear forms in terms of
{δmi }. (f) The quadratic constraints from the Cauchy-
Schwarz inequality take the form,∣∣∣∣
∣∣∣∣
[
2(ci δ
m
i + c0)
(ai − bi) δmi + a0 − b0
]∣∣∣∣
∣∣∣∣
2
≤ (ai + bi) δmi + a0 + b0,
(F1)
where ak, bk, and ck are independent of {δmi }, a0, b0, and
c0 depend on {δm−1i }, and || · ||2 is the Euclidean norm.
(g) The quadratic constraints from Eq. (31) are of the
form,∣∣∣∣
∣∣∣∣
[
1
2 (1− a′i δmi − a′0)
c′i δ
m
i + c
′
0
]∣∣∣∣
∣∣∣∣
2
≤ 1
2
(1 + a′iδ
m
i + a
′
0),
0 ≤ a′iδmi + a′0, (F2)
where a′k and c
′
k are independent of {δmi }, a′0 and c′0
depend on {δm−1i }. It then follows that the discretized
third-order model is a SOCP, according to the criteria
in [18, 19]. Similarly, in a discretized form, the second-
order model is shown to be a SOCP with Γ˜ij as the con-
trol variables; The relevant details of discretization in the
asymptotic states are given in Appendix I.
Appendix G: Other upper bound for growth rate
Combination of Eqs. (20), (25), and (34) results in
σ
2
U
(∞)
jj (0) = −U (∞)12 (0)− wj ,k(x)wj ,k(x)
(∞)
, (G1a)
∣∣∣U (∞)12 (0)
∣∣∣ ≤
√
U
(∞)
11 (0)U
(∞)
22 (0)
≤ 1
2
(
U
(∞)
11 (0) + U
(∞)
22 (0)
)
=
1
2
(
U
(∞)
jj (0)− U (∞)33 (0)
)
,
(G1b)
which, along with U
(∞)
kk (0) > 0 and the positive viscous
dissipation, leads to
σ ≤ 1− 2wj ,k(x)wj ,k(x)
(∞)
+ U
(∞)
33 (0)
U
(∞)
jj (0)
< 1. (G2)
This inequality implies that the second-order model may
allow the asymptotic solution with σ ∈ (0, 1) to emerge
out of a transient state, violating max σ = 0 of Eq. (35).
To obtain an affirmative answer to this possibility, we
resort to the mathematical structure that the second-
order model and specifically U˜
(∞)
ij depend on σ only via
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E(k; k′2;σ) defined by Eq. (44a). Function E(k; k
′
2;σ)
indicates that, only in certain subregions, σ affects U˜
(∞)
ij
significantly, as explained next.
Suppose that in the case of σ = 0 there exists a feasible
solution
{
U˜
(∞)
ij , Γ˙
(∞)
ij
}
σ=0
which takes the value of zero
in the subregion,
R0 =
{
k : k1 ∈
[− (K0)1/2, 0]}, (G3)
whereK0 is a positive constant. We argue that this feasi-
ble solution is also a feasible solution for certain positive
values of σ. Under the condition of
|σ| < K0/50, say, (G4)
there is,
(k1)
2 + (k3)
2 +
(k2)
2 + (k′2)
2 + k2k
′
2
3
≥ K0 >> |σ|
2
,
∀k1 ≤ −(K0)1/2. (G5)
That is, within the range (G4), σ has a negligible effect
on E(k; k′2;σ) and U˜
(∞)
ij (k), ∀k 6∈ R0. For k ∈ R0, σ
has no effect on U˜
(∞)
ij , owing to the condition underlying
R0. Hence, this
{
U˜
(∞)
ij , Γ˙
(∞)
ij
}
σ=0
is also a feasible so-
lution for the values of σ satisfying the restriction (G4).
This feasible solution guarantees the existence of optimal
solutions to the second-order model for the values of σ
satisfying (G4). Such a feasible solution of σ = 0 may
be obtained numerically (say, with an appropriate choice
of a rather small support for Γ˙
(∞)
ij to reduce the compu-
tational size, allowable by the boundary conditions and
constraints of the model). As an example, we consider
the asymptotic steady state simulation of the second-
order model, specifically the supports in Eqs. (54) and
the associated solutions. Equations (54) and (G3) yield
(K0)
1/2 = 0.01, the corresponding values of |σ| in (G4)
can be obtained, though they are quite small.
Appendix H: Limiting behavior under k1 → 0
−
Since the primary component solutions (43) appear
to be singular at k1 = 0, this issue and the associated
limiting behavior under k1 → 0− are discussed in this
appendix. It is assumed that both U˙
(∞)
ij and Γ˙
(∞)
ij are
bounded and smooth in the wave-number space. For
simplicity, the discussion is restricted to σ = 0 and the
original formal solutions (H1) (leading to Eqs. (43)) are
analyzed,
U˙
(∞)
22 (k) =
∫ k2
−∞
dk′2
2|k′|4E(k; k′2;σ)
|k1||k|4
×
(
k′2k
′
l
|k′|2 Γ˙
(∞)
l2 (k
′)− Γ˙(∞)22 (k′)
)
, (H1a)
U˙
(∞)
12 (k) =
∫ k2
−∞
dk′2
|k′|2E(k; k′2;σ)
|k1||k|2
×
[
−
(
1− 2(k1)
2
|k′|2
)
U˙
(∞)
22 (k
′)
+
k′l
|k′|2
(
k1Γ˙
(∞)
l2 (k
′) + k′2Γ˙
(∞)
l1 (k
′)
)
−
(
Γ˙
(∞)
12 (k
′) + Γ˙
(∞)
21 (k
′)
)]
, (H1b)
U˙
(∞)
11 (k) =
∫ k2
−∞
dk′2
2E(k; k′2;σ)
|k1|
×
[
−
(
1− 2(k1)
2
|k′|2
)
U˙
(∞)
12 (k
′)
+
k1k
′
l
|k′|2 Γ˙
(∞)
l1 (k
′)− Γ˙(∞)11 (k′)
]
, (H1c)
where k′ = (k1, k
′
2, k3), k1 < 0. They are obtained with
the use of Eqs. (36), (38a), and (42).
First, consider Eq. (H1c) in the form of
U˙
(∞)
11 (k) =
∫ k2
−∞
dk′2 ρ
(∞)
11 (k; k
′
2), (H2a)
ρ
(∞)
11 (k; k
′
2) =
2E(k; k′2;σ)
|k1|
[
−
(
1− 2(k1)
2
|k′|2
)
U˙
(∞)
12 (k
′)
+
k1k
′
lΓ˙
(∞)
l1 (k
′)
|k′|2 − Γ˙
(∞)
11 (k
′)
]
. (H2b)
To make U˙
(∞)
11 bounded and smooth, the control vari-
ables Γ˙
(∞)
ij need to behave such that the density func-
tion ρ
(∞)
11 (k; k
′
2) with k2k3 6= 0 has a definite limit under
k1 → 0− and k′2 → k−2 ,
lim
k1→0−
lim
k′2→k
−
2
ρ
(∞)
11 (k; k
′
2) = lim
k′2→k
−
2
lim
k1→0−
ρ
(∞)
11 (k; k
′
2),
(H3)
which results in
lim
k1→0−
( |k|2U˙ (∞)12 (k) + |k|2Γ˙(∞)11 (k)
k1
− k2Γ˙(∞)21 (k) − k3Γ˙(∞)31 (k)
)
= 0, ∀k2k3 6= 0,
(H4a)
lim
k1→0−
ρ
(∞)
11 (k; k
′
2) = 0. (H4b)
Second, Eq. (H4a) implies that U˙
(∞)
12 (k)/k1 needs to be
well-defined, providing the ground to analyze Eq. (H1b)
in the form,
U˙
(∞)
12 (k)
k1
=
∫ k2
−∞
dk′2 ρ
(∞)
12 (k; k
′
2), (H5a)
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ρ
(∞)
12 (k; k
′
2) =
|k′|2E(k; k′2;σ)
|k1|2|k|2
[(
1− 2(k1)
2
|k′|2
)
U˙
(∞)
22 (k
′)
− k
′
l
(
k1Γ˙
(∞)
l2 (k
′) + k′2Γ˙
(∞)
l1 (k
′)
)
|k′|2
+ Γ˙
(∞)
12 (k
′) + Γ˙
(∞)
21 (k
′)
]
. (H5b)
Applying a similar argument for the existence of limit
under k1 → 0− and k′2 → k−2 to ρ(∞)12 (k; k′2) leads to
lim
k1→0−
( |k|2U˙ (∞)22 (k)
(k1)2
− k2[Γ˙
(∞)
11 (k) + Γ˙
(∞)
22 (k)]
k1
+
[(k2)
2 + (k3)
2]Γ˙
(∞)
12 (k) + (k3)
2Γ˙
(∞)
21 (k)
(k1)2
− k3[k2Γ˙
(∞)
31 (k) + k1Γ˙
(∞)
32 (k)]
(k1)2
)
= 0,
∀k2k3 6= 0. (H6)
Third, the structure of Eq. (H6) motivates the consid-
eration of U˙
(∞)
22 (k)/(k1)
2, Eq. (H1a) is written as
U˙
(∞)
22 (k)
(k1)2
=
∫ k2
−∞
dk′2 ρ
(∞)
22 (k; k
′
2), (H7a)
ρ
(∞)
22 (k; k
′
2) =
2|k′|4E(k; k′2;σ)
|k1|3|k|4
×
(
k′2k
′
lΓ˙
(∞)
l2 (k
′)
|k′|2 − Γ˙
(∞)
22 (k
′)
)
. (H7b)
Applying a similar argument for the existence of limit
under k1 → 0− and k′2 → k−2 to ρ(∞)22 (k; k′2), we obtain
lim
k1→0−
k2k1Γ˙
(∞)
12 (k) − (k3)2Γ˙(∞)22 (k) + k2k3Γ˙(∞)32 (k)
|k1|3 = 0,
∀k2k3 6= 0. (H8)
Since Γ˙
(∞)
ij , ij = 11, 21, 31, 12, 22, 32, are the primary
control variables, we may infer from Eqs. (H4a), (H6),
and (H8) that
Γ˙
(∞)
11 (k) ∝ k1, Γ˙(∞)21 (k) ∝ (k1)2, Γ˙(∞)31 (k) ∝ (k1)2,
Γ˙
(∞)
12 (k) ∝ (k1)2, Γ˙(∞)22 (k) ∝ (k1)3, Γ˙(∞)32 (k) ∝ (k1)3,
∀k2k3 6= 0 and small |k1|. (H9)
Then, under the assumed continuity of Γ˙
(∞)
ij in the wave-
number space, Eqs. (H9) imply that
Γ˙
(∞)
ij (0, k2, k3) = 0. (H10)
Regarding the values of U˙
(∞)
ij (0, k2, k3), Eqs. (H4a) and
(H6) imply
U˙
(∞)
12 (0, k2, k3) = U˙
(∞)
22 (0, k2, k3) = 0. (H11)
A combination of Eqs. (H4b) and (H2a) implies
U˙
(∞)
11 (0, k2, k3) = 0. (H12)
A rigorous but lengthy proof for the above result may also
be offered with the help of bounded U˙
(∞)
11 , Eq. (H4a), and
the property of E(k; k′2; 0).
Appendix I: Discretization
Essential to the simulation of the second-order model,
the supports of the control variables Γ˙
(∞)
ij and the state
variables U˙
(∞)
ij need to be approximated by bounded do-
mains. The existence of such supports may be inferred
from the physically expected bounded U
(∞)
kk (0).
A finite estimate of the support of Γ˙
(∞)
ij may be de-
termined in two steps. (i) Inequality (G2) is cast in the
form of∫ 0
−∞
dk1
∫
R
dk2
∫ +∞
0
dk3
(
1− σ − 2|k|2) U˜ (∞)kk (k)
≥ U (∞)33 (0)/4, (I1)
which, along with U
(∞)
33 (0) > 0 and U˜
(∞)
kk (k) ≥ 0, sug-
gests that
U˜
(∞)
kk (k) is large predominantly inside
a neighborhood of |k|2 ≤ (1− σ)/2. (I2)
It is then inferred from Eqs. (45), (53), and (I2) that
|U˙ (∞)ij (k)| are large predominantly inside
a neighborhood of |k|2 ≤ (1− σ)/2. (I3)
(ii) The integral structures of solutions (43) and the re-
quirement (I3) suggest |k| ≤ [(1 − σ)/2]1/2 as a prelimi-
nary estimate for the support of Γ˙
(∞)
ij . The rough nature
of this estimate, the desired robustness and flexibility
to control computational size, and the convenience of a
structured mesh for coding lead to the hexahedral esti-
mate for the support of Γ˙
(∞)
ij ,
|k1| ≤ λ1[(1− σ)/2]1/2, |k3| ≤ λ3[(1 − σ)/2]1/2,
KΓ2L(σ) ≤ k2 ≤ KΓ2U (σ);
(I4)
KΓ2L(σ) = −λ2L[(1− σ)/2]1/2,
KΓ2U (σ) = λ2U [(1− σ)/2]1/2, λi ∈ [1, 3].
The incorporation of k1 ≤ max k1 adopted in Sec. IV
and the restriction to σ = 0 lead to the finite support
estimate of Γ˙
(∞)
ij ,
DΓ(0) =
{
k : k1 ∈
[
− λ1
21/2
,max k1
]
, k3 ∈
[
0,
λ3
21/2
]
,
k2 ∈
[
KΓ2L(0),K
Γ
2U (0)
]}
, λi ∈ [1, 3]. (I5)
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The specific values of λi are fixed from consideration of
adequacy of solutions.
For an estimate of the support of U˙
(∞)
ij , denoted as
DU (0), solutions (43) indicate that the two supports co-
incide with each other in the directions of k1 and k3,
and KΓ2L(0) is the lower bound to DU (0) along k2. Re-
garding the upper bound of DU (0) along k2, denoted as
max kU2 , the integral nature of the solutions implies that
max kU2 > K
Γ
2U (0). In the simulation, max k
U
2 is treated
as a constant whose value is fixed via numerical trials.
Therefore, we have
DU (0) =
{
k : k1 ∈
[
− λ1
21/2
,max k1
]
, k3 ∈
[
0,
λ3
21/2
]
,
k2 ∈
[
KΓ2L(0),max k
U
2
]}
. (I6)
The supports are discretized, respectively, with struc-
tured hexahedral meshes,
DΓ(0) =
N1−1⋃
n1=1
N2−1⋃
n2=1
N3−1⋃
n3=1
H(n1, n2, n3),
DU (0) =
N1−1⋃
n1=1
M2−1⋃
n2=1
N3−1⋃
n3=1
H(n1, n2, n3), (I7)
H(n1, n2, n3) = [k1,n1 , k1,n1+1]× [k2,n2 , k2,n2+1]
× [k3,n3 , k3,n3+1].
The distribution of Γ˙
(∞)
ij in each element H(n1, n2, n3) of
DΓ(0) is approximated by the trilinear distribution,
Γ˙
(∞)
ij (k
′) = χ[k1,n1 , k1,n1+1](k1)χ[k2,n2 , k2,n2+1](k
′
2)χ[k3,n3 , k3,n3+1](k3)Γ˙
(∞)′
ij (k
′, n1, n2, n3),
Γ˙
(∞)′
ij (k
′, n1, n2, n3)
=
Γ˙
(0)
ij (n1, n2, n3)(k2,n2+1 − k′2) + Γ˙(0)ij (n1, n2 + 1, n3)(k′2 − k2,n2)
k2,n2+1 − k2,n2
k1,n1+1 − k1
k1,n1+1 − k1,n1
k3,n3+1 − k3
k3,n3+1 − k3,n3
+
Γ˙
(0)
ij (n1 + 1, n2, n3)(k2,n2+1 − k′2) + Γ˙(0)ij (n1 + 1, n2 + 1, n3)(k′2 − k2,n2)
k2,n2+1 − k2,n2
k1 − k1,n1
k1,n1+1 − k1,n1
k3,n3+1 − k3
k3,n3+1 − k3,n3
(I8)
+
Γ˙
(0)
ij (n1, n2, n3 + 1)(k2,n2+1 − k′2) + Γ˙(0)ij (n1, n2 + 1, n3 + 1)(k′2 − k2,n2)
k2,n2+1 − k2,n2
k1,n1+1 − k1
k1,n1+1 − k1,n1
k3 − k3,n3
k3,n3+1 − k3,n3
+
Γ˙
(0)
ij (n1 + 1, n2, n3 + 1)(k2,n2+1 − k′2) + Γ˙(0)ij (n1 + 1, n2 + 1, n3 + 1)(k′2 − k2,n2)
k2,n2+1 − k2,n2
k1 − k1,n1
k1,n1+1 − k1,n1
k3 − k3,n3
k3,n3+1 − k3,n3
.
Here, χ[k1,n1 , k1,n1+1] and the like denote the character-
istic functions and Γ˙
(0)
ij (n1, n2, n3) denote the nodal val-
ues. The piecewise trilinear approximations (I8) may be
adequate at small mesh element sizes since integration
operations are mainly involved in the distribution of the
control variables.
Substitution of Eqs. (I8) into Eqs. (43) gives
U˙
(∞)
22 (k)
=
2χ[k1,n1 ,k1,n1+1](k1)χ[k3,n3 ,k3,n3+1](k3)
|k1||k|4
×
N2−1∑
n2=1
∫ k2
k2,1
dk′2E(k; k
′
2; 0)|k′|4χ[k2,n2 ,k2,n2+1](k′2)
×
(
k′2k
′
l
|k′|2 Γ˙
(∞)′
l2 (k
′, n1, n2, n3)
− Γ˙(∞)′22 (k′, n1, n2, n3)
)
, (I9a)
U˙
(∞)
12 (k)
= −2χ[k1,n1 ,k1,n1+1](k1)χ[k3,n3 ,k3,n3+1](k3)|k1|2[|k1|2 + (k3)2]|k|2
×
N2−1∑
n2=1
∫ k2
k2,1
dk′2E(k; k
′
2; 0)
(
F (k)− F (k′))
× |k′|4χ[k2,n2 ,k2,n2+1](k′2)
×
(
k′2k
′
l
|k′|2 Γ˙
(∞)′
l2 (k
′, n1, n2, n3)
− Γ˙(∞)′22 (k′, n1, n2, n3)
)
+
1
|k1||k|2χ[k1,n1 ,k1,n1+1](k1)χ[k3,n3 ,k3,n3+1](k3)
×
N2−1∑
n2=1
∫ k2
k2,1
dk′2E(k; k
′
2; 0)χ[k2,n2 ,k2,n2+1](k
′
2)
×
[
k′l
(
k1Γ˙
(∞)′
l2 (k
′, n1, n2, n3)
+ k′2Γ˙
(∞)′
l1 (k
′, n1, n2, n3)
)
21
− |k′|2
(
Γ˙
(∞)′
12 (k
′, n1, n2, n3)
+ Γ˙
(∞)′
21 (k
′, n1, n2, n3)
)]
, (I9b)
U˙
(∞)
11 (k)
=
2χ[k1,n1 ,k1,n1+1](k1)χ[k3,n3 ,k3,n3+1](k3)
|k1|3[|k1|2 + (k3)2]2
×
N2−1∑
n2=1
∫ k2
k2,1
dk′2E(k; k
′
2; 0)
(
F (k)− F (k′))2
× |k′|4χ[k2,n2 ,k2,n2+1](k′2)
×
(
k′2k
′
l
|k′|2 Γ˙
(∞)′
l2 (k
′, n1, n2, n3)
− Γ˙(∞)′22 (k′, n1, n2, n3)
)
− 2χ[k1,n1 ,k1,n1+1](k1)χ[k3,n3 ,k3,n3+1](k3)|k1|2[|k1|2 + (k3)2]
×
N2−1∑
n2=1
∫ k2
k2,1
dk′2E(k; k
′
2; 0)
(
F (k)− F (k′))
× χ[k2,n2 ,k2,n2+1](k′2)
×
[
k′l
(
k1Γ˙
(∞)′
l2 (k
′, n1, n2, n3)
+ k′2Γ˙
(∞)′
l1 (k
′, n1, n2, n3)
)
− |k′|2
(
Γ˙
(∞)′
12 (k
′, n1, n2, n3)
+ Γ˙
(∞)′
21 (k
′, n1, n2, n3)
)]
+
2χ[k1,n1 ,k1,n1+1](k1)χ[k3,n3 ,k3,n3+1](k3)
|k1|
×
N2−1∑
n2=1
∫ k2
k2,1
dk′2E(k; k
′
2; 0)χ[k2,n2 ,k2,n2+1](k
′
2)
×
(
k1k
′
l
|k′|2 Γ˙
(∞)′
l1 (k
′, n1, n2, n3)
− Γ˙(∞)′11 (k′, n1, n2, n3)
)
. (I9c)
The expressions may be recast further with the help of
E(k; k′2;σ) = E(k; k2,n2 ;σ)E((k1, k2,n2 , k3); k
′
2;σ),
(I10)
which is used in coding for the calculation of U˜
(∞)
11 ,
U˜
(∞)
12 , and U˜
(∞)
22 at the collocation points specified in
Appendix J.
In the evaluation of the objective and the second order
correlations in the physical space, three types of integrals
are computed, owing to the primary components U˜
(∞)
11 ,
U˜
(∞)
12 , and U˜
(∞)
22 . They are
∫ 0
−∞
dk1
∫ +∞
0
dk3
∫
R
dk2Ψ22(k, r)U˙
(∞)
22 (k)
=
∑∫∫∫∫ 2Ψ22(k, r)E(k; k′2; 0)|k′|4
|k1||k|4
(
k′2k
′
l
|k′|2 Γ˙
(∞)′
l2 (k
′, n1, n2, n3)− Γ˙(∞)′22 (k′, n1, n2, n3)
)
, (I11a)
∫ 0
−∞
dk1
∫ +∞
0
dk3
∫
R
dk2Ψ12(k, r)U˙
(∞)
12 (k)
=
∑∫∫∫∫ −2Ψ12(k, r)E(k; k′2; 0)(F (k)− F (k′))|k′|4
|k1|2[|k1|2 + (k3)2]|k|2
(
k′2k
′
l
|k′|2 Γ˙
(∞)′
l2 (k
′, n1, n2, n3)− Γ˙(∞)′22 (k′, n1, n2, n3)
)
+
∑∫∫∫∫ Ψ12(k, r)E(k; k′2; 0)|k′|2
|k1||k|2
[
k′l
|k′|2
(
k1 Γ˙
(∞)′
l2 (k
′, n1, n2, n3) + k
′
2Γ˙
(∞)′
l1 (k
′, n1, n2, n3)
)
− Γ˙(∞)′12 (k′, n1, n2, n3)− Γ˙(∞)′21 (k′, n1, n2, n3)
]
, (I11b)
∫ 0
−∞
dk1
∫ +∞
0
dk3
∫
R
dk2Ψ11(k, r) U˙
(∞)
11 (k)
=
∑∫∫∫∫ 2Ψ11(k, r)E(k; k′2 ; 0)(F (k) − F (k′))2|k′|4
|k1|3[|k1|2 + (k3)2]2
(
k′2k
′
l
|k′|2 Γ˙
(∞)′
l2 (k
′, n1, n2, n3)− Γ˙(∞)′22 (k′, n1, n2, n3)
)
+
∑∫∫∫∫ −2Ψ11(k, r)E(k; k′2; 0)(F (k)− F (k′))
|k1|2[|k1|2 + (k3)2]
[
k′l
(
k1Γ˙
(∞)′
l2 (k
′, n1, n2, n3) + k
′
2Γ˙
(∞)′
l1 (k
′, n1, n2, n3)
)
22
− |k′|2
(
Γ˙
(∞)′
12 (k
′, n1, n2, n3) + Γ˙
(∞)′
21 (k
′, n1, n2, n3)
)]
+
∑∫∫∫∫ 2Ψ11(k, r)E(k; k′2; 0)
|k1|
(
k1k
′
l
|k′|2 Γ˙
(∞)′
l1 (k
′, n1, n2, n3)− Γ˙(∞)′11 (k′, n1, n2, n3)
)
. (I11c)
Here,
∑∫∫∫∫
=
N1−1∑
n1=1
N3−1∑
n3=1
N2−1∑
n2=1
∫ k1,n1+1
k1,n1
dk1
∫ k3,n3+1
k3,n3
dk3
[∫ k2,n2+1
k2,n2
dk2
∫ k2
k2,n2
dk′2 +
∫ k2,n2+1
k2,n2
dk′2
∫ k2,M2
k2,n2+1
dk2
]
,
and Ψij denote the relevant functions. The proof of (I11)
is outlined below.
In the derivations of Eqs. (I11), the following opera-
tions are carried out, together with Eqs. (I9). We start
with the set of equalities,
∫ 0
−∞
dk1
∫ ∞
0
dk3 =
N1−1∑
n1=1
N3−1∑
n3=1
∫ k1,n1+1
k1,n1
dk1
∫ k3,n3+1
k3,n3
dk3,
∫
R
dk2 =
∫ k2,N2
k2,1
dk2 +
∫ k2,M2
k2,N2
dk2,
(I12a)∫ k2,N2
k2,1
dk2 =
N2−1∑
m2=1
∫ k2,m2+1
k2,m2
dk2,
∫ k2,M2
k2,N2
dk2
∫ k2
k2,1
dk′2 =
∫ k2,M2
k2,N2
dk2
∫ k2,N2
k2,1
dk′2,
∫ k2,N2
k2,1
dk′2 χ(k2,n2 ,k2,n2+1](k
′
2)
=
∫ k2,n2+1
k2,n2
dk′2 χ(k2,n2 ,k2,n2+1](k
′
2), (I12b)
N2−1∑
m2=1
∫ k2,m2+1
k2,m2
dk2
∫ k2
k2,1
dk′2
N2−1∑
n2=1
χ(k2,n2 ,k2,n2+1](k
′
2)
× Φ(n2 . . .)
=
N2−1∑
m2=1
∫ k2,m2+1
k2,m2
dk2
m2∑
n2=1
∫ k2
k2,n2
dk′2 χ(k2,n2 ,k2,n2+1](k
′
2)
× Φ(n2 . . .)
=
N2−1∑
m2=1
∫ k2,m2+1
k2,m2
dk2
∫ k2
k2,m2
dk′2 χ(k2,m2 ,k2,m2+1](k
′
2)
× Φ(m2 . . .)
+
N2−1∑
m2=2
∫ k2,m2+1
k2,m2
dk2
×
m2−1∑
n2=1
(∫ k2,m2
k2,n2
dk′2 +
∫ k2
k2,m2
dk′2
)
× χ(k2,n2 ,k2,n2+1](k′2)Φ(n2 . . .)
=
N2−1∑
m2=1
∫ k2,m2+1
k2,m2
dk2
∫ k2
k2,m2
dk′2 χ(k2,m2 ,k2,m2+1](k
′
2)
× Φ(m2 . . .)
+
N2−1∑
m2=2
∫ k2,m2+1
k2,m2
dk2
m2−1∑
n2=1
∫ k2,n2+1
k2,n2
dk′2
× χ(k2,n2 ,k2,n2+1](k′2)Φ(n2 . . .). (I12c)
Equalities (I12a) and (I12b) are self-explanatory,
Eqs. (I12c) may be verified directly with the use of prop-
erties of characteristic functions. Applying Eqs. (I12) to
Eq. (I9a) step-by-step results in∫ k1,n1+1
k1,n1
dk1
∫ k3,n3+1
k3,n3
dk3
∫
R
dk2Ψ22(k, r)U˙
(∞)
22 (k)
=
N2−1∑
m2=2
m2−1∑
n2=1
∫ k1,n1+1
k1,n1
dk1
∫ k3,n3+1
k3,n3
dk3
∫ k2,m2+1
k2,m2
dk2
×
∫ k2,n2+1
k2,n2
dk′2 χ(k2,n2 ,k2,n2+1](k
′
2)
× 2Ψ22(k, r)E(k; k
′
2;σ)|k′|4
[
n2 · · ·
]
|k1||k|4
+
N2−1∑
m2=1
∫ k1,n1+1
k1,n1
dk1
∫ k3,n3+1
k3,n3
dk3
∫ k2,m2+1
k2,m2
dk2
×
∫ k2
k2,m2
dk′2 χ(k2,m2 ,k2,m2+1](k
′
2)
× 2Ψ22(k, r)E(k; k
′
2;σ)|k′|4
[
m2 · · ·
]
|k1||k|4
+
N2−1∑
n2=1
∫ k1,n1+1
k1,n1
dk1
∫ k3,n3+1
k3,n3
dk3
∫ k2,M2
k2,N2
dk2
×
∫ k2,n2+1
k2,n2
dk′2 χ(k2,n2 ,k2,n2+1](k
′
2)
× 2Ψ22(k, r)E(k; k
′
2;σ)|k′|4
[
n2 · · ·
]
|k1||k|4 , (I13)
where
[
n2 · · ·
]
denotes the big bracketed quantity in
Eq. (I9a).
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With regard to Eq. (I13), the characteristic functions
are redundant and may be removed. For the first term
on its right-hand side, we have
N2−1∑
m2=2
m2−1∑
n2=1
∫ k1,n1+1
k1,n1
dk1
∫ k3,n3+1
k3,n3
dk3
∫ k2,m2+1
k2,m2
dk2
×
∫ k2,n2+1
k2,n2
dk′2Φ(n2 . . .)
=
N2−2∑
n2=1
N2−1∑
m2=n2+1
∫ k1,n1+1
k1,n1
dk1
∫ k3,n3+1
k3,n3
dk3
∫ k2,m2+1
k2,m2
dk2
×
∫ k2,n2+1
k2,n2
dk′2Φ(n2 . . .). (I14)
This equality is proved via mathematical induction: It
is simple to verify that the relation holds for N2 = 3; It
is straight-forward to check that if the relation holds for
N2 ≥ 3, it holds for (N2 + 1). Further, the right-hand
side of Eq. (I14) is recast in the form of
N2−2∑
n2=1
N2−1∑
m2=n2+1
∫ k2,m2+1
k2,m2
dk2
∫ k2,n2+1
k2,n2
dk′2
=
N2−2∑
n2=1
∫ k2,N2
k2,n2+1
dk2
∫ k2,n2+1
k2,n2
dk′2
=
N2−1∑
n2=1
∫ k2,N2
k2,n2+1
dk2
∫ k2,n2+1
k2,n2
dk′2.
Applying the above results to Eq. (I13) yields Eq. (I11a).
The same procedure is used to prove Eqs. (I11b) and
(I11c).
Appendix J: Discretized model
The main parts of the discretized second-order model
and their derivations and productions are described in
this appendix.
Objective (52) is represented in terms of Γ˙
(0)
ij , with the
help of Eqs. (53) and (I11). Algorithm ‘Cuhre’ of the open
source software package CUBA library [25–27] is used to
compute the four-dimensional integrals in Eqs. (I11).
The discrete control variables at the nodes are directly
constrained by Eqs. (46), (49), and the support (I5),
Γ˙
(0)
ij (n1, n2, n3) = 0, n1 ∈ {1, N1} or n2 ∈ {1, N2}
or n3 = N3, ∀i, j;
Γ˙
(0)
ij (n1, n2, 2) = Γ˙
(0)
ij (n1, n2, 1), ij = 11, 21, 12, 22;
Γ˙
(0)
ij (n1, n2, 1) = 0, ij = 31, 32; (J1)∣∣Γ˙(0)ij (n1, n2, n3)∣∣ ≤ 1, 2 ≤ n1 ≤ N1 − 1,
2 ≤ n2 ≤ N2 − 1,
1 ≤ n3 ≤ N3 − 1, ∀i, j.
Substituting Eqs. (I8) into Eqs. (47) and integrating an-
alytically the integrals over the elements in DΓ(0) give
four global linear equality constraints for Γ˙
(0)
ij .
To implement the constraints of inequality (45), we se-
lect three types of collocation points in DU (0), according
to the integral structures of the discretized solutions (I9)
with respect to k′2.
a. Collocation points for constraints 1C The points
are located in the middle of the element edges parallel to
the k2-axis,
k1 = k1,n1 , k3 = k3,n3 , k2 = (k2,n2 + k2,n2+1)/2. (J2)
Equations (I9) indicate that U˜
(∞)
ij (k) and Eqs. (45) eval-
uated at these collocation points involve only
Γ˙
(0)
ij (n1, n
′
2, n3), n
′
2 ∈{1, . . . , n2 + 1},
like 1-column parallel to the k2-axis. Accordingly, the
collocation points (J2) are denoted as 1C. This 1C is
also used to identify the collection of constraints (45)
evaluated at the 1C collocation points; A similar practice
is adopted for the other two types, 2C (2Ck1, 2Ck3) and
4C, below.
b. Collocation points for constraints 2C The points
are located in the center of the element facets parallel to
the k2-axis,
k1 = k1,n1 , k3 = (k3,n3 + k3,n3+1)/2,
(J3a)
k2 = (k2,n2 + k2,n2+1)/2;
k1 = (k1,n1 + k1,n1+1)/2, k3 = k3,n3 ,
(J3b)
k2 = (k2,n2 + k2,n2+1)/2.
Constraints (45) evaluated at the collocation points (J3)
involve either
Γ˙
(0)
ij (n1, n
′
2, n
′
3), n
′
3 ∈{n3, n3 + 1}, n′2 ∈{1, . . . , n2 + 1},
or
Γ˙
(0)
ij (n
′
1, n
′
2, n3), n
′
1 ∈{n1, n1 + 1}, n′2 ∈{1, . . . , n2 + 1},
like 2-columns parallel to the k2-axis, these collocation
points are denoted as 2C. Specifically, the set associated
with Eqs (J3a) is denoted as 2Ck1 and the set associated
with Eqs. (J3b) is denoted as 2Ck3.
c. Collocation points for constraints 4C The points
are located in the center of the elements,
k1 = (k1,n1 + k1,n1+1)/2,
k3 = (k3,n3 + k3,n3+1)/2, (J4)
k2 = (k2,n2 + k2,n2+1)/2.
Constraints (45) evaluated at these collocation points in-
volve
Γ˙
(0)
ij (n
′
1, n
′
2, n
′
3), n
′
1 ∈{n1, n1 + 1}, n′3 ∈{n3, n3 + 1},
n′2 ∈{1, . . . , n2 + 1},
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like 4-columns parallel to the k2-axis. Accordingly the
collocation points (J4) are referred to as 4C.
The evaluation of Eqs. (I9) at collocation points 1C,
2C, and 4C results in the need to compute a collection of
1-dimensional integrals with respect to k′2 over the mesh
elements. Function ‘NIntegrate’ of the commercial soft-
ware MATHEMATICA is used to compute these integrals
(with the default “Global Adaptive Strategy” and global
error tolerance).
Appendix K: Algorithm for parallel computing
This appendix outlines the major procedural steps
in the solution of the discretized second-order model,
including details essential for the development of the
ADMM consensus algorithm and the use of the open-
source SCS solver.
In Appendix J, the discretized model is presented in its
natural form in terms of Γ˙
(0)
ij . For convenience to employ
the ideas developed and the notations commonly adopted
in ADMM algorithm [30, 31], the above discretized model
is recast in the ADMM form,
minimize aTZ
(K1)
subject to Z ∈ C.
Here, Z denotes the vector associated with{
Γ˙
(0)
ij (n1, n2, n3) : n1 = 1, . . . , N1, n2 = 1, . . . , N2,
n3 = 1, . . . , N3; i, j
}
⊂ R6NCV , NCV = N1N2N3,
through the one-to-one linear mapping specified by the
pseudocode,
n = 0
FOR n1 = 1 to N1
FOR n2 = 1 to N2
FOR n3 = 1 to N3
n = n+ 1
Z[n] = Γ˙
(0)
11 (n1, n2, n3)
END FOR
END FOR
END FOR
... {21,31,12,22}
FOR n1 = 1 to N1
FOR n2 = 1 to N2
FOR n3 = 1 to N3
n = n+ 1
Z[n] = Γ˙
(0)
32 (n1, n2, n3)
END FOR
END FOR
END FOR (K2)
The quantity, −aTZ, represents the discretized objective
functional (52) to be tested,
− aTZ = 32
∫ 0
−∞
dk1
∫ +∞
0
dk3
∫ +∞
−∞
dk2 U˜
(∞)
kk (k)
× sin(L1 k1) sin(L2 k2) sin(L3 k3)
k1k2k3
, (K3)
whose right-hand side is evaluated with the help of
Eqs. (53) and (I11). Equality (K3) is used to determine
the coefficient vector a with the aid of Eq. (K2). The
set of constraints C in Eqs. (K1) consists of the local lin-
ear constraints (J1), the four global linear constraints of
equality, and the constraints of 1C or {1C, 2C, 4C} or
some other choices, as discussed in Appendix J.
Next, for parallelization, the global consensus problem
formulation [30, 31] is employed to write Eqs. (K1) in an
equivalent form,
minimize
N∑
i=1
fi(Xi)
(K4)
subject to Xi − Z = 0, i = 1, . . . , N.
Xi ∈ R6NCV , i = 1, . . . , N , denote the local variables
associated, respectively, with the N computing process-
ing elements (or processes), and Z is the common global
variable. The function fi is defined as
fi(Xi) = a
TXi + ICi(Xi). (K5)
ICi is the indicator function of the convex set Ci; the
collection {Ci : i = 1, . . . , N} is a partition of C. The size
of each Ci is controlled by the computer memory available
for the generation of standard conic form.
To apply ADMM to solve Eqs. (K4) iteratively, the
augmented Lagrangian [30, 31] is employed,
Lρ(X,Z, Y ) =
N∑
i=1
[
fi(Xi) + (Yi)
T (Xi − Z)
+ (ρ/2)||Xi − Z||22
]
, (K6)
where
X = (X1, . . . , XN ) ∈
(
R
6NCV
)N
,
Y = (Y1, . . . , YN ) ∈
(
R
6NCV
)N
,
Y is the dual variable associate with the consensus equal-
ity constraints Xi − Z = 0 in Eqs. (K4), ρ (> 0) is
the penalty parameter, and || · ||2 the Euclidean norm.
The ADMM algorithm consists of the following iterations
[30, 31],
Xk+1 := argmin
X
Lρ(X,Z
k, Y k),
Zk+1 := argmin
Z
Lρ(X
k+1, Z, Y k), (K7)
Y k+1 := Y k + ρ
[
Xk+1 − (Zk+1, . . . , Zk+1)],
k = 0, 1, . . . ,
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which may be manipulated in a straight-forward fashion
[30] to obtain the ADMM consensus algorithm in the
numerical simulation,
Zk = X¯k :=
1
N
N∑
i=1
Xki , (K8a)
Xk+1i := argmin
Xi∈Ci
∣∣∣∣Xi − Λki ∣∣∣∣22 = ΠCi(Λki ), (K8b)
Y˜ k+1i := Y˜
k
i +X
k+1
i − X¯k+1,
1
N
N∑
i=1
Y˜ 0i = 0. (K8c)
Here,
Λki = X¯
k − (a˜+ Y˜ ki ), (K9)
and ΠCi
(
Λki
)
denotes Euclidean projection of vector Λki
onto Ci, i = 1, . . . , N . In the above derivation, we have
used Eq. (K5) and the scaled,
Y ki = ρ Y˜
k
i , a = ρ a˜.
The crucial part of the consensus algorithm is the Xi-
update (K8b) whose computation is discussed below.
The convergence of the iterative process (K8) is guar-
anteed analytically [30, 33]. To terminate the itera-
tive process, the conventional stopping criteria [30] are
adopted. First, the primal and dual residuals, Rk and
Sk, and their squared norms at the k-th iteration are
calculated through
Rk =
(
Xk1 − X¯k, . . . , XkN − X¯k
)
,
Sk = −ρ(X¯k − X¯k−1, . . . , X¯k − X¯k−1);
(K10)∣∣∣∣Rk∣∣∣∣2
2
=
N∑
i=1
∣∣∣∣Xki − X¯k∣∣∣∣22,
∣∣∣∣Sk∣∣∣∣2
2
= Nρ2
∣∣∣∣X¯k − X¯k−1∣∣∣∣2
2
.
These residuals converge to zero as the iterative process
proceeds, according to the convergence theory [30]. The
stopping criteria are∣∣∣∣Rk∣∣∣∣
2
≤ ǫpri,
∣∣∣∣Sk∣∣∣∣
2
≤ ǫdual, (K11)
where ǫpri and ǫdual denote, respectively, the feasibility
tolerances for the primal and dual feasibility conditions
[30]. Further, the tolerances are expressed in terms of
the absolute and relative criteria, ǫabs and ǫrel [23, 30],
ǫpri =
√
Nǫabs +
√
N
∣∣∣∣X¯k∣∣∣∣
2
ǫrel,
(K12)
ǫdual = ρ
√
Nǫabs + ρ
√
N
∣∣∣∣X¯k∣∣∣∣
2
ǫrel.
The values of ρ = 1, ǫabs = 10−4, and ǫrel = 10−3 are
employed and are adequate for the present exploration
of the second-order model.
The open source conic solver, SCS in C [28], is used to
compute the Xi-update (K8b) in the i-th processing el-
ement. The solver employs a first-order method to solve
large convex cone programs, suitable to the large-scale
nature of the present problem. Because the solver ac-
cepts only standard forms, we resort to the open source
package CVXPY [34] with its default solver SCS (denoted
as CVXPY/SCS hereafter) to generate such forms. To this
end, the Xi-update (K8b) is first cast in the equivalent
ADMM form,
minimize
∣∣∣∣Xi − Λki ∣∣∣∣22
(K13)
subject to Xi ∈ Ci.
This subproblem has an equivalent representation in the
natural form in terms of Γ˙
(0)
ij as presented in Appendix J.
Since this natural form is much easier to code and accept-
able to CVXPY, CVXPY/SCS is applied to this natural
form, while Ci is coded according to the disciplined con-
vex programming (DCP) ruleset [35] as required. The
standard form associated with Eqs. (K13) is then ob-
tained,
minimize cTi xi
(K14)
subject to Aixi + si = b
k
i , si ∈ Ki.
Here, Ki denotes the convex cone composed of Ci, de-
scribed by a group of dimension parameters and dimen-
sion array (defined in [28] and README.md of SCS pack-
age [29]). Independent of Λki , vector ci, matrix Ai, and
cone Ki are fixed completely by Ci, i.e., they remain con-
stant for all the iterations k. The value of vector bki
depends on both Ci and Λki , the dependence on the latter
is characterized by the (underneath stacked) pattern of
bki =
(
. . . , 1, 1,−2Λki [1], . . . , 1, 1,−2Λki [NCV]︸ ︷︷ ︸
3NCV components
,
1, 1,−2Λki [NCV + 1], . . . , 1, 1,−2Λki [2NCV]︸ ︷︷ ︸
3NCV components
,
. . .︸︷︷︸
3×3NCV components
,
1, 1,−2Λki [5NCV + 1], . . . , 1, 1,−2Λki [6NCV]︸ ︷︷ ︸
3NCV components
, . . .
)
,
(K15)
while the components outside the (underneath stacked)
pattern are fixed by Ci itself. It then follows from
Eqs. (K9) and (K15) that bki evolves as iteration k pro-
ceeds and its update is straight-forward.
The above scheme of standard form generations leads
to a mapping between xi of the standard form and Γ˙
(0)
ij
of the natural form specified by the pseudocode,
n = 0
FOR n1 = 1 to N1
FOR n3 = 1 to N3
FOR n2 = 1 to N2
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n = n+ 1
Γ˙
(0)
11 (n1, n2, n3) = xi[n]
END FOR
END FOR
... {21,31,12,22}
FOR n3 = 1 to N3
FOR n2 = 1 to N2
n = n+ 1
Γ˙
(0)
32 (n1, n2, n3) = xi[n]
END FOR
END FOR
END FOR (K16)
The relationship between xi of the standard form (K14)
and Xi of the ADMM form (K13) is determined through
the composition of mappings (K2) and (K16),
xi
Eq. (K16)→
{
Γ˙
(0)
ij (n1, n2, n3)
}
Eq. (K2)→ Z = Xi. (K17)
To implement the ADMM consensus scheme (K8), the
constraint set C of Eqs. (K1) in its natural form is first
partitioned into N subsets Ci, i = 1, . . . , N ; the value
of N is fixed on the basis that the computer memory
required to generate the standard form (K14) be less than
the 64GB available. Then, CVXPY/SCS is applied to the
natural form associated with Eqs. (K13) to determine
both {ci, Ai,Ki} and the pattern of bki that specify the
standard form.
The solver, SCS, solves Eqs. (K14) and returns the op-
timal solution (x∗i , y
∗
i , s
∗
i ) where x
∗
i is the solution of the
primal problem (K14) and y∗i is the solution of its dual
problem. The parameters controlling the computational
procedure are taken from the examples of [29].
Suppose that all the quantities,{
Xki , Y˜
k
i : i = 1, . . . , N
}
,
contained in Eqs. (K8) are known at the k-th iteration,
then
{
Xk+1i , Y˜
k+1
i : i = 1, . . . , N
}
are determined in parallel as follows:
1: Compute Λki from Eq. (K9) and b
k
i from Eq. (K15)
for all i;
2: Solve Eqs. (K14) with SCS to obtain optimal solu-
tions
(
x
∗(k+1)
i , y
∗(k+1)
i , s
∗(k+1)
i
)
for all i, with the
previously obtained
(
x
∗(k)
i , y
∗(k)
i , s
∗(k)
i
)
to warm
start the solver.
3: Compute
{
Xk+1i , X¯
k+1, Y˜ k+1i
}
with the help
of the optimal solutions obtained in Step 2 and
Eqs. (K17), (K8a), and (K8c).
TABLE II. The predicted nontrivial components of Reynolds
stress tensor and viscous dissipation under maxU
(∞)
kk (0).
Constraints
[
τ
(∞)
11 , τ
(∞)
22 , τ
(∞)
33 , τ
(∞)
12 , ǫ
(∞)
]
L&1C (I) [3.519, 1.091, 1.015,−1.559, 1.560]
L& 1C&4C (I) [3.476, 1.070, 1.014,−1.539, 1.539]
L& 1C&2C&4C (I) [3.469, 1.069, 1.014,−1.536, 1.537]
L& 1C (II) [4.625, 1.160, 1.155,−1.768, 1.769]
4: Check the stopping criteria (K11); If not satisfied,
go to Step 1.
Following conventional practice, we usually start with
the initial iteration condition,
X0i = Y
0
i = 0, x
∗(0)
i = 0, y
∗(0)
i = s
∗(0)
i = 0, (K18)
i = 1, . . . , N.
In case it is required to improve a solution obtained,
{Xi, Yi, xi, yi, si : i = 1, . . . , N},
or to test whether such a solution may be further im-
proved or to study how it varies under the modification
of some parameter values, the available solution is taken
as the initial iteration condition to warm start the itera-
tion process.
We code the idea and procedure outlined above in C by
modifying the MPI code of [36] and the examples of [29]
and we implement the parallel computing with MPICH
[32].
Appendix L: Turbulent energy as an objective
In the case of the second-order model in the asymp-
totic state with σ = 0, we have tested the possibility of
U
(∞)
kk (0) as an objective functional which is maximized.
Its numerical and computational implementation is the
same as that of
∫
R3
drU
(∞)
kk (r), the only modification is
the replacement of
∫
R3
drU
(∞)
kk (r) with U
(∞)
kk (0).
Table II lists the predicted nontrivial components of
the Reynolds stress tensor τ
(∞)
ij = U
(∞)
ij (0) and the pre-
dicted viscous dissipation ǫ(∞) = wj,k wj,k
(∞)(0) under
various combinations of constraints and mesh sizes. The
meanings of the elements in the column ‘Constraints’ are
the same as those of Table I. The adequacy of the solu-
tions is partially indicated by separate computations of
τ
(∞)
12 and ǫ
(∞) and the ratio,
−τ (∞)12 /ǫ(∞) ∈ [0.9994, 0.9996],
consistent with the exact value of 1 dictated by Eq. (51)
under σ = 0.
Though the predicted values of U
(∞)
11 (0) change signif-
icantly when the mesh size is reduced from 0.1 of (I) to
0.05 of (II), all these discretized model versions produce
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the same numerical order pattern, U
(∞)
11 (0) > U
(∞)
22 (0) >
U
(∞)
33 (0)
(
with U
(∞)
33 (0) very close to U
(∞)
22 (0)
)
; this pat-
tern is incompatible with the experimental result that
U
(∞)
33 (0) is significantly higher than U
(∞)
22 (0), (see Sec-
tion 4.5 of [8] or infer the relative values from the exper-
imental values presented in Table I).
[1] P. A. Davidson, Turbulence, an Introduction for Scien-
tists and Engineers (Cambridge University Press, 2004).
[2] M. Lesieur, Turbulence in Fluids, 4th ed. (Springer,
2008).
[3] S. A. Orsazg, J. Fluid Mech. 41, 363 (1970).
[4] T. Tatsumi, Adv. Appl. Mech. 20, 39 (1980).
[5] P. Sagaut and C. Cambon, Homogeneous Turbulence Dy-
namics (Cambridge University Press, 2008).
[6] E. E. O’Brien and G. C. Francis, J. Fluid Mech. 13, 369
(1962).
[7] Y. Ogura, J. Fluid Mech. 16, 33 (1963).
[8] J. Piquet, Turbulent Flows. Models and Physics
(Springer, 1999).
[9] L. Tao and M. Ramakrishna, Int. J. Adv. Eng. Sci. Appl.
Math. 3, 37 (2011).
[10] E. Hopf, J. Ratl. Mech. Anal. 1, 87 (1952).
[11] W. D. McComb, The Physics of Fluid Turbulence (Ox-
ford University Press, 1990).
[12] U. Schumann, Phys. Fluids 20, 721 (1977).
[13] C. E. Shannon, Bell Syst. Tech. J. 27, 379 (1948); 27,
623 (1948).
[14] E. T. Jaynes, Phys. Rev. 106, 620 (1957); 108, 171
(1957).
[15] E. T. Jaynes, Papers on Probability, Statistics, and Sta-
tistical Physics, edited by R. D. Rosenkrantz (D. Reidel
[Kluwer], 1983).
[16] T. M. Cover and J. A. Thomas, Elements of Information
Theory, 2nd ed. (Wiley-Interscience, 2006).
[17] S. F. Edwards and W. D. McComb, J. Phys. A 2, 157
(1969).
[18] M. S. Lobo, L. Vandenderghe, S. Boyd, and H. Lebret,
Linear Algebra and its Applications 284, 193 (1998).
[19] F. Alizadeh and D. Goldfarb, Linear Algebra and its Ap-
plications 284, 193 (2003).
[20] S. Boyd and L. Vandenberghe, Convex Optimization
(Cambridge University Press, 2009).
[21] Y. Nesterov, Math. Program. Ser. A 146, 275 (2014).
[22] V. Cevher, S. Becker, and M. Schmidt, IEEE Signal
Processing Magazine, September, 32 (September, 2014).
[23] L. Tao, e-print arXiv:1408.0376v4 [physics.flu-dyn]
(2017).
[24] H. H. Bruun, Hot-Wire Anemometry, Principles and Sig-
nal Analysis (Oxford University Press, 1995).
[25] T. Hahn, Comput. Phys. Commun. 168, 78 (2005).
[26] T. Hahn, Nuclear Instruments & Methods in Physics Re-
search A559, 273 (2006).
[27] http://www.feynarts.de/cuba.
[28] B. O’Donoghue, E. Chu, N. Parikh, and S. Boyd, J.
Optim. Theory Appl. 169, 1042 (2016).
[29] B. O’Donoghue, E. Chu, N. Parikh, and S. Boyd, SCS:
Splitting Conic Solver, version 1.2.6. https://github.com
/cvxgrp/scs (April, 2016).
[30] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein,
Foundations and Trends in Machine Learning 3, 1 (2010).
[31] N. Parikh and S. Boyd, Foundations and Trends in Op-
timization 1, 123 (2013).
[32] A. Amer, P. Balaji, W. Bland, W. Gropp, R. Latham,
H. L. H, L. Oden, A. J. Pena, K. Raffenetti, S. Seo,
R. Thakur, and J. Zhang, MPICH User’s Guide Ver-
sion 3.2, Mathematics and Computer Science Division,
Argonne National Laboratory (November 11, 2015).
[33] J. Eckstein and D. P. Bertsekas, Mathematical Program-
ming 55, 293 (1992).
[34] S. Diamond and S. Boyd, J. Machine Learning Research
17, 1 (2016).
[35] M. C. Grant and S. P. Boyd, The CVX Users’ Guide
Release 2.1, CVX Research, Inc. (October 24, 2014).
[36] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein,
MPI example for alternating direction method of mul-
tipliers. https://web.stanford.edu/∼boyd/papers/admm
/mpi/ (February 24, 2011).
[37] J. Rota, Statistical Theory of Inhomogeneous Turbulence.
Part 1, Tech. Rep. NASA TT F-14, 560 (October, 1972).
