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Abstract
Understanding the transport of heat in magnetized plasmas is imperative to furthering efforts towards
controlled thermonuclear fusion. This work analyzes various numerical algorithms that are useful in
studying temperature equilibration due to anisotropic heat transport. The study includes two numerical
approaches to the standard Braginskii closure, the more accurate using a mixed auxiliary scalar in the
finite-element formulation. The physically correct kinetic closure for heat flow parallel to the magnetic
field is also tested. These approaches were used to study the benchmark case for anisotropic thermal
conduction presented in the original NIMROD [C.R. Sovinec et al. “Journal of Computational Physics”
195 (2004) 355–386] paper. The results demonstrate that the mixed auxiliary scalar implementation of
the Braginskii closure, and the kinetic closure achieve far more accuracy with less spatial resolution than
the standard implementation of the Braginskii closure.

Introduction
As the world searches for renewable and clean sources of energy, many have worked towards using the
phenomenon of thermonuclear fusion as a potential power source. Many modern experiments have proven
that fusion can be done in a controlled setting. However, it remains as yet inefficient as more energy is
required to achieve fusion in these experiments than is harvested. Efforts are being made to show that
economically viable controlled thermonuclear fusion will be possible using a plasma that is magnetically
confined in a tokamak. In order to achieve fusion the temperature of the plasma must be extremely high in
the core of the tokamak. This necessitates studies of heat transport mechanisms by which the plasma loses
energy. Numerical methods used to model this heat transport are varied and complicated. This research
is an investigation of the accuracy of three algorithms implemented in the plasma code NIMROD [1], and
serves as a precursor to the exploration of kinetic effects on heat transport in tokamaks.

Theory
The evolution of a plasma may be described using various forms of the plasma kinetic equation
∂f
q
+ v·∇f + [E + v×B]·∇v f = C(f ).
∂t
m

(1)

Here f is the distribution function of the plasma in seven dimensions (time, three spatial, and three velocity
q
space), v is the velocity, m
[E + v×B] is the Lorentz force, and C(f ) is the collisional operator. Moments
can be taken of this equation that allow us to describe the evolution of a plasma’s macroscopic properties.
By taking the second moment, with respect to v, one obtains the temperature evolution equation
3 dT
n
= −nT (∇·V) − ∇·q − π:∇V + Q.
2 dt

(2)

Here, for the species in question, n is the number density, T is the temperature, V is the flow velocity, q is
the heat conduction, π:∇V is the flow-stress-gradient, and Q is the collisional energy exchange. q and π are
kinetic closures which, in addition to Q, depend on the distribution function found by solving the plasma
kinetic equation.
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In order to simplify the study of heat transport the flow velocity and collisional heating are often ignored,
and a heat source is applied. Under these assumptions Eq. (2) can be rewritten as
3 dT
n
= −∇ · q + Q.
2 dt
where Q is an external heat source. Here the kinetic heat flow closure q is defined as
Z
m
2
dv(v − u) (v − u)f
q≡
2

(3)

(4)

where u is the species flow velocity, m is the species mass, and f is the species distribution function.
Physically, q is the average flow of thermal energy in a frame moving with the species. However, because q
depends on the distribution function, one must solve the plasma kinetic equation in order to obtain it.
A work around to solving the kinetic equation is to instead approximate q by implementing a common
model of thermal conduction. This is to say that we assume that the heat flux density is proportional to the
temperature gradient
q = −κ∇T.

(5)

In a plasma, charged particles move much more rapidly along magnetic field lines than perpendicularly
to them. Knowing this, one would expect the thermal conductivity to be highly anisotropic. Changing q
accordingly, one defines parallel and perpendicular thermal conduction coefficients, κk and κ⊥ , such that


q = − κk b̂b̂ + κ⊥ (I − b̂b̂) · ∇T

(6)

where b̂ is the local direction of the magnetic field.
In Ref. 2, Braginskii derived these coefficients for high collisionality plasmas, namely, collision lengths
much shorter than gradient scale lengths of T along magnetic field lines. Here, collisions refers to the
effect of binary Coulomb interactions between charged particles. However, high-temperature plasmas in
today’s magnetic confinement experiments are in a moderate to low regime of collisionality, when kinetic
effects become important. The Braginskii regime can approximate this by using a large ratio of parallel to
perpendicular conductivity, κk /κ⊥ >> 1.
Using the Braginskii closure our temperature evolution equation may be rewritten as


3 dT
n
= ∇ · κ⊥ · ∇T + (κk − κ⊥ )b̂b̂ · ∇T + Q.
2 dt

(7)

While this closure provides a good approximation, the correct approach is to solve the kinetic equation
for arbitrary collisionality, and then compute the heat flow closure as defined in Eq. (4).

Numerical Methods
The result of discretizing the temperature evolution equation in time using a θ-centered implicit finite
difference scheme is
3
n∆T − ∇ · (θ∆tκ⊥ ∇∆T + θ∆t(κk − κ⊥ )b̂b̂ · ∇∆T ) = ∆t∇ · (κ⊥ ∇T k + (κk − κ⊥ )b̂b̂ · ∇T k ) + ∆tQ (8)
2
where ∆t is the time step, and ∆T ≡ T k+1 − T k where k denotes the k th time step. θ ranges from 0 to
1 where θ = 0 corresponds to the explicit formulation and θ = 1 corresponds to the implicit formulation.
Alternatively, we can formulate the temperature evolution equation using a mixed finite element method
(MFEM). The MFEM introduces an independent auxiliary scalar variable that is separately defined, but
solved for simultaneously with the original temperature equation. This is advantageous because the large
parallel heat conduction term can be separated out and, by choosing the scaling parameters appropriately,
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solved for such that the numerical efficiency is improved. The two equations used in NIMROD’s version of
the MFEM are
√
3
n∆T − ∇ · (θ∆tκ⊥ ∇∆T − κ0 θ∆tq̄k B) = ∆t∇ · (κ⊥ ∇T k ) + ∆tQ
2
r
√
B 2 κ20 q̄k
∆t
+ κ0 θ∆tB · ∇∆T = −κ0
B · ∇T k .
κk − κ⊥
θ

(9)
(10)

Using values for κ0 that are on the order of n(κk − κ⊥ )1/4 , the norms of the solution vectors for the
spatially-discretized q̄k and ∆T are closer to being of the same order of magnitude and numerical efficiency
is gained.
Equations (8) and (9) are both implemented in NIMROD by multiplying them by test functions αi (x, y)e−inz ,
and integrating the result over the domain. NIMROD uses a two-dimensional finite-element (FE) basis in
the x − y plane (taken from the same set as the test functions) and a Fourier series expansion in the z
direction:

N 
X
inz
∗
−inz
T (x, y, z) = T0 (x, y) +
Tn (x, y)e + Tn (x, y)e

(11)

n=1

Tn =

X

Tn,j αj (x, y), n ≥ 0.

(12)

j

Following the spirit of the MFEM, the fidelity of the temperature evolution equation can be improved
further using the Braginskii closure for the perpendicular component of heat conduction, but implementing
a kinetic closure for the parallel component:
Z
m
dvv 2 vk f.
(13)
qk =
2
By so doing the long mean free path effects of particles streaming along the magnetic field are incorporated. This also captures the effect of a population of particles which are trapped in the magnetic wells that
exist along field lines from the outside to the inside of devices like the tokamak. Both of these limit the heat
transport and therefore affect the temperature equilibration. However, this does require a separate kinetic
equation solver to be used which is computationally very expensive, since it adds two more independent
velocity-space variables to the problem.

Benchmark Case
A benchmark case was studied to compare these three methods of closing for the parallel heat flow. The
case was adapted from a test in Ref. 1 which demonstrated the spatial convergence achieved by using a twodimensional FE representation. Our adaptation consisted of two parts. The first generated the appropriate
magnetic field, and the second used this magnetic field while marching the temperature evolution equation
toward the steady state.
The test assumes that everything is uniform along the z axis and that the x − y domain consists of the
unit square centered at the origin such that −0.5 ≤ x, y ≤ 0.5. NIMROD represents the domain using a
rectangular FE grid as seen in Fig. 1.
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Figure 1: NIMROD’s spatial grid for our test
problem with h = 0.125.

An electric field of the form
E(x, y) = − cos(πx) cos(πy)ẑ

(14)

is imposed on the plasma to generate a steady magnetic field once the electric driving force is balanced by
resistance. Using Ampere’s law
E
−µ0 ≈ ∇ × B
(15)
η
the time-independent magnetic field is solved to be
µ0
[− cos(πx) sin(πy)x̂ + sin(πx) cos(πy)ŷ].
(16)
B=
2πη
In addition to the electric field, the heat source
Q(x, y) = π 2 cos(πx) cos(πy)

(17)

is applied. The plasma density is set to be artificially large in order to prevent the development of any flow
velocity that would contribute to energy flow apart from diffusion. Analytically, the magnetic field satisfies
B · ∇Q = 0.
Thus the magnetic flux surfaces, which are everywhere tangential to B, exactly follow the heat source
contours. Our case tests the numerical resolution of this fact.
Having generated the desired magnetic field, the second part of the test consisted of resetting the number
density and temperature to realistic values while holding the magnetic field and pressure constant in time.
The temperature was then evolved to the steady state and the relative error between the analytical solution
and the numerical result was computed at the center of the domain.
Due to anisotropic heat conduction, heat is expected to flow tangential to the magnetic surfaces and
result in temperature contours that exactly follow the magnetic flux surfaces. However, in cases that are
spatially under-resolved this does not hold true. Because the magnetic field does not follow the FE grid,
when the ratio of parallel to perpendicular conduction is large (> 104 ), B · ∇T 6= 0 numerically and parallel
transport shows up as perpendicular transport. This error leads to enhanced conduction across the magnetic
field and results in a lower temperature at the origin.
In order to quantify this error for each of the numerical methods presented here, the convergence test
found in Ref. 1 was followed. A scan in h-type convergence was done for three different polynomial degree
FE bases using the standard Braginskii closure, and a third order polynomial degree FE basis using the
Braginskii closure with the mixed auxiliary scalar, q̄k , and the kinetic closure. The ratio of κk /κ⊥ = 109 was
used for all of the cases.
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Results
Figures 2 and 3 show the magnetic flux surfaces (left) and temperature contours (right) for a spatially
resolved case. Figure 4 is a comparison of the h-type convergence of the Braginskii closure (standard), the
Braginskii closure with a mixed auxiliary scalar (mixed), and the kinetic closure.

Figure 2: Magnetic flux surfaces plot for the
adapted benchmark test using the MFEM algorithm with FE polynomial degree 3, grid spacing
h = 0.125, and κk /κ⊥ = 109 .

Figure 3: Steady state temperature contour plot
for the adapted benchmark test using the MFEM
algorithm with FE polynomial degree 3, grid
spacing h = 0.125, and κk /κ⊥ = 109 .

Figure 4: Comparison of the error in the steady
state temperature in the benchmark test for
anisotropic thermal conduction using κk /κ⊥ =
109 . Note the substantial increase in accuracy
achieved by using the mixed and kinetic closures
which better represent B · ∇T .
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Conclusions and Further Investigation
In this study the formulation and implementation of three different numerical algorithms for the treatment
of anisotropic thermal transport were presented. An h-type convergence study was performed for different
polynomial degree bases of the FE representation in the standard Braginskii closure algorithm, and for the
third order polynomial degree FE basis using the Braginskii closure with the mixed auxiliary scalar, q̄k ,
and the kinetic closure. As seen in Fig. 4, convergence rates are presented for each algorithm showing a
reduction in error as the grid size is reduced at fixed polynomial degree. It should be noted that accuracy
increases dramatically with an increase in the polynomial degree of the FE basis as found in Ref. 1. More
importantly however, we note the increase in accuracy due to using the mixed finite element and kinetic
closures. This means that accurate results may be obtained by using these algorithms without having to
incur the computational expense that comes with extremely high polynomial degree.
Further work will focus on using the mixed finite-element algorithm and the kinetic algorithm to assess
the importance of free-streaming and particle trapping effects on parallel heat transport in high-temperature,
magnetized plasmas in physically relevant geometries such as the tokamak. These efforts are aimed at furthering the present understanding of heat transport to assist in the international effort to achieve economically
viable controlled thermonuclear fusion as a power source.
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