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Abstract
Persistent homology studies the birth and death of cycles in a parameterized family
of spaces. In this paper, we study the birth and death of cycles in a multifiltration of
a chain complex. The result is a multiparameter persistence diagram that is stable to
perturbations of the multifiltration.
1 Introduction
In this paper, we address the problem of multiparameter persistent homology intro-
duced by Carlsson and Zomorodian in 2009 [4]. One-parameter persistent homology
starts with a filtration Kr0 ⊆ Kr1 ⊆ · · · ⊆ Krn = K of a space K indexed by real
numbers. As the filtration parameter increases, cycles are born and cycles die. This
history of births and deaths is neatly described by a discrete invariant called its per-
sistence diagram or, equivalently, its barcode [8, 20]. The most important property of
the persistence diagram is that it is stable to arbitrary perturbations of the filtration.
This property is called bottleneck stability [1, 5, 6, 16]. In data analysis, there is often
a multifiltration on K that is of interest [4, 14]. A 2-filtration of K is a diagram of
inclusions of the following type indexed by pairs of real numbers:
Krn,s0 Krn,s1 · · · Krn,sm = K
· · · · · · · · · · · ·
Kr1,s0 Kr1,s1 · · · Kr1,sm
Kr0,s0 Kr0,s1 · · · Kr0,sm .
An n-filtration of K is the generalization of this idea to n parameters. The problem
of multiparameter persistent homology is that of understanding the birth and death
of cycles in an n-filtration. The goal is a discrete invariant that neatly describes the
history of all births and deaths. This discrete invariant should generalize the persistence
diagram of the one-parameter setting and satisfy bottleneck stability.
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Our results. We use the poset Rn, where u 6 v whenever all n coordinates satisfy
ui 6 vi, to index our n-filtrations. Fix a skeletally small abelian category A. An
n-filtration, for us, is a functor F : Rn → Ch(A) into the category of chain complexes
over A such that for all u 6 v, F(u 6 v) is a monomorphism. We require that the data
of F is finite and arranged along a grid-like pattern on Rn as illustrated in the diagram
above. There are two main contributions in this paper:
• We generalize the persistence diagram to the multiparameter setting; see Defi-
nition 5.1. Our persistence diagram is a set of pairs u 6 v in Rn each with a
non-negative multiplicity. This set can be visualized as a (2n − 2)-dimensional
subset of Rn × Rn.
• We prove bottleneck stability. If two n-filtrations F and G are ε-interleaved,
then the bottleneck distance between their persistence diagrams is at most ε; see
Theorem 7.5.
We believe our persistence diagram is equivalent to the invariant studied by Lesnick
and Wright [15]. The advantage of our framework is that gives a tighter bound for
stability.
Previous work. Zomorodian and Carlsson introduced an algebraic framework [20]
for the then newly emerging ideas of persistent homology [3, 8, 9, 11, 18]. Apply ho-
mology with coefficients in some field k to a filtration K1 ⊆ K2 ⊆ · · · ⊆ Kn = K indexed
by the integers. Interpret the resulting object as a graded module ⊕i∈ZVi over the PID
k[t] which is itself graded by the degree of each polynomial. The classification theorem
for finitely generated modules over a PID now applies. The persistence diagram is de-
fined as its list of indecomposables. In [4], it was shown that the same approach applied
to the n-parameter setting does not produce a good theory. There are at least two
reasons for this. The classification theorem does not apply here because the resulting
object is an n-graded module over the n-graded ring k[t1, · · · , tn] which is not a PID.
Under reasonable assumptions, one may still talk about indecomposables but they are
hard to interpret as births and deaths of cycles.
Cohen-Steiner, Edelsbrunner, and Harer [6] gave a very different but equivalent
definition for the persistence diagram. Apply homology with coefficients in some field
k to a filtration Kr0 ⊆ Kr1 ⊆ · · · ⊆ Krn = K indexed by real numbers. For all pairs of
real numbers r 6 s, record the rank of the image of the map Hd(Kr)→ Hd(Ks). Define
the persistence diagram as the Mo¨bius inversion of this rank function. This approach
suggests an alternative algebraic framework. In [17], we show that any functor F :
R→ C to a skeletally small symmetric monoidal category C has, under some finiteness
conditions, a well defined persistence diagram. Furthermore if C is abelian, then this
generalized persistence diagram satisfies bottleneck stability [16]. Our approach is a
further development of this algebraic framework.
Lesnick and Wright [15] reduce the problem of multiparameter persistent homology
to the 1-parameter setting by looking at all affine lines with positive slope in Rn.
Associated to each such line is a 1-filtration for which there is a persistence diagram.
The persistence diagram is a 0-dimensional subset of R×R. Since the space of all such
lines is (n− 1)-dimensional, the individual persistence diagrams sweep out a (2n− 2)-
2
dimensional subset of Rn×Rn. Although our construction is very different from theirs,
we arrive at the same invariant. The advantage of our framework is that it offers a
tighter statement of stability.
Acknowledgments. Gregory Henselman visited the authors at Colorado State
University in spring 2018. This conversation later inspired our idea of the birth-death
object (see Definition 4.3) as a natural extension of the combinatorial theory of 1-
parameter persistent homology over a field. This was first introduced in the language
of matroids in [12, 13], and, more recently, in the language of order-lattices and exact
categories shared in a personal correspondence.
This material is based upon work supported by the National Science Foundation
under Grant No. 1717159.
2 Preliminaries
We are developing a theory of multiparameter persistent homology over an arbitrary
skeletally small abelian category A. We use this section to develop some language
for two key constructions on A used throughout this paper. There are many great
introductions to abelian categories; see for example [10].
Fix an object D ∈ A. Let us say two monomorphisms a : A ↪→ D and b : B ↪→ D
are equivalent if there is an isomorphism i : A → B such that bi = a. A subobject of
D is an equivalence class of monomorphisms into D. Since A is skeletally small, the
collection of subobjects of D is a set which we denote by SA(D). We say a 6 b if there
is a morphism j : A → B such that bj = a. This makes SA(D) a bounded poset with
0 : 0 → D its minimal element and id : D → D its maximal element. Furthermore,
SA(D) is a bounded lattice. The meet or intersection of two subobjects a and b is
their limit:
A ∩ B
A D B.
ιA ιB
a∩b
a b
The join or union of two subobjects a and b is the universal morphism a∪b : A∪B→ D
from the colimit of A ∩ B ↪→ A and A ∩ B ↪→ B to D:
A A ∩ B B
A ∪ B
D.
ρA
a
ρB
b
a∪b
Another construction we require is the Grothendieck group of A. The Grothendieck
group G(A) of a skeletally small abelian category A is the abelian group generated by
the isomorphism classes [A] of objects A ∈ A and a relation [B] = [A] + [C] for every
short exact sequence 0 → A → B → C → 0. There is a natural translation invariant
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partial ordering on G(A). For two elements α,β ∈ G(A), α 6 β if there is an object C
such that β−α = [C]. If α 6 β and γ any element, then α+ γ 6 β+ γ. For example,
if A is the category Q-mod of finite dimensional Q-vector spaces, then G(Q-mod) ∼= Z
with the usual ordering on the integers. A Q-vector space A maps to its rank in
G(Q-mod). If A is the category Ab of finitely generated abelian groups, then G(Ab) is
also isomorphic to Z with the usual ordering. A finitely generated abelian group A
maps to its rank in G(Ab). Note that in the first case, the Grothendieck group preserves
the isomorphism type of the object whereas in the second case information, namely
torsion, is lost.
Any two subobjects a : A ↪→ D and b : B ↪→ D fit into a short exact sequence
as follows. Consider the following diagram where the dashed arrows come from the
universal properties of a biproduct:
A
A ∩ B A⊕ B A⊕ B A ∪ B
B.
ρAιA
−idB◦ιB
µ ν
ρB
The morphism µ is a monomorphism and ν is an epimorphism giving us the short
exact sequence
0 A ∩ B A⊕ B A ∪ B 0.µ ν
For example in the setting of Q-vector spaces, µ : x 7→ (x,−x) and ν : (x,y) 7→ x + y.
The corresponding relation
[
A ∩ B] + [A ∪ B] = [A⊕ B] in G(A) can be rewritten as
an inclusion-exclusion formula[
A ∪ B] = [A]+ [B]− [A ∩ B] (1)
3 Multifiltrations
We start by describing what we mean by a multifiltration. An arbitrary multifiltration
can be infinitely complicated. The theory we describe here applies to the setting of
finitely constructed or constructible multifiltrations.
Let R be the real line with the usual total ordering 6. We use r < s to mean r 6 s
and r 6= s. For any natural number n, the n-fold product of R is the poset
Rn :=
{
u = (u1, . . . ,un) : ui ∈ R
}
where u 6 v whenever ui 6 vi for all 1 6 i 6 n.
Let A be a skeletally small abelian category. Denote by Ch(A) the category whose
objects are chain complexes of objects in A
A• : · · · A1 A0 A−1 · · ·∂1 ∂0 ∂−1
and whose morphisms are chain maps A• → B•.
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Definition 3.1: An n-filtration is a functor F : Rn → C(A) such that for all u 6 v,
F(u 6 v) is a monomorphism.
Example 3.2: Let (X,d1) be a finite metric space. The Vietoris-Rips complex of
(X,d1) at a real parameter r > 0 is the simplicial complex
Ripsr(X,d1) :=
{
σ ⊆ X : ∀x,y ∈ σ,d1(x,y) 6 r
}
.
For all r 6 s, Ripsr(X,d1) is a subcomplex of Ripss(X,d1). Now suppose we have n
metrics (X,d1, . . . ,dn). For a vector u ∈ Rn, let
Ripsu(X,d1, . . . ,dn) :=
n⋂
i=1
Ripsui(X,di).
For all u 6 v in Rn, Ripsu(X,d1, . . . ,dn) is a subcomplex of Ripsv(X,d1, . . . ,dn).
This gives us an n-filtration of simplicial complexes which generates, using say rational
coefficients, an n-filtration F : Rn → Ch(Q-mod) of chain complexes.
Example 3.3: Let (X,d1) be a finite metric space. For an element x ∈ X and a value
r > 0, let Br(x,d1) := {x ′ ∈ X : d1(x, x ′) 6 r}. The Cˇech complex of (X,d1) at a real
parameter r > 0 is the simplicial complex
Cechr(X,d1) :=
{
σ ⊆ X :
⋂
x∈σ
Br(x,d1) 6= ∅
}
.
For all r 6 s, Cechr(X,d1) is a subcomplex of Cechs(X,d1). Now suppose we have n
metrics (X,d1, . . . ,dn). For a vector u ∈ Rn, let
Cechu(X,d1, . . . ,dn) :=
n⋂
i=1
Cechui(X,di).
For all u 6 v in Rn, Cechu(X,d1, . . . ,dn) is a subcomplex of Cechv(X,d1, . . . ,dn).
This gives us an n-filtration of simplicial complexes which generates, using rational
coefficients, an n-filtration F : Rn → Ch(Q-mod) of chain complexes.
Example 3.4: Let f1 :M→ R be a Morse function. For a value r ∈ R, let M1(r) :=
{m ∈ M : f1(m) 6 r}. For all r 6 s, M1(r) ⊆ M1(s). Now suppose we have n Morse
functions {f1, · · · , fn :M→ R}. For a vector u ∈ Rn, let
M(u) :=
n⋂
i=1
Mi(ui).
For all u 6 v in Rn, M(u) ⊆ M(v). This gives us an n-filtration of spaces which
generates, using rational coefficients, an n-filtration F : Rn → Ch(Q-mod).
Definition 3.5: A grid is a finite subposet Sn ⊆ Rn where S = {s1 < · · · < sk} is
any finite subposet of R. Denote by |Sn| the set of all u ∈ Rn such that ui ∈ S for
some 1 6 i 6 n.
The set |Sn| is the set of all points in Rn that lie on the grid lines formed by Sn.
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Figure 1: Let S := {a,b, c,d} ⊆ R and S2 ⊆ R2 be the grid {a,b, c,d} × {a,b, c,d}. For any S2-
constructible 2-filtration F and any arrow u 6 v that does not cross a grid line, F(u 6 v) is an
isomorphism. The arrow above must be isomorphism.
Definition 3.6: Let Sn ⊆ Rn be a grid. A n-filtration F : Rn → Ch(A) is Sn-
constructible if the following condition is satisfied:
• F(u 6 v) is an isomorphism if for all 1 6 i 6 n, there does not exist an s ∈ Sn
such that ui < si 6 vi.
• For s ∈ Sn maximal, F(s) is an acyclic chain complex.
An n-filtration F : Rn → Ch(A) is constructible if there is a grid Sn such that F is
Sn-constructible. See Figure 1.
The requirement that F(s) be acyclic ensures that every cycle in the filtration even-
tually becomes a boundary. If an n-filtration F is Sn-constructible or Tn-constructible,
then it is constructible with respect to (S ∪ T)n. If Sn ⊆ Tn, then we say Tn is a re-
finement of Sn.
Example 3.7: Let (X,d1) be a finite metric space. As we increase the parameter
r > 0, the Vietoris-Rips complex Ripsr(X,d1) changes isomorphism type at a finite set of
values S1 ⊆ R. Now consider n metrics (X,d1, . . . ,dn). If we let S := S1∪· · ·∪Sn, then
the n-filtration F : Rn → Ch(Q-mod) generated by Ripsu(X,d1, . . . ,dn) is constructible
with respect to the grid Sn. We require F(s), where s ∈ Sn is maximal, be a reduced
chain complex.
Example 3.8: Let (X,d1) be a finite metric space. As we increase the parameter
r > 0, the Cˇech complex Cechr(X,d1) changes isomorphism type at a finite set of values
S1 ⊆ R. Now consider n metrics (X,d1, . . . ,dn). If we let S := S1 ∪ · · · ∪ Sn, then the
n-filtration F : Rn → Ch(Q-mod) generated by Cechu(X,d1, . . . ,dn) is constructible
with respect to the grid Sn. We require F(s), where s ∈ Sn is maximal, be a reduced
chain complex.
Example 3.9: Unfortunately, the n-filtration F constructed from n Morse functions
{f1, · · · , fn : M → R} is not constructible with respect to a grid. However, we may
approximate F by an arbitrarily close constructible n-filtration.
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4 Birth and Death
If an n-filtration F is constructible with respect to a grid, then F(u 6 v) is an isomor-
phism for all sufficiently large u ∈ Rn. We denote by F(∞) the chain complex F(u), for
any sufficiently large u ∈ Rn. In other words, let F(∞) be the colimit of F which exists
since the data of F is finite and all abelian categories have finite limits and colimits.
For all u 6 v, there are canonical monomorphisms that make the following diagram
commute:
F(u) F(v)
F(∞).
F(u6v)
For all d ∈ Z and for all u ∈ Rn, consider the subobjects ZFd(u) := ker∂d(u) ↪→
Fd(∞) and BFd(u) := im ∂d+1(u) ↪→ Fd(∞). For all u 6 v, F induces canonical
monomorphisms making the following diagram commute:
BFd(u) ZFd(u)
BFd(v) ZFd(v)
BFd(∞) ZFd(∞)
Fd(∞).
If F(u 6 v) is an isomorphism, then ZFd(u) = ZFd(v) and BFd(u) = BFd(v) as
subobjects of Fd(∞). Since F is constructible, the two sets of subobjects{
ZFd(u) ↪→ Fd(∞)}u∈Rn {BFd(u) ↪→ Fd(∞)}u∈Rn
are both finite. Of special interest is the subobject ZFd(u) ∩ BFd(v) ↪→ Fd(∞) for
every pair u 6 v. This subobject represents d-cycles that are born by u and die
by v.
We now develop language that will allow us to talk about the assignment to every
pair u 6 v d-cycles that are born by u and die by v. For a real value ε > 0, denote by
~ε the vector (ε, ε, · · · , ε) ∈ Rn.
Definition 4.1: Let Dgm(Rn) :=
{
(u, v) ∈ Rn × Rn : u 6 v} where (u, v) 6 (w, x)
if ∃ε, δ > 0 such that u = w − ~ε and v = x − ~δ; see Figure 2. We speak of elements
I = (u, v) in Dgm(Rn) as bars. Give a grid Sn ⊆ Rn, let Dgm(Sn) := {(u, v) ∈
Dgm(Rn) : u, v ∈ |Sn|}.
We say a bar (u, v) ∈ Dgm(Sn) is covered by a bar (w, x) ∈ Dgm(Sn), denoted
(u, v) l (w, x), if there does not exist a bar (u ′, v ′) ∈ Dgm(Sn) such that (u, v) <
(u ′v, ′ ) < (w, x). Note that every (u, v) ∈ Dgm(Sn) is covered by at most two bars.
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Figure 2: Above are three bars (u, v), (w, x), and (y, z) in Dgm(R2). We have (u, v) 6 (w, x)
because u = w − ~ε for some ε > 0 and v = x − ~δ for some δ > 0. The third bar (y, z) is not
comparable with (u, v) and (w, x).
This is because the line of slope 1 through u intersects |Sn| finitely many times and
the line of slope 1 through v intersects |Sn| finitely many times. This makes Dgm(Sn)
locally finite. That is for all I 6 K in Dgm(Sn), the set {J ∈ Dgm(Sn) : I 6 J 6 K} is
finite.
Remark 4.2: Perhaps a more natural partial ordering on the set Dgm(Rn) is the
restriction of the product partial ordering on Rn × Rn. That is, (u, v) 6 (w, x) if
u 6 w and v 6 x. With this partial ordering, it is no longer the case that any
(u, v) ∈ Dgm(Sn) is covered by at most two elements. As a result, Proposition 5.2 fails
and we can no longer claim positivity (Corollary 5.3) of the Mo¨bius inversion of the
rank function. Positivity is crucial for our proof of bottleneck stability.
Definition 4.3: Let F be an Sn-constructible n-filtration. The d-dimensional birth-
death object associated to any (u, v) ∈ Dgm(Rn) is the subobject
ZBFd(u, v) := ZFd(u) ∩BFd(v) ↪→ Fd(∞).
The rank function of F is the map Fd : Dgm(Rn) → G(A) that assigns to each bar
(u, v) the corresponding element [ZBFd(u, v)] ∈ G(A) in the Grothendieck group of A.
5 Mo¨bius Inversion
Fix an Sn-constructible n-filtration F. Its rank function Fd assigns to each bar I ∈
Dgm(Rn) the rank of its birth-death object ZBFd(I). In this section, we define the
persistence diagram of F as the derivative ∂Fd of its rank function. The derivative of
the rank function at a bar I ∈ Dgm(Rn) measures the amount by which Fd changes
at I. This derivative is formally expressed as the Mo¨bius inversion of Fd; see [19].
Recall that Dgm(Sn) is a locally finite poset.
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Consider integer matrices α : Dgm(Sn) × Dgm(Sn) → Z. The incidence algebra
A
(
Dgm(Sn)
)
consists of matrices α such that α(I, J) = 0 unless I 6 J. The multiplica-
tion of two matrices α and β is
(αβ)(I,K) =
∑
J
α(I, J)β(J,K) =
∑
I6J6K
α(I, J)β(J,K).
The set A
(
Dgm(Sn)
)
is closed under multiplication, addition, and scalar multiplication.
A matrix that is of particular interest is the zeta function of Dgm(Sn) defined as
ζ(I, J) =
{
1 if I 6 J
0 otherwise.
The zeta function is invertible. That is, there is a matrix µ such that 1 = µζ = ζµ
where 1 is the identity matrix. For µζ = 1, it must be that∑
I6J6K
µ(I, J) =
{
1 if I = K
0 otherwise.
For ζµ = 1, it must be that ∑
I6J6K
µ(J,K) =
{
1 if I = K
0 otherwise.
Such a matrix can be realized by defining µ inductively. Let µ(I, I) := 1, µ(I,K) := 0
for I  K, and
µ(I,K) := −
∑
I6J<K
µ(I, J).
The matrix µ is the Mo¨bius function for Dgm(Sn) which, in this case, turns out to
be particularly simple. For all bars K ∈ Dgm(Sn), µ(I,K) is non-zero for at most four
bars. Of course, µ(K,K) = 1. For any J l K, µ(J,K) = −1 and there are at most two
such bars. If K covers two distinct bars J1 and J2, then there is a unique third bar J3
such that J3 l J1 and J3 l J2 and so µ(J3,K) = 1. Otherwise, µ(I,K) = 0.
We now come back to our Sn-constructible n-filtration F and its rank function
Fd. Denote by FSd the restriction of Fd to Dgm(Sn). There is a unique function
∂FSd : Dgm(Sn)→ G(A) such that
FSd(K) =
∑
J6K
∂FSd(J) (2)
for all K ∈ Dgm(Sn). This function is gotten by multiplying the rank function with
the Mo¨bius function:
∂FSd(K) :=
∑
J6K
µ(J,K)FSd(J). (3)
Equation 2 is easily checked by observing
∑
J6K
µ(J,K)
∑
I6J
∂FSd(I)
 =∑
I6K
FSd(I)
 ∑
I6J6K
µ(J,K)
 .
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The inner sum on the right is zero unless I = K in which case it is 1. Extend ∂FSd
to ∂Fd : Dgm(Rn) → G(A) by setting ∂Fd(I) = 0 for all I /∈ Dgm(Sn). For all
J ∈ Dgm(Rn), the Mo¨bius inversion formula is satisfied:
Fd(J) =
∑
I6J
∂Fd(I). (4)
By constructibility of F, the function ∂Fd is invariant to refinements of the grid Sn.
Definition 5.1: The d-dimensional persistence diagram of a constructible n-
filtration F is the the Mo¨bius inversion ∂Fd : Dgm(Rn) → G(A) of its rank function
Fd : Dgm(Rn)→ G(A).
Proposition 5.2: Let F be a constructible n-filtration and ∂Fd its persistence dia-
gram. For all K ∈ Dgm(Rn),
∂Fd(K) =
[
ZBFd(K)⋃
J∈Dgm(Rn):J<K ZBFd(J)
]
.
Proof. Suppose F is Sn-constructible. If it enough to prove the statement for the locally
finite poset Dgm(Sn). By definition of ∂FSd and FSd, we have
∂FSd(K) =
∑
I6K
µ(I,K)FSd(I) =
∑
I6K
µ(I,K)
[
ZBFd(I)
]
.
There are at most four bars I such that µ(I,K) 6= 0.
Case 1: Suppose K is minimal. That is, suppose there are no bars covered by K. Then
µ(K,K) = 1 and µ(I,K) = 0 for all I 6= K. We have ∂FSd(K) =
[
ZBFd(K)
]
proving our
claim.
Case 2: Suppose there is one bar JlK. Then µ(K,K) = 1, µ(J,K) = −1, and µ(I,K) = 0
for all other bars I. We have ∂FSd(K) =
[
ZBFd(K)
]
−
[
ZBFd(J)
]
=
[
ZBFd(K)
ZBFd(J)
]
proving
our claim.
Case 3: Suppose there are two distinct bars J1, J2 l K. Then there is a unique bar
J3 such that J3 l J1 and J3 l J2. We have µ(K,K) = 1, µ(J1,K) = µ(J2,K) = −1,
µ(J3,K) = 1, and µ(I,K) = 0 for all other bars I. This means
∂FSd(K) =
[
ZBFd(K)
]
−
[
ZBFd(J1)
]
−
[
ZBFd(J2)
]
+
[
ZBFd(J3)
]
.
If K = (w, x), then J1 = (w, v), J2 = (u, x) for some u, v ∈ Sn making J3 = (u, v). By
definition of the birth-death object,
ZBFd(w, v) ∩ ZBF(u, x) = ZFd(w) ∩BFd(v) ∩ ZFd(u) ∩BFd(x).
Since u 6 w and v 6 x in Sn, we have ZBFd(w, v) ∩ ZBFd(u, x) = ZBFd(u, v) and
therefore
∂FSd(K) =
[
ZBFd(K)
]
−
[
ZBFd(J1)
]
−
[
ZBFd(J2)
]
+
[
ZBFd(J1) ∩ ZBF(J2)
]
.
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Figure 3: A constructible 2-filtration of the 2-simplex.
By Equation 1,
∂FSd(K) =
[
ZBFd(K)⋃
J∈Dgm(Sn):JlK ZBFd(J)
]
.
For all bars I ∈ Dgm(Rn), ∂Fd(I) represents d-cycles born at u and dead at v.
The following corollary is an immediate consequence of Proposition 5.2.
Corollary 5.3: (Positivity) Let F be a constructible n-filtration and ∂Fd its persis-
tence diagram. Then ∂Fd(I) > 0 for all I ∈ Dgm(Rn).
Example 5.4: Consider the 2-filtration of the 2-simplex in Figure 3. The 2-filtration
of simplices gives rise to a 2-filtration of chain complexes F : R2 → Ch(Q-mod). The
persistence diagram ∂F1 is valued 1 on all pairs u 6 v where u is any point on the
blue curve and v is any point on the red curve. Thus the persistence diagram can be
visualized as a 2-dimensional subset of R2 × R2
Remark 5.5: Consider the special case where n = 1 and A is the category of finite
dimensional k-vector spaces, for some field k. In this case, the expression in Proposition
5.2 first arose from the lattice-theoretic characterization of persistent homology in the
language of matroids [12, Proposition 10] and later canonical forms [13, Propositions
5.2.5 and 9.2.2].
6 Towards Stability
We now define the interleaving distance between n-filtrations and the bottleneck dis-
tance between persistence diagrams.
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6.1 Interleaving Distance
For any ε > 0, let ~ε := (ε, ε, · · · , ε) ∈ Rn. Define Rn ×ε {0, 1} as the poset with the
partial ordering (u, t) 6 (v, s) whenever u+ |t− s|~ε 6 v. Let ι0, ι1 : Rn → Rn ×ε {0, 1}
be poset inclusions given by ι0(u) := (u, 0) and ι1(u) := (u, 1).
Definition 6.1 ([14]): Two n-filtrations F and G are ε-interleaved if there is an
ε > 0 and a functor Φ that makes the following diagram commute up to a natural
isomorphism:
Rn ×ε {0, 1}
Rn Rn
Ch(A).
Φ
ι0
F
ι1
G
The interleaving distance dI(F,G) between F and G is the infimum over all ε >
0 for which F and G are ε-interleaved. If the infimum does not exist, then we say
dI(F,G) = ∞. If both F and G are constructible and ε = dI(F,G) < ∞, then F and G
are ε-interleaved.
Example 6.2: Let (X,d1, · · · ,dn) and (X,d ′1, · · · ,d ′n) be two sets of n metrics on
a finite set X. Suppose |di(x, x
′) − d ′i(x, x
′)| 6 ε for all 1 6 i 6 n and for all x, x ′ ∈
X. If F is the n-filtration induced by Rips(X,d1, · · · ,dn) and G is the n-filtration
induced by Rips(X,d ′1, · · · ,d ′n), then F and G are ε-interleaved. The same is true for
Cech(X,d1, · · · ,dn) and Cech(X,d ′1, · · · ,d ′n).
Let Φ be an ε-interleaving between F and G. For all u ∈ Rn, let α(u) : F(u) →
G(u + ~ε) be the morphism Φ
(
(u, 0) 6 (u + ~ε, 1)
)
and let β(u) : G(u) → F(u + ~ε) be
the morphism Φ
(
(u, 1) 6 (u + ~ε, 0)
)
. Both α(u) and β(u) are monomorphisms. For
all u 6 v, Φ induces the following commutative diagram of solid arrows:
F(u) F(v) G(u) G(v)
G(u+~ε) G(v+~ε) F(u+~ε) F(v+~ε)
G(∞) F(∞).
α(u) α(v) β(u) β(v)
µ
∼=
By the universal property of the colimit, there is a unique isomorphism µ that makes
everything commute. The above diagram leads to the following commutative diagram
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Figure 4: An illustration of the poset relation on Rn ×ε [0, 1].
of birth-death objects:
ZBFd(u, v) ZBGd(u+~ε, v+~ε) ZBFd(u+ 2~ε,V + 2~ε)
Fd(∞) Gd(∞) Fd(∞).µ∼= µ−1∼=
Proposition 6.3 (Interpolation [2]): Let F and G be two n-filtrations that are ε-
interleaved. Then there is a 1-parameter family of n-filtrations
{
K(t)
}
t∈[0,1] such that
K(0) ∼= F, K(1) ∼= G, and dI
(
K(t),K(s)
)
6 ε|t − s| for all t, s ∈ [0, 1]. Furthermore if F
and G are constructible, then K(t) is constructible for all t ∈ [0, 1].
Proof. Let F and G be ε-interleaved by Φ as in Definition 6.1. Define Rn ×ε [0, 1]
as the poset with the ordering (u, t) 6 (v, s) whenever u + ~ε|t − s| 6 v. Note that
Rn ×ε {0, 1} naturally embeds into Rn ×ε [0, 1] via ι : (v, t) 7→ (v, t). See Figure 4.
Finding
{
K(t)
}
t∈[0,1] is equivalent to finding a functor Ψ that makes the following
diagram commute up to a natural isomorphism:
Rn ×ε {0, 1} C
Rn ×ε [0, 1].
Φ
ι Ψ
This functor Ψ is the right Kan extension of Φ along ι for which we now give an
explicit construction. For convenience, let P := Rn×ε {0, 1} and Q := Rn×ε [0, 1]. For
(u, t) ∈ Q, let P ↑ (u, t) be the subposet of P consisting of all elements (u ′, t ′) ∈ P
such that (u, t) 6 (u ′, t ′). The poset P ↑ (u, t), for any u ∈ Rn and t /∈ {0, 1}, has two
minimal elements: (u+~εt, 0) and
(
u+~ε(1−t), 1
)
. For t ∈ {0, 1}, the poset P ↑ (u, t) has
one minimal element, namely (u, t). Let Ψ(u, t) := limΦ|P↑(u,t). For (u, t) 6 (v, s),
the poset P ↑ (v, s) is a subposet of P ↑ (u, t). This subposet relation allows us to define
the morphism Ψ
(
(u, t) 6 (v, s)
)
as the universal morphism between the two limits. For
a fixed t ∈ [0, 1] and for all u 6 v, Ψ(u 6 v, t) is a monomorphism making Ψ(·, t) an
n-filtration. Note that Ψ(·, 0) is isomorphic to F and Ψ(·, 1) is isomorphic to G.
13
Suppose F is Sn-constructible and G is Tn-constructible. We now argue that each
n-filtration K(t) := Ψ(·, t) is constructible. As we increase u while keeping t fixed,
the limit K(t)(u) changes only when one of the two minimal objects of P ↑ (u, t)
changes isomorphism type. This makes K(t) constructible with respect to the grid(
(S−~εt) ∪ (T −~ε(1 − t)))n.
6.2 Bottleneck Distance
We are now ready to define the bottleneck distance between persistence diagrams. But
first, we need to define a distance between bars in Dgm(Rn).
For any ε > 0, let ~ε := (ε, ε, · · · , ε) ∈ Rn. The ε-shrinking of a bar I = (u, v)
is the bar I−εε := (u + ~ε, v − ~ε). The ε-thickening of a bar I = (u, v) is the bar
Iε−ε := (u −~ε, v +~ε). Define the Hausdroff distance between two bars I, J ∈ Dgm(Rn)
as
dH(I, J) := inf
{
ε > 0 : I−ε−ε 6 J 6 Iεε
}
or, equivalently, dH(I, J) := inf
{
ε > 0 : J−ε−ε 6 I 6 Jεε
}
. If the infimum does not exist,
then we say dH(I, J) =∞. The radius of a bar I ∈ Dgm(Rn) is
dH(I) := sup
{
ε > 0 : I−εε ∈ Dgm(Rn)
}
.
The diagonal is the subposet
∆ :=
{
I ∈ Dgm(Rn) : dH(I) = 0
}
.
Let X,Y : Dgm(Rn) → G(A) be two non-negative functions. A matching between
X and Y is a non-negative function γ : Dgm(Rn)× Dgm(Rn)→ G(A) satisfying
X(I) =
∑
J∈Dgm(Rn)
γ(I, J) for all I ∈ Dgm(Rn) \ ∆
Y(J) =
∑
I∈Dgm(Rn)
γ(I, J) for all J ∈ Dgm(Rn) \ ∆.
Note that this definition allows for the matching of any non-zero bar to the diagonal.
The norm of a matching γ is
||γ|| := sup
I,J∈Dgm(Rn):γ(I,J) 6=0
dH(I, J).
Definition 6.4: The bottleneck distance between two non-negative and locally
finite functions X,Y : Dgm(Rn)→ G(A) is
dB(X,Y) := inf
γ
||γ||
where γ is a matching between X and Y. If the infimum does not exist, then we say
dB(X,Y) =∞.
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7 Stability
We now prove bottleneck stability. For any value r > 0 and any bar I ∈ Dgm(Rn), let
rI :=
{
J ∈ Dgm(Rn) : I−r−r 6 J 6 Irr
}
be the set of bars r-close to I. We call this set of bars the box of size r around I.
Proposition 7.1 (Box Formula): Let F be a constructible n-filtration and ∂Fd its
persistence diagram. For any r > 0 and any bar I ∈ Dgm(Rn) such that dH(I) > r,∑
J∈r+δI
∂Fd(J) =
[
ZBFd(I
r+δ
r+δ)
ZBFd(I
r+δ
−r−δ) ∪ ZBFd(I−r−δr+δ )
]
for all sufficiently small δ > 0.
Proof. Suppose F is Sn-constructible. We can rewrite the sum as∑
J∈r+δI
∂Fd(J) =
∑
J6Ir+δr+δ
∂Fd(J) −
∑
J6I−r−δr+δ
∂Fd(J) +
∑
J6I−r−δ−r−δ
∂Fd(J) −
∑
J6Ir+δ−r−δ
∂Fd(J)
which is correct if all four bars Ir+δr+δ, I
−r−δ
r+δ , I
−r−δ
−r−δ, and I
r+δ
−r−δ do not belong to
Dgm(Sn). This is guaranteed for all sufficiently small δ > 0. By Equation 2 and
Definition 4.3,∑
J∈r+δI
∂Fd(J) = Fd(Ir+δr+δ) − Fd(I
−r−δ
r+δ ) + Fd(I
−r−δ
−r−δ) − Fd(I
r+δ
−r−δ)
=
[
ZBFd(I
r+δ
r+δ)
]
−
[
ZBFd(I
−r−δ
r+δ )
]
+
[
ZBFd(I
−r−δ
−r−δ)
]
−
[
ZBFd(I
r+δ
−r−δ)
]
.
Since I−r−δ−r−δ < I
−r−δ
r+δ and I
−r−δ
−r−δ < I
r+δ
−r−δ,
ZBFd(I
−r−δ
r+δ ) ∩ ZBFd(Ir+δ−r−δ) = ZBFd(I−r−δ−r−δ).
Substitute to get[
ZBFd(I
r+δ
r+δ)
]
−
[
ZBFd(I
−r−δ
r+δ )
]
+
[
ZBFd(I
−r−δ
r+δ ) ∩ ZBFd(Ir+δ−r−δ)
]
+
[
ZBFd(I
r+δ
−r−δ)
]
.
By Equation 1, this sum is[
ZBFd(I
r+δ
r+δ)
ZBFd(I
r+δ
−r−δ) ∪ ZBFd(I−r−δr+δ )
]
.
Proposition 7.2 (Box Stability): Let F and G be two constructible n-filtrations and
∂Fd and ∂Gd their persistence diagrams. Suppose F and G are ε-interleaved. Then for
any r > 0 and any bar I ∈ Dgm(Rn) such that dH(I) > r+ ε,∑
J∈r+δI
∂Fd(J) 6
∑
J∈r+δ+εI
∂Gd(J)
for all sufficiently small δ > 0.
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Proof. We start by building a constructible 1-filtration H that has the data of both
sums. Suppose I = (u, v). There are ten elements in Rn that are of interest totally
ordered as follows:
u−~r−~δ−~ε < u−~r−~δ < u < u+~r+~δ < u+~r+~δ+~ε
< v−~r−~δ−~ε < v−~r−~δ < v+~r+~δ < v+~r+~δ+~ε.
Choose any two values a 6 b in R such that b− a > 2(r+ δ+ ε). Let
T :=
{
a− r− δ− ε < a− r− δ < a < a+ r+ δ < a+ r+ δ+ ε
< b− r− δ− ε < b− r− δ < b < b+ r+ δ < b+ r+ δ+ ε
}
.
We specify H on the poset T as follows. The chain complexes are
H(a− r− δ− ε) := G(u−~r−~δ−~ε) H(b− r− δ− ε) := G(v−~r−~δ−~ε)
H(a− r− δ) := F(u−~r−~δ) H(b− r− δ) := F(v−~r−~δ)
H(a) := F(u) H(b) := F(v)
H(a+ r+ δ) := F(u+~r+~δ) H(b+ r+ δ) := F(v+~r+~δ)
H(a+ r+ δ+ ε) := G(u+~r+~δ+~ε) H(b+ r+ δ+ ε) := G(v+~r+~δ+~ε).
The objects in the middle three rows above are subobjects of F(∞) and the rest are
subobjects of G(∞). LetΦ be an ε-interleaving between F and G and µ : F(∞)→ G(∞)
the induced isomorphism. For convenience, we identity F(∞) with G(∞) along µ. The
monomorphisms of H on T are induced byΦ. We now have a T -constructible 1-filtration
H. By Proposition 7.1,∑
J∈r+δ(a,b)
∂Hd(J) =
[
ZBHd(a+ r+ δ,b+ r+ δ)
ZBHd(a+ r+ δ,b− r− δ) ∪ ZBHd(a− r− δ,b+ r+ δ)
]
and ∑
J∈r+δ+ε(a,b)
∂Hd(J) =
[
ZBHd(a+ r+ δ+ ε,b+ r+ δ+ ε)
ZBHd(a+ r+ δ+ ε,b− r− δ− ε) ∪ ZBHd(a− r− δ− ε,b+ r+ δ+ ε)
]
By the above substitions and Corollary 5.3, we have∑
J∈r+δI
∂Fd(J) =
∑
J∈r+δ(a,b)
∂Hd(J) 6
∑
J∈r+δ+ε(a,b)
∂Hd(J) =
∑
J∈r+δ+εI
∂Gd(J).
We now prove a local version of our main theorem. Suppose an n-filtration F is
Sn-constructible. Then for all nearby n-filtrations G, their persistence diagrams ∂Fd
and ∂Gd are nearby. Here “nearby” is determined by the injectivity radius of the grid
Sn.
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Definition 7.3: Let S = {s1 < · · · < sk}. The injectivity radius of the grid
Sn ⊆ Rn is
ρ =
1
2
min
16i6k−1
si+1 − si.
Lemma 7.4 (Easy Bijection): Let F be an Sn-constructible n-filtrations and ρ the
injectivity radius of Sn. If G is any constructible n-filtration such that dI(F,G) <
ρ
2 ,
then dB(∂Fd,∂Gd) 6 dI(F,G).
Proof. Let ε = dI(F,G) and choose a sufficiently small δ > 0. We now construct a
non-negative function γδ : Dgm(Rn)× Dgm(Rn)→ G(C) such that
∂Fd(I) =
∑
J∈Dgm(Rn)
γδ(I, J) for all I ∈ Dgm(Rn)\∆ (5)
∂Gd(J) =
∑
I∈Dgm(Rn)
γδ(I, J) for all J ∈ Dgm(Rn)\∆. (6)
Fix an I ∈ Dgm(Sn) \ ∆. Note dH(I) > ρ > δ+ 2ε. By Proposition 7.2,
∂Fd(I) =
∑
J∈δI
∂Fd(I) 6
∑
J∈δ+εI
∂Gd(J) 6
∑
J∈δ+2εI
∂Fd(J) = ∂Fd(I).
Let γδ(I, J) := ∂Gd(J) for all J ∈ δ+εI. Repeat for all I ∈ Dgm(Sn). Equation 5 is
now satisfied.
We now check that γδ satisfies Equation 6. Fix a bar J = (u, v) and suppose
∂Gd(J) 6= 0. If dH(J) > ε+ ρ, then by Proposition 7.2
∂Gd(J) =
∑
I∈δJ
∂Gd(I) 6
∑
I∈δ+εJ
∂Fd(J).
This means γδ(I, J) 6= 0 for some I ∈ δ+εJ and Equation 6 is satisfied. Suppose
dH(J) 6 ε+ ρ. Then γδ(I, J) = 0 for all I ∈ Dgm(Sn) because J /∈ δ+εI. In this case,
we match J to the closest bar on the diagonal. That is, let γδ(J
−r
r , J) = ∂Gd(J) where
r = dH(J).
We now prove our main theorem. Suppose two constructible n-filtrations F and G
are ε-interleaved for any ε > 0. By Proposition 6.3, there is a one-parameter family
of constructible n-filtrations taking F to G. We apply Lemma 7.4 a finite number of
times to this one-parameter family to get the desired result.
Theorem 7.5 (Bottleneck Stability): Let F and G be two constructible n-filtrations
and ∂Fd and ∂Gd their persistence diagrams. Then dB(∂Fd,∂Gd) 6 dI(F,G).
Proof. Let ε = dI(F,G). By Proposition 6.3, there is a one parameter family of con-
structible n-filtrations
{
K(t)
}
t∈[0,1] such that dI
(
K(t),K(s)
)
6 ε|t− s|, K(0) ∼= F, and
K(1) ∼= G. Each K(t) is constructible with respect to some grid Sn(t), and each Sn(t)
has an injectivity radius ρ(t) > 0. For each time t ∈ [0, 1], consider the open interval
O(t) =
(
t− ρ(t)/4ε, t+ ρ(t)/4ε
) ∩ [0, 1]
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By compactness of [0, 1], there is a finite set Q = {0 = t0 < t1 < · · · < tn = 1} such
that ∪ni=0O(ti) = [0, 1]. We assume that Q is minimal. That is, there does not exist
a pair ti, tj ∈ Q such that O(ti) ⊆ O(tj). If this is not the case, simply throw away
O(ti) and we still have a covering of [0, 1]. As a consequence, for any consecutive pair
ti < ti+1, we have O(ti) ∩O(ti+1) 6= ∅. This means
ti+1 − ti 6
1
4ε
(
ρ(ti+1) + ρ(ti)
)
6 1
2ε
max
{
ρ(ti+1), ρ(ti)
}
and therefore dI
(
K(ti),K(ti+1)
)
6 12 max
{
ρ(ti), ρ(ti+1)
}
. By Lemma 7.4,
dB
(
Kd(ti),Kd(ti+1)
)
6 dI
(
K(ti),K(ti+1)
)
,
for all 0 6 i 6 n− 1. Therefore
dB(∂Fd,∂Gd
)
6
n−1∑
i=0
dB
(
K(ti),K(ti+1)
)
6
n−1∑
i=0
dI
(
K(ti),K(ti+1)
)
6 ε.
Example 7.6: Consider the two constructible 2-filtrations of the 2-simplex in Fig-
ure 5. Their persistence diagrams are illustrated in Figure 6. The persistence diagram
∂F1 for the blue filtration (upper-left filtration) is valued 1 on all pairs u 6 v where
u is any point on the solid boundary of the blue region and v is any point on the
dashed boundary of the blue region. ∂F1 is 0 elsewhere. The persistence diagram ∂G1
for the orange filtration (lower-right) is valued 1 on all pairs u 6 v where u is any
point on the solid boundary of the orange region and v is any point on the dashed
boundary of the orange region. ∂G1 is 0 elsewhere. By Theorem 7.5, there is a match-
ing between ∂F1 and ∂G1 with norm 1. This matching takes ∂F1
(
(0, 1), (3, 5)
)
= 1
to ∂G1
(
(1, 2), (2, 4)
)
= 1. It takes ∂F1
(
(1, 1), (4, 4)
)
= 1 to ∂G1
(
(1, 1), (4, 4)
)
= 1. It
takes ∂F1
(
(0, 4), (1, 5)
)
= 1 to the diagonal
(
(0.5, 4.5), (0.5, 4.5)
)
.
8 Conclusion
Given a constructible n-filtration F : Rn → Ch(Ab), its persistence diagram ∂Fd as-
signs a non-negative multiplicity to each pair of elements u 6 v in Rn. Suppose F
is constructible with respect to a grid Sn. Then ∂Fd(u, v) > 0 only if both u and
v lie on |Sn|. The set |Sn| ⊆ Rn is (n − 1)-dimensional. Thus the non-zero bars of
∂Fd can be visualized as a (2n − 2)-dimensional space sitting in Rn × Rn. By The-
orem 7.5, this space is pointwise stable. Our persistence diagram behaves very much
like a vineyard [7].
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Figure 5: Two 2-filtrations of the 2-simplex that are 1-interleaved.
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0 1 2 3 4 5
Figure 6: An illustration of the persistence diagrams for the two 2-filtrations in Figure 5.
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