This note studies (practical) asymptotic stability of nonlinear networked control systems whose protocols are not necessarily uniformly globally exponentially stable. In particular, we propose a Lyapunov-based approach to establish (practical) asymptotic stability of the networked control systems. Considering so-called modified Round Robin and Try-Once-Discard protocols, which are only uniformly globally asymptotically stable, we explicitly construct Lyapunov functions for these two protocols, which fit our proposed setting. In order to optimize the usage of communication resource, we exploit the following transmission policy: wait for a certain minimum amount of time after the last sampling instant and then check a state-dependent criterion. When the latter condition is violated, a transmission occurs. In that way, the existence of the minimum amount of time between two consecutive transmission is established and so-called Zeno phenomenon, therefore, is avoided. Finally, illustrative examples are given to verify the effectiveness of our results.
I. INTRODUCTION
Networked Control Systems (NCSs) are classes of systems where plant and controller are connected through a communication network. The importance to consider the underlying digital communication layer when designing and analyzing control systems has been widely recognized.
The so-called emulation approach is the most popular method in analysis and design of nonlinear NCS [1] , [2] , [3] , [4] . In this approach, first, the communication network constraints are ignored and a continuous-time controller is designed for the continuous-time plant. Then, it is shown that the stability and performance for network-based implementation of the system is maintained in an appropriate sense, if the data transmission frequency is sufficiently high and the scheduling protocol meet some desired stability. Emulation-based approaches are favorable because of their simplicity and also from the point that various standard tools in the continuous-time domain can still be applied through the controller design process. Basically, knowing the maximum allowable transmission interval (MATI) is a key issue in the emulation design procedure of time-triggered NCSs, since it quantifies the stability margin in terms of the transmission period. As a seminal contribution, in [2] the authors develop a hybrid systems framework for modeling and L p -stability analysis of nonlinear NCSs, where transmission and scheduling effects induced by a communication channel are taken into account. In particular, an explicit formula for computing an upper bound for the MATI is given in [2] . In [3] , the results in [2] have been improved by providing a less conservative explicit upper bound of the MATI. Over the last decade, the works [2] , [3] have received great attention and further extensions toward handling other issues due to a digital network such as communication time-delays [4] , quantization effects [5] , and reference tracking problems [6] . However, in all the mentioned works, only a class of scheduling protocols, including classic Round Robin (RR) II. PRELIMINARIES In this note, R ≥0 (R >0 ) and Z ≥0 (N) are the nonnegative (positive) real and nonnegative (positive) integer numbers, respectively. For a set S ⊂ R n , cl(S) denotes the closure of S. The standard Euclidean norm is denoted by |·|. We denote the floor function by ⌊·⌋. We write (x, y) to represent [x ⊤ , y ⊤ ] ⊤ for any pair (x, y) ∈ R n × R m . The identity n by n matrix is denoted by I n . A function ρ : R ≥0 → R ≥0 is positive definite if it is continuous, zero at zero and positive elsewhere. A positive definite function α is of class K (α ∈ K) if it is strictly increasing. It is of class
if it is decreasing and lim s→∞ γ(s) → 0. A function β : R ≥0 × R ≥0 → R ≥0 is of class KL (β ∈ KL), if for each s ≥ 0, β(·, s) ∈ K, and for each r ≥ 0, β(r, ·) ∈ L. A function β : R ≥0 × R ≥0 × R ≥0 → R ≥0 is of class KLL (β ∈ KLL), if for each s ≥ 0, β(·, s, ·) ∈ KL and β(·, ·, s) ∈ KL. For a locally Lipschitz function U : R n → R ≥0 and a vector y ∈ R n , U
• (x; y) := lim sup h→0 + ,z→x (U(z + hy) − U(z))/h. For a continuously differentiable U, U
• reduces to the standard directional derivative ∇U(x), y , where ∇U denotes gradient. Due to lack of space, the basics of hybrid dynamical systems are not presented here. The reader is referred to [15] for detailed information.
III. PROBLEM STATEMENT Consider the nonlinear plant modelẋ
where x p ∈ R np is the plant state, u ∈ R nu is the control input, and y ∈ R ny is the plant output. It is assumed that the plant is output feedback stabilizable and we know a continuous-time controller which globally asymptotically stabilizes the origin of system (1) in the absence of a packet-based communication network. We focus on dynamic controllers of the forṁ
where x c ∈ R nc is the controller state. We consider the scenario where the plant and controller are connected via a packet-based communication network that is composed of ℓ ∈ N nodes. Each node corresponds to a collection of sensors and/or actuators of the plant and the controller.
The network imposes different constraints on the communication of both u and y. In this paper, we concentrate on the effect arisen due to sampling and scheduling. Data transmissions only happen at some time instants t j , j ∈ N, satisfying 0 ≤ t 0 < t 1 < t 2 < . . . . The structure of the network is in a way that at each transmission instant, a single node is granted access to the network. This scheduling is carried out by the transmission policy.
The overall system can be modelled as the following impulsive system [2]
whereŷ ∈ R ny andû ∈ R nu are, respectively, the estimate of measurements at the controller side and the currently available estimates of the true controller output at the plant side. These two variables are generated by the holding functionsf p andf c between two successive transmission instants. For the case that zero-order-hold devices are exploited, we would havef p = 0 andf c = 0. The functions h y and h u , respectively, accommodate the effect of the transmission protocol on the updates ofŷ(t j ) andû(t j ) at the transmission time t j . Moreover, e := (e y , e u ) ∈ R ne represents the network-induced errors in which e y :=ŷ − y ∈ R ny and e u :=û − u ∈ R nu . Given
where f :
The function h in (4c) is called the scheduling protocol.
In order to study the protocol stability properties, the protocol-induced discrete-time system is defined by e(i + 1) = h(i, e(i)).
Definition 1. The discrete-time system (5) is uniformly globally asymptotically stable (UGAS) with a Lyapunov function
ne the following holds
In [3] , [2] , Lyapunov-based conditions are imposed on protocol-induced system (5), where the function σ in (7) needs to be linear. Hence, the conditions are specifically applicable to uniformly globally exponentially stable (UGES) protocols. As shown in [7] , not every protocol is UGES. The modified TOD and RR are two examples of such protocols, which are described in more details in Section IV.
In this note, we propose a transmission policy which has two different phases depending on the value of the network-induced error e and a predefined deadband d ∈ R ≥0 . Define
The proposed transmission paradigm is given as follows: For T j > 0, j ∈ N units of times after the last transmission instant (i.e. t j ) no data is transmitted over the network, then
• if e ∈ E d , no data is still transmitted over the network. Basically, this condition prevents data transmission when there is no remarkable change (quantified by d) in the nodes' output information.
• if e / ∈ E d , this conditions holds, data transmission is scheduled by a UGAS protocol. We note that Zeno phenomenon is avoided by the use of the proposed transmission paradigm. We aim to study the stability properties of the NCS under the above-explained network policy as well as provide an explicit formula for computing {T j } j∈Z ≥0 such that the desired stability property is achieved.
IV. UGAS PROTOCOLS Here we examine the modified versions of TOD and RR originally introduced in [7] . Propositions 3 and 5 below explicitly construct Lyapunov functions satisfying (6) and (7) for the modified TOD and RR protocols, respectively. The proofs of Propositions 3 and 5 can be found in Appendix.
A. Modified TOD
This protocol behaves for large e in the same way as TOD protocol, but for small e the error jumps are smaller. In this case the transmission protocol is defined by
where Ψ(e) := diag(ψ 1 (e)I n 1 , ψ 2 (e)I n 2 , . . . , ψ ℓ (e)I n ℓ ), and for each j ∈ {1, 2, . . . , ℓ}
with sat(s) := min{s, 1} for all s ≥ 0. As discussed in [7] , this protocol is not UGES and transmits less data compared to its original version.
Remark 2. The original TOD protocol is also described by (9) , but ψ j (e) is defined as
Proposition 3. The modified TOD protocol is UGAS with the Lyapunov function |e| with the associated gain functions α e (s) = α e (s) = s, and
B. Modified RR This protocol behaves exactly in the same way as RR for large error e, but it transmits less frequently for small e. In this case the transmission policy is defined as
where ∆(i, e) = diag{δ 1 (i, e)I n 1 , · · · , δ ℓ I n ℓ }, and
Basically, δ i switches on and off the action corresponding to node i in the policy equation (13) . Remark 4. The original RR protocol is also described by (13), but δ k (i, e) is defined as
Proposition 5. The modified RR protocol is UGAS with the Lyapunov function W (i, e) = +∞ k=i |φ(k, i, e)| 2 , where φ(k, i, e) is a solution to (5) with h given by (13) , at sample k, starting at initial time i with initial condition e. Moreover the associated gain functions in (6) and (7) are α e (s) = s, α e (s) = max ℓ √ 2s, √ ℓs , and
We note that (12) and (16) are nonlinear functions, which are not upper bounded by a linear function less than the identity function. In particular, the modified TOD and RR are not UGES but proved to be UGAS. Although these two protocols are studied in [7] , no explicit Lyapunov and associated gain functions are provided therein.
V. STABILITY PROPERTIES OF THE NCS WITH UGAS PROTOCOLS
In this paper, we provide an explicit state-dependent bound for MATI, which guarantees global (practical) asymptotic stability of the proposed NCS. Toward this end, we first transform the NCS model (4) into a hybrid system such that the analytical tools of [15] can be exploited to infer the stability properties of the system. In particular, we introduce the auxiliary clock variable τ ∈ R ≥0 representing the time elapsed since the last transmission instant. We also introduce κ ∈ Z ≥0 to count the number of transmissions. Denote ξ := (x, e, τ, κ), F (ξ) := (f (x, e), g(x, e), 1, 0) and G(ξ) := (x, h(κ, e), 0, κ + 1). The following hybrid system representation of the NCS (4) is obtained
where C and D denote the flow and jump sets respectively. According to the network data transmission paradigm described in Section III, these sets are defined by C = {(x, e, τ, κ) : τ ∈ [0, T j ] or e ∈ E d } and D = {(x, e, τ, κ) : τ ≥ T j and e ∈Ẽ d }, whereẼ d := cl R ne \E d . In the sequel, a Lyapunov-based approach for (practical) asymptotic stability of the NCS is presented. To this end, and similar to [3] and [6] , we make the following assumptions.
Assumption 6. Consider the NCS (17). There exist a locally Lipschitz function
V : R nx → R ≥0 , a function W : Z ≥0 × R ne → R ≥0 that
is locally Lipschitz in its second argument, a continuous function
, and real numbers L, γ > 0, and η > 0 such that for all x ∈ R nx it holds
and for almost all x ∈ R nx , for all e ∈ R ne and all κ ∈ Z ≥0 it holds that
Moreover, we have
for almost all e ∈ R ne , all x ∈ R nx and all κ ∈ Z ≥0 ∂W (κ, e)/∂e, g(x, e) ≤ LW (κ, e)+H(x).
From equations (18) and (19), the emulated controller assures an ISS-like property for the systeṁ x = f (x, e) with W (κ, e) as input. Different classes of linear and nonlinear systems satisfy (18) and (19) (see [6] ). From conditions (20) and (21) the protocol only needs to be uniformly globally practically stable.
Let the parameters γ, L come from Assumption 6, λ ∈ (0, 1) and define the notation
where r := |(γ/L) 2 − 1|. Theorem 7 contains the main result of this note. The proof is provided in Appendix.
Theorem 7.
Consider system (17) and let Assumptions 6 hold. Generate a sequence {λ j } j∈Z ≥0 with λ j ∈ (0, 1) for all j ∈ Z ≥0 as follows: λ 0 ≥ σ(W (0, e 0 ))/W (0, e 0 ), e 0 := e(0, 0) and at all the other transmission instants (t j , j − 1) ∈ E with E as the hybrid time domain, λ j ≥ σ(W (κ(t j , j − 1), e(t j , j − 1)))/W (κ(t j , j − 1), e(t j , j − 1)). Accordingly, generate {T j } j∈Z ≥0 , where
There exist β ∈ KLL and δ > 0 such that for all
. From condition (21), we can always generate a sequence {λ j } j∈Z ≥0 satisfying the respective statement of Theorem 7.
Theorem 7 provides an explicit upper bound for T j , assuring practical asymptotic stability property in the sense of (24). Moreover, an explicit relation between the quality-of-control (QoC) parameter δ (which quantifies the the ultimate bound of states convergence) and the quality-of-service (QoS) deadband parameter d (affecting the data transmission rate) is provided. Hence, there is an explicit tradeoff between the system performance of the channel resources usage. In particular, the deadband parameter d can be used for resource-aware control design in NCSs. For more details on tradeoffs between QoC and QoS, see [16] .
Although in [7] the stability property of time-triggered NCSs with not necessarily UGES protocols is studied, no explicit formula for the computation of MATI is provided. On the contrary, Theorem 7 proposes an explicit upper bound for the minimum time between two consecutive transmission instants (i.e. T j ), which can be viewed as MATI when only time-regularization subject to scheduling is exploited (i.e. the deadband event-triggering mechanism is bypassed).
We note that T j is computed at each transmission instant and it determines the minimum amount of time elapsed until the next transmission occurs. More specifically, at each transmission instant t j , T (γ, L, λ j ) is calculated, where λ j is generated by Theorem 7. Then we take T j ∈ (0, T (γ, L, λ j )]. Finally the next transmission instant t j+1 is scheduled according to the transmission policy: after T j unit of times the triggering condition |e i | ≤ d/ℓ for all i ∈ {1, . . . , ℓ} is continuously evaluated until it is violated. , which is the same as the one for the classic TOD (see [2] ). This results in the same upper bound for T j for both protocols in this region. However, for W (κ, e) ≤ √ ℓ, as W (κ, e) decreases, λ j approaches 1. Consequently, the Lyapunov function decay rate decreases, which in the view of (23) leads to a tighter upper bound for T j for the modified TOD. Similar arguments hold for the modified RR.
VI. ILLUSTRATIVE EXAMPLE
The proposed approach is verified by applying to a batch reactor system which is a benchmark example in the NCS literature (see [2] , [3] , [4] ). The reactor dynamics are modeled by the linear equationsẋ p = A p x + B p u and y = C p x, in which n p = 4, n u = 2, n y = 2. The dynamic controller is of the forṁ x c = A c x c + B c y and u = C c x c with n c = 2. We assume that only the plant outputs are sent to the controller over the network and so ℓ = 2. Using these parameters, functions f and g in (4) are formulated as f (x, e) = A 11 x + A 12 e and g(x, e) = A 21 x + A 22 e, where the values for A 11 , A 12 , A 21 and A 22 are given in [4] . Two different transmission protocols are considered and examined for this setup.
A. Modified TOD
In this case, the transmission policy h in (4) is described by (9) and ( 
From (23), the smaller γ is, the larger T j is obtained. Let ǫ = 0.001 and solve LMIs (25) with the objective of minimizing γ 2 . This gives γ = 16.92. For the simulation, T j is updated as T j = Γ(γ, L, λ j ), where λ j is generated by Theorem 7 and (12) . Simulations are carried out for different values of d ∈ [0.1, 0.8] and initial conditions (randomly) satisfying |x 0 | < 2 and |e 0 | < 1.5. Fig. 1 shows that the average values of transmission intervals, denoted by T , versus the deadband d ∈ [0.1, 0.8] follows a trend, ascending from 20 ms to 230 ms. However, as expected, this happens at the expense of a larger ultimate bound of states convergence. This is shown by Fig. 2 . From Remark 8, we may use a fixed T j for all j ∈ Z ≥0 , i.e. T := T (γ, L, λ max ). Table I 
B. Modified RR
In this case the transmission protocol h is modeled by (13) and (14) . Using the formulation for L given in the previous part and setting M to √ ℓ (which is obtained using a similar approach as [2] ), L is calculated as L = 22.24. VII. CONCLUSIONS The stability of a class of NCSs with not necessarily UGES protocols was investigated. A set of UGAS protocols Lyapunov conditions was provided, and particularly, modified versions of RR and TOD protocols were proved to satisfy the conditions. Moreover, an explicit formula for computation of the upper bound for the minimum amount of time between two consecutive transmission was provided. Simulation results were provided to show the effectiveness of the approach. Let ξ ∈ C and consider two different cases: i) If φ j (τ ) ≥ 0, it follows from (19), (22) and (26) (after some calculation) that U
• (ξ; F (ξ)) ≤ −ηV (x) − ηW 2 (κ, e) ≤ −ηU(ξ), where η := η min{1, λ min /γ}. ii) If φ j (τ ) < 0, according to (19), it is derived that U
• (ξ; F (ξ)) ≤ −ηV (x) − (η − γ 2 )W 2 (κ, e) − H 2 (x). Since φ j (τ ) ∈ [λ j , λ −1 j ] for all τ ∈ [0, T j ], it is concluded from φ j (τ ) < 0 that τ > T j . From this fact and based on the definition of C, it is inferred that |e| ≤ d. Using this and also (20) in the the last inequality we get U
• (ξ; F (ξ)) ≤ −ηU(ξ) + (γ 2 − η)α 2 e (d). By the results of cases i) and ii) the inequality U
• (ξ; F (ξ)) ≤ −ηU(ξ) +d,
holds for all ξ ∈ C, withd = (γ 2 − η)α 2 . If λ j+1 /λ j < 1 it is trivially concluded that U(ξ + ) ≤ U(ξ). Now assume that λ j+1 /λ j ≥ 1. Then, from the last inequality the following holds U(ξ + ) ≤ λ j+1 /λ j U(ξ).
