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In den vergangenen Jahrzehnten konzentrierte sich das Operations Management auf 
Optimierungsstrategien, insbesondere wurden Meta-Heuristiken für das komplexe, 
kombinatorische Problem der ressourcenbegrenzten Ablaufplanung erforscht. In 
einfachen Worten gehört dieses Problem zu den NP-schweren Problemen, die einen 
derart großen Lösungsraum besitzen, der mittels Enumerationverfahren rechnerisch 
unlösbar ist. Daher erfordert die Exploration von optimalen Lösungen andere Methoden 
als Zufallssuchverfahren. Solche Suchalgorithmen in Meta-Heuristik starten mit einer 
oder mehreren Ausgangslösung und erkunden den Suchraum nach optimalen Lösungen. 
Jedoch stellen die existierenden Forschungsansätze zur Lösungssuche nur diejenigen 
Lösungen bereit, die ausschließlich unter den gegebenen Eingangsbedingungen optimal 
sind. Diese Eingabebedingungen definieren einen Lösungsraum, in dem alles nach Plan 
geht. Jedoch ist das in der Praxis sicherlich nicht der Fall. Wie wir sagen, der Wandel ist 
die einzige Konstante in dieser Welt. Risiken und Unsicherheiten begegnen stets im 
täglichen Leben. Die vorliegende Dissertation untersucht Optimierungsansätze unter 
Unsicherheit. Der Forschungsbeitrag ist zweigeteilt.  
Wie bereits gesagt, wurden Optimierungsstrategien zum Durchsuchen des 
Lösungsraums in den letzten Jahren stark erforscht. Obwohl es eine anerkannte 
Tatsache ist, dass die Verbesserung und die Leistung von Optimierungsstrategien stark 
mit den Initiallösungen korreliert, scheint die Literatur diesbezüglich inexistent, 
während zumeist auf die Entwicklung von meta-heuristischen Algorithmen wie 
Genetische Algorithmen und Particle-Swarm-Optimierung fokussiert wird. Die 
Initiallösungen werden durch simulationsbasierte Strategien entwickelt, die 
typischerweise gierige Regeln und ereignisbasierte Simulation nutzen. Allerdings 
verhalten sich kommerzielle Basis-Softwareprodukte meist als Black-Box und stellen 
keine Informationen über das interne Verhalten bereit. Außerdem erfordern derartige 
Softwareprodukte meist spezielle Architekturen und missachten 
Ressourcenbeschränkungen. Die vorliegende Studie diskutiert die 
ressourcenbeschränkte Projektplanung mit alternativen Modi und schlägt ein 
simulationsbasiertes Rahmenwerk vor, mit dem ein heuristisches Multi-Pass-Verfahren 
zur Verfügung gestellt wird. Das erweiterte Multi-Modus-Problem ist in der Lage, den 
Produktionsbereich in einer besseren Art und Weise nachzubilden, bei dem eine 
Aktivität von mehreren Ressourcen unterschiedlicher Qualifikation ausgeführt werden 
kann. Der vorgeschlagene Rahmen diskutiert die Leistung von Algorithmen und 
verwendet hierfür Benchmark-Instanzen. Das Verhalten verschiedener Projektnetze und 
deren Eigenschaften werden auch innerhalb des vorgeschlagenen Rahmenwerks 
bewertet. Darüber hinaus hilft das offene Rahmenwerk, besondere Eigenschaften von 







Die traditionellen Methoden der Risikoanalyse schlagen Slack-basierte Maßzahlen vor, 
um die Effizienz von Basisplänen zu bestimmen. Das Rahmenwerk wird weiter 
entwickelt, um mit diesem einen Prüfstand zu gestalten, mit dem nicht-reguläre 
Maßzahlen bestimmt werden können. Diese Maßnahmen werden als 
Robustheitsindikatoren bezeichnet und korrelieren mit der Verzögerung derartiger 
Multi-Modus-Probleme. Solche Leistungsmaße können genutzt werden, um die 
Wirksamkeit von Basisplänen zu bewerten und ihr Verhalten unter Unsicherheiten zu 
prognostizieren. Die Ergebnisse dieser Tests werden als modifizierte Zielfunktion 
verwendet, in der ein bi-objektives Leistungsmaß aus Durchlaufzeit und Robustheit 
eingesetzt wird, um die Effizienz der vorgeschlagenen Heuristiken zu testen. Da diese 
Leistungsmaße das Verhalten von Aktivitäten unter Störungen zeigen, werden diese 
auch genutzt, um die Formfaktoren und Puffergrößen für die Entwicklung eines 
stochastischen Modells zu bestimmen. Die Analyse der Projektergebnisse, durchgeführt 
mittels Monte-Carlo-Simulationen, unterstützt das Argument von Teilpuffern für die 























Over the past decades, researches in the field of operations management have focused 
on optimization strategies based on meta-heuristics for the complex-combinatorial 
problem of resource constrained scheduling. In simple terms, the solution for this 
particular problem categorized as NP-hard problem, exhibits a large search space, is 
computationally intractable, and requires techniques other than random search.  Meta-
heuristic algorithms start with a single or multiple solutions to explore and optimize 
using deterministic data and retrieve a valid optimum only under specified input 
conditions. These input conditions define a solution search space for a theoretical world 
undergoing no disturbance. But change is inherent to the real world; one is faced with 
risks and uncertainties in everyday life. The present study explores solution 
methodologies in the face of uncertainties. The contributions of this thesis are two-fold.  
As mentioned earlier, existing optimization strategies have been vigorously investigated 
in the past decade with respect to exploring large solution search space. Although, it is 
an established fact that the improvement and performance of optimization strategies is 
highly correlated with the initial solutions, existing literature regarding this area is not 
exhaustive and mostly focuses on the development of meta-heuristic algorithms such as 
genetic algorithms and particle swarm optimization. The initial solutions are developed 
through simulation based strategies mainly based on greedy rules and event based 
simulation. However, the available commercial softwares are primarily modeled as a 
black box and provide little information as to internal processing. Additionally, such 
planners require special architecture and disregard resource constraints. The present 
study discusses the multi-mode resource constrained scheduling problem and proposes 
a simulation-based framework to provide a multi-pass heuristic method. The extended 
version of multi-mode problem is able to imitate production floor in an improved 
manner where a task can be performed with multiple resources with certain 
qualifications. The performance of the proposed framework was analyzed using 
benchmark instances. The behavior of different project networks and their 
characteristics is also evaluated within the proposed framework. In addition, the open 
framework aids in determining the particular characteristic of tasks in order to analyze 
and forecast their behavior in case of disruptions. 
The traditional risk analysis techniques suggest slack-based measures in order to 
determine the efficiency of baseline schedules. The framework is further developed to 
design a test bench in order to determine non-regular performance measures named as 
robustness indicators which correlate with the delay of such cases as multi-mode 
problem. Such performance measures can be used to indicate the effectiveness of 
baseline schedules and forecast their behavior. The outputs of these tests are used to 






objective performance measure in order to test the efficiency of proposed heuristics. 
Furthermore, since these measures indicate the behavior of tasks under disruptions, 
they are utilized in order to determine the shape factors and buffers for the 
development of a stochastic model. The analysis of project outcomes performed through 
Monte-Carlo simulations supports the argument of partial buffer sizing for modeling 
activity duration estimates rather than extreme buffer approaches proposed via PERT-
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Complexity involving large scale problems in production industry has driven 
researchers to focus on the design and development of effective heuristics. Recent 
decades have shown increased tendency in the research community which thrives to 
find effective techniques for engineering optimization. The search optimization starts 
with the development of a model that reflects the actual manufacturing environment. 
This is followed by optimization strategies which explore search space within their 
capacity to achieve target performance. Whereas research advocates on the efficiency of 
the developed techniques, it is a well-established fact that any single optimization 
strategy cannot be considered optimal for all environments1. The fact that these 
strategies and the estimation of performance levels are subjected to the input models 
cannot be denied. In addition, the estimates, commitments and proposals made through 
such models may not be realized in actual practice since such returns are only possible 
in a theoretical world based on a definite set of information. In reality, this set of 
information, which has been utilized for the development of the model, is prone to vary 
in response to the uncertainty faced in practical world. Uncertainties encompass a major 
part of our everyday life. In addition to the periodic causes of uncertainty, such as 
variation in the resource capacity, and occasional variations such as in environment, 
government and market affect decision strategies related to both personal as well as 
work matters. As quoting Einstein “As far as the laws of mathematics refer to reality, 
they are not certain, and as far as they are certain, they do not refer to reality”, the 
uncertainties and changes in a constantly evolving environment put a big question mark 
on the solutions obtained through such models and laws. The consideration of changes 
and possible disruptions has been an old topic of research for people concerning with 
quality of the products where the focus has been on determining the tolerance level 
subjected to machine capacities. However, consideration of this topic at other levels of 
production environment is relatively new. Business analytics have considered this 
phenomenon by introducing the concepts of risk analysis and keeping an eye on the 
market trends along with the company trends. With competitiveness as a major driving 
force, such analyses have been established as a compulsory requirement in the field of 
industrial management and operations research. Commitments especially concerning 
bidding of tenders have a significant impact on the company’s profit margins. These 
offers are initialized after estimating the costs and constraints of production 
environment. In order to avoid violation of the deadlines, such estimates include 
redundancies. The competitive advantage of a company’s margin can be significantly 
increased by better estimation of such redundancies. However, this needs careful 
evaluation, since to avoid penalties and over estimation of project deliverables, there 
needs to be a certain balance between stability and optimization goals. 
                                                          
1 Venter, G., (2010), Review of Optimization Techniques, Encyclopedia of Aerospace Engineering 




Motivated by the requirements of industry, the current research explores the scheduling 
heuristics which are able to provide reliable and stable returns. The area of concern is 
generalized as robust scheduling which basically aims to provide schedules with a 
certain range of output even in the case of variability or disruptions. In the present 
study, focus has been on the multi-mode resource constrained scheduling problems; an 
extended version of resource constrained scheduling problems. This extended version 
models the production environment in a way that tasks at the floor may have multiple 
options and combinations of resources in order to be performed. This reflects a 
production floor in an improved manner where resources are qualified to perform 
multiple operations and may be assigned to any task depending upon their availability at 
the particular decision point. On one hand, where this modification presents a better 
picture of production floor, it also complicates the problem by the addition of a decision 
variable which is the choice and assignment of a resource. It has been observed that 
literature in the area of robust scheduling that regards this problem class seems to be 
void.  
The present study investigates heuristic strategies applied in this area and provides a 
thorough comparison. Before evaluating the performance of proposed heuristics, a 
criteria/objective function needs to be defined that serves robustness. This secondary 
criteria needs to be reliable since it aids in determining a robust schedule among the 
pool of optimal/near-optimal schedules. State-of-the-art literature was found to use 
slack based measures to evaluate the quality of baseline schedules where the amount of 
slack was considered to be directly proportional to robustness. This was because a 
higher slack in a schedule provides more buffer space to accommodate disruptions. The 
present study uses a scenario based test bench in order to perform regression studies to 
find the relation between different schedule and task parameters (such as slack) with 
the lateness of a schedule in case of unexpected disruptions. The successful 
identification of robustness criteria is followed by the evaluation of proposed heuristics 
on robustness criteria. Moreover, an approach to use such parameters in order to 
determine task buffers with partial buffer sizing approach has been proposed. 
As observed from the state-of-the-art literature, most well-known project management 
techniques use critical path analysis and PERT estimates for estimating project 
outcomes. These outcomes provide a range of project estimates with a worst, best and 
most likely outcome along with their confidence level. However, it was realized that this 
estimation is subjective to input data based widely on experts opinion. Literature 
investigations which analyse the project network characteristics along with the effect of 
each activity on the network seem to be void. This knowledge can be used to provide 
better estimates of project outcomes and help decision managers in providing a certain 
confidence level of project estimates that can be considered stable in case of periodic 
disruption scenarios and yet avoid under estimation of project outcomes. In the light of 
above discussion, the present study focuses on the following research questions: 
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 How can the robustness of a schedule be defined and measured? 
 What are the possible approaches to generate a stable schedule? 
 Can the slack of a task determined through critical path be considered as a good 
measure to determine robustness and stability of a schedule? 
 Which characteristics of a baseline schedule can be effective in determining the 
robustness of an optimal schedule? 
 What is the capability of various heuristics for the determination of project 
deliverables? 
 How should the algorithms be modified to solve the extended version of multi-
mode problems to incorporate the mode selection decision? 
 How should analysis of the project’s tasks and network be performed in order to 
identify their impact on project deliverables? 
The present study has been described in six chapters. Following subsections will provide 
an overview on subsequent chapters of this research. 
1.3 Layout of subsequent chapters 
1.3.1 Chapter II 
This chapter presents a detailed overview of the field of project management and 
scheduling in addition to the terms and definitions used in the area especially focusing 
on the operations research. The chapter discusses detailed concepts and traditional 
approaches utilized for planning and scheduling. It focuses on the theories frequently 
used in the area of operations management and thus forms a foundation for the 
subsequent chapters. 
1.3.2 Chapter III 
After discussing the terms and definitions used in operations management along with an 
overview on traditional approaches in the area of scheduling and planning, this chapter 
is concerned with the methods and techniques which have been adopted so far for 
scheduling under disruptions. The chapter first draws light on the definition of 
uncertainty followed by the motivation to explore solution methodologies in this 
particular problem area. So far, numerous definitions and interpretations of non-
deterministic objective functions with the aim of flexibility and stability of schedules 
have been proposed. The current literature review provides an overview on this topic 
and guides readers on the utility of various approaches focusing on different aims in this 
area of scheduling. In addition, the gaps and open issues which were observed during 
literature review analysis are elaborated. 
1.3.3 Chapter IV 
This chapter is dedicated for providing details on the proposed methodology of the 
present work. Problem statement is formally discussed along with the input model used 
for the proposed framework. The chapter mainly comprises of two major parts. The first 
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part explains simulation algorithm approach and details for the multi-pass heuristic 
method. The rules for the decision points in addition to discrete event based simulation 
approach are explained with the help of an example problem. The example problem 
helps reader to differentiate between the two strategies proposed for event simulation. 
The second part discusses test-bench and its approach which is used for regression 
studies to determine robustness criteria. This criterion is later on used as an objective 
function to evaluate performance of proposed heuristics for robustness.  
1.3.4 Chapter V 
Methodologies proposed in the previous chapter are tested with the help of benchmark 
libraries in this chapter. First, multi-pass heuristics are tested on various groups of 
project instances and evaluated on makespan criterion. The next set of experiments is 
focused on regression studies. It discusses the test bench proposed for determining 
robust objectives and performance of proposed heuristic for such cases where a 
disruption in a system is modeled through activity prolongation. In addition, the chapter 
also discusses results for project outcomes with Monte-Carlo simulation of the proposed 
stochastic model. This stochastic model was developed by using activity position and 
slack measures as a tool to prescribe best and worst estimates for task durations which 
are in turn used for assigning ß-probability distribution to each task. The chapter is 
concluded with experiments’ analysis. 
1.3.5 Chapter VI 
The observations and findings from the proposed research and studies are concluded in 
the last chapter followed by future research directions as an extension of this study. 
2. Concepts & Theory 
 
2.1 Project Management: An Introduction 
Project management has evolved as an essential business process in last decades. The 
widely use standard definition of project used by NASA as well is “A project is within a 
program as an undertaking that has a scheduled beginning and end, and that normally 
involves some primary purpose2.’’ In manufacturing industry, basically two types of 
classifications have been proposed for determination of project management 
requirements i.e. project driven or non-project driven. Various features of the company 
are analyzed to determine the place and role of project managers. Table 1 depicts 
various features of different industries which are evaluated to determine management 
roles and requirements. It can be observed that for project driven industries, such as 
construction or aerospace industries, project management is taken rigorously. 
TABLE 1: Classification of project/ industries [3] 
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2 A guide to the Project Management Body of Knowledge (PMBOK® Guide) 
3 Harold Kerzner, (2009), Project Management: A systems approach to planning, scheduling and controlling 




2.1.1 Growth & Development 
After the realization of World War II, manufacturing industries specially related to 
defense and aerospace observed the cost overruns of 200 to 300%. It was immediately 
realized that in order to stand in the market, organizations have to be restructured. 
Project management was identified as a tool of survival in the growing industry. Due to 
the growing technology and customers’ requirements, there was no longer room 
available for the sequential approach towards product design, planning, execution and 
quality control phase. Hence the concepts of concurrent engineering were applied to 
handle these processes in parallel. This parallel nature of growing production 
environments influenced superiors to move towards the formal project management 
style in order to organize development processes. Figure 1 identifies the requirements 
that need to be fulfilled for the ultimate goal of survival and competitiveness in the 
global markets. The efficiency at the development as well as the execution phase of the 
project along with the drive for continuous improvement to meet customers’ satisfaction 
became the necessities for survival. 
 
FIGURE 1: Drivers for survival in global markets [4] 
The development of products and processes required changes in the structure of 
organization, both at the enterprise as well as production level. The cost of reorganizing 
structure has been an issue, resulting in slow growth of implementation of management 
principle in industries. The point of interest in figure 2 is an open discussion for seniors 
who want to restructure organization according to the project management principles. 
The focal point is to identify and minimize the time taken to reach this point where the 
costs equal sales and profits.  
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FIGURE 2: Cost vs. benefits in restructuring organization [3] 
2.1.2 Planning & Scheduling 
In a production environment, terms of planning, routing and scheduling are often used 
in the same sense. However, researchers define these terms individually. In a 
manufacturing environment, modern theories and concurrent engineering tends to 
synchronize production planning and scheduling. Where the production planning is 
concerned with the question of “which” and “how”, scheduling focuses on “where” and 
“when”. Given a set of resources, which can be of much diverse nature and can be 
categorized on the basis of various properties such as their availability (renewable and 
nonrenewable) and type (human and machine), the purpose of scheduling is to assign 
these resources in order to complete the production goal by maintaining necessary 
constraints. So scheduling can be described as optimal resource allocation to activities 
over time. In the product life cycle shown in figure 3, it can be observed that first two 
stages are concerned with planning phase while the third stage comprises of scheduling. 
The final stage is often composed of feedback loop with final dispatching and in some 
cases, quality tests. 
 
FIGURE 3: Product life cycle [5] 
The practices of planning are more drawn towards finding a sequence of operations 
which are required for the ultimate goal. Planning has been widely studied under the 
                                                          
5 A guide to the Project Management Body of Knowledge (PMBOK® Guide) 
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topic of Artificial Intelligence (AI) resulting in planning algorithms like STRIPS which are 
serving as the core of various working systems6. The most widely accepted target of 
planning is to provide an input to in the form of a set of tasks which need to be 
performed for the desired product. Hence, it is safe to conclude that planning module is 
particularly concerned with design team. 
On the other hand, scheduling deals with exact list of tasks provided by the design team. 
Traditional definition of scheduling can be described as the allocation of the required 
tasks to available resources respecting technical and resource constraints7. Therefore, it 
can be concluded that the problem of scheduling is mostly studied in the area of 
operations research. Thus, the planner provides the list of tasks handling some of the 
technical constraints while it is the task of scheduler to deal with capacity constraints. 
The sequential approach to process planning and scheduling in industry can be seen in 
figure 4. The main points of focus at each level of organization can be visualized in this 
pictorial representation. 
 
FIGURE 4: Planning & scheduling in industry [8] 
On a wide level, planning and scheduling tasks are carried separately with the limited 
interaction between these modules. With the increase in product variety and custom 
changes in the available products, it becomes difficult for the planners to provide a 
definite input of task list to the line manager for the scheduling phase. This has led 
managers to advocate concurrent engineering which finds parallel approach towards 
planning and scheduling. This has aided in presenting the new technologies rapidly in 
the market by saving time due to enhanced interaction between the design and 
production floor teams. Figure 5 describes this particular approach towards concurrent 
engineering. Efforts are made at every level of industry in order to benefit from shared 
information.  
                                                          
6 Fikes, R. E. & Nilsson, N.J., (1971), STRIPS: A new approach to the application of theorem proving to problem solving 
7 Brusoni, et al, (1970), Resource based vs. task based approaches scheduling problems 
8 Bartak, R., (2000), On the boundary of planning and scheduling: A study 
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FIGURE 5: Concurrent approach towards planning & scheduling [9] 
Dan Wu10 defined the problem of planning and scheduling from a different perspective 
of time horizon. Planning included the whole time horizon from the start of the design of 
the product to shipment while scheduling was task assignment at the production level. 
He proposed an approach to solve sequencing and planning simultaneously as periodic 
scheduling approach. In this approach, longer time horizon was divided into such 
periodic schedules that the optimal schedule of one period is repeatedly applied over 
the whole time horizon and gives near optimal solution of the original problem. Thus, a 
compromise was made between the computational complexity of solving longer time 
horizons and global optimal result. The strategy provided a good example for solving 
problems with time horizon of months but had certain restrictions. Product requirement 
from market and resources were considered to be fixed. 
In consideration of the present problem statement, mixed approach towards planning 
and scheduling has been suggested for the constrained scheduling problem and would 
be explained in the later sections. This approach is adopted not only to support the 
development of new products, but considering the alternative task options as well. 
Traditionally, planners are required to issue a complete set of tasks according to the 
product features provided by marketing section. However, the planners might be able to 
provide alternatives as per the production environment. Additionally, according to the 
                                                          
9 Wu, S.H., Fuh, J.Y.H. & Nee, A.Y.C, (2002), Concurrent process planning and scheduling in distributed virtual 
manufacturing 
10 Wu, D., (2005), Unified frameworks for optimal production planning scheduling: Continuous- time based-
decomposition approaches 
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alternative resource allocation due to capacity constraints, some additional activities 
might be added in the list of tasks such as machine set-up tasks. Thus, a parallel 
approach is recommended.  
2.2 Resource Constrained Project Scheduling Problem (RCPSP) 
Resource constrained scheduling has been derived from the class of constrained 
scheduling and is mainly implemented for capacity planning purposes (i.e. at scheduling 
phase). As explained earlier, as per the boundaries of planning and scheduling, 
traditionally, constrained scheduling is divided into two sub-categories (see figure 6), 
each focusing on planning and scheduling respectively. 
 
FIGURE 6: Problem classes for constrained scheduling 
The resource constrained scheduling problem has been categorized in multiple ways 
depending upon various factors. The problem was first classified and categorized 
initially by Conway et al.11 and later on was further extended by Brucker12. These 
measures of classification are nature of resources (renewable, non-renewable and 
doubly), job and activity characteristics (pre-emptive or not), project approach and 
objective functions13. Figure 7 provides an overview of classification criteria14 in the 
field of resource constrained scheduling and highlights the areas discussed in current 
study.   
RCPSP in its most basic form can be described as a generalization of job shop scheduling 
environment in which each task may require multiple resources and the capacity of each 
resource can be greater than one. Thus, resource constrained scheduling can be 
considered as a good alternative for describing assembly plants e.g. for aircraft 
                                                          
11 Conway, et al, (2003), Theory of Scheduling 
12 Brucker, P., (2004), Scheduling Algorithms, Chap 1  
13 Kolisch, R., and Hartmann, S., (2006), Experimental investigation of heuristics for resource constrained project 
scheduling: An update 
14 Herroelen, et al., (1998), Resource-constrained project scheduling: A survey of recent developments 
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industries that cannot be modelled via job shop scheduling environments15. In this 
problem, activities are related with start to finish precedence constraints. An activity can 
be started as soon as its predecessors have been completed. The standard resource 
constrained scheduling problem (RCSP) can be defined as a combinatorial problem16 
with a set of activities and defined resources. The target is to perform all necessary 
tasks, heeding precedence constraints as well as capacity constraints.  
Mostly, the resources are divided into two main types as renewable and non-renewable. 
However, scheduling can be distinguished into number of types based upon the resource 
consumption and activity characteristics, some of which are briefly described below: 
Disjunctive and Cumulative Resources: Disjunctive resources are the ones which can 
be used only on one activity at a time while cumulative resources can be assigned to 
multiple activities with a condition that their sum remains within limits. 
Preemptive and non-preemptive: If an activity can be stopped or interrupted before 
finishing, then the scheduling problem is considered to be preemptive, otherwise not. 
Preemptive modelling is defined usually for the manufacturing environments which are 
not strictly order based and based upon the order and customer priorities, some 
ongoing tasks/projects may be perturbed for a different resource assignment.  
With growing advancement in this area, researchers have been trying to develop more 
sophisticated models for scheduling problems that can actually create scenarios for 
practical industries. The driving forces of competitiveness urge industries to spend time 
and money in research in order to improve customer services.  Further details of sub 
networks can be studied in the dissertation by Fredley, M.L.17 
2.2.1 Extension of RCPSP (MMRCPSP) 
With the advent of technology, decision managers have been interested in exploring 
interesting and more practical ways of attaining targets. The desire of decision 
managers to develop techniques that allow manipulation of resources and activities lead 
to the extension of resource constrained problems. Figure 7 shows the variants of 
resource constrained scheduling problem with highlighting the areas which would be 
the scope of present study. 
                                                          
15 Crawford, J.M., (1997), An approach to resource constrained project scheduling 
16 Artigues et al, (2008), Resource-Constrained Project Scheduling: Models, Algorithms, Extensions and Applications 
17 Fredley, M.L. (2001), A decomposition based approach for multi-mode resource constrained multi-project 
scheduling problem with generalized precedence and expediting resources 




FIGURE 7: Classification of resource constrained scheduling [18] 
Owing to the multiple skills acquired by resources, researchers have focused on the 
scheduling problems where activities require a specific skill or a set of skills to be 
performed whereas time required for completion of the activity is dependent on the 
type and/or amount of resource being used. For instance, if we take an example from a 
classical job-shop problem, a job may require milling operation which can be performed 
on various milling machines operating at the time. The capacities of the milling 
machines may differ leading to a different machine time. Additionally, machine time can 
also differ on the same machine with different skill of the operator. In another case of 
classical traveling salesman problem (e.g. in delivery companies), the duration to finish 
the task not only depends upon the mode of transport, but also on the number of total 
resources dedicated to this particular task.  
In essence, activities can be performed in multiple ways that has been termed often as 
mode options in literature. These numerous possibilities can be modelled variably, 
basically depending upon the type of products, factory layout, nature of resources and 
objectives. Some researchers cope with this problem by considering it a multi-skill 
problem where each resource has multiple skills with varying skill levels19. For 
example, resource A can be used as an expert electrician or a lousy driller while for 
another resource B these set of skill levels could be vice versa. Hence, another way to 
model the activities is with the skills/qualifications required rather than assigning 
particular resources. For such cases, time duration for the task completion becomes 
dependent on the choice of resources.  
This augmentation of RCPSP which facilitates the activity to be performed in various 
possible modes is named as Multi-Model Resource constrained project scheduling 
                                                          
18
 Zahid, et al, (2015), A Practical Algorithmic Approach Towards Multi-Modal Resource Constrained Multi-Project 
Scheduling Problems (MMRCMPSP) 
19 Kazemipoor et al, (2012), Solving a mixed-integer linear programming model for a multi-skilled project scheduling 
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problem (MMRCPSP). There are two generalizations of multiple modes; (1) an activity 
can be performed with same type of resources but with different quantity leading to 
different activity duration, (2) an activity can be performed with a different resource. 
For detailed definitions and variations for MMRCPSP, we refer to the research provided 
by Kuster et al.20 which describes the concept of disruption management in order to 
explain the RCPSP with multiple alternatives and has provided detail descriptions of 
definitions of modes and their consequences on the scheduling problem.  This extended 
version of modelling aids decision managers to manipulate their limited resources and 
to maximize resource utilization, additionally, proving to be a more practical way of 
modelling production environment. On the other hand, it also increases the complexity 
of the problem by increasing the number of decision variables. This class of problem is 
declared as NP-hard problem21 that led researchers to explore efficient inexact methods 
for providing solutions. 
As depicted in figure 8, the present research considers multi-project problems. The case 
of multiple projects is tackled usually by linking the projects artificially through the 
addition of dummy activities at start and end of the project. This is also known as 
consolidation model22. As can be deduced, by linking through dummy activities (start 
and end activity), one due date would be considered for all projects and would be used 





FIGURE 8: Multi-project consolidation model 
2.2.2 Graphical Representation  
The main purpose of graphical representation of projects is visualization of the whole 
network. It should provide managers and producers a summary of the activities at the 
                                                          
20 Kuster et al, (2007), Handling alternative activities in resource constrained project scheduling problems  
21 Blazewicz et al, (1983), Scheduling subject to resource constraints: classification and complexity 
22Kanagasabapathi, B. & Ananthanarayanan, K., (2005), A simulation model for resource constrained scheduling of 
multiple projects  
23 Back-tracking: This implies backward scheduling of the activities by reversing technical constraints to calculate 
latest finish and start times for the activities. 
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plant. Another important aspect is from the decision maker’s point of view. The network 
analysis can provide an overview of the possible route options and points towards 
critical activities as well as resources for the scheduling. The uncertainty in availability 
of critical resources can also be analyzed in well-defined model of network. 
Two representations are widely used in the literature with or without some 
modifications, for representing network schedules. These are activity on arc (AoA) also 
commonly referred as arrow diagrams and activity on node (AoN) also commonly 
referred as precedence diagrams. The AoN activities are represented by nodes while the 
precedence relationships are described through arcs. Thus, it represents a unique 
network24. AoN diagrams permit easier representation of precedence constraints 
between activities. Moreover, use of dummy activities is not required for defining 
precedence among tasks which make AoN unique for a particular schedule.  
Another representation of AoN is known as precedence diagram matrices (PDM) which 
can be described as more detailed version of AoN networks. These diagramming 
methods are characterized by “generalized precedence relationships’’ (GPRs)25. In these 
four logical relationships between activities with lags (ES/EF/LS/LF) are also 
represented. They give detailed information other than strict technical precedence by 
providing flexibility in modeling relations. However, they are not as structured as AoN 
networks and can lead to anomalies in some cases such as in the defining critical 
activities since activity floats would be flexible as well with flexible relationships. 
Another similar representation was suggested as unified activity networks26 in which 
one link represented eight possible types of precedence relationships between tasks. A 
simple nomenclature was introduced to describe each relation on the link. In practice, 
such graphical methods have proved to provide better representation of scheduling 
problems with larger material handling requirements and the usage of AGVs27.  
As the name suggests, AoA are the ones representing activities on arcs. Figure 9 
describes a project with activities and precedencies. It can be observed that for the same 
project, AoN is unique while AoA network includes dummy activities and is not unique. 
As undoubtedly, AoN networks is a clearer and direct way to represent project 
networks28, AoA networks have their own advantages.  
                                                          
24 Kamburowski, et al., (2000), Minimizing the complexity of activity networks 
25 Elmaghraby, S.E., (1995), Activity nets: A guided through recent developments 
26 Hendrickson, C. & Zozaya-Gorostiza, C. (1989), Unified Activity Network Model 
27 Elmaghraby, S.E. & Kamburowski, J., (1989), The analysis of activity networks under generalized precedence 
relations (GPR) 
28 Elmaghraby, S.E., (1977), Activity Networks: Project Planning and Control by Network Models 




FIGURE 9: Comparison of AoN (left) and AoA (right) models 
It is easier to represent number of possible activities between two events in such 
networks. Complexity faced in AoA networks due to the presence of dummy activities 
for maintaining precedence constraints, researchers have focused to minimize these 
dummy activities and hence nodes in the networks. The complexity in networks is 
usually measured with complexity index (CI). Many ways of defining CI have been 
proposed in literature29. Kamburowski et al.24  proposed an algorithm for reducing CI in 
AoA networks however, it was limited to small scale and fixed activity duration 
problems. Table 2 summarizes the comparison between AoA in AoN representations.   
TABLE 2: Feature comparison of AoA and AoN diagrams 
Activity On Arc (AoA) network Activity On Node (AoN) network 
Traditionally used for PERT and CPM Used by commercial software 
Packages 
Multiple representation for one network Unique representation 
Increased and variable dummy 
activities 
Reduced and fixed dummy 
activities 
Convenience of multiple mode 
representation  
Convenience of time lag 
relationships 
 
Waugh and Frosee30 proposed that network diagraming techniques (NDT) are limited in 
their use due to the restrictions mainly imposed by precedence constraints between 
                                                          
29 ElMaghraby, S.E. & Herroelen, W., (1980), On the measurement of complexity in activity networks 
30 Waugh, L.M. & Frosee, T.M., (1995), Constrained knowledge for construction scheduling” University of New 
Brunswick, USA. 
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activities. They proposed that in order to take maximum advantage of the visual NDT 
techniques in planning and scheduling, a more comprehensive presentation should be 
proposed. They presented a NDT in which activities were scheduled according to their 
status employed and these status specified rules for planning. It was an efficient 
approach since this knowledge based approach provided more information than just 
scheduling an activity based on the completion of another activity.  
These pictorial representations can be very significant in the decision making process 
for manufacturers. By analyzing these networks, one can determine the 
interdependence of activities and projects on one another. Salah E. Elmaghraby31 has 
presented a detailed review in this area. He mainly reviewed the work by the 
researchers from managers’ view and focused on the concerns which are faced in the 
planning of larger size projects with a detailed comparison of AoA and AoN networks. 
In the current approach, AoN network representation has been used due to its unique 
representation advantage. Since the current research deals with an extended version of 
resource constrained scheduling (see section 2.2.1) such pictorial representation helps 
in reducing the dummy activities and aids visualization. In the later section, an overview 
of the search techniques based on these graphical solutions would be discussed in order 
to lay foundation for the proposed algorithms in the chapter 4. 
2.2.3 Traditional Approaches for Baseline Schedules 
In addition to the critical path method (CPM), program evaluation and review 
techniques (PERT) are considered to be the first efforts for analyzing the behavior of 
network graphs and scheduling purposes. The earliest research which can be found on 
CPM and PERT was published in 195932,33 and have been practiced so far in many 
commercial softwares like Microsoft Project planner in order to get baseline schedules. 
Since then, many researchers have worked on these techniques with modifications in 
order to make them efficient for practical use. A brief introduction in the development of 
these techniques is provided in this section. 
CPM determines the minimum time or cost of the project by considering activities 
duration or cost, fixed along the path and thus, provides no room for uncertainty. CPM 
provides decision makers an idea of minimum required cost and completion time of the 
project along a path. It provides the information of those critical activities which have 
zero slack/float and delay of which activities will result in the delay of the project. Figure 
10 provides a pictorial representation of total slack/float (TF) and free float (FF), also 
known as next float (NF); terms which would be used multiple times in the later 
chapters and have been modified for the specific multi-mode RCPSP. Total float/slack is 
the amount of time a task can be delayed without delaying the whole project while NF is 
the amount of time a task can be delayed without effecting the start time of next activity 
                                                          
31 Elmaghraby, S.E., (1995), Activity nets: A guided through recent developments 
32 James, K. & Walker, M.R., (1959), Critical path planning and scheduling 
33 Malcolm, et al, (1959), Application of a Technique for Research and Development Program Evaluation 
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in line and thus, it is always less than or equal to TF of the task. As CPM seems to provide 
a good view on the activities that need foremost attention, one can be easily deceived by 
such wrong interruptions since several other factors can contribute for stating the 
activity as being critical other than floats such as its position, nature of work and 
resource requirement. 
 
FIGURE 10: Pictorial description of TF and FF with Gantt chart 
Due to the limitations imposed by negligence of capacity constraints in traditional CPM, 
numerous researchers have proposed resource critical path analysis (RCPA). Such 
analysis generally consists of two steps. In the first step, CP is found using a classical 
approach in which there is no consideration of resource constraints and the floats for 
the activities are calculated. In the second step, the activities are rescheduled so that 
resource constraints are not violated. Ming Lu et al.34 developed a heuristic algorithm 
combining simulation based approach with particle swarm optimization (PSO) to find 
shortest path while maintaining resource constraints. Primavera was used for 
simulation however it was observed that the results produced by the simulator 
maintained only precedence constraints of activities but the float calculation was not 
accurate due to the violation of resource constraints. For this reason, simulator was 
combined with PSO to give near optimal results. Another limitation imposed by the 
proposed algorithm was fixed activity durations and resource availability. Lu Ming35 
proposed another resource-activity CPM (RACPM) in which floats of the activities were 
dependent on availability of resources. A detailed comparison of proposed techniques in 
literature, on finding correct floats for resource CPM can be found in the dissertation by 
Kim, K.36  
PERT on the other hand was initially developed to provide risk estimation to the 
managers on deliverables such as time and budget. These were described as somewhat 
probabilistic models based on beta- distribution37 which are determined by the worst 
                                                          
34 Lu, et al, (2008), Resource-constrained critical path analysis based on discrete event simulation and particle swarm 
optimization 
35 Lu, M. & Li, H., (2003), Resource-activity critical path method for construction planning 
36 Kim, K., (2003),A resource constrained CPM (RCPM) scheduling and control technique with multiple calendars 
37 Fenter, J., (1999),Designing a beta probability distribution function for construction simulation 
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case, best case and most likely estimates. PERT networks may seem to be more useful 
considering the fact that they could be useful for further evaluation of the project 
estimates but the quality of such estimates was subjected to the experience and skill of 
the experts. For each variable of the input model, three values were provided based on 
expert opinion and knowledge based data and can be shortly described as three points 
estimate. Figure 11 depicts the characters of PERT estimates for task scheduling 
providing estimation of the total project time. By using 3-point estimates of tasks, 
project estimates can be obtained in a similar format. PERT is considered to be useful in 
determining dependencies between tasks and aiding the critical path process. However, 
the estimates generally result in an extreme buffer management approach which may 
cause unnecessary redundancies since the input variables are purely subjected on 
experts’ opinion. As the tasks are defined within a possible range of duration, PERT 
models seem to be more useful for the estimation of outcomes in everyday environment 
dealing with variances rather than uncertainties.  
 
FIGURE 11: PERT three point estimates for project outcomes 
Additionally, simulation results performed through Monte-Carlo method exhibit that 
project completion times/cost estimated through PERT models tend to provide 
incorrect optimistic results38. To summarize the main features of CPM and PERT, table 3 
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TABLE 3: Features of PERT and CPM 
PERT CPM 
AIM: To estimate the 
variance in output 
AIM: To identify the minimum 
time/cost required for completion of 
project identifying critical tasks  
Probabilistic model based 
on Beta distribution 
Deterministic task durations (derived 
from expected values of PERT models) 
Event oriented approach Activity oriented approach 
All tasks are considered 
equally important 
Critical activities are identified to 
receive maximum attention 
Well-known for R & D 
type projects 
Well-known for construction based 
projects 
Used for what-if analysis Used for pictorial representation of 
sensitive tasks 
To address the limitations associated with PERT and CPM, graphical evaluation and 
review technique (GERT) was proposed. GERT is modeled with the approach of 
variance, both in tasks as well as their durations. Variance in tasks is provided through 
various types of logic gates. This suggested that at a particular state, the tasks which 
need to be performed afterwards (hence enabling multiple possible end nodes) can be 
various depending upon the logic gates (For details on the type of gates, refer to a study 
conducted by Pritsker39). In addition to that, duration of the tasks was also non-
deterministic. Although, this conditional branching was proved to be beneficial for some 
purposes40,41, the complexity involved in initial modeling of the logic gates limited its use 
and has been rarely implemented.  
While using CPM and PERT in parallel for analyzing networks, CPM uses expected 
duration from PERT for calculating the critical path.  As implying the Parkinson’s law, 
where work expands to fill the time available, projects often tend to be completed on 
pessimistic estimates. To avoid such behavior, another variation of critical path was 
proposed by Goldratt in 1997 in his book with name of critical chain (CC)42. The 
argument was to apply buffers on the complete pool of scheduled activities rather than 
individual critical activities which may be wrongly identified. He proposed that unlike 
CP, CC differs in critical and non-critical resources and thrives on providing feeding 
buffers (FB) for activities using critical resources and adding project buffer at the end 
                                                          
39 Pritsker, A.A.B., (1966),GERT: Graphical Evaluation and Review Technique 
40 Zebda, A., (1986), Stochastic audit planning and control using GERT simulation 
41 Taylor, B.W. & Moore, L.J., (1980), R & D Project planning with Q-GERT network modelling and simulation 
42 Goldratt, E. M., (1997), Critical Chain 
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(figure 12). Since then, a number of researchers have underlined the difference between 
these two techniques. Details on the studies on CC can be found in the paper by Lecher et 
al43. The CC technique mainly focuses on reducing the activity times and allocating the 
buffer time at the end of the all activities rather than between them. However, it had 
many limitations and lacked strong framework for practical applications since the 
buffers proposed to handle uncertainties in the chain are based only on resource 
constraints44.  
 
FIGURE 12: Critical Chain Method [42] 
However, despite of much research work in this area, the practical use of these 
techniques is still limited due to various limitations. CPM technique becomes complex 
combinatorial problem when considered with resource constraints. 
This may seem absurd that despite all these limitations, most widely used commercial 
softwares for project management such as Primavera and Microsoft© use CP for the 
baseline schedules, although few reformations have been made to incorporate resource 
constraints. PERT and CPM techniques have been used in their modified forms for 
various other uses in scheduling. Elmaghraby, S.E.45 proposed an algorithm using PERT 
for determining flow of activities in such a manner that bidding decisions by the 
contractors can be made through them. Key events and activities are translated in cost 
interpreting budget requirement for the project and thus, helping contractor in analyses. 
Such techniques are also used for financial analysis and to provide necessary details in 
for crisis management. Another research46 conducted proposed a method for crashing 
activities identified by CPM at the expense of increased costs. The proposed algorithm 
helps decision makers to analyze trade-off of cost due to crashing activities and the 
overall profits. 
By reviewing state-of-the-literature, it was observed that CP based analysis techniques 
                                                          
43 Lechler, at al, (2005), NASA Strategic multi-project resource management CC-Lite 
44 Lechler, et al, (2005), Critical Chain: A new project management paradigm or new wine in old bottles? 
45 Elmaghraby, S.E., (1990), Project bidding under activity durations 
46 Kharde, B.R. & Patil, G.J.V., (2012), An efficient algorithm for crashing 
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particularly subjected to MMRCPSP have not been studied thoroughly. The baselines 
schedules for multi-mode RCPSP are obtained by first reducing the problem to simple 
RCPSP (via fixing modes). The current algorithm proposed for scheduling will also 
employ CP method for initial priority sequence generation but would not fix mode for 
final determination of CP.  
2.2.4 Programming Models 
On one hand, where addition of the multi-mode option increases sophistication of the 
resource constrained models, it also increases complexity of the problem which makes 
them harder to solve. Complexity of the problem is widely measured in terms of 
computational complexity. The widely used common method to measure running time 
complexity is via Big-O notation47,48. This measure focuses on the growth of run time of 
an algorithm with respect to the increase in the problem size. It depends that whether 
the problem can run in polynomial time O(nk) where k is a constant and n is the form of 
input or in exponential time O(kn). Such problems which cannot be solved in a 
polynomial time are categorized as non-deterministic polynomial (NP) time problems49. 
Figure 13 explains this idea in a better way. The idea of P=NP if proved, meaning that NP 
class of problems can somehow be reduced to P problems would result in much faster 
solving algorithms. The difference between NP-complete and NP Hard problems is that 
NP Hard problems do not have to be decision variables essentially.  
 
FIGURE 13: Computational complexity in terms of decision variables [50] 
It has been proved through experiments that resource constrained scheduling belongs 
to class of NP-Hard problems51.  
 
                                                          
47 Dale, et al, (2002), Object-oriented data structure using Java 
48 Parrilo, P. & Lall, S., (2003), Semi definite programming relaxations and algebraic optimization in control 
49 Bovet, D.P. & Crescenzi, P.,(2006), Introduction to the Theory of Complexity 
50 Ladner, R.E., (1975), On the structure of polynomial time reducibility 
51 Brucker, P., (2003), Scheduling Algorithms 
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Various reasons due to which RCPSP and its various developments are characterized as 
NP Hard are: 
 Size of the problem 
 Infeasibility  
 Multiple locally optimal solutions 
On the account of such complexities, numerous mathematical models have been 
proposed in literature. The choice of representation of variable and modeling has a great 
impact on the computation time needed for the solution. Given the computation 
complexity, it is very important to formulate an effective mathematical model that can 
contain possible features necessary for the representation of a sophisticated real life 
production environment. 
The choice of representation of variable and modeling can prove to have considerable 
impact on the computation time needed for the solution. The problem can be 
represented in general form which can be applicable for many applications in industries 
but it will do so at the expense of larger search area. In contrast, if a model is developed 
for a specific problem, it will reduce search area for the problem but limits its use as 
well. Hence, given the computation complexity, it is very important to formulate an 
effective mathematical model that can contain possible features necessary for the 
representation of a sophisticated real life production environment. 
Another variation is the description of constraints and variables in the model. Most of 
the RCSP are developed as linear models due to their ease in getting a solution. Integer 
linear programming (ILP) is a NP-hard problem since such model requirement indicates 
a non-convex solution. Three types of formulations of ILP have been proposed for the 
resource constrained scheduling problem in literature52. 
 time indexed formulation based on binary decision variables such that       if 
an activity starts at time “t”, else 0 
 Event-based formulations where a task starts or ends at an event such that 
       if an activity starts or ends at the event under consideration  
 Sequence based or flow based formulations where time is continuous, for 
instance       if and only if          , i.e. where i and j being activity indices 
and S and p represent start and processing times of an activity. 
One of the earliest representations for RCPSP was given by Bowman53 in 1954 for job 
shop scheduling which is considered as the earliest representation of 0-1 time indexed 
based formulation. A variable represented that whether an activity was carried out in a 
particular time period or not. So for each activity, the decision has to be made in every 
time unit for entire horizon which leads to a significant increase in the number of 
decision variables. It was shown that even for a problem with three activities and two 
                                                          
52 Kone, et al., (2013), Comparison of mixed integer linear programming models for the resource-constrained project 
scheduling problem with consumption and production of resources 
53 Bowman, E.H., (1959), The schedule-sequencing problem 
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machines, the number of variables could be 500-600. Pritsker et al.,54 proposed a 
solution for this problem and continued work for time-based indexed formulations. He 
presented the variables in 0-1 form but the time units were not considered for the whole 
horizon. For each activity, the decision was made that whether this activity will be 
finished in the time between its early finish and late finish time or not.  
If we make a brief comparison of these formulations, it is observed that 0-1 time indexed 
formulations are seen to provide good LP relaxations. LP relaxations provide a rough 
parameter to identify the ease of problem solution since these relaxations are a way of 
decomposing the problem. However, since the variables for time-indexed formulations 
depend on the schedule length, they result in pseudo-polynomial variables. On the other 
hand, other formulations provide poor LP relaxations but are compact in nature.  
Integer variables insert integrality constraints which in turn make it more difficult to get 
the solutions, it is preferable to limit their use and thus, MILP models (classified as NP-
Hard)55 were developed in order to limit the use of integer variables to a maximum. As 
oppose to integer based programming methods, constrained programming is another 
well-known method to model NP-hard problems. This method is more suitable for the 
systems with finite variables in which constraints cannot be described as linear 
equations e.g. travelling salesman problem.  
In the present study, time indeed formulation proposed by Pritsker et al. [54] has been 
used due to its following advantages for our system requirement. 
 Simple representation of constraints 
 Appropriate for proposed algorithm and generation scheme 
 Simple representation of objective functions 
2.2.5 Available Benchmarks/Datasets 
For evaluation of the proposed strategies in the area of resource constrained scheduling 
problems, a few benchmark libraries are available generated through parameters 
defined in compatible project network generators. These benchmarks enable 
researchers to test the proposed methodology with desired network characteristics that 
can be later extended for larger instance problems. Most widely used library for 
benchmarking is PSPLib based on ProGen. However, in a comprehensive study56 of 
comparison of parameters used to create ProGen instances, several inconsistencies such 
as instances with infeasible schedules, low range of order strength and infeasible modes 
generation were realized. Due to these limitations, a new dataset library i.e. MMLib 
created by RanGen has recently become more popular as benchmarking for scheduling 
problems with multiple-modes.  
                                                          
54 Pritsker et al, (1969), Multi-project scheduling with limited resources: A zero-one programming approach 
55 Mitchell, J. & Lee, E.K., (2001), Branch-and-bound methods for integer programming 
56 Petegham, V.V. & Vanhoucke, M., (2014), An experimental investigation of metaheuristics for the multi-mode 
resource constrained project scheduling problem on new dataset instances 
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Some important preliminaries used for defining the instance characteristics in these 
generators are briefly defined below57: 
 Resource Factor (RF): Defines the average percentage of resources required by an 
activity in the resource demand matrix and ranges between 0-1, 1 being the possibility 
when a resource is required by every task. 
 Resource Constrainedness (RC): It is the ratio of average use of this particular 
resource to the maximum availability of that resource in any given time and depicts the 
tightness of resource constraints. Another measure used in the previous literature is 
resource strength (RS) but is criticized by many researchers since it is not considered a 
pure resource measure and defines ratio of resource scarcity with respect to the start 
stage of tasks. 
 Order Strength (OS): Represents ratio of number of precedence relations and 
theoretical precedence relations. In simple words, it describes the density of the 
network i.e. higher the number of technical precedencies, higher wil be the value of 
order strength. Thus, networks with more paralel activities have lower order strength 
value. 
 
FIGURE 14: Order Strength in project networks [57] 
 Series-Paralel Indicator (SP or Id2) This parameter describes the closeness of project 
instance to a 100% paralel network and ranges from 0-1. Value of 0 means network is 
completely a series network. 
 Total Float Measure (TFM): This factor states number of levels (i.e. decision point 
stages) each task can be shifted without violating precedence constraints and depicts 
density of the network. A 100% dense structure would reflect that no task can be shifted 
to next or earlier decision point due to precedence relationships. 
A detail comparison between these datasets can be studied in Annex-A. Renewable (R), 
Non-renewable (NR) and human (H) resources are categorized for input details of 
various datasets. 
Some datasets were found to be very subjective in their usage. For example, a library 
caled NSPLib provides the option of personal scheduling and was specificaly designed 
for human resource applications such as hospitals. Furthermore, since production 
layouts are diferent in their network characteristics, the knowledge of these parameters 
is of significance. However, state-of-the-art literature provides no means of comparison 
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among these various problem generators, which makes it difficult from users point of 
view to decide which particular dataset would be the most suitable in a particular layout 
with available data information. For the problem of job shop scheduling or for a make-
to-order type environment, some special instances have been proposed by researchers. 
The most commonly used are Fischer & Thompson instances. A detailed comparison of 
these instances particularly created for such environment can be found in Behnke and 
Geiger58. Following observations were made after comparing these various datasets: 
 The concept of multiple resource options by task is modeled in the datasets. However, 
so far, network with modes which lead to process alteration (change of successors) have 
not been proposed.  
 It can be perceived from gathered information that although, such libraries obtained 
through project generators are of limited size as compared to the real-scale, these 
libraries can be used to compare one’s heuristics with available benchmarks.  
 
2.2.6 Decomposition Strategies 
Decomposition approaches provide an alternative for researchers to find optimal values 
for NP-Hard problems. In this section we provide a brief overview on several classes of 
decomposition studies which have been proposed for scheduling problems. An over of 
the proposed techniques can be seen in figure 15. In the subsections, these approaches 
would be explained with the help of some example studies. 
 
FIGURE 15: Classification for decomposition strategies 
Numerical Reduction Techniques 
Numerical reduction or decomposition techniques for complex problems have been 
focus of various researchers from several years. The basic technique in such techniques 
is the relaxation of constraints. In most of the cases, two models used in numerical 
decomposition approaches for solving complex problems which were primal and dual 
decomposition methods. Dual models are used where the problem decomposition leads 
to decouple the problem like in Lagrangian relaxation where relaxation of the constraint 
decouples the problem into two parts59. One is to solve the sub problem and the other is 
                                                          
58 Behnke, D. & Geiger, M.J., (2012), Test Instances for the Flexible Job Shop Scheduling Problem with Work Centers 
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the hard part i.e. to solve Lagrangian multipliers. Primal models are used where 
resources are shared among the projects and can be sliced among them. 
Several approaches have been presented by authors to deal with the problem of 
decomposition in reference to the scheduling of large scale problems. Large scale 
problems are often NP Hard problems which are computationally expensive to solve as a 
complete problem. Most decomposition approaches which are based on block angular 
structure tend to break the problem into independent sub problems which make them 
suitable candidate for parallel implementation which helps to reduce computation time 
required for reaching the solution. Parallel implementation can be done in two ways 
which are control parallelism and data parallelism. Control parallelism breaks the 
problems into independent sub problems and then these sub problems are solved on 
multiple processors in parallel while data parallelism is adopted where identical 
processing is required by the collective data of the problem. So the task is assigned to 
multiple processors working in parallel with identical operations.  
The earliest approaches based on this concept were presented by Dantzig and Wolfe60. 
The problem is divided into a set of sub problems and a master problem consisting of a 
set of all sub problems. The master problem is solved with relaxed version having fewer 
numbers of variables than the original problem. The solution obtained is applied on sub 
problems which represent a set of constraints from the original problem. Afterwards, 
the solution to each sub problem introduces another variable in the master problem and 
the process is continued until the master problem has considered all variables as 
present in the original problem. Similar to Dantzig-Wolfe approach, Bender61 proposed 
decomposition algorithm for block structure linear problems adding new constraints 
and used row generation approach instead of column generation approach of Dantzig-
Wolfe. Bender’s decomposition was mainly proposed for mixed-integer linear 
programming (MILP).  
Sweeney and Murphy62 developed a decomposition approach for integers based on 
Dantzig-Wolfe approach. It consists of finding k best solutions for each of the sub 
problems and then finding the best combination of these solutions in the master 
problem. But some points of this decomposition were left behind such as the size of k 
was not identified. According to Sweeney and Murphy, the size can vary according to the 
size and role of each sub problem in the master problem. But since, the size of k affected 
greatly on the solution of the problem, certain rules were to be developed for this 
selection. Wu et al.63 presented a decomposition approach based upon the work 
proposed by Sweeney and Murphy. They combined the decomposition algorithm of 
Sweeney and Murphy for integer programming and combined it with resource 
constrained scheduling problem. 
                                                          
60 Dantzig, G.B. & Wolfe, P., (1960), Decomposition Principle for Linear Programs 
61 Benders, J. F., (1962), Partitioning procedures for solving mixed-variables programming problem 
62 Sweeney; D.J. & Murphy, R.A., (1979), A method for decomposition for integer programming 
63 Wu, et al, (1998), Decomposition heuristics for robust job-shop scheduling 
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The main issues which are realized and discussed in every application of this method of 
decomposition are the choice of dual problems and selection of constraints that have to 
be relaxed. To have more practical advantages of the exact method of Lagrangian 
decomposition, heuristics method were used along with them in order to combine their 
advantages. 
Time Based Decomposition  
Time based decomposition strategies breakdown the work structure and use relaxed 
constraints at each time slot. Real-time constraints are considered at each step and 
added in the system with the passage of time. Singer64 initially proposed the concept of 
rolling planning horizon (RHA) for solving large scale job shop problems. Rolling 
horizon heuristics divide the problem into time windows. Sub problems are selected for 
each time window which are then scheduled and optimized individually and combined 
in the end for the whole schedule. The quality of solution is dependent upon the degree 
of coupling in these sub problems. It was proposed that if these sub problems are 
coupled in a one way fashion, implying that B depends on A but not the other way 
around, then this problem can be easily solved by first solving A and then B since A is not 
dependent on B.  
Liu et al.65 presented a predictive based iterative decomposition algorithm (PIDA) based 
upon the basic concept of rolling planning horizon. This approach was different from 
RHA in a way that in RHA, sub problems were defined already before solving the first 
sub problem and the solution methodology used for the sub problems was heuristic 
based which had exponential complexity while PIDA was iterative and sub problems 
were not defined previously at the start but iteratively and the solution methodology 
was adaptive GA. The sub problems were based on predetermined time windows while 
the number of sub problems was defined for each time window but the decision that 
which sub problems will be in each time window was taken iteratively. It was proved 
that the algorithm out performed RHA and could solve 1000 activities with 20 machines 
in a time of 2 minutes but it lacked the details required while managing a sophisticated 
real time job shop problem. Resources were considered unlimited and the assumptions 
which were used for clustering the jobs could not be properly justified. 
Graphical Based Decomposition 
One of the techniques used for topological decomposition is referred as clustering. 
Clustering is defined as the grouping of network into sub networks in such a way that 
sub networks share maximum information and similarities within a network and are 
dissimilar in a predefined manner from other networks. Clustering can serve as a 
phenomenal tool to organize, explore and analyze large data networks. The main 
purpose of clustering is to reduce time of compilation for a problem by assigning parallel 
tasks grouped as clusters to multi processors. So in other terms, one can say that it is 
used as a first step in parallel architectures to group tasks which can be performed in 
                                                          
64 Singer, M., (2001), Decomposition methods for large shops 
65 Liu, et al, (2007), A predictive based iterative decomposition algorithm for scheduling large-scale job shops 
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parallel. Clustering is usually based on two steps which are clustering and cluster 
scheduling or merging. Clustering is the grouping of tasks while merging refers 
assigning these tasks to parallel architectures. A detail analysis and comparison of 
clustering task graph algorithms can be seen in paper by Ahmed and Kwok66. However, 
these algorithms found their application mainly in image and signal processing where 
grouping of large networks is of crucial importance in order to evaluate the networks. 
But in scheduling, where apart from grouping the large project networks, the quality of 
groups in order to maintain various constraints within and among the groups is the 
main concern, these topological decomposition are of limited use. Most of the graphical 
reduction techniques in context of scheduling problems use tree and node reduction 
methods. 
As through the above discussion, a foundation on solution strategies via decomposition 
(which are used often as a priori step for heuristic algorithms or AI techniques) has been 
established, the next section discusses solution strategies proposed for resource 
constrained scheduling problems.     
2.3 Overview of Search Techniques 
As described in the earlier section, MMRCPSP is an extended version of RCPSP which is 
included in the class of NP-Hard problems. Solution strategies for such problems can be 
classified into figure 16 which was constructed as a study of several state of the art 
literature in this area67,68. This main division is based on the search strategies used by 
algorithms. Exact enumeration strategies guarentee an optimal solution via systematic 
and exhaustive search while random search techniques aim for a acceptable good 
solution in  reasonable amount of time. The following sub-sections throw a light on basic 
structure of both of these techniques. 
 
 
FIGURE 16: Approaches towards solution schema for NP-Hard problems 
 
                                                          
66 Ahmed, I. & Kwok, K.H., (1996), Analysis, evaluation and comparison of algorithms for scheduling task graphs no 
parallel processors 
67 Ravindra et al, (2002), A survey of very large-scale neighbourhood search techniques  
68 Andradottir, S., (1998), Simulation Optimization 
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2.3.1 Exact Algorithms/Exhaustive Search  
Classic exact algorithms include enumeration schemes such as branch and bound (B&B) 
algorithms. It involves exhaustive search of the available options with a bounding 
scheme or recursive operations as proposed by dynamic programming. Depth first 
search and Breadth first search are the most widely used classification for B & B 
algorithms69. As the name indicates, they mainly differ in their search paths (Figure 17). 
DFS has a relatively lower computation cost but it is incomplete and does not guarantees 
an optimal solution. In contrast, BFS offers a more comprehensive search with an 
optimal solution.  
 
FIGURE 17: Search Method for BSF (left) and DFS (right) 
However, it comes with an impractical time and memory requirements. It can be 
observed in table 4 that when the project size increases, the depth of B & B algorithms 
also increases. Since the problem is NP-hard, the memory requirements and run time of 
the algorithm increases exponentially with this increased number of depth and nodes.  
TABLE 4: Computation complexity and time for large scale problems [70] 
DEPTH NODES TIME MEMORY 
2 1100 .11 sec 1 MB 
4 111,100 11 sec 106 MB 
6 107 19 minutes 10 GB 
8 109 31 hours 1 TB 
10 1011 129 days 101 TB 
12 1013 35 years 10 PB 
14 1015 3,523 years 1 EB 
Time and memory requirement for BFS. The numbers shown assume branching factor = 10; 10,000 
nodes/sec; 1000bytes/node70 
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 Woeginger, G., (2003), Exact algorithms for NP-Hard problems; A survey, Chap: Combinatorial Optimization 
70 Russel, S. & Norvig, P., (2002), Artificial Intelligence: A Modern Approach, Chap: 3 
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Research indicates that today’s commercial softwares for IP problems are unable to 
solve even simple business and optimization problems with a few hundred integers71. 
Even though, several research papers propose heuristic strategies while advocating that 
exact methods do not perform well on such NP-hard problems. A few interesting studies 
are found in literature which methodically compare the two strategies. 
Perez et al72 took same class problem instances of different sizes for such comparison. 
They first performed sampling on the data instances and then compared the 
performance of B & B method and simulated annealing (SA). The performance was 
evaluated through an efficiency function which basically depicted computation time of 
an algorithm for a problem instance of a specific size. It was observed that for smaller 
instances, B & B outperformed simulated annealing but at larger instances of more than 
thousand activities, problem size exceeded algorithm’s implementation capacity. 
Another interesting study was carried on weapon target assignment problem, similar to 
the machine assignment problem. It was concluded that exact algorithms cannot find a 
feasible solution for the problem size of 20 or more input variables73. 
In another demand and supply problem categorized as NP-complete problem74, exact 
algorithm were compared with priority heuristic approach and was observed that with 
the increase of problem instance, the computation time of heuristics increased linearly 
while there was an exponential increase for exact algorithms. For the problem instance 
of size 10, exact algorithms were unable to find a solution after more than 30 minutes of 
run time.  
In a detailed comparison of precedence tree approach75 and delay alternative 
approach76, it was observed that without bounding rules, both enumerations performed 
the same. But with the bounding rules, which were mainly based on the elimination of 
inefficient modes, precedence tree algorithm seemed to perform better for harder 
instances (i.e. with low resource strength). However, mode alternative algorithm was 
faster for easier instances. Although, as the problem size gets higher to 16 jobs, both the 
algorithms were observed inefficient with precedence tree providing feasible solutions 
for 21% of the J1677 instances while for mode alternatives, this percentage was a slightly 
higher value of 23.8%. For harder instances of the same size, this percentage was even 
lower reaching 0.5% in 1000 seconds. 
Annex-B summarizes the well-known exact enumeration schemes which have been 
proposed for MMRCPSP over the years. In the very first efforts of extended DFS 
technique for MMRCPSP, the focus was to provide precedence tree without any 
                                                          
71 Bixby et al, (2000), Theory and practice- closing the gap 
72 Perez et al, (2004), Comparison and selection of exact and heuristic algorithms 
73 Ahuja et al, (2003), Exact and heuristic algorithms for the weapon target assignment problem 
74 Ogwumike et al, (2015), Near-optimal scheduling of residential smart home appliances using heuristic approach 
75 A. Sprecher and A. Drexl, (1996), Solving multi-mode resource project scheduling problems by a simple general and 
powerful sequencing algorithm  
76 Sprecher, et al, (1997), An exact algorithm for project scheduling with multiple modes 
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 J16 depicts a standard problem instance from benchmark library (PSPLib) indicating a classical MMRCPSP with a 
total of 16 activities.  
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precedence constraints violation and afterwards provide a feasible schedule. To 
accelerate the process, static bounding rules were developed which suggested the 
modification of input data in order to reduce branches by eliminating modes which were 
inefficient78 and/or non-executable79. 
Dynamic rules suggested the elimination of partial schedules for the branches which 
were order monotonous. This meant that if a group of successive activities result in 
same earliest finish time, irrespective of the order of the activities, there is no further 
need to evaluate all the partial schedules in each order. Another bounding rule 
suggested later on was observed to outperform the previous proposed bounding rules. It 
was based on checking the critical path length on each level of enumeration added with 
the starting time of current activity. If the length of CP was longer than the lower bound 
previously calculated, then partial schedule was dropped from being further 
investigated. This bounding rule was able to provide optimal results for instances having 
30 activities. Another contribution of the paper was to test instances with variance of job 
subset strength (JSS); a parameter proposed to determine the complexity of the network 
through disjoint sets of activities80. It was concluded that with the increase of JSS factor, 
run time for the problem instance was reduced. 
2.3.2 Random Search Algorithms 
The name of random search method may mislead readers into suggesting that search 
technique is purely based on random selection. Random search algorithms are manily 
developed with the approach to find near-optimal solutions with a low computation 
effort.  
The numerous search techniques proposed in this area are mainly classfied based on the 
following factors81: 
 By neighbourhood search: This can be fixed or adaptive. Adaptive neighbourhood 
might change the neighbourhood based on the optimization process for example 
GA. This would be explained more in the later sub-sections. 
 By number of feasible solutions: Limited or infinite where infinite solutions are 
realized in cases which have partially constrained decision variables and the 
optimal solution cannot be identified. 
 By convergence properties: Locally or globally convergent. 
Heuristics are sometimes differentiated from approximation algorithms. This is under 
the idea that approximation algorithms provide a certain tolerance level from optimal 
value while heuristics may or may not since there are no optimal defined optimal results 
for the problems under discussion.  
                                                          
78 Inefficient mode: A mode that cannot be provide better objective function as compared to other mode of same 
activity 
79 Non-executable mode: A mode that is impossible to perform due to the renewable resource limitations 
80 Drexl et al, (2000), ProGen/πx - An instance generator for resource constrained project scheduling problems with 
partially renewable resources and further extensions  
81 Hong, L.F. & Nelson, B.L., (2006), Discrete optimization via simulation using COMPASS 




FIGURE 18: Classification for search approaches in heuristic scheduling 
Heuristics 
As discussed, exhaustive search approaches are limited in their capacity for finding 
optimal solutions for integer programming NP-Hard problems. The other search 
direction includes heuristic algorithms. Here, it should be mentioned that in some 
literature, the term approximation algorithm is also used with heuristics. As the name 
suggests, such algorithms define a tolerance range from the optimal solutions. However, 
since for many NP hard problems, the optimal solutions are not present, bounds are 
used in order to test the quality of these search algorithms. Hence in general, 
approximation algorithms can be termed as heuristics. 
Heuristic techniques or simply heuristics are developed around an idea of “good 
solutions” in “reasonable” time. For large scale problems which do not have an exact 
optimum, bounds need to be defined to test the quality of solutions. Depending on the 
objective function, upper and lower bounds are calculated for the maximization and 
minimization problems respectively. Figure 19 explains this phenomenon. It can be 
observed that a solution is termed as heuristic which lies near the optimal solution and 
is considered “reasonably” good. However, for hard scheduling problems, an exact 
optimum cannot be defined and a solution such as makespan obtained through CPM is 
considered as lower bound. The aim of the heuristics in this case is to attain a solution 


















FIGURE 19: Heuristic and optimal solutions [82] 
Due to vast research in this area, it is hard to provide an exact classification for heuristic 
approaches. However, some of the widely applied ones are summarized in the figure 20. 
Reductive heuristics can be named hybrid as well since these heuristics were developed 
to aid the exact enumeration techniques. As discussed in the earlier sections, such 
researches were conducted to put tight bounds on pruning rules. In a detailed 
comparison83, the basic structure followed by state-of-the-art literature in such 
reductive methods was formulized. This comparison provides aims, performance, and 
pros and cons of various reductive techniques available. Moreover, decomposition 
techniques are also considered as an approach towards faster and near-optimal 
reductive strategies which were discussed in detail in the section 2.2.6. 
 
FIGURE 20: Hybrid approaches for solution strategies 
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Another widely known search direction for exploring the near-optimal solution of NP-
hard problems in manufacturing and many other fields is the implementation of meta-
heuristics. There are several meta-heuristics techniques proposed so far in literature, set 
apart by several features which determine their classification84 such as population size 
and algorithm inspiration which can be nature-inspired (as in particle swarm 
optimization) or physical processes (as in simulated annealing). However, the two main 
components of meta-heuristics are intensification and diversification85. Intensification 
promotes to find the best solution in the current feasible space while diversification is 
required in order to find new search spaces to avoid local optima. Hence, the factors that 
form the basis of these algorithms can be summarized into two main categories as: 
 Variation operators that create the necessary diversity 
 Selection acts as a force pushing quality 
Some of the most famous meta-heuristics in the field of resource constrained scheduling 
are  
 Simulated Annealing (SA) 
 Genetic algorithm (GA) 
 Particle Swarm Optimization (PSO) 
 Tabu Search 
 
Tabu search is a local search technique that starts from a feasible solution as optimum 
and searches immediate neighborhood domain for better solutions by relaxing 
constraints with a memory structure. Since it uses systematic memory function which 
uses large space, it has been mostly used in combination with exact algorithms. 
As the name suggest, SA is a heuristic derived from the annealing heat treatment process 
and starts with a schedule which maybe far from optimal but moves gradually in the 
neighborhood for global optimum. GA and PSO are similar in their classification as being 
aspired from nature and generally, are put in the class of evolutionary techniques. PSO 
was derived from the natural process of birds’ flight where they explore their way in a 
flock for the search of food. Each bird is considered as a solution and moves from one 
position to another by comparing its current location with current location of the best 
individual and then jumps with a relative velocity component. GA on the other hand, lays 
its foundation on the evolution process of living beings which combine parent solutions 
in order to produce new child solutions and thus exploring solution search space.  
As can be deduced, many similarities can be found between GA, PSO and SA. For 
instance, all algorithms proceed with set of solution rather than a single solution. The 
comparative search in them provides intensification while the relative velocity and 
mutation parameter provides the factor of diversification in PSO and GA respectively. 
Annex-C highlights some of the customized works on such meta-heuristics which have 
been adopted specifically for MMRCPSP.  
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It is an established fact that although these meta-heuristics provide an alternative to find 
the solution search space of NP-hard and non-convex problems, there are several 
random factors involved which determine the search direction of the algorithm. For 
instance, in GA, population search can be controlled by selection method, crossover rate 
and method etc. The diversification is presumed to be controlled by mutation rate which 
in case is set to be too large, can provide in feasible solutions but if set to be low, can 
result in a local optima. Moreover, GA methods proposed for MMRCPSP are mostly 
divided into two loops where each loop provides an optimal solution for one decision 
variable; i.e. start time or mode allocation. Some of the interesting works in this area are 
summarized in Annex-C. Generally, the problem is first reduced to RCPSP and 
afterwards, resolved for an acceptable optimal solution. 
It has been concluded in comparative studies that quality of these meta-heuristic 
solutions depends on the quality of feasible start solutions which are obtained through 
priority heuristic methods86. In later discussion throws light on the concepts of priority 
heuristic scheduling which is used for the implementation of proposed strategy in the 
present work.  
Priority Heuristic Scheduling 
Priority heuristic scheduling is a form of problem solving technique based on a strategy 
for providing a sufficiently good solution when the problem is complex to solve via exact 
methods. Priority rule based heuristics for scheduling and planning have been explored 
along with meta-heuristics over the past couple of years for resource constrained 
scheduling87,88. A priority rule is deployed in order to rank the activities and is essential 
for assigning limited resources. Heuristic scheduling is mainly composed of two 
components which are heuristic rules and a schedule generation scheme (see figure 21). 
These algorithms propose exploration of the search space in a stage-wise fashion by 
choosing local optima at each stage. As opposed to exact enumeration strategies, it does 
not exploit all possible branches but chooses the best option by using the provided 
heuristic rule. 
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FIGURE 21: Structure for priority heuristic scheduling 
Heuristics rules have been widely studied and can be mostly categorized based on 
activity characteristics such as duration or resource consumption, network topology or 
parameters obtained from baseline schedules, for instance minimum slack. In general, 
priority heuristics are divided into two main characteristics of being greedy or either 
non-greedy. However, in state-of-the-art literature related to scheduling, researchers 
have widely focused on greedy heuristics.  
Some researchers have compared the standard priority rules in the light of single and 
multi-pass heuristics. Multi-pass heuristics is a type of sampling method in which 
priority rules are iteratively checked in each simulation run for the sake of exploring the 
best for the target value. As most of the researchers have agreed that multi-pass 
heuristics provide better results89, they have argued on the matter that whether it is 
worth to implement it due to the massive increase in computation load90. Schedule 
generation schemes are typically of two types termed as series or activity scanning 
method and parallel generation schemes91. Despite the fact that priority rule based 
scheduling is composed of priority rules and a generation scheme, where numerous 
efforts are being made towards the development of priority rules, hardly any attention 
has been given to the effect of generation schemes on performance measures.  
2.4 Summary 
In this chapter, basic concepts and theories on the topic of project management and 
particularly scheduling were discussed. The chapter summarized the terms and 
definitions frequently used in the area of operations management and specifically 
scheduling. In particular, various aspects of the multi-mode resource constrained 
scheduling problem which is the focus of the present study were elaborated. 
Furthermore, traditional approaches and solving schemas were highlighted to establish 
a foundation for the grasp of the present research topic. The following chapter discusses 
state-of-the-art research and literature available with the motive of scheduling under 
uncertainty.
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3. Concepts & literature review on Non-Deterministic 
scheduling 
 
3.1 Introduction & Motivation 
Traditionally, consumer based markets tend to attract customers with quality services in 
the form of attractive prices or faster deliveries. In the growing market, companies 
thrive to remain competitive by attracting customers with advanced and customized 
products. Statistically speaking, neglecting the need for innovative products is a 
significant factor towards delay costs which depend upon the type of services provided 
by a company and market needs of the product.  
Due to such needs, companies are now shifting from the approach of “Don’t fix until 
broken” to the concept of continuous improvement in their products. This urge for 
providing competitive options with innovative products in the market not only requires 
investment in research, but increases the complexity of production line as well. About 
70% of the decision managers agree on this fact and consider increased product options 
as an obstacle for product in-time deliveries92.  Moreover, this increased variety and 
customization options have a significant effect on the total costs as well. In  figure 22 
displaying a graph between product variety in a company and production costs, it is 
clear that even a slight increase in range of products offered by a company, production 
costs can increase tremendously. Hence, the options and design for the new products 
have to be chosen carefully. In addition, enterprise should be built on a flexible 
foundation so that the cost of these unpredictable changes can be reduced. 
 
FIGURE 22: Increase of costs with product variety (case study [91]) 
Decision managers ought to find a certain trade-off between the objectives of providing 
customized products and investing in research and maintaining the production costs 
and delivery times. Due to the consequent increase of product complexity and variety 
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combined with accelerated product life cycles for in-time delivery in the market, 
uncertainty of the planning data is prone to increase. These fluctuations further 
complicate scheduling problem which is already categorized as NP-hard problem93. 
Accurate estimates for the product deliverables are major contributors for profitability. 
To offer these products at no or little extra costs for the customer, improvement in the 
planning and control is necessary. According to a recent study reported by Pekny94, an 
effective planning and scheduling system leads to a decrease in process costs as well as 
an increase in the process throughout implying an improvement of about 5% to 15%.  
Generally, an approach towards system modeling of operations management is 
composed of four basic steps which start from (1) Observation of a real world scenario 
(2) Perception and measurement usually in the form raw data with information 
exchange from marketing (3) Model simplification which involves breaking down the 
structure to objectives and constraints and (4) Solution approximation. Figure 23 
explains the usual information flow in supply chain management. The enterprise deals 
with the external world and provides rough data to the planning department which 
needs to deal with capacity planning at the shop floor level.  
 
FIGURE 23: Information flow in Supply Chain Management 
The last two steps of system modeling are based on estimates rather than definite 
information. The industrial model is transformed into a mathematical representation 
with assumptions on the details for reducing complexity which in turn leads to solutions 
approximated as optimal or near-optimal according to the suggested model. The 
estimation on the product performance and variability depends upon the project 
characteristics as well. For instance, a project at its initial life cycle (i.e. design phases) 
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would be more prone to misinterpretation in time and budget estimates as compared to 
a mature project (Figure 24). However, the correction of these errors at an earlier stage 
of product life cycle would be more beneficial as there would be more time to handle any 
disturbance.  
 
FIGURE 24: Risk Impact on cost during product/project life cycle [95] 
As perceived from the above discussion, the variability in project deliverables is a 
function of project characteristics, level of maturity and its implementation state. In 
order to make the plans effective and applicable, fluctuations at various levels of 
operations management need consideration at initial decision phases. The schedule 
plans are optimized based on deterministic input models and are applicable only in a 
theoretical world. In actual practice, it is possible that another near-optimal scheduling 
plan with more flexibility and buffer would be more efficient. In the past decade, various 
researches have been conducted focusing on non-deterministic strategic analysis. In 
later sections, we will review some of the main investigations in this area.  
 
3.1.1 Classification of Uncertainty 
These various types of uncertainties need to be categorized and arranged with respect 
to the level concerned. Variations need to be handled in order to reduce their impact 
since the more is the delay in addressing parameters causing uncertainty, the more will 
be the impact on project deliverables. As the figure 25 depicts, the magnitude of the 
changes made in the earlier phases of the project lifecycle, have a large impact on the 
cost reductions, while as the project proceeds, modification costs increase with a little 
impact on positive deliverables. Thus, it is recommended to sort and analyze the risk 
variables at earlier stages in the concerned department. 
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FIGURE 25: Effect of repairs during product/project life cycle [95] 
The conviction of uncertainty in future is the notion known with certainty. As Hurley96 
argued “Why is that such a vast amount of research is being conducted and financial and 
intellectual resources being wasted generating useless solutions to unrealistic 
problems?” Uncertainties in an industry can be of various types caused by different 
factors. Some changes are caused by external factors like customer’s changing demand 
or change in quality or availability of a material brought from outside. The modeling 
system in operations management follows a hierarchical structure focused on different 
decisions and hence, maybe subjected to distinct causes of disturbances. The three 
decision making levels are categorized as follows:  
Strategic Level: The top most hierarchy of a company is supposed to take initiatives and 
plans for longer time horizons, known as the strategic level decision making. The 
decisions mainly revolve around the marketing strategies to improve profitability and 
services. The examples can be selection of factory site, suppliers, client handlings and 
order collection etc. 
Tactical Level: The decisions at this stage comprise of collecting information data from 
the sales department and aim for long to midterm planning decisions. It requires the 
development of process plans and initial guidelines with budget constraints. The 
example decisions at this stage can be budget allocation, inventory and resource 
distribution etc. 
Operational Level: This level is mainly concerned with the shop floor decisions involving 
scheduling and dispatching. Generally, it provides a feedback to the team at tactical level 
after analyzing the orders and budget constraints before finalizing the strategy. This 
involves daily and weekly planning and management of processes.  
Ward and Chapman97 suggested that management should shift from the threat based 
strategy which focuses on improved reactive strategies in case of disruptions. The 
greater concern should be the analysis of the origin of disturbances before seeking 
strategies to manage it. Lessard98 (see figure 26) suggested a model representing layers 
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of uncertainty. The model depicted various sources of uncertainty at different level of 
our environment and their influence over each other as well as on the enterprise. It can 
be observed that as the sources of disturbances move towards higher level of 
uncertainty, their impact at production level becomes minimal (in addition to their 
probability of occurrence).  
 
 
FIGURE 26: Layers of Uncertainty [98]  
Sorting of risk variables with respect to the decision level can effectively help decision 
managers to model real problems with admissible assumptions and  provide possible 
use of theoretical research in real time projects. Landegham V.H.99 summarized sources 
of fluctuations and their influence at each decision level within the context of demand 
chain planning. Although, the final effect of these disturbances i.e. a negative addition in 
the overall objective value of the company is the same, different variables exhibit 
different levels of impact on project deliverables. For example, the cause of an activity 
delay at the operational level can be a machine breakdown, but the same effect of 
activity delay can happen due to the delay in material supply at tactical level. Thus, while 
scheduling at operational level, decision makers need to be more concerned with the 
scenario of machine break downs. Table 5 summarizes possible sources of uncertainty 
and their influence on various decision making levels. For instance, the source of an 
activity delay can be caused by a delay in material supply. Although, this will affect the 
whole project to be delayed and will effect goals at all decision levels, but it will 
influence the decision making process at tactical level the most since as previously 
explained, this level is concerned with the resource and inventory allocation decisions. 
Likewise, an early delivery would not affect the tactical level as much as it would affect 
the shop floor level where there will not be enough resources to process this material 
and would lead to additional handling and storing problems. 
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TABLE 5: Cause and effect of disruptions at different decision levels [100] 
Disturbance Plausible Sources Operational  Tactical Strategic 
Activity Delay Machine Breakdown High Medium Zero 
Resource unavailability High Low Zero 
Delay in material supply Zero High Medium 
Labor strike Low Low High 
Limited Resources Medium High Zero 
Low Quality Product Supply material error Zero Medium High 
Production negligence High Low Zero 
Process inefficiency Zero High Medium 
Cost Overshoot Inflation in material rates Zero Null High 
Resource cost Inflation Zero High Low 
Order delay High High Zero 
Demand Fluctuation Customer Requirements Zero Medium High 
                                       
Various criteria for classification of uncertainties have been proposed by researchers in 
order to separately identify them for modeling purposes. Subrahmanyam et al101 
classified risk variables with respect to their effect on planning horizons. Short term 
uncertainties basically comprise of shorter planning horizons and need to be dealt with 
on daily basis. Long term uncertainties regarded disturbances effecting decisions at 
strategic level such as demand fluctuations and inflation rate. 
Yadegari102 in his work summarized the uncertainties into three types based on their 
frequency of occurrence named as periodic (P), sporadic (S) and unique/random (R). 
Periodic ones occur at regular intervals while unique occur rarely and are related with 
disaster management. Sporadic are the ones which occur due to the faults and errors in 
production planning which can be of humans as well as of machines. 
Geary et al103 discussed the types of uncertainties in context of supply chain 
management processes. The one classification was based on internal and external 
disturbances. For instance, process uncertainties which composed of wrong 
interpretation of activities completion times and fluctuations dealt with external 
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resource delays or defects such as in material supply. Another categorization was 
system uncertainties which spanned entire network and observed the disturbances 
during the feedback loop and information flow such as material shortage, machine 
breakdown, order variation and process inadequacy.  
The inflexibility in our plans and carrying projects on deterministic information can lead 
to significant losses. Many real life case studies support this statement. For instance, 
Chrysler’s PT cruiser model of compact car launched in 2000 became very popular in the 
market and the demand exceeded supply104. Due to the false assumptions and inflexible 
facility layout, company was unable to meet the market demand and lost approximately 
$480 million of profits. In contrast, Globalstar105, a satellite and communication 
company lost around $3.5 billion due to the misinterpreted product’s capacity that 
exceeded market’s demand and thus, resulted in loss of both investment and time.  
Traditional techniques for scheduling tend to use deterministic data based on past 
knowledge and forecast the best estimates. PERT is the most basic example of this 
theory. However, forecasts tend to provide wrong estimates through this extreme buffer 
management approach that uses most likely estimates. By this negligence for 
uncertainties and reckoning on past average data, the system becomes inflexible and in 
case of variable demand which may be revealed later in the project, changes become 
expensive and slow with a little impact on performance106. The next section provides a 
detail review on state-of-the-art efforts conducted on non-deterministic scheduling for 
such conditions. 
3.2 Solution Methodologies 
Led by the drive of practical applicable solutions, researchers have focused in the past 
decade to find stable solutions which have ability to remain insensitive to these 
disturbances and provide solutions which can be implemented with good 
approximations. Based on numerous categorizations discussed above, a number of 
solution strategies have been proposed for such non-deterministic scheduling strategies. 
The basic application of uncertainty which acts as a catalyst for the research strategies 
can be defined as the assessment of future events leading to reliable approximations of 
target values and capacity requirements.  These non-deterministic methodologies are 
observed to mostly address two basic types of uncertainty categorized by Earl107 as 
uncertainty in data and description. Uncertainty in data is related to the quality of 
measurements itself such as accuracy and precision while descriptive uncertainty aims 
to quantify ambiguity in description of resource and activity durations. In the light of 
operations management, the measurement of uncertainty is to answer these two basic 
questions. 
 What are the chances of completing the project under discussion within target 
limit? 
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 What amount of buffers (either in the form of resource or time) are enough to 
reach target goals? 
As we are focusing at scheduling level in the present study, we will focus on the causes 
of uncertainty at this level. The main causes at the scheduling level have been 
summarized as108:  
 Machine breakdown 
 Staff/operator problems 
 Unexpected arrival of new orders 
 Cancellation and modification of previous orders 
 Early or late delivery of raw materials 
 Uncertainty in the duration of modification of activities 
The hierarchical tree of these strategies was created after thorough investigation of 
literature in this area and can be visualized in figure 27. This will facilitate reader to 
understand and comprehend the scattered numerous strategies for this complex 
problem. 
 
          FIGURE 27: Modeling strategies for scheduling under disruptions [100] 
3.2.1 Reactive Scheduling 
As the name suggests, these scheduling techniques “react” in response to an action 
which in this case, points towards disturbances. Reactive techniques are based on 
stabilizing the base line schedule in case of disturbances. It can be formally defined as a 
                                                          








































process of revising a given schedule in real-time owing to unexpected events occurring 
during the execution of the schedule109. As discussed earlier, baseline schedule is 
obtained through deterministic data and is chosen based on a fitness criterion after the 
application of an optimization algorithm. The application of reactive techniques aims to 
minimize the effect of disruptions and repair the baseline schedule. Hence deduced, such 
strategies focus on the objective of minimizing difference from the objective value 
calculated via optimization with deterministic data. 
The techniques in this category are mainly classified into three problem classes. As the 
objective described above, minimum regret based techniques tend to find a point in the 
region closer to the optimal point. Minimum regret based methods work on a predictive 
schedule and afterwards, regenerate schedule at the time of any disruption. At the 
decision point, regeneration considers the current data and search for an optimal 
solution from this point onwards. An impulsive approach might be to restart the 
predictive schedule in order to find the optimum solution but such methods are not 
encouraged in practical industry110. This is due to the fact that the new predictive 
schedule would most probably be much different from the previous optimal setup and 
would lead to rearranging resource plans and activity sequence causing multiple 
disruptions. Hence, reactive scheduling offers a way to provide a schedule recovery 
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FIGURE 28: Reactive Vs. Rescheduling approach [110] 
Such techniques generally used the concept of activity insertion for modeling 
disruptions. This approach may be capable of approaching optimal solution considering 
the dynamics during execution, but significantly affect computation times. Although, the 
final production target achieved would be an optimal plan since the last disruption, but 
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can be far from the actual optimal solution. This is another case of opportunity cost we 
discussed in the previous section (3.1.1).  
The other method is known as contingent scheduling is basically a combination of 
reactive and proactive techniques. It focuses more towards providing flexibility rather 
than robustness by creating various scheduling options and adjusting the plan after 
realization of any disruption. This class of non-deterministic scheduling that deals with 
anticipated events or disruptions is classified as scenario based scheduling. It deals with 
a risk based assumption that in a production environment, one comes across with 
unexpected but anticipated disruptions. Drummond et al. presented way of just in case 
scheduling (JIC) in this domain111. JIC analyzes the past performance of the system and 
based on observations, determines locations on which disruptions are most likely going 
to occur. In case of any anticipated disturbance, the schedule tries to minimize the effect 
of disturbance by switching to another schedule. This technique, when applied to a 
production problem, examined that the amount of successfully implemented schedule 
increased from 62% to 96% considering 10 disruption scenarios. Another interesting 
approach towards multiple options of baseline schedules was proposed by Billaut and 
Roubellat112. This approach was mainly focused on the uncertain resource availability. 
For each renewable resource, a group of scenarios was suggested along with the 
possible schedules. This aimed in being prepared for the anticipated events and to 
minimize the loss by keeping the resource utility at an accepted level. As can be deduced, 
this approach may be implemented on a small scale job shop problem or at service 
center like medium sized clinic, but would be impractical for a large manufacturing 
environment with numerous rental resources. Moreover, frequent regeneration and 
switching between schedules not only causes instability, but also a lack of continuity in 
the production environment, an effect termed as shop-floor nervousness113. 
The next technique of reactive scheduling based on predictive scheduling (also known as 
totally reactive scheduling) is dynamic scheduling which is further divided into two sub-
strategies. As the name suggests, dynamic strategies ought to implement feasible near-
optimal schedule calculated through deterministic data, but in contrast to only reacting 
at the time of disruption, the switching takes place according to some predefined rules 
which are decided at the beginning of the execution time along with the deterministic 
schedule.  
It generally starts with a strategy to analyze system disruptions and then suggest 
sections of time. It should be noted that this decomposition of time is nothing similar to 
the time decomposition methods proposed for reducing complexity scale of NP-hard 
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problems. Time decomposition in the latter case is provided for constraints flexibility 
where at each stage, an additional constraint is added to the model. In this case, for each 
section, a basic plan is suggested with some flexibilities and the final plan is provided at 
each section with the feedback of previous ones. This can be considered as a form of 
work breakdown structure as well. This is known as rolling time horizon while 
contingent scheduling relies on creating multiple baseline schedules and shifting from 
one to another in case of fluctuations.  
Annex-D captures some interesting literature in this area. This is to examine the form of 
disruptions, objectives and solution strategies mostly proposed in this area of research. 
It is observed that insertion techniques which are model uncertainties with machine 
breakdown result in poor performance of resource utilization as compared to the ones 
which model disruptions with activity durations. In such techniques, start times of some 
activities are pushed but the sequence of activities on machine remains the same. 
However, these heuristics methods cannot be considered suitable for highly dependent 
project networks since the disruptions in activity durations or machine breakdowns are 
particularly subjective and do not influence or relate to other tasks or disruptions. Such 
requirements and shortcomings can be reduced by some feedback from the past data 
and/or quantifying the effect of disruptions. Moreover, as reactive techniques are based 
on non-anticipative constraints, reliable results can only be obtained with knowledge of 
the past and priori static knowledge of the future. This leads us to our next discussion 
topic about sensitivity analysis of the systems.  
Sensitivity analysis is mainly characterized as a post optimal tool. In general, it 
quantifies the effect of variables under consideration on the required output value. In 
the context of scheduling, it mainly focuses on what-if questions from the production 
floor for example what is the effect of a certain parameter on optimal schedule or which 
data sets do not have an impact on base line schedule. Researchers mostly perform these 
tests on a polynomial solvable scheduling problem and then gather this data for larger 
scale NP-Hard problems. Hall and Posner114 described a detailed systematic study on the 
literature found on sensitivity analysis for scheduling problems. They also encouraged 
the need of proactive-reactive schedules for better robust solutions and proposed that 
robustness of a schedule can be improved by improving selection methods. They 
suggested that during the optimization of predictive schedules, focus should be on 
obtaining a pool of such near-optimal schedules which can accommodate disruptions 
without having too much redundancy in worst case scenarios. 
It can be objected that since the technique of sensitivity analysis does not actually 
provides a schedule and is performed to aid the process with feedback data, it cannot be 
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considered typically as a solution strategy. However, such techniques provide a 
methodological systematic analysis for the measurement of cause and effect of 
uncertainty. 
Samikoglu et al115 conveyed parametric studies of complex interactions between 
objective functions and uncertainty of resources. They reported that for the satisfactory 
performance with predetermined scheduling methods, sensitivity of objective function 
with respect to different parameters must be analyzed. In another parametric study, 
Penz et al116 explored the change in objective function (makespan) in presence of online 
disturbances. The precedence among activities was assumed to be constant depicting 
that activity insertion was not allowed. The aim of the paper was to equate performance 
criterion with perturbations caused by change in activity durations. 
It is observed that in this area, most of the simulation studies are performed for 
forecasting the project’s duration. Financial analysis has specially received attention 
from business orientation117. Such analyses mostly focus on the cost factor but recently, 
a few time based studies have also been conducted118. However, these strategies may 
provide rough estimates, but seem to be impractical for the disruptions faced at shop 
floor level. Moreover, it has been concluded that such forecasting methods are only 
reliable in cases where a project network has more activities being performed 
sequentially. For networks where several activities are being performed in parallel, 
sensitivity measures based on the nature of an activity would prove to me more 
reliable119. Vanhoucke120 performed an interesting study in this category. The focus of 
the study was to observe that whether activity duration measures can be used as a 
sensitivity measure for providing an estimate of the project completion time. The 
studies proved it to be a reliable measure for decision manager to take corrective 
actions. Activity durations with respect to the project length, network topology and 
resource consumption were used as sensitivity measures.  
Since reactive scheduling tend to repair the base line schedule and minimize its 
differences from the base line schedule, it will be more beneficial in the cases where 
disturbances are possible to anticipate with a certain confidence level. Another factor 
while determining the efficiency of such techniques is the timeliness of response. This 
means that since such techniques offer optimal solution after certain events, the 
optimality is relative to that position rather than target assumed at the start of the 
project. These observations suggest the use of somewhat predictive-reactive methods 
which can benefit from the what-if scenarios and use feedback in a systematic way 
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rather than word of mouth or a hunch. In a comparison of reactive techniques110, author 
encouraged to use combination of proactive-reactive scheduling methods. The study 
proposes a concept where a disruption triggers an algorithm which calculates its effect 
on objective function and then decides the strategy for repair. In the next section, we 
will discuss proactive techniques proposed in state-of-the-art literature. 
3.2.2 Proactive Methods 
In contrast with reactive techniques which start generally with a baseline schedule and 
afterwards use different techniques to repair it, proactive methods deal in a manner 
which aims to provide quantitative cushion and estimates of the project deliverables to 
make it more robust. The basic idea is to provide some protection to baseline schedule 
known as proactive schedule. In some literature, robust techniques are classified as a 
separate class of proactive methods. Numerous definitions and criteria of robustness 
have been proposed which makes it difficult and rather confusing for the readers to 
actually state its taxonomy. However, from the various definition of robustness provided 
in state-of-the-art literature, it can be categorized as more of an objective as compared 
to a strategy.  
Robustness: Concepts and Measures 
Various definitions of robustness have been suggested over the years while mostly being 
discussing disruptions in the scenario of machine scheduling. Davenport and Beck108 
defined robustness as “schedule that is able to absorb some level of unexpected events 
without rescheduling”. Kouvelis et al121 depicted robustness as “the determination of a 
schedule whose performance (compared to associated optimal schedule) is relatively 
insensitive to the potential realization of job processing times.”  
In addition to terms such as robustness measures, terms like quality robustness, 
solution robustness or stability robustness and flexibility are often used while 
describing the potential of any non-deterministic technique. In general, two main 
objective used most widely to describe robustness property are  
Solution Robustness: Defining how close is robust solution to optimal. 
Quality Robustness: Defining how insensitive is the new solution to disruptions. 
From these criteria, it can be perceived that the first definition is mainly composed of 
the strategies which aim to provide minimum deviation from the near optimal 
deterministic solutions. Three forms of objectives used for this goal are (1) minimization 
of the maximum cost of penalties that is assigned to the solution in case of violation due 
to uncertainties (2) minimization of the maximum regret i.e. the absolute difference 
between the realized solution cost with disruptions and the optimal solution and (3) 
minimization of the maximum relative average deviation between the robust and the 
optimal solution. As summarized in table 6, determination of schemes which provide the 
most robust schedules (with different criteria) are subjected to the knowledge of 
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scenario which can be infinite and hard to model. Thus, state-of-the-art literature 
suggests investigating such methods which can be used to realize the performance of a 
baseline schedule without the complete knowledge of disruption scenarios and their 
impact on performance measures. 
TABLE 6: Performance measures for robustness 
Performance 
Measure 
Interpretation Application Requirement 
Minimum Regret 
Method 
Maximize performance in 
worst case scenario 
Knowledge of worst case 






Knowledge of probable 
disruptions and their 
outcomes 
Minimize loss Maximize performance in 
most probable scenario 
Knowledge of disruption 
and their outcomes 
 
The term quality robustness is used where sensitivity of the schedule performance is 
tested regarding target function while stability or solution robustness refers to the 
insensitivity of the schedule with respect to objective function. Although, source of 
disruptions are diverse with numerous plausible sources, the most used scheduling 
objective for determining robustness is the project makespan. Annex-E provides some 
observations regarding objective function used in the area of uncertain scheduling. 
Through these various definitions, it can be concluded that robustness actually defines 
the strength or ability of a proactive schedule to be realized successfully in case of 
uncertainties. Apart from the term stability, another term used by few authors for a 
robust schedule is flexibility122 while advocating that a robust schedule would be flexible 
in order to make changes for uncertain events. From all these definition, different 
characteristics which a robust schedule should possess can be summarized as: 
 Insensitivity (ability to remain applicable in case of disruptions) 
 Flexibility/Reconfiguration (Ability to incorporate changes) 
 Stability (Quality to produce minimum deviation from optimum sequence) 
 Scalability (To have shorter recovery time in case of disruptions) 
Based on these desired aspects of robustness, various proactive methods have been 
proposed in literature which can be mainly classified into three categories (see figure 
27). These methods attempt to approach robustness by leveling the resource 
consumption, determining the root causes of disruption and their impact or to provide 
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methods for improved estimation of project deliverables in case of variability in an 
environment. In the sub-section, we will discuss these main strategies under the class of 
proactive scheduling methods. 
Stochastic Techniques 
Stochastic techniques are the most popular among proactive techniques and have been 
studied repetitively. PERT can be classified as the earliest form of somewhat stochastic 
techniques based on triangular distribution of three point estimates.  Stochastic 
approaches are based on defining the probability of uncertain input variables. 
Robustness in the context of stochastic methods has been defined as a priori schedule 
which maintains high system performance in the presence of stochastic disturbances given 
a policy for control actions123. Traditionally, past knowledge of the system’s variables is 
analyzed and assigned a probability function close to its behavior. In the context of 
scheduling, decision managers after receiving information about the distribution 
function, aim for finding an output that minimized variance of the data or increase the 
probability of expected value of output. Another form of achieving robustness through 
stochastic method is to analyze the disruption scenarios and their probabilities and to 
find a schedule that can work through these disruptions. In brief, the disruptions are 
modeled in two basic forms and would be described in brief: 
 Activity Interruptions (effect is modeled) 
In SRCPSP, various causes of uncertainty (such as machine breakdown, wrong 
assumption etc.) effect task durations and result in their delay. Thus, the duration Di of 
each activity where i∈N (N being total number of tasks) is modeled as a random 
variable. The random vector (D0,D1,...,Dn) which interprets the expected value of task 
duration is denoted by D. For the dummy activities i.e. i = 0 and N, we define Pr[Di = 0] = 
1; for the rest of the activities i ∈ N \{0,n} we assume that Pr[Di < 0] = 0 (where Pr[E] 
represents the probability of event E). The density function for each Di is traditionally 
assigned via historical data. 
 Scenario Modeling (Cause is modeled) 
In this case, disruptions are modeled as random variables in the form of scenarios. The 
scenario Si having a range of [0,K] is modeled as a vector. On exceeding the level of 
certain threshold x (i.e. Pr [Si=e] ≥ x), a corrective action is inserted in the schedule 
which can be in the form of a buffer insertion. 
Herroelen and Leus124 have given a comprehensive overview of project scheduling 
techniques used under uncertainty. The study mainly focuses on different distribution 
functions available and the curve fitting techniques for variable data. Pinedo125 provided 
an overview of stochastic scheduling problems. Stochastic techniques tend to capture 
the uncertainties which occur periodically in the system. They require knowledge from 
the past and based upon this knowledge, it develops probability curves for disturbances. 
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The quality of the solution depends upon these curves. As for the R & D and start-up 
projects with a lack of historical data, expert based estimations based on brain storming 
techniques (e.g. Delphi technique) are adopted. Some further suggestions for defining 
variables in such project lacking past reference can be found in a handbook by Shtub et 
al126.  
Most of the studies proposed in the area of stochastic programming focus on two 
problems. One is the appropriate assignment of distribution function provided historical 
data and the other is modeling the impact of resource disruptions. Since stochastic 
models are based on defining probability distribution for system variables, researchers 
argue about their practical application since in a real life problem, the best and often the 
only way to receive past data/information is experience based knowledge form experts. 
Furthermore, startup projects without any previous knowledge add another dimension 
to the constraint. As a conclusion, if input data has been analyzed well enough to assign 
probability functions with knowledge based data, then stochastic models can be 
constructed, otherwise, fuzzy models are suggested to be more accurate for linguistic 
variables which are modeled on the concept of possibility rather than probability. 
Fuzzy Systems 
These fuzzy variables are used when imprecision is observed in place of uncertainty. 
Fuzzy logic provides a better way to model data which is obtained through brain 
storming expert based methods. Mostly in case of project durations, when there is 
possibility of different activity durations, researchers tend to use fuzzy variables that 
make use of membership functions rather than probability curves. While probability is a 
measure in stochastic methods, variable in fuzzy logic are defined based on possibility.  It 
allows managers to consider multiple possible scenarios rather than single one.  
Regarding fuzzy techniques, it is of significant importance to have an appropriate 
framework for the membership functions of fuzzy data sets. Rommelfanger127 suggested 
a practical approach for this need. This approach was basically dependent on the 
concept of brain storming and expert knowledge where experts convey and assemble 
their information (both pessimistic and optimistic) about data uncertainty levels and 
then assign lower and upper bounds for membership functions. The upholders of fuzzy 
scheduling argue that since scheduling deals with real life human behaviours, it is more 
appropriate to assign fuzzy range to data uncertainties rather than assigning stochastic 
distributions since in most of the cases, the variables are defined through human control 
logic.  
In the approach of fuzzy logic, variables defined through fuzzy logic can be modeled as 
triangular, trapezoidal or six-point variables with membership functions. To develop 
such variables, rule based knowledge is used. Another way to use fuzzy logic for 
scheduling problems is to use combination of rules for scenario generation since various 
many factors can influence the activity durations. For example, figure 29 describes 
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approach of Boolean variables and fuzzy logic when facing disruptions at shop-floor 
level. An activity utilizes two types of resources at the same time for its completion (e.g. 
operator and machine) and in case of disruption scenario; activity is assigned a value 
from three point estimate. Boolean variables jump from one extreme value to another in 
case of even a slight change while the fuzzy logic variables depict a grey area which 
shows the boundary share between disrupted scenarios.    
 
FIGURE 29: Boolean (left) Vs fuzzy (right) boundaries for generation of activity estimates 
Although, fuzzy logic seems to be a more practical way of modeling uncertain variables, 
the literature found in this area is mostly void. Annex-F summarizes literature in the 
area of scheduling proposed for stochastic and fuzzy methods. 
Buffer Insertion Methods 
Buffer insertion is a classical method used for the protection of schedules. The duration 
of tasks is augmented by calculation of disruption factors such as mean time to repair 
(MTTR) or mean time between failures (MTBF). Heuristics rules have been widely 
studied for predictive scheduling in this regard. Focus lies in developing improved 
heuristics that can calculate buffer time required for a stable baseline schedule in order 
to accommodate future uncertainties. Buffers act as a cushion to assimilate the various 
disturbances of the production environment. Two main approaches toward buffer sizing 
are extreme buffer approach or partial buffer approach. As the name indicates, extreme 
buffer approaches tend to use pessimistic values for task durations but these 
approaches are not promoted in the industry due to the losses in cost and time caused 
by resource redundancies. CCM can be considered as an initial step which was taken to 
avoid such extreme redundancies. However, since fixed duration for project and feeding 
buffers can be misleading for a project manager, buffers should be assigned in 
proportion with the risk level of a project.  For this purpose, Fallah et al128 utilized the 
concept of buffer insertion along with the tool of critical chain method (CCM). They 
considered lognormal distributions for modelling activity uncertainties after suggesting 
a kurtosis measurement for each activity. The technique seems to provide promising 
results as it suggests that the shape factor for modelling activities should referred to 
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activities behaviour in a project. However, there was no discussion on the topic of 
defining shape factors for various tasks in the project.  
Researches in this area mostly perform the buffer insertion method in two stages. The 
first stage is to have an initial feasible schedule according to resource and precedence 
constraints while the second stage is the insertion of buffers in this baseline schedule. 
The baseline schedule helps in providing information about the resource consumption 
and slack of the activities. Another term used is drum buffer approach which aims at 
finding the weakest link of the project termed as drum. Drum indicates the limiting 
resource that determines pace of the entire system. 
Vonder et al129 formulated and explored many heuristics for buffer time. They gave the 
idea of VADE (virtual activity duration extension) which was based on updating the 
starting time of the activities eventually creating float between the activities to prohibit 
the propagation of uncertainties. Another heuristic was STC (starting time criticality) in 
which algorithm starts with a baseline schedule and then for each activity in the list, 
starting time is shifted towards right for one unit time until the schedule violated the 
due date or there is no further improvement in the objective function. The authors 
proposed use of Tabu search for larger networks where the solution showed no 
improvement in the local search. Tabu search saves the computational time by keeping 
record of the movements which exhibit no improvement. Another study by Leus and 
Herroelen130 suggests RFDFF (resource flow dependent flow factor) that calculates 
buffer times based on the activity weights assigned to them. The weights were assigned 
based upon the impact of activity on the objective function.  
Shafia et al. 131 pointed that in case of small perturbation in processing time of activities; 
a solution not only becomes non-optimal, but also may lead to an infeasible solution. 
They explored the possibility of finding a compromise between optimality and 
robustness in order to get a feasible solution every time. Buffer times were proposed not 
only between the tasks of each machine, but also among the tasks of each operation of a 
job so that delay at one machine does not affect the other one. In this approach, buffer 
times were inserted with a parameter defined as ith level of desired robustness. The 
value of this fixed parameter was based on past assumptions. Although the method was 
observed to perform well in case of slight perturbations, it was limited to small scale 
problems. For larger scale, simulation based experimentation was proposed for RO132.  
Performance analysis was performed by simulating different scenarios and then 
choosing the best compromise. After generation of baseline schedule based on 
deterministic values, activity durations were revised based on pre-defined delay 
assumptions. These assumptions manifested robustness criteria defined as deviations 
from optimal and realized values. Meta-heuristics were proposed for the selection of 
best result. However, the method was limited to presumed assumptions. 
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Generally, the uncertain variables are accommodated in models as two types of 
protections/buffers which are resource and time redundancies. However, time 
redundancies are considered better since it is observed that addition of buffers in the 
form of resource redundancies results in much higher costs133. This is due to the fact 
that even with the addition of some reserved resources, often tasks cannot be performed 
at the earliest starting time provided by baseline schedule since most of the tasks 
require a combination of resources134. 
For the time redundancies, an interesting study by Grey135 was seen which studies the 
effect of variable buffer size for various tasks for the activities according to their 
stochastic index. This index was defined according to the resource consumption. The 
study proved that assigning constant buffer size according to percentage of activity 
durations is an extreme sizing approach and the current techniques, which assign 
variable buffer size according to the nature of each activity, are more suitable options for 
stochastic scheduling. These studies motivate the studies for sizing buffers according to 
the individual task characteristics with respect to the project network. Table 7 provides 
an overall review on the modelling strategies in the field of non-deterministic strategies 
used for scheduling followed by open issues in this field of research. 
3.3 Open Issues & Conclusions 
The optimal results obtained through deterministic environment can only be expected 
within a theoretical world with a perfect scenario. The after effects of disruptions are 
observed mainly in two ways; (1) performance decline such as increase of makespan or 
cost, (2) resequencing from initial schedule due to the insertion of tasks (e.g. 
maintenance) causing system nervousness. Research in the area of robust scheduling 
aims to reduce these two effects. 
Consideration and awareness of disruptions has become significant however, existing 
literature on the external contributors to disturbances e.g. quality of supplies, 
environment and customer’s demands seems void. At scheduling level, uncertainties are 
considered in the form of activity prolonged durations. Reactive or repair methods start 
from an optimal schedule and at the point of disruption; rearrange the tasks to find 
optimal schedule in real time. This method requires constant change of plans and thus, 
researchers advocate the use of reactive-proactive techniques. Although, such methods 
would require constant check throughout the scheduling process as well but would 
presumably result in a decrease of resequencing.  
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TABLE 7: Summary for methods and approaches in non-deterministic scheduling 
Modeling 
Technique 
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Systematic analysis of predictive schedules can serve multiple purposes136. The baseline 
schedule can be of significant importance of for planning external activities such as 
ordering material, contracted resources, providing due dates and bidding for tenders137. 
Additionally, such visibility and the knowledge obtained such as slack and resource 
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consumption of the predictive schedule can be analyzed in order to identify the pool of 
near-optimal solutions which can serve the purpose of robustness as well.  
 
Proactive methods aim for such initial baseline schedules and outputs, which can be 
relied upon in case of disruptions. The aim to achieve these reliable and robust 
schedules is obtained through modeling uncertainties via scenarios which provide non-
deterministic models. As discussed, stochastic models and methods provide an efficient 
way for quantifying risk and provide estimates which would be stable in case of disrupt 
scenarios.  
Simulation based studies revealed that scheduling rules have a clear effect on the 
performance of solutions. In fact, with the increase of uncertainty level, this effect gets 
stronger. This suggests that the sequence of activities affect not only the regular 
performance measures such as time, it may also affect the robustness measures. 
Furthermore, it has been observed that with the increase of scheduling loads, stability of 
the schedules gets worse. This factor can be understood by the priori fact that in case of 
an increased load, slack times are reduced and there is not much room to accommodate 
disturbances caused by machine breakdowns and errors. From this knowledge, it can be 
deduced that apart from slack knowledge of baseline schedules, other resource and 
activity sequence based measures should also be analyzed for robust schedules. 
For RO techniques, some of the most important questions which need to be answered 
are138  
 Methods of evaluation for robust scheduling 
 Defining robustness criteria for the optimal/near optimal baseline schedules 
 Scheduling heuristics which perform best for such robustness criterion 
For robust solutions, identification of the best robustness criteria is as important as 
finding the best strategy. Most of the current literature deals with one aspect of the 
problem while neglecting other. Table 8 shows few current researches in this area which 
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TABLE 8: Research Topics in Robust Scheduling 
 
 
The present study regards these concerns and proposes a multi-pass heuristic scheme 
for targeting a robust objective. To evaluate the heuristics on reliable robustness 
criteria, a scenario based test bench is proposed. This test bench focuses on priori-
analysis of the baseline schedule and determines the correlation of different parameters 
of a schedule with delayness or lateness. Based on these results, a non-deterministic 
model is proposed as well for estimating project deliverables. 
4. Proposed Strategy 
 
4.1 Motivation & Aims 
As discussed earlier, motivated by the practical needs for planning and scheduling with 
the preparation of uncertainty, the present thesis aims for exploring strategies which 
best serve the purpose of robustness. From a pool of optimal/near-optimal schedules 
obtained with a deterministic model, robust schedules need to be identified. For this 
purpose, a criteria needs to be defined for evaluating and analyzing the performance of 
schedules. Briefly stating, to fulfil present research purpose, certain pre-requisites need 
to be met. Figure 30 explains this phenomena and the basic work-flow of the present 
dissertation respectively. Pre-requisite I comprises of a special simulation approach 
based on heuristic scheduling for the problem class of MMRCPSP. The other one 
encompasses a scenario based test bench which serves the purpose of defining 
evaluation criteria for robustness and uses scheduling framework for the purpose. This 
present chapter has been majorly divided into two parts. The first part demonstrates the 
dynamic multi-pass scheduling algorithms specificaly designed for the MMRCPSP while 
the second part displays test bench and approach developed for defining the robust bi-
objective. 
 
FIGURE 30: Conceptual diagram of present approach 





FIGURE 31: Architecture for the present research 
4.2 Development of Scheduling Platform 
Although, multi-mode resource constrained scheduling is a well-known problem, 
existing literature with solution methodologies particularly suitable to these problems 
seems to be void. The simulation based optimization strategies comprise of two loop 
strategies where scheduler and optimizer work in interaction with each other. However, 
almost none of the studies proposed have been performed under the category of 
MMRCPSP while searching for the best mode available in sequence with the activity time 
allocation decision.  
In a research by Buddhakulosmi139, all priority heuristics (greedy) were compared along 
with two greedy heuristics proposed for mode selections which were minimum time and 
least critical ratio between time duration and resource consumption. The comparison 
was made on criteria of minimizing makespan and it was concluded that there is no 
particular rule for task allocation that performs the best for every test instance however, 
for minimum makespan, the shortest mode provided best results. Min slack rule overall 
provided the best results while MAX-RWK, i.e. maximum work left which was basically 
the sum of durations of all successors, performed best particularly for test instances 
with higher resource types.  
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A case study140 with the help of Volvo-IT department proposed resource consumption 
based heuristic and observed that resource based priority rule perform the worst and 
slack based measures were simple in calculations and provide better performance 
results while in another, it was deduced that FIFO came out to be the best in case of 
achieving number of finished products while shortest processing times rule (SPT) works 
the best with the objective of maximum machine utilization141. With regards to the mode 
allocation rule, the research seems to be limited and mainly allocates mode at the initial 
stage which remains fixed throughout the algorithm. The meta-heuristics proposed for 
optimization of MMRCPSP also follow a framework of two loop strategy in which each 
loop aims for best mode and then best sequence respectively. Table 9 highlights the 
main issues in this field and partially discussed in literature. The present framework 
addresses all these issues and proposes a multi-pass simulation framework designed 
particularly but not limited for the multi-mode problem class. 
TABLE 9: Focal points in Heuristic Scheduling Algorithms 
 
This study is a step towards providing an analysis in addition to the comparison of well-
known priority heuristics along with generation schemes, an area which needs 
attention. The famous heuristics are explored along with the effect of generation 
schemes. The basic objective is minimization of makespan as it is a well-known regular 
performance measure. A non-greedy rule for mode selection is incorporated within the 
algorithm which enables switching of mode based on resource availability at the time of 
decision. 
Moreover, since the past researches prove to provide good results for resource 
constrained problems while working with the slack based or anteriority based priority 
rules, this study proposes a new heuristic rule for ranking activities by combining these 
two factors. Researches have proposed that in order to provide reliable robust 
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schedules, near critical path activities should be considered along with critical path 
activities. This statement also supports the fact that since the problem under discussion 
has been declared as NP-hard, soft computing methods could prove to be more 
instrumental in this area. Hence, this simulation based scheduler uses fuzzy logic in 
order to identify near critical path activities as well and then proposes a heuristics rule 
based on the soft computing technique of fuzzy logics, for ranking activities with this 
information. The next chapter discusses details on the form of disruptions faced in this 
problem class. Additionally, the approaches and methods for scheduling under 
disruptions are revised and their effectiveness is investigated.    
4.2.1 Problem Description 
The conceptual framework provided by multi-mode RCPSP can be observed in many 
physical problems. For instance, assembly operations of large order based products can 
be generalized into such form. Each project is associated with an ordered product. There 
is a discrete set of tasks/activities required to deliver the project. It may happen that a 
same activity for example drilling, has to be performed more than once. For such 
purposes, a task is uniquely identified by the order number and position in the 
precedence tree. After receiving the orders from sales department, the planning side 
evaluates order and performs a work breakdown structure (WBS) to identify the major 
tasks. This is followed by a formal process plan generation with precedence tree 
structure. The scheduling phase evaluates the possible resource options for each of the 
tasks.  
As previously discussed, possible options are described as viable mode options. In this 
case, an activity can be performed with a different resource which may or may not 
change the time duration. Another possibility is to perform an activity in a shorter time 
by increasing number of resources. Renewable resources will be considered in the 
present case. Following assumptions were drawn for simplification purposes: 
Model Assumptions 
 Preemption/splitting of any activity is not allowed. 
 Make-to-order production system. 
 Material-handling costs can be model as fixed cost for each renewable resource. 
 Activities cannot change mode, once started. 
 Precedence constraints remain constant between activities irrespective of mode 
selected. 
 Crashing of an activity is only possible with the given mode options. 
 Renewable resources are considered available throughout scheduling. 
Risk Assumption 
 Activity with the largest slack, poses the least risk. 
 





The input model will be explained with the help of a small example. Considering the AoN 
network, the following precedence tree diagram helps in determining correct technical 
relationship among the activities. The input model is provided in the form of excel file 
where each file has three main worksheets with the following information (Figure 32). 
 Relation: Provides information about the precedence relationship of each task by 
utilizing information of direct successors from the network diagram. 
 Mode: Exhibits all viable options for each task with amount and type of resource 
required for each viable option as well as duration. 
 Resource: Provides information about the unit cost for each renewable resource and 
maximum capacity. Cost for using a resource is based on two components which are 
fixed and variable cost. Fixed cost is the cost of using this resource each time it is 
employed while the variable cost is the unit time cost for using that particular resource. 
As a simple example, considering the cost of the rent of a house. The defined “Basic rent” 
is the fixed basic cost while the “Utility Cost” is the cost which depends upon the units of 
resources consumed monthly (e.g. electricity, gas) and in turn may cause variation in the 
total cost per month.   
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Where, 
i = 1, . . . , N 
m = 1, . . . , Mi where M is the total number of modes for activity i  
k = 1, . . . , K where k is index for renewable resource 
    Maximum amount available for resource k at current time 
rimk = amount of resource k required by activity i when performed in mode m 
di,m = Duration of activity i in mode m 
xim = binary decision variable and is 1 when activity i is performed in mode m, otherwise 
0 
Equation. (2) makes sure that an activity is performed only once without preemption 
while Eq. (3) and Eq. (4) represent resource and precedence constraints respectively. 
 
4.2.2 Procedure Description 
The mathematical model described above with the assumptions and the input model 
would be used next for heuristic scheduling. The frame work proposed for this problem 
is described in figure 33 through an IDEF0 diagram. This approach provides a structured 
representation of the activities and processes for the subject area142. The technique is 
generally presented in the form of box arrow diagrams as depicted in figure 33. The 
generic process model starts with an input model which basically provides collected 
data from the sales and planning department in an organized format. Based on the 
scheduling objectives, parameters settings are defined by the user necessary to initiate 
simulation algorithm. Although, capacity constraints are applied in the input model, no 
hard constraints on the time and budget are imposed in the present scenario and it is 
left up to the choice of decision manager to choose best option according to the 
production aims. The scheduler aims to generate feasible near-optimal schedules with 
best mode options. In addition, the aim is to test the quality of proposed heuristics for 
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RCSPS in literature for the multi-modal case as well as proposed a new priority heuristic 
based on a non-greedy method.  
 
FIGURE 33: Framework for proposed simulation approach [143] 
Followed by the user defined parameter setting, simulator starts to schedule based on 
algorithmic sequence. Activities consume resources (cost and time) and are divided into 
four basic states which are Active, Recess, In-process, and End state. Activities shift from 
one state to another in case of a happening/event. An event is basically a decision point 
which is held in two situations (1) an update of resource capacity (2) an update of 
eligible set of activities. States of the activities are defined as below: 
Active: Any activity is in this group if all of its predecessors have reached finished state. 
This group of activities constitute “Eligible Activities Set” symbolized as   .   
Recess: Activity waiting for the resource is defined as to be in this state. 
In-Process: Group of activities which are consuming resources at the current time unit 
are considered to be in process state. 
End State: An activity from the in-process state is said to reach end state if it has 
consumed the defined time units as described in the input model for the chosen mode.    
Due to the constraints on renewable resources, activities need to be sorted and 
prioritized for the assignment of resources. Additionally, each activity may or may not 
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 Zahid et al., (2016), Simulation of extended resource constrained scheduling problem with a soft computed priority 
heuristic 




be assigned a different resource or different amount of the same resource (depending 
upon the production model), in case, the lowest priced or the shortest duration mode is 
unavailable (insufficient resources). In the following discussion, steps proposed for the 
framework would be explained in further detail. The algorithm adopted from Zahid et al. 
[143] for simulation is further elaborated and modified here. 
Upload (Project Network/Input Model) 
This step involves inputting project information in excel format. The main parts of this 
data include activity network diagram, technical relation interpretation, resource 
capacity and cost and general information regarding resource requirements for 
activities along with the possible mode options. 
       
FIGURE 34: Example input model with network diagram (left) and project data (right) 
Parameter Settings 
Multiple parameter setting options defined by the user are assigned which control the 
next phase of simulation run. The main contents/parameters defined by the user are 
elaborated below: 
Priority Rule Selection: As described in the previous chapter, priority heuristic 
scheduling is based on two basic components of priority list and generation scheme. 
Activities compete for the limited resource due to capacity constraints and need to be 
sorted in a list for assignment of resources. Several simple rules adopted from 
literature144,145 have been implemented in the scheduler. Among various heuristics rules 
that have been proposed over the past couple of years, these were chosen based on 
state-of-the-art literature on their comparison and are obtained after having 
information from baseline schedule created without considering capacity constraints. 
This first baseline schedule obtained through critical path considers precedence 
constraints only. The rules are described briefly as follows: 
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Earliest Start/Finish Time (ES/FT): The tasks are prioritized in ascending order based 
on these rules. This means, the lower the start/finish times of a task, the higher is its 
priority in the list. 
MinSlk: This rule is based on the calculated free/next float of the tasks. As the float 
represents the amount of time an activity can be delayed without delaying the schedule, 
tasks are arranged in the increasing order based on this rules. It means, lower the 
amount of NF, higher is the priority of the task.  
Mindur:Maxdur;MIN/Max cost: These values for prioritizing tasks according to these 
rules is obtained through input model. 
It should be noted in advance that in case of a tie for these values between tasks, task 
with higher ID is ranked higher. For instance, if two tasks 1 and 2 which can be 
performed in parallel (i.e. no precedence), if both of these tasks have NF=0, then task 1 is 
ranked higher than task 2 because of a lower task ID. Apart from these standard rules, 
another heuristic i.e. critical index (C.I) has been proposed. The details regarding this 
heuristic rule would be provided for the readers in the later sub-section.  
Mode Selection: Two rules are proposed for prioritizing modes for activities which are 
cost and duration. For the generation of baseline schedules, modes are selected 
according to this chosen ranking for each activity. 
After the initial CP and baseline schedule generation, this ranking is used again at first 
where the scheduler tries to schedule activity from    with the highest priority index. In 
case of resource limitation, if the activity cannot be performed with this current mode, 
mode shifting rule is applied. The mode shifting rule is based on non-greedy heuristic. 
This rule is named as conditional mode change rule (CMCR). It states, 
An activity ‘i’ in active mode from    is scheduled with mode e.g.  
having highest priority (As ranked via parameter of cost or time). In case 
of resource conflict, ‘i’ shifts to the next feasible mode option (e.g.      
if the waiting time (W.T) for ‘i’  is greater than the time difference 
between the respective modes. Otherwise, ‘i’ jumps from “active” to 
“recess” state. 
Mathematically, this can be represented as stated in the next lines. 
If 
                
then          where m+1 < m (i.e. m+1 has lower priority ranking then m in terms of 
time) 








Generation schemes: These schemes define the mechanism of choosing tasks from the 
eligible set as well as shifting the time pointer while updating task and resource list. As 
discussed in previous chapter, although many researches can be found on the quality 
and proposal of greedy heuristics rules, there has not been much investigation on the 
choice and effect of generation scheme. In the proposed framework, user can select from 
the two options available which are series and parallel. Both of the schemes have been 
modified to incorporate the mode selection and conditional shifting rule. Figures 37 and 
39 show the complete algorithms with different generation schemes (parallel & series 
respectively) followed by an example case to elaborate the algorithmic approach in 
detail. 
4.2.3 Parallel Generation Scheme 
STEP I The input model is verified and the first step is to develop a baseline schedule. 
Initially, tasks are scheduled as early as possible by only regarding the precedence 
constraints (i.e. eq. 4). Hence, this step disregards the capacity constraints and schedules 
the activities after assigning a particular mode via input parameters. This baseline 
schedule provides critical path and certain information about the slack and time slots of 
the activities. This information is stored in order to prioritize activities for the later 
stages. It should be noted that it is not necessary for simulator to use these heuristics 
(obtained from baseline schedule parameters) as a rule since it depends on the user 
defined parameters. Figure 35 provides result for critical path with figure that shows the 
Gantt chart with activities starting from their earliest start time (EST). It should be noted 
that since it is the first Gantt chart, it does not considers resource constraints. 
 
 
FIGURE 35: Gantt Chart (left) for example problem with CP information (right) 
STEP II As can be deduced from the baseline schedule that although it provides a rough 
estimate, it cannot be implemented as an actual schedule to be practiced without 
respecting the capacity constraints of the production floor. Three sets of activities are 
created from total number of activities which are defined as follows: 
Act EST EFT LST LFT TF NF 
1 0 2 0 2 0 0 
2 2 5 2 5 0 0 
3 2 5 2 5 0 0 
4 2 5 2 5 0 0 
5 5 8 5 8 0 0 




                            
                            
                               
The information from the base line schedule is stored in this step and set of eligible 
activities is created i.e.    from     which is the list of activities waiting for their 
predecessor tasks to be scheduled. 
where,                                            I} 
STEP III  In this step, elements of the set    are sorted at current time point. Here, as a 
first eligible set of activities,        .  
Step IV  Activity with highest priority index (for instance here act 1) is chosen from    
and assigned mode x where for each activity, set of modes is sorted as M = {m, m+1, . . . , 
Mi} and priority of {m > m+1>…>Mi}.  
For the current example, we chose minimum duration rule for mode as sorting order 
which leaves us for Act 1 = m = 2 (time units), whereas for the sorting of tasks, activity 
index has been chosen as a priority criterion. Assignment of mode is followed by 
resource check. If capacity is enough, i.e. constraint (3) from the mathematical model 
proposed above is not violated, the algorithm schedules and removes the current task 
from the list    while updating the resource usage list, or else step V is performed.  
For the sake of understanding, we will move on to the second eligible set of activities in 
this present example. The next set eligible set is {2, 3, 4} where algorithm selects and 
schedules activity 2. This is followed by update of tasks and resource set. 
                    
  
                            
The last check of this step searches for any remaining eligible task at the current time 
point and repeats the same step in case of a negation. In the present case, step IV is 
repeated to schedule the tasks 3 and 4.  
The updates in step IV are necessary for the check of next element in   
   If the list is 
empty move towards step VI, else repeat the step. 
STEP VI & Step VII  Update “T” where,  
                
Afterwards step VII, which checks if all activities have been schedules and set of waiting 
activities is empty. If yes, then the process ends, else, repeat step III. 
STEP V This step is performed in case of violation of capacity constraints. In case the 
activity under designated mode exceeds resource capacity, CMCR is applied where it is 




shifted to another feasible mode if it fulfils condition described for the non-greedy 
heuristic rule. In case of scheduled activity, algorithm removes the current task from the 
list and updates resource capacity, else the last check of check IV is performed which 
searches for any left element in    at the current time. 
Here, after being unsuccessful in scheduling task 3, algorithm tries to schedule 4 and 
performs it in mode 2 after applying CMCR. Activity {4} is successfuly scheduled which 
results in emptying eligible activity set. After this, the algorithm move towards step VI. 
The final schedule obtained through paralel generation scheme is provided in figure 36 






Act EST EFT LST LFT TF NF 
1 0 2 0 2 0 0 
2 2 5 3 6 1 1 
3 6 9 6 9 0 0 
4 2 6 2 6 0 0 
5 9 12 9 12 0 0 
FIGURE 36: Gantt chart (left) for example problem with Paralel Generation Scheme 














4.2.4 Series Generation Scheme 
For the series generation scheme, the list of sorted activities as in parallel generation 
scheme is used and is taken one by one to schedule tasks as early as possible, provided 
the precedence constraints are not violated.  
The main difference between the series and parallel lies in the fact that series algorithm 
moves back and forth in the time as to schedule tasks as early as possible. For 
clarification, previous example can be considered. When task 3 is selected (after 
scheduling 1 and 2), the earliest starting time for task 3 is set as 2: 
EST (3) = EFT (predecessors) = 2 time unit 
While being unable to schedule the task at this current time, algorithm schedules task 3 
as earliest time possible (i.e. at the EFT of task 2 = 5) and moves towards the next task in 
the list. 
The algorithm stops after scheduling all activities. The results of final schedule created 
through this scheme along with the updated table are shown below.                          
 
 







Act EST EFT LST LFT TF NF 
1 0 2 0 2 0 0 
2 2 5 2 5 0 0 
3 5 8 5 8 0 0 
4 8 11 8 11 0 0 
5 11 14 11 14 0 0 















4.2.5 Performance Analysis (Data Store) 
After the scheduling run, defined data values are stored in the analyser for further 
processing. In addition to the allocation of time and resources to an activity, its slack and 
position based information is also stored in the analyser. This information is stored for 
further calculating C.I of an activity. In further discussion, implementation and the use of 
C.I would be explained in detail.  
Critical Index: From time to time, comparisons on state-of-the-art literature on priority 
heuristic rules have been made. As described in the previous chapter, numerous forms 
of comparisons on priority heuristics for resource constrained scheduling have been 
proposed in literature. The most often used heuristics are the ones based on values 
obtained through baseline schedules and tend to provide compact schedules. As 
discussed in the section 2.4, we have proposed a non-greedy heuristic rule based on the 
observations made through state of the art researches in this area. The rule is computed 
through soft computation method as opposed to other greedy heuristics proposed 
previously. 
The motivation behind this idea was to combine the knowledge of position of an activity 
in the baseline schedule, nature of the activity and its slack properties. Priority heuristic 
rules based greedy heuristic rules tend to collect information from one aspect of the 
activity which can be slack/TF obtained from the baseline schedule or the nature of that 
particular task (e.g. duration or cost). It may be noted that these procedures work on 
exact knowledge of float or position of an activity in the project network and disregard 
near critical path activities. Consequently, the total float of such activities can lead to 
overestimation of actual free time slots available which may result in delay of the 
project. The heuristic proposed in this is calculated through fuzzy inference system (FIS) 
which is a soft computation technique.  
The analyser collects information from the simulator and calculates some parameters to 
use for computation of C.I in the fuzzy system. Before explain briefly the FIS, we would 
discuss the parameters which need are used as an input in the system. The data 
converter in the analyser receives information from the simulator which is basically 
composed of following components: 
 Start time of an activity 
 Mode assignment for each activity 
 TF/NF for each activity derived from resource feasible CP  
It is observed from usual human work behaviour that the work is generally delayed till 
the last moment or as defined by Parkinson’s law that work expands and utilize all the 
resources (either in the form of time or cost) available. In fact, this was the main 
motivation behind critical chain scheduling (Refer chapter 2). Another result of this 
behaviour is that activities at the later stages of the project are exposed to more risks. An 
interesting study conducted based on this observation for development projects 




concluded to provide more cushion to the tasks at the later stages146. The present study 
calculates a position index P.I in order to take in account this observation that these 
tasks are more susceptible to be delayed and hence can prove to be more critical for 
project’s in-time completion. The P.I index sorts the position of the activity provided by 
the simulator and stores it. Equation (5) provides the formula proposed for calculation 
of this index.  
Position Index = P.I =  
                             
                       
          (5)                       
As previous studies suggest that TF of an activity obtained from CP, provides 
information about the criticality of an activity as it basically provides the amount of 
buffer inherited by an activity. However, as this float can generally mislead, this current 
research uses next float (NF) which indicates the gap an activity can have before 
releasing the resources to the next in-line activity.  
Furthermore, the critical index assigned to each activity for priority heuristics is not 
solely based on its float but on its position as well. Using this information from 
simulator, we calculate float index (F.I) in the present study along with P.I. Float index is 
calculated in order to regard the nature of an activity which seemed to be ignored in all 
other past researches. It suggests that the float of an activity depends upon it total 
duration as well as the total makespan of the project which depicts the size of project 
network. For instance, a float of 5 time units cannot have the same impact on two 
activities having duration of 10 and 100 time units. Equation (6) describes the formula 
used to calculate F.I in the present study which gives equal weightage to both the project 
size and activity size and ranges between 0-1. This indicates that higher the F.I of an 
activity, lower will be its chances to be critical and disturb schedule makespan in case of 
disruption. Based on risk assumptions, table 10 shows the general effect of these defined 
indices on the quality of overall scheduling plan. Positive effect depicts a direct 
relationship meaning increase in the index number influences schedule in a positive 
manner, while the negative effect, shows inverse relationship among the members. 
Float Index = F.I =         
                
        
        
          
                  
        (6)        
TABLE 10: General Influence of defined indices on performance 
 P.I F.I C.I 
Quality of Schedule Negative Positive Negative 
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Table 11 is provided as an example case (adopted from figure 36) for the calculated 
values of these indices based on the input of simulator schedule. It should be noted here 
that float ratio of an activity is considered as per its durations. For instance, if second 
ratio of eq. (6) is ≥ 90%, this ratio equals 1. This is to avoid problems where float gets 
bigger than activity duration, especially in the case of smaller benchmark instances. 
TABLE 11: Derivation of P.I and F.I with schedule information 
Act EST EFT LST LFT TF NF PI FI 
1 0 2 0 2 0 0 0.2 0.415 
2 2 5 3 6 1 1 0.4 0.55 
3 6 9 6 9 0 0 0.6 0.375 
4 2 6 2 6 0 0 0.4 0.335 
5 9 12 9 12 0 0 0.8 0.375 
 
After the calculation of F.I and P.I in the data store, these indices are used as an input to 
the FIS for further calculation. The following section provides a brief overview on FIS 
before explaining the currently applied model. 
Fuzzy Inference System & Fuzzy Logic 
Fuzzy theory lays its foundation on measuring the degree of truth for any particular 
statement. It contradicts the theory of Boolean decision variable which can either be 
truth or false. The main motivation behind this logic was to find an approach to model 
the everyday linguistics variable. For instance, if asked about the weather, one is less 
likely to tell the exact temperature and humidity level and would rather tell in variables 
such as very, mildly or sufficiently hot or cold. Thus, in fuzzy logic, variable is then 
assigned membership function rather than true or false (crisp/exact) binary value. For 
example, as a general rule, a person with height 6 ft. is considered to be tall. If a person 
height is 5 ft, 11 inches, then a binary decision variable would characterize this person 
as short, but a fuzzy logic will define this value in terms of membership functions of tall 
and short, for instance “0.9 at the tall side and 0.1 on the shorter side” which would be in 
this case, an appropriate value. Figure 40 gives an example of a decision variable which 
decides that whether a person given its “HEIGHT” can be categorized as “Tall”. Binary 
variables only give output in the form of true or false while fuzzy output provides the 
degree of truth in the form of membership function (range: 0-1), depicting the degree of 
truth in the rule statement that at height ‘G’, a person ‘J’ is considered tall.  





FIGURE 40: Boolean vs. Fuzzy interpretation of input values 
Here it would be beneficial to describe some of the basic terms used in fuzzy logic 
theory. 
 Fuzzy Variable: The variables which are not decision variables (i.e. true or false) 
and exhibit various ranges of values between these are termed as fuzzy variables. 
Examples of such variables can be temperature and height etc. 
 Crisp Value: The exact value of any variable which can be represented by a 
number is termed as crisp value. For example time or average weight of a group 
of people. 
 Membership function: Membership function depicts the truth value of a fuzzy 
variable for any particular statement. For instance, on a scale of 0-1, the 
truth/membership value of a day being cold when the outside temperature is 18 
Celsius can be described as 0.25. 
Similarly we come across such variables in industry for example as “high” quality or 
“fine” performance etc. The use of this logic for decision problems in industry was 
initially carried for the purpose of risk analysis and to transform knowledge base data 
with the help of fuzzy variables. So far, use of fuzzy variables has been widely used for 
the following modelling purposes147: 
 Approximate or Indefinite Project Data148: The inexact activity durations and 
resource information is modelled as a fuzzy variable in such works. 
 Flexible Constraints149: Capacity constraints or delivery dates are considered as 
temporal constraints here with the objective of minimizing the penalty received 
due to violation of such constraints. 
 Fuzzy priority rules: The traditional greedy heuristics are transformed into fuzzy 
heuristics. For instance, the ranking is based on variables like longer, much 
longer, shorter. 
As this chapter is about proposing heuristic algorithm, we will discuss some important 
researches in the area of fuzzy dispatching rules which is provided in table 12. 
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148 Grabot, B. & Geneste, L., (1994), Dispatching rules in scheduling: a fuzzy approach 
149 Sakawa, M. & Kubota, R., (2000), Fuzzy programming for multi-objective Job Shop scheduling with fuzzy processing 











Tall  ( µ = 0 ) 
Quite tall person  
( µ = 0 . 95 ) 
Quite Short  
 person  (µ = 0 . 2 ) 
Height Height 
Tall (µ=1) 




TABLE 12: Summary on Fuzzy heuristic literature 






Tamilarasi, A. & 
Devi, T/2011 
Multi Criteria Job 
Shop Schedule 
Using Fuzzy Logic 











A theoretical idea of using due date 
and customer priority as fuzzy 
variable is used to achieve better 
satisfaction level of customers 










RCPSP CP calculated through fuzzy task 
durations is used to develop fuzzy 
priority heuristics 











MMRCPSP A 0-1 model was studied under 
fuzzy project durations to minimize 
makespan. 
Bhaskar, T., 
Manabendra, N. & 
Asim, K. P/2011 
A heuristic method 
for RCPSP with 




RCPSP Fuzzy slack times calculated via 
fuzzy activity durations were used 
in order to measure criticality of an 
activity with respect to resource 
consumption 
Khanmohammadi, 
S., & Jassbi, 
J/2012 
A Fuzzy approach 
for risk analysis 







RCPSP 0-1 model based on PERT values is 
modified for fuzzy min slack time 
heuristic approach 
 
Implementation of Fuzzy Heuristic 
The implementation and analysis of fuzzy logic in the field of resource constrained 
scheduling is at its initial stages150. Most of the literature conducted focuses on 
providing better modelling of tasks in fuzzy variables151,152. Another famous direction is 
to analyse fuzzy critical chain path in which heuristic scheduling is used for generating 
schedules but for sorting activities in a priority list, average deterministic values are 
used153. Hapke & Slowanski154 observed traditional listing rules to fuzzy rules (e.g. SPT, 
EST, MinSlk etc) and compared the optimal results with exact heuristic solutions. They 
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concluded that use of fuzzy heuristics can be an important tool for risk management and 
suggested the use of other activity information to compile heuristic rules. Following this 
advancement, Ozdamar & Alania155 modelled activity durations as trapezoidal fuzzy 
members and used them to get a baseline schedule with fuzzy EST and EFT of the 
activities. They used this information to develop fuzzy priority heuristic based on 
min/max number of successors of each activity and produced a resource feasible 
schedule. They concluded that using network topology seems to be a good measure for 
analysing critical activities. In another study156, fuzzy slack times obtained through fuzzy 
task durations were used along with resource consumption of each activity in order to 
identify critical tasks. Khanmohammadi & Jassbi157 explained the importance of 
choosing fuzzy membership functions over 0-1 decision variables by emphasizing over 
the fact that in practical databases, performance changes are gradual rather than having 
only true or false values. The research used PERT model for activity durations and after 
receiving PERT output, total slack and free float of every activity was transformed into a 
fuzzy variable. The data collected was used to calculate significance value of each task by 
FIS and it was observed through a case study that considerable amount of additional 
expenses caused by different impacts can be saved if CP from PERT model was 
remodelled through FIS. 
The present study, motivated by the interesting use of fuzzy logic in this area and also 
with the approach of using activity information such as its position, proposes a rule-
based fuzzy inference system for measuring the C.I of each task which would be further 
used for sorting activities and compiling them in a priority list in order to be used as a 
heuristic rule and used for scheduling as described in the above algorithm. 
In contrast to the studies which use fuzzy durations and deterministic rules for priority 
scheduling, this study uses deterministic input model and used slack and position of an 
activity as input parameters for the FIS. These fixed indexes are converted to fuzzy 
variables followed by the application of knowledge based rules into the system which 
then determines a final output. 
FIS system is characterized as a rule based system which provides a system to model 
input system to an output space with the use of knowledge based rules already provided 
as an input to the system158. The rules are stored in a format stating a relationship 
between the fuzzy inputs and resulting required output. The output is usually in the 
form of linguistic fuzzy variable which can be confined to a real value by defuzzification 
method. This method interprets the membership function of fuzzy output into a real 
value. In the current methodology, centroid method has been used for the purpose. The 
layout of the FIS is shown in figure 41 along with the main steps of system in figure 42. 
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FIGURE 41:  Fuzzy Inference System (FIS) 
FIGURE 42: Steps towards fuzzy priority heuristic 
 




STEP I (Transformation): Activity is taken as an example from the values of indices 
obtained in table (11) from the data store to describe the method. These crisp/exact 
values of P.I and F.I calculated at the data store are converted into fuzzy variables by the 
application of membership function rules. The most commonly used shape functions for 
defining fuzzy variables are L & R, triangular and trapezoidal shape functions159. Here, 
table (11) is chosen as an example to depict the change of crisp values to fuzzy 
membership functions of P.I and F.I. Each task input ‘x’ is used to define the 
truth/membership value in the low, medium of high range with standard formulas 
shown in figure 44. To define the membership values of tasks, L, triangular and R-
function shapes are chosen for low, medium and high range of F.I and P.I respectively. 
The membership functions used in the current study were derived using an equidistant 
uniform partition for initial studies, a standard method suggested for such modelling160 
(see figure 43). 
 
FIGURE 43: Shape functions for F.I and P.I 
The resulting transformation process can be visualized in figure 44 while table 13 
depicts fuzzy membership values which would be obtained as a result of this 
transformation. 
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FIGURE 44: Transformation of fixed value to fuzzy membership functions 
 
TABLE 13: Fuzzy transformed values for example problem 
Act PI              FI              
1 0.2 (1,0,0) 0.415 (0.62,0.38,0) 
2 0.4 (0.66,0.34,0) 0.55 (0.16,0.84,0) 
3 0.6 (0,1,0) 0.375 (0.75,0.25,0) 
4 0.4 (0.66,0.34,0) 0.335 (0.88,0.12,0) 
5 0.8 (0,0.34,0.66) 0.375 (0.75,0.25,0) 
 
STEP I (Application and Implication of rules): The rules are user defined which are 
mentioned below. These rules were created by keeping in mind the risk assumptions 
described above in the mathematical model. Fuzzy inference rules use fuzzy inputs of F.I 
and P.I for each task and identify the value of C.I for each activity as an output.  As an 
example, a single rule can be categorized as: IF FI is high AND PI is low then CI is low. 
Inputs may be joined by OR; AND operators. If OR is used, then for the output value, 
maximum value of the membership function is chosen from the input provided, else for 




AND operator, this value is minimum. Each input value of an activity (PI and FI) is 
mapped on all the rules (as depicted in figure 41) and aggregated for a single output. 
Table 14 displays knowledge based rules which have been used in the present study to 
map output value of critical index for each task. For instance, the table is interpreted as 
“If F.I is high (i.e. Column 1) OR P.I is high (i.e. row 1), then C.I is medium’’.  
TABLE 14: Applied FIS rules 
 High Medium Low 
High OR OR OR 
Medium AND OR  OR 
Low AND AND OR 
 
These fuzzy inputs are used by FIS along with the knowledge based If-then rules in order 
to map desired output. The fuzzified values of an activity are tested on each single rule 
(in total 9 rules) in the same manner as described in algorithm in figure 42. The inputs 
are mapped on fuzzy C.I variable, a process known as implication. Each implication cuts 
the C.I fuzzy graph at a certain membership level, and thus, providing an area. In the 
process of implication, the edges of this area are calculated using line-slope formulas.  
The figure below provides an example for the application, followed by implication of a 
rule. P.I and F.I values of activity 1 from preceding table 13 are used here to exhibit the 
final result after successful application and implication of one rule which results in an 
output area. This step is repeated until all the rules are tested for activity 1. 
PI 
FI 





FIGURE 45: Application & Implication of user defined rules 
STEP III (Aggregation): Followed by application of all rules on given input, the results 
are aggregated which provide an output (CI in present study) in the form of an irregular 
fuzzy diagram. As described in the algorithm (see figure 42), the input for each task is 
tested on all rules from user defined FIS rules (see table 14). After the successful 
application & implication of all these rules on an individual task, the output is received 
in the form of 9 areas, each obtained through a FIS rule. As an example, the output of 
activity 1 from previous example is shown in table 15 which shown the application and 
implication of all rules.  
For the aggregation of all these collected areas, standard method of unification has been 
applied (see 158). This method chooses the maximum membership function for 
overlapping areas. For instance, if we discuss the current output for task 1, it can be seen 
that three rules give null area. Rules numbered 4, 6, 8, and 9 result in an overlapping 
area within the medium range of C.I (i.e. 50 – 75). According to the rules of aggregation, 
maximum membership function (i.e. 1) is chosen, and thus, area and edge points 
obtained through rule 4 are selected for final aggregation. Other areas selected are 










TABLE 15: Application & Implication of all FIS rules (task 1) 











































FIGURE 46: Aggregated Area for Task 1 
STEP IV (Defuzzification): To have a crisp value, defuzzification is performed through 
centroid method which is a standard method used for such problems. Equation (7) 
describes formula for centroid method where i=[1,n] defines range of activities. In the 
current case, task 1 has been continued as an example to clarify the calculation of C.I 
index. 
Act.CI (task 1)  
∑       
 
    
∑      
 
   
    (7) 
                                                     
                        
 
Act C.I (task 1)     
The analyser separates deterministic values of F.I and P.I among high, medium or low 
categories according to the predefined boundaries provided by the user. C.I is then 
computed afterwards from these fuzzy variables with the application of fuzzy inference 
rules. The purpose of using such categories is to acknowledge the fact that in practice, 
linguistic variable range such as high and low are more often used by managers rather 
than exact values, and thus to include near critical path activities. It can be seen from fig. 
1 that fuzzy inference rules are provided as an input from the user. For example, if the 
F.I of an activity is high and P.I is low, then this activity has a low C.I. These fuzzy values 
of C.I are then assigned a crisp value by centre of gravity method. Table 16 provides C.I 








TABLE 16: Final C.I values for example project network 
Act PI                FI                C.I 
1 0.2 (1,0,0) 0.415 (0.62,0.38,0) 54.5 
2 0.4 (0.66,0.34,0) 0.55 (0.16,0.84,0) 39.6 
3 0.6 (0,1,0) 0.375 (0.75,0.25,0) 64.4 
4 0.4 (0.66,0.34,0) 0.335 (0.88,0.12,0) 60.4 
5 0.8 (0,0.34,0.66) 0.375 (0.75,0.25,0) 63.2 
 
The function of analyser ends with storing data values and calculation of above 
mentioned indexes for each activity. Fuzzy inference rules provided by the user are 
utilized to determine C.I for each activity. As can be seen from table 16, although, the 
traditional path puts all the tasks with zero slack on the same critical level, CI index 
differentiates them according to their position and float index. For brevity purposes, 
details on the fuzzy inference rules and system are not provided here. Readers can refer 
to [147,148,158] for details.  
Afterwards, these values can adopt two possible ways. Either the C.I index of the 
activities would be used in the next simulation run as priority selection rule OR it will 
remain the same as previously selected priority heuristic. This depends (as described in 
figure 33) on the C.I rule being ON or OFF. In case, user switches it OFF, the C.I values 
would be stored for each activity in every run for the evaluation purposes, but would not 
play a part in sorting priority list for the activities which would turn into a single-pass 
method. In the present study, implementation of C.I as a dynamic rule is used for 
searching the search space with a multi-pass method.  
Continuing with the example, tasks in the next simulation run are prioritized by using C.I 
index and are sorted in the decreasing order. This means that higher the C.I of a task, 
higher will be its priority order. The logic behind this assignment order of the tasks is 
the assumption that tasks with higher C.I are more critical and should be completed in 
time in order to complete the project in due time. According to C.I index of tasks in table 
16, the priority list would be as follows, 
C.I = ⦃1, 3, 4, 2, 5⦄ 
The algorithm uses this sorted list to schedule in the next simulation run. As can be seen 
in figure 33, with this heuristic rule and the previously selected generation scheme 
defined by user, simulation run is performed again. In the current example, after using 
the schedule obtained in figure 36 (parallel generation scheme) for performance 
analysis and calculating C.I index of the tasks (table 16), algorithm runs again to obtain a 




schedule. The schedule obtained while using these parameters (C.I, shortest feasible 
mode and parallel generation scheme) is shown in the figure below. 
 
FIGURE 47: Schedule for example problem (using C.I) 
 
4.2.6 Combination Heuristic 
In addition to the scheduling heuristics proposed in this chapter, another technique is 
proposed to define a schedule for MMRCPSP. In the field of multi-pass heuristics, an 
interesting research question is the search of best combination of heuristics for 
scheduling. Motivated by this concept, a concept of off-line learning is proposed in this 
proposed technique which utilizes multiple lists of rules in parallel and chooses a 
heuristic rule based on a certain given principle. The principle guidance is provided in 
the form of rule-based system. In the current method, activity priority lists are 
generated with EST, MinSlk. At each decision point, i.e. a point of resource conflict due to 
which all eligible tasks cannot be performed at current time, activities are sorted in 
priority order with the chosen rules which were chosen based on their performance. 
The proposed algorithm then compares the finish times of these activities and chooses a 
rule which provides minimum finish time for the respective tasks in the list. Series 
generation scheme is chosen for this heuristic. The algorithm for this approach can be 







Act EST EFT LST LFT TF NF 
1 0 2 0 2 0 0 
2 8 11 8 11 0 0 
3 2 5 2 5 0 0 
4 5 8 5 8 0 0 
5 11 14 11 14 0 0 







FIGURE 48: Proposed Combination Heuristic 
 
 




STEP I The algorithm starts by using the input model which defines resource capacity, 
precedence constraints and activity durations with different possible modes. As a brief 
example to clarify this heuristic, consider a small example for project network in the 
figure 49. Project consists of 6 activities while activity 7 is included as a dummy activity 
for the backward calculation process (see consolidation model in chapter 2). The 







FIGURE 49: Example input model for Combination Heuristic Algorithm 
As the algorithm suggests, the first step is to calculate baseline schedule with regarding 
only precedence constraints. This baseline schedule calculates EST, EFT, LS and LFT of 
along with TF and NF of the tasks by using critical path method which does not consider 
resource constraints. This baseline schedule provides lower bound (LB) for makespan of 
the considered project network which reflects the minimum optimal makespan which is 
required to complete project with unlimited resource capacity. The baseline schedule 
obtained by considering only precedence constraints with a makespan of 11 time units 
is shown in figure 50. Task 7 (dummy activity) is not shown in the final Gantt chart as it 













Act Mode Resource 
(max =5) 
Duration 
1 1 3 3 
2 1 2 1 
2 1 4 
3 1 1 5 
4 1 3 1 
2 2 2 
5 1 4 3 
2 2 4 
6 1 2 7 
2 1 8 
7 1 0 0 







FIGURE 50: Gantt chart (CP) for example problem 
STEP II The baseline schedule obtained is not viable as it exceeds maximum resource 
capacity of the input model. The second step involves prioritizing the tasks so that they 
can be adjusted in a sequence according to the list. The algorithm creates multiple lists 
with different priority rules instead of single one in this example. For the current 
example, priority lists created with earliest start time (EST) and MinSlk rules would be 
as follows. It should be noted that in case of a tie between two tasks, task with the lowest 
ID is ranked higher. For instance, as seen in figure 50, EST of task 2, 3 and 4 is the same, 
hence the algorithm lists them according to their activity ID (i.e. 2, 3, 4). 
EST = ⦃1, 2, 3, 4, 6, 5, 7⦄ 
MinSlk (minimum NF first) = ⦃1, 2, 3, 4, 5, 6, 7⦄ 
STEP III After listing the tasks, the next step selects first element available from each list 
and selects its mode according to the user defined rule. For instance, here, shortest 
feasible mode (SFM) is selected at first for tasks. In the current example, task 1 is chosen 
from both lists (i.e. EST and MinSlk) with mode 1 to be scheduled in the next steps. 
STEP IV For each task selected in step III, algorithm needs to schedule these tasks as 
early as possible without violating the precedence constraints. In order to schedule them 
as early as possible, earliest possible start time is defined for each task in the list. For 
task 1, this time would be 0 as it is the first task in the project network.  
As it can be observed from the priority lists, both have the same ranking of tasks till 1-4. 
Hence, the algorithm schedules these tasks one by one as early as possible without 
violating resource or precedence constraints. Since, after scheduling task 2 and 3, there 
are not enough resources to perform task 4 with mode 1 (required resources =3, 
available= 2), algorithm applies CMCR rule (section 4.2.2) and perform this task in mode 
2. For understanding purposes, let us move towards the stage of the algorithm where 
Act EST EFT LST LFT TF NF 
1 0 3 0 3 0 0 
2 3 4 3 4 0 0 
3 3 8 3 8 0 0 
4 3 4 3 4 0 0 
5 8 11 8 11 0 0 
6 4 11 4 11 0 0 
7 11 11 11 11 0 0 




tasks 1-4 have been scheduled already. The form of schedule at this stage would be as 
depicted in the figure 51. 
 
FIGURE 51: Middle stage of scheduling for example problem 
The updated priority lists after scheduling these tasks would be as follows, 
EST = ⦃6, 5, 7⦄ 
MinSlk (minimum NF first) = ⦃5, 6, 7⦄ 
As described in step III, the algorithm chooses first element from each list. Hence, here, 
task 6 is selected from EST list while task 5 is selected from MinSlk.                           
Step IV defines the time for each task where they can be scheduled as early as possible 
without violating resource constraints. Here, at the present stage, 
Start time for task 6 = time unit 5, Start time for task 5 = time unit 8 
STEP V For each task selected with shortest mode from the lists, this step checks for the 
available resources. The requirement is to temporarily schedule tasks at their selected 
start time. If an activity does not have enough resources to be performed in the present 
mode assigned, the algorithm applies CMCR and temporarily schedules the tasks. In the 
present case, both tasks 5 and 6 have enough resources available to be performed at 
their start time declared in step IV. 
STEP VI After temporarily scheduling the tasks from each list, the schedules tasks are 
compared based on their finish times and the task with the lowest finish time is 
scheduled permanently. For instance, task 5 is taken from the list of MinSlk while task 6 
is taken from the list of EST. These tasks are compared based on their finish time in the 
schedule. As clear from figure 52, as task 5 has lower finish time, it is selected and 
scheduled.  





FIGURE 52: Comparison of EFT from priority lists 
 
STEP VII After scheduling the task with lowest finish time in step VI (i.e. task 5), the task 
is removed from the priority lists. The remaining updated lists would be as follows,  
EST = ⦃6, 7⦄  
MinSlk (minimum NF first) = ⦃ 6, 7⦄ 
STEP VIII The lists are checked for the remaining unscheduled tasks in the list. If the list 
is empty, algorithm stops, else, step III is repeated until the lists are empty. 
In the present case, the algorithm continues and selects task 6 from both lists. As task 6 
cannot be scheduled in mode 1 due to resource limitation, it is performed in mode 2 
after the application of CMCR rule. The final schedule obtained after first simulation run 






FIGURE 53: Schedule from combination heuristic (1st simulation run) 
Act EST EFT LST LFT TF NF 
1 0 3 0 3 0 0 
2 3 4 4 5 1 1 
3 3 8 5 10 2 0 
4 3 5 3 5 0 0 
5 8 11 10 13 2 2 
6 5 13 5 13 0 0 
7 13 13 13 13 0 0 




Note: It may be argued that the schedule obtained through priority heuristic of EFT 
(earliest finish time) would result in the same schedule. This may not be the case since 
this algorithm compares available at the current time point during the series generation 
scheme. For instance, in the current example, if the tasks are listed according to the EFT 
from Gantt chart obtained through figure 50, the priority list and the schedule obtained 
(figure 54) would be as follows, 





FIGURE 54: Example schedule obtained through EFT heuristic 
Next Simulation Run The point which needs to be clarified here is that in the beginning 
of this algorithm, only EST and MinSlk heuristics are used. This is because at the first 
stage, critical index of tasks is not defined. But, after this first simulation, the algorithm 
applies performance analysis on this obtained schedule which regards both resource 
and precedence constraints and calculates C.I of each task. Afterwards, in the next 
simulation run, C.I of the tasks is used as well along with EST and MinSlk. For instance, 
the schedule obtained in figure 53 (through combination heuristic) would have indices 






Act EST EFT LST LFT TF NF 
1 0 3 0 3 0 0 
2 3 4 3 4 0 0 
3 4 9 4 9 0 0 
4 3 4 3 4 0 0 
5 9 12 9 12 0 0 
6 4 12 4 12 0 0 
7 12 12 12 12 0 0 














After analyzing the schedule, for the next simulation run, the priority lists would be as 
follows, 
EST = ⦃1, 2, 3, 4, 6, 5, 7⦄ 
MinSlk = ⦃1, 3, 4, 2, 6, 5, 7⦄ 
C.I = ⦃1, 3, 4, 2, 6, 5, 7⦄ 
As depicted in figure 48, algorithm compares these lists and repeats the step of 
algorithm (III-VIII) in the next run based on their finish times and schedules the tasks. 
The final schedule obtained in the 2nd simulation for the discussed example case is 





FIGURE 55: Schedule obtained through combination heuristic (2nd simulation run) 
Act EST EFT LST LFT TF NF FI PI CI 
1 0 3 0 3 0 0 0.38 0.14 55.2 
2 3 4 4 5 1 1 0.96 0.28 37.5 
3 3 8 5 10 2 0 0.31 0.28 61.7 
4 3 5 3 5 0 0 0.42 0.28 52.2 
5 8 11 10 13 2 2 0.72 0.57 40.7 
6 5 13 5 13 0 0 0.19 0.43 62.5 
7 13 13 13 13 0 0 0 0.71 62.5 
Act EST EFT LST LFT TF NF 
1 0 3 0 3 0 0 
2 3 4 4 5 1 1 
3 3 8 3 8 0 0 
4 3 5 3 5 0 0 
5 8 12 8 12 0 0 
6 5 12 5 12 0 0 
7 12 12 12 12 0 0 




After discussing the proposed heuristic strategy for scheduling, the next section 
demonstrates correlation studies which were carried through a special purpose test 
bench. 
4.3 Regression Studies 
As information of disrupt events is inserted in the form of scenarios, it is important to 
analyze system behavior for generation of such data. The basic issues while modeling 
such scenarios are the points of disturbance and their impact on performance. For the 
determination of performance of a baseline schedule in case of disruptions, robust 
measures have been proposed in literature. These measures focus on non-regular 
performance measures for robustness and then use heuristic or AI technique to 
maximize or minimize this measure of robustness in addition to the considered regular 
performance measure, thus transforming it into somewhat bi-objective problem. 
Slack is the most commonly used measure of robustness of a schedule. Buffer insertion 
techniques use slack and CP knowledge of deterministic schedule to add protection in 
the schedules. As discussed in chapter 2, critical chain is a perfect example for this case. 
Surrogate measures of robustness are explicitly used to identify the maximum variation 
an optimal/near-optimal schedule can handle in case of disruptions. This maximum 
variation is termed as “radius of stability161”. As slack in a schedule generally indicates 
the flexibility of activities to be delayed without affecting its makespan, it is perceived as 
an indirect robustness criterion of a feasible schedule.  
Several slack based surrogate measures have been proposed in the past decade. Leon et 
al.162 used average slack based measures to generate initial schedules which use trade-
off between minimum makespan and performance degradation (via randomly created 
scenario for disruptions) as an objective function. Their research was dedicated to 
machine shop environment where average slack proved to be a good measure in case of 
high variability in processing time. In another similar approach for single machine 
environment163, worst case scenario disruptions were considered with the aim of 
minimizing their impact on makespan. Another approach towards the use of slack for 
activities was the cost assigned to each activity for being delayed and termed as 
instability cost164. Each task was assigned this cost based on its slack properties and the 
objective was to produce an initial schedule with minimum instability cost. A similar 
study to project these costs was developed by Schatemann et al165. They proposed the 
probability of delay cost for each activity based on the risk probability of disruption 
scenarios. Each breakdown scenario was projected onto individual activity and its effect 
                                                          
161 Sotskov et al., (1997), Stability of an optimal schedule in a job-shop 
162 Leon et al, (1994), Robustness measures and robust scheduling for job-shops 
163 Daniels, R.L. & Kouvelis, P., (1995), Robust scheduling to hedge against processing time uncertainty in single-stage 
production 
164 Lambrechts et al., (2011),Time slack-based techniques for robust project scheduling subject to resource 
uncertainty 
165 Schatemann et al., (2008), A methodology for integrated risk management and proactive scheduling of 
construction projects 




was analyzed with a binary variable. For instance, if all the possible disruptions can 
affect the activity, that activity would be assigned a higher instability cost. However, this 
approach seems to be limited due to two factors; one being the assignment of delays 
through risk management database and second was the essential need to group 
activities for assigning weightages since it would be not practical to consider each 
activity one by one and to analyze its dependence on each disruption. 
Some other slack based measures include sum of total float of all activities in a baseline 
schedule166 or the minimum slack of all activities167. Since these techniques lack the 
proper evaluation strategy to check quality of these measures, Chtourou and Haouari168 
proposed a two stage-approach for this bi-objective problem which was to minimize the 
regular performance measure first and then check for maximum robustness.  
However, studies suggest that others significant characteristics of tasks and project 
network should be considered for analyzing different indicators of robustness in case of 
disruptions. In the light of these observations, this present approach explores the 
following questions 
 How to design the test bench for experimentation to forecast robustness of 
baseline schedules? 
 Which properties of the schedule and tasks can be best correlated with the 
stability and robustness of a schedule? 
 What is the performance of proposed heuristic algorithms for scheduling under 
various objectives including robustness? 
After evaluation these questions, further investigation is performed for the development 
of stochastic models based on the following questions 
 How to model uncertainty in activity durations based on performance of tasks in 
baseline schedules subjected to disruptions? 
 What is the effectiveness of the proposed stochastic model? 
The analysis is performed with designed experiments. In the later sections, first we 
develop and then analyze the results of experiments designed for determining the 
robustness indicators for baseline schedules while in the next experiments, we test the 
performance of non-deterministic stochastic model proposed through network analysis. 
                                                          
166 Al-Fawzan, M.A. & Haouari, M., (2005), A bi-objective model for robust resource constrained project scheduling 
167 Kobylanski, P. & Kuchta, D., (2007), A note on the paper by Al-Fawzan, M.A. & Haouari, M about a bi-objective 
problem for robust resource constrained project scheduling 
168 Chtourou et al., (2008), A two-stage-priority-rule-based algorithm for robust resource constrained project 
scheduling 




4.3.1 Criteria for Robustness 
Studies suggest that although average slack is correlated to the tardiness of a schedule, it 
cannot be considered as an only criterion for robustness measurement. In the past, slack 
based measures, typically developed for single machine environment have been utilized 
to indicate robustness. Up to our best knowledge, the area conducting studies for 
robustness subjected to multi-mode resource constrained scheduling problems seems 
void. Table 18 includes the well-known measure in addition to the ones proposed in the 
present study. Current research proposes a design experiment in order to find 
parameters which are strongly correlated with project deliverables and are named as 
key robustness indicators (KRIs). These indicators perform two functions: 
 Identify the most robust schedule within a group of near-optimal schedules by 
forecasting its behavior in case of disruptions. 
 Help in analyzing activities behavior to disruptions for the development of non-
deterministic model. 
 
TABLE 18: Performance & Robustness Indicators 
Indicator Feature Mathematical Form Interpretation 
Performance 
Indicator 
Amount of Deviation 
(KPI1) 
∑   
    
   
    
 
xd a binary variable 
i.e. = 1 iff MSNew ≤ 1 





∑                   







Average Total float 
∑         
 
 
TF(i) is the slack 
value for task i where 




Average Next float 
∑         
 
 
NF(i) is the free slack 
value for task i where 







     
   
 
   
 
Sum of ratio of float 
and task durations 
Robustness Indicator 
(KRI4) 
Average float index 
∑         
 
 
FI(i) is the float index 
value for task i where 






∑         
 
 
CI(i) is the critical 
value for task i where 
N is the total number 
of tasks. 




4.3.2 Experiment Design for Correlation Studies 
To analyze performance of a schedule in case of any disruptions, a simulation 
experiment has been proposed. The experiment generates disruption scenarios and 
evaluates the performance of the previous optimal base line schedule created through 
priority heuristic scheduling. The purpose of this study is to find such parameters which 
can be related with the delayness of a baseline schedule. For such analysis, regression 
experiments need to be performed. 
Regression analysis is a statistical procedure of find the existence of any relationship 
among the variables. Such tests help in separation of dependent and independent 
variables. Several correlation coefficients are proposed in statistical mathematics to 
define these criteria among which Spearman’s and Pearson’s coefficient are the most 
famous169.  In the present study, Spearman’s coefficient has been used which can be 
calculated through in build functions of Microsoft Excel. The reason behind this choice is 
that since Pearson’s coefficient assumes data variables to be normally distributed, it is 
not suitable to use for our data values which are not bound to be normally distributed. 
In addition, Spearman’s coefficient is considered to be less sensitive to outlying values. 
The coefficient ranges between -1 to +1.  The next chapter will conclude experiments 
which provide analysis on the results obtained thorough this regression analysis 
indicating relationship between KPIs and KRIs. The positive value of this coefficient 
indicates a direct relationship between the variables while a negative value indicates 
that increase in one, causes decrease in the other. In general, coefficient values less than 
±0.2 indicate a weak relationship between the discussed variables.  
The test bench proposed is a mean of generating disruption scenarios to find the 
correlation coefficient between performance measures and robustness indicators as 
defined in table 18. In the following discussion, phases of the experiment have been 
described separately for readers. 
Phase I: Optimal Baseline schedules 
The first phase uses the deterministic input data and evaluates the performance of 
schedules. For each instance, simulation is performed with various combinations of 
priority heuristics and generation scheme and afterwards, all schedules with optimal 
schedules are saved along with their selected parameters (i.e. scheme and listing rule). 
As depicted in the pseudo code as well (table 20), the input model is evaluated with 
every parameters with multiple simulation runs and for each selected set of parameter, 
all schedules which provide optimal schedule are saved. This process is depicted in 
figure 56, indicating I-II phase of the test bench.  
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FIGURE 56: Proposed scheme for optimal schedules set in test bench 
In the current example, we consider the example problem (figure 49) used for 
describing combination heuristic. The optimal schedule obtained (figure 55) with 
makespan of 12 time units would be used for further explanation. 
 
Phase II: Computation of KRIs 
After saving the optimal schedules, experiment computes and saves KRIs for each 
schedule (table 18). The average slack is the mostly used schedule while a modified 
version of this is average slack float which has been proved to outperform the other for 
single machine scheduling problems [166,167,172]. The present study proposes and 
investigates additional indicators based on the indexes (i.e. C.I, P.I and F.I) proposed in 
the previous chapter. The float index includes the effect of activity duration and actual 
makespan with respect to its slack. The reason is to take into account the effect of 
different activity and project characteristics in the float index. The critical index 
indicates the effect of float in addition to the position of a specific activity in optimal 
baseline schedule.  
For each optimal schedule obtained through different heuristic, these KRIs may be 
varied since they are dependent on the sequence and path of activities. The pseudo code 
for the first two phases is written in table 20. As previously described in figure 56, after 
saving list of optimal baseline schedules with their respective selected parameters (i.e. 
priority heuristics), this phase calculates and saves KRIs of all these schedules. The basic 
aim to save these parameters for each individual schedule at this point is to evaluate 
that on disruption, the schedules which performed the best and the worst had what type 
of parameters. This aids in determining the relationship between characteristics of a 
schedule with delayness.  
As an example, example project network (figure 49) is adopted for clarification of the 
test bench and explains stages for optimal/near optimal schedules obtained for each 
 




parameter. It should be noted that it is possible to obtain multiple optimal/near optimal 
schedules with each selected parameter (i.e. heuristic rules) and for the test bench, each 
one of this schedule is saved and goes through the steps explained here. Continuing with 
the optimal schedule obtained through combination heuristic, computed KRIs for this 
schedule are described in table 19.  























Act EST EFT LST LFT TF NF FI PI CI 
1 0 3 0 3 0 0 0.37 0.14 56.0 
2 3 4 4 5 1 1 0.96 0.28 37.5 
3 3 8 3 8 0 0 0.29 0.28 61.8 
4 3 5 3 5 0 0 0.42 0.28 52.7 
5 8 12 8 12 0 0 0.33 0.57 59.9 
6 5 12 5 12 0 0 0.21 0.43 62.3 
7 12 12 12 12 0 0 0 0.71 62.7 
Make- 
span 
Parameter KRI1 KRI2 KRI3 KRI4 KRI5 
12 Combination 
heuristic 
0.14 0.14 1 0.37 56.2 




TABLE 20: Pseudo Code for Phase I-II of Test Bench 
For p= 1: Npar 
For i= 1: NSim 
Start Simulation 
Compute Makespan (MS) 
If ; MS(i+1) < MS(i) 
MS(i+1) = MS(opt) 
Else  
MS(i) = MS(opt) 




For all ‘j’ in S(opt)  
   Compute KRIs 






NPar = All possible combinations of priority heuristics 
NSim = Max no of simulation runs for each instance 
S(opt) = Set of optimal schedules obtained via each set of selected 
parameters 
MS(opt, p) = Optimal makespan from schedule ‘j’ with parameter p 
 
Phase III: Disruption Scenario 
The next phase involves development of the disruption scheme which is based on fitness 
ranking method. This involves the risk assumption that activities with the most risk are 
the ones with the highest critical index. For each schedule obtained in phase I, activities 
are listed according to their risk. The higher is the activity on this list, the higher is the 
probability of this activity to be disrupted and is assigned higher proportion in fitness 
ranking. This is similar to a roulette wheel selection. The standard forms is used for 
calculation of this distribution in table 21 where f(i) represents fitness/rank of the task i 
while p(i) represents its probability. In the current example, activities will be ranked 
and assigned a fitness proportionate ranking as depicted in table 21. 




TABLE 21: Fitness proportionate ranking 
 
Task is selected by generating a random number from 0-1 and selecting the task which 
corresponds to the range as described by their p(i). This works like a roulette wheel 
selection where task with a higher proportion (i.e. high rank) has more chances to get 
selected. For instance, given the probability calculated in table below, if a random 
number is generated between the range of 0.36-0.53, then task 3 is selected from the 
distribution. This phenomenon can be clearly understood in table 22. 
TABLE 22: Fitness proportionate selection 
Range of random number Task selected 
0-0.03 Task 2 
0.04-0.10 Task 4  
0.11-0.21 Task 1 
0.22-0.35 Task 5 
0.36-0.53 Task 3 
0.54-0.75 Task 6 
0.76-1.00 Task 7 
Two variables are defined in the present study for this disruption scheme, named as 
selection rate (i.e. Φ) and increase rate (i.e. σ). Selection rate determines the percentage 
of activities which would be disrupted. The reasoning behind this fitness proportionate 
Act EST EFT LST LFT TF NF CI Rank 
         
  




N = total number of tasks 
1 0 3 0 3 0 0 56.0 3 0.21 
2 3 4 4 5 1 1 37.5 1 0.03 
3 3 8 3 8 0 0 61.8 5 0.53 
4 3 5 3 5 0 0 52.7 2 0.10 
5 8 12 8 12 0 0 59.9 4 0.35 
6 5 12 5 12 0 0 62.3 6 0.75 
7 12 12 12 12 0 0 62.7 7 1.00 




selection is that the task with higher C.I is more inclined to have longer duration than 
expected in the original input model but at the same time, it is not necessary that only 
tasks would be disrupted. In the present case, Φ is set to be 0.4 which means that 40% of 
the tasks (0.4 x 7 =2.8 ∼3 tasks in present example) would be selected for generating 
disruption scenario. The table 23 proposes an example in which three of the tasks would 
be selected.  
TABLE 23: Selection of tasks based on selection rate 
 
Increase rate (i.e. σ) determines the percentage amount of increase in duration of a task. 
This amount is later added in the original duration of the task which accounts for the 
scenario (resource breakdown etc), where the said task would be delayed and would 
take longer than expected. For instance, in the present case, if we assign increase rate of 












Act EST EFT LST LFT TF NF CI Ranking Fitness probability 
1 0 3 0 3 0 0 56.0 3 0.21 
2 3 4 4 5 1 1 37.5 1 0.03 
3 3 8 3 8 0 0 61.8 5 0.53 
4 3 5 3 5 0 0 52.7 2 0.10 
5 8 12 8 12 0 0 59.9 4 0.35 
6 5 12 5 12 0 0 62.3 6 0.75 
7 12 12 12 12 0 0 62.7 7 1.00 








Phase IV: Simulation under disruption scenario 
After the disruption scenario, the new input model is used in this phase to perform 
scheduling. Each saved schedule is retrieved and re-sequenced with the same parameter 
selection as before but only with the new disturbed scenario. For instance, by using 
combination heuristic with the new input model, schedule displayed in figure 57 would 
be obtained. It should be noted here that it is not necessary for the tasks to follow the 















5 1 3 0.25 0.75 
2 4 0.25 1 
6 1 7 0.25 1.75 
2 8 0.25 2 
7 1 0 0.25 0 
Act Mode Resource 
(max =5) 
Duration 
1 1 3 3 
2 1 2 1 
2 1 4 
3 1 1 5 
4 1 3 1 
2 2 2 
5 1 4 3.75 
2 2 5 
6 1 2 8.75 
2 1 10 
7 1 0 0 









FIGURE 57: Schedule for disruption scenario input model 
 
Phase V: Computation of KPIs 
The newly obtained schedules are evaluated based on the performance indicators 
described in table 18. KPI (1) determines the number of times the new schedule was 
equal to the optimized schedule while KPI (2) determines the average deviation of 
disrupted schedules. The pseudo code for this experiment is given in table 25 while 
figure 58 explains the steps of the discussed test bench (phase III to V) as pictorial 
representation. 
As described in figure 58, for each optimal schedule obtained in phase I-II, simulation is 
performed until the limit is reached which is set by the user as desired number of 
disruption scenarios (i.e. NDis). Each disruption scenario represents an input model 
with some of the tasks having longer duration than expected. Afterwards, KPIs are 
computed for each schedule. For instance, if for the above discussed case, NDis is set to 
be 1, the algorithm will stop after rescheduling the one and only generated disruption 
scenario and compute KPIs. As in this scenario, the new makespan is 15, KPIs would be 






Act EST EFT LST LFT TF NF 
1 0 3 0 3 0 0 
2 3 4 4 5 1 1 
3 3 8 6.25 11.25 3.25 0 
4 3 5 3 5 0 0 
5 8 11.75 11.25 15 3.25 3.25 
6 5 15 5 15 0 0 
7 15 15 15 15 0 0 




TABLE 25: Computation of KPIs for example case problem 
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For multiple NDis, multiple disruption scenarios are created randomly generating input 
models for which schedule is defined through simulation run. Later on, these KPIs are 
computed as described in the example. The purpose is to find the correlation of various 
schedule characteristics with the delayness and to find out those which can be best 
described as robustness indicators. Previously, most commonly used indicator is sum of 
TF of a schedule which means that higher the sum of TF of any schedule, higher will be 
its robustness. Such indicators are used in defining a secondary objective for baseline 
schedules. Various optimal baseline schedules with different KRIs can be checked via 
this disruption test bench in order to realize the truth in the previous and recently 
proposed KRIs. For instance, a schedule A with avg. sum of TF = 3 and schedule B with 
avg. sum of TF =10 can be compared with this disruption test bench that whether or not, 
in practice, schedule B with higher slack/float shows less average deviation (i.e. KPI 2) 
than schedule A with lower float. In the next chapters, experiments are performed to 
realize the potential of various robustness indicators.  





FIGURE 58: Disruption test bench (Phase III-V) 




TABLE 26: Pseudo code for Phase III-V of test bench 
For each ‘j’ in S(opt) 
Retrieve schedule sequence 
Retrieve critical path information (i.e. activity slack) 
For all Act in ‘j’ 
Calculate ‘float’ of each activity 
Sort activities in decreasing order of float 
Rank and assign fitness 




Activity duration alteration 
For each ‘j’ with parameter ‘p’’ 
For d=1:NDis 
Choose ‘Φ’ activities via the PDF computed in loop above 
Increase the duration of the picked activities by σ % of their 
original values 
Change input model 
Perform simulation with new model 
Save schedule with makespan Information 





NDis = Number of times disruption scenario is generated for a schedule j 
in S(opt) 
Φ = percentage of disrupted activities in a project 









The first half of this chapter explained proposed simulation heuristic developed for the 
specific problem case. It covered the rules as well as the simulation schematics used for 
scheduling the given input model in detail. The second half discussed development of a 
test bench which basically is a source of disruption scenarios for a given input model by 
increasing task durations and thus, in turn causing deficit of resources. These 
experiments carried out for the regression studies form the objective function which can 
be considered for robust scheduling. The establishment and identification of robustness 
indicators serves two purposes: 
 Forms the basis of a secondary objective and criteria on which the proposed 
heuristics can be tested for robustness. 
 Three point estimation through these indicators for the development of 
stochastic model followed by Monte-Carlo simulation for project outcomes 
estimates. 
 
In the next chapter, experiments on benchmark libraries for the proposed heuristics as 
well as for regression studies would be discussed. The identified KRIs are then utilized 
to test proposed heuristics in case of robustness as well as for the development of a 
stochastic model. 
5. Experiments & Results 
 
5.1 Evaluation of Heuristics for Benchmark Libraries 
This chapter deals with the evaluation of proposed multi-pass heuristics on test bench 
discussed in early chapters. The first experiments were conducted on J10, J20 & J30 for 
multi-mode resource constrained problems adopted from PSPLibrary. Benchmark 
library created through ProGen was used for comparison with previously proposed 
algorithms. A set of 50 problem instances was chosen from each problem set and 
average results were compared. Each instance has 2 renewable resources while each 
task in an instance has 3 modes. Multi-pass heuristic was performed with both 
generation schemes. Table below shows the comparison of average deviation from 
optimal results obtained from current and previous strategies. It should be noted that 
for these problem sets, optimal solutions with regards to makespan are available which 
are basically baseline schedules obtained when regarding only precedence constraints.  



















J10 0.06 0.16 1.16 0.06 0.24 0.06 
J14 0.22 0.63 2.6 0.44 1.00 0.32 
J20 0.89 1.04 6.74 1.21 1.94 0.87 
J30 8.41 11.86 - -  - 16.65 
 
It was observed that proposed multi-pass heuristics provide efficient optimal results as 
compared to other strategies. Here, it should be noted that these optimal results depict 
average results obtained through heuristics. Multi-pass heuristics with non-greedy 
mode shift rule seemed to provide optimal results. As compared to the 48.91% times 
optimal results found for J30 instances [170], the percentage was increased to 76% in 
our case.    
                                                          
170 Biliolakar et al, (2012), An annealed genetic algorithm for multi-mode resource constrained project scheduling 
problem 
171 Józefowska et al, (2001), Simulated annealing for multi-mode resource-constrained project scheduling 
172 Hartmann, S., (2001) Project scheduling with multiple modes: a genetic algorithm 
173 Alcaraz et al, (2003), Solving the multi-mode resource-constrained project scheduling problem with genetic 
algorithms 
174 Lova et al, (2009), An efficient hybrid genetic algorithm for scheduling projects with resource constraints and 
multiple execution modes 
 




In further experiments to investigate priority heuristics, benchmark instances from 
MMLib having 50 and 100 number of activities were utilized. Boctor’s library175 for 50 
and 100 activities is not used here due to the observed discrepancies as discussed in 
section 2.2.5. MMLib instances are comparatively new as compared to PSPLib instances 
and thus, lack numerous comparisons like PSPLib instances. However, the obtained 
results are compared with so far best available results in the literature and are shown in 
table 28 (percentage average. deviation from optimal results for instances). The results 
proved to provide better results as compared to previous strategies. The heuristics rules 
in the table were selected after analyzing that these provide the optimal results for most 
instances in less simulation runs. Heuristic rules (MinSlk-SFM & EST-SFM) which 
generally are considered to provide best results in literature were not able to provide as 
good results as when combined with CI for larger instances with higher number of 
activities. 
TABLE 28: Comparison of %average deviation (makespan, CP Lower bound) for benchmark instances 
(MMLib) 





MMLib50 19.52 19.91 22.32 22.13 
MMLib100 22.21 22.64 26.36 26.34 
   
As depicted from table 28, EST and MinSlk provide approximately the same results for 
makespan values. EFT was also observed to provide same results often. For further 
investigation, another observation was made for MMLib instances in order to see 
performance of other non-regular performance measures with different dynamic 
priority rules with combination of CI heuristic for multi-pass method. Figure 59 depicts 
these results. Data points “1” for MMLib50 instances while “2” for instance with 100 
activities respectively. On y-axis, the average value of sum of NF was compared which 
was obtained by dividing the sum of NF of a schedule by the number of tasks in a project 
network.  
                                                          
175 Boctor, F.F., (1993). Heuristics for scheduling projects with resource restrictions and several resource-duration 
modes 
176
 http://www.projectmanagement.ugent.be/?q=research/project_scheduling/multi_mode (retrieved in 
April 2016) 





FIGURE 59: Comparison of Avg. Next Float with diferent priority heuristics 
It can be observed from figure 59 that although the values obtained from diferent rules 
vary; this diference was observed not to be significant. The diference was slightly 
higher for larger instances with higher number of activities. It is up to the choice of 
decision of decision maker to find a compromise between the maximum slack and 
minimum makespan values. Although, higher total slack of a schedule is considered to be 
good for a schedule’s performance in case of any uncertain disruptions (since it has less 
critical tasks), it would be wiser to actualy measure the truth in this assumption and to 
analyze relationship between slack and delayness of a schedule (this would be 
performed in regression analysis). 
However, an interesting observation which can be drawn from this figure is that with 
the same or little diference in makespan value, diferent rules provide diferent values 
of total float. Folowing observations can be made through this point: 
 In general, EST rule seems to provide higher amount of float for same or little 
diference of makespan from MinSlk rule. 
 Listing of diferent priority rules is the basic key for determining sequence of 
activities. Since MinSlk prioritizes activities according to the float, it tends to schedule 
activities with minimum slack first and thus resulting in a schedule with less float. 
However, this diference is significant with single-pass method. When multi-pass 
methods are utilized as in present study, with CI as a dynamic rule, this diference is 
reduced. 
 EST (also caled FIFO) tries to schedule activities as early as possible. Thus, while 
comparing PI (Position index) of the same instances with MinSlk and EST in single-pass 
scheme, MinSlk rule has a higher sum of PI in general as compared to EST. 
 Above observations depict that in case where diferent rules provide schedules 
having same regular performance measure (makespan in this case) with diferent 




sequence of activities, it would be wise to compare other non-regular measures which 
provide information about the hidden characteristics of a schedule.  
 
While comparing the generation schemes, for smaller instances such as J10, no 
difference was observed in the performance. However, for higher instances of MMLib50 
and 100, parallel generation schemes provide better makespan value than series 
generation schemes. Figure 60 shows this phenomenon by providing the average 
difference obtained between series and parallel generation schemes from various 
instances of problem sets (J10, J20, J30, MMLib50, MMLib100). This average was 
obtained by grouped instances which may or may not be the same with respect to 
number of tasks but had same level of OS and RC. Each group (i.e. having different input 
models with same OS and RC) was scheduled with both parallel and series generation 
scheme (using EST, EFT & MinSlk) and the average difference between the two groups 
was recorded. The grouping was made with instance steps having OS ranging from 0.25 
to 0.75 while the resource capacity was divided into three levels. As can be observed 
that for instances with lower OS and less resource capacity, the difference between the 
makespan values obtained through different heuristics is higher. This is because low OS 
values characterize a less dense structure, thus featuring more room for movement of 
activities without violating precedence constraints. With high OS and high resource 
capacity for a project network, there are higher number of precedencies and little 
resource constraints imposed by the input model and thus, there is not much room for 
exploration with various heuristics. 
 
 
FIGURE 60: Average difference in makespan (series and parallel generation schemes) with various instances 




5.1.1 Experiments on Grouped Instance Sets  
As described above, for some of the instances of MMLib, the proposed multi-pass 
strategy was observed to provide much better results as compared to the previous 
strategies. The main decisive parameters for a project network are TFM and OS (see 
section 2.5 for more details). In brief, the OS and TFM affect the density of project 
network in an opposite manner. Lower the OS value, lower are the precedence 
relationships and thus, lower is the density of the project network. Thus, project 
networks with higher OS have a project network closer to series. Such different 
instances can be compared with real life production plants as well where continuous 
assembly lines exhibit a series network for tasks as compared to a job-shop 
environment which performs multiple tasks in parallel. TFM has an opposite effect as 
compared to OS, indicating a more dense structure with lower TFM values. The 
motivation behind such investigation is to analyze that whether the heuristic rules differ 
for different types of project instances. 
By investigating the instance parameters, it was observed that the instances which 
provide more improvement were the ones with less TFM (i.e. less dense network, see 
section 2.2.5). From this observation, it can be deduced that for projects having less 
technical constraints and more shifting options during the horizon exhibit higher 
improvement in results since they have more parallel options. In the following 
experiments, we chose MMLib with 100 activities to investigate the effect of network 
topology and resource factors on performance measures. Table 29 shows the parameter 
settings for two experiments. OS and TFM are taken as network topology measures 
while RC and RF as resource measure.  
Experiment 1 
The first experiment conducted using three different levels of OS and two levels of TFM 
while RC and RF were kept constant requiring 3*2 different experiment settings for each 
instance (see table 30). MinSlk and EST were used as priority rules with series 
generation scheme and average results were analyzed. The difference from the final 
makespan value and the one obtained from CPM lower bound was observed with the 
conclusion that at all instances, the lower bound was obtained and thus reaching the 
optimal solution. However, the instances with low order strength and higher TFM values 
reached optimal with more simulation runs. The cause can be the various options of 
activity sequence provided by less precedence constraints with lower OS and higher TF 








TABLE 29: Experiment Settings for Benchmark Instances 
 Variables Constants Variation Levels  
Experiment 1 OS, TFM RF, RC (0.75,0.04) 3 (OS), 2(TFM) 
Experiment 2 RC OS, TF (0.5,0.18) 5 
 
TABLE 30: Level of variables variation for Experiment Design 
Level OS TFM 
Low (1) 0.25 0.05-0.09 (low) 
Med (2) 0.5 - 
High (3) 0.75 0.38-0.45 (high) 
 
 
FIGURE 61: Computation time of projects with various network topology measures 
 
Experiment 2 
In experiment 2, RC was used as a variable while keeping OS and TFM at an average level 
of 0.5 and 0.19 (adopted from MMLib Library). The value of RC varied from 0.02-0.1 
with an increment of 0.02. It was observed that at a higher level of resource 
constrainedness, computation time increased significantly as well as difference from LB 
calculated through CPM (figure 62).  





FIGURE 62: Computation time of projects with various RC levels 
These results indicate that project networks with higher level of RC and parallel flow 
lines have a higher solution search space and or such networks, multi-pass heuristics is 
essential to reach find near-optimal results. Another observation made from these 
experiments was that while RC ≤ 0.06, no difference in makespan value was observed 
among the schedules obtained through various heuristic rules. The reason behind this 
would be the fact that at such a low level of resource constrainedness, all tasks which 
can be performed in parallel are able to start at their earliest due to higher resource 
availability. 
After testing above heuristics on various problem sets with different network 
characteristics, effectiveness of mode change rule would be observed in the next 
experiment. For the purpose, MMLib+ instances have been chosen which have 3, 6 and 9 
available mode options for each task in the network. Random instances were chosen 
from the problem set and the results were compared (see table 31). It was observed that 
critical mode change rule provides best options and as the mode options increase for 
each task, the performance of the proposed heuristic is improved tremendously as 
compared to the previous strategies. Hence deduced, the addition of mode change rule 
within the algorithm can come very handy in this extension of resource constrained 
problem scheduling problem.  
 




TABLE 31: Comparison of makespan for benchmark instances with multiple mode options 






Jall389-1 3 91 175 169 170 
Jall389-2 3 78 143 142 142 
Jall389-3 3 99 156 152 155 
Jall433-1 6 26 77 77 48 
Jall433-2 6 22 102 101 47 
Jall433-3 6 25 76 76 42 
Jall550-1 9 50 211 205 74 
Jall550-2 9 46 210 209 71 
Jall550-3 9 39 209 204 72 
OS = 0.5, TFM = 0.18, RC = 0.05-0.1 
 
5.2 Regression Studies for KRIs 
In the previous section, we discussed the performance of proposed simulation heuristic 
which proved to provide promising results. This section deals with the regression 
studies which were carried to mark the effective robustness indicator by the use of 
developed disruptive test bench. 
The experiments for the regression analysis were conducted on various instances of J30 
problems from PSPLib and MMLib100 with 30 and 100 number of activities 
respectively. Python2.7.10 was used for simulation purposes. Two levels of disruptions 
were analyzed indicating low and high rate of disruption and the average values 
obtained were used for evaluation purposes. For each instance, multiple priority rules 
(Min/Max Slk, ES/EF Time, Min/Max Successors, in total 6) with two generation 
schemes (Series, Parallel) were used in combination with CI rule were used as input 
parameters for heuristic scheduling with Nsim=30. This leads to 6*2*30 simulation 
scenarios for each instance. Out of these runs, schedules with best MS value for each 
parameter were saved in a set of optimal schedules (i.e. Sopt) which were later on 
evaluated. After the computation of KRIs for each optimal schedule, disruption scenarios 
were generated as proposed in phase III-V of regression studies followed by 
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computation of KPIs for each schedule inheriting specific heuristic parameters. The 
disruption scenario parameter (i.e. NDis) was set to be 100 which means that for each 
instance, 100 input models were generated followed by simulation run to obtain a 
schedule for this disrupted input model. Afterwards, at the end of this scheduling for 
various scenarios, KPIs were computed at the end and analyzed. As an example for 
developing an understanding of following graphs, figure 63 is depicted. Schedule A and 
B are optimal schedules having same makespan value obtained for the same project 
network through two different parameters (say series and parallel generation scheme 
respectively). Schedule A obtained through series generation scheme has KRI1 (i.e. avg. 
sum of TF) of 50 while schedule B obtained via parallel generation scheme has KRI1 of 
60. Upon generating 100 disruption scenarios for these schedules, schedule A was seen 
to have average deviation of 25 while B had the deviation of 20. Thus, given this 
example, it can be concluded that there may be a correlation between these parameters 
and since schedule with higher KRI1 (i.e. schedule B) showed less deviation, schedules 
with higher slack value should be preferred. 
 
FIGURE 63: Example chart for regression studies 
In the same manner as described above, several instances were tested and evaluated to 
determine this factor. As an example, figures 64 and 65 depict KRI1 (i.e. Avg TF) and 
KRI4 (i.e. Avg FI) against lateness of the schedule. Each point represents an 
optimal/near-optimal schedule. On x-axis, the KRI value of the optimal schedule is 
displayed while the y-axis represents delayness (KPI2) of this schedule calculated after 
multiple disruption scenarios prescribed by NDis (100 in the present case). It can be 
realized via figure 64 that although, increase in the slack value of a schedule provides a 
decreasing trend in the delayness of the schedule, the values seem to be scattered on the 
plot (figure 65) while for FI, these values are closely gathered around the trend line. This 
exhibits that the correlation between the delayness of schedule in case of random 




disruption scenario is stronger in case of FI and the baseline schedule with higher FI is 
tend to be more stable than a schedule with lower FI value. 
 
FIGURE 64: Average TF (x-axis) vs average delayness (y-axis) 
 
FIGURE 65: Average FI (x-axis) vs average delayness (y-axis) 
Using these measurements, the R-values between each pair of KRI and KPI were 
calculated. As described in the previous section (see 4.3.1), standard Spearman’s 
coefficient method is used to define correlation between these variables. It should be 
noted that this correlation can be positive as well as negative among two variables. In 
the following table, a “+” sign indicates positive relation, i.e. both increase in the same 
direction, while a “-” sign indicates a negative relation. The detailed results of the 
experiments can be seen in tables 32-35. 




TABLE 32: R-Values for J30 set (lower disruption rate) 
 RI1 (TF) RI2 (NF) RI3  RI4 (FI) RI5 (CI) 
KPI 1 +0.14 +0.24 +0.12 +0.61 -0.62 
KPI 2 -0.12 -0.28 -0.22 -0.66 +0.67 
 J30, act select rate: 0.2 , Rate of Increment: 0.1 
TABLE 33: R-Values for J30 set (higher disruption rate) 
 RI1 (TF) RI2 (NF) RI3 RI4 (FI) RI5 (CI) 
KPI 1 +0.09 +0.35 +0.08 +0.51 -0.59 
KPI 2 -0.10 -0.26 -0.15 -0.67 +0.64 
 J30, act select rate: 0.5 , Rate of Increment: 0.5 
TABLE 34: R-Values for MMLib100 set (lower disruption rate) 
 RI1 (TF) RI2 (NF) RI3  RI4 (FI) RI5 (CI) 
KPI 1 +0.16 +0.22 +0.41 +0.58 -0.66 
KPI 2 -0.19 -0.21 -0.32 -0.69 +0.62 
 MMLib100, act select rate: 0.2 , Rate of Increment: 0.1 
TABLE 35: R-Values for MMLib100 set (higher disruption rate) 
 RI1 (TF) RI2 (NF) RI3  RI4 (FI) RI5 (CI) 
KPI 1 +0.17 +0.31 +0.41 +0.64 -0.52 
KPI 2  -0.11 -0.34 -0.40 -0.60 +0.57 
 MMLib100, act select rate: 0.5 , Rate of Increment: 0.5 
Tables 32-35 show the results obtained for both sets of instances. It was observed that 
as compared to the classical average slack (TF), average NF is able to better relate with 
the lateness of schedule. However, the correlation value was observed not to be 
sufficient and the best results were provided by average CI and FI of a schedule. The 
correlation studies indicated that for both set of instances with each value levels of 
disruptions, these KRIs performed better than the classical slack approach.  
Average CI did not perform as efficient for shorter instances with less number of 
activities as compared to the larger instances. Figure 66 shows the correlation of various 
sets of networks with different number of activities. The performance measure used 
here was PM2 exhibiting average deviation of disturbed schedule from the optimal base-
line schedule under pre-defined simulation runs (i.e. NDis). The average value of 
correlation was recorded through different problem instances. The level of disruption 
was kept same i.e. Φ = σ = 0.40. It can be observed from the figure that for smaller 
instances, efficiency of CI was much lower. This can be due to the fact that since value of 
CI is also dependent on position index of each task, the much smaller instances seem to 
provide abrupt results. However, for higher instances, this correlation gets stronger. In 
addition to CI, values of other KRIs also improve for higher instances with a sudden 
increase which seems to become almost constant for higher instances. This is due to the 




fact that for smaller instances, the solution space is much limited and all optimal 
schedules with various parameters exhibit nearly the same sequence of activities. This 
creates schedules which have same or negligible difference in values of KRIs. Due to this 
effect, regression analysis cannot be performed accurately for smaller instances. 
However, despite this effect the new proposed KRIs proved to be better for the multi-
mode problems under discussion. It should be noted that these values of correlation are 
positive or negative based on the direct or indirect proportionality. For instance, 
deviation of the schedule (PM2) tends to decrease with the increase in average FI 
exhibiting a direct proportionality and thus, has a negative correlation while it is vice 
versa in the case of average CI where delayness increases with the increase in KRI5 (i.e. 
sum of C.I) and thus, exhibits a positive correlation. 
 
FIGURE 66: Regression analysis with R-Value for different instance sets 
Figure 67 shows the effect of various disruption levels on correlation coefficient. The 
scenarios were generated by keeping value of Φ at a constant level (i.e. 0.4) while using 
a range for σ from 0.2-0.8 with an increment of 0.1. The set of project instances 
considered here was MMLib100 and the average values were recorded. It can be 
observed that for each scenario, Average CI and FI seem to provide a good indicator of 
robustness of a schedule. Although, in general, an increasing trend can be seen in this 
correlation but it should not be taken as a rule since the situation may vary with each 
problem instance. But it is clear from the observations that F.I and C.I provide better 
correlation with the delayness of the schedule. This indicates that from a pool of 
optimal/near-optimal baseline schedules, a decision manager should not assume that 
the schedule with highest slack would perform the best in case of any disruptions since 
there is no strong relation between slack and delayness of schedule. In case of analyzing 
robustness of baseline schedules, C.I or F.I can provide better results as robustness 




indicators and should be used as secondary objectives for determining robustness of the 
schedules. 
 
FIGURE 67: Regression analysis with R-Value on various disturbance levels 
In the light of these experiments, it would be reasonable to consider that for further 
analysis of robust schedules, pro-active schedules should be evaluated with this KRIs for 
better prediction of stability in an optima schedule. The next experiments discuss the 
quality of proposed scheduling heuristics in order to verify their respective flexibility 
and quality for robustness. The more flexible schedules would provide a schedule which 
provides a performance value closer to its previous value in case of uncertain events.  
5.2.1 Robust Objectives: An Overview 
The determination of KRIs is utilized as a predictive support for categorizing the 
robustness of a baseline schedule. As discussed in chapter 3, robust methods have so far 
been tested mostly for single machine scheduling problems with objective of minimizing 
makespan while having average slack as a measure of robustness. The techniques 
categorize the problem as bi-objective and use heuristics method to reach target goal.  
Up to our best knowledge, studies subjective to robust scheduling, discussing multi-
mode resource constrained scheduling seem to be void. Moreover, a few studies 
subjected to robust resource constrained scheduling can be found which tend to focus 
on the evolutionary optimization strategies178. 
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The implementation of various heuristics and generation schemes and investigation of 
the quality of these heuristics was found to be missing. In the present discussion, 
evaluation of the quality of multi-pass heuristics proposed in the previous chapter is 
performed to test their efficiency for robust scheduling. These algorithms are evaluated 
with the objectives proposed and will be explained later in the following sub-sections. 
TABLE 36: Mathematical description for robust objectives 
Robust Objectives Mathematical Interpretation 
(1) %age avg. delayness ∑                   




While MSB(j) ≤  ε * MSB(opt) 
 Maximize:  




5.2.2 Investigation of Robustness with proposed heuristics 
For the evaluation of proposed multi-pass heuristic methods in terms of robustness, 
disruption events are defined in the form of change of increased activity durations. The 
disruption events are generated with a predefined level of uncertainty. These disruption 
events are created with a fitness proportionate probability (as explained in the previous 
section) and the average results are evaluated. The proposed heuristic algorithms then 
perform right shift for each activity in the baseline schedule and determine the new 
point of resource conflicts. This is followed by simulation to search the solution space. 
The instance set from benchmark libraries were used to evaluate the performance of 
techniques. For a proper comparative evaluation of these heuristics, modified strategies 
were used and would be discussed with the findings for each performance measure. 
Findings: Objective I 
The first objective determines performance of schedule in case of disruptive scenarios 
while makespan is used as a performance measure and the deviation of a schedule in 
case of each disruptive scenario is stored. For the defined of disruption scenarios, 
average belatedness indicates performance of a heuristic algorithm to absorb 
disruptions. 
For the evaluation of heuristics with the objective of analyzing quality robustness, (i.e. 
deviation from optimal) instances from MMLib and PSPLib were tested and average 
values were recorded. The analysis of multiple priority rules with CI and two generation 
schemes generates 12 possible combinations of parameters to be chosen for each 




instance and NSim set to be 30, it means that for each instance, 12*30 simulation runs 
were performed. NSim was set to be 30 based on the observation that for all instances of 
J30, optimal solution was reached before this limit. It should be noted here that for the 
comparison purposes, only those instances from libraries were considered which reach 
an optimal solution irrelative to the choice of parameters, i.e. for all schedules in S(opt), 
where p=1, . . . 12, the values of makespan is identical [Makespan (1) = Makespan (2),. . . . 
= Makespan (12)]. This adoption was motivated that different near-optimal values from 
various parameters may lead to biased results since schedules with higher makespan 
values mostly tend to provide higher float index and lower CI values. Since the purpose 
here is to compare the heuristics itself, it is best to choose such instances. 
The results obtained through these methods are shown in table 37. It can be realized 
that although, on average, their difference in the deviation values among priority rules is 
not significant, parallel generation schemes seem to perform better and provide more 
robust solutions as compared to series counterparts arranged with the same priorities. 
On average, 18-20% deviation from the optimal schedules was observed with this multi-
pass heuristic approach while keeping the disturbance level to 35-50%. 





SFM-CI SERIES 0.215 
SFM-CI PARALLEL 0.195 
Combination Heuristic 0.14 
 
Findings: Objective II 
The second objective i.e. constrained objective is adopted form of epsilon or ε-
constrained method179,180. This method, typically proposed for bi-objective problems, 
maximizes secondary objective while keeping the primary objective within a pre-
defined error/tolerance range. It means that after detecting the optimal primary 
objective (i.e. makespan in this case), a range of tolerance is declared. For instance, in 
the present example, if the optimal makespan is 20 time units, then ε-level of 10% 
provides a tolerance range of 22 time units (i.e. 0.1*20+20=22). The focus is to optimize 
the secondary objective within this tolerance range. Here, robustness measure is then 
chosen as a secondary objective and is maximized or minimized depending upon its 
correlation with performance measure. For instance, slack of a schedule would be 
maximized while in contrast, number of critical tasks would be minimized in order to 
increase the robustness of a schedule. 
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As mentioned earlier, the second objective is based on epsilon-method and thus, an 
error level needed to be defined which in the present study is set to be 20% by 
considering makespan as a primary objective. This means that S(opt) includes all 
schedules which provide a makespan value within the given error range. Table 38 
depicts the observations with value of FI as a secondary objective obtained at the 
optimal schedule. It can be seen that although, parallel generation multi-pass methods 
performed better for the benchmark problems. The performance of proposed dynamic 
heuristic was observed to be good for objective I and showed the least deviation. 
TABLE 38: Heuristic performance (e-constrained objective) for robust objectives 
HEURISTIC GENERATION 
SCHEME 
OBJECTIVE II (E-CONSTRAINED METHOD MAX 
ROBUSTNESS) 
KRI4 % difference from Opt 
value 
SFM-CI SERIES 0.619 0.05 
SFM-CI PARALLEL 0.803 0.03 
Combination Heuristic 0.729 0.16 
 
For a closer look, results of a project instance from MMLib are used in the next 
experiments to visualize performance of proposed schemes in this bi-objective study. 
The experiments were performed for baseline schedules while recording the KRI values 
along with the makespan for performance analysis.  
The results depict a general increasing trend in KRI value with the increase of makespan. 
It can be seen in next figure that with the error window of 0.1, a lower KRI values (i.e. FI) 
is observed. With the increase of this error range from the optimal, the value of 
robustness (interpreted from KRI value) also increases and tends to indicate better pro-
active schedule. However, this increase is up to a limit and beyond this limit, the KRIs 
value become constant and the error values will only result in unnecessary 
redundancies. This supports the fact that extreme buffer approach cannot be considered 
appropriate for all case studies. Figure 68 depicts this observation where it can be seen 
that after the error window of 40% from optimal schedules, no increase in robustness 
indicator was observed. 





FIGURE 68: Percentage improvement in KRI value with increased error window (w.r.t makespan) 
5.2.3 Development of Stochastic Model 
In the field of risk management, most of the research which has been made on 
quantitative analysis involves use of Monte Carlo simulation method. The basic purpose 
of such models is to support decision managers for developing a robust planning model 
through probability of a certain outcome. Beta distributions are most typically 
recommended for probability curves due to the fact that they are created between a 
minimal and maximal value. However, as Bedford and Cooke181 stated in their research 
that “it is the exception rather than the rule to have access to reliable and applicable 
historical data”. 
Most of the state of the art literature in stochastic modeling seems to overlook this effect 
of buffer sizing for the estimation of input variables while focusing on the suitable 
distribution function for project outcomes. Thus, such stochastic estimates may provide 
good estimates but quality of these solutions being robust is questionable without the 
proper input variables which should be modeled according to the uncertain scenarios 
and should not be completely anecdotal182. 
This section is concerned with the development of stochastic model. The motivation 
behind the development of this model is the utilization of performance analysis made 
through regression analysis and network characteristics in order to propose a buffer 
sizing scheme. As discussed in our previous sections, studies in the area of pro-active 
robust scheduling generally focus on the bi-objective problem of robustness and 
evaluate backward-forward heuristics and meta-heuristics for searching the solution 
space. At present, a model is suggested which utilizes slack and position values, along 
with the resource consumption of a project to define buffer sizes for each task.  
The study proposes a concept of utilizing activity characteristics for buffer sizing 
approach and the chosen characteristics are those which are considered as most 
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relevant to the robustness of a schedule. The KRIs investigated in the regression model 
are used in addition to the network characteristics of the project and are utilized to 
assign three point of value to each activity. Traditional methods of buffer sizing concepts 
suggest extreme buffer sizing which uses three point estimates for the assignment of 
buffers. Some recent researches for buffer sizing suggest that partial buffer sizing is 
better approach to avoid redundancies [116]. Motivated by such studies, current 
approach introduces the concept of exploiting activity and project parameters for 
defining best and worst scenarios for task durations and suggest that the estimates 
should be proportional to the expected uncertainty in the system. 
The current method uses a hybrid approach for such non-deterministic scenarios and 
transforms these best and worst estimates in the form of probability distribution. In the 
past methods, three point estimates are normally utilized as a triangular or beta-
distribution function providing project estimates. Studies may suggest different ranges 
of activity estimates (i.e. difference between worst and best estimates), but none of them 
so far (particularly in the area of MMRCPSP) have combined these investigations with 
the study of shape parameters. Three point estimates use mean value or most likely 
values from PERT for defining triangular distribution function for activity durations. In 
the present study, a PERT-Beta distribution183 is deployed in order to assign beta curve 
for estimation of task durations. The formula used for alpha and beta for the present 
study is shown in eq (8) and (9) respectively. 
  (
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)+        (9) 
As the shape factors are determined by alpha-beta values which are dependent on the 
mean and variance values provided by three point estimates. These shape factors 
basically analyze skewness184 of uncertain variables. Based on the task characteristics, 
proposal of a strategy is provided here which first determines three point estimates of 
the tasks and then uses above equations to determine alpha and beta values to assign 
probability distribution for uncertain activity durations. The motivation behind this 
proposal is to investigate that whether off-line parameters (e.g. slack, position and 
resource) can be used to model activity durations in order to estimate the variance and 
most likely estimates of tasks.  
Project instances which have higher resource constrainedness, followed by higher 
resource utilization are provided extra buffers. This is due to the fact that high resource 
utilization means more deviation from optimal baseline schedule in case of tight 
resource availability in a certain project environment. Additionally, tasks performed at 
the later stages of project chain are provided with extra cushion. The most likely values 
                                                          
183 Davis, Ron., (2008), Teaching project simulation in excel using pert-beta distributions 
184 Skewness is the measure of asymmetry of the probability distribution of a random variable. 




for the tasks are dependent on the sensitivity of a task in a baseline schedule. The more 
sensitive/critical is a task, the higher are its chances to be delayed and thus, a most 
likely value which would be closer to its pessimistic value (left skewed). This divides the 
tasks mainly in three shape parameters based on the slack values. The tasks with 
average slack have no skewness while tasks with higher slack have shape exhibiting 
positive skewness (figure 69). It should be noted that the buffer values were inserted by 
assuming a rough estimate of uncertainty level. 
 
FIGURE 69: Shape factors for activities 
 
Based on these indices (Slack and position), tasks of a project network are divided and 
assigned different buffers. This assignment and separation of the tasks can be depicted 
in figure 70 while the pseudo code is represented in table 39. It should be noted that 
buffers assigned in the current case should not be considered as a final values. The aim 
of this approach is to verify that whether and how, the knowledge of these project 
parameters (RU, slack, position values) can be utilize for the assignment of a stochastic 
activity durations.  
High KRI  ( Right Skewed ) Avg KRI  ( No skewness ) Low KRI  ( Left Skewed ) 





FIGURE 70: Division of tasks for buffer assignment 
 
It should be noted here that in figure 70 as well in the following pseudo code, baseline 
schedules are divided into two categories based on their resource utilization which 
indicates their level of resource limitation. Afterwards, tasks are divided based on their 
position and slack and given a stochastic probability curve for their durations. In the 
figure above, schedules with RU > 50% follow same steps for assigning task buffers with 
the only difference that optimistic and pessimistic values (and hence buffers) are higher 
as compared to project networks with les resource utilization and thus, as a result, such 
projects with higher RU have tasks may show higher standard deviation. This 
phenomenon is also clear through the pseudocode where project instance with RU > 
50% have different percentages for best and worst estimates as compared to project 
networks with less RU. The logic behind such assignment was the realization that 
projects with higher resource capacity have enough reserve of resources which can be 
used in case of any disruption while the schedules with less resource capacity will be 













TABLE 39: Pseudo code for stochastic model 
For each input model 
Get Schedules  
For all obtained schedules 




If Avg. RU ≤ 50% 
For all tasks in input Model, 
                                         If PI(i) ≤ Avg PI(schedule) 
Best(i) = Dur(i) – 25% of Dur(i) 
Worst(i) = Dur(i) + 15% of Dur(i) 
                                            Else  
                                            Best(i) = Dur(i) – 15% of Dur(i)  
                                           Worst(i) = Dur(i) + 25% of Dur(i) 
                                         End 
                                          If FI(i) = ±0.1 Avg FI(schedule) 
 M(i) = 
                
 
 
Else if FI(i)  > 0.1*Avg. FI(schedule) 
                                             M(i) = Best(i) + 10% of Dur(i) 
Else if FI(i) < Avg. FI(schedule) 
 M(i) = Worst(i) - 10% of Dur(i) 
                End 
Else (i.e. RU > 50%) 
For all tasks in input model 
                                          If PI(i) >Avg PI(schedule) 
Best(i) = Dur(i) – 15% of Dur(i) 
Worst(i) = Dur(i) + 30% of Dur(i) 
Else  
Best(i) = Dur(i) – 5% of Dur(i)  
Worst(i) = Dur(i) + 40% of Dur(i) 
                                          End 
If FI(i) = ±0.1 Avg FI(schedule) 
M(i) = 
                
 
 
Else if FI(i)  > 0.1*Avg. FI(schedule) 
M(i) = Best(i) + 15% of Dur(i) 
Else if FI(i) < Avg. FI(schedule) 











Monte-Carlo Simulation Experiments  
The experiments with the new model with PDF are realized to evaluate the performance 
of proposed estimates. After generating the PDF curves for task durations and 
developing a stochastic model, evaluation of project outcomes (makespan) is computed 
with Monte-Carlo simulations; a well-known and widely accepted method for the 
evaluation of stochastic models. The number of simulation runs for stochastic model was 
chosen between a range of 1500-2000 based on literature185 that suggest this range for 
initial studies. Below, results of different experiments would be discussed. 
Findings 
At first, we analyze the performance of estimates of project outcomes provided by the 
proposed model with the help of several disruptions. The purpose is to analyze that 
whether project outcome under these scenarios remains within the estimates provided 
by the model or not. For the purpose, a construction problem case study [48] is selected 
to serve the purpose. For comparison, 2000 disruption scenarios were created for the 
problem instance and the outcomes were recorded. The disruption scenarios were 
created with uncertainty level of ranging from 0.3-0.7. The best and worst estimates in 
the stochastic model were considered within a range of [-20,40] and 2000 simulation 
runs were performed to evaluate project makespan. Figure 71 shows the comparison of 
realized (with disruption scenarios) and experimental (with Monte-Carlo simulation 
from proposed model) probability curves for project makespan while figure 72 depicts 
probability outcomes in the form of makespan. The realized (real) data depicts output 
(makespan) values which were obtained by generating random disruption scenario 
through the test bench proposed in chapter 4. Thus, it represents various possible 
outcomes of makespan in case of change in activity durations due to resource 
disruptions. This range of outcomes is compared with the curve obtained via 
experimental outcomes which is obtained by assigning stochastic activity durations to 
all tasks with the strategy proposed in pseudocode proposed in table 39 for partial 
buffer sizing of tasks based on their P.I and F.I.  It can be observed from the figures that 
the observed experimental outputs resemble the outcomes obtained through realized 
data. From the figure describing cumulative frequency [figure 73], it can be seen that 
there is 3-5% difference in the realized value at confidence level of 0.7. 
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FIGURE 71: PDF for expected and realized project outcomes (makespan) 
 
FIGURE 72: Probability plots for expected and realized project outcomes (makespan) 





FIGURE 73: CDF for expected and realized project outcomes (makespan) 
Although with this partial buffer sizing approach, the redundancy values in project 
outcomes were negligible in this case, it can be argued that the higher level of 
disruptions would lead to under estimation of buffers. This suggests that the buffer sizes 
should be proportional to expected level of uncertainty. In another experiment, all 
activities were assigned the same worst and best estimates without considering their 
position in the project. Figure 74 shows the comparison between the actual (realized) 
and experimental outcomes where the experimental outcomes are obtained by keeping 
the buffer level constant and variable with respect to position index. The motivation 
behind this experiment was to analyze that whether or not, the assignment of buffer 
proportions by considering position of the tasks in baseline schedules could be an 
effective method. It was observed that the constant values seem to be providing more 
pessimistic results. When the tasks in the network are assigned best and worst 
estimates according to their position, deviation of the tasks performed at the initial part 
of the chain is lower than the ones performed at the end. This adjustment supports the 
reasoning that with the passage of time, tasks performed in the end of the network (or 
sometimes at the end of the shift) are more prone to be delayed than others. If all the 
tasks are assigned same level of deviation, the confidence level of the project outcomes 
would decrease. 
 





FIGURE 74: CDF with various schemes for makespan estimation with respect to PI 
Another observation to be realized is that simulation performed through different 
heuristic rules can provide much variation in results [Figures 75-78]. Commercial 
simulators available do not provide any information about the heuristics and can 
provide misguiding results. The proposed open framework can be used as a useful tool 
for the decision managers in order to estimate outcomes. Furthermore, an analysis made 
in order to test the performance of proposed model with previous approaches towards 
developments of stochastic model through buffer estimates [Figure 79]. 
  
FIGURE 75: PDF curves for project makespan under various heuristics (series) 





FIGURE 76: CDF of project makespan under various heuristics (series) 
 
 
FIGURE 77: PDF curves for project makespan under various heuristics (parallel) 





FIGURE 78: CDF for project makespan under various heuristics (parallel) 
 
 
FIGURE 79: PDF curves for project makespan with various shape factors 
The PERT beta model proposed uses the same shape parameters (i.e. alpha, beta) for all 
tasks in the project and performs simulation runs to determine project outcomes. In 
contrast, the present approach suggests using different shaper factors by deploying the 




F.I value exhibited by each task as previously discussed in the model which divides the 
project tasks in three shape factors in general. It can be observed that most likely 
estimates and standard deviation for project outcomes provided by proposed model 
provide more optimistic values with a higher standard deviation. When more activities 
are assigned the same formula for determining most likely duration of a task, and thus 
characterizing same shape function for activities, the estimates tend to shift towards 
right providing more pessimistic values for project outcomes.  
The MaxSuccessors rule seemed to provide best results with smallest deviation in both 
generation schemes while MinSlk showed the most deviation. At the cumulative 
probability of 0.7, range of the project outcome ranges from 230-242 with various 
heuristic rules. This reveals that even with the same given non-deterministic input 
model, the project outcomes exhibit different behavior with various multi-pass 
heuristics. Although, the best results for optimum makespan may be obtained through 
MinSlk rule, in case of a non-deterministic input model, this heuristic does not seem to 
perform so well and delivers results with highest deviation. The reason behind this 
phenomenon might be multiple critical paths in various simulation runs of a project 
instance. When the activity priority list is constantly changing in each simulation pass 
(thus resulting in a different critical path), it will result in a higher standard deviation 
and since the successors rule only varies with a different input network, the predicted 
variation would be low.  
Although, Monte-Carlo simulations provide a way to estimate the project deliverables, 
these estimates are highly subjective to the quality of input model.  The present 
approach proposes a strategy of utilizing position and float property of individual tasks 
(analyzed through static baseline schedules) to be utilized in addition to the expert 
knowledge in order to provide better and reliable input models. The next chapter 
further discusses conclusions drawn and research directions intended to carry out next 
in future.
6. Overview & Discussion 
 
6.1 Overview & Discussion 
The present research was focused on multi-mode resource constrained scheduling 
problems while investigating the concepts of robust scheduling. For the said purpose, it 
is necessary to analyze the project behavior and characteristics. It was observed that 
robust scheduling cannot be categorized merely as a solution technique but an objective 
with multiple definitions and forms. Fundamental approaches for robust scheduling aim 
on the development of baseline schedules which exhibit robustness, defined in many 
ways such as flexibility and stability. With this motivation, a simulation framework was 
developed based on the concept of priority heuristic scheduling. 
The present research used the multi-mode problem class of resource constrained 
project scheduling. The problem with multiple projects is considered in the present 
study with formation of a consolidation model which combines multiple projects in a 
group with the insertion of dummy activities. The framework uses a basic input model 
sheet with a simple cost function for renewable resources. Motivation for the adaptation 
of multi-modal concepts was mainly a closer imitation of the production floor. On the 
detail analysis of commercial tools and work packages available in state-of-the-art 
literature, it was realized that so far, none of the planners and simulators could be 
utilized to investigate basic multi-mode problem. In addition, most of these tools behave 
like a black box and do not provide any information about the used parameters. 
Heuristic scheduling is a search method which uses heuristic rules and generation 
schemes for the development of a schedule. Most of the optimization meta-heuristics 
and evolution strategies use a single pass heuristic method for initial solutions and then 
propose optimization algorithms. The present study proposes a multi-pass heuristic to 
search the solution space in order to provide better solutions. It was realized that for 
benchmark problems, the proposed multi-pass heuristics provide equivalent and in 
many cases, better results as compared to the previous heuristics. In contrast to 
previous strategies, instead of reducing the problem to resource constrained by fixing 
the mode before simulation, the framework suggests a non-greedy rule in order to 
choose the mode in real time. The effectiveness of this rule was found to be good and it 
was realized that the improvement in comparison with other techniques is greater with 
increase in the number of mode options for tasks. 
In addition to this modification, two generation schemes were implemented. These 
schemes have been discussed for resource constrained scheduling problem class but so 
far, none of the studies address the problem class of multi-mode resource problem in 
particular. The framework was developed to modify these schemes for this particular 
problem class and investigate their effectiveness with various priority rules. For the 
multi-pass problem, the study suggested a dynamic rule in the system. This rule, which 
is a soft computed priority heuristic, was devised with the concepts of fuzzy logic. In 
comparison with the slack rules existing in literature, which use knowledge of tasks 
derived from the basic critical path, this rule uses both the slack and position knowledge 




of the activities. Slack knowledge was obtained from the resource feasible critical path 
and was converted into a float index which improvises this knowledge based on the 
project and task length. The motivation behind this improvisation was the fact that all 
tasks cannot have same influence on the project’s duration and should be categorized 
according to their impact. The position was used to take into account risk impact by 
delays at various stages of project completion, i.e. the higher the position index of a task, 
the higher would be the risk of that task to delay project’s timeline. Hence, this rule uses 
the dynamic characteristics of the tasks in each simulation run and then uses this 
knowledge for the next run in order to rearrange tasks priorities. 
The benefits of such framework are two-fold. At first, it provides an open platform in 
order to test the instances and effect of various priority rules in combination with 
schemes. Moreover, with the use of this open platform, individual activity performance 
of such tasks can be evaluated with proposed indices. The platform can also be used for 
the development of optimization strategies and improve their efficiency by utilizing 
quality initial feasible solutions. 
The tests were performed using benchmarks to test the efficiency of proposed schemes. 
In general, the results for deterministic inputs were found to be good with multi-pass CI 
rule. Investigations on different test instances proposed that tasks with higher resource 
constrainedness require much more computation effort. In addition, rules based on 
successors also took much more computation effort for instances with higher TF. The 
proposed multi-pass heuristic method based on dynamic critical index rule provided 
efficient results with the proposed float and position index.  
Motivated by these results, a test bench was created in order to investigate correlation 
of these indices with delayness of project makespan in case of disruptions. The reason 
for this investigation was to check that which factor can be used as a robust objective. 
These regression studies tend to identify criteria on which a pro-active baseline 
schedule can be chosen from a pool of optimal/near-optimal schedules when the 
stability of a schedule is the desired along with optimality.  
This index was used as a secondary objective for the investigation of robust baseline 
schedules. The study proposed secondary objective for robustness and tested the 
performance of multi-pass heuristic for proactive studies in addition to the evaluation of 
baseline schedules. The first objective measured delay while the second set of 
experiments used float index as a secondary objective. For the first objective, the 
simulation approach was rescheduled after prolonging activities in time of disruption 
and then rescheduled from first point of disruption. It was realized that although applied 
priority rules do not have much influence on expected delay of the project, parallel 
schemes show general improvement as compared to the series generation scheme. 
Another dynamic heuristic rule was incorporated which uses multiple priority rules in 
parallel for project scheduling and was observed to provide minimum deviation from 
the optima.  
For the second objective with e-constrained method, a range of error windows was 
analyzed. On increasing the error window for optimal results, an improvement was 
realized for secondary robustness objective but it was observed that this improvement 




was exhibited till a limit after which it seemed to be constant indicating no increase in 
robustness value of a schedule. Thus, it was deduced that after this limit, the error value 
will only increase the unnecessary time redundancy and would not improve the 
robustness of the proactive schedule. 
Since the traditional approaches use slack as an indicator of robustness, extreme buffer 
approach is used for estimating project outcomes. The extreme pessimist values to tasks 
ensure a significant slack which would be stable in case of periodic disruptions. 
However, since the test bench and experiment results observed to question this theory, 
the study further proposes partial buffers for tasks. For each task in the project, a three 
point estimate is provided which projects a beta-distribution for activity duration. Since 
different tasks ought to impact differently on project outcomes, the shape value for each 
task was assigned differently by utilizing information of P.I, F.I and C.I of the tasks. These 
values were used to assign if-else rules to determine most likely values for the individual 
tasks which ultimately affected their shape factors for beta distribution. The final 
experiments were conducted with these values in order to test the performance of this 
stochastic model for project outcomes with the help of Monte-Carlo simulations. The 
investigation seemed to provide motivating results indicating that such indicators can 
be used to assign project buffers and partial buffer sizing can be a better alternative to 
estimate projects’ deliverables. 
 
6.1.1 Future Research Direction & Aims 
In the present study, an open framework was developed for the problem class of 
MMRCPSP. The study investigated for objectives which can be used to test performance 
of baseline schedules and provide good pro-active schedules. 
These indicators can be used as objective criteria for pro-active scheduling. 
Furthermore, the proposed heuristics could be used in combination with the meta-
heuristic optimizer for larger instances to test solution space more vigorously and locate 
an optimal. The performance of optimizer can be enhanced with efficient initial 
solutions. 
The evaluations on project outcomes with Monte-Carlo simulations suggested that 
various heuristics can provide different estimates. This area needs further investigations 
in order to aid decision managers and defined learning methods and what-if rules to 
choose an estimate that can reflect project outcomes. Commercial tools available for 
such simulations do not provide any information on this topic. The proposed framework 
can be utilized for further investigations. 
It was realized that the characteristics of project network affect the performance of 
heuristics in most cases. Future researches should be aimed in the development of rules 
in order to choose a strategy based on particular network topology and resource 
measures. For the said purpose, detail knowledge of network characteristics would be 
required. In addition, for the proposed stochastic model, the present study used rough 
estimates for partial buffers which provided positive results and indicated that the 
buffer size should be used in proportion to the level of uncertainty. For future, further 
investigations would be carried out in order to equate this relationship. 




In the light of this discussion, the main points for future research directions can be 
summarized as follows: 
 Development of an optimizer in combination which utilizes the outputs from 
proposed multi-pass heuristics scheduler. 
 Development of rules which propose choice of strategy based on network 
topology and resource measure. 
 Further development of learning methods which can be used for estimating 
activity buffers in the project network based on its performance in baseline 
schedules. 
 Sensitivity analysis for equating the buffer estimates with the level of uncertainty. 
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A. Sprecher and A. Drexl, Solving multi-mode resource 
project scheduling problems by a simple general and 
powerful sequencing algorithm. Part I: Theory. 
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(1996). (Precedence tree) 
 
Solving multi-mode resource project 
scheduling problems by a simple general and 






with static bounding 
rules 
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A. Sprecher, S. Hartmann, and A. Drexl, An exact algorithm 
for project scheduling with multiple modes. OR Spekt. 19 
(1997) 195–203. (mode and delay alternative) 
 
An exact algorithm for project scheduling 
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Introduction of 
dynamic bounding 
rules along with 
extension of static 
bounding rules 
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RS 
Stinson, J.P. (1976): A branch and bound algorithm for a 
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Engineering, Vol 10, pp. 55-63 
 
An Exact Algorithm for the Mode Identity 
Project Scheduling Problem 
Proposal of a new 
bounding rules based 
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analysis 
ProGen instances, max J30, JSS 
variance 
De Reyck, B. and Herroelen, W. S., (1999). The multimode 
resource-constrained project scheduling problem with 
generalized precedence relations. European Journal of 
Operational Research 119 (2), 538–556. (tabu plus b & b) 
 
The multimode resource-constrained project 
scheduling problem with generalized 
precedence relations 
Development of a 
hybrid approach for B 
& B method with tabu 
search in order to 
reduce computational 
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Karimi, H., 2013. A genetic algorithm 
for mode identity and the resource 
constrained project scheduling 
problem. European Journal of 
Operational Research, 20(3), pp. 824-
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A genetic algorithm for 
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GA, however, no discussion on mode selection criteria 
Afruzi, E. N., Najafi, A. A., and 
Roghanian, E., (2013), “A multi-mode 
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Tseng, L.Y., and Chen, S. C., (2009), 
“Two-phase genetic local search 
method for multimode resource 
constrained project scheduling 
problem,” IEEE Transactions on 
Evolutionary Computation., Vol 
13(4), pp. 848-857 
Two-phase genetic 
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Two phase loop algorithm for effective search 
Cheng. J., Fowler, J. and Kempf, K., 
(2012), “Simulation based multi-
mode resource constrained project 
scheduling for semiconductor 
equipment installation and 
qualification”, Proceedings of the 
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Heuristics/ Branch & 
Bound 
Authors produced a set of reactive schedules 
with a recovery window from the list of 
possible feasible schedules 










Branch & Bound/Tabu 
Search 
Dominance and cutset rules are proposed on 
knwoledge based scenarios of disruptions. 
Cause & Effect of disruption is modelled with 
a cost model 
V. J. Leon, S. D. Wu and R. H. 
Storer, (1994), “Robustness 
measures and robust scheduling 
for job shop”. IEEE Transactions, 








Right Shift Heuristics Potential machine breakdowns are 
considered with proposing a heuristic but 
leads to poor resource utilization 
Abumaizar, R.J. & Svestka, A., 
(1997) “Rescheduling job shops 
under random disruptions”, 
International Journal of 








Right Shift Heuristics Activity durations are modelled uncertain in 
a JSSP 
Henseler, H., (1994), “From 
reactive to active scheduling by 
using multi agents”, Chap. 2, 
Artificial Intelligence in Reactive 
scheduling, Chapman and Hall 






Dynamic Scheduling AI with Multi-Agent 
Approach 
Provides a conceptual framework to use 
multiple-agents for coordinating and 
schedule recovery in real-time 
Rovithakis, G.A., Perrakis S.A. & 
Christodoulou, A., (2001),  
“Application of a neural network 







Dynamic Scheduling Neural Networks A conceptual method proposed to use human 
expertise and real-time data to adopt and 
predict disruptions  




system”, IEEE Transactions on 
Control Systems Technology, Vol 
9(2), pp. 261– 270 
Bean, J.C., Birge, J.R., Mittenthal, J. 
& Noon, C.E., (1991), “Match-up 
Scheduling with multiple 
resources, release dates and 
disruptions”, Operations Research, 







Right Shift heuristics The emphasis of the research was to conduct 
importance of minimizing schedule recovery 
time 
Artigues, C., Michaelon, P. & 
Reusser, S., (2003), “Insertion 
techniques for static & dynamic 
resource constrained scheduling 
problems”, European Journal of 






Insertion Technique Polynomial Insertion 
algorithm 
Heuristic method to find the optimal position 












Solution Strategy Comments 
Yigal Gerchak /2000 Single, 
Minimum 
Penalty Cost  
Not Defined Stochastic/ Linear 
preserving 
transformation 
Variability in each activity duration is proportional to 
production cost, restricted application, not applicable for real 
environments 













Heuristic Branch & 
Bound method 
Various scenarios lead towards reduction in production costs 
of certain activities, Target is to find which one among all is the 
most cost efficient 









search algorithm with 
priority heuristics 
Knowledge based estimates of activity’s durations 








differential evolution  
Deterministic variables, Differential evolution based on 
stochastic optimization proves to provide comparative results 
with other evolution strategies tested on Patterson’s test bed  





Genetic Algorithm Two loop optimization for two decision variables which are 
selection of mode and starting time of an activity, 
Deterministic variables 





SAT (Boolean) Solver Utilizes SAT solver for mode assignment problem which 
resembles branch and bound algorithm, deterministic 
variables, restricted usage due to computational complexity 
through increased decision variables 
Ruey-Maw Chen, Chung-Lun Wub, Chuin-
Mu Wang, Shih-Tang Lo / 2010  
Minimal 
makespan 
RCPSP Particle Swarm 
Optimization 
Deterministic Variables, Random selection of solution 
parameters for PSO is applied to escape local optima  
 























PSPLib Operational RCPSP Proposes expert based knowledge heuristics 
for buffer insertion, lack of evaluation 







CPM None Specified General None 
Specified 












Case Study Strategic Construction 
Projects  
Activity durations were considered random 
based on expert knowledge and buffers were 
calculated by considering position, duration 
and resource utilization of activities. 








None Specified Tactical Job Shop 
Scheduling  
Due dates and customer preferences are used 
to assign each job a priority index for priority 
rule based scheduling 











Extreme Buffer Sizing approach was modified 
by using probability distributions for 
additional unexpected tasks  









Operational None specified TCTP based on an assumption that decreases 
in activity duration is proportional to increase 
in a definite cost 









PSPLib Operational RCPSP With the aim of minimum deviation from 
baseline schedule, the technique calculates 
objective function at every decision point 
(disturbance) through every heuristic rule, 
making it computationally intractable. 
J. Cheng, J. Fowler, 







PSPLib Operational Product 
Layout/ 
MMRCPSP 
Simulation based optimization is used for 
estimating project makespan range with 
activity durations having normal distribution 


















RCPSP Left/Right shift scheduling heuristics are 
proposed for partial buffer addition with CPM 
analysis tool. 















Project and feeding buffers required in critical 
chain management are assigned in proportion 
with risk measurement of every activity 




RanGen General Constrained 
Scheduling 
Computational effort for estimating range of 
project completion time was reduced by fixing 
duration of activities not lying on critical path, 
thus reducing non-deterministic variables 
S. Petrovic, C. 
Fayad, D. 
Petrovic/2007 











Knowledge based heuristics are applied to 
assign PERT values for individual activities, 
later analysing impact of an activity 
prolongation on the whole project makespan. 









Operational Job Shop 
Scheduling 
Activity durations are considered non-
deterministic, Longest processing time (LTP) 
priority rule is used for sequencing 
M. Perez, 








None Specified Generalized None 
Specified 
A general framework for optimization 
through simulation is proposed for RCSP.  
N. Umang, A.L. 














With the objective of minimizing difference 
between optimal and robust solution, CPLEX 
was used for basic single machine problem. 






benchmark Generalized JobShop 
Scheduling 
A hybrid approach of feedback analysis and 
GA is used to reduce the makespan and 
compared with benchmark instances 




C.R. Vela/ 2008 
 
designed for testing jobshop solutions. 
M.C. Gomes, A.P. 
Barbosa-Póvoa, 
A.Q. Novais/ 2013 










A linear programming model is proposed for 
predictive-reactive scheduling to deal with 
newly arrived orders. 
 
 
