Strong Universal Pointwise Consistency of Some Regression Function Estimates  by Algoet, Paul & Györfi, László
Journal of Multivariate Analysis 71, 125144 (1999)
Strong Universal Pointwise Consistency of Some
Regression Function Estimates
Paul Algoet
Stanford University
E-mail: paulisl.stanford.edu
and
La szlo Gyo rfi
Technical University of Budapest, Budapest, Hungary
E-mail: gyorfiinf.bme.hu
Received April 16, 1998
The strong universal pointwise consistency of some modified versions of the
standard regression function estimates of partitioning, kernel, and nearest neighbor
type is shown.  1999 Academic Press
AMS 1991 subject classifications: 62H12, 62G05.
Key word and phrases: nonparametric regression estimation; strong universal
pointwise consistency; partitioning estimate; kernel estimate; nearest neighbor
estimate.
1. INTRODUCTION
Let X be a d-dimensional vector of explanatory variables and let Y be a
one-dimensional response variable. We make no assumptions about the
marginal distribution + of the feature vector X on Rd or about the joint dis-
tribution of X and Y on Rd_R, other than finiteness of the mean EY. The
regression function of Y given X is defined as
m(x)=E[Y |X=x], x #Rd.
Our goal is to infer the regression function from a sequence of independent
identically distributed realizations (X1 , Y1), (X2 , Y2), ... of (X, Y) in such a
way that the estimates are consistent in the following strong universal
pointwise sense.
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Definition 1. For each n1 let mn(x) be an estimate of the regression
function m(x) based on the training sequence (X1 , Y1), ..., (Xn , Yn). The
sequence [mn(x)]n1 is called strongly universally pointwise consistent
(s.u.p.c.) if for all distributions of (X, Y) with E |Y|<,
a.s. mn(x)m(x) mod +.
Thus it is required that mn(x) converges to m(x) with probability one
and for +-almost every x. This is equivalent to the statement that for all
distributions of (X, Y) with E |Y|<,
mn(X)m(X) a.s.
This notion of consistency is very strong, and it is not at all obvious how
to construct such estimates, and how to prove their consistency, for exam-
ple, it is still an open question whether the standard regression estimates
are s.u.p.c. This problem occurs for function estimation for additive noise,
where the noise distribution has large tail. The difficulty is caused by the
fact at the neighborhood of x there are few observations in order to have
strong consistency.
Most of the literature on nonparametric regression is concerned with the
integrated error
J ( p)n =| |mn(x)&m(x)| p +(dx)
=E[ |mn(X)&m(X)| p |X1 , Y1 , ..., Xn , Yn],
where p1 (the most natural choice is certainly p=2.) The estimates
mn(x) are called strongly universally consistent in L p if J ( p)n  0 with prob-
ability one when E |Y| p<. They are called weakly universally consistent
in L p if EJ (p)n  0 or
E |mn(X)&m(X)| p=E | |mn(x)&m(x)| p +(dx) 0
for all joint distributions of (X, Y) with E |Y| p<.
In Section 2 we recall some classical methods for regression function
estimation, namely the partitioning method, the kernel method, and the
nearest neighbor method. The main ingredients of strong pointwise con-
sistency proofs are asymptotic unbiasedness and covering property defined
in Section 3. Asymptotic unbiasedness typically follows from the martingale
convergence theorem or from generalizations of the Vitali and Lebesgue
126 ALGOET AND GYO RFI
theorems on differentiation of integrals. Truncation of the observations Yi
is also a very useful tool, as in Kolmogorov's proof of the strong law of
large numbers. In Section 4 we define some nonstandard estimates and we
prove the strong universal pointwise consistency of truncated versions of
them. In Section 5 we prove that certain modified recursive estimates are
s.u.p.c. without truncation or moment conditions.
Concerning partitioning estimates this paper generalizes results of Algoet
[1]. Walk [25] proves the strong universal pointwise consistency of recur-
sive and semirecursive estimates of m(x). Let [Kn(x, z)]n2 be a sequence
of nonnegative measurable functions on Rd_Rd and let [an(x)]n2 be a
sequence of nonnegative measurable functions on Rd. We inductively define
the recursive regression estimate mn(x) as
m1=Y1 ,
mn(x)=[1&an(x) Kn(x, Xn)] mn&1(x)+[an(x) Kn(x, Xn)] Yn , n2.
(1)
The semirecursive regression function estimate is
mn(x)=
ni=1 Y iKi (x, Xi)
ni=1 Ki (x, Xi)
, x #Rd.
2. STANDARD REGRESSION FUNCTION ESTIMATES
Some common approaches for regression function estimation are the
partitioning method, the kernel method, and the nearest neighbor method.
We discuss each one in turn.
For each n1 let An=[An, 1 , An, 2 , ...] be a partition of Rd into a finite
or countable collection of Borel subsets. For x #Rd let An(x) denote the
atom of partition An that contains the point x
An(x)=An, & if x #An, & .
The standard partitioning estimate is defined as
mPn (x)=
ni=1 IAn(x)(X i) Yi
ni=1 IAn(x)(Xi)
,
where IA(x)=1[x #A] is the indicator function of a set A and 00 is 0 by
convention.
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The usual conditions for consistency of the standard partitioning
estimate are that for each sphere S centered at the origin,
sup
&: An, &&S{<
diam An, &  0 as n, (2)
and
1
n
|[&: An, & &S{<]| 0 as n. (3)
Partitioning or histogram estimates were studied by Devroye and Gyo rfi
[5] and by Gyo rfi [12]. Their strong universal consistency in L p is proved
by Walk [24]. The question whether standard partitioning estimates are
s.u.p.c. is still open.
Nadaraya [19] and Watson [26] introduced and investigated the
standard kernel estimate
mKn (x)=
ni=1 K((x&X i)hn) Yi
ni=1 K((x&Xi)hn)
, (4)
where [hn]n1 is a sequence of positive real numbers and K(x)0 is a
bounded Lebesgue-integrable function on Rd. For standard kernel regres-
sion function estimates one usually assumes that
hn  0, nhdn  as n. (5)
Devroye and Wagner [8] and Spiegelman and Sacks [20] proved
weak universal consistency of the NadarayaWatson estimate. Strong
consistency in L p was proved for suitable kernels K(x) and bandwidth
sequences [hn]n1 by Devroye [3], Krzyz* ak and Pawlak [16], Greblicki,
Krzyz* ak and Pawlak [11], Zhao and Fang [27], Krzyz* ak [15], Stute
[22], Devroye and Krzyz* ak [7], Walk [24], Kozek et al. [14], and other
authors.
It is unknown whether the standard kernel estimate is s.u.p.c. However,
it is known that truncation of the response variables yields estimates that
are s.u.p.c. For any real number y and any truncation level L0 we define
the truncated value
y(L)= y1[ | y|L].
Intuitively, it would be more natural to truncate the Y variable to L or &L
instead of zero. We keep this truncation, since it is more common in the
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literature of strong law of large numbers. For x #Rd and h>0 let Sh(x) be
the solid euclidean sphere with center x and radius h. The indicator func-
tion of the unit ball S1(0) is called the naive kernel on Rd.
Proposition 1 (Kozek, Leslie, and Schuster [14]). Put
hn=Cn&$, 0<$<1d,
and
Ln=n1&$d.
The estimate
mn(x)=
ni=1 K((x&Xi)hn) Y
(Ln)
i
ni=1 K((x&Xi)hn)
with naive kernel K(x)=1[x # S1(0)] is s.u.p.c.
Another popular estimate is the so-called k-nearest neighbor estimate. It
is given by
mNNn (x)= :
n
i=1
Wn, i (x) Yi ,
where Wn, i (x)=Wn, i (x; X1 , ..., Xn) is 1k if Xi is one of the k nearest
neighbors of x among X1 , ..., Xn , and Wn, i (x) is zero otherwise. Note that
ni=1 Wn, i (x)=1. The k-nearest neighbor estimate was studied by Cover
[2]. Its weak and strong universal consistency were proved by Stone [21]
and by Devroye et al. [6]. Devroye [4] proved strong pointwise con-
sistency for bounded Y. The question whether mNNn (x) is s.u.p.c. is still
open.
3. EXTRACTING GOOD EXAMPLES FOR Y
Some nonstandard regression function estimates will be defined in Sec-
tions 4 and 5 below. As a prerequisite, we need a method for extracting a
sequence of good example for Y from the training sequence, given that
X=x. In this section we specify how the examples are extracted or selected,
and we formulate some properties that are useful when proving the con-
sistency of regression function estimates based on those examples. These
properties are asymptotic unbiasedness and covering properties of various
sorts.
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The sequence of examples will be denoted by ['k(x)]k1 . To get 'k(x),
we read samples X1 , X2 , ..., until a suitable stopping criterion is satisfied.
The number of inspected samples is a stopping time Tk(x) adapted to the
filtration [Ft]t0 , where Ft=_(X1 , ..., Xt). Then we extract the example
'k(x) for Y by taking a convex combination
'k(x)= :
Tk(x)
t=1
Wk, t(x) Yt
with weights Wk, t(x)=Wk, t(x; X1 , ..., XTk(x))0 such that 
Tk(x)
t=1 Wk, t(x)=1.
Often, the example 'k(x) is obtained by selecting a suitable neighbor
X{k(x) of x from the list X1 , ..., XTk(x) and reporting the corresponding label
'k(x)=Y{k(x) . In this special case the weights Wk, t(x) are [0, 1]-valued,
Wk, t(x)={1 if t={k(x),0 otherwise,
where {k(x)={k(x; X1 , ..., XTk(x)) is an integer in the range 1{k(x)
Tk(x).
Definition 2. The sequence ['k(x)]k1 is called asymptotically
unbiased if for every distribution of (X, Y) with E |Y|<,
E'k(x)m(x) mod +.
Lemma 1. The scheme ['k(x)]k1 is asymptotically unbiased iff for
every probability measure + and every +-integrable function f (x),
E :
Tk(x)
t=1
Wk, t(x) f (Xt) f (x) mod +. (6)
Proof. Property (6) expresses the asymptotic unbiasedness of ['k(x)]k1
when Yt= f (Xt), for some +-integrable function f (x). Thus (6) is necessary
for asymptotic unbiasedness. To prove sufficiency, observe that m(x)=
E[Y |X=x] is +-integrable and
E'k(x)=E :
Tk(x)
t=1
Wk, t(x) Yt
=EE { :
Tk(x)
t=1
Wk, t(x) Yt |X1 , X2 , ...=
=E :
Tk(x)
t=1
Wk, t(x) m(Xt).
Thus (6) is necessary and sufficient for asymptotic unbiasedness. K
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Definition 3. We say that the covering property holds for the scheme
['k(x)]k1 if there exists a universal constant c>0, not depending on the
joint distribution of (X, Y), such that for all distributions of (X, Y) and all
Borel sets GR,
P['k(X) #G]cP[Y #G], k1. (7)
Stone [21] formulated the covering property such that there exists a
constant c>0 such that for every distribution + and every measurable
function f (x)0 on Rd,
E :
Tk(X)
t=1
Wk, t(X) f (Xt)cE f (X), k1. (8)
Obviously the covering property implies the Stone's covering property, and
if the weights Wk, t(x) are [0, 1]-valued, then they are all equivalent.
4. MODIFIED REGRESSION ESTIMATES
Let [(Tk(x), 'k(x))]k1 be a selection scheme as in Section 3. For any
fixed k1, we repeatedly use the method specified by Tk(x) and 'k(x) and
extract examples for Y from successive nonoverlapping blocks of data,
leaving no gaps in between. Let Yk, j (x) denote the example of Y that is
extracted from the j th block, given that X=x. By construction, Yk, 1(x)=
'k(x) and [Yk, j (X)] j1 is an independent identically distributed sequence
conditionally given X.
Given an increasing sequence of positive integers [Jk]k1 such that
Jk A, we define modified estimates of the regression function m(x) as
m k(x)=
1
Jk
:
Jk
j=1
Yk, j (x), k1.
It is still an open question whether there exists a deterministic sequence
[Jk]k1 and some scheme [(Tk(x), 'k(x))]k1 such that the pointwise
convergence m k(X)m(X) holds with probability one for every joint dis-
tribution of (X, Y) with E |Y|<.
The sample size required for evaluating the estimate m k(x) is equal to the
random variable
nk(x)= :
Jk
j=1
Tk, j (x),
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where Tk, j (x) is the length of the data segment from which the example
Yk, j (x) is extracted. To get an estimate of fixed sample size, we set
kn(x)=max[k: n}(x)n for 1}k], (9)
m^n(x)=m kn(x)(x). (10)
The strong universal pointwise consistency of m k(x) implies that of m^n(x),
since m^n(x) is a subsequence of m k(x). Still, one must check that kn(x)
almost surely and for +-almost all x. Since kn(x) is monotonically non-
decreasing, it sufficies to show that kn(x) in probability and for
+-almost all x. This follows from the fact that Tk, 1(x), Tk, 2(x), ... are
independent realizations of the random variable Tk(x) and the fact that
Tk(x) is finite almost surely and for +-almost every x. Indeed,
P[kn(x)<K]=P[nK (x)>n]
=P[TK, 1(x)+ } } } +TK, JK (x)>n]
P { max1 jJK TK, j (x)>
n
JK=
=1&P {TK (x) nJK =
JK
.
If Tk(x) is finite almost surely and for +-almost every x then
limnP[TK (x)nJK]=1 mod + and P[kn(x)<K] 0 mod + for any
fixed K, as desired.
4.1. Modified Truncated Estimates Are s.u.p.c.
In this section we prove strong pointwise consistency of m k(x) without
moment conditions, if the observations Yt are truncated.
Given a scheme ['k(x)]k1 , a sequence of positive integers [Jk]k1
such that Jk A and a sequence of truncation levels [Lj] j1 such that
Lj A, we introduce the modified truncated estimates
m$ k(x)=
1
Jk
:
Jk
j=1
Yk, j (x) (Lj).
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Let j[Kj denote the inverse of the map k[ Jk (so that jJk iff
Kkk), and let
Vj= :
kKj
1
J 2k
.
Theorem 1. Suppose the scheme ['k(x)]k1 is asymptotically unbiased
and that it satisfies the covering property. If Jk A and Lj A in such a way
that
M=sup
i _Li+1 \ :ji+1 Vj+&<. (11)
Then the modified truncated estimates m$ k(x) are s.u.p.c.
Proof. The proof incorporates ideas of N. Etemadi [10]. We consider
the decomposition
m$ k(x)=2k(x)+m* k(x),
where
2k(x)=
1
Jk
:
Jk
j=1
[Yk, j (x) (Lj)&EYk, j (x) (Lj)],
m* k(x)=Em$ k(x)=
1
Jk
:
Jk
j=1
EYk, j (x) (Lj).
For arbitrary =>0, by Chebyshev's inequality,
:
k1
P[ |2k(X)|=]
1
=2
:
k1
E[2k(X)2]
=
1
=2
:
k1
1
J 2k
:
Jk
j=1
Var Yk, j (X) (Lj)
and consequently,
:
k1
P[ |2k(X)|=]
1
=2
:
k1
1
J 2k
:
Jk
j=1
E |Yk, j (X)(Lj)|2.
The covering property implies that
E |Yk, j (X) (Lj)|2cE |Y (Lj)| 2.
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Let F be the distribution function of |Y|. Then
:
k1
P[ |2k(X)|=]
c
=2
:
k1
1
J 2k
:
Jk
j=1
E |Y (Lj)| 2
=
c
=2
:
j1
:
kKj
1
J 2k
E |Y (Lj)| 2
=
c
=2
:
j1
Vj |
Lj
0
y2F(dy)
=
c
=2
:
j1
Vj :
0i< j
|
Li+1
Li
y2F(dy)
=
c
=2
:
i0 \:j>i Vj+ |
Li+1
Li
y2F(dy)

c
=2
:
i0 \ :ji+1 Vj+ Li+1 |
Li+1
Li
| y| F(dy)

cM
=2
:
i0
|
Li+1
Li
| y| F(dy)

cM
=2
E |Y |<.
By the BorelCantelli lemma, 2k(X) 0 almost surely or
a.s. m$ k(x)&m* k(x)=2k(x) 0 mod +.
By Lemma 2 below, m* k(x)m(x) mod +. It follows that m k(x)m(x)
almost surely and for +-almost every x. K
Lemma 2. Suppose the scheme ['k(x)]k1 is asymptotically unbiased. If
Jk  as k and Lj  as j then for every distribution of (X, Y)
with E |Y|<,
m* k(x)=
1
Jk
:
Jk
j=1
E'k(x) (Lj)m(x) mod +.
Proof. One may assume without loss of generality that Y0. Observe
that
|m* k(x)&E'k(x)|=
1
Jk
:
Jk
j=1
E['k(x)&'k(x) (Lj)].
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Fix L>0 and let J=max[ j: LjL]. (If Lj>L for all j1 then by con-
vention J=0.) If 1 jJ then 'k(x) (Lj)0 and if J< jJk then
'k(x) (Lj)'k(x) (L)' (L)k (x) where '
(L)
k (x) is the quantity 'k(x) with each
Yt replaced by Y (L)t . Thus
|m* k(x)&E'k(x)|
J
Jk
E'k(x)+
Jk&J
Jk
E['k(x)&' (L)k (x)] mod +.
By the asymptotic unbiasedness property for ['k(x)]k1 and [' (L)k (x)]k1 ,
E['k(x)&' (L)k (x)]E[Y&Y
(L) |X=x] mod +.
Since limk E'k(x)=m(x) is finite for +-almost every x and Jk  as
k,
lim sup
k
|m* k(x)&E'k(x)|E[Y&Y (L) |X=x] mod +
=E[YI[Y>L] |X=x] mod +.
Now E[YI[Y>L] |X=x] a 0 mod + as LA by the monotone convergence
theorem. Thus |m* k(x)&E'k(x)| 0 mod +. Since E'k(x)m(x) mod + by
the asymptotic unbiasedness property, we conclude that m* k(x)m(x)
mod +, as claimed. K
Remark. The proof works without truncation if E |Y|2< and
k J&1k <. Thus the modified non-truncated estimates m k(x)=
J&1k 
Jk
j=1 Yk, j (x) are consistent in the strong pointwise sense if Y is square
integrable and k J&1k <.
Example. Suppose the number Jk increases like a polynomial with
degree p>1,
Jk=k p.
Then Kj= j1p and for some constants M, M$>0,
Vj= :
kKj
1
k2p

M$
K&1+2pj
=
M$
j2&1p
,
:
ji+1
Vj
M
(i+1)1&1p
.
The estimates m$ k(x) are consistent if we choose truncation levels
Lj j1&1p.
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For any p>1, we can construct estimates m$ k(X) that are s.u.p.c. by choos-
ing polynomially growing numbers Jk=k p and truncation levels Lj=
j1&1p. As p approaches 1, we need to throw out more and more samples
that otherwise would be acceptable. Something breaks down at p=1: we
collect Jk=k samples of Y, but we may have to discard all of them no
matter how large k is. On the other hand, if Jk grows exponentially then
truncating at level Lj= j yields s.u.p.c. estimates (this corresponds to taking
p= in the above).
4.2. Modified Truncated Partitioning Estimates
For k1 let Ak=[Ak, 1 , Ak, 2 , ...] be a partition of Rd into a finite or
countable collection of measurable subsets. Let Ak(x) be the atom of Ak
containing the point x. Given Jk>0, we define the modified partitioning
estimate m Ak (x) as the modified estimate m k(x) for the selection scheme
'Ak (x)=Y{kA(x) , where {
A
k (x)=T
A
k (x) is the waiting time until an example
Xt occurs in the same atom of Ak as the point x:
{Ak (x)=inf[t>0: Xt #Ak(x)]=T
A
k (x).
Note that +(Ak(x))>0 mod +, hence {Ak (x)< almost surely and for
+-almost every x by Poincare 's recurrence theorem. Thus m Ak (x) is well
defined with probability one and for +-almost every x. The estimates
m Ak (x) were defined by Algoet [1] following work of Morvai et al. [18].
Proposition 2. Suppose the partitions Ak are monotonically increasing
and satisfy (2). Then 'Ak (x)=Y{kA(x) is asymptotically unbiased and satisfies
the covering property.
Proof. By construction, the marginal distribution of 'Ak (x)=Y{kA(x) is
equal to the conditional distribution of Y1 given that X1 #Ak(x). Thus
E'Ak (x)=EY{kA(x)=E[Y1 |X1 #Ak(x)].
If fk(x)=E'Ak (x)=E[Y1 |X1 #Ak(x)], then [ fk , Ak]k1 is a Doob
martingale on (Rd, +) since the partitions Ak are nested. By the martingale
convergence theorem, E[Y1 |X1 #Ak(x)] converges for +-almost every x.
The limit is m(x)=E[Y1 |X1=x] because of (2). Thus 'Ak (x) is asymptoti-
cally unbiased:
E'Ak (x)=E[Y1 |X1 #Ak(x)]m(x) mod +.
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The covering condition holds since the random variables 'Ak (X)=Y{kA(X)
and Y are identically distributed. In fact, for any measurable function
f ( y)0 on R we have
E f ('Ak (x))=E[ f (Y1) |X1 #Ak(x)],
and consequently
E f ('Ak (X))=| E[ f (Y1) |X1 #Ak(x)] +(dx)
=:
i
E[ f (Y1) |X1 #Ak, i] +(Ak, i)
=E f (Y1)=Ef (Y).
Thus the covering condition holds with c=1. K
Given integers Jk such that Jk A and truncation levels Lj such that
Lj A, the modified truncated partitioning estimate is defined as
m$ Ak (x)=
1
Jk
:
Jk
j=1
Yk, j (x) (Lj).
The examples Yk, j (x) are independent realizations of 'Ak (x).
Corollary 1. Let [Ak]k1 be a nested sequence of partitions that
satisfy (2). If Jk A sufficiently fast and L j A sufficiently slowly so that
(11) holds, then the modified truncated partitioning estimate m$ Ak (x) is s.u.p.c.
Proof. This is immediate from Theorem 1 and Propositions 2. K
4.3. Modified Truncated Kernel Estimates
Let [hk]k1 be a bandwidth sequence such that hk>0 for all k and
hk  0 as k. Given Jk>0, the modified kernel estimate m Kk (x) is
defined as the modified estimate m k(x) for the scheme 'Kk (x)=Y{kK(x) where
{Kk (x)=T
K
k (x) is the waiting time for the occurrence of an observation Xt
within distance hk from the point x:
{Kk (x)=inf[t>0: Xt # Shk(x)]=T
K
k (x).
If x belongs to the support set of + then +(Shk(x))>0 and {
K
k (x) is finite
almost surely by Poincare 's recurrence theorem. Thus {Kk (x) and the
modified kernel estimate m Kk (x) are well defined almost surely and for
+-almost every x.
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Proposition 3. Let [hk]k1 be a bandwidth sequence such that hk>0
and hk  0. Then the scheme 'Kk (x)=Y{kK(x) is asymptotically unbiased and
satisfies the covering property.
Proof. By construction, the unconditional distribution of 'Kk (x)=Y{kK(x)
is equal to the conditional distribution of Y1 given that X1 # Shk(x). Thus
E'Kk (x)=E[Y1 |X1 # Shk(x)]
=
1
+(Shk(x))
|
Shk(x)
f (z) +(dz).
Lemma 2 of Devroye [3] implies that for every distribution + and every
+-integrable function f (x) on Rd,
1
+(Bk(x)) |Shk(x)
f (z) +(dz) f (x) mod +.
Thus 'Kk (x)=Y{Kk(x) is asymptotically unbiased.
Let K(x)=1[x # S1(0)]. For any measurable function f ( y)0 on R, we
have
E f ('Kk (X))
=E[ f (Y1) |X1 # Shk(x)]
=|
x #Rd
E[ f (Y1) |X1 # Shk(x)] +(dx)
=|
x #Rd
x1 # Rd E[ f (Y1) |X1=x1] K((x1&x)hk) +(dx1)
EK((X1&x)hk)
+(dx).
By the Covering Lemma of Devroye and Krzyz* ak [7], there exists a con-
stant c>0 depending only on the dimension d such that
sup
h>0
sup
x1 #R
d |
K((x1&x)h)
EK((X1&x)h)
+(dx)c. (12)
One may conclude that
E f ('Kk (X))c |
x1 # R
d
E[ f (Y1) |X1=x1] +(dx1)
=cEf (Y1)=cEf (Y). (13)
Thus the covering condition is satisfied. K
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The sample size required for m Kk (x) is random. Yakowitz [23] defined
kernel estimate of fixed sample size, which can be viewed as the estimate
mk(x)=mKk (x) corresponding to m
K
k (x) with Jk=k. Yakowitz called it the
r-nearest-neighbor estimate, since it is closer in spirit to nearest neighbor
estimates than to kernel estimates. A proof of the strong universal
pointwise consistency of m Kk (x) would yield a proof of the strong universal
pointwise consistency of mKn (x).
Given [Jk]k1 and [Lj]j1 , the modified truncated kernel estimate
m$ Kk (x) is defined as the modified truncated estimate m$ k(x) for the scheme
['Kk (x)]k1 :
m$ Kk (x)=
1
Jk
:
Jk
j=1
Yk, j (x) (Lj).
The examples Yk, j (x) are independent realizations of 'Kk (x).
Corollary 2. Let [hk]k1 be a bandwidth sequence such that hk>0
and hk a 0. If Jk A sufficiently fast and Lj A sufficiently slowly so that
(11) holds, then the modified truncated kernel estimate m$ Kk (x) is s.u.p.c.
Proof. This follows immediately from Theorem 1 and Proposition 3. K
4.4. Modified Truncated Nearest Neighbor Estimates
For each k1 one may subdivide the data into successive segments
of length lk . Let Xk, j (x) denote the nearest neighbor of x from the j th
segment X( j&1)lk+1 , ..., X jlk , and let Yk, j (x) denote the label of Xk, j (x).
Again, we believe in the strong universal pointwise consistency of the
modified nearest neighbor estimate
m NNk (x)=
1
Jk
:
Jk
j=1
Yk, j (x),
provided Jk A sufficiently fast. The strong universal pointwise consistency
of m NNk (x) would imply that of the corresponding estimate with fixed
sample size, namely
mNNn (x)=m
NN
kn
(x),
where
kn=max[k: Jklkn].
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The modified truncated nearest neighbor estimate is defined by
m NNk (x)=
1
Jk
:
Jk
j=1
Yk, j (x) (Lj).
Corollary 3. Assume that lk  and Jk A and Lj A in such a
way that (11) holds, then the modified truncated nearest neighbor estimate
m NNk (x) is s.u.p.c.
Proof. Let {NNk (x) be the position of the nearest neighbor of x in the list
X1 , ..., Xlk and let '
NN
k (x)=Y{NNk(x) be the corresponding label. Devroye
[4] proved that 'NNk ( } ) is asymptotically unbiased if the segment length
lk . The covering property was established for the nearest neighbor
rule by Stone [21]. Thus Theorem 1 is applicable. K
5. MODIFIED RECURSIVE ESTIMATION SCHEMES
The modified estimates m k(x)=J&1k 
Jk
j=1 Yk, j (x) in Section 4 can be
viewed as normalized row sums of the triangular array [Yk, j (x):
1 jJk , k1]. The random variables in the k th row [Yk, j (x):
1 jJk] are independent and identically distributed. In this section, we
deal with estimates mk*(x)=k&1 kj=1 Y j*(x) that are normalized partial
sums of a single sequence [Y j*(x): j1] of independent non-identically
distributed random variables. It is easier to prove a strong law of large
numbers for these normalized partial sums than for the normalized row
sums of the triangular array.
Let [(Tk(x), 'k(x))]k1 be a scheme as in Section 3. For successive
k=1, 2, ... we extract an example Yk*(x) from a training segment with
length T k*(x) according to the method determined by Tk(x) and 'k(x).
Thus T k*(x) and Yk*(x) are random variables with the same distribution as
Tk(x) and 'k(x), and [(T k*(x), Yk*(x))]k1 is a sequence of independent
pairs. The total sample size for determining Y1*(x), ..., Y k*(x) is equal to the
sum
nk*(x)= :
k
j=1
T j*(x).
The example Yk*(x) that is extracted from the k th data segment is
included in the average
mk*(x)=
1
k
:
k
j=1
Y j*(x).
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The examples Yk*(x) are never discarded, but new and better examples are
added to the mix so that the influence of the early bad examples becomes
negligible in the long run. The estimate mk*(x) is called a modified recursive
estimate since it can be computed recursively by the formula
mk*(x)=
k&1
k
m*k&1(x)+
1
k
Y k*(x), k1.
Theorem 2. If the scheme [(Tk(x), 'k(x))]k1 is asymptotically
unbiased and if it satisfies the covering property, then the modified recursive
estimate mk*(x) is s.u.p.c.
Proof. We consider the decomposition
mk*(x)&m(x)=
1
k
:
k
j=1
(Y j*(x)&E[Y j*(x) |Fj&1])+\1k :
k
j=1
m j (x)&m(x)+ ,
where Fj=_(x, X1 , Y1 , ..., Xnj*(x) , Ynj*(x)) and
m j (x)=E[Y j*(x) |Fj&1]=E['j (x)].
The second term in the decomposition vanishes for +-almost every x by the
Toeplitz lemma since the asymptotic unbiasedness assumption implies that
m j (x)=E'j (x)m(x) mod +.
The first term vanishes for almost surely and for +-almost every x by
Theorem 2.19 of Hall and Heyde [13]. Indeed, if the covering property
holds then according to their proof,
a.s.
1
k
:
k
j=1
(Y j*(x)&E[Y j*(x) ( j) |Fj&1])0 mod +.
Therefore it suffices to show that
a.s.
1
k
:
k
j=1
E[Y j*(x)&Y j*(x)( j) |Fj&1]0 mod + (14)
or equivalently,
1
k
:
k
j=1
E['j (x)&'j (x) ( j)] 0 mod +. (15)
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Assertion (14) is true because E[Y j*(x)&Y j*(x) ( j) |Fj&1]=E[' j (x)
&'j (x) ( j)] is a deterministic function of x, and Theorem 2.19 of Hall and
Heyde [13] already shows that (14) holds in the sense of convergence in
probability. Alternatively, (15) can be established by a truncation argument
like that in the proof of Lemma 2. K
Theorem 2 is applicable to modified recursive partitioning, kernel, and
nearest neighbor estimates. Indeed, the schemes 'Ak (x), '
K
k (x) and '
NN
k (x)
are asymptotically unbiased and satisfy the covering property.
The modified recursive partitioning estimate mk*A(x) is defined as the
modified recursive estimate mk*(x) for the scheme ['Ak (x)]k1 . This esti-
mate was defined by Algoet [1] following the work of Morvai et al. [17].
Corollary 4 (Algoet [1]). Let [Ak]k1 be an increasing sequence of
finite or countable partitions that satisfy (2). Then the modified recursive
estimate mk*A(x)=mk*(x) for the scheme ['Ak (x)]k1 is s.u.p.c.
Proof. This is immediate from Theorem 2 and Proposition 2. K
Corollary 5. Let [hk]k1 be a bandwidth sequence such that hk>0
and hk  0 as k. Then the modified recursive estimate mk*A(x)=mk*(x)
for the scheme ['Kk (x)]k1 is s.u.p.c.
Proof. This follows from Theorem 2 and Proposition 3. K
Devroye and Wise [9] introduced a recursive nearest neighbor estimate.
Given a sequence l1 , l2 , ... of positive integers, they split the data sequence
(X1 , Y1), (X2 , Y2), ... into disjoint blocks with lengths l1 , ..., lk and find the
nearest neighbor of x in each block. Let X j*(x) denote the nearest neighbor
of x from the j-th block (ties are broken by selecting the nearest neighbor
with the lowest index), and let Y j*(x) denote the corresponding label. The
recursive regression estimate is defined as
m^NNn (x)=
1
k
:
k
j=1
Y j*(x)
if kj=1 ljn<
k+1
j=1 lj . The rule is weakly universally consistent in L
p if
lk  (Devroye and Wise [9]). They also proved the strong global con-
sistency for bounded Y.
For any integer k1 let
mk*NN(x)=m^l1+ } } } +lk(x)=
1
k
:
k
j=1
Y j*(x).
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Corollary 6 below implies that mk*NN(x) is s.u.p.c. It immediately follows
that the recursive nearest neighbor estimate m^NNn (x) is s.u.p.c. as well.
Corollary 6. If lk , then the recursive nearest neighbor estimate
mk*NN(x) is s.u.p.c.
Proof. This follows from Theorem 2 since 'NNk (x) is asymptotically
unbiased and the covering condition is satisfied by the arguments in the
proof of Corollary 3. K
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