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1Spectral-spatial pixel characterization using Gabor
filters for hyperspectral image classification
Olga Rajadell, Pedro Garcı´a-Sevilla, and Filiberto Pla
Abstract—This paper presents a spectral-spatial pixel charac-
terization method for hyperspectral images. The characterization
is based on textural features obtained using Gabor filters over
a selected set of spectral bands. This scheme aims at improving
land-use classification results decreasing significantly the number
of spectral bands needed in order to reduce the dimensionality
of the task thanks to an adequate description of the spatial
characteristics of the image. This allows to require less data and
avoid the curse of dimensionality. Very promising results are
obtained which are similar or better than previous classification
results provided by other spectral-spatial methods, but here also
reducing the complexity using a reduced number of spectral
bands.
I. INTRODUCTION
Current hyperspectral sensors can have high spectral and
spatial resolution. Some sensors can cover spectral resolutions
higher than 10nm, reaching 1m per pixel for spatial resolution
(e.g. some images provided by ROSIS sensor). As a result,
hyperspectral images are composed of a high number of
correlated bands that may cause a dimensionality problem.
When the spatial resolution was not so high, main efforts
were focussed at the classification stage. In particular, Support
Vector Machines (SVM) proved to obtain good performances
in this task [1]. With the increase of the spatial resolution,
a joint spectral-spatial analysis was identified as a desired
goal [2]. Spectral-spatial characterization aims at obtaining
one feature vector for each pixel in the image based on the
spectral measurements (spectral information) and a series of
values extracted from spatial operations involving neighboring
pixels (spatial information). However, as in all classification
problems, it should not be forgotten that increasing the number
of features used does not provide an endless improvement
because of the well-known curse of dimensionaly problem [3].
Nowadays, a wide range of techniques is used to include
spatial information into the image characterization, such as
morphological profiles [4] or Markov fields [5]. However,
these methods introduce a scale selection problem. Recently,
several proposals have risen to face the over-segmentation
problem and the scalability with very good results. Tarabalka
et al. [6] presented a spectral-spatial classification scheme that
consists of a pixel wise classification and a partitional cluster-
ing by a majority vote with adaptive neighborhoods. The result
is a segmentation map that needs a spatial post regularization
to reduce the noise. This provides more homogeneous regions
than a simple pixel wise classification process but it is not yet
suitable for images containing small classes since they may
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be missed. The same problem is observed in [7] where an
extension of the watershed segmentation algorithm for hyper-
spectral images was presented in order to define the spatial
structures. To deal with the segmentation of small regions,
the same authors suggested in [8] to select the most reliable
pixels from a pixel wise classification as markers to be used
in a Minimum Spanning Forest Grown obtaining a spectral-
spatial classification map refined afterwards by majority voting
within the spatially connected regions.
The characterization of spatial structures in an image has
been studied in detail when dealing with the analysis of
visual textures [9]. However, most of these methods were
developed mainly for grey level images and their extension
for multi-channel images has been generally faced as a
multi-dimensional extension of the mono-channel techniques.
Healey et al. [10] made one of the first proposals on how to use
spatial information across spectral bands using Gabor filters.
Opponent features were first described for color images [10]
and extended to be used over multi-channel images [11]. They
combine spatial information across spectral bands at different
scales by combining the responses of the filters applied sepa-
rately to each channel. Lately they also used three-dimensional
Gabor filter banks [12]. However, all these methods have
been always applied to patches of stationary textures and no
analysis has been done about the characterization of individual
pixels which allows segmentation of images using this spatial
information.
In order to segment and classify hyperspectral land cover
images, we classify individual pixels to get a classification
map following a lately trend [8] [6] [5]. This task has already
been faced using a large amount of data. However, when
devices improve, dealing with an increasing amount of data
also increases the risk of reaching the accuracy ceiling. Thus,
we also aim at using a very small number of features to
obtain the same or even better results found in literature
leaving then room for adding new features that may improve
the classification. To pursue this objective, a band selection
method will be first used over the whole set of bands provided
by the spectrometer. Then the pixel characterization methods
will be applied over the selected spectral bands. Three different
pixel characterization methods based on Gabor filters will be
used here.
The rest of the paper is organized as follows. First, filter
bank characterization methods are introduced in Section II,
Gabor filters have been used for texture characterization and
we will propose their use for pixel classification in two
different ways. Besides we will adapt a method from the
literature to perform pixel classification and compare all of
2them. In Section III, we present the database used in this
paper followed by the classification set up that will be further
used, a comparison between the three characterization methods
and a study of the relation between the characterization and
the scales of the filters within the filter bank. The supervised
segmentation results are presented in Section IV as images,
also providing the per class accuracies. Eventually, conclusions
can be found in Section V.
II. FILTER BANK CHARACTERIZATION METHODS
Several features have been suggested in the literature for
the description of spatial (or texture) information (see [9] for
a survey). In this paper, features are obtained by filtering the
input image with a set of filters (filter bank). The vector of
features per each pixel corresponds to all the responses of the
pixel to the filter bank.
For an image of B bands, let Ii be the ith band. Let fk be
the kth filter in the filter bank F . The response to the filter
when applied over the ith band is given by hik = Ii ∗ fk,
where ∗ stands for the convolution operator.
We chose to use a Gabor filter bank. This is a set of
Gabor filters of M different scales (spatial frequencies) and
N orientations designed to cover the frequency domain:
F = {fm,n}M,Nm=1,n=1 (1)
They consist of sine and cosine functions modulated by a
Gaussian envelope that achieve optimal joint localization in
space and frequency [13]. They can be defined by:
frealmn (x, y) =
1
2piσ2m
exp
{
−x
2 + y2
2σ2m
}
(2)
× cos(2pi(umx cos θn + umy sin θn))
f imagmn (x, y) =
1
2piσ2m
exp
{
−x
2 + y2
2σ2m
}
(3)
× sin(2pi(umx cos θn + umy sin θn))
where m is the index for the scale, n for the orientation and
um is the central frequency of the scale [14].
For real signal values, the outputs for orientations θn and
θn + pi will be complex conjugates. These pair of filters are
usually joined together, cancelling in this way the imaginary
parts of the outputs and dealing only with real value outputs.
A. Opponent features
Opponent features [10] use Gabor filters and combine the
filtered results (spatial information) across spectral bands at
different scales. According to the authors, this is related to
processes in human vision. They are computed from the
responses to Gabor filters as the difference of responses
between two different filters. In other words, the spectral
bands are first individually filtered and their responses are
combined afterwards to obtain the opponent features aiming at
introducing inter-channel information into the characterization
process. The combination among responses [11] is made for
all pair of spectral bands i, j, with i > j, and two scales m
and m′, such that 0 ≤ (m−m′) ≤ 1, as follows:
d
ij
mm′n = h
i
mn − hjm′n (4)
In our case, instead of computing the energies for whole
image patches, a feature vector for each individual pixel is
obtained as the set of all opponent features computed for it. In
this way we obtain opponent features for each individual pixel
applying the filter bank only once over the whole image. If a
texture patch was considered around each pixel in the image,
the filter bank must be applied over each patch. As each pixel
will belong to several patches, it will be repeatedly analyzed.
In this way, we expect to obtain similar results but reducing
the computational effort required.
B. Gabor filters over individual bands
We propose a simplified version where each spectral band
is analyzed separately and each pixel is characterized with the
responses to the filter bank used. This will result in a smaller
number of features per pixel keeping the spatial information
but missing the inter-channel information.
When the whole filter bank is applied, the feature vectors
for the pixels in the image will be obtained by simply taking
the responses to all filters for all bands:
ψ =
{
hik
}K,B
k=1,i=1
(5)
In this way, hyperspectral images will be simply decom-
posed into separated bands and the same feature extraction
process will be performed over each band. By filtering with
such a filter bank, the response of one pixel to each filter is
a decomposition of the spectral measurement in the amounts
corresponding to a each spatial frequency range and orienta-
tion used to define the filter bank.
C. Gabor filters over complex bands
Filtering each band individually misses the inter-channel
information proposed by Healey at al. [10]. In order to test
its significance, we propose a variation of the characterization
method described above that introduces inter-channel data. To
pursue this, two real bands are merged into one complex band,
one as the real part and the other one as the imaginary part.
Now, each Gabor filter will be applied over a complex band
as follows:
hijmn = (I
i + Iji) ∗ fm,n (6)
with i =
√−1 where Ii and Ij are the ith and jth spectral
bands respectively.
All pairs of spectral bands will be considered and filtered.
Inter-channel information is included here because two spec-
tral bands are filtered at once so the response to the filters
combines information from these two bands. Since the bands
to be analyzed are no longer real, now filters for orientations
θn and θn + pi will provide different outputs and, therefore,
they are not joined together. As a consequence, the number
of orientations will be the double of the number used for
individual bands. Note also that now each output will be a
complex number that will be represented using two real values,
while in previous cases each output was represented by just
one real number. This doubles the number of features required
in this case.
3III. CLASSIFICATION EXPERIMENTS
The scheme here proposed combines a band selection
method with the spectral-spatial pixel characterization meth-
ods previously proposed. Among the different band selection
methods, WaLuMI [15] has been chosen for preserving the
original bands, providing as output a subset of them. It is
based on a clustering of bands that pursues, as a whole, to
maximize the mutual information among bands in each cluster
and to minimize the inter-cluster correlation. However, any
other band selection method that fulfills similar criteria can
be used instead. In this section all classification experiments
are tested over the Indian Pine hyperspectral dataset (AVIRIS).
Two classifiers, SVM with a third order polymonial kernel and
a 3-nearest neighbour classifier, are used.
A. Dataset
Hyperspectral image 92AV3C was provided by the spec-
trometer AVIRIS and acquired over the Indian Pine Test Site
in Northwestern Indiana in 1992. The image has a spatial
dimension of 145× 145 pixels. Spatial resolution is 20m per
pixel. Spectral coverage ranges from 0.38 to 2.50nm with 220
spectral bands. Classes range from 20 to 2468 pixels. Due
to the small size of some classes, this database is suitable
for testing if the proposed methods can also success at the
classification of small areas which are often missed in highly
unbalanced datasets.
B. Experiment set up
For the characterization of the data, a Gabor filter bank
is designed with four orientations and six scales. The four
orientations (0o, 45o, 90o, 135o) are the minimum number
of orientations recommended to get textural information [9].
Gabor filter scales are chosen to be dyadic, being the first
scale of width 1. Hence, given the size of the image used,
the maximum number of scales is M = 6. Besides, Gabor
filters were designed to overlap each other when achieving a
value of 0.5 following the recommendation in [16]. The filter
bank is applied according to one of the methods defined in
the previous section and each pixel is characterized with the
responses to it. This leads to a different number of features
per pixel regarding the method used (see Fig. 1). This is an
important issue because of the so-called Hughes phenomenon
[3], which also leads to the fact that increasing the number of
dimensions does not necessary leads to an improvement.
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Fig. 1. Number of features per method vs. the number of spectral bands.
For the classification experimenrs, the labeled pixels in
the image database were divided into twenty non-overlapping
sets keeping the a priori probability of each class. Therefore,
no redundancies were introduced. Ten classification attempts
were carried out and the mean of the error rates of these
attempts was taken as the performance. For each attempt one
set was used as training and another for testing and sets were
never used twice. This methodology was already used in [15]
and [17] in order to increase the statistical independence
among the classification attempts.
C. Comparison of the characterization methods proposed
In this section, the different characterization methods de-
scribed in section II are compared. The settings for these
experiments are the ones described in Sect. III-B. The value
of B (number of spectral bands) varies from one to ten in
each experiment. The set of bands is provided by the WaLuMI
algorithm.
The classification results using a SVM can be found in
Fig. 2. The results using only spectral information were also
included as a baseline reference. In all cases the mean rate of
10 experiments is shown. The variance between experiments
was really small (less than 3%).
All spectral-spatial features clearly outperformed the spec-
tral features. Also, we can see that there is almost no differ-
ence between the three spectral-spatial methods considered.
Experiments using Gabor filters over texture patches around
each pixel were also carried out providing similar classification
rates. This means that the spatial information is much more
important than the inter-channel information for the appropri-
ate characterization of the pixels in the image. It is important
to note that the initial information used in all experiments
is exactly the same because the spatial features are directly
computed from the spectral data.
Results with KNN are slightly lower than the ones obtained
with SVM (an average of 2% lower) with a small difference
of 1.5% in favour of Gabor filters over complex bands.
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Fig. 2. Pixel classification rates for the proposed characterization methods
over the AVIRIS database using a SVM classifier.
Thus, we can conclude that spatial information improves
the classification but the addition of inter-channel information
is not relevant enough and does not justify the increase in
the dimension of the classification space. Considering this
conclusion, for the next series of experiments we suggest the
use of Gabor filters over individual bands.
For the number of bands, observe that after B = 3
no significant improvement is achieved when increasing the
number of bands. An experiment using all bands available
(B = 220) was performed with a result of 87% using a SVM
4and 86.6% for the 3-NN, which are below the maximum result
presented in Fig. 2. Although B is a parameter to set for
the process, the performance usually reaches a maximum and
adding more bands does not improve the classification results.
Hence, the selection of B is not critical as long as we choose
a value greater than the one needed to reach the flat zone of
the learning curve.
D. Scale analysis
In a Gabor filter bank, those filters with different orientation
and the same scale provide information corresponding to the
same range of spatial frequencies. It is known that different
frequencies provides a different analysis of the scenario, for
example high frequencies contain most of the noise present in
the image. The following experiment is a classification using
solely the features obtained from each set of filters with the
same scale but with different orientations. These results are
presented in Fig. 3(left). The settings for the classification
experiments are the same as in Sect. III-C, except for the scales
used.
Note that the lower the scale is, the better the result. This
was expected because most of the areas to classify are quite
homogenous.
As a further analysis, we also run an experiment performing
a progressive combination of features from different scales.
First, only features using the filters that are defined with
the first range of spatial frequencies are taken. In each step
the features from the following scale are combined with the
previous by adding one scale at each step until covering the
whole set of scales. These classification results are shown in
Fig. 3(right). Observe that when we join the features of the
first two scales, the classification rate improves. When adding
the first, second, and third scales, the results are quite similar.
However, when adding more than three scales, the results
progressively worsen. Recall that the higher scales may mainly
contain noise and they do not help in the characterization of the
pixels. This highlights the fact that the discriminant piece of
information for this sort of images is in the first scales because
they contain well-defined areas of low spatial frequencies.
IV. SEGMENTATION EXPERIMENTS
To get a supervised segmentation from the pixel wise
classification we split our data in a set of samples with known
labels and a test set to be classified. The resulting labels create
a classification map. Unlike the previous experiments, the set
of labeled pixels is here directly split in two. A 5% of samples
from the whole data set, keeping the a priori probabilities,
forms the training set and the rest the test set. Again results
using a SVM classifier are shown.
The classification results in Fig. 2 showed that the im-
provement has a maximum. Because any value of B over 3
will provide a similar result, raising the number of features
(dimensions) in this problem is not convenient. Hence, the
set of bands for B = 3 were selected using the WaLuMi
algorithm. Besides, as seen in Section III-D, adding features
from more scales is neither improving the characterization.
For that reason we chose to perform this experiment with the
features coming from B = 3 and combining the features from
the two first scales. We chose to reduce the number of features
to show that 24 features can provide a result as good or even
better than a much higher number of dimensions.
The global classification accuracy obtained was 92.99%
using a SVM (note that the result using a 3-NN classifier
was the same). This result is slightly higher than the ones
in [7] [8], where the same problem for the AVIRIS dataset
was addressed, obtaining a 91.80% of correct classification.
Besides, in these cited works, a fixed number of samples per
class were picked as training set, thus the a priori probabilities
were not kept and small classes were over-represented in the
training and all spectral bands were used there. Therefore, the
results presented here have been obtained in more realistic
conditions, taking into account that real unbalanced data is a
harder classification problem.
The producer’s accuracy per class for the AVIRIS dataset is
shown in Table I. Notice that 7 of the 16 classes are usually
ignored in this sort of experiments because they contain a very
small number of pixels [1]. However, we include them in our
experiments and the results are fairly good considering the
difficulties when treating with such unbalanced classification
problem. For example, the class representing oats has only
20 pixels, and only one pixel was used for training. There-
fore, an important amount of classification errors is expected.
Nonetheless, it is remarkable that other small areas corre-
sponding to Alfalfa, Bldg-Grass-Trees-Drives, Grass/Pasture-
mowed, Corn, and Wheat were fairly well classified. We can
also see the same results on the image in Fig. 4 where the
errors are represented in white.
class training/total Per class accuracy (%)
Stone-steel towers 4/95 76.92
Hay-windrowed 25/489 99.14
Corn-min till 42/834 96.59
Soybeans-no till 48/968 89.23
Alfalfa 2/54 100.0
Soybeans-clean till 30/614 87.32
Grass/pasture 25/497 90.04
Woods 65/1294 95.77
Bldg-Grass-Tree-Drives 19/380 97.22
Grass/pasture-mowed 2/26 91.66
Corn 11/234 92.82
Oats 1/20 52.63
Corn-no till 72/1434 92.51
Soybeans-min till 124/2468 91.93
Grass/trees 37/747 94.92
Wheat 10/212 99.50
Overall accuracy 92.99
kappa 0.92
TABLE I
PRODUCER’S ACCURACY PER CLASS FOR THE AVIRIS DATASET USING 24
FEATURES (4 ORIENTATIONS, 2 SCALES, AND 3 SPECTRAL BANDS).
V. CONCLUSIONS
A hyperspectral pixel classification scheme that combines
a band selection procedure with a spatial feature extraction
process has been presented. The increase of the spatial res-
olution in hyperspectral sensors encouraged this idea. It has
been experimentally proven that the proposed scheme provides
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Fig. 3. Pixel classification rates for the AVIRIS dataset using spatial features derived from Gabor filters and a SVM classifier. Left: the analysis of individual
scales. Right: joining of features from consecutive ascendant scales.
Fig. 4. Left: Classification results for the AVIRIS dataset using 24 features
(4 orientations, 2 scales, and 3 spectral bands). Overall Accuracy: 84.836
Kappa coefficient: 0.791. Right: Groundtruth.
better classification rates than other state of the art spectral-
spatial methods. Furthermore, the approach presented here
uses a reduced set of selected spectral bands, simplifying
the representation while keeping the classification rates with
respect to other approaches. This is important in order to avoid
the problems caused by the curse of dimensionality and also
because it leaves room for other features to be used to improve
the characterization.
Three spatial features have been suggested for the charac-
terization of individual pixels, all of them based on features
derived from Gabor filters. We have shown that the spatial
information provides an appropriate characterization of the
pixels for classification tasks. These features lead to good
classification rates. We have also shown that the spatial in-
formation influences the characterization process much more
than the inter-channel information. No big differences have
been found between the three sort of spatial features analyzed
although they have big differences in the number of features
used to describe each pixel, being the method proposed by ap-
plying Gabor filters over individual bands the most appropriate
because of its simplicity and smaller dimensionality.
We have also studied the influence of the different scales in
the feature extraction process and found that, when only areas
of low spatial frequencies compose the image, the first scales
provide the best characterization and the addition of the last
scales tends to worsen the classification results. However, if
we have to deal with non-homogeneous regions, the use of the
medium scales may improve the characterization.
In the segmentation experiments, we found that most of the
miss-classified pixels fall in the borders of the labeled regions
where the spatial features can be confused due to the back-
ground information or due to the transitions between different
classes in the image plane. However, the segmentation of the
inner part of the regions was always remarkably homogeneous,
despite the fact that no further spatial regularization is applied
to the pixel-based classification proposed.
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