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There is an increasing demand for better mobile and network services in current
4G and upcoming 5G networks. As a result, mobile network operators are finding
difficulties to meet the challenging requirements and are compelled to explore
better ways for enhancing the network capacity, improving the coverage, as well
as lowering their expenditures. 5G networks can have a very high number of base
stations, and it costs time and money to configure all of them optimally by human
operators. Therefore, the current network operations management practice will
not be able to handle the network in the future. Hence, there will be a need for
automation in order to make the network adaptive to the changing environment.
In this thesis, we present a method based on Reinforcement Learning for au-
tomating parts of the management of mobile networks. We define a learning
algorithm, based on Q-learning, that controls the parameters of base stations
according to the changing environment and maximizes the quality of service for
mobile devices. The learning algorithm chooses the best policy for providing op-
timal coverage and capacity in the network. We discuss different methods for
taking actions, scoring them, and abstracting the networks’ state.
The learning algorithm is tested against a simulated LTE network and the results
are compared against a base-line model, which is a fixed-TXP model with no
control. We do the experiments based on above-mentioned strategies and compare
them in order to evaluate their impact on learning.
Keywords: Mobile Networks, Reinforcement Learning, Q-learning, Net-
work Management, Artificial Intelligence, Intelligent Control
Language: English
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Chapter 1
Introduction
In the past few years, there has been a rapid increase in the number of mobile
subscribers as well as in the use of new data services such as social networking,
video streaming, and so on in mobile telecommunications networks. More-
over, recent technologies, such as smartphones and tablets have powerful
processors and support high-end multimedia applications. In addition, the
concept of Machine to Machine (M2M) communications is emerging rapidly
due to automation and Internet of Things (IOT). These all have caused the
mobile data traffic to grow exponentially [16] and hence there is a high de-
mand for enhancing the network capacity and improving Quality of Service
(QoS).
This leads to the advent of Long Term Evolution (LTE) in the hope of
achieving the strong requirements posed by the current situation in cellular
networks as well as getting the cost per bit down [16, 40]. LTE refers to the
latest standard for high-speed wireless data communication networks which is
capable of increasing the network capacity and speed using new digital signal
processing techniques (DSP). However, handling the larger data volume in
LTE in different cell contexts is a real challenge for network management.
The number of base stations will increase and the effort of maintaining them
increases as well. Moreover, most of the network management functions such
as network planning, configuration, management, healing, and optimization
require substantial work effort and high cost, both on capital investment and
operational expenditures (CAPEX and OPEX) [16, 40], and handling such
functions manually is all the more difficult. Apart from that, manual effort
is time-consuming and prone to errors. Thus, manual configuration of each
network element becomes gradually impossible with the growing number of
network elements. Hence, there is a need for automation of these tasks so
that the network operation expenses get minimized and Quality of Service
(QoS) gets improved in terms of connection reliability, data bandwidth, and
1
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latency.
Recently, an emerging concept called Self Organizing Network (SON) is
being introduced to address these challenges in current 4G and upcoming 5G
networks. SON aims at increased automation of network operations in order
to utilize network resources in an optimized way. Currently, SON consists of
numerous functions for automatic configuration, optimization, and healing
of mobile networks [33]. These functions are implementations of use cases
and implementing numerous use cases is a cumbersome job. A more pressing
problem, however, is tailoring the the behavior of existing SON function
types to different cell contexts and coordinating their behavior. Furthermore,
global optimization of network is futile, as the situation changes continuously
and it is hence better to perform localized optimizations to address specific
issues. Therefore, the future goal is to introduce an automated network
management function which can learn from data and adapt.
In this thesis, we are investigating adaptive methods for cellular network
management at the level of base stations. In particular, the work attempts
to find methods for learning useful management policies for SON functions
such as adjusting the main transmission parameters of base station antennas,
primarily transmission power and antenna tilt. We adopt the framework of
reinforcement learning [38] and use the independent learning approach where
the network parameters of base stations are adjusted independently without
globally optimizing the parameters of all base stations jointly. The approach
ignores the network parameters of other base stations. The reason behind
choosing the independent approach instead of joint learning is due to the good
scalability of independent learning. There is a large number of base stations
and optimizing each of their parameters will result in very large state spaces
if the situation of other base stations is also considered when adjusting the
parameters of one. On the other hand, the state space is manageable if the
learning is independent.
The state space of mobile networks has an astronomical size, but can be
significantly reduced by abstraction. Hence, one of the goals of this thesis is
to design abstraction methods which accurately abstract the network state.
We provide various ways of abstracting the given network state and compare
them. Our further aim is to define methods for scoring actions in terms their
impact on QoS and examine their effects on learning. In addition, we evaluate
different exploration/exploitation policies in choosing the best settings in the
network and perform experiments based on them as well.
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1.1 Structure of the Thesis
The structure of the thesis is as follows. In Chapter 2 we give an overview of
mobile networks and network parameters. Here, we focus on current prac-
tices for network management. Further, we discuss the difficulties of the
current approaches to the management of the current 4G and upcoming 5G
networks and conclude the chapter by showing that there is a need for an
automated approach for the efficient management of the networks. In Chap-
ter 3 we present the theory behind reinforcement learning in detail. We
explain essential elements of reinforcement learning and its types and focus
on Q-learning. In Chapter 4 we present our learning algorithm designed
for network management including abstraction methods, scoring functions,
and exploration and exploitation policies. In Chapter 5 we study the perfor-
mance of the methods of Chapter 4. In Chapter 6 we discuss issues related
to our learning method and also provide possible extensions for future work.
We finally give a brief summary of the whole thesis work and make some
concluding remarks.
Chapter 2
Background
A mobile network [12] is a wireless communication network which provides
radio coverage to large geographical areas. A mobile network user can con-
nect his or her mobile terminal, such as a mobile phone or a tablet, to the
network and move within the service area without losing the connection to
the network. The continuous coverage is provided by placing base transceiver
stations (BTS) at various locations throughout the geographical area of the
network. Each base station contains one or more antennas which provide
coverage to a limited area, called a cell. Figure 2.1 shows a typical layout of
base stations covering a part of the mobile network.
There are several types of cells, based on their size and capacity. They are
Macrocells, Microcells, Picocells, and Femtocells. Macrocells provide a wide
range of coverage and are found in rural areas or highways. Microcells are
of a size of few hundred metres and are suitable for densely populated urban
areas. Picocells are used for smaller areas such as offices or shopping centers.
Finally, femtocells cover the smallest area and are installed in homes.
Figure 2.1: Typical layout of a base station
4
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2.1 Network Management
A mobile network is run by a network operator and the network operations
are operated through a centralized Operation, Administration, and Main-
tenance (OAM) architecture. The key element of OAM is Operation and
Maintenance Centre (OMC) which is responsible for monitoring the network,
configuring the network parameters, and optimizing the network behavior.
Network Management System (NMS) is the main part of OMC that oper-
ates the network. The operator can monitor and access the network elements
(NEs) by using a software system called NMS. The network management in-
cludes a larger set of functions which are included in following functional
areas [17, 25].
• Fault management (FM) provides information on the status of the net-
work. Any malfunctions in the network component are detected and
transferred to NMS so that technicians can repair them.
• Configuration management (CM) functions deal with network config-
uration parameters such as frequency plans and handover algorithms
which are directed from NMS to all NEs.
• Performance management (PM) is responsible for monitoring network
performance. The data from all network elements is collected by the
NMS for further processing and analysis.
• Security management is responsible for handling security measures,
such as system logs and access control.
2.2 Network Data
Network elements produce PM and FM data (measurement and alarms)
whereas CM data are typically created by NMS (including SON functions).
NMS collects these data for further analysis. These data can be divided
into three categories, system configuration data, system parameter data, and
dynamic data [17]. System configuration data tells about the configuration
and organization of the network such as BTS locations and transmission
network topology. These types of data are highly persistent and are not usu-
ally modified once the network is deployed. System parameter data defines
the way the system functions are implemented and operated within the net-
work. Examples of such data include antenna transmitter output power and
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BTS threshold for the maximum number of accepted simultaneous connec-
tions. These parameters can be either modified by the network operator or
by autonomous processes according to the changes in the traffic conditions.
Finally, dynamic data consists of the measurement values and statistical time
series, alarms, and other events. These data describe the dynamic use of the
network and its functions [17].
The system parameter data is handled by configuration management
functions. Parameter changes are defined in the NMS and then deployed
to NEs. The events occurring in various NEs are counted and recorded dur-
ing the operation of the network, thereby generating counters [25]. Time
frames like 15 minutes, one hour, or one day, are used in the counting for
management purposes. These counter values are analyzed in order to gain
information on the network performance. However, the number of counters
is huge and it becomes a complex task and impractical to use all of them.
Therefore, they are usually aggregated to higher level variables called Key
Performance Indicators (KPI) [39]. These KPI will provide an overview of
the cell states in the mobile network.
In this work, we concentrate on Radio Link Failure (RLF) and Channel
Quality Indicator (CQI). RLF event occurs when a terminal loses its connec-
tion to the network. A terminal frequently sends a CQI report to the BTS
[12]. CQI reports indicate maximum data rates that the terminals can reach.
2.3 History of Mobile Telecommunication Sys-
tem
2.3.1 From 1G to 3G
First generation systems [12] were based on analog communication techniques
introduced in the early 1980s. The networks had very large cells and the ra-
dio spectrum was not used efficiently. Thus, the capacity of the network
was comparatively small. After a decade, these systems were replaced by
2G digital telecommunications which were more efficient in the use of the
radio spectrum. 2G technologies were originally designed for voice and were
later enhanced to support data services such as text messages, picture mes-
sages, and multimedia messages (MMS). The most popular 2G system was
the Global System for Mobile Communications (GSM). With the increase
in the data rates over the Internet, 3G systems were introduced using tech-
niques such as Enhanced Data Rates for GSM Evolution (EDGE) to fa-
cilitate growth, increase bandwidth, and support more diverse applications.
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The most dominant 3G system is the Universal Mobile Telecommunication
System (UMTS).
2.3.2 LTE and Self Organizing Network
Mobile data traffic started to increase dramatically due to the introduction
of new technologies such as Apple’s iPhone and Google’s Android operating
system for mobile phones. These smartphones support many mobile appli-
cations that require Internet with higher data rates [12]. The problem with
data growth in 3G is too high cost per bit. Hence, there was an urgent need
to upgrade the network. Thus, the concept of LTE was introduced. LTE is
a 4G communication standard which evolved from the 3G technology and is
an enhancement of UMTS (Universal Mobile Telecommunication Systems).
LTE is faster than UMTS (one of the 3G systems) and thus supports fea-
tures such as a high data rate, low transmission latency, lower cost per bit,
and packet optimized radio access networks [3, 16]. LTE also provides much
greater spectral efficiency than the most advanced 3G networks.
However, the configuration of cells for large data volumes becomes prob-
lematic in LTE. The configuration, planning, and optimization of network
elements are done by human operators and this becomes infeasible with the
increase in the number of base stations. Thus, the concept of Self Organizing
Networks (SON) becomes an integrated part of LTE which aims at reducing
expenses by automating the network operations. SON has a self-organizing
capability that enables the network to configure itself, thereby reducing the
complexity, cost, and time. SON consists of a set of functions which are
defined by the 3rd Generation Partnership Project (3GPP) and the Next
Generation Mobile Network (NGMN) alliance [24] and, can be categorized
into three functional areas.
• Self-Configuration is the process of providing ”plug and play” function-
ality in network elements which minimizes the human intervention in
the overall installation process when new components are added into a
network. It involves several distinct functions such as automatic soft-
ware management, physical cell ID configuration (PCI) and automatic
neighbor relations (ANR) [33]. Self configuration should take care of
the tasks such as bringing new NEs or NE parts, automatic connectiv-
ity setup between the NE and the OAM system, as well as automatic
configuration of BTS radio parameters.
• Self-optimization functions aim at maintaining the quality and per-
formance of the network with minimum manual intervention. These
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functions analyze the performance of network elements and automat-
ically trigger optimal actions. Automatic neighbor relations (ANR),
inter-cell interference coordination (ICIC), mobility load balancing op-
timization (MLB), and mobility robustness optimization (MRO) are
some of the important self-optimization SON functions [33]. ANR is
used both in self-configuration and optimization. Neighbor relations
need to be set up during the configuration of each NE. In addition,
they need to be maintained during run time because of the change in
coverage areas and handover behavior.
• Self-healing functions aim at detecting malfunctions and resolve or mit-
igate them, thereby reducing maintenance costs [33].
Network coverage and capacity is one of the important objectives in mo-
bile networks and is also the main focus of this thesis. This objective is
achieved by one of the important SON functions called Coverage and Ca-
pacity Optimization (CCO) [24]. The coverage and capacity of a cell may
vary due to changes in the environment. The changes can be due to season,
such as trees in full leaf during summer, heavy snowfall during winter, or
man-made changes in the environment. The requirements in coverage and
capacity may also change due to variations in traffic distribution, for exam-
ple in city centre during rush hour. CCO adjusts the transmission power
and antenna tilt to avoid any gaps in coverage. However, unnecessary over-
lapping between cells might lead to interference. Therefore, CCO needs to
adjust the transmission parameters so that the coverage is good as well as
the interference is minimized [16].
SON functions reduce human effort in managing a network. However,
interference between these functions may lead to coordination problems [24,
34]. For example, a conflict occurs when two instances of a CCO function
change the parameters of two neighboring sectors simultaneously [24].
Individual SON functions perform well in separation. However, in joint
operation, the impact on the network performance is not always the best. To
mitigate such coordination problems, the dependencies among SON functions
have to be reduced. But, it becomes infeasible to fix all possible conflicts
manually as the number of SON functions increases.
2.4 Need for Intelligent Automation
As discussed above, the SON functions are capable of optimizing and main-
taining the mobile network. In the existing system, human operators define
all the objectives in the form of parameters and policies for configuring the
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behavior of SON functions. These parameters and policies depend on the
network environment and the technical properties of the network. SON uses
the rule set defined by human operators and has difficulties in adapting the
changing network on its own. New rules need to be defined to cope up with
every specific network state which is not feasible as the network grows large.
In addition, optimizing the configurations for many cells having different
characteristics (different numbers of users, different data usage patterns) is
another problem and demands more manpower. The future networks adapt-
ing 5G technology will be highly dynamic and will have frequent changes
in the operational context. Therefore, SON functions need to be highly in-
telligent and possibly automated so that the cells can adjust their settings
on their own according to the changing environment. Thus, AI technologies
and machine learning need to be adapted to make the SON functions more
intelligent and less dependent on human operators [16].
2.5 Related Work on Automation of Network
Management
Much research has been done regarding the automation of mobile networks.
In [40], an automated method was proposed to deal with self-healing func-
tions. The method had two main steps: detection and diagnosis. Detection
of an anomaly was done by monitoring the performance indicators (KPI) and
comparing them to their usual behavior. In diagnosis, the reports of previous
fault cases were looked up and best matching root causes were identified.
Ra¨isa¨nen et al. [10] have presented a demonstrator system that is capable
of detecting network failures and recovering from them automatically. They
defined two steps to solve this task : anomaly analysis and recovery analysis.
In anomaly analysis, abnormal cells were detected by using user measurement
reports. Data mining approach (k-nearest neighbor) was used to classify a
cell as normal or abnormal. In the second stage, solutions are proposed based
on an anomaly report. They used a case based reasoning algorithm to select
the best recovery actions.
Chapter 3
Reinforcement Learning
3.1 Introduction
Reinforcement learning [38] is a form of machine learning where an agent
learns to interact with an unknown environment in order to maximize its
numerical reward. The reward is the feedback obtained from the environ-
ment whenever an action is taken. The agent learns to act and optimize its
behavior from the feedback obtained from its actions [21]. That means, for
the first time, if an agent takes an action and receives a bad response for
it from the environment, then from the next time onwards it learns not to
choose the same action in that state. For example, a child who is burned by
fire will learn not to go near fire.
Figure 3.1 is a general architecture of RL that depicts agent-environment
interaction. The agent takes an action that changes the state of the environ-
ment. Subsequently, the environment gives feedback in the form of a reward.
The reward can either be positive or negative. It is a continuous process
where an agent receives a new state (st) and reward (rt) for each time step t
and gradually learns to take the best action (at). The utility of the agent is
defined by the reward function, and the agent must learn to act to maximize
the expected reward.
10
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Figure 3.1: Agent-Environment Interface in Reinforcement learning
Reinforcement learning is different from supervised learning. Supervised
learning is learning from examples where the examples and the associated
feedback are provided by experts. However, in reinforcement learning the
agent is not trained with training examples and hence is not explicitly told
about the difference between good and bad actions. By good actions, we
mean the actions that lead to high rewards in the long run and by bad
actions, we mean the actions that lead to negative rewards or costs. Hence,
the objective of reinforcement learning is to make the agent intelligent so
that it can discover the best actions from its own experience. In order to
achieve this, the agent should learn to recognize good and bad actions by
trial and error. The next important thing about choosing actions is that, in
many cases some actions give a high immediate reward but in the long run,
fail to maximize the long term reward. But, the objective of reinforcement
learning is always about choosing the actions that maximize the long term
reward. Some examples of reinforcement learning are the following.
• When learning to crawl, any forward motion can be considered a posi-
tive reward [36].
• In a chess game, when you checkmate the opponent, then it is a good
action, and being checkmated by the opponent indicates something bad
has happened and your chance of losing the game is high.
• The N-arm bandit problem [23] is a reinforcement learning problem.
Here, the player has n arms to pull and receives initially an unknown
and possibly stochastic payout. Hence, the player has to learn to choose
the arm that has the highest payouts.
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The state space and actions in reinforcement learning are known whereas
transition probabilities between states and the reward function are unknown.
3.2 Elements of Reinforcement Learning
There are four main components in reinforcement learning. They are a policy,
a reward function, a value function and a model of the environment [38].
Policy Policy is stochastic mapping from states to actions. In RL, the
learning behavior is determined by the agent’s chosen policy. Agent observes
the state and chooses an action accordingly. Policy can be a simple function
or a lookup table in some cases or it may involve a extensive computation in
others.
Reward Function The reward function is a mapping of the state of the
environment to a numerical value. The function should distinguish between
good and bad events for the agent. It indicates the immediate reward for
actions.
Value function Reward function gives immediate payoff for a given
state and hence is not sufficient for decision making in the long term. Hence,
value function which gives long-term payoff of a state comes into play. A
state with low reward can still have a high value because it could be followed
by other states that yield high rewards.
Model This is an optional element in reinforcement learning. One can
first learn the transition probabilities among all the states and the reward
function for each of the states, and this information can be used to build an
explicit model of the system. Such models can be used for planning where
the future situations are taken into account while deciding any actions in
current situation [38]. Methods like dynamic programming [4, 5] are used in
model-based systems in order to learn optimal value functions and to find
optimal policies from them [31]. There are many other model-free (direct)
learning techniques such as Q-learning [47] and TD(λ)-methods [38] which
learn the state value function (or the Q-value function) directly (without the
need of any explicit model) and obtain an optimal policy.
Both model-based and model-free RL methods have their own pros and
cons depending on the type of problem. Atkeson et al. [2] compared model-
based and model-free learning on a simple task called pendulum swing up
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and observed that model-based learning is more efficient. Similarly, Wiering
[49] has used a model-based RL algorithm on traffic light control. He used
a model-based technique for estimating cumulative waiting time of cars. On
the other hand, research with model-free RL techniques has also been done.
Lauer and Riedmiller [26] have proposed a model-free distributed Q-learning
algorithm in cooperative multi-agent systems to find optimal policies. Sim-
ilarly, Littman [29] has provided a Q-learning method for finding optimal
policies in mutliplayer games such as soccer. Other research on model-free
Q-learning technique includes [22, 41].
We will be using the model-free technique for mobile network management
problem and will be focusing on Q-learning only.
3.3 Q-Learning
Q-learning [47] is a widely used model-free reinforcement learning technique
where the Q-value of each action a in a given state s in maintained in a
table. In other words, it learns the action-value function which gives the
expected utility of taking an action in a given state and thereafter follow-
ing the best policy. The convergence of Q-learning to the optimum action-
values has been proved under certain assumptions [46]. The values for each
state and action are updated every time by an update function. Hence,
the learning is on-line and there is no need for an explicit transition model.
The general procedure for Q-learning techniques is given as Algorithm 1.
Algorithm 1: Q-learning
1 Initialize Q(s,a) with some arbitrary value (for example, 0).
2 Let the current state of an agent be s.
3 while True do
4 a←− Action chosen by agent at time t derived from the Q-value
table.
5 Action a takes the system to a state s′ and receives a reward r.
6 Update Q(s, a) according to r.
7 s←− s′
The learning algorithm has to try out all possible alternatives infinitely
often in order to converge to the optimal policy. This involves both ex-
ploration and exploitation [38]. However, maintaining the balance between
exploration and exploitation is a challenging task in reinforcement learning.
Exploitation means taking an action that seems best according to the already
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acquired information, whereas exploration means trying out new things in
the hope of finding better actions. In order to maximize the reward, the
agent has to exploit and choose the best action it knows so far. However,
this does not guarantee the optimality of the solution in the long run because
the chosen actions may not be the best ones, and there can be other unex-
plored actions which can give better long-term reward [44, 45]. Therefore,
exploration is important where the agent takes a risk to try out new things
with the objective of learning. There is always a general conflict between
learning and obtaining high rewards. For this reason, initially there is a low
weight on obtaining high rewards, and this weight is increased later when the
best actions are known better. That means, in general, one should learn for
a while by exploring different actions, and after certain stage one can exploit
the information that was learned.
There are many approaches defined to balance between exploitation and
exploration. One straightforward and successful approach is -greedy [47].
In this method, the parameter  determines the randomness in action selec-
tions and controls the amount of exploration [45]. Usually the range of  is
between 0 and 1. The agent chooses the best action with probability 1- ,
and otherwise, it chooses the actions at random. There are other exploration
methods that use counters [43], confidence bounds [19, 20], model learning
[9], soft-max policies [31]. Among them, -greedy approach is a widely used
method and one of the reasons behind it is because memorization of explo-
ration specific data is not required [44, 45]. However, choosing a good value
for  can be a challenging task [45].
More information regarding exploration and exploitation schemes can be
found in [42].
3.4 Types of Reinforcement Learning
Two types of reinforcement learning can be distinguished based on the num-
ber of agents single-agent learning and multi-agent learning [31]. Single-agent
learning is a very simple form of learning where there is a presence of only
one agent and the environment remains stationary. The agent optimizes its
behavior by choosing actions that maximize the reward. The idea behind
multi-agent learning is the same as single-agent except that there are several
agents interacting with the environment as well as communicating with each
other.
Learning in the multi-agent framework is more difficult than the single-
agent environment. Unlike in single-agent learning, the reward in multi-agent
learning is based on the combined actions of agents. So, choosing the best
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joint action for obtaining the best reward is difficult and it takes a long time
for learning to converge.
Consider an example from [11] shown in Table 3.1. There are two agents
and each of them has a choice of two actions. Agent 1 has actions a0 and
a1 and Agent 2 has actions b0 and b1. The reward depends on the decisions
made by both agents. The best rewards are obtained when agent 1 takes
action a1 and agent 2 takes action b1. But, during learning phase, agent 1 is
uncertain about choosing action a1 because it could get better reward with
a0, if agent 2 takes action b0 instead of b1. Hence, learning in the multi-agent
framework is difficult as each agent, very often, ignores the decision of other
agents. A strong coordination among the agents need to be built to get the
best rewards.
a0 a1
b0 5 0
b1 0 10
Table 3.1: A two-player game. Actions a0 and a1 belong to Agent 1 and actions
b0 and b1 belong to Agent 2.
There are two forms of multi-agent learning based on how the agent in-
teracts. They are independent (centralized) learning and joint (distributed)
learning [11, 48].
Independent Learning Agents in independent learning are unaware
of the existence of other agents or they ignore the impact of the other agents’
behavior on their rewards [11]. Thus, learning for each agent is same as
single-agent learning. Each agent chooses its own actions and optimizes its
behavior based on the rewards obtained from those actions.
Joint Learning Unlike in independent learning, each agent in joint
learning cares about the presence of other agents and shares information
among each other, and receives a joint reward from joint actions. In other
words, the focus of agents is on maximizing joint reward instead of maximiz-
ing their individual reward.
Tan [41] suggested three different ways of agent cooperation in multi-
agent RL and presented case studies for each of these approaches. In the
first approach, agents can communicate with each other by sharing immediate
information such as sensation and rewards. In the second, agents share the
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past experiences (that others may not have experienced yet) in the form of
episodes which is the triples consisting of sequence of a state, an action, and
a reward. In the third, agents share learned policies. The results show that
cooperative learning is faster and the convergence is quicker compared to
independent learning. However, state spaces in cooperative learning are very
large and the communication costs are high. Therefore, there is a trade-off
between the performance and cost when cooperative learning is used.
Weiss [48] studied coordination among agents in multi-agent learning and
proposed learning algorithms that make the agents act concurrently. He
studied reinforcement learning in a setting where only one agent gets to
perform and action, and all agents have to compete to get the right to be
that agent.
Wiering [49] proposed a multi-agent model-based RL method for a traffic
light control to optimize the driving policies of cars. He considered three
different RL designs for using current information about the state of other
traffic lights. In the first one, only local information is used to compute wait-
ing time of each car. The second one used global information for computing
waiting times for the first car in the queue and local information for other
cars. The third one used global information for all cars. The RL designs
were compared against non-adaptable traffic light controller and the results
showed that the RL designs perform better. Furthermore, the performance
of each design depends on the number of cars added at each time step.
Lauer and Riedmiller [26] used a model in which multiple agents learn a
policy independently of other agents, all trying to maximize a shared reward
function. This work has the interesting aspect that, similarly to the cellular
network management problem, the agents’ goal is to maximize the overall
joint reward at the cost of their own private reward (which are a component
of the joint reward).
3.5 Reinforcement Learning in Network Man-
agement
Reinforcement learning and related techniques have earlier been used in the
management of mobile networks. Razavi et al. [35] combined reinforcement
learning with fuzzy logic to control antenna tilt in LTE networks. The control
of a base station antenna is represented as rules with a fuzzy condition.
The state space is abstracted according to qualitative parameter values, and
reinforcement learning associates the best possible action with each rule. In
this work, a global (rather than a distributed/decentralized) policy is learned,
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and the feasibility of the approach is demonstrated with a model that has 7
base stations with 3 antennas for each.
Bennis et al. [7] applied decentralized RL to channel selection and power
control of networks of micro, femto, and pico cells. The algorithm jointly
estimates the long-term utilities of femtocells and optimizes their strategies.
Bennis and Niyato [6] proposed a distributed Q-learning algorithm for
managing interference between macrocells and femtocells as well as among
neighboring femtocells. The algorithm was effective in self-organization of
femtocells where each femtocell learns from the local environment and was
able to make decisions on their own. Moreover, the learning algorithm was
able to reduce interference towards the macrocell as well as manage interfer-
ence among the femtocells.
Bernardo et al. [8] studied the feasibility of RL-based framework for Dy-
namic Spectrum Management (DSM). The proposed framework was success-
ful in performing spectrum assignment per cell dynamically in radio access
networks. In addition, RL algorithm stands out the best to balance between
spectral efficiency and QoS compared to other strategies of spectrum assign-
ment.
Lee et al. [27] proposed a Q-learning based approach for autonomic re-
configuration of wireless mesh networks with the objective of improving the
network performance. Each network node in the system was able to learn a
good policy in the changing environment and improve the quality of packet
delivery ratio.
Other research on network management using RL can be found in [15,
28, 32].
Chapter 4
Learning Algorithm for Adaptive
Networks
The mobile network management problem, deciding about the configuration
of antenna parameters such as transmission power and antenna tilt, can be
viewed as a reinforcement learning problem in which the quality-of-service of
mobile devices, in the range of the base station, is viewed as the reinforcement
signal. There are many configuration parameters, and in this work we have
chosen parameters relevant to CCO SON use case. The main reason behind
using the RL approach is that, in this problem, we do not know the reward
associated with each action in advance and hence cannot decide immediately
the best settings for each cell. Additionally, the situation in the network
is dynamic and one-time optimization of the system is not possible even
in principle, rather one needs to optimize continuously as situation evolves.
Therefore, we need to try out various possibilities of changing the network
parameters. The decisions on choosing the best action are gradually improved
by utilizing the feedback obtained from earlier decisions. The feedback in the
network management can be the QoS measured in terms of better connection
quality, for example. However, this application —network management—
has several features that differ from the most commonly used reinforcement
learning methods.
Distributed RL The size of joint state space is NM where N is the number
of states per base station and M is the number of base stations. Due to
this large state space, the use of policies that map the joint state space
of all base stations to a control action is infeasible. Distributed and
multi-agent variants of reinforcement learning [48] seem a better match
for the network management application rather than doing single-agent
RL with the whole network.
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State-space structure The state space with respect to the effects of pos-
sible control actions is simple: for the current state of the system (i.e.,
the mobile terminals and their usage status with respect to each base
station), the antenna configuration (i.e., transmission power and tilt)
can be changed from any control state to any other in one step. Thus
one of the main difficulties in reinforcement learning in general, the
potentially very long action sequences needed to get from one state to
another, leading to slow learning of optimal policies, is not present in
this application.
Reward function vs. observations The reward function coincides with
the observation function. The management objective is to maximize
the QoS measures, and the QoS measures are what is observed when
making management decisions.
We consider a basic Q-learning style algorithm adapted to the specific
features of the network management problem.
4.1 The Learning Algorithm
The learning algorithm for adjusting the network parameters consists of state
space, abstraction function, scoring function and exploration/exploitation
policy. Each of these is explained thoroughly in this chapter.
We have a high number of base stations and the learning algorithm opti-
mizes the network parameters of each of these independently. Each antenna
of a base station, corresponding to a cell, has its own parameters to adjust,
and we control the Transmission Power (TXP) of each antenna so that the
measure for overall connection quality improves. However, too high TXP
causes interference between base stations, and too low TXP weakens connec-
tion to mobile terminals. Therefore, the algorithm has to find an optimal
solution to balance between the interference and connection quality. The
algorithm starts from some initial TXP settings which are defined by the
network operator. The network generates a state vector called CQI, that
summarizes the connection quality of the mobile terminals in the range of
the base stations. This vector is already a rough abstraction of the reality of
the network. However, identifying these vectors with the states for our learn-
ing algorithm will result in a very large state space. Therefore, we apply an
abstraction method which maps the values in the CQI vector to fewer values.
The final state for each cell is then given by the current TXP setting and
an abstracted CQI vector. The algorithm then explores a new action with
some randomization, or in other words, it changes the TXP values for each
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cell and waits for the results from the network based on the changes. A new
state is reached due to the effect of the chosen setting. We then compute a
score for this new state from the CQI vector. Finally, the Q-value table for
current state-action pair is updated using the score of the new state. The
process continues and repeats the same procedure indefinitely. In the sim-
ulated environment, the process can be stopped after a certain number of
iterations. However, one needs to run the algorithm for many iterations so
that the learning converges.
Algorithm 2 presents the multi-agent and independent learning algorithm,
with subprocedures being explained later in more detail.
Algorithm 2: Learning Algorithm
1 counter = 1
2 while True do
3 for cell do
4 s = getstate(cell)
5 %Explore action (TXP changes)%
6 if randomnumber < explorationrate(counter) then
7 action[cell] = arg maxa∈actionsQcell[s, a]
8 else
9 action[cell] = randomly chosen action.
10 %The network continues to run with new TXP settings
and produces new CQI vectors%
11 for cell do
12 s′ = getstate(cell)
13 reward = score(s′.CQI)
14 Qcell[s, action[cell]] = γ×Qcell[s, action[cell]] + (1−γ)× reward
15 counter = counter + 1
4.2 State Space
The current TXP value and connection quality of the terminals (based on
the TXP and the physical state of the surroundings of the base station) are
the relevant features of the network that define its state. The CQI vector,
which is obtained frequently from network, gives the quality measure for
all the terminals. Hence, we initially define the unabstracted states of the
system which is composed of the TXP value and the CQI vector and later
abstract these states. We term these TXP values as the control state of the
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system. Since we know the terminals’ situation in every cell of the network,
we compute the state of each of these cells independently.
The size of the Q-value table depends on the size of state space. Our
states are the composition of TXP values and CQI vectors. Consider 5 control
states, e.g. five different levels of transmission power, and 100 different values
in CQI vector. Assume that the size of a CQI vector is 15. Then, the size
of state space will be 5 × 10015. This gives the size of Q-value table as
5 × 10015 × 5, since we need to store values for each state-action pair. The
size of both state space and Q-value table is huge in real networks as they
have more transmission values and different values in the CQI vector. Hence,
in order to keep the size of Q-value table manageable, we need to define a
way of abstracting the state.
4.3 Abstraction of the State Space
In reinforcement learning, the environment is described as a set of states and
the agent learns to act optimally with the unknown environment. However,
learning a good policy becomes difficult when the number of states grows
exponentially. The increase in the problem parameters requires more memory
and computation time [37]. Therefore, it can be necessary to abstract the
environment states in order to reduce the state space size and speed up
learning.
The problem of large state spaces is very common in many application
domains and many methods have emerged to reduce the size of state space.
There are some methods which consider the subset of state components from
a set of candidate abstractions as the best abstraction [14]. In such methods,
the size of abstracted state space is exponentially smaller than the unab-
stracted state space [14]. Seijen et al. [37] have proposed a dynamic way of
abstracting the states where the agent switches among the different abstrac-
tions during the learning in order to define the state accurately. Wiering [49]
has also used some abstraction to reduce the states in the traffic light con-
trol application. Razavi et al. [35] abstract the state space according to the
qualitative parameter values (e.g. ”low” and ”high”). In some applications,
state abstraction also means eliminating some of the irrelevant features in an
optimal way [1].
In our case, the states are defined by the composition of the TXP value
and the CQI vector. The CQI vector is a collection of classes and there
are values in these classes which indicate the terminals’ connection quality.
The values in the lower CQI classes indicate terminals with poor connection
whereas the values in the higher classes indicate terminals with good con-
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nection. The number of such CQI classes, holding the information about the
terminals, is large and considering all the classes leads to very large state
spaces which slows down the learning process. Therefore, there is a need for
some kind of abstraction in this application as well. We define an abstraction
function which will use values of all the CQI classes and map them to a small
number of values.
We divide the whole abstraction process into two steps. The first step
involves merging the CQI classes into a smaller number of components, and
in the second step, we apply the abstraction function that will map the values
of each component to a single abstracted value. Below we explain both these
steps in detail.
4.3.1 Partitioning the CQI Classes into Components
The CQI vector is composed of CQI bins/classes and a particular CQI class
represents the number of terminals belonging to the CQI class within the
measurement period. We first partition this vector into components. The
division of CQI classes into a fixed number of components is based on the hi-
erarchy of these CQI classes. As mentioned above, the lower columns/classes
represent poor connection and as the classes go up the connection quality im-
proves. Initially, we divide the CQI vector into three components and later
will also consider more components. The three components can be termed
as poorconnection, goodconnection and excellentconnection. Deciding the
boundary for the component classification is one of the important tasks here.
Therefore, we experimented by changing the boundaries of components and
later fix the one that results in better performance. Initially, we divided the
CQI classes into equal size. However, the movement of terminals from good
classes to excellent classes was not clearly visible because the boundary was
too far to the right. Thus, later we changed the border among them and
kept fewer classes in the bad component by changing the boundary and kept
more classes in the excellent component. The justification for choosing such
boundaries is that it better splits the set of terminals, and the scoring of
network states looks at how many terminals are Good and how many are
Excellent. Essentially, an implicit objective is to move terminals from Bad
and Good to Excellent, and if the boundary is too far to the right, it is only
possible to move very few terminals, and if almost all terminals are good all
the time, their moving to the right is not visible to the learning method.
In addition, we did the experiments with more components (four and
eight) and compared their effect on the performance of the learning algo-
rithm.
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4.3.2 Abstracting Values for the Components
The components obtained from the first phase are then mapped to a small
number of values, for example in the range from 0 to 3. We will be exper-
imenting with different ways of abstracting the CQI vectors and see their
impact on learning. The important question here is how the components are
mapped to one specific value.
In order to distinguish among several abstracted values, we define a
threshold value for each component that will separate one abstracted value
from another. Initially, we make a guess to define the threshold values. If
over 60 percent of the terminals of the base station belong to a component,
the value for the component is 3. Between 40 and 60, the value is 2, between
20 and 40 it is 1, and below 20 it is 0. We run some simulations based on these
guesses. Further, we analyze the results from these simulations in order to
know the range of the percentage of terminals connected to each component.
Algorithm 3 explains the process of deriving the threshold values.
Algorithm 3: Deriving threshold values
1 Input : m and n are integers such that m ≥ 1 and n ≥ 2
2 Initialize C[i] which is a multi set that contains values for each
component i.
3 C[i] = {}
4 for each CQI vector encountered so far do
5 Divide the CQI vector into m components.
6 Compute the percentage P of terminals connected to each
component i.
7 C[i] = C[i] ∪ {P}
8 end
9 Sort values in C[i] in ascending order.
10 Divide the values in C[i] into n parts. This will give a range of values
for each abstracted value and the boundaries of these range of values
are used as threshold to distinguish among abstracted values.
Derivation Here is a formulation of deriving the threshold that will
make the things clearer. Consider, we have some k simulation steps from
random assignment of threshold values. Assume, we now want to perform
a new test with m components and n abstracted values. So, we use these
previous k simulation results to define the threshold values in our new ex-
periments. We compute the percentage of terminals in each component per
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simulation and sort them in ascending order. That will give the vectors
as follows: c1 = [x1, x2, ....., xk], c2 = [y1, y2, ....., yk],...., cm = [z1, z2, ....., zk].
Now, the values in each component are evenly split into number of abstracted
values. Here, we split into n parts. Since the division is equal, the size for
each abstracted value will be p =
⌈
k/n
⌉
. So, for c1, we obtained the values
for each abstracted value as follows. absvalue1 = [x1, x2, ..., xp], absvalue2 =
[xp+1, xp+2, ..., x2×p],......., absvaluen = [xn×(p+1), xn×(p+2), ..., xk]. Division for
other components is made in the same way. Now, the range of values be-
longing to an abstracted value will define the threshold. So, in this scenario,
for c1, if the percentage of terminals is less than xp, then c1 is mapped to
absvalue1. Similarly, if the percentage of terminals is greater than or equal
to xp and less than x2×p, then it is mapped to absvalue2 and so on for other
cases as well. Table 4.1 illustrates the derivation where we have three com-
ponents and each component can be mapped to three different abstracted
values.
Hence, in this way, we obtained threshold values for each component
and this will determine the abstracted values. This method of threshold
derivation is appropriate because from the past simulations we can learn the
average distribution of terminals in each class and hence this will help to
abstract network state in new simulations. One can frequently update these
threshold values by learning more from past simulations as well.
Component 1 Component 2 Component 3
Value 1 0.15, 0.1561,..... 0.46, 0.477,..... 0.28, 0.29.....
Value 2 0.17, 0.1753,..... 0.496, 0.5004,..... 0.32, 0.329,.....
Value 3 0.18,0.195,..... 0.5121, 0.52,..... 0.35, 0.359,.....
Table 4.1: Threshold value derivation
We have explained the process of abstraction function in detail and now
will give an example. Consider 16 CQI classes and let the observation time
period be t. Assume (v0, v1, v2, v3, v4, v5, v6, v7, v8, v9, v10, v11, v12,
v13, v14, v15) is a vector for a cell obtained by observing CQI values. Now,
these vectors are divided into three components, for example of equal size.
That means, the values v0, v1, v2, v3, v4 represent the first component where
terminals have a poor connection, v4, v5, v6, v7, v8, v9 represent the second
component where terminals have a good connection, and remaining vectors
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Figure 4.1: Abstracting Connection State
represent the third component where terminals have an excellent connection.
Each of these components is then mapped to a value in the range of 0 to 3.
The combination of these mapped values will then give the abstracted state.
Figure 4.1 illustrates the abstraction process. In this diagram, the CQI
vector is divided into three components and each of these components is
mapped to one of the four values. Abstraction has reduced the number
of states: considering 4 values, the abstraction will result in only 64 states,
whereas without abstraction there are 100015 states. In the figure, we assume
there are 15 CQI classes and each class can have 1000 different values, then
each different value in a class indicates a unique state.
The complete state space is the combination of the control state of the
system and the abstracted CQI vector. In the above example, if we consider
20.0, 24.0, 30.0, 27.0 as possible TXP values and 0, 1, and 3 represents
the abstracted values then (20.0, [0, 1, 1]), (24.0, [0, 1, 3]) are the states of the
system.
The level of abstraction of the CQI vector can be either high (coarse) or
low (fine). Coarse abstraction means either the CQI classes are partitioned
into a smaller number of components or the components are mapped to few
abstracted values. On the contrary, fine abstraction means the CQI classes
are partitioned into more components or the components are mapped to
more values. As a result, fine abstraction will increase the combination of
the abstracted values, thereby increases the size of state space. Hence, there
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is a trade-off between the level of abstraction and quality of control: Fine
abstraction allows more fine-grained distinctions between physical states, and
hence better choice of control actions. However, it also increases the number
of states that need to be considered, which slows both computations and the
rate of learning.
4.4 Actions
The actions represent the changes in the control state. After the control state
is changed, a new state can be observed. For example, if the current state
is (20.0, [val1, val2, val2]), then increasing the transmission power by 2.0 can
be one of the actions that leads to a new state, (22.0, [val1, val3, val2]).
4.5 Learning Rate
In this section, we discuss the exploration and exploitation policy used in
our learning algorithm. In mobile network management, our main objective
is to improve the connection quality of mobile terminals and this is known
from the CQI vector. Hence, the objective here is to move the terminals
from lower CQI classes to higher classes. In reinforcement learning, we have
the choice between taking the best action (according to current information)
and maximizing future rewards, and learning more by taking an action with
a lower value. Thus, we define an exploration rate in such a way that the
algorithm will have a chance to explore more in the beginning and later it
can focus on maximizing the reward. Hence, according to this exploration
function, the probability of choosing the best action increases gradually over
time. To be able to adapt to a changing network environment, other actions
than the best one have to be tried occasionally as well. We experimented with
two different exploration functions based on the degree of randomization.
1. In the first function, the probability of choosing the best action outright
is zero in the beginning and later it increases. Equation 4.1 is one of
the ways of defining the exploration function.
prob(n) = 0.95− 0.95× 0.7n/40.0 (4.1)
Here, n is the counter for time step. This function yields prob(0) = 0,
prob(100) ≈ 0.5 and p(300) ≈ 0.9.
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2. In the second case, we randomize less so that the emphasis is given to
the best actions most of the time.
prob(n) = 0.97− 0.30× 0.8n/30.0 (4.2)
This function yields prob(0) = 0.67, prob(100) ≈ 0.8 and p(300) ≈ 0.9.
Figure 4.2 depicts these two functions. With the second function, most of
the cells remain with initial/best settings and experimentation is done with
fewer cells at a time. Learning is faster with more randomization whereas
less randomization is conservative and slow in adapting the changing envi-
ronment. However, the system behavior will be more stable when learning is
performed with less randomization.
Figure 4.2: Exploration Rate: The curve shows the probability of choosing the
best actions at each time step.
We also tried other exploration strategies in the beginning of the work,
which did not work out well.
1. When choosing an action for state s, we add a random number to the
Q-value of state-action pairs, i.e., Q(s,a), and then select the one that
has the maximum value.
Let S be a set of states and A be a set of actions. Assume, for any state
s ∈ S, action a1 ∈ A gives the maximum Q-value and action an ∈ A
gives the minimum Q-value. Then, for each action a ∈ A, associate
random number is
Ra = (Q(s, a1)−Q(s, an))× random(0, 1). (4.3)
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Here, random(0, 1) returns a real number from the range 0 and 1.
Then, the best action a ∈ A for state s is the one that maximizes
Ra +Q(s, a), i.e.,
argmaxa∈A(Q(s, a) +Ra). (4.4)
2. Actions that currently look better are chosen with a higher probability.
Algorithm 4 formalizes this method.
Algorithm 4: Exploration
1 r = random()
2 if r < thresholdvalue1 then
3 Choose best action
4 else if thresholdvalue1 ≤ r ≤ thresholdvalue2 then
5 Choose second best action
6 else
7 Choose third best action
4.6 Scoring Function for States and Abstract
States
In order to know how good or bad an action is, we need to map the feedback
given by the environment to real values. This mapping is defined by a func-
tion which we call a scoring function. The scoring function computes a score
for each state where the state is only a CQI vector and it does not include
the control part. We design the function in such a way that if a successor
state has a better quality of service then the score is higher. Improving the
connection quality of the terminals is more important in lower classes. This
is because the terminals in higher classes are already in a good state. Hence
the score function is designed accordingly: Moving a terminal from a poor
connection to a good connection improves the score more than moving from
good to excellent.
We present two different methods for computing the score.
4.6.1 Unabstracted Score
In this case, the scoring function uses the unabstracted CQI vector where the
values of each CQI class are considered separately. We first define a weight
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vector such that weights are assigned to all the CQI classes. Terminals in
lower classes are more important to deal with than terminals in higher classes.
Hence, weight difference between consecutive lower classes are kept bigger
than between consecutive middle classes, and all higher classes have the same
weight. Figure 4.3 shows the weight vector for computing the unabstracted
score. The x-axis is the CQI classes and values in y-axis indicates the weights
to each CQI class.
Then the score is computed as the dot product of the value in the vectors
with given weights of each CQI class. The steps are as follows.
1. Define weights for each CQI class.
For example, W = (−10,−8,−6,−4,−2, 0, 1, 2, 3, 4, 5, 5, 5, 5, 5, 5)
2. Compute the percentage of terminals in each CQI class of a state
s = (v1, v2, ...., vn).
xi =
vi∑n
i=1 vi
(4.5)
3. Compute the sum of the products of the percentages of terminals with
weights of each CQI class.
scoreu(s) =
n∑
i=1
wixi (4.6)
Figure 4.3: Weight vector for CQI vectors
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4.6.2 Abstracted Score
We also define the score on the basis of abstraction mentioned in Section 4.3.
The reason behind using this approach is that it enables to handle all state
abstraction at one point in the interface between learning algorithm and the
network. Since, the abstracted states are defined from the CQI vector, score
can be given directly to abstracted states rather than individual CQI classes
which prevents multi-processing of the CQI vector. Here, we first define
a weight for each CQI component instead of all the CQI classes as in the
unabstracted case. Next, the abstracted value of each component is mapped
to a real value. Finally, we sum the product of weights with the mapped
value.
Initially, we chose a linear weight vector to compute the abstracted score.
Later, we derived weights as the mean of weights from the unabstracted
weight vector which gives the weight vector in piecewise linear form. For
example, if the number of components is three, then the weight of the first
component is the average value of weights of classes belonging to the first
component. We experimented with both linear and non-linear weight vectors
and the results of comparisons can be found in the experimental part of this
thesis. Figure 4.4 shows the two types of weight vectors used for computing
the abstracted score. Here, we assume that there are eight components in
total and the numbers in y-axis represent the weights of each component.
Figure 4.4: Weight vectors for abstracted states
Equations 4.7 and 4.8 represent the two different scoring functions with
linear and non-linear weights respectively. Here, W1 is a vector of linear
weights and W2 is a vector of non-linear weights. The lengths of both of
these vectors are equal to the number of components. Here, s is a CQI
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vector and abstract(s) returns real numbers for abstracted values of the CQI
vector.
scorea1(s) = W1 · abstract(s) (4.7)
scorea2(s) = W2 · abstract(s) (4.8)
Example: Assume the CQI classes are divided into three components,
poorConnection, goodConnection, and excConnection and each of these com-
ponents is mapped to values val1, val2, and val3. Assume the weights are
assigned in a linear fashion to the components and if val1 is mapped to 0,
val2 to 1, and val3 to 2, then the scoring function in this scenario is,
score = 1× poorConnection+ 2× goodConnection+ 3× excConnection
= 1× val1 + 2× val2 + 3× val3 = 1× 0 + 2× 1 + 3× 2 = 8.
Mapping from abstracted value The abstracted value is mapped to
a real number which is then used in the scoring function to compute the score.
In our experiments, we initially mapped these abstracted values in a linear
fashion in all the components. Later, we used the proportion of terminals
falling in the range of each abstracted value. So, the same abstracted value,
for example, val1 in the bad component is different than the val1 in the
excellent component and mapping to same real value may not provide a
better estimation of score. To derive the appropriate value we follow the
process of threshold derivation explained in Subsection 4.3.2 where we have
a range of real values for each abstracted value and the median of the range
of the values is used as the mapping value for score computation. We carried
out the experiments both with linear mapped values and median values and
comparisons will be carried out in the experimental section.
4.7 Rewards for Actions
Given an action a that takes a state s to a new state s′, the reward for the
action a can either be the score of new state s′ or the difference between the
score of successor state s′ and current state s. We used both unabstracted
and abstracted scoring functions to compute the reward for actions.
Equation 4.9 defines the reward computed using the score of unabstracted
state. In this case, the reward is the score of new state s′.
Ru(s, s
′) = scoreu(s′) (4.9)
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Equation 4.10 defines the reward which is also obtained using unab-
stracted score, but in this case the reward is the difference between the
score of the successor state s′ and the current state s. In this case, the un-
abstracted score is computed for each CQI vector and the reward is the dif-
ference of scores of current CQI vector and the previous CQI vector. Hence,
if the score is better in current situation than in the previous situation then
the reward will be positive and otherwise it is negative.
Rdu(s, s
′) = scoreu(s′)− scoreu(s) (4.10)
Further, the reward defined by Equation 4.11 is based on the abstracted
score of new state s′ and in this case the scoring function uses linear weight
vectors.
Ra1(s, s
′) = scorea1(s
′) (4.11)
Equation 4.12 defines another way of computing reward where the ab-
stracted score is obtained using non-linear weights.
Ra2(s, s
′) = scorea2(s
′) (4.12)
4.8 Q-Value Updates
The next important part of the learning algorithm is updating the Q-value
table. The Q-value update for each state-action pair (s, a) is defined by
Equation 4.13 where the current state is s and taking action a leads to a new
state s′:
Q′(s, a) := γ ×Q(s, a) + (1− γ)×R(s, s′). (4.13)
Here, γ is a constant determining the speed of learning, i.e., the impact of
new information on Q(s, a) value typically in the range 0.95 < γ < 1. The
reward for action a when it changes the state from s to s′ is R(s, s′), and the
possible ways of computing it were just discussed in Section 4.7.
The update function is simpler than in standard Q-learning because future
rewards do not need to be considered, due to the simple structure of the state
space. Future rewards only depend on the respective future actions, not on
the current action.
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4.8.1 Choice of γ
Deciding the value of γ is another important task in the Q-learning algorithm.
If γ is constant, then either learning is too slow initially or there is too much
noise in the Q-values. Hence, in order to make its value dynamic, we count
the number of times the state-action pair appears in the learning process and
define γ as
γ = 1− 1
min(count(s, a), 100)
. (4.14)
Here, s is a state and a is an action. So, if a state-action pair appears for the
first time, then the value of γ is 0 and later the value of γ increases. This
way the Q-values initially change quickly and after several learning steps the
change will be slower. Figure 4.5 shows γ as a function of count(s, a).
Figure 4.5: Curve showing γ
Chapter 5
Experiments and Results
In this chapter, we study the applicability of our methods by performing
experiments and we try to answer the following questions.
1. How much does learning improve network performance?
2. What kind of abstraction of states is best?
3. How randomization in action selection affects learning?
5.1 Setting
We used a software simulator for mobile networks that was developed by
Nokia to carry out the experiments. This simulated network consists of 12
LTE macro cell base stations and 32 cells in total. We used about 2000
terminals moving at random around the simulation area which is an urban
area in central Helsinki. The network structure and positioning of the cells is
shown in the screen-shot in Figure 5.1. The simulator at first runs with initial
transmission settings and it produces the data such as CQI and RLF values
in every 15 minutes interval of time and the parameter changes are made
after each measurement round. The CQI vectors produced by the simulator
had 16 classes.
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Figure 5.1: A screen-shot of the LTE network simulator
The initial TXP value for all cells is 40.0. We defined three actions,
increment TXP value, decrement TXP value, and no change. Initially, we
tried to increase and decrease the TXP by a small value, for example 1 or
2. However, the impact of such small TXP changes had negligible impact on
network performance. Moreover, too small changes in the TXP values would
increase the size of state space. For example, if the range of TXP value is
between 0 to 40 then changing the value by 1 would generate 40 different
TXP values and each is consider as a unique state. On the other hand, too
big change will make the network unstable. Hence, we decided to change
the value by 4 after some experimentation. This defines the action space as
{−4, 0, 4}.
The minimum and maximum TXP values for each cell were also fixed
to constant values 0.0 and 40.0, respectively. The switching from one TXP
state to another should remain within these minimum and maximum values.
The whole learning algorithm was developed as a Python program. We
had a separate class for reading and processing the data produced by the
simulator, and writing the TXP changes in the format so that the simulator
can read the changes. In addition, the important components of the learning
algorithm such as abstraction, exploration, and Q-value update are imple-
mented by separate procedures. The whole code is of around 1100 lines. The
simulator produces the data after every 15 minutes of interval and hence, the
algorithm needs to wait unless it gets a data based on new TXP changes.
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Due to this, running the algorithm for further simulations takes more time.
5.2 Experiments
We performed around 500 simulations for each experiment, and produced
results with all versions of the scoring function. We experimented with the
following aspects of the learning algorithm.
• Different levels of abstraction
• Different ways of computing scores
• Variations in exploration policy
• Linear and non-linear weight vectors for computing scores
Basically, we classified the experiments into two categories. The first
category involves the experiments performed by changing the number of ab-
stracted values (to which each component are mapped to) and the second
one involves the experiments with different number of components.
5.2.1 Base-Line Model
In our base-line model, the base stations’ antenna configuration settings re-
main unchanged. We used TXP = 40.0 for all base stations which was
suggested by Nokia as it seems reasonable settings for the base-line model.
We tried with other TXP values (30.0 and 25.0) as well but the results are
better with TXP value, 40.0.
5.2.2 Different Number of Abstract Values
We ran the RL-algorithm with two, three, four, six, and eight abstracted
values keeping the number of components constant in all cases. We used all
the three reward functions (Ru, R
d
u, and Ra1) for this comparison. Figures
5.2, 5.3, and 5.4 show scores during the learning process where the reward
was computed using the functions Ru, R
d
u, and Ra1 , respectively. In all three
approaches, the score is increasing and improves on the base-line model. In
Rdu , learning with 8 abstracted values is performing well; in Ru, both 3 and
8 abstracted values look better, and in Ra1 , the difference is not clear. We
anticipate that this is due to the noise in simulation and also partly due to
the randomization in choosing the actions.
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Most of the curves in all three figures initially go down for a certain
period of time. This is due to the randomization used in exploration. Hence,
initially the score decreases, and once the algorithm learns, it starts to select
the best action with high probability. A more conservative learning strategy
with less randomization would avoid this dip in the connection quality.
Figure 5.2: Scores based on different numbers of abstract values with reward
function Ru
Figure 5.3: Scores based on different numbers of abstract values with reward
function Rdu
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Figure 5.4: Scores based on different numbers of abstract values with reward
function Ra1
Figures 5.5 and 5.6 show terminals’ behavior in some of the CQI classes
when the learning was performed with unabstracted reward, Ru and R
d
u,
respectively whereas Figure 5.7 show terminals’ behavior when the learning
was performed with abstracted reward Ra1 . Classes 2 and 3 in Figure 5.5 are
lower classes with poor connection quality and there is a slight decrease in
the number of terminals. On the other hand, classes 9, 10, 11, 12 are higher
classes where the number of terminals is increasing. The situation is similar
in other two figures as well. Thus, we can say that the terminals are moving
from lower classes to higher classes thereby the improving the connection
quality.
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Figure 5.5: Change in terminals’ behavior for a selection of CQI classes with
reward function Ru
Figure 5.6: Change in terminals’ behavior for a selection of CQI classes with
reward function Rdu
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Figure 5.7: Change in terminal’s behavior for a selection of CQI classes with
reward function Ra1
5.2.3 Different Numbers of Components
We also experimented with different numbers of components. Figure 5.8
shows the score when the abstracted states have two, three, four, and eight
components.
Figure 5.8: Score based on different numbers of components with reward function
Ra1
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The score curve for 8-components is an anomaly since the scores are below
the base-line model. We are not sure about the reasons for this but we think
that this is due to the very large Q-value table which leads to very slow
learning. Here, it is also difficult to say what number of components is the
best as the scores for all of them (except 8-components) are similar.
The class-wise plots with different numbers of components are shown in
Figure 5.9. As before, the numbers of terminals are decreasing in lower classes
and increasing in higher classes. Learning with 2 components performs well.
However, the score curve from Figure 5.8 shows that all scores based on two,
three and four components yield similar improvement.
Figure 5.9: Change in terminals’ behavior for a selection of CQI classes with
reward function Ra1 . Comparisons are based on different number of components.
5.2.4 Weight Vectors and Randomization in Choosing
Actions
In all the above experiments, there is more randomization in choosing the
best action in the beginning. In addition, we used linear weights and linear
values for computing the abstracted score. Later, we changed the weight
vector and used less randomization in choosing the action and experimented
with reward function Ra2 . In addition, we used non-linear numbers for each
abstracted value while computing the score. Due to less randomization,
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the algorithm takes better actions with high probability. Figure 5.10 shows
the scores between the older (Version 1) and newer version (Version 2) of
8-components where version 2 has better performance .
Figure 5.10: Scores for the two versions with reward functions Ra1 and Ra2 using
8 components
Figure 5.11 shows the terminals’ behavior in two different versions of 8
components. The newer version is a bit smoother and better than the older
version.
Figure 5.11: Class-wise comparisons between the two versions with reward func-
tions Ra1 and Ra2 using 8 components
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Figures 5.12 and 5.13 show scores for the two cases using 4 values and 3
values, respectively.
The main difference between these two versions can be seen in the begin-
ning of learning. In the older version, the score curve initially goes down, but
in the newer version, this is no longer the case. In Figures 5.10, 5.12, and
5.13, the scores for the newer versions start increasing from the beginning in
contrast with the older version. This is due to less randomization in choosing
the action. However, learning for both cases is similar afterward.
Figure 5.12: Scores for the two versions with reward functions Ra1 and Ra2 using
4 abstracted values
Figure 5.13: Scores for the two versions with reward functions Ra1 and Ra2 using
3 abstracted values
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5.3 Result Analysis
The curves from most of the experiments are highly fluctuating. This fluc-
tuation is due to the noise in the simulation. In addition, the noise is due to
the randomization in choosing TXP settings.
Nevertheless, there is an improvement in the score function in most of our
experiments which means that the algorithm is gradually finding and using
better settings. Moreover, the class-wise plots also show that the terminals
are moving from lower quality classes to higher quality classes. But, on the
other hand, the terminals’ behavior does not change much with the base-
line model and the experiments show that the RL algorithm is doing better.
Hence, in reference to our first question, posted in the beginning of the
chapter, learning is effective and the performance of the network is improved.
Furthermore, the results with different levels of abstraction have similar
improvements, and it is difficult to answer our second question and say which
among them is the best abstraction. Nevertheless, if the algorithm is car-
ried out for longer interval then it may be possible to distinguish the best
abstraction.
Our third question was about the randomization in action selection and
from the results, we found that the change in the degree of randomization
of action selection will change the learning behavior. Hence the performance
of learning will increase if action selection and other learning parameters are
defined in a clever way.
To summarize, we meet our objective of improving the connection qual-
ity of terminals and the results answer our questions we had prior to the
experiment.
Chapter 6
Discussion
In Chapter 4 we explained a learning algorithm for configuring the parameters
of base stations. In this chapter, we will discuss what are the issues with our
learning method and how one could deal with these issues in the future. We
will also discuss other possible extensions and variations that can be done.
6.1 Factors Affecting Learning
The algorithm we used for the thesis work is a basic one and it focused on
adjusting TXP settings according to the changing environment. The results
in the previous chapter showed that the learning algorithm is effective and
outperforms the base-line model. Some of the important factors that affect
the learning are as follows.
Method of abstraction The design space of abstractions is large and con-
sists of multiple orthogonal choices such as partitioning CQI vector
and threshold values in abstraction of the partitions of the CQI vector
according to the values in the vector components.
Score Computation The next important component in our learning algo-
rithm is the scoring function. We defined weights for each CQI class
in order to compute the score of states. Terminals in lower classes are
more important in improving network behavior, thus we defined the
weight vector accordingly. Other weight vectors could be suggested
by network operators, for example if the connection quality could be
quantified in financial terms.
Randomization and Learning Rate The randomization in choosing ac-
tions plays another important role in learning. More randomization
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means lower rewards in the beginning which may cost more to the sys-
tem at the initial stages, but in the long run, the algorithm increases
rewards. On the other hand, less randomization could perform well in
the beginning but with slower learning. Therefore, finding a balance
between the randomization in choosing actions and the cost considera-
tion is an important issue. In addition, tuning the learning parameters
is equally important. Learning parameters can be adjusted according
to what is the expected timescale of changes in the network environ-
ment or usage patterns. For example, a low learning rate would adapt
to changes that take place over months, and a high learning rate would
correspond to changes over days or weeks.
6.2 Possible Variations and Prospects for Fu-
ture Work
There is room for improvement within our learning algorithm and many
possible variations can be integrated as well. Below we discuss some other
possible approaches and extensions that can be useful in the learning process.
Joint/Cooperative Apart from a limited form of independent learn-
ing, we also tried to perform joint learning by considering the control state
of neighboring cells. We include the TXP values of neighboring cells in the
state space and the actions are taken based on the joint reward. However, the
method is not scalable and results in very large state spaces as the number
of parameters increased when the parameters of other base stations are also
considered. Moreover, the scores we obtained from joint learning were similar
to the one from independent learning. However, one can still integrate the
parameters of few neighboring cells to define the state space in a clever way
so that there is a balance between state space size and learning performance.
There are some scenarios where such joint learning approach can be useful.
For example, if a cell in then network is dead (switched off), its neighboring
cells can adjust their parameters to reconnect terminals previously connected
to the now inactive base station. Furthermore, the problem of interference
among the cells in the network can be better solved when the neighboring
cells are taken into account when defining the state space.
Partial Observability The algorithm considered in this thesis work
views the network management problem as a fully observable problem. How-
ever, in the mobile network, part of the current state of the system (location
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and movement of mobile terminals) is not directly observable. Standard RL
methods assume full observability. So our method essentially views a par-
tially observable problem as fully observable. The implications of this for
the learning approach need to be evaluated thoroughly. Consider a base sta-
tion changing its antenna settings to achieve better QoS. The learned policy
predicts a certain improvement, but the reality may differ from this, and if
QoS actually got worse, the next action could be to restore the antenna set-
tings, leading back to the starting state. With standard fully-observable RL
methods this leads to oscillation between two control states, because noth-
ing is remembered from the previous state of the system. The underlying
problem is that the RL method views the system as fully observable with
partial observability inaccurately (incorrectly) represented as nondetermin-
ism/stochasticity of the control actions. In the (inaccurate) fully observable
representation it makes sense to repeatedly try and fail with the control ac-
tion that seemingly would (at least sometimes) lead to the better antenna set-
tings, whereas with the (more accurate) partially observable model it would
be recognized that the state of the system differs from the prediction, and
that the system state is not precisely captured by the observations alone. Ex-
tensions of RL methods to partial observability have been proposed before.
Jaakkola et al. [18] handled learning with partial observability by evaluating
POMDP policy candidates with a Monte-Carlo simulation. Crites and Barto
[13] apply RL to elevator control, a problem that has features not addressed
by basic RL methods, including partial observability and multiple agents.
Increased complexity brought in by partial observability decreases the
scalability of the learning methods, which is why finding a balance between
accuracy of the models and the computational scalability becomes an im-
portant issue and this can be one of the extensions of the algorithm in the
future.
Possible extension with current learning approach Apart from
re-designing the algorithm, one could also do a simple extension in the cur-
rent approach. In this work, the learning algorithm only takes the TXP
settings for defining the state and actions, but one could also integrate other
network parameters such as antenna tilt to the definition of the state space
and actions. Integrating more parameters will better distinguish the state of
the network but on the other hand, will increase the size of state space and
the Q-value table. As a result, learning process slows down. Similarly, one
could integrate RLF (Radio Link Failures) values in the algorithm with the
objective of decreasing the number of lost connections.
Chapter 7
Conclusions
Mobile data traffic is expected to grow more than 500-fold between 2010 and
2020 [30]. Due to this, the upcoming 5G networks will have high demands
in terms of speed and connection quality. In addition, there will be a lot
more cells in 5G due to adoption of small cells technology. As a result,
manual configuration of the network becomes infeasible and there will be
a need for an automated approach so that the network can adapt itself to
the highly changing environment. We presented a multi-agent reinforcement
learning method that automates a part of network management in an efficient
way and mitigates the complexity of managing the network in the future.
Reinforcement learning is an approach to adaptive control in which learning
and control processes are interleaved.
We defined the learning algorithm based on the Q-learning framework.
The proposed algorithm views the network as a fully observable system with
stochastic transitions from one state to another. The algorithm is composed
of components such as state abstraction, exploration policy, and scoring func-
tion. The network parameters and the status of the terminals indicate the
state of each cell in the network. However, considering all such information
will result in very large state spaces. Therefore, we abstracted the state space
to make it manageable. We used CQI vectors, which summarize terminals’
connection quality, for defining the state space, and our abstraction method
involves partitioning the CQI vector and mapping each partition into a value.
Next, we defined the exploration function so that the algorithm randomizes
more in the beginning of learning.
In reinforcement learning, the agent learns from the feedback of the envi-
ronment. We considered three different ways of computing scoring functions
which represent the feedback. The scores are based on the unabstracted and
abstracted CQI vector. In addition, we defined a weight vector for both the
CQI vector and its abstracted form.
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We performed experiments with different methods of score computation
by varying the abstracted values, components, and exploration strategies.
All our experiments are conducted in a simulated environment. The results
show that the learning is effective and performs better than the base-line
model. The scores are increasing as well as there is an improvement in the
connection quality of the terminals.
In this work, we used the learning algorithm to adjust the TXP values of
the base stations. Nevertheless, one can also adjust other network parameters
such as antenna tilt and integrate other key performance indicators such as
RLF using the same approach. Apart from this, there is room for extension
in many possible ways in the future. Learning with partial observability,
cooperative learning that considers the neighboring base stations are some
of the possible approaches that can be implemented in the near future and
we hope the integration of these extensions in our current approach help to
solve the network management problem even more effectively.
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