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Abstract
We consider the generalized variational inequality and construct certain merit functions associated
with this problem. In particular, those merit functions are everywhere nonnegative and their zero-sets
are precisely solutions of the variational inequality. We further use those functions to obtain error
bounds, i.e., upper estimates for the distance to solutions of the problem.
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1. Introduction
Let H be a real Hilbert space. Given two mappings F,g :H → H and a func-
tion f :H→ (−∞,+∞], we consider the generalized variational inequality problem,
GVIP(F,g,f ) for short, which is to find a point x ∈H such that〈
F(x), y − g(x)〉+ f (y)− f (g(x)) 0 for all y ∈H, (1)
where 〈· , ·〉 denotes the inner product in H. We assume that f is proper convex, with
its effective domain dom(f ) = {x ∈ H | f (x) < +∞} being closed. When f is the
indicator function of a closed convex set C ⊂ H (i.e., f (x) = 0 if x ∈ C, f (x) = +∞
otherwise) then GVIP(F,g,f ) reduces to the problem considered, for example, in [22].
If g(x) = x ∀x ∈ H then GVIP(F,g,f ) is the same as studied, for example, in [23].
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a closed convex set C, then GVIP(F,g,f ) reduces to the classical variational inequality
VIP(F,C) [2,5]: Find x such that
x ∈C, 〈F(x), y − x〉 0 for all y ∈ C.
We note that there exist also some other formulations of generalized variational inequal-
ities, for example [10,11,20]. These formulations will not be considered in the present
paper.
Many fruitful approaches to both theoretical and numerical treatment of VIP(F,C)
make use of constructing a function M :H→ (−∞,+∞] such that
M(x) 0 ∀x ∈D ⊃ C and M(x)= 0, x ∈D ⇔ x solves VIP(F,C).
The set D is usually either the whole space or the set C itself, and M(·) with such
properties is commonly referred to as a merit function. We refer the reader to [4,12,16]
for surveys, further references, and some specific examples of merit functions for classical
variational inequalities VIP(F,C). One of the many useful applications of merit functions
is in deriving the so-called error bounds, i.e., upper estimates on the distance to the solution
set S of VIP(F,C):
dist(x, S) γM(x)λ ∀x ∈D′ ⊂D,
where γ,λ > 0 are independent of x (but possibly dependent on D′). The bound is global
if D′ =D =H, and it is local if the set D′ is some neighbourhood of the solution set S.
We refer the reader to [12] for a recent survey.
To our knowledge, merit functions have not been studied beyond the classical
formulation VIP(F,C), except for norms of certain equation reformulations (more on this
in Section 2). In this paper, we exhibit three merit functions for GVIP(F,g,f ), and show
how they can be used to obtain error bounds.
Our notation is standard. By arg minz∈Z t (z) we mean the set of minimizers of the
function t :H→ (−∞,+∞] over the set Z ⊂H. The subdifferential of a convex function
f at x ∈ H is denoted by ∂f (x) = {u ∈ H | f (y)  f (x) + 〈u,y − x〉 ∀y ∈ H}. For
t :H→H and Z ⊂H , we denote t−1(Z) := {x ∈H | t (x) ∈ Z}.
2. Natural residual
For VIP(F,C), it is well known that x ∈H is a solution if, and only if,
0 = x − PC
(
x − αF(x)),
where PC(·) is the orthogonal projector onto C and α > 0 is arbitrary. Hence, the norm of
the right-hand side in this equation can serve as a merit function for VIP(F,C), which is
commonly called natural residual.
We next derive a similar characterization for GVIP(F,g,f ). We note that analogous
results are quite well-known also for other extensions of VIP(F,C), e.g., [11,21]. So this
characterization is, in a sense, as expected. However, it provides some building blocks for
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for GVIP(F,g,f ) based on the natural residual is new.
Recall that the proximal map [9,15], pαf :H→ dom(f ), is given by
pαf (z) := arg min
y∈H
{
f (y)+ 1
2α
‖y − z‖2
}
, z ∈H, α > 0.
Note that the objective function above is proper strongly convex. Since dom(f ) is closed,
pαf (·) is well-defined and single-valued. Define
Rα(x) := g(x)− pαf
(
g(x)− αF(x)), x ∈H, α > 0.
We next show that Rα(·) plays the role of natural residual for GVIP(F,g,f ).
Theorem 1. Let α > 0 be arbitrary. An element x ∈H solves GVIP(F,g,f ) if, and only
if, Rα(x)= 0.
Proof. We have that Rα(x)= 0 is equivalent to
g(x)= arg min
y∈H
{
f (y)+ 1
2α
∥∥y − (g(x)− αF(x))∥∥2}.
By optimality conditions (which are necessary and sufficient, by convexity), the latter is
equivalent to
0 ∈ ∂f (g(x))+ 1
α
(
g(x)− (g(x)− αF(x)))= ∂f (g(x))+ F(x)
or
−F(x) ∈ ∂f (g(x)),
which in turn is equivalent, by the definition of the subgradient, to
f (y) f
(
g(x)
)− 〈F(x), y − g(x)〉 ∀y ∈H,
which means that x solves GVIP(F,g,f ). ✷
We next exhibit an error bound in terms of Rα(·). Let x¯ be a solution of GVIP(F,g,f ).
We say that F is g-strongly monotone with respect to x¯ with modulus µ> 0 if〈
F(x¯)−F(y), g(x¯)− g(y)〉 µ‖x¯ − y‖2 ∀y ∈H. (2)
First note that in this case the solution is in fact unique. Indeed, if xˆ is another solution of
GVIP(F,g,f ) then taking x = x¯ , y = g(xˆ) and x = xˆ, y = g(x¯) in (1), we have that〈
F(x¯), g(xˆ)− g(x¯)〉+ f (g(xˆ))− f (g(x¯)) 0,〈
F(xˆ), g(x¯)− g(xˆ)〉+ f (g(x¯))− f (g(xˆ)) 0.
Adding the two inequalities and using (2), we obtain
0
〈
F(x¯)− F(xˆ), g(xˆ)− g(x¯)〉−µ‖x¯ − xˆ‖2,
which implies that necessarily x¯ = xˆ .
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An analogous definition will be used for g.
Theorem 2. Suppose that F is g-strongly monotone with modulus µ > 0 with respect to
solution x¯ of GVIP(F,g,f ), and that F,g are Lipschitz-continuous with modulus L > 0
with respect to x¯ . Then
‖x − x¯‖ L
µ
(
1+ 1
α
)∥∥Rα(x)∥∥ ∀x ∈H, α > 0.
Proof. Fix any x ∈H and α > 0. By the definition of pαf , we have that pαf (g(x)−αF(x))
satisfies
0 ∈ ∂f (pαf (g(x)− αF(x)))+ 1α
(
pαf
(
g(x)− αF(x))− (g(x)− αF(x))).
Hence,
−F(x)+ 1
α
(
g(x)− pαf
(
g(x)− αF(x))) ∈ ∂f (pαf (g(x)− αF(x))).
It follows that for all y ∈H,
f (y)− f (pαf (g(x)− αF(x)))
+
〈
F(x)− 1
α
(
g(x)−pαf
(
g(x)− αF(x))), y −pαf (g(x)− αF(x))
〉
 0. (3)
Taking y = g(x¯) in the inequality above, y = pαf (g(x)−αF(x)) in (1), and adding the two
inequalities, we obtain that〈
F(x¯)− F(x)+ 1
α
(
g(x)− pαf
(
g(x)− αF(x))),pαf (g(x)− αF(x))− g(x¯)
〉
 0. (4)
By (2), we have that
µ‖x − x¯‖2  〈F(x¯)− F(x), g(x¯)− g(x)〉
= 〈F(x¯)− F(x), g(x¯)− pαf (g(x)− αF(x))〉
+ 〈F(x¯)− F(x),pαf (g(x)− αF(x))− g(x)〉
 1
α
〈
g(x)− pαf
(
g(x)− αF(x)),pαf (g(x)− αF(x))− g(x¯)〉
+ 〈F(x¯)− F(x),pαf (g(x)− αF(x))− g(x)〉
− 1
α
∥∥Rα(x)∥∥2 + 1
α
∥∥Rα(x)∥∥∥∥g(x¯)− g(x)∥∥+ ∥∥F(x¯)− F(x)∥∥∥∥Rα(x)∥∥
 L
(
1+ 1
)
‖x − x¯‖∥∥Rα(x)∥∥,α
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and the last is by the Lipschitz-continuity assumptions. The assertion of the theorem now
follows. ✷
3. Regularized-gap function
The following regularized-gap function was introduced (in the finite-dimensional
setting) for VIP(F,C) in [1,3]:
〈
F(x), x − PC
(
x − αF(x))〉− 1
2α
∥∥x − PC(x − αF(x))∥∥2, x ∈H, α > 0.
In the special case when C is the nonnegative orthant, it is equivalent to the restricted
implicit Lagrangian [7,16]. This function has a number of interesting properties. For
example, it is nonnegative on the set C and its set of zeroes in C coincides with solutions of
VIP(F,C). Furthermore, it has better smoothness properties when compared to the natural
residual.
We next construct the regularized-gap function for GVIP(F,g,f ). To this end, define
Gα :H→[0,+∞] by
Gα(x) :=max
y∈H
{〈
F(x), g(x)− y〉+ f (g(x))− f (y)− 1
2α
∥∥g(x)− y∥∥2},
x ∈H, α > 0. (5)
We next derive an explicit formula for Gα , and in particular we show that this function is
nonnegative everywhere on H.
Lemma 3. It holds that
Gα(x)=
〈
F(x), g(x)− pαf
(
g(x)− αF(x))〉+ f (g(x))− f (pαf (g(x)− αF(x)))
− 1
2α
∥∥g(x)− pαf (g(x)− αF(x))∥∥2, x ∈H. (6)
In particular, Gα(x) 0 for all x ∈H.
Proof. Denote by t (y) the function being maximized in (5), with x ∈ H fixed. If
x ∈ g−1(dom(f )) then t (g(x)) = 0, and hence 0 = t (g(x))  maxy∈H t (y) = Gα(x).
If x /∈ g−1(dom(f )) then for any y ∈ dom(f ) it holds that t (y) = +∞, and hence
+∞= maxy∈H t (y)=Gα(x).
First note that if x /∈ g−1(dom(f )) then formula (6) is correct, because f (g(x))=+∞
while the other terms are all finite (recall that pαf (z) ∈ dom(f ) for any z ∈H).
Consider now any x ∈ g−1(dom(f )). Let z be the (unique, by strong concavity of t (y))
element at which the maximum is realized in (5). Then z is uniquely characterized by the
optimality condition
0 ∈ F(x)+ ∂f (z)+ 1 (z− g(x)).
α
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min
z∈H
{
f (z)+ 1
2α
∥∥z− (g(x)− αF(x))∥∥2},
which by definition is pαf (g(x)− αF(x)). We conclude that z= pαf (g(x)− αF(x)), from
which (6) follows by evaluating the maximum in (5). ✷
The next result shows that the set of zeroes of Gα is precisely the solution set of
GVIP(F,g,f ). Furthermore, it establishes the order of growth of Gα when compared
to the natural residual Rα .
Theorem 4. It holds that
Gα(x)
1
2α
∥∥Rα(x)∥∥2 ∀x ∈H, α > 0.
In particular, Gα(x)= 0 if, and only if, x solves GVIP(F,g,f ).
Proof. Fix any x ∈H and α > 0. Taking y = g(x) in (3), we have that
f
(
g(x)
)− f (pαf (g(x)− αF(x)))+ 〈F(x),Rα(x)〉 1α
∥∥Rα(x)∥∥2.
Using this relation together with (6), we obtain
Gα(x)=
〈
F(x),Rα(x)
〉+ f (g(x))− f (pαf (g(x)− αF(x)))− 12α
∥∥Rα(x)∥∥2
 1
α
∥∥Rα(x)∥∥2 − 12α
∥∥Rα(x)∥∥2 = 12α
∥∥Rα(x)∥∥2.
We now prove the last assertion of the theorem. If Gα(x)= 0 then Rα(x)= 0, by the
first assertion. Hence, by Theorem 1, x solves GVIP(F,g,f ). Conversely, suppose x is
a solution. Again by Theorem 1, g(x) = pαf (g(x) − αF(x)). In particular, it holds that
g(x) ∈ dom(f ). Now (6) implies that Gα(x)= 0. ✷
As was already mentioned, one advantage of the regularized-gap function over the
natural residual is the more attractive differentiability properties in certain situations. For
example, for VIP(F,C) it holds that Gα(·) is differentiable whenever F(·) is differentiable
[3], while the same is not true for Rα(·). Another advantage is exhibited by the following
error bound result, where, unlike in Theorem 2, we do not need Lipschitz-continuity of F .
Theorem 5. Suppose that F is g-strongly monotone with modulus µ > 0 with respect to
solution x¯ of GVIP(F,g,f ), and that g is Lipschitz-continuous with modulus L > 0 with
respect to x¯. Then
‖x − x¯‖
√
2α
2αµ−L2
√
Gα(x) ∀x ∈H, α > L
2
2µ
.
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holds that
Gα(x) t
(
g(x¯)
)
= 〈F(x), g(x)− g(x¯)〉+ f (g(x))− f (g(x¯))− 1
2α
∥∥g(x)− g(x¯)∥∥2

〈
F(x¯), g(x)− g(x¯)〉+µ‖x − x¯‖2
+ f (g(x))− f (g(x¯))− 1
2α
∥∥g(x)− g(x¯)∥∥2, (7)
where the second inequality follows from (2). Taking y = g(x) in (1), we have〈
F(x¯), g(x)− g(x¯)〉+ f (g(x))− f (g(x¯)) 0.
Combining the latter relation with (7) and using the Lipschitz-continuity assumption, we
obtain
Gα(x)µ‖x − x¯‖2 − 12α
∥∥g(x)− g(x¯)∥∥2  (µ− L2
2α
)
‖x − x¯‖2,
which concludes the proof. ✷
4. D-gap function
The D-gap function can be thought of as a difference of two regularized-gap functions
with distinct parameters. It was introduced, via a rather different construction, in [7] for
VIP(F,C) with C being the nonnegative orthant (i.e., for the nonlinear complementarity
problem, where it is known as the implicit Lagrangian [16]). It was subsequently extended
for a general closed convex set C (in finite-dimensional space) [13,19]. For properties and
applications, see also [6,8,14,17,18].
In the setting of GVIP(F,g,f ), the expression
Gα(x)−Gβ(x), x ∈H, α > β > 0,
will not be well-defined for x /∈ g−1(dom(f )), as both quantities are not finite.
Nevertheless, we shall define the D-gap function by taking a formal difference of the
expressions (6) for two parameters α and β . As we shall show, this would result in an
appropriate merit function for GVIP(F,g,f ). Furthermore, there is an advantage that,
unlike the regularized-gap function, the resulting function will be not only nonnegative but
also everywhere finite. To this end, taking a formal difference of expressions given by (6)
with parameters α and β , we define Hα,β :H→[0,+∞) by
Hα,β(x)=
〈
F(x),p
β
f
(
g(x)− βF(x))− pαf (g(x)− αF(x))〉
+ f (pβf (g(x)− βF(x)))− f (pαf (g(x)− αF(x)))
+ 1 ∥∥g(x)− pβf (g(x)− βF(x))∥∥22β
412 M.V. Solodov / J. Math. Anal. Appl. 287 (2003) 405–414− 1
2α
∥∥g(x)− pαf (g(x)− αF(x))∥∥2
= 〈F(x),Rα(x)−Rβ(x)〉+ f (pβf (g(x)− βF(x)))
− f (pαf (g(x)− αF(x)))+ 12β
∥∥Rβ(x)∥∥2 − 12α
∥∥Rα(x)∥∥2,
x ∈H, α > β > 0. (8)
Note that since pαf (z) ∈ dom(f ) for all z ∈H and all α > 0, it follows that Hα,β given by
(8) is indeed everywhere finite. We next show that the D-gap function is of the order of the
natural residual. Hence, it is nonnegative and its zeroes are solutions of GVIP(F,g,f ).
Theorem 6. It holds that
1
2
(
1
β
− 1
α
)∥∥Rα(x)∥∥2 Hα,β(x) 12
(
1
β
− 1
α
)∥∥Rβ(x)∥∥2
∀x ∈H, α > β > 0.
In particular, x ∈H solves GVIP(F,g,f ) if, and only if, Hα,β(x)= 0 with α > β > 0.
Proof. Fix any x ∈H and α > β > 0. Using (3) with y = pβf (g(x)− βF(x)), we have
that
1
α
〈
Rα(x),Rα(x)−Rβ(x)
〉
 f
(
p
β
f
(
g(x)− βF(x)))− f (pαf (g(x)− αF(x)))
+ 〈F(x),Rα(x)−Rβ(x)〉.
Combining this relation with (8), we obtain
Hα,β(x)
1
α
〈
Rα(x),Rα(x)−Rβ(x)
〉+ 1
2β
∥∥Rβ(x)∥∥2 − 12α
∥∥Rα(x)∥∥2
= 1
2
(
1
β
− 1
α
)∥∥Rβ(x)∥∥2 + 1
α
〈
Rα(x),Rα(x)−Rβ(x)
〉
− 1
2α
∥∥Rα(x)−Rβ(x)∥∥2 − 1
α
〈
Rβ(x),Rα(x)−Rβ(x)
〉
= 1
2
(
1
β
− 1
α
)∥∥Rβ(x)∥∥2 + 12α
∥∥Rα(x)−Rβ(x)∥∥2,
which implies the right-most inequality in the assertion.
On the other hand,
−F(x)+ 1
β
Rβ(x) ∈ ∂f
(
p
β
f
(
g(x)− βF(x)))
implies that
1
β
〈
Rβ(x),Rα(x)−Rβ(x)
〉
 f
(
p
β
f
(
g(x)− βF(x)))− f (pαf (g(x)− αF(x)))
+ 〈F(x),Rα(x)−Rβ(x)〉.
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Hα,β(x)
1
β
〈
Rβ(x),Rα(x)−Rβ(x)
〉+ 1
2β
∥∥Rβ(x)∥∥2 − 12α
∥∥Rα(x)∥∥2
= 1
2
(
1
β
− 1
α
)∥∥Rα(x)∥∥2 − 12β
∥∥Rα(x)−Rβ(x)∥∥2,
which implies the left-most inequality in the assertion.
The last assertion now follows from Theorem 1. ✷
As a consequence of Theorems 6 and 2, we obtain the following error bound. Note
that compared to Theorem 5 for the regularized-gap function, in Theorem 7 regularization
parameters α and β do not depend on the problem data.
Theorem 7. Suppose that F is g-strongly monotone with modulus µ > 0 with respect to
solution x¯ of GVIP(F,g,f ), and that F,g are Lipschitz-continuous with modulus L > 0
with respect to x¯ . Then
‖x − x¯‖ L
µ
(
1+ 1
β
)√
2αβ
α − β
√
Hα,β(x) ∀x ∈H, α > β > 0.
Finally, we note the following advantage of the D-gap function compared to the natural
residual: as a difference of two regularized-gap functions, it inherits smoothness properties
of the latter mentioned in Section 3.
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