Abstract-Scatter compensation in Tl-201 single photon emission computed tomography (SPECT) presents an interesting challenge because of the multiple emission energies and relatively large proportion of scattered photons. In this paper, we present a simulation study investigating reconstructed image noise levels arising from various implementations of iterative reconstructionbased scatter compensation (RBSC) in Tl-201 SPECT. A twostage analysis was used to study single and multiple energy window implementations of reconstruction-based scatter compensation, and RBSC was compared to the upper limits on performance for other approaches to handling scatter. In the first stage, singular value decomposition of the system transfer matrix was used to analyze noise levels in a manner independent of the choice of reconstruction algorithm, providing results valid across a wide range of regularizations. In the second stage, the data were reconstructed using maximum-likelihood expectationmaximization, and the noise properties of the resultant images were analyzed. The best RBSC performance was obtained using multiple energy windows, one for each emission photopeak, and RBSC outperformed the upper limit on subtraction-based compensation methods. Implementing RBSC with the correct choice of energy window acquisition scheme is a promising method for performing scatter compensation for Tl-201 SPECT.
leads to an increase in statistical noise in the reconstructed image, causing degradation that may outweigh the benefits of performing the scatter correction [15] . An alternative to scatter subtraction is to model the scatter response function (SRF) during the reconstruction process [16] [17] [18] [19] [20] [21] . This approach is called reconstruction-based scatter compensation (RBSC), and compensation is achieved, in effect, by mapping scattered photons back to their point of origin. Since all of the acquired counts are used, the noise increase found with scatter subtraction methods is avoided. In addition, RBSC can be used to reconstruct from energy windows which accept primarily scattered events. This allows for more counts to be included in the projection data, and there is potential to further reduce reconstructed image noise.
The accuracy of RBSC is dependent upon the accuracy of the scatter model used, and models have been developed that can provide very accurate three-dimensional (3-D) scatter compensation in SPECT [17] , [18] , [22] . The main disadvantage of RBSC is that the scatter models tend to be very computationally intensive, resulting in reconstruction times that are substantially longer than those required for other scatter compensation methods, and there exists a tradeoff between model accuracy and computational requirements. Recent advances in fast implementations of RBSC, such as using coarse-grid modeling approaches [23] , unmatched projectors/backprojector pairs [23] [24] [25] , and accelerated iterative algorithms [26] , [27] , have made RBSC reconstruction times clinically acceptable. Detailed evaluations of the accuracy of these methods are currently being performed by our group and others.
We have previously applied RBSC to Tc-99m SPECT [28] , [29] . It was found that RBSC led to lower noise levels than subtraction-based scatter compensation methods. In addition, we found that nonphotopeak energy window data could be utilized to reduce image noise, but multiple energy windows were required to achieve this improvement. In this work we apply RBSC to the more complex situation of Tl-201 imaging, focusing upon the noise levels resulting from the various approaches studied. Other researchers have used subtraction-based approaches to scatter compensation when imaging Tl-201 [6] [7] [8] , [30] [31] [32] [33] [34] . However, because of the relatively high proportion of scattered photons in projection data (on the order of 50% of the acquired counts), scatter subtraction results in an even higher noise increase than for Tc-99m imaging. Reconstruction-based scatter compensation has the potential to overcome this problem-by including and modeling the scattered events, they can be used in a productive manner.
The application of RBSC to Tl-201 imaging is more complicated than for Tc-99m. During thallium decay, photons are emitted across a wide range of energies, ranging from gamma rays at 135 and 167 keV to a series of X-rays at 69-83 keV. This complicates both attenuation and scatter compensation. The attenuation coefficient varies as a function of energy, and, due to beam hardening effects, the "average" attenuation coefficient for a given energy window will change as a function of source depth. The projection data for the lower energy windows will contain components donwnscattered from the gamma peaks in addition to components scattered from the nearby X-ray emissions. These effects, while complicating the situation, also mean that different energy windows will have very different primary and scattered components. In other words, the energies of the projection data carry additional information about the source distribution. This information can be preserved through the use of multiple energy windows, and may lead to both reduced bias and reduced noise levels as compared to using a single energy window.
In this work we investigate the utility of using RBSC, by modeling the scatter arising from each Tl-201 emission, to achieve scatter compensation in Tl-201 SPECT. We have studied implementing RBSC with a wide variety of single and multiple energy window data acquisition schemes, and compared the reconstructed image noise levels arising from each implementation. No model-specific evaluation of bias is included. The RBSC methods providing the lowest noise levels were compared with other approaches to handling scatter. Instead of singling out one of the many existing subtractionbased scatter compensation methods, we have compared RBSC to an idealized method which represents the upper limit on performance for the subtraction-based class of scatter compensation methods. In addition, we have compared RBSC to scatter discrimination and rejection methods which, although not achievable in practice, represent the upper limits on performance for these other approaches to handling scatter.
A two-stage analysis was used to evaluate the performance of each of the scatter compensation methods. In the first stage, singular value decomposition (SVD) of the system transfer matrix was used to study the noise levels resulting from each scatter compensation method. This SVD-based analysis has the benefit of being independent of the choice of reconstruction algorithm, and provides results that are summarized across a wide range of regularizations. Thus the SVD-based analysis provides flexible results that may hold for a wide range of imaging situations. In the second stage of the analysis, the data were reconstructed using the maximum-likelihood expectation-maximization (MLEM) algorithm, and the noise properties of the resultant images were studied. The results of the iterative analysis are shown to agree with the SVD-based analysis, and conclusions are drawn about the utility of using RBSC in Tl-201 SPECT. The phantom contained three cold rods, diameters 2, 3, and 5 cm, in a uniform background of Tl-201 activity, and the phantom was uniform in the axial direction. 
II. METHODS

A. Monte Carlo Simulations
The investigation was carried out using a Monte Carlo simulated phantom experiment. The phantom, shown in Fig. 1 , was a 32 24-cm elliptical cylinder with infinite axial extent. It was filled with water and contained three cold rods (2-, 3-, and 5-cm diameter) in a uniform background of Tl-201 activity. This choice of phantom provided an extended scattering medium and a range of lesion sizes for contrast measurements, while remaining simple enough to expedite the analysis process. In particular, the axial uniformity of the phantom ensured that interslice scatter would be uniform along the axis. This allowed us to accurately include the 3-D effects of scatter while only simulating and reconstructing a single two-dimensional slice.
The simulations were performed using the SIMIND Monte Carlo code [35] . The emissions arising from Tl-201 decay were simulated using the energies and relative abundances given in Table I . Up to four orders of scatter (both coherent and incoherent) were followed for the X-ray emissions, and up to ten orders were followed for the higher-energy gamma rays to accurately simulate downscatter to the lower-energy windows. The simulations were for a SPECT acquisition using a 40-cm-wide gamma camera equipped with a LEGP parallel hole collimator. The projection data were acquired into 64 bins, each 6.25-mm wide, and the scan was comprised of 128 views evenly spaced over 360 . The radius of rotation was 17 cm. The effects of attenuation, scatter and the detector response were included, but interactions within the collimator were not modeled (e.g., lead-fluorescence X-rays were not simulated). The camera used a 1.27-cm-thick NaI(Tl) crystal, and it was found that there was some loss of sensitivity for the higher energy photons due to incomplete absorption (9.1% loss at 167 keV, 1.3% loss at 135 keV, and negligible loss at the X-ray energies). The energy dependence of the detector sensitivity was accounted for in the reconstruction algorithm to preserve quantitative accuracy.
The energy resolution of the camera was 11% full-width at half-maximum (FWHM) at 140 keV and varied as . A histogram of the energy spectrum of the simulated data is shown in Fig. 2 , where the components arising from primary and scattered photons are indicated. The data were binned into the energy windows listed in Table II . In addition, the primary and scatter components of the projection data were stored separately to enable us to apply the idealized scatter 19compensation methods described in Section II-B2 below. A large number of photon histories (2.9 10 ) were simulated to obtain essentially noise-free data. The data were later scaled and Poisson noise added to simulate a SPECT scan which acquired 3.0 10 total counts in the "32% X-ray" window (this count level corresponds to 5.85 10 total counts in the "Wide" energy window).
B. Reconstruction Methods
1) Reconstruction Algorithm:
In the iterative analysis, the projection data were reconstructed using the MLEM algorithm with a rotation-based projector [17] . The effects of attenuation and detector response were modeled in the projector and backprojector for all cases, and scatter was also modeled when appropriate (refer to Section II-B2 for more information). To maintain quantitative accuracy, the energy dependencies of the attenuation coefficient and the detector efficiency were modeled in the projector and backprojector; in addition, the number of primary and scattered photons accepted by each energy window were also modeled. In practice, an approximate "average" attenuation coefficient would likely be used for each energy window to increase the speed of the projector and backprojector [36] . For the cases using more than one energy window, the data were reconstructed simultaneously to form a single image update at each iteration [37] .
2) Scatter Compensation Methods: Reconstruction-based scatter compensation requires that the spatially-variant, objectdependent SRF be modeled during the reconstruction process.
We have used the effective source scatter estimation (ESSE) model recently developed by Frey et al. [22] . The model works by calculating an "effective" scatter source, the attenuated projection of which gives the scattered component of the projection data. The model accounts for the spatial variance and depth dependence of the SRF, and has been found to work well for multiple-and large-angle scatters; the performance of the model for nonuniform attenuators is currently being evaluated. In order to apply the ESSE scatter model to Tl-201 imaging, the model was calibrated to account for each of the emission energies and relative abundances listed in Table I . For example, scatter in the "32% X-ray" window included components downscattered from the high-energy gamma emissions as well as components arising from the lower-energy X-ray emissions.
In order to gain an understanding of how the RBSC performance relates to that for other approaches to handling scatter, RBSC was compared to three idealized cases: i) perfect scatter rejection (PSR), ii) ideal scatter "subtraction" (ISS), and iii) perfect scatter discrimination (PSD). These three methods, described further below, are all idealized in that they cannot be achieved in practice. They represent the upper limit on performance for each approach to handling scatter. They are used to demonstrate how well modeling scatter (i.e., RBSC) performs compared to the best that could be achieved using other approaches to handling scatter.
The first of these methods, PSR, assumes that all scattered photons can be identified and rejected at acquisition, resulting in a data set comprised entirely of primary photon counts. This is the limiting case for scatter rejection methods, in which scatter discrimination (e.g., energy resolution) is used to limit the number of scattered photons that are accepted. In ISS, both primary and scattered photons are acquired, but it is assumed that the true mean (noise-free) scatter component is known. The scatter component is incorporated into the forward projection of the reconstruction algorithm to achieve scatter compensation [38] , [39] ; this is similar to performing prereconstruction scatter subtraction, but the compensation is performed during the reconstruction in order to maintain the Poisson structure of the noise in the projection data. The third method, PSD, is a hybrid of PSR and RBSC, in which it is assumed that photons can be tagged as either primary or scattered at acquisition. The primary counts are stored in one data set, and the scattered counts in another. The two data sets are then reconstructed simultaneously, using RBSC for the scattered data. This method is an alternative to PSR, and it is used to demonstrate the advantages of including scattered photons even if perfect scatter rejection capabilities existed.
We would like to reiterate that PSR, ISS, and PSD are idealized in that they require that either the true mean scatter component be known, or that primary and scattered counts can be perfectly differentiated at acquisition. In practice such ideals cannot be achieved, and the performance of practical implementations of these methods may fall well short of the idealized cases. For example, a practical implementation of scatter subtraction requires that the scattered component be estimated using the measured data. Hence the scatter estimate will be biased and contain a component due to the noise (the noise component may be relatively large or quite small depending upon the estimation method used); the result is a reconstructed image with both greater bias and somewhat higher variance than seen with ISS. In comparing RBSC to these idealized methods, we are holding RBSC to a very high standard.
C. Analysis Methods
Because SPECT images are inherently noisy, a regularization scheme is often applied to control the degree of noise in the image. This is usually achieved through the use of linear filters or by stopping iterative algorithms prior to convergence. There is a tradeoff between the degree of regularization applied (which suppresses some components of the image and leads to bias) and the degree of noise (variance) allowed to remain in the image. The choice of regularization is therefore task dependent. Since the degree of regularization affects the noise levels of the final image, it is important when comparing systems to evaluate their respective noise levels across the entire range of regularizations which may be desired. There is also an inherent difficulty in comparing iterative reconstructions which model different point responses: the images at each iteration may have very different bias and noise properties (i.e., are regularized differently). Since the rate of iterative recovery of image features may differ for each method, the images should not simply be compared at a given number of iterations.
In light of these considerations, we performed a two-stage analysis to evaluate the performance of RBSC relative to the other scatter compensation methods studied. The first stage of the analysis used SVD-based analysis methods to study reconstructed image noise levels in a manner that is independent of the choice of iterative reconstruction algorithm. In the second stage of the analysis, we studied the noise properties of images reconstructed using MLEM, taking care to account for the different rates at which image features are recovered with iteration. These analysis methods are described in more detail below.
1) SVD-Based Analysis Methods:
In previous work with Tc-99m, we developed analysis methods based upon the SVD of the system transfer matrix [28] , [29] . These methods are closely related to the generalized matrix inverse (GMI) reconstruction method [40] , [41] , and a brief summary of the methods is given here. The unfamiliar reader is encouraged to consult [28] , [29] , [40] , and [41] for a more detailed description. The relevant statistically weighted imaging equation in SPECT can be written (1) where is the system transfer matrix, is the statistical weighting matrix (the covariance matrix of the projections can be written as ), is the vector of image pixels, and is the projection data vector. If the design matrix is decomposed using SVD:
, then the weighted least-squares reconstructed image can be obtained † (2) where is the (noisy) measurement of the projection data. Here we have used the fact that and are unitary. The matrix is diagonal, the diagonal elements of which are called the singular values and are arranged in descending order. The notation † denotes the pseudo-inverse of , where the inverses of zero singular values have been set to zero, not infinity.
In addition to providing a means for reconstruction, the SVD provides a wealth of information about the imaging system. We have exploited this by calculating a metric called the "variance spectrum" VARSPEC † , which is calculated relative to a common singular vector basis (the common singular values and singular vectors are denoted by and , respectively). This metric summarizes the noise levels of GMI reconstructed image components across a wide range of regularizations. Each element of the VARSPEC metric is the variance of the GMI reconstructed image component in the direction of a common singular vector; the number of the singular vector and its corresponding singular value is referred to as the singular value index ( ). The common basis allows for relative comparisons to be made; i.e., it converts the VARSPEC metric to a relative measured of reconstructed image variance. This approach provides fundamental results which are independent of the choice of reconstruction algorithm, and allows us to decouple bias properties from the noise analysis of the images.
An analogy can be drawn between the VARSPEC metric and the Fourier-based noise power spectrum [42] . Both of these metrics summarize the noise levels of a system, and both can be compared to corresponding signal power spectra to obtain information about the relative power of the signal and noise. Unlike the Fourier-based noise power spectrum, the VARSPEC metric does not assume stationarity of the noise, and it does not contain information about the noise correlation.
In this paper, the VARSPEC metric was calculated for each of the energy window schemes and scatter compensation methods listed in Table II . The transfer matrices were computed using the same projector as was used for the MLEM reconstructions, and statistical weighting was performed using the Monte Carlo simulated projection data as described in [28] . For the common basis, we chose to use the left singular vectors obtained from the SVD of the "32% X-ray" window transfer matrix. The SVD's and all other calculations were performed on a Cray T90 using Cray single precision (64-bit floating point). The VARSPEC metric is used in this paper to summarize the relative noise levels for each of the energy window schemes and scatter compensation methods studied.
2) Analysis of Iterative Reconstructions:
The SVD-based analysis methods described above provide general and fundamental information about relative noise levels arising from the various scatter compensation methods studied. To lend weight to the results, a separate analysis of iteratively reconstructed images has been performed. Images were reconstructed using the MLEM algorithm and each of the scatter compensation methods and energy window schemes previously described. The contrast and noise properties of these images were then analyzed, taking care to account for the different rates of iterative recovery of image features for the methods.
In order to measure the image contrast, noise-free projection data were reconstructed out to 1000 iterations. Regions-ofinterest (ROI's) were drawn within each cold rod and across the phantom background. The contrast ratio (CR) was then calculated for each rod as CR object background object background
where "object" and "background" represent the mean pixel value in the corresponding ROI. The CR was calculated as a function of iteration, and provides a measure of the rate at which image contrast is recovered with iteration. As a measure of the noise level of the reconstructed images, the variance of each pixel of the reconstructed image was estimated. This was done by reconstructing 100 independent noise realizations of the data and estimating the variance image at each iteration. As mentioned earlier, the rate of iterative recovery of image features depends upon the shape of the response function modeled in the projector and backprojector. Hence, it may not be valid to compare the reconstructed variance images at the same iteration, as images at a given iteration may be regularized differently. We have chosen to evaluate the variance of the reconstructions as a function of how image contrast is recovered with iteration. While this does not account for other components of bias, the results are more meaningful than simply comparing the images at the same iteration. Another possibility would have been to compare the images as a function of spatial resolution recovery; however, since scatter has a great effect upon image contrast, we feel the former comparison is more meaningful. Thus, the noise levels of the different methods will be compared by plotting the summed variance across the phantom background as a function of reconstructed image contrast at each iteration.
III. RESULTS
A. SVD Analysis
As described in Section I, it may be advantageous to use multiple energy windows when imaging isotopes that have more than one emission peak. Since this is the case with Tl-201 imaging, we have studied implementing RBSC with a variety of single and multiple energy window data sets (Table II) . These energy window schemes were chosen to demonstrate the effects of using the X-ray photopeaks alone, of including the higher-energy gama-ray photopeaks, and of including nonphotopeak ("scatter") energy windows as well. In the following sections we use the VARSPEC metric to study the noise levels arising from each implementation of RBSC, and then compare the noise levels of the best RBSC methods to those for PSR, ISS, and PSD. Recall that the VARSPEC metric measures reconstructed image variance relative to the "32% X-ray" window RBSC method.
1) Comparison of X-Ray Photopeak Windows:
We have calculated VARSPEC's for the RBSC methods that use projection data restricted to the X-ray photopeak region of the energy spectrum. The results are shown in Fig. 3 . Two of the methods used a single energy window ("32% X-ray" and "51% X-ray"), and the remaining methods used multiple energy windows ("4 X-ray" and "6 X-ray"). The "32% X-ray" window resulted in a lower VARSPEC than for the "51% Xray window." This was because, even though the "51% X-ray" window had more counts, the additional counts were primarily due to scattered photons. The additional scattered counts had the effect of degrading the system response function, and this degradation outweighed the benefit of including more counts. Similar effects have been observed for Tc-99m imaging [28] . Table II for descriptions of the methods. Fig. 4 . VARSPEC plots for the methods which included gamma-ray photopeak energies in addition to X-ray energies. The 32% X-ray window VARSPEC is also shown for comparison.
A different trend was seen for the multiple-window methods. The "4 X-ray" and "6 X-ray" energy window data sets spanned the same energy ranges as the "32% X-ray" and "51% X-ray" windows, but did so using four and six energy windows, respectively. In this case, it was found that the wider energy range ("6 X-ray") resulted in a lower VARSPEC than did the narrow energy range ("4 X-ray"). By using multiple energy windows, the additional scattered photons were not lumped in with the primaries, so the degradation mentioned above did not occur. The "6 X-ray" window method was found to give the lowest VARSPEC for the methods studied which use only the X-ray photopeak region of the energy spectrum.
2) Inclusion of Gamma Ray Photopeak Windows: Fig. 4 shows VARSPEC's for the RBSC methods which include one or both of the higher-energy gamma-ray photopeaks in addition to the X-ray photopeaks. For the single-window methods ("X-ray 167" and "X-ray G2") the higher energy data were summed with the X-ray window data to yield a single, discontinuous energy window. The other cases ("Dual-167" and "Triple") used multiple energy windows. In all cases, including the gamma-ray photopeaks led to lower VARSPEC's than using only the X-ray photopeaks. The best performance was obtained when using three energy windows, one for each emission energy ("Triple"). This result supports our hypothesis that the energy of the data carries some useful information. When using separate energy windows for the different regions of the energy spectrum, some of this information is preserved. The result is a system that is less sensitive to noise, leading to reconstructed images with lower variance.
3) Inclusion of Nonphotopeak Window Scatter Data: When using RBSC with accurate scatter models, energy windows containing primarily scattered photons can be included in the reconstruction without adversely affecting image quality [28] , [29] . Fig. 5 shows VARSPEC's for the methods which include nonphotopeak regions of the energy spectrum in addition to the photopeak regions. Several single and multiple energy window cases are shown. Using a single wide energy window ("Wide") resulted in the highest variance, worse than using only an X-ray window. Again, this is consistent with the result that lumping additional scattered photons in with primaries is not a good approach. However, using separate energy windows for nonphotopeak (scatter) and photopeak regions of the energy spectrum resulted in much lower variances. The case with five energy windows ("5 Wins") performed the best, resulting in a VARSPEC that was somewhat lower than that achieved when not including scatter windows. This result agrees with trends observed with Tc-99m-if separate energy windows are used for photopeak and nonphotopeak regions of the energy spectrum, then nonphotopeak scattered counts can be used productively. However, if the scatter counts are lumped in with the primaries, the resultant degradation of the system response function makes the system more sensitive to noise, and this effect outweighs the benefits of including more counts.
4) Comparison of RBSC to Other Approaches of Handling Scatter:
Having studied a number of implementations of RBSC for thallium imaging, we turn now to comparing the best RBSC method with other, idealized approaches to handling scatter (ISS, PSR, and PSD). The cases using multiple energy windows (three photopeak windows, plus nonphotopeak windows for RBSC and PSD) provided the most interesting results, and the VARSPEC's for these methods are shown in Fig. 6 . Similar trends between scatter compensation methods were observed when acquiring into a single energy window (results not shown). The VARSPEC for ISS was the highest, due to the noise increase resulting from the subtraction step. Separation of scatter (PSD) resulted in a slightly lower variance than did scatter rejection (PSR). This is evidence that the outright rejection of scatter may not be the best method. These results are academically interesting, and may help guide future research in scatter compensation. Of practical interest, RBSC performed better than ISS, but fell well short of both PSR and PSD. This is an indication that improving the scatter discriminating capabilities of SPECT cameras (e.g., by improving energy resolution) could lead to a reduction in reconstructed image noise levels [43] .
B. Iterative Reconstructions
The results of the SVD-based analysis were corroborated by analyzing the contrast and variance of iterative MLEM reconstructions. We present here the results for the multiple window implementations of RBSC, ISS, PSR, and PSD. The contrast ratios for the 5-cm cold rod are plotted as a function of iteration in Fig. 7 . Though all of the scatter compensation methods recovered very good contrast, the rate of iterative recovery of image contrast differed for each of the methods. For example, contrast recovery was slowest for RBSC. Because scatter is modeled for RBSC, the modeled point response function was wider, and iterative recovery of image features was slowed.
In Fig. 8 we show reconstructed images for each of the scatter compensation methods. Fig. 8 includes reconstructions from both noise-free and noisy data, and reconstructed variance images over 100 noise realizations are also included. Each image is shown at the iteration which provided a contrast ratio of 0.6 in the 5-cm rod (80 iterations for RBSC, 50 for ISS, 30 for PSR, and 100 for PSD). At these respective iterations, the noise-free reconstructions were found to be qualitatively very similar. However, the noisy and variance images exhibit some interesting effects: there were substantial differences in the structure and magnitude of the variance images, and the noisy images had some differences in noise texture. We have not performed a detailed study of the differences in noise correlation arising from the different treatments of scatter, and it should be noted that such differences would be expected to affect the usefulness of reconstructed images for tasks such as lesion detection.
To quantify the differences in the variance images, the pixels in the background were summed and plotted as a function of contrast ratio of the 5-cm rod. Plotting versus contrast ratio as opposed to versus iteration accounts for some of the effects of differing iterative convergence rates, and helps ensure a meaningful comparison can be drawn. The results are shown in Fig. 9 . The observed trends agree with the variance spectra results; namely, ISS resulted in the highest reconstructed image variance, followed by RBSC, PSR, and PSD. In addition to differences in the overall variance, the structure of the variance images differed for each method. The methods which include scatter modeling (RBSC and PSD) generally had lower variance near the image center than at the image edges, whereas the variance was more radially constant for the cases which did not model scatter (PSR and ISS). Such an effect may have important consequences when the organ being imaged is near the center of the body, e.g., cardiac imaging. Further research is required to determine if RBSC methods provide greater benefit for imaging objects deep within the body.
IV. DISCUSSION
The results of the preceding sections have allowed us to draw conclusions about the utility of performing RBSC in Tl-201 SPECT, as compared to using other approaches to handling scatter. The agreement between the SVD-based analysis methods and the analysis of the iterative reconstructions suggests that similar results may be found for a wider range of imaging situations and reconstruction algorithms; however, the results of this paper were based solely upon a single simulated source distribution with uniform scattering media. While the results may be similar for other source and attenuation distributions, further evaluation is required before the conclusions of this work can be generalized. The specific conclusions drawn in this paper are intended to guide development of future approaches to performing scatter compensation in Tl-201 SPECT, and a number of remaining issues need to be addressed before any practical applications of RBSC should be considered.
The study was limited to a simulation experiment of a phantom for which the scatter models worked very well. Modeling scatter for nonuniform attenuators is more difficult, and bias may become a more significant issue in these situations. In addition, for Tl-201 imaging, modeling scatter arising from the multiple emission peaks is more difficult than if there were only one emission energy. Though the ESSE scatter model worked very well in this regard, other scatter models may not generalize so easily. A number of researchers are currently developing and evaluating scatter models for use in SPECT, and the tradeoff between bias and computational effort needs to be fully evaluated for each model. In addition, further evaluation of fast implementations of RBSC needs to be performed.
We have shown that using multiple energy windows can result in lower reconstructed image noise levels in many situations, but we have not addressed the issue of increased reconstruction times that result from the use of multiple energy windows. The time required for reconstruction will scale roughly with the number of energy windows, which may prohibit the use of a large number of energy windows in a clinical setting. For example, the moderate reduction of noise levels obtained by including additional nonphotopeak energy windows is unlikely to warrant the corresponding increase in reconstruction times. Additionally, many clinical systems offer a limited number of energy windows (2-4), and disk storage space may place an additional limit on the number of windows that may be practical. In light of these considerations, performing Tl-201 SPECT with RBSC and two or three energy windows (e.g., "Dual-167" or "Triple" from Table II ) may be a good approach.
V. SUMMARY AND CONCLUSIONS
We have investigated applying reconstruction-based scatter compensation to Tl-201 SPECT using a variety of energy window schemes, and compared the resultant reconstructed image noise levels to those arising from other, idealized approaches to handling scatter. This was done using a simulated phantom experiment with uniform scattering media. A fundamental analysis was first performed using SVD-based analysis methods, and the results were corroborated through analysis of the contrast and variance of iterative MLEM reconstructions. Due to the multiple emission energies of Tl-201, using RBSC with multiple energy windows was found to result in images with lower variance than was found when using a single energy window. In particular, using separate windows for the X-ray photopeaks and the gamma photopeaks was advantageous, and using additional nonphotopeak windows was moderately beneficial.
When compared with other approaches to handling scatter, RBSC was found to result in lower noise levels than could be obtained with scatter subtraction methods. However, other idealized methods (PSR and PSD) were found to outperform RBSC, indicating that improvements in imaging hardware (e.g., better energy resolution) could lead to improvements in image quality. In future work, the bias of RBSC scatter models need to be evaluated for nonuniform attenuators, and recently developed fast implementations of RBSC need to be validated. When this is accomplished, RBSC may potentially emerge as the scatter compensation method of choice in SPECT.
