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Spaces
Seho Shin
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The Graduate School of Convergence Science and
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Seoul National University
Autonomous vehicles are being actively developed for fully autonomous
driving without driver intervention. Motion planning is one of the most key
technologies in terms of driving safety and efficiency. In particular, the mo-
tion planning in constrained narrow space such as a parking lot is very
challenging because it requires many changes in forward and backward di-
rections and adjustments of position and orientation of the vehicle. In this
thesis, a sampling-based motion planning algorithm is proposed based on
Rapidly-exploring Random Trees (RRT, RRT∗) by specifying desired ori-
entation during the tree expansion and the rewiring step. The contribution
is as follows. First, an efficient sampling method is proposed for narrow-
cluttered area. In this area, the probability of obtaining a sample to pass
i
through the area due to the obstacle area is relatively low than an open area.
It may also fail to extend the path if sampled position is difficult to extend
from adjacent nodes. To solve this problem, a constraint model on the tan-
gential direction of the random sample is proposed. Second, we propose an
extension method based on tangential direction constraint. In the process of
expanding the tree to random samples, a large number of nodes in narrow-
cluttered regions cannot pass the collision test. This increases unnecessary
iteration numbers and increases memory usage. To solve this problem, we
propose a node extension method based on gradient descent. The proposed
algorithm has been tested in various situations and its results demonstrated
much faster target path search and convergence to the optimal path than the
existing nonholonomic RRT∗.
Keywords : Autonomous Vehicle, Motion Planning, Rapidly-exploring
Random Tree, Nonholonomic Path Planning
Student Number : 2010-22689
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An autonomous vehicle means that the vehicle itself recognizes the
driving environment and operates the control device without human inter-
vention to its destination. With the introduction of autonomous vehicles,
deaths annually in traffic accidents (US 33,000, China 260,000) is expected
to decrease significantly [1]. Productive works are also possible by reduc-
ing the burden of driving. Based on these expectations, development is un-
derway with the aim of commercialization in 2020. Since 2035, vehicles
equipped with autonomous driving systems are expected to account for about
75% of total vehicle sales [2].
NHTSA(National Highway Traffic Safety Administration) has devel-
oped a five-level classification of autonomous vehicles and provides spe-
cific performance-based definitions for each of the five levels (Figure.1.1).
Level 0 is not automated. Level 1 is an automation phase with Lane Keeping
Assist System (LKAS) or Adaptive Cruise Control (ACC). Level 2 is a com-
bination of two or more control functions, such as Highway Assist (HAD)
or Traffic Disaster Support (TJA). Level 3 refers to the autonomous driving
in restricted environments such as a highway, where continuous operation
is not required. Level 4 can be completely autonomous in all situations.
1
Figure. 1.1: Five levels of driving automation (NHTSA)
Companies developing autonomous driving technology are currently testing
technology levels above level 3. Mercedes-Benz, Tesla, Volvo, and Hyundai
are applying Level 2 technology to the market. Google has tested over 3
million kilometers of autonomous vehicles at level 4.
1.2 Planning System of Autonomous Vehicles
Techniques for autonomous driving can be divided into four categories:
perception, ego-vehicle localization, planner, and controller. The perception
is a technology that analyzes sensor data and extracts useful information and
contexts in the driving environment. Ego-vehicle localization estimates the
position of a global or local vehicle based on a GPS or distance measurement
sensor. The planner is the process of determining behavior to meet target
behavior using perception results and ego-vehicle localization information.
The controller generates a steering and velocity inputs to follow the planned
2
Figure. 1.2: System architecture of an autonomous vehicle
path.
At level 2, the vehicle-centered local path generation plays an impor-
tant role for ACC and LKAS. However, as the level of the autonomous driv-
ing system increases to 3 or 4, a more intelligent vehicle planner system is
required. At the level 3 or above, it is required to generate a route to arrive
at the destination in consideration of the global information of lanes, the in-
tersection, the stop sign, and the parking area, etc. The behavioral decision
making is also necessary to cope with various situations that can occur on
the road, such as lane change, overtaking, and emergency stop. In addition,
a robust motion planner is required to generate a safe path to uncertainties
around the vehicle when performing determined behaviors. The path plan-
ning system can be classified into the following three types (as shown in
Figure.1.2) : Mission Planner, Behavior Planner, Motion Planner. The mis-
sion planner generates a global route using a pre-defined road information
database such as a RNDF (Route Network Definition File). The behavior
planner determines the planning goal. The motion planner computes the lo-
3
Figure. 1.3: Narrow and complex parking lot: the complexity of the path
planning is highly due to the wide configuration space while the narrow
drivable area.
cal path to carry out the given goal and transmits it to the control system.
This thesis is concerned with motion planner problems to improve driving
safety and efficiency even in high uncertainty situations such as general ur-
ban environments.
1.3 Contribution of Thesis
The contribution of this thesis is as follows; first, an efficient sampling
method is proposed for a narrow-cluttered area in which the probability of
obtaining a sample that can pass through the area despite the various ob-
stacles it contains is relatively low compared to an open area. It may also
fail to extend the path if the sampled position is difficult to extend from ad-
jacent nodes. A constraint model on the tangential direction of the random
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sample is proposed to solve this problem. Second, we propose an extension
method that is based on the tangential direction constraint. In the process of
expanding the tree to random samples, a large number of the nodes in nar-
row cluttered regions cannot pass the collision test. This increases both the
unnecessary iteration number and memory usage. We have tried to solve this
problem with a proposed node extension method that is based on gradient
descent.
This thesis is organized as follows. Chapter 2 is a literature review
of motion planners. In Chapter 3, a sampling-based kinodynamic motion
planning algorithm is proposed for narrow cluttered environments, Chapter
4 contains a proposed sampling-based optimal motion planning algorithm
for narrow cluttered environments, Chapter 5 introduces the development
and validation of an experimental platform for autonomous valet parking,




2.1 Motion Planning for Aunomous Vehicles
The goal of autonomous vehicles is fully autonomous driving in our
daily life. A great deal of study in various research fields have been con-
ducted for the fully automated driving without driver intervention. To achieve
fully autonomous driving not only on a highway but also in various com-
plicated and unpredictable situations in a city, the safe and efficient path
planning is one of the major issues to be considered. Path planning methods
for autonomous vehicles can be divided into the following two categories:
the method for a structured environment, and the method for an unstruc-
tured(or semi-structured) environment [3, 4]. The structured environment is
a place with lane information such as highways or public roads. The motion
planning method for the structured environment deals mainly with behav-
ior decisions such as lane keeping, lane change, and intersection scenarios.
On the other hand, the unstructured (or semi-structured) environment is an
open or rugged area with no lane information, such as a parking lot. In un-
structured environments, motion planning addresses the problem of finding
a collision-free path based on drivability consideration. This problem has
relatively high computational complexity because of the various uncertain-
ties that occur in a large search space [5]. The motion planning approach for
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unstructured environments can be divided into a grid-based method, a po-
tential field-based method, and a sampling-based method according to the
workspace representation.
The grid-based method decomposes the workspace into a set of sub-
sets as a grid and stores the discretization state for each grid. A∗ and D∗
are representative algorithms in this category [6, 7]. Hybrid A∗ and D∗ has
been also proposed for vehicle path generation considering constraints of
the nonholonomic system [8, 9]. This approach has been used to identify
the optimal path within the grid space. However, a discontinuous path can
be generated in discretizing the state of the robot using the motion primitive.
For this reason, an additional computation is required to search the path in
a high-dimensional configuration. Especially, in narrow and cluttered envi-
ronments, high resolution grids and high quality motion primitives are re-
quired for the precise path generation. This can exponentially increase the
computational time. In the potential field-based approach, a collision-free
path is identified by moving from high- to low-potential energy [10, 11].
This approach can thus quickly identify a collision-free path. A potential
field model for the lane has been proposed and applied to an autonomous
driving system. However, this approach is difficult to model the kinematics
and dynamics characteristics of the system. It is also easy to fall into a local
minima in a narrow and cluttered area.
The sampling-based method generates the state information of the sys-
tem through sampling and expands the node considering the connectivity
of the configuration space. The most commonly used algorithms are Prob-
abilistic Roadmap Method (PRM) and Rapidly-exploring Random Trees
7
Figure. 2.1: Procedure of the RRT algorithm
(RRT) [12].The PRM consists of a learning phase and a query phase [13,
14]. In learning phase, a probabilistic roadmap is constructed offline and
then paths are extracted online in a query phase. This method has a disad-
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vantage that it is difficult to create the roadmap in dynamic environments.
The RRT method searches the path by expanding the tree considering the
connectivity of the randomly generated nodes. Figure.2.1 represents the pro-
cedure of the RRT algorithm. This method has the disadvantage that the
quality of the path can vary depending on the random sample. Nevertheless,
it is widely employed because it is useful for high-dimensional configura-
tion space and easy to reflect constraint conditions of systems.
2.2 Sampling-based Motion Planning Algorithms
The basic version of the RRT algorithm has been extended to various
academic fields; RRT-CONNECT connects trees between starting and tar-
get points through a simple greedy heuristic [15], RRT-BLOSSOM adopts
a flood-fill-like mechanism into multiple expansions [16], and T-RRT im-
proves path quality by following valleys or saddle points and applies a
cost map to expand the tree [17]. Path quality can be improved using the
RRT∗ to find the optimal path through tree refinements [18]. With respect to
car-like models, kinodynamic RRT, kinodynamic RRT∗, and TP-RRT meth-
ods reflect nonholonomic constraints [19, 20, 21], while CL-RRT and fast
RRT methods consider road characteristics for autonomous driving vehicles
[22, 23]. Methods of calculating the optimal path by applying the dynamics
model of the vehicle system have also been proposed [24, 25, 26]. However,
these methods are less useful in the event that a space is very narrow, or
when a vehicle’s accurate position and orientation are required near obsta-
cles because the probability is very low that random nodes are located in a
9
Figure. 2.2: Review of sampling-based algorithms for narrow and cluttered
environments
narrow region with the vehicle’s desired position [27, 28]. A sampling-based
approach and an expansion-based approach have been proposed to improve
the performance of RRT-based planners in a narrow space. The sampling-
based approach can be divided into a biased sampling strategy and a retrac-
tion strategy for sampling where a large number of nodes are distributed
in a narrow region. Unlike uniform sampling methods, the biased sampling
strategy allows for high-density sampling by assigning a high probability
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to regions of interest. This strategy can be categorized as either heuristic-
biased sampling or path-biased sampling according to the information used.
The heuristic-biased strategy performs sampling in a low-cost direction by
taking heuristic estimates of nodes into account [29, 30, 31, 32, 33]. This
method has the advantage of shortening the search time by extending the tree
to the target position much more rapidly than the uniform sampling method.
However, the inaccuracy of the empirical estimates in the local minimum
area can cause performance degradation. The optimal path can not be guar-
anteed when violating a uniform sampling assumption to ensure the asymp-
totic optimality of RRT∗. Path-biased sampling is a method of increasing the
frequency of random samples around a feasible solution [34, 35, 36]. It is
typically applied to the RRT algorithm by considering anytime characteris-
tics, so the path’s quality is improved as the iterations increase. This can also
be applied to RRT∗ to perform sampling within a limited range of the initial
generation path to search for the optimal path efficiently. The path-biased
sampling method has the advantage of minimizing the performance degra-
dation caused by expanding of the search range. However, the feasible path
must be searched before it can be applicable. The retraction biasing strategy
creates samples uniformly and then moves them to valid areas; one of these
methods moves the samples taken in an obstacle area to a narrow area using
a bridge-line test [37, 38, 39, 40]. Preprocessing is required to retract sam-
ples to a feasible region, but this is useful for applying optimal path planning
methods by satisfying a uniform sampling assumption for asymptotic opti-
mality. The node extension-based approach has been proposed to reduce
the amount of computation time and memory overhead caused by process-
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ing invalid nodes in narrow environments. Selectively expansion methods
have been proposed, e.g., a method of deactivating non-extensible nodes, a
method of determining an extension direction that considers obstacles, and
a method of applying exploration and exploiting the ratios of nodes [41, 42].
There is also a method of expanding a node based on the reachability anal-
ysis for each [43, 44]. Figure.2.3 illustrates the proposed RRT and RRT∗
methods for narrow and cluttered environments. However, research to im-
prove performance in narrow spaces is still lacking for car-like robots. This
study proposes a method of conducting effective path planning in a narrow
space. In particular, the parking path in a narrow target space is a challeng-
ing issue that requires several forward and backward vehicle movements.
12





Planning Algorithm for Narrow
Cluttered Environments
3.1 Overview
In this chapter, a sampling-based kinodynamic motion planning algo-
rithm is proposed for narrow and complex environments. In particular, plan-
ning a path in a narrow target space, such as a parking lot, is a challeng-
ing issue that requires several forward and backward vehicle movements.
To overcome this limitation, the desired orientation RRT (DO-RRT) is pro-
posed. This algorithm models nonholonomic constraints of the vehicle and
geometric constraints of obstacles on the tangential vector space and extends
a tree using this tangential vector as a desired orientation of random sam-
ples. This method is verified through the comparison with the nonholonomic




The configuration and control spaces for the path-plan problems are
defined as Q⊂Rm and U ⊂Rn respectively. A nonholonomic vehicle system
can be expressed with the following differential equation.
q̇(t) = f (q(t),u(t)),q(0) = qinit (3.1)
where q(t)∈Q and u(t)∈U are states and inputs of the vehicle respectively;
qinit ∈ Q is the initial condition, where m and n are the dimension of the
initial condition’s states and inputs, respectively; and f is the function of
vehicle’s kinematics or dynamics. In the configuration space, Qobs ⊂ Q is
the space with obstacles and Q f ree ⊂ Q \Qobs is defined as a free space
without obstacles. A planning problem can be formulated as follows.
q(t) ∈ Q f ree,∀t ∈ [0, t f ]
q̇(t) = f (q(t),u(t)),
q(0) = qinit , (3.2)
q(t f ) = qgoal, (3.3)
u(t) ∈U,∀t ∈ [0, t f ]
where qgoal is a target position and orientation, and t f is the time to reach
the goal (qgoal). The solution path consists of a control input u, a time in-
terval t, and a state that can be obtained sequentially by the integration of
15
the kinodynamic function f . Due to computational complexity issues, many
methods is used a approximated forms or database of candidate paths.
3.2.2 Autonomous Vehicle Model
In this study, rear-wheel driving model is considered as a vehicle’s






















where x and y indicate vehicle’s position, θ is a vehicle’s heading angle, L
represents the distance between the front and rear axles of the vehicle, and
δ denotes the steering angle. Control inputs u1 and u2 are the longitudinal
and angular velocities of the steering wheel, respectively.
3.3 Kinodynamic RRT and Limitations
The kinodynamic RRT algorithm is the extend version of the RRT al-
gorithm for nonholonomic systems. The procedure of kinodynamic RRT is
as follows. Here, a vehicle’s initial and target positions as well as the po-
sition of obstacles are all given. A random node (qrand) is selected at each
iteration of the algorithm on the configuration space. Then, qnearest becomes
the nearest node to qrand among the nodes on a tree topology. The selected
qnearest is then expanded toward the qrand . This expanding procedure can be
16
function Kinodynamic-RRT (qinit ,qgoal)
τ← InitializeTree(qinit)













Algorithm 1: Pseudo-code of the kinodynamic RRT algorithm
modeled in a variety of forms depending on vehicle kinematics and environ-
ment constraints. Therefore, a control input and qnew to be added to the tree
are determined. In the extension procedure for a nonholonomic system, a set
of candidate paths is generated by considering vehicle dynamics or kinemat-
ics. An appropriate candidate (qnew) is then selected by using the distance
metric to expand from qnearest to qrand . Finally, qnew is added to the tree. This
process is repeated until the nodes in the tree reach the target point.
The main advantage of this version of the algorithm is that it is use-
ful when considering system characteristics by applying control-based ex-
tensions. For this reason, vehicle kinematics and environment model have
adopted the control based kinodynamic RRT version to identify a collision-
free path. However, this method is less useful in the event that the space is
very narrow for a car to pass, or when the accuracy of the positions and ori-




Figure. 3.1: Illustration of conventional RRT algorithm problems in con-
strained narrow spaces. (a) the new node cannot be expanded anymore be-
cause of obstacles. (b) the new node cannot be converged to the goal posi-
tion.
nodes are located in a narrow passageway and connected with the desired
vehicle posture. Figure.3.1 illustrates these problems in the case of a non-
holonomic vehicle system. Figure.3.1(a) is a schematization of nodes that
cannot be extended because of surrounding obstacles. The left portion of the
picture shows the position of qnew reached during the extending process af-
ter qrand and qnearest are determined. After a tree is extended from qnearest to
qnew, a new random sample node q′rand is chosen in the next iteration. How-




Figure. 3.2: Illustration of DO-RRT algorithm in constrained narrow spaces.
The random node is expanded using a desired orientation vector. (a) The di-
rection of random node is generated to avoid collision with obstacles. (b)
The desired orientation vector has been determined considering nonholo-
nomic constraints of the vehicle.
can cause considerable computation time and memory usage. Figure.3.1(b)
presents the problem that can occur in the case of forward parking, when the
desired target position and heading angle are both given. Here, the left por-
tion of Figure.3.1(b) shows the process of selecting qnew when considering
the relationship between qnearest and qrand . However, the orientation of qnew
is not suitable for converging on the target position because of the nonholo-
nomic constraints. This can produce a path that requires several repetitions
of forward and backward movements in order to reach the target position. To
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solve this problem, a novel method assigns a desired orientation for random
samples that considers nonholonomic constraints and obstacle positions, as
shown in Figure.3.2. Our proposed algorithm is described in detail in the
following subsections.
3.3.1 Overview of DO-RRT Algorithm
The DO-RRT algorithm models nonholonomic constraints of the ve-
hicle and geometric constraints of obstacles on the tangential vector space
and extends a tree to consider the desired orientations of random samples.
Pseudo code is shown in Algorithm 2. This algorithm has four main phases:
generating the random node (RandomSampling), finding a nearest node
(FindNearestNeighbor), assigning the desired orientation of a random node
(GetDesiredOrientation), and extending the tree (DO Extend). The third and
fourth phases represent contributions of the proposed algorithm. The third
phase determines the desired orientation of a random node using a magnetic-
field-based model. The fourth phase generates trajectories by considering
both the orientation of the near node and the desired orientation of the ran-
dom node. Further details are given in next sections.
3.4 Magnetic-like Field based Desired Orienta-
tion Model
A magnetic field is a region in space where a magnetic force can be de-
tected. This field can be described using vectors that indicate the magnitude
and direction of magnetic forces. The shape of a magnetic dipole field is
20
function DO RRT (qinit ,qgoal ,Qobs)
τ←InitializeTree(qinit)
for i = 1 to N do






















Algorithm 2: Pseudo-code of the DO-RRT algorithm
similar to that of nonholonomic constraints of the vehicle model. A dipole-
like potential energy model is proposed for nonholonomic robots [46]. An-
other characteristic of magnetic fields exists: the direction of magnetic fields
is from the N pole of one magnet to the S pole of the other magnet when
dipole moments of two magnetics occur within an influence space. The left
portion of Figure.3.3 shows the shape of two magnetic dipole fields (us-
ing arrows). The direction of fields is shown from the N pole of the lower
magnet to the S pole of the upper magnet. This is similar to the shape of




Figure. 3.3: Illustration of the relationship between magnetic field lines of
two magnets and vehicle paths. (a) Direction of fields has similar charater-
istics to the shape of Dubins path. (b) Both forward and backward paths can
be determined using magnetic field lines
straight line [47]. By utilizing this characteristic, a vehicle’s orientation can
be determined to consider its nonholonomic constraint of both forward and
backward motions. This can be applied equally in a situation in which an ini-
tial position faces the target position. In this section, the magnet-field-based
model similar to the nonholonomic constraints of the vehicle is proposed
to determine desired orientations of random nodes for sampling-based ap-
proaches.
3.4.1 Magnet-like Field Model
Magnetic fields can be modeled by utilizing the Biot-Savart law [48].
This model provides the magnitude of a magnetic field in terms of the elec-
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Figure. 3.4: The magnetic field dB at point P and P
′
is computed by the
Biot-Savart law.
tric current. When the currents run in opposite directions on two straight
wires, the magnetic dipole vector field can be modeled by applying the su-
perposition principle of magnetic fields as follows.
−→












dl refers to the current-carrying segment vector parallel to the Z-
axis and −→r indicates the distance vector between the current-carrying seg-
ment and the position q. K is the magnetic constant. The similarity be-
tween the magnetic vector field and nonholonomic constraints of bicycle
models can be verified as follows. Let us define the current-carrying seg-
ment vector
−→
dl parallel to the Z axis, and d as the distance between two
wires. Here, locations of two wires crossing on the xy surface are derived as
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Figure. 3.5: The magnetic field between two wires
(−d2 sin(θ)î+
d




2 cos(θ) ĵ), respectively. Then the
magnetic field can be expressed as
−→
















In this section, Pfaffian constraints of the vehicle are briefly described.
First we consider a kinematic model of the vehicle with front and rear
wheels. For simplicity, we use a bicycle model with a pair of front wheels
and rear wheels as single wheels in the center of x-axis. The rear tire is
aligned with the x-axis of the vehicle, and the front tire can rotate around
the z-axis. It is assumed that there is no slip of the wheel. Let xG, yG, and
24
Figure. 3.6: Kinematic model of the vehicle
θG be the position and heading angle with respect to the center axis of the
rear wheel and δ is the steering of the car as shown in Figure.3.6. The non-
holonomic constraints for the rear wheel can be derived by setting the wheel






q̇ = 0. (3.7)
By substituting q̇ = (ẋg, ẏg, θ̇g) for the direction vector
−−→
B(q) of the magnetic










K1 sin(θ1 +θg)−K2 sin(θ2 +θg)
−K1 cos(θ1 +θg)+K2 cos(θ2 +θg)
0










B (q) = K1 cos(π2 )−K2 cos(−
π
2 ) is 0. This is satisfied as
Pfaffian constraint of the rear wheel. That is, the magnetic field vector con-
verges to the origin parallel to the x-axis as it approaches the origin.
3.4.3 DO(Desired Orientation) Model
The magnetic vector field and nonholonomic constraints of bicycle
models have similar characteristics. Using this relationship between the mag-
netic vector field and nonholonomic constraints, a magnetic-field-based model




































where−→rs is the directional vector between the current-carrying segment and
the vehicle’s start position and −→rg is the target position. Here, the distance
between two wires is equal to the width of a vehicle. For the convergence
at the initial or target position of the vehicle, desired orientation vectors
are calculated to satisfy the nonholonomic constraint. Moreover, the desired
orientation vector between two positions can be computed to reach the other
position based on the forward or backward movements of the vehicle.
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Figure. 3.7: Desired orientation vector based on the magnetic model
In Figure.3.8, the validity of the magnetic vector direction was veri-
fied by generating a path between the initial position and the target position.
Given the direction of the magnetic vector, it can be seen that both forward
and backward paths as well as the forward path are useful in connecting
the two points. This method has the advantage that the feasible direction
can be calculated independently from other regions. Due to its low compu-
tational complexity, it is also suitable for applying to sampling-based path
generation methods. Figure.3.9 is a schematic representation of the results
of considering the vehicle constraints at the sampling stage of the RRT al-
gorithm. Considering non-holonomic constraints based on magnetic field, it
not only increases the number of nodes in an expandable direction, but also
guides the convergence direction to the target point.
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Figure. 3.8: Feasibility tests of desired orientation model
3.5 Sampling Fuction of DO-RRT
In the DO-RRT Algorithm, the desired orientation of a vehicle at the
qrand , as explained later, can be determined by utilizing the magnetic-field-
based model on qnear and qgoal . However, adopting the magnetic-field-based
model is difficult when the distance between qnearest and qgoal is too far to
influence magnetic forces. In addition, the direction of magnetic field lines
28
Figure. 3.9: Comparison of sampling strategies. (Left: Goal biased sampling
method, Right: Magnetic field based sampling method)
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may not be valid depending on the presence of obstacles. For these reasons,













Vr is the random direction vector weighted to the direction of the
target position and
−→
Vo is the direction of the repulsive force from the obsta-
cle. The value of kr gain is determined by considering the distance between
qnode and qnear, or qgoal . The km and the ko are set to the magnitude of the
magnetic and obstacles’ potentials, respectively. In case of a long distance
of qrand from qnearest and qgoal , kr gain is set to be greatly affected by the ran-
dom direction. The desired orientation vector is valid when the magnitude of
−→
Vm(q) is less than the threshold value (ε). To avoid selecting an invalid ran-
dom node, the value of ε is assigned by considering the correlation between
the magnitude of
−→
Vm(q) and a minimum turning radius.
3.6 Extend Function of DO-RRT
The proposed extend function of DO-RRT generates trajectories using
the desired orientation and position of qnear and qrand . First, candidate tra-
jectories are calculated for the set of velocities for forward and backward
driving. For the set of determined velocities, the steering angle is computed
to converge to the target position using the SteeringController function. Us-
ing this steering angle, a ForwardSimulation function calculates the esti-
mated vehicle positions after T sec. This process is repeated N times until
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function DO Extend(qnear, qrand)
for i = 1 to Size(V) do
vd = V(i)
q0← qnear
for j = 1 to N do
δ j ← SteeringController(q0,qrand ,vd)





Algorithm 3: Pseudo-code of the expand function for the DO-RRT
algorithm
a candidate trajectory (Qcand) is generated which then converges to a target
position. These candidate trajectories with respect to the set of velocities are
compared to select a best path (Qnew) using the cost function. This cost func-
tion can be derived using the position and orientation error between qnew and
qrand and number of changes in the direction.
3.7 Experimental Results
In this section, the DO-RRT algorithm is analyzed in a narrow parking
space using simulation and autonomous vehicle test.
3.7.1 Experimental Condition
All Experiments were carried out in a C++ implementation on In-
tel (R) Core (TM) i5-2500 CPU @ 3.30GHz CPU and 4G Memory and
Ubuntu 14.04.3 LTS operating system. Vehicle-specific parameters for the
path planning were chosen based on an autonomous vehicle in our labora-
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tory (SPIRIT-1, Hyundai Grandeur). Vehicle length and width are 2845 and
1614 mm, respectively. The distance from the center of the vehicle to the
real wheel center is 1100 mm and to the front wheel center is 1745 mm. The
maximum wheel angle is 35.0◦.
3.7.2 Simulation Test Results
Experiments involving forward, backward, and parallel parking were
conducted to compare the performances of the DO-RRT. These parking sim-
ulations were performed in narrow spaces that required driving both forward
and backward. In addition, the experiments were conducted to generate a
path through the environment without obstacles. We also applied a stan-
dard RRT-based nonholonomic planner within simulations for comparisons
in the proposed algorithm. Here, this nonholonomic planner could be mod-
ified according to the type of robot (kinematic model, with kinematics and
dynamics constraints, motion direction, etc.) and workspaces (dimension of
the configuration space, shape of obstacles, etc.). A parking path was gen-
erated in the narrow space by implementing a nonholonomic version of the
RRT algorithm to allow forward and backward movements based on car-like
robots. Both the DO-RRT and nonholonomic RRT adopted a goal-biased
sampling method and a same distance metric function to identify nearest
nodes. Unlike the holonomic system, the nonholonomic RRT-based method
had a significant effect on the metric’s performance. The proposed method
calculates the orientation of the valid direction from random samples; this
process can reduce the number of non-scalable nodes due to incorrect met-
rics. Therefore, the proposed method computes the distance through a sim-
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l(q(t),u(t))dt +wp ∥ p− p′ ∥2
+wq ∥ θ−θ′ ∥2 +wv ∥ v− v′ ∥ (3.11)
where wp, wq, and wv are weight values, p is a position vector, θ is
an orientation value, and v is the linear velocity at state q. The collision
detection used in this study was implemented using the k-d tree. The k-d
tree refers to a space-division data structure for constructing points in a k-
dimensional space that extends a binary search tree into a multidimensional
search space. Collisions with obstacles are determined by measuring the
number of nodes of the k-d tree that existing within a safe distance d with
respect to an arbitrary point p. Figure.3.10 shows details of the experiments;
the proposed DO-RRT algorithm was compared to the nonholonomic RRT
method using the iteration count and path length to reach the target position.
These performances were measured using the average and standard devia-
tion of 100 trials. According to the paths generated from Cases 1−4, the
number of iterations of the DO-RRT proved much fewer than those of the
nonholonomic-RRT. The path length using the DO-RRT was also shorter
than that using nonholonomic-RRT. The path from the nonholonomic RRT
has many direction changes that reduce the heading error in the narrow re-
gion. Therefore, the length of the path increased. Overall, the performance
was improved, as it required 9.402 times fewer iterations on average in four
cases and the path length was decreased to about 0.834 of its original length.
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Figure. 3.10: The environments of four parking cases and example solutions
found with the DO-RRT and Nonholonomic RRT (NH-RRT).
3.7.3 Vehicle Test Results
Experiments were conducted to generate a parking path using the au-
tonomous vehicle system shown in Figure.3.11. The environmental infor-
mation was collected from the 3D lidar (Velodyne lidar). The ego vehicle
position and heading angle were estimated by the simultaneous localization
and mapping (SLAM) based on Velodyne and inertial measurement unit
34
Table 1: Comparison Results between DO-RRT and Conventional Nonholo-
nomic RRT
# of iteration Length(m)
Average Std.Dev Average Std.Dev
CASE1
DO-RRT 31.328 14.190 49.925 5.919
NH-RRT 131.500 63.986 54.827 3.250
CASE2
DO-RRT 23.289 9.249 49.768 4.739
NH-RRT 298.637 191.035 61.795 13.574
CASE3
DO-RRT 44.908 53.033 48.066 10.606
NH-RRT 367.400 275.129 73.018 7.611
CASE4
DO-RRT 7.666 2.546 41.166 3.562
NH-RRT 95.139 64.972 42.693 7.532
∗DO-RRT: Desired Orientation RRT, ∗NH-RRT: Nonholonomic RRT
(IMU) data. The test procedure is described as follows. When an available
parking space was identified by a user, an autonomous navigation system
drove the car to that parking space by following waypoints. When the vehi-
cle reaches the parking space, a parking path is computed from the current
position of the vehicle to the parking spot using the DO-RRT algorithm.
Experimental results are shown in Figure.3.12. The upper figure shows the
point cloud map obtained by the Velodyne sensor in the parking lot where
the experiment was conducted. The target position of the vehicle required
backward parking. Experiments were conducted from two initial positions.
In the first test, each of forward and backward movement were performed
without collision with obstacles. The second situation was difficult to con-
duct directly because of other parked vehicles. In this case, the parking path





Figure. 3.11: The experimental autonomous vehicle system : (a) SPIRIT-1,
(b) Specification of sensors
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Planning Algorithm for Narrow
Cluttered Environments
4.1 Overview
This chapter covers robust sampling-based nonholonomic motion plan-
ning methods in narrow and cluttered areas. The control-based kinodynamic
method presented in Chapter 3 does not use a steering method but instead
uses distance metric based functions [19]. This makes the RRT unable to
efficiently explore the state space. In addition, the control-based kinody-
namic RRT algorithm cannot generally guarantee probabilistic complete-
ness [49]. Unlike the control-based RRT, the geometric-based RRT method
relies on the interpolation method rather than the state propagation method.
Therefore, the proposed algorithm is developed using the geometric-based
method to determine the optimal solution. Contributions are as follows; first,
in narrow and cluttered areas, the probability of obtaining a sample that can
pass through an area cluttered with obstacles is relatively low compared to
one that can pass through an open area. It may also fail to extend the path
if the sampled position is difficult to extend from adjacent nodes. A con-
straint model on the tangential direction of the random sample is proposed
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to solve this problem. Second, we propose an extension method based on
the tangential direction constraint. In the process of expanding the tree to
random samples, many nodes in narrow and cluttered regions cannot pass
the collision test. This increases both the number of unnecessary iterations
and memory usage. We propose a node extension method that is based on
gradient descent to solve this problem.
4.2 Backgrounds
In this section, we describe the geometric-based version of the non-
holonomic RRT and RRT∗ algorithms and the problems that arise in a nar-
row area such as a parking space.
4.2.1 Algorithm Description and Limitations
The RRT algorithm searches the path by expanding the tree until it ar-
rives at the target position. Here, a vehicles initial and target positions as
well as the position of obstacles are all given. A random node (qrand) is se-
lected at each iteration of the algorithm on the configuration space. Then,
the node closest to the tree node (qnearest) is searched between nodes on the
tree topology. This nearest node expands toward the random node within the
reachable set in the expansion procedure. This reachable set can be mod-
eled in a variety of forms depending on vehicle kinematics and environment
constraints. Finally, a new node (qnew) to be added to the tree is determined.
This procedure is repeated until the target position is reached. Pseudo code
is shown in Algorithm 4. The probabilistic completeness of this RRT algo-
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function RRT (qinit ,qgoal)
τ← InitializeTree(qinit)












Algorithm 4: Pseudo-code of a geometric version of the RRT algo-
rithm
rithm has been proved. In other words, as the sampling number increases
infinitely, the probability of finding a solution converges to 1. However, this
method cannot guarantee the optimal path.
RRT∗ algorithm is proposed as an extended version of RRT for optimal
path planning problems. Unlike the RRT method, RRT∗ algorithm is im-
proved to maintain the lowest cost node connectivity when nodes are added.
RRT∗ pseudo code is described in Algorithm 5. The RRT∗ algorithm has
two additional procedures for optimizing the RRT algorithm. The first step
is to find the lowest node (qmin) by comparing qnew with the cost of nodes
within a specified expanding range. The node expansion is performed in the
direction of qmin to qnew. Here, the specified expanding range is determined
by γ(log(n)/n)1/d to ensure asymptotic optimality. γ is a constant related
to the volume of the search space, n is the number of iterations, and d is
the dimension of the configuration space. This expanding range tends to
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function RRT∗ (qinit ,qgoal ,M )
τ← InitializeTree(qinit)

















Algorithm 5: Pseudo-code of the RRT∗ algorithm
decrease gradually as the iteration progresses. The second procedure com-
pares expansion costs from the newly added node (qnew) to neighbor nodes
(Qnear), and rewires for the lower cost node than the previous one. This
rewire process ensures optimal connection of nodes. Figure.4.1 illustrates
the convergence of the feasible solution to the optimal solution as iteration
increases infinitely.
The major advantage of this algorithm is that it is useful for consider-
ing system characteristics. For this reason, geometric-based RRT and RRT∗
algorithms have been adopted to identify collision-free paths to nonholo-
nomic vehicles. However, these method are less useful when the space is
too narrow to pass the vehicle, or when the accuracy of the positions and
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(a)
Figure. 4.1: Convergence process to optimal path with increasing iteration
orientations is required such as a parking lot. This is because the probabil-
ity is too low that random nodes are located in a narrow passageway and
connected with the desired vehicle posture. This is identical to problems
described in Chapter 4. In addition, the RRT∗ algorithm which computes
the optimal solution, can cause convergence problems in constrained nar-
row spaces. Figure.4.2 illustrates RRT∗ problems of a nonholonomic vehicle
system.
4.2.2 Overview of Proposed Algorithm
A proposed algorithm models nonholonomic constraints of the vehicle
and geometric constraints of obstacles on the tangential vector space and ex-
tends a tree to consider the desired orientations of random samples. Desired
Orientation based Sampling (DO-Sampling) and Extension (DO-Extension)
are contributions of the proposed algorithm. These methods are applied by




Figure. 4.2: Illustration of the conventional RRT∗ algorithm problem in con-
strained narrow spaces. (a) Node expansion near the obstacle plays an im-
portant role in ensuring that the feasible path converges to the optimal path.
(b) Nodes near obstacles have less possibility to expand due to collisions.
In this reason, a large number of iterations are required to converge to the
optimal path.
and RRT∗ algorithm, respectively. In the DO-Sampling phase, the desired
orientation of a random node is determined by using a magnetic-like field
model. The DO-Extension phase generates trajectories by considering both
the orientation of the near node and the desired orientation of the random
node. In particular, to improve convergence rate of asymptotic optimality, a
method for determining qnew nodes based on gradient descent is proposed.
Further details are given in the next section.
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Figure. 4.3: Determination of feasible regions based on the potential field
4.3 Desired Orientation based Random Sampling
Method
In this section, we propose a sampling method considering the con-
straints of the environment and the system constraints of the vehicle. The
nonholonomic constraints of the vehicle are determined using magnetic-
like field based models. This model provides information on the reachable
direction from the start position, and the convergence direction to the tar-
get position. The direction of the constraint is determined by the magnetic
field, which is the magnitude of the magnetic field. In a region with a large
magnetic force, the direction of the magnetic field should be selected as a
random sample in order to satisfy the non-holonomic constraint. Therefore,
in the space where the obstacle does not exist, RRT planner can quickly find
a path for converging to the target position by applying the direction of the
magnetic field to the random sample. In a narrow region, the probability of
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Figure. 4.4: Desired orientation based random sampling method
random samples assigning to feasible regions is low due to the obstacles.
Therefore, it is important to increase the number of samples that can be ex-
panded considering the constraints of obstacles. To solve this problem, the
potential field is applied to the constraint model of the sampling method.
First, the potential field is applied to obtain a random sample in the free
space (without obstacles). The direction of the sample is also determined
using the potential field so that the sample around the obstacle is in an ex-
pandable direction. Pseudo code is described in Algorithm 6.
RandomSample is a function that generates samples on the configu-
ration space. Both uniform sampling and goal-biased sampling strategies
can be used as RandomSample function. To determine the validity of the
sample, the magnitude and direction of the potential field at the random
sample(qrand) is obtained via the PotentialField function. This process is
repeated until the magnitude of the potential field is lower than a thresh-
old value(ρmax). Random samples generated within the collision area can be
removed through this step. Nodes that are generated near obstacles have dif-
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function DO-RandomSample(qinit ,qgoal)












Algorithm 6: Pseudo-code of the sampling function for the DO-
RRT/RRT∗ algorithm
ferent extendability depending on the direction. For this reason, not only the
position of the random node but also the direction of the random node have
a significant influence on the performance of the RRT algorithm. A feasi-
ble direction of the sample is calculated using the relationship between the
tangential vector of the random sample and the tangential vector of the po-
tential field. The weighting factor of each tangential vectors is assigned by
using the magnitude of the potential energy. In the region where the potential
energy is high, the direction of the sample is positioned in the direction of
low energy. Conversely, in regions with low potential energy, the direction
of sample is predominantly assigned to the direction of the random vector.
The nonholonomic constraint of the vehicle can also be formulated in this
way through the magnetic-like field. The magnetic field represents the di-
rection of the vehicle that satisfies the non-holonomic constraint. That is, as
the magnetic force increases, the direction of the magnetic field coincides
with the reachable direction of the vehicle. This information is calculated
by the MagneticField function. θmag is the direction angle of the magnetic
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field, and β means the magnitude of the magnetic field and is nominalized
between 0 and 1. Finally, the angle of the determined desired orientation
sample is updated via the UpdateOrientation function.
4.4 Desired Orientation based Extend Method
function DO-Extend(qnearest ,qrand)
qnew←Extend(qnearest ,qrand)
for i = 1 to Nmax do
θpot ,ρ←PotentialField(qnew)








Algorithm 7: Pseudo-code of the extend function for the DO-
RRT/RRT∗ algorithm
The Extend procedure generates the vehicle’s trajectory from qnearest to
qrand taking into account the kinematics or dynamics of the vehicle. Espe-
cially in the case of RRT∗, the two-point boundary value problem must be
solved for rewiring of the nodes. For this reason, this process is the largest
part of the computational cost of the RRT algorithm. To increase the perfor-
mance of the RRT algorithm for nonholonomic systems, it is important to
reduce the number of calls to the Extend function. This section discusses a
gradient descent based extension method. In the RRT and RRT∗ algorithms,
if the return value of the Extend function, qnew, is located in the collision
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region, the tree expansion is aborted and the sampling function of the next
iteration is performed. Therefore, a large number of extend function calls are
required for node expansion in a narrow region. To solve this problem, the
qnew is shifted in the gradient direction of the potential field so as to avoid the
collision with the obstacle. The orientation of the node at the shifted position
is then calculated using a magnetic field to satisfy the nonholonomic con-
straint. Figure.4.5 illustrates this process. The proposed method replaces the
Extend function of RRT and RRT * with the DO-Extend function as shown
in Algorithm 7. DO-Extend function first calculates qnew through the Extend
function. The potential field information(θpot and ρ) at the qnew position are
then obtained in the PotentialField function. Using these values, a gradient
vector and a small step size(λ) of the gradient descent algorithm are de-
rived. The gradient descent algorithm moves the position of the qnew node
away from the obstacle. When qnew is out of the collision area, the desired
orientation angle is computed using the magnetic field. This process is re-
peated for a predefined number of iterations (Nmax). The proposed method
requires additional computation in the procedure but has two advantages.
The first is to find a feasible solution in a narrow environment with only a
small amount of sample. The second is that the convergence rate of the op-
timal solution is improved by increasing the number of valid samples near
the obstacle. A detailed analysis of the algorithm is given in Section 4.5.
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Figure. 4.5: Gradient descent based extend method. The left figure shows
a case where qnew node for expanding to a random node (qrand) is located
in an obstacle area. In this case, the node expansion process is stopped and
the next iteration is performed. The figure on the right shows the proposed
method, where qnew is shifted out of the risk zone in the direction of the
gradient vector.
4.5 Analysis
In this section, we analyze the probabilistic completeness and asymp-
totic optimality of the proposed algorithm. The efficiency of the algorithm is
also discussed by analyzing the convergence rate of the proposed algorithm.
4.5.1 Probabilistic Completeness
In the path planning problem, a collision-free path is said to be robustly
feasible if it have strong-δ-clearance for δ > 0 [18]. In this problem, the al-
gorithm is said to be probabilistic complete if the probability of finding a
solution approaches 1, as the number of iterations of the algorithm increases
to infinity. The probabilistic completeness has been proved by referring to
the notion of an attraction sequence [19]. The attraction vertex(Ai) is defined
as the point that leads the robot to the target position. A finite sequence of
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attraction vertices sets from the initial position to the target position is called
an attraction sequence A = {A0,A1, ...,An} for n ∈ R+. Let A1 be the initial
position(qinit) and Ak be the target position(qgoal). For each Ai, there exists
a basin of attraction Bi. For all qi−1 ∈ Ai−1,qi ∈ Ai, and q j ∈ Q\Bi then
d(qi,q j) < d(qi−1,q j) where d is the distance metric. For all qi ∈ Ai and
q j ∈ Bi, there exists an input sequence U = {U0,U1, ...,Um} that carries the
state q j to qi. Under these conditions, guaranteeing the probabilistic com-
pleteness of the RRT algorithm can be derived by expressing the probability
that a random sample exists in the Attraction vertex as a Bernoulli distribu-
tion. Let µ(·) denote the measure function on the configuration space.
Theorem 1. ([19]) If an attraction sequence of length k exists, the proba-
bility that the RRT algorithm fails to find the path after n iterations is less




In the DO-RRT algorithm, desired orientated vectors(Qdo) is modeled
by taking into account the environmental constraints and the nonholonomic
constraints of the vehicle. The minimum probability(p) for the DO-RRT al-
gorithm is described in following lemma.
Lemma 1. In the DO-RRT algorithm, the minimum probability that the ran-





Qdo=Q f ree\Qin f eaible.
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The DO-RRT algorithm can reduce the number of random samples in
an area not included in the attraction sequence. Thus, the minimum probability(p′)
that the random sample lies in the attraction vertex is greater than the RRT
algorithm. Assumptions for the proof of probabilistic completeness in the
DO-RRT algorithm are the same as the RRT algorithm. The probabilistic
completeness of the DO-RRT algorithm can be proved as below.
Theorem 2. If an attraction sequence of length k exists, the probability that




As the number of random samples goes to infinity, the probability of
failure to find a solution is smaller than that of RRT through the relationship
of p ≤ p′. In other words, the DO-RRT can find a solution with a small
number of random samples.
4.5.2 Asymptotic Optimality
The RRT∗ algorithm ensures the asymptotic optimality as the number
of samples increases infinitely. In [50], it has also been proven that the differ-
ential constrained version of the RRT∗ algorithm guarantees the asymptotic
optimality if the following two conditions hold: 1) The system must satisfy
the weakened local controllability and 2) The optimal path must satisfy ε-
collision-free. It should also be defined a circle with the center at q2 that is
reachable from q1. This ensures that q1 and q2 can be connected when the
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sampling inside this circle is infinite. In condition 1), a basin of attraction (ε-
reachable set) must be nonempty interior. The nonholonomic system such
as a car-like model satisfy the weakened local controllability assumption
[50]. The condition 2) is related to the search range of a near node. In [18],
it has been proved that assumption 2) can be satisfied by setting the radius
of the circle for search to γ( log(i)i )
1







d . d is the dimen-
sion of the configuration space and ζd is the unit volume parameter of the
d dimension. The algorithm proposed inherits the assumption of the search
radius. Therefore, the DO-RRT∗ algorithm is asymptotically optimal. The
convergence rate to an optimal solution in the DO-RRT∗ is discussed below.
The optimal path means that the value of ε is the minimum among
ε-collision-free paths. In the optimal path, nodes with the minimum ε are
distributed near the obstacle. Therefore, the nodes near the obstacle play
an important role in creating the optimal path. In the proposed DO-Extend
method, if qnew exists in the collision area, it moves to the collision-free area
using the gradient descent method. Therefore, the probability that qnew ex-
isting in the collision area can be expanded is greater than zero (P(qnew ∈
Qobs) > 0). The location of the moved sample is distributed near the ob-
stacle, so that the number of nodes located in the ε-collision-free area is
increased. As a result, the ratio of nodes required for the optimal path is in-
creased by the proposed extend method, and the convergence speed is faster
than RRT∗.
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Figure. 4.6: Configuration space analysis
4.5.3 Configuration Space Analysis
In this subsection, the distribution of samples in the configuration space
is analyzed proposed sampling method’s effectiveness. A workspace with a
narrow space can be transformed into a configuration space as shown in
Figure.4.6 and the resolution of the configuration space is set to 0.5 m (x,
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Figure. 4.7: Configuration space analysis for the sagittal plane
y axis) and 1◦ (θ axis). A yellow area represents the collision-free configu-
rations and grey area represents a configuration collides with obstacles. In
Figure.4.7, a y−θ graph is plotted for a fixed x value (13 m, 22 m).
In the RRT algorithm, nodes that cannot be extended in the random
sampling process degrade both the computational performance and path
quality. The proposed Desired Orientation-based random sampling method
consists of the potential field-based sampling strategy and the magnetic
field-based sampling strategy. The potential field-based sampling strategy
moves nodes in an expandable direction while taking into account con-
straints caused by obstacles. We verified the performance of the potential
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Figure. 4.8: Configuration space analysis of a non-expendable area
field-based sampling strategy by analyzing the unexpanded area in the con-
figuration space and then schematized the moved position of the node ac-
cording to the application of the proposed method. Figure.4.8 shows the
results of calculating the extensibility of nodes in each region. A red area
is a region in which obstacles no longer extend the tree. The proposed sam-
pling method plays the role of locating nodes in the blue area. The number
of nodes in the non-collision region among the entire region is 14,659. The
proposed method reduced the number of nodes in this region by about 10%,
and about 13,188 nodes were moved in a feasible direction.
Next, a random sample distribution is analyzed by applying the pro-
55
Figure. 4.9: Configuration space analysis of a random sample distribution
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Figure. 4.10:
posed Desired Orientation-based sampling method to the RRT∗ algorithm.
Figure.4.9 is a graph that plots the movement of a node located in a collision
area or a non-expandable area when sampling is performed in a workspace.
The proposed method has the effect of increasing the number of nodes in
a narrow region even though random sampling is performed for invalid re-
gions in the workspace. The proposed Desired Orientation-based extension
method moves the qnew node to a valid region. In total, 46,655 samples were
taken and 7,194 nodes were in the collision area, out of which, 7173 nodes
were moved to a valid region within the iteration limit and 21 nodes were
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not. Despite the additional computation, the proposed method both enhances
the search performance by increasing the number of nodes added to the
narrow region and improves the speed of convergence to the optimal path.
The numbers of nodes added to the narrow corridor area through RRT∗ and
DO-RRT∗ are 126 and 1440, respectively. The total number of samplings is
46,655.
4.6 Experimental Results
The DO-RRT and DO-RRT∗ algorithms are analyzed in a variety of
path planning problems in this section. We verified the performance of the
DO-RRT and RRT∗ algorithms by comparing them with the nonholonomic
versions of the RRT and RRT∗ algorithms, which were implemented using a
representative library of sampling-based algorithms called the Open Motion
Planning Library (OMPL) [51]. The values of experimental parameters and
the size of the configuration space were consistent to ensure a proper com-
parison. In addition, experiments were repeated 50 times for each algorithm
with the same samples. The DO-RRT, DO-RRT∗, and nonholonomic RRT
and RRT∗ adopted a goal-biased sampling method and a distance metric
function based on the Reeds-Shepp algorithm was used [52]. This distance
metric function calculates the distance of the Reeds-Shepp path between
two SE2 configurations. The Reeds-Shepp path is defined as the shortest
path of a nonholonomic car-like robot that can go back and forth with a
constrained turning radius. The nearest node can be calculated more effec-
tively than in a Euclidian weight distance method by ensuring the shortest
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distance considering both forward and backward movements. The collision
detection method is implemented as a k-d tree-based algorithm, as shown in
Chapter 3.
4.6.1 Experimental Condition
All Experiments were carried out in a C++ implementation on In-
tel (R) Core (TM) i5-2500 CPU @ 3.30GHz CPU and 4G Memory and
Ubuntu 14.04.3 LTS operating system. Vehicle-specific parameters for the
path planning were chosen based on an autonomous vehicle in our labora-
tory (SPIRIT-1, Hyundai Grandeur). Vehicle length and width are 2845 and
1614 mm, respectively. The distance from the center of the vehicle to the
real wheel center is 1100 mm and to the front wheel center is 1745 mm. The
maximum wheel angle is 35.0◦.
4.6.2 The Result of Desired Orientation-RRT Planner
Experiments were conducted for four scenarios to compare the per-
formance of the path planning algorithms in narrow and cluttered environ-
ments: forward parking, backward parking, parallel parking, and free space
parking. Each parking scenario was set to require both forward and back-
ward maneuvers due to the narrow space. In contrast to parking scenarios,
a simulation in an open area without obstacles was also conducted to con-
firm the validity of the performance analysis. Figure. shows details of the
scenarios.
The performance evaluation parameters are as follows: processing time,
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Figure. 4.11: Environments of four scenarios: forward parking, backward
parking, parallel parking and free space.
path length, and memory usage. The processing time of the RRT algorithm
is the time required to find a feasible path. Since the RRT algorithm does
not guarantee path optimality, the path’s quality cannot be improved even if
the processing time is increased. Therefore, an algorithm that can generate
a feasible path in a short time is a key factor. The algorithm was executed
for a maximum of 10 s for each scenario. Figure.4.12 shows the simulation
results of the DO-RRT and NH-RRT algorithms.
The average processing time of the DO-RRT algorithm was less than
the RRT algorithm in the parking scenario and the standard deviation of
the processing time spent in the DO-RRT algorithm was also decreased.
The processing time was approximately 3.04 times that of the conventional
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Figure. 4.12: Experimental analysis of DO-RRT and NH-RRT.
RRT algorithm, while the standard deviation was reduced 3.48 times. The
path length of the proposed method was decreased by about 1.33 times.
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Table 2: Comparision results of DO-RRT and NH-RRT




DO-RRT 0.025 0.173 0.233 0.346 0.446 1.638
NH-RRT 0.017 0.301 0.836 1.257 1.463 7.469
LENGTH (m)
DO-RRT 36.970 71.580 89.110 93.570 106.200 198.300
NH-RRT 40.880 80.390 106.000 111.400 136.600 227.100
MEMORY (MB)
DO-RRT 20.600 21.280 21.280 21.330 21.280 21.750




DO-RRT 0.034 0.115 0.250 0.297 0.391 1.031
NH-RRT 0.023 0.323 0.654 0.871 1.207 3.016
LENGTH (m)
DO-RRT 42.250 52.680 69.090 76.810 96.670 180.300
NH-RRT 49.230 80.650 102.800 104.700 123.300 169.300
MEMORY (MB)
DO-RRT 19.740 20.220 20.220 20.260 20.530 20.530




DO-RRT 0.065 0.299 0.574 0.818 0.997 4.996
NH-RRT 0.040 0.433 1.207 1.805 2.747 7.899
LENGTH (m)
DO-RRT 36.100 55.310 67.790 72.120 86.820 147.300
NH-RRT 36.210 81.380 109.300 104.000 125.500 163.100
MEMORY (MB)
DO-RRT 20.040 20.670 20.790 20.720 20.790 20.790
NH-RRT 20.790 21.320 21.320 21.510 21.840 21.840
FREE SPACE
TIME (s)
DO-RRT 0.006 0.023 0.035 0.038 0.047 0.099
NH-RRT 0.004 0.020 0.039 0.040 0.058 0.103
LENGTH (m)
DO-RRT 40.450 47.690 53.690 59.820 70.190 104.200
NH-RRT 40.420 50.660 60.080 67.390 82.880 121.200
MEMORY (MB)
DO-RRT 19.960 20.120 20.120 20.100 20.120 20.120
NH-RRT 20.120 20.120 20.430 20.370 20.570 20.570
The path from the conventional RRT had many direction changes to align
the target position in the narrow region. Thus, the length of the path was
increased compared to the DO-RRT algorithm. In the free space scenario,
performance degradation of the RRT algorithm caused by obstacles is not a
problem. Therefore, performance improvement cannot be expected through
the proposed extension method. The execution time is similar to the parking
scenario (DO-RRT: 0.037 s, RRT: 0.040 s). However, the proposed sam-
pling method can generate a shorter path length than the RRT algorithm in
free space because nonholonomic constraints of the vehicle are considered
in the target position. Memory usage is determined by the number of nodes
added to the tree during the node expansion process. The proposed method
clearly consumes less memory by reducing the number of nodes that cannot
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Figure. 4.13: Experimental results of DO-RRT and NH-RRT.
be extended. The proposed method’s performance can be improved, as the
ratio of the feasible region to the search space is reduced. In this method,
additional computation is required in the sampling and extension methods,
but it can be inferred that it is more effective by reducing the number of
rejected samples. We analyzed the quality of the generated path by measur-
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Figure. 4.14: Performance index of DO-RRT∗ and NH-RRT∗
ing the performance index of the generated results. The performance index
was calculated by applying weights to the total distance, backward distance,
variation of curvature, and number of gear changes. The resultant equation
was as follows.
P = αL f orward +βLbackward +δNgearchange + γφcurvature. (4.1)
Weights were set to α = 0.719,β = 1.438,δ = 3.0, and γ = 1.0. Figure.4.14
is a graph plotting the measurement results of four parking scenarios. The
performance index of the proposed method showed a low mean and variance
for all scenarios. In other words, it meant that the proposed method could
generate a more effective route than NH-RRT.
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Figure. 4.15: Environments of simple planning problems and randomly gen-
erated planning problems
4.6.3 Result of Desired Orientation-RRT∗
Unlike the RRT algorithm, the RRT∗ algorithm calculates the optimal
solution asymptotically. An important factor in algorithm performance is the
rate at which it converges to the optimal solution in a given time. The perfor-
mance improvement of the proposed method for a narrow and cluttered en-
vironment can be verified by comparing the DO-RRT∗ method to Informed-
RRT∗, P-RRT∗, and NH-RRT∗ on a variety of simple planning problems
and randomly generated planning problems. In addition, four parking sce-
narios were analyzed. In simple planning problems, the computation time
was measured according to the width of the search space and the gap spac-
ing between obstacles. In a randomly generated problem, the quality of the
resultant solution produced during the given time was analyzed by varying
the obstacle’s location. Figure.4.15 shows environments for analyzing sim-




Figure. 4.16: Environments results of simple planning problems.
reach the target cost was measured with respect to search ranges of 30-120
m. Figure.4.15(b) is an environment for measuring the performance from
5 to 11 m in terms of the gap width between obstacles. Figure.4.16 shows
the environmental results of simple planning problems. The average time
and standard deviation of the proposed method were shortest upon com-
parison with three other methods in both cases. These average times of 5
m gap spacing (in the search range of 120 m) were DO-RRT∗: 0.295 s,
Informed-RRT∗: 0.850 s, P-RRT∗: 2.384 s and RRT∗: 3.824 s, respectively.
66
The standard deviations were DO-RRT∗: 0.562s, Informed-RRT∗: 3.005s,
P-RRT∗: 4.170s, and RRT∗: 4.579s. Informed-RRT∗ and P-RRT∗ could ef-
fectively improve the performance depending on the search range, provided
there was sufficient free space between obstacles. However, the computation
time was significantly increased according to the search range for a narrow
gap spacing.
Figure.4.15(c) shows a randomly generated planning problem. This ex-
periment was performed to analyze the quality of the solution path. Unlike
previous simulations, obstacles were randomly placed and the analysis of
the performance index was performed on a planned optimal path over a
given time. In Figure.4.17, the performance index of the result path is com-
pared for a limited time (3 s). Each graph is plotted every 30 m for a search
range of 30-120 m. In the proposed method, the performance index average
and standard deviation were small for the increase of the search range. In the
case of the 30 m search range, the performance difference was not signifi-
cant because the planning time was sufficient for finding the optimal path.
However, as the search range increased, the differences in the performance
index clearly showed significant reductions.
In the parking simulation, as shown in Figure.4.11, DO-RRT∗, Informed-
RRT∗ , P-RRT∗, and RRT∗ algorithms were each performed for four scenar-
ios in 3 s. Performance evaluation parameters consisted of the convergence
rate and performance index and Figure.4.18 shows the simulation results.
The graphs of Figure.4.18(a) are the results of the convergence rate, the line
is the mean cost, the shaded area is the mean±SD. The convergence rate to
the optimal solution was faster for all parking scenarios and the standard
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(c)
Figure. 4.17: Environment results of randomly generated planning problem.
deviation of the final cost was also smaller than for other RRT∗ algorithms
(DO-RRT∗: 0.7925, Informed-RRT∗: 1.682, P-RRT∗: 2.068, RRT∗: 3.782),
indicating that the proposed method is robust. Note that the time and cost
required to compute the initial solution were both reduced. Figure.4.18(b)
plots the performance index of the result path. The performance index of the
proposed method showed a low average value and deviation in all scenar-
ios; this result implies that the proposed method can generate efficient paths




Figure. 4.18: Environments results of four parking scenarios.
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This section deals with the development of an experimental platform
for autonomous valet parking; the proposed DO-RRT∗ method is applied to
plan the parking path and is verified through experiments.
5.1 Hardware Architecture
Environment recognition algorithms using Light Detection and Rang-
ing (LIDAR) sensors are performed in PC1. LIDAR sensors consist of Velo-
dyne HDL-64E for 3D data acquisition and SICK LMS 511 for front and
rear 2D data acquisition. In addition, a localization algorithm is operated
using GPS and IMU sensors to recognize the vehicle’s position and orien-
tation. PC2 performs functions related to decision making, path generation,
and vehicle controllers and the signal for vehicle control is processed by the
additionally mounted MCU. In PC2, the output signal for the control result
is transmitted to the MCU via CAN protocol. Three cameras are used for
image acquisition and image processing in PC3; the hardware architecture




Figure. 5.1: Hardware Architecture (a) and Specifications (b)
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(a)
Figure. 5.2: Software Architecture of SPIRIT-1
5.2 Software Architecture
Software for autonomous vehicles runs on Ubuntu-based ROS middle-
ware. Each program performs message delivery through interprocess com-
munication (IPC) as supported by ROS. The software for autonomous vehi-
cles is run on Ubuntu-based ROS middleware and each program performs
message delivery through interprocess communication (IPC) supported by
the ROS. First, there is a receiver module for each sensor (CAN, GPS, IMU,
LIDAR, and camera) and data is collected through this module. All the data
is used for perception modules (Detector and local map generator) and local-
ization modules (SLAM and KF-based localization). The planner consists of
a global path planner module for mission planning, a decision making mod-
ule for behavior planning, and a local and a parking path planner for motion
planning. The proposed DO-RRT∗ planner is implemented in the parking




Figure. 5.3: Extended evidential map based perception system
and speed using the path from the local path planner; this information is sent
to the MCU mounted on the vehicle via the MCU send module. Figure.5.2
presents the software architecture of SPIRIT-1.
5.3 Valet Parking System
This section introduces the perception, localization, planning and con-
trol systems implemented for an autonomous valet parking system.
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(a)
Figure. 5.4: Indoor-Outdoor Localization System based on MMAE method
5.3.1 Perception System
The perception system of the parking area is implemented using the
LIDAR-based evidential grid map [53]. The evidence grid map is constructed
based on the Dempster–Shafer theory. This map can determine both the oc-
cupied and occlusion areas. In the parking area, it is difficult to decide on the
parking area due to occlusion. Solving this problem requires that [53] pro-
vides four types of probability information for each grid in consideration of
the vehicle’s kinematic characteristics, and it enables the determination of





Figure. 5.5: Results of MMAE method based Localization
5.3.2 Localization System
Vehicle localization technology can be classified as Global Position-
ing Systems (GPS), Inertial Measurement Unit (IMU)-based methods, and
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Simultaneous Localization and Mapping (SLAM) methods to match feature
information obtained from cameras or LIDAR systems. GPS-based methods
are suitable for measuring vehicles’ absolute positions. Therefore, these are
widely applied in outdoor driving environments. Although SLAM has the
advantage of being applicable to all indoor and outdoor localizations, stor-
ing map information in a large space has a high memory requirement and a
high computational cost. In addition, positioning errors can be large in lo-
cations in which feature extraction is difficult, such as in a free space. The
implemented localization system constructs a Kalman filter in parallel to ac-
quire GPS-based location information that is useful for outdoor positioning
and SLAM-based location information for indoor positioning. In addition,
applying the Multiple Model Adaptive Estimation (MMAE) method [54] al-
lows fusing the measurement values of two Kalman filters to enable indoor
and outdoor continuous positioning.
5.3.3 Planning System
Global path planning for autonomous driving can be divided into meth-
ods for structured environments and methods for unstructured environments.
A global path can be generated using a predefined map for structured envi-
ronments. In our laboratory, the predefined map was constructed using the
Route Network Definition File (RNDF) format, which includes lane, stop
line, and parking area information in the Gwanggyo area. The constructed
global map is converted into a graph structure for calculating the optimal
path. It is implemented so that a global path search can be performed when
a user provides a destination location. A directed graph search for an op-
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Figure. 5.6: RNDF-based global path planner
timal path is implemented based on Dijkstra’s algorithm. Figure.5.6 is the
RNDF-based global path planner.
The local path planner computes the vehicle-centric path based on
global path information. A spline-based local path planner has been devel-
oped to create a safe path that avoids colliding with obstacles. This planner
creates candidate paths that satisfy the boundary conditions of the searched
global path and the optimal path is selected by calculating the safety, smooth-
ness, and consistency costs of each candidate path.
In an unstructured environment such as a parking lot, it is difficult to
create a global route that is based on maps. Therefore, a path should be cre-
ated that considers the constraints that the surrounding environment place
upon the target point. The DO-RRT∗ algorithm has been applied to solve
this problem. The global path should be replanned according to changes in
the surrounding environment. Therefore, the path is periodically searched
in the background each second. The previous path is updated when a col-
lision with an obstacle occurs, or when a localization or tracking error is
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Figure. 5.7: Spline-based local path planner
large. Figure.5.8 shows a flow chart of the planning system for unstructured
environments.
5.3.4 Control System
A lateral controller is implemented using a modified version of the
pure pursuit algorithm [22]; 5.1 is derived by the geometric bicycle model
as illustrated in 5.9. R is the radius of the circle that the rear axle will travel
along for a given steering angle, l is the length of the vehicle, and ll is the
distance between the vehicle’s rear axle and the look-ahead point. The look-
ahead point is chosen at a predetermined look-ahead distance from the path
planning part in consideration of the shortest distance among waypoints.
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Figure. 5.8: Planning system for an unstructured environement
The steering angle of the vehicle called δ can be determined using the look-
ahead point and the angle α between the vehicle’s heading vector and the
look-ahead vector. The steering angle of the vehicle is determined by the






The PID control algorithm is applied to the longitudinal controller and
the raw PID control can be expressed as follows











where K p, Ki, and Kd represent the controller gains. The error between
the vehicle’s current velocity and its desired velocity is denoted by e, α
is the term for the acceleration pedal, and the β is the angle of the brake
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Figure. 5.9: Kinematic bicycle model
pedal’s desired position. The tuned values that are obtained via simulation
are used for these terms; the desired throttle input and brake that cannot be
activated simultaneously are determined using the output of the longitudinal
controller.
5.4 Experimental Validation
The valet parking procedure goes as follows. First, the target parking
location is selected by the global planning system. The perception system
sends the evidential map information to the planning system. In the au-
tonomous parking mode, the parking path is generated using the DO-RRT∗
algorithm in the stopped state, and the controller then performs steering and
speed control to follow the path; the test was conducted in an outdoor park-
ing lot. 5.10 is the comparison result of the DO-RRT∗ and RRT∗ algorithms.
The proposed method calculated the initial solution faster than RRT∗ and the
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Figure. 5.10: DO-RRT∗ based valet parking path planning results
path’s length was short. DO-RRT∗ has succeeded in path searches within a
limited time frame (30 s), but RRT∗ has an approximately 10% failure rate.
Paths for autonomous parking could be successfully generated using the
proposed method.
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Figure. 5.12: Snapshots of the autonomous parking test : (a) Approaching
to the Parking lot (b) Shifting gear to the reverse direction (c) Driving back-




Sampling-based path planning algorithms were discussed in narrow
spaces that required many direction changes in both forward and reverse.
We modeled the constraints of the vehicle by combining the magnetic-like
field and potential fields to calculate feasible directions. In this manner, both
environmental constraints and vehicle constraints could be calculated. Thus,
unnecessary expansions of the node, which is a typical problem with ran-
dom sampling methods, can be reduced. In addition, a method for deter-
mining the position of the collision point generated in the node’s expansion
process using the gradient descent method and a method of moving the po-
sition of the collision point generated in the node’s expansion process to a
safe area through the gradient descent method were proposed. This method
both increased the efficiency of node expansion and quickly calculated the
paths that converge at optimum cost. This was shown by analysis and ex-
perimentation applied by both RRT and RRT∗ methods for the vehicle path
generation. The performance of the proposed algorithm has been verified
through simulations and actual tests of autonomous vehicles in narrow park-
ing spaces. The RRT method improved the computation speed and reduced
memory usage, and the asymptotic optimization method RRT∗ contributed
to improving the optimal solution’s calculation speed.
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연구가 활발하게 진행되고 있다. 차량의 모션 계획은 주행의 안전성 및
효율성과 밀접하게 관계된 핵심적인 기술 중 하나이다. 하지만 협소하고
복잡한 도로에서는 환경적 구속 조건과 차량의 논홀로노믹 구속 조건이
복합적으로작용되어모션계획의복잡성이증가된다.이로인해전/후진
전환이 많은 비효율적인 경로를 생성하거나 제한된 시간 내에 경로 탐
색에 실패하기도 한다. 본 연구에서는 협소하고 복잡한 환경에서 차량의
경로 생성을 위한 샘플링 기반의 모션 계획 알고리즘을 다룬다. 본 연구
의 기여는 다음과 같다. 첫째, 협소한 공간에서의 효율적인 샘플링 방법
을 제안한다. 협소하고 복잡한 지역에서는 환경 및 차량의 제약 조건을
만족하는 유효한 샘플의 빈도가 낮고 확장 불가능한 방향의 노드 수가
증가되어 계산 성능을 저하시키고 메모리 사용량을 증가시킨다. 이를 위
해 자기장 기반의 접선 벡터 방향 샘플링을 적용한 Desired Orientation
Rapidly-exploring Random Trees (DO-RRT)을제안한다.둘째,접선방향
제약을기반으로한노드확장방법을제안한다.랜덤샘플의방향으로트
리를확장하는과정에서많은수의노드가충돌테스트를통과할수없다.
이것은 불필요한 샘플링 반복의 횟수를 증가시켜 성능 저하를 야기한다.
이 문제를 해결하기 위해 경사 하강법 기반의 노드 확장 방법을 적용한
DO-RRT∗ 알고리즘을 제안한다. 제안된 알고리즘의 성능은 다양한 환경
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에서시뮬레이션및실차테스트를통해분석되었다.
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