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ABSTRACT
The massive (13,000–26,000 M⊙), young (15–30 Myr) Large Magellanic Cloud star cluster NGC 1818
reveals an unexpected increasing binary frequency with radius for F-type stars (1.3–2.2 M⊙). This is
in contrast to many older star clusters that show a decreasing binary frequency with radius. We study
this phenomenon with sophisticated N -body modeling, exploring a range of initial conditions, from
smooth virialized density distributions to highly substructured and collapsing configurations. We find
that many of these models can reproduce the cluster’s observed properties, although with a modest
preference for substructured initial conditions. Our models produce the observed radial trend in binary
frequency through disruption of soft binaries (with semi-major axes, a & 3000 AU), on approximately
a crossing time (∼ 5.4 Myr), preferentially in the cluster core. Mass segregation subsequently causes
the binaries to sink towards the core. After roughly one initial half-mass relaxation time (trh(0) ∼ 340
Myr) the radial binary frequency distribution becomes bimodal, the innermost binaries having already
segregated towards the core, leaving a minimum in the radial binary frequency distribution that
marches outwards with time. After 4–6 trh(0), the rising distribution in the halo disappears, leaving a
radial distribution that rises only towards the core. Thus, both a radial binary frequency distribution
that falls towards the core (as observed for NGC 1818) and one that rises towards the core (as for older
star clusters) can arise naturally from the same evolutionary sequence owing to binary disruption and
mass segregation in rich star clusters.
Keywords: (stars:) binaries: general - galaxies: star clusters: individual (NGC 1818) - (galaxies:)
Magellanic Clouds - stars: kinematics and dynamics - methods: numerical
1. INTRODUCTION
Observations of star-forming regions, young and old
star clusters, and the Galactic field indicate that
most stars reside in binary or higher-order mul-
tiple systems (e.g. Kouwenhoven et al. 2005, 2007;
Raghavan et al. 2010; Geller et al. 2010; Kraus et al.
2011; Geller & Mathieu 2012; King et al. 2012). Since
most stars (with masses & 0.5 M⊙) form in clusters
or groups (Lada & Lada 2003), many of which quickly
dissolve to populate the Galactic field (Adams & Myers
2001), connecting observed binary frequencies within
these different environments is critical to our understand-
ing of star formation. In dense star clusters, the fre-
quency of binary stars can be significantly modified by
close encounters with other stars, and these processes
can be studied in detail through sophisticated N -body
simulations.
In most star clusters, the rates of binary disruption
(particularly for wide binaries) greatly exceed the rates
of binary creation. As explained by Heggie (1975), bi-
naries that have low binding energies relative to the ki-
netic energies of stars within the cluster, known as “soft”
binaries, tend to become even less bound (“softer”) on
average as a result of stellar interactions, and are even-
tually disrupted. Conversely binaries with high binding
energies relative to the kinetic energies of stars within
the cluster (“hard” binaries) become more tightly bound
(“harder”). Most hard binaries are unlikely to be dis-
rupted by stellar encounters, but dynamical hardening
and binary evolution processes can also destroy very hard
binaries. These dynamical processes are expected to pro-
ceed most rapidly in the denser core of the cluster where
stellar encounters are most frequent.
Offsetting these disruption processes is the preferen-
tial tidal stripping of low-mass single stars from the clus-
ter by the Galactic potential and their ejection from the
core due to dynamical encounters, which, after an ini-
tial stage of rapid soft binary disruption, can lead to a
roughly constant global binary frequency over many Gyr
(Hurley et al. 2005; Geller et al. 2013).
Locally, at different radii within a cluster, the bi-
nary frequency also evolves owing to two-body relaxation
processes and dynamical friction. On average, binaries
have a higher total mass than their single-star coun-
terparts, and therefore energy exchange between these
two groups tends to cause binaries to sink towards the
core of the cluster. This dynamical mass segregation re-
sults in the binary frequency rising in the cluster core
and falling in the halo. Indeed, many Milky Way open
and globular clusters show a rising binary frequency to-
wards the cluster core, which is interpreted to be the re-
sult of mass segregation (e.g. Mathieu & Latham 1986;
Geller & Mathieu 2012; Milone et al. 2012).
Binary disruption and mass segregation processes com-
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pete to determine the radial distribution of the binary
frequency within a dense star cluster. Observations of
star clusters of different ages allow us to study empiri-
cally the timescales for these processes and to verify the
predictions from N -body simulations. The rich star clus-
ter NGC 1818, located in the Large Magellanic Cloud
(LMC), is the youngest rich cluster where the radial
dependence of the binary frequency has been measured
(Elson et al. 1998; de Grijs et al. 2013; Li et al. 2013b),
and is therefore very important for our understanding of
the early evolution of binaries in star clusters.
NGC 1818 has an age of 15 - 30 Myr, a total
mass of 13,000 M⊙ to 26,000 M⊙, a central surface
mass density of 180 ± 4 M⊙ pc
−2 (de Grijs et al. 2002;
Mackey & Gilmore 2003), and a total binary frequency1
(fb) estimated to be between 55% and 100% for F-type
stars with masses between 1.3 M⊙ and 1.6 M⊙ (Hu et al.
2010). Importantly, the binary frequency in NGC 1818
is observed to decrease towards the core of the cluster
(de Grijs et al. 2013; Li et al. 2013b), in stark contrast
to the more typically observed radial dependence where
the binary frequency rises towards the core, as also pre-
dicted from mass segregation processes.
de Grijs et al. (2013) and Li et al. (2013b) suggest that
this radial trend of the binary frequency observed in
NGC 1818 may result from the processes of binary dis-
ruption. In this paper we test this hypothesis through
sophisticated N -body modeling of the cluster. In Sec-
tion 2, we describe the simulation method and define
our grid of cluster simulations. In Section 3, we dis-
cuss the evolution of the radial dependence of the binary
frequency and the contribution of dynamical binary dis-
ruption and mass segregation. Then, in Section 4, we
compare the simulations directly with the observations
and discuss our ability to reproduce the observed trend
in binary frequency within our models. In Section 5 we
discuss the implications of these results for the origins
of the radial binary frequency distribution in NGC 1818
and relate this result to similar observations in other rich
star clusters. Finally, in Section 6 we provide our con-
clusions.
2. SIMULATION METHOD
We use the NBODY6 code (Aarseth 2003) to model the
dynamical evolution of rich star clusters, with the goal of
reproducing the observations of NGC 1818 at the clus-
ter’s age. NBODY6 includes stellar and binary evolution
(Hurley et al. 2000, 2002), models dynamical encounters
with binaries in detail, including those leading to the dis-
ruption of binaries, and mass segregation arises naturally
in NBODY6 from two-body relaxation processes. Much of
our method is identical to that of Geller et al. (2013), ex-
cept that here we choose some different initial conditions
for the cluster, which we describe below.
Observations of NGC 1818 suggest that the clus-
ter has a total mass between 13,000 M⊙ and
26,000 M⊙ (de Grijs et al. 2002; Mackey & Gilmore
2003). We choose to begin all of our models with 36,000
stars chosen from a Kroupa (2001) IMF, with masses
between 0.1 M⊙ (approximately the hydrogen-burning
1 We define the binary frequency as fb = Nb/(Ns + Nb + ...),
where Nb is the number of binaries, Ns is the number of single
stars, and “...” signifies higher-order multiples.
limit and the lowest stellar mass with detailed models
guiding the stellar evolution code) and 50 M⊙, which
produces an initial cluster mass of ∼21,800 M⊙. Ex-
trapolating from the results of Hurley et al. (2005) and
Geller et al. (2013) suggests that this initial mass will
remain within the observed mass range by an age of 30
Myr (the maximum age estimate for the cluster), despite
mass loss from stellar evolution, dynamical ejections and
tidal stripping from the Galactic potential, and indeed
our evolved NGC 1818 models confirm this result. We
do not model the embedded phase of the cluster here.
Instead we begin our simulations at t = 0 after gas ex-
pulsion and with all stars on the zero-age main sequence.
Mackey & Gilmore (2003) fit the observed surface
brightness distribution of NGC 1818 with an EFF profile
(Elson et al. 1987), defined by
µ(r) = µ0
(
1 +
r2
a2
)−γ/2
, (1)
with a central surface brightness of
logµ0 = 3.35 ± 0.02 L⊙ pc
−2, a = 12.50 ± 0.78 arcsec
(3.04± 0.19 pc, using the canonical LMC distance modu-
lus of 18.5, which equates to a scale of 4.116 arcsec pc−1,
as in Mackey & Gilmore 2003) and γ = 2.76 ± 0.12.
Also, for reference, one can calculate the King core
radius from the EFF parameters as,
rc = a(2
2/γ
− 1)1/2, (2)
which here equates to 2.45 pc. Mackey & Gilmore (2003)
adopt a mass-to-light ratio of 0.08, which implies a cen-
tral mass surface density of 180 ± 4 M⊙ pc
−2. We aim
to reproduce these observations at the age of NGC 1818
within our simulations.
The EFF model is similar to a King (1966) or Plummer
(1911) model (which are more typical initial conditions
for N -body star cluster simulations) except in the halo,
where the EFF model maintains a slightly higher sur-
face brightness and results in a slightly more extended
cluster. For simplicity, here we begin our simulations
with stars distributed according to a Plummer model,
and we describe the details of these models below. At
the age of NGC 1818, these simulations are consistent
with the EFF model to within the radial extent of the
de Grijs et al. (2013) and Li et al. (2013b) studies (see
Figure 5).
Observations suggest that many clusters may form
with subvirial velocities (Peretto et al. 2006; Andre´ et al.
2007; Tobin et al. 2009; Proszkow et al. 2009). Therefore
we investigate different simulations with initial virial ra-
tios of Q = 0.5 (equilibrium) and Q = 0.3 and 0.1 (col-
lapsing). In order to determine the initial length scale,
we first ran simulations with a range of initial virial radii
for each Q value and determined the initial virial radius
for a given Q that best reproduces the observed surface
density profile at the age of NGC 1818. We find that
an equilibrium model reproduces the observations with
an initial virial radius of 7 pc (equivalent to an initial
half-mass radius of rh(0) = 5.38 pc and a Plummer scale
radius of rpl(0) = 4.12 pc ). A Q = 0.3 model also repro-
duces the observations with an initial virial radius of 7 pc.
A Q = 0.1 model requires an initial virial radius of 10 pc
(rh(0) = 7.69 pc, rpl(0) = 5.89 pc). For this study, we do
not simulate clusters with supervirial initial conditions,
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although it is conceivable that some supervirial initial
conditions may reproduce the observed surface density
profile of NGC 1818 at the cluster age.
Many young clusters are also observed to be sub-
structured and well represented by fractal density dis-
tributions (e.g. Larson 1995; Kraus & Hillenbrand 2008;
Cartwright & Whitworth 2004; Sa´nchez & Alfaro 2009).
Therefore, in addition to the smooth models at different
virial ratios, we also explore different “clumpy” models.
We impose fractal distributions on top of the Plummer
models described above (see Figure 1) using the McLus-
ter code (Ku¨pper et al. 2011), with slight modifications
to match those we made to NBODY6 for defining the ini-
tial binaries (see Geller et al. 2013), which creates initial
conditions that can be easily read directly into NBODY6.
We follow Goodwin & Whitworth (2004) and investigate
clusters with fractal dimensions of D = 1.6, 2.0, 2.6, and
D = 3.0 (which corresponds to the smooth models with
no clumping defined above). Again, we first ran simu-
lations with a range of initial virial radii for each com-
bination of Q and D to identify the initial length scale
that best reproduces the observed surface density profile
at the cluster age.
To define the stellar velocities for the fractal initial
conditions, McLuster first draws random velocities from
a normal distribution such that the mean motion of the
stars in each subgroup is zero and the mean magnitude of
the velocities for stars in each subgroup is unity. In ad-
dition to this normally distributed velocity, the velocity
of each “parent” is added to the velocities of each of its
“children”, so each generation as an ensemble moves like
its parent. Finally, the velocity of each star is multiplied
by the circular velocity from the Plummer model at the
star’s radius. Thus, since the velocities are normally dis-
tributed around the parents’ (and grandparents’) veloci-
ties, the initial velocities are coherent but random. There
is evidence that most (and perhaps all) substructured
clusters form with subvirial velocities (Girichidis et al.
2012), and furthermore in order to erase the initial sub-
structure as rapidly as is observed, subvirial initial con-
ditions may be required (Goodwin & Whitworth 2004).
For our purposes we build models with clumpy and sub-
virial as well as equilibrium initial conditions to investi-
gate the correspondence of such models with observations
of NGC 1818.
All of our simulations that begin with stars initially dis-
tributed in clumpy density distributions relax to smooth
density distributions within the range of age estimates
for NGC 1818 (see e.g., the bottom panel of Figure 1),
although some of our most highly substructured and sub-
virial simulations retain some minor clumpiness at an age
of 15 Myr (which is erased by 30 Myr).
We list in Table 1 the initial virial ratio (Q), initial
fractal dimension (D) and initial virial radius (RV) for
the models that match the observed surface density dis-
tribution of NGC 1818 at the cluster’s age, as well as the
number of simulations (Nsims) and the percentage of lines
of sight to the simulations that match the observed ra-
dial distribution of the binary frequency (Pobs, discussed
in Sections 4 and 5). In the following, we will refer to a
particular model using the convention of [Q,D].
NGC 1818 is located at about 3.8 degrees (∼3.3 kpc)
from the center of the LMC. We simulate the effects of
the cluster orbiting within the potential of the LMC by
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Figure 1. Stellar positions for one [Q,D] = [0.5,3.0] cluster sim-
ulation (top at t = 0) and one [Q,D] = [0.3,2.0] simulation (middle
at t = 0 and bottom at t = 15 Myr, the minimum age estimate
for NGC 1818), demonstrating the difference between smooth and
clumpy (i.e. fractal) initial density distributions and also that the
simulations with clumpy initial conditions relax to smooth density
distributions by the age of NGC 1818. The simulations are shown
in projection along the z axis; each simulation begins with the x
direction facing away from the LMC center, and the cluster or-
bits in the x − y plane. The positions are shown in pc and also
in fractions of the respective initial half-mass radii, rh(0). For
the [Q,D] = [0.5,3.0] simulation, rh(0) = 5.38 pc, and for the
[Q,D] = [0.3,2.0] simulation, rh(0) = 7.69 pc. Each binary is plot-
ted as a single point at the center-of-mass of the given system.
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Table 1
Summary Table of N-body Simulations
Q D RV (pc) Nsims Pobs (%)
0.5 3.0 7 20 28.13
0.5 2.6 8 2 99.3
0.5 2.0 9 2 85.4
0.5 1.6 11 2 78.0
0.3 3.0 7 10 17.03
0.3 2.6 9 2 90.7
0.3 2.0 10 2 53.3
0.3 1.6 11 2 97.4
0.1 3.0 10 10 22.77
0.1 2.6 10 2 94.7
0.1 2.0 11 2 50.5
0.1 1.6 11 2 20.3
Q is the initial virial ratio. D is the
initial fractal dimension (with D = 3.0
corresponding to non-fractal, smooth, ini-
tial conditions). RV is the initial virial
radius of the Plummer model. Nsims is
the number of simulations with the given
[Q,D,RV]. Pobs is the percentage of sight
lines that reproduce the observed radial
distribution of the binary frequency.
placing the cluster at 3.3 kpc from the center of a point
mass of 1010 M⊙ on a linearized circular orbit. Although
the modeling of the cluster’s orbit could be more sophis-
ticated, precise cluster orbital parameters are currently
unknown and, more importantly, after only 30 Myr (the
likely maximum age of NGC 1818) the effects on the
cluster from the LMC tidal field are minimal.
Observations of NGC 1818 suggest a total binary fre-
quency of up to 100% (at least for F-type stars; Hu et al.
2010). We choose to begin all of our models with a 100%
binary frequency with no radial or primary mass depen-
dence. We follow empirically defined initial distributions
for the orbital parameters of the binaries in our models,
as in Geller et al. (2013), which agree with observations
of solar-type binaries in young open clusters (e.g. M35;
Geller et al. 2010) and the field (Raghavan et al. 2010).
Specifically, we draw the initial binary orbital pe-
riods from a log normal distribution with a mean of
log(P [days]) = 5.03 and σ = 2.28. We allow the initial
binaries to populate the entire log normal distribution,
even though some of these binaries are born soft, because
we are interested in investigating the dynamical disrup-
tion of soft binaries within the simulations. In practice,
the initial log normal distribution allows binaries with pe-
riods up to ∼ 1010 days. Consequently, a small fraction
of binaries (<1%) are assigned orbital separations that
are larger than the distance from the binary’s center of
mass to its nearest star. Such binaries would likely not
form in real clusters, and are promptly disrupted dynam-
ically at the start of the simulation, causing a drop in the
binary frequency of about 0.2% to 5% inside of one rh(0)
and about 0.2% to 2% outside of one rh(0) (depending on
the initial density distribution). This decrease is similar
in magnitude to the uncertainty in the binary frequency
from Poisson counting statistics (of about 1% inside or
outside of rh(0)), and is small compared to the ∼30%
difference in binary frequencies of the inner- and outer-
most bins observed by de Grijs et al. (2013) and Li et al.
(2013b) in NGC 1818.
The NGC 1818 F-type binaries with mass ratios
q ≥ 0.55 have a mass-ratio distribution consistent with
dN/dq ∝ q−α, where α = 0.4 or α = 0.0 (de Grijs et al.
2013; Li et al. 2013b). In our simulations, we define the
initial mass ratios by first taking two masses,M1 andM2,
from the Kroupa (2001) IMF (within the mass limits de-
fined above), combining these masses (Mtot =M1 +M2),
and then choosing a new mass ratio from a uniform
distribution such that the new primary and secondary
masses sum to equal Mtot, and the new secondary mass
is greater than 0.1 M⊙ but less than the new primary
mass. For the mass range observed by de Grijs et al.
(2013) and Li et al. (2013b), this procedure produces a
mass-ratio distribution (over all q) that favors low q val-
ues and approximately follows an α = 0.4 distribution
(as also suggested by Kouwenhoven et al. 2005, 2007 and
Reggiani & Meyer 2011 for binaries of a range of spectral
types). Finally, we draw the initial eccentricities from
a Gaussian distribution with a mean of e = 0.38 with
σ = 0.23. These binaries are then evolved through the
Kroupa (1995) pre-main-sequence evolution prescription,
with the same modifications as in Geller et al. (2013).
We produce multiple realizations of each simulation
using different initial random seed values to address the
stochastic effects present in N -body simulations. More-
over, for all simulations with a given [Q,D], the initial
stellar and binary parameters (e.g., positions, velocities,
binary periods and mass ratios, etc.) are all drawn from
the same respective distributions, but each simulation
randomizes the parameters to produce a unique initial
stellar population. For the smooth (fractal dimension
D = 3.0) models, we ran 20 Q = 0.5 simulations and
10 simulations each for Q = 0.3 and 0.1. For the sub-
structured models with a fractal dimension D < 3.0, we
ran two simulations each. We discuss our method for
combining the results from these simulations below. Our
primary goal here is not to identify the specific combina-
tion of [Q,D] with which NGC 1818 most likely formed,
but rather to investigate whether we can reproduce the
observations of NGC 1818 with virial or subvirial and
smooth or clumpy initial conditions. As we show below,
this number of simulations is sufficient to answer this
question.
3. DYNAMICAL EVOLUTION OF THE BINARY
FREQUENCY
Before we compare the N -body simulations to the ob-
servations of NGC 1818, we discuss in general the evo-
lution of the radial distribution of the binary frequency.
We choose here to focus on the 20 [0.5,3.0] (equilibrium
and smooth) simulations, although the general evolution-
ary sequence we discuss below is common to all of our
models. In Figure 2 we show the binary frequency (over
all primary masses and binary mass ratios) as a function
of radius from the cluster center. We show six repre-
sentative times in the figure, namely the crossing time,
tcr ∼ 5.4 Myr, and multiples of the initial half-mass re-
laxation time, trh(0) ∼ 340 Myr. (Although not plotted
in this figure, the initial binary frequency has no radial
dependence.)
After one crossing time, the binary frequency decreases
towards the core of the cluster, due to the disruption of
wide binaries. This is illustrated further in Figure 3,
where we show the cumulative distributions of semi-
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major axes for binaries inside and outside of one initial
half-mass radius (rh(0)) at a crossing time. Compared
to the initial semi-major axis distribution, both distri-
butions at tcr are truncated at shorter separations by
disruptive stellar encounters. The very wide binaries ob-
served in the field are soft even in the cluster halo. Impor-
tantly, the semi-major axis distribution of binaries found
inside of one rh(0) is shifted to even shorter separations
than that of binaries outside of one rh(0). This is also
seen in Figure 4, where we show the maximum separa-
tion for binaries inside and outside of rh(0) as functions of
time. There is a steep drop in the maximum semi-major
axis very early on due to the rapid disruption of very
soft binaries from the primordial population in both the
inner and outer cluster regions. However, the binaries
outside of rh(0) are able to retain companions at much
wider separations than can survive inside of rh(0), up to
about 8 trh(0).
This difference between the inner and outer binaries re-
sults from the higher velocity dispersion and higher den-
sity in the cluster core relative to the halo. The higher ve-
locity dispersion leads binaries in the core to move more
rapidly, on average, relative to other stars than do bi-
naries in the halo. Thus encounters within the core are
more energetic and can disrupt tighter binaries. Also,
the higher density results in a higher encounter rate in
the core than in the halo (Leigh & Sills 2011). Further-
more, early in the cluster’s evolution, the stars do not
have sufficient time to mix throughout the cluster, and
instead most experience the dynamical environment near
where they were born. These effects combine to produce
a decreasing binary frequency towards the cluster core at
tcr, which is maintained for roughly one trh(0).
As time progresses in the simulations, cluster-wide
mass segregation effects begin to control the radial de-
pendence of the binary frequency. The arrows in the
five lower panels in Figure 2 mark the theoretical “rmin”
values or “zones of avoidance” from, e.g., Mapelli et al.
(2004) and Ferraro et al. (2012). In a given panel, rmin
represents the radius inside of which the local dynami-
cal friction timescale (Binney & Tremaine 1987) for a bi-
nary with a mass equivalent to that of the mean binary
mass in the cluster is shorter than the simulated time.
Qualitatively, the rmin value predicts the radius inside of
which the binaries should experience the effects of dy-
namical friction and therefore fall towards the center of
the cluster. The result of this process is to increase the
binary frequency in the core at the expense of the binary
frequency towards the cluster halo.
At 2trh(0), the radial dependence of the binary fre-
quency is high in the core, then drops to a minimum
near rmin (at roughly one rh(0)), and then rises again
towards the halo. The rate of dynamical binary (and
triple-system) creation in our models is far too low to ac-
count for this increase in the binary fraction (cf. Li et al.
2013b). Instead, this phenomenon is due to mass seg-
regation processes. Binaries inside of rmin have already
fallen towards the core as the cluster begins to become
mass segregated. However binaries outside of rmin have
not experienced enough dynamical friction to migrate
fully towards the core. Also, at 2trh(0), the binary fre-
quency at each radial bin has decreased to well below the
values at tcr. By this time more disruptive encounters
have occurred locally, and also binaries that formed in
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Figure 2. Binary frequency as a function of radius from the
center of the [0.5,3.0] cluster model. Each point plots the mean
binary frequency over all primary masses and mass ratios within
a three-dimensional shell centered at the given radius and with a
width of 1 pc (∼ 0.19 rh(0)) derived from the 20 realizations of our
[0.5,3.0] cluster model. The uncertainty at each point shows one
standard error of the mean. We show six snapshots of the cluster
evolution here, labeled within each panel, namely, the crossing time
(tcr = 5.4 Myr, top) and multiples of the initial half-mass relaxation
time (trh(0) = 340 Myr, bottom five panels). The arrows in the
bottom five panels mark the respective cluster radii inside of which
the local dynamical friction timescale for a binary with a mass
equivalent to that of the mean binary mass in the cluster is shorter
than the simulated time. (At tcr the arrow would be at a radius of
∼0, and is therefore not shown.)
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Figure 3. Cumulative semi-major axis distributions for binaries
within the [0.5,3.0] simulations. Each line shows the combined
cumulative distribution including binaries from all 20 simulations.
We show three different snapshots of the cluster evolution: at t = 0
(black, the initial distribution), at the crossing time (tcr = 5.4 Myr,
dark gray), and at six times the initial half-mass relaxation time
(6trh(0) = 2040 Myr, light gray). For each time, the solid line
plots the semi-major axis distribution for binaries within one initial
half-mass radius (rh(0) = 5.38 pc), and the dashed line plots the
distribution for binaries outside of one rh(0). At t = 0 the two lines
overlap, as we do not impose any radial dependence on the initial
conditions for binary orbital parameters. (The small “bump” in
the distributions near log a = -1.0 derives from the Kroupa (1995)
pre-main-sequence evolution prescription.)
the halo have had more time to orbit through the denser
central regions of the cluster where encounters are more
energetic.
Over time, the rmin value marches out towards the
halo. By 4trh(0) the binary frequency maintains the ris-
ing distribution towards the core inside of rmin but de-
velops a roughly flat distribution outside of rmin. By
6trh(0) the binary frequency increases continuously from
the halo to the core of the cluster. Also at t & 6trh(0),
both the binaries inside and outside of rh(0) have experi-
enced sufficient encounters to regain similar semi-major
axis distributions (see Figures 3 and 4).
As a check for the dependence of these results on the
long-period cutoff of the initial binary orbital period dis-
tribution, we reanalyzed the [0.5,3.0] simulations consid-
ering all binaries with initial orbital periods P > 108 days
as single stars. This reanalysis results in the same binary
frequency in the core of the cluster at tcr (and 30 Myr),
and a progressively lower binary frequency towards the
halo, as compared to the original analysis. Binaries in
the core with P > 108 days are already broken up by
one crossing time, where the binaries in the halo are not.
The decreasing trend in binary frequency towards the
core of the cluster remains. After one trh(0) the radial
distributions of the binary frequency from both analy-
ses are indistinguishable, since nearly all of these wide
binaries have been disrupted, even in the halo.
4. COMPARISON BETWEEN OBSERVATIONS AND
SIMULATIONS OF NGC 1818
Now we compare the simulations directly with obser-
vations of NGC 1818. Here we choose to investigate in-
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t/trh(0)
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Figure 4. Maximum semi-major axis of binaries inside (solid
line) and outside (dashed line) of one initial half-mass ra-
dius (rh(0) = 5.38 pc) within the [0.5,3.0] simulations as func-
tions of time in units of the initial half-mass relaxation time
(trh(0) = 340 Myr). At each time, we show the mean of the max-
imum semi-major axes within the given radial bin from the 20
simulations.
dividual simulations rather than combining the different
simulations for a given [Q,D] pair, as in the previous
section. We will focus specifically on three simulations
defined by [0.5,3.0], [0.3,2.0], and [0.1,2.6], and with ini-
tial conditions that lead to a radial dependence of the bi-
nary frequency that matches particularly well the obser-
vations from de Grijs et al. (2013) and Li et al. (2013b)
at the age of NGC 1818.
We choose to compare the simulations at an age of
30 Myr to the observations. At 15 Myr (the minimum
age estimate for the cluster), the surface density pro-
files for these simulations are nearly identical to those
at 30 Myr, although the subvirial simulations have a
slightly higher central surface density, a residual of the
early collapse and subsequent restructuring that occurs
on roughly a crossing time. The binary frequencies in
these three simulations are also slightly higher at 15 Myr
than at 30 Myr (although still consistent with the obser-
vations), since the binaries have had less time to undergo
disruptive dynamical encounters with other stars.
At 30 Myr, the total masses for the [0.5,3.0], [0.3,2.0]
and [0.1,2.6] simulations are 19,518.6 M⊙, 19,064.4 M⊙
and 17,664.8 M⊙, respectively. For reference, the mean
masses for all simulations with these respective [Q,D]
pairings are 19,550 ± 140 M⊙, 19,160 ± 100 M⊙ and
18,046 ± 380 M⊙ (showing uncertainties of one standard
deviation for the D = 3.0 simulations and half of the
range in masses for the two simulations with D < 3).
As the initial virial ratio decreases, the simulated clus-
ters lose more mass early on, due to both violent re-
laxation processes that can eject more stars from the
core of the cluster and the more loosely bound halo stars
that are more vulnerable to tidal stripping (as the Q=0.1
and Q=0.3 simulations began with an initial virial radius
of 10 pc, compared to 7 pc for the Q=0.5 simulation).
These simulation masses agree well with the range of esti-
mates from de Grijs et al. (2002) and Mackey & Gilmore
(2003).
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Figure 5. Projected radial mass surface density profiles for three
simulations compared with the EFF profile fit to observations of
NGC 1818 by Mackey & Gilmore (2003). We show results from
three specific simulations at 30 Myr defined by [0.5,3.0] (top panel),
[0.3,2.0] (middle panel) [0.1,2.6] (bottom panel) with the hatched
regions. Each bin for the respective simulations shows the range
within which fall 95% of our 1000 random sight lines. The solid
gray band shows the region encompassed by the Mackey & Gilmore
(2003) EFF model, with parameters log µ0 = 3.35 ± 0.02 L⊙ pc−2,
a = 52 ± 3 pc, and γ = 2.76 ± 0.12.
At 30 Myr, the total binary frequencies in the [0.5,3.0],
[0.3,2.0], and [0.1,2.6] simulations are 73%, 78%, and
80%, respectively. For reference, the mean binary fre-
quencies for all simulations with these respective [Q,D]
pairings are 73% ± 1%, 77.9% ± 0.1%, and 79% ± 1%
(with uncertainties defined as above for the masses).
Again, these values agree well with the observational es-
timates for NGC 1818.
Next we investigate each simulation in projection, as
an observer of NGC 1818 would only have access to two
dimensions of spatial data. Strictly, the orbit of the sim-
ulated cluster within the LMC potential defines a pre-
ferred line-of-sight projection for the cluster relative to
an observer on Earth. However, given the uncertainties
in the true cluster orbital parameters and our simplistic
modeling of the LMC potential, we choose not to de-
fine a particular projection to the cluster. Furthermore,
asymmetries within the simulations beginning with cool
and clumpy conditions are not expected to exactly repro-
duce the initial cluster conditions, and are only meant as
statistical approximations. Therefore we select 1000 dif-
ferent lines of sight randomly distributed over the sphere
and project each simulation along these sight lines. In the
following we combine these results to show the range in
possible observed projections for a cluster like NGC 1818.
In Figure 5, we show the 30 Myr mass surface den-
sity profile for these three simulations compared with the
EFF model fit to the observations by Mackey & Gilmore
(2003). Although these simulations began with Plum-
mer profiles, all simulations reproduce the observed sur-
face density profile to within the range from our 1000
sight lines out to the ∼20 pc limit of the de Grijs et al.
(2013) and Li et al. (2013b) observations. These results
are not particularly sensitive to the chosen projection,
nor are they sensitive to the specific simulation chosen
from these sets. Importantly, reproducing the observed
surface density profile, total mass, and binary frequency
indicates that we have correctly modeled the dynamical
environment for binaries in the real cluster within our
simulations.
In Figure 6 we investigate the cumulative radial dis-
tribution of the binary frequency at 30 Myr in the three
simulations and compare these results to the observations
in the bottom panel. Note that here we plot the results
in cumulative form rather than binned as in Figure 2, to
match the analysis of the observations. Moreover, here
each point plots the binary frequency inside the given ra-
dius. For comparison, we plot in the top panel mean re-
sults from all simulations in the respective [Q,D] pairs in
three-dimensional shells without limiting the simulations
by primary mass or mass ratio. The [0.5,3.0] and [0.1,2.6]
simulations show a relatively large range in binary fre-
quencies at each bin between the individual simulations
with the given [Q,D] combination. We will return to this
below.
The remaining three panels show only the individ-
ual simulations we focus on here (and which are also
shown in Figure 5). In the second panel from the top,
we show cumulative binary frequency distributions from
these three simulations in projection for binaries of all
primary masses and mass ratios. A visual comparison
of the uncertainties plotted in this panel (which show
the range within which lie 95% of the projections) re-
veals that the [0.5,3.0] simulation is most symmetric at
30 Myr, followed by the [0.3,2.0] simulation, and finally
the [0.1,2.6] simulation.
In the bottom two panels, we only include stars with
primary masses between 1.3 M⊙ and 2.2 M⊙, matching
the mass range from the Li et al. (2013b) observations2.
Here, in general, the uncertainties become larger towards
2 Because the observations were selected to be within a range
in magnitude, some near equal-mass binaries with primary masses
< 1.3 M⊙ are included in the observational sample that are not in-
cluded in the analysis of the simulations, and the opposite is true at
the bright end of the observed magnitude range for primary masses
> 2.2 M⊙. We assume that the contributions to the observed bi-
nary frequency from binaries gained and lost at the faint and bright
ends of the magnitude range, respectively, approximately cancel
each other out.
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the cluster core relative to the distributions in projection
using all primary masses and mass ratios. The increased
uncertainties are primarily due to Poisson noise owing to
the decreased number of objects when selecting only the
observed regime in primary mass (and also mass ratio in
the bottom panel).
Finally in the bottom panel we further limit the simu-
lations to only include binaries with mass ratios q ≥ 0.55
(and count binaries with q < 0.55 as single stars in our
calculations of the binary frequencies). In this panel
we compare the simulations directly to the observations
from Li et al. (2013b). All simulations closely reproduce
the observations.
To test the relative difference between the observations
and a given simulation, we performed χ2 tests comparing
all 1000 lines of sight to the three simulations shown in
Figure 6 against the observations (bottom panel). Specif-
ically, for each line of sight, we calculate
χ2 =
∑
r
(fs(< r) − fo(< r))
2
e[fo(< r)]2
, (3)
where fs(< r) and fo(< r) are the simulated and ob-
served cumulative binary frequency inside the given ra-
dius, respectively, and e[fo(< r)] is the error on the
observed cumulative binary frequency at the same ra-
dius. We have not constrained the simulation results,
and therefore we have eight degrees of freedom (one for
each bin in Figure 6). We find that, respectively, 97.4%,
99.9%, and 100% of the [0.5,3.0], [0.3,2.0], and [0.1,2.6]
projections are indistinguishable from the observations
(at the 3σ level). Thus the specific line of sight for these
simulations does not change the correspondence with the
observations.
In Table 1 we show all [Q,D] pairs that reproduce the
observed surface density profile of NGC 1818 at 30 Myr,
and also the combined percentages of sight lines to these
simulations that result in a trend in binary frequency
with radius that is indistinguishable from the observa-
tions (Pobs). Specifically, we perform χ
2 tests comparing
the Li et al. (2013b) observations to all 1000 sight lines
towards a given simulation as described above. Then
Pobs is defined as the percentage of sight lines to all simu-
lations for a given [Q,D] pairing which result in a p-value
of less than 3σ.
5. DISCUSSION
All of the simulations in Table 1 reproduce the ob-
served surface density profile of NGC 1818 at 30 Myr,
and certainly there are more combinations of initial
[Q,D,RV] that will also reproduce these observations.
About 60% of the sight lines to these simulations (the
mean of the 12 Pobs values in Table 1) also reproduce the
observed radial trend in binary frequency. Furthermore,
if we take the average value at each radius of the cu-
mulative binary frequency at all 1000 projections for all
simulations of a given initial [Q,D,RV], we find that two
thirds of these sets of initial conditions evolve to be indis-
tinguishable from the observations at 30 Myr. Moreover,
the available observations do not constrain the N -body
simulations to one particular set of initial conditions. In-
stead, it appears that a wide range of initial virial ratios
and fractal dimensions can reproduce the observations at
the age of NGC 1818.
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Figure 6. Cumulative binary frequency as a function of radius
from the cluster center comparing results from simulations with
[0.5,3.0] (black/blue circles and solid lines), [0.3,2.0] (dark-gray/red
squares and dashed lines), and [0.1,2.6] (light-gray/green triangles
and dotted lines) to the Li et al. (2013b) observations (black stars
and solid line in the bottom panel). In the top panel, each point
plots the mean binary frequency inside of the given radius derived
from all simulations of the respective [Q,D] pairing, and the error
bars show half of the range in binary frequency across all simu-
lation of the given [Q,D] pairing in the given bin. The bottom
three panels show the three specific simulations in projection; each
point plots the mean binary frequency inside of the given radius
out of the 1000 different line-of-sight projections, and the uncer-
tainties show the range within which lie 95% of the projections.
The binary sample selection criteria in primary mass (M1) and
mass ratio (q) are written in each panel. The observations assume
dN/dq ∝ q−0.4, and error bars show 1σ uncertainties. All samples
use the same radial bins, but we shift the simulation results slightly
along the x axis here for clarity. (A color version of this figure is
available in the online journal.)
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Although our primary goal here is not to define the
precise primordial conditions with which NGC 1818 was
likely born, the Pobs values we calculate here for our sim-
ulations do indicate a preference towards clumpy initial
conditions. The mean Pobs values for the four respec-
tive Q = 0.1, 0.3, and 0.5 models at all D values are
47% ± 17%, 65% ± 19%, and 73% ± 16%. Given the
relatively large range in Pobs values for the simulations
at each value of Q, we do not detect a preferred virial ra-
tio for reproducing the observations. However, the mean
Pobs values for the three respective models with D = 3.0,
2.6, 2.0, and 1.6 at allQ values are 23%± 3%, 95%± 3%,
63% ± 11%, and 65% ± 23%. A clumpy primordial pop-
ulation reproduces the observations more closely than a
smooth primordial population.
As noted above, in some cases we see significant vari-
ations between simulations of the same [Q,D] pairing
(for example, see the uncertainties in top panel of Fig-
ure 6). Furthermore, although two simulations of the
same [Q,D] pairing may both reproduce the observed
surface density profile, only one may reproduce the ob-
served radial dependence of the binary frequency, and
in many cases this difference cannot easily be attributed
to projection effects (at least given our 1000 sight lines).
Note that we include stars of all masses in the surface
density profile, but only stars within the primary-mass
and mass-ratio range of Li et al. (2013b) in the radial de-
pendence of the binary frequency, which comprise∼3% of
the total stellar population of the cluster at 30 Myr. This
may indicate that small asymmetries in the primordial
population and Poisson noise are important for deter-
mining the radial dependence of the binary frequency at
a few tcr, particularly when examining a magnitude- or
mass-limited sample. The larger number of simulations
beginning with smooth (D = 3) initial density distribu-
tions alleviates much of this uncertainty, but additional
simulations may be required to determine very robust
Pobs values for [Q,D < 3] pairings.
In summary, we confirm here the hypothesis of
de Grijs et al. (2013) and Li et al. (2013b) that the ob-
served decreasing radial trend in binary frequency to-
wards the core of NGC 1818 can be reproduced by the
early dynamical disruption of binaries by stellar encoun-
ters within the cluster. This trend can be produced
within clusters born both in equilibrium or collapsing as
well as with smooth or clumpy primordial density distri-
butions, although our analysis indicates a modest pref-
erence for clumpy primordial conditions for NGC 1818.
For a cluster that is born with a binary population that
has similar distributions of orbital parameters to those
of the solar-type binaries in the Galactic field (with no
radial dependence), the disruption of soft binaries nat-
urally produces a decreasing trend in binary frequency
towards the cluster core in roughly a crossing time. As
described in Section 3 and illustrated in Figures 2 to 4,
the higher density and velocity dispersion in the core re-
sult in more frequent and more energetic encounters that
ionize wide binaries, while binaries of similar binding en-
ergies can survive in the less dense halo (see also Sollima
2008). The formation of this type of early distribution
relies on primordial soft binaries, and likely will not arise
if, for example, the primordial binaries are cut off at the
initial hard-soft boundary of the core.
At the age of NGC 1818, we find that our simulations
that start with more clumpy and subvirial initial con-
ditions (lower values of both D and Q) have the largest
differences between the binary frequencies inside and out-
side of rh(0). For example, the percent difference be-
tween the mean binary frequencies inside and outside
of rh(0) for the [0.1,1.6] simulations is 17% at 30 Myr,
while for the [0.5,3.0] simulations we find only a 7% dif-
ference at the same age. This can also be seen in the
top two panels of Figure 6, where the distribution for the
[0.5,3.0] model is flatter than for those of the initially sub-
virial and clumpy simulations. Clusters with more highly
substructured and subvirial initial conditions undergo a
more rapid relaxation process (e.g. McMillan et al. 2007)
and, in turn, disrupt (wide) binaries more efficiently.
After roughly six initial half-mass relaxation times
(about 2040 Myr) both the core and halo binary pop-
ulations have experienced sufficient encounters to regain
similar semi-major axis distributions. Over this time,
mass segregation processes become most important in de-
termining the radial dependence of the binary frequency
in the cluster. Figure 2 illustrates this turn-over from
early dynamical disruption to mass segregation.
Notably, the radial dependence of the binary fre-
quency develops a minimum value after about 1 trh(0)
(∼340 Myr), which marches outwards towards the halo
until about 4 trh(0) (∼1360 Myr), when the outer cluster
no longer maintains a second peak in binary frequency.
In our simulations this bimodal radial distribution in the
binary frequency manifests because of both early binary
disruption and subsequent mass segregation processes.
Furthermore, because the radial distribution of the bina-
ries changes predictably with time (moving from decreas-
ing towards the core, to a bimodal distribution, to rising
towards the core), observations of the radial dependence
of the binary frequency in a cluster can help to constrain
the cluster’s dynamical age (e.g., the number of trh(0)
that the cluster has lived through).
Interestingly, the similarly aged LMC star cluster
NGC 1805 shows evidence for a minimum in the ra-
dial distribution of the binary frequency near a radius of
about 15–20 arcsec (about 3.6–4.9 pc; Li et al. 2013b).
This may indicate that NGC 1805 is more dynamically
evolved than NGC 1818 despite having the same chrono-
logical age. Indeed, the total masses of NGC 1805 and
NGC 1818 of log(Mcl[M⊙]) = 3.45 and 4.01 and the num-
bers of stars of 6000 and 9000 (Li et al. 2013b), and the
core radii of 1.33 pc and 2.45 pc (Mackey & Gilmore
2003), imply present-day half-mass relaxation times for
NGC 1805 and NGC 1818 of about 115 Myr and 215Myr,
respectively. Detailed models of NGC 1805 will be im-
portant to understand if such a bimodal distribution can
develop from an initial binary population born with no
radial dependence in frequency (or distributions of or-
bital parameters and masses) after only about one fourth
of a half-mass relaxation time.
Bimodal radial distributions have also been observed
previously for the frequency of blue stragglers in many
globular clusters. Mapelli et al. (2004) and Ferraro et al.
(2012) argue that such distributions are the result of dy-
namical friction and mass segregation processes acting
on the binary progenitors of the blue stragglers, much
like we see here for the binaries in our NGC 1818 sim-
ulations. Beccari et al. (2013) find that the blue strag-
glers and possibly also the binaries in the globular cluster
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NGC 5466 show bimodal radial distributions with mini-
mum values located at approximately the same radial dis-
tance from the cluster center, a significant step towards
confirming this hypothesis. As noted by Ferraro et al.
(2012), the blue stragglers can also serve as an indicator
of a cluster’s dynamical age, assuming that these same
mass segregation processes govern the evolution of the
blue straggler radial distribution in a cluster.
Alternatively these observed bimodal blue straggler
distributions may be the result of different formation
processes, owing to the different densities in the differ-
ent cluster regions (Ferraro et al. 1997; Li et al. 2013a).
Dynamical ejections of blue stragglers from the cluster
core, perhaps during their dynamical formation, may also
contribute to forming such bimodal blue straggler radial
distributions (Sigurdsson et al. 1994).
Finally, we note that Elson et al. (1998) found the op-
posite radial trend for the binary frequency of NGC 1818
in their observations of binaries with primary masses
between 2 M⊙ and 5.5 M⊙ and q & 0.7. Specifi-
cally they found a binary frequency of 35% ± 5% in-
side the core (using a core radius of ∼2 pc) which de-
creases to 20% ± 5% outside of about 3 core radii.
de Grijs et al. (2013) attribute this discrepant result to
blending and the near-vertical morphology of the stellar
main sequence within the magnitude range observed by
Elson et al. (1998), which may have compromised their
analysis of the observations. When we examine the ob-
served mass range of Elson et al. (1998) in our [0.5,3.0]
simulations, all have significantly lower binary frequen-
cies (for q ≥ 0.7) in the core than the Elson et al. (1998)
value of 35% ± 5% (and note that we began our sim-
ulations with fb = 100%), which adds further support
to the conclusions of de Grijs et al. (2013) regarding the
analysis of the observations.
Elson et al. (1998) also ran one N -body simulation to
model the cluster binary population. They were unable
to simulate the full cluster or the high binary frequency
due to computational limitations. Instead they simu-
lated a cluster with roughly half the expected initial
mass of NGC 1818, an initial binary frequency of about
17%, and soft binaries were not included (4000 AU was
the upper limit to the binary separations). They drew
stellar positions and velocities from a smooth Plummer
model in virial equilibrium. In their simulation, they
found marginal evidence for an increase in the binary
frequency within the core as compared to the halo, but
they note that given the relatively small sample sizes
the error bars on the binary frequency at different ra-
dial bins were sufficient to allow for a flat distribution as
well. These early models showed that mass segregation
could be effective in the mass range of the Elson et al.
(1998) sample, potentially explaining a rise in the binary
frequency towards the core. However, given the indi-
rect nature of the models and the exclusion of the soft
end of the binary distribution, the ability to reproduce
the Elson et al. (1998) observations with N -body mod-
els should be revisited, and particularly to understand
if both the Elson et al. (1998) and Li et al. (2013b) re-
sults can be accommodated within one cohesive direct
N -body simulation of NGC 1818 (which we will address
in a future paper).
6. CONCLUSIONS
NGC 1818 is a very valuable star cluster for our un-
derstanding of the early evolution of the binaries in a
dense stellar environment. The cluster exhibits a rare
radial dependence of the binary frequency that decreases
towards the core of the cluster, whereas many other
(generally older) star clusters show the opposite trend
(e.g. Mathieu & Latham 1986; Geller & Mathieu 2012;
Milone et al. 2012). Here we show, through a grid of so-
phisticated N -body simulations, that the observed sur-
face density profile of NGC 1818 (Mackey & Gilmore
2003) and the radial dependence of the binary frequency
(de Grijs et al. 2013; Li et al. 2013b) can be reproduced
simultaneously at the cluster’s age by N -body simula-
tions with both initially smooth or substructured and
equilibrium or collapsing stellar populations, with a mod-
est preference for substructured initial conditions. The
radial distribution of the binary frequency in a rich star
cluster can transition smoothly over time from a uniform
primordial radial distribution, to one that decreases to-
wards the core at early ages, to one that rises towards
the core at later ages. Thus both rising and falling radial
distributions in binary frequency can arise naturally from
the evolution of a binary population within the same rich
star cluster as a consequence of both dynamical disrup-
tion and mass segregation of the binaries.
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