We present a weighted Lq(Lp)-theory (p, q ∈ (1, ∞)) with Muckenhoupt weights for the equation
Introduction
Let α ∈ (0, 2) and ∂ α t denote the Caputo derivative of order α. The equation ∂u ∂t (0, ·) = 0 (1.1) describes different phenomena according to the range of α. The heat equation (α = 1) represents the heat propagation in homogeneous media. For α ∈ (0, 1), the equation describes subdiffusive aspect of the anomalous diffusion, caused by particle sticking and trapping effects (see e.g. [12, 13] ). If α ∈ (1, 2), the fractional wave equation gives information of wave propagating in viscoelastic media (see e.g. [10, 11] ). In this article, we prove the unique solvability of equation (1.1) with zero initial data in a weighted L q (L p )-spaces. In particular, we prove that for any p, q ∈ (1, ∞), w 1 = w 1 (x) ∈ A p and w 2 = w 2 (t) ∈ A q , it holds that |∂ α t u| + |u| + |u x | + |u xx | Lq,p(w2,w1,T ) ≤ N f Lq,p(w2,w1,T ) , where the norm in L q,p (w 2 , w 1 , T ) is defined by Here is a short description on the closely related works (that is L q (L p )-theory) and comparison to our result. A standard or unweighted L q (L p )-estimate for the equation (and for more general Volterra equations)
was introduced in [2, 15] under the conditions a ij = δ ij , α ∈ (0, 1), and
The results of [2, 15] are based on operator theory (or semigroup theory), and similar approach is used in [19] for general a ij (t, x) under the conditions that p = q > 1, a ij are uniformly continuous in (t, x), and
In [8] , under the continuity condition of a ij (t, x), above restrictions on α and p, q are dropped and it is only assumed that α ∈ (0, 2) and p, q > 1. The Calderón-Zygmund theorem is mainly used in [8] . Quite recently, using level set arguments, conditions on a ij are significantly relaxed in [4] . More precisely, it is only assumed that the coefficients are measurable in t and have small mean oscillation in x.
However the approach of [4] only covers the case p = q and α ∈ (0, 1), and all the above-mentioned results are handled in Sobolev spaces without weights. Our result substantially generalizes the previous results in the sense that we cover general L q (L p )-theory with Muckenhoupt weights and we do not impose any algebraic conditions on α, p, and q. This is possible since we use a different approach. We control the sharp functions of solutions and their derivatives in terms of maximal functions of free terms, and apply Fefferman-Stein and Hardy-Littlewood theorems to obtain a priori estimates. Such approach is a typical tool in the theory of PDEs with local operators, but has not been used well (if any) for equation (1. 2) mainly because the sharp function estimates are based on local estimates of solutions which are non-trivial for equations with non-local operators.
We also remark that in this article we only cover the case a ij = δ ij because our estimations depend on upper bounds of kernel appearing in the representation of solutions of equation (1.1) . Obviously our results hold if a ij are constants, and moreover our approach works for equation (1.2) with variable coefficients if one can obtain sharp upper bounds of derivatives of the kernel related to the equation.
This article is organized as follows. In Section 2, we introduce some definitions and facts related to fractional calculus, and we present our main result, Theorem 2.8. In Section 3, we prove a priori estimates of solutions to (1.1) . In Section 4, we prove the main theorem.
We finish the introduction with notation used in this article. N stands for the set of positive integers. R d denotes the d-dimensional Euclidean space of points x = (x 1 , . . . , x d ). B r (x) = {y ∈ R d : |x − y| < r} and B r = B r (0). If a set E is in R d (or R d+1 ), then |E| is the Lebesgue measure of E. For i = 1, ..., d, multi-indices γ = (γ 1 , ..., γ d ), γ i ∈ {0, 1, 2, ...}, and functions u(t, x) we set
We also use the notation D m (or D m x ) for partial derivatives of order m with respect to x. Similarly, by ∂ n t u (or d n dt n u) we mean a partial derivative of order 
. For a measurble set A and a measurable function f , we use the following notation
Finally if we write N = N (a, b, . . .), then this means that the constant N depends only on a, b, . . ..
Main result
We first introduce some definitions and facts related to the fractional calculus. For more details, see e.g. [1, 14, 16, 18] . For α > 0 and ϕ ∈ L 1 ((0, T )), the Riemann-Liouville fractional integral of order α is defined by
By Hölder's inequality, for any p ≥ 1,
. It is also easy to check that if ϕ is bounded then I α t ϕ(t) is a continuous function satisfying I α t ϕ(0) = 0. Let n be the integer such that n − 1 ≤ α < n. If ϕ is (n − 1)-times differentiable, and ( d dt ) n−1 I n−α t ϕ is absolutely continuous on [0, T ], then the Riemann-Liouville fractional derivative D α t ϕ and the Caputo fractional derivative ∂ α t ϕ are defined as follows.
It is easy to show that, for any α, β ≥ 0,
Furthermore, if ϕ is sufficiently smooth (say, ϕ ∈ C n ([0, T ])) and ϕ(0) = · · · = ϕ (n−1) (0) = 0, then
Consequently, if ϕ ∈ C 2 ([0, T ]) and α ∈ (0, 2), then ∂ α t ϕ = f is equivalent to
Now we introduce the class of weights used in this article.
If w ∈ A p , then w is said to be an A p weight.
Remark 2.2. It is well known that the Hardy-Littlewood maximal function is bounded in L p (wdx) if any only if w is an A p weight (see e.g. [5] ). Therefore, if one uses an approach based on sharp and maximal functions, then it is natural to consider L p -spaces with A p weights for full generality.
Remark 2.3. The class A p is increasing as p increases, and it holds that
More precisely, for any w ∈ A p , one can find q < p, which depends on d, p, and
L q,p (w 2 , w 1 , T ) = L q ((0, T ), w 2 dt; L p (w 1 )), and H 0,2 q,p (w 2 , w 1 , T ) = L q ((0, T ), w 2 dt; H 2 p (w 1 )). We omit T if T = ∞. For example,
The norms of these function spaces are defined in a natural way. For example,
Then the weighted Sobolev spaces have similar properties as the usual L p -spaces. For example, one can check that
In other words, for any bounded linear functional Λ defined on L p (w) there is a unique g ∈ L p ′ (w) such that Λf = R d f g dx for any f ∈ L p (w), and Λ = g L p ′ (w) .
(ii). Let φ ∈ C ∞ c (B 1 (0)) and φ ε (x) := ε −d φ(x/ε), ε ∈ (0, 1]. Then, it is easy to check that
By [5, Corollary 9.4.7] , for any f ∈ L p (w), it holds that
where the constant N 0 depends only on d, p, [w] p , and φ L1 + φ L∞ + Dφ L∞ . This implies that for f ∈ L p (w), the convolution
. The last term above converges to 0 as ε ↓ 0 since h ε → h uniformly on R d . Now we introduce our solution space and related facts.
q,p (w 2 , w 1 , T ) if there exists a defining sequence u n ∈ C ∞ ([0, ∞) × R d ) such that u n converges to u in H 0,2 q,p (w 2 , w 1 , T ), and ∂ α t u n is a Cauchy in L q,p (w 2 , w 1 , T ). For u ∈ H α,2 q,p (w 2 , w 1 , T ), we write
The spaces H α,2 q,p (w 2 , w 1 , T ) and H α,2 q,p,0 (w 2 , w 1 , T ) are Banach spaces with respect to the norm
is dense in H α,2 q,p,0 (w 2 , w 1 , T ). Proof. (i) It can be readily proved by following a straightforward argument. (ii) Let u ∈ H α,2 q,p,0 (w 2 , w 1 , T ) be given. We will construct a defining sequences belonging to C ∞ c ((0, ∞)×R d ). First, note that by the definition of H α,2 q,p,0 (w 2 , w 1 , T ), we may assume u ∈ C ∞ ([0, ∞)×R d ) and satisfies u(0, x) = 1 α>1 ∂ t u(0, x) = 0. Also considering multiplications with smooth cut-off functions depending only on x, we may further assume that u has compact support with respect to x.
Extend u(t, x) = 0 and f (t, x) = f (0, x) for t < 0. Then, for any multi-index α, D α x u(t, x) and f (t, x) are continuous in t ∈ R since D α x u(0, x) = 0. Take η 1 ∈ C ∞ c ((1, 2)) with the unit integral and let
Let n be an integer so that n − 1 ≤ α < n, then we have
Taking derivative (d/dt) n to I n−α t u ε (t) and using (2.1) (recall that
Moreover, as ε ↓ 0, by (2.5) and the dominated convergence theorem,
in the following sense. (The result of Proposition 2.7 is not used elsewhere)
. Then the following are equivalnet:
e., or equivalently dt-a.e.). Therefore, for almost all t ≤ T ,
In the second equality above we used (2.2). Therefore, we have (2.6).
Step 2. There is a version of proof in [7, Remark 2.9] for the case when w 2 = w = 1. The general case can be proved by repeating the proof of [7, Remark 2.9] and using Remark 2.4.
Finally, we introduce our main result.
has a unique solution u in H α,2 q,p,0 (w 2 , w 1 , T ). Also, the solution u satisfies
Sharp function estimates of solutions
In this section we prove a priori estimates (2.8) and (2.9) based on the sharp function estimates of solutions.
Let p(t, x) be the fundamental solution to the following equation on R d .
In other words, if u 0 is smooth enough then the solution to equation (3.1) is given by
It is well known (see e.g. Lemma 3.1 below) that such p exists and absolutely continuous in t. Define
In the following two lemmas we collect some properties of p(t, x) and q(t, x). Lemma 3.1. (i) There exists a fundamental solution p(t, x). Moreover, for all t = 0 and x = 0, we have
, m, n = 0, 1, 2, · · · , and R = t −α |x| 2 . Then there exist constants N and σ > 0 depending only on m, n, d and α so that if R ≥ 1
, and see equality (5.2) of [9] for (iii).
where (t, x) ∈ (0, T ) × R d . Then u is the unique solution to the equation 8) where N depends only on α, d, and p. In particular, we have
Proof. (i) and (ii) are consequences of Lemma 3.5 and Theorem 2.10 of [8] . We only remark that the independency of N 0 on T can be easily checked based on the estimate 
By applying the integration by parts to the last term, we have
By letting ε ↓ 0, and R → ∞, we have (3.10) . The condition that f vanishes near x = 0 is used when ε ↓ 0, and the condition r < 0 is used to have R r → 0 as 
To show the second assertion, let |γ| ≤ 1 and ε ∈ [−1, 0). Again, by (3.6), (3.3), (3.4), and (3.13), we have
The lemma is proved.
For a real-valued measurable function h on R d+1 , define the maximal function
where the supremum is taken over the cubes E of the form
and denote
x), (k = 0, 1, 2), (3.14) and for any c > 0,
As usual, we omit T if T = ∞.
Here is the main result of this section.
In particular, N 2 is independent of T .
is dense inL(q, p, w 2 , w 1 , T ), by Theorem 3.4, the operators L k can be continuously extended toL(q, p, w 2 , w 1 , T ).
For δ > 0, define
By ( Therefore, we have (3.17) for k = 0. One can handle the case k = 1 in the same manner.
Step 2. (k = 2). By (3.15), we only need to consider δ = 2. Note that f (t − 4 2/α , ·) = 0 for t ≤ 0. By (3.14), Lemma 3.2 (ii), and change of variables, we
The lemma is proved. 
For L k (f ζ), we can apply Lemma 3.6, and therefore we may assume that f (t,
Let (s, y) ∈ Q δ and r ∈ (s − T, s). Since |x − y| ≤ δd, ρ > δd/2 implies
B3ρ(x) |f (r, z)|dzdρ. 
Thus, we have (3.21). By (3.21) and Hölder's inequality 
By a change of variables, we have
By (3.23) and Fubini's theorem,
(3.24) where N = N (α, d, p 0 , T ). Therefore, we have (3.19) .
Step 2. (k = 2). By (3.15), we may assume δ = 2. Observe that
Unlike in (3.22), the constant N above is independent of T . Thus, as in (3.21), we get that for 0 > s > r > −4 2/α and y ∈ [−1, 1] d ,
This is because, By (3.23), (3.24), we have (3.19) . The lemma is proved. 
where the constants N above depend only on α, d, p 0 and T . By integration by parts, we have
Therefore, we have (3.25).
Step 2. (k = 2). By (3.15), we may assume δ = 2. Take β ∈ (1, d d−1 ) (here,
ds. 
Also note that one can replace |s − r| with |r| if r < −3 2/α , and −2 2/α < s < 0. Therefore,
By (3.28), Hölder's inequality, and integration by parts, we have
(3.32)
Proof.
Step 1. (k = 0, 1). Again, due to the similarity we only consider the case k = 0. Obviously, to prove the claim it suffices to show that By (3.18), we have N (α, d, T ) .
Thus,
(3.34) Note that for x, y ∈ [−δ/2, δ/2] d and ρ > δd/2, we have
To proceed further, we consider two differenent cases. Case 1. (δ ≥ 1). Let ε ∈ (0, 1). By Lemma 3.3 (ii), we have 
where N = N (α, d, p 0 , ε, T ). Therefore, we have (recall that δ ≥ 1)
Case 2. (δ < 1). Let ε ∈ (0, 1). By Lemma 3.3 (ii), we have
Also, for x, y ∈ [−δ/2, δ/2] d ,
Then by (3.34), (3.37),
where N = N (α, d, p 0 , ε, T ). Therefore, it suffices to show that
Consider |f (r, y − z)| p0 dz
Therefore,
where
|f (r, z)| p0 dzdrds,
|f (r, z)| p0 dzdρdrds.
For I 11 , by integration by parts with respect to r, and (3.28), we have
For I 12 , by Fubuni's theorem, integration by parts with respect to r, and (3.28), we have (recall δ < 1)
Now we consider I 2 . Again, by (3.12),
Thus, by (3.28), Fubini's theorem, and integration by parts with respect to r,
Therefore, (3.32) is proved for k = 0. Similarly, one can treat the case k = 1.
Step 2. (k = 2). Due to Poincaré's inequality, it is sufficient to show that
Due to (3.15) , we may assume δ = 2. Thus, we will only prove
By (3.6) , change of variables, and (3.28), we have
Thus, by (3.6), (3.5), Lemma 3.3 (i), Fubini's theorem, (3.28) , and integration by parts with respect to r, we have
Next, we show
Let ε ∈ (0, (1 − 1 p0 ) 2 αd+4 ). Recall that f (r, y − z) = 0 for r ≥ −3 2/α or (y, z) ∈ [−1, 1] d × B d . Then, by Hölder inequality,
Observe that by (3.6),
Then we have
For I 41 , by (3.6) and change of variables, 1 and (3.18) , we have I 41 < N (α, d, p 0 ) < ∞. Also, by the same arguments used for I 41 , 
where the constants N depend only on α, d, p 0 . The lemma is proved.
For a measurable function h(t, x) on R d+1 , define the sharp function
The supremum is taken over all Q ⊂ R d+1 containing (t, x) of the form
with δ > 0. Observe that for any c ∈ R, and p 0 ≥ 1,
Here is our sharp function estimate. By (3.40), Since L k f 3 (s, y) = L k f 3 ξ(s, y) for s ≤ 0, and |f ξ| ≤ |f |, we have (3.42). The theorem is proved.
For (t, x), and (s, y) in R d+1 , define a nonnegative symmetric funtion d α ((t, x), (s, y)) = |t − s| α 2 + |x − y|. Then for any (t, x), (s, y), and (r, z) in R d+1 , it follows that d α ((t, x), (r, z)) ≤ d α ((t, x), (s, y)) + d α ((s, y), (r, z)) since α ∈ (0, 2). Also, it holds that d α ((t, x), (s, y)) = 0 if and only if (t, x) = (s, y). Therefore, the map d α on R d+1 × R d+1 is a metric. Moreover, the ball Therefore, there exists a filtration of partitions C n , n ∈ Z of R d+1 satisfying the following.
(i) For each n ∈ Z, R d+1 \ Q n ∈CnQ n = 0.
(ii) There exists a constant ε ∈ (0, 1) depending only on α, d such that diam(Q n ) ≤ N 0 ε n for anyQ n ∈ C n . (iii) For any m ≤ n, andQ n ∈ C n , there exists a uniqueQ m ∈ C m such that Q n ⊂Q m . (iv) EachQ n ∈ C n contains some ball B α ε0ε n (t, x), where the constant ε 0 > 0 depends only on α, d (e.g., [3, Theorem 2.1]). By using this one can define a dyadic sharp function of a measurable function h as follows. where the constant N depends only on α, d, ε 0 .
Proof of Theorem 3.4
Let f ∈ C ∞ c (R d+1 ) be given. For each n ∈ N, take smooth φ n ∈ C ∞ (R) so that 0 ≤ φ n ≤ 1, φ n = 1 for t ≤ T , and φ n = 0 for t ≥ T + 1/n. By Remark 2.3 there exist p 1 ∈ (1, p), and q 1 ∈ (1, q) such that w 1 ∈ A p1 , and w 2 ∈ A q1 . Choose p 0 ∈ (1, ∞) such that p 1 < p/p 0 < p, q 1 < q/p 0 < q.
Then, it follows that w 1 ∈ A p/p0 , and w 2 ∈ A q/p0 . By a version of the Fefferman-Stein theorem ([3, Corollary 2.7] with d α ,) and (3.45), we have L k f φ n L (q,p,w2,w1) ≤ N (L k f φ n ) # dy L (q,p,w2,w1) ≤ N (L k f φ n ) # L (q,p,w2,w1) . 
