Stability estimates with a priori bound for the inverse local Radon
  transform by Andersson, Joel & Boman, Jan
Stability estimates with a priori bound for the
inverse local Radon transform
Joel Andersson1 and Jan Boman2
Department of Mathematics, Stockholm University, SE-10691 Stockholm,
Sweden
October 18, 2018
Abstract
We consider the inverse problem for the 2-dimensional weighted local
Radon transform Rm[f ], where f is supported in y ≥ x2 and Rm[f ](ξ, η) =∫
f(x, ξx+ η)m(ξ, η, x) dx is defined near (ξ, η) = (0, 0). For weight func-
tions satisfying a certain differential equation we give weak estimates of
f in terms of Rm[f ] for functions f that satisfies an a priori bound.
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1 Introduction
The weighted Radon transform is defined by
Rm[f ](ξ, η) =
∫
R
f(x, ξx+ η)m(x, ξ, η) dx, (1.1)
for suitable functions f = f(x, y) and m = m(x, ξ, η) ≥ 0. The case m ≡ 1
corresponds to the ordinary Radon transform,
R[f ](ξ, η) =
∫
R
f(x, ξx+ η) dx, (1.2)
in which case its value at (ξ, η) is given by the integral of f over the line
{(x, y); y = ξx + η}. I.e. we integrate f over the line with slope given by
the ξ-parameter and intersecting the y-axis at y = η.
The question of invertibility of Rm has been considered for a long time.
Novikov [23] solved the problem when m is an attenuation, i.e.
m(x, ξ, η) = exp
(
−
∫ ∞
x
µ(t, ξt+ η) dt
)
, (1.3)
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for compactly supported µ ∈ C0,α(R2). Independently, work by Arbuzov,
Bukhgeim and Kazantsev could also be seen to imply an inversion formula
[2]. After this was presented many related results and improvements followed,
[22, 10, 3, 4, 12, 18, 13, 14, 29].
Strichartz, in [28], showed that the Radon transform is locally injective, in
the sense that if supp f ⊂ {(x, y); y ≥ x2} and the line integrals as defined
in (1.2) are zero in a (ξ, η)-neighborhood of the origin, then f = 0 in some
neighborhood of the origin in the (x, y)-plane.
The corresponding statement unfortunately does not hold in general for the
weighted Radon transform. In [5], an example of a smooth m ≥ 0 is given for
which Rm is not locally injective. However, in the case when m is real-analytic
it is still true that the weighted Radon transform is locally injective, [9]. In [6]
the class of weights for which the same conclusion holds was extended to smooth
weights that satisfy an additional condition, first introduced by Gindikin, [14].
See also [7, 8, 21, 15] for more discussions on the local injectivity problem. It is
however still not known how large the subspace of smooth weights is for which
local injectivity holds.
In practice it is hard to verify local injectivity. Furthermore, no reasonable
stability estimate (see further our example on Ho¨lder versus logarithmic conti-
nuity at the end of section 1.1) will hold without an a priori bound on the data,
even for constant weights. This is also the case for analytic continuation, [17].
Neither will even weaker Sobolev estimates be valid in the local problem, such
as
‖f‖Hs(R2) . ‖R[f ]‖H0,t(T×R), t > s.
The same thing is true for the so-called exterior problem.
Recently, Caro, Ferreira and Ruiz in [11], Theorem 2.5(c), proved an estimate
of very similar type as we are about to achieve, but only for the ordinary Radon
transform. Bukhgeim has also made a contribution in this direction when m
is analytic, [19]. Finally we mention [26] where Rullg˚ard and Quinto presented
quantitative Sobolev-type estimates with a remainder term.
1.1 Main results
We will consider the local stability problem for the weighted Radon trans-
form as defined in (1.1). Assume that f = f(x, y) satisfies the a priori bound
‖f‖C0,α(R2) ≤ C0 with supp f ⊂ {(x, y); y ≥ x2} (both of these conditions can
be relaxed as we shall see, but doing so would introduce some rather unneces-
sary technicalities at this stage). The weight functions m = m(x, ξ, η) will be
assumed to be of very certain types. We always assume that for some functions
a = a(ξ, η) and b = b(ξ, η), m solves the partial differential equation
∂ξm(x, ξ, η)− x∂ηm(x, ξ, η) = (xa(ξ, η) + b(ξ, η))m(x, ξ, η). (1.4)
Condition (1.4) also appears in [14, 6, 8]. Weights that satisfy this condition can
also be interpreted as attenuations, but in dual coordinates. We will consider
two cases for the functions a, b. First that they are real analytic and then that
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they belong to a Gevrey space, Gσ0 (R
2). These spaces are defined in detail in
the appendix, section 5.2.
We will start by deriving estimates for certain means,Mε,γ [f ] orMε,γ [fmγ ],
that we define in detail in section 2. From these estimates we are then able to
deduce various estimates for f or fmγ .
Basically, for a fixed x, Mε,γ [fmγ ](x) is a mean of fmγ over the vertical
interval {y; |y − γ| ≤ ε|x|} defined by a convolution with a test function. The
subscript γ on the weight m is a small technicality that indicates a certain
correction that must be made in our arguments.
Since the intervals over which the means are computed will be small one
can expect Mε,γ [fmγ ](x) to be close to f(x, γ)m(x, 0, γ). So from a practical
viewpoint, also the estimates for these means are of some interest.
Our first result holds when m is constant or a, b are real analytic. It says
that
‖Mε,γ [fmγ ]‖2 ≤ C
(
1
log(‖Rm[f ]‖−1ε,γ)
)α
, (1.5)
where α > 0 is a constant depending on the regularity of Mε,γ [fmγ ], ‖ · ‖2
denotes the usual L2-norm and ‖ · ‖ε,γ is a certain norm of the data. The
constant C > 0 will depend on the a priori bound of ‖f‖C0,α(R2).
We can conclude from (1.5) that as Rm[f ]→ 0,Mε,γ [fmγ ]→ 0. From (1.5)
it is not very hard to derive the more interesting estimate
‖fmγ‖2 ≤ C
(
log log(‖Rm[f ]‖−1ε,γ)
log(‖Rm[f ]‖−1ε,γ)
)α
, (1.6)
but sadly we get an additional log log-factor in this transition.
For α > 1/2 we can also get a supremum estimate of the type in (1.5).
However, the exponent α in the right hand side must be replaced by ρ = α−1/2
and the norm on the left hand side must be replaced with a certain supremum
norm of f(·, γ)m(·, 0, γ).
In the more general setting where m is of Gevrey type, but still satisfies
(1.4), we get the estimate
‖Mε,γ [fmγ ]‖2 ≤ C
(
log log(‖Rm[f ]‖−1ε,γ)
log(‖Rm[f ]‖−1ε,γ)
)α
, (1.7)
where all constants fulfill similar conditions as in estimate (1.5). In an analogous
way we can then get a supremum (for α > 1/2) or L2-estimate of fmγ . The
estimate corresponding to (1.6) will be
‖fmγ‖2 ≤ C
(
log2 log(‖Rm[f ]‖−1ε,γ)
log(‖Rm[f ]‖−1ε,γ)
)α
. (1.8)
Both (1.6), (1.8) can give us relevant information regarding the local injectivity
question though. For example if Rm[f ] = 0 in some neighborhood of the origin
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and m > 0 we would be able to conclude that f = 0 in some neighborhood of
the origin.
The outline of this paper will be that we will first define the means Mε,γ
and derive some basic properties for them. Then we start by considering the
case of the standard Radon transform (1.2), where m ≡ 1, and derive a stability
estimate for it. This will illustrate the fundamental ideas involved in the proofs
of (1.7) and (1.5).
The first key ingredient will be moment estimates of the meansMε,γ [fmγ ],
summarized in Lemma 3.1. These will allow us to get estimates for coefficients
in the expansions of the means in Fourier-Legendre series. The estimates will
be of type
|an| ≤ Cn‖R[f ]‖, (1.9)
with some apropriate norm on the data R[f ]. The a priori bound ‖f‖C0,α(R2) ≤
C0 will furthermore imply that |an| ≤ M/nα, where M depends on C0. Using
that the coefficients tend to zero in this way, together with (1.9), we will then
be able to derive the desired estimates.
We would also like to mention that we have been, to some extent, inspired
by arguments found in John’s paper [17] on continuous dependence on data
for solutions of partial differential equations with a prescibed bound. As a
related remark, in the case of the Radon transform we do not expect any better
than logarithmic continuity to describe the dependence between f and the data
R[f ]. Without sketching all the details, consider for some arbitrary λ > 0 and
q ∈ C∞0 (R2) the function
fλ(x, y) = q(x, y)
cos(λx)
λ
.
Then one can verify that ‖fλ‖C0,1 ≤ M = sup |q|, i.e. fλ satisfies a Lipschitz
condition and ‖fλ‖2 ≈ 1λ . The Radon transform of fλ is
R[fλ](ξ, η) =
1
λ
∫
R
q(x, ξx+ η) cos(λx) dx.
Doing p− 1 integrations by parts (compare with [5, 7]) one can verify that
|R[fλ]| ≤ Cpλ−p,
holds for arbitrary integers p and thus ‖R[fλ]‖2 ≈ Cpλ−p (with a possibly new
choice of constant Cp). So by choosing p large enough we see that no inequality
of the form
‖fλ‖2 ≤ C‖R[fλ]‖α2 ,
can hold for any α > 0.
2 The means Mε,γ
Recall the definition of a function f being Ho¨lder continuous on an open subset
Ω ∈ Rn if there exists a C0 > 0 and 0 < α ≤ 1 such that for all x,y ∈ Ω,
|f(x)− f(y)| ≤ C0‖x− y‖α.
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In the case α = 1, f is called Lipschitz continuous. One defines the Ho¨lder space
C0,α(Ω), consisting of the complex-valued, Ho¨lder continuous functions on Ω.
There is also an associated semi-norm
‖f‖C0,α(Ω) := sup
x,y∈Ω
x6=y
|f(x)− f(y)|
‖x− y‖α .
From functions f , or fm for weights m, we can construct means Mε,γ [f ]
by convolving with a test function. Later we will make further restrictions on
these test functions.
Definition 2.1. Suppose that 0 ≤ ϕ ∈ C∞0 [−1, 1] is even and
∫
ϕ = 1. Denote
by ϕε|x|(ξ) = 1ε|x|ϕ
(
ξ
ε|x|
)
where ε > 0, x 6= 0. Then for continuous functions
f = f(x, y), we define for x 6= 0,
Mε,γ [f ](x) =Mϕ,ε,γ [f ](x) = f~yϕε|x|(x, γ) =
∫
|y−γ|≤ε|x|
f(x, y)ϕε|x|(γ−y) dy.
(2.1)
For x = 0, we choose to define Mε,γ [f ](0) = f(0, γ).
By ~y we mean convolution in the y-variable. Observe that, as a function of
(x, y), the support of ϕε|x|(γ−y) is contained in the conic set Cε,γ = {(x, y); |y−
γ| ≤ ε|x|}. The situation is illustrated in Figure 1.
When we also have a weight function m = m(x, ξ, η) involved, the mean
(2.1) need to be slightly modified to
Mε,γ [fmγ ](x) = fmγ~yϕε|x|(x, γ) =
∫
|y−γ|≤ε|x|
f(x, y)mγ(x, y)ϕε|x|(γ−y) dy,
(2.2)
and for x = 0, we set Mε,γ [fmγ ](0) = f(0, γ)m(0, 0, γ). Here
mγ(x, y) = m
(
x,
y − γ
x
, γ
)
, x 6= 0. (2.3)
That we have to modify the weight function m in this way will become clear
later when we see how these means appear when we consider the weighted Radon
transform.
2.1 Convergence and regularity
In this part we will prove some convergence and regularity results for Mε,γ [f ],
but the statements also hold, with only minor changes, for Mε,γ [fmγ ].
First observe that the support of Mε,γ [f ] is for fixed γ ∈ R contained
within the interval {x; |x| ≤ xε,γ}, see Figure 1. We will assume that ε > 0
and γ > 0 are so small that xε,γ ≤ 1 and consider Mε,γ [f ] as a function over
[−1, 1]. Mε,γ [f ](x)→ f(x, γ) uniformly on compact subsets as ε→ 0 since f is
continuous. Proposition 2.2 gives a result on the rate of convergence when f is
Ho¨lder continuous.
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Figure 1: The support of f (blue parabola) and the set Cε,γ (pink wedge) con-
taining the supports of the cut-off functions ϕε|x|(γ − y). The positive solution
xε,γ of the equation x
2 = εx+ γ implies thus suppMε,γ [f ] ⊂ [−xε,γ , xε,γ ].
Proposition 2.2. Suppose ‖f‖C0,α(R2) ≤ C0, then for every γ ∈ R, x ∈ R, ε >
0,
|Mε,γ [f ](x)− f(x, γ)| ≤ C0(ε|x|)α ≤ C0εα.
For smooth weights m, the same conclusion holds for fmγ in place of f .
Proof. Since ϕε|x|(γ − y) is an approximation to the identity
|Mε,γ [f ](x)− f(x, γ)| =
∣∣∣∣∣
∫
|y−γ|≤ε|x|
[f(x, y)− f(x, γ)]ϕε|x|(γ − y) dy
∣∣∣∣∣
≤
∫
|f(x, y)− f(x, γ)|ϕε|x|(γ − y) dy ≤ C0
∫
|y − γ|αϕε|x|(γ − y) dy
≤ C0(ε|x|)α
∫
ϕε|x|(γ − y) dy = C0(ε|x|)α ≤ C0εα,
since
supp f(x, y)ϕε|x|(γ − y) ⊂ {(x, y); |y − γ| ≤ ε|x|, |x| ≤ xε,γ ≤ 1}.
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One also has that if f ∈ C0,α(R2), thenMε,γ [f ] ∈ C0,α(R) by the following
theorem:
Theorem 2.3. If ‖f‖C0,α(R2) ≤ C0, then for every γ ∈ R, 0 < ε < 1 the mean
values Mε,γ [f ] belong to C0,α(R) and
|Mε,γ [f ](x)−Mε,γ [f ](x′)| ≤
√
2C0(|x− x′|)α.
For smooth weights m, the same conclusion holds for fmγ in place of f .
Proof. The case x = 0 or x′ = 0 follows from Proposition 2.2, so consider the
case x 6= 0 6= x′. By changing variables
|Mε,γ [f ](x)−Mε,γ [f ](x′)| =
=
∣∣∣∣∫
R
f(x, y)
1
ε|x|ϕ
(
y − γ
ε|x|
)
− f(x′, y) 1
ε|x′|ϕ
(
y − γ
ε|x′|
)
dy
∣∣∣∣
=
∣∣∣∣∫ 1−1 f(x, ε|x|t+ γ)ϕ(t)− f(x′, ε|x′|t+ γ)ϕ(t) dt
∣∣∣∣
≤
∫ 1
−1
∣∣f(x, ε|x|t+ γ)− f(x′, ε|x′|t+ γ)∣∣ϕ(t) dt
≤ C0
∫ 1
−1
‖(x−x′, εt(x−x′))‖αϕ(t) dt ≤ C0(
√
1 + ε2|x−x′|)α ≤
√
2C0(|x−x′|)α.
Remark 2.4. In the proof of Proposition 2.2, we really only used Ho¨lder con-
tinuity in the y-variable, and in the proof of Theorem 2.3 we could manage with
a uniform Ho¨lder condition along lines with slope smaller than ε > 0. So these
are obvious relaxations that can be made in the statements.
3 Estimate for the standard Radon transform
In this section we will prove the stability estimates (1.5) and (1.6) for constant
m. The standard Radon (or X-ray) transform in the plane is defined by
R[f ](ξ, η) =
∫
R
f(x, ξx+ η) dx, (3.1)
for suitable functions f = f(x, y). We will assume that supp f ⊂ {(x, y); y ≥ x2}
and that an a priori bound on f of type ‖f‖C0,α(R2) ≤ C0 holds (or a similar
Ho¨lder condition for all lines with small slope). The former assumption can be
seen to imply that suppR[f ] ⊂ {(ξ, η); η ≥ − ξ24 }, c.f. Figure 2.
The dual Radon transform is defined by
R∗[ϕ](x, y) =
∫
R
ϕ(ξ, y − ξx) dξ (3.2)
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for suitable functions ϕ = ϕ(ξ, η). If we for the moment only assume that ϕ is
such that suppϕ ∩ suppR[f ] and suppR∗[ϕ] ∩ supp f is compact one can easily
show that R∗ is the proper adjoint of R, that is
〈R[f ], ϕ〉 = 〈f,R∗[ϕ]〉
whenever R[f ]ϕ ∈ L1loc(R2) and fR∗[ϕ] ∈ L1loc(R2).
Observe now that if f would be sufficiently regular
∂ηR[xf ](ξ, η) =
∫
R
x ∂yf(x, ξx+ η) dx =
∫
R
∂ξf(x, ξx+ η) dx = ∂ξR[f ](ξ, η),
where by ∂η we mean partial derivatives
∂
∂η etc. Iterating this gives the impor-
tant identity
∂kηR[x
kf ] = ∂kξR[f ], (3.3)
which also holds in the sense of distributions. Hence it will be applicable also
in our case.
Before moving on we would like to emphasize that the basic ideas will be
the same also when we introduce a weight. Achieving corresponding moment
estimates will however be more tricky due to that an identity corresponding to
(3.3) will not hold.
3.1 Moment estimates I
A key ingredient in our proofs will be certain moment estimates. Consider first,
R[xkf ](ξ, η) =
∫
R
xkf(x, ξx+ η) dx.
Observe that for k = 1, using (3.3), we have
R[xf ](ξ, η) =
∫ η
−∞
∂η′R[xf ](ξ, η
′) dη′ =
∫
R
H(η − η′)∂ξR[f ](ξ, η′) dη′
= (H ~η ∂ξR[f ])(ξ, η),
where ~η denotes convolution in the η-variable, H denotes the Heaviside func-
tion. We will generalize the above identity using the fact that convolution of the
Heaviside function with itself k times results in the function Hk+1(η) = η
k
+/k!
(i.e. H1 = H,H2 = H ∗H, etc.), so
(Hk ~η ∂kξR[f ])(ξ, η) =
∫ η
−∞
(η − η′)k−1
(k − 1)! ∂
k
ξR[f ](ξ, η
′) dη′
=
∫ η
−∞
(η − η′)k−1
(k − 1)! ∂
k
η′R[x
kf ](ξ, η′) dη′
=
∫ η
−∞
∂η′R[x
kf ](ξ, η′) dη′ = R[xkf ](ξ, η).
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To summarize, the following identity holds:
Hk ~η ∂kξR[f ] = R[xkf ], (3.4)
for k = 1, 2, . . . (if we set H0(η) = δ(η), Dirac’s delta distribution, (3.4) also
makes sense for k = 0).
Now suppose ϕ is a test function of the type that is mentioned in Definition
2.1, and that we fix an η = γ. We can then derive the following identity, by just
doing a change of variables ξ to y = ξx+ γ,∫∫
R2
xkf(x, ξx+ γ) dxϕε(ξ) dξ =
∫∫
R2
xkf(x, y)ϕε|x|(γ − y) dxdy.
By ϕε(ξ) =
1
εϕ
(
ξ
ε
)
etc. we denote the usual dilations. Observe now that the
y-integral is what defines the mean Mε,γ [f ](x), so we have actually shown:∫
|ξ|≤ε
R[xkf ](ξ, γ)ϕε(ξ) dξ =
∫
|x|≤1
xkMε,γ [f ](x) dx. (3.5)
This illustrates how the means Mε,γ [f ] fit into our framework. If we introduce
the moment functionals
mk[f ] =
∫
xkf(x) dx
we are ready to prove the following lemma:
Lemma 3.1. SupposeMε,γ [f ] is as in Definition 2.1, supp f ⊂ {(x, y); y ≥ x2}
and that γ ≥ ε2/4. Then for k = 1, 2, . . . ,
|mk(Mε,γ [f ])| ≤ (2γ)
k−1
(k − 1)!‖∂
k
ξϕε‖∞‖R[f ]‖L1(Rε,γ)
where R[f ](ξ, η) =
∫
f(x, ξx + η) dx, ‖R[f ]‖L1(Rε,γ) =
∫∫
Rε,γ
|R[f ](ξ, η)| dξ dη
and Rε,γ = {(ξ, η); |ξ| ≤ ε, |η| < γ}.
Proof.
mk(Mε,γ [f ]) =
∫ ε
−ε
R[xkf ](ξ, γ)ϕε(ξ) dξ.
Using (3.4), doing k integrations by parts and assuming that γ ≥ ε2/4, we get,
|mk(Mε,γ [f ])| =
∣∣∣∣∫ ε−ε
∫ γ
−γ
(γ − η)k−1
(k − 1)! R[f ](ξ, η)ϕ
(k)
ε (ξ) dη dξ
∣∣∣∣
≤ (2γ)
k−1
(k − 1)!‖∂
k
ξϕε‖∞
∫∫
Rε,γ
|R[f ](ξ, η)|dξ dη.
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Remark 3.2. The condition γ ≥ ε2/4 could be removed by just replacing γ
everywhere by max{γ, ε2/4} (c.f. Figure 2). For brevity we choose to keep this
assumption in what follows.
Applying Lemma 3.1, with a test function ϕ = φ ∈ Gσ0 ([−1, 1]) (so that
‖∂kξ φ‖∞ ≤ Ck!σ, k = 1, 2, . . . , c.f. Appendix, Section 5.2) in the definition of
Mε,γ =Mϕ,ε,γ we get:
|mk(Mε,γ [f ])| ≤ (2γ)
k−1Ck+1k!s
εk+1
‖R[f ]‖L1(Rε,γ), k = 1, 2, . . . .
For the most general weight functions that we will consider in section 4.2 we
are going to have to do a similar argument as the one above.
When working with constant (or real analytic) m we can however do better.
We can choose a test function ϕ from a special sequence detailed in the Ap-
pendix, Section 5.1. Denote such a test function by ϕN , where N is an integer
to be determined later, and its derivatives can be estimated by
‖∂kξϕN,ε‖∞ =
1
εk+1
‖ϕ(k)N ‖∞ ≤
Ck+1Nk
εk+1
, k ≤ N.
Using this we get the following special case of Lemma 3.1:
Lemma 3.3. Suppose Mε,γ [f ] is as in Definition 2.1, then
|mk(Mε,γ [f ])| ≤ (2γ)
k−1Ck+1Nk
(k − 1)!εk+1 ‖R[f ]‖L1(Rε,γ), k = 1, 2, . . . , N,
where R[f ](ξ, η) =
∫
f(x, ξx+ η) dx and Rε,γ = {(ξ, η); |ξ| ≤ ε, |η| < γ}.
Remark 3.4. Observe that for k = 0 one has by similar arguments
|m0(Mε,γ [f ])| ≤ ‖ϕN,ε‖∞
∫ ε
−ε
|R[f ](ξ, γ)| dξ ≤ C
ε
‖R[f ](·, γ)‖L1[−ε,ε].
This estimate is not of the same type as in Lemma 3.3 due to the different norm
on the data in the right hand side. A simple workaround is to define another
norm ‖ · ‖ε,γ , increasing in ε and γ, such that
‖R[f ]‖ε,γ & max{‖R[f ]‖L1(Rε,γ), ‖R[f ](·, γ)‖L1[−ε,ε]} (3.6)
(recall that f . g means that there is an absolute constant c > 0 such that
f ≤ cg). An example would be
‖R[f ]‖ε,γ = sup
|η|≤γ
‖R[f ](·, η)‖L1[−ε,ε].
Now we can easily combine Lemma 3.3 and Remark 3.4 into a proposition
that bounds all k-moments for k = 0, 1, . . . , N .
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Figure 2: The support of R[f ] (blue set, complementary to parabola) and the set
Rε,γ (pink rectangle) containing the support of R[f ](ξ, η)(γ−η)k+ϕε(ξ) under the
assumption γ ≥ ε2/4. If the last condition is not fulfilled Rε,γ = {(ξ, η); |ξ| ≤
ε,−max(γ, ε2/4) ≤ η ≤ γ}.
Proposition 3.5. SupposeMε,γ [f ] is as in Definition 2.1, supp f ⊂ {(x, y); y ≥
x2} and that ε2/4 ≤ γ < 1, then for k = 0, 1, 2, . . . , N
|mk(Mε,γ [f ])| ≤
(
C
ε
)k+1
eN‖R[f ]‖ε,γ .
Proof. Since k ≤ 2(k+1)/2 for k ≥ 0 and by Lemma 3.3,
(2γ)kCk+1Nk
(k − 1)!εk+1 ≤
(
2
√
2C
ε
)k+1
Nk
k!
.
Using that Nk/k! is simply a term in the series defining eN and replacing 2
√
2C
with C we complete the proof.
3.2 First stability estimate
Now we are ready to estimate the L2-norm of Mε,γ [f ].
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Theorem 3.6. If 0 < ε < 1, ε2/4 ≤ γ < 1, ‖f‖C0,α(R2) ≤ C0 and supp f ⊂
{(x, y); y ≥ x2}, then
‖Mε,γ [f ]‖2 ≤ 4M
(
log(C/ε)
log(M/‖R[f ]‖ε,γ)
)α
(3.7)
for small ‖R[f ]‖ε,γ , where M depends on C0.
Proof. By approximatingMε,γ [f ] with a Fourier-Legendre sum SN [Mε,γ [f ]] on
the interval [−1, 1], and using the triangle inequality we first get
‖Mε,γ [f ]‖2 ≤
(
N∑
n=0
|an|2
)1/2
+ ‖Mε,γ [f ]− SN [Mε,γ [f ]]‖2. (3.8)
By Lemma 5.10 and Theorem 2.3, we have that
‖Mε,γ [f ]− SN [Mε,γ [f ]]‖2 ≤ 4A0C0
Nα
=:
M
Nα
.
Next, by Lemma 5.9 and Proposition 3.5, we have for n ≤ N
|an| ≤ (4
√
2)n max
0≤k≤n
(
C
ε
)k+1
eN‖R[f ]‖ε,γ = (4
√
2)neN‖R[f ]‖ε,γ
(
C
ε
)n+1
.
It follows, by absorbing lower order factors into exponentials and choosing C
larger, that
|an| ≤
(
C
ε
)n+1
eN‖R[f ]‖ε,γ , n ≤ N.
Substituting this into the finite sum in (3.8) we get (again with a larger constant
C) (
N∑
n=0
|an|2
)1/2
≤
(
C
ε
)N+1
‖R[f ]‖ε,γ .
Since we assume H = ‖R[f ]‖ε,γ is small we find N such that(
C
ε
)N+1
H ≤ M
Nα
. (3.9)
Taking logarithms, the above is equivalent with
(N + 1) log(C/ε) + α log(N) ≤ log(M/H).
The above condition is implied by
(N + 1)
(
log(C/ε) + α
log(N)
N + 1
)
≤ (N + 1) log(C/ε) ≤ log(M/H),
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where the first inequality follows from choosing a new and slightly larger con-
stant C in the right hand side. The last conditions can be implied by choosing
N as the largest possible integer that satisfies:
N ≤ log(M/H)− log(C/ε)
log(C/ε)
.
By doing so we get from (3.9) and (3.8),
‖Mε,γ [f ]‖2 ≤ 2M
Nα
,
and furthermore
N ≥ log(M/H)− 2 log(C/ε)
log(C/ε)
can be chosen, so
‖Mε,γ [f ]‖2 ≤ 2M
(
log(C/ε)
log(M/H)− 2 log(C/ε)
)α
.
Assuming that H is so small that
log(C/ε) ≤ 1− β
2
log(M/H)
for some 1/2 ≤ β < 1 we finally get
‖Mε,γ [f ]‖2 ≤ 4M
(
log(C/ε)
log(M/H)
)α
.
If H = ‖R[f ]‖ε,γ = 0 it is immediate from Proposition 3.5 that ‖Mε,γ [f ]‖2 =
0.
While Theorem 3.6 is interesting in itself we can easily get a stability estimate
involving f by combining the above with Proposition 2.2.
Theorem 3.7. Suppose that ‖f‖C0,α(R2) ≤ C0, supp f ⊂ {(x, y); y ≥ x2} and
that γ > 0 is small enough. Given any ε > 0 there exist M > 0 depending on
C0 such that,
‖f(·, γ)‖2 .M
logα log(‖R[f ]‖−1ε,γ)
logα(‖R[f ]‖−1ε,γ)
,
if ‖R[f ]‖ε,γ is sufficiently small.
Proof. Using Proposition 2.2, and Theorem 3.6 we may estimate the terms in
the right hand side of the inequality
‖f(·, γ)‖2 ≤ ‖f(·, γ)−Mε,γ [f ]‖2 + ‖Mε,γ [f ]‖2 (3.10)
by
‖Mε,γ [f ]‖2 ≤ 4M
(
log(C/ε)
log(M/‖R[f ]‖ε,γ)
)α
(3.11)
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and
‖f(·, γ)−Mε,γ [f ]‖2 ≤ C0εα. (3.12)
Suppose now that we take 0 < ε < ε0 < 1, Hε = ‖R[f ]‖ε,γ ≤ ‖R[f ]‖ε0,γ = H
and M ≥ 1, then it follows from (3.11)
‖Mε,γ [f ]‖2 ≤ 4M
(
log(C/ε)
log(M/Hε)
)α
≤ 4M
(
logC + log(1/ε)
log(M/H)
)α
. (3.13)
Substituting (3.12) and (3.13) back into 3.10, we have
‖f(·, γ)‖2 ≤ 4M
(
logC + log(1/ε)
log(M/H)
)α
+ C0ε
α, ε < ε0. (3.14)
Under the assumption that H = ‖R[f ]‖ε0,γ is sufficiently small we may choose
ε such that
1
log(M/H)
≤ ε ≤ 2
log(M/H)
< ε0.
Then
‖f(·, γ)‖2 ≤ 4M
(
logC + log log(M/H)
log(M/H)
)α
+ C0
(
2
log(M/H)
)α
So clearly
‖f(·, γ)‖2 .M
(
log log(‖R[f ]‖−1ε0,γ)
log(‖R[f ]‖−1ε0,γ)
)α
.
In the case ‖R[f ]‖ε0,γ = 0 it immediately follows for all ε < ε0 that ‖f(·, γ)‖2 ≤
C0ε
α. So we conclude in this case that ‖f(·, γ)‖2 = 0.
3.3 Estimates involving sup |Mε,γ[f ](x)| and sup |f(x, γ)|
In the step from Theorem 3.6 to Theorem 3.7, we were able to get estimates
of f instead of just estimates of the means Mε,γ [f ]. But we apparently lose
a little bit due to the added log log-factor in the nominator. However, in the
case α > 1/2 we can even get supremum norm estimates without the added
log log-factor, c.f. Corollary 3.9. Simply observe that by Lemma 5.11 we can
find a constant B such that the L2-normalized Legendre polynomials over [−1, 1]
satisfy
sup
|x|≤1/2
|P˜n(x)| ≤ B. (3.15)
For example B = 21/4
√
3/pi will do. It follows that
sup
|x|≤1/2
|Mε,γ [f ](x)| ≤
∞∑
n=0
sup
|x|≤1/2
|anP˜n(x)| ≤ B
∞∑
n=0
(1 + n)−β |an|(1 + n)β .
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By Cauchy-Schwarz inequality, in the case β > 1/2, we get
sup
|x|≤1/2
|Mε,γ [f ](x)|2 ≤ B2
∞∑
n=0
(1 + n)−2β
∞∑
n=0
(1 + n)2β |an|2
= B2ζ(2β)
∞∑
n=0
(1 + n)2β |an|2,
where ζ(s) is the Riemann zeta function. Now we split the last sum on the right
hand side and observe that we may estimate(
N∑
n=0
(1 + n)2β |an|2
)1/2
≤
(
C
ε
)N+1
‖R[f ]‖ε,γ
just as in the proof of Theorem 3.6 since we only have an extra lower order
factor. For the tail we can do a summation by parts,
∞∑
n=N+1
(1 + n)2β |an|2 = AN+1(1 + (N + 1))2β +
∞∑
n=N+2
An((1 + n)
2β − n2β),
where we know from Lemma 5.10 that
AN+1 =
∞∑
k=N+1
|ak|2 ≤ M
2
N2α
.
Hence the first term can be estimated by
AN+1(N + 2)
2β ≤ M
2
N2(α−β)
(
1 +
2
N
)2β
. M
2
N2(α−β)
.
The second series can be estimated by
∞∑
n=N+2
An((1 + n)
2β − n2β) ≤
∞∑
n=N+2
M2
(n− 1)2αn−2β
((
1 +
1
n
)2β
− 1
)
≤
∞∑
n=N+2
3M2
(n− 1)2αn−2β+1 .
∞∑
n=N+1
M2
n2(α−β)+1
. M
2
N2(α−β)
.
So we get, (∑
n>N
(1 + n)2β |an|2
)1/2
. M
Nα−β
,
for arbitrary α > β. Again, by the same arguments as in the proof of Theorem
3.6 one arrives at
15
Theorem 3.8. Suppose that 0 < ε < 1, γ > 0 is small enough, ‖f‖C0,α(R2) ≤
C0, where the exponent α > 1/2, 0 < ρ < α−1/2, and supp f ⊂ {(x, y); y ≥ x2}.
Then
sup
|x|≤1/2
|Mε,γ [f ](x)| .M
(
log(C/ε)
log(M/‖R[f ]‖ε,γ)
)ρ
, (3.16)
for small ‖R[f ]‖ε,γ and M depending on C0.
In particular we get from Theorem 3.8 the estimate
|f(0, γ)| ≤ C
logρ(1/‖R[f ]‖ε,γ) (3.17)
for some C > 0 (depending on C0, for some fixed ε > 0). To get supremum
norm estimates for other points on a line y = δ, for some 0 < δ < γ we can apply
Theorem 3.8 on f(x, y) = u(x + b, y − δ) where suppu is contained in a more
narrow parabola (e.g. suppu ⊂ {(x, y); y ≥ 2x2}). (Or we could of course have
considered supp f to be in a wider parabola from the start and proved Theorem
3.8 with obvious modifications.) Assume that also u = u(x, y) satisfies the a
priori estimate ‖u‖C0,α ≤ C0 for the same α > 1/2. Now, since for any real
number b, 2(x+ b)2 + δ ≥ x2 holds if δ ≥ 2b2, assuming that |b| ≤√δ/2 it can
be seen to follow from (3.17), that
|u(b, δ)| ≤ C
logρ(1/‖R[u]‖ε,δ) , |b| ≤
√
δ/2. (3.18)
Hence we have shown
Corollary 3.9. If u = u(x, y) is a function such that ‖u‖C0,α(R2) ≤ C0, where
the exponent α > 1/2, 0 < ρ < α− 1/2 and suppu ⊂ {(x, y); y ≥ cx2} for some
c > 1, then
sup
x
|u(x, δ)| ≤ C
logρ(1/‖R[u]‖ε,δ)
for some ε > 0, δ > 0, ‖R[u]‖ε,δ small and C depending on C0.
Remark 3.10. Observe that in Corollary 3.9 we actually only require that a
Ho¨lder condition is fulfilled along all lines with slope smaller than ε > 0.
4 Estimate for the weighted Radon transform
Now we move on towards a similar stability estimate for the weighted Radon
transform. Assume that m ∈ C∞(R3), and that f ∈ C0,α(R2) with supp f ⊂
{(x, y); y ≥ x2}. Then we define the weighted Radon transform (with weight
m) of f by
Rm[f ](ξ, η) =
∫
R
f(x, ξx+ η)m(x, ξ, η) dx, (4.1)
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and its adjoint by
R∗m[g](x, y) =
∫
R
g(ξ, y − ξx)m(x, ξ, y − ξx) dξ. (4.2)
Observe that
∂ξRm[f ](ξ, η) =
∫
R
x ∂yf(x, ξx+ η)m(x, ξ, η) + f(x, ξx+ η)∂ξm(x, ξ, η) dx
(4.3)
∂ηRm[xf ](ξ, η) =
∫
R
x ∂yf(x, ξx+ η)m(x, ξ, η) + xf(x, ξx+ η)∂ηm(x, ξ, η) dx.
(4.4)
So obviously we do not have an identity as (3.3). However, subtracting (4.4)
from (4.3) we get
∂ξRm[f ](ξ, η)−∂ηRm[xf ](ξ, η) =
∫
R
f(x, ξx+η)[∂ξm(x, ξ, η)−x∂ηm(x, ξ, η)] dx.
Assuming that m solves the differential equation (1.4), we introduce the differ-
ential operators:
Da := ∂η + a(ξ, η), Db := ∂ξ − b(ξ, η),
where a and b are strictly positive smooth functions. To see that this makes
sense, observe that
DbRm[f ](ξ, η)−DaRm[xf ](ξ, η) =∫
R
f(x, ξx+η)[∂ξm(x, ξ, η)−x∂ηm(x, ξ, η)− (b(ξ, η)+xa(ξ, η))m(x, ξ, η)] dx.
This is zero if the m satisfies the partial differential equation (1.4):
∂ξm(x, ξ, η)− x∂ηm(x, ξ, η) = (xa(ξ, η) + b(ξ, η))m(x, ξ, η).
As mentioned in the introduction, this condition on m first appeared in [14] and
is discussed also in [6]. Assuming that it holds, we have derived the relation
DbRm[f ](ξ, η) = DaRm[xf ](ξ, η).
However, Da and Db do not commute in general so the analysis will be quite
different in the weighted case.
Using standard methods from the theory of differential equations we may
derive expressions for the inverse operators of Da and Db:
D−1a = e
−A(H ~η eA·), D−1b = eB(H ~ξ e−B ·),
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where H denotes the Heaviside function and
A = A(ξ, η) =
∫ η
−∞
a(ξ, η′) dη′, B(ξ, η) =
∫ ξ
−∞
b(ξ′, η) dξ′.
For our purposes it is enough to conclude that for h ∈ C1(R2), supph ⊂
{(ξ, η); ξ ≥ ξ0 ∈ R, η ≥ η0 ∈ R}, it holds that D−1a Dah = h and D−1b Dbh = h.
One can easily verify the following result:
Proposition 4.1.
(D−1a )
k = e−A(Hk ~η eA·), (D−1b )k = eB(Hk ~ξ e−B ·),
where Hk+1(x) =
xk+
k! .
Remark 4.2. Denote the usual commutator bracket by [Da, Db] = DaDb −
DbDa, then for any g ∈ C2(R2), DbDag = DaDbg− [Da, Db]g. It is easy to see
that [Da, Db] is an order zero differential operator since
[Da, Db]g = (∂η + a)(∂ξg − bg)− (∂ξ − b)(∂ηg + ag)
= ∂η∂ξg − ∂η(bg) + a∂ξg − abg − (∂ξ∂ηg + ∂ξ(ag)− b∂ηg − bag)
= −g∂ηb− b∂ηg + a∂ξg − g∂ξa− a∂ξg + b∂ηg = −g(∂ηb+ ∂ξa).
Furthermore, [Da, Db] = 0 when ∂ηb = −∂ξa. This is a Cauchy-Riemann type
of equation which is fulfilled if for example b and a are the real- and imaginary
parts of a holomorphic function in ζ = ξ+iη, or in other words a is the harmonic
conjugate of b. If [Da, Db] = 0 on some open set U ⊃ suppRm[f ] and m satisfies
(1.4) then we do get an identity similar to (3.3),
DkaRm[x
kf ](ξ, η) = DkbRm[f ](ξ, η).
As this is a very special case we will not consider it in more detail but simply
observe that several arguments that we have to go through for more general m
could be simplified.
4.1 Moment estimates II
In the case when we assume only that a = a(ξ, η) and b = b(ξ, η) are smooth
over some set U ⊃ suppRm[f ], [Da, Db] is in general non-zero. We will first
add the assumption that the functions a, b ∈ Cω(R2), i.e. that a and b are real
analytic. Suppose also that supp a ⊂ {(ξ, η); η > −γ} and recall that
A(ξ, η) =
∫ η
−γ
a(ξ, η′) dη′, η < γ.
Suppose that ϕN ∈ C∞0 ([−1, 1]) is a function as in Proposition 5.1 that is in
addition even with
∫
ϕN = 1, ϕN,ε(ξ) = ε
−1ϕN (ε−1ξ) and fix η = γ > 0. By a
change of variables (y = ξx + γ, x 6= 0) we have the following identity between
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means of the weighted Radon transform of moments of f (over an ε-wide cone
of lines through η = γ) and moments of the means Mε,γ [fmγ ] (where mγ is
defined in (2.3) after Definition 2.1):∫ ε
−ε
Rm[x
kf ](ξ, γ)ϕN,ε(ξ) dξ =
∫ ε
−ε
∫
R
xkf(x, ξx+ γ)m(x, ξ, γ) dxϕN,ε(ξ) dξ
=
∫
|x|≤xε,γ
xkMε,γ [fmγ ](x) dx.
We define Da and Db as before and assuming that condition (1.4) holds, we
also had the identity
DaRm[xf ](ξ, η) = DbRm[f ](ξ, η). (4.5)
If we introduce gk(ξ, η) = Rm[x
kf ](ξ, η), abbreviating the k:th Radon moment
we also get from (4.5),
Dagk(ξ, η) = Dbgk−1(ξ, η). (4.6)
Consequently, gk = D
−1
a Dbgk−1, where (for h = h(ξ, η))
D−1a h(ξ, η) = e
−A(ξ,η)(H ~η eAh)(ξ, η) = e−A(ξ,η)
∫ η
−∞
eA(ξ,η
′)h(ξ, η′) dη′.
In the above ~η is convolution in the η-variable and A(ξ, η) =
∫ η
−∞ a(ξ, η
′) dη′.
Introducing ψA(ξ, η
′, η) = eA(ξ,η
′)−A(ξ,η), we have shown
gk(ξ, η) =
∫ η
−∞
ψA(ξ, η, η
′)Dbgk−1(ξ, η′) dη′. (4.7)
Iterating we get gk(ξ, η) = (D
−1
a Db)
kg0(ξ, η), where g0(ξ, η) = Rm[f ](ξ, η). We
will return to this identity after presenting some necessary simple lemmas on
operators with structure similar to (D−1a Db)
k. Our main goal of this section
will be to prove Proposition 4.5.
Denote by P the set of integral operators P in the η-variable with ξ as a
parameter of the form
Pu(ξ, η) =
∫ η
−∞
p(ξ, η, η′)u(ξ, η′) dη′,
where p(ξ, η, η′) is a smooth function of all variables. The elements of P will
be considered as linear operators on the set of smooth functions u(ξ, η) that are
supported in some halfspace η ≥ c. Assume for simplicity that c = 0 from here
on, but later −γ will take the role of c.
It is clear that P is a ring under composition. For each integer k ≥ 0 we
define the subring Pk that is generated by all products of k factors
P1P2 . . . Pk
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with each Pj ∈ P. We shall denote by ∂ξP the operator with Schwartz kernel
∂ξp(ξ, η, η
′). It is clear that Pk is a two-sided ideal in P and that P ∈ Pk
implies ∂ξP ∈ Pk. We note also that P1 = P. We shall also consider the
operator ∂ξ : u 7→ ∂ξu. Note that
∂ξ ◦R = R∂ξ + ∂ξR (4.8)
for all operators R ∈ P.
The operator D−1a Db can be written P∂ξ +Q for some P and Q in P. Using
(4.8) we can alternatively write D−1a Db = ∂ξ ◦ P +Q1 with Q1 = Q− ∂ξP .
Lemma 4.3. The operator P is in Pk if an only if its kernel can be factored
p(ξ, η, η′) = (η − η′)k−1p0(ξ, η, η′)
for some smooth function p0(ξ, η, η
′).
Proof. Since ξ plays no role in the argument we shall forget about it. Assume
that p(η, η′) = (η − η′)q(η, η′). Then
∂ηPu(η) =
∫ η
0
q(η, η′)u(η′) dη′ +
∫ η
0
(η − η′)q′η(η, η′)u(η′) dη′
=
∫ η
0
w(η, η′)u(η′) dη′ = Wu(η),
where
w(η, η′) = q(η, η′) + (η − η′)q′η(η, η′), 0 < η′ < η.
It follows that P = HW , where H is the integration operator Hu(t) =
∫ t
0
u(s)ds,
hence P ∈ P2. Repeated use of this argument proves that P ∈ Pk if p(η, η′)
is divisible by (η − η′)k−1. Conversely, let P and Q be operators with kernels
p(η, η′) and q(η, η′), respectively. Then, by a simple change of variables, the
kernel of R = PQ can be seen to be equal to
r(η, η′) =
∫ η
η′
p(η, v)q(v, η′) dv. (4.9)
Another change of variable v = η′ + v1(η − η′) gives
r(η, η′) = (η − η′)
∫ 1
0
p(η, η′ + v1(η − η′))q(η′ + v1(η − η′), η′) dv1, (4.10)
which proves the statement for the case k = 2. (The ”only if” part is trivial if
k = 1.) An obvious induction argument proves the general case.
Lemma 4.4. Let P , Q, and R = PQ be as above, and assume that
p(η, η′) = (η − η′)k−1p0(η, η′),
where |p0(η, η′)| ≤M1 and that |q(η, η′)| ≤M2. Then
r(η, η′) = (η − η′)kr0(η, η′),
where |r0(η, η′)| ≤M1M2/k.
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Proof. Arguing as in (4.10) we obtain r(η, η′) = (η − η′)kr0(η, η′), where
r0(η, η
′) =
∫ 1
0
(1− v1)k−1 p0(η, η′ + v1(η − η′))q(η′ + v1(η − η′), η′) dv1. (4.11)
By the assumption it follows that
|r0(η, η′)| ≤M1M2
∫ 1
0
(1− v1)k−1dv1 ≤M1M2/k, (4.12)
which completes the proof.
Proposition 4.5. The operator (D−1a Db)
k = (∂ξ ◦ P +Q)k can be written
(D−1a Db)
k =
k∑
j=0
∂jξ ◦ Sj,k (4.13)
where Sj,k ∈ Pk. Assume that C ≥ 1 is such that the derivatives of the Schwartz
kernels of P and Q are bounded by,
|∂nξ p(ξ, η, η′)| ≤ Cn+1n!, and |∂nξ q(ξ, η, η′)| ≤ Cn+1n!, n ∈ N. (4.14)
Then the Schwartz kernels of Sj,k can be estimated with
|sj,k(ξ, η, η′)| ≤ (βC)2k−j(k − j)! (η − η
′)k−1
(k − 1)! . (4.15)
where β ≥ 1 +√3.
We postpone the proof of the above proposition to the end of this section.
An important consequence of Proposition 4.5 is that we are now able to prove:
Proposition 4.6. The moments of Mε,γ [fmγ ] satisfy the estimates∣∣∣∣∫ xkMε,γ [fmγ ](x)dx∣∣∣∣ ≤ (C1ε
)k+1
eN‖Rm[f ]‖L1(Rε,γ) (4.16)
for some constant C1 > 0 and all 1 ≤ k ≤ N for some N ∈ N.
Proof. ∫
xkMε,γ [f ](x) dx =
∫
(D−1a Db)
kg0(ξ, γ)ϕN,ε(ξ) dξ,
where g0 = Rm[f ]. (The first factor in the integrand should of course be inter-
preted ((D−1a Db)
kg0)(ξ, γ)). Using Proposition 4.5 and integration by parts we
obtain ∫
xkMε,γ [f ](x) dx =
k∑
j=0
(−1)j
∫
(Sj,kg)(ξ, γ)∂
j
ξϕN,ε(ξ) dξ.
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Thus∣∣∣∣∫ xkMε,γ [f ](x) dx∣∣∣∣ ≤ k∑
j=0
‖sj,k∂jξϕN,ε‖∞
∫ γ
−γ
∫ ε
−ε
|g0(ξ, η)|dξ dη
= ‖g0‖L1(Rε,γ)
k∑
j=0
‖sj,k‖∞‖∂jξϕN,ε‖∞.
Now we use that
sup
|η|<γ
|sj,k(ξ, γ, η)| ≤ (βC)
2k−j(k − j)!(2γ)k−1
(k − 1)! .
Combining this with the estimate
‖∂jξϕN,ε(ξ)‖∞ ≤
(
C2
ε
)j+1
N j , j ≤ N,
we obtain
‖sj,k‖∞‖∂jξϕN,ε‖∞ ≤
(βC)2k−j(k − j)!(2γ)k−1Cj+12 N j
(k − 1)!εj+1 .
Summing over j = 1, 2, . . . , k we finally get∣∣∣∣∫ xkMε,γ [f ](x) dx∣∣∣∣ ≤ k∑
j=0
(βC)2k−j(k − j)!(2γ)k−1Cj+12 N j
(k − 1)!εj+1 ‖g0‖L1(Rε,γ)
≤ (βC)
2kCk+12 (2γ)
k−1k
εk+1
‖g0‖L1(Rε,γ)
k∑
j=0
(k − j)!j!
k!
N j
j!
≤
(
C1
ε
)k+1
eN‖g0‖L1(Rε,γ).
Again, note that for k = 0 (4.16) does not make sense. So we introduce
some new norm, similarly as for the standard Radon transform in (3.6). Then
we have shown an analogue of Proposition 3.5 also for m satisfying (1.4) with
a, b ∈ Cω(R2). Thus we can deduce that Theorem 3.6 (and corresponding
Theorems 3.8 and 3.9 for α > 1/2) also hold for f and R replaced with fmγ
and Rm respectively.
In order to prove Proposition 4.5 we first present some auxiliary lemmas.
Lemma 4.7. Let u and v be functions (of one variable) satisfying the estimates
|∂nu| ≤ A1Bn1 n!, |∂nv| ≤ A2Bn2 n! for all n ∈ N.
Then with A = max(A1, A2), B = max(B1, B2)
|∂n(uv)| ≤ A2Bn(n+ 1)!.
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Proof. By Leibnitz’ formula
|∂n(uv)| ≤
∑
p+q=n
n!
p!q!
A1B
pp!A2B
qq! = n!A1A2
∑
p+q=n
Bp+q
≤ n!A2(n+ 1)Bn = A2Bn(n+ 1)!. (4.17)
Combining Lemma 4.4 and Lemma 4.7 we immediately obtain the following
estimate.
Lemma 4.8. Let P ∈ Pk, Q ∈ P, R = PQ, and assume that
|∂nξ p(ξ, η, η′)| ≤ ABnn!
(η − η′)k−1
(k − 1)! , |∂
n
ξ q(ξ, η, η
′)| ≤ ABnn! for n ∈ N.
Then
|∂nξ r(ξ, η, η′)| ≤ A2Bn(n+ 1)!
(η − η′)k
k!
for all n ∈ N.
Proof. Writing p(ξ, η, η′) = p0(ξ, η, η′)(η − η′)k−1/(k − 1)! we have
r(ξ, η, η′) =
(η − η′)k
(k − 1)!
∫ 1
0
(1−v)k−1 p0(ξ, η, η′+v(η−η′))q(ξ, η′+v(η−η′), η′) dv.
Operating with ∂nξ under the integral sign and using Lemma 4.7 we obtain
|∂nξ r| ≤
(η − η′)k
(k − 1)!
∫ 1
0
(1− v)k−1A2Bn(n+ 1)! dv
≤ A2Bn(n+ 1)! (η − η
′)k
k!
,
which proves the assertion.
Proof of Proposition 4.5. The Schwartz kernel of Sj,k ∈ Pk can according to the
arguments in the proof of Lemma 4.8 be written
sj,k(ξ, η, η
′)
(η − η′)k−1
(k − 1)! . (4.18)
The function sj,k satisfies
|∂nξ sj,k| ≤ (βC)n+2k−j(k − j + n)! , k, n ∈ N, β ≥ 1 +
√
3, C ≥ 1. (4.19)
We prove (4.19) by induction. Observe that for k = 1 we have s0,1 = q and
s1,1 = p so (4.14) implies that (4.19) holds with β = 1 in this case. Assuming
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that (4.13) and (4.19) hold for k, then
(D−1a Db)
k+1 =
 k∑
j=0
∂jξ ◦ Sj,k
 (∂ξ ◦ P +Q) = k∑
j=0
∂jξ ◦ Sj,k(∂ξ ◦ P +Q)
=
k∑
j=0
∂jξ ◦ (Sj,k∂ξ ◦ P + Sj,kQ) =
k∑
j=0
∂jξ ◦ ((∂ξ ◦ Sj,k − ∂ξSj,k)P + Sj,kQ)
= S0,kQ− ∂ξS0,kP +
k∑
j=1
∂jξ ◦ (Sj,kQ− ∂ξSj,kP + Sj−1,kP ) + ∂k+1ξ ◦ Sk,kP.
(4.20)
From the above we identify
S0,k+1 = S0,kQ− ∂ξS0,kP, (4.21)
Sj,k+1 = Sj,kQ− ∂ξSj,kP + Sj−1,kP, 1 ≤ j ≤ k, (4.22)
Sk+1,k+1 = Sk,kP. (4.23)
We will finish the proof by deriving estimates for |∂nξ (sj,kp)| (identical arguments
will work for p replaced by q) and |∂nξ (∂ξsj,kp)| for 0 ≤ j ≤ k. First, by (4.14)
and (4.19):
|∂nξ (sj,kp)| ≤
n∑
i=0
(
n
i
)
|∂n−iξ sj,k||∂iξp|
≤
n∑
i=0
(
n
i
)
(βC)n−i+2k−j(k − j + n− i)!Ci+1i!
= (βC)n+2k−j+1(k − j + n)!
n∑
i=0
(
n
i
)(
n+k−j
i
)β−i−1
≤ (βC)n+2k−j+1(k − j + n)!
m∑
i=0
β−i−1, (4.24)
and
|∂nξ (∂ξsj,kp)| ≤
n∑
i=0
(
n
i
)
(βC)n+1−i+2k−j(k − j + n+ 1− i)!Ci+1i!
= (βC)n+2k−j+2(k + 1− j + n)!
n∑
i=0
(
n
i
)(
n+k+1−j
i
)β−i−1
≤ (βC)n+2k−j+2(k + 1− j + n)!
m∑
i=0
β−i−1. (4.25)
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Using the two above estimates we can move on to
|∂nξ sj,k+1| ≤ |∂nξ (sj,kq)|+ |∂nξ (∂ξsj,kp)|+ |∂nξ (sj−1,kp)|
≤ (βC)n+2k+2−j(k+1−j+n)!
(
n∑
i=0
β−i−1
)(
1
βC(k + 1− j + n) + 1 +
1
βC
)
.
(4.26)
Now
n∑
i=0
β−i−1 ≤ 1
β
∞∑
i=0
1
βi
=
1
β − 1 ,
and
1
βC(k + 1− j + n) + 1 +
1
βC
≤ 1 + 2
β
.
We choose β > 1 such that
1
β − 1
(
1 +
2
β
)
≤ 1.
The above inequality holds if
β + 2 ≤ β(β − 1),
or equivalently β2− 2β− 2 = (β− 1)2− 3 ≥ 0 which hold if β ≥ 1 +√3. Hence,
we have shown
|∂nξ sj,k+1| ≤ (βC)n+2(k+1)−j(k + 1− j + n)! , 1 ≤ j ≤ k. (4.27)
In a very similar way we get for j = 0
|∂nξ s0,k+1| ≤ (βC)n+2(k+1)(k + 1 + n)! , β ≥ 1 +
√
2, (4.28)
and for j = k + 1
|∂nξ sk+1,k+1| ≤ (βC)n+k+1n! , β ≥
1 +
√
5
2
. (4.29)
This proves (4.19), and taking n = 0 we obtain (4.15), and the proof of Propo-
sition 4.5 is complete.
4.2 The case a, b ∈ Gσ(R2)
Next we sketch how one can get stability estimates also for more general weights
m that satisfy (1.4) with a, b belonging to Gevrey spaces, Gσ(R2), c.f. Definition
5.2. Observe that by Proposition 5.8, for every η, exp[A(ξ, η)−A(ξ, γ)] ∈ Gσ(R),
when considered as a function of ξ. Recall that
A(ξ, η) =
∫ η
−γ
a(ξ, η′) dη′, η < γ.
We can then, by doing only minor adjustments, prove the following version of
Proposition 3.5:
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Proposition 4.9. If m satisfies equation (1.4) with a, b ∈ Gσ(R2) and supp f ⊂
{(x, y); y ≥ x2}
|mk(Mε,γ [fmγ ])| ≤
(
C
ε
)k+1
k!s‖Rm[f ]‖ε,γ , k = 0, 1, . . .
where s = σ − 1 and C > 0.
The most notable difference in the arguments is that Mε,γ = Mφ,ε,γ can
now be defined with a test function φ ∈ Gσ0 (R), instead of using a sequence.
The proof is then more or less identical with the proof of Proposition 4.6, but
derivatives need to be estimated using |∂mp| ≤ Cm+1m!σ etc. for some σ > 1.
Next we will use the Legendre polynomials over |x| ≤ 1 together with Par-
seval’s identity, as in section 3.2, to finish the proof of a stability estimate in
the case of the weighted Radon transform. In the proof we put emphasis on the
few details that need to be changed.
Theorem 4.10. If in addition to the assumptions in Proposition 4.9 we assume
that 0 < ε < 1, γ > 0 small enough and ‖f‖C0,α(R2) ≤ C0, then
‖Mε,γ [fmγ ]‖2 ≤ 4M
(
log(C/ε) log log(M/‖Rm[f ]‖ε,γ)
log(M/‖Rm[f ]‖ε,γ)
)α
,
for small ‖Rm[f ]‖ε,γ . M > 0 depends on C0 and C depends on C0 and s = σ−1.
Proof. Proposition 4.9 together with Lemma 5.9 implies with H = ‖Rm[f ]‖ε,γ ,
|an| ≤
(
C
ε
)k+1
n!sH
which in turn gives(
N∑
n=0
|an|2
)1/2
≤
(
C
ε
)N+1
NsNH ≤ M
Nα
.
The last inequality is equivalent with
N logN
(
s+
α
N
+
(
1 +
1
N
)
log(C/ε)
logN
)
≤ log M
H
which holds if
N logN ≤ log(M/H)
log(C(s)/ε)
= y,
where C(s) depends only on s. In turn the above inequality holds if we choose
N as the largest integer such that
N ≤ y
log y
,
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then
N ≥ y
log y
− 1.
Choosing N in this way and taking Lemma 5.10 into account we have proven
‖Mε,γ [fmγ ]‖2 ≤ 2M
Nα
≤ 2M
(
log y
y − log y
)α
≤ 4M
(
log y
y
)α
.
Hence
‖Mε,γ [fmγ ]‖2 ≤ 4M
 log(C(s)/ε) log
(
log(M/H)
log(C(s)/ε)
)
log(M/H)
α
≤ 4M
(
log(C(s)/ε) log log(M/H)
log(M/H)
)α
.
Using similar arguments as in the proof of Theorem 3.7 we can also prove
the next theorem.
Theorem 4.11. Under the assumptions in Theorem 4.10 it holds that
‖f(·, γ)mγ(·, 0, γ)‖2 ≤M
log2α log(‖Rm[f ]‖−1ε,γ)
logα(‖Rm[f ]‖−1ε,γ)
for small ‖Rm[f ]‖ε,γ and M depends on C0 and s = σ − 1.
Proof. Choosing ε < ε0 implies Hε = ‖Rm[f ]‖ε,γ ≤ ‖Rm[f ]‖ε0,γ = H so if
1
log(M/H)
≤ ε ≤ 2
log(M/H)
,
we get
‖f(·, γ)‖2 ≤ 4M
(
(logC(s) + log(1/ε)) log log(M/Hε)
log(M/Hε)
)α
+Mεα
≤ 4M
(
(logC(s) + log log(M/H)) log log(M/H)
log(M/H)
)α
+ 2M
1
logα(M/H)
.M
(
log2 log(‖Rm[f ]‖−1ε0,γ)
log(‖Rm[f ]‖−1ε0,γ)
)α
We can also get a version of Theorem 3.9, using similar arguments, for
a, b ∈ Gσ(R2).
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Remark 4.12. In the special case when a and b are as in Remark 4.2, i.e. if
Da and Db commute, it is very easy to prove a similar result as Proposition 4.9
where only the Propositions 5.8 and 5.6 are needed.
The authors would like to thank Institut Mittag-Leffler for providing an excellent
working environment during the time when this research was conducted. We
would also like to thank Professor Jan-Olov Stro¨mberg and Professor Mikko
Salo for valuable discussions regarding this work.
5 Appendix
5.1 A special sequence of test functions
In order to improve our continuity estimate for analytic weights we need to
choose a test function out of a particular sequence. The simple construction of
this sequence can be found in Ho¨rmander’s book [16], or in Rodino’s book [25]
(Proposition 1.4.10).
Proposition 5.1. For any given neighborhood V of x0 ∈ Rn we can find a
sequence ϕN ∈ C∞0 (V ) such that 0 ≤ ϕN and
|∂αϕN | ≤ C |α|+1N |α|, |α| ≤ N, (5.1)
where C > 0 is a constant not depending on N or α.
5.2 The Gevrey classes Gσ
In this section we recall some basic properties of the classes Gσ. Most of these
results can be found in Rodino’s book, [25] on Gevrey spaces.
Definition 5.2. Let Ω ⊂ Rn and σ ≥ 1. If f ∈ C∞(Ω) and for every compact
subset K of Ω there exists a C > 0 such that for all multi-indices α and all
x ∈ K
|∂αf(x)| ≤ C |α|+1(α!)σ, (5.2)
then we call f a Gevrey function of order σ. We also write f ∈ Gσ(Ω).
Remark 5.3. In place of estimates (5.2) one sometimes use the equivalent
|∂αf(x)| ≤ C |α|+1|α|σ|α|. (5.3)
Also observe that we may assume f ≥ 0 which is illustrated by the following
example of a Gσ0 (R)-function from [24]:
φ(x) =
exp
(
− 1
((1−t)t)
1
σ−1
)
, t ∈ (0, 1)
0 , t /∈ (0, 1).
Remark 5.4. Observe that G1(Ω) is the set of all analytic functions on Ω.
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Definition 5.5. For σ > 1 we define Gσ0 (Ω) to be the set of all f ∈ Gσ(Ω) such
that f has compact support.
The proof of the following propositions can be found in Rodino’s book.
Proposition 5.6. Gσ(Ω) is a vector space and a ring (with respect to multipli-
cation of functions) and is closed under differentiation.
In order to treat compositions we first need the following definition.
Definition 5.7. Suppose that χ : Ω → Λ, where Λ is an open subset of Rm.
We say that χ is an Gσ-map if χ = (χ1, . . . , χm) and χj ∈ Gσ(Ω) for all j.
Proposition 5.8. Suppose that χ : Ω → Λ is a Gσ-map and f ∈ Gσ(Λ), then
f ◦ χ ∈ Gσ(Ω).
The proposition is proved for analytic maps χ in [25], but the more general
proposition is proved in [20].
5.3 Legendre polynomials
Recall that the Legendre polynomials {Pn}∞n=0 forms a complete orthogonal
system over L2([−1, 1]). There are many equivalent definitions, for example:
Pn(x) =
1
2n
[n/2]∑
k=0
(−1)k
(
n
k
)(
2n− 2k
n
)
xn−2k, (5.4)
where [·] denotes the round to closest integer function. Some properties of Pn
include:
• For even/odd n, Pn(x) is an even/odd polynomial in x,
• degPn = n,
• |Pn(x)| ≤ 1,
• ‖Pn‖22 = 22n+1 , where ‖P‖22 = 〈P, P 〉 =
∫ 1
−1 P (x)P (x) dx.
Given any f ∈ L2([−1, 1]) we know that
f(x) =
∞∑
n=0
〈f, Pn〉
‖Pn‖22
Pn(x),
where the convergence is in L2([−1, 1])-sense. Denote from now on the (Fourier-)
Legendre coefficients by
an =
〈f, Pn〉
‖Pn‖2 =
√
2n+ 1
2
∫ 1
−1
f(x)Pn(x) dx.
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Parseval’s identity reads in this case,
‖f‖22 =
∞∑
n=0
|an|2.
The following lemmas were used in the proofs of the stability estimates.
Lemma 5.9.
|an| ≤ (4
√
2)n max
0≤k≤n
|mk(f)|.
where
mk(f) =
∫ 1
−1
xkf(x) dx, k = 0, 1, . . . , n
are moments f .
Proof.
|an| =
∣∣∣∣∣∣
∫ 1
−1
f(x)
√
2n+ 1
2
1
2n
[n/2]∑
k=0
(
n
k
)(
2n− 2k
n
)
xn−2k dx
∣∣∣∣∣∣
≤
√
2n+ 1
2
1
2n
[n/2]∑
k=0
(
n
k
)(
2n− 2k
n
) ∣∣∣∣∫ 1−1 xn−2kf(x) dx
∣∣∣∣
≤ 2n/2 · 2n max
0≤k≤n
|mk(f)|
[n/2]∑
k=0
(
n
k
)
≤ (4
√
2)n max
0≤k≤n
|mk(f)|.
The first inequality is just the triangle inequality, the second inequality follows
from that
(
2n−2k
n
) ≤ (2nn ) ≤ 4n and √ 2n+12 < 2n/2. The final inequality follows
by increasing the number of terms (from [n/2] to n) in the sum and applying
the binomial theorem.
There are many results on convergence and the magnitude of an depending
on the regularity of f . Good references are Sansone’s and Alexits’ books [27, 1].
Recall that the modulus of continuity of a function f on Rn is defined by the
quantity
ω(f ; r) = sup
‖x−y‖≤r
|f(x)− f(y)|.
In particular, f ∈ C0,α(R) implies that there are constant 0 < α ≤ 1, C0 > 0
such that
ω(f ; r) ≤ C0rα.
As the best L2-approximation of a function f on [−1, 1] in terms of an N :th
degree polynomial is given by the Fourier-Legendre sum:
SN [f ](x) =
N∑
n=0
anP˜n(x),where P˜n(x) =
Pn(x)
‖Pn‖2 ,
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we can easily verify the following well-known lemma
Lemma 5.10. Suppose that ‖f‖C0,α[−1,1] ≤ C0, then
‖f − SN [f ]‖2 ≤
√
2A0C0
(
2
N
)α
,
where A0 is some absolute constant.
Proof.
‖f − SN [f ]‖22 =
∫ 1
−1
|f(x)− SN [f ](x)|2 dx ≤
∫ 1
−1
|f(x)− pN (x)|2 dx
for any N :th degree polynomial pN since SN [f ] is the best approximation in L
2.
Let now in particular pN be the degree N polynomial that is the best uniform
approximation of f on [−1, 1]. By Jackson’s inequality (Theorem 4.6.6 in [1]) it
then follows that
‖f(x)− pN (x)‖∞ ≤ A0ω
(
f ;
2
N
)
≤ A0C0
(
2
N
)α
.
Thus
‖f − SN [f ]‖2 ≤ A0C0
(
2
N
)α√∫ 1
−1
dx =
√
2A0C0
(
2
N
)α
.
In Szego¨’s book on orthogonal polynomials, [30] one can also find better and
more explicit bounds on Pn for n > 0, e.g.
(1− x2)1/4|Pn(x)| ≤
√
2
pin
. (5.5)
Using (5.5) together with ‖Pn‖2 =
√
2
2n+1 (and P0(x) = 1) one can easily verify
Lemma 5.11. If Pn, n = 0, 1, . . . are Legendre polynomials over the interval
[−1, 1], then the L2-normalized Legendre polynomials P˜n satisfy
|P˜n(x)| ≤
21/4
√
2n+1
pin , n ≥ 1
1√
2
, n = 0
for |x| ≤ 1/2.
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