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Abstract
We consider a fourth-order quasilinear nonhomogeneous equation which is equivalent to a nonhomogeneous Hamiltonian sys-
tem. The purpose of this work is to prove the existence of at least two solutions for such equation when a certain parameter is small
enough. Furthermore, under an additional hypothesis on positiveness of the nonhomogeneous part we prove that our solutions are
positive.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the results
In this work we consider a fourth-order quasilinear nonhomogeneous equation depending on a positive parameter
and we prove the existence of at least two solutions when this parameter is sufficiently small. Under an additional
hypothesis on positiveness of the nonhomogeneous part we prove that our solutions are nonnegative. We also prove,
in some cases, the nonexistence of nonnegative solution when such parameter is large enough, but this question in its
full generality, still remains as an open problem.
This work is motivated by the earlier works of [4,6,9] and [10]. The purpose of this paper is to extend some of
the results in those papers to the case of a fourth-order quasilinear nonhomogeneous equation, which happens to be
equivalent to a semilinear nonhomogeneous Hamiltonian system of Lane–Endem type.
We consider the following problem{−((−u)1/p)= uq + g in Ω,
u,−u = 0 on ∂Ω, (1.1)
on a bounded domain Ω ⊂ RN , N  1, with smooth boundary, where for short we write uq = |u|q−1u and
(−u)1/p = |−u|(1/p)−1(−u),  > 0 is a parameter and g lies in the dual space of an appropriated space that
is going to described just below.
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consider E endowed with the norm (see Lemma 9.17 of [7])
‖u‖ =
(∫
|u| p+1p dx
) p
p+1
, u ∈ E,
and E′ with
|ϕ|∗ = sup
{〈ϕ,u〉: ‖u‖ = 1}, ϕ ∈ E′.
We say that u ∈ E is a weak solution of (1.1) provided∫
|u|(1/p)−1uv dx =
∫
|u|q−1uv dx + 
∫
gv dx, ∀v ∈ E,
where we denote 〈g, v〉 := ∫ gv dx.
We remark that Eq. (1.1), under some regularity condition on the nonhomogeneous part g, is equivalent (see
Theorem 1.1) to the following Hamiltonian system{−u = vp in Ω,
−v = uq + g in Ω,
u,v = 0 on ∂Ω.
(1.2)
We study (1.1) under the following hypotheses:
(H1) Superlinearity: p,q > 0 and pq > 1.
(H2) Subcriticality: If N  3 then 1
p+1 + 1q+1 > 1 − 2N .
(H3) g ∈ E′, g = 0.
We emphasize here that our results extend some of the results in [4], since that paper does not deal with the case
when one of the powers p or q is in (0,1).
From the above hypotheses the weak solutions of (1.1) are precisely the critical points of the functional
I (u) = p
p + 1
∫
|u| p+1p dx − 1
q + 1
∫
|u|q+1 dx − 
∫
gudx, (1.3)
which is well defined on E and of class C1.
Hypothesis (H2) allow us to employ a bootstrap argument to obtain a regularity result which shows the equivalence
between (1.1) and (1.2).
Theorem 1.1. Suppose (H1), (H2) and g ∈ C1(Ω). Let u ∈ E be a weak solution of (1.1). If v = (−u)1/p then (u, v)
is a classical solution of (1.2). Furthermore, (u, v) lies in C2,α(Ω) × C2,α(Ω), with α = min{p,q} when p < 1 or
q < 1 and α is any number in (0,1) when p  1 and q  1.
Definition 1.2. By a nonnegative weak solution u of (1.1), and we write u 0, we mean that u ∈ E is a critical point
of I and satisfies u,−u 0 a.e. in Ω . Also, we say that g ∈ E′ satisfies g  0 if∫
gudx  0, ∀u ∈ E such that −u 0 a.e. in Ω.
We remark that the condition g  0, just presented above, is weaker than ∫ gudx  0 for all u ∈ E such that u 0
a.e. in Ω . Also, there exist functions g ∈ C1(Ω) satisfying the above positiveness condition that change sign in Ω . To
see that, check Final remark.
Let
K =
(
1
pq
) 1
pq−1 pq − 1
pq
, R = min
u∈E,u =0
‖u‖ p+1p
|u|
p+1
p
,q+1
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∫
ϕ1 dx = 1, and λ1 the first eigenvalue of (−,H 10 (Ω)). Here | · |q+1
denotes the Lq+1(Ω)-norm.
To start with one can see at Lemma 2.2 that I is bounded from below on the Nehari manifold
N = {u ∈ E: 〈I ′(u),u〉= 0}.
In this way, the first idea to find a critical point of I is to minimize I on N , that is, to try to show that
c0 := inf
u∈N
I (u) (1.4)
defines a critical value for I .
We show that I achieves its minimum value on N , and also in parts of N , when  is small enough. For that matter
we add to the above set of hypotheses the following condition:
(H4) 0 <  < ∗ := KR
p(q+1)
(pq−1)(p+1)
|g|∗ .
The idea of minimize I on N , which is guaranteed under (H4) by Theorem 1.4 below, is very good because the
points of N where I achieves c0 are not only critical points, but in fact local minimums for I when it is considered
defined on the whole space E (see Lemma 2.13).
On the other hand, for each u ∈ E\{0}, the function
j (t) := I (tu) = p
p + 1 t
p+1
p ‖u‖ p+1p − 1
q + 1 t
q+1|u|q+1q+1 − t
∫
gudx
is twice differentiable in (0,+∞). In particular, if u ∈ E is a local minimum for I then j ′(1) = 0 and j ′′(1) 0. This
last inequality reads
‖u‖ p+1p − pq|u|q+1q+1  0. (1.5)
So, it turns to be important for our calculations to look at the following splitting of N :
N+ = {u ∈N : ‖u‖ p+1p − pq|u|q+1q+1 > 0},
N0 =
{
u ∈N : ‖u‖ p+1p − pq|u|q+1q+1 = 0
}
and
N− = {u ∈N : ‖u‖ p+1p − pq|u|q+1q+1 < 0}.
Under hypothesis (H4) we will see at (iv) of Lemma 2.6 that N0 = {0}. So from (1.5) we conclude that u0 ∈N+,
and consequently
c0 = inf
u∈N
I (u) = inf
u∈N+
I (u).
In order to find another critical point for I we are led to investigate the following minimization problem
c1 := inf
u∈N−
I (u),
principally motivated by Lemma 2.14.
All the above discussion allow us to show:
Theorem 1.3. Suppose that (H1)–(H3) hold true. Then Eq. (1.1) has at least two weak solutions under (H4) and at
least one weak solution if  = ∗. Furthermore, such solutions are nonnegative if g  0.
The above theorem is just a consequence of the following three theorems presented below.
Theorem 1.4. Under the hypotheses (H1)–(H4), c0 is achieved at a point u0 ∈ N which is a local minimum for I
when considered on the whole space E. Furthermore, u0  0 if g  0.
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critical point for I . Furthermore u1  0 if g  0.
Using Theorem 1.4 we obtain the following result by means of an approximation argument.
Theorem 1.6. Under hypotheses (H1)–(H3) and with  = ∗, c0 is achieved at a point u0 ∈ N+ ∪ N0 which is a
critical point of I . Furthermore, u0  0 if g  0.
The proofs of Theorems 1.4 and 1.5 rely on the Ekeland’s Variational Principle, the Implicit Function Theorem, La-
grange’s Multiplier Theorem, the compactness embedding of E into Lq+1(Ω) and a Riesz’s Representation Theorem
for the dual pace of W 2,r ∩ W 1,r0 (Ω), for any 1 < r < +∞.
We also have a result concerning the nonexistence of nonnegative solution for (1.1), namely:
Theorem 1.7. Suppose (H1) with p,q  1, (H2), (H3) and that g  0. Then (1.1) has no nonnegative weak solution if
 > K
λ
(p+1)/p
1∫
gϕ1 dx
.
It is an open question to prove a nonexistence result when one of the exponents p or q is less than 1.
Let u0 be the solution of (1.1) given at Theorem 1.4. Condition (H1) together with the fact that u0 is a local
minimum tell us that the functional I has a mountain pass geometry.
Fix T > 0 sufficiently large such that, e := T u0 ∈ U2 (see Remark 2.7), with U2 as in Lemma 2.6, and I (e) < I (u0).
Set
F = {h : [0,1] → E continuous, h(0) = u0, h(1) = e}.
Once we have shown that I satisfies the (PS)-condition, we can apply the Mountain Pass Theorem to obtain another
result.
Theorem 1.8. Under (H1)–(H4), the value
c = inf
h∈F
max
t∈[0,1]
I
(
h(t)
)
defines a critical value for I , and c c1.
As in [10] (see also [1]), we are not able to determine if c > c1 or c = c1. So we cannot claim an additional result
of multiplicity of solutions for (1.1).
As an immediate consequence of Theorems 1.1, 1.4–1.6 and 1.7, we present the following result.
Theorem 1.9. Suppose (H1), (H2) and the condition, stronger than (H3), g ∈ C1(Ω), g  0, as in Definition 1.2, and
not identically zero. Then the Hamiltonian system⎧⎪⎨
⎪⎩
−u = vp in Ω,
−v = uq + g in Ω,
u,v > 0 in Ω,
u,v = 0 on ∂Ω
(1.6)
has at least two classical solutions if (H4) holds, at least one classical solution if  = ∗ and has no classical solution
if  > K λ
(p+1)/p
1∫
gϕ1 dx
and p,q  1. Furthermore, these solutions lies in C2,α(Ω)×C2,α(Ω), where α = min{p,q} if p < 1
or q < 1 and α is any number in (0,1) if p  1 and q  1.
For any  satisfying (H4) we denote by u0, and u1, the solutions of (1.1) given by Theorems 1.4 and 1.5, respec-
tively. We finish our set of results making an analysis of the behavior of u0, and u1, when  goes to zero.
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 → 0 in such way that, if v = (−u)1/p then (u, v) is a classical solution of⎧⎪⎨
⎪⎩
−u = vp in Ω,
−v = uq in Ω,
u,v > 0 in Ω,
u,v = 0 on ∂Ω,
furthermore, (u, v) ∈ C2,α(Ω) × C2,α(Ω), where α = min{p,q} if p < 1 or q < 1 and α is any number in (0,1) if
p  1 and q  1.
2. Preliminary results
Several lemmas are in order to accomplish the proofs of our theorems stated in the last section. In all that follows
in this section, even implicitly, we assume that hypotheses (H1) and (H3) hold true and we emphasize that all results
of this section, but Lemma 2.5, do not depend on the compactness given by (H2) but only
1
p + 1 +
1
q + 1  1 −
2
N
.
When we use the hypothesis (H4) or  = ∗ at our proofs, we in fact exploit, respectively, (2.1) or (2.2) below. So,
our first lemma says that all of our results depending on (H4) or  = ∗ can be obtained replacing (H4) by (2.1) and
 = ∗ by (2.2).
Proposition 2.1. If hypothesis (H4) is satisfied then∫
gudx <
K

‖u‖ q(p+1)pq−1 , ∀u ∈ E, |u|q+1 = 1. (2.1)
If  = ∗ then∫
gudx  K

‖u‖ q(p+1)pq−1 , ∀u ∈ E, |u|q+1 = 1. (2.2)
Proof. Suppose  satisfies (H4). Then for any u ∈ E such that |u|q+1 = 1∫
gudx  |g|∗‖u‖ < K

R
p(q+1)
(pq−1)(p+1) ‖u‖ K

‖u‖ q+1pq−1 ‖u‖ = K

‖u‖ q(p+1)pq−1 .
Similarly, one shows (2.2) if  = ∗. 
Next we present a lemma which justifies our method since it consists basically on minimizations of I on N or in
parts of N .
Lemma 2.2. I is bounded from below on N .
Proof. If u ∈N then ‖u‖(p+1)/p − |u|q+1q+1 − 
∫
gudx = 0. So
I (u) = p
p + 1
∫
|u| p+1p dx − 1
q + 1
∫
|u|q+1 dx − 
∫
gudx
=
(
p
p + 1 −
1
q + 1
)∫
|u| p+1p dx +
(
1
q + 1 − 1
)

∫
gudx
 pq − 1
(p + 1)(q + 1)‖u‖
p+1
p − q
q + 1|g|∗‖u‖
− q
(
pq
)p(
|g|∗
)p+1
. 
(p + 1)(q + 1) pq − 1
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expression
〈
I ′(tu), tu
〉= t(t1/p‖u‖ p+1p − tq |u|q+1q+1 − 
∫
gudx
)
.
So, for t > 0, tu ∈N if and only if i(t) =  ∫ gudx. On the other hand, (H1) implies that, for each u ∈ E\{0},
i(t) is bounded from above, i(t) → −∞ as t → +∞ and i(t) attains its maximum value at
tmax :=
( ‖u‖ p+1p
pq|u|q+1q+1
) p
pq−1
.
The next lemma clarifies the purpose of assumption (H4).
Lemma 2.3. If  > 0 is such that (2.1) holds, then for each u ∈ E\{0}, there exists a unique t+ = t+(u) > 0 such
that t+u ∈N−. In particular t+ > tmax and I (t+u) = maxttmax I (tu). Moreover, if
∫
gudx > 0, there exists also a
unique t− = t−(u) > 0 such that t−u ∈N+. In particular, t− < tmax and I (t−u) I (tu) for all t ∈ [0, t+].
Proof. Let u ∈ E\{0} and consider j : [0,+∞) → R given by j (t) = I (tu). Then j ∈ C([0,+∞),R) ∩
C2((0,+∞),R) and
j ′(t) = i(t) − gudx, j ′′(t) = i′(t), for all t > 0.
If
∫
gudx  0 there exists a unique t > 0 such that i(t) =  ∫ gudx, that is, such that tu ∈N . Calling this t by t+,
one has t+ > tmax and i′(t+) < 0, that is,
0 > i′
(
t+
)= 1
p
1
(t+)2
(∥∥t+u∥∥ p+1p − pq∣∣t+u∣∣q+1
q+1
)
which is equivalent to say that t+u ∈N−.
In the case when
∫
gudx > 0 one has by (2.1) that
i(tmax) − 
∫
gudx = K
(‖u‖q(p+1)
|u|q+1q+1
) 1
pq−1 − 
∫
gudx
> K
(‖u‖q(p+1)
|u|q+1q+1
) 1
pq−1 − K|u|q+1 ‖u‖
q(p+1)
pq−1
|u|
q(p+1)
pq−1
q+1
= 0.
So, one concludes that there exist exactly two points 0 < t− < tmax < t+ such that i(t−) = i(t+) = 
∫
gudx, that
is, such that t−u, t+u ∈N . From i′(t−) > 0, i′(t+) < 0 one concludes that t−u ∈N+ and t+u ∈N−.
The additional properties of t+ and t− follows from a simple analysis of the identity j ′(t) = i(t) −  ∫ gudx. 
Remark 2.4. Suppose
∫
gudx > 0. It follows from j ′(t) = i(t)−  ∫ gudx, if  = ∗ then there exists t0 = t0(u) > 0
such that
I (t0u) = min
{
I (tu): t > 0, tu ∈N }.
Based on the compact embedding of E into Lq+1(Ω), given by hypothesis (H2), we prove the following technical
lemma.
Lemma 2.5. For any  ∈ R the infimum
μ0 = inf
u∈E, |u|q+1=1
(
K‖u‖ q(p+1)pq−1 − 
∫
gudx
)
is attained. In particular, if  > 0 is such that (2.1) holds then μ0 > 0.
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pq−1 > 1 one has μ0 > −∞. Let (wn) be a minimizing sequence for μ0. It follows that (wn) is
bounded in E. Since E is a reflexive Banach space and E is compactly embedding in Lq+1(Ω), one can suppose,
for some w0 ∈ E, wn ⇀ w0 in E and wn → w0 in Lq+1(Ω). From this, one concludes that |w0|q+1 = 1 and μ0 =
K‖w0‖q(p+1)/(pq−1) − 
∫
gw0 dx. Since μ0 is attained by w0, it is obvious that μ0 > 0 if (2.1) holds. 
Next, for u ∈ E with u = 0 set
ψ(u) = K ‖u‖
q(p+1)
pq−1
|u|
q+1
pq−1
q+1
− 
∫
gudx.
For t > 0 and |u|q+1 = 1, we have
ψ(tu) = t
(
K‖u‖ q(p+1)pq−1 − 
∫
gudx
)
.
So, from Lemma 2.5, given γ > 0
inf
u∈E, |u|q+1γ
ψ(u) = inf
u∈E, |u|q+1γ
ψ
(
|u|q+1 u|u|q+1
)
 γμ0. (2.3)
In particular, if (2.1) is verified then the infimum given at (2.3) is bounded away from zero.
Suppose  > 0 is such that (2.1) is satisfied. From the continuity of tmax : E\{0} → R and the uniqueness property
of t+, given in Lemma 2.3, we show that t+ : E\{0} → R is continuous. So, the function
Φ : E\{0} →R, Φ(u) = t+
(
u
‖u‖
)
− ‖u‖
is continuous. In particular,
N− = Φ−1(0) =
{
u ∈ E\{0}: t+
(
u
‖u‖
)
= ‖u‖
}
is a closed set of E\{0}, and from (iii) of Lemma 2.6 we will conclude that it is also a closed set of E. On the other
hand
U2 = Φ−1
(
(−∞,0))= {u ∈ E\{0}: ‖u‖ > t+( u‖u‖
)}
,
U∗1 = Φ−1
(
(0,+∞))= {u ∈ E\{0}: ‖u‖ < t+( u‖u‖
)}
are open sets of E\{0} and therefore of E. From (iii) of Lemma 2.6 we will conclude that U1 = U∗1 ∪ {0} is an open
set of E.
Now we present a lemma which shows some of the properties of the sets N , N+, N− and N0.
Lemma 2.6. For any  > 0:
(i) N+ ∪N0 is bounded, more specifically, for any u ∈N+ ∪N0
‖u‖ <
(
q(p + 1)
pq − 1 |g|∗
)p
.
(ii) N− is unbounded.
(iii) For any u ∈N−
‖u‖ >
(
R
p(q+1)
p+1
pq
) p
pq−1
(note the bound does not depend on ).
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(iv) N0 = {0}.
(v) N− disconnects E in the sense that, given u ∈ U1, v ∈ U2 and h : [0,1] → E continuous such that h(0) = u and
h(1) = v, the image of h intersects N−. Furthermore, N+ ⊂ U1.
(vi) Let SE = {u ∈ E: ‖u‖ = 1}. Then, T + : SE →N− defined by T +(u) = t+(u)u is a homeomorphism.
Proof. (i) If u ∈ (N+ ∪N0)\{0} then
‖u‖ p+1p − |u|q+1q+1 − 
∫
gudx = 0 and ‖u‖ p+1p − pq|u|q+1q+1  0.
Since pq > 1, one has
I (u) = − 1
p + 1
(
‖u‖ p+1p − q(p + 1)
q + 1 |u|
q+1
q+1
)
< − 1
p + 1
(‖u‖ p+1p − pq|u|q+1q+1) 0,
and so, using the fact that u ∈N ,
0 > I (u) = pq − 1
(p + 1)(q + 1)‖u‖
p+1
p − q
q + 1
∫
gudx,
which implies
‖u‖ <
(
q(p + 1)
pq − 1 |g|∗
)p
.
(ii) Let
λ0 = inf
u∈E,‖u‖=1 |u|q+1.
Then λ0 = 0, since otherwise ‖u‖  1λ0 |u|q+1 for all u ∈ E, which would imply E would be a closed subspace of
Lq+1(Ω), which is certainly false, once C∞0 (Ω) ⊂ E ⊂ Lq+1(Ω), C∞0 (Ω) is dense in Lq+1(Ω) and E = Lq+1(Ω).
If u ∈ E and ‖u‖ = 1 then from Lemma 2.3
∥∥t+(u)u∥∥= t+(u) > ( 1
pq|u|q+1q+1
) p
pq−1
.
The fact that λ0 = 0 and the last inequality imply N− is unbounded.
(iii) Given u ∈ E\{0}, by Lemma 2.3 there exists a unique t+(u) > 0 such that t+(u)u ∈N− and
t+ >
( ‖u‖ p+1p
pq|u|q+1q+1
) p
pq−1 := tmax.
Note
‖u‖ p+1p
pq|u|q+1q+1
= 1
pq
1
‖u‖ pq−1p
‖u‖q+1
|u|q+1q+1
 R
p(q+1)
p+1
pq
1
‖u‖ pq−1p
.
From the last inequality one gets
tmax 
(
R
p(q+1)
p+1
pq
) p
pq−1 1
‖u‖ , that is, tmax‖u‖
(
R
p(q+1)
p+1
pq
) p
pq−1
.
In this way
∥∥t+(u)u∥∥> tmax‖u‖
(
R
p(q+1)
p+1 ) ppq−1
.
pq
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(iv) Under (H4) one knows from Lemma 2.3 that given u ∈ E\{0}, tu, for t > 0 intersects N at most twice, once
in N− (always) and other time in N+ (if and only if ∫ gudx > 0), but never in N0. So one concludes that N0 = {0}.
(v), (vi) If u ∈N+ then ‖u‖(p+1)/p − pq|u|q+1q+1 > 0, and so
t+
(
u
‖u‖
)
> tmax
(
u
‖u‖
)
=
( ‖u‖q+1
pq|u|q+1q+1
) p
pq−1
>
(‖u‖q+1
‖u‖ p+1p
) p
pq−1 = ‖u‖,
that is, u ∈ U1. Therefore, N+ ⊂ U1.
Now, let u ∈ U1, v ∈ U2 and h : [0,1] → E continuous such that h(0) = u and h(1) = v.
If h(t) = 0 for all t ∈ [0,1], then Φ ◦ h : [0,1] → R is continuous and satisfies Φ ◦ h(0) = Φ(u) > 0, Φ ◦ h(1) =
Φ(v) < 0. So, there exists t∗ ∈ (0,1) such that Φ ◦ h(t∗) = 0, that is, h(t∗) ∈N−.
If h(t) = 0 for some t ∈ [0,1] define A = h−1(0). A is a compact set of [0,1] and α = supA < 1 because h(1) = 0.
So, h : [α,1] → E satisfies h(α) = 0 and h(t) = 0 for t ∈ (α,1]. Since 0 ∈ U1 and U1 is open, there exists δ > 0 such
that α + δ < 1, h(α + δ) ∈ U1. So, the function h : [α + δ,1] → R has the same properties of the function of the last
paragraph. Therefore, one concludes that there exists t∗ ∈ (0,1) such that h(t∗) ∈N−.
To finish, the function T + : SE →N−, given by T +(u) = t+(u)u, is continuous because t+ is continuous. The
continuity of T −1 follows from the fact that T −1(w) = w‖w‖ . 
Remark 2.7. If u ∈ U1 and u = 0 then there exists T0 > 0 such that tu ∈ U2 for all t > T0.
In fact, let T0 = 1‖u‖ t+( u‖u‖ ). Then for t > T0
t+
(
tu
‖tu‖
)
= t+
(
u
‖u‖
)
= T0‖u‖ < t‖u‖ = ‖tu‖,
that is, tu ∈ U2.
The following result will help us to guarantee that certain minimizing sequences of I on parts of N are (PS)-
sequences and also to prove that a certain critical point of I is a local minimum for it.
Lemma 2.8. Let  > 0 satisfy (2.1). Given u ∈N \{0} there exists δ > 0 and a differentiable positive function t : {w ∈
E: ‖w‖ < δ} → R, satisfying t (0) = 1, t (w)(u − w) ∈N for all w ∈ E with ‖w‖ < δ, and
〈
t ′(0), v
〉= (p + 1)
∫ |u|(1/p)−1uv dx − p(q + 1) ∫ |u|q−1uv dx − p ∫ gv dx
‖u‖ p+1p − pq|u|q+1q+1
.
Proof. Define F : (0,+∞) × E → R by
F(t,w) = pt1/p‖u− w‖ p+1p − ptq‖u − w‖q+1q+1 − p
∫
g(u − w)dx.
So, F ∈ C1((0,+∞) × E,R), F(1,0) = 0 and Ft(1,0) = ‖u‖(p+1)/p − pq|u|q+1q+1 = 0 by (iv) of Lemma 2.6. Then,
by the Implicit Function Theorem, there exists δ > 0, t : {w ∈ E: ‖w‖ < δ} →R of class C1 such that
– F(t (w),w) = 0 for all w ∈ E, ‖w‖ < δ,
– t (0) = 1,
– t (w) > 0 for every w ∈ E with ‖w‖ < δ.
Then,
0 = t (w)F (t (w),w)
= p
(∥∥t (w)(u − w)∥∥ p+1p − ∣∣t (w)(u − w)∣∣q+1
q+1 − 
∫
g
(
t (w)(u − w))dx)
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to w, one gets
0 = 〈Ft(t (w),w)t ′(w) + Fw(t (w),w), v〉, for all v ∈ E.
Putting w = 0 in the above identity
0 = 〈Ft(1,0)t ′(0) + Fw(1,0), v〉= Ft(1,0)〈t ′(0), v〉+ 〈Fw(1,0), v〉
and from the last identity
〈
t ′(0), v
〉= −〈Fw(1,0), v〉
Ft(1,0)
= (p + 1)
∫ |u|(1/p)−1uv dx − p(q + 1) ∫ |u|q−1uv dx − p ∫ gv dx
‖u‖ p+1p − pq|u|q+1q+1
. 
The proof of Lemma 2.2 gives us a lower bound for c0. Now we present an upper bound for it. We present a
negative upper bound for c0 and the fact that c0 is negative is very important in our calculations.
Let u ∈ E, given by Lemma 3.2, such that∫
gudx =
∫
|u|(1/p)−1uudx, ∀u ∈ E.
In particular
∫
gudx = ‖u‖(p+1)/p = |g|p+1∗ > 0, by (i) of Lemma 3.2. From Lemma 2.3, there exists a unique
t∗ = t−(u) > 0 such that t∗u ∈N+. Then, using respectively the fact that t∗u ∈N , and t∗u ∈N+ we have
I (t∗u) = − 1
p + 1‖t∗u‖
p+1
p + q
q + 1 |t∗u|
q+1
q+1
< − 1
p + 1‖t∗u‖
p+1
p + 1
p(q + 1)‖t∗u‖
p+1
p
= −
(
pq − 1
p(p + 1)(q + 1)
)
‖t∗u‖
p+1
p = −
(
pq − 1
p(p + 1)(q + 1)
)
t
p+1
p∗ |g|p+1∗ .
We emphasize that t∗ depends on . From the last inequality and Lemma 2.2 we have
− q
(p + 1)(q + 1)
(
pq
pq − 1
)p(
|g|∗
)p+1
< c0 < −
(
pq − 1
p(p + 1)(q + 1)
)
t
p+1
p∗ |g|p+1∗ . (2.4)
It worths to note that for  = ∗, we take t∗ = t0(u), given by Remark 2.4 to guarantee that
− q
(p + 1)(q + 1)
(
pq
pq − 1
)p(
|g|∗
)p+1
< c0 −
(
pq − 1
p(p + 1)(q + 1)
)
t
p+1
p∗ |g|p+1∗ . (2.5)
Next we employ the Ekeland’s Variational Principle to show that condition (2.1) guarantee the existence of a
minimizing sequence of c0 and a minimizing sequence of c1 with a very special property.
Lemma 2.9. Suppose  > 0 satisfies (2.1). Then there exists a minimizing sequence of I on N that is also a (PS)-
sequence for I .
Proof. It is clear that N is a closed set of E and therefore a complete metric space. Since c0 > −∞, by Lemma 2.2,
the Ekeland’s Variational Principle guarantees the existence of a sequence (un) in N satisfying:
I (un) < c0 + 1
n
, I (w) I (un) − 1
n
‖un − w‖, ∀n ∈ N, ∀w ∈N . (2.6)
Since un ∈N , by (2.4)
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(p + 1)(q + 1)‖un‖
p+1
p − q
q + 1
∫
gun dx < c0 + 1
n
< −
(
pq − 1
p(p + 1)(q + 1)
)
t
p+1
p∗ |g|p+1∗ (2.7)
for n sufficiently large. For such n’s one has
∫
gun dx > 0 and from
pq − 1
(p + 1)(q + 1)‖un‖
p+1
p <
q
q + 1
∫
gun dx 
q
q + 1|g|∗‖un‖
one gets
‖un‖ <
(
q(p + 1)
pq − 1 |g|∗
)p
.
Also from (2.7) one obtains
‖un‖ > pq − 1
pq(p + 1)
t
p+1
p∗

|g|p∗ . (2.8)
The next step is to prove that there exists a subsequence of (un), also denoted by (un), such that I ′(un) → 0 in E′.
By contradiction suppose the reverse. One can suppose I ′(un) = 0 for all n ∈ N. Let T be the homeomorphism given
by Lemma 3.2, and Un = T −1(I ′(un)). From definition of T one has 〈T (Un),Un〉 = ‖Un‖(p+1)/p , and from (i) of
Lemma 3.2 one knows that ‖u‖ = |T (u)|p∗ for all u ∈ E. So, one concludes that〈
T (Un),Un
〉= ‖Un‖ p+1p = ∣∣I ′(un)∣∣p+1∗
and 〈
I ′(un),
Un
‖Un‖
〉
= |I
′(un)|p+1∗
|I ′(un)|p∗
= ∣∣I ′(un)∣∣∗. (2.9)
Fix n ∈ N for a while. Making u = un in Lemma 2.8, one knows that for w = δ Un‖Un‖ , with 0 < δ < δn, δn given in
Lemma 2.8, and τn(δ) := tn(δ Un‖Un‖ )
wδ,n = τn(δ)
[
un − δ Un‖Un‖
]
∈N , for all 0 < δ < δn.
Note here τn(δ) is a function defined on (0, δn) and tn(δ Un‖Un‖ ) is the function of Lemma 2.8.
From (2.6) and the fact that wδ,n ∈N one gets
1
n
‖un − wδ,n‖ I (un) − I (wδ,n) −
〈
I ′(wδ,n), un
〉+ 〈I ′(wδ,n), un〉
= I (un) − I
(
wδ,n
)− 〈I ′(wδ,n), un〉
+ (1 − τn(δ))〈I ′(wδ,n), un〉+ δτn(δ)
〈
I ′(wδ,n),
Un
‖Un‖
〉
. (2.10)
Assume (see Lemma 2.10)
I (un) − I (wδ,n) −
〈
I ′(wδ,n), un
〉= o(δ). (2.11)
Then,
1
n
‖wδ,n − un‖
(
1 − τn(δ)
)〈
I ′(wδ,n), un
〉+ δτn(δ)
〈
I ′(wδ,n),
Un
‖Un‖
〉
+ o(δ). (2.12)
But wδ,n−un = (τn(δ)−1)un−δτn(δ) Un‖Un‖ and from the notation τn(δ) = tn(δ Un‖Un‖ ) one has τ ′n(0) = 〈t ′n(0), Un‖Un‖ 〉.
So dividing (2.12) by δ > 0 and taking the limit when δ → 0, from (2.9) and (2.12) one reaches at
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n
(
1 + ∣∣τ ′n(0)∣∣‖un‖) 1n
∥∥∥∥τ ′n(0)un − Un‖Un‖
∥∥∥∥= 1n
∥∥∥∥ lim
δ→0
wδ,n − un
δ
∥∥∥∥
−τ ′n(0)
〈
I ′(un), un
〉+ 〈I ′(un), Un‖Un‖
〉
= ∣∣I ′(un)∣∣∗,
that is,∣∣I ′(un)∣∣∗  1n
(
1 + ∣∣τ ′n(0)∣∣‖un‖) Cn
(
1 + ∣∣τ ′n(0)∣∣) (2.13)
since (un) is bounded. In virtue of (2.13) the next step is to show that |τ ′n(0)| is uniformly bounded with relation to n.
One has from Lemma 2.8 that∣∣τ ′n(0)∣∣=
∣∣∣∣
〈
t ′n(0),
Un
‖Un‖
〉∣∣∣∣ C1|‖un‖ p+1p − pq|un|q+1q+1|
because (un) is bounded and ‖ Un‖Un‖‖ = 1. So, one needs to prove that |‖un‖(p+1)/p − pq|un|
q+1
q+1| is bounded away
from zero. By contradiction, suppose that there exists a subsequence of (un), also denoted by (un), such that
‖un‖
p+1
p − pq|un|q+1q+1 = o(1). (2.14)
From (2.14) and (2.8)
|un|q+1q+1 =
1
pq
‖un‖
p+1
p + o(1) C,
that is, |un|q+1  γ for some γ > 0 and(‖un‖ p+1p
pq
) pq
pq−1 − (|un|q+1q+1) pqpq−1 = o(1). (2.15)
From (2.14) and the fact that un ∈N

∫
gun dx = ‖un‖
p+1
p − |un|q+1q+1 = (pq − 1)|un|q+1q+1 + o(1). (2.16)
So, from (2.3), (2.15), (2.16) and definition of K with α = q+1
pq−1
0 < μ0γ 1+α  |un|αq+1ψ(un) = |un|αq+1
(
K
‖un‖
q(p+1)
pq−1
|un|αq+1
− (pq − 1)|un|q+1q+1
)
+ o(1)
= K‖un‖
q(p+1)
pq−1 − (pq − 1)|un|
pq(q+1)
pq−1
q+1 + o(1)
= K‖un‖
q(p+1)
pq−1 − (pq − 1)
(‖un‖ p+1p
pq
) pq
pq−1 + o(1) = o(1)
which is clearly impossible.
Now, to conclude that I ′(un) → 0 one just need to prove (2.11). It is going to be proved below in the form of a
lemma. 
Let r > 1 be a real number. Then, by the mean value theorem for derivatives, for every t, h ∈ R, there exists
0 < θ < 1 such that
|t |r + (r − 1)|t + h|r − r|t + h|r−2(t + h)t = r(|t + h|r−2(t + h) − |t + θh|r−2(t + θh))h. (2.17)
We employ (2.17) to prove (2.11).
Lemma 2.10. (2.11) holds true.
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κδ,n = p
p + 1‖un‖
p+1
p − 1
q + 1 |un|
q+1
q+1 − 
∫
gun dx − p
p + 1‖wδ,n‖
p+1
p
+ 1
q + 1 |wδ,n|
q+1
q+1 + 
∫
gwδ,n dx −
∫
|wδ,n|(1/p)−1wδ,nun dx
+
∫
|wδ,n|q−1wδ,nun dx + 
∫
gun dx + ‖wδ,n‖
p+1
p − |wδ,n|q+1q+1 − 
∫
gwδ,n dx
= p
p + 1
(
‖un‖
p+1
p + 1
p
‖wδ,n‖
p+1
p − p + 1
p
∫
|wδ,n|(1/p)−1wδ,nun dx
)
− 1
q + 1
(
|un|q+1q+1 + q|wδ,n|q+1q+1 − (q + 1)
∫
|wδ,n|q−1wδ,nun dx
)
.
Let hδ,n = wδ,n − un. From the last identity and from (2.17) one gets, for some 0 < θ,σ < 1,
κδ,n =
∫ (|wδ,n|(1/p)−1wδ,n − |un + θhδ,n|(1/p)−1(un + θhδ,n))hδ,n dx
−
∫ (|wδ,n|q−1wδ,n − |un + σhδ,n|q−1(un + σhδ,n))hδ,n dx.
Dividing the last identity by δ > 0:
κδ,n
δ
=
∫ (|wδ,n|(1/p)−1wδ,n − |un + θhδ,n|(1/p)−1(un + θhδ,n))hδ,n
δ
dx
−
∫ (|wδ,n|q−1wδ,n − |un + σhδ,n|q−1(un + σhδ,n))hδ,n
δ
dx.
So, from the Lebesgue’s Dominated Convergence Theorem one obtains that κδ,n = o(δ) just as desired. 
Lemma 2.11. If (2.1) holds true, then there exists a minimizing sequence of I on N− that is also a (PS)-sequence
for I .
Proof. By (vi) of Lemma 2.6 one has that N− is a closed set of E and therefore a complete metric space. By the
Ekeland’s Variational Principle there exists a sequence (un) in N− satisfying:
I (un) < c1 + 1
n
, I (w) I (un) − 1
n
‖un − w‖, ∀n ∈ N, ∀w ∈N−. (2.18)
By the estimate obtained in the proof of Lemma 2.2 one concludes that (un) is bounded and from (iii) of Lemma 2.6
one has that (un) is bounded away from zero. The rest of the proof is just a copy of the proof of Lemma 2.9, going
from (2.8). 
Remark 2.12. As discussed in the introduction under (H4)
c0 = inf
u∈N
I (u) = inf
u∈N+
I (u).
One important fact, not yet mentioned, is that
c0 = inf
u∈N
I (u) = inf
u∈N+∪N0
I (u)
when  = ∗.
Proof. Let  = ∗ and (un) ⊂ N such that I (un) → c0 as n → ∞. By inequality (2.5) one can suppose, by the
same argument employed in the proof of Lemma 2.9, that
∫
gun dx > 0 for every n ∈N . For each n ∈N let wn =
t0(un)un ∈N+ ∪N0, t0 given by Remark 2.4. Since I (wn) I (un) the desired inequality is obtained. 
The next two lemmas present important properties of the points that realizes the minimization problems involving
c0 or c1.
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for I when it is considered defined on the whole space E.
Proof. Let u ∈N such that I (u) = c0. As in (2.7), one shows that
∫
gudx > 0. From the existence t+(u) and t−(u),
given by Lemma 2.3 and from I (t−(u)u) < I (t+(u)u) one gets u ∈N+.
Since u ∈N+, t− = 1. Then from the inequality involving t− and tmax, given at Lemma 2.3,
1 <
( ‖u‖ p+1p
pq|u|q+1q+1
) p
pq−1
.
So, for certain δ > 0 sufficiently small
1 <
( ‖w − u‖ p+1p
pq|w − u|q+1q+1
) p
pq−1
, ∀w ∈ E, ‖w‖ < δ. (2.19)
By Lemma 2.8, for δ > 0 even small if necessary, let t : {w ∈ E: ‖w‖ < δ} → R such that t (w)(u − w) ∈N for
every w ∈ E with ‖w‖ < δ.
Once t (w) → 1 as ‖w‖ → 0, one can assume that
t (w) <
( ‖w − u‖ p+1p
pq|w − u|q+1q+1
) p
pq−1
, ∀w ∈ E, ‖w‖ < δ.
The last inequality combined with Lemma 2.3 imply that t (w)(u−w) ∈N+. Once more by Lemma 2.3 and from
I (u) = c0,
I
(
t (u − w)) I(t (w)(u − w)) I (u), ∀t ∈ [0,( ‖w − u‖
p+1
p
pq|w − u|q+1q+1
) p
pq−1 ]
.
Therefore, from (2.19) one concludes that I (u − w)  I (u) for every w ∈ E with ‖w‖ < δ, that is, u is a local
minimum for I . 
Lemma 2.14. Suppose (H1) and (H3) and let  be any real number. If u ∈ N− is such that I (u) = c1 then u is a
critical point of I .
Proof. Consider the open set A = {u ∈ E: ‖u‖(p+1)/p − pq|u|q+1q+1 < 0} and G : A → R defined by
G(u) = 〈I ′(u),u〉= ‖u‖ p+1p − |u|q+1q+1 −
∫
gudx.
So, G ∈ C1(A,R), N− = G−1({0}) and for each u ∈N−
〈
G′(u),u
〉= p + 1
p
‖u‖ p+1p − (q + 1)|u|q+1q+1 −
∫
gudx = 1
p
‖u‖ p+1p − q|u|q+1q+1 < 0. (2.20)
If u ∈N− is such that I (u) = c1 then the Lagrange’s Multiplier Theorem guarantees the existence of λ ∈ R such
that 〈
I ′(u), v
〉= λ〈G′(u), v〉, ∀v ∈ E,
in particular
0 = 〈I ′(u),u〉= λ〈G′(u),u〉.
It follows from the last inequality and from (2.20) that λ = 0 and therefore that u is a critical point of I . 
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The proofs of Theorems 1.4–1.6 are based on minimizations of I on N , and also in parts of N . To prove that I
assumes such minima values we make use of the fact that I satisfies the (PS)-condition.
This compactness property of I follows from the following general lemma.
Lemma 3.1. Let E be a Banach space and f ∈ C1(E,R) such that:
(i) Any (PS)β sequence is bounded.
(ii) For all u ∈ E
f ′(u) = L(u) + K(u)
where L : E → E′ is a homeomorphism and K : E → E′ is a compact map.
Then f satisfies (PS)β .
Proof. Take (un) a (PS)β sequence. By (i), it is bounded and L(un) + K(un) = f ′(un) → 0 in E′. Let vn = K(un).
By (ii) there exists a subsequence (vnk ) of (vn) such that vnk → v in E′, for some v. Therefore
unk = L−1
(
f ′(unk ) − vnk
)→ L−1(−v). 
We intend to use the above lemma to prove that our functional I satisfies the (PS)-condition, that is, I satisfies (PS)β
for every β ∈ R. To achieve that, we first demonstrate the following representation of the dual space of W 2,r ∩W 1,r0 (Ω)
for every 1 < r < +∞. We emphasize that the next result is an extension of the Riesz’s Representation Theorem when
applied to the Hilbert space H 2 ∩ H 10 (Ω).
Lemma 3.2. Let 1 < r < +∞ and E = W 2,r ∩ W 1,r0 (Ω). Given ϕ ∈ E′ there exists a unique u ∈ E such that
〈ϕ,w〉 =
∫
|u|r−2uwdx, ∀w ∈ E.
Furthermore, the map T : E → E′ given by〈
T (u),w
〉= ∫ |u|r−2uwdx, ∀u,w ∈ E, (3.1)
satisfies:
(i) For r > 1, T is a homeomorphism such that |T (u)|∗ = ‖u‖r−1 for all u ∈ E.
(ii) For r > 2, T ∈ C1(E,E′) and (T −1)′(0) does not exist.
(iii) For 1 < r < 2, T −1 ∈ C1(E′,E) and T ′(0) does not exist.
(iv) For r = 2, T is the isometric isomorphism given by the Riesz’s theorem.
Proof. Let s > 0 such that 1
r
+ 1
s
= 1. From Chapter 9 of [7] one has that − : E → Lr(Ω) is an isometric isomor-
phism and so the dual operator (−)∗ : Ls(Ω) → E′ given by〈
(−)∗(v),w〉= 〈v,−w〉 = ∫ v(−w)dx, ∀v ∈ Ls(Ω), w ∈ E,
is also an isometric isomorphism.
Consider N : Lr(Ω) → Ls(Ω) the Nemytskii operator given by N(v) = |v|r−2v. In Chapter 2 of [5] one finds that:
(i) For r > 1, N is a homeomorphism such that |N(u)|s = |u|r−1r for all u ∈ Lr(Ω).
(ii) For r > 2, N ∈ C1(Lr(Ω),Ls(Ω)) and (N−1)′(0) does not exist.
(iii) For 1 < r < 2, N−1 ∈ C1(Ls(Ω),Lr(Ω)) and N ′(0) does not exist.
(iv) For r = 2, N is the identity map.
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From definition of I we have
〈
I ′(u),w
〉= ∫ |u|(1/p)−1uwdx − ∫ |u|q−1uwdx −  ∫ gwdx, ∀u,w ∈ E.
So we can write I ′ = T + K where T is the homeomorphism given by (3.1) and K : E → E′ is given by
〈
K(u),w
〉= −∫ |u|q−1uwdx −  ∫ gw dx, ∀u,w ∈ E.
It follows from the compact embedding of E into Lq+1(Ω), given by the assumption (H2), that K is compact. In
this way, by Lemma 3.1 all that we need to do in order to prove that I satisfies (PS) is to check the condition (i) of
such lemma.
Lemma 3.3. Any (PS)-sequence of I is bounded.
Proof. Let (un) be any (PS)-sequence for I , that is, there exists C > 0 and a sequence of positive real numbers
σn → 0, such that, for all n and for all w ∈ E
∣∣I (un)∣∣=
∣∣∣∣ pp + 1
∫
|un|
p+1
p dx − 1
q + 1
∫
|un|q+1 dx − 
∫
gun dx
∣∣∣∣C
and
∣∣〈I ′(un),w〉∣∣=
∣∣∣∣
∫
|un|(1/p)−1unwdx −
∫
|un|q−1unw dx − 
∫
gwdx
∣∣∣∣
 σn‖w‖.
Since
(q + 1)I (un) −
〈
I ′(un), un
〉= pq − 1
p + 1 ‖un‖
p+1
p − q
∫
gun dx
one gets
pq − 1
p + 1 ‖un‖
p+1
p = (q + 1)I (un) −
〈
I ′(un), un
〉+ q ∫ gun dx
 (q + 1)C + σn‖un‖ + ||q|g|∗‖un‖,
which implies that (un) is bounded. 
Lemma 3.4. For any  ∈ R the functional I satisfies (PS).
Proof. It is just a combination of Lemmas 3.1–3.3 and the compact embedding of E into Lq+1(Ω). 
4. The proof of Theorem 1.1
The arguments presented in this section show that, when g ∈ C1(Ω), the weak solutions (1.1) produce classical
to (1.2) and that the classical solutions of (1.2) lead weak solutions to (1.1).
We split this proof into two cases: N  2
p
+ 2 and N > 2
p
+ 2. The subcriticality hypothesis (H2) allow us to apply
a bootstrap method. The principal point of this method consists of to show that under the hypotheses of Theorem 1.1,
any weak solution u of (1.1) lies in Lr(Ω) for every 1 r < +∞.
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p
+ 2. The condition N  2
p
+ 2, guarantees by means of Sobolev embeddings that in particular,
E ↪→ Lr(Ω) for every 1 r < +∞.
Let u ∈ E a weak solution of (1.1) and v = (−u)1/p . Theorem 9.15 in [7] guarantees the existence of a unique
strong solution for{−w = uq + g in Ω,
w = 0 on ∂Ω.
Once defined w and applying once more Theorem 9.15 in [7], let z be the strong solution of{−z = wp in Ω,
z = 0 on ∂Ω.
From the embedding of E into Lr(Ω) for every 1 < r < +∞ and from Theorem 9.15 in [7], w and z above
defined are in W 2,r (Ω) for every 1 < r < +∞. So, applying once more Sobolev embeddings one concludes that
u,v ∈ C1,γ (Ω) for every 0 < γ < 1.
From the density of E1 = {ϕ ∈ C2(Ω): ϕ(x) = 0, ∀x ∈ ∂Ω} in E (see Exercise 9.6 in [7]), since∫
|z|(1/p)−1(−z)(−ϕ)dx =
∫
w(−ϕ)dx =
∫
∇w∇ϕ dx =
∫
(−w)ϕ dx
=
∫ (
uq + g)ϕ dx = ∫ |u|(1/p)−1(−u)(−ϕ)dx
holds true for every ϕ ∈ E1 one concludes by means of Lemma 3.2 that z = u and so that w = (−z)1/p =
(−u)1/p = v. Then from Lemma 6.36 in [7] and Schauder’s estimates, one concludes that (u, v) is a classical
solution of (1.2) with the regularity given at Theorem 1.1.
Case 2: N > 2
p
+ 2. In this case, there exists q > q such that 1
p+1 + 1q+1 = 1 − 2N and E ↪→ Lq+1(Ω).
By means of a standard bootstrap argument based on the arguments employed in case N  2
p
+ 2 one guarantees
that u ∈ Lr(Ω) for every 1 r < +∞. From this point it is quite easy to obtain the desired regularity for (u, v).
5. The proof of Theorem 1.4
Suppose that (H1)–(H4) hold true. By Lemma 2.1, (2.1) is also satisfied. By Lemmas 2.9 and 3.4 one knows that
there exists a minimizing sequence of I on N that is also a (PS)-sequence for I , such that un → u0 in E, for some
u0 ∈ E. Since I ∈ C1(E,R), u0 ∈N and I (u0) = c0. So from Lemma 2.13, one concludes that u0 ∈N+ and that u0
is a local minimum for I when it is considered defined on the whole space E.
Now suppose g  0. Since −u0 ∈ L(p+1)/p(Ω), one has from Chapter 9 of [7] that the problem{−v = |−u0| in Ω,
v = 0 on ∂Ω,
has a strong solution v ∈ E. Then ‖v‖ = ‖u0‖ and the maximum principle guarantee that v  |u0| in Ω . Since
−(v − u0) 0 in Ω and g  0, one obtains
∫
gv dx 
∫
gu0 > 0. In this way
‖v‖ = ‖u0‖, |v|q+1  |u0|q+1 and
∫
gv dx 
∫
gu0 > 0. (5.1)
From (5.1), 1 = t−(u0) t−(v) t+(v) t+(u0) and by Lemma 2.3
I
(
t−(v)v
)= min
t∈[0,t+(v)]
I (tv) I (v) I (u0), (5.2)
where the first inequality is not strict if and only if t−(v) = 1.
Since I (t−(v)v)  c0 and I (u0) = c0, one concludes from (5.2) that t−(v) = 1, that is, v ∈ N+ and I (v) =
I (u0) = c0. Then by Lemma 2.13, v is also a local minimum for I . If u0 does not satisfies −u0, u0  0 a.e. in Ω
one replaces u0 by v.
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The proof of Theorem 1.5 is almost a copy of the proof of Theorem 1.4.
Lemmas 2.11 and 3.4, since N− is closed, guarantee the existence of u1 ∈N− such that
I (u1) = c1 and
〈
I ′(u1),w
〉= 0, ∀w ∈ E.
If g  0, let v as in the proof of Theorem 1.4 but now associated to u1. As before,
‖v‖ = ‖u1‖, |v|q+1  |u1|q+1 and
∫
gv dx 
∫
gu1 dx. (6.1)
Case 1:
∫
gu1 dx  0. In this case,
I (u1) = max
t0
I (tu1) I
(
t+(v)u1
)
 I
(
t+(v)v
) (6.2)
and the first inequality is not strict if and only if t+(v) = t+(u1) = 1. Since I (u1) = c1 and I (t+(v)v)  c1 one
concludes that t+(v) = t+(u1) = 1, that is, v ∈N− and I (v) = c1.
Case 2:
∫
gu1 dx > 0. In this case, as in the proof of Theorem 1.4, one has t+(v) t−(v) t−(u1) and so
I (u1) = max
tt−(u1)
I (tu1) I
(
t+(v)u1
)
 I
(
t+(v)v
) (6.3)
and the first identity is not strict if and only if t+(v) = t+(u1) = 1. Since I (u1) = c1 and I (t+(v)v)  c1, one
concludes that t+(v) = t+(u1) = 1, that is, v ∈N− and I (v) = c1.
From the above analysis, if g  0 then there exists v ∈N− with v,−v  0 a.e. in Ω and I (v) = c1. Applying
Lemma 2.14 one obtains that v is a critical point of I .
The last step is to prove that c1 > c0. Let u1 ∈N− such that I (u1) = c1. By contradiction, suppose that c1 = c0.
From estimate (2.4) c0 < 0 and so as in the proof of Lemma 2.9,
∫
gu1 dx > 0. So, t−u1 ∈N , in fact in N+ and
c0  I (t−u1) < I (u1) = c1 = c0,
which is a contradiction.
7. The proof of Theorem 1.6
To accomplish the proof of Theorem 1.6 one applies an approximation argument. To this purpose, if  = ∗ then
(2.2) is satisfied and any 0 < σ <  satisfies (2.1). For each 0 < σ <  set
Iσ (u) = p
p + 1
∫
|u| p+1p dx − 1
q + 1
∫
|u|q+1 dx − σ
∫
gudx
and
Nσ =
{
u ∈ E: 〈I ′σ (u),u〉= 0},
N+σ =
{
u ∈Nσ : ‖u‖
p+1
p − pq|u|q+1q+1 > 0
}
,
Nσ,0 =
{
u ∈Nσ : ‖u‖
p+1
p − pq|u|q+1q+1 = 0
}
and
N−σ =
{
u ∈Nσ : ‖u‖
p+1
p − pq|u|q+1q+1 < 0
}
.
Since for 0 < σ <  (2.1) is satisfied, let uσ ∈N+σ , as constructed above, satisfying
Iσ (uσ ) = inf
u∈Nσ
Iσ (u) = cσ,0 and
〈
I ′σ (uσ ),w
〉= 0, ∀w ∈ E.
By (i) of Lemma 2.6 one has
‖uσ‖ <
(
q(p + 1)
σ |g|∗
)p
<
(
q(p + 1)
|g|∗
)p
, ∀σ ∈ (0, ).
pq − 1 pq − 1
E.M. dos Santos / J. Math. Anal. Appl. 342 (2008) 277–297 295Now, given u ∈ (N+ ∪N,0)\{0} one has, from the fact pq > 1,

∫
gudx = ‖u‖ p+1p − |u|q+1q+1 > ‖u‖
p+1
p − pq|u|q+1q+1  0.
From Lemma 2.3, for each σ ∈ (0, ) there exists a unique 0 < t−σ < ( ‖u‖
(p+1)/p
pq|u|q+1q+1
)p/(pq−1) such that t−σ u ∈N+σ . By the
fact that 1 ‖u‖
(p+1)/p
pq|u|q+1q+1
, once more by Lemma 2.3, Iσ (t−σ u) Iσ (u) and consequently, from (i) of Lemma 2.6
cσ,0  Iσ (t−σ u) Iσ (u) = I(u) + ( − σ)
∫
gudx  I(u) + C( − σ)
where C is a positive constant depending on . From (2.4) one has that for any 0 < σ < 
− q
(p + 1)(q + 1)
(
pq
pq − 1
)p(
|g|∗
)p+1
< cσ,0  inf
u∈N+ ∪N,0
I(u) + C( − σ).
By Remark 2.4 c,0 = infu∈N+ ∪N,0 I(u). Let (σn) be an increasing sequence of positive numbers such that
σn → , cσn,0 → c c,0. One can show (uσn) is a (PS)-sequence for I . So, by Lemma 3.4, one can suppose uσn → u0
in E, for some u0 ∈ E. Since
0 = 〈I ′σn(uσn),w〉
=
∫
|uσn |(1/p)−1uσnwdx −
∫
|uσn |q−1uσnw dx − σn
∫
gwdx,
for all w ∈ E and for n ∈ N, taking the limit as n → +∞, one gets 〈I ′(u0),w〉 = 0 for all w ∈ E and I(u0)  c .
From the facts uσn → u0 in E and uσn ∈N+σn one concludes that u0 ∈N+ ∪N,0, and so that I(u0) = c,0.
If g  0, then from uσn  0 and the fact that uσn → u0 a.e. in Ω one concludes that u0  0 a.e. in Ω . From the
isometric isomorphism between E and L(p+1)/p(Ω), given by −, the homeomorphism T between E and E′, given
by Lemma 3.2, and the fact that −uσn  0 a.e. in Ω , one concludes that for any h ∈ L(p+1)/p(Ω) with h 0 a.e.
in Ω
0 lim
n→+∞
∫
|uσn |(1/p)−1(−uσn)hdx =
∫
|u0|(1/p)−1(−u0)hdx
which implies that −u0  0 a.e. in Ω .
8. The proof of Theorem 1.7
Let u ∈ E given by Lemma 3.2 such that
〈g, v〉 =
∫
|−u|(1/p)−1(−u)(−v)dx, ∀v ∈ E,
and ϕ1 as in the first section. Since g  0 and g = 0 one concludes that −u 0 a.e. in Ω and −u in not identically
zero in Ω . In particular,∫
gϕ1 dx = 〈g,ϕ1〉 =
∫
|−u|(1/p)−1(−u)(−ϕ1) dx > 0.
Suppose (1.1) has a nonnegative weak solution u. Taking v = ϕ1 in the definition of weak solution, one has
λ1
∫
(−u)1/pϕ1 dx =
∫
uqϕ1 dx + 
∫
gϕ1 dx.
Applying Jensen’s inequality to last identity, one gets
λ1
(∫
(−u)ϕ1 dx
)1/p

∫
uqϕ1 dx + 
∫
gϕ1 dx 
(∫
uϕ1 dx
)q
+ 
∫
gϕ1 dx,
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λ
p+1
p
1
(∫
uϕ1 dx
)1/p
−
(∫
uϕ1 dx
)q
 
∫
gϕ1 dx.
From the fact that pq > 1, the maximum value of the function l : [0,+∞) → R, given by l(t) = λ(p+1)/p1 t1/p − tq is
Kλ
(p+1)/p
1 . So one concludes that
 K
λ
p+1
p
1∫
gϕ1 dx
.
9. The proof of Theorem 1.8
From (v) of Lemma 2.6N+ ⊂ U1. Therefore one obtains that u0 ∈ U1. From Remark 2.7 and the formula of I one
concludes that there exists T > 0 sufficiently large such that e = T u0 ∈ U2 and I (u0) > I (e). Since I has a mountain
pass geometry with local minimum at u0 and satisfies (PS), one can apply the Mountain Pass Theorem to show that
c is critical value for I . Furthermore, from (v) of Lemma 2.6, for any h ∈ F , the range of h intersect N−. It implies
that c c1.
10. The proof of Theorem 1.10
Let (n) be a decreasing sequence of positive numbers satisfying (H4) converging to 0 and let un,1 be the solution
of (1) given by Theorem 1.5, lying in N−n . As in the proof of Theorem 1.6, one shows that un,1 is a (PS)-sequence
for
J (u) = p
p + 1
∫
|u| p+1p dx − 1
q + 1
∫
|u|q+1 dx,
which satisfies (PS), by Lemma 3.4. So one concludes that un,1 converges in E to some u ∈ E, a critical point of J .
Since −un,1, un,1  0 a.e. in Ω , one can show, as in the proof of Theorem 1.6, that −u, u  0 a.e. in Ω , and
u = 0 by (ii) of Lemma 2.6. Arguing as in the proof of Theorem 1.9 one shows the other claims of Theorem 1.10
concerning the function u just obtained.
The proof that u,0 → 0 in E relies on the fact that u,0 ∈N+n and (i) of Lemma 2.6.
11. Final remark
We start this last section discussing a little bit about Definition 1.2 under the light of Lemma 3.2.
Lemma 11.1. Let g ∈ E′. Then g  0 (in the sense of Definition 1.2) if and only if the function u, given by Lemma 3.2,
such that∫
|u|(1/p)−1uwdx =
∫
gw dx, ∀w ∈ E,
satisfies −u 0 a.e. in Ω .
Proof. It follows directly from the isometric isomorphism − : E → L(p+1)/p(Ω) (check Chapter 9 of [7]). In fact,
if g  0 in the sense of Definition 1.2 then for each f ∈ L(p+1)/p(Ω) with f  0 a.e. in Ω , there exist w ∈ E with
−w = f . Then,∫
|u|(1/p)−1(−u)f dx =
∫
|u|(1/p)−1(−u)(−w)dx =
∫
gw dx  0.
From where one concludes that −u 0 a.e. in Ω . 
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Dirichlet problem{−v∗ = g in Ω,
v∗ = 0 on ∂Ω,
satisfies v∗  0 at every point of Ω , is equivalent to g  0 in the sense of Definition 1.2. To prove that we use
Lemma 11.1, we solve{−u = vp∗ in Ω,
u = 0 on ∂Ω,
from where we get∫
|u|(1/p)−1uudx =
∫
gudx, for all u ∈ E.
From such equivalence, we conclude that there exist functions g ∈ C1(Ω) satisfying g  0 in the sense of Defini-
tion 1.2 that change sign in Ω . We present some examples in the one-dimensional case, but for further references on
this aspect check [2] and [3].
Example 11.2. In the one-dimensional case consider Ω = (0,2), g1(t) = −6t + 8 and g2(t) = 12t2 + −24t + 10. It
follows that g1 and g2 change sign in (0,2), but v1∗(t) = t (t − 2)2 is positive in Ω and v2∗(t) = −t (t − 1)2(t − 2) is
positive in (0,1) ∪ (1,2) and v2∗(1) = 0.
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