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Abstract
We consider a single server retrial queueing system in which each customer (primary or retrial customer) has discrete service
times taking on value Dj with probability pj , j = 1, 2, . . . , and
∑∞
j=1pj = 1. An arriving primary customer who ﬁnds the server
busy tries later. Moreover, each retrial customer has its own orbit, and the retrial customers try to enter the service independently
of each other. We call this retrial queue an M/{Dn}/1 retrial queue. A necessary and sufﬁcient condition for this system stability is
given. In the steady state, we derive the joint distribution of the state of the server and the number of customers in the retrial orbits.
The explicit expressions of some performance measures are given. In addition, the steady-state distribution of the waiting time is
discussed.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In retrial queues, an arriving primary customer who ﬁnds the server busy must leave and may retry later. Retrial
queues model many real world situations, including web access, telephone switching systems, telecommunication
networks, computer networks and computer systems. Cohen [12] ﬁrst proposed the retrial queue and obtained results
for an M/M/c retrial queue with balking. Retrial queues are extensively discussed in [15,16]. Other surveys appear in
[36,23,2,3].
Retrial queues with continuous service times are very interesting and an active research ﬁeld over the last two
decades. Recent work include the following [25,2,4,10,34,20,24,21,22,26,5,1,35].
The classical queueing systems with discrete service times have been considered by many authors such as Erlang
[14], Crommelin [13], Prabhu [28,29], Riordan [30], Bertsekas and Gallager [6], Tijms [33], Brahimi andWorthington
[7], Iversen and Staalhagen [18], Brun and Garcia [9], Franx [17], Brill [8], Shortle and Brill [31], and Shortle
et al. [32].
However, little attention has been paid to retrial queues with discrete service times. Kobe [19] discussed the stability
condition for an M/D/1 retrial queue with a limited waiting time. In this paper, our objective is to extend the classical
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queueing systems with discrete service times to retrial queueing systems with discrete service times and to investigate
the system stability and some performance measures of the system.
This paper is organized as follows. In Section 2, we give the model description and a necessary and sufﬁcient
condition for this system stability. In Section 3, we derive the joint steady-state distribution of the state of the server
and the number of customers in the retrial orbits. The explicit expressions of some performance measures are given. In
Section 4, we discuss the steady-state waiting time distribution.
2. Model description and stability condition
We consider an M/{Dn}/1 retrial queue in which primary customers arrive according to a Poisson process with rate
. There is no waiting room in front of the server. If an arriving primary customer ﬁnds the server idle, the customer
begins to be serviced immediately and leaves the system after service completion. Otherwise, if the server is found
to be busy, the arriving primary customer enters a retrial orbit and becomes a retrial customer. Retrial customers try
independently of each other for service at a time exponentially distributed with rate  and keep making retrials until
they obtain service. Retrial customers leave the system after service completion. Each customer (primary or retrial
customer) has a discrete service time taking on the value Dj with probability pj , j = 1, 2, . . . , and ∑∞j=1pj = 1.
Interarrival, interretrial and service times are mutually independent. It is obvious that the M/D/1 retrial queue is a
special case of this retail queue when p1 = 1 and pj = 0, j = 2, 3, . . . .
At time t , let C(t) represent the server state. C(t)=0 means that the server is idle and C(t)= j means that the server
is busy with the service time Dj, j = 1, 2, . . . . Let N(t) represent the number of customers in the retrial orbits. Since
the service times are discrete, the stochastic process {(C(t), N(t)) : t0} is not necessarily Markovian. We deﬁne the
supplementary variable (t) as the elapsed service time.Then the stochastic process {X(t) : t0}={(C(t), N(t), (t)) :
t0} is a Markov process.
The following theorem gives a necessary and sufﬁcient condition for the system stability.
Theorem 1. 
∑∞
j=1Djpj < 1 is a necessary and sufﬁcient condition for the system stability.
Proof. Note that
∑∞
j=1Djpj primary customers arrive on average during each service time. Since the service times are
independent and identically distributed, if the system is stable, then it must satisfy the condition that 
∑∞
j=1Djpj < 1.
Conversely, assume that 
∑∞
j=1Djpj < 1. Let Nn (n= 1, 2, . . .) be the number of customers in the retrial orbits at
the nth departure point. Then {Nn : n = 1, 2, . . .} is an irreducible and aperiodic Markov chain. In order to show that
{Nn : n = 1, 2, . . .} is ergodic, it remains to prove that it is positive recurrent. We use Foster’s criterion in [27] which
states that an irreducible and aperiodicMarkov chain {Nn : n=1, 2, . . .} is ergodic if there exists a nonnegative function
f (i), i = 0, 1, . . . and > 0 such that the mean drift i ≡ E(Nn+1 −Nn |Nn = i) is ﬁnite for all i and i −  for all
i except a ﬁnite number of i. Let f (i)= i. Then it can easily be seen that i = 
∑∞
j=1Djpj − i/(+ i). Therefore,
if 
∑∞
j=1Djpj < 1, then 
∑∞
j=1Djpj − 1< i < 
∑∞
j=1Djpj for all i and there exists N such that i −  for
iN . This implies that {Nn : n= 1, 2, . . .} is ergodic. It can be shown that from the results in [11] that the steady state
probabilities of {(C(t), N(t)); t0} exist and are positive, that is, the system is stable. 
3. Steady-state results
In this section, wewill discuss the joint steady-state distribution of the state of the server and the number of customers
in the retrial orbits. We are interested in the long run behavior of the system, and so we assume that at least one service
is completed up to time t .
Now we give the following deﬁnition.
Deﬁnition 1. Deﬁne a random variableC∗(t) at t such that for some j (j =1, 2, . . .) “C∗(t)=j” means that the most
recent service time completed up to time t takes on the value Dj . Such a random variable C∗(t) is called the memory
of service level at t .
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With this in hand, we deﬁne the probabilities and the probability densities as follows.
(i) P(i)(t) = P(C(t) = 0, N(t) = i), i = 0, 1, . . . ,
(ii) P(i,j)(t) = P(C(t) = 0, C∗(t) = j,N(t) = i), i = 0, 1, . . . ; j = 1, 2, . . . ,
(iii) Q(i,j)(t, x) dx = P(C(t) = j,N(t) = i, x < (t)< x + dx), i = 0, 1, . . . ; j = 1, 2, . . . ; x0.
It is obvious that P(i)(t) =∑∞j=1P(i,j)(t), i = 0, 1, . . . .
Next we will derive the system of equations based on the model. To do so, we need the following lemma.
Lemma 1. For i = 0, 1, . . . , j = 1, 2, . . . and t a very small time length, we have
P(i,j)(t + t) = P(i,j)(t)(1 − ( + i)t) +
i∑
k=0
[
tpj
(Dj)i−k
(i − k)! e
−Dj
+ktpj
(Dj)i−k+1
(i − k + 1)!e
−Dj
]
P(k)(t − Dj)
+ (i + 1)tpj e−Dj P(i+1)(t − Dj) + o(t). (1)
Proof. Note that P(i,j)(t + t) = P(C(t + t) = 0, C∗(t + t) = j,N(t + t) = i). It can be seen that the event
(C(t + t)= 0, C∗(t + t)= j,N(t + t)= i) occurs either when the event (C(t)= 0, C∗(t)= j,N(t)= i) occurs
and no primary or retrial customers arrive between time t and time t +t , or when the event (C(t)= j,N(t)= i,Dj −
t < (t)<Dj ) occurs.
Now we compute the probability (denoted by f1(t +t)) of the event (C(t +t)=0, C∗(t +t)=j,N(t +t)= i,
no arrivals between time t and time t +t) and the probability (denoted by f2(t +t)) of the event (C(t)= j,N(t)=
i,Dj − t < (t)<Dj ) through the following cases (i) and (ii).
(i) It can easily be shown that
f1(t + t) = P(i,j)(t)(1 − ( + i)t) + o(t).
(ii) Note that the event (C(t) = j,N(t) = i,Dj − t < (t)<Dj ) occurs either
(a) when the event (C(t − Dj) = 0, N(t − Dj) = k) for some k ∈ {0, 1, . . . , i} occurs and a primary customer
arrives between time t − Dj and t − Dj + t and begins the service of the length Dj and during its service
time i − k primary customers arrive, or
(b) when the event (C(t − Dj) = 0, N(t − Dj) = k) for some k ∈ {0, 1, . . . , i} occurs and a retrial customer
arrives between time t − Dj and t − Dj + t and begins the service of the length Dj and during its service
time i − k + 1 primary customers arrive, or
(c) when the event (C(t −Dj)=0, N(t −Dj)= i+1) occurs and a retrial customer arrives between time t −Dj
and t − Dj + t and begins the service of the length Dj and during its service time no primary customers
arrive.
Therefore,
f2(t + t) =
i∑
k=0
[
tpj
(Dj)i−k
(i − k)! e
−Dj + ktpj
(Dj)i−k+1
(i − k + 1)!e
−Dj
]
P(k)(t − Dj)
+ (i + 1)tpj e−Dj P(i+1)(t − Dj) + o(t).
Summarizing the results of (i) and (ii), we obtain
P(i,j)(t + t) = f1(t + t) + f2(t + t),
which leads to (1). 
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According to Lemma 1, we obtain(
d
dt
+  + i
)
P(i,j)(t) =
i∑
k=0
[
pj
(Dj)i−k
(i − k)! e
−Dj + kpj (Dj)
i−k+1
(i − k + 1)!e
−Dj
]
P(k)(t − Dj)
+ (i + 1)pj e−Dj P(i+1)(t − Dj), i = 0, 1, . . . , j = 1, 2, . . . .
By considering the transitions of the process between time t and time t + t , we get(

t
+ 
x
+ 
)
Q(i,j)(t, x) = Q(i−1,j)(t, x), i = 0, 1, . . . , j = 1, 2, . . . , (2)
where Q(−1,j)(t, x) = 0, j = 1, 2, . . . .
The boundary condition is given by
Q(i,j)(t, 0) = pjP(i)(t) + (i + 1)pjP(i+1)(t), i = 0, 1, . . . , j = 1, 2, . . . , (3)
and the normalizing condition is given by
∞∑
i=0
P(i)(t) +
∞∑
i=0
∞∑
j=1
∫ Dj
0
Q(i,j)(t, x) dx = 1. (4)
We are interested in the limiting behavior of the queueing process. Assume that 
∑∞
j=1Djpj < 1. Then the limits
limt→∞ P(i)(t), limt→∞ P(i,j)(t) and limt→∞ Q(i,j)(t, x) exist and we denote them by P(i), P(i,j) and Q(i,j)(x), i =
0, 1, . . . ; j = 1, 2, . . . , respectively. Hence, for i = 0, 1, . . . ; j = 1, 2, . . . ,
( + i)P(i,j) =
i∑
k=0
[
pj
(Dj)i−k
(i − k)! e
−Dj + kpj (Dj)
i−k+1
(i − k + 1)!e
−Dj
]
P(k)
+ (i + 1)pj e−Dj P(i+1), (5)(
d
dx
+ 
)
Q(i,j)(x) = Q(i−1,j)(x), (6)
Q(i,j)(0) = pjP(i) + (i + 1)pjP(i+1), (7)
∞∑
i=0
P(i) +
∞∑
i=0
∞∑
j=1
∫ Dj
0
Q(i,j)(x) dx = 1. (8)
In order to solve the system of equations above, we deﬁne the probability generating functions:
P(z) =
∞∑
i=0
P(i)z
i, Qj (z, x) =
∞∑
i=0
Q(i,j)(x)z
i, j = 1, 2, . . . .
The following theorem gives the joint steady-state distribution of the state of the server and the number of customers
in the retrial orbits.
Theorem 2. If ∑∞j=1Djpj < 1, then there exists the steady-state distribution of the system
P(z) = exp
[
−
∫ z
0
(1 −∑∞j=1pj e−Dj (1−u))
(u −∑∞j=1pj e−Dj (1−u)) du
]
P(0), (9)
Qj(z, x) = pj (z − 1)
z −∑∞j=1pj e−Dj (1−z) exp
[
−(1 − z)x −
∫ z
0
(1 −∑∞j=1pj e−Dj (1−u))
(u −∑∞j=1pj e−Dj (1−u)) du
]
P(0),
j = 1, 2, . . . , (10)
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where
P(0) =
⎛
⎝1 −  ∞∑
j=1
Djpj
⎞
⎠ exp
[∫ 1
0
(1 −∑∞j=1pj e−Dj (1−u))
(u −∑∞j=1pj e−Dj (1−u)) du
]
. (11)
Proof. When both sides of Eq. (5) are multiplied by zi and summed over i and j , we obtain
(
 + z d
dz
)
P(z) =
∞∑
j=1
pj e
−Dj (1−z)P (z) +
∞∑
j=1
pj e
−Dj (1−z) d
dz
P (z). (12)
When both sides of Eqs. (6) and (7) are multiplied by zi and summed over i, we obtain(

x
+ 
)
Qj(z, x) = zQj (z, x), j = 1, 2, . . . , (13)
Qj(z, 0) = pjP (z) + pj ddzP (z), j = 1, 2, . . . . (14)
It is obvious that Eq. (8) becomes
lim
z→1−
P(z) + lim
z→1−
∞∑
j=1
∫ Dj
0
Qj(z, x) dx = 1. (15)
Since P(0) = P(0), we easily show that (9) is the solution of (12).
Combining (9) and (14), we get
Qj(z, 0) = pj (z − 1)
z −∑∞j=1pj e−Dj (1−z)
× exp
(
−
∫ z
0
(1 −∑∞j=1pj e−Dj (1−u))
(u −∑∞j=1pj e−Dj (1−u)) du
)
P(0), j = 1, 2, . . . . (16)
From Eq. (13), we get
Qj(z, x) = Qj(z, 0)e(−(1−z)x), j = 1, 2, . . . . (17)
Therefore, the substitution of (16) into (17) yields our result (10). Thus, by substituting (9) and (10) into (15) and
through direct calculus, we obtain (11). 
By using the results of Theorem 2, we will derive the following performance measures. In the steady state, it is easily
seen thatP(0) is the probability that the system is empty, andwe denotePI=P(the system is nonempty and the server is
idle) and PB = P(the server is busy).
Corollary 1. If ∑∞j=1Djpj < 1, then
(i) P(0) = (1 − ∑∞j=1Djpj ) exp
(∫ 1
0
(1−∑∞j=1pj e−Dj (1−u))
(u−∑∞j=1pj e−Dj (1−u)) du
)
,
(ii) PI = (1 − ∑∞j=1Djpj )
[
1 − exp
(∫ 1
0
(1−∑∞j=1pj e−Dj (1−u))
(u−∑∞j=1pj e−Dj (1−u)) du
)]
,
(iii) PB = ∑∞j=1Djpj .
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Proof. It is easily seen that
PB = lim
z→1−
∞∑
j=1
∫ Dj
0
Qj(z, x) dx.
By substituting the results of Theorem 2 into the formula above, we can obtain the explicit expressions for PB through
direct calculation. PI can be obtained by the formula PI = 1 − P(0) − PB. 
Let Nq and N be the number of the customers in the retrial orbits and the number of the customers in the system in
the steady state, respectively. Let p(z) and pq(z) be the probability generating functions of Nq and N , respectively.
Corollary 2. If ∑∞j=1Djpj < 1, then p(z) = pq(z)∑∞j=1pj e−Dj (1−z) and EN = ENq + ∑∞j=1Djpj , where
pq(z) = (z − 1)P (z)
z −∑∞j=1pj e−Dj (1−z) ,
and
ENq =
22
∑∞
j=1Djpj + 
∑∞
j=1pjD2j
2(1 − ∑∞j=1Djpj )2 exp
(
−
∫ 1
0
(1 −∑∞j=1pj e−Dj (1−u))
(u −∑∞j=1pj e−Dj (1−u)) du
)
P(0).
Proof. Note that
pq(z) = P(z) +
∞∑
j=1
∫ Dj
0
Qj(z, x) dx,
and
p(z) = P(z) + z
∞∑
j=1
∫ Dj
0
Qj(z, x) dx.
By substituting the steady-state distribution of Theorem 2 into these formulas, we obtain the results of Corollary 2. 
4. Steady-state waiting time distribution
In this section, we will discuss the steady-state distribution of the waiting time that an arriving primary customer
(called PC) spends in the retrial orbit in the steady state. To derive the steady-state distribution of the waiting time of
the PC, we need the following lemma.
Lemma 2. For the classical M/{Dn}/1 queue, let T denote the length of a busy period in the steady state. Then T has
the steady-state distribution in terms of the Laplace transform
L0(s) ≡ E(e−sT ) =
∞∑
j=1
pj e
−(+s−L0(s))Dj
. (18)
Proof. Note that a busy period is deﬁned as the time period from the instant that an arriving primary customer ﬁnds
the system empty until the system becomes empty again. Such a customer is called IC. Suppose that the IC takes a
service time Dj from the set {Dj : j = 1, 2, . . .} when IC arrives in the steady state.
We consider the length of a busy period. If no customers arrive during its service time, then T =Dj .Assume now that
there are k customers arriving during the service timeDj of the IC and are denoted by1,2, . . . ,k according to the
order of their arrival, k = 1, 2, . . . . Let t0 denote the departure point of the IC and ti denote the departure point of i .
Deﬁne di ≡ ti−ti−1, i=1, 2, . . . , k. Then d1 is thewaiting time that1 spends in the systemmeasured from the instant
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that the IC leaves the system, and that di is the waiting time thati spends in the system measured from the instant that
i−1 leaves the system, i = 2, 3, . . . , k. Suppose that there are ni customers, denoted by i1,i2, . . . ,ini according
to the order of their arrival between time ti−1 and time ti . Let tij denote the departure point of ij , j = 1, 2, . . . , ni .
Deﬁne dij ≡ tij − tij−1, i = 1, 2, . . . , k; j = 1, 2, . . . , ni , where t10 = tk, ti0 = ti−1ni−1 , i = 2, 3, . . . , k. Then
dij is the waiting time that ij spends in the system measured from the instant that ij−1 leaves thesystem, where
10 = IC,i0 = i−1ni−1 , i = 2, 3, . . . , k. We continue similarly. We call ij the ﬁrst generation offspring of i .
Similarly we can deﬁne second generation offspring of i and so on. We deﬁne i and all its generations as a family
from i and deﬁne the total waiting time of all members of a family from i as the busy period of i . Let Ti denote
the length of the busy period of i , i = 1, 2, . . . , k. Then T = Dj + T1 + T2 + · · · + Tk .
Hence, we get
L0(s) =
∞∑
j=1
pj e
−(+s)Dj +
∞∑
j=1
∞∑
k=1
pj
(Dj)k
k! e
−(+s)Dj E(e−s(T1+T2+···+Tk)). (19)
By the assumptions of the model, it can be seen that T1, T2, . . . are independent and have the same distribution as T .
Therefore,
E(e−s(T1+T2+···+Tk)) = (L0(s))k ,
which is substituted into (19) and yields (18). 
Now we discuss the steady-state distribution of the waiting time of the PC as follows.
Theorem 3. If ∑∞j=1Djpj < 1, then the waiting time W of the PC has the steady-state distribution in terms of the
Laplace transform
L(s) ≡ E(e−sW ) = P(0) + PI + P(0)
s
⎡
⎣∫ 1
L0(s)
(x − 1)(g(x, o) − g(x, s))
×
exp
(
− ∫ x0 (1−g(y,0))(y−g(y,0)) dy)− exp (− ∫ 1x ++s−g(y,s)(y−g(y,s)) dy)
(x − g(x, 0))(x − g(x, s)) dx
⎤
⎦ , (20)
where
g(x, s) =
∞∑
j=1
pj e
−((1−x)+s)Dj
and L0(s) can be given by formula (18).
Proof. Note that the server is either idle or busy when the PC arrives to the system in the steady state. Let C,N and
 denote, respectively, the server state, the number of customers in the retrial orbits and the elapsed service time when
the PC arrives in the steady state. Therefore,
L(s) =
∞∑
i=0
P(i)E(e
−sW |C = 0, N = i)
+
∞∑
i=0
∞∑
j=1
∫ Dj
0
Q(i,j)(x)E(e
−sW |C = j,N = i,  = x) dx. (21)
It is obvious that E(e−sW |C = 0, N = i) = 1, i = 0, 1, . . . . Now let us consider the state of the server busy when the
PC arrives. If a customer (called SC) is being served with the service time Dj and the elapsed service time x and there
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are i customers in the retrial orbits when the PC arrives, i = 0, 1, 2, . . . ; j = 1, 2, . . . , then the PC enters the retrial
orbit. Suppose that there are n customers arriving during the remaining service time Dj − x of the SC, n = 0, 1, . . . .
Then W = Dj − x + Wi+n+1 where Wi+n+1 represents the waiting time that the PC spends in the retrial orbit since
the SC leaves the system. Therefore,
E(e−sW |C = j,N = i,  = x) = e−s(Dj−x)
∞∑
n=0
[
((Dj − x))n
n! e
−(Dj−x)EWi+n+1
]
,
i = 0, 1, 2, . . . , j = 1, 2, . . . . (22)
We use Theorem 1.20 [16] to obtain
EWi+n+1 =
∫ 1
L0(s)
[
yi+n
y −∑∞j=1pj e−((1−y)+s)Dj
× exp
(
−
∫ 1
y
 +  + s − ∑∞j=1pj e−((1−w)+s)Dj
(w −∑∞j=1pj e−((1−w)+s)Dj ) dw
)]
dy,
i = 0, 1, . . . , n = 0, 1, . . . . (23)
Summarizing the results above, we obtain
L(s) = P(0) + PI
+
∞∑
j=1
∫ 1
L0(s)
⎡
⎢⎢⎣
exp
[
−((1 − y) + s)Dj −
∫ 1
y
++s−∑∞j=1pj e−((1−u)+s)Dj
(u−∑∞j=1pj e−((1−u)+s)Dj ) du
]
y −∑∞j=1pj e−((1−y)+s)Dj
×
∫ Dj
0
e((1−y)+s)xQj (x) dx
⎤
⎥⎥⎦ dy, (24)
which leads to (20) from Theorem 2 and direct calculation. 
5. Conclusion
In this paper, we considered an M/{Dn}/1 retrial queue. We derived the necessary and sufﬁcient condition of the
stability for our model. We also derived the joint steady-state distribution of the state of the server and the number of
customers in the retrial orbits. Some performance measures of our model were given. The M/D/1 retrial queue is a
special case of our system. For future work, we may also consider the multiple server case.
Acknowledgements
The authors are grateful to the two reviewers for their valuable comments and suggestions which improved the
original manuscript.
References
[1] A.S. Alfa, K.P.S. Isotupa, An M/PH/k retrial queue with ﬁnite number of sources, Comput. Oper. Res. 31 (2004) 1455–1464.
[2] J.R. Artalejo, Accessible bibliography on retrial queues, Math. Comput. Modelling 30 (1999) 1–6.
[3] J.R. Artalejo, A classiﬁed bibliography of research on retrial queues: progress in 1990–1999, Top 7 (1999) 187–211.
536 X. Wu, X. Ke / Journal of Computational and Applied Mathematics 200 (2007) 528–536
[4] J.R. Artalejo, M.J. Lopez-Herrero, On the single server retrial queue with balking, Inform. Systems Oper. Res. 38 (2000) 33–50.
[5] I. Atencia, P. Moreno, A discrete time Geo/G/1 retrial queue with general retrial times, Queueing Systems 48 (2004) 5–21.
[6] D. Bertsekas, R. Gallager, Data Networks, second ed., Prentice-Hall, Englewood Cliffs, New Jersey, 1992.
[7] M. Brahimi, D.J. Worthington, The ﬁnite capacity multi-server queue with inhomogeneous arrival rate and discrete service time distribution
and its application to continuous service time problems, European J. Oper. Res. 50 (1991) 310–324.
[8] P.H. Brill, Properties of the waiting time in M/DN/1 queues, Technical Report, Department of Mathematics and Statistics, University of
Windsor, 2002, Report WMSR 02-01.
[9] O. Brun, J. Garcia, Analytical solutions of ﬁnite capacity M/D/1 queues, J. Appl. Probab. 37 (2000) 1092–1098.
[10] B.D. Choi, Y.H. Chung, A.N. Dudin, The BMAP/SM/1 retrial queue with controllable operation modes, European J. Oper. Res. 131 (2001)
16–30.
[11] E. Cinlar, Introduction to Stochastic Processes, Prentice-Hall, Englewood Cliffs, New Jersey, 1975.
[12] J.W. Cohen, Basic problems of telephone trafﬁc theory and the inﬂuence of repeated calls, Philips Telecommunication Rev. 18 (1957) 49–100.
[13] C.D. Crommelin, Delay probability formulae when the holding times are constant, Post Ofﬁce Electrical Eng. J. 25 (1932) 41–50.
[14] A.K. Erlang, The theory of probabilities and telephone conversations, Nyt Tidsskrift for Matematik B 20 (1909) 33–39, English translation in:
E. Brockmerger, H.L. Halstrom, A. Jensen (Eds.), The Life and Works of A.K. Erlang, The Copenhagen Telephone Company, Copenhagen,
1948.
[15] G.I. Falin, A survey of retrial queues, Queueing Systems 7 (1990) 127–167.
[16] G.I. Falin, J.G.C. Templeton, Retrial Queues, Chapman & Hall, London, 1997.
[17] G.J. Franx, A simple solution for the M/D/c waiting time distribution, Oper. Res. Lett. 29 (2001) 221–229.
[18] V.B. Iversen, L. Staalhagen, Waiting time distribution in M/D/1 queueing systems, Electronics Lett. 35 (1999) 2184–2185.
[19] E. Kobe, Stability condition for M/D/1 retrial queueing system with a limited waiting time, Cybernet. Systems Anal. 36 (2000) 312–314.
[20] B. Krishna Kumar, D. Arivudainambi, The M/G/1 retrial queue with Bernoulli schedules and general retrial times, Comput. Math. Appl. 43
(2002) 15–30.
[21] B. Krishna Kumar, S. Pavai Madheswari, MX/G/1 retrial queue with multiple vacations and starting failures, Opsearch 40 (2003) 115–137.
[22] B. Krishna Kumar, A. Vijayakumar, D. Arivudainambi, An M/G/1 retrial queueing system with two-phase service and preemptive resume,
Ann. Oper. Res. 113 (2002) 61–79.
[23] V.G. Kulkarni, H.M. Liang, Retrial queues revisited, in: J.H. Dshalalow (Ed.), Frontiers in Queueing Models and Applications in Science and
Engineering, CRC Press, Boca Raton, 1997.
[24] M.J. Lopez-Herreo, Distribution of the number of customers served in an M/G/1 retrial queue, J. Appl. Probab. 39 (2002) 407–412.
[25] M. Martin, J.R. Artalejo, Analysis of an M/G/1 queue with two types of impatient units, Adv. Appl. Probab. 27 (1995) 840–861.
[26] P. Moreno, An M/G/1 retrial queue with recurrent customers and general retrial times, Appl. Math. Comput. 159 (2004) 651–666.
[27] A.G. Pakes, Some conditions for ergodicity and recurrence of Markov chains, Oper. Res. 17 (1969) 1058–1061.
[28] N.U. Prabhu, Elementary methods for some waiting time problems, Oper. Res. 10 (1962) 559–566.
[29] N.U. Prabhu, Queues and Inventories, Wiley, NewYork, 1965.
[30] J. Riordan, Combinatorial Identities, Wiley, NewYork, 1968.
[31] J.F. Shortle, P.H. Brill, Analytic distribution of waiting time in an M/{iD}/1 Queue, Queueing Systems 50 (2005) 185–197.
[32] J. Shortle, M. Fischer, P. Brill, Waiting time distribution of M/Dn/1 queues through numerical Laplace inversion, INFORMS J. Comput.,
to appear.
[33] H.C. Tijms, Stochastic Models, An Algorithmic Approach, Wiley, NewYork, 1994.
[34] J.T. Wang, J.H. Cao, Q.L. Li, Reliability analysis of the retrial queue with server breakdowns and repairs, Queueing Systems 38 (2001)
363–380.
[35] X. Wu, P. Brill, M. Hlynka, J. Wang, An M/G/1 retrial queue with balking and retrials during service, Int. J. Oper. Res. 1 (2005) 30–51.
[36] T.Yang, J.G.C. Templeton, A survey on retrial queues, Queueing Systems 2 (1987) 201–233.
