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Abstract
In this paper, analytical properties of 
Bayesian experimental design models 
based on an orthonormal system will be 
presented. The main idea of this paper is 
combining the models good for assuming 
a prior probability distribution over 
parameters with those good for deriving 
analytical properties. Firstly, it is shown 
that models expressed through the 
effect of each factor can be converted to 
those based on an orthonormal system. 
Next, it is shown that the posterior 
distribution and predictive distribution 
can be analytically derived in a Bayesian 
experimental framework. The result of 
this paper can be expected to be applied 
widely, especially in health care, where a 
Bayesian framework is necessary because 
the experiments are expensive.
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1 Introduction
Bayesian theory and methodology 
have seen dramatic growth in the last 
several decades. Lindley [1] reviewed 
experimental designs based on Bayesian 
decision theory. For sequential and non-
sequential Bayesian methods based on 
a framework for optimal experimental 
des igns ,  refer to [2 ,  3 ] .  Bishop [4 ] 
introduced some analytical properties 
of Bayesian methods through models 
made from linear combinations of basis 
functions.
  In experimental designs, since the 
traditional models are often expressed 
through the effect of each factor [5], 
these are adequate for assuming a 
prior probability distribution over the 
model parameters .  However, these 
are not linear combinations of basis 
functions and are not good for deriving 
analytical properties within the Bayesian 
framework. In addition, not all parameters 
are independent, because there are 
constraints on the parameters.
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  Concerning the model, it was also shown 
that the model can be expressed in terms 
of orthonormal basis functions by using 
complex Fourier coefficients, making all 
parameters independent [6, 7, 8, 9].
  In this paper, I will describe analytical 
properties of Bayesian experimental 
design models based on an orthonormal 
system. The main idea of this paper is 
combining the models good for assuming 
a prior probability distribution over 
parameters with those good for deriving 
analytical properties. Firstly it is shown 
that models expressed through the 
effect of each factor can be converted to 
those based on an orthonormal system. 
Using the results of [4], it is shown that 
the posterior distribution and predictive 
distribution can also be analytically 
derived within a Bayesian experimental 
framework. The result of this paper 
can be expected to be applied widely, 
especially in health care [10], where a 
Bayesian framework is necessary because 
the experiments are expensive.
  This paper is organized as follows. In 
Section 2, I give the form of the single 
and multivariate Gaussian distribution 
necessary for this study as preliminaries. 
In Section 3, after providing notations for 
experimental designs, it is shown that 
models expressed through the effect of 
each factor can be converted to those 
based on an orthonormal system. In 
Section 4, it is shown that the posterior 
distribution and predictive distribution 
can also be analytically derived in a 
Bayesian experimental framework. 
Section 5 concludes this paper.
2 Preliminaries
2.1 Gaussian Distribution
In the case of a single variable
models expressed through the eﬀect of each
factor can be converted to those based on an
orthonormal system. Using the results of [4],
it is shown that the posterior distribution and
predictive distribution can also be analytically
derived within a Bayesian experimental frame-
work. The result of this paper can be ex-
pected to be applied widely, especially in health
care [10], where a Bayesian framework is nec-
essary because the experiments are expensive.
This paper is organized as follows. In Sec-
tion 2, I give the form of the single and multi-
variate Gaussian distribution necessary for this
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2 Preliminaries
2.1 Gaussian Distribution
In the case f le le x, the Gaussian
distribution take the form
N (x|µ, σ2)
=
1
(2piσ2)1/2
exp
{
− 1
2σ2
(x− µ)2
}
, (1)
where µ is the mean and σ2 is the variance.
2.2 Multivariate Gaussian Distribution
In the case of an N -dimensional vector x, the
multivariate Gaussian distribution takes the
form
N (x|µ,Σ)
=
1
(2pi)N/2
1
|Σ|1/2 exp
{
−1
2
(x− µ)TΣ−1(x− µ)
}
,
(2)
where µ is an N -dimensional mean vector, Σ
is an N×N covariance matrix, |Σ| denotes the
determinant of Σ, and Σ−1 is the inverse of Σ.
3 Experimental Design
In this section, after providing notations for ex-
perimental designs, I introduce two experimen-
tal design models.
Firstly, I explain the traditional model, which
is expressed through the eﬀect of each fac-
tor. This model clariﬁes how each factor af-
fects the response variable [5]. Because I con-
sider a Bayesian approach in this paper, I need
to introduce a prior probability distribution
over the model parameters. For the traditional
model, it is easy to assume a prior probability
distribution. However, this model is not good
for deriving analytical properties of a Bayesian
framework, because it is not linear combina-
tions of basis functions. In addition, not all
parameters are independent, because there are
constraints on the parameters.
In contrast, models based on an orthonormal
system are good for deriving analytical prop-
erties of Bayesian framework. However, it is
not adequate to assume a prior probability dis-
tribution for models based on an orthonormal
system, because the models are expressed by
using complex Fourier coeﬃcients.
Hence, if the former model can be converted
to the latter, and vice versa, it is desirable in
a Bayesian experimental design framework. I
will show this in this section.
3.1 Notations for Experimental Designs
Let F1, F2, . . . , Fn denote the n factors to be
included in an experiment. Suppose each factor
has q levels, where q is a prime power.
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Let F1, F2, . . . , Fn denote the n factors to be
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prime power.
  Let the setLet the set A ⊆ {0, 1}n denote all factors and
interactions that might inﬂuence the response.
For a = (a1, a2, . . . , an) ∈ A, if ai = 0 for all
i (0 ≤ i ≤ n), then a denotes the general mean.
If ai = 1 and aj = 0 for all j (j ̸= i), then
a denotes Factor Fi. If ai = 1, aj = 1 and
ak = 0 for all k (k ̸= i, j), then a denotes the
interaction of Factor Fi and Factor Fj.
Let the set of index of factors SF = {i|ai =
1,a ∈ A1}, where A1 = {a|w(a) = 1,a ∈ A}
and w(a) is the Hamming weight of a. Let the
set of index of interactions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experimental Design
Model
Let t(x) denote the response of the experiment
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is the eﬀect of general mean, αi(xi)
is the eﬀect of the xith level of Factor Fi,
βi,j(xi, xj) is the eﬀect of the interaction of the
xith level of Factor Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian random
variable with variance σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Example 1 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}.
Then, all parameters are given as fol-
lows: µ, α1(0), α1(1), α1(2), α2(0), α2(1), α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2(1, 2), β1,2(2, 0), β1,2(2, 1), β1,2(2, 2).
Using the constraints (4), (5) and (6), the
independent parameters can be given as follows:
µ, α1(0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
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Let the set A ⊆ {0, 1}n denote all factors and
interactions t at might inﬂuence th re po se.
For a = (a1, a2, . . . , an) ∈ A, if ai = 0 for all
i (0 ≤ i ≤ n), then denote the general mean.
If i = and aj = 0 for all j (j ̸= i), then
a denotes Factor Fi. If ai = 1, j = 1 and
ak = 0 for all k k ̸= i, j), then a denotes the
i teractio of Fa tor Fi and Factor Fj.
Let the set of index of fa tors SF {i|ai =
1,a ∈ A1}, where A1 = {a|w( ) = 1,a ∈ A}
and w(a) is the Hamming weight of a. L t the
set of index of interactions SI = {{i, j}|ai =
, j = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Tr ditional Experimental Design
Model
Let t(x) denote the response of the experiment
with level combin tion x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ s the eﬀect of general mean, αi(xi)
is the eﬀect of th xith level of actor Fi,
βi,j(xi, xj) is the eﬀect of the interaction of the
xith level of F ctor Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian random
variabl with varia ce σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent pa ameters of 3) be K a d u denote a
K-dimensional column vector.
Example 1 Consider q = 3, = 2 and A =
{ 0, 0, 10, 11}.
Then, all parameters are given as fol-
lows: µ, α1(0), α1(1), α1( ), α2(0), α2(1), α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2(1 2), β1,2( , 0), β1,2( , 1), β1,2(2, 2).
Using the constraints (4), (5) and (6), the
inde endent parameters ca be given as follows:
µ, α1(0), α1( ), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Experimental Design Model Based
on an Orthonormal System
Firstly, the levels of each factor can be rep-
resented by GF (q), which is a Galois ﬁeld of
order q, and the level combinations can be rep-
resented by the n-tuples x = (x1, x2, . . . , xn) ∈
GF (q)n. Then, the characters {Xa(x)|a ∈
GF (q) } f rm an orthonormal system. For a
detailed information about characters, for ex-
ample, refer to [11].
I use t(x) to denote the response of the ex-
periment with level combin tion x and assume
the model [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} nd ϵ is a zero-mean Gaussian random
variable with variance σ2.
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For a = (a1, a2, . . . , an) ∈ A, if i = 0 for all
i (0 ≤ i ≤ ), then a de otes the general mean.
If ai = 1 and aj = 0 for all j (j ̸= ), then
denotes Factor i. If ai = 1, j 1 and
ak = 0 for all k (k ̸= i, j), t en denotes the
interaction of Factor Fi and Factor Fj.
Let the set of index of fact rs SF = {i| i =
1,a ∈ A1}, where A1 = { |w(a) = 1,a ∈ A}
and w( ) is the Hamming eight of a. Let the
set of index of interactions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experimental Des gn
M del
Let t(x) denote the response of the experiment
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is the eﬀect of general mean, αi(xi)
is the eﬀect of the xith level of Factor Fi,
βi,j(xi, xj) is the eﬀect of the interaction of the
xith level of Factor Fi and the xjth level of F c-
tor Fj, and ϵ is a zero-mean Gaussian random
variable with variance σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the n ber of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Example 1 Conside q = 3, n = 2 and A =
{00, 10, 10, 1 }.
Then all parameters are given as fol-
lows: µ α1(0), α1(1), α1(2), α2(0), α2(1), α2(2),
β1,2(0, 0), β1 2(0, 1), β1,2(0, 2), β1 2(1, 0), β1 2(1, 1),
β1,2(1, 2), β1,2(2, 0), β1,2(2, 1), β1,2(2, 2).
Using the constraints (4), (5) and (6), the
independent parameters can be given as follows:
µ, α1(0), α1(1), α2(0) α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =


µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)


, (7)
□
3.3 Exp rimental D s gn Mo el Based
n an Orth no mal System
Firstly, the levels of each factor can be rep-
resented by GF (q), which is a Galois ﬁeld of
ord r q, and the level combinations can b rep-
res nt d by the n-tuples x = (x1, x2, . . . , xn) ∈
GF (q)n. The , the characters {Xa(x)|a ∈
GF (q)n} form an rthonormal system. For a
detailed information ab u c aracters, for ex-
ample, efer o [11].
I use t(x) to denote the response of the ex-
periment with level co bination x and assume
the model [6]
t(x) =
∑
∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
 t s t e interaction of actor 
Let the set A ⊆ {0, 1}n denote all factors and
interactions that might i ﬂuence the response.
For a (a1, 2, . . . , an) ∈ A, if ai = 0 for
i (0 ≤ i ≤ n), then a denotes the general mean.
If ai = 1 nd aj 0 for all j (j ̸= i), the
a denotes Factor Fi. If i = 1, aj = 1 and
ak 0 for all k (k ̸= i, j), then a denotes the
interaction of Factor Fi and Factor j.
Let the set of index of factors SF = {i|ai =
1,a ∈ A1}, where A1 = {a|w(a) 1,a ∈ A}
and w(a) is the Hamming weight of a. L t the
set of ndex of interact o s SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, here A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditio al Experime tal Desig
Model
L t t(x) den te th response of the experiment
with level combination x and assume the mod l
t(x) = µ+
∑
i∈SF
αi(xi)
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is the eﬀ ct of general mean, αi(xi)
is the eﬀ ct of the xith level of Factor Fi,
βi,j(xi, xj) is th eﬀect of the interaction of
xith level of Factor Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian ra d
v riable with variance σ2. H re, gen rally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assu ed. Le the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensi nal column vector.
Ex mple 1 Consider q = 3, n = 2 and A =
{ 0, 0, 0, }.
Then, ll parameters are given as fol-
low : µ, α1(0), α1(1), α1( ), α2(0), α2(1), α2(2),
β1,2(0, ), β1,2(0, ), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2(1, ), β1,2(2, 0), β1,2(2, 1), β1,2(2, 2).
Using the constraints (4), (5) and (6), the
ind pendent parameters can be given as follows:
µ, α1(0), α1( ), α2(0), α 1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =

µ
α (0)
α (1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Experiment D ign Model Based
on O ho ormal Syste
Firstly, th levels of e ch factor can be rep-
resented by GF (q), which is a Galois ﬁeld of
order q, and the level combinations can be rep-
resented by the n-tuples x = (x1, x2, . . . , xn) ∈
GF (q)n. Then, the characters {Xa(x)|a ∈
GF (q)n} f rm a orthon mal system. For a
detailed inform tion ab ut c aracters, for ex-
a ple, refer to [11].
I use t(x) to denote the response of the ex-
periment with level combination x and assume
the model [6]
t =
∑
a∈I
faXa x + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
 
and F ctor 
Let the set A ⊆ {0, 1}n denote all factors and
interactions that might inﬂuence the response.
For a = (a1, a2, . . . , an) ∈ A, if ai = 0 for all
i (0 ≤ i ≤ n), then a denotes the general mean.
If ai = 1 and aj = 0 for all j (j ̸= i), then
a denotes Factor Fi. If ai = 1, aj = 1 and
ak = 0 for all k (k ̸= i, j), the a denot s the
interaction of Factor Fi and Fact Fj.
Let he set f index of factors SF = {i|ai =
1,a ∈ A1}, where A1 = {a|w(a) = 1,a ∈ A}
and w(a) is the Hamming weight of . Let the
set of index of interactions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experimental Design
Model
Let t(x) denote the response of the exper ment
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is the eﬀect of g n ra me n, αi(xi)
is the eﬀect of the xi h level of Factor Fi,
βi,j(xi, xj) is the eﬀect of the interacti n of the
xith level of Factor Fi and the jth level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian random
variable with variance σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 6
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Exampl 1 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}.
Then, all p rameters are given as fol-
lows: µ, α1(0), α1(1), α1(2), α2(0), α2(1), α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2(1, 2), β1,2(2, 0), β1,2(2 1) β1,2(2, 2 .
Using the constraints (4) (5) and (6 , the
independent parameters can b given s follows:
µ, α1(0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Exp rimental Design M del Based
on an Orth normal Sy tem
i stly, the levels of each factor can be rep-
resented by GF (q), which is a Galois ﬁeld of
ord r q, and the level combinati ns can be p-
resented by the -tuples x = (x1, x2, . . . , xn) ∈
GF (q)n. Then, characte s {Xa(x)|a ∈
GF (q)n} form an orthonormal system. F r a
detailed information about characters, for ex-
ample, refer to [11].
I use t(x) to denote the response of the ex-
periment with level combination x and assume
the model [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
.
  Let the set of i dex of factors 
Let the set A ⊆ {0, 1}n denote ll factors and
interactions t at might i ﬂuence the response.
For a = (a1, 2, . . . , an) ∈ A, if ai = 0 for all
i (0 ≤ i ≤ n), then a de otes the general m an.
If ai = 1 and aj = 0 for all j (j ̸= i), then
a denotes actor Fi. If ai = 1, aj = and
ak = 0 for ll k (k ̸ i, j), then denot s the
interaction of actor Fi and Factor Fj.
Let the s t of index of fact SF = {i|ai
1,a ∈ A1}, where A1 = {a|w(a) 1, ∈ A}
and w(a) is the Hamming weight of a. Let the
set of index of inter ctions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experimental Design
Mod l
Let t(x) denote the response of the experi ent
with level co bination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3
wher µ is he eﬀ ct f general mean, αi(xi)
is the eﬀect f th xith l vel of Factor Fi,
β ,j(xi, xj) is the eﬀect of the inter ction f th
xith level of Factor Fi and the xjth level of Fac-
to Fj, and ϵ is a zero- ean Gaussian ra dom
variable with variance σ2. Here gene ally, the
constraints [5, p.249]
q
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Example 1 Consi er q = 3, n = 2 and A =
{00, 10, 1 , 11}.
The , all parameters are given as fol-
l ws: µ, α1(0), α1(1), α1(2), α2(0), α2(1), α2 2 ,
β1,2(0, 0), β1,2( , 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2( , 2), β1,2( , 0), β1,2( , 1), β1,2( , 2).
Using the constraints (4), (5) and (6), the
ind pend nt parameters can be given as follows:
µ, α1(0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1, (1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =


µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)


, (7)
□
3.3 Experimental Design Model Based
n an Orthon rmal Syst
Fir tly, the levels of each factor c n be rep-
res nted by (q), whic is Galois ﬁeld of
o der q, and the level combinati ns can be rep-
resented by th -tuples x = (x1, x2, . . . , ) ∈
GF (q)n. Then, the c aracters {Xa(x)|a ∈
GF (q)n} form an or hon rmal system. F a
detailed information about characters, for ex-
ample, refer to [11].
I use t(x) o denote the response of the ex-
periment with level co bination and assume
the model [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero- ean Gaussian random
variable with variance σ2.
3
Let the set A ⊆ {0, 1}n denote all factors nd
interactions that might i ﬂuence the response.
For a = (a1, 2, . . . , an) ∈ A, if ai = 0 for all
i (0 ≤ i ≤ n), then a denotes the general m an.
If ai = 1 and aj = 0 for all j (j ̸= i), then
a denotes Factor Fi. If ai = 1, aj = 1 and
ak = 0 for all k (k ̸= i, j), then a deno s the
interaction of Factor Fi and Factor Fj.
Let the set of index of factors SF = {i|ai
1,a ∈ A1}, where A1 = {a|w(a) = 1,a ∈ A}
and w(a) is the Hamming weight of a. Let the
set of index of interactions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experimental Design
Model
Let t(x) denote the response of the experim nt
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is the eﬀ ct f general mean, αi(xi)
is the eﬀect f the xith level of Factor Fi,
βi,j(xi, xj) is the eﬀect of the interaction of th
xith level of Factor Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian random
variable with variance σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Ex ple 1 Consider q = 3, = 2 nd A =
{00, 10, 10, 11}.
The , ll parameters are given as fol-
l ws: µ, α1(0), α1(1), α1(2), α2(0), α2( ), α2(2),
β1 2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2(1, 2), β1,2(2, 0), β1,2(2, 1), β1,2(2, 2).
Using the onstrai ts (4), (5) and (6), the
independent parameters can b given as follows:
µ, α1(0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can b expressed by
u =

µ
α1(0)
α1(1
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Experi e al Design Model Based
on an Orthonormal Syst m
Firstly, the lev ls of e ch fact r can be rep-
resent d by (q) whic is a Galois ﬁeld of
order q, and the level combinati ns ca b rep-
resented by th n-tuples x = (x1, x2, . . . , xn ∈
GF (q)n. Then, the characters {Xa(x)| ∈
GF (q)n} form an orthonormal system. For a
detailed information about characters for ex-
ample, refer to [11].
I use t(x) to denote the response of the x-
periment with level combination x nd assume
th model [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)| ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
Let the set A ⊆ {0, 1}n denote all factors nd
inter ctio s th t might inﬂuence the esponse.
For = (a1, a2, . . . , an) ∈ A, if i = for all
i (0 ≤ i ≤ n), then d notes t e gen ral mean.
If ai = 1 a d aj = 0 for ll j (j ̸= i), then
a denotes Fact r Fi. If ai = 1, aj = and
ak = 0 for all k (k ̸= i, j), then denotes the
interaction of Facto Fi a d F ctor Fj.
Let the set of index of f ctors SF = {i|ai =
1,a ∈ A1}, where A1 = {a|w(a) 1 a ∈ A}
nd w( ) is the Hamming weight of a. Let the
set of index f int ractio s SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Exp rimental Design
Model
Let t(x) denote the response of the experiment
with level combination and assume the model
t(x) = µ
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
w ere µ is the eﬀect of general mean, αi(xi)
is the eﬀec of the xith level f F ctor Fi,
βi,j(xi, xj) is t e eﬀect of the int racti n of the
xith level f Factor Fi and the xjth level of Fac-
or Fj, and ϵ is a zero-mean Gaussian random
vari ble with variance σ2. Here, generally, the
constraints [5, p.249]
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional c lumn vector.
Ex mpl 1 Consider q = 3, n = 2 and A =
{00, 10, 10, 1}.
Then, all parameters are given as fol-
lows: µ, α1(0), α1(1), α1(2), α2(0), α2(1), α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2(1, 2), β1,2 , 0), β1,2(2, 1), β1,2(2, 2).
Using the constraints 4), (5) and (6), the
indep d nt p ram t rs given as follows:
µ, α1(0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Experime tal Design Model Based
on an Orthonor l System
Firstly, the levels of eac factor can be rep-
resented by GF (q), whic is a Galois ﬁeld of
order q, and the level co bi atio s can be rep-
resented by t e n-tuples x = (x1, x2, . . . , xn) ∈
GF (q)n. Then, th characters {Xa(x)|a ∈
GF (q)n} form an orthon rmal syste . For a
de ail d information bout characters, for e -
ample, ref r to [11].
I use t(x) to denote the response of the ex-
periment with level combination x and assume
the model [6]
t(x) =
∑
a∈IA
f Xa(x) + ϵ, (8)
where IA = {(b1a1, . . . , b an)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
vari ble with variance σ2.
3
,  w h e r e  
Let he set A ⊆ {0, 1}n denote all factors and
interactions that might inﬂuence the response.
For = (a1, a2, . . . , an) ∈ A, if ai = 0 for ll
i (0 ≤ i ≤ n), th a denotes the gen r l m an.
If ai = 1 nd aj 0 f r all j (j ̸= i), the
a denotes Factor Fi. If i = 1, aj = and
k 0 for all k (k ̸= i, j), then a denotes the
i teraction of Factor Fi nd F c o Fj.
L t he set of index of f tors SF = {i|ai =
1,a ∈ A1}, where A1 = {a|w(a) = 1,a ∈ A}
and w(a) is the Hamming w ight of a. L t the
set of index of interactions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, here A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditio al Experimental Design
Mod l
Let t(x) d note th response of the experiment
with level combination x and assume th model
t(x) = µ+
∑
i∈SF
αi xi) +
∑
{i,j}∈SI
βi, (xi, xj) + ϵ,
(3)
w ere µ is the eﬀ ct f gener l mean, αi(xi)
is the eﬀ ct of the xith level of Factor Fi,
βi, (xi, xj) is th ﬀec of he int r ction of the
xith level of Factor Fi and e xjth level of Fac-
tor Fj, and ϵ is a z ro-me n Gaussi n random
vari ble with ariance σ2. Her , generally, the
co straints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are ass d. L the number of the i depen-
dent parameters of (3) be K, and u denote a
K-d mens nal column vector.
Exa ple 1 Consider q = 3 n = 2 and A =
{0 , 10, 10, 1 }.
Th n, ll parameters ar given as fol-
lows: µ, 1(0), 1(1), 1( ), 2(0), 2(1), α2(2),
β1,2(0, ), β1,2(0, ), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2(1, 2), β1, , 0), β1,2(2, 1), β1,2(2, ).
Using the co straints (4), (5) and (6), the
i pende t param ters can be given as follows:
µ, 1(0), 1( ), 2(0), α 1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hen e, u can b expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Experimenta De ign Model Based
on an O t ono mal System
Firstly, t e levels of each factor can be rep-
r sented by GF (q), which is Galois ﬁeld of
order q, and he level co binati ns can be rep-
rese ted by he n-tuples = (x1, x2, . . . , xn) ∈
GF (q)n. Then, th ch racters {X (x)|a ∈
GF (q)n} form an orthon mal system. For a
detailed inform ti n about character , for ex-
a ple, refer to [11].
I use t(x) t den te the response of the ex-
periment with level combination and assume
th model [6]
t =
∑
a∈IA
faX x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a z ro-mean Gaussian random
variable with variance σ2.
3
Let the set A ⊆ {0, 1}n de ote all factors nd
interactions that might inﬂu nce the respo se.
For = (a1 a2, . . . , an) ∈ A if ai = 0 for
i ( ≤ i ≤ n), then a denotes the general mea .
If ai = 1 nd aj = 0 for all j (j ̸= i), then
a denotes Factor Fi. If i = 1, aj = 1 and
ak 0 for all k (k ̸= i, j), then a den tes the
interaction of Factor Fi and Factor Fj.
L t the set of index of factors SF = {i|ai =
1,a ∈ A1}, here A1 = {a|w(a) = 1,a ∈ A}
and w(a) is the Hamming weight of a. L t the
set of index of interactions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, here A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experime tal Design
Model
Let t(x) denote the response of the experiment
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3
where µ is the eﬀec of general me , αi(xi)
is the eﬀect of the xith level of Factor Fi,
βi,j(xi, xj) is the eﬀect of e interaction of the
xith level of Fa tor Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian random
variable with variance σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Exa ple 1 Consider q = 3, n = and A =
{0 , 10 10 1 }.
Then, ll paramet rs ar given as fol-
lows: µ, α1(0), α1(1), α1( ), α2(0), α2(1), α2( ),
β1,2(0, ), β ,2(0, ), β1,2(0, 2), β1,2( , 0) β1,2( , 1)
β1,2(1, ), β , , 0), β ,2 2, 1), β1,2(2, 2).
U ing the constraints (4), (5) and (6), he
i pend t p r m s an b given as follows:
µ, α1(0), α1( ), α2(0), α2(1), β1 2(0, 0), β1,2(0, 1),
β1,2 1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =


µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Experimental D sig Model Bas d
on an Orth no mal Syst m
ir tly, the levels of each factor can be rep-
resented by GF (q), which is a Galois ﬁeld of
order q, and the level combi ations ca be rep-
resented by the n-tuples x = (x1, x2, . . . , xn) ∈
GF (q)n. Then, the characters {Xa(x)|a ∈
GF q n} form an orthonormal system. For a
detailed informat on about chara ters, for ex-
ample, refer to [11].
I use t x) to denote the response of the ex-
perimen with l v l combination x and assume
the model [6]
t(x) =
∑
a∈IA
f Xa(x) + ϵ, (8)
where IA = {(b1a1, . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
and
Let the se A ⊆ {0, 1}n denot all factors and
interac io s that might inﬂuence th respo se.
For = ( 1, a2, . . . , an) ∈ A, if ai = 0 for all
i ( ≤ i ≤ n), h n d notes the ge er l m an.
If ai = 1 nd aj = 0 f r all j (j ̸= i), then
a den t s Factor Fi. If ai , aj = 1 and
ak 0 for all k (k ̸ i, j), then a d n tes the
interact on of Fa tor Fi a Factor Fj.
Let he set f nd x of tor SF = {i|ai =
1,a ∈ A1}, where A1 = {a|w(a = 1,a ∈ A}
d w(a) is the Hamming w ight of a. Let th
set f i dex of int ractions SI = {{i, j}|ai =
1, aj 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Tradi ional Exp r mental Design
Mod l
Let t(x) denote res onse of the experiment
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
wh r µ is the eﬀect f g ne al mean, αi(xi)
is the eﬀ ct of the xith lev l of Fact r F ,
βi,j(xi, xj) is the eﬀect of the interaction of the
xith level of Facto Fi an th jth level of Fac-
tor Fj, and ϵ is a zero-mean G ussi n ra dom
variabl with varianc σ2. Her , gen ally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let numb r of the indepen-
dent parameters of (3) be K, and u denote a
K-di ensional col mn vector.
Example 1 Consider q = 3, n = 2 and A =
{ 0, 10, 10, 11}.
Then, all parameters are given as fol-
l ws: µ, α1(0), α1(1), α1(2), α2(0), α2(1), α2(2),
1,2( , 0), 1,2( , 1), 1,2(0, ), 1,2( , 0), β1,2(1, 1),
1,2(1, ), 1,2( , 0), 1,2( , 1), β1,2(2, 2).
Us g the constr ints (4), (5) and (6), the
i dependent par meter can be given as follows:
µ, α1(0), α1( ), α2(0) α2(1), 1,2( , 0), β1,2(0, 1),
1,2( , 0), β1,2(1, 1).
H ce, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Experimental Design Model Based
n a O tho ormal System
Firstly, t e levels of each factor can be rep-
resented by GF (q), whi h i Galois ﬁeld of
order q, nd the level co binations can be rep-
resented by the -tuples = (x1, x2, . . . , n) ∈
GF (q)n. Then, th char cters {Xa(x)|a ∈
GF (q)n} f an orthonor al system. For a
detailed inform tion bout character , for ex-
a pl , ref r to [11].
I us t(x) to denote th r sponse of the ex-
perim nt with level combination and assume
the model [6]
t(x) =
∑
∈IA
faXa(x) + ϵ, (8)
where IA = {( 1 1, . . . nan)|a A, bi ∈
GF (q)} and ϵ is zero-mean Gaussian random
variable with variance σ2.
3
i  t  
Hamming weight  of
Let th set A ⊆ {0, 1}n denot all factors and
interactions th t ig t inﬂuence th resp nse.
For = (a1, a2, . . . , n) ∈ A, if ai = 0 for all
i (0 ≤ i ≤ n), then a denotes the g neral m an.
If ai = 1 and aj = 0 for all j (j ̸= i), th n
a denotes Factor Fi. If ai = 1, aj = 1 and
ak = 0 for all k (k ̸= i, j), the denotes the
i eraction of Factor Fi and Factor Fj.
Le the et of index of factors SF = {i|ai =
1, ∈ A1}, where A1 = {a|w(a) = 1,a ∈ A}
and w(a) is the Hamming weight of a. Let the
set of index of int ractions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a A}.
3.2 Traditional Experimental Design
Model
Let t(x) denot th resp se of th experim nt
with level co binati n x and ssume the model
(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is the eﬀect of general ea , αi(xi)
is the eﬀect of t xi l v l f Fact r Fi,
βi,j(xi, xj) is the eﬀect of the i teraction of the
xith level of Fact r Fi and the xj h level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian random
variable with variance σ2. Here generally, the
co straints [5, p.249]
q−1
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Example 1 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}.
Then, all parameters are given as fol-
lows: µ, α1(0), α1(1), α1(2), α2(0), α2(1), α2(2),
β ,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2(1, 2), β1, 2, 0), β1,2(2, 1), β1,2(2, 2).
Using the constraints (4), (5) and (6), the
independent parameters can be given as follows:
µ, α1(0), 1(1), , α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1, (1, 1)

, (7)
□
3.3 Experi ental Design Model Based
on a Orthonormal Syste
Firstly, l vels f each factor can be rep-
resented by GF (q), which is a Galois ﬁeld of
order q, and the level combinations can be rep-
resented by the n-tuples x = (x1, x2, . . . , xn) ∈
GF (q)n. Then, the characters {Xa(x)|a ∈
GF (q)n} form an orthonormal system. For a
detailed inform tion about characters, for ex-
ample, refer to [11].
I use t x) to de ote the response of the ex-
perim nt with lev l combination x and assume
the model [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
. L t the et of 
index of interactions 
Let the se A ⊆ {0, 1}n den te all f ctors and
interactions that might inﬂuence the respo se.
F r a = ( 1, a2, . . , an) ∈ A, if i 0 for all
i (0 ≤ i ≤ n), then a denotes the g n r l mean.
If i = 1 and aj = 0 for all j (j ̸= i), then
a denotes Factor Fi. If ai = 1, aj = 1 and
k = 0 for all k (k ̸= i, j), the a d notes the
interaction of Fac or Fi and F ctor Fj.
Let th set of index of fact rs SF = { |ai =
1,a ∈ A1}, where A1 = {a|w(a) = 1,a ∈ }
nd w( ) is the Hamming weight of a. Let the
set of index of interacti SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Tr ditional Experimental Design
Mod l
Let t(x) denote the response of the experiment
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi)
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
wh re µ is the eﬀe of g neral m a , αi(xi)
is he eﬀect of the xith lev l of F ctor Fi,
βi,j(xi, xj) is the eﬀ ct of the int raction of the
xi h level of Fac or Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian ra dom
v riable with varia ce σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the u ber of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Exa ple Consider q = 3, n = 2 and A =
{0 10 10 11}.
Then, all parameters re given as fol-
lows: µ, α1(0), α1(1), α1(2), α2(0), α2 1 α (2),
β1,2(0, 0), 1,2(0, 1), 1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2(1 2), β1,2( , β1,2(2 1) β1,2(2 2).
Using the constr ints (4), (5) and (6), the
i dep nde t par meter can be given as follows:
µ α1(0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1 ,
β1,2 1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Exp rimental D sign Model Based
n a Ortho ormal System
F rstly, t e levels of each factor can be rep-
resented by GF (q), which is a Galois ﬁeld of
ord r q, and the level combinations can b rep-
resented by th -tuples = (x1, x2 . . . , xn) ∈
GF (q)n. Th n, he char cters {Xa(x)|a ∈
GF (q)n} fo m a orthonormal yst m. For a
detailed information abou charact rs, for x-
a ple, refer to [11].
I us t(x to denote the r sponse of the ex-
periment ith level combin tion x and ssume
th model [6]
t(x) =
∑
∈IA
f X (x) + ϵ, (8)
where IA = {(b1a1, . . . , nan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
Let the set A ⊆ {0, 1}n denote ll factors and
teractions that might inﬂue ce the response.
For = (a1, a2, . . . , an) ∈ A if ai = 0 for all
i (0 ≤ i ≤ n), then t s the gener l m an.
If ai = 1 nd aj = 0 for all j ( ̸= i), then
denotes Factor Fi. If ai 1, j = 1
ak = 0 for all k (k ̸= i, j), then denotes the
i teraction of Fac or Fi nd Factor Fj.
Let the set of index of fact rs SF {i|ai =
1,a ∈ A1}, where A1 = {a| (a) = 1, ∈ A}
and w( ) is the Hamming weight of a. Let th
set of i dex of interactions SI = {{i, j}|ai
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Tra itio al Experimental Design
M del
Let t(x) denote the response of the experiment
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is h eﬀe f general m an, αi(xi)
is the eﬀect of the xith lev l of F ctor Fi,
βi,j(xi, xj) is the ﬀect of th i teraction of the
xith level of Fac or Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-mea Gaussian random
variable with variance σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. L t the number of the indep n-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Example 1 Consider q = 3 n = 2 and A =
{ , 10, 0 1 }.
Then, all parameters are given as fol-
lows: µ, α1(0), α (1), α1(2), α2(0 , α2(1), α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1, (1, 0), β1, (1, 1),
β1,2(1, 2), β1,2(2, 0), β1, 2, 1), β1,2(2, 2).
Using the constraints (4), 5 and (6), the
i d pend t paramet rs can be given as follows:
µ, α1(0), α1(1), α2(0), α2(1) β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
He ce, u can be expressed by
u =


µ
1 0)
1 )
2(0)
α 1)
1,2( , 0)
1,2(0, 1)
1,2( , 0)
β1,2(1, 1)


, (7
□
3.3 Experimental Desig Model Ba ed
a O thonormal System
Firstly, levels f ach factor can be rep-
resented by GF (q), whic is a Galoi ﬁ ld of
or er q and the level co binati ns can b rep-
resented by the -tuples = (x1, x2, . . . , n)
(q)n. Th n, h characters {Xa(x)|a ∈
GF (q)n} for an rtho al system. For a
detailed information abou char c er , for ex-
ample, r fer to [11].
I use t(x) to denote the response of the ex-
peri ent with level combin tion x and assume
the model [6]
t(x) =
∑
a∈IA
faX (x) + ϵ, (8)
where IA = {( 1a1, . . . , bnan)|a A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
, here
Let the set A ⊆ {0, 1}n denot l factors a d
interactions th t ight inﬂuence respo se.
For a = (a1, a2, . . . , an) ∈ A, if i 0 for l
i ( ≤ i ≤ n), then denot s the gen r l an.
If ai = 1 nd aj = 0 f l j (j ̸= i), the
a denotes F ctor Fi. If ai 1, j 1 and
ak = 0 for al k (k ̸ i, j), then denotes the
interaction of Factor Fi and Factor Fj.
Let the set of index of f ors SF {i|ai =
,a ∈ A1}, w ere A1 = {a| (a) = 1, ∈ A}
and w( ) is the Hamming weight of a. Let th
set of in x of interactions SI = { i, j}| i =
1, aj = 1,a ∈ A }, w A2 = {a|w( ) =
2,a ∈ A}.
3.2 Traditi nal Experi ental esign
odel
Let t(x) den te the response of the experi ent
with level co bination x and as u e the odel
t(x) = µ+
i∈SF
αi(xi) +
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is th eﬀect f gen ral , αi(xi)
is the eﬀect of the xith level of F ct r Fi,
βi,j(xi, xj) is the eﬀect of th interaction f the
xith level of Factor Fi and the xjth level of Fac-
tor Fj, and ϵ is zero- e Gaus ian r do
variable with variance σ2. Here, general y, the
constraints [5, p.249]
q−1
φ=0
αi(φ) = 0 (4)
q−1
φ=0
βi,j(φ, ψ) = 0, (5)
q−1
ψ=0
βi,j(φ, ψ) = 0 (6)
ar as u ed. Let the nu ber of the indepen-
dent para eters f (3) be , and u denote a
-di ensional colu n vector.
Exa ple 1 Consider q = 3, n = 2 and A =
{ , 10, 0, 11}.
Then, al parameters are given as fol-
lows: µ, α1(0), α1(1), α1(2), α2 0), α2 1 , α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1
β ,2(1, ), β ,2(2, β1,2(2 ), β1,2(2 2).
Using the constraints (4), (5) a d (6), the
independent parameters can b given as fol ows:
µ, α (0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expres ed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1 2(0, 0)
β1 2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Experi e tal esig od l ased
o an r onor al Syste
Firstly, the levels f each factor can be rep-
res ted by GF (q), whi is Galoi ﬁeld of
order q, and the level co binati ns c n be rep-
resente by t -tuples x = (x1, x2, . . . , n) ∈
GF (q) . Then, the characters {Xa(x)|a ∈
GF (q)n} f rm an rtho rmal syste . F r a
detailed infor ation about character , for ex-
a pl , r fer to [11 .
I use t(x) to denot the response of the ex-
periment with level co binatio x and as u e
the odel [6]
t(x) =
∈IA
faXa(x + ϵ, (8)
where IA = {(b1a1, . . . , b an)| ∈ A, bi ∈
GF (q)} and ϵ is a zero- ean Gaus ian rando
variable with variance σ2.
3
Let the set A ⊆ {0, 1}n denote all factors nd
interactions that might inﬂuence the response.
For a = (a1, a2, . . . , an) ∈ A, if ai = 0 for ll
i (0 ≤ i ≤ n), then a denotes the ge eral mean.
If ai = 1 and aj = 0 for all j (j ̸= i), then
a denotes Factor Fi. If ai = 1, aj = 1 a
ak = 0 for all k (k ̸= i, j), then a deno s he
interaction of Factor Fi and Factor Fj.
Let the set of index of factors SF = {i|ai
1,a ∈ A1}, where A1 = {a|w(a) = 1, ∈ A}
and w(a) is the Hamming weight of a. Let the
set of index of interactions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a| ( ) =
2,a ∈ A}.
3.2 Traditional Experimental Design
M del
Let t(x) denote the response of the experim nt
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is the eﬀect of general mean, αi(xi)
is the eﬀect of the xith level of Factor Fi,
βi,j(xi, xj) is the eﬀect of the interaction of th
xith level of Factor F and the xjth level f ac-
tor Fj, and ϵ is a zero-mean Gaussian r dom
variable with variance σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Ex ple 1 Co sider q = 3, = 2 and A =
{00, 10, 10, 11}.
Then, all p rameters are given as fol-
l ws: µ, α1(0), α1(1), α1(2), α2(0), α2(1), α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2) β1,2(1, 0), 1,2( , ),
β1,2( , 2), β1,2(2, 0), β1,2(2, 1), β1,2(2, 2).
Us g the cons raints (4), (5) and (6), the
ind p ndent paramet s can be given as follows:
µ, α1(0), α1 1 , α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1 2(0, 0)
β1 2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 E perim ntal D sign Model Based
on Or hono mal Sys em
ir tly the v ls of each factor can b rep-
re ent d by GF (q), which is a Galois ﬁeld of
order q, and the level combinations can b rep-
resented by the n-tuples x = (x1, x2, . . . , xn ∈
GF (q)n. Then, the characters {Xa(x)| ∈
GF (q)n} form an orthonormal system. For a
detailed information about characters, f r ex-
ample, refer to [11].
I use t(x) to denote the response of the x-
periment with level combination x nd assume
the mod l [6]
t(x) =
∑
∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)| ∈ A, bi ∈
GF (q)} a d ϵ is a zero-mean Gaussian r ndom
variable with variance σ2.
3
Let the set A ⊆ {0, }n denote all factors and
ter ctio s that might inﬂuence th respo se.
For = ( 1, 2, . . . , an) ∈ A, if ai 0 for all
i ( ≤ i ≤ n), then denote the ge eral mea .
If ai = 1 and j = 0 f ll j ( ̸= i), th
a d tes Factor Fi. If i 1, aj = 1 and
ak 0 for all k k ̸ i, j), then notes the
int r ction of F tor Fi Factor Fj.
Let th set of index of fa tors SF = { |ai =
,a ∈ A1}, where A1 = { |w(a) = 1, ∈ A}
and ( ) is th Hamming weight of a. Let th
set f i dex of interactions SI = {{i, j}|ai =
1, aj = 1 A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experimental Design
Model
Let t(x) denot th re ponse of th experi nt
with level combination x and assum the model
t(x) = µ+
∑
i∈SF
α (xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
( )
where µ is the e general mea , αi(xi)
is the eﬀ ct of xith l vel of F c o Fi,
βi,j(xi, xj) is the eﬀect of the interaction of th
xith level of actor Fi and th xjth level of F c-
tor Fj, and ϵ is a zero-me Gaussian r ndom
variable with varianc σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) 0 (6)
re assum d. Let the number of he indepe -
den pa ameters of (3) be K, and u denote a
K-dimensio al column vector.
Example 1 Co sider q = 3, = 2 nd A =
{00, 10, 0, 1 }.
Then, all par meters are given as fol-
lows: µ, α1(0), α1(1), α1 2 α2(0) α2(1), α2(2
1,2 , 0 , 1,2 , 1 , 1,2 0, 2 , 1,2 , 0), β1,2(1, 1),
,2 1, 2 , 1,2 , 0 , 1,2 , , β1,2(2, 2).
Usi g the co straints (4), (5) and (6), the
i d p ndent par met r can be given as follows:
µ, α1 0), α1(1) α2(0) α2( , 1,2 , 0 , β1,2(0, 1),
1,2 , 0 , β1,2(1, 1).
He ce, u can be expressed by
u =


µ
α (0)
α (1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)


, (7)
□
3.3 Experi ental Desig Mo l Based
n a Orth normal System
Firstly, t e levels of each fact r can be rep-
resented by GF (q), which is a G lois ﬁeld of
order q, and the level c binations can be rep-
resented by the n-tupl = 1, x2, . . . , n) ∈
GF (q)n. Then, th characters {X (x)|a ∈
GF (q) } f rm an or onormal sys em. For a
d tailed formati n ab ut char cters, for ex-
a pl , r fer to [11].
I use t(x) to deno e th response of the ex-
perim nt with level combination x and assume
the model [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {( 1 1, . . . , bnan)|a A, bi ∈
GF (q)} and ϵ is zero-me Gaussian random
variable with variance σ2.
3
3.2 Traditio l Exp rime tal Design 
Model
Let
Le the set A ⊆ {0, 1}n denote all fac ors nd
interactio s that might inﬂuence the r ponse.
For a = (a1, a2, . . . , an) ∈ A, if a = 0 f r all
i (0 ≤ i ≤ n), then deno es the g neral m an.
If ai = 1 d aj = 0 for all j (j ̸= i), then
denotes Factor Fi. If ai = 1, aj = 1 nd
ak = 0 f r all k (k ̸= i, j), then denotes the
interaction of Factor Fi and Factor Fj.
Let he set of ind x of factors SF = {i|ai
1,a ∈ A1}, where A1 = {a|w(a) = , ∈ A}
and w(a) is the Hammi g w ight of a. Let the
set of index of i t ractio s SI {i, j}|ai
1, j , ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Tradition l Experi ntal D sign
odel
Let t(x) denote th response of the xp rim nt
with level combinati n x and assume the model
t(x) = µ+
i∈SF
αi(xi) +
{i, }∈SI
βi,j(x , xj) + ϵ,
(3)
wher µ is the eﬀ ct of g neral m an, αi(xi)
i the eﬀ ct th xith l vel of Fact r Fi,
βi,j(xi, xj) is the eﬀec of th interaction of the
xith level of Factor Fi nd the xjth l vel of Fac-
to Fj, and ϵ is zero-mean Gaussian random
variable with var a ce σ2. Here, generally, the
constraints [5, p.249]
q−1
φ=0
αi(φ) = 0, (4)
q−1
φ=0
βi,j(φ, ψ) = 0, (5)
q−1
ψ=0
βi,j(φ, ψ) = 0 (6)
are assum d. Let the numb r of the indep n-
dent parameters of (3) be K, nd de ote a
K-dimensional column vector.
Exa pl Consider q = 3, n = and A =
{00, 1 10, 11}.
Then, all parameters are given as fol-
lows: µ, α1(0), α1( ), α1(2), α2(0), α2( ), α2( ),
, , 0 , , 0, 1 , , 0, 2 , , 1, 0 , β1,2( , 1),
β1,2(1, 2), β1,2(2, 0), β1,2(2, , β1,2(2 ).
Using the constraints (4), (5) and (6), th
i dependent arameters can be give as follows:
µ, α1(0), α1( ), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2( , 0), β1,2 1, 1).
Hence, u can be expressed by
u =


µ
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)


, (7)
□
3.3 Experi ental De ign odel Based
on an Orthonor l Sys
Firs ly, the levels of ea factor can b rep-
res nted by GF (q), which is Galois ﬁ ld of
order q, an the lev l com inatio s can be rep-
res n ed by th n- upl s x = (x1 x2, . . . , xn)
. Then, the ch racters {X (x)|a ∈
GF (q)n} form n o thonormal system. For a
detailed information about charac ers, for x-
ample, refer [11].
I us (x) to d note th response of the ex-
peri ent with level combination x nd assume
the odel [6]
t(x) =
a∈IA
f Xa(x) + ϵ, (8)
wher IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is zero-mean Gaussian random
variable with variance σ2.
3
denote the r spons  of the 
exp riment with l vel combination
L t the set A ⊆ {0, 1}n denote all f ctors and
int ractio s ha ight inﬂue ce th respons .
For = (a1, 2, . . . , an) ∈ A, if ai = 0 for all
i (0 ≤ i ≤ n), the a denotes the gener l mean.
If ai = 1 and aj = 0 for all j (j ̸= i), th n
denotes Fact r i. If ai 1, aj = 1 a
ak = 0 for all k (k ̸= i, j), then a denotes the
interaction of Factor Fi and F ctor Fj.
Let the set of ind x of fac ors SF = {i|ai =
,a ∈ A1}, here A1 = {a w(a) = 1,a ∈ A}
and w(a) is the Hamming w ight of a. Let th
set of i d x of i teraction SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
,a ∈ A}.
3.2 Traditional Exp ri n al D sign
odel
Let t(x) denote the response of the experi ent
ith level c mbi at x d assu the model
t(x) = µ+
i∈SF
αi(xi) +
{i, }∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is eﬀ t of gener l mean, αi(xi)
is the eﬀ ct of the xit level of Factor Fi,
βi,j(xi, xj) is the eﬀect of the interacti n of he
xith lev l of Factor F and the xjth lev l of Fac-
tor Fj, and ϵ is a zero-mean Gaussian random
variable wit var ance σ2. H e, generally, the
constraints [5, p.249]
q−1
φ=0
αi(φ) = 0, (4)
q−1
φ=
βi j(φ, ψ) = 0, (5)
q−1
ψ=0
βi,j(φ, ψ) = 0 (6)
are assu d. Let the numb r f the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Exa pl 1 Consider q = 3, n = and A =
{00, 10, 10, 11}.
Th , all p rameters are given as fol-
lows: µ, α1(0 α ( ), α1(2), α2(0), α2(1), α2(2),
β1,2 0, 0), β1,2(0, 1), β1,2(0, 2 , β1,2(1, 0), β1,2(1, 1),
β1,2(1, 2), β1,2(2, 0), β1,2(2, 1), β1,2(2, 2).
Using the constraints (4), (5 and (6), the
i dependent parameters can be given as follows:
µ, α1(0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
He ce, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2( )
β1,2( , 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Experime tal D sign odel Bas d
o a Orthonor al Syste
Firstly, the levels of e ch factor ca be rep-
r sented by GF q) which is Galois ﬁeld of
order q, and the l vel combin tions can be rep-
r se ted by n-tupl s = (x1, x2, . . . , xn) ∈
GF (q)n. T e , the char cters {X (x)|a ∈
GF (q) } form an orthonormal system. For a
detailed informati about characters, for ex-
ple, refer to [11].
I use t(x) to denote the response of the ex-
periment with level combination x and assume
the model [6]
t(x) =
a∈IA
f Xa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
 
assume the model
wher
Let the set A ⊆ {0, 1} denot ll facto s d
inter ctions th t might inﬂuen e the respons .
For = (a1, a , . . . , an) ∈ A, if ai = 0 for all
(0 ≤ i ≤ n), then a de otes the general mean.
If i = 1 and aj = 0 for all j (j ̸= i), then
d notes Facto Fi. If i 1, aj 1 nd
k = 0 for ll k (k ̸ i, j), t en denotes
i teractio f F cto Fi a d Fact r Fj.
Le the set of i ex of factors SF = {i| i
1, 1}, where A1 = {a|w( ) = 1,a ∈ A}
and w(a) is the Hamming weight of a. Let the
se of i d x f interactions SI = {{i, j}|ai =
1, aj 1,a ∈ A2}, wh r A2 = {a|w(a) =
2,a ∈ A}.
3.2 Tradi ional Experimental Design
Model
Let t(x) denote the response f th exper ment
with level combinati n x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
re µ is th ﬀect of g r l mean, αi(xi)
is the ﬀect of th xith l vel of Factor Fi,
βi,j(xi, xj) is th eﬀe of the interaction of th
xith level f Factor Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-me n Gaussian random
variable with variance σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi( ) = 0, 4
q−1
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Example 1 Consider q = 3 n = and A =
{00, , 10, 1}.
The , all parameters are given as fol-
lows: µ α1(0), α1(1), α1 2 α2(0), α2(1), α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, , β1,2(1, 1),
, , 2 , , 2, 0 , β , 2, , β1, 2, 2).
Usi g the constraints (4), (5) and (6), the
ind pendent param te s can e given as follows:
µ, α1(0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =


µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)


(7)
□
3.3 Experi ntal Design Model Bas d
on a Orthono mal Syst m
Firstly, the levels of each factor can be ep-
rese ted by GF (q), w ich is a Gal is ﬁeld of
order q, a d he level combin ti s ca r p-
resent by th n- u s x = (x1, x2, . . . , xn) ∈
GF (q) . Th n, the characters {Xa(x)|a ∈
GF (q)n} form an rtho o mal system. For a
d tail d informa ion about characters, for ex-
ample, r fer to [11].
I use t(x) to de ote the response of the ex-
periment with l vel combin tion x and a sume
the model [6]
t(x) =
∑
a∈IA
f Xa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
i   ff  of ge ral m n, 
Let the set A ⊆ {0, 1}n denote all factors and
interactions that mig i ﬂu nce the respons .
For a = (a1, a2, . . . , an) ∈ A, if ai = 0 for all
i (0 ≤ i ≤ n), then a denotes the general mean.
If ai = 1 and j = 0 for all j (j ̸= i), th
a denotes Factor Fi. If ai = 1, aj = 1 and
ak = 0 for all k (k ̸= i, j), then denotes the
interaction of Factor Fi and Factor Fj.
Let the set of index of factors SF = {i|ai =
1,a ∈ A1}, where A1 = {a|w(a) 1,a ∈ A}
and w(a) is the Ha ming weight of a. Let the
set of i x of interactions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experimental Design
Model
Let t(x) denote t response of th experiment
with level combina ion x and assume the mod l
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
β ,j(xi, xj) + ϵ,
(3)
where µ is the eﬀect of general mean, αi(xi)
is the eﬀect of the xith level of Factor Fi,
βi,j(xi, xj) is the eﬀect of the interaction of the
xith level of Factor Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian random
variable with variance σ2. Here generally, the
constraints [5, p.249]
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Example 1 Consider q = 3, 2 and
{00, 10, 10, 11}.
The , l parameters are give a fol-
lows: µ, α1(0), α (1), α1(2), α2(0 , α2(1), α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, ),
β1,2(1, 2), β ,2(2, 0), β1,2(2, 1), β1,2(2, 2).
Using the constraints (4), (5) and (6), the
indep nt parameters can be given as follows:
µ, α1(0), α1(1), α (0), α2(1), β1,2(0, 0), β1,2( 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expr ssed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)

, (7)
□
3.3 Experimental Design Model Based
on a Or ho ormal System
Firstly, the levels of each factor an be r p-
resented by GF (q), which is a Galois ﬁ l f
order q, and the level combinations can b p-
resented by the n-tuples x = x1, x2, . . . , xn) ∈
GF (q)n. Then, the characters { |a ∈
GF (q)n} form an orthonormal system. Fo a
detailed information about characters, for x-
mpl , refer o [11].
I use t(x) to denot the respons of the ex-
p rim t with level c mbination x and ssum
the mo el [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
 is the effec  of the 
L t he set A ⊆ {0, }n e te all factors d
i teracti ns th t might ﬂuence the response.
For = (a1, a2, . . a ) ∈ A if ai = 0 for all
(0 i ≤ ), then a d n t s the ge ral mean.
If ai = 1 nd aj = 0 for all j j ̸= i , then
a d notes Factor Fi. If ai = 1, j = 1 and
ak = 0 for all k (k ̸= i, j), then a d notes the
inter ction of Fact r Fi a d Factor Fj.
Let the s t of index of fact rs F i| i
1,a ∈ A1}, where 1 = { |w(a) = 1,a ∈ A}
nd w( ) is the Hammi g weight of a. Let the
set f ind x f i t ractions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, wh r A2 = { |w(a) =
2,a ∈ A}.
3.2 Traditional Exp ri ntal Design
Model
Let t(x) d note the r spons of the exp riment
with l vel combination nd assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
here µ is h eﬀect of ge eral m an, αi(xi)
is th eﬀect th xi lev l of Factor i,
βi,j(xi, xj) is the ﬀect of th interaction of the
xith level of Factor Fi and the xjth level of Fac-
tor Fj, nd ϵ is a zero-me n Gaussi r ndom
variable with var ance σ2. Here, generally, the
constraints [5, p.249]
q−1
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let t e number of the indepen-
dent parameters of (3) be K, an u d note a
K-dimensional column vector.
Example 1 C sider q = 3 n = 2 and A =
{0 , 10 0, 1 }.
Then, all arame ers are given as fol-
ows: µ, α1( ), α1( ), α1( ), α2(0), α2(1), α2 2
β1,2(0, 0), β1, , ), β1,2(0, ), β1,2(1, 0), β1,2(1, 1),
β1,2(1 2), β1,2(2, 0 β ,2(2 ) β1,2(2 ).
Using the const aints (4), (5) and (6), the
i d pende t parameters can b given as follows:
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GF (q)n. Then, the characters {Xa(x)|a ∈
GF (q)n} form an orthonormal system. For a
detailed information about characters, for ex-
ample, refer to [11].
I use t(x) to denote the response of the ex-
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1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experimental Design
Model
Let t(x) denote the response of the experiment
with level combination and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is the eﬀect of general mean, αi(xi)
is the eﬀect of the xith level of Factor Fi,
βi,j(xi, xj) is the eﬀect of the interaction of the
xith level of Factor Fi and the xjth level of ac-
tor Fj, and ϵ is a zero-mean Gaussian r ndom
variable with variance σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Exa ple 1 Consider q = 3, = 2 and A =
{00, 10, 10, 11}.
Then, all parameters are given as fol-
lows: µ, α1(0), α1(1), α1(2), α2(0), α2(1), α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, 0), 1,2( , 1),
β1,2(1, 2), β1,2(2, 0), β1,2(2, 1), β1,2(2, 2).
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β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
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β1,2(1, 0)
β1,2(1, 1)

, (7)
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3.3 Experimental Design Mo el Based
on an Orthonormal System
irstly, the lev ls of each factor can be rep-
re ented by GF (q), which is a Galois ﬁeld of
order q, and the level combinations can be rep-
resented by the n-tuples x = (x1, x2, . . . , xn) ∈
GF (q)n. Then, the char cters {Xa(x)|a ∈
GF (q)n} form an orthonor al system. For a
detailed information about characters, for ex-
ample, refer to [11].
I use t(x) to denote the response of the ex-
periment with level combination x and assume
the model [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian r ndom
variable with variance σ2.
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I use t(x) to denote the response of the ex-
periment with level combination x and assume
the model [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
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Let t(x) denote the response of the experiment
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
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detailed information a out characters, for ex-
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I use t(x) to denote the response of the ex-
periment with level combination x and assume
the odel [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)| ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
Let the set A ⊆ {0, 1}n denote all factors and
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For a = (a1, a2, . . . , an) ∈ A, if ai = for all
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If ai = 1 and j = 0 f all j (j ̸= i), then
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and w(a) is the Hamming weight of a. Let the
set of index of interactions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, wh re A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experimental Design
Model
Let t(x) denote the response of the exper ment
with level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
w ere µ is the eﬀect of g n ral m an, αi(xi)
is the eﬀect of the xith level of Factor Fi,
βi,j(xi, xj) is t eﬀ ct f th i teraction of the
xith level of Factor Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian random
variable with varia ce σ2. Here, gen ra ly, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
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βi,j(φ, ψ) = 0 (6)
are ssumed. Let the number of the indepen-
dent pa ameters of 3) be K, and u denote a
K-dimensional column vector.
Example 1 Consider q = 3, n = and A =
{00, 10, 10, 11}.
Then, all parameters are given as fol-
lows: µ, α1(0), α1(1), α1(2), α2(0), α2(1), α2(2),
β1,2(0, 0), β1,2(0, 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β ,2 1, 2), β1,2( , 0), 1,2(2, 1), 1,2(2, 2).
Using the constraints (4), (5) and (6), the
independent arameters can e given as follows:
µ, α1(0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2(1)
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
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, (7)
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3.3 Experimental Design Mo el Based
o an Orthonormal System
Firs ly, the l vels of each factor can be rep-
resented by GF (q), w ich is a Galois ﬁeld of
order q, and the lev l combin tions c n be ep-
resented by t e n- uples x = (x1, x2, . . . , xn) ∈
GF (q)n. Then, the char cters {Xa(x)|a ∈
GF (q)n} f rm a orth o al system. For a
detailed infor ation a out ch racters, for ex-
ample, refer to [11].
I use t(x) to denote the response of the ex-
periment with level combination x and assume
the model [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
3
Hence, 
Let the set A ⊆ {0, 1}n denote ll factors d
interactio s that might inﬂuence the response.
For a = (a1, a2, . . . , an ∈ A if ai = 0 for ll
i (0 ≤ i ≤ n), then a de otes the general me n.
If ai = 1 and j 0 for all j ( ̸= i), then
a denotes F ctor Fi. If ai = 1, aj = 1 and
ak 0 for ll k (k ̸= i, j), then a denotes the
interaction of Factor Fi and Facto Fj.
Let the set of i x of fa tors SF = {i|ai =
1,a ∈ A1}, where A1 = {a|w(a) = 1, ∈ A}
and w(a) is the Hamming weight of a. L t the
set of index of interactions SI = {{i, j}|ai
1, aj = 1,a ∈ A2}, where 2 = {a|w(a)
2, ∈ A}.
3.2 Traditional Experimental Desig
Mod l
Let t(x) denot the respons of th experiment
with level comb nat on x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is he eﬀect of g n ral me n, αi(xi)
is the eﬀect of the x th level of Factor Fi,
βi,j(xi, xj) s the eﬀect of int raction of the
xith lev l of Factor Fi and the xjth l vel of Fac-
tor Fj, and ϵ is a zero-mean Gaussian dom
variable with variance σ2. Here, generally, the
constraints [5, p.249]
q−1∑
φ=0
αi(φ) = 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. Let the numb r of the ind pen-
dent parameters of (3) be K, and u denote a
K-dimensional column vector.
Example 1 Consider q = 3, n = 2 and A
{00, 10, 10, 11}.
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Firs ly, levels of each factor c n be rep-
resented by GF (q), which is a G lois ﬁeld of
order q, and the level co binations can be rep-
resen ed by the n-tuples x = (x1, x2, . . . , n) ∈
GF (q)n. Then, the characters {Xa(x)|a ∈
GF (q)n} form an orthonormal system. For a
detailed infor ation ab ut characters, for e -
ample, ref r to [11].
I use t(x) to denote the response of the ex-
periment with level combination x and ssume
the model [6]
t(x) =
∑
∈IA
faXa(x) + ϵ, (8)
wh re IA = {(b1a1, . . . , bnan)| ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
variable with variance σ2.
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Firstly, the levels of each factor can be 
represented by
Let th set A ⊆ {0, 1}n denote all factor and
interactions that might inﬂuence the response.
For a = (a1, a , . . . , an) ∈ A, if ai = 0 for all
i (0 ≤ i ≤ n), then a denotes the general mean.
If ai = 1 and aj = 0 for all j (j ̸= i), then
a denotes Factor Fi. If ai = 1, aj = 1 and
ak = 0 for all k (k ̸= i, j), then a denotes the
i teraction of Factor Fi and Factor Fj.
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and w(a) is the Hamming weight of a. Let the
set of index of interactions SI = {{i, j}|ai =
1, aj = 1,a ∈ A2}, where A2 = {a|w(a) =
2,a ∈ A}.
3.2 Traditional Experimental Design
Model
Let t(x) denote the respons of the experiment
with level combination x and assume the model
t(x) = µ+
∑
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αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is the eﬀect of general mean, αi(xi)
is the eﬀect of the xith level of Factor Fi,
βi,j(xi, xj) is the eﬀect of the interaction of the
xith level of Factor Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-mean Gaussian random
variable with variance σ2. Here, g nerally, the
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φ=0
αi(φ) = 0, (4)
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φ=0
βi,j(φ, ψ) = 0, (5)
q−1∑
ψ=0
βi,j(φ, ψ) = (6)
are assumed. L t number of the indepen-
dent param ters of (3) be K, and u denote a
K-di nsional column vector.
Example 1 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}.
Then, all parameters are given as fol-
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GF (q)n} form an orthonormal system. For a
detailed information about characters, for ex-
ample, refer to [11].
I use t(x) to denote the response of the ex-
periment with level combination x and assume
the model [6]
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where µ is the eﬀect of general mean, αi(xi)
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tor Fj, and ϵ is a zero-mean Gaussian random
variable with variance σ2. Here, generally, the
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.
  The parameters The para t {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equatio s, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
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f10
f20
]
. (20)
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2
3 −r1
−r1ω3 r1
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]
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f01
f02
]
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Let 
The arameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
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∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
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Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM ls exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonorm l system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
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Let the set A ⊆ {0, 1}n denote all factors and
interactions hat might inﬂuen e the response.
For a = (a1, a2, . . . , an) ∈ A, if ai 0 for all
i (0 ≤ i ≤ n), then a denotes the general mean.
If ai = 1 and aj = 0 for all j (j ̸ i) hen
a denotes Factor Fi. If i = 1, aj = 1 and
ak = 0 for all k (k ̸= i, j), the a denotes the
interaction of Factor Fi and Factor Fj.
Let the set of index of factors SF = {i|ai =
1,a ∈ A1}, where A1 = {a|w( ) = 1,a ∈ A}
nd w( ) is the Hamming w ight of a. Let th
set of index of interactions SI = {{i, j}| i =
1, aj = 1,a ∈ A2}, where A2 = { |w(a) =
2, ∈ A}.
3.2 Tra iti nal Exper m ntal De ign
Model
Let t(x) den te the response of the e periment
w th level combination x and assume the model
t(x) = µ+
∑
i∈SF
αi(xi) +
∑
{i,j}∈SI
βi,j(xi, xj) + ϵ,
(3)
where µ is th eﬀect of general mea , αi(xi)
is the eﬀect of the xith level of Factor Fi,
βi,j(xi, xj) is he eﬀect of the inte action of the
xith level of Factor Fi and the xjth level of Fac-
tor Fj, and ϵ is a zero-me n Gaussian r dom
ariable with vari nce σ2. H re, generally, the
co strain s [5, p.249]
q−1∑
φ=0
αi(φ) 0, (4)
q−1∑
φ=0
βi,j(φ, ψ) = 0, 5)
q−1∑
ψ=0
βi,j(φ, ψ) = 0 (6)
are assumed. L t the number of the indepen-
dent parameters of (3) be K, and u denote a
K-dim nsional colum vector.
Example 1 Co sid r q = 3, n = 2 and A =
{00, 10, 10, 11}.
Then, all parameters are given as fol-
lows: µ, ( ), α1(1), α1(2), α2(0), α2(1), α2(2),
β1,2(0, 0), β ,2(0, 1), β1,2(0, 2), β1,2(1, 0), β1,2(1, 1),
β1,2(1, 2), β1,2(2, 0), β1,2(2, 1), β1,2(2, 2).
Using the constraints (4), (5) nd (6), the
independent parameters can be given as follows:
µ, α1(0), α1(1), α2(0), α2(1), β1,2(0, 0), β1,2(0, 1),
β1,2(1, 0), β1,2(1, 1).
Hence, u can be expressed by
u =

µ
α1(0)
α1(1)
α2(0)
α2( )
β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1,

, (7)
□
3.3 Experimental Design Model Based
on an Orthonormal System
Firstly, the levels of each factor ca be rep-
resented by GF (q), which is a alois ﬁ ld of
order q, and t level combinations ca be rep-
resented by the n-tuples = (x1, x2, . . . , xn) ∈
GF q)n. Then, the characters {Xa(x)|a ∈
GF (q)n} form an orthonormal system. For a
detailed information about characters, for ex-
ample, refer to [11].
I use t(x) to denote the response of the e -
periment wi h level combination x nd assume
the model [6]
t(x) =
∑
a∈IA
faXa(x) + ϵ, (8)
where IA = {(b1a1, . . . , bnan)|a ∈ A, bi ∈
GF (q)} and ϵ is a zero-mean Gaussian random
var able wi h vari c σ2.
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are ssum d. Let the number of th indepen-
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res nt d by GF (q), which is a G lois ﬁ ld of
order q, a d the level combinations can be rep-
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  Then, (8) can be also expressed by the 
equation
where
  Moreover, consider the relation between 
The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
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0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
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, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
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] [
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α1(1)
]
=
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f20
]
. (20)
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r1ω
2
3 −r1
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]
=
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f02
]
. (21)
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0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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  . 3.3. In [8], the 
following equations about the relation are 
already provided.
Using these equations, we can construct 
a K × K matrix 
The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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 t  tisfies the 
following equation:
As the rank of 
The parame ers {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =M . (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
+ 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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 is app rently K, the 
inverse of
The parameters {fa| ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
wh re
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
U ing these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank fM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be c nverted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 0, 1}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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 also exi ts. Hence, the 
foll wing equation holds.
  Using (13) and (14), the traditional model
can b  converted to the model based 
on orthonormal system, and vice versa. 
As we can see in the next section, this 
converting is desirable for deriving 
analytical properties in a Bayesian 
experimental design framework.
Example 2  Consider  The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by .
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the mod l based o or-
thonormal s stem, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Ex mple 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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and The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Henc , he following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 a A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11 , (12), and
Xl(k) = ωlk3 fro [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are hold .[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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Th parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1 a2, . . . , K}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
The , (8) can be al o express d y the equa-
tion
t = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =
al ( )
al ̸
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K ma rix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank fM i app rently K, the inverse
fM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Us g (13) an (14), the traditional model
a c nverted t the mo el bas d on or-
thonormal syste , and vice vers . As we can
s e in th next section, this converting is de-
sirable for deriving nalytical properties in a
Bayesian xperimental design framework.
Example 2 Consider q = 3, = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, d w can be expressed by
w =

f00
f10
f20
f 1
f02
f11
f12
f21
f22

. (15)
L t ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for 7) and (15) are given as
M =

1 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 ω3 ω
2
3 0 0 0 0
0 0 1 1 1 1
0 0 3
2
3 ω3 ω
2
3
0 0 3 3 ω
2
3 ω
2
3
0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
ω23 −r1
− ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
ω23 −r1
− ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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 Then, 
The parameters {fa| ∈ IA} are i dep n-
den . Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T b denoted by w.
Then, (8) can be also express d by th equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T
Mor over, consider the r lation between u in
Sec. 3 2 and w in Sec. 3 3. In [8], the foll wing
equations about the rel tion are already pro-
vide .
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
m∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f ...0 l0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the foll wing qua-
tion:
u =Mw. (13)
As th rank ofM is appare tly K, the inv rs
ofM l o xists. Hence, the foll wi g equati n
holds.
M−1u = w. (14)
Using (13) and (14), th tr di ional mo el
can be convert d to the model based on or-
thon rmal system, and vice ver a. As e can
see in the next sec ion, this co verting is de-
sirable for deriving an lytical properties in a
Bay sian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 1 , 20, 01,
02, 11, 1 , 21, 22}, and w can b expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using 0 , 1 , (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
2
3 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
+ 2ω3
3(2 + ω3
. (19)
T n, the foll wing equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. ( 0)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
4
The parameters {fa|a ∈ IA} are i depe -
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, conside the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM l o exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on r-
thonormal system, and vice ver a. As we can
see in the next sec ion, this co verting is de-
sirable for deriving an lytical properties in
Bay sian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. The , IA = {00, 1 , 2 , 0 ,
02, 11, 1 , 21, 22}, and w can b expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using 0 , 1 , (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
2
3 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
T n, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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The p rameters {fa|a ∈ IA} ar i depen-
dent. Let |IA| = K and IA = {a1 a2, . . . , K}.
Let (fa1 , fa2 , . . . , f K )
T be denoted by w.
The , (8) can be also expressed by the equa-
tion
t( ) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relatio between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the rel tion are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =
al (q)
al ̸ 0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using th se equa ions, we can construct a K×
K matrix M that satisfies th following equa-
tion:
u =Mw. (13)
As the ank ofM i pparently K, he inverse
fM also exists. Henc , the ollowing equation
holds.
M−1u = w. (14)
Using (13) a d (14), the t aditional model
ca be converted t the m l based on or-
thonormal system, and vice v rsa. As we can
see in the next section, this co verting is de-
sirable for deriving an lytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 1 , 20, 01,
02, 11, 1 , 21, 22}, d w can b expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
L t ω3 = e
2pii/3. Using ( ), ( 1), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0
0 1 1 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 ω3 ω
2
3 0 0 0 0
0 0 1 1 1 1
0 0 3
2
3 ω3 ω
2
3
0 0 3 3 ω
2
3 ω
2
3
0 0 23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
+ 2ω3
3(2 + ω3)
. (19)
T n, the following equations are holds.[
1ω
2
3 −r1
− 1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
1ω
2
3 −r1
− 1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T b denoted by w.
Then, (8) can be also expressed by th equa-
ti n
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x) a2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0a 0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0 l0... am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w ca be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
( 6)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
− 1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2( )
α2(1)
]
=
[
f01
f02
]
. (21)
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 n b  expressed by
  Let 
The parameters {fa|a ∈ IA} re indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relat on are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al ...0am0...0.
(12)
Using these equati ns, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = { 0, 0, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f 0
f10
f20
f01
f02
f11
f 2
f 1
f22

. (15)
Let ω3 = e
2pii/3. Using (1 ), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 3
2
3
0 0 0 0 0 ω3 3
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. Fir t, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. ( 9)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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 sing (10), (11), ( 2), 
and 
The para ete s {fa|a ∈ IA} are indepen-
den . Let |IA| = K IA = {a1,a2, . . ,aK}.
Let ( 1 , fa2 , . . . , f K )
T be d noted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consid r the relation b twee u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation a already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f ...0al0...0am0...0.
(12)
Using these equations, we can co struct a K×
K matrix M that satisfi s the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, th inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) d (14), the ra itional odel
can be converte to th model based on or-
thonormal system, and ice versa. As we can
see in the x section, this convert g is de-
sirable for derivi g analytical properties in a
B yesian exp rimental design framework.
Example 2 Co sider q = 3, n = 2 and A =
{ 0 10 0, 11}. The , IA = { 0, 10, 20, 01,
02, 11, 2, 1, 22}, and w can be expressed by
w =


0
1
20
1
02
1
12
1
f22


. (15)
Let ω3 e
2pii/3. Using (10), (1 ), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) ar given as
M =


1 0 0
1 1
ω3 ω
2
3 0 0
1 1
ω3 ω
2
3 0 0 0 0
1 1 1 1
2
3
3
2 2
0 0 0 0 0 ω23 1 1 ω3


.
(16)
Next, I explain M−1. First, let r1, s1, s2 e-
note
r1 =
1
ω23 − ω
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3
. (19)
Then, the following equations are holds.[
2
−r1ω3 r1
] [
0
α1(1)
]
=
[
1
f20
]
. (20)
[
2
−r1ω3 r1
] [
0
α2(1)
]
=
[
1
f02
]
. (21)
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 fro  ],
The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
sing these equations, we can construct a K×
K atrix th t satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted o the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for d iving analytical properti s in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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t  
satisfies (13) for (7) and (15) are given as
  Next, I explain 
The parameters {fa|a ∈ IA} re indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) c n be also expres ed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations abou the relation are already pro-
vided.
µ = f0...0. (1 )
αl(φ) =
∑
al∈GF (q)
l ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
l ̸=0
∑
am∈GF (q)
̸=0
Xal(φ)Xam(ψ)f0...0al0... am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. He ce, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on r-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian exp imental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 2 }, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and ( 5) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2 ω23
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, M−1. Fi st, let r1, s1, s2 de-
note
r1 =
1
ω23 −
, (17)
s1 =
− ω3
3(2 + )
, (18)
s2 =
+ ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α (0)
α (1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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. irst, let 
The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = { 1,a2, . ,aK}.
Let (fa1 , fa2 , . , faK )
T be denoted by w.
Then, (8) can be als expres e by the qua-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . XaK (x)]T .
Moreover, consider the relation betwe n u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about th relation are already pro-
vided.
µ = f0.. 0. (10)
αl(φ) =
al∈GF (q)
al ̸=0
Xal(φ)f0.. 0al0.. 0. (1 )
βl,m(φ, ψ) =
al∈GF (q)
al ̸=0
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0.. 0al0.. 0am0.. 0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13
As the rank ofM is ap arently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
se in the next s ction, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental esign framework.
Example 2 Consider q = 3, n = 2 and A =
{0 , 10, 10, 1 }. Then, IA = {0 , 10, 20, 01,
0 , 1 , 12 21, 2 }, and w can be expres ed by
w =

f0
f10
f20
f01
f02
f1
f12
f21
f2

. (15)
Let ω3 = e
2pii/3. Using (1 ), (1 ), (12), and
Xl(k) = ωlk3 from [1 ], M that satisfies (13)
for (7) nd (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
ω3 ω
2
3 0 0 0 0 0
0 1 1 0 0 0 0
0 ω3 ω
2
3 0 0 0 0
0 0 0 1 1 1 1
0 0 0 ω3 ω
2
3 ω3
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1( )
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2( )
]
=
[
f01
f02
]
. (21)
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The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relatio are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the followi g equ -
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional mod l
can be converted to the model based -
thonormal system, d vice versa. As w can
see in the next secti , this converting is d -
sirable for deriving analytical prop r ies in
Bayesian experiment l design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 1 , 0, 0 ,
02, 11, 12, 21, 22}, an w can be expressed by
=

f00
f10
f20
f01
f02
f11
f12
f 1
f22

. (15)
L t ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
no e
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1, 2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by th equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
qua ions about the rel tion are lr ady pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al ...0 (11)
βl,m φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
U ing these eq ations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1 = w (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experim ntal design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
21
f22

. (15)
Let ω3 e
2pii/3. Using ( 0), ( 1), (12), and
Xl(k) = ωlk3 from [11], M that satisfi s (13)
for 7 and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0
0 0 0 1 1 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 ω23 1 1 ω3



.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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The parameters {fa|a ∈ IA} ar indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ( Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Mo over, consider the relation bet een u in
Sec. 3 2 and w i Sec. 3.3. In [8], the following
equatio s bout th rel tion are alread pro-
vid d.
µ = f0...0. 0
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF ( )
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, he invers
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable fo deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3 n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =


f00
f10
f20
f0
f02
f11
f12
f21
f22


. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =


1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3



.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, ( 7)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (2 )
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
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The parameters {fa|a ∈ IA} are indepen-
dent. et |IA| = K nd IA = { 1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T e denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
here
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider he relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
( 2
Using thes equations, we can c nstruct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (1 )
As the rank ofM is apparently K, th inverse
ofM also exi s. Hence, th following equatio
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
ca b converted to the model based on or-
thonormal sy em, a d vic ver a. As we an
see in the next section, is c nvert is de-
sirable for deriving analytical properties in
Bayesian experime tal design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f 0
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies ( 3)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
4
The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K nd IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by .
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Mor over, co sid r the r lation b tween u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vid d.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0... am0...0.
(12)
U ing these equations, we can construct a K×
K matrix M hat satisfies the following eq a-
ti n:
u =Mw 3
As the rank ofM i appar n ly K, the inverse
ofM also exists. Hence, the following equati n
holds.
M−1u = w. (14)
Using (13) and (14), traditional model
can be conv rted to the model based on or-
thonormal system, and vice versa. As we can
see i the next s ction, this conve ting is de-
sirable for deriving analytic l properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =


00
0
0
01
f02
f11
f12
f21
f22


. ( 5)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and 5) are given as
M =


1 0 0 0 0
1 1 0 0 0 0
ω3 ω
2
3 0 0 0 0
1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 ω3


.
(16)
Next, I explain −1. First, let r1, s1, s2 de-
note
r =
1
ω23 − ω3
, ( 7)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the foll wing equations are holds.[
r1
2
3 −r1
−r1ω3 r1
] [
1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
2
2
01
02
1
4
Th p r meters {fa|a ∈ IA} are indepe -
dent. Let |IA| K and IA = { 1,a2, . . . ,aK}.
et (fa1 , fa . . . , faK )
T b d ote by .
Then, (8) can be also expr ssed by th equa-
tion
t(x = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the rel tion between u in
Se . 3.2 and w in Sec. 3.3. In [8], the following
equations about the el tion a lready pr -
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
β ,m(φ, ψ)∑
al∈GF (q)
al ̸=0
m∈GF (q)
am ̸=0
Xal φ) m(ψ) 0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is pparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the tra itional model
can be converted to the model based on or-
thonormal syst m, and vice versa. As we ca
see in the next section, this converting is de-
sirable for deriving analytical prop rties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then IA {00, 10, 20, 01,
02, 11, 2, 1 2}, and w can be expressed by
w =

00
f10
f20
f01
f02
f11
f12
f21
f22

. ( 5)
L t ω3 = e
2pii/3. Using (10), (11), ( 2), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given a
M =

1 0 0 0 0
0 1 1 0 0 0 0 0 0
0 3 ω
2
3 0 0 0 0 0
0 0 0 1 1 0 0 0
0 0 ω3 ω
2
3 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1 ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
4
The par met rs {fa| ∈ IA} r indepen-
dent. L t |IA| = K and IA = { 1, 2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by .
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
wh re
ϕ(x) =
[
a1(x) a2(x) . . XaK (x)
]T
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the foll wing
ations bo the relation are already p o-
vided.
µ = f0...0. ( )
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ Xam(ψ)f0...0al0...0am0...0.
(12)
Using se quations, we can construct a K×
K matrix M hat s tisfies th following qua-
tion:
u =Mw. (13)
As the r nk ofM is appar ntly K, the inverse
ofM also exis s. Hence, t following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the m del based on r-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

0
0
f20
f 1
f 2
f11
f 2
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = lk3 from [11], M that atisfi s (13)
for (7) and (15) are given as
M =



1 0 0 0
0 0 0
0 ω3 ω
2
3 0 0 0
0 0 0 1 1 0 0
0 0 0 ω3 ω
2
3 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω
2
3
2
3
0 0 0 0 0 ω23 1 3

.
( 6
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
ω23 − 3
, ( 7)
1
1−
( 3)
, ( 8)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1 3 r1
] [
α1(0)
1(1)
]
=
[
f10
20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
4
The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . XaK (x)]T .
Moreover, consid r the relation between u in
Sec. 3.2 and w in S c. 3.3. In [8], the following
equ tions about the relatio are already pro-
vided.
µ = f0... . (10)
αl(φ) =
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
m∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0.. 0am0...0.
(12)
Us ng these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u M . (13)
As the rank ofM is apparen ly K, the inverse
of also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) nd (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As w can
se in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian exp rimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 1 }. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/ . Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and ( 5 are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0
0 1 1 0 0 0 0
0 ω3 ω
2
3 0 0 0 0
0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
− ω3
3(2 + ω )
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, th f llowing equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (2 )
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Then, the following equations are holds.
Hence, 

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
He M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Model Based on an Orthonor-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
  iven as follows.
 □
4 Bayesian Experimental Design 
Model Based on an Orthonormal 
System
In Sec.3, it is shown that models expre-
ssed through the effect of each factor 
can be converted to those based on an 
orthonormal system. As models based 
on an orthonormal system are linear 
combinations of basis functions, we can 
apply some analytical properties by 
Bishop [4] to this model. This section uses 
the results of [4, Section 3.3] to show that 
the posterior distribution and predictive 
distribution can also be analytically 
derived in the Bayesian experimental 
framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed 
that target variable

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Model Base on an Orthonor-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bi hop [4] to this model. This section uses the
r sults of [4, Sectio 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get i t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
is  y a 
deter-ministic function with additive noise, 
which is a zero-mean Gaussian random 
variable with variance

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Model Based on an Orthonor-
mal System
In Sec.3, it is shown that models ex ressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
.
  Hence, using (9) and (14), the likelihood
function is given as
Consider a data set of inputs 

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2( , 0)
β1,2( , 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Model Bas d on an Orthono -
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on a orthonormal sys-
tem are linear combinations of basis functio s,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data se of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equati n
p( |X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Mo el Based on an Or honor-
mal System
In Sec.3, i is shown that models expressed
through the eﬀect f e ch fact r can be con-
verted to those based on an orthonormal sys-
t m. As m dels based on an orthonormal sys-
tem are linear com inations of basis functions,
we can apply some analy ical properties by
Bishop [4] to this model. Thi section uses the
results of [4, Secti n 3.3] to show that the pos-
teri r distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelih od Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues ar draw indep ndently, the next expres-
sion for the likelihood function i obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn TM−1u, σ2). (25)
Moreover, the likeliho d function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed ata, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
 w i t h  c o r e s p o d i ng 
target values 

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experiment l Design
Mod l Based on an Orthonor-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section us the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Fu ction
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random v riable with vari nce
σ2.
He ce, using (9) a d (14), t e likelihood
functio is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consi er a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are draw independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
.
.
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian fra ework, we can assume a prior
probability distrib tion of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distrib tion of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
. Let the 
variables 

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2( , 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2( , 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as f llows.
M−1 =
1 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 r1ω
2
3 −r1 0 0 0 0
0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bay sia Experimen al De ign
Model Based on an Orthonor-
mal System
In Sec.3, it i shown that models expressed
through th ﬀect of each factor can be con-
verted to those based on an orth normal ys-
tem. As models based on an orth normal ys-
tem are linear combinations of basis functions,
we can apply some nalytical properties by
Bishop [4] to this model. This section u es the
results of [4, Section .3] to show that the pos-
terior distribution and predictive distribution
can also be nalytically derived in the Bayesian
experi ental framework.
4.1 Likelihood Function
As explained in Sec. .3, it is assumed that tar-
get variable t(x) is given by a d terministic
function with additive noise, which is a zero-
m an Gaussian random variable with variance
σ2.
Hence, using (9) and (14), he likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a d ta set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that th se target val-
ues are drawn ind pendently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
wh re
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
.
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
pro ability distribution of u, which is denoted
by p(u). Under the observe d ta, X and t,
the posterior pro ability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
 be a col-
umn vector denoted by 

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, )
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Mod l Based on an O thonor-
mal System
In Sec.3, it is shown that models expressed
t rough the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As mo els based on an orthonorm l sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experi ental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, sing (9) and (14), t e likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consi er a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
t.
Under the assumption that these target val-
ues are raw independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
... . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distrib tion of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distrib tion of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
  Under the assumption that these target 
The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. (10)
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =

f00
f10
f20
f01
f02
f11
f12
f21
f22

. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =

1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3

.
(16)
Next, I explain M−1. First, let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
4
The parameters {fa|a ∈ IA} are indepen-
dent. Let |IA| = K and IA = {a1,a2, . . . ,aK}.
Let (fa1 , fa2 , . . . , faK )
T be denoted by w.
Then, (8) can be also expressed by the equa-
tion
t(x) = ϕ(x)Tw + ϵ, (9)
where
ϕ(x) =
[Xa1(x)Xa2(x) . . .XaK (x)]T .
Moreover, consider the relation between u in
Sec. 3.2 and w in Sec. 3.3. In [8], the following
equations about the relation are already pro-
vided.
µ = f0...0. 0
αl(φ) =
∑
al∈GF (q)
al ̸=0
Xal(φ)f0...0al0...0. (11)
βl,m(φ, ψ) =∑
al∈GF (q)
al ̸=0
∑
am∈GF (q)
am ̸=0
Xal(φ)Xam(ψ)f0...0al0...0am0...0.
(12)
Using these equations, we can construct a K×
K matrix M that satisfies the following equa-
tion:
u =Mw. (13)
As the rank ofM is apparently K, the inverse
ofM also exists. Hence, the following equation
holds.
M−1u = w. (14)
Using (13) and (14), the traditional model
can be converted to the model based on or-
thonormal system, and vice versa. As we can
see in the next section, this converting is de-
sirable for deriving analytical properties in a
Bayesian experimental design framework.
Example 2 Consider q = 3, n = 2 and A =
{00, 10, 10, 11}. Then, IA = {00, 10, 20, 01,
02, 11, 12, 21, 22}, and w can be expressed by
w =


f00
f10
f20
f01
f02
f11
f12
f21
f22


. (15)
Let ω3 = e
2pii/3. Using (10), (11), (12), and
Xl(k) = ωlk3 from [11], M that satisfies (13)
for (7) and (15) are given as
M =


1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 ω3 ω
2
3 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 ω3 ω
2
3 0 0 0 0
0 0 0 0 0 1 1 1 1
0 0 0 0 0 ω3 ω
2
3 ω3 ω
2
3
0 0 0 0 0 ω3 ω3 ω
2
3 ω
2
3
0 0 0 0 0 ω23 1 1 ω3


.
(16)
Next, I explain M−1. First let r1, s1, s2 de-
note
r1 =
1
ω23 − ω3
, (17)
s1 =
1− ω3
3(2 + ω3)
, (18)
s2 =
1 + 2ω3
3(2 + ω3)
. (19)
Then, the following equations are holds.[
r1ω
2
3 −r1
−r1ω3 r1
] [
α1(0)
α1(1)
]
=
[
f10
f20
]
. (20)
[
r1ω
2
3 −r1
−r1ω3 r1
] [
α2(0)
α2(1)
]
=
[
f01
f02
]
. (21)
4 
s1 −s2 2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Model Based n a Orthon r-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically d rived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random vari ble with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t( N)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(x )|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK 1)
Xa1(x2) Xa2(x2 . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =

1 0 0 0 0 0 0 0 0
0 r1ω
2
3 − 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
r1ω
2
3 −r1 0 0 0 0
−r1ω3 r 0 0
0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2
0 0 0 0 0 s2 −s1 −s1 −1

.
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□
4 Bayesian Experimental Design
Model Based on an Orthonor-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
te . As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) s given by a deterministic
function with additive oise, which is a zero-
mean Gaussian rando variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of i puts X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let t e variables
{t(x1), . . . , t(xN)} be a column vector d noted
by t.
Under the assu ption that these target val-
ues are drawn independently, the next xpres-
sion for the lik lihood function is obtain d as
p(t|X,u, σ2)
=
N∏
n 1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expres d by the
equation
p(t|X,u, σ2 = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is de oted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, w ich
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
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
s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0
0 0 0 ω3 r1
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 s1 s2 1
0 0 0 0 0 s2 −s1 s1 −1

.
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□
4 Bayesian Experimental Design
Mod l Based on an Orthonor-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section u es the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framew rk.
4.1 Likelihood Function
As explai ed in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with vari nce
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). 25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=
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Xa1(x1) Xa2(x1) . . . XaK (x1)
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. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
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(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the obse ved data, X and t,
the osterior probability distribution of u ca
be calculated by using Bayes’ theorem, which
takes the form
p(u| , t) = p(t|X,u)p(u)
p(X, t)
. (28)
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f11
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□
4 Bayesian Experimental Design
Model Based on an Orthonor-
mal S ste
In Sec.3, it is shown that models expressed
through the eﬀect of each f ctor can b con-
verted t those based on an ortho ormal sys-
tem. As mode s based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show th t the pos-
teri r distribution and predictive distribution
can also be analyti ally derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by deterministic
function wi h additive noise, which is a zero-
ean Gaussian ra dom v ri ble with variance
.
Hence, using (9) and (14), the likelihood
functio is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these t rg t val-
ues are drawn independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
w re
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
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values are drawn independently, the next 
expression for the likelihood function is 
obtained as
Moreover ,  the l ike l ihood funct ion 

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Model Based on an Orthonor-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a colu n vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
  also be expressed by 
the equation
where
4.2 Bayesian Approach
In a Bayesian framework, we can assume 
a prior probability distribution of

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Model Based on an Orthonor-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the v riables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a B yesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
 
which is denoted by

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0
0 −r1ω3 r1 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0
0 0 0 −r1ω3 r1 0 0
0 0 0 0 0 s1 s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Model Based on an O thonor-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basi functions,
we can apply some analytical properties by
Bishop [4] to this mod l. This sec ion uses the
results of [4, Section 3.3] to show that the pos-
erior distribution and predictive distribution
can lso be analytically derived in the Bayesian
expe imental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
g t variable t(x) is given by a deterministic
function with additive noise, which is a zero-
me Gaussian random variable with variance
σ2.
Hence, usi g 9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assump ion th t these target val-
ues are drawn i depende tly, the next expres-
sion for the likelihood func io is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreov r, the likelihood function
p(t|X,u, σ2) can also b express d by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
..
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a B yesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the osterior probability distributio of u can
b calculated by u ing Bayes’ theorem, which
takes the form
p(u|X, t) = t|X,u)p(u)
p(X, t)
. (28)
5
 nder the 
observed data,

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
Model Based on an Orthonor-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
ion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
here
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian fram work, we c n assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed dat X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
a

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, −1 is given as follows.
−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 ayesian xperi ental esign
odel ased on an rthonor-
al Syste
In Sec.3, it is shown that models expre sed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Func ion
As explained in Sec. 3.3, it is a sumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gau sian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)T −1u, σ2).(24)
Consider a data set of inputs =
{x1, . . . ,xN} with co responding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the a sumption that these target val-
ues are drawn independently, the next expres-
sion for the likelihood function is obtained as
p(t| ,u, σ2)
=
N
n=1
N (t(xn)|ϕ(xn)T −1u, σ2). (25)
oreover, the likelihood function
p(t| ,u, σ2) can also be expre sed by the
equation
p(t| ,u, σ2) = N (t|Φ −1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian pproach
In a Bay sia framework, we can a sume a prior
probability distribution of u, which is denoted
by p(u). Under the o , nd t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the for
p(u| , t) = p(t| ,u)p(u)
p( , t)
. (28)
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the posterior 
probability distributio  of

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β ,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0
0 0 r1ω
2
3 −r1 0 0 0 0
0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 1 s2 −s2 −1
0 0 0 0 s2 s1 1
0 0 0 0 1 s1 s2 1
0 0 0 0 2 s1 −s1 −1

.
(23)
□
4 Bayesian Experim ntal Design
Model Based on an Orthonor-
mal System
In Sec.3, it is shown that models expressed
through the eﬀect of ea h factor can be con-
vert d to th se based on an orthonormal sys-
tem. As models based o an orthonormal sys-
t m are line r combin tions of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section uses the
results f [4, Section 3.3] to s ow that the pos-
terior distribution and predictive distribution
c also be analytically derived in the Bayesian
experi ntal framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
g t variable t(x) is given by a deterministic
function with additive noise, which is a zero-
me Gaussian random variable with variance
σ2.
Hence, using (9 and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues 1), . . . , t(xN). Let th variabl s
{ 1), . . . , t( N)} be a olumn vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
ion for the likelih od function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

1 Xa2(x1) . . . XaK (x1)
1 Xa2(x2) . . . XaK (x2)
...
...
. . .
...
1 Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bay sia framework, we c n assume a prior
probability distribution of u, which is denoted
by p(u). Und the observed data, X and t,
the p sterior probab lity distribution of u can
be calc lated by using Bayes’ t eorem, which
takes the for
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
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can be 
calculated by using Bayes' theorem, which
takes the form
In other words, we can evaluate the 
uncertainty in 

s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =

f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r1ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experime tal Design
Model Based on n Orth nor-
mal Sys em
In Sec.3, it is show that mo els xpressed
through the eﬀect of e ch factor ca b con-
vert d to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinations of basis functions,
we can apply some analytical properties by
Bishop [4] to thi model. This s tion use the
results of [4, Section 3.3] to show th t th pos-
terior distribution and predictive distribution
can also be analytically derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with additive noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} with corresponding target val-
ues t(x1), . . . , t(xN). Let the variab es
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are drawn i depend tly, the next expres-
si n for the likelih od function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1u, σ2I), (26)
where
Φ=

Xa1(x1) Xa2(x1) . . . XaK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
5
 after we have observed In other words, we can evaluate the uncertainty
in u after we have observed X and t, in the
form of the posterior probability p(u|X, t).
4.3 Prior and Posterior Probability
As described, I assume a prior probability dis-
tribution over the model parameters u. I will
treat the variance σ2 as a known constant.
Theorem 1 Let the likelihood function be
given by (26). The corresponding conjugate
prior is given by a Gaussian distribution of the
form
p(u) = N (u|m0,S0). (29)
Then the posterior probability is given by the
equation
p(u|X, t, σ2) = N (u|mN ,SN), (30)
where
mN = SN
(
1
σ2
(M−1)TΦT t+ S−10 m0
)
,
(31)
S−1N =
1
σ2
(M−1)TΦTΦM−1 + S−10 . (32)
Proof of Theorem 1:
Using Bayes’ theorem, the posterior distribu-
tion can be written as
p(u|X, t, σ2)
∝ p(t|X,u, σ2)p(u)
= N (t|ΦM−1u, σ2I)N (u|m0,S0)
∝ exp
{
− 1
2σ2
(t−ΦM−1u)T (t−ΦM−1u)
}
· exp
{
−1
2
(u−m0)TS−10 (u−m0)
}
= exp
{
−1
2
uT
(
1
σ2
(M−1)TΦTΦM−1 + S−10
)
u
+uT
(
1
σ2
(M−1)TΦT t+ S−10 m0
)
+ const
}
= exp
{
−1
2
(u−mN)T S−1N (u−mN) + const
}
,
(33)
where mN , S
−1
N are given by (31), (32) re-
spectively, and const denotes quantities inde-
pendent of u. We see that as a function of u,
this is also a quadratic form, and hence the pos-
terior distribution will be Gaussian with mean
vector mN and covariance matrix SN . □
Theorem 1 shows that the posterior distribu-
tion can also be analytically derived within a
Bayesian experimental framework.
4.4 Predictive Distribution
In experimental designs, it is important to con-
sider the predictive distribution. The predic-
tive distribution [12] is deﬁned by
p(t|x, t, σ2) =
∫
p(t|x,u, σ2)p(u|X, t, σ2)du.
(34)
The predictive distribution shown by
Bishop [4, Sec. 3.3.2] can be also applied
to this Bayesian experimental design frame-
work.
If the conditional distribution p(t|x,u, σ2) is
given by (24) and the posterior distribution is
given by (30), then the predictive distribution
is given as
p(t|x, t, σ2) = N (t|mTNϕ(x), σ2N(x)),(35)
where the variance σ2N(x) of prediction distri-
bution is given by
σ2N(x) = σ
2 + ϕ(x)TSNϕ(x). (36)
Generally, it is diﬃcult to derive the predic-
tive distribution analytically. However, using
experimental models based on an orthonormal
system, the predictive distribution can also be
analytically derived in a Bayesian experimental
framework.
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Theorem 1 Let the likelihood function 
be given by (26). The corresponding 
conjugate prior is given by a G ussian 
distribution of the form
  Then the po terior probability is given 
by the equation
where
Proof of Theorem 1:
  Using Bayes' theorem, the posterior 
distribution can be written as

s1 −s2 −s2 −1
1 s2 s 1
1 s1 s2 1
s2 −s1 −s1 −1


β ,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1)
 =
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f11
f12
f21
f22
 .
(22)
Hence, M−1 is given as follows.
−1 =
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0 r1ω
2
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(23)
□
4 Bayesian Experimental Design
Model Based on an Orthonor-
mal System
In Sec.3, it is shown that m dels expressed
through the eﬀect of each factor can be con-
verted to those based on an orthonormal sys-
tem. As models based on an orthonormal sys-
tem are linear combinat ons of basis functions,
we can apply some analytical properties by
Bishop [4] to this model. This section use the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can also be anal tically derived in the Bayesian
experimental framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variabl t(x) is give by deterministic
function with additive noise, which is a z ro-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Consider a data set of inputs X =
{x1, . . . ,xN} wi h corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that these target val-
ues are drawn independently, the next expres-
sion for the likelihoo functio is obtain d as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t|X,u, σ2) = N (t|ΦM−1 , σ2I), (26)
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...
...
. . .
...
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 .
(27)
4.2 Bayesian Approach
In a Bayesian framework, we can assume a prior
probability distribution of u, which is denoted
by p(u). Under the observed data, X and t,
the posterior probability distribution of u can
be calculated by using Bayes’ th orem, which
takes the f rm
p(u|X, t) = p(t|X,u)p(u)
p(X, t)
. (28)
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4.1 L kelihood Function
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function is given as
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takes the form
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Proof of Theorem 1:
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terior distribution will be Gaussian with mean
vector mN and covariance matrix SN . □
Theorem 1 shows that the posterior distribu-
tion can also be analytically derived within a
Bayesian experimental framework.
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where the variance σ2N(x) of prediction distri-
bution is given by
σ2N(x) = σ
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Generally, it is diﬃcult to derive the predic-
tive distribution analytically. However, using
experimental models based on an orthonormal
system, the predictive distribution can also be
analytically deriv in a Bayesian experimental
framework.
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
s1 −s2 −s2 −1
1 s2 s1 1
1 s1 s2 1
s2 −s1 −s1 −1


β1,2(0, 0)
β1,2(0, 1)
β1,2(1, 0)
β1,2(1, 1
 =

f11
f12
f21
f22
 .
(22)
Hence, M 1 is given as follows.
M−1 =
1 0 0 0 0 0 0 0 0
0 r1ω
2
3 −r1 0 0 0 0 0 0
0 −r1ω3 r1 0 0 0 0 0
0 0 0 r1ω
2
3 −r1 0 0 0 0
0 0 0 −r ω3 r1 0 0 0 0
0 0 0 0 0 s1 −s2 −s2 −1
0 0 0 0 0 1 s2 s1 1
0 0 0 0 0 1 s1 s2 1
0 0 0 0 0 s2 −s1 −s1 −1

.
(23)
□
4 Bayesian Experimental Design
M del Based n an Orthonor-
mal System
In Sec.3, it is shown th t models expressed
through the eﬀect of each factor can be con-
verted to those based on an or onormal sys-
tem. As models based on an orthonormal sys-
tem are linear co binations of basis functio s,
we can apply so e analytical properties by
Bishop [4] to this model. This section uses the
results of [4, Section 3.3] to show that the pos-
terior distribution and predictive distribution
can al o be analytically erived in the Bayesian
experim ntal framework.
4.1 Likelihood Function
As explained in Sec. 3.3, it is assumed that tar-
get variable t(x) is given by a deterministic
function with addit ve noise, which is a zero-
mean Gaussian random variable with variance
σ2.
Hence, using (9) and (14), the likelihood
function is given as
p(t|x,u, σ2) = N (t|ϕ(x)TM−1u, σ2).(24)
Co si er a data set of inputs X =
{x1, . . . ,xN} wi h corresponding target val-
ues t(x1), . . . , t(xN). Let the variables
{t(x1), . . . , t(xN)} be a column vector denoted
by t.
Under the assumption that th se target val-
ues are draw independently, the next expres-
sion for the likelihood function is obtained as
p(t|X,u, σ2)
=
N∏
n=1
N (t(xn)|ϕ(xn)TM−1u, σ2). (25)
Moreover, the likelihood function
p(t|X,u, σ2) can also be expressed by the
equation
p(t| ,u, σ2) = N (t|ΦM−1u, σ2I), (26)
wher
Φ=

Xa1(x1) Xa2(x ) . . . aK (x1)
Xa1(x2) Xa2(x2) . . . XaK (x2)
...
...
. . .
...
Xa1(xN) Xa2(xN) . . . XaK (xN)
 .
(27)
4.2 Bayesian Approach
In a Bayesia framework, we can assume a prior
probability distri ution of u, which is denoted
p(u). Under the obs rved data, X and t,
th posterior prob bility distribution of u can
be calc lated by using Bay s’ theorem, which
takes the form
p(u|X, t) = p(t|X,u)p( )
p(X, t)
. (28)
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In other words, we can evaluate the u certainty
in u after we have observed X and t, in the
form of the posterior probability p(u|X, t).
4.3 Prior and Posterior Probability
As described, I assume a prior probability dis-
tribution over the model p amet s . I will
t eat the variance σ2 as a known constant.
Theorem 1 Let the likelihood function be
given by (26). The corresponding conjugate
prior is given by a Gaussian distribution of the
form
p(u) = N (u|m0,S0). (29)
Then the posterior probability is given by the
equation
p(u|X, t, σ2) = N (u|mN ,SN), (30)
where
mN = SN
(
1
σ2
(M−1)TΦT t+ S−10 m0
)
,
(31)
S−1N =
1
σ2
(M−1)TΦTΦM−1 + S−10 . (32)
Proof of Theorem 1:
Using Bayes’ theorem, the posterior distribu-
tion can be written as
p(u|X, t, σ2)
∝ p(t|X,u, σ2)p(u)
= N (t|ΦM−1u, σ2I)N (u|m0,S0)
∝ exp
{
− 1
2σ2
(t−ΦM−1u)T (t−ΦM−1u)
}
· exp
{
−1
2
(u−m0)TS−10 (u−m0)
}
= exp
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−1
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u
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,
(33)
where mN , S
−1 are given by (31), (32) re-
spectively, and const denotes quantities inde-
pendent of u. We see that as a function of u,
this is also a quadratic form, and henc the pos-
terior distribution will b G ussian ith mean
vector mN and covariance matrix SN . □
Theorem 1 shows that the posterior distribu-
tion can also be analytically derived within a
Bayesian experimental framework.
4.4 Predictive Distribution
In ex erimental designs, it is important to con-
sider the predictive distribution. The predic-
tive distribution [12] is deﬁned by
p(t|x, t, σ2) =
∫
p(t|x,u, σ2)p(u|X, t, σ2)du.
(34)
The predictive distribution sh wn by
Bishop [4, Sec. 3.3.2] can be als a plied
to this Bayesian experimental design frame-
work.
If the conditional distribution p(t|x,u, σ2) is
given by (24) and the posterior distribution is
given by (30), then the predictive distribution
is given as
p(t|x, t, σ2) = N (t|mTNϕ(x), σ2N(x)),(35)
where the variance σ2N(x) of prediction distri-
bution is given by
σ2N(x) = σ
2 + ϕ(x)TSNϕ( ). (36)
Generally, it is diﬃcult to derive the predic-
tive distribution analytically. However, using
experimental models based on an orthonormal
system, the predictive distribution can also be
analytically derived in a Bayesian experimental
framework.
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form
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Theorem 1 shows that the posterior distribu-
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framework.
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tribution over th m del parameters u. I will
treat the variance σ2 as a known constant.
Theorem 1 Let the likelihood function be
give by (26). The corresponding conjugate
p ior is given by a Gaussian distribution of the
form
p(u) = N (u|m0,S0). (29)
Then the posterior probability is given by the
equation
p(u|X, t, σ2) = N (u|mN ,SN), (30)
where
mN = SN
(
1
σ2
(M−1)TΦT t+ S−10 m0
)
,
(31)
S−1N =
1
σ2
(M−1)TΦTΦM−1 + S−10 . (32)
Proof of Theorem 1:
Using Bayes’ theorem, the posterior distribu-
tion can be written as
p(u|X, t, σ2)
∝ p(t|X,u, σ2)p(u)
= N (t|ΦM−1u, σ2I)N (u|m0,S0)
∝ exp
{
− 1
2σ2
(t−ΦM−1u)T (t−ΦM−1u)
}
· exp
{
−1
2
(u−m0)TS−10 (u−m0)
}
= exp
{
−1
2
uT
(
1
σ2
(M−1)TΦTΦM−1 + S−10
)
u
+uT
(
1
σ2
(M−1)TΦT t+ S−10 m0
)
+ co st
}
exp
{
−1
2
( −mN)T S−1N −mN) + const
}
,
(33)
where mN , S
−1
N are given by (31), (32) re-
spectively, and const denotes quantities inde-
pendent of u. We see that as a fu ction of u,
this is also a quadratic form, and hence the pos-
terior distribution will be Gaussian with mean
vector mN and covariance matrix SN . □
Th rem 1 shows that the posterior distribu-
tion can also be analytically derived within a
Bayesian experimental framework.
4.4 Predi iv Distribution
In experimental designs, it is important to con-
sider the predictive distribution. The predic-
tive distribution [12] is deﬁned by
p(t|x, t, σ2) =
∫
p(t|x,u, σ2)p(u|X, t, σ2)du.
(34)
The predictive distribution shown by
Bishop [4, Sec. 3.3.2] can be also applied
to this Bayesian experimental design frame-
work.
If the conditional distribution p(t|x,u, σ2) is
given by (24) and the posterior distrib tion is
given by (30), then the predictive istribution
is given as
p(t|x, t, σ2) = N (t|mTNϕ(x), σ2N(x)),(35)
where the variance σ2N(x) of prediction distri-
bution is given by
σ2N(x) = σ
2 + ϕ(x)TSNϕ(x). (36)
Generally, it is diﬃcult to derive the predic-
t ve distribution analyti lly. However, usi g
experimental models based on an orthonormal
system, the redictive distribution can also be
analytically derived in a Bayesian experimental
framework.
6
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widely, especially in health care, where a 
Bayesian framework is necessary because 
the experiments are expensive.
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