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a b s t r a c t
Partial words are sequences over a finite alphabet that may contain wildcard symbols,
called holes, which match, or are compatible with, all letters in the alphabet ((full) words
are just partial words without holes). The subword complexity function of a partial wordw
over a finite alphabet A assigns to each positive integer, n, the number, pw(n), of distinct full
words over A that are compatible with factors of length n ofw. In this paper, with the help
of our so-called hole functions, we construct infinite partial words w such that pw(n) =
Θ(nα) for any real number α > 1. In addition, these partial words have the property that
there exist infinitely many non-negative integers m satisfying pw(m+ 1)− pw(m) ≥ mα .
Combining these results with earlier ones on full words, we show that this represents a
class of subword complexity functions not achievable by full words. We also construct
infinite partial words with intermediate subword complexity, that is, between polynomial
and exponential.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let A be a k-letter alphabet, and letw be a finite or infinite word over A. A subword or factor ofw is a block of consecutive
letters of w. The subword complexity function of w assigns to each positive integer, n, the number, pw(n), of distinct
subwords of length n ofw. The subword complexity, also called symbolic complexity, of finite and infinitewords has become
an important research topic in Combinatorics on Words. Application areas include Dynamical Systems, Ergodic Theory,
Number Theory, and Theoretical Computer Science. We refer the reader to Chapter 10 of [2], which surveys and discusses
the subword complexity of finite and infinite words. Ref. [1,15] provide other surveys. Ref. [12] shows how the so-called
special and bispecial factors can be used to compute the subword complexity. Ref. [16] gives another interesting approach
based on the gap function.
To determine which functions may be the subword complexity function of an infinite word is a well-known open
problem. A list of necessary and of sufficient conditions is given in [15].
Specificmethods have been given for constructingwordswwith subword complexity function pw(n) = an+b ultimately
for some integers a, b (an infinite wordw has subword complexity φ(n) ultimately if the subword complexity function ofw
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is φ(n) for all n sufficiently large). In particular, it is known (see [12]) how to construct words w with subword complexity
pw(n) = an + b ultimately when either a ≥ 2, or 0 ≤ a ≤ 1 and b ≥ 1. In [16], it is shown that, for all integers a, b, there
exists a gap-increasing word w with subword complexity pw(n) = an + b ultimately if and only if a ≥ 2. The words w
such that pw(n) = n + 1 are called Sturmian, and they have been extensively studied [18,20]. Ref. [21,5], for instance, are
concerned with words of complexity 2n and 2n+ 1, respectively.
For constructions of infinite full words with polynomial complexity, see [14,15,17]. A conjecture by Rauzy on the
trajectories of billiards in hypercubes gave rise to several papers [3,4,6,7] which define sequences of (exact) polynomial
complexity. However, most of these constructions tend to be quite complicated and involved.
On the far end of the spectrum we observe words w that achieve maximal subword complexity pw(n) = kn, where k is
the size of the alphabet, with the most prominent example of these being the Champernownewords. However, constructing
words with intermediate subword complexity, that is, with a complexity function that grows faster than any polynomial
but slower than any exponential, seems to be a difficult problem [13].
Motivated bymolecular biology of nucleic acids, Berstel and Boasson introduced partial words which are sequences over
a finite alphabet A thatmay containwildcard symbols called holes [8]. In [10,19], the subword complexity function of a finite
or infinite partial wordwwas considered. It assigns to each positive integer, n, the number, pw(n), of distinct full words over
A that are compatiblewith factors of length n ofw. Finite partial words of maximum subword complexity were investigated
in [10]. The problem of computing the subword complexity of partial words turns out to be ‘‘hard’’ [19].
In this paper, we construct infinite partial words w such that pw(n) = Θ(nα) for any real number α > 1. In addition,
these partial words have the property that there exist infinitely manym ∈ N such that sw(m) = pw(n+ 1)− pw(n) ≥ mα .
Combining this with results of Cassaigne on full words (see [11]), we demonstrate that this represents a class of subword
complexity functions not achievable by full words.
The contents of our paper is as follows. In Section 2, we discuss the terminology on partial words that we use throughout
the paper. We also extend some of the necessary conditions of [15], for a function to be the subword complexity function of
an infinite word, to the case of an infinite partial word. In Section 3, we introduce our so-called hole functions which play
an important role in this paper. The infinite partial word over the binary alphabet {a, b} with hole function H(n) is defined
as consisting of only as except for holes at all positions H(n) − 1, where n is a positive integer. We give a lower bound
on the subword complexity of the infinite partial word with any hole function H(n). In Section 3.1, we describe a counting
technique that we first apply to infinite partial words with hole functions of the form H(n) = ⌈2(n−1)/α⌉, where α > 1 is
a real number. We give an upper bound on their subword complexity. Such partial words satisfy pw(n) = Θ(nα). Using a
result of Cassaigne [11], we then show our main result that, for any α with 1 < α < 32 , the resulting functions are subword
complexity functions for partial words but not for full words. In Section 3.2, we extend our counting technique from our
previous results to hole functions of the form H(n) = ⌈nα⌉, where α > 1 is a real number. More precisely, we construct
partial words w with infinitely many holes such that log2 pw(n) is asymptotically equivalent to α
√
n, for any α > 1. We
provide actual bounds on pw(n) that become tighter (asymptotically approaching the desired value to within a factor of n)
as α becomes large. This provides a construction of infinite partial words with intermediate subword complexity.
2. Preliminaries
We begin by presenting some of the basics on partial words together with key definitions that we employ for the
remainder of this paper. For a more comprehensive study of partial words, please refer to [9].
Let A be a fixed non-empty finite set called an alphabet, whose elements we call letters. Aword over A is a finite sequence
of elements of A. We denote the set of all words over A by A∗, which under the concatenation operation for words forms a
free monoid whose identity element is the empty word, denoted ε. Unless explicitly stated, we assume that A contains at
least two distinct letters.
A partial wordw of length n over A is a functionw : {0, . . . , n− 1} → A ∪ {}, where  is the wildcard symbol, not part
of the alphabet. We denote the length of w by |w|, and refer to the symbol at position i in w by w(i), where 0 ≤ i < n. For
i ∈ {0, . . . , n− 1}, ifw(i) ∈ A, then i belongs to the domain ofw, denoted D(w), and ifw(i) = , then i belongs to the set of
holes ofw, denoted H(w). If H(w) is empty, thenw is called a full word. We let A∗ denote the set of all partial words over A.
A partial word w is said to be periodic if there exists a positive integer p such that w(i) = w( j) whenever i, j ∈ D(w)
with i ≡ j mod p. We call the smallest such p theminimal period ofw, denoted p(w), and we refer tow as being p-periodic.
The partial word u is contained in the partial word v, denoted u ⊂ v, if |u| = |v| and u(i) = v(i) for all i ∈ D(u). Two
partial words u and v of equal length are compatible, denoted u ↑ v, if u(i) = v(i) for all i ∈ D(u) ∩ D(v). Equivalently, u
and v are compatible if there exists a partial word w such that u ⊂ w and v ⊂ w, in which case we denote by u ∨ v the
least upper bound of u and v. For example, the partial words u = aba and v = ab are compatible with a least upper
boundw = u∨ v = abab. The relation u ⊂ v is indeed an order (note for the transitivity property that u ⊂ v implies that
D(u) ⊂ D(v)).
A right infinite partial word (henceforth called an infinite partial word) over A is a functionw : N→ A ∪ {} (w is called
full ifw(i) ≠  for all i). Note that N = {0, 1, 2, . . .}. Similarly, a bi-infinite partial word over A is a functionw : Z→ A∪ {}
(w is called full if  is not in the codomain ofw).
An infinite partial word w over A is called periodic if there exist a positive integer p (called a period of w) and letters
a0, a1, . . . , ap−1 ∈ A such that, for all i ∈ N and j ∈ {0, . . . , p − 1}, i ≡ j mod p implies that wi ↑ aj. The word w is
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called ultimately periodic if there exists a finite partial word u and an infinite periodic partial word v (both over A) such that
w = uv. If v is a non-empty finite word, then we denote by vω the infinite wordw = vvv · · · of period |v|.
Given an infinite partial wordw over A, a finite partial word u is a factor ofw if u is a finite contiguous subsequence ofw,
that is, u is a factor ofw if there exists some i ∈ N such that u = w(i) · · ·w(i+|u|− 1). For any i, jwith 0 ≤ i ≤ j, the factor
w(i) · · ·w( j− 1) is often denoted byw[i..j). A finite full word u is a subword ofw, denoted u▹w, if there exists some i ∈ N
such that u ↑ w(i) · · ·w(i+ |u| − 1). Informally, under some ‘filling in’ of the holes inw with letters from A to form the full
word w′, there is some consecutive block of letters w′(i) · · ·w′(i + |u| − 1) such that w′(i) = u(0), w′(i + 1) = u(1), and
so on. Note that, in the context of this paper, subwords are always finite and full.
For an infinite partial word w, a completion wˆ is a function wˆ : N→ A such that wˆ(i) = w(i) if i ∈ D(w). A completion
wˆ is usually thought of as a ‘filling in’ of the holes of w with letters from A. We say that two infinite partial words u and v
are compatible, u ↑ v, if there exist completions uˆ and vˆ such that uˆ = vˆ.
Let w be a finite or infinite partial word over A. The subword complexity of w is the function which assigns to each
positive integer, n, the number pw(n) of distinct full words over A that are compatible with factors of length n of w (or
the number of distinct subwords of w of length n). We denote by Subw(i) the set of all subwords of w of length i, and by
Sub(w) = i≥0 Subw(i) the set of all subwords of w. Note that, if wˆ is a completion of w, then pwˆ(n) ≤ pw(n), since
Subwˆ(n) ⊆ Subw(n). In addition, pw(n) is precisely ||Subw(n)||.
We end this section by adapting some of the necessary conditions, listed by Ferenczi in [15], for a function to be the
subword complexity function of an infinite word.
Lemma 1. The following are necessary conditions for a function pw from N to N to be the subword complexity function of an
infinite partial wordw over a finite alphabet A:
1. pw is non-decreasing;
2. pw(m+ n) ≤ pw(m)pw(n) for all m, n;
3. whenever pw(n) ≤ n or pw(n+ 1) = pw(n) for some n, then pw is ultimately constant (constant from some integer on);
4. if A has k letters, then pw(n) ≤ kn for all n; if pw(n0) < kn0 for some n0, then there exists a real number κ < k such that
pw(n) ≤ κn for all n sufficiently large.
Proof. Conditions (1) and (2) are intuitive: every subword u of w of length n is an extension of some subword v of length
n−1 (equivalently, u has v as a prefix). Every subword of lengthm+n ofw is a combination of one of the pw(m) possibilities
for a prefix of lengthmwith one of the pw(n) options for a suffix of length n.
Condition (3) captures the case whenw is periodic or ultimately periodic.
When working over an alphabet of size k, we note that there exist at most kn distinct words of length n. Therefore,
pw(n) ≤ kn. Now, we prove the second part of necessary condition (4).
Suppose there exists a positive integer n0 such that pw(n0) < kn0 . There exist positive real numbers ξ and δ such that
ξ + δ < k, with pw(n0) < ξ n0 . Then there exists an integer N > 0 such that for all n ≥ N we have ξ n+n0 = Cξ n ≤ (ξ + δ)n,
where C = ξ n0 is a constant.
Let γ = ξ + δ. Choose n ≥ N , and set m = ⌈ nn0 ⌉. Then, using conditions (1) and (2), we see that pw(n) ≤ pw(mn0) ≤
(pw(n0))m. By our choice of ξ , pw(n) ≤ ξmn0 ≤ ξ n+n0 . Therefore, pw(n) ≤ γ n.
Since γ < k, this is indeed the desired constant. 
3. Hole functions
We now introduce the concept of a ‘‘hole function’’, which is central in this paper.
Definition 1. Wesay that an infinite partialwordw over the binary alphabet A = {a, b} is the partialwordwith hole function
H : N+ → N+ if w(i) =  when i = H(n) − 1 for some n ∈ N+, and w(i) = a otherwise. In other words, the nth hole
of w occurs at position H(n)− 1. (Hole functions are assumed to be strictly increasing.) The distance function between two
successive holes is denoted by h, namely, h(n) = H(n)− H(n− 1) for all integers n ≥ 2.
To illustrate this definition, we present the following example.
Example 1. If α = 5/4, then the infinite partial word
w =   a  a  aaa  aaaaa  aaaaaaaaaaa  aaaaaaaaaaaaaaaaaaaa  · · ·
is the partial word with hole function H(n) = ⌈24(n−1)/5⌉. The distance between the sixth and seventh holes is h(7) =
H(7)− H(6) = 28− 16 = 12.
We begin the analysis of the general construction of an infinite partial word with a given hole function by providing a
lower bound on its subword complexity.
Lemma 2. Suppose thatw is the infinite partial word with hole function H(n). Then the inequality pw(H(n)) ≥ 2n holds.
Proof. The prefix of lengthH(n) ofw contains n holes and thus has 2n distinct completions. Hence, the result 2n ≤ pw(H(n))
follows. 
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3.1. Hole functions of the form H(n) = ⌈2(n−1)/α⌉
For our purposes in this section, we consider partial words with hole functions of the form H(n) = ⌈2(n−1)/α⌉, where
α > 1 is a real constant. These functions are not always injective for small values of n. In such cases, we take the
corresponding partial wordw andw’s associated strictly increasing hole function.
We first give an upper bound on the subword complexity.
Lemma 3. Suppose that w is the infinite partial word with hole function H(n) = ⌈2(n−1)/α⌉. Then pw(H(n)) ≤ C2n, where C is
a constant independent of n.
Proof. We are interested in counting the number of distinct subwords of length m = H(n). We begin by making the
following crucial observation: let q ∈ N be such that h(n+ q+1) ≥ H(n). By definition, we know that H(n) ≤ 2(n−1)/α+1;
moreover, H(n+ q+ 1)−H(n+ q) ≥ 2(n+q)/α − 2(n+q−1)/α − 2. Then there exists q such that 2(q−1)/α 21/α − 1 ≥ 4, with
the desired property that h(n+ q+ 1) ≥ m.
This means that all distinct subwords of length m begin at positions less than H(n+ q) for some q, which depends only
on α but is independent of n. Thus, as the spacing between successive holes, h(i), grows, it eventually becomes larger than
m. Hence, any subword of lengthm starting at a position to the right of H(n+ q) contains at most one occurrence of b. Note
that there are exactly 1+ H(n) subwords of lengthm containing at most one occurrence of b: the word am which contains
no occurrences of b and the H(n) choices for placing a single b.
We now consider subwords with at least two occurrences of the letter b. An easy way to count these is to identify hole
i, or the ith hole of w, that contributes to the first occurrence of b in a subword u. Next, we consider all left shifts of u until
hole i is at position 0. Note that this approach allows for counting certain subwords multiple times; however, we are only
interested in providing an upper bound.
We need not consider subwords whose first occurrence of b is obtained by filling in the ith hole, i > n + q, since they
contain at most one b, and we have already counted these. So, suppose that the first hole we fill in with b is hole i with
1 ≤ i ≤ n + q. Then, the first occurrence of b can occupy at most one of the positions 0 ≤ j < H(i) in the subword. These
different positions of the first b are obtained by shifting to the left where any of these shifts contains at most n+ q− i other
holes. Thus there are at most 2n+q−i distinct completions for every shift. If we agree that we are only interested in providing
an upper bound on pw(H(n)), we can assume that each of these shifts produces a unique subword. Thus, any subwordwhose
first occurrence of b is provided by hole i can contribute at most H(i)2n+q−i distinct subwords.
Now, we need to only consider holes iwith 1 ≤ i ≤ n+ q, so
pw(H(n)) ≤ 1+ H(n)+
n+q
i=1
H(i)2n+q−i.
Since H(n) ≤ 2× 2n/α ,
pw(H(n)) ≤ 1+ 2× 2n/α +
n+q
i=1
(2× 2i/α)2n+q−i ≤ 1+ 2× 2n + 2n+q+1
∞
i=1

2(1/α−1)
i
.
The infinite sum converges because α > 1 implies that 2(1/α−1) < 1. Thus, we have pw(H(n)) ≤ C2n, where C is a
constant dependent on α and independent of n. 
Theorem 1. Suppose that w is the infinite partial word with hole function given by H(n) = ⌈2(n−1)/α⌉, where α > 1 is a real
number. Then pw(n) = Θ(nα).
Proof. Werely on the previous two lemmas to prove the claim. Letm ≥ 1. Now, choose n such that ⌈2(n−1)/α⌉ ≤ m ≤ ⌈2n/α⌉.
Since by Lemma 1 pw is non-decreasing, Lemma 2 states that
pw(m) ≥ pw(H(n)) ≥

1
2

2n+1 ≥ 1
2
mα.
In order to provide an upper bound, we use Lemma 3 to see that
pw(m) ≤ pw(H(n+ 1)) ≤ 4C2n−1 ≤ 4Cmα,
for some constant C . Hence, pw(m) = Θ(mα). 
In [11], Cassaigne notes that no infinite full wordw is known such that pw(n) = O(nα)with sw(n) = pw(n+1)−pw(n) ≠
O(nα−1). For small values of α, it is known that no such wordsw exist. He proves the following theorem.
Theorem 2. [11] Letw be an infinite full word over a finite alphabet. Suppose that there exist two real numbers a, α with a > 0
and 1 ≤ α ≤ 32 and a non-negative integer n0 such that pw(n) ≤ anα for all n ≥ n0. Then
sw(n) = pw(n+ 1)− pw(n) ≤ Kpw(1)a3n3(α−1)
for all n ≥ n0, where K is a constant independent ofw.
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This result is instrumental, as we show that for any α with 1 < α < 32 the infinite partial word w with hole function
H(n) = ⌈2(n−1)/α⌉ has a complexity function not achievable by full words.
Before we proceed, we introduce the notion of right special subwords.
Definition 2. Let w be an infinite partial word, and let u be a subword of w (or let u be a full word compatible with some
factor ofw). We call u a right special subword if there exist at least two distinct letters a, b such that ua and ub are subwords
ofw.
Remark 1. Letting rw(n)denote thenumber of right special subwords of lengthnof an infinite partialwordw over the binary
alphabet, there are rw(n) subwords of length n that can be extended to the right in two ways, while there are pw(n)− rw(n)
that can be extended to the right in only one way. So all subwords of length n + 1 can be obtained in a unique way. Thus,
pw(n+ 1) = 2rw(n)+ (pw(n)− rw(n)); hence, the equalities rw(n) = pw(n+ 1)− pw(n) = sw(n) hold.
Note that, if we let w be as in Example 1, every factor v of the form w[i..H( j) − 1), for any i, j with i < H( j) − 1, gives
rise to a number of right special subwords, since v is followed by an occurrence of  and, therefore, the subwords can be
extended in k different ways, where k is the size of the alphabet.
Lemma 4. Suppose thatw is the infinite partial word with hole function given by H(n) = ⌈2(n−1)/α⌉. Then sw(H(n)−1) ≥ 2n−1.
Thus, if m = H(n)− 1, then sw(m) ≥ mα .
Proof. Note that sw(H(n)− 1) is just the number of right special subwords of length H(n)− 1 ofw. In this construction, we
know that position H(n)− 1 inw is a hole so any full word v such that v ↑ w[0..H(n)− 1) is a right special subword. Note
that there are n−1 holes inw[0..H(n)−1), so there are at least 2n−1 such words v. Hence, sw(H(n)−1) ≥ 2n−1. Therefore,
if we letm = H(n)− 1, we obtain sw(m) ≥ mα . 
Theorem 3. Let w be the infinite partial word with hole function H(n) = ⌈2(n−1)/α⌉, where α is a real number. Then, for any α
with 1 < α < 32 , pw(n) is a complexity function not achievable by full words.
Proof. Note that, if α < 32 , then β = 3(α− 1) < α. By Theorem 1, there exist a non-negative integer n0 and a real constant
a > 0 such that pw(n) ≤ anα for all n ≥ n0. Now, choose N so that
Nα > Kpw(1)a3N3(α−1),
where K is the constant in Theorem 2.
Assume that pw(n) is the complexity function of a full word. Then Theorem 2 implies that sw(n) ≤ Kpw(1)a3n3(α−1) for
all n ≥ n0. But if we choose n = H(m)− 1 large enough (i.e., such that n ≥ n0 and n ≥ N) then
sw(n) ≥ nα (by Lemma 4)
≥ Nα
> Kpw(1)a3N3(α−1),
so we arrive at a contradiction.
Thus, pw(n) is a complexity function not achievable by full words. 
The previous results relied on a special property of the hole function. Namely, that there exists a fixed q such that
H(n + q + 1) − H(n + q) ≥ H(n) for all n > 0. Now, we want to go in the opposite direction. Suppose that we are
given an increasing function φ. Suppose that there is a hole function with the above property that gives rise to φ as the
complexity function. Then we should be able to recover H given φ. However, to ensure that H has the required properties
we must impose some conditions on φ. These are captured in the following theorem.
Theorem 4. Suppose that φ is a strictly increasing differentiable function with a non-decreasing first derivative such that there
exists a real number α > 1 such that φ(n) ≥ nα . Also suppose that there exists a fixed q such that, for all n,
2n+q ln 2
φ′

φ−1(2n+q)
 ≥ φ−1(2n). (1)
Then there exists an infinite partial wordw such that pw(n) = Θ(φ(n)).
Proof. WedefineH(n) to be the integerφ−1(2n), andwe letw be the infinite partialword over the binary alphabetA = {a, b}
with hole function H(n). Then we check that pw(n) = Θ(φ(n)). First, we show the lower bound. By Lemma 2, we have
pw(H(n)) ≥ 2n. Hence, if we letm = H(n), then H−1(m) = log2 φ(m). Hence,
pw(m) ≥ 2H−1(m) = φ(m).
Thus we have the lower bound.
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To obtain the upper bound, we follow the technique of Lemma 3. First, we must show that, as defined, H satisfies the
condition that there exists a fixed q such that H(n+ q+ 1)− H(n+ q) ≥ H(n) for all n > 0. This is where we employ the
condition on the derivative of φ. Note that
H ′(x) = d
dx

φ−1(2x)
 = 2x ln 2
φ′

φ−1(2x)
 .
If we calculate H ′(n + q), we obtain the left-hand side of inequality (1). Since H is differentiable on (n + q, n + q + 1)
and continuous on [n + q, n + q + 1], by the mean value theorem there exists n′, n + q < n′ < n + q + 1, for which
H ′(n′) = H(n+q+1)−H(n+q)
(n+q+1)−(n+q) . Since H
′ is non-decreasing, we get H ′(n + q) ≤ H ′(n′) = H(n + q + 1) − H(n + q). Since
H(n) = φ−1(2n), inequality (1) exactly implies H ′(n + q) ≥ H(n), yielding H(n+ q+ 1) − H(n + q) ≥ H(n) for all n > 0
and some fixed q.
The condition on the growth of φ implies that H(n) ≤ 2n/α . Hence,
pw(H(n)) ≤ 1+ H(n)+
n+q
i=1
H(i)2n+q−i
≤ 1+ H(n)+
n+q
i=1
2i/α2n+q−i
≤ C2n,
where C is a constant dependent on α. Letting φ(m) = 2n, this again tells us that pw(m) ≤ Cφ(m). Thus pw(m) =
Θ(φ(m)). 
3.2. Hole functions of the form H(n) = ⌈nα⌉
In this section, we extend our counting technique from the previous results to encompass new hole functions. In
particular, we consider hole functions of the formH(n) = ⌈nα⌉, where α > 1 is a real constant. In [13], Cassaigne constructs
infinite full words with intermediate complexity, that is, infinite full words with complexity functions that grow faster than
any polynomial but slower than any exponential; for example, a function that grows as 2
α√n is of intermediate complexity. In
what follows, we construct partial wordsw with infinitely many holes such that log2 pw(n) is asymptotically equivalent to
α
√
n, log2 pw(n) ∼ α
√
n, for any α > 1. We provide actual bounds on pw(n) that become tighter (asymptotically approaching
the desired value to within a factor of n) as α becomes large.
First, we prove a supporting lemma.
Lemma 5. Suppose that w is the infinite partial word with hole function given by H(n) = ⌈nα⌉, for some real number α > 1.
Then there exists a constant C such that for all n sufficiently large we have pw(H(n)) ≤ Cn α(α+1)α−1 2n.
Proof. We employ the same strategy as in the proof of Lemma 3. Letting m = H(n), we know that there are 1 + H(n)
subwords of length m with at most one occurrence of b. Hence, we can restrict our attention to subwords of length m that
have at least two occurrences of b. In other words, these must correspond to factors of w containing at least two holes. As
before, there exists a hole at position H(m) − 1 (m = n + q for some q), so we need not consider subwords starting at
positions greater thanH(m), since they contain at most one b. This requires that (m+1)α−mα ≥ nα . Note that by themean
value theorem we see that (m+ 1)α −mα ≥ αmα−1. Hence, we need to find anm such that αmα−1 ≥ nα , which is implied
bym ≥ n αα−1 . Hence, letm = ⌈n αα−1 ⌉. Any subword of lengthm contains at most n bs. Repeating the ‘‘shift’’ argument from
Lemma 3, we see that the subword with first occurrence of b due to hole j can give rise to at most H( j)2n distinct subwords.
Hence,
pw(H(n)) ≤ 1+ H(n)+
m
j=1
H( j)2n.
The dominant term is 2n
m
j=1 H( j), which we can estimate via integration. Then,
m
j=1
H( j) =
m
j=1
jα ≤ C
 m
1
xαdx ≤ Cn α(α+1)α−1
for some constant C . Therefore, up to a constant factor, we get pw(H(n)) ≤ Cn α(α+1)α−1 2n. 
Theorem 5. The infinite partial wordw with hole function H(n) = ⌈nα⌉, where α > 1 is a real number, satisfies
2
α√n ≤ pw(n) ≤ Cn α+1α−1 2 α
√
n
for some constant C and for all n sufficiently large.
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Proof. By Lemma 2, pw(H(m)) ≥ 2m. By Lemma 5, there exists a constant C such that, for all m sufficiently large, we have
pw(H(m)) ≤ Cm α(α+1)α−1 2m. Letting n = H(m) = ⌈mα⌉, the result follows. 
For a more in-depth discussion of infinite full words that achieve intermediate complexities, we refer the reader to [13].
4. Conclusion
AWorld Wide Web server interface has been established at
http://www.uncg.edu/cmp/research/subwordcomplexity4
for automated use of a program that provides a way to generate an infinite partial wordw over the binary alphabet {a, b} of
polynomial subword complexityΘ(nα). Given values ofα, n as input, the program also outputs pw(n) and lists the subwords
of length n ofw.
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