Abstract: We introduce and study an envelope-type region E(A) in the complex plane that contains the eigenvalues of a given × complex matrix A. E(A) is the intersection of an infinite number of regions defined by cubic curves. The notion and method of construction of E(A) extend the notion of the numerical range of A, F (A), which is known to be an intersection of an infinite number of half-planes; as a consequence, E(A) is contained in F (A) and represents an improvement in localizing the spectrum of A.
Introduction
It is well known that the real part of each eigenvalue of a matrix A ∈ C × is bounded above by the largest eigenvalue, say δ 1 (A), of the hermitian part of A. As a consequence, the spectrum of A lies in the intersection of all half-planes of the form −iθ
∈ R with ≤ δ 1 ( iθ A) , θ ∈ [0 2π]. In fact, this infinite intersection of half-planes coincides with the numerical range of A, F (A).
The purpose of this paper is to improve upon the above spectrum localization result. We will achieve this by replacing the infinite intersection of half-planes with an infinite intersection of regions in the complex plane, which are defined by cubic curves. These cubic curves come from an inequality which all eigenvalues of A must satisfy [1] . The outcome is a localization region for the spectrum of A that is contained in F (A), and it can in fact be quite small. We will refer to this region as the cubic envelope (or, for simplicity, just envelope) of A, study its basic properties and compare it to the numerical range F (A).
In Section 2, we describe some of the basic properties of the numerical range needed in our analysis. Section 3 contains a discussion about the cubic curve studied in [1] that bounds the spectrum, along with an answer (see Theorem 3.2) to a question arising in [1] . In Sections 4 and 5, we define and develop properties of the envelope of A as a containment region of the spectrum of A. Our results and concepts are illustrated with several examples and figures.
Preliminaries on the numerical range
Let A ∈ C × be an × complex matrix with spectrum
where I denotes the × identity matrix. Consider also the hermitian and skew-hermitian parts of A, H(A) = (A+A * )/2 and S(A) = (A − A * )/2, respectively, and let
the eigenvalues of H(A).
The numerical range (also known as the field of values) of A is defined as
it is a compact and convex subset of C that contains σ (A) (see [3] and references therein). Moreover, the following well-known properties of F (A) hold [3] .
In particular, if A is a real matrix, then F (A) is symmetric with respect to the real axis.
(P 4 ) The numerical ranges of the hermitian and skew-hermitian parts of A satisfy F (H(A)) = Re F (A) and F (S(A)) = i Im F (A).
(P 5 ) If A is normal, then F (A) coincides with the convex hull of σ (A), Co σ (A). Moreover, A is hermitian if and only if
(P 6 ) For any unit vector 0 ∈ C (i.e., * 0 0 = 1), the following are equivalent:
By Property (P 6 ), we have that
that is, the largest eigenvalue of H(A) coincides with the real part of the rightmost point of F (A). Furthermore, if 1 ∈ C is a unit eigenvector of H(A) corresponding to δ 1 (A), then the rightmost point of F (A) is * 1 A 1 and the vertical line
Based on the latter observation, Johnson [4] (see also [3 
Moreover, line L θ separates the complex plane into the closed half-plane
which contains F (A), and the open half-plane
Thus, we may represent F (A) as an infinite intersection of closed half-planes [3, Theorem 1.5.12], namely,
In particular, we can estimate F (A) simply by drawing the tangent lines L θ , = 1 2 , for a partition 0 = θ
]. This is illustrated in our first example below. In the sequel, our goal is to replace the tangent lines by cubic curves, introducing an envelope-type set that contains the spectrum and lies in the numerical range. We note in passing that another subset of F (A) that contains the eigenvalues, known as the block numerical range, has been studied extensively; see [9, 10] . There is no tractable relation known to us between the block numerical range and the envelope.
A cubic curve that bounds the spectrum
Let A be an × complex matrix, and recall that by 1 ∈ C we denote a unit eigenvector of the hermitian matrix H(A) corresponding to its largest eigenvalue δ 1 (A). Define also the quantities
Adam and Tsatsomeros [1, Theorem 3.1], extending the methodology of [6] , obtained the following theorem.
Theorem 3.1.
Let A ∈ C × . Then for every eigenvalue λ ∈ σ (A),
Motivated by the above result, the authors of [1] also introduced and studied the algebraic curve
This is a cubic algebraic curve in ∈ R, which separates the complex plane into the regions
These types of cubic curves have been extensively studied; a suggested general reference is [7] . Below we analyze some of the geometric features of Γ(A). Recall that a flat portion of the boundary of F (A) is a maximal (in the sense of set inclusion) non-degenerate line segment that belongs entirely to ∂F (A) [2] . By property (P 6 ), it follows that if ∂F (A) has a flat portion on the vertical 
The discriminant of the quadratic factor in this expression is
Thus, we have the following cases, which are illustrated in Figure 2 . In cases (a) and (c), Γ(A) is a nonsingular elliptic curve [7] . 
Theorem 3.2.

Suppose that δ 1 (A) is a simple eigenvalue of H(A) and ∆ > 0, i.e., Γ(A) is not connected and has a closed branch. Then exactly one eigenvalue of A, which is simple, lies inside or on the closed branch of Γ(A).
Proof. Consider the Levinger transformation [5, 8] 
An envelope of the spectrum
In the previous section, we saw that the spectrum of an × complex matrix A lies in the region Γ in (A). We will take advantage of this fact by considering all rotations iθ A, θ ∈ [0 2π], in order to define a region in C that contains the spectrum of A. Indeed, for any θ ∈ [0 2π], we have
As a consequence, we define the cubic envelope (or simply, the envelope) of A, as
Then (1) and (2) yield the following.
Theorem 4.1.
For any matrix A ∈ C × , We remark that the numerical range F (A) appears, as a by-product, in all of our plots of the envelope E(A); specifically, F (A) is depicted as the outer outlined region.
In light of Theorem 4.1, we will subsequently study properties of E(A). To begin, the envelope E(A) is compact, since it is a closed subset of the compact numerical range F (A). It is not (necessarily) convex or connected, as illustrated in Example 4.2, but it satisfies some of the other basic properties of F (A) and, more importantly, of σ (A).
Proposition 4.3.
For any A ∈ C × , the following hold: 
Proof. (i) Since
A T = H(A) T + S(A) T , it follows that δ 1 (A T ) = δ 1 (A), δ 2 (A T ) = δ 2 (A)E(A T ) = θ∈[0 2π] −iθ Γ in ( iθ A T ) = θ∈[0 2π] −iθ Γ in (( iθ A) T ) = E(A) (ii) Since A * = H(A) * + S(A) * = H(A) − S(A), it is apparent that δ 1 (A * ) = δ 1 (A), δ 2 (A * ) = δ 2 (A),E(A * ) = θ∈[0 2π] −iθ Γ in ( iθ A * ) = θ∈[0 2π] i θ Γ in (( iθ A) * ) = θ∈[0 2π] −iθ Γ in ( iθ A) = E(A) Finally, Γ(A) = Γ((A * ) T ) = Γ(A * ) = Γ(A) and E(A) = E((A * ) T ) = E(A) = E(A).
Corollary 4.4.
If A ∈ R × , then the curve Γ(A) and the envelope E(A) are symmetric with respect to the real axis.
Next we show that the curve Γ(A) and the envelope E(A) are invariant under unitary similarity.
Proposition 4.5.
For every unitary matrix U ∈ C × , Γ(U * AU) = Γ(A) and E(U * AU) = E(A).
Proof. 
and the proof is complete.
Proposition 4.7.
For every real > 0 and ∈ C, Γ( A) = Γ(A) and E( A) = E(A).
Proof. Let be a positive real number. Then δ
, and
For the envelope of A, we have
One can also see that for each φ ∈ [0 2π],
Proof. Suppose Suppose now that an eigenvalue λ 0 ∈ σ (A) is close to being normal and also λ 0 lies relatively far from the other eigenvalues of A ∈ C × . As a consequence of continuity and Proposition 5.1, the envelope may have a connected component G 0 such that G 0 ∩ σ (A) = {λ 0 }. We can construct examples (see below) where E(A) has connected components. Eluding us at this stage are upper or lower bounds for the number of connected components of E(A), and for the number of eigenvalues in each component. Moreover, the proximity of E(A) to the spectrum σ (A) is related to the distance of A from the set of × normal matrices, as it is illustrated in the following example. which can be viewed as (relative) distances of A, B and C to normality, respectively. The envelopes E(A), E(B) and E(C ) are depicted in order in Figure 5 . Notice that the smaller the distance from normality, the more connected components the envelope has. In the case of A, the envelope consists of five connected components surrounding its eigenvalues, and E(A) represents a significant improvement over F (A) (recall that the numerical range appears in the plots of the envelope as the outer outlined region). In the case of C , E(C ) is barely smaller than F (A), while E(B) represents an intermediate situation.
