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COEFFICIENTS FOR HIGHER ORDER HOCHSCHILD COHOMOLOGY
BRUCE R. CORRIGAN-SALTER
ABSTRACT. When studying deformations of an A-module M, Laudal and Yau showed that
one can consider 1-cocycles in the Hochschild cohomology of A with coefficients in the
bi-module Endk(M). With this in mind, the use of higher order Hochschild (co)homology,
presented by Pirashvili and Anderson, to study deformations seems only natural though
the current definition allows only symmetric bi-module coefficients. In this paper we
present an extended definition for higher order Hochschild cohomology which allows
multi-module coefficients (when the simplicial sets X• are accommodating) which agrees
with the current definition. Furthermore we determine the types of modules that can be
used as coefficients for the Hochschild cochain complexes based on the simplicial sets
they are associated to.
1. INTRODUCTION
In [5] Pirashvili makes explicit a definition of higher order Hochschild homology of a
k-algebra A with coefficients in an A-module M, implicitly defined in [1] by Anderson.
This is done by considering the composition of functors:
L(A,M) : Γ →Vect
{0,1, · · · ,n}→M⊗A⊗n
and
Y : ∆op → Γ
where we let Γ denote the category of finite sets and where Y is a pointed simplicial set.
This composition yields a simplicial vector space, where the homology of the associated
chain complex serves as the definition of higher order Hochschild homology.
One can naturally extend the definition given in [5] to also define a notion of higher or-
der Hochschild cohomology (see [3] for a precise definition). A reason for doing so would
be to consider deformation theory in this new setting. This connection between traditional
Hochschild cohomology and deformation theory has been studied for some time. In [2],
Gerstenhaber illustrates the connection between deformations of an associative k-algebra
A and 2-cocycles in the Hochschild cohomology of A with trivial coefficients by showing
that HH2(A,A) is the group of isomorphism classes of square-zero deformations of A, and
in [6] and [4], Yau and Laudal, respectively, show the connection between deformations of
an A-module M with 1-cocycles of the Hochschild cochain complex of A with coefficients
in Endk(M). More precisely, first order deformations of an A-module M are in bijection
with HH1(A,Endk(M)).
Upon examination, it can be seen that the current definition for higher order Hochschild
cohomology allows only symmetric bi-module coefficients, however to study deformations
of a module we need to consider the nonsymmetric bi-modules Endk(M).
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One knows that classical Hochschild cohomology takes coefficients in a bi-modules, so
we ask the following question. What coefficients can higher order Hochschild cohomology
take? The goal of this paper thus becomes two fold. We aim to extend the definition of
higher order Hochschild cohomology to include multi-modules (not necessarily symmet-
ric) as coefficients and in particular to determine what type of coefficient modules can be
used when choosing a simplicial set X• to construct a cosimplicial k-vector space over.
With this in mind, we aim to show the following Theorem.
Theorem 1.1. Let A be a commutative k-algebra. Given a pointed simplicial set X•, there
exists a cosimplicial k-vector space (M,X)• associated to an A-module M given by
(M,X)n = homk(k⊗k
⊗
σ∈Xn
σ6=∗
A,M)
with coface and codegeneracy maps given by
din f (1⊗k
⊗
σ∈Xn+1
σ6=∗
aσ) = ∏
σ∈Xn+1
di(σ)=∗
(Λσ(i,n)(aσ)) · f (1⊗k
⊗
Ω∈Xn
Ω6=∗
∏
σ∈Xn+1
di(σ)=Ω
aσ)
and
sin f (1⊗k
⊗
σ∈Xn+1
σ6=∗
aσ) = f (1⊗k
⊗
Ω∈Xn+1
Ω6=∗
1 · ∏
σ∈Xn
si(σ)=Ω
aσ)
if the actions Λ−
(−,−)
on M satisfy the following for simplices σ,Ω and µ:
i) Λσ( j,n+1) = Λσ(i,n+1) if σ 6= ∗,di(σ) = d j(σ) = ∗ and the dimension of σ is at least 2
and i < j. We call this a sweep around.
ii) Λσ
( j,n+1) = Λ
Ω
( j−1),n if di(σ) = Ω,d j(σ) = ∗,d j−1(Ω) = ∗ and the dimension of σ
is at least 2. We call this a sweep out 1.
iii) ΛΩ(i,n) = Λ
µ
( j−1,n) if di(Ω) = ∗,d j−1(µ) = ∗ and there exists a σ of dimension at
least 2 where d j(σ) = Ω, di(σ) = µ and i < j. We call this a sweep across .
iv) ΛΩ(i,n) = Λσ(i,n+1) if di(σ) = ∗,di(Ω) = ∗,d j(σ) = Ω and the dimension of σ is at
least 2. We call this a sweep out 2.
where Λσ(i,n)(a)) represents the (Λ
σ
(i,n) action of a whenever 0 ≤ i ≤ 1 and σ ∈ Xn+1 and
di(σ) = ∗. We take a product of such actions to represent the composition of the actions,
which we assume to be commutative (i.e. if M has two actions, we actually assume that M
is a bimodule).
Remark 1.2. For
(M,X)n = homk(k⊗k
⊗
σ∈Xn
σ6=∗
A,M)
in Theorem 1.1 we assume that the trivial k as a tensor factor in the domain represents the
base point.
While the list of axioms in Theorem 1.1 may seem random, we give a intuitive visual
description of each axiom in Section 4 and in Section 5 we use the visual descriptions to
give results for a variety of simplicial sets.
We can now define the following.
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Definition 1.3. The cohomology of the cochain complex associated to (M,X)• (by taking
alternating sums of coface maps) is the higher order Hochschild cohomology of A with
coefficients in M, which we denote as HH∗X(A,M).
For the remainder of this paper, we fix the field k and assume A is a commutative alge-
bra over k. We also assume the A-module M can have multiple actions as our quest is to
determine what actions may be present in the associated higher order Hochschild cochain
complex.
2. COMPARISON TO CLASSICAL DEFINITIONS AND APPLICATIONS
2.1. Comparison. We would like to see that the definition given in section 1 agrees with
both the classical Hochschild cohomology definition as well as the higher order Hochschild
cohomology definition given by Pirashvili. We provide the connections through the fol-
lowing examples.
Example 2.1. Let X•= S1 be the simplicial set of S1 which contains one 0-simplex and one
non-degenerate 1-simplex. Given an A bi-module M, we see that HH∗X(A,M) is classical
Hochschild cohomology. The fact that we are able to work over bi-modules, which are not
necessarily symmetric is illustrated by Example 5.6.
Example 2.2. For a simplicial set X• and symmetric A bi-module M , we see that HH∗X(A,M)
agrees with the definition of higher order Hochschild cohomology given implicitly by Pi-
rashvili in [5].
2.2. Applications. As stated in section 1, one hope of defining higher order Hochschild
cohomology with multi-module coefficients is to discover additional connections to defor-
mation theory. To begin, consider the following definition.
Definition 2.3. Given a k-algebra A and A-module I, we define a first order deformation
of A by I to be a short exact sequence
0 → I → A′ ψ−→ A→ 0
which splits as k-vector spaces and with the properties that ψ is a ring map and I2 = 0 as
an ideal of A′.
We see that defining a deformation of A by I amounts to defining a multiplication for
A⊕ I, given by (a0, i0)(a1, i1) = (a0a1,aoi1 + i0a1 + f (a0⊗a1)), but such a multiplication
gives a map f : A⊗A→ I so that f ∈HH2(A, I). Now, if we consider the trivial first order
deformation of A by A i.e. f = 0 ∈ HH2(A,A), we get a short exact sequence
0 → A→ A[x]/x2 ψ−→ A→ 0,
which induces a map of modules
mod(A[x]/x2)→mod(A)
which takes an A[x]/x2 module M to M/xM. This brings us to the following definition.
Definition 2.4. Given an A-module M, a first order deformation of M is an A[x]/x2-module
M′ so that M′/xM′ ∼= M.
As stated in section 1, we get the following.
Proposition 2.5. [6, 3.1] Isomorphism classes of first order deformations of an A-module
M are in bijection with HH1(A,Endk(M)).
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Seeing the connections between classical Hochschild cohomology and deformation
theory, one can then ask the question. Are there similar connections to higher order
Hochschild cohomology when considering additional deformations? Certainly we could
consider modifying Definition 2.3 to let A′ ∼= A⊕ I where I3 = 0 instead of I2 = 0 (cubed
zero deformations) or let A = A[x,y]/x2,y2 (or any Artinian algebra). We could even con-
sider deformations using Steenrod relations. This would, in principle give a means of
computing all isomorphism classes of finitely generated modules over an Artinian algebra.
Current work of the author and Salch seek to answer such questions and discover what
structures exist on HH∗X(A,M).
3. PROOF OF THEOREM 1.1
In order for the cosimplicial structure to exist, we simply need the cosimplicial identities
to be satisfied, precisely:
a) d jdi = did j−1 for i < j
b) s jsi = si−1s j for i≥ j
c) s jdi =


dis j−1 for i < j
id for i = j or i = j+ 1
di−1s j for i > j+ 1
With this in mind, we prove Theorem 1.1:
Proof of Theorem 1.1. When composing the coface and codegeneracy maps from Section
1 it becomes clear what action identifications must be made in order for the cosimplicial
structure to exist.
For b) notice when i ≥ j
s
j
n−1s
i
n f (1⊗k
⊗
σ∈Xn
σ6=∗
aσ) = f (1⊗k
⊗
µ∈Xn+1
µ 6=∗
1 · ∏
Ω∈Xn
si(Ω)=µ
∏
σ∈Xn−1
s j(σ)=Ω
aσ)
but this is precisely
f (1⊗k
⊗
µ∈Xn+1
µ 6=∗
1 · ∏
σ∈Xn−1
sis j(σ)=µ
aσ)
similarly we get
si−1n−1s
j
n f (1⊗k
⊗
σ∈Xn
σ6=∗
aσ) = f (1⊗k
⊗
µ∈Xn+1
µ 6=∗
1 · ∏
σ∈Xn−1
s jsi−1(σ)=µ
aσ).
Since sis j(σ) = s jsi−1(σ) for all σ ∈ Xn−1 we get s jsi = si−1s j.
Now for part a) notice when i < j
d jn+1d
i
n f (1⊗k
⊗
σ∈Xn+2
σ6=∗
aσ)
= ∏
σ∈Xn+2
d j(σ)=∗
(Λσ( j,n+1)(aσ)) ∏
Ω∈Xn+1
di(Ω)=∗
(ΛΩ(i,n)( ∏
σ∈Xn+2
d j(σ)=Ω
aσ)) · f (1⊗k
⊗
µ∈Xn
µ 6=∗
∏
σ∈Xn+2
did j(σ)=µ
aσ)
and
din+1d j−1n f (1⊗k
⊗
σ∈Xn+2
σ6=∗
aσ)
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= ∏
σ∈Xn+2
di(σ)=∗
(Λσ(i,n+1)(aσ)) ∏
Ω∈Xn+1
d j−1(Ω)=∗
(ΛΩ( j−1,n)( ∏
σ∈Xn+2
di(σ)=Ω
aσ)) · f (1⊗k
⊗
µ∈Xn
µ 6=∗
∏
σ∈Xn+2
d j−1di(σ)=µ
aσ)
Now, if there exists a σ ∈ Xn+2 so that di(σ) = d j(σ) = ∗ then we must have that
d jn+1d
i
n f (1⊗k⊗a
⊗
γ∈Xn+2
γ6=∗
γ6=σ
1) = din+1d j−1n f (1⊗k⊗a
⊗
γ∈Xn+2
γ6=∗
γ6=σ
1)
(where a is the element for the tensor factor associated to σ) but this gives us that
(Λσ( j,n+1)(a)) f (1) = (Λσ(i,n+1)(a)) f (1)
which implies
Λσ( j,n+1) = Λ
σ
(i,n+1)
so there is a set of actions that must be identified in order for a cosimplicial structure
to exist. The identification shown here is actually part i) of Theorem 1.1. Following an
analogous argument it can be seen that parts ii), iii) and iv) are also consequences that come
from ensuring d jdi = did j−1 for i < j. With that, part a) of the cosimplicial identities is
satisfied as long as these actions are identified since did j(σ) = d j−1di(σ) for all σ ∈ Xn+2
Lastly, for part c) we see that
s jndin f (1⊗k
⊗
σ∈Xn
σ6=∗
aσ)
= ∏
Ω∈Xn+1
di(σ)=∗
(ΛΩ(i,n)(1 · ∏
σ∈Xn
s j(σ)=Ω
aσ)) · f (1⊗k
⊗
µ∈Xn
µ 6=∗
∏
σ∈Xn
dis j(σ)=µ
aσ)
and:
din−1s
j−1
n−1 f (1⊗k
⊗
σ∈Xn
σ6=∗
aσ)
= ∏
σ∈Xn
di(σ)=∗
(Λσ(i,n−1)(aσ)) · f (1⊗k
⊗
µ∈Xn
σ6=∗
1 · ∏
σ∈Xn
s j−1di(σ)=µ
aσ)
finally
di−1n−1s
j
n−1 f (1⊗k
⊗
σ∈Xn
σ6=∗
aσ)
= ∏
σ∈Xn
di−1(σ)=∗
(Λσ(i−1,n−1)(aσ)) · f (1⊗k
⊗
µ∈Xn
µ 6=∗
1 · ∏
σ∈Xn
s jdi−1(σ)=µ
aσ)
Using the formulas above, we get the following identities on actions:
v) ΛΩ(i,n) = Λσ(i,n−1) for i, j, di(σ) = ∗, s j(σ) = Ω, di(Ω) = ∗ and the dimension of Ω
is at least 1.
vi) ΛΩ(i,n) = Λ(i−1,n−1) for i > j+1, di−1(σ) = ∗, s j(σ) =Ω, di(Ω) = ∗ and the dimen-
sion of Ω is at least 1.
but v) and vi) are consequences of ii) and iv) from the list in Theorem 1.1 since Ω must be
of dimension larger than 1 in order to be a degenerate simplex and have di(Ω) = ∗. 
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4. VISUALIZATION OF ACTION IDENTIFICATIONS
Remark 4.1. Notice that a Λσ(i,n−1) action exists any time there is an n-simplex σ with the
property that σ 6= ∗ and di(σ) = ∗ for some i. We will refer to this as the ith action of σ and
visually we can think of this action as being ”pointed” towards the ith face of σ.
We now consider ways to visualize the identifications of the actions, presented in Sec-
tion 3.
Visualization 4.2. For iii) (sweep across) if two faces µ and Ω of an n-simplex σ have a
common face of ∗, then the action of µ which points towards ∗ is the same as the action
of Ω which points towards ∗. This is illustrated below with σ, a 2-simplex, µ, the 0th face
and Ω, the 2nd face, while the 0-simplex labeled 1 represents ∗. Notice the 0th face of Ω is
∗ and the 1st face of µ is ∗. This gives us that the associated actions, which point towards
∗ are identified. We can see that in this particular instance, the action of Ω points in the
direction of the orientation of Ω and the action of µ points against the orientation of µ.
For this reason, when dealing with simplices of dimension 1 we will refer to the action as
either being forward or backward. In this case the forward action of Ω is identified with
the backwards action of µ.
0 1 = ∗
σ
2
Ω
γ µ
Visualization 4.3. For ii) and iv) (sweep out 1 and sweep out 2) we see that if an n-simplex
σ has an action which points towards a face γ, then any other face of σ, which is not equal
to ∗ has an equal action pointing in the corresponding direction, towards some face of γ.
This is illustrated below with σ, a 2-simplex whose first face is γ which is in fact ∗. We
also have that µ is the 0th face of σ and Ω is the 2nd face of σ. Notice that the action of σ,
which points towards γ is the same as the backward action of Ω and the forward action of
µ.
0 1
σ
2
Ω
∗= γ µ
Lastly, for i) (sweep around) a visualization is not completely necessary, as we see that
the indication of i) is that if σ is a simplex of dimension greater than or equal to 2, then
there is at most one action of σ. In other words, any two actions of σ are equal.
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5. DETERMINING THE COEFFICIENTS FOR A FEW SPACES
In this Section, we will use the techniques discussed in Section 4 to show how one might
determine the possible coefficient modules for a given simplicial set. Before doing so, we
consider the following:
Remark 5.1. When determining the possible coefficient modules, we can simply consider
and identify the actions among non-degenerate simplices, since for a degenerate n+ 1-
simplex s j(σ), if s j(σ) has an action Λ
s j(σ)
(i,n) , then di(s j(σ)) = ∗ which gives that if i < j
we have that s j−1di(σ) = ∗ so di(σ) = ∗ and σ has action Λσ(i,n−1). Furthermore, by v) we
get Λs j(σ)
(i,n) = Λ
σ
(i,n−1). Similarly, if i ≥ j+ 1 then σ has action Λσ(i−1,n−1) which is equal to
Λs j(σ)(i,n) which gives us that no additional actions come from degenerate simplices.
To see that new identifications do not take place, we notice if i < r then didr(s j(σ)) = ∗
and dr−1di(s j(σ)) = ∗. If i < j this gives that Λdrs j(σ)(i,n−1) = Λ
dis j(σ)
( j−1,n−1). However, any face of
the degenerate n+1-simplex s j(σ) is degenerate via a face of σ and it can be checked that
the actions identified above would also be identified with part iii) using the faces of σ.
We can now consider a few interesting examples:
Example 5.2. The figure below gives an illustration for the minimal simplicial decompo-
sition of the Torus:
∗ ∗
σ
τ
∗ ∗
a
b c b
a
It is immediately evident from the picture above that there is a forward action of a, which
must agree with the backward action of c, since they are both faces of σ which each have
a face of ∗. The other implications coming from σ are that the forward action of c is equal
to the forward action of b and the backward action of a is equal to the backward action of
b. Similarly the backward action of c must agree with the forward action of b through τ,
and we should get that the forward action of a is equal to the forward action of b and the
forward action of c is equal to the backward action of a. From the three 1-simplices a,b
and c it can be seen that we would start with 6 actions (one for each direction), but through
our identifications, we get that these all must be the same. Since no other simplices have a
face of ∗ we get the following Proposition.
Proposition 5.3. For the minimal simplicial decomposition of the Torus, HH∗ takes only
uni-module coefficients.
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Example 5.4. The figure below is an illustration for the minimal simplicial decomposition
of the pinched Torus, where the 1st face of σ and the 1st face of τ are identified with ∗
σ
τ
a
∗ c ∗
a
Here we see that the 1st action of σ, the backward action of a and the forward action of
c are all equal, while the 1st action of τ, the forward action of a and the backward action of
c are all equal. No other identifications can be made, so we have the following Proposition.
Proposition 5.5. For the minimal simplicial decomposition of the pinched Torus, HH∗ can
take coefficients in any bi-module.
Example 5.6. In the case of Sn (when we consider the minimal simplicial decompositions
with one n-dimensional non-degenerate simplex) we get the following:
For the classical case when n = 1 we are allowed bi-module coefficients, since there is
a 1-simplex with both a forward and backward action (see below)
∗ ∗
a
When n is larger than 1 we see that there is exactly one n-simplex, which has ∗ as every
face, so by i), every arising action is identified, leaving us with the following Proposition.
Proposition 5.7. For the minimal simplicial decomposition of Sn with n > 1, HH∗ can
only take coefficients in uni-modules.
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