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JING LU 
ABSTRACT 
Sequential patterns mining is an important pattern discovery technique used to 
identify frequently observed sequential occurrence of items across ordered 
transactions over time. It has been intensively studied and there exists a great 
diversity of algorithms. However, there is a major problem associated with the 
conventional sequential patterns mining in that patterns derived are often large and 
not very easy to understand or use. In addition, more complex relations among 
events are often hidden behind sequences. 
A novel model for sequential patterns cal1ed Sequential Patterns Graph (SPG) is 
proposed. The construction algorithm of SPG is presented with experimental 
n:sults to substantiate the concept. The thesis then sets out to define some new 
structural patterns such as concurrent branch patterns, exclusive patterns and 
iterative patterns which are generally hidden behind sequential patterns. Finally, an 
integmtive fmmcwork. named Post Sequential Patterns Mining (PSPM), which is 
based on sequential patterns mining, is also proposed for the discovery and 
visualisation of structural patterns. 
This thesis is intended to prove that discrete sequential patterns derived from 
traditional sequential patterns mining can be modelled graphically using SPG. It is 
concluded from experiments and theoretical studies that SPG is not only a minimal 
repn:sentntioll of sequential patterns mining, but it also represents the interrelation 
among patterns and establishes further the foundation for mining structural 
knoy,'Jedgc (i.e. concurrent branch patterns, exclusive patterns and iterative 
pa.tterns). from experiments conducted on both synthetic and real datasets, it is 
sh()wll that Concurrent Branch Patterns (CBP) mining is an effective and efficient 
mining algorithm suitable for concurrent branch patterns. 
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CHAPTER I INTRODUCTION 
Chapter 1 Introduction 
All men by nature desire to know. 
---- Aristotle 
1.1 Background 
Data mining has been defined as "The nontrivial extraction of implicit, previously 
unknown and potentially useful information from data" [Frawley et aZ. 1992]. It 
uses machine learning, statistical and visualisation techniques to discover and 
present knowledge in a form which is easily comprehensible to humans. 
Data mining is currently a major research topic of Knowledge Discovery in 
Databases (KDD) and the technique has already been applied in many fields such as 
marketing, banking, telecommunications and bioinfonnatics. An obvious reason 
for this lies in the fact that there are massive amounts ofdata collected and stored in 
computers over several years by various businesses and organisations. For example 
[Han et aZ. 200 1], telecommunications and credit card companies are two of the 
leaders in applying data mining to detect fraudulent use of their services. Insurance 
companies and stock exchanges are also interested in applying this technology to 
reduce fraud. Medical applications are another fruitful area: data mining can be 
llsed to predict the effectiveness of surgical procedures, medical tests or 
CHAPTER 1 	 INTRODUCTION 
medications. Companies active in the financial markets use data mining to 
determine market and industry characteristics as well as to predict individual 
company and stock performance. Retailers are making more use of data mining to 
decide which products to stock in particular stores (and even how to place them 
within a store), as well as to assess the effectiveness of promotions and coupons. 
The pharmaceutical industry is mining large databases of chemical compounds and 
genetic material to discover substances that might be candidates for development as 
agents for the treatment of diseases. 
The diversity of data, data mining tasks and data mining approaches poses many 
challenging research issues; for example, application exploration, scalable data 
mining methods, standardization of data mining language, visual data mining and 
new methods for mining complex types of data. Another major challenge is 
integration of data mining with database systems, data warehouse systems and Web 
database systems. Data mining requires a single, separate, clean, integrated and 
self-consistent source of data. A data warehouse is defined as "a subject-oriented, 
time-variant and non-volatile collection of data in support of management's 
decision-making process" [Inmon 1993]. It is well equipped to provide the source 
for data mining for the following reasons: 
• 	 Data quality and consistency are prerequisites for mining to ensure the 
accuracy of the predictive models. 
2 
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CHAPTER 1 	 INTRODUCTION 
• 	 It is advantageous to mine data from multiple sources to discover as many 
interrelationships as possible. 
• 	 Selecting the relevant subsets of records and fields for data mining requires 
the query capabilities of the data warehouse. 
In recent years a new term associated with data warehouse has been used, namely 
'Data Webhouse' - a distributed data warehouse that is implemented over the Web 
with no central data repository [Kimball et al. 2000]. The Web is an immense 
source of behavioural data as individuals interact through their Web browsers with 
remote Web sites. The data generated by this behaviour is called a 'click-stream'. 
Despite the increasing interest and wide use of data mining tools, extracting useful 
knowledge from the growing available data remains a complex task. The Web 
environment and click-stream data place greater demands on knowledge discovery: 
such data is a rich, complex and huge source of information [Wanzeller et al. 2006]. 
One branch of data mining is pattern discovery where the goal is to extract 
interesting patterns from data [Hand 2002; Mannila 2002]. In general, there are 
many kinds of patterns (i.e. knowledge) that can be discovered from data. For 
example, association rules can be mined for market analysis; classification rules 
can be found for the construction of accurate classifiers; clusters or outliers can be 
identified for customer relationship management. 
Sequential patterns mining is an important pattern discovery technique that tries to 
3 
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find the relationships between occurrences of sequential events and to find if there 
are any specific orders within these occurrences. Several influential papers have 
appeared in the literature that have applied sequential patterns analysis and have 
confirmed it as one of the potential methods to be applied in data mining [Agrawal 
et al. 1995; Han et al. 2000a; Zaki 2001]. It is interesting to note that sequential 
patterns mining also has applications in the analysis of customer behaviour to 
discover frequent buying patterns; analysis of web access to discover the usefulness 
of particular web pages; prediction of natural disasters; and analyses of DNA and 
patients' medical records, etc. 
1.2 Motivation 
A lthough sequential patterns mining has been extensively studied and many 
methods have been proposed, there are still some challenges within the 
conventional framework. The problem is that most methods mine the complete set 
of sequential patterns and, in many cases, a large set of sequential patterns is not 
intuitive and not necessarily very easy to understand or use. Also, when long 
patterns exist, mining the complete set of patterns is ineffective and inefficient, 
since every sub-pattern of a long pattern is also a pattern. In order to address these 
issues, mining compact expressions for frequent patterns, such as Maxpatterns 
[Bayardo et al. 1998] and frequent closed patterns [Pasquier et al. 1999], has been 
proposed and studied in the context of frequent itemset mining. Subsequent work 
4 
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by Kum et at. [2003] also proposed a sequential patterns mining method in which 
they defined and identified approximate patterns shared by many sequences. 
These studies pointed out some obstacles within the conventional sequential 
patterns mining methods and indicated possible research directions associated with 
sequential patterns mining that has inspired this work. 
Questions that are usually asked with respect to sequential patterns mining are: 
• 	 What is the inherent relation among sequential patterns? 
• 	 Is there a general representation of sequential patterns? 
• 	 Are there any other novel patterns that can be discovered based on 
sequential patterns? 
The work of this thesis intends to address these questions by investigating and 
deriving further inherent patterns from sequences. 
Since each sequence can be viewed as a partial order of a subset of events, any 
partial order can be represented by a directed acyclic graph [Mannila et al. 2000]. 
The motivation of this work is to describe a set of sequential patterns using a 
graphical model on events that occur in sequences. This novel graphical framework 
for sequential patterns is termed Sequential Patterns Graph (SPG) [Ltl et al. 2004a]. 
It is a model to represent potential relations among sequential patterns. Figure 1.1 is 
an example of how an SPG can be used to describe sequential patterns. 
5 
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Figure 1.1: A simple example of a sequential patterns graph. 
With reference to Figure 1.1, it is seen that elements in a sequential pattern are 
represented by nodes in SPG and the sequence order of elements are guaranteed by 
the directed edges in SPG. Hence, SPG is a summary of sequential patterns. It is 
particularly useful for representing results to users. 
SPG is a bridge between a discrete sequences set and a unified graphical structure. 
It is not only a minimal representation of sequential patterns mining results, but it 
also represents the potential interrelation among patterns. Thus, it establishes 
further the foundation for mining structural knowledge, known as structural 
relation patterns [Lu et al. 2004b]. The task to mine this new knowledge is called 
Post Sequential Patterns Mining (PSPM) [Lu et al. 2004c]. 
1.3 Aim and Objectives of the Research 
The aim of the research is to model sequential patterns and develop a new approach 
to discover complex structural knowledge from event-based or time-based data. 
6 
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The objectives of this research are as follows: 
• 	 Propose and construct a Sequential Patterns Graph (SPG) as a new model to 
represent the relations among sequential patterns. 
• 	 Define new structural relation patterns such as concurrent branch patterns, 
exclusive branch patterns and iterative patterns. 
• 	 Elucidate the framework for Post Sequential Patterns Mining (PSPM) as an 
extension of traditional sequential patterns mining. 
• 	 Devise methods and develop algorithms for mining concurrent branch patterns, 
one of the most important types of patterns of PSPM. 
• 	 Test and analyse the efficiency and effectiveness of the algorithms through 
experiments. 
1.4 Research Design 
The research design approach taken to realise the aim and objectives of this work 
covers literature search, modelling, system design, experimentation, evaluation of 
results and analysis. 
Figure 1.2 illustrates the processes involved in this research. They consist of 
sequential patterns mining, sequential patterns modelling and post sequential 
patterns mining. The boxed items in the figure are the focus of this thesis. 
7 
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In the first stage ofthe work, as shown at the top ofFigure 1.2, traditional sequential 
patterns mining will be performed. Because sequential patterns mining is the 
foundation of the work in this thesis, some algorithms and tools in sequential 
patterns mining from previous authors are used in the initial mining steps. The 
algorithm PrefixSpan [Pei et al. 200 I] is an effective sequential patterns mining 
method and was selected to generate sequential patterns that are to be used as the 
input for this research. This algorithm is well known for its good performance in 
generating sequential patterns from large databases. 
In the second stage, sequential patterns are modelled by a directed acyclic graph 
called Sequential Patterns Graph (SPG). The reason for using SPG is that it is a 
graphical representation of a collection of discrete sequential patterns and it also 
represents the inherent relationship among sequential patterns. 
The use of graphs to model complex datasets has been recognised by various 
researchers in different domains. In the field of Knowledge Discovery, using 
graphs is an expressive and versatile modelling technique that provides ways to 
reason about information implicit in the data [Cook et at. 2000; Kuramochi et at. 
200 I; Yan et al. 2003a; Garriga et al. 2005]. Typically, nodes of these graphs are 
sets of items, and edges represent the relationships of specificity among them. 
With respect to sequential patterns mining, a universal formulation of sequential 
patterns was proposed in [Joshi et ai. 1999] to generalise the framework for the 
9 
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sequential patterns mining problems. This unified some early approaches [Srikant 
et al. 1996; Mannila et al. 1997] to make them more general in terms of 
representation, constraints and methods of computing patterns. Another approach 
taken by Hingston [2002] induces a probabilistic finite state model that describes 
the data. Hingston's model represents another form of graphical approach, which 
shows how frequently occurring sequential patterns might be computed from large 
datasets. 
The above authors' work concentrated on the use of a customer sequence database 
as input whereas the output is sequential patterns. With respect to this work the 
process is modelled on the use of sequential patterns as input. The resulting output 
is structural relation patterns. The goal is to construct an SPG that is accurate and 
minimal. Accurate implies that the SPG accepts all legal sequential patterns and 
rejects all illegal ones. Minimal means that the SPG contains the fewest number of 
nodes and edges necessary. 
The challenge in data mining, particularly in this work, is to develop effective 
methods for mining complex types of data. Research on pattern discovery has 
progressed from mining frequent itemsets [Agrawal et af. 1993] to mining 
sequential patterns [Agrawal et aZ. 1995; Pei et aZ. 2001], and from sequential 
patterns to mining other structures like partial order, graph and tree [Mannila et a1. 
2000; Zaki 2002a; Han et al. 2004]. Once the SPG has been constructed, the 
10 
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potential interrelation among sequential patterns is represented graphically. Thus, 
SPG establishes further the foundation for mining structural knowledge, known as 
structural relation patterns [Lu et al. 2004b). Figure 1.3 shows the levels of 
patterns ranging from a simple frequent itemset, to sequential patterns, to complex 
structures like graph patterns, tree patterns, partial order patterns and the proposed 
new structural relation patterns (i.e. concurrent branch patterns, exclusive branch 
patterns and iterative patterns). Highlighted parts in the figure indicate the area of 
new work in this thesis. 
Graph Patterns Tree Patterns Patterns 
Itl!rative 
.·Patl:efus· 
I.. 
Figure 1.3: From frequent itemset to structural relation patterns. 

The approach to mining these new structural relation patterns is called Post 

Sequential Patterns Mining [Lu et aI. 2004c). As shown in Figure 1.2, Post 
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Sequential Patterns Mining (PSPM) is a framework which builds on SPG 
modelling. It is a method to discover structural relation patterns from sequential 
patterns. PSPM provides inter-sequential patterns analysis which explores the 
inherent relation beyond sequential patterns. 
The design of a PSPM system is associated with database theory, set theory, graph 
theory, algorithm analysis and design theory. The ultimate goal of PSPM is to 
discover structural relation patterns. Although structural relation patterns consist of 
concurrent branch patterns, exclusive branch patterns and iterative patterns, this 
thesis will focus only on concurrent branch patterns mining. Various methods are 
devised to mine concurrent branch patterns. A range of algorithms is developed to 
compare the effectiveness of these methods. The key problems to be addressed in 
the implementation of the algorithms are how to: 
• Define the data structure and storage? 
• Develop a convenient data access mechanism? 
• Acquire suitable datasets for experiments and analyse the results? 
In the experiments to be conducted for this research, all the algorithms will be 
implemented using Microsoft Visual e++ 6.0. These experiments will be pursued 
with synthetic and real datasets. Synthetic sequence data will be generated using the 
IBM data generator that can be obtained from IBM Almaden [1]. This generator has 
12 
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been used in most sequential patterns mining studies [Srikant et al. 1996; Pei et al. 
2001; Zaki 2001]. Two sets of real data will be used to substantiate theories 
developed in this thesis. The datasets pertain to customer purchase data and 
customer web access data. These datasets are public domain data obtainable from 
Blue Martini's Customer Interaction System [2]. These datasets are used in 
KDD-CUP'2000 yearly competition in data mining that started in 1997. 
To evaluate the efficiency and scalability of the algorithms, experiments will be 
performed on various synthetic datasets that will show consistent results. The 
performance of the algorithms will be measured by comparing their running time 
on a dedicated computer. Furthermore, real datasets are used to test the 
effectiveness of the new methods for mining structural patterns that conventional 
mining methods cannot discover. 
1.5 Organisation of the Thesis 
The remainder ofthe thesis is structured as follows: 
In Chapter 2, a survey of the related work on frequent itemset mining, sequential 
patterns mining and graph-based patterns mining is presented. 
In Chapter 3, a new framework for sequential patterns, Sequential Patterns Graph 
(SPG), is proposed. The definition, properties and the construction method are 
13 
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developed systematically in this chapter. 
Chapter 4 proposes a novel mining technique called Post Sequential Patterns 
Mining (PSPM) to discover new structural knowledge. The concepts of concurrent 
branch patterns, exclusive branch patterns, iterative patterns and structural relation 
patterns are also introduced here. 
Chapter 5 discusses concurrent branch patterns mining, for mining one of the most 
important types of patterns that PSPM covers. Three different mining methods and 
concrete examples are presented. 
Chapter 6 presents the design of a system for post sequential patterns mining, 
starting with the object model of PSPMand its related methods. The emphasis here 
is centred on the development of concurrent branch patterns mining algorithms. 
Chapter 7 presents the experimental evaluation and the performance studies of 
algorithms developed for this work, i.e. pre-processing, SPG construction and 
concurrent branch patterns mining. Synthetic and real datasets (i.e. customer orders 
and web page access) are used in tests to provide the results of the experiments. 
Chapter 8 is the concluding chapter ofthis thesis. It presents the main contributions 
derived from the present work and points out future research directions. 
14 
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Chapter 2 Literature Review 
This chapter discusses some important methods that have been previously applied 
in knowledge discovery. These studies included frequent itemset mining, sequential 
patterns mining, graph patterns mining and tree patterns mining. 
2.1 Frequent Itemset Mining 
With the introduction of association rule mining by Agrawal et al. in 1993, 
Frequent Itemset Mining (FlM) has received a great deal of attention and has 
played an essential role in many data mining tasks. As can be seen later, frequent 
itemset mining is not only used in association rule mining, but it is also the basis for 
many data mining methods such as sequential patterns mining, graph-based pattern 
mining and tree mining. 
2.1.1 Definition of Frequent Itemset Mining Problem 
The frequent itemset mining problem was first introduced by Agrawal et at. [1993] 
as mining association rules between sets of items. 
Let J={ il,i2, ... ,im } be a set of items. An itemset Xr;;) is a subset of items. An itemset 
with I items is called an l-itemset. A transaction T == (Tid, X) is a tuple where Tid is 
15 
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a transaction-id and X is an itemset. A transaction T = (Tid, X) is said to contain 
item set Y if Y~. 
A transaction database TDB is a set of transactions. The support of an itemsetXin 
transaction database TDB, denoted as sup(X), is the number of transactions in TDB 
containing X, i.e. 
sup(X) = I{(Tid, Y)I «Tid, y) ~ TDB) /\ (X ~y)}1 
Given a user specified support threshold (minsup), X is called afrequent itemset if 
sup(X);::minsup. The problem ofmining frequent itemset is to find the complete set 
of frequent itemsets in a Transaction DataBase (TDB) with respect to a given 
support threshold minsup. 
2.1.2 Mining All Frequent Itemsets 
There have been many algorithms developed for fast mining of frequent Itemsets 
that can be classified into two categories. The first category is the candidate 
generation-and-test approach, such as the Apriori algorithm. This algorithm has 
many variations in subsequent studies such as those directly based on an 
anti-monotone Apriori property [Agrawal et af. 1994]. The Apriori property states 
that: ifa pattern with k items is not frequent, any ofits super-patterns with (k+ 1) or 
16 
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more items can never be frequent. A candidate generation-and-test approach 
iteratively generates the set of candidate patterns of length (k+ 1) from the set of 
frequent patterns of length k (k'2.1), and also checks their corresponding occurrence 
of frequencies in the database. 
The Apriori-inspired algorithm [Park et at. 1995; Savasere et at. 1995; Brin et at. 
1997] achieves good reduction on the size of candidate sets. However, when there 
exists a large number of frequent patterns and/or long patterns, candidate 
generation-and-test methods may still suffer from generating huge numbers of 
candidates and might take many scans of large databases for the frequency 
checking. 
Another category of methods, pattern-growth methods, such as FP-growth [Han et 
at. 2000b] and TreeProjection [Agrawal et at. 2000], has been proposed. The 
pattern-growth method uses the Apriori property. However, instead of generating 
candidate sets, it recursively partitions the database into sub-databases according to 
the frequent patterns found and searches for local frequent patterns to assemble 
longer global ones. 
2.1.3 Mining Maximal and Closed Frequent Itemsets 
The basic frequent itemset mining methods introduced above mine all frequent 
17 
-

CHAPTER 2 LITERATURE REVIEW 
itemsets. However, with dense datasets where there are many long frequent 
itemsets, it is difficult to find any new knowledge from such huge numbers of 
frequent itemsets. There are two current solutions to this problem. 
The first one is to mine only maximal frequent itemsets, which are typically orders 
of magnitude fewer than all frequent itemsets, such as Max-Miner [Bayardo et al. 
1998], GenMax [Gouda et at. 2001] and FPmax [Grahne et al. 2003a]. A frequent 
itemset is called maximal if it is not a subset of any other frequent itemset. While 
mining maximal sets helps one to understand the long patterns in dense domains, 
they lead to a loss of information, since when information related to the subset 
frequency is not available maximal sets are not suitable for generating rules. 
The second solution is to mine only the frequent closed sets [Pasquier et at. 1999; 
Bastide et al. 2000; Pei et al. 2000; Zaki et al. 2002b; Grahne et at. 2003b]. A set is 
closed if it has no superset with the same frequency. Closed sets are lossless in the 
sense that they uniquely determine the set of all frequent itemsets and their exact 
frequencies. 
Related to maximal and closed frequent itemset mining, other methods were 
proposed with respect to an attempt to reduce the number of frequent itemsets. The 
work of Han et al. [2002a] on mining the top-k frequent closed patterns as well as 
work on condensed frequent item sets [Pei et al. 2002a, Calders et at. 2002] are 
18 
CHAPTER 2 LITERATURE REVIEW 
typical examples. The work of Afrati et at. [2004] addressed the issues of 
overwhelmingly large output size by introducing and studying the problem of 
estimating k sets that best approximate a collection of frequent itemsets, where k is 
a constant value. 
2.2 Sequential Patterns Mining 
Like frequent itemset mining, the mining of sequential patterns is among the most 
popular knowledge discovery techniques that apply statistical measures to extract 
useful information from large datasets. 
2.2.1 Definition of Sequential Patterns Mining Problem 
The problem of discovering sequential patterns was introduced by Agrawal et at. 
(1995). Their approach introduced some ofthe most important and basic definitions 
in sequential patterns mining. 
The authors assumed that a given database of customer's transactions consisted of 
the following fields: sequence-id or customer-id, transaction-time and the item 
involved in the transaction. Such a database is generally known as a customer 
sequence database. 
More precisely, each transaction is a set of items (itemset) and each sequence is a 
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list of transactions ordered by the transaction time. Let I={ij,i2, ... ,im} be a set of 
items. Suppose an itemset, denoted by (X},X2, ... ,xq), is a nonempty set of q items, 
then a sequence s, denoted by <e/ e2 ... en>, is an ordered set of n elements where 
each element ej (l~i~n) is an itemset. 
An item is the basic value for numerous data mining problems. It can be considered 
as the object bought by a customer or a page requested by the user of a website for 
example. An itemset is a set of items that are grouped by some timestamp. 
Each sequence in the customer sequence database is referred to as a data sequence. 
The support of sequence s, denoted by S.sup, is the number of data sequences 
containing s divided by the total number of data sequences in customer sequence 
database. The minimum support (minsup) is specified by the user and stands for the 
minimum number of occurrences of a sequential pattern to be considered as 
frequent. A sequence s is a frequent sequence, or called sequential pattern, if 
s.sup?minsup. A sequential pattern is called a maximal sequence if any of its 
superset is not a sequential pattern. 
Using the above definitions, Agrawal and Srikant [Agrawal et al. 1995] proposed 
the problem of sequential patterns mining as follows: Given a set of sequences, 
where each sequence consists of a list ofelements and each element consists of a set 
of items, and given minimum support threshold, sequential patterns mining is to 
discover the set of all sequential patterns or the set of maximal sequential patterns. 
20 
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2.2.2 Sequential Patterns Mining Algorithms 
Sequential patterns mining has been intensively studied during recent years, so 
there exists a great diversity of algorithms for sequential patterns mining. 
Most of the basic and earlier algorithms for sequential patterns mining are based on 
the Apriori property proposed in frequent itemset mining [Agrawal et al. 1994]. 
The Apriori property states that any sUb-pattern of a frequent pattern must be 
frequent. Based on this heuristic, a series ofApriori-like algorithms with respect to 
sequential patterns mining have been proposed by Agrawal et al. [1995] such as 
AprioriAll, AprioriSome and DynamicSome. From their subsequent work, the same 
authors proposed the GSP (Generalized Sequential Pattern) [Srikant et at. 1996] 
algorithm that outperformed AprioriAIl. 
Another different algorithm used to mine sequential patterns is FreeSpan (Frequent 
pattern-projected Sequential patterns mining) [Han et al. 2000a]. FreeSpan is the 
first algorithm considering the pattern-projection method for mining sequential 
patterns. This work has been continued with PrefixSpan (Prefix-projected 
Sequential patterns mining) [Pei et al. 2001], based on a study about the number of 
candidates proposed by a Generating-Pruning method. The PrejixSpan is a more 
efficient algorithm for mining sequential patterns as compared with GSP [Srikant et 
al. 1996] and AprioriAll [Agrawal et ai. 1995]. It is also capable of dealing very 
large database. PrejixSpan operates by first finding the frequent items after 
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scanning the database once. The sequence database is then projected, according to 
the frequent items, into several smaller databases. Finally, all sequential patterns 
are found by recursively growing subsequent fragments in each projected database. 
Employing a divide-and-conquer strategy with the PatternGrowth methodology, 
PrefixSpan efficiently mines the complete set of patterns. 
In addition, the SPADE (Sequential PAttern Discovery using Equivalence classes) 
algorithm was proposed to find the frequent sequences using efficient lattice search 
techniques and simple joins [Zaki 2001]. In this technique, all sequences are 
discovered with only three passes over the database. An important aspect ofSPADE 
is that it decomposes the mining problem into sub problems, which can be fitted in 
the main memory. 
Other influential papers discussed in the literature also include SPIRlT [Garofalakis 
et al. 1999] on integration of constraints by using regular expressions and MEMISP 
[Lin et al. 2002] on a memory indexing based approach. Ayres et al. [2002] 
proposed an algorithm, which is especially efficient when the sequential patterns in 
the database are very long. 
2.2.3 Constraint-Based Sequential Patterns Mining 
For many sequential patterns mining applications, instead of finding all the possible 
sequential patterns in a database, a user may often like to enforce certain constraints 
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to find desired patterns. The mining process, which incorporates user specified 
constraints to reduce search space and derive only the user-interested patterns, is 
called constraint-based mining. 
GSP is a constraint-based mining algorithm that discovers generalised sequential 
patterns [Srikant et al. 1996]. It is also an Apriori based algorithm for sequential 
patterns mining, but it was generalised by adding a taxonomy (is-a hierarchy) on 
items and time constraints such as minimum and maximum gap between adjacent 
elements of a pattern. 
The novel idea of the SPIRIT (Sequential Patterns mining with Regular expressIon 
consTraints) algorithm is to use regular expression constraint specification tool 
[Garofalakis et al. 1999]. It involves a generic user-specific regular expression 
constraint on the mined patterns, thus enabling considerably versatile and powerful 
restrictions. 
Another efficient constraint-based sequential patterns mining using dataset filtering 
techniques is proposed [Morzy et al. 2002]. This work shows how to transform a 
given data mining task into an equivalent one operating on a smaller dataset, using 
authors proposed a GSP-F algorithm that applied dataset-filtering techniques. 
The above studies handle a few scattered classes of constraints. However, two 
problems remain: (I) many practical constraints are not covered, and (2) there is the 
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lack of a systematic method to push various constraints into mining process. Pei et 
al. [2002b] conducted a systematic study on constraint-based sequential patterns 
mining. From an application point view, seven categories of constraints were 
presented: 
• 	 An item constraint specifies what are the particular individual or groups of 
items that should or should not be present in the patterns. 
.. 	 A length constraint specifies the requirement on the length of the patterns. 
• 	 A super-pattern constraint is used to find patterns that contain a particular set of 
patterns as SUb-patterns. 
• 	 An aggregate constraint is the constraint on an aggregate of items in a pattern. 
• 	 A regular expression constraint is a constraint specified as a regular expression 
over the set of items using the established set of regular expression operators. 
• 	 A duration constraint requIres that the pattern appears frequently in the 
sequence database such that the time-stamp difference between the first and the 
last transactions in the pattern must be longer or shorter than a given period. 
• 	 A gap constraint requires that the pattern appears frequently in the sequence 
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database such that the time-stamp difference between every two adjacent 
transactions must be longer or shorter than a given period. 
The above study covers many commonly used constraints. And an efficient 
algorithm called prefix-growth is developed [Pei et al. 2002b]. Prefix-growth 
pushes prefix-monotone constraints deep into the mining process. It represents a 
new and promising methodology for the effective and efficient mining ofsequential 
patterns with constraints. 
2.2.4 Multi-dimensional Sequential Patterns Mining 
As its name implies, multi-dimensional sequential patterns mining attempt to find 
frequent sequential patterns across several dimensions of infonnation. 
Multi-dimensional sequential patterns mining was first introduced by Pinto et al. 
[200 I]. It is an extension of PrefixSpan [Pei et al. 2001]. The aim of this mining 
technique is to get more useful sequential patterns with different dimensional 
attributes. Several possible efficient methods are proposed for multi-dimensional 
sequential patterns mining. This can be categorised into two forms: (1) integration 
of efficient sequential patterns mining and multi-dimensional analysis methods, 
and (2) embedding multi-dimensional infornlation into sequences and mining the 
whole set using a uniform sequential patterns mining method. 
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2.2.5 Incremental Mining of Sequential Patterns 
Many real life sequence databases grow incrementally. It is undesirable to mine 
sequential patterns when a small set of sequences grows, or when some new 
sequences are added into the database. In this case, incremental algorithms were 
developed for sequential patterns mining so that mining can be adapted to 
incremental database updates. 
Previous researches conducted in incrementa! mining are as follows: Parthasarathy 
et at. [1999] developed an incremental mining algorithm ISM (Incremental 
Sequential Patterns Mining) by maintaining a sequence lattice of an old database. 
The sequence lattice includes all the frequent sequences and all the sequences in the 
negative border. Zhang et al. [2002] developed two algorithms for incremental 
mining sequential patterns when sequences are inserted into or deleted from the 
original database. Following this, MassegJia et at. [2003] presented another 
algorithm called ISE (Incremental Sequence Extraction) for mining frequent 
sequences. ISE uses information collected during an earlier mining process to cut 
down the cost of finding new sequential patterns in the updated database. Cheng et 
at. [2004] proposed an algorithm IncSpan (Incremental Sequential Patterns Mining) 
by exploring several novel techniques to balance efficiency and reusability. It is a 
promising algorithm to solve practical problems with many real applications. 
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2.2.6 Extended Problems Based on Sequential Patterns Mining 
Sequential patterns mining methods provide fast tools for finding the frequent 
occurring sequences in large customer sequence database [Agrawal et al. 1995; 
Garofalaskis et al. 1999; Han et ai. 2000a; Zaki 2001; Ayres et al. 2002]. However, 
sequential patterns mining task leads to the following problems that may hinder its 
popular use [Tzvetkov et al. 2003]: 
Firstly, sequential patterns mining often generates an exponential number of 
patterns, which is unavoidable when the database consists of long frequent 
sequences. Consider a database that contains a frequent sequence <Cal) Ca2) ... (an» 
(Vi-:t=j, aj -:t= aj). This will generate 2n_l frequent subsequences. It is very likely some 
subsequences share the exact same support with these long sequences, which are 
essentially redundant patterns. 
Secondly, the setting of minimum support (minsup) becomes a subtle task: A too 
small value may lead to the generation of thousands ofpattems, whereas a too big 
one may lead to no answer found. To come up with an appropriate minsup, one 
needs to have prior knowledge about the mining query and the task specific data, 
and be able to estimate beforehand how many patterns that might be generated with 
a particular threshold. 
A solution to the first problem was proposed by Van et al. [2003b]. Their algorithm, 
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called CloSpan (Closed Sequential patterns mining), could mine closed sequential 
patterns. A sequential pattern s is closed ifthere exists no super pattern ofs with the 
same support in the database. Mining closed sequential patterns may significantly 
reduce the number of patterns generated and they provide information that is 
loss less, since these can be used to derive the complete set of sequential patterns. 
With respect to the second problem mentioned above, Tzvetkov et al. [2003] 
developed an efficient algorithm, called TSP, which makes use of the length 
constraint and the properties oftop-k closed sequential patterns to perform dynamic 
support rising and projected database-pruning. 
The initial definition of the sequential patterns proposed by Agrawal et at. [1995] 
has also been improved by some researchers. For example, Kum et al. [2003] 
proposed ApproxMap to mine approximate sequential patterns. ApproxMap first 
clusters the data sequences depending on their items. Then for each cluster, 
ApproxMap allows extraction of the approximate sequential patterns related to this 
cluster. 
2.3 Graph-based Pattern Mining 
With the successful development of efficient and scalable algorithms for mining 
frequent itemsets and sequences, it is natural to extend the scope of previous study 
to a more general structured pattern mining problem Le. mining frequent subgraph 
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patterns. 
In recent years several graph-based frequent pattern mining algorithms have been 
developed which solves different types of problems. They differ in several aspects, 
for example, in the graph representation or in the completeness of the subgraph 
discovery process. Because of these differences the effectiveness of the algorithms 
varies significantly. A trade-off is discussed that introduces which aspects of 
selection should be considered when one classifies graph-based frequent pattern 
discovering algorithms [Ivancsy et al. 2005]. 
2.3.1 Graph-Transaction Mining 
In the graph-transaction mining the dataset to be mined is a set of graphs which are 
relatively small. In this case, the graphs are transactions. The purpose ofthis mining 
task is to search for subgraphs, which occur, at least, in a given number of graphs. 
The following graph transaction mining algorithms have been discussed by some 
authors. 
AGM (A priori-based Graph Mining) is the first algorithm, which proposed to solve 
the problem of discovering frequent subgraphs in a graph transactions dataset 
[Inokuchi et at. 2000]. Since then, several algorithms have been proposed which are, 
in a way, more efficient than the AGM. Kuramochi et al. [2001] further developed 
the idea using a more computationally efficient graph representation structure and 
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edge-growth instead of node-growth. Their algorithm, FSG (Frequent Sub Graph 
Discovery) is an Apriori-based algorithm for finding all connected subgraphs that 
appear frequently in a graph database. 
AGM and FSG both take advantage of Apriori-like level-wise approaches firstly 
introduced in Agrawal et al. [1994]. These algorithms, though reduce search space, 
they still bear nontrivial but inherent problems such as huge candidate set 
generation, multiple scans of database and difficulties at mining long patterns. Van 
et al. [2002] investigated new approaches, gSpan (graph-based Substructure pattern 
mining), to overcome these difficulties, which discovers frequent substructures 
without candidate generation. This method is the first algorithm that explores 
depth-first search (DFS) in frequent sub-graph mining. 
Huan et al. [2003] presented a new algorithm, FFSM (Fast Frequent Subgraph 
Mining), for frequent subgraph mining problem. Comparing to existing algorithms, 
FFSM achieves substantial performance gain by efficiently handling the underlying 
subgraph isomorphism problem, which is a time-consuming step. The same authors 
proposed a new algorithm called SPIN (SPanning tree based maximal graph 
miNing) [Huan et al. 2004] that mines only maximal frequent subgraphs, i.e. 
subgraphs that are not a part of any other frequent subgraphs. This method reduced 
the total number of mined patterns and decreased the size of the output set. 
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2.3.2 Single-Graph Mining 
In the single-graph format the input data of the mining process is a single large 
graph. In this case, reoccurring sub-graphs in the single graph are searched. 
Solutions to the problem of single graph mining are provided by the following 
authors in the form of algorithms. 
A SUBstructure Discovery system (SUBDUE) was proposed by Cook et al. [1994; 
2000] to discover interesting substructures on databases represented as graphs. 
SUBDUE represents data using a labelled, directed graph in which entities are 
represented by labelled nodes or sub-graphs, and relationships are represented by 
labelled edges between the entities. SUBDUE uses the minimum description 
length (MDL) principle to identify patterns that minimise the number ofbits needed 
to describe the input graph after being compressed by the pattern. SUBDUE has 
been successfully applied in a number of areas, including bioinformatics, web 
structure mining, counter-terrorism, social network analysis, aviation and geology. 
GBI (Graph-Based Induction) [Matsuda et al. 2000] is a technique which was 
devised for the purpose of discovering typical patterns in a general graph data by 
recursively separating two adjoining nodes. GBI is very efficient because of its 
greedy search. GREW algorithm uses a heuristic approach to find frequent 
connected sub-graphs from a single graph [Kuramochi et at. 2004]. The main 
advantage of the algorithm is that it can be used efficiently by large graphs having 
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large number of node-disjoint embeddings. 
Other researches on graph-based patterns mining have been reported. Vanetik et aZ. 
(2002) applies an Apriori-like algorithm, but uses edge-disjoint paths as building 
blocks. Kuramochi et at. [2002] proposed a method to discover frequent graphs 
with geometric constraints. LCGMiner (Levelwise Closed Graph Pattern Miner) 
was proposed to improve upon CloseGraph that was used to discover frequent 
closed sub-graphs [Xu et at. 2004]. 
Han et al. [2004] performed a systematic investigation of the principles, algorithms 
and applications of scalable sequential and structured pattern mining. They 
considered a graph as a structured pattern in their study. Their study covered the 
following issues: (1) Development of highly scalable mining algorithms; (2) 
Investigation of highly flexible mining methodologies, including mining of 
multi-dimensional multi-level sequential and structured patterns and 
constraint-based mining; (3) Extension of the scope to cover sequential or 
structured pattern-based clustering; and (4) Application of multi-dimensional, 
multi-level sequential or structured pattern mining. 
2.3.3 Tree Mining 
Tree mining, being an instance offrequent structure mining, has obvious relation to 
frequent itemset and sequential patterns mining. Mining frequent trees is very 
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useful in domains like bioinformatics, web mining, mining semi-structured data 
and so on. 
One of the most commonly known tree miner algorithms is the FREQT which 
discovers frequent ordered trees in a forest [Asai et al. 2002]. It is an incremental 
algorithm that simultaneously constructs the set of frequent patterns and their 
occurrences level by level. Zaki [2002a] presented TREEMINER, a novel 
algorithm to discover all frequent subtrees in a forest, using a new data structure 
called scope-list. Another tree miner algorithm is the Free TreeMiner [Ruckert et al. 
2004] which finds all free trees in a graph database. 
2.4 Generic Pattern Mining 
Frequent Pattern Mining (FPM) is one of the most important tasks in data mining. 
The word pattern here refers to itemset, sequence, tree and graph patterns. FPM has 
different input datasets and generates different forms of results. However, there are 
inherent relationships among these results such that every pattern can be modelled 
as a graph. Zaki et al. [2005] gives a good description about this. 
Figure 2.1 shows examples of some common types of patterns including itemset, 
sequential pattern, tree and graph. In fact, every pattern can be modelled as a graph; 
each node is shown as a circle in the figure and node labels are shown inside the 
circle, whereas edge labels have been omitted. 
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Itemset {a,b,c,d} Sequential Pattern <a, (a,b),c> 
(a) (b) 
Graph 
(c) (d) 
Figure 2,1: Graphical representation of different types of patterns (Source: Zaki et 
al.2005). 
It can be seen that an itemset can be constructed using nodes but no two nodes have 
the same label (as shown in Figure 2.1 (a»). A sequential pattern is modelled as an 
ordered list of itemsets and thus the different nodes in a sequence can have the same 
label. Consider the graphical representation ofthe sequential pattern <a,(a,b),c> in 
Figure 2.1 (b) for example; two nodes are labelled by a but they are different 
because they correspond to two different items a in the sequential pattern 
<a,(a,b),c>. In tree mining, typically rooted, ordered and labelled trees are 
considered (see Figure 2.1 (c) for example). A tree pattern must satisfy all tree 
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properties, namely i) the root has no parent, ii) edges are directed, iii) a node has 
only one parent, iv) the tree is connected, and v) the tree has no cycles. Finally, by 
definition, a pattern can model any general graph as well as any special constraints 
that might appear in graph mining (example as shown in Figure 2.1 (d). 
Zaki et al. [2005] also extended the above property of patterns by proposing a Data 
Mining Template Library (DMTL). This consisted of a collection of generic 
containers and algorithms for frequent pattern mining, together with some database 
management classes. DMTL provides a systematic solution to a whole class of 
common FPM tasks like itemset, sequence, tree and graph mining. It is extensible, 
scalable and has a better performance for rapid response on massive datasets. Their 
study on generic pattern mining further demonstrated the interrelationship among 
different frequent pattern mining techniques. 
2.5 Summary 
Frequent pattern mining has been an active research theme in data mining with 
many efficient and scalable techniques developed for mining associate rules, 
frequent itemsets and sequential patterns. This chapter has reviewed some of the 
related work on frequent itemset mining, sequential patterns mining and 
graph-based pattern mining. 
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The work of this thesis has been based on traditional sequential patterns mining. 
With this in mind this chapter has discussed the basic sequential patterns mining 
algorithms and explored various methods that include constraint-based sequential 
patterns mining, multi-dimensional sequential patterns mining, incremental 
sequential patterns mining and closed sequential patterns mining. 
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Chapter 3 Sequential Patterns Graph 
Sequential patterns mining aims at discovering frequent sequences (or sequential 
patterns) in a customer sequence database. It is important to understand the inherent 
relation among patterns as well as their general representation. Therefore, a novel 
framework for sequential patterns, called Sequential Patterns Graph was proposed 
as a model to represent the relations among sequential patterns [Lu et af. 2004a]. 
This chapter introduces the definition, properties and construction algorithms of the 
sequential patterns graph. 
3.1 Definition of Sequential Patterns Graph 
As a general data structure, a graph can be used to model any complicated relations 
among data. This has led to the development of a sequential patterns model that 
explores the inherent relationship among sequential patterns. Features of this model 
are based on the fact that: (i) it can be used to represent all the sequential patterns 
mined in a mining task, and (ii) from this model, other new patterns may be 
deduced. 
Definition 3.1: Sequential Patterns Graph (SPG) 
Maximal Sequence Set (MSS) is a collection of sequential patterns that is not 
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contained by other sequential patterns. The sequential patterns graph is a graphical 
representation of the MSS. It is a 5-tuple expressed as: SPG=(v, E, S, F, 0), where 
(I) 	Vis a nonempty set of nodes, V={v}, v2, ... , V m}. Each element of the sequence 
in MSS corresponds to one node in V and each node in SPG at least 
corresponds to one element of the sequence in MSS. 
(2) 	 E is a set of directed edges. The sequential relation of any two adjacent 
elements in a sequence of MSS corresponds to the directed edge of two nodes 
in SPG. Anyone directed edge at least corresponds to the sequential relation of 
two adjacent elements in a sequence of MSS. 
(3) 	S is a set of start nodes, SGV, and S:;i:0. There are no start nodes that have the 
same value in SPG (ifthere are, they should be considered as the same node). 
(4) 	 F is a set of final nodes, FGV, and F:;i:0. There are no final nodes that have the 
same value in SPG (if there are, they should be considered as the same node). 
(5) 	 0 is a function from a set of directed edges to a set of pairs of nodes. (j can also 
be defined as a map function of V....+ V, which indicates the relations between 
any two nodes. 
(6) 	 For any node in SPG, the subsequent paths of it cannot be the same, and the 
ancestor paths of it cannot be the same either. For each pair of different nodes 
in SPG, if they have same value, there must be different ancestor paths and 
subsequence paths of them. 
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SPG is proposed on the basic concept of a graph which is defined by G=(V,E), 
where V is the set of nodes and E is the set of edges. In order to meet the specific 
properties of sequential patterns, two special types of nodes (start nodes S and final 
nodes F) and functions (8) which represent the relationship between nodes are 
added. Therefore SPG is an extended graph and defined by a 5-tuple: SPG=Cv, E, S, 
F. 0). 
Graphical elements used in relation to SPG are shown in Figure 3.1. Note that an 
element in SPG is simply a building block. 
o o o 
Node Start Node Final Node Sequential Relation 
_____________________________.--J 
Figure 3.1: Elements of SPG. 
As an example, Figure 3.2 shows an SPG that corresponds to a set of maximal 
sequence MSS={ <deb>, <eacb>, <efcb>, <ebe>, <jbe>, «a,b)!>, «a,b)dc>, 
<aeee>, <aebe>, <a(b,c)(a,e»}. As a further example, consider the part circled by 
a broken line; it is an SPG corresponding to sequential patterns <eaeb> and <efcb> 
in particular. The algorithm for the construction of the sequential patterns graph 
will be discussed in section 3.4. 
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r-\O'~ Start node o Final node 
Figure 3.2: A Sequential Patterns Graph of MSS. 
From the definition 3.1, it can be concluded that elements of MSS map to nodes in 
the SPG, and relationships between elements map to directed edges in the SPG. The 
first element of any MSS corresponds to one of the start nodes {d, e, f, (a, b), a} and 
there are no start nodes that have the same value in SPG. Similarly, the last element 
of an MSS corresponds to one ofthe final nodes {b, c.. f, (a,c)} and there are no final 
nodes that have the same value in SPG. 
The significance and function of a sequential patterns graph are not limited here. 
Based on the sequential patterns graph, the structural relation among patterns can 
also be discovered. Consider Figure 3.2 for example; patterns <ebc>, <jbe>, 
«a,b)dc>, <aeee> and <acbe> have the same final node e, and node e has the 
largest in-degree. Patterns <eacb>, <efcb> and <ebc> have the same start node e, 
and e has the largest out-degree. A sequential patterns graph leads other new 
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compound patterns, such as branch patterns or iterative patterns, to be discovered. 
This is discussed in Chapter 4 in detail. 
3.2 Properties of Sequential Patterns Graph 
From the definition of sequential patterns graph, the following properties can be 
deduced. 
1. 	 The sequential patterns graph is a directed acyclic graph 
Proof Since SPG is the graphical representation of MSS, the relation among 
elements in a sequence of MSS is sequential, hence it exits. 
2. 	 Given a sequential pattern S whose length is n, for any two adjacent elements Si 
and Si+1 (l~i~n-l), there is a directed edge that points from node Si to node 
S,' /. 
Proof From Definition 3.1 (1 )(2), each element of the sequence corresponds to 
one node, and two adjacent elements in a sequence correspond to the directed 
edge of two nodes in SPG. Therefore, it exits. 
3. 	 For any couple of given nodes, ifthere exists a path from one node to the other, 
the nodes on the path make up a sequential pattern and vice versa. Any 
sequential pattern is on one path of the sequential patterns graph including its 
elements and the sequence orders among the elements. 
41 

CHAPTER 3 	 SEQUENTIAL PATTERNS GRAPH 
Proof It can be obtained from the Apriori property of association rules mining 
(Le. any sub-pattern ofa frequent pattern must be frequent) and Definition 3.1 (1) 
(2). Each node in SPG corresponds to one element of the sequence and any two 
adjacent nodes represent the sequence relation of those two elements. Therefore, 
ifthere is a path from one node to another, then the nodes on the path must make 
up a sequential pattern. 
4. 	 The sequence of nodes on the path from any start node to the final node makes 
up the maximal sequence in MSS and vice versa. 
Proof A sequential pattern is called a maximal sequence if any of its superset is 
not a sequential pattern. First of all, the sequence of nodes on the path from any 
start node to the final node makes up a sequential pattern. Secondly, this path is 
not a part of any other paths. That is, the sequence that corresponds to this path 
is not contained by other sequences in the sequence set. This property can be 
deduced from the corresponding relation between nodes and elements, edges 
and sequences. 
5. 	 Any two sequential patterns that have the same prefix must have the same 
ancestor path in SPG; and any two sequential patterns that have the same 
postfix must have the same sub-sequence path in SPG. 
Proof From Definition 3.1(3)(6), there are no start nodes that have the same 
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value, and for anyone node, the value of its directed subsequent node cannot be 
the same either. Therefore, any two sequential patterns, which have the same 
prefix must have the same ancestor path in SPG. Otherwise, it cannot satisfy 
the definition of SPG. 
6. SPG is minimal. 
Pro(~l By min imal, theoreticians mean that the SPG contains the fewest number 
of nodes and edges necessary. A sequential patterns graph is minimal since 
deleting anyone node or anyone edge cannot represent MSS completely. 
To prove that there is no redundant node in SPG, definition 3.1 (1) is used. Each 
node in the SPG is at least represented as an element of the sequence in MSS. If 
any of the nodes is deleted from SPG, then at least one element of a maximal 
sequence has no corresponding node. 
To prove that there is no redundant edge in SPG, definition 3.1 (1) is used again. 
Anyone directed edge at least corresponds to the sequential relation of two 
adjacent elements in a sequence of MSS. If one of the edges is deleted from 
SPG, then at least one sequential relation of two adjacent elements cannot be 
represented in SPG. 
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3.3 The Equivalence of Sequential Patterns Graphs 
SPG is derived directly from sequential patterns mining. Therefore, the result from 
both SPG and the sequential patterns mining must be equivalent. It is true to assume 
that sometimes more than one SPG can be derived from sequential patterns mining. 
The follow definition is intended to define the equivalence relationship between 
two SPGs from the same sequential patterns. 
Definition 3.2: Equivalence of Sequential Patterns Graphs 
Sequential Patterns Graph denoted by SPG=<V,E,S,F,o> and SPG'=<V',E',S',F',b'> 
are equivalent, if the corresponding MSS recognised by them is identical. 
Figure 3.3 shows two equivalent SPGs that model the same set of maximal 
sequences, Ai)S={<xab>, <xad>,<yad>}. 
y 
Figure 3.3: Two equivalent SPGs. 
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3.4 Construction Algorithm of Sequential Patterns Graph 
In general, for a given set of MSS, there are an infinite number of possible models 
that can be constructed. The goal, of course, is to construct a good model. 
Theoreticians consider an SPG to be good if it is both accurate and minimal. By 
accurate they mean that the SPG accepts all legal sequential patterns and rejects all 
illegal ones. By minimal, theoreticians mean that the SPG contains the fewest 
number of nodes and edges necessary. 
Algorithm 3.1 shows the pseudo-code for constructing an SPG. 
Algorithm 3.1: Construct_SPG 
Input: The set of sequential patterns SP. 
Output: Sequential Patterns Graph SPG. 
Method: 
1. /* Initialisation*I 
Let SP be the set of sequential patterns, which is the result of sequential patterns 

mining. 

Let MSS be an em pty set. 

Let m be the length ofthe longest maximal sequential pattern ofSP. 

Construct an empty directed graph G. 
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2. /*Find the maximal sequences set MSS */ 
k=m 
Repeat while SP is not empty 
{Let SPk = {PI PESP and length(p)=k}. 
For each PESPk 
{IfP is not a sub pattern of any element of MSS 
MSS=MSS u {P} } 

SP=SP-SPk 

k=k-l} 

3. /*Construction of SPG */ 
k=m 
Repeat while MSS is not empty 
{Let Sk ={sl sEMSS and length(s)=k}. 
For each SESk 
{If G is empty 
Construct the directed graph for S such as graph G. 
else 
{Let preS, postS and elemS be empty sets. 
Find the same prefix ofsand G, denoted by preS. 
Find the same postfix of sand G, denoted by postS. 
elemS=s-preS-postS 
Construct the directed graph G' for elemS 
IfpreS is not empty 
Add a directed edge from the last node ofpreS in G to the head 
node ofG'. 
IfpostS is not empty then 
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Add a directed edge from the last node of G' to the head node of 
postS in G. 
Now G is new directed graph, which includes a new pattern s.} } 
MSS=MSS-Sk 
k=k-I} 
4. !*Optimisation of SPG*! 
For each couple <v" VI> of Vx V in SPG (i:;t.j) 
{Ifvl.value= v,.value 
If VI and VI have same prefixes 
{Let all postfixes ofVi be the postfixes Ofv/. 
Delete v, and its related edges from SPG.} 
If VI and VI have same postfixes 
{Let all prefixes of Vi be the prefixes of Vj. 
Delete v, and its related edges from SPG.} } 
} 
Algorithm Construct_SPG consists of four steps. Step I is the initialisation. The 
input to the procedure is a set of sequential patterns SP. The algorithm initially 
constructs an empty directed graph G. The length of the sequence is the number of 
items in a sequence. Step 2 is to find the MSS. Using the sequential patterns set SP, 
the maximal sequences set MSS is found. Once the MSS has been found, the SPG 
can be constructed. This is described in step 3. The main loop in this step is based 
on the contents ofM,)S. An empty MSS means that the loop is ignored. A new graph 
G is constructed for the maximal sequences which have largest length in MSS. 
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During each iteration, to make the SPG minimal for each maximal sequence s in 
MSS, the same prefix andlor postfix of sand G are first found. For convenience, 
preS and postS are used to denote the common prefix and postfix of sand G 
respectively. The same prefix of sequence sand G means that the first few elements 
of s and the first few nodes of one path in G have the same values. Similarly, same 
postfix of sequence sand G means that the last few elements of s and the last few 
nodes of one path in G have the same values. The variable elemS is used to denote 
the remainder of s. A new sequential patterns graph G is constructed by adding the 
nodes and edges of elemS. Step 4 of the algorithms is the optimisation ofSPG and it 
can guarantee the restriction in definition 3.1 (6). 
Performance Study of COllstruct_SPG algorithm 
In the algorithm, step 2 and step 3 are two essential steps. These two steps influence 
the effectiveness of the algorithm. Suppose there are n sequential patterns, m 
maximal sequences and the maximal length of the sequence s is k, then there are n 
loops in step 2. The inner loop checks for sUb-patterns. The number of loops 
recorded is in direct proportion to the length of pattern p and patterns in MSS. The 
loops are 0, 1, 2, ... , and m-l. Therefore, the complexity of this algorithm is 
O(kmn). If k is a constant, the complexity reduces to O(mn). 
There are m loops in step 3. The computation ofpreS and postS is the main function 
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of each loop. Similar to step 2, the complexity in step 3 is O(km2). Hence, the 
complexity of the whole algorithm is O(k(mn+m2)). Ifk is constant, the complexity 
will be O(mn+m\ If the relationship between m and n is linear, then the computing 
complexity can be simplified as O(n\ 
3.5 Illustration of COllstruct_SPG Algorithm Functions 
In order to illustrate proced ures ofSPG construction, a series of examples are given 
in this section. Table 3.1 shows a sample of customer sequence database (CSDB) 
and sequential patterns (SP) used in PrejixSpan [Pei et al. 2001]. They are used as 
a running example to illustrate the whole procedure of SPG construction. 
CSDB Se uential Patterns SP 
<a>, <aa>, <ab>, «a,e», <a(a,e», <b(a,e», <c(a,e», <a(b,e», «b,c)c>, 
<a(b,c)a>, «b,c)(a,c», <aba>, <abc>, <ab(a,c», <ac(a,c», <a(b,c)c>, 
<a (a,b,c) (a,c) d (e,t» <a(b,e)(a,c», «a,b», «a,b)e>, «a,b)d>, «a,b)t>, «a,b)dc>, <ae>, 
«a,d) c (b,e) (a,c» <aea>, <acb>, <ace>, <ad>, <ade>, <aebe>, <aeee>, <at>, <b>, <ba>, 
«d) (a,b) (d,t) c b> <be>, «b,e», «b,e)a>, <bd>, <bdc>, <bt>, <c>, <ea>, <eb>, <ee>, 
<e g (a,1) e be> <ebe>, <eee>, <d>, <db>, <de>, <deb>, <e>,<ea>,<eab>,<eae>,<eacb>, 
<eb>, <ebc>, <ec>, <eeb>, <et>, <efb>, <efe>, <efeb>, <t>, <fb>, <fbe>, 
<fe>, <feb> 
Table 3.1: Customer Sequence Database (CSDB) and sequential patterns (SP). 
The procedure for constructing SPG from sequential patterns is as follows: From 
TabIe 3.1, the length of the longest maximal sequential pattern m is 4. Recall that a 
sequential pattern is called a maximal sequence if any of its superset is not a 
sequential pattern. The maximal sequence set (MSS) of sequential pattern (SP) is: 
MSS= {<eaeb>, <efcb>,«a,b)dc>,<jbe>,«a,b)f>,<ebc>,<deb>,<aebe>,<aecc>, 
<a(b,c)a>}. 
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For each maximal sequence in set MSS, construct the SPG. First, for maximal 
sequences whose length is the longest (i.e. m=4), k=m=4 and S4 ={<eacb>, <e/cb>, 
<ache>, <aece>}. Recall that in the Construct_SPG algorithm discussed in section 
3.4, G is designated as an empty graph firstly. For element <eacb> in S-/, since Gis 
empty, construct the directed graph for <eacb> directly. Figure 3.4 (a) shows the 
contents of G. For the other element <efcb> in S-" G is not empty. The common 
prefix denoted by preS of sequence <ejcb> and the content of G is equal to {e} and 
their common postfix denoted by postS is equal to {c,b}. Deleting preS and postS 
from <efcb>, the remaining part of elemS becomes {f}. Constructing another 
directed graph G' from elemS results in/as shown in Figure 3.4 (b). Since preS is 
not empty (preS= {e}), add a directed edge from the last node of preS in G to the 
head node of G' (i.e. a directed edge from node e to node/is added). Also since 
postS is not empty (postS ={c,b}), add a directed edge from the last node of G' to 
the head node ofpostS in G (i.e. a directed edge from nodefto node c is added). The 
result of this step is shown in Figure 3.4(c). 
0) 

(ul graph (j for (b) graph G' (c) grapb G for 
forf <eacb> and <efcb><eelcb> 
Figure 3.4: Graph G for maximal sequential <each> and <efob>. 
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For maximal sequences <acbc> and <acee> which also have length 4, the 
construction is the same as above. The result of this step is shown in Figure 3.5. 
Figure 3.5: Graph of maximal sequences <eaeb>, <efeb>, <aebe>, <acee>. 
Next, for maximal sequences whose lengths are 3, 2, 1 respectively, construct the 
SPG in a similar manner. The final result of the SPG is shown in Figure 3.2. 
The following example explains the actual meaning about prefix and postfix in the 
ConstructionJiPG algorithm. As an example, consider MSS={<abe>, <edbc>, 
<edbf>}. Starting with maximal sequences whose length is the longest i.e. k=4 and 
S.;={<edbc>, <edb.f>}. Then using the same method described previously, the 
directed graph G for sequences <edbc> and <edbf> can be constructed. The result 
of this step is shown in Figure 3.6 (a). 
The next step is to consider the maximal sequence <abc> whose length is 3. Note 
that the common postfix denoted by postS of sequence <abc> and content of G 
shown in Figure 3.6 (a) is equal to c but not be. For node b in G, the subsequent path 
is be and bf. If postS is supposed to be be then the sequential patterns graph is 
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shown in Figure 3.6 (b). From this graph and applying property 4 ofSPG, it may be 
concluded that <abf> is also a maximal sequence, although it is not. The correct 
result of this example is shown in Figure 3.6 (c). 
/" 
C f 
(a) (b) (c) 
Figure 3.6: Graph of maximal sequences <abc>, <edbc> and <edbf>. 
Recall that MSS represents as a set ofmaximal sequences. The sequences length in 
descending order is adopted in the process ofSPG construction. However, during a 
step which sequences have the same length, different sequence order can lead to 
various result. 
Consider the maximal sequence set MSS={<xab>, <:xad>, <yad>} for instance. 
Suppose that it is required to construct SPG in the sequence order <:xab>, <xad> 
and <yad>. These sequences can be plotted as shown in Figure 3.7. 
52 
CHAPTER 3 SEQUENTIAL PATTERNS GRAPH 
-" 
X ( Y ) 
'( 
..;t'"( a )c::::> '<, 
bd) ~ 
Figure 3.7: SPG constructed from <xab>, <xad>, <yad> sequences. 
Similarly, the same MSS may be constructed as an SPG in sequence <xad>, <yad> 
and <xab>, resulting in a different form as shown in Figure 3.8. 
\ Y 
...¥" ~ ( a ) q q 
'( 
.J 
( b " d 1 ,_I~ 
Figure 3.8: SPG constructed from <xad>, <yad>, <xab> sequences. 
From the Definition 3.2 of the equivalence of SPG, it can be concluded that those 
two SPGs are equivalent. 
Finally, consider the optimisation of SPG. Let the MSS be {<xab>, <xad>, <yab>, 
<yad>}. The construction process of its SPG is shown in Figure 3.9. 
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x cpcr 
fa) '" fa,"\ ~ ~ ~ '- '­
'--_/ ~ 
(a) (b) (c) (d) 
Figure 3.9: SPG for maximal sequences <xab>, <:cad>, <yab>, <yad>. 
It is seen from Figure 3.9 (d) that there are two nodes which have the same value a. 
These two nodes have the same subsequent paths a-d, a-b. According to step 4 of 
the Construction_SPG algorithm, suppose that the left a node is to be deleted. Then, 
let the prefix (i.e. y) of the left a node be the prefix of the right a node. The left d 
node becomes isolated after deleting the left a node. Therefore, the left d node 
should be deleted too. This results in the final graph shown in Figure 3.10. 
~ 
a 
Figure 3.10: Optimal SPG for maximal sequences <xab>, <xad>, <yab>, <yad>. 
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3.6 Summary 
Based on the description of the sequential patterns mining problem and the analysis 
of mining algorithms, a novel and efficient sequential patterns model, called 
Sequential Patterns Graph (SPG) has been presented. This chapter has mainly 
introduced the definition, the properties and the construction algorithms of this new 
model. In order to make the construction algorithm clearer, a series of concrete 
examples has been given. 
It is clear that SPG is a bridge from the discrete sequences set to a unified graph 
structure. Therefore, SPG can be used to represent sequential patterns encountered 
in patterns mining. SPG is not only a minimal representation of the sequential 
patterns mining result, but it also represents the interrelation among patterns. It 
establishes further the foundation for mining structural knowledge. 
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Chapter 4 Post Sequential Patterns Mining 
Research in sequential patterns mining indicates that results can be represented by a 
sequential patterns graph. It is not only the minimal representation of discrete 
sequential patterns, but it also describes the inherent relationship among sequences. 
Based on this model, some other new patterns can be defined. 
In this chapter, a novel data mining technique known as Post Sequential Patterns 
Mining (PSPM) is presented. 111e main purpose of PSPMis to discover the hidden 
structural relation patterns from event-based data. To address the problem of post 
sequential patterns mining, some new patterns including concurrent branch patterns, 
exclusive branch patterns and iterative patterns have been defined formally [Lu et 
al.2004b}. 
4.1 Structural Relation Patterns 
It can be seen from Sequential Patterns Graph that some sequential patterns share 
the same prefix and same postfix. Such patterns could constitute new patterns 
called candidate branch patterns when the common prefix and postfix are taken 
out. 
56 

CHAPTER 4 POST SEQUENTIAL PATTERNS MINING 
Definition 4.1: Candidate Branch Patterns (CaIlBP) 
Let the variable S represent a set of sequential patterns; xo.:, x/3, o.:y, /3y, xo.:y, x/3YES; 
o.:,/3ES; X,yES or x,YE0. Sequential patterns which contain a common prefix or 
common postfix constitute Candidate Branch Patterns (CanBP). 
• Sequential patterns xa and xfJ constitute a candidate branch pattern that has a 
sub-sequence x as a common prefix and denoted by x[a,fJ]; 
• Sequential patterns o.:y and [3y constitute a candidate branch pattern that has a 
sub-sequence y as a common postfix and denoted by [a,[3lY; 
• Sequential patterns xay and x[3y constitute a candidate branch pattern that has 
a sub-sequence x as a common prefix and a sub-sequence y as a common 
postfix, and denoted by x[a,fJlY. 
In the above definitions, notation [a,[3] represents two branches of a candidate 
branch pattern. Notation CanBPk represents a candidate branch pattern which 
contains k branches. 
Candidate branch patterns can also be extended to multiple sequential patterns in 
the form of x[aj, ... , an]y, where xa/, ... , xan, o.:IY, .. ·, anY, xaf/, .. ·, Xa,JIES; 0.:/•... an 
ES; X,YES or x,YE0. 
As an example, sequential patterns <efcb> and <ebc> constitute a candidate branch 
pattern that has e as prefix and denoted by e[fcb,bc]. This candidate branch pattern 
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has two branches,feb and be. In another example, sequential patterns <feb>, <deb> 
and <aeb> constitute a candidate branch pattern that has cb as postfix and denoted 
by [f,d,a]eb. This candidate branch pattern has three branches/, d and a. 
Branches in a candidate branch pattern are indefinite; they can be concurrent, 
exclusive or trivial. The concurrent and exclusive candidate branch patterns are 
defined below. 
Definition 4.2: Concurrence and Concurrent Sub-Sequences 
Let CSDB represent the Customer Sequence DataBase. The concurrence of 
sub-sequences ex and /3 is defined as the fraction of sequences that contain a and jJ 
simultaneously. This is denoted by 
concurrence (a,/3)=I{c: exLcl\/3Lc,ceCSDB}IIICSDBI (4.1) 
where aLc represents sub-sequence ex contained in sequence c. The symbol 1... 1 
denotes the number of sequences. 
The term concurrence is based on the support threshold originally proposed by 
Agrawal et at [1993] in association rule mining. Consider the following example 
for illustrating expression 4.1 further: 
Given a customer sequence database CSDB={<a (a,b,c) (a,c) d (cj», «a,d) c (b,c) 
(a,c», «e,j) (a,b) (d,/) c b>, <e g (a,j) c be>}, sub-sequences deb andjbc are both 
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contained in the third sequence «ef) (a,b) (d/) e b> of four, i.e. 
deb L«ef) (a,b) (dJ) c b> 
jbc L«eJ) (a,b) (dJ) c b>. 
However, these two sub-sequences are not contained as a pair in the other three 
sequences, so: 
concurrence(dcb,jbc)=1/4=25%. 
Let mincon be the user specified minimum concurrent threshold. If concurrence 
(a.,{3)'?:.mincon is satisfied, then ex and{3 are called concurrent sub-sequences. 
Please note the relationship between a minimum concurrent threshold (mincon) and 
a minimum support threshold (minsup). Only when mincon~minsup does a 
concurrent sub-sequence make sense. This is because concurrent branch patterns 
mining is based on the results of sequential patterns mining, and the former cannot 
detect extra patterns from results of the latter. Under the same mincon however, 
under a different minsup, the concurrent sequential patterns may be different. 
Definition 4.3: Concurrent Branch Patterns (CBP) 
For the candidate branch pattern x[a,{3lY, if branches a. and ~ are concurrent 
sub-sequences between common prefix x and common postfix y, then x[a,{3lY is a 
Concurrent Branch Pattern (CBP), denoted by x[a+{3lY. Notation CBPk represents 
a concurrent branch pattern which contains k branches. A concurrent branch pattern 
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is called a maximal concurrent branch pattern if it is not contained in other 
concurrent branch patterns. 
Note that in a concurrent branch pattern such as a[b+c]d, the order of band c is 
indefinite. Therefore a[b+c]d can appear in a transaction database in the form of 
abed, acbd or a(b,c)d. 
Figure 4.1 is a graphical illustration ofthe terms branch and concurrency in relation 
to sequence. 
TI 
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easel case 2 
sequence <;A B C> concurrent branch pottern A[B+C] 
(a) (b) (c) 
Figure 4.1: Directed acyclic graphs for sequence, branch and concurrency. 
Let A, E, C be items in a transaction database. Figure 4.1 (a) describes a sequence 
<A B C>, where the items occur in the order ofA, B then C. Figures 4.1 (b) and (c) 
describe two cases of a concurrent branch pattern A [B+C] where AB and AC are 
branches. Note that there is no inherent order for items Band C in A[B+Cl As 
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shown in Figure 4.1 (b), item C occurs (at timestamp T3) if there is an occurrence of 
A (at timestamp T1) and B (at timestamp T2) which precedes the occurrence of C. 
Similarly, it can be seen from Figure 4.1 (c) that item B occurs (at timestamp T3) if 
there is an occurrence ofA (at timestamp T1) and C (at timestamp T:} There is no 
constraint on the relative order of items Band C, but both Band C will occur after 
A. 
Figures 4.1 (b) and (c) also show a time window (within dotted lines) between the 
latest and earliest occurrence of items. Thus, concurrency described in this thesis 
refers to the selection of items (e.g. Band C) that occur within a certain time 
window. The time window is one type of constraint which is discussed in 
traditional sequential patterns mining [Pei et al. 2002b]. Constraints are not 
considered in the current research; however, it is suggested for the future work. 
Definition 4.4: Exclusive Branch Patterns (EBF) 
Sequential patterns ex and f3 are called }.xclusive Branch Patterns (EBP) if the 
following condition is satisfied, denoted by [a-fJ]. 
concurrence (o.,{J) S maxexcl (4.2) 
where maxexcl is a user specified maximal exclusion degree. 
Exclusive sequential patterns mean that they cannot simultaneously occur in the 
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same sequence in the degree of concurrence which is greater than maxexcl. For 
example, an exclusive branch pattern such as a[b-c]d can appear in a transaction 
database in the form of abd or acd, while the occurrence possibility of sequence 
abed, acbd and a(b,c)d is less than maxexcl. 
Definition 4.5: Iterative Patterns (IP) 
A sequential pattern is known as an Iterative Pattern if it is made up of only one 
sub-sequential pattern S, which appears at least n times (n~2) and at most m times 
(m 2: n). The expression <{S} ;>denotes the iterative pattern. 
If a sub-pattern S can be repeated at most m times, the iterative pattern will be 
denoted by < {S} m>, and if a SUb-pattern S can be repeated at least n times, the 
iterative pattern will be denoted by <{S}n>. Hence, the expression <{Sh> means S 
occurs at least twice (i.e. n=2). 
As an example, a sequential pattern <a a> is an iterative pattern since it is made up 
of two as and denoted by <{a}2>. A sequential pattern «a,b) (a,b) (a,b» is also an 
iterative pattern made up ofthree (a,b)s and denoted by <{(a,b)}3>. 
Definition 4.6: Structural Relation Patterns (SRP) 
A Structural Relation Pattern (SRP) is a general designation of patterns that 
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consists of sequential patterns, concurrent branch patterns, exclusive branch 
patterns, iterative patterns and their composition. SRP is defined recursively as 
below: 
(1) A concurrent branch pattern 	is an SRP. Similarly, an exclusive branch pattern 
and an iterative pattern are SRPs. 
(2) The concurrent combination 	of SRPs constitutes a concurrent relation pattern 
and it is a new SRP. An exclusive combination ofSRPs constitutes an exclusive 
relation pattern and it is a new SRP. Also, iterative combination of SRPs 
constitutes an iterative relation pattern and is a new SRP. Finally, sequential 
combination of SRP constitutes a sequential relation pattern and is a new SRP. 
4.2 Concurrent Branch Patterns 
Concurrency is a particular important aspect of some system behaviour. For 
example, discovering patterns of concurrent behaviour from traces of system events 
is useful in a wide variety of software engineering tasks, including architecture 
discovery, reengineering, user interaction modelling and software process 
improvement. Concurrent branch pattern is the main form of structural relation 
pattern patterns. This section discussed concurrent branch patterns. 
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4.2.1 Properties of Concurrent Branch Patterns 
Propeliies of concurrent branch patterns and the corresponding proofs are stated as 
follows: 
(1) Exchange rule: [x+y]=[y+x] 

According to the definition of concurrence, there is no order between any two 

concurrent branches. Therefore, ifx is concurrent with y, then y must be concurrent 

with x. The exchange rule could be extended to multiple branches 0.1, 0.2, ... , an. 

(2) Association rule: [x+y+a.]= [[x+y]+a.]= [x+[y+a.]] 

Concurrent relationship is a multiple relationship, not just simple binary. All the 

elements within a concurrent relationship are concurrent. Therefore, branches in a 

concurrent branch patterns could be combined optionally. 

(3) Distribution rule: 
(i) [x[a.+~]+y[a.+P]]= [[x+y]a.+[x+y)P] =[x+y][a.+P] 
(ii) [xa.+xP]= x[a.+PJ 
(iii) [a.y+Py]= [a.+P]y 
(iv) [xa.y+xpy]= x[a.+P]y 
These properties are the basis of theoretical foundation and guidance to concurrent 
branch pattern mining. Detailed discussion of the distribution rule is reserved for 
Theorem 5.1 in section 5.3.1. 
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4.2.2 Relationship among Frequent Items, Sequential Patterns and 
Concurrent Branch Patterns 
The relationship among concurrent branch patterns (CBP), sequential patterns (SP) 

and frequent items (FI) are discussed. In order to explain it clearly, some notations 

are listed first: 

(ex.,~)EFI: ex. and ~ are frequent itemsets. 

ex.~ E SP: a~ is a sequential pattern (implying that aE SP and ~ ESP). 

[ex.+~]ECBP: sequential pattern a and ~ constitute a concurrent branch pattern that 
has empty prefix and empty postfix. 
Thus the following conclusions can be deduced: 
ex.~ESP~[ex.+P]ECBP 
PCXESP~[CX+~]ECBP 
(ex.,~)ESP ~ [cx+~]ECBP 
[cx+~] ECBP::::pcx~ E SP 
[cx+~] ECBP::::p ~aE SP 
The above two rules point out that if sequential patterns a and P constitute a 
concurrent branch pattern, it does not imply that ap or a~ is a sequential pattern. 
And all of the above conclusions can be extended to mUltiple branches case (Le. 
[aj+cx2+...+an)). For example: 
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4.2.3 Concurrent Branch Patterns Graph 
The idea of sequential patterns graph (SPG) can be extended to concurrent branch 
patterns. In this case, the model is called the Concurrent Branch Patterns Graph 
(CBP _Graph). 
CBP_Graph is the graphical representation of the conCUlTent branch patterns (CBP). 
Each element in CBP corresponds to one node in CBP_Graph and each node in 
CBP_Graph at least corresponds to one element in eBP. Edges between nodes in 
CBP_Graph are used to represent the order relationship between elements in CBP. 
Basic elements of CBP_Graph, such as node and edge, are the same as those of 
SPG. Two special elements of CBP _Graph are shown as Figure 4.2. 
Fork Node Synchronizer Node 
Figure 4.2: CBP _Graph elements. 
The fork node which has one incoming sequential relation allows independent 
execution between concurrent paths and is modelled by connecting two or more 
outgoing sequential relations to a node. The synchronizer node with two or more 
incoming sequential relations is applied to concurrent paths to allow one outgoing 
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sequential relation. 
As an example, the concurrent branch pattern e[<[a+j]cb>+<bc>] can be cast into 
its equivalent graphical representation in Figure 4.3 using elements defined in 
Figure 4.2. The construction of CBP _Graph is discussed in Chapter 5. 
Figure 4.3: CBP _Graph example. 
The concurrent branch patterns graph shown in Figure 4.3 is an extension of the 
SPG model proposed in Chapter 3. Node e inside the double circle is the start node 
which represents the beginning ofthe pattern. Nodes band e inside bold circles are 
the final nodes which represent the end of the patterns. Node e is also afark node 
connecting three outgoing sequential relations acb, feb and be. Node c is a 
synchronizer node with two incoming sequential relations ea and ef 
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4.3 Post Sequential Patterns Mining Architecture 
Previous discussions in Chapter 2 have reviewed that sequential patterns are mined 
using the sequential patterns mining method. To mine structural relation patterns 
which are derived from sequential patterns, the Post Sequential Patterns Mining 
(PSPM) method is used [Lu et at. 2004c]. Figure 4.4 shows the architecture of post 
sequential patterns mining. 
Kernel-Processing 
Pre-Processing 
Figure 4.4: Architecture of post sequential patterns mining. 
68 
, 

CHAPTER 4 	 POST SEQUENTIAL PATTERNS MINING 
From Figure 4.4, it is clear that, in order to perform post sequential patterns mining, 
the traditional sequential patterns mining should be performed first (as indicated to 
the left of the figure). Customer sequences provide the input and sequential patterns 
are discovered after sequential patterns mining. Post sequential patterns mining can 
be viewed as a three-phase process: pre-processing, kernel-processing and 
post-processing (as indicated from the bottom to the top of the figure). 
The pre-processing phase is used to construct a sequential patterns graph (SPG), 
which acts as a bridge between traditional sequential patterns mining and post 
sequential patterns mining (PSPM). In PSPM, one is only interested in the 
connected sequential patterns. This is motivated by the fact that isolated sequences 
cannot constitute branch or iterative patterns. An additional benefit of this 
restriction is that it reduces the complexity of the PSPM mining problem. Therefore, 
SPG should be extended to filter out isolated elements from sequential patterns. 
The kernel-processing phase corresponds to the execution of the mining algorithm. 
Given the maximal sequences set CMSS) recognised by SPG and customer sequence 
database (CSDB) as input, structural relation patterns (including concurrent branch 
patterns, exclusive branch patterns and iterative patterns) are discovered. This 
phase is complex and has many associated problems that are itemised as follows: 
(i) 	 Representation of structural relation patterns, including the formal (or logical) 
representation, computer internal representation and visual representation. 
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(ii) 	 Development of efficient methods to find structural relation patterns, mainly 
through algorithm performance analysis and comparison. 
(iii) 	 Adoption of appropriate datasets to test and analyse the algorithms and the 
results of mining. 
(iv) 	 Understanding of the actual meanings of structural relation patterns, which are 
related to the application area. 
During the post-processing phase, the mined structural relation patterns can be 
represented graphically. 
4.4 Summary 
The goal in pattern mining is to find useful patterns from given datasets. Frequent 
pattern mining is one of the most important pattern discoveries, which involves 
frequent itemset mining, sequential patterns mining and graph-based mining. This 
chapter has proposed a new data mining approach called Post Sequential Patterns 
Mining (PSPM) that is based on sequential patterns mining. The aim ofPSPM is to 
mine structural relation patterns, which includes concurrent branch patterns, 
exclusive branch patterns and iterative patterns. With respect to sequential patterns, 
structural relational patterns can give a better summary of the data. 
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Chapter 5 Concurrent Branch Patterns Mining 
Many systems have concurrent behaviour, when more than one thread of control is 
producing the events that comprise a single event trace. In this chapter, three 
different concurrent branch patterns mining methods are discussed. The first 
method is based on Apriori property; the second is based on concurrent group, 
whereas the third one is based on concurrent sequential patterns. The latter is more 
effective and important than the former methods. 
5.1 The Apriori-based Method 
As discussed in section 4. I the concurrent branch patterns mining is intended to 
find a complete set of concurrent branch patterns given sequential patterns mining 
result and customer sequence database, if the concurrence threshold is specified. 
In this section, a straightforward method to mine concurrent branch patterns is 
formally proposed. Recall that notation CanBPk represents candidate branch pattern 
which contains k branches and notation CBPk represents concurrent branch patterns 
which contains k branches. 
Given a set of sequential patterns mining results the following steps can be used to 
generate eBP. 
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1. Candidate Branch Patterns Generation. 
2. Concurrent 2-Branch Pattern (CBP2) Generation. 
3. Concurrent k-Branch Pattern (CBPk) Generation. 
Candidate branch patterns generation was introduced in section 4.1. Therefore only 
steps 2 and 3 will be discussed in the following subsections. 
5.1.1 Generation of Concurrent 2-Branch Patterns 
There are two approaches to generate concurrent 2-branch patterns: top-down 
method and bottom-up method. 
Let variable S represent a set of sequential patterns. A candidate branch pattern is 
given by: 
(5.1) 
Therefore, a set of branches in CanBPk is 
(5.2) 
The basic idea of top-down method is that for any two pairs of branches o.j and 0..; 
where 1~i<j~k in A, a candidate 2-branch set is generated as: 
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(5.3) 

Following this, a concurrent 2-branch pattern CBP2 is generated by checking the 
concurrence of the candidate 2-branch set A2. Therefore, when the concurrence is 
greater than the user specified minimum concurrence degree (mincon), then the 
candidate 2-branch pattern becomes a concurrent 2-branch pattern. Otherwise, it is 
decomposed. 
The problem that one is likely to encounter is how to decompose a candidate 
2-branch when the above condition is not satisfied. The solution is described by 
using the following example. 
Given customer sequence database CSDB={<a (a,b,c) (a,c) d (c/», «a,ef) c (b,c) 
(a,c», «e/) (a,b) (d/) c b>, <e g (a/) c b c>}, let the user specified minimum 
support (minsup) and user specified minimum concurrence degree (mincon) all be 
50%. 
As an example, consider the candidate branch pattern [deb, jbe]. In the customer 
sequence database (CSDB) the concurrence of branches deb andjbc is given by: 
eoncurrence(dcb,jbc)=25%. 
Therefore, deb andjbe is not concurrent. 
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For the decomposition of branch deb to db, de and cb, each one of the decomposed 
results and the other branch foe constitute branches [dbJbc] , [dc, foe], [eb, }be]. 
Similarly for the decomposition of branch foe to fo, Ie and be, each one of the 
decomposed results and the other branch deb constitute branches [debjb], [debfc], 
[deb,bc]. 
After the decomposition the concurrence of each branch-pair in CSDB is checked 
continuously. The concurrent 2-branch is outputted if branches are concurrent; 
otherwise it is decomposed until each branch contains a single item (set). The 
detailed process is shown in Figure 5.1. 
Non-concurrent,decompose N on-concurrent,decom pose 
Branches Concurrent? 
d, fbe No~ db, fb No 
db, fe NoNon-concurrent,dccompose Branches Concurrent? dc, fb No Branches Concurrent?NoI-~,..tbc dc, fc No d, fb Nodc, tbc No 
deb, f No I d,fc No 
cb,jbe Yes 
deb, fb No 
deb, fc No 
deb, be Yes 
db, f No 
dc, f No 
--­
Output concurrent branches 
Figure 5.1: Generation of a concurrent-2 branch pattern using the top-down 
approach. 
An alternative way to generate concurrent 2-branch pattern is the bottom-up 
method. Consider the candidate branch pattern CanBPk and the branches set A 
which were listed in equations (5.1) and (5.2). Sub-branch set B is defined by: 
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(5.4) 

Each element jJ in Bk is a subset of an element in branches set A. For any two 
elements a in B, and jJ in BJ' a candidate 2-branch set is generated as: 
(5.5) 
where a<> jJ means a is not contained in f3 and f3 is not contained in a. 
Only when the candidate 2-branch pattern satisfies the concurrent condition stated 
in section 4.1 can it become concurrent 2-branch pattern. 
An example to illustrate this method is to consider the candidate branch pattern 
[deb,jbe] again. Suppose a set ofbranches is given as A={ dcb,jbe} and sub-branch 
set Bj={d, e, b, dc, db, eb, dcb}, B2=if, b, e,jb,je, be,jbe}. Then the candidate 
2-branches set can be generated as: 
A2= {[dj], (d,b], [d,e], (djb), [dfe], (d,be), [d,jbe), [eJ], [e,b], [eJb] [bj], (bfe), 
[dej], [de,b], [dejb], [defe], [de,be], [de,jbe), [dbj], [db,e], [dbJb], [dbfc], [db,be], 
[db,jbc], [ebj], [ebjb], [eblc], [cb,bc], [cb,jbe], [debj], [dcbJb], [debfc], [deb,be], 
(deb,jbe] }. 
Then each branch is scanned and deleted from A2 if it is non-concurrent. The 
detailed process of this example is shown in Figure 5.2 where highlighted items 
represent non-concurrent branch-pairs. 
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Scan from left to right, find out non-concurrent branches and then delete all branches that contain them 
fd,ld,]d., d, d.,. Lt:.JEJ~_-,-,1b"'--Lf<~o:.l~=U-'--~.::cL'--'~-C~'l!.i.jl!lli2J~~ii.lt..~---1t~:!:'.il!iL~~~~--L:.'~~~~~JilIiL~1"~~~ 
Figure 5.2: Generation of concurrent-2 branch pattern using the bottom-up 

approach. 

From the above two examples it can be seen that concurrent 2-branch patterns can 
be obtained as: 
CBP2 ={[cb+jbc], [dcb+bc]}. (5.6) 
5.1.2 Generate Concurrent k-Branch Patterns 
The basic intuition of concurrent k-branch pattern generation is borrowed from the 
anti-monotone property, first exploited in the seminar ofAgrawal and Srikant [1994] 
from which the Apriori algorithm was introduced. The idea was to generate a set of 
candidate branch patterns with branch k+ J (i.e_ CanBPb 1), by combining in a 
suitable way a set of concurrent branch patterns with branch k (i.e. CBPk). By 
comparing the concurrence of candidate branch patterns CanBPk,J with the user 
specified minimum concurrence degree (mincon) one is able to obtain concurrent 
branch patterns CBPk. 
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Any subset of a concurrent branch pattern should be concurrent. Therefore, the 
candidate branch pattern with k+ 1 branches (CanBPk+l) can be generated by 
joining concurrent branch patterns with k branches. All those patterns in CanBPk,} 
that contain non-concurrent branches are deleted. This procedure results in the 
generation of a much smaller number of candidate branch patterns. 
5.2 Concurrent Group-based Method 
It can be concluded from the previous subsection that the generation of all 
candidate branch patterns is the major work in concurrent branch patterns mining. 
All candidate branch patterns can be generated by taking out the common prefix or 
common postfix from the sequential pattern set. However, the shortcoming of this 
method is that some non-concurrent branches may be generated simultaneously. In 
order to get rid of non-concurrent items, concurrent group based method is 
discussed in this section. 
5.2.1 Concurrent Group and Maximal Concurrent Group Set 
Prior to presenting the mining algorithm to discover all concurrent branch patterns, 
some new definitions are proposed. 
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Definition 5.1: Concurrent Group (CG) 
In a customer sequence database (CSDB), a set of items (or itemset) that has a 
support greater than a user specified minimum concurrence degree (mincon) 
represents a Concurrent Group (CG). 
Given a customer sequence database CSDB={<a(a,b,c)(a,c)d(cj»,«a,d)c(b,c) 
(a,c»,«e,j)(a,b)(dj)cb>,<eg(a,j)cbc>}and mincon of 50%, items sets {a,b,c,d}, 
{(a,b),c,dj} and {(a,c),b,d} are all examples of concurrent group since they satisfy 
the condition in the definition. 
Definition 5.1 implies that concurrent group can contain items or itemset. For 
example concurrent group {(a,b),c,dj} has four elements. However the first 
element is an itemset (a, b) and the other three are items c, d and f Further 
explanation concerning the concurrent group is as follows: 
• 	 For any itemset element of a concurrent group, items in the itemset can also be 
considered as an item element of that group when this concurrent group is 
compared with another set. For example {(a,b),c,dj} can also be considered as 
{a,b,c,dj} . 
• 	 Any two elements in a concurrent group should not include each other. For 
example, {(a,c),a,c,b,d} is not a concurrent group, for its elements a and care 
included by another element (a,c). 
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The main reason to discover concurrent groups is to identify items that might be 
concurrent. The following statements give further reasons for the existence of 
concurrency. 
(1) 	 If any two elements do not exist in a concurrent group, then they cannot be 
concurrent. 
(2) 	 For sequences which constitute branches in a concurrent branch pattern, each 
element of the sequence must be included in the concurrent group. 
Definition 5.2: Maximal Concurrent Group (MeG) 
A concurrent group is called a Maximal Concurrent Group (MCG) if any of its 
superset is not a concurrent group. A set of Maximal Concurrent Group Set is 
denoted by MCGS. 
The following three sets {a,b,c,d}, {(a,b),c,df} and {(a,c),b,d} are examples of 
concurrent groups. The set {(a,b),c,dj} is a maximal concurrent group, but the set 
{a,b,c,d} is not maximal because it is contained in the superset {(a,b),c,df} which 
is also a concurrent group. 
5.2.2 Rough Concurrent Branch Patterns 
Following the definition of the maximal concurrent group in the previous section, 
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the relation between the maximal concurrent group and the maximal sequence set 
(MSS) derived from the sequential patterns mining are investigated. This relation 
leads to rough concurrent branch patterns mining. 
Definition 5.3: Rough Concurrent Branch Patterns (RCBP) 
Let C be a maximal concurrent group in MCGS, MSS be maximal sequence set. 
Concurrent sequences can be obtained by the sequential intersection operation ofC 
with each element in MSS respectively. These concurrent sequences constitute a 
Rough Concurrent Branch Patterns (RCBP). 
Sequential intersection. operation can be treated as a normal intersection operation 
and is represented as 
Sequential pattern set (1 Concurrent group. 
The sequence relations among elements after this operation should be consistent 
with those in the original sequential pattern. 
The following example illustrates the calculating of rough concurrent branch 
patterns (RCBP). Given a maximal sequence set as: 
MSS={ <eacb>, <efcb>, <a(b,e)a>,«a,b )de>,<jbc> ,«a,b)f>,<ebc>,<dcb>,<abc>, 
<ace>,«a,c»} 
and given the set of maximal concurrent group as: 
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MCGS ={ {(a,b),c,dj}, {(a,c),(b,c),d}, {a,b,c,ej}}. 
The rough concurrent branch patterns are calculated by perfonning the sequential 
intersection of MSS and each element of MCGS: 
RCBP1=MSSn{(a,b),c,dj} 

={<aeb>, <feb>, <aa>, «a,b)dc>, <foe>, «a,b)!>, <deb>, <abc>, <ace>}. 

RCBP2=MSSn {(a,e),(b,e),d} 

={<acb>, <a(b,c)a>, <deb>, <abc>, <acc>, «a,c»}; 

RCBP3=MSSn {a,b,c,ej} 

={<eacb>, <ejCb>, <aa>, <jbe>, <ebc>, <abc>, <aec>} 

To generate candidate branch patterns from rough concurrent branch patterns 
RCBP3 is considered. Since <eacb> and <efcb> have common prefix e and 
common postfix cb, those two sequences can constitute candidate branch pattern 
e[aJ]cb. Sequential patterns <aba> and <aca> have the common prefix a and 
common prefix a, hence, they constitute candidate branch pattern a[b,c]a. Similarly, 
sequential patterns <af> and <bf> constitute a candidate branch pattern [a,bV Thus 
the candidate 2-branch pattern set CanBP2 ofRCBP3 is given by CanBP2={e[aJ]cb, 
a[b,c]a, a[b,c)c, ab[a,c), ac[a,c], (f,e,a]bc}. 
5.2.3 Sub-sequence Database 
This section discusses the method used to calculate the support ofcandidate branch 
pattern. The feature of the method is that the customer sequence database CSDB is 
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not used for counting the support after the discovery of candidate branch patterns. 
Rather, the sub-sequence Database SubSDB is used for this purpose. The number of 
entries in the SubSDB may be smaller than the number of sequences in the CSDB. 
In addition, each entry may be smaller than the corresponding sequences because 
items or itemsets before the prefix element or after the postfix element are deleted. 
Definition 5.4:Sub-sequence Database (SubSDB) 
Given a candidate branch pattern x[a,,B]y and a customer sequence database CSDB, 
the Sub-sequence Database of CSDB is obtained by deleting the minimal 
pre-sub-sequence that contains the prefix x and the minimal post-sub-sequence that 
contains postfix y of each sequence in the CSDB. This is denoted by SubSDB(x;y). 
The following example is intended to help the reader to understand the meaning of 
minimal pre-sub-sequence and minimal post-sub-sequence. Suppose prefix x=::.cd, 
postfix y=::.bg and the sequence is acbdefdg, deleting the minimal pre-sub-sequence 
which contains x (i.e. cd) results in efdg and deleting the minimal 
post-sub-sequence which contains y (i.e. bg) results in ac. 
As an example, let us consider how to calculate a sub-sequence database given a 
customer sequence database CSDB=::.{ <a(a,b,c)(a,c)d(cJ», «a,d)c(b,c)(a,c», 
«ej)(a,b)(dJ)cb>, <eg(aJ)cbc>}. To find the sub-sequence database SubSDB(x;y) 
given that x=a is a prefix and y=c is a postfix. The sequence «ej)(a,b)(dj)cb>, for 
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example, is scanned from left to right to find the minimal pre-sub-sequence (ef)(a,b) 
which contains a. Then the sequence is scanned from right to left to find the 
minimal post-sub-sequence cb which contains c. Deleting minimal 
pre-sub-sequence (ef)(a,b) and minimal post-sub-sequence eb from 
«ef)(a,b)(d/)cb> results in (d/). Thus, the sub-sequence which contains a as 
minimal pre-sub-sequence and e as minimal post-sub-sequence is: 
SubSDB(a,c)={ «a,b,c)(a,c)d>, <e(b,e», «dip, <cb>}. (5.7) 
Table 5.1 illustrates the results graphically which also shows different prefix and 
postfix elements. 
prefix postfix SubSDB 
e cb (a,b) (d,f) g (a,f) 
a c (a,b,c) (a,c) d c (b,c) (d,f) cb 
ab - (a,c) d (c,f) (a,c) c 
ac 
-
(a,c) d (c,f) (b,c) (a,c) b be 
(a,b) - (a,c) d (c,f) (d,f)cb 
- cb (a,d) (e,f) (a,b) (d,f) e g (a,f) 
- bc a (a,d) c (e,f) eg(a,f)c 
Table 5.1: Sub-sequence database example. 
The support of sub-sequence database SubSDB(x,y) can be defined as 
sup(SubSDB(x,y))=1 SubSDB(x,y)[lICSDBI. (5.8) 
The purpose of calculating the sub-sequence database support is for the 
determination of the concurrence of candidate branch pattern. For the candidate 
branch pattern x[a,ft]Y: 
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(i) 	 if sup(SubSDB(x,y»<minsup, then candidate branch pattern x[a,,BlY cannot 
be concurrent branch pattern; 
(ii) 	 if sup(SubSDB(x,y))~minsup, then one only needs to check the concurrence 
of branches x and y. In other words, one only needs to check if a and f3 
occurs simultaneously in each sub-sequence of SubSDB(x,y). 
To show how the formulation (5.8) works consider the candidate branch pattern 
e[aJ]cb. It is shown in table 5.1 that SubSDB(e,cb)={ «a,b)(d/», <g(a/»}. 
Suppose the user specified minimum concurrence degree (mincon) is 60%, then the 
support of the sub-sequence database SubSDB(e,cb) is: 
sup(SubSDB( e,cb »==2/4=50% 
which is less than mincon. Clearly, branches a andfcannot be concurrent between 
prefix e and postfix cb. Therefore, the concurrence of branches a andfneed not be 
checked. It can be concluded that the candidate branch pattern e[aj]cb is not a 
concurrent branch pattern. 
5.3 Concurrent Sequential Patterns Derived Method 
In this section an effective approach to the discovery of concurrent branch patterns 
are proposed. Instead of starting with the concurrent group, the method uses 
concurrent sequential patterns as the starting point. 
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5.3.1 Concnrrent Sequential Patterns 
Recall that concurrent sub-sequence is defined in section 4.1. This definition can 
extend to concurrent sequential patterns. 
Definition 5.5: Concurrent Sequential Patterns (ConSP) 
Given sequential patterns (SP) and a customer sequence database (CSDB), if a 
sequence c that belongs to the customer sequence database (i.e. CE CSDB) supports 
sequential patterns s] and S2 (s], S2E SP) simultaneously, then s] and S2 are called 
concurrent in c. 
The fraction of sequences which contain s] and S2 simultaneously may be obtained 
applying equation (4.1). Let mincon be a user specified minimum concurrence 
degree. If the condition concurrence (s/,s2)?mincon is satisfied, then s] and S2 are 
called concurrent sequential patterns. 
The definition of concurrent sequential patterns can be extended to mUltiple 
sequential patterns. That is, for sequential patterns S],S2, •.. , Sn, if the condition 
concurrence (s],s2"",sn)'?mincon is satisfied then S/,S2, ... , Sn are called concurrent 
sequential patterns. The concurrent sequential patterns set which contains k (k?.2) 
sequential patterns is called k-concurrent sequential patterns and denoted by 
k-ConSP 
-.:­
J"I' 
'1 
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Consider a customer sequence database (CSDB) with sequences 
<a(a,b,c)(a,c)d(cj», «a,d)c(b,c)(a,c», «e,j)(a,b)(d,j)cb>, <eg(aj)cbc>. Then 
assume mincon is 50%. Since the sequence «ej)(a,b)(dj) c b> supports sequential 
patterns <eacb> and <efcb> simultaneously, then <eacb> and <efcb> are 
concurrent in this sequence. Similarly, <eacb> and <eJcb> are also concurrent in 
sequence <eg(aj)cbc>. Therefore, <eacb> and <efcb> are all concurrent sequential 
patterns and given by 
2-ConSP==[<eacb>+<eJcb>]. 
Definition 5.6: Maximal Concurrent Sequential Patterns 
Concurrent sequential patterns n-ConSP=[al+a2+ ...+an] (where ajESP, l~i~n) is 
called maximal concurrent sequential patterns if the following two conditions are 
satisfied: 
(i) 	 n-ConSP (1 ~i~n) is not contained in any other concurrent sequential patterns, 
(ii) 	 each sequential pattern aj (1~i~n)of an n-ConSP is not contained in any other 
sequential patterns OJ (1~j~ Ai<>j) of the n-ConSP. 
Definition 5.5, 5.6 and Theorem 5.1 will be used in the mining ofconcurrent branch 
pattern from concurrent sequential patterns. 
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Theorem 5.1: Given a n-concurrent sequential patterns such as 
where (xaiYE SP, 1 sisn; aiE SP; X,YE SP or x,y=0), the following concurrent branch 
patterns can be deduced: 
Note that this theorem isjust the distribution rule of the concurrent branch patterns 
as stated in section 4,2.1. 
Proof: For simplicity, let us first consider n=2. i.e. 2-ConSP=[<xay>+<x,By>] 
(where x,y,o.,,BESP). Sequential patterns <.xay> and <.x,By> are two concurrent 
sequential patterns that satisfy the concurrence condition (Le. concurrence (xay, 
x,By) 2:: mincon). Therefore, for any customer sequence cECSDB, which supports 
pattern <xay> and <.x,By>, there is at least one a and one,B occurring in c. There is at 
least one x before a. and one y after a.; one x before /3 and one y after /3. Thus it can be 
concluded that there is at least one x before a. and,B and at least one y after a. and,B. 
Hence, sequence c supports <.x[a.+,BlJ!>. The theorem is proved for 2 concurrent 
sequential patterns. Therefore, any sequence which support concurrent sequential 
pattern [<.xo.y>+<x,By>] must support concurrent branch pattern <x[a+,B]Y>. 
87 

CHAPTER 5 CONCURRENT BRA.NCH PATTERNS MINING 
Secondly, let us consider the case when n=3, i.e. 3-ConSP=[<xay>+<xf3y>+<xyy>] 
(where x,y,a,fJ,YESP). Sequential patterns <xay>,<xf3y> and <xyy> are three 
concurrent sequential patterns that satisfy the concurrence condition (i.e. 
concurrence (xay, xf3y, xyy) ;;::: mincon). According to the associative law (see 
section 4.2.1) of concurrent patterns when n=2, <x[a+f3]y> and <xyy> are 
concurrent. Therefore <x[a+fJ+Y]Y> is a concurrent branch pattern. 
The rest may be deduced by analogy. Hence, the theorem is proved. 
The above theorem gives directions for concurrent branch patterns mining. As an 
example of its use, a concurrent sequential pattern [<eacb>+<efcb>] can constitute 
concurrent branch patterns e[a+j]cb where a and f are the branches, e and cb are 
prefix and postfix respectively. Thus the concurrent branch patterns mining 
problem can be decomposed into the following two tasks: 
i) Concurrent sequential patterns mining - This task finds all combinations of 
sequential patterns called concurrent sequential patterns, which occurs 
concurrently in the same sequence (i.e. their support is not less than user 
specified minimum concurrence degree mincon), 
ii) Concurrent branch patterns mining - This task uses the concurrent sequential 
patterns to generate the possible concurrent branch patterns. 
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5.3.2 Mining Process 
The flow chart of concurrent branch patterns mining which is deduced from 
concurrent sequential patterns is shown in Figure 5.3. Processes involved are 
described below: 
2. F==:::JCalculation of 
SP supported by -.. SuppS? 
Customer 
Sequence 
3. 
Determination 
ofCol1current ConSP-I !­SP 
Sequential . 
Patterns 
Figure 5.3: Flow chart of concurrent branch patterns mining. 
1. Pre-Processing: 
The Pre-Processing task transforms the result of sequential patterns mining into the 
appropriate format of the system and then finds the direct sub-sequence of each 
sequential pattern which is necessary for the following phases. 
2. Calculation of Sequential Patterns Supported by Customer Sequence (SuppSP): 
In order to find concurrent branch patterns, the concurrent sequential patterns 
which satisfied user specified mincon should be calculated on the basis of customer 
sequence database (CSDB) and the result from sequential patterns mining. 
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are supported by a sequence C (i.e. CECSDB) are 
SuppSP(C) ={ sp jSPESP 1\ SpLC}. (5.9) 
The union of sets SuppSP(C1), SUPPSP(C2),. '" SuppSP(Cn) where C), C2,,,·, Cn 
belong to CSDB is the sequential patterns supported by customer sequence database 
CSDB. This is denoted by: 
n 
SuppSp :::= USuppSP( C j ) (5.10) 
i=1 
3. Determination of Concurrent Sequential Patterns (ConSP): 
Each SuppSP(Ci) in SuppSP can be viewed as a transaction. Thus, on the basis of 
SuppSP, traditional frequent itemset mining method can be adopted to find the 
concurrent sequential patterns (ConSP) which satisfies the user specified minimum 
concurrence degree (mincon). In addition, according to the containing relationship 
among sequences, the ConSP is needed to be simplified in order to get the maximal 
concurrent sequentiaJ patterns. 
4. Generation of Concurrent Branch Patterns (CBP): 
According to theorem 5.1, one may compute concurrent branch patterns (CBP) 

from concurrent sequential patterns (ConSP) by taking out the common prefix 

and/or postfix. 

For the approach to work efficiently, three issues are addressed. The first is how to 

90 
'..",T~~, 
----------------,(,~. 

CHAPTER 5 CONCURRENT BRANCH PATTERNS MINING 
calculate the sequential patterns supported by each sequence (SuppSP). The second 
is how to calculate concurrent sequential patterns (ConSP). The third is how to 
generate concurrent branch patterns CBP. These issues and the related algorithms 
will be discussed in detail in Chapter 6. 
5.3.3 Example to Generate Concurrent Branch Patterns from Sequential 
Patterns 
In this section, an example is given to explain how to mine concurrent branch 
patterns based on traditional sequential patterns mining. In order to do this the 
customer sequence database CSDB={<a (a,b,c) (a,c) d (cJ», «a,d) c (b,c) (a, c», 
«e,f) (a,b) (dJ) c b>, <e g (aJ) c be>} is considered. Suppose the specified 
minimum support (minsup) is 50%, then sequential patterns can be mined using 
traditional sequential patterns mining method [Pei et at. 2001]. Referring to Table 
5.2 the sequential pattern index is used for easy of reference. 
PID SP PID SF PID SF PID SP PID SP PID SP PID SP 
11 a) 11 a)(b) 21 (c) (c) 31 a,b)(c) 41 a)(b)(e) 51 e)(a)(c) 61 a)(b,c)(c) 
2 b) 12 a)(e) 22 d)(b) 32 a,b)(d) 42 a)(e)(a) 52 e)(b)(c) 62 a)(c)(a,c) 
3 c) 13 a)(d) 23 d)(c) 33 a,b)(f) 43 a)(c)(b) 53 e)(c)(b) 63 a)(b,e)(a,c) 
4 d) 14 a)(£) 24 (e)(a) 34 a)(b,c) 44 a)(c)(e) 54 \e)(f)(b) 64 a)(c)(b)(e) 
5 e) 
6 f) 
7 a,b) 
15 
16 
17 
b)(a) 
b)(e) 
bled) 
25 e)(b) 
26 e)(e) 
27 (e)(£) 
35 b)(a,c) 
36 b,c)(a) 
37 b,c}(C) 
45 a)(d)(c) 
46 b)(d)(e) 
47 c)(b)(e) 
55 
56 
57 
e)(f)(c) 
f)(b)(e) 
f)(c)(b) 
65 
66 
67 
a)(e)(cl(c) 
e)(a)(c)(b) 
e)(f)(c)(b) 
.8 a,c) 18 b)(t) 28 f)(b) 38 c)(a,c) 48 c)(e)(c) 58 a,b)(d)(c) 
9 b,c) 19 c)(a) 29 f)(e) 39 b,c)(a,c) 49 d)(c)(b) 59 a)(b)(a,c) 
10 a)(a) 20 c)(b) 30 (a)(a,c) 40 a)(b)(a) 50 e)(a)(b) 60 a)(b,c)(a) 
* PlO= Sequential Pattern Index, *SP=Sequential Pattern 
Table 5.2: Sequential patterns index list generated from PrejixSpan algorithm [Pei 
et at. 2001]. 
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Using the sequential patterns contained in the customer sequence database CSDB, 
sequential patterns supported by each sequence simultaneously are computed. The 
result is shown in Table 5.3, in which the column SuppSP lists the PIDs supported 
by the corresponding CID. 
'---CID SuppSP 

1 11,2,3,4,8,9,10,11,12,15,16.19,20,21 ,22,23,30,34,35,36,3 7,38,39,40,41,42,43,44,4 7,48,49,59,60,61,62,63,64,65 

1,2,3,4,5,6,7,11,12,13,14,16, 17, 18,20,22,23,24,25,26,27,28,29,31 ,32,33,43,45,46,49,50,51 ,52.53,54.55,56,57, 
2 

158,66,67 
1,2,3,4,6,7,8,9,10,11,12,13,14,15,16,17,18, 19,21,23,30,31,32,33,34,35 ,36,37,38,39,40,41 ,42,44,45,46,48,58,5 3 
 ~,60,61,62,63,65 
1,2,3,5,6, 11,12,16,20,21,24,25,26,27,28,29,41,43,44,47 ,50,51,52,53,54,55,56,57,64,66,67 4 

* CID= Customer Sequence Index 
Table 5.3: Sequential patterns supported by each customer sequence. 
To calculate concurrent sequential patterns, let the degree of minimum concurrence 
(mincon) be 50%, then the frequent itemset mining method is used to discover 
concurrent sequential patterns where minsup =mincon. The result is listed in Table 
5.4, 
111216321 :4 
-1 
11 12 1632 1 21 23 41 444 65 63 62 61 60 5948 1542403938373635 3430 19 109 8 : 2 

II 12 J6 3 2 1 234 6 13 14 58 46 45 17 33 32 31 18 7 : 2 

1 I 12 1632 120234344922 : 2 

II 12 1632 120436676657565554535251 505292827262524: 2 

1112163212.0214143446447:2 

1112163216:3 

1
 
11 12163212141446: 2 

11 12 16 3 2 1 23 4 : 3 

11 121632 1214144: 3 
 I 

11 12 16 3 2 I 20 43 : 3 

____J 
Table 5.4: Concurrent sequential patterns. 
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Each line in Table 5.4 represents a group of concurrent sequential patterns. The 
digit after symbol ":" is the number of sequences which supports these concurrent 
sequential patterns. For example, the first line in Table 5.4 means that sequential 
patterns 11, 12, 16, 3, 2, 1 occurs in 4 sequences. It is known from definition 5.6 
that the maximal concurrent sequential patterns can be obtained by: 
i) 	 Deleting the concurrent sequential patterns which are contained by other 
concurrent sequential patterns 
ii) 	 Deleting the sequential patterns in ConSP, which are contained by other 
sequential patterns of the ConSP. 
For example, concurrent sequential patterns [11+12+16+3+2+1) is contained in 
concurrent sequential patterns [11+ 12+ 16+3+2+1 +6] and [11+ 12+ 16+3+2+ 1+6] is 
contained in [11+12+16+3+2+1+21+41+44+6]. Therefore, concurrent sequential 
patterns [11+12+16+3+2+1] and [11+12+16+3+2+1+6] are not maximal 
concurrent sequential patterns. Deleting non-maximal concurrent sequential 
patterns from Table 5.4 results in Table 5.5, which show the final concurrent 
sequential patterns (ConSP). 
1.[23+ 63+ 65] 
2.[52+ 56+ 66+ 67] 
3.[11 + 33+ 58] 
4.[16+ 43+ 49] 
5.[6+ 41+ 44] 
Table 5.5: Maximal concurrent sequential patterns result. 
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Using Table 5.5 and Table 5.2, the final concurrent sequential patterns (ConSP) is 
translated as in Table 5.6. 
1. [dc+ a(b,c)(a,c )+accc] 
2. [ebc+eacb+efcb+fbc] 
3.[ab+(a,b)f+(a,b)dc] 
4. [bc+acb+dcb] 
5. [f+abc+acc] 
Table 5.6: Concurrent sequential patterns ConSP. 
The process for generating the concurrent branch patterns (CBP) from one of the 
concurrent sequential patterns (e.g. ConSP=[ebc+eacb+efcb+fbc)) in Table 5.6 is 
illustrated in Figure 5.4. 
efcb fbc 
e[bc+acb] e[bc+fcb] [e+f]bc 
~/
e[bc+acb+fcb1 
I 
e[bc+[a+f]cb] 
Figure 5.4: From concurrent sequential patterns [ebc+eacb+efcb+jbc] to CBP. 
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5.4 Summary 
One of the contributions of this thesis is the introduction ofjudicious definitions of 
concurrent branch patterns, exclusive branch patterns and iterative patterns as 
proposed in Chapter 4. Concurrent Branch Patterns (CBP) indicates that 
sub-sequences in different branches may appear in the same customer sequence 
within a believable probability. This chapter has provided three different methods 
for mining concurrent branch patterns: Apriori-based, Concurrent Group-based 
and Concurrent Sequential Patterns Derived methods. The chapter has also 
provided definitions and theorems for each method. Algorithms and processes to 
perform CBP mining are presented together with concrete examples to substantiate 
the techniques of CBP mining. The Concurrent Sequential Patterns Derived 
method is the most simple and straightforward to implement. Details of the 
algorithm, design and implementation for this method are treated in Chapters 6 and 
7 of this thesis. 
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Chapter 6 Design of a Post Sequential Patterns Mining 
System based on Concurrent Branch Patterns 
As mentioned in Chapters 4 and 5, PSPM is a new data mining technique. An 
important element of PSPM is concurrent branch patterns (CRP) mining. This 
chapter presents the design of a PSPM system based on CBP. Descriptions of the 
object model and the analysis of the algorithm are also discussed. 
6.1 Object Model 
PSPM is a novel technique to mine Structural Relation Patterns based on 
Sequential Patterns. Figure 6.1 specifies the object model of the PSPM design. It 
shows that PSPM is the ultimate goal, Element is the fundamental object and 
Sequence is the central object made up of a set of ordered Elements. 
The customer sequence database (CSDB) and sequential patterns database (SPDR) 
are derived from the Sequence DB. The concurrent sequential patterns database 
(ConSPDB) is an object that creates concurrent sequential patterns based on objects 
SPDB and CSDB. A key index showing full names of the abbreviations used in the 
model is listed below the object model for easy reference. Properties and operations 
related to the objects are presented in the sub-sections following. 
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Element 
• I Element_Container 

m Length : int 
 m_D.taBuftIJ : lilt 
~m Datill: int . 	 m _ Datalndex[]
SortO ElemNum . int 

GetD.taO : int m Size: int

+ElementsOperator[]O : int 	 AddElement() : int 

AddSeqIDSet() int
GetUpperBound() : int +Sequence • 	 GetElemO : intOperator<Q: bool 	 -( LocateD: int 
Sequence 
+SubSeq ID Set • m Length: tnt 
+S equence 	 I• 	 El~mlrib. 

Len~O:mt 

'operator<O . bool +Max Sequence 
AddO 
GetSizeQ : int 
. 
1 
• 	 Sequence DB 
m Seqs 
+SupSeq'V m SubSeqs 
ReadSeqsO 
FindSubSeqsO 
SetSubSeqsO 
SizeO: int 
AddtoS~Cl 
I 

J 	 I 
eSOB • 	 • SPOB 
+CS 1- +SuppSP1 

ReadSeqsO 1 
-{) ReadSeqsO 
SetSubS"'lsO 	 FindSubSeqs()
onSPOB 1---------~ 
1 	 "i'I1 	 1 +SeqJD 0.. 1 
.1 ReadSeqsO 	 1 +ElemlD '---­I MaxConSPO 	 11 
SubConSPO)- 1 SPGDB 
SRP m MSS 
ClassID ~-SPG 
m E1emlD MSSO 
mySub GenSPG 
CresteStruPO 
.1
RefineStrul1t 

1 PSP~ 

m SPG
~ 	
..... 1 m -SPDB 
m-CSDB 
1 m -ConSPDB 
...... 	 ..m -StruSPDB I...... J 
Abbreviation 	 Full Name 
Figure 6.1: Object model. 
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6.1.1 Element and Element Container 
(1) Element Object 
An element is the set of items. It has two properties: 
I • m_Length (the number of items it contains.) 

I • m_Data (item buffer, an array of items in ascending order.) 

~ 
, Figure 6.2 shows the organisation of an element which contains three items a, band 
c. 
I 
J 
I (11#'1 
Figure 6.2: An example of element organisation. 
The related methods of elements are discussed below. 
Sort( ) sorts items within an element in ascending order. 

GetData( ) returns the address of m _Data. 

Operator [ ]( ) returns a specific item as an array. 

GetUpperBound( ) returns the upper bound of the item array m_Data. 

Operator«anEleme) returns true if the element is contained by another given 

element (anEleme), otherwise returns false. 

I 
I 
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(2) Element_ Container Object 
Both sequential patterns and customer sequences can be viewed as an ordered set of 
elements (set of items). A sequential pattern is the sub-sequence of a customer 
sequence. Therefore, for memory saving purposes, all the elements can be 
organised independently in a specific object called element _container. The 
information associated with each element contains two parts: 
• Length Unit denotes length of each element, which corresponds to the 
mJ-ength property of the element. 
Item Unit denotes items in each element, which corresponds to the m_Data of 
the element. 
Figure 6.3 shows the organisation of elements (a), (a,b,c), (a,c), Cd) and (c,/). The 
element identifier (Elemld) of these elements are 1,3, 7, 10, 12 respectively. 
Length Unit Item Unit 
G 7 8 10 11 12 13 142 4 
/ 
Element Id (Elemld) 
Figure 6.3: An example of element_container organisation. 
The subscript of the Length Unit is viewed as the element identifier (Elemld) of the 
element. Empty Element is the element which contains no item. 
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Advantages of element_container are: 
It ensures that identical elements are not duplicated. 
It organises memory in an efficient manner to allow sharing by other objects. 
It supports methods such as GetElem(), AddElem() etc. to simplify the 
accessing of elements. 
It sorts items in sequences into ascending order to make it easier to compare 
relationships between sequences. 
The following methods are used in the element_container. 
AddElem (anElem) appends a new element anElem to the array buffer. An index of 
elements is set while appending. The index of elements is used to locate element. 
AddSeqIDSet (aSeqIDSet) appends a new element to the array buffer. This method 
is used by Sequence DB object while finding SUb-patterns or super-sequences of 
sequential patterns. The procedure is similar to AddElem( ), the only difference is 
that there is no need to index the element in AddSeqIDSet( ) because there are no 
two identical sub-sequence or super sequence IDs for sequences in a database. 
GetElem( ) returns an element address from element_container according the 
subscript of the element (Elemld). 
Locate (anElem) finds the position of the given element anElem in the container. 
100 
CHAPTER 6 DESIGN OF A PSPM SYSTEM BASED ON CBP 
6.1.2 Sequence and Sequence DB 
(1) Sequence Object 
Sequence is an ordered set of elements, including customer sequence or sequential 
patterns. The sequence object is used to store the elements of sequence in an array. 
The element of the array is an ordered set of element identifier (Elemld) as 
illustrated in Figure 6.3. Figure 6.4 shows the Element Id derived from Figure 6.3 
of the sequence «a) (a,b,c) (a,c) d (c,j». 
Element ld 
7 10 12I IL'I 
Figure 6.4: An example of sequence array organisation. 
The following describes methods in the sequence object: 
Length( ) returns the length of a sequence (i.e. the number of independent items). 
Operator«aSequence) returns true if sequence aSequence is contained in other 
sequences, otherwise returns false. 
Add(anElem) appends an element anElem to a sequence. 
GetSize( ) returns the number of elements in a sequence. 
(2) Sequence DB Object 
A group of sequences constitute a sequence database that corresponds to the 
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Sequence DB object in the model. The customer sequence database (CSDB) and 
sequential patterns database (SPDB) are derived from the Sequence DB. There are 
two fields in Sequence DB object: a sequence pointer and the sub sequences set. 
Figure 6.5 shows the data structure of the object. 
Sequence Pointer I Sub Sequences Set 
Figure 6.5: Data structure of Sequence DB object. 
! 	 The contents ofthese two fields depend on the following two cases. (1) For the sequential patterns set: 
• 	 The sequence pointer points to the address of a sequential pattern and all the 
sequence pointers are stored in an array called sequence pointer array. 
• 	 The sub sequences set is a set of IDs for direct sub-sequences of the 
corresponding given sequential pattern. A direct sub-sequence is not contained 
in any other sub sequence of the sequential pattern. 
As an example recall that the sequential patterns index list was shown in Table 5.2 
which depicted the relationship between the indexes of the sequential patterns. In 
Figure 6.6 the relationship between sequential patterns and its direct sub-sequences 
is shown. 
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Viewed as 
Viewed as a Sequence Pointer Sub Sequences Set ;- Sequence Id set 
sequence pointer / array~ ! 1\ /-ri~array ~ '" I ... \ 1130 I ( 8,lO,12 \
'" ... 1\ ... 7 
\ 67 ) " 53,54,55,57 / 
'-.../ 
'--- / 
Figure 6.6: An example of sequential patterns database. 
(2) For the customer sequence database: 
The sequence pointer points to the address of the customer sequence. 
The sub sequences set is a list oflDs of sequential patterns which are supported 
by this customer sequence. 
The related methods of the Sequence DB object are explained below: 

ReadSeqs( ) reads the sequential patterns database or the customer sequence 

database into the sequence array. 

FindSubSeqs( ) finds direct sub-sequences for each sequential pattern. 

SetSubSeqs( ) finds sequential patterns supported by a customer sequence. 

AddtoSeq( ) adds a sequence to the sequence array in length ascending. 

6.1.3 Other Objects 
Additional objects include: 

SPGDB (Sequential Patterns Graph Database) - an object that represents graphical 

relationship of sequences (i.e. maximal sequence and sub-sequence). 
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ConSPDB (Concurrent Sequential Patterns Database) - an object that creates 
• o!concurrent sequential patterns based on objects SPDB and CSDB. 
SRP (Structural Relation Patterns) - an object that represents relationship between 
CSDB and SPDB (i.e. the support of sequential patterns by customer sequence). 
6.2 Pre-Processing 
The pre-processing stage involves tasks that transfonn the result of sequential 
patterns mining into the appropriate format of the PSPM system. It also finds the 
direct sub-sequence and direct super-sequence of each sequential pattern for use in 
the structural relation patterns mining phase. 
6.2.1 Format Transformation 
Two types of data files related to the proposed PSPM system are considered in this 
thesis. These are sequential patterns and customer sequence files. 
Sequential patterns file 
For PrejixSpan [Pei et al. 2001], the discovered frequent sequences are stored on a 
file named frequent. Each line in the result file contains a frequent sequence and the 
relative support in the following format: 
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(itemIDOO, ... , itemIDOi) (ite mID 1 0, ... , itemIDlj) .,. (itemIDmO, ... , itemIDmn): 
relative support 
An example is shown below: 
(242) (17, 261): 0.004087 
The format can be recognised in the following regular expression where d 
represents any digit,fdenotes a floating number and r represents a new line: 
(( 'Cd (d)* ')' t: fr)* 
The corresponding deterministic finite automata diagram (DFA) of the regular 
expression is shown in Figure 6.7, where '_' means a blank space. 
Figure 6.7: DFA for sequential patterns. 
Customer sequence file 
A customer sequence database consists of a series of sequences and each sequence 
is composed of several transactions (also called elements) sorted in time ascending 
order. Each item in the database should be assigned an itemID, a number that starts 
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from O. Items in each transaction should be sorted in ascending order according to 
their itemID. Also, the sequential database being mined is in binary format, each 
sequence ends with a "-2" and every transaction is followed by a "-1". The 
example below shows a typical sequence: 
2 5 7 -1 1 2 -1 3 9 -1 4 -1 -2 
This sequence corresponds to «2 57)(1 2)(39)(4». The sequence shows that there 
are 4 transactions (i.e. elements) and each transaction contains 3, 2, 2, 1 items 
respectively. 
Similarly, a customer sequence can be identified by the following regular 
expression.I 
where corresponding finite automata diagram is shown in Figure 6.8. 
I 
I 
\ 
Figure 6.8: DFA for customer sequences. 
6.2.2 Sub-sequence and Super-sequence Mining 
Sub-sequence and super-sequence are useful in structural relation patterns mining 
especially in concurrent branch patterns (CBP) mining. Therefore, prior to 
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presenting CBP mining algorithm, some basic definition and theorem about 
sub-sequence and super-sequence are introduced in this section. 
Definition 6.1: Direct Sub-sequence and Direct Super-sequence 
If sequence Sj is contained in sequence S2, then S] is called the sub-sequence of S2 
and denoted by SJ.LS2. Sequence S2 is called the super-sequence of Sf. Let 
Sub={s ],S2, ... ,Sn} be all the sub-sequence of sequence s. For any given Si (ls;,is;,n), if 
Sf does not exist such that sjLsf (lSJs;,nJ;t:.i), then S; is called direct sub-sequence of 
sequence s. Let SUP={SJ,S2, ... ,Sn} be all the super-sequence of sequence s. For any 
given Sj (ls;,is;,n), if Sf does not exist such that S;L.Sj (ls;,js;,n,j:;t=·i), then Sj is called 
direct super-sequence of sequence s. 
Given a sequence <a(b,c)a> the following sub-sequence Sub={a, b, c, aa, ab, ac, 
ba, ca, aba, aca, (b,c), a(b,c), (b,c)a} can be mined from it. Among these 
sub-sequences, the direct sub-sequence of <a(b,c)a> is aba, aca, a(b,c) and (b,c)a. 
Suppose the super-sequences set of sequence c is Sup={ac, ca, aca, (b,c), a(b,c), 
(b,c)a} then the direct super-sequence of c is ac, ca and (b,c). 
Recall that in traditional sequential patterns mining, the number of items in a 
sequence S is called the length of the sequence (i.e. length(s)=k). The sequence, 
which has k length, is denoted by k-sequence. Therefore the length of sequence 
s=«a,d) d (e,j) c> length(s)=6, since it contains 6 items. 
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Figure 6.9 is an example ofa direct sub-sequence structure. It can be seen from the 
figure that all the sequential patterns listed under the pattern identifier (i.e. PID, see 
Table 5.2) are organised in levels. All the k-sequences are in the same level k. The 
following theorem states the relationship between the k-sequence and its 
sub-sequences. 
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Figure 6.9: An example of direct sub-sequence. 
Theorem 6.1: For k-sequence (i.e. the length of the sequence is k), the length of its 
direct sub-sequence is k-l. The length of its direct super-sequence is k+ 1. 
Proof: The first part of the theorem is proven here whilst the second part is proven 
by deduction from the first part. 
Let s be a k-sequence where the length(s)==k. From the property of sequential 
patterns [Agrawal et al. 1995], any sub-sequence ofs should be a sequential pattern. 
Thus a (k-l )-sequence a could be obtained by removing any item from s where a is 
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a direct sub-sequence of s. 
Any (k-2)-sequence j3 ofs can be considered as the result of deleting one item from 
sub-sequence a. Therefore, j3 is the direct sub-sequence of a, but it is not the direct 
sub-sequence ofs. Similarly, the sub-sequence whose length is less than k-2 cannot 
be the direct sub-sequence of seither. 
From the above theorem, one can deduce that the number of direct sub-sequences, 
which are contained by a k-sequence, is k. The maximal total number of direct 
sub-sequences relationship in the set of sequential pattern is 
(6.1) 
where n is the number of sequential patterns, ki is the length of the lh sequence. The 
direct sub-sequences relationship is indicated by edges shown in bold in Figure 6.9. 
The maximal number of all sub-sequences, which are contained in a k-sequence, is 
2\ and the maximal total number of all sub-sequences relationship in the set of 
sequential pattern is 
(6.2) 
It is obvious that L2 is far greater than L]. This means that the computation of 
sub-sequences is more computationally expensive than that of direct sub-sequence. 
Therefore, direct sub-sequences are calculated instead of all sub-sequences in the 
pre-processing phase of the system implementation. 
109 
CHAPTER 6 DESIGN OF APSPM SYSTEM BASED ON CBP 
The computational cost of finding direct sub-sequence is due to the comparison of 
relationships between sequences. It can be estimated as: 
m 
L3 =2)n; x ni _ l ) (6.3) 
j;:::2 
where ni is the number of i-sequence, m is the length of the longest sequences. 

The algorithm to find sub-sequence is shown below. 

Algorithm 6.1: FindSubSeqs 

Input: Sequential Patterns (SP). 

Output: Direct Sub-Sequence Set (SubSeqs). 

Method: 

For each SPkESP and sPk.length> 1 //sPk.length is the number of items in Spk. 

{For each SPiESP and sPI.length= sPk.length-l 
. . 
Addj into sPk.SubSeqs} 
} 
Performance Analysis 
In the pre-processing phase, the sequential patterns are sorted in ascending order 
based on sequence length. This allows the algorithm to find direct sub-sequences 
efficiently. Consider a sequential pattern s for example and let the length of it be k. 
Then, according to theorem 6.1, S is only needed to be compared to the sequential 
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patterns which have (k-l) length. The complexity of this algorithm is 0(L3), where 
L3 is given by equation (6.3). 
Obviously, if sequence SI is a direct sub-sequence of sequence S2 then S2 is a direct 
super-sequence of S I. Therefore, algorithm on super-sequence mining is omitted in 
the thesis. 
6.3 Calculating Concurrent Sequential Patterns 
It can be concluded from section 5.3 that the problem of finding concurrent branch 

pattrn (CBP) can be mapped into the one of finding concurrent sequential patterns 

(ConSP). The key point of ConSP mining is how to calculate the sequential patterns 

supported by the customer sequence. Two categories of methods, called Full-Check 

(FCmine) and Partial-Check (PCmine) are developed for mining sequential 

patterns supported by customer sequences. TIle FCmine algorithm is given below. 

Algorithm 6.2: FCmine 

Input: Customer sequence database (CSDB); Sequential patternsdatabase (SPDB). 

Output: Sequential patterns supported by customer sequence (SuppSP). 

Method: 

(1) For each customer sequence C i in CSDB 
(2) {SuppSP(CJ""'0 II SuppSP(CJ is the pattern set supported by C 
(3) For each SPkESPDB II k is the identifier of SPk and range from 1 to the 
III 
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Illength ofSPDB 
(4) {If SPkLCj II SPk is contained in customer sequence C. 
(5) SuppSP(CJ= SuppSP(C)+ SPk; } 
(6) SuppSP= SuppSP+ SuppSP(CJ;} 
Performance Analysis 
In FCmine algorithm, customer sequences are compared with all the sequential 
patterns. Therefore, the complexity is O(mxn), where m is the number of customer 
sequence and n is the number of sequential patterns. 
An alternative method called Partial-Check (PCmine) is proposed to mIlle 
sequential patterns supported by customer sequence. Before addressing this 
category concerning SuppSP mining, two lemmas based on an anti-monotone 
Apriori property which states if a pattern with k items is not frequent, any of its 
super-pattern with (k+ 1) or more items can never be frequent [Agrawal et at. 1994] 
are presented. 
Lemma 6.1: If a sequential pattern s is supported by a customer sequence c, then all 
the sub-sequences ofS must be supported by c too. 
Lemma 6.2: If a sequential pattern s is not supported by a customer sequence c, 
then all the super-sequences ofs cannot be supported by c either. 
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PCmine is similar to method of FCmine in that it also checks the relationship 

between customer sequence and sequential pattern. But it is different from the latter 

in that PCmine utilises the above lemmas properly and it is able to avoid some 

comparisons of sequential patterns. 

In the PCmine method Lemma 6.1 and 6.2 are used. Depending on the different 

usage of the above two lemmas, PCmine method can be divided into three different 

algorithms: 

TopDown Algorithm (TD) (Le. Lemma 6.1 is used); 

Bottom Up Algorithm (BU) (i.e. Lemma 6.2 is used); 

DualDirection Algorithm (DD) (i.e. both Lemma 6.1 and 6.2 are used). 

All of these three algorithms require the use of (direct) sub-sequences or (direct) 

super-sequences of sequential patterns that are calculated in advance. This is done 

in the pre-processing phase. Since the (direct) sub-sequences or (direct) 

super-sequences are also used in other phases of the mining, there is no extra 

computational cost in the use of the algorithms. 

The following notations are used to make the proposed algorithm easier to 

understand: 

SubSeq(SPk) - Represent a set of sub-sequences of sequential patterns Spk· 
SupSeq(spk) - Represent a set of super-sequences of sequential patterns Spk. 
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Mark(sPk,true) - Set the mark of SPk be true, i.e. sequential pattern SPk is supported 

by a customer sequence. 

Mark(sPk, false) - Set the mark of SPk be false, i.e. sequential pattern SPk is not 

supported by a customer sequence. 

Algorithm 6.3: TopDown (TD) 

Input: Customer sequence database (CSDB); Sequential patterns database (SPDB). 

Output: Sequential patterns supported by customer sequence (SuppSP). 

Method: 

(l) For each customer sequence Ci in CSDB 
(2) {Let SuppSP(C) be empty 
(3) Clear marks of all sequential patterns 
(4) 	 For each SPkESPDB II k is the identifier of SPk and range from the 

II length of SPDB to1 

(5) { If (no mark on SPk) and (SPkLC) 
(6) {SuppSP(CJ=SuppSP(CJ+ SPk+ SubSeq(sPk); 
(7) Mark(spk> true); 
(8) Mark(SubSeq(sPk), true);} 
(9) } 

(J 0) SuppSP= SuppSP+ SuppSP(CJ; 

(11) } 
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Performance Analysis 
The above algorithm makes use of Lemma 6.1. That is, if a customer sequence Ci 
supports a sequential pattern SPk, then all sub-sequences ofSPk are also supported by 
C. These sub-sequences of SPk need not to be checked further. Thus, the number of 
comparisons between the sequences within ISubSeq(sPk)I is reduced. Since 
Support(sPk)2minsup, therefore, the possibility of SPk which is supported by 
customer sequence is greater than rninsup, namely ISubSeq(sPkW~ nxminsup, where 
n is the number of sequential patterns. 
Therefore, in this approach, only the following two types of sequential patterns 
need to be checked in order to determine if they are supported by a customer 
sequence: Sequential patterns which have no super-sequences or sequential 
patterns whose super-sequences are not supported by the customer sequence. 
Generally speaking, sequential patterns can only be checked and be found in the 
case where super-sequences are not supported by customer sequence. This means 
that the number of sequential patterns may be computed as nx(1-rninsup) times. On 
the whole, the complexity of the TopDown method is O(rnxnx (l-minsup)) and it is 
effective when minsup is greater than 0.5 or approaches to 1. 
Algorithm 6.4: Bottom Up (BU) 

Input: Customer sequence database (CSDB); Sequential patterns database (SPDB). 
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Output: Sequential patterns supported by customer sequence (SuppSP). 
Method: 
(1) For each customer sequence Ci in CSDB 
(2) {SuppSP(C)=0 
(3) Clear marks of all sequential patterns 
(4) 	 For each SPk ESPDB II k is the identifier of SPk and range from 1 to the 
II length ofSPDB 
(5) {If (no mark on SPk) 
(6) {If (SPkLCi) 
(7) {SuppSP(C;}=SuppSP(C;}+ SPk; 
(8) Mark(sPk, true);} 
(9) else 
(10) {Mark(sPk,false); 
(11 ) M ark(SupSeq(sPk), false );} 
(12) } 
(13) SuppSP= SuppSP+ SuppSP(C;}; 
(14) } 
Performance Analysis 
In the Bottom Up approach, if a sequential pattern is not supported by a customer 
sequence, then its super-sequences are not needed to be compared against the 
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customer sequence. Therefore, only sequential patterns with no sub-sequence or 
sequential patterns whose sub-sequences are supported are needed to be compared. 
Thus, after the comparison either sequential patterns and their super-sequences are 
not supported or the sequential patterns are supported. In general and in the latter 
case, some of the sequential patterns are supported by the customer sequence. The 
number of the sequential patterns is nxminsup. The computational complexity of 
the Bottom Up method is O(mxnxminsup). It is more effective when minsup is very 
small, especially in the case of less than 0.5 (Le. 0~minsup~0.5). 
Algorithm 6.5: DualDirection (DD) 
Input: Customer sequence database (CSDB); Sequential patterns database (SPDB). 
Output: Sequential patterns supported by customer sequence (SuppSP). 
Method: 
Let k be the length of SPDB 
(1) For each customer sequence Ci in CSDB 
(2) {SuppSP(CJ=0 
(3) Clear marks of all sequential patterns 
(4) n=l; m=k; 
(5) While «a mark on SPn) and (m>n) n=n+ 1; 
(6) If (no mark on SPn) 
(7) {If (SPnLCi) 
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(8) {SuppSP(CJ= SuppSP(CJ+ sPn; 'II 
~:r 
(9) Mark(sPn, true);} 
(10) else 
(11) {Mark(sPn,false ); 
(12) Mark(SupSeq(sPn),jalse);} 
(13) } 
(14) While «a mark on sPm) and (m>n)) m=m-1; 
(15) If ( no mark on SPm and SPmLCi) 
(16) { SuppSP(CJ=SuppSP(CJ+ sPm+ SubSeq(sPm); 
(17) Mark(sPm, true); 
(18) Mark(SubSeq(sPm), true);} 
(19) SuppSP= SuppSP+ SuppSP(C); 
(20) } 
Performance Analysis 
DualDirection method is a tradeoff between TopDown and Bottom Up. The 
complexity of the method is also between those two methods (i.e. TopDown and 
Bottom Up methods). 
It can be concluded that the complexities ofalgorithm 6.2, 6.3, 6.4 and 6.5 increases 

as the number of customer sequence (m) and the number of sequential patterns (n) 

increases. In algorithm 6.3, 6.4 and 6.5 the complexities depends on the factors 
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minsup or (l-minsup) therefore BottomUp, TopDown and DualDirection methods 
are more efficient than FCmine method. 
6.4 Derivation of Concurrent Branch Patterns from Concurrent Sequential 
Patterns 
This section discusses how to obtain concurrent branch patterns (CBP) from 

concurrent sequential patterns (ConSP). Algorithms 6.6-6.8 illustrate procedures 

for mining CBP from ConSP and also the construction of concurrent branch 

patterns graph (CBP _Graph) proposed in Chapter 4. 

Algorithm 6.6: Construct CBP _Graph 

Input: Concurrent sequential patterns ConSP={~j I~i ESP, l::;;i::;;n, n is the number 

of sequential patterns in ConSP}. 

Output: Concurrent branch patterns graph (CBP _Graph). 

Method: 

(1) Construct SPG for each sequential pattern ~iEConSP. Each SPG is called a 
Sub-Structure Graph (SSG) and Sub-Structure Graph of sequential pattern ~i is 
represented by SSG(~D. 
(2) CBP _Graph = SSG(PI) U SSG(~2) U ... uSSG(~n). 
(3) Call RefineCBP_Graph (CBP _Graph). II construct the final concurrent 
Ilbranch patterns graph CBP _Graph 
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Algorithm 6.7 RefineCBP _Graph 
Input: Unrefined CBP _Graph, represented by CPG. 
Output: Concurrent branch patterns graph (CBP_Graph) after combination. 
Method: 
(1) Call Combine (SSG(~i), SSG(~j» to combine any two SSG(~i), SSG(~j) ECPG 
where i::j:.j and put the new SSG' into CPG ifthe SSG' is NOT NULL. 
(2) Delete all SSGs in CPG which have been used for combining the new 
sub-structure graph SSG' which is not NULL. 
(3) Repeat step 1, 2 until there is no new sub-structure graphs to be combined. 
Algorithm 6.8 Combine 
Input: Sub-structural graph SSG(~D, SSGCPj) of concurrent branch patterns graph 
CPG. 
Output: The new sub-structural graph (SSG'). 
Method: 
Cl) Let SSG'=NULL. 
(2) If (BiL~D or (~j L[J,) then return. 
(3) Find the common prefix ofSSG(fJi) and SSG(f3j), denoted by preS. 
(4) Find the common postfix of SSG(Bi) and SSG(/3;), denoted by postS. 
(5) If (preS==NULL and postS=::::NULL) return. 
(6) elemS=(Bi -preS-postS) U (f3j -preS-postS). 
(7) call RefineCBP_Graph (elemS) to generate a graph Gr. 
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(8) Create the new graph SSG'. 
(9) IfpreS is not empty 
Add preS to SSG' and a directed edge from the last node ofpreS to the head 
node ofG'. 
else 
Add G' to SSG'. 
(l0) 	IfpostS is not empty then 
Add a directed edge from the last node of G' to the head node ofpostS. 
(11) 	Mark SSGCPi) and SSG(~j) to indicate them has been used to combine a new 
pattern. 
(12) 	The result is the combined structure graph SSG'. 
Figure 6.10 is a graphical example to illustrate the procedure of generating 
concurrent branch patterns from concurrent sequential patterns 
[ebc+eacb+efcb+jbc]. This example also shows the procedure of constructing 
CBP_Graph which corresponds to algorithms 6.6-6.8 respectively. 
Figure 6.10: Generation of concurrent branch patterns from a concurrent sequential 
patterns [ebc+eacb+ efcb+fbc]. 
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Performance Analysis and Improvements 
The malO computational cost of the whole algorithm lies on algorithm 
RefineCBP _Graph. The complexity of this algorithm is determined by the number 
of times algorithm Combine is called, which also depends on the initial number of 
sequential patterns and the relationships among them. Suppose the initial number of 
sequential patterns is m, then after the first combination, the number of new 
generated patterns is n= C~=m(m-l )/2 at most. Ifthis is repeated over with over the 
number of the new generated patterns becomes O(m2). However, since there are 
relationships among patterns after each combination some of the generated pattern 
cannot be combined with each other. 
Consider patterns a,b,e for example, after the first combinatorial expansion, the 
result is <a,b>, <a,e> and <b,e>. Combining further the resulting three patterns 
only one but not three results can be obtained. (i.e. <a,b,e». Therefore, if the 
number of concurrent sequential patterns is m, then the number of combinations of 
the algorithm should be C 2 + e3 +... + C m- J + em. That is, the complexity of the 
m m m m 
algorithm is O(2m). For a large number of concurrent sequential patterns the 
algorithm is time consuming since the complexity is 2 to the power of m where m is 
the number of concurrent sequential patterns. 
The above conclusion is based on a simple combinatorial expansion which assumes 
that a new result could be generated after each combination. However, for any two 
..
! 
"" 
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sub-structural graph SSG, when Combine algorithm is called to generate new 
patterns, the pre-condition is that they have common prefix or postfix. Thus, the 
algorithm studied further for two special cases shown below. 
Case I: There is no common prefix and postfix among all the concurrent sequential 
patterns. In this case, only once combination is needed. That is, the algorithm 
terminates after m(m-l )/2 times operation. The complexity of the algorithm is 
O(m2); 
Case 2: All the concurrent sequential patterns have a common prefix. The common 
postfix will not be considered temporarily. This will not influence the entire 
analysis of the results. In this case, the algorithm is in the worst situation, since 
every two patterns, which have a common prefix or postfix need to be combined to 
generate a new pattern. However, algorithm RefineCBP _Graph can be improved in 
order to reduce the complexity. 
The main idea of the improved algorithm is to combine patterns and to take 
advantage of relationship among patterns combined such that iterative operations 
are reduced. The divide and conquer strategy is adopted. This ensures that patterns 
are combined after grouping. Thus, the number of combination reduces to ml2 
instead of m(m-l )/2. According to the properties of concurrent patterns, the 
common prefix or postfix can also be taken out by combining the grouped patterns. 
The following new definition is proposed to further improve the algorithm. 
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Definition 6.3: Prefix Contain and Postfix Contain 
Given any two concurrent patterns xa and xjJ where x is not null, a new pattern x[a,jJ] 
is produced by taking out the common prefix x. Patterns xa and xjJ are prefix 
contained in pattern x[a,jJ] and pattern x[a,jJ] is the prefix combination ofxa and xjJ. 
Similarly, patterns ay and jJy are postfix contained by pattern [a,j3]y and pattern 
[a,jJ]y is the postfix combination of ay and j3y where y is not null. 
For any two sub-structural graphs to be combined, if they have prefix or postfix, 
then deleting them (i.e. the prefix or postfix) the remaining part can be refined 
further. Let concurrent pattern set CPS={ Ui I 1~i~n}, then the following conclusion 
can be obtained while it is being refined to a CBP-Graph: 
For any given pattern aiECPS and ajECPS (i;1), if they have been combined and 
have a prefix or postfix combination {3, then any other pattern akECPS (k:;r:i:;tj) , 
would need only a prefix or postfix combined with {3. Thus, the following 
algorithms are given here as an improvement to algorithms 6.6-6.8. 
Algorithm 6.9: ConstructCBP _Graph' 
Input: Concurrent sequential patterns (ConSP). 
Output: Concurrent branch patterns graph (CBP _Graph). 
Method: 
(1) Construct SPG for each sequential pattern ~iEConSP. Each SPG is called a 
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Sub-Structure Graph (SSG) and represented by SSG(~i). 
(2) CRP _Graph= SSG(~l) u SSGW2) u ... uSSG(~D. 
(3) Call RefineCBP _ Graph'(CRP_Graph). II refinement to Algorithm 6.6 
(4) Delete all SSGs which have PrefIX mark or PoStfIX mark from CRP_Graph. 
Algorithm 6.10: RefineCBP _Graph' 

Input: Unrefined CBP _Graph, represented by CPG. 

Output: Concurrent branch patterns graph (eRP _Graph) after combination (i.e. 

the refined CPG.). 

Method: 

Case ICBP _ Graphl <2 /IICBP _ Graphl is the number of patterns involved in 
Ilconcurrent pattern graph CRP _Graph 
return; 
Case ICBP _ Graphl ==2 
Call Combine' (SSG(~l)' SSG(~2» to combine the two Sub-Structured 
Graph SSG(~l) and SSG(~2)' Put the new SSG' into eRP_Graph if 
the SSG' is NOT NULL. 
If SSGWI) and SSG(~2) have both common prefix and postfix marks, 
delete them from CRP_Graph; 
return; 
Otherwise 
Devide CBP _Graph into two groups, CBP _Graph 1 and eRP_Graph2, 
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each group contains ICBP_ Graphll2 SSGs. 
Call RefineCBP_Graph'(CBP_Graphl) lithe result is CBP _Graphl' 
Call RefineCBP_Graph'(CBP_Graph2) II the result is CBP _Graph2' 
For each gl ECBP _Graphl' and g2ECBP _Graph2' 
{Call Combine' (gI, g2) to combine gl, g2 and put the new SSG 
into CBP _Graph if the new SSG is not NULL. 
If gl and g2 have both common prefix and postfix marks, delete 
them from CBP _Graph;} 
return; 
Algorithm 6.11: Combine' 

Input: Sub-structural graph SSG(~D, SSG(~j) of CBP_Graph. 

Output: The new sub structural graph (SSG'). 

Method: 

(1) Let SSG'=NULL. 
(2) If (J3jLPj) or (~j LfJi) then return. 
(3) Find the common prefix ofSSG(fJJ and SSG(flJ), denoted by preS. 
(4) Find the common postfix ofSSG(fJJ and SSG(fJ}, denoted by posts. 
(5) If (preS==NULL and postS==NULL) return. 
(6) elemS=(J3; -preS-postS) u (f3/ -preS-postS). 
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(7) 	 call RefineCBP_Graph' (elemS) to generate a graph G'. 
II refinement to Algorithm 6.8 
(8) Create the new graph SSG'. 
(9) 	 IfpreS is not empty then 
Add preS to SSG' and a directed edge from the last node ofpreS to the 
head node ofG'. 
Mark SSG(Pi) and SSG(Pj) with Prefix mark. 
/1 refinement to Algorithm 6.8 
else 
Add G' to SSG'. 
(10) 	 IfpostS is not empty then 
Add a directed edge from the last node ofSSG' to the head node ofposts. 
Mark SSG(~i) and SSG(~j) with Postfix mark. 
II refinement to Algorithm 6.8 
(ll)Mark SSG(~i) and SSG(~j) to indicate them has been used to combined a new 
pattern. 
(12) The result is the combined structure graph SSG'. 
-
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6.5 Summary 
This chapter has described the design of PSPM system. An object model has been 
introduced, associated with some related properties and methods. The 
pre-processing of PSPMsystem, that is, the transformation of the input data format 
and mining of sub-sequence are also discussed. It is clear from the analysis that the 
major part of PSPM consists of the concurrent branch patterns mining. Algorithms 
and the performance analysis with respect to concurrent branch patterns mining are 
presented in section 6.3 and section 6.4 in detail. Experiment to substantiate the 
analysis and algorithms is discussed in Chapter 7. 
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Chapter 7 Experimentation and Analysis 
This chapter presents experiments conducted with the proposed PSPM system. 
Section 7.1 outlines the experimental set up and datasets used in the experiments. 
Section 7.2 presents the implementation of PSPM system. Section 7.3 discusses 
experiments with respect to the pre-processing phase. Construction of sequential 
patterns graph (SPG) is presented in section 7.4 and section 7.5 outlines the 
experimental results on CBP mining. 
7.1 Experimental Set Up 
All the experiments are performed on a 2.4GHz Pentium PC with 1.0GB main 
memory, running on Microsoft Windows 2000. To make the time measurements 
more reliable, no other application was allowed to run on the system while the 
experiments were running. 
Two kinds of datasets are used in the experiment: a group of synthetic datasets and 
two real datasets. Real datasets will be introduced in section 7.5.3. Synthetic 
sequence data was generated using the IBM data generator obtained from IBM 
Almaden [1], which has been used in most sequential patterns mining studies 
[Srikant et af. 1996; Pei et aZ. 2001; Zaki 2001]. The datasets consist of sequences 
of item sets, where each item set represents a market basket transaction. 
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This synthetic dataset generator produces a database of customer sequences whose 
characteristics can be easily controlled by the user. As reading a binary file is more 
efficient than parsing a text file or database file, all datasets are generated in the 
binary format. The generator allows one to specify the number ofcustomers IDI, the 
average number of transactions in a sequence 1Cj, the average number of items in a 
transaction ITI and the number of different items INI. These parameters are 
summarised in Table 7.1. 
Notation Description Parameter 
101 Number of customers (=size of database) -ncust 
ICI Average number of transactions per customer -slen 
ITI Average number of items per transaction -tlen 
lSI Average length of maximal potentially large -seq.patlen 
sequences 
III Average size of itemsets in maximal potentially large -lit.patlen 
sequences 
INI The number of different items -nitems 
Table 7.1: Synthetic dataset parameters. 
Table 7.2 characterises the test datasets in terms of the number of customer 
sequences, the number of items, the average number of items in a transaction and 
the averaae number of transactions in a sequence.
'" 
IDI Size (KB)Name ICI ITI 151 	 III INI 
8 1,000 10,000 2540C 1 0-TS-SS-NI k-O 10k 10 S 8 
1.25 1,000 1,000 635CSO-T2.S-S4-N lk-O lk SO 2.5 4 
1.25 1,000 1,000 2520C200- T2.5-S4-Nlk-Olk 200 2.5 4 
1.25 100 100 193ClOO-T4-S4-N100-0100 100 4 4 
Table 7.2: Parameter settings of datasets. 
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The convention for the datasets can be described as follows: dataset 
C10-T8-S8-Nlk-DlOk for example means thatthe dataset contains 10,000 (i.e. 10k) 
customer sequences and the number of items is 1,000 (Le. lk). The average number 
of items in a transaction (i.e. event) is set to 8 and the average number of 
transactions per customer is set to 10. Using the same convention as above and 
Table 7.1 it is straightforward to deduce the meanings ofthe other datasets in Table 
7.2. 
Three categories of experiments have been performed in this research which 
covered the Pre-Processing, SPG construction and Concurrent Branch Patterns 
(CBP) mining phase. During Pre-Processing, memory scalability is analysed based 
on the four synthetic datasets, while sub-sequence finding is done in one dataset but 
under various minimum support (minsup). SPG construction is mainly performed 
on dataset CIO-T8-S8-N1K-DIOK, which includes comparison of nodes and edges 
with respect to different minsup. In the CBP mining experiment, the same four 
synthetic datasets are used to compare performance of algorithms and two sets of 
real data are used to mine concurrent branch patterns. 
7.2 Implementation of the Post Sequential Patterns Mining System 
The algorithms in the PSPM system are implemented using the Microsoft Visual 
C++ 6.0 platform. Visual C++ 6.0 is a fully integrated editor, compiler and 
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debugger, and was chosen for its ability to deal with complex software systems. 
Figure 7.1 shows the interface of the PSPM system. Functions provided by the 
interface are consistent with the post sequential patterns mining process that is 
shown in Figure 4.4. 
Interface functions are divided into 5 parts: SPMining, Pre-Processing, SPG, 
CBPmine and EBPminel]Pmine. Functions of the interface are described as 
follows. 
I 
Figure 7.1: PSPMinterface. 
SPMining: To mine sequential patterns first browse to the source data file. Then set 
the target path and supported threshold (i.e. user specified minimum support ­
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minsup) to the required value. The mining process is based on PrejixSpan algorithm 
[2]. After this function, sequential patterns (SP) which satisfies user specified 
minimum support (minsup) are mined from the given customer sequence database 
(CSDB). SP and CSDB are stored in an intermediate file for use in next stage. 
Pre-Processing: The function of this operation includes reading customer sequence 
database (CSDB) and sequential patterns (SP) into memory, mining direct 
sub-sequences and direct super-sequences of sequential patterns. Direct 
sub-sequences and direct super-sequences are stored in an intermediate file for use 
in other stages. 
SPG: This group models sequential patterns. The maximal sequence set (MSS) is 
first calculated and then the SPG is constructed. 
CBPmine: This group performs concurrent branch patterns mining. FC, TD, BU 
and DD are buttons that correspond to Fcmine, TopDown, BottomUp and 
DualDirection algorithms to mine the sequential patterns supported by customers 
(SuppSP). Closet+ method [3] is used to generate concurrent sequential patterns 
mining from SuppSP. After specifying the degree of concurrence, concurrent 
sequential patterns mining (ConSP) and concurrent branch patterns mining (CBP) 
are executed. 
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""Reading Customer Sequence DB 
Cuscomer Sequence DB source file D:ITestITest.data 
Time of reading Customer Sequence DB: 0.05 secs 
Total number of customer sequence: 4 
Total CS Elements num ber: 31 
Different CS Elements number: 15 
-"'Reading and sorting Sequential Patterns 
Minimum Support of Sequential Patterns Mining (%): 50.00 
Distributions of Sequential Patterns: 
I Sequence 6 
2 Sequence 23 
3 Sequence 27 
4 Sequence 10 
5 Sequence I 
Sequential Patterns source file: D:ITestlfrequent.dat 
Time of Reading Sequential Patterns: 0.00 secs 
Total number of Sequential Patterns: 67 
Sequential Patterns are stored in file SPDB.txt 
All Direct Sub Sequence Number: 178 
Numbers of Sequential Patterns supported by all Customer Sequences: 2579 
Total SP Elements number: 178 
Different SP Elements number: I 
.. ··Finding Direct Sub Sequence 
Time of finding direct sub sequence: 0.00 <sec> 
Direct Sub Sequence are stored in file SubSeq.txt 
Total number of direct sub sequence: 53 
Time offinding direct sup sequence: 0.00 <sec> 
Direct Sup Sequence are stored in file SupSeq.txt 
Total number ofdireet sup sequence: 99 
••• ·Calculating Customer Sequence supported Sequential Patterns SuppSP 

Full Check(FC) method 

Time of FC: 0.02 sees 

•••• Calculating Customer Sequence supported Sequential Patterns SuppSP 

TopDown (TD) method 

Time of TO: 0.00 sees 

····Calculating Customer Sequence supported Sequential Patterns SuppSP 

BottomUp(BU) method 

Time ofBU: 0.00 sees 

••• ·Calculating Customer Sequence supported Sequential Patterns SuppSP 

DualDirection(DD) method 

Time ofDDPC: 0.00 secs 

····M ining Concurrent Sequential Patterns ConSP 

Minimum Concurrence (%): 50.00 

Total number ofConSPs is 5 

The Distribution of ConSPs: 

3 - ConSP 4 

4 - ConSP I 

Time for mining ConSP: 0.13 sees 
CBP mining completed! 
Figure 7.2: System execution log file. 
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Buttons labelled EBPmine and IPmine respond to exclusive branch patterns mining 
and iterative patterns mining respectively. These buttons are currently inoperative 
and reserved for the future work. 
It is important to note that each step of the system execution is not only listed on the 
bottom of the execution interface Running Status but it is also recorded in a log file 
named PSP M log. This log file is helpful for the analysis ofexperiments. Data were 
retrieved from the log file after running the program. Figure 7.2 is typical example 
of the system log file. 
7.3 Pre-Processing 
In this section, the performance study of the pre-processing stage is discussed. It 
covers memory scalability and the execution time. 
7.3.1 Memory Scalability 
Sequence can be viewed as an ordered set of elements (item or itemset). Different 
sequences may share some identical elements. Therefore, elements in sequences are 
organised in an element _container as an array as discussed in section 6.1.1. One of 
the advantages of this storage strategy is to save memory so that identical elements 
are not duplicated during storage. Two types of sequences are considered for 
experiments: a customer sequence and a sequential pattern. These are used to 
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investigate the performance of the storage strategy. 
Table 7.3 shows comparison oftotal elements in dataset against those elements that 
are not duplicated in the set. 
Dataset 
No. of elements 
in dataset 
No. ofelements not 
duplicated in dataset 
Storage Percentage 
Saved (%) 
C10-T8-S8-N1k-D10k 598114 27767 95.4 
C200-T2.5-S4-N1k-D1k 489245 104828 78.6 
C50-T2.5-S4-Nlk-Dlk 119410 28534 76.1 
C1 00-T4-S4-N1 00-01 00 39849 7929 80.1 
Table 7.3: Comparison ofelements in dataset versus unduplicated elements in the 
sam e dataset. 
Four customer sequence databases CIO-TB-SB-Nlk-DlOk, CSO-T2.S-S4-Nlk-Dlk, 
C200-T2.S-S4-Nlk-Dlk and CIOO-T4-S4-NIOO-DIOO are considered. The keys to 
these datasets are explained in Table 7.2. 
Note that the customer sequence databaseCIO-TB-S8-NIK-DIOK contains 10,000 
customer sequences and 598,114 elements. However, among those elements, only 
27,767 are unduplicated. It can be concluded that applying element_container to 
ClO-T8-S8-NIK-DIOK datasets reduces the storage capacity by 95.4%. 
Elements in sequential patterns are organised in the same way using 
elementJontainer. Table 7.4 shows the comparison of the number ofelements and 
the number of unduplicated elements as the minimum support thresholds (minsup) 
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is varied on CJO-TB-SB-N1K-DIOK dataset. 
minsup (%) No. ofelements 
inSP 
No. ofelements not 
duplicated in SP 
Storage Percentage 
Saved(%) 
5.0 598635 28182 95.3 
4.5 598759 28209 95.3 
4.0 598937 28248 95.3 
3.5 599314 28302 95.3 
3.0 600049 28340 95.3 
2.5 601733 28407 95.3 
2.0 605841 28505 95.3 
1.5 616786 28785 95.3 
1.0 653809 30208 95.4 
0.5 1379156 150541 89.1 
Table 7.4: Comparison of elements in datasets with different minsup. 
7.3.2 Reading Sequential Patterns and Mining Direct Sub-sequences 
The running time of reading sequential patterns (ReadSP) and finding sub­
sequences (FindSubSeqs) described in section 6.2 are tested with respect to support 
threshold (minsup) and the number of sequential patterns respectively. The 
corresponding results are shown in Table 7.5, Figure 7.3 and Figure 7.4. 
Table 7.5 lists the experimental result after pre-processing CIO-TB-S8-NIK-DIOK 
dataset. It shows the total number of sequential patterns (SP), the running time on 
reading sequential patterns (ReadSP) and finding the direct sub-sequence 
(FindSubSeqs) with respect to different minimum support (minsup). 
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Running Time (seconds)Total SP Number 
ReadSP FindSubSeqs 
481 0.01 0.02 
557 0.02 0.03 
666 0.03 0.05 
881 0.03 0.09 
1268 0.05 0.22 
2135 0.05 0.47 
4210 0.09 1.25 
9718 0.19 3.25 
28253 0.55 10.88 
252926 192 1486 
Table 7.5: Data related to sequential patterns on various minimum supports. 
The relationship between the number of sequential patterns (SP) and minimum 
support (minsup) is shown in Figure 7.3. It can be concluded that the number of SP 
increases as the rate of minimum support (minsup) decreases. 
5 4.5 4 3.5 3 2.5 2 1.5 
Minimum Support (%) 
Figure 7.3: Patterns number versus minimum support 
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Figure 7.4 is a logarithmic curve that shows the relationship between the minimum 
support (minsup) and the reading of sequential patterns (ReadSP) and finding of 
direct sub-sequences (FindSubSeqs) with respect to the running time. 
10000 
1000 
,....... 
I-+-ReadSP --- FindSubSeqs \ 
u 
v 100til 
'-' 
V 
~ 10 
OJ) 
.S § 1 ~ 5 4.5 4 0.5 
0.1 
0.01 
Minimum Support (%) 
Figure 7.4: Reading time versus minimum support. 
Figures 7.3 and 7.4 show that the running time of reading sequential patterns and 
finding sub-sequence increases as the minimum support (minsup) decreases (Le. as 
the number of sequential patterns increases). From Figure 7.4 it is evident that there 
is a sudden increase in the running time when finding sub-sequences. This 
behaviour can be explained by analysing the distribution of sequential patterns in 
the dataset CJO-TS-SS-NIK-DIOK, as shown in Table 7.6, and the performance of 
the FindSubSeqs algorithm discussed in section 6.2.2. 
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I~Number of 3.0% 2.5% 2.0% 1.5% 1.0% 0.5% Sequences k-Sequences 
1 601 651 693 764 832 898 
2 667 1484 3517 8954 27400 109611 
3 21 7157 
4 4179 
5 7766 
6 13391 
7 19911 
8 24450 
9 24335 
10 19450 
11 12376 
12 6188 
13 2380 
14 680 
15 136 
16 17 
17 1 
Table 7.6: Distribution of sequential patterns of dataset CIO-T8-S8-NIK-DIOK. 
In Table 7.6 when the minimum support (minsup) is greater than 1.0%, the maximal 
sequential patterns length is no greater than 3. However, when minsup is at 0.5%, 
the maximal length of sequential patterns is 17. It can be concluded from section 
6.2.2 that the complexity of FindSubSeqs algorithm is 0(L3), where L3 is given by 
m 
L3 = l)n; x n;_I) 
;.2 
and nj is the number of i-sequences, m is the length of the longest sequence. 
Therefore, the number of direct sub-sequences increases sharply when the maximal 
length of sequential patterns is 17. Consequently, the amount of time required in 
finding direct sub-sequences increases substantially. 
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7.4 Sequential Patterns Graph Construction 
This section discusses experiments conducted on Sequential Patterns Graph (SPG). 
The experiment is performed on Cl O-TS-SS-NIK-Dl OK datasets in relation to the 
study of maximal sequence set (MSS) calculation and the construction ofSPG. The 
experimental results for this investigation are shown in Table 7.7. 
minsup 
(%) 
Number of 
Sequential 
Patterns 
Number 
of MSS 
Time(s) for 
getting 
MSS 
Number 
of Nodes 
Numbers 
of Edges 
Time(s) for 
getting 
SPG 
5 481 470 1 450 40 40 
4.5 557 536 2 484 88 52 
4 666 638 3 530 157 73 
3.5 881 831 5 600 317 130 
3 1268 1187 11 664 662 306 
2.5 2135 2003 34 755 1462 966 
2 4210 3983 120 955 3438 2905 
1.5 9718 9400 433 1328 8663 18456 
Table 7.7: Analysis of experimental results on MSS computation and SPG 
construction. 
Figure 7.5 shows the variation of the number of nodes/edges against rate of 
minimum support (minsup). The execution time of MSS generation and SPG 
generation are shown in the logarithmic curve in Figure 7.6. 
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Figure 7.5: Comparison of nodes and edges with respect to minimum support. 
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Figure 7.6: Execution time of MSS generation and SPG generation. 
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According to the performance study in section 3.4, the computational complexity of 
SPG construction algorithm is O(mn+m2), where m is the number of maximal 
sequences and n is the number of sequential patterns. In this experiment, it can be 
seen from Table 7.7 that values for m and n are similar, therefore the computational 
complexity is O(n2). This experimental result is consistent with the analysis of the 
algorithm in section 3.4. 
7.5 Concurrent Branch Patterns Mining 
Experiments on concurrent branch patterns mining are analysed in this section. It 
includes the performance study on mining sequential patterns supported by 
customer sequence (SuppSP) on synthetic datasets, with concurrent sequential 
patterns (ConSP) and concurrent branch patterns (CBP) mining on real datasets. 
7.5.1 Calculation of Sequential Patterns Supported by Customer Sequence 
The performance of FC (Full Check CBP mining), TD (TopDown Partial CBP 
mining), BU (BottomUp Partial CBP mining) and DD (DualDirection Partial CBP 
mining) algorithms for mining sequential patterns supported by customers (SuppSP) 
is considered. 
The experiment is performed on four synthetic datasets: CIO-TB-SB-N1K-D10K, 
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C100-T4-S4-N100-DIOO, C100-T4-S4-N100-D100 and C50-T2.5-S4-N1K-D1K. 
These datasets are described in Table 7.2 and the corresponding data distributions 
are shown in Figure 7.7 (from a to d). 
To explain the experimental results, one may distinguish between "dense" datasets 
and "sparse" datasets. A dense dataset has many frequent patterns of large size and 
high support, while datasets with mainly short patterns are called sparse. Longer 
patterns may exist, but with relatively low support. 
It can be seen from Figure 7.7(a) that the customer sequence database 
CIO-T8-S8-N1K-D10K is sparse. When the minimum support (minsup) is greater 
than 1, the length of sequential patterns is very short (only 2 or 3). From the data 
distributions which are shown in Figure 7.7 (b to d), one may conclude that datasets 
C100-T4-S4-NIOO-D100, CIOO-T4-S4-N100-D100 and C50-T2.5-S4-N1K-D1K 
are dense. 
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Figure 7.7: Distributions of synthetic datasets. 
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The experiment to check the effectiveness of FC, TD, B U and DD methods are 
perforn1ed on the same four datasets. Figure 7.8 (a-d) demonstrates the relationship 
between the running time and the minimum support (minsup). 
Note that the running time is the time taken to find sequential patterns that are 
supported by customer sequences (SuppSP). This excludes the data reading time 
and the result writing time. It is important to note that results from SuppSP mining 
are stored on an intermediate file for further processing. The reason for this is that a 
large memory storage would be needed especially when the maximum number of 
direct sub-sequences is very large. To explain this further, one needs to consider 
dataset C10-TS-SS-N1K-D10K. When minsup~0.5%, the maximum number of 
direct sub-sequences is 252,028. In this case, over 2 Gigabyte memory would be 
needed. 
The following conclusions are deduced from experiments on the four datasets. 
1. The test results demonstrate that FC, TD, BU and DD are able to effectively 
operate on the customer sequence database, and discover all sequential patterns 
supported by customer sequence (SuppSP). 
2. FC, TD, BU and DD methods have no apparent differences when the length of 
sequential patterns is short. From Lemma 6.1 and 6.2 stated in section 6.3, there is 
not a saving on the number of comparisons required to compute the SuppSP. 
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Figure 7.8: Performance of algorithms FC, TD, EU and DD on four datasets. 
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3. Fe method is always less effective than TD, BU and DD methods. The reason is 
that Fe is a full checking method, therefore each sequential pattem is compared to 
customer sequences in the database in order to determine if it is supported. 
4. TD method is most effective (See Figure 7.8 (b» when the minimum support 
minsup is large enough, for example, as it approaches 1. This confirms the 
conclusion drawn from the performance study discussed in section 6.3. 
5. When the minimum support (minsup) is large (i.e. when most of the customer 
sequences support the sequential pattems), BU method has nearly the same 
efficiency as Fe (see Figure 7.8 (b)). 
6. When the minimum support (minsup) is low (i.e. when most of the customer 
sequence do not support the sequential pattems), TD method has nearly the same 
efficiency as Fe (see Figure 7.8 (d»). 
To determine the scalability of Fe, TP, BU and DD methods the number of 
customer sequences IDI was increased in steps =1000, 2000, 3000, 4000 and 5000 
and the running times measured as shown in Figure 7.9. Other parameter settings 
are: minimum support minsup=2%, average length of maximal large sequence 181==4, 
average number of items per transaction \TI=5, average number of transactions per 
customer ICI=20, average size of itemsets in maximal large sequences 111=1.25 and 
number of different items IN\=l,OOO. 
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Figure 7.9: Scalability of the number of customer sequences. 
As one can see from Figure 7.9, FC, TP, BU and DD scale linearly with the number 
of customer sequences, and are able to find all sequential patterns supported by 
I each customer sequence in approximately 10 minutes. 
I 
! 
7.5.2 Mining Concurrent Sequential Patterns ~ 
I 
I 
In this section, results on mining concurrent sequential patterns ConSP are reported . 
The experiment is tested on dataset CIO-TS-S8-NIK-DIOK using seven different 
.~ 
minimum supports (i.e. minsup ranges from 2.0% to 5%). For each minsup, the 
minimum concurrence degree (mincon) is set in the range from 2% to 5%. Table 7.8 
shows the detailed ConSP mining results under different minsup and mincon. 
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Table 7.8: ConS? numbers under different minsup and mincon. 
It is interesting to note the following conclusion from Table 7.8: in general, when 
minimum support (minsup) is less than minimum concurrence degree (mine on), the 
concurrent sequential patterns mining results are identical. 
The above conclusion is consistent with the analysis about the relationship between 
mincon and minsup, which was discussed in section 4.1. As an example, one can 
see that when mincon==3%, the mining result is the same as when minsup ranges 
from 2% to 3%. 
Figure 7.10 is a logarithmic curve that shows the number of ConS? decreases 
exponentially with the increase in minimum concurrence degree (mincon) when 
minsup is 3.5%. 
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Figure 7.10: Logarithmic curve of ConSP mined result under various mincon. 
7.5.3 Mining Concurrent Branch Patterns on Real Datasets 
Two sets of real data are used to substantiate theories developed in this thesis. The 
datasets pertain to customer purchase data and customer web access data. These 
datasets are obtainable from Blue Martini's Customer Interaction System in the 
public domain [3]. 
The following three categories of data are collected by the Blue Martini application 
server and further details about the data are provided in Kohavi et al. [2000]. 
• Customer information, which includes customer ID, registration information and 
registration form questionnaire responses. 
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• Order information at two levels of granularity: 1) Order header, which includes 
date/time, discount, tax, total amount, payment, shipping, status and session ID; 
and 2) Order line, which includes quantity, price, product, date/time, assortment 
and status. 
• Click-stream information (i.e. web page access data) at two levels ofgranularity: 
1) Session data, which consists of the starting and ending date/time, cookie, 
browser, referrer, visit count and user agent; and 2) Page view data, which includes 
date/time, sequence number, URL, processing time, product and assortment. 
In general, each customer can have multiple sessions. Each seSSIOn can have 
multiple page views and multiple orders. Each order can have multiple order lines. 
Each order line is a purchase record of one product with a quantity of one or more. 
Only two datasets named orders (i.e. customer purchase data) and clicks (Le. web 
page access data) were extracted from the original dataset. 
Orders dataset 
The real dataset orders is a set of customers purchase data, which is made up of 
customer IDs, order IDs and product IDs. It contains 1,821 customer purchase data 
from 28 January 2000 to 31 March 2000, and it includes 3,420 records (i.e. 3,420 
purchases), 1,917 orders and 999 different kinds of product. Table 7.9 illustrates the 
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format/contents of the order data. 
Sequential patterns mining is performed firstly on the orders dataset. Table 7.10 
lists the number of sequential patterns on various minsup. 
The table shows that, when minsup=O.2%, there are 201 sequential patterns with a 
un iq ue item and there are 17 sequential patterns with two items. Table 7.11 is an 
example of the sequences in both cases. 
Customer ID Order ID Product Object ID 
... ... ... 
62 3550 19155 
62 30018 40393 
96 100 13147 
132 136 13147 
168 832 14135 
184 4124 40353 
184 4124 44477 
184 4124 45371 
184 23126 35289 
224 228 13143 
224 228 14087 
236 3412 44449 
236 30078 37901 
... ... .. , 
236 30078 51231 
236 30090 39913 
236 30090 39917 
236 30090 37985 
236 30090 38309 
236 30090 39727 
236 30090 40313 
236 30090 40353 
.. , ... ... 
Table 7.9: Format/content of the orders dataset. 
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Number of k-sequences
minsup (%) 
I-sequence 2-sequence 3-sequence 
0.4 74 I 
­
0.35 90 4 
­
0.3 112 11 
­
0.25 163 11 
­
0.2 201 17 
-
0.15 261 39 1 
0.1 444 113 9 
Table 7.10: minsup and k-sequence on the orders dataset. 
( 48005) (41929,41941) 
(13139) (38517,38533) 
(13151) (38537,38533) 
(40345) (40141,40145) 
Table 7.11: Left- 1 Sequence item Right- 2 Sequence items. 
Using sequential patterns CBP mining may be performed. Table 7.12 shows the 
experimental results under various minsups and mincons thresholds. 
minsup (%)
mincon (%) CBPk 0.4 0.35 0.3 0.25 0.2 0.15 0.1 
0.4 CBP2 36 
0.35 CBP2 37 44 
0.3 CBP2 38 45 54 
0.25 CBP2 40 47 56 80 
0.2 CBP2 43 53 60 86 100 
CBP2 48 59 65 91 106 1220.15 CBP3 1 1 
CBP2 53 63 85 204 
0.1 	 CBP3 1 1 1 2 
CBP4 1 
IIi. 148 
Table 7.12: Concurrent branch patterns mining on the orders dataset. 
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The above results show that, for example when minsup=0.2% and mincon=O.1 %, 
one hundred and nineteen CBP2, three CBP3 and two CBP4 are mined. Table 7.13 
lists concurrent branch patterns CBP3 and CBP4 cases. 
[<48005>+< 39961>+<39969>] 
[<38545>+<35273>+<45363>] 
[<40013>+<39945>+<39953>] 
[<40013>+<39945>+<40005>+<39941>] 
[<45375>+«35277,35265»+«35277, 35273»+«35265, 35273»] 
Table 7.13: Illustration of CBP3 and CBP-I on orders dataset. 
Consider only the first pattern in Table 7.13, at least 0.2% customers purchase 
products 48005,39961 and 39969 concurrently (within 0.1 % concurrence degree). 
Clicks dataset (Web Page Access dataset) 
The second real set ofdata used in the experiments consisted of a web page access 
(clicks) dataset. This dataset contains Request Date, Request Sequence, Content ID 
(Page IO) and Request Template (Web page name) which had been extracted from 
the click-stream information. This dataset contains 234,489 customers, 776,985 
click-streams and 77 web pages. Table 7.14 lists format/contents of the clicks data. 
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Request Date Request Sequence Request Template Content ID 
2000-01-30 1 
2000-01-30 2 
2000-01-30 3 
2000-01-30 1 
2000-01-30 2 
2000-01-30 3 
2000-01-30 4 
2000-01-30 5 
2000-01-30 6 
2000-01-30 7 
2000-01-30 8 
2000-01-30 9 
... ... 
2000-02-01 1 
2000-02-01 2 
2000-02-01 3 
2000-02-01 4 
2000-02-01 5 
2000-02-01 6 
2000-02-01 7 
2000-02-01 8 
2000-02-01 9 
... ... 
2000-02-01 22 
2000-02-01 23 
... ... 
main/home\.jhtml 1389 
main/lifestyles\.jhtml 8171 
main/assortment\.jhtml 9897 
main/home\.jhtml 1389 
main/vendor\.jhtml 8263 
main/vendor\.jhtml 8263 
main/vendor\.jhtml 8263 
main/search results\.jhtml 1425 
main/departments\.jhtml 9901 
main/search results\.jhtml 1425 
products/productDetailLegwear\.jhtml 10771 
products/productDetailLegwear\.jhtml 10771 
... ... 
main/home\.jhtml 1389 
main/vendor\.jhtml 8263 
main/vendor\.jhtml 8263 
main/vendor\.jhtml 8263 
main/vendor\.jhtml 8263 
main/vendor\.jhtm 1 8263 
main/assortment\.jhtmI 9897 
products/productDetaiILegwear\.jhtm 10771 
main/vendor\.jhtml 8263 
.. , ... 
main/boutique\.jhtml 8267 
main/boutiq ue\.jhtml 8267 
... ... 
Table 7.14: Format/content of web page access (clicks) dataset. 

Table 7.15 illustrates the relationship between minsup and number of sequential 

patterns in web page access (clicks) dataset. 

Table 7.15: minsup and k-sequence on the web page access dataset. 
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The table shows that, when minsup=4.5%, there are eight sequential patterns with a 
unique item, there are fifteen sequential patterns with two items and there are four 
sequential patterns with three items. Table 7.16 is an example of the sequences in 
three cases. 
(8171 ) 
(9897) 
(8263) 
(1389) (9897) 
(1389) (10771) 
(9897) (9897) 
(1389)(9901)(1425) 
(1389)(9901)(10771) 
(1389)(10771)(10771) 
(1389)(8267)(9897) 
Table 7.16: Sequential patterns mining result on web page access dataset. 
Table 7.17 shows the concurrent branch patterns mining results under various 
minsup (mincon is set to equal to minsup in each case). 
CBPk minsup =mincon (%) 
4.5 4 3.5 3 2.5 2 
CBP2 5 7 7 16 33 75 
CBP3 1 1 4 9 23 
CBP4 2 5 
Table 7.17: Concurrent branch patterns mining on the web page access dataset. 
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It is shown from Table 7.17 that under the same mincon and minsup (Le. 4.5%), five 
CBP2 and one CBP3 are discovered after performing concurrent branch patterns 
mining. Table 7.18 lists concurrent branch patterns CBP2 and CBP3 cases. 
[<9901>+< 1389, 8267>] 
[<8267>+< 1389, 9901>] 
<1389,[<9897>+<10771>]> 
<[<1389>+<9897>],9897> 
< 1389, [<10771>+<8267>]> 
[<1425>+<9901>+<10771>] 
Table 7.18: Illustration of CBP3 and CBP.J on web page access dataset. 
The concurrent branch pattern <1389, [<9897>+<10771>]> shows that at least 
4.5% users requested web page in this behaviour by firstly accessing page 1389, 
and then accessing 9897 and 10771 concurrently. 
With respect to the concurrent branch pattern <[<1389>+<9897>], 9897>, at least 
4.5% users requested web page in this behaviour. These users accessed pages 1389 
and 9897 concurrently, then accessed page 9897. This information was not readily 
available when the sequential patterns mining on the data was performed. 
Applying sequential patterns mining, the following sequential patterns may be 
obtained: <1389, 9897>, <1389,10771> and <9897,9897>. However, when these 
patterns are applied to concurrent branch patterns mining hidden patterns such as 
<1389, [<9897>+<10771>]> and <[<1389>+<9897>],9897> are obtained. This 
demonstrates the strength of concurrent branch patterns mining. This example can 
be represented graphically as in Figure 7.l1 cross-referencing with Table 7.14. 
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mainlhomel.jhtml mainlassortmentl.jhtmlm&WhOT'hUUI 
"' 
I I 
mainJassortmentl.jhtml products!productDetailLegwearl.jhtml mainlassortmentl.jhtml 
mainlhomel.jhtml 
+ 
mainJassortment\jhtml products!productDetailLegwear\.jhtml mainiassortmentl.jhtml 
Figure 7.11: Comparison of sequential patterns and concurrent branch patterns on 
the web page access dataset. 
Figure 7.11 shows regular activity when web pages are accessed. This demonstrates 
the strength ofpost sequential patterns mining, i.e. more complex structural relation 
patterns can be discovered based on sequential patterns. 
7.6 Summary 
The experiments and performance study of sequential patterns graph (SPG) 
construction and concurrent branch patterns (CBP) mining have been presented in 
this chapter. The results show that all these methods can work effectively and are 
consistent with the performance study of algorithms discussed in Chapter 3 and 
Chapter 6 respectively. 
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Chapter 8 Conclusions and Future Work 
This chapter presents conclusions drawn from the work of this thesis. It also 
proposes recommendations for further work. 
8.1 Research Contribution 
The work described in this thesis is intended to develop data mining techniques in 
order to discover patterns based on traditional sequential patterns mining. The main 
contributions of this thesis are drawn from three key areas that encompass 
sequential patterns graph, post sequential patterns mining and the development of 
algorithms for mining concurrent branch patterns. 
8.1.1 Sequential Patterns Graph Framework 
With respect to sequential patterns, a novel framework called Sequential Patterns 
Graph (SPG) was constructed as a model to represent the relations among 
sequential patterns. 
Given a customer sequence database and user specified minimum support (minsup), 
a set of sequential patterns (i.e. frequently occurring sub-sequences within a 
customer sequence database) can be discovered from sequential patterns mining. 
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All sequential patterns under a specified minimum support (minsup) can be 
generated from the Maximal Sequence Set (MSS). Thus, a directed acyclic graph 
called sequential patterns graph (SPG) was defined to represent the maximal 
sequence set. Nodes (i.e. items or itemsets) of SPG corresponded to elements in a 
sequential pattern and directed edges were used to denote the sequence relation 
between two elements. Two special types of nodes called the start node and the 
final node were defined to indicate the beginning and end of maximal sequences. 
Any path from a start node to a final node corresponds to one maximal sequence. 
To construct SPG from MSS, the process begins with maximal sequences that have 
longest lengths and continues to the shortest ones. To make this graphical 
representation minimal, maximal sequences that have a common prefix share a 
common ancestor path and those that have a common postfix share a common 
subsequent path respectively. For maximal sequences in the same length level, the 
order of selection may lead to different SPGs. Although there could be several 
SPGs for a given MSS, the construction algorithm ensures that those SPGs are 
equivalent. Equivalent sequential patterns graphs correspond to a unique maximal 
sequence set (MSS). 
Sequential Patterns Graph (SPG) proposed in the thesis is similar to the formulation 
of Joshi et al. [1999] in that the directed acyclic graph is used to represent the 
structure of sequences. The directed acyclic graph consists of nodes and edges, 
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where the nodes represent the elements of a sequence and the edges indicate 
transitions from antecedent elements to subsequent elements. 
The difference between SPG and the universal formulation [Joshi et al. 1999] lies in 
the purpose of graph. In the work of this thesis, SPG is an acyclic graph used to 
represent outputs of sequential patterns mining (i.e. sequential patterns) and gives a 
summary of all the sequential patterns. In the work of Joshi et al. [1999] the graph 
was used to represent inputs of sequential patterns mining (i.e. customer sequences 
and constraints). 
8.1.2 Post Sequential Patterns Mining 
SPG can be viewed as the visual embodiment of the relationship among sequential 
patterns. It is the minimal representation of a collection of sequential patterns. The 
significance ofSPG is not limited to graphical representation of sequential patterns 
mining results. The inherent relationships among sequential patterns can also be 
represented. 
SPG does not only discover sequential order items or itemsets, but can also 
discover branch order items or itemsets. Paths in SPG that have a common ancestor 
path or subsequent path embody a branch relationship. This branch takes the 
ancestor path as a prefix or takes the subsequent path as a postfix. Furthermore, 
these branches may appear in some special forms such as concurrent or exclusive. 
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In this case, two new knowledge structures were proposed and named as concurrent 
branch patterns and exclusive branch patterns respectively. In addition to this, 
sub-paths in SPG may occur more than once such that an iterative relationship is 
expressed. This new pattern is named as an iterative pattern. All of these new 
patterns associated with traditional sequential patterns constitute structural relation 
patterns. In this thesis, formal definitions of the patterns were given in section 4.1 
by the author. 
Having defined structural relation patterns the main problem was to find a method 
to mine such patterns. This thesis has introduced a new approach called Post 
Sequential Patterns Mining (PSPM) which was used to mine the structural relation 
patterns. 
It is interesting to note that the structural relation pattern is hidden from sequential 
patterns. With years of research and development, there have been many efficient 
and scalable sequential patterns mining methods devised. In order to make use of 
these methods, sequential patterns were used to drive PSPM. Further analysis of the 
inherent relationship behind sequential patterns resulted in the identification of 
more complex structures, such as branch patterns or iterative patterns, to be 
generalised. 
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A systematic framework was discussed for mining structural relation patterns. The 
framework established relationships among sequential patterns mining, SPG 
construction and structural relation patterns mining. 
An important problem in mining sets ofsequences of events is to get an overview of 
the ordering relationships in the data. Mannila et ai. [2000] presented a method for 
finding partial orders that describes ordering relationships between events in a 
collection of sequences. Other interesting works followed afterwards [Atallah et al. 
2004; Garriga et ai. 2004; Garriga 2005] which showed that sequential mining tasks 
can be unified under a natural lattice framework provided by formal concept 
analysis. 
On mining structured patterns, both PSPM and partial orders mining are based on 
the same idea. That is, both do not mine structures directly from the data. The work 
of Garriga et al. [2004; 2005] goes beyond the idea of closed sequential patterns in 
that they generalised sequential patterns into closed partial order. In their approach, 
they used the algorithm CloSpan [Van et af. 2003b] to generate closed sequential 
patterns from which they modelled the patterns using the concept of lattice. With 
respect to the work of this thesis, PSPM takes advantage of PrefixSpan [Pei et aZ. 
2001] to generate sequential patterns. However the patterns are modelled using a 
sequential patterns graph (SPG). 
The similarity between conventional partial orders and structural relation patterns 
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developed in the work of this thesis is that relationships among items (i.e. elements 
of a sequence) are partial. However, in post sequential patterns mining there is a 
guarantee that relations are structural, whereas in partial orders mining relations are 
only partial. That is, in this work, any part of the mined patterns can be viewed as 
the combination of sequential patterns, branch patterns or iterative patterns, 
although the basic units are still sequential patterns. 
8.1.3 Development of Algorithms for Mining Concurrent Branch Patterns 
Concurrent branch patterns play an important role in event-based data modelling. 
Key points in concurrent branch patterns mining are concurrency checking and 
branches recognition. In this thesis, three detailed methods to mine concurrent 
branch patterns were developed. 
The first method is based on the Apriori property that has been adopted in many 
frequent patterns mining algorithms, named by Apriori-based CBP mining. This 
method starts by finding concurrent 2-branch patterns from sequential patterns 
directly. Then candidate i (i>2) branch patterns can be generated on the basis of 
concurrent (i-I) branch patterns using the Apriori property. Although the Apriori 
property was well known, the method used to mine concurrent branch patterns 
developed in the work of this thesis was new [Lu et al. 2005a]. 
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In order to get rid of non-concurrent items, the concurrent group was defined. This 
led to the development of the second method called concurrent group-based CBP 
mining [Lu et al. 2005b]. This method utilised the sequential intersection of the 
concurrent group and the maximal sequence set resulting in the generation of the 
candidate concurrent branch patterns. Given a prefix or postfix, a specific 
sub-sequence database was calculated from the customer sequence database to 
determine the concurrence of the candidate branch pattern. 
The final method mining of concurrent branch patterns was called the Concurrent 
Sequential Patterns Derived method. This method has the advantage that it was 
most straightforward and effective since concurrent sequential patterns (ConSP) 
were discovered first from sequential patterns. This led to the generation of 
concurrent branch patterns by taking out a common prefix or postfix from 
concurrent sequential patterns. 
There are four steps in the Concurrent Sequential Patterns Derived method: 
Pre-processing, Calculation of Sequential Patterns Supported by Customer 
Sequence (SuppSP), Computation of Concurrent Sequential Patterns (ConSP) and 
Generation of Concurrent Branch Patterns (CBP). Computation of concurrent 
sequential patterns (ConSP) is the main cost in the Concurrent Sequential Patterns 
Derived method. Four algorithms were developed for this purpose: Full Check 
algorithm (FC), Top Down algorithm (TD), BottomUp algorithm (BU) and 
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DualDirection algorithm (DD). Experiments on different synthetic data and real 
data highlighted the performance of the above algorithms and proved that the 
Concurrent Sequential Patterns Derived method can mine concurrent branch 
patterns effectively. This has been discussed in detail in section 7.5. 
Generating concurrent branch patterns (CBP) from ConSP is another challenge in 
the Concurrent Sequential Patterns Derived method. The expression and 
construction method of SPG could be extended to concurrent branch patterns 
modelling, which is called CBP _Graph. The features of CBP _Graph make it easy 
to combine the common prefix or postfix of branch patterns. Therefore it is very 
helpful in concurrent branch patterns generation. 
8.2 Scope and Limitations ofthis Work 
8.2.1 Scope 
There are at least two different models used in sequential patterns mining. The first 
model assumes that each element of data is a sequence (e.g. customer sequence) 
and finds patterns common to several elements of the data. The second model used 
in sequential patterns mining involves data coming in as a single and extremely 
long stream (e.g. a sequence of alarms in a telecommunication network), in which 
some recurring patterns, called episodes, are to be found. Although both problems 
seem to be similar, the work of this thesis concentrates on the first case. 
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8.2.2 Limitations 
Some limitations of the current work are listed below: 
(i) 	 Uniqueness of input sequence. Different applications have different formats 
in input sequence. In addition to this, in many applications including 
computational biology studies or system performance analysis, long 
sequences always occur. For simplicity, the PSPM system proposed in this 
thesis merely takes customer sequence as a general input format. All data 
sources require a format transformation before PSPM is applied. 
(ii) 	 Lack of specific application environment. The motivation of this work was 
to find new patterns. Note that traditional sequential patterns mining did not 
explore patterns mined to the deepest levels. PSPM explores other structures 
within patterns such as concurrent branch patterns, exclusive branch patterns 
or iterative patterns for discovery. It is clear that PSPMhas broad application 
areas as it is based on traditional sequential patterns mining. However this 
research has only concentrated on the theoretical development ofPSPMusing 
synthetically generated data and two main application datasets. 
8.3 Future Work 
The work of this thesis has emphasised the modelling of sequential patterns, 
development of structural relation patterns and PSPM. In order to extend the 
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current research, some interesting future work is presented below. 
8.3.1 Application of Post Sequential Patterns Mining 
PSPM is a new mining technique based on traditional sequential patterns mining. 
Therefore, it can be applied to all the domains that involve sequential patterns 
mining. For instance, when using a database with transactions performed by 
customers at any instant, it is possible to predict what would be the customers' 
regular behaviour, based on their past transactions; or one can analyse medical 
records of patients for temporal patterns between symptoms, diagnosis, treatment 
and examination results. Other applications include web access patterns, process 
analysis of scientific experiments, prediction of natural disasters, drug testing and 
treatments etc. 
This work investigated only two application areas, namely customer orders and 
web page access. Another two possible application areas for post sequential 
patterns mining are in workflow modelling [Lu et al. 2004d] and bioinformatics. 
According to the WFMC (Workflow Management Coalition, 1999), a workflow is 
the automation of a business process, in whole or part. A Workflow Management 
System (WFMS) is generally thought of as "a generic software tool, which allows 
for definition, execution, registration and control ofwork flows" [Aalst et al. 1998]. 
WFMS require an explicit representation of the process. This representation is 
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called the workflow model. Modelling business processes is the starting point for 
the workflow management techniques. 
When applying workflow technology, one of the problems is that WFMS require a 
workflow design, i.e. a designer has to construct a detailed workflow model 
accurately describing the routing of work. The normal workflow modelling is time 
consuming and the initial design of a workflow scheme is often incomplete, 
subjective and at too high a level [Weijters et al. 2001a]. A technique called 
workflow mining was proposed to solve the problem in workflow model design 
[Agrawal et al. 1998; Herbst et al. 2000a; Weijters et al. 2001 b]. 
The routing in a workflow model assumes four kinds of routing constructs: 
sequential, parallel, conditional and iterative routing [Aalst 1998]. Most workflow 
mining results are limited to sequential behaviour. An approach called process 
mining is presented [Agrawal et al. 1998]. It is restricted to concurrent models with 
unique activity nodes. Cook and Wolf presented a technique to discover patterns of 
concurrent behaviour from traces of system events [Cook et at. 1998]. The 
technique uses statistical and probabilistic analyses to determine when concurrent 
behaviour is occurring, and what dependence relationships may exist among events. 
Herbst generalised the previous approach [Herbst 1999] so that it is able to deal 
with concurrent processes [Herbst 2000b1. 
PSPM is different from the modelling of conventional workflow. However, the 
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mining result of PSPM (i.e. concurrent branch patterns, exclusive branch patterns 
or iterative patterns) is similar to the structure of workflow models (i.e. sequential, 
parallel, conditional and iterative). Therefore, PSPM can be applied in workflow 
modelling completely. WFMS log many events that occur during process 
executions, including the start and completion time of each activity, the input and 
output data, and the resource that executed it. A workflow log is a sequence of 
events which is described by a case identifier and a task identifier. One workflow 
log may contain information about thousands of cases. Since there are no causal 
dependencies between events, a workflow log can be projected onto a separate 
event sequence. Therefore, a workflow log is considered as a set of event 
sequences. 
The idea of applying PSPM in workflow modelling is: taking workflow logs as 
source data, sequential patterns mining is firstly performed on this source data and 
then followed by structural relation patterns mining. Instead of waiting until a 
complete and correct workflow model becomes available, one can apply the post 
sequential patterns mining technique to model only the elementary activities as the 
basic building blocks of a workflow model. 
Another possible application area of PSPM is in bioinformatics, where different 
characteristics of proteins and other biologically significant structures can be 
inferred from mapped DNA sequences [Han 2002b; Zaki 2003]. Up to now, 
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analysis of DNA is based on sequences without considering structural relation. 
Therefore PSPM may be used to identify important patterns, infer relationships 
between genes or predict protein structures. 
8.3.2 Extension of Post Sequential Patterns Mining 
This research has focused on concurrent branch patterns. However, for future work, 
the author intends to extend it to cover other forms of structural patterns, such as 
exclusive patterns or iterative patterns. 
Constraint-based PSPM is another issue that should be investigated in the near 
future. Pei et al. [2002b] systematically studied constraint-based sequential patterns 
mining. They characterise constraints for sequential patterns mining from both 
application and constraint-pushing points of view. All of these constraints can be 
extended to constraint-based PSPM as well. There are also some new constraints 
based on structural relation patterns that should be studied in PSPM. This includes 
the constraint on the number of branches, the constraint between a minimum 
concurrent degree (mincon) and a minimum support (minsup), and so on. 
And finally, in order to make SPG more understandable, a graphical approach to 
implementing SPG could be considered. Such an implementation would make 
structural relation patterns easier to be visualised and useful for expressing post 
sequential patterns mining results. 
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APPENDIX A GLOSSARY 
Appendix A - Glossary 
Apriori Property 
Association Rule 
Branch 
Candidate Branch 
Pattern 
Click-Stream 
Closed Frequent 
Itemset 
Closed Sequential 
Pattern 
The Apriori property states that: if a pattern with k items is 
not frequent, any of its super-patterns with (k+1) or more 
items can never be frequent. 
The association rule has the form X :::} Y, where X and Yare 
sets of items that do not intersect. Every rule has two 
measurements (i.e.support and confidence). 
In candidate branch pattern x[a,,B]Y, notation [a,,B] represents 
two branches. Branches in a candidate branch pattern are 
indefinite; they can be concurrent, exclusive or trivial. 
Sequential patterns xay and x,By constitute a candidate 
branch pattern that has a sub-sequence x as common prefix, 
sub-sequence y as common postfix and denoted by x[a,J3]y. 
The Web is an immense source of behavioural data as 
individuals interact through their Web browsers with remote 
Web sites. The data generated by this behaviour is called a 
click-stream. 
An item set is closed if it has no superset with the same 
frequency. 
A sequential pattern s is closed if there exists no super 
pattern ofs with the same support in the database. 
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Concurrence 
Concurrency 
Concurrent Branch 
Patterns 
Concurrent Group 
Concurrent Branch 
Patterns Graph 
Concurrent 
Seq uential Patterns 
Constrained-based 
Mining 
Customer Sequence 
GLOSSARY 
Let CSDB represent Customer Sequence DataBase. The 
concurrence of sub-sequences a and f3 is defined as the 
fraction of sequences that contain ex and f3 simultaneously. 
Concurrency refers to the different selection of items that 
occur within a certain time window. 
For candidate branch pattern x[a,,B]y, ifbranches u and ~ are 
concurrent sub-sequences between common prefix x and 
common postfix y, then x[ex,,B]Y is Concurrent Branch 
Pattern (CBP), denoted by x[a+f3]y. 
In a customer sequence database (CSDB), a set of items (or 
item set) that has a support greater than a user specified 
minimum concurrence degree (mincon) represents a 
Concurrent Group (CG). 
Concurrent Branch Patterns is the graphical representation 
of the concurrent branch patterns (CBP). 
Sequential patterns s j and s] are called concurrent sequential 
patterns if concurrence (Sj,s]}c.mincon, where mincon is a 
user specified minimum concurrence degree. 
The mining process, which incorporates user specified 
constraints to reduce search space and derive only the 
user-interested patterns, is called constraint-based mining. 
Customer sequence is a transaction data that consists of the 
following fields: sequence-id or customer-id, 
transaction-time and the item involved in the transaction. 
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Data 
Data Mining 
Data Warehouse 
Data Webhouse 
Directed 
Sub-sequence 
Direct 

Su per-sequence 

Element 
Exclusive Branch 
Patterns 
GLOSSARY 
The word data means "pieces of information" without any 
order. 
The nontrivial extraction of implicit, previously unknown 
and potentially useful information from data. 
A subject-oriented, time-variant and non-volatile collection 
of data in support of management's decision-making 
process. 
Data webhouse is a distributed data warehouse that is 
implemented over the Web with no central data repository. 
Let Sub={s/,s2, ... ,sn} be all the sub-sequence of s. For any 
given Sj (l~i~n), if Sj does not exist such that SiLsJ (l::;i~n, 
j=;f:.i), then Sj is called direct sub-sequence of sequence s. 
Let SuP={S/,S2, ... ,Sn} be all the super-sequence of sequence 
s. For any given Si (l~i~n), if Sj does not exist such that SiLsj 
(l~j~n, j=;f:.i) , then Sj is called direct super-sequence of 
sequence s. 
Let I={i},i2, ... ,im} be a set of items. Suppose an itemset, 
denoted by (xl,x2, ... ,xq), is a nonempty set of q items, then a 
sequence s, denoted by <el e2 ... e';>, is an ordered set of n 
elements where each element ej (J~i~n) is an itemset. 
Sequential pattern a and f3 are called Exclusive Branch 
Patterns (EBP) if the following condition is satisfied, 
denoted by [a-f3]. 
concurrence (a,f3) ~ maxexcl 
where maxexcl is user specified maximal exclusion degree. 
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Frequent Itemset 
Frequent Pattern 
Frequent Pattern 
Mining 
Graph-based Mining 
Information 
Item 
Itemset 
Iterative Patterns 
Knowledge 
GLOSSARY 
Given a user specified support threshold (minsup), X is 
called afrequent itemset if sup(X)~insup. 
Pattern (set of items, sequence, tree, graph, etc.) that occurs 
frequently in a database. 
Frequent Pattern Mining (FPM) is one of the most important 
tasks in data mining. The word pattern here refers to itemset, 
sequence, tree and graph patterns. 
Mining frequent sub graph patterns, which occur, at least, in a 
given number of graphs. 
Information is the summarisation of data. Technically, data 
are raw facts and figures that are processed into information, 
such as summaries and totals. 
An item is the basic value for numerous data mining 
problems. It can be considered as the object bought by a 
customer or a page requested by the user of a website for 
example. 
Let I={il.i2, ... ,im} be a set of items. An itemset Xg is a 
subset of items. 
A sequential pattern is known as an Iterative Patterns if it is 
made up of only one sub sequential pattern S, which appears 
at least n times (n22) and at most m times (m ~ n). 
Knowledge is the objects, concepts and relationships that are 
assumed to exist in some area of interest. 
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Knowledge Discovery 
Maximal Concurrent 
Group 
Maximal Frequent 
Itemset 
Maximal Sequence 
Minimum 
Concurrence 
Minimum Support 
Partial Orders 
Pattern 
Pattern Discovery 
A Knowledge Discovery process includes data cleaning, data 
integration, data selection, transformation, data mining, 
pattern evaluation, and knowledge presentation 
A concurrent group is cal1ed a Maximal Concurrent Group 
(MCG) if any of its superset is not a concurrent group. 
A frequent itemset is called maximal if it is not a subset of 
any other frequent itemset. 
A sequential pattern is called a maximal sequence if any of 
its superset is not a sequential pattern. 
The minimum concurrence (mincon) is specified by the user 
and stands for the minimum number of occurrence of 
sub-sequences to be occured simultaneously. 
The minimum support (minsup) is specified by the user and 
stands for the minimum number of occurrences of a 
sequential pattern to be considered as frequent. 
M is a partial order for a set of events if M is a binary 
relation (Le., M is a subset of the Cartesian product of V) 
such that M is reflexive, antisymmetric and transitive. 
Patterns are the relationships and summaries derived 
through a data mining exercise. 
A branch of data mining where the goal is to extract 
interesting patterns from data. 
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Post Sequential 
Patterns Mining 
Sequence 
Sequential Patterns 
Sequential Patterns 
Graph 
Sequential Patterns 
Mining 
Structural Relation 
Patterns 
Sub-Seq uence 
Super-Sequence 
Support 
Transaction 
GLOSSARY 
Post sequential patterns mining is new approach to discover 
structural relation patterns. It uses sequential patterns as its 
input. 
Sequence s, denoted by <eJ e2 ... en>, is an ordered set of n 
elements where each element ei (lsisn) is an item set. 
A sequence s is called sequential pattern, if s.sup?minsup, 
where s.sup is the support of sequence s. 
The sequential patterns graph is a graphical representation 
of sequential patterns. 
Sequential patterns mining is to discover the set of all 
sequential patterns or the set of maximal sequential patterns. 
A Structural Relation Pattern (SRP) is a general designation 
of patterns that consists sequential pattern, concurrent 
branch patterns, exclusive branch patterns, iterative patterns 
and their composition. 
If sequence s} is contained in sequence S2, then Sl is called 
the sub-se quence of S2 and denoted by SIL.S2. 
If sequence SJ is contained in sequence s2, then sequence S2 is 
called the super-sequence of S}. 
The support of an item set X in transaction database TDB is 
the number of transactions in TDB containing X. 
A transaction T = (Tid, X) is a tuple where Tid is a 
transaction-id and X is an itemset. 
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Appendix B - A Running Sample of Concurrent Branch 
Patterns Mining 
This section presents a complete sample to explain the concurrent branch patterns 
mining. It covers the format transforming, sub-sequence and super-sequence 
mining, SuppSP computing, concurrent sequential patterns (ConSP) mining and the 
concurrent branch patterns (CBP) mining. 
B.t Format Transformation of Source Files 
There are two types of source files used in P SP M: customer sequence database and 
sequential patterns. Table B.l is an example of customer sequence database in the 
format of binary. 
000000 01 00 00 00 FF FF FF FF 01 00 00 00 02 00 00 110 
000010 03 00 Oil Illl FF FF FF FF 111 00 00 Illl 03 00 00 00 
01l1l020 FF FF FF FF 114 00 00 00 FF FF FF FF 03 00 IH' 00 
0001130 06 00 00 00 FF FF FF FF FE FF FF FF 01 00 00 00 
000040 04 00 00 00 FF FF FF FF 03 00 00 00 FF FF FF FF 
000050 02 00 00 00 03 00 00 00 FF FF FF FF 01 110 110 00 
01l1H)60 03 00 00 00 FF FF FF FF FE FF FF FF 05 00 00 00 
000070 06 00 00 00 FF FF FF FF 01 00 00 00 02 00 00 00 
000080 FF FF FF FF 04 00 011 00 06 00 00 00 FF FF FF FF 
001111911 03 00 00 00 FF FF FF FF 02 00 00 00 FF fF FF FF 
OOOOaO FE FF FF FF 05 00 00 00 FF FF FFFF 07 00 00 00 
OOOObO FF FF FF FF 01 00 00 00 06 00 00 00 FF FF FF FF 
OOMeO 113 00 00 110 FF FF FF FF 02 00 00 00 FF FF FF FF 
OOOOdO 03 00 00 00 FF FF FF FF FE FF FF FF 
Table B.l: Binary format of customer sequence database (CSDB) generated from 

IBM data generator [1] 
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Binary format ofcustomer sequence database shown above is transformed into text 
format and stored in a file named by CSDB. Table B.2 shows the result in the form 
of text. 
1 (1) (1 2 3 ) (l 3 ) (4 ) (3 6 ) 
2 (1 4 ) (3 ) (2 3 ) (1 3 ) 
3 (5 6) (1 2) (46) (3 ) (2 ) 
4 (5 )(7 ) (1 6 )(3 )(2 )(3 ) 
Table B.2: Text format of customer sequence database (CSDB) 
Prejixspan [Pei et at. 2001] method is used to generate sequential patterns from 
customer sequence database which shown in Table B.1. The output of this 
algorithm is stored in a file called frequent. Table B.3 (a) shows the sequential 
patterns when user specified minimum support (minsup) is setting to 50%. 
As an example, the listing: 
(l) (2) (3) : 0.750000 
means that this sequential pattern is made on elements: (1), (2), (3) and support is 
75%. 
After transformation an equivalent text version is stored in a file called SPDB 
which is shown in Table B.3 (b). The support of each sequential is not stored but 
only the elements of sequential patterns. The number of each line is used to identify 
different sequential patterns. 
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(I) : 1.000000 
(2) : 1.000000 
(3) : 1.000000 
(4) : 0.750000 
(5) : 0.500000 
(6) : 0.750000 
(I) (1): 0.500000 

(I 2) : 0.500000 

(I) (2) : 1.000000 
(l 3): 0.500000 
(1) (3) : 1.000000 
(I) (4): 0.500000 
(I) (6): 0.500000 
(1) (I 3) : 0.500000 
(I 2) (3) : 0.500000 
(1 2) (4): 0.500000 
(1 2) (6): 0.500000 
(1 2) (4) (3): 0.500000 
(1) (2) (I) : 0.500000 
(I) (2 3): 0.500000 
(1) (2) (3): 0.750000 
(I) (2) (1 3) : 0.500000 
(I) (2 3) (I): 0.500000 
(I) (2 3) (3): 0.500000 
(1)(23)(13): 0.500000 
(1) (3)( 1) : 0.500000 
(1) (3) (2) : 0.750000 
(I) (3) (3): 0.750000 
(I) (3) (l 3): 0.500000 
(I) (3) (2) (3): 0.500000 
(1) (3) (3) (3): 0.500000 
(I) (4) (3) : 0.500000 
(2) (1) ; 0.500000 
(23) : 0.500000 
(2) (3) : 1.000000 
(2) (4): 0.500000 
(2) (6) ; 0.500000 
(2) (1 3) : 0.500000 
(23)(1) : 0.500000 
(23)(3): 0.500000 
(23) (1 3) : 0.500000 
(2) (4) (3) : 0.500000 
(3)(1) : 0.500000 
(3)(2) : 0.750000 
(3) (3) : 0.750000 
(3) (l 3): 0.500000 
(3) (2) (3) : 0.500000 
(3) (3) (3) : 0.500000 
(4) (2) : 0500000 
(4) (3): 0.750000 
(4) (3)(2) : 0.500000 
(5) (I) : 0.500000 
(5) (2) : 0.500000 
(5) (3) : 0.500000 
(5) (6) : 0.500000 
(5)(1 )(2) : 0.500000 
(5)(1)(3): 0.500000 
(5)(1) (3)(2) . 0.500000 
(5) (2) (3) : 0.500000 
(5) (3) (2) ; 0.500000 
(5) (6) (2) : 0.500000 
(5) (6) (3) : 0.500000 
(5) (6) (3) (2) : 0.500000 
(6) (2) : 0.500000 
(6) (3): 0.500000 
(6) (2) (3) : 0.500000 
(6) (3) (2) : 0.500000 
(a) 
1(1 ) 
2(2 ) 
3(3 ) 
4(4 ) 
5(5 ) 
6(6 ) 
7(1 2 ) 
8(1 3 ) 
9(23) 
10(1 )(1 ) 
11(1 )(2) 
12(1 )(3 ) 
13( I )(4 ) 
14(1 )(6 ) 
15(2 )(\ ) 
16(2 )(3 ) 
17(2 )(4) 
18(2 )(6 ) 
19(3 )(1 ) 
20(3 )(2 ) 
21(3 )(3 ) 
22(4 )(2) 
23(4)(3) 
24(5)(1 ) 
25(5 )(2 ) 
26(5 )(3 ) 
27(5 )(6 ) 
28(6 )(2 ) 
29(6 )(3 ) 
30(1 )(1 3 ) 
31(1 )(23) 
32(2 )(1 3 ) 
33(3 )(1 3 ) 
34(1 2 )(3 ) 
35(12)(4 ) 
36(12 )(6) 
37(2 3 )(1 ) 
38(23 )(3 ) 
39(23 )(1 3 ) 
40(1 )(2 )(1 ) 
41(1 )(2 )(3 ) 
42(1 )(3 )(1 ) 
43 (1 )(3 )(2 ) 
44(1 )(3 )(3 ) 
45(1 )(4 )(3 ) 
46(2 )(4 )(3 ) 
47(3 )(2 )(3 ) 
48(3 )(3 )(3 ) 
49(4 )(3 )(2 ) 
50(5 )(1 )(2 ) 
51(5)(1 )(3 ) 
52(5 )(2 )(3 ) 
53(5 )(3 )(2 ) 
54(5 )(6 )(2 ) 
55(5 )(6 )(3 ) 
56(6 )(2 )(3 ) 
57(6 )(3 )(2 ) 
58(1 )(2)(13) 
59(1 )(3 )(13) 
60(1 )(2 3 )(1 ) 
61(1 )(23 )(3 ) 
62(1 2 )(4 )(3 ) 
63(1 )(23 )(1 3 ) 
64( 1 )(3 )(2 )(3 ) 
65(\ )(3 )(3 )(3 ) 
66(5)(1 )(3 )(2) 
67(5 )(6 )(3 )(2 ) 
(b) 
Table B.3: Format of SP after sequential patterns mining (minsup=50%) 
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B.2 Sub-sequence and Super-sequence Mining 
Sub-sequence and super-sequence of sequential patterns are computed during 
pre-processing stage for usage in structural relation patterns mining. The 
sub-sequence and super-sequence of sequential patterns listed in Table B.3 are 
shown in Table B.4. 
The example listed below: 
<39> 32 33 3738 
denotes that sequential pattern identified by 39 (i.e. sequence (2,3) (1,3) ) contains 
sub-sequences which having 32,33,37 and 38 as identifiers. 
B.3 Calculation of Sequential Patterns Supported by Customer Sequence 
Table B.2 and Table B.3 show that there are 4 customer sequences and 67 sequential 
patterns when the minimum support (minsup) is setting to 50%. 
Sequential patterns supported by each customer sequence are calculated and stored 
in a text file called SuppSP. Table B.5 shows the result after this step. 
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<1> 
<2> 
<3> 
<4> 
<5> 
<6> 
<7> 12 

<8> 1 3 

<9> 2 3 

<10> 1 

<11>12 

<12> 13 

<13>14 

<14> 1 6 

<15> 1 2 

<16> 2 3 

<17> 2 4 

<18> 26 

<19> 1 3 

<20> 2 3 

<21> 3 

<22> 2 4 

<23> 3 4 

<24> 15 

<25> 25 

<26> 3 5 

<27> 56 

<28> 26 

<29> 3 6 

<30> 810 12 

<31>91112 

<32> 8 15 16 

<33> 81921 

<34> 712 16 

<35>71317 

<36> 714 18 

<37> 915 19 

<38> 91621 

<39> 32 33 37 38 

<40> 10 1115 

<41> 11 1216 

<42> 10 12 19 

<43> 11 1220 

<44> 1221 

<45> 12 13 23 

<46> 16 1723 

<47> 162021 
<48> 21 

<49> 20 2223 

<50> 11 2425 

<51> 122426 
<52> 162526 
<53> 20 25 26 

<54> 25 2728 

<55> 26 27 29 

<56> 16 28 29 

<57> 20 28 29 

<58> 30324041 

<59> 30334244 

<60> 31374042 

<61> 31384144 

<62> 34354546 

<63> 3958596061 
<64> 41434447 

<65>4448 

<66> 43 50 5153 

<67> 53 545557 
Ca) 
<1> 7 8 10 11 12 13 14 15 1924 

<2>79111516171820222528 

<3> 8 9 12 16 19 20 21 23 26 29 

<4> 13172223 

<5> 24 25 26 27 

<6> 14 18272829 

<7> 34 35 36 

<8> 30 32 33 

<9> 313738 

<10> 30 40 42 

<11>3140414350 

<12> 3031 344142434445 51 

<13> 3545 

<14> 36 

<15> 323740 

<16> 32 34 384146475256 
<17> 3546 

<18> 36 

<19> 33 3742 

<20> 4347495357 
<21> 3338444748 
<22> 49 

<23> 454649 

<24> 50 51 

<25> 50 52 53 54 

<26> 51525355 

<27> 54 55 

<28> 54 56 57 

<29> 555657 

<30> 58 59 

<31> 60 61 

<32> 3958 

<33> 39 59 

<34> 62 

<35> 62 

<36> 
<37> 39 60 

<38> 39 61 

<39> 63 

<40> 58 60 

<41> 58 61 64 

<42> 59 60 

<43> 64 66 

<44> 59 616465 

<45> 62 

<46> 62 

<47> 64 

<48> 65 

<49> 
<50> 66 

<51> 66 

<52> 
<53> 6667 

<54> 67 

<55> 67 

<56> 
<57> 67 

<58> 63 

<59> 63 

<60> 63 

<61> 63 

<62> 
<63> 
<64> 
<65> 
<66> 
<67> 
(b) 
Table B.4: (a) Sub-sequence list (b) Super-sequence list 
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381234891011 12151619202122233031323337383940414243444748495859 60 616364 65 
41 1 2 3 4 5 6 7 11 12 \3 14 16 17 18 20 22 23 2425 26 27 28 29 34 35 3643 45 46 49 50 51 52 53 54 55 56 57 62 66 67 
44 1 2 3 4 6 7 8 9 10 11 12 \3 14 15 16 17 18 1921 23 30 31 32 33 34 35 36 37 38 39 40 41 42 44 45 46 48 58 59 60 61 62 63 65 
31123561112162021242526272829414344475051525354555657646667 
Table B.5: Sequential patterns supported by each customer sequence (SuppSP) 
Every line in Table B.5 lists the sequential patterns supported by each customer 
sequence (SuppSP). The first digit on each line represents the total number of 
sequential patterns supported by that customer sequence. 
BA Concurrent Sequential Patterns Mining 
Concurrent sequential patterns (ConSP) can be mined on the basis of SuppSP 
which computed in the previous stage. When minimum concurrent degree (mincon) 
is set to 50%, ConSP is mined and listed in Table B.6. 
1 (641 44 ) 
2 (11 3662 ) 
3(164349) 
4 (23 63 65 ) 
. 5 (52 56 66 67 ) 
Table B.6: Concurrent sequential patterns (ConSP) 
It can be seen from Table B.6 that there are five concurrent sequential patterns. 
Considering the first one 
(641 44) 
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it can be concluded from Table B.3 (b) that identifier 6,41 and 44 correspond to 
sequential patterns <6>, <1 2 3>, <1 3 3> respectively. That is the concurrent 
sequential patterns is [<6>+<1 2 3>+<1 3 3>]. 
B.5 Concurrent Branch Patterns Mining 
Finally, concurrent branch patterns (CBP) are generated from concurrent sequential 
patterns (ConSP). The following patterns 
[<6>+<1 23>+<1 3 3>] 
[<6>+<1,[<2>+<3>],3> ] 
illustrate the ConSP and CBP respectively. Note that the latter is obtained by taking 
out the common prefix <1> and the common postfix <3> from the former. 
Table B.7 lists all concurrent branch patterns (CBP) obtained from concurrent 
sequential patterns (ConSP) shown in Table B.6. 
[<1 , [ <2>+<3 > ] ,3>+<6>] 
[<(1,2),[<6>+<4,3>]>+<1,2>] 
[<[<1>+<4>],3,2>+<2,3>] 
[<1,[«2,3),(1,3»+<3,3,3>]>+<[<4>+<1,3,3>],3>] 
[<5,[<[< 1 >+<6>],3,2>+<2,3>]>+<[<5>+<6> ] ,2,3>] 
Table B.7: Concurrent branch patterns (CBP) 
203 
APPENDIX B ARUNNING SAMPLE OF CONCURRENT BRANCH PATTERNS MINING 
The same result can be generated usmg Concurrent Branch Patterns Graph 
(CBP_Graph) which was proposed in chapter 4. This is illustrated in Figure B.l. 
[«1,2),[<6>+<4,3>]>+<1,2>] [<[<1>+<4>],3,2>+<2,3>][<1,[<2>+<3>],3>+<6>] 
[<1,[ «2,3),(1,3»+<3,3,3>]>+<[<4>+< 1,3,3>],3>] [<5,[ <[ < 1 >+<6>],3,2>+<2,3>]>+<[<5>+<6>],2,3>] 
Figure B.l: Final result of concurrent branch patterns. 
204 

APPENDIX C PUBLICATIONS FROM THIS RESEARCH 
Appendix C - Publications from this Research 
Lu, J., Wang, X.F., Adjei, 0., Hussain, F., (2004a), "Sequential Patterns Graph and 
its Construction Algorithm", Chinese Journal of Computers, 2004, 27(6), 
pp.782-788. 
Lu, J., Adjei, 0., Wang, XF., Hussain, F., (2004b), "Sequential Patterns Modelling 
and Graph Pattern Mining", Proceedings of the Tenth International Conference 
IPMU, Perugia, Italy, Volume 2, pp.755-761. 
Lu, J., Adjei, 0., Chen, w.R., Liu, J., (2004c), "Post Sequential Pattern Mining: A 
New Method for Discovering Structural Patterns", Proceedings of the 2nd 
International Conference on Intelligent Information Processing, Beijing, China, 
pp.239-2S0. 
Lu, J., Liu, J., Chen, W.R., Adjei, 0., (2004d), "Post Sequential Pattern Mining and 
its Application in Workflow", Proceedings of the 1st Technical Report Conference, 
China, Shenyang, Volume 2, pp.232-237. 
Lu, 1., Adjei, 0., Chen, W.R., Hussain, F., (200Sa), "An Apriori-based Algorithm 
for Mining Concurrent Branch Pattern", In: Proc. of the 4th RoEduNet 
International Conference: Education/Training and Information/Communication 
Technologies-RoEduNet, Romania, pp.l83-189. 
205 
~-----------------------------------------------------------
APPENDIX C PUBLICATIONS FROM THIS RESEARCH 
Lu, 1., Adjei, 0., Chen, W.R., Hussain, F., (2005b), "Large Candidate 
Branches-based Method for Mining Concurrent Branch Pattern", Studia Univ. 
Babes-Bolyai, Informatica, Volume L, Number 1, pp.49-57. 
206 

