In vitro cell detection has been studied for a long time, using either classical image processing approaches such as mean-shift or various segmentation methods, either more recent ones based on deep neural network architecture. The later exhibit better performances but require a huge amount of supervised data to be trained. This contribution shows how it is possible for the phase-contrast cell detection problem, to augment a very limited supervised data set to train efficiently deep neural network. The approach provides both accuracy and robustness, thanks to the specific inclusion of possible acquisition defects in the data augmentation procedure. We also show how new features, relative to a group of cells can also be trained without requiring any supplementary supervision.
I. INTRODUCTION
The mean shift algorithm is a kernel-based iterative method that detects the local distribution mode. When used in 2D image it can provide a simple blob tracking, which were used for in vitro fluorescence cell tracking. The mean shift algorithm was extended for phase-contrast imaging with more complex kernels [1] . Current tracking approaches [2] , [3] can be divided into tracking by model (e.g. mean shift) and by combining segmentation and assignation, in particular using deep learning [4] . We suggest to use deep regression to build an optimal deep-shift cell detection and tracking method for phase-contrast images.
II. MATERIAL
Five frames were extracted from a phase-contrast sequence of an in vitro U373 cell culture with a resolution of .92µm per pixel (details and data available on: http://doi.org/10.5281/ zenodo.2535675). All 261 cell centroids in these frames are tagged by a human expert. Images are grayscales images encoded on 8 bits.
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A. Data model
The data model describes a square neighborhood or tile, which will be used to detect local cells and possibly track them. For a given image tile (square in Fig. 6 ), the model is described as follow:
• The (x, y) vector links the tile center to the closest tagged cell (green marker), with value (0, 0) if no cell in the tile. • d is the distance between the green cell and its closest neighbor(the green closest cell is identified by the arrow). This information is relative to the local cell density. • p is considered as the probability of having a cell inside the neighborhood. p is equal to 1 if there is a cell centroid (or more) inside the neighborhood, 0 else. The tuple (x, y, d, p) is the model describing the tile. Random tiles of 64x64 pixels are sampled from the supervised images. For each tile a tuple (x, y, d, p) is extracted. The size of the tile has been chosen with respect to the average cell soma size observed in the acquired image. Due to the limited number of supervised cells, we deployed a data augmentation approach.
B. Data augmentation
It has been shown that carefully selected training samples give better prediction results than a bigger noisy training set [5] , one way to provide enough training data without injecting noise in the supervision is to use data augmentation.
1) Fourier geometric deformation: We first applied the classical augmentation by flipping the tiles in order to eliminate some orientation bias that may occur in the (very limited) dataset. This augmentation is not enough to describe all possible cell configuration, therefore we implemented a supplementary deformation scheme based on a random displacement field that warps each tile. The geometrical deformation scheme is based on a random Fourier transform to create a random displacement field (∆x, ∆y) for each pixel in the image. Fig.  2 (a.) and (b.) show respective one random (∆x, ∆y) pair for each pixel, these images are obtained by the inverse Fourier transform of a random pair of peaks placed in an empty Fourier space as described in [6] . Each pixel of the original image is warped accordingly to the displacement map generated. The cell centroid supervision is transformed accordingly, so the supervision is kept for all the randomized images.
2) Gamma brightness augmentation: We add some deformation relative to the image contrast, indeed, when acquiring cells in phase-contrast, it is quite common to have limited reproducibility in terms of image brightness, sometime the automatic gain of the acquisition device is activated, which means that the gain will adapt with respect to the overall image brightness, in particular, if the field of view has many cells, the area covered by the bright halo increases, therefore, the gain will drop. It means that the same cell can have variable gray levels depending on the cell population. Other experimental parameters can also modify the image brightness, such as the lamp temperature or usage. To make the detection robust to illumination artifacts, each sample intensity is modulated by a random contrast enhancement function. We randomly apply a gamma non-linear contrast defined by the equation 1.
if U (0, 1) > .5 γ = 1/U (.5, 1) else (1) Fig. 3 illustrates some examples of random contrast applied to tiles extracted from the same image. After the geometric and the contrast random modification, a total of 160k training samples is extracted from the five supervised frames (i.e. 261 single cells).
III. NETWORK TRAINING
Deep learning has been used for cell tracking using the classical segmentation and association technique [4] . Here we promote the object detection approach using a simple deep regression network. Similarly to our previous approach involving mean-shift [1] , we tackle the detection and tracking using the object paradigm instead of segmentation. The main idea is to predict cell centroid position from a simple square image tile, the tile size has been chosen such that it can contain most of the cell soma. The regression network is trained to predict the ideal 'displacement vector' (x, y) somehow related to the classical mean-shift vector, but also to predict the distance to the possible closest object in the neighborhood. Since during the training phase one know if a cell is present or not in the tile, we also train the probability of occurrence of a cell given a tile (p). The chosen network is a simple convolutional network followed by a fully connected network. Each convolution bock is composed of two convolutional layers followed by a max pooling and a dropout. As represented in Fig. 4 the network inputs a 64x64 pixels tile into a first block of two convolutional layers (kernel 3x3) augmenting the feature depth to 16, the convolution is followed by a max-pooling layer and a dropout. Two similar consecutive blocks follow still increasing the depth (and diminishing the size by the convolution and max-pooling). Finally, the last convolutional block output is flattened to enter a two layer fully connected network. The output of the network is mapped to the model tuple ( x, y, d, p) . The network is totaling 203,379 parameters. The network is Fig. 4 . Network model: a simple regression network composed of successive convolutional layers (with max-pooling and dropout) followed by two fully connected layers. trained during 2000 epoch using Adam optimizer. The dropout enables to limit the over-fitting of the network, also the number of epochs was stopped before the validation performances drop.
IV. RESULTS
The proposed network predicts a tuple (x, y, d, p) given a square image tile (here 64x64 pixels). Each tile center is iteratively moved toward the closest cell using the predicted (x, y) vector. After an empirically set, five iterations, the tile position generally converges toward a cell centroid as illustrated in Fig. 5 . To process a new image, kernels are seeded every 64 pixels in both directions onto the image, after five iterations they successfully detect all the cells present in the frame and give an estimate of the local cell density. We tested the method on the unseen sequence proposed by [3] with a detection rate of 98.75% (7.1% multiple detections) and a false positive rate of 18.8%. It is important to note that none of the test images have been used during the training process. By carefully looking to the detected errors, one sees that most of them are due to either small culture debris present in the sequence or to wrong user labeling. For the first, the detection error is logical since we train the system on very clean images, for the latter it seems that the test sequence does not correctly set label on cells that are very close to the image borders. Fig. 6 . Test done on a reference sequence proposed by [3] . Green square are cell position given by the experts, red dots are the automatically detected cells centers (x, y), circle radius are the d predicted by the network.
V. CONCLUSION
Deep-shift approach using a simple deep-regression network can advantageously replace classical mean-shift approach to solve the detection and tracking of biological cell in phasecontrast microscopy problem. The main advantage of this approach is to be trainable with an extremely limited set of supervised data, and is robust, thanks to the data augmentation, to wide exposure variability. The proposed approach could still benefit from more training, in particular with images having non-ideal conditions such as cells debris.
