We introduce team pushdown automata (PDAs) as a theoretical framework capable of modelling various communication and cooperation strategies in complex, distributed systems. Team PDAs are obtained by augmenting distributed PDAs with the notion of team cooperation or, alternatively, by augmenting team automata with pushdown memory. In a team PDA, several PDAs work as a team on the input word placed on a common one-way input tape. At any moment in time one team of PDAs, each with the same symbol on top of its stack, is active: each PDA in the active team replaces the topmost symbol of its stack and changes state, while the current input symbol is read from the input tape by a common reading head. The teams are formed according to the team cooperation strategy of the team PDA and may vary from one moment to the other. Based on the notion of competence, we introduce a variety of team cooperation strategies. If all stacks are empty when the input word has been completely read, then this word is part of the language accepted by the team PDA. Here we focus on the accepting capacity of team PDA.
INTRODUCTION
During the last decade, communication and cooperation strategies in complex, distributed systems have received considerable attention in a number of research areas. Examples include formal languages, parallel computing, distributed computing, collaborative computing, DNA computing, natural language processing, problem solving, human computer interaction, multiagent systems, cooperative information systems, expert systems, groupware systems, and computer supported cooperative work (CSCW). Along this line of development, numerous attempts were made to provide solid theoretical models for such systems. These models often abstract from concrete data, configurations, and actions, but describe the system solely in terms of grammars or (pushdown) automata. The team pushdown automata (PDAs) we introduce in this article are in many ways a continuation of two such attempts, viz. the distributed pushdown automaton model [see, e.g., Refs. [1] [2] [3] [4] [5] and the team automaton model [see, e.g., Refs. [6] [7] [8] .
However, team PDAs also borrow ideas from other such attempts, in particular from models introduced in the theory of grammar systems [see, e.g., Refs. 9, 10] .
Grammar systems consist of a set of grammars which, by interacting according to some protocol of communication and/or cooperation, generate one language. Best known are the sequential cooperating distributed (CD) grammar systems and the parallel communicating grammar systems. In CD grammar systems [see, e.g., Ref. 11] , a set of grammars work together, in turn, by rewriting a common string. The moment in which control is transferred from one grammar to another is determined by the cooperation strategy according to which the CD grammar system operates. The five classic cooperation strategies are * , t, ≤k, =k, and ≥k, for some k ≥ 1, according to which a grammar rewrites the string any number of times, as long as it can, less than k times, exactly k times, and at least k times, respectively. We refer to these five classic cooperation strategies as the CD strategies. In Ref. [12] CD grammar systems were recognized as the formal language-theoretic counterpart of blackboard systems, multi-agent systems used within the blackboard model of problem solving [see, e.g., Refs. 13, 14] . The common string models the blackboard containing the current state of the problem solving, the grammars represent the knowledge sources contributing to the problem solving by changing the contents of the blackboard according to their competence, and the CD strategies regulate the control mechanism directing the problem solving by allowing the knowledge sources to access the blackboard.
The concept of work being done in teams was introduced in CD grammar systems [see, e.g., Refs. [15] [16] [17] by grouping several grammars and using them, in turn, to rewrite a common string in parallel. Such teams are formed automatically or are prescribed, and control is transferred from one team to another according to one of the CD strategies. Since wellstructured groups are thought to outperform individuals in a variety of tasks [see, e.g., Ref. 18 ] the concept of teams has a clear practical motivation. The concept of work being done according to a level of competence was introduced in CD grammar systems [see, e.g., Refs. [19] [20] [21] [22] [23] by defining the 'cleverness' of a grammar with respect to a particular string as the number of nonterminals of this string it is able to rewrite. This recognizes the practical reality of members of a group possessing different skills.
In Refs. [1, 4] the grammars in CD grammar systems were replaced by (pushdown) automata, leading to distributed (pushdown) automata. Their pushdown memories (also known as stacks) can be seen as modelling the memory, or a notebook containing sketches, of the knowledge sources of blackboard systems. A similar operation was carried out in the context of parallel communicating grammar systems in Ref. [24] . Independently from the distributed PDAs of Refs. [1, 4] , multistack PDAs with CD strategies controlling the use of the stacks were introduced in Ref [2] . These two models thus differ conceptually: in the latter case there is one PDA with n stacks, for some n ≥ 1, whereas in the former case the n stacks are distributed over n PDAs. Furthermore, the distributed PDAs of Ref. [4] communicate with each other by allowing transitions from states of one PDA to states of another PDA. For convenience, we nevertheless refer to both models as a CD PDAs, which is the first model that team PDAs are related to. For the sake of completeness we mention also the cooperating PDAs introduced in Ref. [25] , which consist of n PDAs -the transitions of each of which can depend on the current states of the others -and but one stack shared by all.
The CD PDAs accept languages similar to the way ordinary PDAs do. Given a number of stacks and a tape with an input word on it, some central unit has a state and two reading heads. One head is fixed and scans the tape from left to right, one symbol at a time. The other head is mobile and inspects the topmost symbol of each stack. Based on some predefined transitions, the central unit reads the current symbol on the tape, replaces the topmost symbol of one of the stacks by a string, and changes state. This procedure is repeated until in accordance with the CD strategy used, the mobile head is moved to another stack. The other stack is chosen among those for which there exists a predefined transition allowing the central unit to read the current symbol on the tape, replace the topmost symbol of this stack, and change state. The word on the tape is part of the language accepted by a CD PDA accepting by final state if it can be completely read in this way and the central unit has reached a final state. If, on the other hand, the word on the tape can be completely read in this way and all stacks are empty, then this word is part of the language accepted by a CD PDA accepting by empty stack.
Consequently, deterministic and nondeterministic CD PDAs are distinguished. A CD PDA is defined to be nondeterministic if all its constituting PDAs are nondeterministic. Deterministic CD PDAs are defined in different ways in Refs. [1, 2, 4] . In all cases, the constituting PDAs of a deterministic CD PDA obviously are required to be deterministic. This, however, leaves the possiblility of a choice popping up the moment in which the mobile head is moved from one stack to another, since it can be the case that more than one transition exists that can read the current symbol on the tape, replace the topmost symbol of a stack, and change state. In Refs. [1, 4] , this nondeterminism is allowed in deterministic CD PDAs. In Ref. [4] , consequently, so-called completely deterministic CD PDAs do exclude this nondeterminism by requiring their constituting PDAs to be deterministic and to have pairwise disjoint sets of states. In Ref. [2] , finally, this nondeterminism is excluded in deterministic CD PDAs by requiring them to have sets of transitions for which the above choice cannot occur for any input word.
In Ref. [2, 4] , the chosen CD strategy has no influence on the accepting capacity of CD PDAs, regardless of the fact whether these CD PDAs are (completely) deterministic or nondeterministic and whether they accept by final state or by empty stack. In Ref. [1] this is not the case, but the exact influence is yet to be settled. In Refs. [2, 4] , the accepting capacity of nondeterministic CD PDAs equals that of Turing machines, regardless of the fact whether these CD PDAs accept by final state or by empty stack. In Ref. [4] , the accepting capacity of deterministic CD PDAs equals that of Turing machines as well, whereas that of completely deterministic CD PDAs equals that of deterministic PDAs only, regardless of the fact whether these (completely) distributed CD PDAs accept by final state or by empty stack. In Ref. [2] , finally, the accepting capacity of deterministic CD PDAs is quite large (for any recursively enumerable language L, {$}L{$} is accepted by a deterministic CD PDA, where $ is a new symbol) but yet to be settled, while also the exact accepting capacity of nondeterministic CD PDAs is yet to be settled for most of the CD strategies.
We now turn to a description of team automata, which is the second model that team PDAs are related to. Team automata were introduced in Ref. [8] as a formal framework for modelling groupware systems, multi-user software systems used within CSCW [see, e.g., Refs. 26, 27] . The model was inspired by Ref. [18] , which conjectures that well-structured groups (called teams) outperform individuals in certain tasks but at the same time calls for models capturing concepts of group behaviour. A more technical source of inspiration was I/O automata [see, e.g., Refs. 28, 29] which in fact are incorporated in the team automata framework [see, e.g., Refs. 6, 7] . Team automata consist of a set of component automata, which interact in a coordinated way by synchronizations of common actions. Component automata differ from ordinary automata by their lack of final states and by the partition of their sets of actions into input, output, and internal actions. Internal actions have strictly local visibility and thus cannot be observed by other components, whereas external actions are observable by other components. These external actions are used for communication among components and comprise both input actions and output actions. Through the partition of their sets of actions and the synchronizations of shared actions, a range of intriguing coordination protocols can be modelled by team automata [see, e.g., Refs. 6, 7] . This shows their usefulness within CSCW [see, e.g., Refs. 6, 30, 31]. The focus of the research on team automata is on their modelling capacity rather than their accepting capacity. Nevertheless, it was noted in Ref. [6] that their accepting capacity equals the class of prefix-closed regular languages.
We are now ready to sketch our model of team PDAs and discuss its relation with CD PDAs and team automata. Like CD PDAs and team automata, when seen as language accepting devices, team PDAs are comprised of a specific type of automata -PDAs in this case -that by means of a certain strategy accept one language. If we abstract from the alphabet partition, then we thus augment the component automata of team automata with pushdown memories. If we again think of these stacks as memories of the components or as notebooks in which the components can make sketches, then we hereby enhance the modelling capacity of team automata. A team PDA accepts languages similar to the way CD PDAs do. Whereas a CD PDA reads the current symbol on the tape, replaces the topmost symbol of one stack, and changes state, a team PDA replaces the topmost symbol of a team of stacks. We thus augment CD PDAs with team behaviour. The size of a team is based on the so-called mode of competence in which a team PDA accepts languages. These modes of competence are inspired by the CD strategies and result in the topmost symbol of an arbitrary one, less than k, exactly k, or at least k, for some k ≥ 1, stacks to be replaced. With the added condition that the topmost symbol of each stack of a team must be equal, we model that the components forming a team are equally competent, i.e. have the same skills.
In this article, we focus on team PDAs with nondeterministic PDAs and with acceptance by empty stack. Under these assumptions, we show that team PDAs consisting of only two PDAs suffice to generate non-context-free languages, while already team PDAs consisting of three PDAs are able to accept all recursively enumerable languages. It remains an open problem, though, whether these statements hold for all modes of competence. An extended abstract of this article -in which team PDAs are introduced, but no results are proved -will be published as Ref. [32] .
The organization of this article is as follows. After the Preliminaries, we define PDAs in Section 3. In Section 4, we define how to form teams of PDAs, followed by the definition of several modes of competence according to which these teams of PDAs can work in Section 5. Their accepting capacity is studied in Section 6, after which this article is concluded with some directions for future work in Section 7.
PRELIMINARIES
We assume the reader to be familiar with the basic notions from formal language theory and automata theory, in particular concerning PDAs. For any unexplained notions, we refer the reader to Ref. [33] .
We have the following conventions. Set inclusion is denoted by ⊆, whereas ⊂ denotes a strict inclusion. The set difference of sets V and W is denoted by V \W . For a finite set V , its cardinality is denoted by #V . The powerset of a set V , formed by finite parts of V only, is denoted by P f (V ) and the empty set is denoted by ∅. For convenience, we sometimes denote the set {1, 2, . . . , n} by [n]. Then [0] = ∅. The empty word is denoted by λ, while the empty word vector (λ, λ, . . . , λ), its dimension being clear from the context, is denoted by . We consider two languages L 1 and L 2 to be equal if and only if L 1 \{λ} = L 2 \{λ}, in which case we simply write
The classes of context-free and recursively enumerable languages are denoted by L(CF) and L(RE), respectively. The family of context-free languages that do not contain the empty word λ is denoted by L(CF − λ).
A shuffle of two words is an arbitrary interleaving of subwords of the original words such that it contains all symbols of both words, like the shuffling of two decks of cards.
Formally, the shuffle of two words u, v ∈ * , denoted by u v, is defined as
It is not difficult to prove that the shuffle operation is commutative and associative, i.e. u v = v u and (u v) w = u (v w), for all words u, v, w ∈ * , and likewise for languages. Finally, the family of shuffles of n languages from language family L(F), denoted by
It is well known that the shuffle of n context-free languages need not be a context-free language, for any n ≥ 2.
PUSHDOWN AUTOMATA
A PDA is a sixtuple A = (Q, , , δ, q 0 , Z 0 ) with set Q of states, input alphabet , pushdown alphabet , transition mapping δ:
with p ∈ Q, w ∈ * , and β ∈ * , indicating the state that A is in, the part of the input word that A still has to read, and the current stack contents. A PDA A can move from a configuration ( p, aw, zβ) to a configuration (q, w, αβ) by changing from state p to state q, reading the first letter a (possibly λ) from the remaining part of the input word to be read, removing the topmost symbol Z from its stack, and append the (possibly empty) word α to its stack, whenever 
where * is the reflexive and transitive closure of . Two PDAs are said to be equivalent if they recognize the same language. It is known that for each PDA with λ-moves one can effectively construct an equivalent PDA without λ-moves. The family of languages recognized
, in which Q, , , and q 0 ∈ Q have the same meaning as in a usual PDA. Now, however, there are two stacks, which initially contain Z 0 1 and Z 0 2 . Consequently, the transition mapping becomes δ:
. If a = λ, then such a move is called a λ-move, and a 2-stack PDA without λ-moves is called λ-free. If A is clear from the context, then we also write rather than A . The language accepted by a 2-stack PDA A, denoted by L(A), is defined as
where * is the reflexive and transitive closure of . The family of languages recognized by
TEAMS OF PUSHDOWN AUTOMATA
In the sequel we assume that n ≥ 2 unless otherwise stated.
Let S be a set
Then the team PDA of degree n (n-team PDA) composed over S is the quintuple
We refer to Q as its set of states, to as its input alphabet, to as its pushdown alphabet, to q 0 as its initial state, and to Z 0 as its initial stack contents. The PDAs constituting S are called the component PDAs of T S . We discard the index S whenever it is understood from the context. Note that we assumed n ≥ 2 since a 1-team PDA would be simply a PDA.
A configuration of T consists of its current global state (defined by the local states the component PDAs reside in), the remaining part of the input word to be read, and the current contents of its n stacks. Configurations are thus triples of the form
An n-team PDA T as above can make a move from a configuration τ to a configuration τ , denoted by τ T τ , whenever an arbitrary one of its component PDAs is competent in τ . If we assume that component PDA A j , with j ∈ [n], is competent, then A j can cause T to change state by changing state locally, reading the first letter from the remaining part of the input word to be read, and replacing the topmost symbol from the j th stack. Formally,
then such a move is called a λ-move, and an n-team PDA without λ-moves is called λ-free. If T is clear from the context, then we also write rather than T .
The n-team PDA starts from an initial configuration (q 0 , w, Z 0 ) consisting of its initial state q 0 , a word w to be read, and its initial stack content Z 0 . This word w is accepted by T if its stack is the empty word vector when the word has been completely read by T . All words that can be accepted in this way together form the language of T . Consequently, the language accepted by T is denoted by L * (T ) and is thus defined as In order to clarify our definitions we now present an example.
Example 1 Consider the PDAs
where
and whose transition mappings δ 1 and δ 2 are defined by
It is not difficult to see that the languages accepted by these PDAs are
Let us now consider the 2-team PDA
It is easy to verify that
is the language accepted by T 1 .
It is clear that no matter how many component PDAs a team PDA consists of, no team feature is actually used: each (global) move of a team PDA is simply brought about by a (local) move of an arbitrary one of its component PDAs. Hence any n-team PDA recognizes the shuffle of n context-free languages. The converse is also true, viz.
, be a context-free language. Consequently it suffices to construct a PDA A i with L(A i ) = L i for all i ∈ [n], and to compose the n-team PDA T over
Before we extend the definition of n-team PDAs with so-called modes of competence we make the following two observations. First, we note that any λ-free n-team PDA can be simulated by an n-team PDA with λ-moves.
Secondly, we note that any n-team PDA can be simulated by an (n + 1)-team PDA: if the n-team PDA is composed over a set S, then it suffices to compose the (n + 1)-team PDA over S augmented with a PDA with an empty transition mapping.
Proof By Theorem 1 it suffices to prove that n-Shuf(CF) ⊂ (n + 1)-Shuf(CF). To this aim, we consider the linear languages L i = {a 
where pres : → * is a homomorphism defined by pres (a) = a if a ∈ and pres (a) = λ otherwise.
This however contradicts our supposition and therefore E ∈ n-Shuf(CF).
COMPETENCE IN TEAMS OF PUSHDOWN AUTOMATA
Until now an n-team PDA can move from a configuration τ to a configuration τ if at least one of its component PDAs is competent in τ . Consequently, a global move is brought about by the local move of an arbitrary one of these competent PDAs. In other words, the component PDAs of an n-team PDA thus do not cooperate in any way. In this section, we define several ways of cooperation between the PDAs constituting an n-team PDA. This is achieved by requiring a precise number of the component PDAs of an n-team PDA T to be competent in the current configuration before T can move. These competent component PDAs in the current configuration are furthermore required to be equally competent among each other, in the sense that they must have the same symbol on top of their stacks and all together read either the same symbol or λ from the input tape. We distinguish the modes of competence ≤k, =k, and ≥k, for some k ≥ 1, which require at most k, exactly k, or at least k component PDAs, respectively, to be equally competent among each other and moreover allow no other component PDAs to be equally competent with any of them. This thus resembles the maximal competence as defined in Ref. [19] . From now on we ignore the ≤1-mode of competence since it equals the =1-mode of competence.
Let us say that in the previous section n-team PDAs accepted languages in the * -mode of competence. Note that this is not the same as the =1-mode of competence, as in the * -mode of competence an arbitrary one of the possibly many equally competent component PDAs is chosen to bring about the global move of T , thus completely disregarding whether any other component PDAs are equally competent with it. An example showing the differences will be presented shortly, after we have formally defined the modes of competence intuitively presented above.
For the sequel, we let T = (Q, , , q 0 , Z 0 ) be the n-team PDA composed over a set S = {A i |i ∈ [n]} of component PDAs
be the modes of competence, whose functioning is explained next, and we say that a natural number satisfies f if and only if f (e.g., 4 satisfies ≤7 because 4 ≤ 7).
T can move from a configuration (( p 1 , p 2 , q 2 , . . . , q n ), w, (α 1 β 1 , α 2 β 2 , . . . , α n β n )) if there exists a J ⊆ [n], where # J satisfies f , such that for all j ∈ J , T . An n-team PDA in the f -comp-mode can thus make a move in the f -comp-mode from a configuration τ to a configuration τ , whenever f of its component PDAs are equally competent among each other in τ . Such a set of f competent component PDAs is called f -competent. A global state change of T is now brought about by all of these competent component PDAs changing their local state, all reading the first letter from the remaining part of the input word to be read, and all replacing the unique symbol on top of their stacks. Note that all the equally competent component PDAs need to participate in such a move, which thus indeed resembles the maximal competence as defined in Ref. [19] .
The language accepted by T in the f -comp-mode is denoted by L f (T ) and is defined as In order to clarify our definitions, we now continue Example 1.
Example 2 As there exists no initial configuration of T 1 such that only one of the component PDAs is competent, it follows immediately that the language accepted by T 1 in the =1-compmode is
which indeed does not equal L * (T 1 ). The language accepted by T 1 in the =2-comp-mode or the ≥2-comp-mode is the non-context-free language
It is obvious that (A, A) ), for some m, n, p ≥ 1, in which both component PDAs are equally competent, by m moves in the =2-comp-mode we arrive in configuration (( p 1 , q 1 ) , λ) ) and the accepting process is blocked since both components are not equally competent anymore. If n < m, then by n moves in the =2-comp-mode we arrive in the configuration (( p 2 , q 2 
which cannot lead to a final configuration because any further sequence of moves in the =2-comp-mode cannot remove more than one A from the second stack. Therefore, m = n and the accepting process continues with the current configuration (( A) ). Now, the first stack becomes empty if and only if p equals m, whereas the second stack becomes empty after the last move.
By considerations similar to the ones above, the reader may easily verify that the noncontext-free language
is the language accepted by T 1 in the ≥1-comp-mode or the ≤2-comp-mode.
Similar to the case of n-team PDAs accepting languages in the * -mode of competence, we make the following two observations. First, we note that any λ-free n-team PDA accepting languages in the f -comp-mode can be simulated by an n-team PDA with λ-moves and accepting languages in the same mode of competence. Secondly, we note that any n-team PDA accepting languages in the f -comp-mode can be simulated by an (n + 1)-team PDA accepting languages in the same mode of competence.
Before we investigate the accepting capacity of n-team PDAs in one of the modes of competence introduced in this section, we note
The condition of Proposition 1(4) guarantees that no configuration of the n-team PDA T exists in which k + 1 of its component PDAs are competent, for some k ∈ [n]. Note that this condition is not implied by simply requiring k + 1 initial contents of the n stacks of T to be pairwise disjoint. Naturally, this condition is trivially met in case k = n, as stated in Proposition 1(3).
POWER OF COMPETENCE IN TEAMS OF PUSHDOWN AUTOMATA
In this section, we study the accepting capacity of n-team PDAs in the modes of competence introduced in the previous section. THEOREM 3 Let g 1 ∈ {=k, ≥k|k ≥ 2} and let g 2 ∈ {=1, ≥1} ∪ {≤k|k ≥ 2}. Then
, be the languages accepted by these PDAs. For each such language L i , i ∈ [n], we define the k different PDAs A (1) 
, have disjoint pushdown alphabets. Consequently, we compose a team PDA T over the set of all these k · n PDAs. Clearly,
Then we know that w 1 = aw 1 and w m = w m c, with w 1 , w m ∈ {a, b, c} * . However, then it must be the case that also w m w 1 w 2 · · · w m−1 ∈ L, which clearly does not hold. From this contradiction we conclude that L ∈ m-Shuf(CF) and thus we are done.
(2) The inclusion is straightforward. We just take n context-free languages, define n PDAs with pairwise disjoint pushdown alphabets accepting them, and compose a team PDA over these PDAs. From Example 2 and Proposition 1(1) we know that the non-context-free language
for all g ∈ {≥1} ∪ {≤ k|k ≥ 2}. By a similar reasoning as above one can easily prove that L cannot be expressed as the shuffle of m context-free languages, for any m > 1. It remains to provide a language that cannot be expressed as the shuffle of m context-free languages, for any m > 1, but which is accepted by a λ-free 2-team PDA in the =1-comp-mode. To this aim we define the two PDAs
with transition mappings δ 1 and δ 2 defined by
We claim that
where T is the 2-team PDA composed over the above PDAs A 1 and A 2 . First note that no word starting with any letter other than a can be accepted. Indeed, if it starts with a b, then the accepting process cannot start since both component PDAs are equally competent in the initial configuration. If it starts with a c or a d, then no move at all is possible. Therefore the input string must be of the form a m α, for some m ≥ 1, where the first letter of α is not an a. An accepting process that might lead to a final configuration, i.e. one with the empty word vector as its stack, moves in the =1-comp-mode from the initial configuration ((q 0 , s 0 ) , a m α, (A, A)) to the configuration ((q 1 , s 0 ), α, (A  m A) ). By checking the transition mappings one can easily infer that the first letter of α must be a b, i.e. α = b n β, for some n ≥ 1. Consequently, our accepting process has to move in the =1-comp-mode from the configuration ((q 1 , s 0 ) , b n β, (A m A)) to the configuration ((q 1 , s 1 ), β, (A  m , A  n ) ). Since from now on the first and the second component PDA can read only a c and a d, respectively, it follows that the accepting process developed so far can eventually reach a final configuration if and only if β ∈ ({c m } {d n }). Because it follows immediately that L =1 (T ) ∈ m-Shuf(CF), for any m > 1, we are done.
For two modes of competence we know that increasing the number of components in a team PDA does not lead to an infinite hierarchy. This is a direct result of the fact that a 3-team PDA in either the =2-comp-mode or the ≥2-comp-mode suffices to generate the class L(RE) of recursively enumerable languages. To prove this claim we can make use of the fact that the class L(PDA2) of languages generated by 2-stack PDAs equals L(RE) because this implies that it suffices to prove that every 2-stack PDA can be simulated by a 3-team PDA in the =2-comp-mode or the ≥2-comp-mode.
2 ) be a 2-stack PDA. It should be clear that without loss of generality we can assume that from any of its initial configurations, only a unique letter a ∈ ∪ {λ} can be read, or else L(A) = ∅. Thus from such an initial configuration
, for some q ∈ Q and α 1 , α 2 ∈ * , can be made. This means that (q ,
. To simulate A, we construct the 3-team PDA
over the component PDAs
where Q 1 = {q 1 |q ∈ Q} and δ 1 is defined by
with p 1 ∈ Q 1 , a ∈ ∪ {λ}, and Z 1 ∈ ,
* }, and δ 2 is defined by
with p 2 ∈ Q 2 , a ∈ ∪ {λ} and Z 1 ∈ , and
and
where Q 3 = {q 3 |q ∈ Q}, 3 = 2 \ , and δ 3 is defined by 
. This initial move is now simulated by T in the =2-comp-mode. In our initial configuration
clearly only {A 1 , A 2 } is =2-competent, due to the fact that both δ 1 (q
In the latter configuration only {A 2 , A 3 } is =2-competent, due to the fact that both
, where γ ∈ * 3 is such that stack 2 (γ ) = α 2 , it follows that T can make the move
where we recall stack 2 : * 3 → to be a homomorphism defined by stack 2 
At this point, it is important to explain the third element of the stack contents of T , as this is the tricky part of the simulation. Even though the third element of the stack contents of T serves to simulate the stack of A, we note that T after its first two moves has γ ∈ * 3 as the third element in its stack contents, while A after its first move has α 2 ∈ * in its stack. However, γ is chosen such that stack 2 (γ ) = α 2 . Hence, what actually happens is that T 'guesses', for each symbol of α 2 , which move will, eventually, remove this symbol from the third element of its stack contents.
The remaining moves of A are likewise simulated by two moves of T , alternatingly brought about by its component PDAs A 1 and A 2 and by its component PDAs A 2 and A 3 . Since the input alphabet of A 3 is empty, it is not difficult to see that no other moves than the ones sketched above can lead to the acceptance of aw by T . Hence
Since in the simulation in this proof the input alphabet of A 3 is empty, Proposition 1(4) implies
Combining these two results with the fact that
Note that in the proof of Lemma 1 the 3-team PDA simulating the 2-stack PDA makes explicit use of λ-moves. In fact, it remains an open problem to establish the accepting capacity of λ-free n-team PDAs, where n ≥ 3. We conjecture that prohibiting λ-moves in general decreases the accepting capacity of n-team PDAs.
FUTURE WORK
Next to the open problems mentioned throughout the article, we would like to point out some more directions for future work. In this article, we have studied only team PDAs with nondeterministic component PDAs and with acceptance by empty stack. To begin with, it would be interesting to add final states to the component PDAs and to investigate the accepting capacity of team PDAs with acceptance by final states. This might lead to a different picture.
Furthermore, it would be interesting to restrict ourselves to team PDAs with deterministic component PDAs and to investigate their accepting capacity, both with acceptance by empty stack and with acceptance by final states. This might lead to a different picture, in particular due to the well-known fact that the family of languages accepted by deterministic PDAs is strictly included in L(CF). As an initial result in this direction we note that -in analogy with Theorem 1 -the language accepted by an n-team PDA with deterministic component PDAs in the * -comp-mode and under acceptance by empty stack, equals the shuffle of the languages accepted by its n deterministic component PDAs.
In Section 4, consequently, we have shown that the language accepted by an n-team PDA in the * -comp-mode is characterized by the shuffle of the languages of its component PDAs (cf. Theorem 1). It would be interesting to find similar characterizations for n-team PDAs accepting languages in other modes of competence. To this aim a variant of the synchronized shuffles studied in Ref. [6] might be used. More precisely, we believe that a variant of the fully synchronized shuffle (fS-shuffle) is needed. We now define the fS-shuffle as studied in Ref. [6] . An fS-shuffle of two words is defined with respect to the alphabets of these two words. Like the ordinary shuffle, such an fS-shuffle still contains all symbols of both words but those symbols from the intersection of these two alphabets are now required to synchronize -and form a sort of 'backbone' of the fS-shuffle -whereas the remaining symbols are shuffled -while preserving the order within the two words. Formally, the fS-shuffles of two words u ∈ * 1 and v ∈ * 2 with respect to 1 As the set of symbols required to synchronize in an fS-shuffle is dynamically formed with respect to the alphabets of the words involved, it is nontrivial to prove [see, e.g., Finally, in Ref. [31] team automata have been applied by giving a variety of known access control protocols a rigorous formal description in terms of synchronizations in team automata. The type of access control protocols that can be modelled by team automata, however, is limited due to the fact that team automata can only deal with pure communication: their constituting component automata can synchronize their actions, but they cannot exchange any information due to the absence of private memory. Since team PDAs augment team automata with a (distributed) pushdown memory -and thereby allow the flow of information among their constituting component automata -a larger variety of access control protocols can potentially be modelled. Team PDAs moreover seem to have the capacity to model numerous other intriguing groupware applications within CSCW.
