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Abstract
The paper discusses the problem of the induction of a minimal nondeterministic ﬁnite automa-
ton (NFA) consistent with a given set of examples and counterexamples. The main contribution
of the paper is the proposal of an eﬃcient parallel algorithm transforming the NFA induction
problem into a family of constraint satisfaction problems (CSP). Two original techniques for
fast CSPs evaluation are proposed and discussed. The eﬃcacy of the parallel algorithm is
evaluated experimentally on selected benchmarks. The proposed algorithm solves all analyzed
benchmark examples, so called Tomita languages, in the time below half a minute, which should
be considered an important achievement, as compared to our previous eﬀorts which required
minutes or hours to solve some of the aforementioned benchmarks.
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1 Introduction
Grammatical inference is the intensively studied ﬁeld of research with a variety of applications
including speech recognition, syntactic and structural pattern recognition, machine learning
and others. The main task of grammatical inference is to provide, given some limited input
data, some broader information on them. In this paper we study the problem of ﬁnding a
nondeterministic ﬁnite automaton (NFA) consistent with a given ﬁnite set of examples and
counterexamples. We are interested in inducing an automaton of a minimum size in terms
of the number of states. Our research is motivated by the following fact. Namely, there are
problems such as the induction of ordinary generating functions [19], for which the induction
of a minimal automaton and/or grammar is desired, particularly if the size (length) of input
data is limited. Moreover, as stated in [12], minimal automata and/or grammars help to
analyze the structures of languages or mechanisms of grammars. An exemplary application in
which minimal automata can be helpful in analyzing the structures of languages can be the
analysis of peptide sequences. Being able to induce an automaton describing the structures of
amyloid (harmful) and non-amyloid peptides, we can better understand the rules of harmful
peptide sequences creation and possibly also predict some other potentially harmful sequences.
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In particular, we can apply the proposed algorithm to the analysis of hexapepetides [3], i.e.
peptides consisting of six amino acids, since they satisfy the assumption of limited input data
length mentioned above.
A nondeterministic ﬁnite automaton A is deﬁned as a quintuple A = {Q,Σ, δ, q0, QF }, where
Q is the ﬁnite set of states, Σ is the alphabet, δ : Q×Σ → 2Q is the transition function, q0 ∈ Q
is the starting state and QF ⊆ Q is the set of accepting states [11]. The NFA is said to accept
a word w iﬀ the word can be spelled out on at least one path starting in the initial state q0
and ending in one of the ﬁnal states q ∈ QF , where the path is deﬁned as a set of successive
transitions performed according to the rules speciﬁed by δ. Taking the above into account the
following deﬁnition may be formulated. Let S = {S+, S−} be a ﬁnite input sample, where
S+ denotes examples and S− denotes counterexamples. Then the task of inducing an NFA
consistent with S is to ﬁnd an automaton A such that all examples and no counterexamples
are accepted by the automaton.
The problem of minimal nondeterministic automata induction is known to be computation-
ally hard. The problem of deterministic ﬁnite automata (DFA) induction has been proved to
be NP-hard [10] while the decision problem of whether a DFA can be converted into minimal
NFA is PSPACE-complete [14]. Also the induction of a minimal regular expression is PSPACE-
complete. Finally, as stated in [2], the problem of the minimization of a regular expression for
an arbitrary input sample is NP-hard. Thus we conjecture that induction of a minimal NFA
consistent with given sample is also of that complexity.
The main contribution of the paper is the proposal of a parallel algorithm reducing the
problem of minimal NFA induction into a family of constraint satisfaction problems (CSP).
The CSP provides the answer whether it is possible to induce a k-state nondeterministic ﬁnite
automaton consistent with given input sample, where k is a given positive integer. The ad-
vantage of the proposed transformation is that it allows to capture precisely the details of the
automaton’s transition function. In other words, by solving the CSP we are not only providing
the answer if a consistent k-state NFA exists, but we are also constructing the automaton at the
same time. In the paper we present several useful remarks and basing on these considerations
we construct the parallel algorithm for building and solving the CSP. We present also a couple
of original techniques for speeding up the computation. Finally, we report the experimental
results obtained to evaluate the eﬃciency of the proposed parallel algorithm.
The paper is organized into 5 sections. Section 2 presents a brief review of the literature
related to automata induction indicating the works that are most relevant to our research.
Section 3 discusses the parallel algorithm we propose. Section 4 presents experimental results
obtained for selected benchmarks. Section 5 contains summary and conclusions.
2 Related Works
The induction of deterministic and nondeterministic ﬁnite automata is a well-studied problem
presented in the literature. DFAs are typically induced using state clustering algorithms like
Regular Positive Negative Inference (RPNI) [7, 16] or Evidence Driven State Merging (EDSM)
[15]. These algorithms begin with constructing a preﬁx tree acceptor for the input sample. The
preﬁx tree acceptor is then successively collapsed by merging redundant states in a way that
keeps the merged automaton consistent with the sample.
The solutions based on state merging that induce NFAs tend to actually produce on the
output certain subclasses of NFAs. These include Residual Finite State Automata (RFSA),
provided for instance by DeLeTe2 [6] and Non-Deterministic Regular Positive Negative Inference
(NRPNI) [1] algorithms, or Unambiguous Finite Automata (UFA) [4]. There are also methods
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proposed by Garc´ıa et al. [8, 9] which allow to induce valid NFAs independently of the order
in which state merging is performed.
Apart from the state merging algorithms mentioned above, NFAs can also be induced by
generating minimal nondeterministic subautomata corresponding to respective examples and
being consistent with the set of counterexamples [5]. The work that is most related to ours
is the work by Wieczorek [18]. The paper [18] proposes a transformation of the minimal NFA
induction problem into an instance of Integer Nonlinear Programming (INLP) problem. An
extension to this proposal, which allows to signiﬁcantly reduce the size of the solution space
of the INLP problem has recently been presented [13]. Our current approach diﬀers from the
previous works in the following respects:
1. While [18, 13] use three types of variables, we build a family of CSPs which are based
on only one variable type. A fact worth noticing is that thanks to the original optimiza-
tion techniques proposed in the paper we can recompute the CSPs on-the-ﬂy without
signiﬁcant increase in the computation time.
2. Our CSPs capture directly the details of the automaton’s transition function, while [18, 13]
use only indirect information. The indirect information is represented by one of the
variable types used in [18, 13] which we sucessfully remove from the model.
The fact that the transition function can be directly captured is an advantage of the proposed
model, as mentioned in Sect. 1, since it provides a two-level information. First, it states that
certain word is accepted (or rejected) by the automaton. Second, for an accepted word, it
straightforwardly provides the actual path, which accepts the word. Contrarily, the proposal
in [18] considers the acceptance of the word and the acceptance path separately. Thus we
conjecture that our model should allow for faster NFA induction.
3 The Parallel Algorithm
3.1 Preliminaries
To make the paper self-contained let us begin with presenting the reduced INLP model discussed
in [13], which was the starting point for the developments shown in the current paper. Let
S = {S+, S−} denote the input sample, with S+ being the set of examples and S− being
the set of counterexamples. Let P denote the set of preﬁxes of all words w ∈ S − {λ}. Let
A = {Q,Σ, δ, q0, QF } denote the induced nondeterministic ﬁnite automaton. Then the following
variable types can be deﬁned:
• xwq, which denotes whether word w ∈ P can be spelled out on the path between state q0
and state q ∈ Q,
• yapq, which denotes whether there exists a transition between states p, q ∈ Q using symbol
a ∈ Σ,
• zq, which denotes whether state q ∈ Q is ﬁnal, i.e. whether q ∈ QF holds.
Let us observe that the domains of all the above variables contain only binary values, i.e.
Dx = {0, 1}, Dy = {0, 1} and Dz = {0, 1}, for all x, y and z variables. Assuming the variable
deﬁnitions given above let us formulate the following constraints:
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• if λ ∈ S then
z0 = 1 if λ ∈ S+, or z0 = 0 if λ ∈ S− (1)
• for all words w ∈ S+ − {λ} (examples)
∑
q∈Q
xwqzq = 1 (2)
• for all words w ∈ S− − {λ} (counterexamples)
∑
q∈Q
xwqzq = 0 (3)
• for all words w ∈ P , such that w = a, for a ∈ Σ
xwq = ywq0q (4)
• for all words w ∈ P , such that w = va, for v ∈ P, a ∈ Σ
xwq =
∑
p∈Q
xvpyapq (5)
Let k = |Q|, l = |Σ|, m = |P | and n = |S|. Then to make the description complete note
that Eqs. (1)–(5) use k(m+ kl+ 1) variables, out of which k(kl+ 1) are independent variables
(these are variables y and z). Moreover the number of equations is equal to km+ n+ 1.
Let the symbols of the alphabet be sorted and let each symbol be identiﬁed by its position
within this ordered set. Then an index from the range 0 . . . k2l − 1 can be assigned to each
yapq variable. We assume that the assignment is such that a unit change in a ∈ Σ changes the
variable index by k2, a unit change in p ∈ Q changes the variable index by k and a unit change
in q ∈ Q changes the variable index by 1, as suggested by Wieczorek (priv. comm.). Note also
that the index assignment is reversible, e.g. given an index i the symbol of the alphabet can be
determined by performing an integer division of i by k2.
3.2 Remarks
Let us now present some remarks related to Eqs. (1)–(5), which led to the construction of the
parallel algorithm described in section 3.3.
Remark 1. Out of Eqs. (1)–(5) only ﬁrst three equations impose the constraints on the NFA
construction. However, their role in the transformation into the family of CSPs is diﬀerent.
Firstly, Eq. (1) is optional in the meaning that it is valid if and only if λ ∈ S. Secondly, if
present, it reduces the number of feasible CSPs, since it forces the value of z0 variable. On the
other hand, Eqs. (2) and (3) deﬁne the CSP constraints, which describe the consistency of the
automaton with the input sample.
Remark 2. Equations (4) and (5) can be treated as deﬁnitions of respective x variables. Fur-
thermore, any occurrence of an arbitrary x variable deﬁned by Eq. (4) can be replaced with the
corresponding y variable. The replacement relates to Eqs. (2), (3) and (5). The advantages of
the replacement are that: (i) the length of Eqs. (2), (3) and (5) remains unchanged and (ii)
On Parallel Induction of Nondeterministic Finite Automata T. Jastrzab
260
the total number of variables is reduced by at most kl. Moreover it can be observed for all x
variables deﬁned by Eq. (5) that
x =
∑
⎛
⎝ ∏
0≤i≤k2l−1
yi
⎞
⎠ (6)
Finally, the variables deﬁned by Eq. (6) can be substituted into Eqs. (2) and (3) eﬀectively
reducing the number of constraints to at most n+1 equations and k(kl+1) variables as mentioned
in section 3.1.
It is worth to comment on the exact form of Eq. (6). The sum of products of y variables
given by Eq. (6) can be constructed by recursive replacement of x variables according to the
increasing length of the preﬁx corresponding to given x. Moreover, y variables participating in
any Eq. (6) are restricted to the variables corresponding to the symbols appearing in the preﬁx
deﬁned by x variable.
Example 1. Let Σ = {a, b, c}, k = 2, w = abc, q = 1 be given. Then Eq. (6) corresponding to
xwq = xabc1 can be constructed as follows. From (5) it follows that xabc1 = xab0yc01+ xab1yc11.
Then xab0, xab1 will be xab0 = xa0yb00+xa1yb10, xab1 = xa0yb01+xa1yb11 (by Eq. (5)). Finally,
from (4), variables xa0, xa1 can be substituted with xa0 = ya00 and xa1 = ya01. Considering
the above substitutions the ﬁnal form of xabc1 will become
xabc1 = ya00yb00yc01 + ya01yb10yc01 + ya00yb01yc11 + ya01yb11yc11,
which after numbering the yapq variables as described in Sect. 3.1, will lead to Eq. (6) in the
form
xabc1 = y0y4y9 + y1y6y9 + y0y5y11 + y1y7y11 .
Remark 3. Let x be deﬁned according to Eq. (6). Then the total length of an arbitrary Eq. (6)
is |w|k|w|−1, for any preﬁx w ∈ P , |w| > 1. It follows from the fact that the number of possible
y variables at the ﬁrst and the last position of a single product term is equal to k and each of
these variables appears in k|w|−2 terms. On the other hand there are k2 diﬀerent variables y
appearing at positions 2 . . . |w| − 1. Each of them appears in k|w|−3 terms.
Remark 4. It follows from Remark 3 that after substitution of x variables into Eqs. (2) and
(3) the length of any of these equations becomes equal to (|w|+ 1)k|w|. This clearly means that
unless k and |w| are bounded by some small constant, the resulting equation lengths indicate that
it will be impossible to store all the expressions in memory. However, as we will show in section
3.3 the substitution can be performed eﬃciently on-the-ﬂy reducing the memory requirements
signiﬁcantly. Let us also observe that for a single Eq. (2) or (3) the substituted x variables
diﬀer only in the last y variable of the product terms, thus it is enough to compute the product
terms for a single x and then replace the last term with a proper y variable.
Example 2. Continuing Example 1 let us assume that word w = abc belongs to the set S+.
Then Eq. (2) for this word will be xabc0z0+xabc1z1 = 1, which after computing xabc0 by analogy
to xabc1 and substituting both variables will become:
y0y4y8z0 + y1y6y8z0 + y0y5y10z0 + y1y7y10z0+
y0y4y9z1 + y1y6y9z1 + y0y5y11z1 + y1y7y11z1 = 1
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Remark 5. The number of CSPs resulting from the transformation of the NFA induction prob-
lem depends only on the number of states k. This is because the algorithm presented in Sect. 3.3
considers all possible combinations of ﬁnal/non-ﬁnal states, i.e. all possible assignments of val-
ues to z variables. The number of CSPs ranges from 2k−1 − 1 up to 2k − 1, which comes from
the following facts: (i) if λ ∈ S then the number of feasible combinations is automatically cut by
half, (ii) the combination of zq = 0 for all q ∈ Q can never be true. Depending on the particular
assignment of z variables, the number of product terms to be generated can be further reduced,
since zq = 0 for an arbitrary q ∈ Q makes the product terms deﬁned by Eq. (6) irrelevant for
the constraint satisﬁability.
To explain the signiﬁcance of the assignment zq = 0 let us recall Examples 1 and 2 once
again. It can be easily observed that if e.g. z0 = 0 then the ﬁrst four terms of the expression
from Example 2 will always be zero and so will be all xw0 variables, for any w ∈ S. Thus
these variables may be removed from further processing. On the other hand, if zq = 1 then the
satisﬁability of Eqs. (2) or (3) will depend only on y variables corresponding to this zq variable.
It can be concluded from the above remarks that the problem of NFA induction can be
transformed into a family of CSPs described by n = |S| equations over k2l variables y, where
l = |Σ| and k = |Q|. CSP equations take the ﬁnal form of:
∑
⎛
⎝ ∏
0≤i≤k2l−1
yi
⎞
⎠ = 1 , (7)
for the examples and
∑
⎛
⎝ ∏
0≤i≤k2l−1
yi
⎞
⎠ = 0 , (8)
for counterexamples. The product terms appearing in Eqs. (7) and (8) correspond to these zq
variables for which zq = 1, as explained above.
3.3 The Algorithm
Let us now present the parallel algorithm responsible for building and solving the CSPs. Since
each CSP can be built and solved independently we assume that the theoretical upper limit on
the number of threads used corresponds directly to the number of possible CSPs, as given by
Remark 5. The algorithm determines ﬁrst the number of feasible combinations of z values and
constructs the CSPs resulting from diﬀerent value assignments. Each CSP is then dynamically
assigned to a separate thread, which uses backtracking according to the description that follows.
The backtracking procedure (Algorithm 1) takes as arguments the current state of the CSP,
and either the index of y variable for which the assignment y = 1 was performed, or the value
of -1, if the value of y = 0 was established. Variable k, representing the number of states, is
assumed to be global.
The backtracking algorithm (Algorithm 1) is constructed according to the following rules:
1. Whenever value 1 is assigned to any y variable it is required to evaluate equations deﬁned
by (8) that correspond to words containing the symbol resulting from y (lines 4–7). If any
product term appearing in Eq. (8) evaluates to 1, we need to backtrack, as the assignment
cannot lead to a valid CSP solution (line 5).
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1 Procedure ParallelInduction(csp, idx)
input: csp – current state of Eqs. (7) and (8) and y variables
idx – index of most recently set variable y = 1, or −1 if y = 0
2 if idx <> −1 then
3 s ← idx/k2; // finds symbol for given variable index
4 evaluate Eqs. (8) for words w containing s;
5 if any Eq. (8) evaluates to 1 then
6 return;
7 end
8 evaluate Eqs. (7) for words w containing s;
9 if all Eq. (7) evaluate to 1 then
10 found ← true; return;
11 end
12 end
13 idx ← next unset y; s ← idx/k2; yidx ← 0;
14 evaluate Eqs. (7) for words w containing s;
15 if any Eq. (7) evaluates to 0 then
16 return;
17 end
18 ParallelInduction(csp, −1);
19 if found = false then
20 yidx ← 1; ParallelInduction(csp, idx);
21 end
22 if found = false then
23 unset yidx;
24 end
Algorithm 1: The backtracking algorithm
2. Whenever value 1 is assigned to any y variable and backtracking was not performed in
step 1, it is also required to evaluate equations deﬁned by (7) that correspond to words
containing the symbol resulting from y (lines 8–11). If any product term appearing in Eq.
(7) evaluates to 1, we can remove the equation from the model, as it is already satisﬁed.
If no unsatisﬁed equations (7) remain, the solution is found (line 10).
3. Whenever value 0 is assigned to any y variable it is required to evaluate equations deﬁned
by (7) that correspond to words containing the symbol resulting from y (lines 14–17). If
for any Eq. (7) all product terms evaluate to 0, we need to backtrack, as the assignment
cannot lead to a valid CSP solution (line 15).
4. Since all equations deﬁned by Eq. (7) have to be satisﬁed, we order the y variables based
on the examples only. The variable ordering scheme selects Eq. (7) with the fewest
product terms. The initial number of product terms can be evaluated basing on Remarks
3 and 4. Then, from the y variables appearing in the selected equation we choose the
variable with the largest number of occurrences in this equation and we set it to 0. To
follow the scheme we have to know the current counts of all y variables for each Eq. (7)
and the current number of product terms in the equation (these counts are stored in
csp variable being the argument of ParallelInduction procedure). The counts change
when value 0 is assigned to some variable y (line 14).
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Let us provide some details of the evaluation of product terms in steps 1–2 of the backtrack-
ing algorithm. As mentioned in Remark 4 the product terms have to be evaluated on-the-ﬂy
due to memory limitations. To make the evaluation fast, we propose the following technique:
• Let I denote the set of position(s) within word w of the symbol corresponding to the most
recently set y variable.
• For each i ∈ I
– if i < |w|/2 evaluate ﬁrst the product terms for the preﬁx of word w ending at
position i− 1. If the preﬁx part evaluates to 1, evaluate the product terms for the
suﬃx of word w starting at position i+ 1.
– if i ≥ |w|/2 reverse the order of evaluation.
The evaluation of the preﬁx (resp. suﬃx) product terms stops whenever at least one
product term evaluates to 1.
The advantage of the proposed evaluation technique is that it can signiﬁcantly reduce the
number of product terms that have to be computed as compared to direct on-the-ﬂy evaluation
of all possible product terms for given word. This eﬀect is achieved thanks to the evaluation of
the “shorter” part ﬁrst (either the preﬁx or the suﬃx part, whichever is shorter).
Let us also comment on the proposed variable ordering scheme (see rule 4). We conjecture
that ordering the equations according to the number of their product terms should be perceived
as a fail-fast technique. Since each Eq. (7) has to be satisﬁed it is best to start with the equation
with the fewest possibilities. Furthermore, selecting the most common y variable for such an
equation allows to quickly remove majority of the product terms and also leads to fail-fast
behavior. The main limitation of this proposal could be the requirement for an up-to-date
information on the counts of variables and product terms. To satisfy this requirement, the CSP
model would have to be recomputed after each assignment of the form y = 0 (since this makes
some of the product terms irrelevant for the equation satisﬁability). However, this problem
may be easily solved by applying the following updating technique:
• For all states q′ ∈ Q compute the counts of y variables appearing in the preﬁx of word
w and store in an array cntp. The length of the preﬁx should be equal to |w|/2. The
starting state of the ﬁrst y variable should always be 0, while the ending state of the last
y variable should be q′. Store the total number of generated product terms in variable
totalp.
• For all states q′′ ∈ Q compute the counts of y variables appearing in the suﬃx of word
w and store in an array cnts. The suﬃx should not include the last symbol of word w.
Therefore the length of the suﬃx should be equal to |w|/2− 1. The starting state of the
ﬁrst y variable should be q′, while the ending state of the last y variable should be q′′.
Store the total number of generated product terms in variable totals.
• Compute and store the variable counts varq′′ [i] = cntp[i] ·totals+(totalp−cntp[i]) ·cnts[i],
for 0 ≤ i ≤ k2l−1, separately for each q′′. Compute and store the total number of product
terms totalq
′′
= totalp · totals, separately for each q′′.
• Compute the ﬁnal counts by summing up the counts obtained for particular states q′′ ∈ Q.
However, if the summation relates to a variable y corresponding to the last symbol of word
w take the count to be equal to the total number of product terms for this q′′ instead of
the computed count for y.
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The greatest advantage of the proposed updating method is that it signiﬁcantly reduces
the computational eﬀort. This is because instead of computing at most k|w| product terms
it is enough to compute at most (2k|w|/2 + k2) product terms. What is more, the method
can be easily extended to further divide the preﬁx and/or suﬃx parts if required. As the
experiments have also shown, without this technique it would be impossible to solve majority
of the benchmarks in reasonable time (i.e. time of the order of minutes).
It should be clear that the proposed algorithm and optimization techniques minimize the
computational eﬀort. It should be also noted that by evaluating each feasible CSP concurrently,
one should be able to reduce the execution time signiﬁcantly.
4 Experiments
The experiments were conducted using a Java-based implementation of the parallel algorithm
described in Section 3.3. The test machine was equipped with Intel Xeon E5-2640 2.60GHz
processor with 8 physical (16 logical) cores and 8 GB of RAM memory. The time measurements
were performed using System.nanoTime() function. Each experiment was repeated ﬁve times
and the minimum observed values were taken as the ﬁnal value reported in the paper. The
time was measured from the moment the ﬁrst thread started execution to the moment the last
thread ﬁnished its computation.
The benchmarking set used in the experiments was selected to be the set of 14 Tomita
languages reported in [17], including 7 basic problems and 7 inverse problems, denoted in the
sequel with superscripts b and i, respectively. The languages were deﬁned by the examples and
counterexamples over a two-symbol alphabet, and were referred to as the right- and wrong-
list in [17]. The inverse problems were constructed from the basic problems by swapping the
right- and wrong-lists. The benchmarking set was selected because of two reasons. First, the
sizes of minimal NFAs are known, since exemplary solutions have been shown in [17]. Second,
the results for the set of basic examples were also reported in [13, 18]. Therefore our current
approach can be compared with the ones presented in the literature.
Table 1 summarizes the characteristics of the 14 problems considered. We use Σ to denote
the input alphabet, nb+, ni+, nb−, ni− to denote the cardinalities of the set of examples S+ and
counterexamples S− for the basic and inverse problems, lb+, li+, lb−, li− to denote the total lengths
of examples and counterexamples, and kb, ki to denote the size of the minimal NFA.
Problem Σ nb+ = ni− nb− = ni+ lb+ = li− lb− = li+ kb ki
P1 {0, 1} 9 8 36 29 1 2
P2 {0, 1} 6 10 34 35 2 3
P3 {0, 1} 13 12 59 67 4 5
P4 {0, 1} 11 9 44 67 3 4
P5 {0, 1} 10 12 52 54 4 4
P6 {0, 1} 10 12 47 56 3 3
P7 {0, 1} 13 8 58 61 4 5
Table 1: Benchmark set characteristics
Table 2 contains the execution times (expressed in seconds) obtained for the parallel algo-
rithm runs. Columns 2–6 denote the times measured for the execution with N threads. The
number of threads was related to k, i.e. the size of the NFA, so that either all, half or only one
CSP was considered simultaneously. For completeness, columns labelled W (N) and JCW (N)
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contain the times reported in [18] and [13], respectively, with the number of processors used,
given in brackets. The ‘–’ entries in Tab. 2 mean that the experiments for the given problem
and/or the number of processors/threads were not conducted.
The algorithms proposed in [18, 13] were implemented in C++ and used Message Pass-
ing Interface (MPI) for communication. They used computer clusters Reef, Zeus and Galera
(Poland), equipped mostly with Dual- and Quad-Core Intel Xeon 2.33 GHz processors con-
nected with Inﬁniband network. The results for problems P3b, P5b and P7b in column W (N)
were obtained using parallel tabu search heuristic algorithm.
Problem N = 1 N = 2 N = 4 N = 8 N = 16 W (N) JCW (N)
P1b 0.034 – – – – < 1 (4) < 1 (4)
P1i 0.037 0.038 – – – – –
P2b 0.041 0.036 – – – < 1 (4) < 1 (4)
P2i 0.044 0.059 0.050 – – – –
P3b 2.749 – 2.237 2.296 – 1757 (80) 34 (30)
P3i 0.266 – – 0.358 0.465 – –
P4b 0.070 0.080 0.115 – – 6 (120) < 1 (4)
P4i 0.466 – 0.583 0.518 – – –
P5b 0.706 – 0.647 0.636 – 1688 (64) 155 (20)
P5i 0.935 – 0.511 0.359 – – –
P6b 0.054 0.053 0.057 – – 1 (80) < 1 (4)
P6i 0.076 0.071 0.073 – – – –
P7b 5.280 – 3.378 3.746 – 1433 (72) 7287 (40)
P7i 26.251 – – 0.831 0.992 – –
Table 2: Execution times for the benchmark languages (in sec.)
It can be observed from the obtained results that the proposed parallel algorithm brings
substantial improvement to the eﬀorts known from [18, 13]. We were able to ﬁnd the minimal
NFA for all considered examples in below half a minute, while in [18, 13] the times were usually
much larger (of the order of minutes or even hours). In terms of speedups the results are
not satisfactory, except for problems P5i, P7b and P7i. However, poor speedup values can
be explained by the following observation. Namely, we are looking for the ﬁrst solution only.
Since usually it is found for one of the ﬁrst combinations of z values, increasing the number
of threads does not bring much improvement. Nevertheless we believe that the parallelism
can be important for other problems, in which more combinations of the ﬁnal states have to
be considered. The preliminary results of our research on hexapeptide sequences available in
Waltz-DB database [3] support this belief.
Let us also comment on some of the anomalies that can be observed in Tab. 2.
It can be noticed that the algorithm shows some unexpected behavior for problems P3i and
P4b, where we observe slowdowns as the number of threads increases. However, this behavior
can be explained by the following observations. First, let us recall that the execution time
is measured between the beginning of the ﬁrst thread’s execution and the ending of the last
thread’s execution. Thus, it can happen that when the solution is found in one of the threads,
the remaining threads can still be performing their part of computation (e.g. evaluating some of
the equations). Consequently it can take some time for them to terminate their execution, which
will be reﬂected in an overall slowdown. Furthermore, as revealed by a detailed investigation of
the experimental results, successive memory allocations become slower as the number of threads
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and the recursion level of the backtracking procedure grows. Thus, in some cases, the gain of
ﬁnding the solution earlier may be lost due to the memory allocation overhead.
It can be also noticed that the algorithm achieves super-linear speedup in problem P7i for
the transition between 1 and 8 threads. This anomaly can be justiﬁed as follows. The solution
to the induction problem for given input sample does not have to be unique. Therefore, the
algorithm running with 8 threads may ﬁnd a diﬀerent solution than its sequential version.
Given that, and assuming that the other solution is found early, the super-linear speedup may
be observed. Finally, following the explanations for problems P3i and P4b, the slowdown that
is observed for the change from 8 to 16 threads in problem P7i can again be explained by the
memory allocation overhead and the way the time measurements were performed.
5 Summary and conclusions
In the paper we devise a parallel algorithm for solving the problem of minimal nondeterministic
ﬁnite automata induction. We propose the method transforming the problem of NFA induction
into a family of constraint satisfaction problems. We introduce two original techniques for
eﬃcient evaluation of the CSP model, which help to ﬁnd the correct solution quickly. The
algorithm is evaluated on a set of benchmarking languages proposed by Tomita.
The algorithm proves eﬃcient and is able to solve all analyzed problems in a few seconds.
This should be considered an important improvement with respect to the previous works on the
subject. Furthermore, preliminary research on languages of other characteristics, e.g. having
much larger alphabet (composed of 20 amino acid symbols) and/or larger total length of the
input sample (about 3 times larger) are also promising. Although the results are not satisfactory
in terms of speedups, the overall performance of the algorithm should be considered good. We
plan to continue our research on other languages, in particular on (hexa-)peptides. We believe
that the proposed parallel algorithm can help in extraction of some information encoded in the
structure of hexapeptide sequences.
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