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 [A] 学部での経営情報システムやビジネスプロセス工学入門の講義科目 
 第 2 章離散事象システム（2.8節は省略可能）、第 3 章データモデル（3.5節は
省略可能）、第 4 章業務取引システム（4.3節の中の証明は省略可能）、第 5 章ビ





 第 2 章離散事象システム（2.1節から 2.5節まで）、第 4 章業務取引システム（4.1







 第 2 章離散事象システム、第 3 章データモデル、第 4 章業務取引システム、第














































































































































       







 (1) 在庫表で在庫が発注点以下になっているものを見つける。 
 (2) 発注する発注品目を決めて、発注を記録する。 





















































図 1－4 生産計画プロセスのイベント駆動チェイン図（event-driven process 
chain) 





































































































































































 A.W. Scheer氏の Business Process Engineering（Springer 社）ような、そのもの
ずばりのビジネスプロセスエンジニアリングという非常に成功した本もある。
Scheer著は、CIM(computer integrated manufacturing）を発展させて、MRP II（ERP
と同義的）という多品種少量生産の製造業を可能にする全社的な統合基幹情報
システムを、図的レベルのビジネスプロセスモデル（EPC- event driven process 
cahin)図法と、ER データモデル（エンティティ・リレーションシップ）を用い
て、情報のモデル化という側面から MRP II の構造のデータ設計図をほぼ完全に
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  材料用意  受注が来ていて、材料が利用可能で、かつ作業者が他の作業をしてな
いとき開始される。5 分かかる。 
  小材料組立 小材料が利用可能で、かつ作業者が他の作業をしてないとき開始され
る。小材料から小部品を組み立てるのに 1 個につき 5 分かかる。 
  大材料組立 大材料が利用可能で、かつ作業者が他の作業をしてないとき開始され
                                            筑波大学 佐藤亮 
 
14 
る。1 個につき 6 分かかる。 
  組立    大小材料が利用可能で、かつ作業者が他の作業をしてないとき開始さ
れる。1 個につき 6 分かかる。 
  検査    製品が出来上がっていて、かつ作業者が他の作業をしてないとき開始
される。1 個につき 2 分かかる。 















始業時には、どの待ち行列もからっぽだとすると表 2-1 のようになる。 
表 2-1 において、一番左の列が経過時間である。図 2-１の Stg とは材料用意(staging)
の活動であり、図２の -stg- とは、その時刻において活動 Stg が何もしていないことを
表わす。1(5) というのは、1 個の仕事を扱っており、あと 5 分で活動による処理が終わ
るということを表わしている。外部からの入力である(Cust)の列も同様だが、ordNo4(2)
とは、4番目の注文があと 2 分で発生すること。 
 




t i me  ( Cust )       OrdQ  Stg    MaSQ  AssS   MaBQ  AssB   SPt Q   BPt Q    Ass    PrdQ   I sp    PWH
   0 odNo 1( 4)   0 -st g-  0  -SAm-  0 -BAm- 0 0 -Asm-    0  -I ns-    0
   4 odNo 2( 4)   1 -st g-  0  -SAm-  0 -BAm- 0 0 -Asm-    0  -I ns-    0
   4 odNo 2( 4)   0 1( 5)  0  -SAm-  0 -BAm- 0 0 -Asm-    0  -I ns-    0
   8 odNo 3( 4)   1 1( 1)  0  -SAm-  0 -BAm- 0 0  -Asm-    0  -I ns-    0
   9 odNo 3( 3)   1 -st g-  1  -SAm-  1 -BAm- 0 0  -Asm-    0  -I ns-    0
   9 odNo 3( 3)   0 1( 5)  1  -SAm-  1 -BAm- 0 0  -Asm-    0  -I ns-    0
   9 odNo 3( 3)   0 1( 5)  0  1(  5)  1 -BAm- 0 0  -Asm-    0  -I ns-    0
   9 odNo 3( 3)   0 1( 5)  0  1(  5)  0 1( 6) 0 0  -Asm-    0  -I ns-    0
  12 odNo 4( 4)   1 1( 2)  0  1(  2)  0 1( 3) 0 0  -Asm-    0  -I ns-    0
  14 odNo 4( 2)   1 -st g-  1  1(  0)  1 1( 1) 0 0  -Asm-    0  -I ns-    0
  14 odNo 4( 2)   1 -st g-  1  -SAm-  1 1( 1) 1 0  -Asm-    0  -I ns-    0
  14 odNo 4( 2)   0 1( 5)  1  -SAm-  1 1( 1) 1 0  -Asm-    0  -I ns-    0
  14 odNo 4( 2)   0 1( 5)  0  1(  5)  1 1( 1) 1 0 -Asm-    0  -I ns-    0
  15 odNo 4( 1)   0 1( 4)  0  1(  4)  1 -BAm- 1 1  -Asm-    0  -I ns-    0
  15 odNo 4( 1)   0 1( 4)  0  1(  4)  0 1( 6) 1 1  -Asm-    0  -I ns-    0
  15 odNo 4( 1)   0 1( 4)  0  1(  4)  0 1( 6) 0 0 1( 7)    0  -I ns-    0
  16 odNo 5( 4)   1 1( 3)  0  1(  3)  0 1( 5) 0 0 1( 6)    0  -I ns-    0
  19 odNo 5( 1)   1 -st g-  1  1(  0)  1 1( 2) 0 0 1( 3)    0  -I ns-    0
  19 odNo 5( 1)   1 -st g-  1  -SAm-  1 1( 2) 1 0 1( 3)    0  -I ns-    0
  19 odNo 5( 1)   0 1( 5)  1  -SAm-  1 1( 2) 1 0 1( 3)    0  -I ns-    0
  19 odNo 5( 1)   0 1( 5)  0  1(  5)  1 1( 2) 1 0 1( 3)    0  -I ns-    0
  20 odNo 6( 4)   1 1( 4)  0  1(  4)  1 1( 1) 1 0 1( 2)    0  -I ns-    0
  21 odNo 6( 3)   1 1( 3)  0  1(  3)  1 -BAm- 1 1 1( 1)    0  -I ns-    0
  21 odNo 6( 3)   1 1( 3)  0  1(  3)  0 1( 6) 1 1 1( 1)    0  -I ns-    0
  22 odNo 6( 2)   1 1( 2)  0  1(  2)  0 1( 5) 1 1 -Asm-    1  -I ns-    0
  22 odNo 6( 2)   1 1( 2)  0  1(  2)  0 1( 5) 0 0 1( 7)    1  -I ns-    0
  22 odNo 6( 2)   1 1( 2)  0  1(  2)  0 1( 5) 0 0 1( 7)    0  1(  2)    0
  24 odNo 7( 4)   2 1( 0)  0  1(  0)  0 1( 3) 0 0 1( 5)    0  1(  0)    0
  24 odNo 7( 4)   2 -st g-  1  1(  0)  1 1( 3) 0 0 1( 5)    0  1(  0)    0
  24 odNo 7( 4)   2 -st g-  1  -SAm-  1 1( 3) 1 0 1( 5)    0  1(  0)    0
  24 odNo 7( 4)   2 -st g-  1  -SAm-  1 1( 3) 1 0 1( 5)    0  -I ns-    1
  24 odNo 7( 4)   1 1( 5)  1  -SAm-  1 1( 3) 1 0 1( 5)    0  -I ns-    1
  24 odNo 7( 4)   1 1( 5)  0  1(  5)  1 1( 3) 1 0 1( 5)    0  -I ns-    1
  27 odNo 7( 1)      1   1( 2)    0  1(  2)     1    -BAm-    1     1      1( 2)    0  -I ns-    1
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定義２ エンティティのタイプ（entity type, オブジェクトが属するクラス） 
















































2.5 アクティビティ・インタラクション・ダイアグラム（A I D） 









 図 2-1 や次の図 2-2 はアクティビティ・インタラクション・ダイアグラムの例である。 
 
   
          図 2-2 買い物離散事象システム 







 activity interaction diagram で用いる図形要素を３つ定義する。 
 
定義６ 活動図形 





















 定義８ アクティビティ・インタラクション・ダイアグラム（AID） 












































































               図 2-4 販売業務 
 
問 2-1 
 図 2-4販売業務は、このままでは AID としての条件を満たさない。矢印はデータの流
れを表しているので、矢印に示された名前を待ち行列図形を経由するような入力と出力
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 AID によってモデル化される離散事象システムは、図 2-7 のフローチャートのような
時間的なふるまいをする。このふるまいを状態遷移と呼ぶ。まず、言葉を用意する。 


























































(4) 活動が開始するための条件が、その活動への入力 queue の組の値だけから定まる。 
 















           図 2-8 定型業務システムの入力空間 
 
 図 2-8 において、たとえば、時刻０におけるイベントである a  とは品目１を 50 個と













 図２—１の組立プロセスの離散事象システムが、図 2-7 のトランザクション処理フロ
ーチャートにしたがって，実際にイベント発生の時点だけでいくつかの活動が，時には
並行して起こるようすを調べよう。 
                                            筑波大学 佐藤亮 
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(i) time (Cust) OrdQ Stg MaSQ AssS MaBQ AssB SPtQ BPtQ Ass PrdQ Isp PWH




(iii) time (Cust) OrdQ Stg MaSQ AssS MaBQ AssB SPtQ BPtQ Ass PrdQ Isp PWH






活動 Stg の処理終了までの残り時間は 
    taStg (order3) - (開始からの経過時間) 
で計算される。例ではどんな注文に対しても一定時間 5 分かかるので taStg (order3)の値は
５である。組立プロセスの例ではどの注文も同じ内容なので区別していない。実際には
注文ごとに内容が異なるので処理時間も異なるが、同様に扱うことができる。 
 注文の到着も業務と同じように扱うことができる。次の注文である order4 を顧客が処








 10 分に１人の客が到着し，15 分かけて買い物し，支払うのに３分間かかるものとする。
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キャッシャー担当者は 2 人とする。 
このとき，０分に 1 人目の客が到着したとすると，図 2-7 のフローチャートにしたがっ












0 （C2,10) C1 --- --- -- 2 0
0 （C2,10) 0 (C1,15) --- --- 2 0
10 （C3,10) C2 (C1,5) --- --- 2 0
10 （C3,10) 0 (C2,15)(C1,5) --- --- 2 0
15 （C3,5) 0 (C2,10) C1 --- 2 0
15 （C3,5) 0 (C2,10) --- (C1,3) 1 0
18 （C3,2) 0 (C2,7) --- --- 2 C1
20 （C4,10) C3 C2,5) --- --- 2 C1
20 （C4,10) 0 (C3,15)(C2,5) --- --- 2 C1
25 （C4,5) 0 (C3,10) C2 --- 2 C1
25 （C4,5) 0 (C3,10) --- (C2,3) 1 C1




表 2-2 買い物離散事象システムの状態遷移表 
 
問 2-2 
 状態遷移表 2-2 において、時刻 30 の行の内容を書きなさい。 
 
2.6 DEVS 仕様 
  
 離散事象システム（discrete event system specification: DEVS）を以下のように定義する。
定義の具体例は、定義の次にある。DEVS 理論はアリゾナ大学の B. P. Zeigler によって
発展してきた。乱暴にいえば、離散変化する連続時間上のオートマトンを考えるために、
満期時間関数 ta を付け加えたものといえる。 
 
定義９:  Discrete event system specification :DEVS仕様、離散事象システム仕様 
 DEVS仕様Ｍは次の６つ組で与えられる： 
  M =< AM ,SM ,BM ,δM ,λM , ta >, 
                                            筑波大学 佐藤亮 
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AM   入力値の集合 
SM   疑似状態の集合（なぜ「疑似」と呼ぶかは後で説明する） 
BM   出力値の集合 
δM   疑似状態遷移関数（なぜ「疑似」と呼ぶかは後で説明する） 
λM   出力関数 
ta  満期時間関数（the time advance function 時間進め関数とも呼ぶ。） 
 それらは以下を満たすものとする。 
(1) ta : SM → T∞ ; ただし、T は時間軸集合（通常は実数）でありT∞ = T ∪{∞}である。 
(2) δM : QM × (AM ∪{Λ}) → SM   
 δM (s,e,Λ) = δΛ (s) for all (s,e) ∈ QM  
ただしQM = {(s,e) | s ∈ SM , 0 ≤ e ≤ ta(s)},  は空事象を表わす。（ AM  は空事象を含まな
い。）また δΛ : SM → SM である。ここで e  は疑似状態が s になってからの経過時間
(elapsed time) を表わす。関数 δΛ を（外部入力に依らない）内部状態遷移関数と呼ぶ。 






2.7 DEVS 仕様の例 
 
 図 2-1 の組立プロセスでは，離散事象システム仕様の定義のやM などがどのよう
な関数かを示す。 
 入力値は「（顧客の）注文」だけである。つまり AM  ＝｛注文｝。もし「引合い」とい
う入力も可能な場合には、 AM は２つの要素を持つ集合｛注文，引合い｝になる。 
 出力値を何にするかは分析の目的による。たとえば、各待ち行列の長さや、マシンが
加工しないでいる時間とか、あるいは加工中の時間であったりする。 
 SM はシステムの時間変化を記述するのに必要な情報である。まず、図 2-1 の AID に含
まれる活動と待ち行列について、表 2-1 のようにそれらの名前を属性に持つようなベク
トルを作り(ii')のようにする。ただし、外部入力である Cust の部分を取り去る。 
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(I') time OrdQ Stg MaSQ AssS MaBQ AssB SPtQ BPtQ Ass PrdQ Isp PWH
12 1 (1,9) 0 (1,9) 0 (1,9) 0 0 -Asm- 0 -Ins- 0
 
となり、次を意味する。 
 (i'のもつ情報) 活動 AssS の値が(1,9)ということは、 




合）が疑似状態集合 SM である。 
 システム全体の満期時間関数 ta(s)は疑似状態 s に含まれる各活動のうちで最近の終
了時刻までの時間となる。つまり、各活動の生起時刻と満期時間の和のうちで最小の時
刻までの残された時間となる。形式的に次のように定める。 
 活動 kが現在の作業を開始した時刻を tkとする。作業を一度も開始していない活動 k
については tk = −1とする。 
   t'= max{tStg , tAssS ,tAssB ,tAss,tIsp} 
とする。作業を行っていない活動 kについては tak (Λ) = ∞と定める。たとえば、taAss(Λ) = ∞
である。このとき 
   min{ taStg ( jk1) + tStg , taAssS ( jk2) + tAssS , taAssB ( jk 3) + tAssB , taAss( jk 4 ) + tAss, taIsp ( jk5) + tIsp } 
という最小値をもつ活動 aについて 
   ta(s) = taa ( j) + ta − t'  
と定める。したがって、疑似状態 s に対して ta(s)は最近に発生する内部イベントまで
の残り時間であるとも言い換えられる。 
 内部状態遷移関数 δΛ は，内部イベントが起こったときの現ジョブの終了と次ジョブ
の開始によるファイルの変化を記述する。ある活動 kがオブジェクトmについて作業中
であり、 ta(s) = tak (m) − t'のとき： 
  δM (s,e,Λ) = δΛ (s) = 次のようにする： 
[ （図 2.7 に示したように）活動 kの出力ファイルへ現ジョブmを加え，活動 kでの処理
を待つものが kの入力にあればあれば kの入力ファイルからひとつ取り出して、処理作業





 この新たな疑似状態 δΛ (s)  の経過時間は０である。 








 時刻 12 において注文が到着した時点で 
s = [ 1   (1,9)  0   (1,9)   0   (1,9)    0     0   -Asm-    0   -Ins-    0] 
であり、sになってからの経過時間 e は０である。このとき s の満期時間は、ta(s) =14-12 
= 2である。なぜなら taStg (1) + 9 =14 , taAssS (1) + 9 =14 , taAssB (1) + 9 =15であり、′ t = max{12, 
9, 9, 9, -1, -1} = 12 より ta(s) = 2となる。ただし、各活動が何番目のオブジェクトを作業し
ているかは無視しており、すべての待ち行列が FIFO で（先着順で）扱われているもの
としている。 
δΛ (s)  =δΛ ([  1  (1,9)  0  (1,9)  0  (1,9)   0   0  -Asm-   0   -Ins- 0]) 




  上記の s について、 ta(δΛ (s)) =1となることを示せ。 
 
 上で示した疑似状態 s の表示方法は、表２-1 と同等の情報を持っている。表２-1 では
時刻 12 の状況は次の(i)であった。 
 
(i) time (Cust) OrdQ Stg MaSQ AssS MaBQ AssB SPtQ BPtQ Ass PrdQ Isp PWH
12 odNo4(4) 1 1(2) 0 1(2) 0 1(3) 0 0 -Asm- 0 -Ins- 0
 
 
(I') time (Cust) OrdQ Stg MaSQ AssS MaBQ AssB SPtQ BPtQ Ass PrdQ Isp PWH
12 (odNo4,12) 1 (1,9) 0 (1,9) 0 (1,9) 0 0 -Asm- 0 -Ins- 0
 





 (i) 時刻 12 において 1( 2)ということは、あと２分後に処理終了 
     
 (i') 時刻 12 において小部品組立て活動 AssS の値が(1,9)ということは、 

















 離散事象システムは activity interactionn diagram (AID)という図的モデルや、discrete 
event system specification (DEVS) による集合論を使ったモデルで表現した。これらが時間






って、AID でモデル化された離散事象システムが DEVS として記述されることを述べた
                                                 
1
 本節は状態遷移の数学的（集合論的）記述でありはじめて読む場合には省略してよい。 
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続か離散のどちらかがある。これの組合せで図 2-9 のようになる。 














                図 2-9 時間システムの分類 
 状態遷移関数による記述は、他のモデル、たとえば、連続変化を記述する微分方程式
とか、あるいは 1秒、1 日おきや 1年ごとの変化を記述する差分方程式とはどういう位
置関係にあるだろうか。いずれも共通した状態遷移関数構造というべきものを持ってい
ることが示される。 
 離散事象システムの時間軸 T  は非負実数R+か、または、非負整数 Z +とする。r < sで
あるような r, s ∈ T  によって定まる区間 [r, s)  とは、それぞれ[r, s)  = {t | t ∈ T, r ≤ t < s}
である。 x  を T  からアルファベット Aへの時間関数とする（ x : T → A）。 シフト演算
子σ − tをσ − t (x tt ' )(k) = x tt ' (k + t), 0 ≤ k < t'−tと定める。同様にしてσ tをσ t (x)(k) = x(k − t),k ≥ t
と定める。 t ≤ t'なる任意の t,t'∈ Tについて関数 x の定義されている範囲を[t, t') に制限
したものを x |[t, t ' )とか x t t 'と書く。すなわち t ≤ τ < t'である任意のτについて x t t ' (τ ) = x(τ)。
以下では x0t , x t∞をそれぞれ x
t
, x tとも書く。 
 x  と x'を同じアルファベットへの任意の時間関数とする。このとき、任意の t ∈ Tを接
続点として新たな関数 x"を次のように定義する： 
x"(t") = x(t"), if t"< t





この x" を x tと x't  の連接(concatenation) と呼び、 x"= x t ⋅ x 'tと表わす。 
 さて、状態表現はシステムの動的側面をとらえるための概念枠組みである。 
連続時間システムの場合も、離散時間システムでも、離散事象システムでも共通するよ






連続時間システム S  
  (x,y) ∈ S  ⇔  任意の t  において、 
                  
dz
dt
= Fz + Gx
y = Hz
 
      ⇔  任意の tにおいて y(t) = H[eFt z(0) + eF (t−s)Gx(s)ds]0
t
∫  
離散時間システム  S  
  (x,y) ∈ S  ⇔  任意の k  において、 
        z(k +1) = Fz(k) + Gx(k), y(k) = Hz(k) + Jx(k)  





いずれの場合にも、初期状態 z(0)  と入力によって出力 yが決まることがわかる。さらに
よく見ると、状態 z(t) は初期状態 z(0)と x0tによって決まっている。 
このことを共通して状態遷移関数という関数で表現することができる。 
   
z(t) = φ0 t (z(0), x0t ) = eFtz(0) + eF(t − s)Gx(s)ds0
t
∫ （連続システムのとき） 












定義 10. 状態表現 
                                            筑波大学 佐藤亮 
 
34 
 時間システム YXS ×⊆ が入力値集合 A  と出力値集合Bを持つとする。 
 Φ = {φtt ' | φtt ' : C × X tt ' → C; ∀t,t'∈ T, t ≤ t'}, 
    µ : C × A → B 
とするとき 組 < Φ,µ >が S  の状態表現であるとは(i), (ii)の条件を満たすことである： 
 (i) 関数集合 Φ が下の(a), (b) を満たす： 
    (a) φtt"(c, x tt") = φt ' t"(φtt '(c, x tt ' ),x t ' t")   ただし t ≤ t'≤ t"かつ x tt" = x tt ' ⋅ x t ' t"  
          (b) φtt (c,x tt ) = c  
 (ii) (x,y) ∈ Sであることと、ある c ∈ Cがあってすべての t ∈ T  について 
                        y(t) = µ(φ0t (c, x0t ), x(t)) 
  が成立することが同値である。 
C  を< Φ,µ >の状態空間と呼ぶ。Φを（状態）遷移関数族、 その要素を状態遷移関数、µ
を出力関数と呼ぶ。（図 2-10参照） 
 
          














この定義で、たとえば、φtt"(c, x tt")というのは現在 t  の状態が c  のときに t  から t" の
間に入力列(セグメント) x tt" によって、時刻 t"でシステムが到達する状態がφtt"(c, x tt")で
あることを意図している。（図 2-11） 
 
図 2-11 入力による状態遷移 
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 状態遷移関数の中心的性質は、定義の(i) - (a) である。この性質を、状態遷移関数の半














図 2-13 状態による過去の履歴の表現 
 
結合性が意味することは、図 2-13 に示される。現在時刻が tで状態がcであるとする。状
態c1は過去の時刻 t1における状態であり、入力 ˆ x t1tによって状態cに到達した。また、別
の過去の時刻 t2において状態c2にあるときは入力 x't2tによってcに到達することができ
る。現在からの入力 x tt 'によって時刻 t'において新たな状態c'到達するが、これを見直す
と時刻 t1で状態c1から入力 ˆ x t1t ⋅ x tt 'によっても到達可能であり、また、時刻 t2で状態c2から
入力 x't2t ⋅x tt 'による到達も可能である。ここで、 (c1, ˆ x t1t )や (c2, x't2t )はこのシステムの過去
のいきさつであるとか過去の経緯と考えることができる。この際に、現在時刻 tで同一状
態cにあれば、そうした過去の経緯が異なっていてもそれ以降は同じ道をたどることが























に広く用いられている。 Mesarovic and Takahara(Abstract SystemsTheory, 1989)によれば時
間システムが因果的であることと、その時間システムに対して状態表現が可能であるこ
とは等価である。 
 遷移関数族 Φと出力関数 µとの組 < Φ,µ >が定義する入出力システムをRes(< Φ,µ >)
で表わす。すなわち、(x,y) が Res(< Φ,µ >)というシステムの入出力ペアであることを、
ある c ∈ C  があってすべての t ∈ T  について y(t) = µ(φ0t (c, x0t ), x(t)) であると定める。
< Φ,µ >が Sの状態表現であるときは、もちろんRes(< Φ,µ >)  = Sである。 
 
 オートマトンの場合には、[r,s) = {t | t ∈ T, r ≤ t < s} = {r, r +1, r + 2,..., s − 2, s −1}であるの
で、x0tは結局は入力値の並びそのものである。そして、一般状態遷移関数φ0t (c, x0t )はオ








我々は DEVS を使っている。当然、離散事象システムの時間的変化を表す DEVS につい
ても、DEVS によって工学的に「正しく」時間変化をとらえるために利用できることを
保証するためには、状態遷移関数が DEVS によって定まり、かつ、それが結合性を満た






2.8.2 DEVS 離散事象システムの状態遷移 
 
 任意の DEVS M =< AM ,SM ,BM ,δM ,λM , ta >を考える。以下では、DEVS の構成要素を
用いて状態遷移関数を構成する。 
入力：入力セグメント集合という集合ΩGを次で定める。 
ΩΛ = {Λ t : [0,t) → {Λ}, t ∈ T}  
ΩA = {at : [0,t) → AM ∪{Λ}, t ∈ T}、ただし atは次のような関数である: 
at (t') =
a, if t'= 0





ΩG = ΩA ∪ ΩΛ  
 
問 2-7 
 t = 3の場合の関数 atのグラフを示せ。 
 
状態遷移関数：疑似状態遷移関数 δM : QM × (AM ∪{Λ}) → SM の定義域を QM × ΩGに拡張
してδG : QM × ΩG → QM にする： 
δG : QM × ΩG → QM  
δG (s,e,Λ t ) =
(s,e + t), if e + t ≤ ta(s);





     （e + t > ta(s)  とはe + t  以内に s の内部処理が終了することを意味） 
δG (s,e,at ) = (δG (δM (s,e,a),0,Λ t )  
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もし有限時間消費条件を満たさない DEVS があったとすると、ある特別な内部状態 sに
ついては内部遷移を何回行っても ta(δΛ k (s)) = 0のままで満期であり続け、いつまでたって
もそれ以上の状態の変化をしないし時間が経過しないという異常なことになる。なお、
有限時間消費条件は Zeigler 著で legitimacy 性（定義の妥当性・正当性）として定義され
た条件と同値である。 
 この「状態遷移関数」が本当に状態遷移関数であるためには、オートマトンの場合と
同様に、δG+ : QM × ΩG* → QM と拡張されたものが、半群性を満たす必要がある。ただし、




状態出力関数： µ : QM × (AM ∪{Λ}) → QM を次で定義する：  
µ(s,e,z) =
(s,e), if z = Λ and e < ta(s);
(δΛ (s),0), if z = Λ and e = ta(s);














 DEVS から定まる離散事象システムの入力時間関数 Xを、値の集合を AM ∪{Λ}とす
る離散事象入力空間とする。ここで、は空イベントを意図するシンボルで、AM はΛを
含まないと仮定されている。また、離散事象入力空間とは、数学的には、 Xの任意の要
素と任意の区間[t, t')に対して x | [t ,t ' )= x t t 'の値のうちの x(t") ≠ Λとなるような時刻 t" は
有限個しかないことであると定める。（図 2-13参照） 
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 Xの任意の要素と任意の区間[t, t') に対しては x t t 'の左最長分解が存在する。ここで左
最長分解とは x t t 'の左から順にΩG = ΩA ∪ ΩΛの可能な要素をとり、その結合で x t t 'を表わ
すことである。上の図の場合、 x0 t ' = a
1
⋅ b2 ⋅ c 3 ⋅ d4  である。 
 



























図 2-13 離散事象入力の左最長分割 
 
任意の x tt ' ∈ X tt ' についてその定義域を D(x tt ')で表わす。つまりD(x tt ') = [t,t')である。 x0t
の左最長分解を x0t = a
1
⋅ b2 ⋅ ...⋅ c n  とする。 
したがって a1(0) = a、かつD(a1) = [0, t1)のとき τ (0 < τ < t1)について a1(τ) = Λ ;  
    b2(0) = b、かつD(b2) = [t1, t2)のとき τ (t1 < τ < t2)についてb2(τ ) = Λ ;    
などである。また、D(c n ) = [tn−1,t) , tn = tである。 
 
関数の集合Φ = {φtt ' | φtt ' : QM × X tt ' → QM ; ∀t,t'∈ T, t ≤ t'}を次のように定義する。  
φ0t (s, e, x t ) = δG (...(δG (δG (µ(s,e,a1(0)), Λ1), σ −t1 (b2)), ...), σ −tn−1 (c n )) 
φtt '(s, e, x tt ') = φ0τ (s, e, σ − t (x tt ' ))  
ここで τ = t'−tと定める。 
 
問 2-8 
 関数σ − t1 (b2)のグラフを示せ。 
 
 以下でこの関数が半群性をもつこと、したがって Φ が（時間不変な）状態遷移関数
の集合であることを示す。 
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 いま、例として x0tの左最長分解を a
1
⋅ b2 ⋅ c 3 ⋅ d 4として、半群性を示す。D(a1) = [0, t1) , 
D(b2) = [t1, t2), D(c 3) = [t2, t3) , D(d4 ) = [t3,t4 ) , t4 = tとする。 
 
時間不変性が定義によって成立しているので（つまりφtt '(s, e, x tt ') = φ0τ (s, e, σ − t (x tt ' ))であ
るので）、半群性を示すには 
φ0t (s, e, x t ) = φ t ' t (φ0t ' (s, e, x t '), x t ' t )が任意の t'  について成立することを示せば十分である。 
 
x t = x t ' ⋅ x t ' tであるが、 t'  が[0,t)のどこに位置するかによって２とおりに場合分けする。 
（１） x(t') ≠ Λのとき。 
（２） x(t') = Λのとき。 
 
（１）x(t') ≠ Λの場合。t'= t2のときを一般に仮定する。したがって今の場合 x(t') = cであ
る。 
























⋅ d 4である。 
φ0t2 (s,e, x t2 ) = φ0t2 (s,e, a1 ⋅ b2) 
 = δG (δG (µ(s,e, a1(0)), Λ1),σ − t1 (b2)) = (s',e')  
とおく。 
φ0t (s,e,x t ) = δG (δG (δG (δG (µ(s,e,a1(0)), Λ1), σ −t1 (b2)),σ − t2 (c 3)),σ − t3 (d4 ))  
 =δG (δG (s',e', σ − t2 (c 3)),σ − t3 (d4 )) 
φt ' t (φ0t ' (s,e,x t '), x t ' t ) = φ0t"(s',e',σ −t '(x t ' t ))  ( t"= t − t'とおいた) 
 = φ0t"(s',e',σ − t '(c 3 ⋅ d4 ))  
 =δG (δG (µ(s',e',σ − t2 (c 3)(0)), Λ3),σ − t3 (d4 ))  
 よってδG (s',e',σ − t2 (c 3))とδG (µ(s',e',σ − t2 (c 3)(0)), Λ3)が等しければよい。 
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σ − t2 (c 3)(0) = ctc =)( 23 より、 
δG (s',e',σ − t2 (c 3)) =δG (δM (s',e',c), 0, Λ3)=δG (µ(s',e',σ − t2 (c 3)(0)), Λ3)が成立する。 
 
（２） x(t') = Λのとき。 
1゜ t1 < t'< t2の場合を示す。 
















図 2-15  場合（２） 
 
2゜それぞれの入力の左最長分解は 
x t = a1 ⋅ b2 ⋅ c 3 ⋅ d4  
x t ' = a1 ⋅ bt1t'  
x t ' t = Λ t ' t2 ⋅ c
3
⋅ d4  
3゜このとき 
φ0t '(s,e, x t ' ) = φ0t2 (s,e,a1 ⋅ bt1t ')  
 =δG (δG (µ(s,e,a), Λ0t1 ), σ
− t1 (bt1t ' )) 
 =δG (δM (δG (µ(s,e,a), Λ0 t1 ), b), 0, σ
− t1 (Λ t1t ')) 
ここで、 s0 = δM (δG (µ(s,e,a), Λ0t1 ), b)とおくと、 
 φ0t '(s,e, x t ') = δG (s0, 0, σ − t1 (Λ t1t ')) 
となる。 
4゜一方、[t1,t2)において、図 2-16 のように内部遷移がおこるとする。つまり、  
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図 2-16  ３回の内部遷移 
 
5゜この時、 
δG (s0,0,σ − t1 (Λ t1t2))＝δG (δΛ (s0),0, σ
−t1 − ta(s0 )(Λ [ t1 + ta(s0 ),t2 )))  
   =δG (δΛ2 (s0),0, σ −t1 − ta(s0 )− ta(δ Λ (s0 ))(Λ [ t1 + ta(s0 )+ ta(δ Λ (s0 )),t2 )))  
   =δG (δΛ3 (s0),0, σ −t1 − ta(s0 )− ta(δ Λ (s0 ))− ta(δ Λ
2 (s0 ))(Λ [ t1 + ta(s0 )+ ta(δ Λ (s0 ))+ ta(δ Λ 2 (s0 )),t2 )))  
   = (δΛ3 (s0), t2 − [t1 + ta(s0) + ta(δΛ (s0)) + ta(δΛ 2(s0))] )  
である。 
6゜同様にして、3゜の計算を続けると 
 φ0t '(s,e, x t' )  =δG (s0,0,σ − t1 (Λ t1t '))  = (δΛ (s0), t '−[t1 + ta(s0)] )  
を得る。 
7゜よって、Φの定義を使って次式を得る： 
φt ' t (φ0t ' (s,e, x t '), x t' t ) = φ t' t (δΛ (s0), t'−[t1 + ta(s0)],σ − t ' (Λ t ' t2⋅ c 3 ⋅ d4 )) （Q6゜） 
      =δG (δG (δG (δΛ (s0), t'−[t1 + ta(s0)],σ − t '(Λ t' t2) ),σ − t2 (c 3) ),σ − t3 (d 4 )) 
8゜この式の内部遷移を計算すると、 
δG (δΛ (s0),t'−[t1 + ta(s0)],σ − t ' (Λ t ' t2))  
  = δG (δΛ2 (s0), 0, σ −[ t1 + ta(s0 )+ ta(δ Λ (s0 ))](Λ [ t1 + ta(s0 )+ ta(δ Λ (s0 )), t2 )))  
    （Q t'+ta(δΛ (s0)) − (t'−[t1 + ta(s0)]) = t1 + ta(s0) + ta(δΛ (s0))より） 
  = δG (δΛ2 (s0), 0, Λ[0, t2 − t1 − ta(s0 )− ta(δ Λ (s0 )) )))  
=δG (s0, 0, σ − t1 (Λ t1t2))  （Q GΩ の定義より） 
9゜よって、 
φt ' t (φ0t ' (s,e,x t '), x t ' t ) = φ0t"(s',e',σ −t '(x t ' t )) 
 =δG (δG (δG (s0, 0,σ −t1 (Λ t1t2)),σ − t2 (c 3)),σ − t3 (d4 )) （Q7゜, 8゜） 
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 = δG (δG (δG (δM (δG (µ(s,e,a), Λ0t1 ), b), 0,σ − t1 (Λ t1t2)),σ − t2 (c 3)),σ − t3 (d4 ))  
                   (Q3゜による s0 の置き換え） 
 = δG (δG (δG (δG (µ(s,e,a), Λ0t1 ),σ − t1 (bt2 )),σ − t2 (c 3)), σ −t3 (d4 )) （Q δGの定義） 
 = φ0t (s, e, x t ) （Q φ0tの定義） 
 







ることがわかった。全体的な構成を絵で描くと図 2-17 となる。 
 
      








図 2-17  DEVS から構成される状態表現 
 
DEVS 仕様Ｍは６つ組で M =< AM ,SM ,BM ,δM ,λM , ta >で定義されるが、これまでのことか
ら、有限時間消費な DEVS については、状態遷移関数の拡張が常に可能であり、それが
あれば DEVS が定める離散事象システムの状態遷移関数< Φ,µ >が常に定まる。 
 また、状態をそのまま出力する< Φ,µ >という状態表現を考えるときには、もともとの
出力関数 Mλ は不必要なので、DEVS を単に< SM ,δM ,ta >とかくことも、さらに添字 Mを
省略して< S,δ, ta >とかくこともある。DEVS に対して定まる< Φ,µ >という状態遷移メカ
ニズムを DEVS の状態システムと呼び、SDとかく。ダイナミックスを表すという意味で
D という添字を使っている。 SD = Res(< Φ,µ >)であって、 
(x,z) ∈ SD ⊆ X × (QM T ) ⇔ 
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を X1 から X8 までとする。 
部品：表紙が４種類ある。中紙が２種類ある。 
 





















図 2-19  クリスマスカードの部品構成表 
 
３．製造手順 (routing) 


















図 2-20  作業手順 




（１）最初の人  No.1---原料供給の倉庫係 
まだ折り畳んでいない 3 種類の箱に折る紙を 2 ヶ所の組立準備工程へ供給する。 
供給量は顧客からの受注量を考慮して決めるが，できるだけ余分な材料を教官倉庫から
取りださないことを目標とする。 














（５）No.5 の人---- 製品の検査と出荷 
製品となったカードについて，いくつかの点を検査して顧客に出荷する。 
次の点をチェックする： 
  紙がきちんと折れていること。 
  折り線が中央にあること， 
検査日報にカードの種類と数を記入し保持する。 
製品を注文ごとにまとめて顧客のところに運ぶ。 






































班名，台紙材料 SP1, SP2，台紙部品 B1，B2，表紙材料，表紙部品 F1, F2, F3, F4，組立品
X1, X2, X3, X4, X5, X6, X7, X8, 完成オーダー番号列） 
6-3. 分析 







 ４. ボトルネックとなる工程 
 ５. 全体的なビジネスプロセス管理のしやすさ 
 
７．生産方式２：カンバンによる生産管理 














































品番   B１ 
 
品名  台紙 
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 次の説明は、購買手続きについての概要である（H. Pickle and R. Abrahamson著, Small 






















































は TH データモデリング機能を使う。TH は穂鷹良介著「データベースシステムとデ
ータモデル」や椿正明著「概念データモデル」においてオリジナルなアイデアが提
案されている。本書では、基本的部分のみを取り出した簡略版 TH を使うので、もと
の本格的 TH と区別するために DAE データモデルと呼ぶ（ドメイン-アトリビュート
-エンティティ）。 












TH や DAE は実用的である。SAP R/3 のような統合基幹情報システム(ERP - enterprise 
resource planning パッケージ）はデータベース管理ソフトウエアの上に、実務向けレ
ディーメイドの部品表や注文表等の主要なデータのテーブルを持つ。全部で 10,000
以上のテーブルを持ち、主要なものだけでも 3,000 から 4,000 ものテーブルから成る。
R/3 のデータモデル図をエンドユーザが見ることができ、そのデータモデリング機能








モデリング入門、日本実業出版社）のように ER のリレーションシップを TH と同じ
立場から限定して使い、その結果、実質的に TH と同様のデータモデルを得られるよ
うな本が出て、かなり成功した本となっている。なお、TH（DAE)とデータモデリン
グ機能である ER や UML のクラス図との相互関連は４節で説明する。 
 



























 DBMSは多くのソフトウエア製品として利用可能である。Oracle, SQL server, DB2, 






















し、それらの EDI のためのデータモデルは、図 3-2 の応用データベースのテーブル
定義の部分に対応する表現となっており、伝票で用いる属性を表すデータ項目と桁
数などが規定されている。 










      
 
      図 3-2  データモデルはデータベースの設計図 
 
3.2 DAE データモデリング機能 
























































































































学籍番号 氏名 氏名よみ 
228019 武田信玄 たけだしんげん 
228021 武田信義 たけだのぶよし 
… … … 
 





            
y
a a a a



























          図 3-4   表による管理実体型の実現 
 
 管理実体型 y という表の属性が{a
 1, a 2, a 3, a 4 }であることを A(y) = {a1, a2, a3, a4 }




のであり、図 3-4 では１行目のデータは(v11 , v12 , v13 , v14 )という並び(list) で表され
る。また、y 表の主キーが a であることを key(y ) = a と表す。いくつかの属性の組









集合とするときに dom(氏名) = 「名前」と表す。属性の取りうる値は、現実世界を
記述するときに人間にとって意味を持つようなある集合の要素である。その集合が
ドメインということである。 
 大学の学生一覧表（図 3-3）の例のように学生管理実体型をテーブルとして DBMS
で実現するときには、ドメイン「名前」は string のようなデータ型となる。 
 異なる属性が同じドメインを持つことも当然ありうる。たとえば、教科書管理実

























学籍番号 氏名 氏名よみ 
228019 武田信玄 たけだしんげん 
228021 武田信義 たけだのぶよし 
… … … 





受注番号 顧客＃ 受注日 受付従業員 
3022998 232901 1999/12/23 8091 
… … … … 
… … … … 
図 3-5(b) 受注は顧客から来る 




顧客番号 会社名 会社名よみ 代表連絡先 
1025 MedServe メッドサーブ 029-345-1001 
























ここで、「受注.顧客」などは、属性 A が管理実体型 B のものであることを明示する
ための B.A という表現の例である。 
 一般に、ある管理実体型 A の主キー属性の値だけを取りうるような属性を持った
管理実体型 B があるときに、B は A を参照すると定義する（穂鷹著, 1989）。同じ
ことをいい換えていくつかの言い方がされている： 
・ Bのその属性は A（の主キー）を参照する。 
・ Bのその属性は、Aからの参照キーである。 
・ B管理実体型は A管理実体型を参照する。 
・ Aと Bには参照関係がある。Bと Aには参照関係がある。 
 
 参照関係で重要な点は、受注の顧客のように、B が参照するのは、必ず他の管理
























































学籍番号 ログイン名 氏名 氏名よみ
… … … …
































 参照キーや継承関係を TH で図 3-7 のようにも描くことがある。 
 





                    継承関係の別の表示法 
 










能を使って得られたデータの設計図である。TH と同様に DAE データモデリング機
能はあらゆるデータをモデル化できるので、DAE データモデリング機能を使ってメ
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属性識別子 属性名 管理実体型 ドメイン キー性
1 学籍番号 50001 11 Y
2 氏名よみ 50001 12
3 氏名 50001 12
4 学生 50002 11
5 メールアドレス 50002 14 Y
6 学籍番号 50003 11 Y
7 氏名よみ 50003 12
8 氏名 50003 13
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       図 13-12 同じ本が 3冊ある場合の出力例 
 
データモデルのチェック！ 




問 3-2 伝票のデータモデル 
 





























商品コード 納品数 単価 金額
1 2300750 2 2,250 4,500















                         図 13-13 納品書 
 
 
問 3-3  階層図のデータモデル 
 





















          図 13-14 組織階層 
 






















































    人の趣味 
   人  趣味群 
 田中  碁，将棋，テニス 
 大田  碁，水泳 
 木村  テニス，水泳 
 





       受注控え 
 顧客番号   顧客名 品目番号  数量  品名 
 I025   50  サンドぺーパ 25番 





 S153   15  S 社水性ペイント黄 3L 
 P321   35  Ｐ社油性ペイント赤 1L 
 2030  青木工業 
 S166   23  S 社水性ペイント緑 6L 
 3040  トミカワ  N216  155  Ｎ社殺虫剤小 




   では、どうすれば第１正規形になるか？ 
 
図 3-15 を第 1 正規形にする：図 3-15 は主キーがないので、新たに「人の趣味＃」属
性を主キーとする。図 3-17 のようになる。 
 
 
    人の趣味 
人の趣味＃ 人 趣味 
1 田中 碁 
2 田中 将棋 
3 田中 テニス 
4 大田 碁 
5 大田 水泳 
6 木村 テニス 
7 木村 水泳 
 
    図 3-17  （図 3-15 を）第 1 正規形に直した表 
 
図 3-16 を第 1 正規形にすることを考える。主キーは、誰がどの品目を注文したかと
いうことを表すための属性の組 [顧客番号，品目番号] として，単純にそれらが各






       受注控え 
 顧客番号   顧客名 品目番号  数量  品名 
 1150  川田商店  I025   50  サンドぺーパ 25番 
 1150  川田商店  P321   23  Ｐ社油性ペイント赤 1L 
 1150  川田商店  S153   15  S 社水性ペイント黄 3L 
 2030  青木工業  P321   35  Ｐ社油性ペイント赤 1L 
 2030  青木工業  S166   23  S 社水性ペイント緑 6L 
 3040  トミカワ  N216  155  Ｎ社殺虫剤小 
       図 3-18（図 3-16 を）第 1 正規形に直した表 
 
 
3.4.2 第 3 正規形 
 












 表において、ある属性 X の値が決まると、対応する別の属性 A の値が一意にきま
るとき、A は X に関数従属であるという。 














図 3-17 は、主キーがただ一つの属性だけからなるので、第 1 正規形であると同時に


















 次の図 3-19 のデータモデルであらわされる表は、第 2 正規形であるが、第 3 正規
形ではない表の例である。ただし属性のドメインは省略した。 
 












   図 3-19 宿泊予約 (カッツ：情報システムの分析と設計） 
 
問 3-8 

















とそうではない。たとえば、前出の図 3-17「人の趣味」のデータモデルを考える。  





することにしたとする。これが図 3-20 である。こんどは第 2 正規形ではなくなって
いる。 
 
    人の趣味 
人の趣味＃ 人＃ 人名 趣味 
1 1 田中 碁 
2 1 田中 将棋 
3 2 田中 テニス 
4 3 大田 碁 
5 3 大田 水泳 
6 4 木村 テニス 
7 5 木村 水泳 
 
    図 3-20. 同姓同名を識別できるようにした「人の趣味」表 
 
 結局は、図 3-21 のように、趣味についても人名と同じようにあつかって，合計で











































































3.5  TH と ERM と UML の関係 
 
 データモデルとしては Chen（陳）氏の ER データモデリング機能が世界的によく
























 以下の図 3-22 には、TH(や DAE)と ER と UML のクラス図の相互的対応を直感的
に示してある。 
 UML ではクラスは大きく 2種類ある。データモデルが対象とする管理実体型を記
述するクラスと、ユーザインターフェイスと関連する変数データ（オブジェクト）



























UML でも、モノや事象を何でもentity type や 







図 3-22 TH や DAE、ER、UML のクラス図の対応関係 
 
3.6 データモデルの定式化 






















































































weak entity relationや 













 ETS：実体型(entity type）を要素とする集合で，実体型集合と呼ぶ。 
 DS：ドメインを要素とする集合で，ドメイン集合と呼ぶ。 








 S : DS → Ρ(ES) 
   ここでΡ(ES)は ESの全ての部分集合を要素とする集合でべき集と呼ばれる。 
 FT : KS → FTS；ファイル型関数と呼ぶ。全射的とする。 KSの要素 xに対し，
FT(x)を xのファイル型と呼ぶ。 
 A : FTS → Ρ(AS)；属性関数と呼ぶ。   A(FT(x)) = {a1,L,an} とするとき、各 ai を
FT(x)の属性と呼ぶ。 
 dom : AS → DS；ドメイン関数と呼ぶ。 dom(a)を aのドメインと呼ぶ。 
 File = { f : FTS → LES | f はファイル内容関数}。ここで f  がファイル内容関数で
あるとは、任意のKSの要素 xに対して、  A(FT(x)) = {a1,L,an}とするとき f (FT(x))
が   f (FT(x)) ⊆ S(dom(a1)) ×L× S(dom(an )) を満たすことである。 f (FT(x))は実質的
にある時点におけるFT(x)の中身を表現するものである。 
 V f : f (FTS) × AS → S(DS) という関数を各ファイル内容関数 f  に対して次のよ
うに定義する。  A(FT(x)) = {a1,L,an}とする。 f (FT(x))の任意の要素 y と A(FT(x))の
任意の要素 aiに対して、V f (y, ai)は S(dom(ai))の要素であること。この関数V f  は f  
が文脈から明らかなときには、単にV  とかく。 
 
なお、以下の条件が成立しているものとする； 
   ETS = DS ∪ FTS  (直和とする。つまり、DS ∩ FTSは空集合。) 




   LES=∪｛  Ρ(S(dom(a1)) ×L× S(dom(an )))｜KSのある要素 xについて
















                             
                  図 3-23.  The DAE データモデル) 
      
３) ２種類の一貫性保持条件 
定義：主キー(primary key) 
key : FTS → ASは、次の２条件を満たす関数である。 
 1) dom(key(FT(x))) = xを満足する、 
 2) ファイル型 y = FT(x)に対してキー(または主キー)を与える関数である。 
ここで key(y)がファイル型 yのキーであるとは； 
  任意のファイル内容関数 f と、任意の z1,z2 ∈ f (FT(x))に対して 
        [ V f (z1,key(y)) = V f (z2,key(y))⇒ z1 = z2 ] 
 
定義：参照キー(参照整合性) 
  任意の x1,x2 ∈ KSをとる。 
  a ∈ A(FT(x2))が、FT(x2)のFT(x1)からの参照キー(Ｒキー、または外部キー)で
あるとは、 
 1) dom(key(FT(x1))) = dom(a) = x1 かつ、 
 2) 任意の f に対し、 
   f (FT(x2)).a ⊆ f (FT(x1).key(FT(x1))   つまり 
      V f ( f (FT(x2)),a) ⊆ V f ( f (FT(x1)),key(FT(x1))) 
 








 REFER ⊆ AS × AS 
  (a,b) ∈ REFERとは、ある x1,x2 ∈ KSがあって次の２条件を満たすこと： 
 1) a ∈ A(FT(x2)) かつb = key(FT(x1)) 
 2) aがFT(x2)のFT(x1)へのＲキーである。 
 
定義 継承(inheritance)整合性 
  x1,x2 ∈ KSをとる。 
  FT(x1)はFT(x2)の部分ファイル型、あるいはFT(x2)はFT(x1)の汎ファイル型、
あるいは、FT(x1)はFT(x2)の属性を継承するとは、 
 1) 任意の f ∈ Fileに対して、 
      V f ( f (FT(x1)), key(FT(x1))) ⊆ V f ( f (FT(x2)), key(FT(x2))); 
     ファイル内容 f (FT(x1))の任意の組 yに対して、 yのキー値と等しいキー値を持
つ f (FT(x2))の組 zがある、かつ、 
 2) A(FT(x1)) −{key(FT(x1)} ⊆ A(FT(x2)) −{key(FT(x2)}; 
     FT(x1)は FT(x2)のキー以外の属性を含む、つまり、 FT(x1)はキー以外の属性
を継承する、かつ、 
 3) 任意の a ∈ A(FT(x2)) −{key(FT(x2))}, y1 ∈ f (FT(x1))， y2 ∈ f (FT(x2))に対し
て、 
    V f (y1, key(FT(x1))) ⊆ V f (y2, key(FT(x2)))ならばV f (y1,a) ⊆ V f (y2, a)； 
   FT(x2)のキー値以外の継承属性値は一致する。 
 
上のとき、FT(x1) FT(x2)，FT(x1) inherits  FT(x2)とかく。 
 
定義 継承関係 
 INHRT ⊆ FTS × FTSを z1 inherits z2で定める。 
 
命題 
   任意の x1,x2 ∈ KSに対して 
  FT(x1)  FT(x2) ならば、FT(x1)    FT(x2)。 
 
x1,x2 ∈ DSをとる。 x1が x2の部分型(あるいは x2は x1の汎型)であるとは、 
  S(x1) ⊆ S(x2)であること。 
 





x1， x2がFTSの要素の時は、 x1  x2をFT(x1)  FT(x2)で定める。 
 
ISA ⊆ DS × DS 
  (x1,x2) ∈ ISA を x1 isa x2 で定める。 
 
定義  排他的専化 
y1,y2が y の互いに排他的な専化であるとは 






















4 章 結合離散事象システムと業務取引システム 
 












 結合方法は基本的には activity interaction diagram (AID) による方法である。
AID の中のひとつの活動がひとつの離散事象システムすなわち DEVS であり、






4.2  結合離散事象システムの構成規則 
 





  ２つ以上の DEVS を結合するとき、必ず待ち行列変数を介して結合する。





  出力だけを持ち入力のない DEVS も存在する。ジェネレータと呼ばれる。 
規則３： 
  入力変数を持つ DEVS は、その DEVS へのすべての入力変数によって定め
られた条件が成立するか否かによって、その DEVS が活動を開始できるかどう
かが定まる。入力変数を持つ DEVS を内部 DEVS と呼ぶ。 
 
 結合離散事象システムを DEVS 結合システムとも呼ぶ。規則２の入力変数の




・ひとつの構成要素をひとつの DEVS としてモデル化する。 
 取引先（で請求書発行）、仕入れ（を記録）、請求書照合、決裁、手形作成と
いった活動が、DEVS としてモデル化される。 















































































図 4-3.  機械加工工程 
 
 図 4-2 のAIDで表現された買掛金決済プロセスの遷移表は表 4-1 となる。各活
動はDEVSであり、満期時間は表のtaの欄にあるとおり、取引先による請求書発
行、仕入れ、請求書照合、決裁について、それぞれ 15, 7, 10, 29 である。また、
第 2 章での議論との類似性をこの状態遷移表に当てはめると、買掛金決済プロ























時刻 取引先 請求書 Q  仕入係 仕入記録 Q  照合担当 照合  照合済請求 Q 決裁担当 Q  決裁  決裁済請求 Q 
ta   15       7             10               29 
 
220 (1,210) 0 (1,217) 115 1 -照合- 10 0 (1,203) 7 
224 (1,210) 0 (1,224) 116 1 -照合- 10 0 (1,203) 7 
225 (1,225) 1 (1,224) 116 1 -照合- 10 0 (1,203) 7 
225 (1,225) 0 (1,224) 115 0 (1,225) 10 0 (1,203) 7 
231 (1,225) 0 (1,231) 116 0 (1,225) 10 0 (1,203) 7 
232 (1,225) 0 (1,231) 116 0 (1,225) 10 1 -決裁- 8 
232 (1,225) 0 (1,231) 116 0 (1,225) 9 0 (1,232) 8 
表 4-1. 買掛金決裁プロセスの状態遷移表の一部 
 
取引先 請求書Q  仕入係  仕入記録Q  照合担当  照合  照合済請求Q 決済担当Q  決済  決裁済請求Q 
(1,210)    0   (1,217)     115       1     -照合-     10        0      (1,203)      7 
図 4-4. 買掛金決裁プロセスの疑似状態 
 
 また、機械加工工程の離散事象プロセスの場合も全く同じ方法で表現するこ
とができて、製造指図であるジョブ以外に、図 4-３の AID モデルに対応して次




ジョブ マシン A 待ち マシン A で   マシン A マシン B 待ち マシン B で   マシン B 完成品 
の到着 ジョブ列    加工する      の空き  ジョブ列   加工する   の空き 
(jn+1,       j
ｋ
,       (jk
ｰ
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          …                                       j
ｍー２
 
































4.3  DEVS 結合システムの定義 
 
 ビジネスプロセスのモデル作成や分析の精確な議論を可能にするために、ま




Q = {q : Qid → NaturalNumber}：各待ち行列の状況はひとつの関数で表現できる。






 活動や部署は DEVS として扱われる。つまり、それぞれが個別の DEVS であ







 E  外生トランザクションを要素とする有限集合。 










 Qid = {q1,q2,q3}とするとき、べき集合P(Qid )はどうなるか。 
 
定義２ 内生トランザクション 
 A  内生トランザクションを要素とする有限集合。 
 fAK : A → P(Qid )+ 内生トランザクションが終了したり開始したりしたとき、
あらかじめ決められた待ち行列が更新される。内生トランザクションが開始や
終了したときに影響する待ち行列を表わす関数。 
 fKA : A → P(Qid )+ 内生トランザクションが開始するための条件が書かれてい
る待ち行列を指定する。 
 
 fAK は活動から出て行く矢印を表現し、逆に、 fKA は活動に入ってくる矢印を
表わす。 












       fKA (a1) = {q1}, fAK (a1) = {q2}, fEK (e1) = fEK (e2) = {q1}  
図 4-6 DEVS 結合システムの静的表現の例 
 
問 4-2 
 図 4-2 において fAK (請求照合)の値は何か。また、 fKA (請求照合)の値は何か。 
 
定義 3 DEVS 結合システムの静的表現 
 待ち行列システム、外生トランザクション、内生トランザクションからなる
< Q, E, A, fEK , fAK , fKA >という組を DEVS 結合システムの静的表現という； 
 
 DEVS 結合システムの静的表現は AID であり（図 4-6）、その AID を集合表現
したものが定義３である。図 4-2 の買掛金決済プロセスの AID においては、ジ
ェネレータからの出力となっている結合変数は、図 4-2 の「取引先」の出力にあ
る「請求書」のように関数 fEK : E → P(Qid )+で表現される。たとえば fEK(取引
先 ) = {請求書}である。同様に、内部 DEVS の出力となる結合変数は関数 
fAK : A → P(Qid )+で表現される。たとえば fAK (請求書照合) ={照合担当、照合済
請求書 }である。さらに、内部 DEVS への入力となる結合変数は関数 
fKA : A → P(Qid )+で表現する。たとえば、 fKA(請求書照合) = {請求書、仕入れ記
録、照合担当｝である。結合待ち行列ベクトルQはQid  を結合変数の名前の集合
とするとき、Q = {q : Qid → NaturalNumber}であった。図 4-2 の例では、Qid = {請
求書, 仕入れ記録, 照合担当, 照合済請求書, 決裁担当者, 決裁済請求書}である。 
  
 次に DEVS 結合システムの動的構造の定義をしていく。DEVS 結合システム
は規則２によって外部入力もジェネレータ DEVS としてモデル化されているの





































)    7 
図４-７.買掛金決裁プロセスの疑似状態 
 
 この例では、DEVSは４つ存在する。取引先DEVS MA = >< AAA taS ,,δ 、仕入
係DEVS MB = >< BBB taS ,,δ 、照合DEVS MC = < SC ,δC , taC >、決裁DEVS 
MD = < SD,δD,taD >の４つであり、取引先DEVSと仕入係DEVSはジェネレータ
DEVSである。上ではg
取






































tk + tak (sk )とし、さらに、t'= max{t取, t仕入, t照合, t決裁}とするとき、 
ta(s) = tk + tak (sk ) − t' 
によって、 s の次にイベントが起こるまでの時間を得ることができる。 
 これらを形式的に DEVS としてまとめると、結合システム全体 M =< S,δ, ta >は
次のように定義される。E ∪ Aの要素それぞれに対応する DEVS がある。Eの要
素に対応するものを外部 DEVS やジェネレータ, Aのそれを内部 DEVS とよぶ。 
 疑似状態はS = (SA × T ∞ ) × (SB × T ∞) × Q × (T ∞ )2であり、その任意のひとつの要
素はs = (gA, tA, gB,tB,q, tC ,tD)  である。ここで時間集合T∞ = T ∪{∞}、tA, tBはそれぞ





ことである。また、たとえばMCについてsC = q | fAK (C)∪ f KA(C )が成立しており、sCは
結合変数qの中で、Cという内部 DEVS に関係する入力・出力結合変数だけを取
りだしたものである。 
 tC が内部 DEVS MCの開始時間であるとは、MCが疑似状態sCになった時刻の
ことである。 
 システム全体の時間進め関数 
∞→ TSta : の定義は 
s = (gA, tA, gB,tB,q, tC ,tD)とするとき、 
   ta(s) = tak (sk ) + tk − t'(s)  
ただし tak (sk ) + tk = min{taA (gA ) + tA , taB (gB ) + tB , taC (sC ) + tC , taD (sD ) + tD}, 
t' (s) = max{tA, ...,tD}である。 
 
問 4-3 
 表 4-1 の time = 231 の行の状況を sとするとき ta(s), t'(s)をそれぞれ示せ。 
 
 結合 DEVS システム 全体の状態遷移 δ は、下図のフローチャートのように遷
移する。つまり結合 DEVS もひとつの DEVS となる。そして、それ自身がまた、
他の DEVS の構成要素となってさらに大きな DEVS を構成できる。こうしてい































 以上の例示をもとにして、一般の結合 DEVS システムの静的構造
< Q, E, A, fEK , fAK , fKA >に対応する動的構造 M =< S,δ, ta >を定義する。 
 全体システム中にあるジェネレータの集合が E である。Eの要素数は、つま
りジェネレータの個数はm とする。内部 DEVS の個数をnとする。結合変数全体
からなるベクトルがQ = {q : Qid → NaturalNumber}であり、Qは待ち行列のつくる
ベクトルである。 m 個のジェネレータそれぞれは e ∈E を添え字として、
Ge =< Se ,δe,tae >とかける。 n個の内部活動 DEVS は  a ∈ A を添え字として
Ma =< Sa ,δa ,taa >とかける。 
疑似状態 S = (
e ∈E
× (Se × T∞)) × Q × (T∞)n  
Sの要素はs = ((s1,t1 ),..., (sm ,tm ), q, e1,e2 ,...,en)とかける。 ここで各 te  はジェネレ
ータ Geが疑似状態 se になった時刻であり、ea は内部 DEVS  Maが疑似状態 sa
になった時刻である。 
 
時間進め関数 ta : S → T∞  
s = ((s1,t1 ),..., (sm ,tm ), q, e1,e2 ,...,en)に対して、 
   )(')()( sttstasta kkk −+=  
ただし、 tak (sk ) + tk = min
e ∈ E , a ∈ A
{tae (se ) + te, taa (sa ) + ea}, t'(s) = max{t1,...,tm,e1,...,en}で
ある。ここで sa = q | fAK (a )∪ fKA (a )つまり、saは結合変数 q の中で、a という内部 DEVS
に関係する（入力と出力）結合変数だけを取りだしたものである。 
 内部状態遷移関数 δ : S → S  
満期になる（現在の状態を終了すべき）ジェネレータや活動を due(s) とする。
それらの活動を終了するイベントと他の活動の開始イベントを実行して新たな
擬似状態 )(sδ となるように、全体 DEVS システムの内部状態遷移関数 δ : S → S
を下記のように定める。 
s = ((s1,t1 ),..., (sm ,tm ), q, e1,e2 ,...,en)とするとき 
 due(s) ={k ∈E ∪ A | tak(sk ) + tk = min
e ∈ E, a ∈A
{tae(se) + te, taa(qa ) + ea} 
 δ((s1,t1),..., (sm , tm), q, e1,e2, ...,en ) = ((s' 1 ,t '1 ), ..., (s'm ,t 'm ), q' , e' 1 ,e' 2 , ...,e'n ) というこ
とは次のとおり： 
    (s'e ,t'e ) =
(δe (se, te ), te + ta(s)), if e ∈ due(s)








    q' = fQ( fFinQVal (q, due(s))), 
    
  
e' j =
e j + ta(s), if j ∈ due(s) ∪
k= 0
∞








fFinQVal : Q ∪ P(A ∪ E) → Q  


















   fQ (q) =
q, if fQA (q) = empty














(2) 活動 aが開始されない状況では、全体ファイルの更新は活動 aの満期時
間に無関係であること。つまり： 
 任意のu ∈P(A)とa ∈ A  に対して、a ∉ fQA (qa )ならば、 
         taa (q | f AK (a)∪ fKA (a)) = taa( fQ[ fStQVal (q,u)] | f AK (a)∪ f KA (a))であること。 
                  （結合 DEVS システムの定義終わり） 
 
上で、条件(1) は、完了した活動が a だけのとき、それによる待ち行列システム
を変更した値である fQ[ fFinQVal (q,{a})] | fAK (a)∪ f KA (a )は、構成要素 aの状態遷移関数で
あるδaによって変更した値δa (a)であることを要求する。条件(2) は、活動 aが開
始されないときには、その aの満期時間 taa (qa )は、他の活動によって起こる待ち
行列システムの変更の影響を受けないことを示す。つまり、変更後の値である 
      taa ( fQ ( fStQVal (q,u)) | fAK (a)∪ f KA (a))  
は、変更前の満期時間である taa (q | fAK (a )∪ fKA (a ))と同じ値であることを要求する。 
内部活動実行関数 fQは、定義式の中に fQが使われて再帰的に定義されているが、
後述の定理１が成立するので、定義は well-defined である。 
 
 図 4-2 の買掛金決済プロセスの AID に対する上記の各関数の具体形を、内部
DEVS として a =「請求書照合」について示す。静的構造の例で見たように、 
  fAK (a)U fKA(a) =  {請求書, 仕入れ記録, 照合担当, 照合済請求書｝である。任意
の待ち行列の状況q ∈Qに対して、内部活動選択関数の定義は次のとおりである。 
a ∈ fQA (q) ⇔照合を待つ請求書があり、照合担当の手が空いていて、かつ、請求
と照合すべき仕入れ記録があること 
⇔ q(請求書) ≥1,  q(照合担当) ≥1,かつq(仕入れ記録) ≥1  




定義 4 DEVS 結合システムの動的構造 
 任意の DEVS 結合システムの静的表現として、待ち行列システム、外生トラ
ンザクション、内生トランザクションからなる< Q, E, A, fEK , fAK , fKA >という組を
考える。この DEVS 結合システムの静的表現に対して、上記のような条件を満










 次の定理によって、結合 DEVS システムの動的構造は確かに状態表現となっ
ている。つまり結合 DEVS システム自体が、全体として動的構造で表現される
状態遷移をする DEVS であることを示せる。 
 
定理１ 
 任意の DEVS 結合システムにおいてすべての外部 DEVS と内部 DEVS が有限
時間消費を満たすとする。このとき、どんな状態からも有限個の活動だけが開
始可能であるならば、全体の結合 DEVS システムも有限時間消費を満たし、し
たがって< S,δ, ta >は状態表現となる。すなわち： 
もし、ある正整数 pがあって、 
  k= 0
∞
U fQA ( fDispatch k ( fQueVal (q, due(s)))) =
k= 0
p
U fQA ( fDispatch k ( fQueVal (q, due(s))))  
が成立するなら、全体としての結合 DEVS < S,δ, ta >も有限時間消費を満たす。 
 
(定理の証明) 
外部 DEVS(ジェネレータ)の個数をm とし、内部 DEVS の個数をnとする。結合
DEVS < S,δ, ta >が有限時間消費であることを、次の形で示す。 
「任意の正の時間∆ > 0と、 k ≥ 0と s ∈ S  に対して、適当な整数 h ≥ 0があって、
ta(δ p (s)) ≥ ∆
p= k+1
k+m +n +h
∑ が成立する。」これがいえれば、全体 DEVS システムの状態遷
移関数は well-defined になる。 
 証明の基本的考え方は、(1) m + n +1の状態遷移をしたとすると、m + n個しか









(1) 任意の k ≥ 0と s ∈ Sをとる。s = ((s1,t1 ),..., (sm ,tm ), q, e1,e2 ,...,en)に対してδ を k回
適用した状態 δ k (s) をs k = ((sk 1,tk1 ),..., (skm ,t km), q k, ek1,ek2, ...,ek n )とかくことにす
る。結合 DEVS のδの定義より、skから sk +1 = δ(sk )  へと遷移するときには、ある
e ∈ Eか a ∈ A があって、 
e ∈ due(sk )か、
  
a ∈due(sk ) ∪
h= 0
∞
U fQA( fDispatchh( fFinQVal (q k , due(sk ))))か、あるいは両方
が成立する。つまり、δ による１回の遷移では少なくとも E か A の要素が１つ
は状態遷移をする。 
(2) したがって、 skから sk +m +n +1までのδによる遷移では、 skからδ(sk )  へと遷移
したときの E か A の要素の DEVS が２回以上遷移する。その DEVS を a ∈ A 
をする。（a のかわりに ある e ∈ E  である場合にも以下の議論は同様に成立す
るので、こう仮定しても一般性がある。） 
  
a ∈due(sk ) ∪
h= 0
∞
U fQA( fDispatchh( fFinQVal (q k , due(sk ))))である a が、これ以降、はじめて
遷移するのが k + i 回目の遷移であるとする。つまり、各 j（1 ≤ j < i −1）につい
て 
  
a ∉due(sk + j ) ∪
h= 0
∞
U fQA ( fDispatchh ( fFinQVal(q k+ j , due(sk+ j))))  
かつ、 
  
a ∈due(sk +i) ∪
h= 0
∞
U fQA( fDispatchh ( fFinQVal(qk + i , due(s k +i ))))
 










k + i + ta(sk + i)   
が成立する。ここで、 taaと fStQVal の性質の(2)から、各 j（1 ≤ j ≤ i）について
taa (qa k + j ) = taa (qa k+1)である。また、各 j（1 ≤ j ≤ i）について  





k + i + ta(sk+ i) = ea k +1 + taa (qa k+1)     (*) 




k +1 + ta(sk +1) + ta(sk +2) +L+ ta(sk + i)  
   = ea
k+1 + ta(s p )
p= k+1
k +i
∑  = ea
k+1 + ta(δ p(s))
p= k+1
k +i






k+1 + ta(δ p(s))
p= k+1
k +i
∑  = ea
k+1 +  taa (qa k +1)  
















 任意のDEVS結合システムの静的構造< Q, E, A, fEK , fAK , fKA >という組を考える。
この DEVS 結合システムの静的表現に対して、２つの動的構造< S,δ, ta >, 
< S,δ', ta >が同一となるのは、 
 内部 DEVS{Ma | a ∈ A}、ジェネレータ DEVS{Me | e ∈ E}、 
 結合ベクトル更新関数 fFinQVal : Q ∪ P(A ∪ E) → Q , fStQVal : Q∪ P(A ∪ E) → Q  































































 毎月発生するもの：例 支払日１５日、開始年月、終了年月 























































 (1) 払込み支払いデータの作成 
 (2) 支払手形データの作成 
























































図 4-6 買掛金決済プロセスの結合変数のデータモデル 
 
 























































仕入れ先＃ 担当者 支払先＃ 支払先＃ 支払先名 支払先住所 連絡先 支払方法 支払サイト
72 堺商人 2031 2031 (有)佐藤商店東東京市1-2-03-9095-1234振込 ー
89 加藤他人 2031 1095 （株）山商北東京市4-5-03-9345-2345手形 90









支払＃ 計上年月 支払先＃ 相手先伝票＃
83258 20XX/02 2031 342032
83243 20XX/02 14 2,250,000
仕入れ＃ 仕入れ先＃ 仕入日付け 仕入れ額 仕入れ＃ 明細行＃ 仕入額
9328145 546 20XX/02/09 231,000 9328145 010 200,000
9328145 020 31,000
支払照合＃ 支払い＃ 支払い日付 消し込み額 支払照合＃ 明細行＃ 仕入れ＃
100185 83243 20XX/02/25 2,250,000 100185 010 9328139
100186 83258 20XX/02/25 320,000
支払決裁済み＃ 担当者＃ 決済銀行＃ 支払先＃ 年月 前月末繰越買掛残高 当月仕入れ総額
100183 1022 1458176 2031 20XX/01 33,500 220,525




仕入れ＃ 仕入れ先＃ 仕入日付け 仕入れ額 仕入れ＃ 明細行＃ 仕入額
9328145 546 20XX/02/09 231,000 9328145 010 200,000





支払＃ 計上年月 支払先＃ 相手先伝票＃
83258 20XX/02 2031 342032





支払照合＃ 支払い＃ 支払い日付 消し込み額 支払照合＃ 明細行＃ 仕入れ＃
100185 83243 20XX/02/25 2,250,000 100185 010 9328139
100186 83258 20XX/02/25 320,000 100187 010 9328145




仕入れ＃ 仕入れ先＃ 仕入日付け 仕入れ額 仕入れ＃ 明細行＃ 仕入額
9328145 546 20XX/02/09 231,000 9328145 010 200,000
9328178 72 20XX/02/17 350,000 9328145 020 31,000






















(#3522, 225) (#9328180, 231)
取引先 仕入係 照合担当



































 第 3 章のデータモデルと同じ記号を使い、KS  は管理実体型の集合、FTS  は
ファイル型の集合、FT : KS → FTS  をファイル型関数、dom はドメイン関数、
LES  はリスト実体を要素とするリスト実体集合、などとする。 x ∈ KS  に対し
て、FT(x)は xのファイル型であった。 
 このとき、File = {f : FTS → LES},ただし f はファイル内容関数であって、管
理実体型  x ∈ KS  について、その属性が A(FT(x)) = {ai1 ,...,ain }であるときに 













 A : 内生終了トランザクションを要素とする有限集合。 
 fAK : A → P(KS)+ 内生トランザクションが終了したり開始したりしたとき、
あらかじめ決められたファイルにデータが記録される。内生トランザクション
が開始や終了したときに影響するファイルを表わす関数。 










定義３ 業務取引システムの静的表現 (static structure of business transaction 
system) 
 ファイル、外生トランザクション、内生トランザクションからなる組み
< File, E, A, fEK , fAK , fKA >を業務取引システムの静的表現という； 
 









 m個のジェネレータそれぞれをe ∈Eを添え字としてGe =< Se ,δe,tae >とかき、
n個の内部活動 DEVS を a ∈ Aを添え字として Ma =< Sa ,δa ,taa >とかく。 
疑似状態 S = (
e∈E
× (Se × T ∞)) × FIle × (T ∞ )n  
を使って、結合 DEVS システムと同様の動的構造が定義される。ただし、結合
ベクトル更新関数 
  fFinQVal : Q ∪ P(A ∪ E) → Q  
  fStQVal : Q∪ P(A ∪ E) → Q  
に対応する関数をファイル更新関数と呼び、表記を変えて次のようにする。 
  fFinFileVal : File ∪ P(A ∪ E) → File  
  fStFileVal : File ∪ P(A ∪ E) → File  
 これらのファイル更新関数が、任意のファイル内容関数の更新に際して一貫
性条件CFileを満たすこと。つまり： 
(∀f ∈File)[( f , fFinFileVal ( f )) ∈CFile , ( f , fStFileVal( f )) ∈ CFile ]  
 







































































































































企業の所有物（資産）の現状を表現：貸借対照表(balance sheet, B/S) 
一定期間内の収入・コスト・利益を表現：損益計算書(profit and loss statement, P/L) 
 


























      （単位：10億円） 
資産の部 負債及び資本の部 
流動資産    負債の部    
 当座資産   417  流動資産   494 
  預金・現金 87    支払手形・買掛金 271  
  受取手形・売掛金 201    短期借入金 19  
  有価証券 129    納税引当金 52  
 棚卸資産   160   未払費用 78  
  商品・製品 128   その他流動負債 74  
  仕掛品  16   固定負債   147 
  原材料・貯蔵品 16    社債  100  
 その他流動資産  90   長期借入金 41  
    流動資産計 667  その他固定負債 6  
固定資産        負債計  641 
 有形固定資産  481 資本の部    
  建物・設備 278   資本金   86 
  土地  199   資本準備金  163 
  建物仮勘定 4   利益準備金  22 
 無形固定資産  3  諸任意積立金  543 
 投資その他資産  390  当期未処分利益  86 
    固定資産計 874     資本計 900 
資産合計 1,541 負債及び資本合計 1,541 
 













製造業の損益計算書   
  （単位：10億円） 
売上高  1,507 
 売上原価 1,195  
  売上総利益  312 
 販売費・一般管理費 212  
  営業利益  100 
 営業外収益 29  
 営業外費用 13  
  経常利益  116 
 特別利益 0  
 特別損失 2  
  税引前当期純利益  114 
 法人税及び住民税 44  
  当期純利益  70 
 前期繰越利益金 16  
 中間配当等 0  
  当期未処分利益   86 
 








































 商社型  期首商品棚卸し高＋当期商品仕入れ高 - 期末商品棚卸し高 
 製造業型 期首商品棚卸し高＋当期製造原価 - 期末商品棚卸し高 



















   
単位 10億円 
資産の部   負債および資本の部   
流動資産    流動負債 690 
 当座資産 560 固定負債  
 棚卸資産 120 負債計 813 
 流動資産計 
 
資本の部   
固定資産    資本金  
















  売上総利益 740 
 販売一般管理費 
 
  営業利益 340 
 営業外損益  90 
  経常利益 
 




 (a) 売上高営業利益率 ＝ 当期営業利益÷当期売上高 






 分子と分母に B/S, P/L のさまざまな項目をとることでいろいろな経営指標（会計的
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   図 5-6(a)（株）ABC の損益計算書   図 5-6(b) DEFG（株）の損益計算書 
 
問 5-3 図 5-7 の売上総利益と期首在庫を、3 期に 1度だけ 30個を納品するサプライヤ





期 期首在庫  n 期の入荷数 n 期の出荷数 売上総利益 
n z(n)  x(n) y(n)  （万円） 
1 0 10 10 500 
2 0 10 10 500 
3 0 10 10 500 
4 0 10 10 500 
5 0 10 10 500 





期 期首在庫  n 期の入荷数 n 期の出荷数 売上総利益 
n z(n)  x(n) y(n)  （万円） 
1 0 30 10 500 
2   0 10   
3   0 10   
4   30 10   
5   0 10   
6   0 10   























図 5-8 B/S と P/L の変化 
 
  B/S(n) = B/S(n-1)＋（n 期のビジネスによる資産と負債の増減） 











B/S や P/L を社会・投資家に対して開示することが義務付けられている。期末に公表す
る決算では、単独の決算データ以外にグループ全体をあらわす連結決算が開示される。
連結決算が必要な理由の一端を以下の例で示す。 
 親会社である P 社と子会社 C 社がある。いずれも商品を仕入れて販売している。P
社が外部の仕入れ先から購入する業務を行い、C社は P社から仕入れて販売している。

















図 5-9 親会社と子会社の関係 
 
 親会社 P 社： 200個を仕入れ。子会社 C 社に売り切った。仕入れ単価 80万円、販
売単価 100万円であった。 
子会社への売上 100*200 = 20,000 
売上原価     80*200 = 16,000 
販売費           3,000 
営業利益          1,000 
 
 子会社 C 社では 120個を販売した。80個が売れ残った。販売単価は 110万円であっ
た。売上に寄与した仕入分だけが売上原価として計上されるので次の通り。（はマイ
ナスを表す） 
売上高   110*120 = 13,200 
売上原価  100*120 = 12,000 
販売費        1,500 




売上高   33,200 
売上原価  28,000 
販売費    4,500 
営業利益   700 
 
しかし、P 社と C 社が同一グループとしてビジネスをしているので、ビジネスの図を
全体的に見ると P 社が仕入で C 社が販売をおこない、グループ全体での在庫が売れ残
りとして 80個分発生している。したがって、これを P 社 C 社グループとしてひとつの




  P 社 
 









売上高   110*120 = 13,200 
売上原価   80*120 =  9,600 
販売費        4,500 















図 5-10 連結決算の考え方 
 
P 社 C社グループ 
  P 社 
 （購買） 
 C 社 














      
 













        全コスト＋利益＝製品価格×販売個数 





















































     製造指図書 No.32829  原価計算書        （円） 
直接材料費 直接労務費 直接経費 製造間接費 










製品出来高   60 個 
製造原単価  33,505 (円) 
 
















































































  単位時間あたりの量＝処理スピードを表わす時間的指標。 
 作業生産性指標 単位時間あたりの生産個数とか生産金額 











 納期生産性 一定期間内の受注オーダへの納期の（オーダ）平均値（の逆数） 
 在庫期間生産性 １日あたりの倉庫通過量 
         （当該品が倉庫に滞留する平均数量／平均滞在日数） 
 変更期間生産性 一日あたりの計画変更平均進捗度 







































       
     









     














生産ビジネスプロセスの生産計画方法として、MRP （materials requirement planning：
資材所要量計画）が発展した。MRP の考え方の基本部分は合理的であって、生産に限
らず広くビジネスプロセスに適用可能であると期待される。まず、MRP について説明
し、その後 MRP の欠点や別の計画方法を示す。 
 製品の生産は、図 5-16 のような構造を持っているプロセスである。 
 





 製品 A は、部品 C1, C2, C3 からドリルによる穴開けや組立によって作られる。一方、























































ある。この意味で MRP 計算とも呼ばれる。 
 
5.6  MRP 計算 
5.6.1 PDM：製品データ管理 
 





ドディスクとボディなどの部品で構成され、さらにマザーボードは 2 つの CPU と 4
つのメモリと基盤 1枚からなる、というような組立に必要な部品構成が表現される。 
 図 5-16 のような製造工程の製品 A の部品表は図 5-17 で表わされる。ローレベルコ











 部品表の末端の C2, C3, Z は、必ず購買品目である。 
 
 
図 5-17 製品 A の BOM 
 
 図のままだとコンピュータでの計算に使えないので、情報システムではこの図の情




使用するときは 0.333（個）、親品目 1個当たり 1.7リットルの塗料を使うときは 1.7（リ
ットル）という構成数になる。 
 
 品目表  部品構成表 
品目＃ 品目名 ローレベル 構成＃ 親品目 子品目 構成数 
1001 A ０ 501 1001 1002 4 
1002 C1 １ 502 1001 1003 1 
1003 C2 1 503 1001 1004 1 
1004 C3 1 504 1002 1005 0.5 
1005 Z 2 
 
    





















 以上の BOM と作業手順が PDM のデータの一部である。製品の設計結果は製造用の
PDM データとして保持される。 























 MRP の計算法には大きく分けて 2 種類ある。作業手順の情報を用いないものと用い
るものである。作業手順の情報を持ちいないで、各部品について予め設定した所要日
数を考慮して計画を立てる方法を概説する。 
 図 5-17 の製品 A の BOM が与えられているとする。作業手順ほどには詳細に見ない
で、品目 A, C1 の作業時間は通常の生産量の場合に、それぞれ１週間と 2週間だとす
る。同様に、C2, C3, Z には購買を発注してから納品までの時間がかかるので、それぞ
れ図 19 のかっこの数字のように時間が必要だとする。いずれも、開始してから終了す
るまでの時間であり、リードタイムと呼ばれる。製造のばあいは製造リートタイム、
購買の場合は購買リードタイムである。また、図には C1, Z のそれぞれの構成数も示
した。構成数 1 は省略してある。 
 
図 5-19 リードタイムが設定された BOM 
 
独立重要品目の生産計画を基準生産計画（MPS - master production schedule)と呼ぶ。い
ま、製品 A の MPS が次のとおりであるとする。  
 
タ イ ムバケッ ト 1 2 3 4 5 6 7 








図 5-20 MRP 計算の手順 
 
MRP 計算の手順（固定リードタイム計画） 




































ドタイム分だけにする。製品 A の場合は，ちょうど１週分ずらせばよい。 
 





製品 A の MRP 計算（空欄は 0 を表わす） 
製品 A の条件：リードタイム１，都度ロット，初期在庫 10，オーダ残が 3 期に 5個。 
    
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 7 
総 所 要 量   10  8  5 
オ ー ダ 残   5     
（ 有 効 在 庫 ） 10 10 5 5 -3  -5 
正 味 所 要 量     3  5 
完了日順計画オーダ     3  5 





部品 C1 の MRP 計算 
   リードタイム 2、固定ロット 10、初期在庫 0、オーダ残が 2 期に 3個。 
    
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 7 
総 所 要 量    12  20  
オ ー ダ 残  3      
（ 有 効 在 庫 ）  3 3 -9  -20  
正 味 所 要 量    9  20  
完了日順計画オーダ    10  20  
着手日順計画オーダ  10  20    
 
 部品 C1 が他の品目の部品としても計画されている場合は、上の総所要量に追加され
て計画される。つまり、MRP は共通部品をすべてまとめて生産計画を立てる。 












ものと見なして計算する。（例では、第 4 期、第 6 期。） 
 
   リードタイム 2、固定ロット 10、初期在庫 0、オーダ残が 2 期に 3個。 
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 7 
総 所 要 量    12  20  
オ ー ダ 残  3      
予想在庫バラ ン ス 0  3 3 1 1 1 1 











エーション製品 A1, A2, A3 があるとき製品グループ AG としてまとめて考え、総和が
１になるような比率を（たとえば A1 が 0.5、A2 が 0.3、A3 が 0.2）定義し、そのグル
ープに対する総生産計画を実行するとき、自動的に比率にしたがった MRP 計算（BOM
展開計算）が出来上がるものである。たとえば、ある期に製品グループ AG を 4000個













にして説明する。図 5-21 の BOM を持つ２つの製品 A, B があるとする。C は共通品で










図 5-21 共通部品 C を使う２つの製品 BOM 
 
 A, B からの所要量があるとき、Ｃの MRP 計算を示す。C の在庫は 60個で、1 期に
オーダー残が 20個あるとする。 
 




共通部品 C の MRP 計算 
 
A からの正味所要量に対する計算    
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 7 
総 所 要 量    40 30 20  
オ ー ダ 残 10       
（ 有 効 在 庫 ） 70 70 70 30  -20  
正 味 所 要 量      20  
 
H からの正味所要量に対する計算 
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 7 
総 所 要 量  50 50  30   
オ ー ダ 残        
（ 有 効 在 庫 ）  -50 -50  -30   




うな A, H のための MRP 計算はまずい。 
 
（２）ローレベル・コードごとに在庫を引き当てたときの C の MRP 計算 
A の正味所要量と有効在庫計算    
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 7 
総 所 要 量    40 30 20  
オ ー ダ 残        
（ 有 効 在 庫 ）    -40 -30 -20  
正 味 所 要 量    40 30 20  
 
H からの正味所要量に対する計算 
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 7 
総 所 要 量  50 50  30   
オ ー ダ 残 10       
（ 有 効 在 庫 ） 70 20 -30  -30   









 図 5-21 の２つの製品の BOM を図 5-18 のような２つの表のデータとして表現しなさ
い。 
 
















    図 5-22 共通部品 C を含む BOM 
 
（２）部品 C の当初計画 
 
   リードタイム１，都度ロット，初期在庫 0，オーダ残が 1 期に 10個。 
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 
X か ら の 総 所 要 量   10 10 10  
D か ら の 総 所 要 量 10 10 10    
オ ー ダ 残 10      
（ 有 効 在 庫 ） 0 -10 -20 -10 -10  
正 味 所 要 量  10 20 10 10  
完了日順計画オーダ  10 20 10 10  
着手日順計画オーダ 10 20 10 10   
 
       図 7-23  部品Ｃの当初計画 
 
X C 






       総所要量（X, D それぞれから）、在庫、オーダー残 
である。 
 
 1 期の計画を実行中に以下の（ア）〜（ウ）の事態が生じた場合を考える。 
（ア）X の追加注文があり、総所要量がタイムバケット 5 に 5個増えた。 
（イ）D のタイムバケット１の 10個の製造が 4個の遅れを出しして当期に間に合わな
い。その 4個は次の期に完成する。 
（ウ）1 期には入るはずの 10個のオーダ残による納品の一部が、上の（イ）の遅れに
よって 4個は 1 期末の在庫となることになった。 
 
このような状況で、1 期末に MRP再計画を計算する。 
品目 C の変動部分だけをあらわすと次のようになっている。 
              (ウ） 
（2 期の）初期在庫 4           （イ）    （ア） 
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 
X か ら の 総 所 要 量     5  
D か ら の 総 所 要 量  4     
オ ー ダ 残       
（ 有 効 在 庫 ）       
正 味 所 要 量       
完了日順計画オーダ       
着手日順計画オーダ       




タ イ ム バ ケ ッ ト 1 2 3 4 5 6 
X か ら の 総 所 要 量   10 10 15  
D か ら の 総 所 要 量  14 10    
オ ー ダ 残       
（ 有 効 在 庫 ） (4) -10 -20 -10 -15  
正 味 所 要 量  10 20 10 15  
 







タ イ ム バ ケ ッ ト 1 2 3 4 5 6 
X か ら の 総 所 要 量   10 10 15  
D か ら の 総 所 要 量  14 10    
オ ー ダ 残       
（ 有 効 在 庫 ）  -10 -20 -10 -15  
正 味 所 要 量  10 20 10 15  
完了日順計画オーダ  10 20 10 15  
着手日順計画オーダ  30 10 15   
 






 図 6-26 の MRP 計算結果では、カレンダー第 2 期に着手する計画の 30個は第 2 期の
総所要量には応えることができない。この着手日順計画と整合するような品目 D の総
所要量はどのようになるか。D の総所要量を変更して、着手日順生産計画と整合する






5.6.5 MRP 計算（作業時間シフト計画） 
 













では、C1, C2, C3 からドリルによる穴あけ作業と組立作業によって部品（製品）A が作



















































トごと・各機械設備ごとの所要時間が計算できる。たとえば、機械が 1 台で 8 時間×5




 元来の部品手配計画の MRP に引き続いてこのような計画管理をおこなえる MRP は







 MRP II 計算における能力とは利用可能時間である。能力計画の特徴を次の製品Ｘで
説明する。 
 
製品 X の MRP 計算 
タイムバケット 1 2 3 4 5 6 7 8 
生産計画オーダ 100 100 200 200 200 0 100 0 
 
製品Ｘを 1 個作るために段取り時間などは不要で加工時間だけが 3 分必要だとする。
すると各期には下の通りの所要能力となる。 
製品 X の MRP 計算 
タイムバケット 1 2 3 4 5 6 7 8 
生産計画オーダ 300 300 600 600 600 0 300 0 
 








































FCFS (first-come-first-served): 到着の早いオーダから配置する。FIFO ともいう。 
SPT (shortest processing time): 作業時間の小さい品目の作業から割り付ける。 























 PDM のデータで表されるような BOM と作業手順は生産の基本条件を正確に表して
























            図 5-27 物流のビジネスプロセス 
 
 




















「工場倉庫に在る製品 A」という物流部品    （ローレベル２） 
  ↓ 流通工程 
物流過程に在る５個まとめの製品 A という物流部品（ローレベル１） 
  ↓ 流通工程 




























































図 5-29 物流部品表 
 
5.8.2 物流部品表の特徴 
 多品目を製造している生産工程の MRP 管理システムのモジュール部品表（ユニット










姿の変換といった物流加工と図 5-28 のような作業手順があるわけである。 


















































5.9 製番管理 - 伝統的日本式生産管理 
 














































































































このようなことはたとえば湯沢氏（中根著：総合化 MRP システム ,1984）にも 





























































            図 2-1（再出） 何の管理もない組立プロセス 
 
各活動の作業者・開始条件・所要時間 




  材料用意(Stg)   大小のペア 1個当たり 5 分。 
  小材料組立(AssS) 小材料から小部品を組み立てるのに 1個につき 5 分。 
  大材料組立(AssB) 1個につき 6 分。 
  製品組立(Ass) 1個につき 6 分。 
  検査(Isp)  1個につき 2 分。 
  顧客(Cust)       1 つづつ注文する。4 分おきにかならず誰かが 1個注文する。 
 





下の表 2-1 の状態遷移表を得るのであった。 
 この状態遷移表において、一番左の列が経過時間である。Stg とは図５の材料用意
(staging)のことであり、-stg- とは、その時刻において活動 Stg が何もしていないこと
を表わす。1(5) というのは、1 個の仕事を扱っており、あと 5 分で活動による処理が
終わることを表わす。Cust の列も同様。ordNo4(2)とは、2 番目の注文があと 4 分で発
生すること。 
time Cust OrdQ Stg MaSQ AssS MaBQ AssB SPtQ BPtQ Ass PrdQ Isp PWH 
0 odNo1(4) 0 -stg- 0 -SAm- 0 -BAm- 0 0 -Asm- 0 -Ins- 0 
4 odNo2(4) 1 -stg- 0 -SAm- 0 -BAm- 0 0 -Asm- 0 -Ins- 0 
4 odNo2(4) 0 1(5) 0 -SAm- 0 -BAm- 0 0 -Asm- 0 -Ins- 0 
8 odNo3(4) 1 1(1) 0 -SAm- 0 -BAm- 0 0 -Asm- 0 -Ins- 0 
9 odNo3(3) 1 -stg- 1 -SAm- 1 -BAm- 0 0 -Asm- 0 -Ins- 0 
9 odNo3(3) 0 1(5) 1 -SAm- 1 -BAm- 0 0 -Asm- 0 -Ins- 0 
9 odNo3(3) 0 1(5) 0 1(5) 1 -BAm- 0 0 -Asm- 0 -Ins- 0 
9 odNo3(3) 0 1(5) 0 1(5) 0 1(6) 0 0 -Asm- 0 -Ins- 0 
12 odNo4(4) 1 1(2) 0 1(2) 0 1(3) 0 0 -Asm- 0 -Ins- 0 
14 odNo4(2) 1 -stg- 1 1(0) 1 1(1) 0 0 -Asm- 0 -Ins- 0 
14 odNo4(2) 1 -stg- 1 -SAm- 1 1(1) 1 0 -Asm- 0 -Ins- 0 
14 odNo4(2) 0 1(5) 1 -SAm- 1 1(1) 1 0 -Asm- 0 -Ins- 0 
14 odNo4(2) 0 1(5) 0 1(5) 1 1(1) 1 0 -Asm- 0 -Ins- 0 
15 odNo4(1) 0 1(4) 0 1(4) 1 -BAm- 1 1 -Asm- 0 -Ins- 0 
15 odNo4(1) 0 1(4) 0 1(4) 0 1(6) 1 1 -Asm- 0 -Ins- 0 
15 odNo4(1) 0 1(4) 0 1(4) 0 1(6) 0 0 1(7) 0 -Ins- 0 
16 odNo5(4) 1 1(3) 0 1(3) 0 1(5) 0 0 1(6) 0 -Ins- 0 
19 odNo5(1) 1 -stg- 1 1(0) 1 1(2) 0 0 1(3) 0 -Ins- 0 
19 odNo5(1) 1 -stg- 1 -SAm- 1 1(2) 1 0 1(3) 0 -Ins- 0 
19 odNo5(1) 0 1(5) 1 -SAm- 1 1(2) 1 0 1(3) 0 -Ins- 0 
19 odNo5(1) 0 1(5) 0 1(5) 1 1(2) 1 0 1(3) 0 -Ins- 0 
20 odNo6(4) 1 1(4) 0 1(4) 1 1(1) 1 0 1(2) 0 -Ins- 0 
21 odNo6(3) 1 1(3) 0 1(3) 1 -BAm- 1 1 1(1) 0 -Ins- 0 
21 odNo6(3) 1 1(3) 0 1(3) 0 1(6) 1 1 1(1) 0 -Ins- 0 
22 odNo6(2) 1 1(2) 0 1(2) 0 1(5) 1 1 -Asm- 1 -Ins- 0 
22 odNo6(2) 1 1(2) 0 1(2) 0 1(5) 0 0 1(7) 1 -Ins- 0 
22 odNo6(2) 1 1(2) 0 1(2) 0 1(5) 0 0 1(7) 0 1(2) 0 
24 odNo7(4) 2 1(0) 0 1(0) 0 1(3) 0 0 1(5) 0 1(0) 0 
24 odNo7(4) 2 -stg- 1 1(0) 1 1(3) 0 0 1(5) 0 1(0) 0 
24 odNo7(4) 2 -stg- 1 -SAm- 1 1(3) 1 0 1(5) 0 1(0) 0 
24 odNo7(4) 2 -stg- 1 -SAm- 1 1(3) 1 0 1(5) 0 -Ins- 1 
24 odNo7(4) 1 1(5) 1 -SAm- 1 1(3) 1 0 1(5) 0 -Ins- 1 
24 odNo7(4) 1 1(5) 0 1(5) 1 1(3) 1 0 1(5) 0 -Ins- 1 
27 odNo7(1) 1 1(2) 0 1(2) 1 -BAm- 1 1 1(2) 0 -Ins- 1 
27 odNo7(1) 1 1(2) 0 1(2) 0 1(6) 1 1 1(2) 0 -Ins- 1 
28 odNo8(4) 2 1(1) 0 1(1) 0 1(5) 1 1 1(1) 0 -Ins- 1 
 










     待ち時間 加工時間 オーダごとの合計 
  オーダ１ ０ ５ ５ 
  オーダ２  １ ５ ６ 
  オーダ３  ２ ５ ７ 
  オーダ４  ３ ５ ８ 
  オーダ５  ４ ５ ９ 
  オーダ６  ５ ５ 10 













記述を目指すものに、活動基準原価 (activity based costing) がある。考え方の基本は、
生産プロセスや物流プロセスの場合と同型である。 


























標準作業 例外作業 個別作業 
デスクワーク 10 5 35 
コミュニケーション 6 3 21 
その他 4 2 14 

























































 評価には 3 種類ある。組織評価、自己評価、チーム評価である。 
 

































































































（１）構造化分析と設計：Structured analysis and design methodologies 




・DeMarco, T著"Structured Analysis and System Specification" Prentice-Hall, 1979.（高
梨智弘他訳、構造化分析とシステム仕様、日経 BP社、1986） 




















（３）CIM と ERP 


















次の本は CIM や ERP の構造をデータモデルで表した画期的なものである。 








・Keller, G and Teufel, T.著「SAP R/3 Process Oriented Implementation: Iterative 






















 HTTPとXMLと SOAPをつかったWebサービスを要素技術として使った SOA 




























































































































































































































受注明細＃ 商品＃ 受注# 数量 単位 納期 配送済み区分 
              
              
              
              













































































        図 6-4 データフローダイアグラムの構成要素 
 
 図 6-2 の光速通販の物流管理部の業務取引システムを、データフローダイアグ
ラムで描くと図 6-5 のようになる。直感的にいって、業務取引システムの原始静
的結合構造と DFD はかなり似ている。 



































































            図 6-5 光速通販の DFD 
 
 通常は DFD は階層的な関係にある何枚もの DFD としてグループで使われる。
各階層では解像度が異なる。グループ全体として、ビジネスシステムのトラン
ザクション処理の相互依存性を表現する。 
 DFD と業務取引システムとの対応関係は、図 6-6 と図 6-8 のようになる。業務



















































           図 6-6 PSS から DFD への対応G 
 












         図 6-7 PSS から対応Gで得られた DFD 
 










    

















        図 6-8  DFD から PSS への対応F  
 
 対応Fによって、図 6-7 の DFD は図 6-2 の基本静的結合構造に変換される。
ただし、図 6-2 において直送品メーカー、納入メーカー、自社製品倉庫とそれへ
の矢印は除いたものに対応する。 














箱で表わしてしまう変換も PSS から DFD への変換としてはありうる。そのよう






















 任意の原始静的構造をGによって DFD に変換しさらにそれをFによって原始































































   
 

































































   データフローダイアグラム
(b) Ｆによって対応する









図 6-10 Fの図的説明 
 











 任意の DFD をFで変換した業務システム Sを考える。その得られた基本静的
結合構造をGで変換した DFD をさらにFで PSS に変換したF(G(S))は、元の基
本静的結合構造の Sと同値である。 
 
















































 前節は DFD の意味論であった。つまり、互いに同型になるようなアクティビ
ティ・インタラクション・ダイアグラム（AID）と DFD のクラスを提示し、命
















定義 業務取引システムの原始静的表現 (promitive static structure) 
 ファイルシステムの一部である管理実体型と属性集合、および外生トランザ
クション、内生トランザクションからなる組み 〈KS, AS, attr,E,A, fEK , fAK , fKA 〉が次
の３つの条件を満足するときに業務取引システムの静的表現という； 
 1)外生トランザクションと内生トランザクションの影響の分離： 
   すべてのe ∈ Eと a ∈ A に対して fEK (e) ∩ fAK (a) = φ  (空集合)である。 
 2)任意の管理実体型は外生トランザクションか内生トランザクションの影響
をうける： 
   任意の k ∈ (KS −{k' | k '∈ fEK (e),e ∈ E}) に対してはある a ∈ Aがあって
k ∈ fAK (a)が成立する。 
 3)外生トランザクションの発生が記録される管理実体型は活動開始に影響を
あたえる管理実体型である：  






























E = {e1,e2}, A = {a1}, fEK (e1) = {k1}, fEK (e2) = {k2}, 
fKA (a1) = {k1,k2}, fAK (d1) = {k3,k4} 
 








































































図 6-12 医材管理業務のデータフローダイアグラム 
 
 以下にデータフローダイアグラムの特徴を、DeMarco (1979),  Gane and Sarson 
(1979), Page-Jones(1980), ピーターズ(1987) , Cutts (1987), ダウンズ他(1988), 





































定義 データフローダイアグラム (data flow diagram) 
Sink  : データ吸収の集合で有限とする。 
Source : データ源泉の集合で有限とする。 
Process  : プロセスの集合で有限とする。 
Datastore  : データストアの集合で有限とする。 
Attribute: 属性の集合で有限とする。その要素を属性と呼ぶ。 
以上の５つの集合は互いに共通要素を持たないものとする。 
Arrow ⊆ (Source × Process) ∪ (Process × Process) ∪ (Process × Sink) ∪




  ：矢印の集合であって次の条件を満足する。 
1)任意の s ∈ Sinkに対して (p, s) ∈ Arrowとなるプロセス p  がある； 
2)任意の s ∈ Sourceに対して (s, p) ∈ Arrowとなるプロセス p  がある； 
3) Process = {p | (∃f , f '∈ Arrow)(∃j, j'∈ Process∪ Source ∪ Sink ∪ Datastore)
( f = ( j, p) ∧ f '= ( p, j '))}が成立すること。 
4) Datastore = { j | (∃f , f '∈ Arrow)(∃p, p'∈ Process)( f = (p, j) ∧ f '= ( j, p'))}が成立す
ること。 
a : Arrow ∪ Datastore → BusinessPapers, Businesspapers = P(Attribute)  
 関数 a  は矢印が持つ属性の組と、データストアが持つ属性の組みを指定する
関数であって属性関数と呼ばれる。 
 任意の f = (p,d) ∈ Arrow ∩ (Process × Datastore)に対して a( f ) ⊆ a(d)という条
件を満足する。 
 DataFlow = {( f ,a( f ) | f ∈ Arrow}: データフローは矢印と対応する属性の組み
である。 
 データフローダイアグラムは 







dfd= 〈Sink , Source , Process , Datastore , Arrow , DataFlow, a〉に対して以下のよう
に 定 め ら れ る 業 務 取 引 シ ス テ ム の 原 始 静 的 構 造 pss= 
〈KS, AS, attr,E,A, fEK , fAK , fKA 〉が存在する。この対応を
   
F(dfd) =  pss と書き、





(1) ˆ E = {e f | f ∈ Arrow, f = (s, p) ∈ Source × Process}という集合を考え、その上の
同値類を次のように定める： 
(e f , e f ' ) ∈≡  iff ある s ∈ Source t と p, p'∈ Processがあって f = (s, p) ∈ Arrowかつ
f '= (s, p') ∈ Arrowかつ a( f ) = a( f ')であること。 
 このとき外部トランザクション集合を次で定める。 







KS = {kd | d ∈ Datastore}
∪{k f | f ∈ Arrow ∧ f ∈ (Process × Process) ∪ (Process × Sink)}∪{k[e ] | [e] ∈ E} 
    : データストアと、データストアに関係しないデータフローと、外部トラン
ザクションの各々に対応して管理実体型がある。 
(3) AS = Attribute  
(4) A = Process  
(5) 管理実体型が持つ属性： 
 (i) d ∈ Datastoreのとき attr(FT(kd )) = a(d)  
 (ii) f ∈ Arrow ∧ f ∈ (Source × Process) ∪ (Process × Process) ∪ (Process × Sink)の
とき attr(FT(k f )) = a( f )  
 (iii) [e] ∈ Eに対してe f ∈ [e] のとき、 attr(FT(k[e ])) = a( f ) とする。 
(6) fEKの定義 
任意の[e] ∈ Eに対して fEK ([e]) = {k[e ]}：異なるデータフローに対して異なる発生
源があるような業務システムの静的構造として考える。 
(7) fAKの定義 
任意の p ∈ Aに対して 
fAK (p) =
{kd | ∃d ∈ Datastore, (p,d) ∈ Arrow}∪{k f | ∃j ∈ Process∪ Sink, f = (p, j) ∈ Arrow} 
 ：活動 p ∈ Aによって影響を受ける管理実体型は、プロセス pの出力となって
いるデータストアやアローに対応するものである。 
(8)  fKAの定義 
任意の p ∈ Aに対して 
fKA ( p) = {kd | ∃d ∈ Datastore, (d, p) ∈ Arrow} 
       ∪{k f | ∃j ∈ Process, f = ( j, p) ∈ Arrow} 
       ∪{k[e ] | ∃s ∈ Source, f = (s, p) ∈ Arrow ∧ e f ∈ [e]} 
 ：活動 p ∈ Aの開始を決める管理実体型は、プロセス pの入力となっているデ
ータストアやアローやソースに対応するものである。 
 




attr(FT(k[e ])) = a( f ) と well-defined に定まる。実際、 e f ,e f ' ∈ [e]  とすると
f = (s, p), f '= (s, p') ∈ Arrow ∩ (Source × Process)であって a( f ) = a( f ')である。 
 




ョンとして対応づける。ただし枝分かれするものは同一視する（図 6-10 の f1）。
また、f3, f4  の場合のようにデータフローの属性はデータストアの属性として一
括されてしまう。 






dfd = 〈Sink , Source, Process , Datastore , Arrow , DataFlow, a〉に対して
  






dfd = 〈Sink , Source , Process , Datastore , Arrow , DataFlow, a〉  をとる。
   
F(dfd) が 原 始 静 的 構 造 で あ る た め に は 、 F に よ っ て 定 ま る
KS, AS, attr, E, A, fEK , fAK , fKA が以下の３つの条件を満たすことを示せばよい。 
 1)すべてのe ∈ Eと p ∈ A に対して fEK (e) ∩ fAK (p) = φ  (空集合)である。 
 2)任意の k ∈ (KS −{k' | k'∈ fEK (e),e ∈ E}) に対してはある p ∈ A があって
k ∈ fAK (p)が成立する。 
 3)任意の k ∈ {k' | k'∈ fEK (e), e ∈ E}に対してある p ∈ Aがあって k ∈ fKA ( p)  で
ある。 
1)について： 
任意の[e] ∈ Eと p ∈ Aをとる。 fEK ([e]) = {k[e ]} ⊆ {k[e ] | [e] ∈ E}である。
ˆ E = {e f | f ∈ Arrow, f = (s, p) ∈ Source × Process}, E = ˆ E / ≡であり、一方、Fの定
義から fAK (p) = 




なので、 fEK (e)と fAK (p)の要素はもとのデータフロー図において必ず異なったデ
ータフローである。したがって fEK (e) ∩ fAK (p) = φ  である。 
2)について： 
任意の k ∈ (KS −{k' | k'∈ fEK (e),e ∈ E})をとる。
k ∈ {k f | f ∈ Arrow ∧ f ∈ (Process × Process) ∪ (Process × Sink)}とすると、ある
p, p'∈ Processと s ∈ Sinkがあって k = k f となるような f = (p, p') ∈ Arrow または
f = (p,s) ∈ Arrow があるので、 k ∈ fAK (p)を得る。 
 また、KS = {kd | d ∈ Datastore}とすると、 k = kdとなるような d ∈ Datastoreが
あり、データフローダイアグラムの矢印集合の条件から、 (p,d) ∈ Arrow となる
p ∈ Processがある。したがって k ∈ fAK (p)を得る。 
3)について 
 任意の k ∈ {k' | k'∈ fEK (e),e ∈ E}をとる。つまり、あるe ∈ Eがあって
fEK (e) = {ke}である。 Eの定義から、[e f ] = eとなるような





業務取引システムの原始静的表現 pss= 〈KS, AS, attr,E,A, fEK , fAK , fKA 〉に対して以
下の よ う に 定 め ら れ る
  









(1) Source = E ,  
(2) Process = A ,  
(3) Sink = {sk | k ∈ KSterminal}, ただしKSterminal = {k | ∀p ∈ A, k ∉ fKA ( p)}と定め
る。 
(4) Datastore = KS − (KSterminal ∪ KE ) , ただしKE = {k | ∃e ∈ E, k ∈ fEK (e)}と定め
る。また、任意の d ∈ Datastoreに対して a(d) = attr(FT(d))と定める。 
(5) Attribute = AS  
(6) 以下の条件を満足する集合として Arrowと属性関数 aを定める。 
     6-1) fEK (e) = {k1,k2,...,kn}のとき、kiに対してある p ∈ Aがあって ki ∈ fKA (p)




     6-2) p ∈ Aに対して fAK (p) = {k1,k2,...,kn}のとき、各 kiについて次のように
定める： 
    (i) ki ∉ KSterminalならば f i = (d,ki) ∈ Arrow ∧ a( f i) = φ（空）と定める。 
    (ii) ki ∈ KSterminalならば、 f i = (d,ski ) ∈ Arrow ∧ a( f i) = attr(FT(ki))である。
末端をデータ吸収にするということである。 
     6-3) p ∈ Aに対して fKA ( p) − KE = {k1,k2,...,kn}のとき f i = (ki,a) ∈ Arrow ,  
























G(pss) = 〈Sink , Source, Process , Datastore , Arrow , DataFlow, a〉とするとき、
Arrow ∩ (Process × Process) = φ（空集合）である。 
 
（証明） 
任意にとった原始静的表現 〈KS, AS, attr,E,A, fEK , fAK , fKA 〉に対してGが定める各






(1) Sourceについては、関数 fEKが fEK : E → P(KS)+なので Arrowに関する条件を
満たす。 
(2) Sinkについて：任意の sk ∈ Sink = KSterminalをとる。すべての p ∈ Aについて
k ∉ fKA ( p)である。したがって、原始静的構造の条件 3)より 
k ∉ {k' | k'∈ fEK (e), e ∈ E}である。原始静的構造の条件 2)からある p'∈ Aがあって
k ∈ fAK (p')  成立する。したがってGの定義 6-2)の ii) から f = (p',sk ) ∈ Arrow , 
a( f ) = attr(FT(k))となる。 
(3) Processについて： 
Process = {p | (∃f , f '∈ Arrow)(∃j, j'∈ Process∪ Source ∪ Sink ∪ Datastore)
( f = ( j, p) ∧ f '= ( p, j '))}が成立することを示せばよい。 
(3-1) 任意の p ∈ Processをとる。 fKA ( p) ≠ φだから、 k ∈ fKA ( p)であるような
k ∈ (KS − KSterminal)がある。ここでKE = {k' | ∃e ∈ E, k'= fEK (e)}とおく。 
k ∈ KE のときは、あるe ∈ Eについて k = fEK (e)なので
f = (e, p) ∈ Arrow, a( f ) = attr(FT(k))である。 
k ∈ (KS − KSterminal − KE )のときは、 f = (k, p) ∈ Arrowかつ
a( f ) = φ ⊆ a(k) = attr(FT(k))である。 
また、 fAK (p) ≠ φより、k ∈ fAK (p)となる k ∈ (KS − KE )がある。k ∈ KSterminalの
ときは f = (p,sk ) ∈ Arrow ∩ (Process × Sink), a( f ) = attr(FT(k))である。
k ∈ (KS − KE − KSterminal)のときは f = (p,k) ∈ Arrow ∩ (Process × Datastore) , 
a( f ) = φ ⊆ attr(FT(k))である。 
(3-2) 逆の包含関係も明らかに成立する。 
(4) Datastoreについて： 
Datastore = { j | (∃f , f '∈ Arrow)(∃p, p'∈ Process)( f = (p, j) ∧ f '= ( j, p'))}が成立する
ことを示せばよい。 
(4-1) 任意の k ∈ Datastoreをとる。Datastore = KS − (KSterminal ∪ KE )だから、
k ∈ fKA ( p)であるような p ∈ Processがある。したがって、 (k, p) ∈ Arrow , 
a( f ) = φ ⊆ attr(FT(k))である。 
 また、原始静的構造の条件 2)からある p ∈ Processがあって k ∈ fKA ( p)が成立す





















 ２ つ の 原 始 静 的 構 造
  
pss= 〈KS, AS, attr,E,A, fEK , fAK , fKA 〉 , 
  
pss'= 
〈KS', AS', attr', E ',A', f 'EK , f 'AK , f 'KA 〉が同形であるとは、以下の４条件を満たすよ
うな１対１対応 h0,h1,h2,h3  が存在することである： 
h0 : AS → AS' , h1 : KS → KS' , h2 : E → E ', h3 : A → A' 
1) h0 ⋅ attr ⋅ FT = attr'⋅FT '⋅h1、このとき attr ≅ attr'とかく； 
2) h1 ⋅ fEK = f 'EK ⋅h2、このとき fEK ≅ f 'EKとかく； 
3) h1 ⋅ fAK = f 'AK ⋅h0、このとき fAK ≅ f 'AKとかく； 













 任意の原始静的構造  
  
pss= 〈KS, AS, attr,E,A, fEK , fAK , fKA 〉において、任意の 
e ∈ E に対して fEK (e) がただ１つの要素からなるとする。このとき、
  








pss= 〈KS, AS, attr,E,A, fEK , fAK , fKA 〉をとる。
  
G(pss) = 
〈Sink , Source, Process , Datastore , Arrow , DataFlow, a〉 , 
  
F ⋅ G(pss)  
= 〈KS', AS', attr', E ',A', f 'EK , f 'AK , f 'KA 〉とする。F、Gの定義から A = A' , AS = AS'で
ある。 
E ≅ E '  を示す。 
h2 : E → E 'を h2(e) = [e f ] と定める。ただしある p ∈ A があって f = (e, p), 
fEK (e) ⊆ fKA ( p)である。実際このような[e f ]は常に存在する。任意のe ∈ Eをとり、 
fEK (e) = {k}とする。ある p ∈ Aがあって k ⊆ fKA ( p)である。したがってGによる
対応で f = (e, p) ∈ Arrow ∩ (Source × Process) , a( f ) = attr ⋅ FT(k)である。これか
ら、Fによって[e f ] ∈ E '  が存在する。 
h2  が well- defined であること、つまり代表元e f  のとりかたに依存しないこと
を示す。 p, p'∈ A があって f = (e, p), f '= (e, p') ∈ Arrow ∩ (Source × Process)とす
る。どちらも a( f ) = a( f ') = attr ⋅ FT(k)であるから[e f ] = [e f '] である。 
h2が全射であることを示す。 
任意の[e] ∈ E ' をとる。すると[e] = [e f ] となるような
f = (e, p) ∈ Arrow ∩ (Source × Process)がある。このデータフロー f  はGによって
生じたのだからある s ∈ Eがあって fEK (s) = {k}かつ k ∈ fKA ( p)である。よって
h2(s) = [e f ] = [e]である。 
h2が単射であることを示す。h2(s) = h2(s')とする。すると h2(s) = [e f ], h2(s') = [e f ']
となるような f = (s, p) , f '= (s', p') ∈ Arrow ∩ (Source × Process)  がある。いま
[e f ] = [e f '] だから E' の同値関係の定義より s = s'  である。以上より h2は１対１
対応である。 
KS ≅ KS'  を示す。 
KE = {k | ∃e ∈ E, k ∈ fEK (e)}とする。Datastore = KS − (KSterminal ∪ KE )である。F
の定義より 
KS'= {kd | d ∈ Datastore} ∪{k f | f ∈ Arrow ∩ (Process × (Process∪ Sink))}
∪{k[e ] | [e] ∈ E '}であるが、命題２より
  
G(pss)においては
Arrow ∩ (Process × Process) = φだから 
 KS'= {kd | d ∈ Datastore}∪{k f | f ∈ Arrow ∩ (Process × Sink)}∪{k[e ] | [e] ∈ E '}    
である。KS, KS'  を構成する３つの集合は互いに共通部分を持たないことから、
h1 : KS → KS'をψ1 : KS −{KSterminal∪ KE} → {kd | d ∈ Datastore}, 





h1(d) =ψ1(d) = kd , d ∈ Datastoreのとき； 
h1( j) =ψ2( j) = k f , j ∈ KSterminalのとき。ただし、ある p ∈ Process, k j ∈ Sinkがあ
って f = (p,k j )； 
h1( j) =ψ3( j) = k[e ' ],  j ∈ KE のとき。ただし、ある e ∈ E があって fEK (e) = j かつ
h2(e) = [e']である。 
上の定義でψ2,ψ3は well-defined である。実際、任意にとった j ∈ KSterminalに対
して f = (p,s) ∈ Arrow ∩ (Process × Sink)はただひとつだけ存在するからψ2  は
well-defined である。また、任意にとった j ∈ KEに対して fEK (e) = jとなるe ∈ E
はただひとつだけ存在するからψ3は well-defined である。 
h1が１対１対応であることを示すには、ψ1,ψ2,ψ3  がそれぞれ１対１対応である
ことをいえばよい。ψ1は明かに１対１対応である。ψ2  が単射であることを示す
ため、 k f =ψ2( j) =ψ2( j') = k f 'とする。このとき、ある  
f = (p,k j ), f '= ( p',k j ') ∈ Arrow ∩ (Process × Sink)があって k f = k f 'である。したがっ
て f = f ' であり j = j' となる。ψ2  が全射であることを示すため、任意に
k ∈ {k f | f ∈ Arrow ∩ (Process × Sink)}をとる。するとある j ∈ KSterminalがあって
f = (p,s j ) ∈ Arrow ∩ (Process × Sink) , k f = kである。したがってψ2( j) = k f である。 
ψ3が単射であることを示すため、ψ3( j) =ψ3( j')とする。あるe,e'∈ KE があって
fEK (e) = { j}, fEK (e') = { j'}かつ h2(e) = h2(e')である。このとき、ある
f = (e, p), f '= (e', p') ∈ Arrow ∩ (Source × Process)があって、 h2(e) = [e f ], 
h2(e') = [e f ']である。したがって同値関係の定義からe = e'  を得るので、 j = j'  と
なる。 
ψ3  が全射であることを示すため、任意に k[e ' ] ∈ {k[e ] | e ∈ E '}をとる。あるe ∈ Eが
あって h2(e) = [e']となるので、 fEK (e) = { j}とおく。するとψ3( j) = k[e ' ]である。 
以上から h1は１対１対応である。 
A ≅ A'を示す。 
任意の k ∈ KS  に対して attr'⋅FT '(h1(k)) = attr ⋅ FT(k)を示せばよい。 
KD = KS −{KSterminal∪ KE }とおくとき、KS = KD ∪ KSterminal∪ KE  であり、各
集合は互いに共通部分を持たない。 
任意の d ∈ KDに対して attr'⋅FT'(h1(d)) = attr'⋅FT '(kd ) = a(d) = attr ⋅ FT(d)である。 
任意の j ∈ KSterminalに対して attr'⋅FT '(h1( j)) = attr'⋅FT '(k f )である。ただし、




attr'⋅FT '(k f ) = a( f ) = attr ⋅ FT( j)である。 
任意の j ∈ KEに対して attr'⋅FT '(h1( j)) = attr'⋅FT '(k[e' ])である。ただし、ある e ∈ E , 
p ∈ Processがあって[e'] = [e f ], fEK (e) = { j} ,  
f = (e, p) ∈ Arrow ∩ (Source × Process)である。FとGの定義から 
attr'⋅FT '(k[e ' ]) = a( f ) = attr ⋅ FT( j)である。以上から A ≅ A'である。 
fEK ≅ f 'EKを示す。任意のe ∈ Eをとる。 f 'EK (h2(e)) = f 'EK (e')である。ただし、あ
る f = (e, p) があってe'= h2(e) = [e f ], fEK (e) = {k} ⊆ fKA ( p)である。すると h1の定
義から h1(k) = ke'  である。一方、Fの定義より f 'EK (e') = {ke '} = {h1(k)} = h1 ⋅ fEK (e)
を得る。つまり fEK ≅ f 'EKを得る。 
fAK ≅ f 'AKを示す。 
任意の p ∈ Dをとり、 fAK (p) = {k1, k2,..., kn}とする。一般性を失うことなく、ある 
j,1≤ j ≤ n , に対して、1 ≤ i ≤ jのような i  について ki ∈ Datastoreであり、
j +1≤ i ≤ nのような iについて ki ∈ KSterminalとしてよい。 ki ∈ Datastoreの場合
は f i = ( p,ki) ∈ Arrowであり, ki ∈ KSterminalの場合は f i = ( p,ski ) ∈ Arrowである。
命題２によって Arrow ∩ (Process × Process) = φだから、
f 'AK ( p) = {h1(k1), h1(k2),..., h1(kn )} = h1( fAK (p))を得る。 
fKA ≅ f 'KAを示す。 
任意の p ∈ Dをとり、 fKA ( p) = {k1, k2,..., kn}とする。一般性を失うことなく、ある 
j,1≤ j ≤ n , に対して、1 ≤ i ≤ jのような i  について ki ∈ KEであり、j +1≤ i ≤ nの
ような i  について f i = (ki, p) ∈ Arrowとしてよい。命題２によって
Arrow ∩ (Process × Process) = φだから、 f 'KA ( p) ={h1(k1), h1(k2),..., h1(kn )} 

















F ⋅ G ⋅ F(dfd)  
  











F(dfd) は命題 6-5 の原始静的構造の条件を
満たす。（証明終） 
 

























する。そこで我々は ELH を定義することから始めなければならない。 


















































から、４章図 4-4 で示した DEVS 結合システムの状態遷移を表すフローチャー










 つぎにフランチャイズビジネスを考える。Pickle,H.B. and Abrahamson,R.L.著
「Small Business Management」(fifth edition, John Wiley & Sons, 1990 ) によれば、
フランチャイズには２種類ある。「商品とトレードマーク提供型フランチャイ


































  (2-i) それぞれの対応する離散事象システムが生成列同値である。かつ、 
  (2-ii) 内部トランザクションの開始が B と B' で異なることがあるようなファ
イルの値があるなら、システム全体としての内部トランザクションの開始が B
と B' で異なることがあるようなファイルの値がある。 
 














 さて、一般の業務取引システムではどうだろうか。静的結合構造は DFD とデ
ータディクショナリ（ファイルのデータモデル）で完全に決定されるから、も



















 同一の静的結合構造に対して２つの B と B' があって、それぞれの管理実体型
の ELH が等しいときには、それを ELH 同値と呼ぶ。 
 















 残念ながら、ELH 同値であっても、B と B' が等しいとは限らない。業務取引
システムを完全に定義するには、静的結合構造とデータ辞書と ELH だけでは不
足なのである。 
 実際に生成列同値が ELH 同値より強いことを光速通販で例示する。これは業




"瞬時に"共有できるからである。B も B' も同じ静的構造を持つとする。図 6-11
のような入荷と在庫引き当ての業務を考える。 
 B と B' は注文に対して引き当て可能な目標在庫量が異なると仮定する。同じ
入庫量に対しても B はそれをすぐに注文に引き当てるが、B' は在庫をある程度
確保できてから一度に出荷準備をするという理由ですぐには引き当てずにもう
少し入庫を待つものとする。これは、活動選択関数が異なるということである。 















庫に対して発生する生成列は「検収する」を a とし「出荷準備する」の終了を b
とすると abab である。一方 B' のほうは aabb であるので、２つは生成列同値で
はない。ところが、B においても B' においても、商品在庫の管理実体型に対す
る ELH は aa であるし、注文という管理実体型に対する ELH は bb であり、そ
れぞれ B にも B' にも共通である。 
 




 IDEF について、IDEF0, IDEF1X, IDEF3 を調べなさい。 
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  user  webOrder site product retrieval:

















 図 6-13 Webサービスによる連携のシーケンス図モデル 
 







































































6.7 ARIS と EPC  
 
 ＥＲＰの最もポピュラーな SAP R/3 では、ビジネスプロセスを記述するのに、
EPC(event-driven process chain)ダイアグラムを用いる（Keller and Teufel, 1998）。 
 EPC の構成要素は図 6-15 の通りである。 
 















   

























情報フロー  生成; 読み出し; 更
新; 削除 
 










機能 (活動) 活動 
コントロールフロー、情報フロー 結合の矢印 








                                                          実行順序 
















































図 6-16(b) 個別受注の原価計算 EPC から得られる AID モデル 
 
 EPC 自体は、業務取引システムの構造を明示的に意識していないので、EPC の







































6.8  プロジェクト・マネジメントのプロセスモデル 
 
 プロジェクト管理のために有効に使用されている図的ツールとして WBS
（work breakdown structure: 作業詳細構造）がある。一方、生産管理や生産計画
に使われている部品表（BOM- bills of materials）は、作業手順とあわせて表現す
ることによってプロセスとプロセス成果物とを表すことができる。 
 WBS とはプロジェクトを完成させるために詳細化した一連の活動である[9]。
WBS の個々の活動は次の表のように書き上げられて、図 6-16 のような形で構造
化されることが多い。 
 活動の間にさらに詳細化の階層があって、図 6-17 のような部品表と作業手順
として捉える。プロジェクトを部品表としてとらえたモデルを WBS 部品表と呼
ぶこととする。 





図 6-16 WBS 構造の図示（ARIS ToolsetTM による） 
 









E1 UML習得 10 













































図 6-17 WBS 部品表と作業手順（佐藤他,2003） 
 
WBS 部品表を用いることで、生産管理の場合と同じようにして、ガントチャー






第 6 章章末問題１ 
 ビジネスプロセスの現状分析と改善設計案作成の練習 


















































 ここでのビジネスプロセスのモデル化・プロセス設計とは、端的には AID と


















SSM の文献（チェックランド,1985;ウイルソン,1992;ローゼンヘッド, 1996; 





































    図 7-1 全体プロセスを１つの業務活動として近似する 
L(ω) 平均滞留時間 









つの確率変数W (ω), T(ω), L(ω)を定義する。独立な任意の分布を持つ。 






∫ ds システム内のオブジェクトの平均個数 [個] 









∑  オブジェクトの平均の到着時間間隔 [単位時間／個] 
ただし、










平均の滞留時間[sec, min, hour, day, week, month, 等の時間] 
ただし、








 図 7-1 に描かれているように入力が一定の割合で入ってくるので出力も同じ割
合で出て行っている。 
 








分長い期間での平均値として変数 L, T, W を考える。 


































TH：1 時間あたりの生産速度（スループット）= 注文投入速度 TH [個／時間] 
 
WIP：平均 WIP（work-in-process）在庫の個数 WIP [個] 
   各々の作業の前と作業中を合計した部品在庫（の時間平均値）。 
 
LT：平均リードタイムを LT [時間]とすると、 
 




















































 スループットは組立だけに注目すると、出力のスピードから 1/TH = 6 分／個。 
リードタイム計算１ リトルの定理の適用１ 
   LT
組立
 
= 4/TH = 4*6 = 24 分 
   LT
全体
＝2*24 ＝48 分 
   
リードタイム計算２ 
   全体 WIP = 8 個 
   LT
全体






例４ WIP の定義と計算 






























































作業１ 作業 2 作業 3 
部品１ 部品２ 部品３ 部品４ 
Q 






平均 WIP（work-in-process）在庫の個数 WIP（個）：各活動部分に 0.5 個; 







行番号    time  Cust   p1Q   act1   p2Q  act2  p3Q  act3  p4Q 
(1)           0      ?      0    1(5)   0   1(5)    0   1(5)   0 
(2)           5      ?      0     Λ      1     Λ     1     Λ     1 
(3)           5      ?      0     Λ      0   1(5)    0   1(5)   1 
上の（2）行目の p1Q は 0 である必要がある。さもないと、act1 の WIP 個数が
1 個となっていまい、0.5 個という状況ではなくなる。 
 さて、同じ理由で、time =10 においては、p1Q に 1 個入り、活動１が開始さ
れる必要がある。 
 
よって time=10 では p1Q=1 である必要がある。： 
行番号    time  Cust   p1Q   act1   p2Q  act2  p3Q  act3  p4Q 
(3)          5       ?      0     Λ      0   1(5)   0   1(5)  1 
(4)        10       ?      1     Λ      0    Λ     1     Λ    2 
 
上の（４）行目で 1 になるために、Cust は 10 時間に１つ到着する必要がある。
よって（１）行目の Cust は 1(10)とする。これを、まとめて時刻ゼロから逐次
状態遷移をみる。 
 
行番号  time  Cust  p1Q  act1  p2Q  act2  p3Q  act3  p4Q 
(1)            0   1(10) 0    1(5) 0   1(5)  0    1(5) 0 
(2)            5   1(5)  0     Λ 1    Λ    1     Λ 1 
(3)            5   1(5) 0     Λ 0   1(5)  0    1(5) 1 
(4)          10   1(10) 1     Λ  0    Λ    1     Λ 2 
(5)          10                    . 
(6)          15   1(5)  0     Λ 1    Λ    0     Λ 3 
(7)          15   1(5) 0     Λ  0   1(5)  0     Λ 3 
(8)          20   1(10) 1     Λ 0    Λ    1     Λ 3 














1) 部品１(p1Q)と活動１（act1）を合わせた平均 work-in-process 在庫である w1
の計算。 
 act1 に部品がある時間＝５ （時刻 10, 11, 12, 13, 14） 
 p1Q に部品がある時間＝０ （時刻 20 で一瞬入るが、止まることなく活動 1
に持っていかれる） 
 よって平均すると、（5 分間にわたり１個ずつ）／10 分間 
         w1＝５個分／10 分間＝5/10 ＝0.5 個 （幸運にも問題の条
件と一致した） 
2) スループット throughput 
 平均的に、Cust から入ってくるスピードで出ていく。定常状態だから。 
 よってスループットを TH[個／分]とすると、TH は到着間隔時間の逆数だから 
   到着間隔時間 10 分／個 ＝1/TH 
   ∴ TH = 1/10 [個／分] = 60/10 [個／時間] = 6 [個／時間]  
 各活動が直列だから、活動 1 の TH がシステム全体の TH となる。 
3) 全体のリードタイムを求める 
3-1) p2Q, act2 の平均在庫 L2 が 05 個であることを確認する。 
  act2:  5 （時刻 15, 16, 17, 18, 19） 
  p2Q:  0 
  よって w2＝(5+0)/10 = 0.5 個 
3-2) p3Q, act3 の平均在庫 
  act3:  5 （時刻 10, 11, 12, 13, 14） 




  よって w3＝(5+0)/10 = 0.5 個 
3-3) 全体では WIP = w1+w2+w3 = 1.5 [個] 
よって、リトルの定理から、 

















行番号   time  Cust   p1Q   act1   p2Q  act2  p3Q  act3  p4Q 
(1)         0     ?     3    1(5)   3   1(5)  3  1(5)  0 
(2)         5     ?     4      Λ     1     Λ    1    Λ   1 
上の（2）行目の p1Q は、w1＝4 を満たすために、4 である必要がある。 
ということは、Cust が５分に１個を出力する必要がある。つまり、 
行番号   time  Cust   p1Q    act1   p2Q   act2  p3Q  act3  p4Q 
(1)          0    1(5)    3    1(5)   3   1(5) 3  1(5)   0 
(2)          5    1(5)    4      Λ     1    Λ 1    Λ    1 
 
この後の状態遷移を調べ、条件を満たすかどうかを確認すればよい。 
行番号   time  Cust   p1Q   act1 p2Q  act2  p3Q  act3    p4Q 
(1)          0   1(5) 3    1(5) 3   1(5) 3  1(5) 0 
(2)          5   1(5) 4     Λ 4    Λ 4    Λ 1 
(3)          5   1(5) 3    1(5) 3   1(5) 3  1(5) 1 








1) 部品１(p1Q)と活動１（act1）をの平均 work-in-process 在庫 w1 の計算。 
 act1 に部品が 1 個ある時間＝５ （時刻 5, 6, 7, 8, 9） 
 p1Q に部品が 3 個ある時間＝5  （時刻 5, 6, 7, 8, 9） 
 よって平均すると、（5 分間にわたり 4 個ずつ）／5 分間 
        w1＝(4*5 個分)／5 分間＝20/5 ＝4 個 （問題条件と一致） 
2) 他も同様。 W2 = 4, w3 = 4 [個] 
3) したがって、上の状態遷移図は、問題の条件を満たすようなひとつの場合で
ある。よって, TH = 1/5 [個／分]＝12 [個／時間] 
4) 平均リードタイム 























行番号    time  Cust  p1Q   act1   p2Q  act2  p3Q  act3   p4Q 
(1)          0   1(5) 59    1(5)  59  1(5) 59 1(5) 0 
(2)          5                1 
(3)          5   1(5) 59    1(5) 59  1(5) 59 1(5) 1 







よって、w1 = w2 = w3 = 60 個。TH = 1/5 [個／分]＝12 [個／時間] 
平均リードタイム  LT = W/TH = (60+60+60)/12＝15 [時間] 
 
（ケース 4） 










Cust の満期時間＝５分／個、初期の各作業の WIP を１とする。 
time  Cust  p1Q  act1  p2Q  act2  p3Q  act3  p4Q 
0       1(5)   0   1(3)   0   1(5)   0     1(3)   0 
3       1(2)    0   ----   1   1(2)   0     1(0)   0 
3       1(2)    0   ----   1   1(2)   0     ----   1 
5       1(0)    0   ----   1   ----   1     ----  1 
5       1(5)    1   ----   1   ----   1     ----   1 
5       1(5)    0   1(3)   1   ----   1     ----   1 
5       1(5)    0   1(3)   0   1(5)   1     ----   1 
5       1(5)    0   1(3)   0   1(5)   0     1(3)   1 






w1[個]=3/5 （∴時刻 0, 1, 2 に在庫あり）。 
w2: act2 は１[個]、p2Q は時刻 3, 4 にあるので 2/5[個]。w2 = 7/5[個] 
w3 = 3/5[個] 
よって WIP = 3/5 + 7/5 + 3/5 = 13/5 [個] 




Cust の満期時間＝6 分／個、初期の各作業の WIP を１個とする。 
time   Cust  p1Q   act1   p2Q  act2  p3Q  act3  p4Q 
0        1(6)    1      ----    1    ----   1   ----   0 
  ......（途中略）...... 
18       1(6)    0      1(3)   0    1(2)   0   ----   4 
20       1(4)    0      1(1)   0    ----   1   ----   4 
20       1(4)    0      1(1)   0    ----   0   1(3)   4 
21       1(3)    0      ----   1    ----   0   1(2)   4 
21       1(3)    0      ----   0    1(5)   0   1(2)   4 
23       1(1)    0      ----   0    1(3)   0   ----   5 
24       1(6)    1      ----   0    1(2)   0   ----   5 
24       1(6)    0      1(3)   0    1(2)   0   ----   5 
 
時刻 18 から 23 までの６時点の平均値を求める。 
w1 = 3/6 = 1/2 [個] 
w2 = 5/6 [個]  （∴時刻 18, 19, 21, 22, 23 に在庫あり）。 
w3 = 3/6 = 1/2 [個] 
よって WIP = 11/6 [個] 











time   Cust  p1Q   act1   p2Q   act2   p3Q   act3   p4Q 
0        1(5)    6      1(3)    6   1(5) 6     1(3)   0 
  ......（途中略）...... 
45       1(5)    0      1(3)   13   ----  1     ----   15 
45       1(5)    0      1(3)   12   1(5)  1     ----   15 
45       1(5)    0      1(3)   12   1(5)  0     1(3)   15 
48       1(2)    0      ----   13   1(2)  0     1(0)   15 
48       1(2)    0      ----   13   1(2)  0     ----   16 
50       1(0)    0      ----   13   ----  1     ----   16 
50       1(5)    1      ----   13   ---- 1     ----   16 
50       1(5)    0      1(3)   13   ----  1     ----   16 
 
時刻 45 から 49 までの 5 時点の平均値を求める。 
w1 = 3/5  [個] 
w2: act2 は１[個]。 
 p2Q は時刻 45, 46, 47 に 12 個。時刻 48, 49 に 13 個あるので 
   12*3/5 + 13*2/5 = 62/5[個]。w2 = 72/5[個] 
w3 = 3/5 [個] 
よって WIP = 78/5 [個] = 15+3/5 [個] 
よって 平均リードタイム LT = WIP/TH = 78/5 * 1/12 = 390/60 [時間] 
 
（ケース 4-4） 
Cust の満期時間＝6 分／個、初期の各作業の WIP を７個とする 
time   Cust  p1Q  act1  p2Q  act2  p3Q  act3  p4Q 
   0      1(6)  6    1(3)   6    1(5)   6    1(3)   0 
  ....（途中略）.... 
378     1(6)  0    1(3)  0    1(2)   0    ----   82 
380     1(4)  0    1(1)   0    ----   1    ----   82 
380     1(4)  0    1(1)   0    ----   0    1(3)   82 
381     1(3)  0    ----   1    ----   0    1(2)   82 
381     1(3)  0    ----   0    1(5)   0    1(2)   82 
383     1(1)  0    ----   0    1(3)   0    ----   83 
384     1(6)  1    ----   0    1(2)   0    ----   83 
384     1(6)  0    1(3)   0    1(2)   0    ----   83 
 
時刻 378 から 383 までの６時点の平均値を求める。 
w1 = 3/6 = 1/2 [個] 




w3 = 3/6 = 1/2 [個] 
よって WIP = 11/6 [個] 
よって 平均リードタイム LT = WIP/TH = 11/6 * 1/10 = 11/60 [時間] 

















図 4-2.  買掛金決済プロセス（再掲） 
 
時刻 取引先 請求書 Q  仕入係 仕入記録 Q  照合担当 照合  照合済請求 Q 決裁担当 Q  決裁  決裁済請求 Q 
ta   15       7             10              29 
 
220 (1,210) 0 (1,217) 115 1 -照合- 10 0 (1,203) 7 
224 (1,210) 0 (1,224) 116 1 -照合- 10 0 (1,203) 7 
225 (1,225) 1 (1,224) 116 1 -照合- 10 0 (1,203) 7 
225 (1,225) 0 (1,224) 115 0 (1,225) 10 0 (1,203) 7 
231 (1,225) 0 (1,231) 116 0 (1,225) 10 0 (1,203) 7 
232 (1,225) 0 (1,231) 116 0 (1,225) 10 1 -決裁- 8 
232 (1,225) 0 (1,231) 116 0 (1,225) 9 0 (1,232) 8 





















































































テムは静的構造である AID と動的構造である< S,δ, ta >をもっているひとつの
DEVS であった。Zeigler(1975）が用いた次の記号を導入する。 
d : S × I+ → S , （ I+は 0 以上の整数） 
  d(s,0) = s, d(s,k +1) = δ(d(s,k))  （すべての k ≥ 0に対して） 
Σ : S × I+ → ℜ∞ , （ここでℜ∞は無限大も含む実数の集合） 
  Σ(s,0) = 0, Σ(s,k) = ta(d(s, p))
p= 0
k−1
∑ （すべての k ≥ 0に対して） 
つまりΣ(s,k)は sを初期状態としたときの k回目の内部遷移が発生する時刻であ
る。初期状態 sについて活性であるとは、 











 DEVS結合システムは静的構造としての AID（activity interaction diagram)を持
つが、AID のつながり方に注目する。AID は第４章の表現のとおり 
< Qid ,E,A, fEK , fAK , fKA >として表現される。AID におけるパス(path）とは矢印の
向きに沿った A ∪ Eの要素の列である。パスにおいて初めの活動と最後の活動が
同じときサーキットと呼ぶ。この定義によれば孤立した活動もサーキットとな
るが、本書で考えるDEVS結合システムは孤立点を含まないもののみを考える。
また、元の AID の部分集合を部分 AID（または部分 DEVS システム）と呼ぶ。 
 
定義 AID の強連結性 
 DEVS結合システムの静的構造（AID）を< Qid ,E,A, fEK , fAK , fKA >とする。任意





 図 7-3 は強連結なシンプル業務取引システムの例である。 
 
つぎに静的構造のつながり合った部分を定義する。そのために、AID の中で活
動からの出力の矢印を表現している関数 fAK : A → P(KS)+を関係と見なす。つま
り、 
  (a,q) ∈ fAK ⊆ A × Qid ↔ fAK (a) = q  
である。同様にして、活動への入力の矢印は 
  (a,q) ∈ fKA ⊆ A × Qid ↔ fKA (a) = q  
次のように表せる。また、矢印を向きの順方向を守りながらつないだものを、





定義 強連結な部分 AID 
 任意の静的構造（AID）を< Qid ,E,A, fEK , fAK , fKA >とする。 
 活動からの出力の矢印を表現する関数 fAK : A → P(KS)+の部分集合を
RAQ ⊆ A × Qid と表わす。活動への入力矢印を表す関数 fKA : A → P(KS)+について
はRQA ⊆ Qid × Aを用いて、 
    (q,a) ∈ RQA → fKA (a) = q  
を満たすものとする。 
G ⊆ A ∪ Qidは活動名と待ち行列変数名の部分集合である。 
 AID の部分グラフ（部分構造）である< G,RAQ ,RQA >が元の AID のひとつの極
大強連結部分であるとは、次の３つの条件を満たすことである。 
(1) Gの任意の待ち行列変数と活動は、互いに矢印を順報告にたどって、つなが
っていること。つまり、任意のq,a ∈ G ⊆ A ∪ Qid について、qから aへのパスがRQA
の要素だけで構成でき、かつ、aからqへのパスがRAQの要素だけで構成できる。 
(2) 任意のq ∈ Qidに対して、ある活動 a ∈ Gがあって、qから aへのパスと aからq
へのパスとが fKA と fAK を適宜用いて構成できる場合には、それらのパスがすべ
てRAQ ∪ RQA に含まれること、および、qも含めてそれらのパスに現れた活動と待
ち行列変数もGに含まれること。 
 (3) 任意の a ∈ Aに対して、ある待ち行列変数q ∈ Gがあって、qから aへのパス
と aからqへのパスとが fKAと fAKを適宜用いて構成できる場合には、それらのパ
スがすべて RAQ ∪ RQA に含まれること、および、 aも含めてそれらのパスに現れ
た活動と待ち行列変数もGに含まれること。 
 



























ものを集めて {Ci | i =1,2,...,h} とする。 A ∪ Qid の要素をノードと呼ぶ。
{Ci | i =1,2,...,h}を共通のノードを持たないグループに分ける。このようなグルー
プ分けは常に可能である。 k個のグループに分けられたとする。つまり、 




























とする。このとき、C,C'∈ {Cm i}i∈I m ならば、 ˆ C , ˆ C '∈ {Cm i}i∈I m があってC ∩ ˆ C ≠ φか
つC'∩ ˆ C '≠ φである。異なるグループのサーキットは共通なノードを持たないこ
とは明らかである。 
 各グループごとに、ノードと矢印を合わせると、ひとつの強連結部分ができ
る。実際、{Cm i}i∈I m を任意にとる。{Cm i}i∈I m のノードを集めた集合をGmとし、
{Cm i}i∈I m の各サーキットの矢印をすべて集めたものをRAQm ,RQAm とする。各サーキ
ットは共通ノードを持つので、任意の２つのノード g,g'∈ Gmをとると、gを含む




















 Gmを簡単のために単にGとかく。サーキットに分解してG = ∪{Ci | i =1,2,...,h}と
する。任意のC ∈ ∪{Ci | i =1,2,...,h}はシンプル業務取引システム内のサーキット
であるので、C上のトークン総数は、どんな活動の開始や終了によっても変わら
ずに一定数である。よって状態遷移の任意の時点でC上のトークン総数を | C | と
書くことができる。また、 |∪{Ci | i =1,2,...,h} |も一定数である。 
 G = ∪{Ci | i =1,2,...,h}であるが、G上のトークン総数を数える場合はいくつか
のサーキットで重複して数える可能性があるので、各サーキットごとの総和よ















(∃K)(∀a ∈ A)(∀n)(| event(a(n),a(n +1)) |≤ K)である。 
ただし A は活動の集合であり、また、 | event(a(n),a(n +1)) | は状態遷移表におい
て、活動 aの n回目の開始時刻から n+1回目の開始の間にある行の数である。 
（証明） 
１．Qidを結合待ち行列変数の集合とする。命題２によって存在するトークン数
の上限値を Mとする。 | Qid | × | A | × | M |<< KなるKをとる。 
２．任意の活動 aをとる。ある時刻で aが n回目の活動開始をしたとする。 
３．このとき、 | event(a(n),a(n +1)) |> K  と仮定する。 
４．上の 3．の不等式を満たすイベントで、いちばん多く開始または終了してい
る 活 動 を s と し 、 そ の 活 動 開 始 の 回 数 を K ' と 書 く 。 す る と
K '≥ | event(a(n),a(n +1)) | /( P × A )  > K /(| Qid | × | A |) >> M より、K '>> M であ
る。 
５．命題 2 によって、どの活動や待ち行列変数も保持しうるトークン数は高々M
であるから、K '回の開始（または終了）があったということは活動 s はK '個
のトークンを入力として取り込んだ。初期に s が持っていたトークン数を j
とすると、K '>> ( j + M)個以上のトークンが出力されているから、活動 sの
開始が M回以上起こっている。 
６．すると、sのすべての入力概念ファイルにほぼ K'回にわたってトークンが補
給されている。なぜなら、K '>> (M + M)なので初期トークン数( < M )によら
ずに、入力概念ファイルはK '個のトークンが補給されている。 
７． sの任意のひとつの入力概念ファイルを出力とする活動を s の直前活動と呼
ぶ。入力概念ファイルはK '個のトークンが補給されたということは、直前






















     min{lagi − ei | 0 < lagi − ei ≠ ∞,1 ≤ i ≤ n}  
と表される。ただし、 lagiは活動 iの保持時間、eiは活動 iが前回にあるトークン
の保持を開始してからの経過時間である。（ひとつの活動が複数のトークンを k
個持っているときには、トークンごとに lagi − ei
m
,1 ≤ m ≤ k,を考える。） 
 すべての活動の（トークンの）経過時間 ei  は，時刻０においては０であり，
その後，満期に至らない間は，各イベント時刻において 
     min{lagi − ei | 0 < lagi − ei ≠ ∞,1 ≤ i ≤ n}  
という量だけ減算されていく。満期には0 = lagi − eiとなって終了イベントを発生
し、開始されるときに経過時間は０に設定される。 
 したがって，トークンを持つときの満期までの残り時間は，各プレースの保
持時間 lagi,1≤ i ≤ n , を適当な回数だけ加減した式で表現できるものになる。つ
まり，トークンを持つ任意の活動 pの終了までの残り時間は，任意の時刻におい
て a1,a2,...,an  を整数として， a1lag1 + a2lag2 + ...+ anlagnとかけ、イベントが起これ
ば必ずどれかの ai  の値が変化する。 






a1lag1 + a2lag2 + ...+ anlagnにおいて，各 ai  が変化する回数はK回以下である。すべ
ての活動に対して最大値をとればこのようなKが共通に定まる。 




































組立 1： 3 分／個 
組立２： 57 分／個 





（１）顧客からの注文間隔が 65 のときの平衡的動作 
 初期値として、顧客からの注文のうちで初期に未処理の注文１の個数が 2、注文２の初期未処
理個数が 5、部品１と部品 2 のの初期在庫がそれぞれ 2、最終製品の初期在庫が１とする。図 7-4
のプロセスでは全体が強連結ではない。この初期値から状態遷移表によって動的変化を調べる。
すると、有界結合であって周期状態となっている。時刻 2,405 から 2,470 の 1 周期のようすを示
す。 
time Cust Ord1 Ord2 A1Q Asm1 Pt1Q A2Q asm2 Pt2Q AcFQ AsmF FingsQ 
2405 (1,65) 1 1 1 -asm1- 0 1 -asm2- 1 1 -asmF- 41 
2405 (1,65) 0 1 0 (1,3) 0 1 -asm2- 1 1 -asmF- 41 
2405 (1,65) 0 0 0 (1,3) 0 0 (1,57) 1 1 -asmF- 41 
2408 (1,62) 0 0 1 -asm1- 1 0 (1,54) 1 1 -asmF- 41 
2408 (1,62) 0 0 1 -asm1- 0 0 (1,54) 0 0 (1,33) 41 
2441 (1,29) 0 0 1 -asm1- 0 0 (1,21) 0 1 -asmF- 42 
2462 (1,8) 0 0 1 -asm1- 0 1 -asm2- 1 1 -asmF- 42 
2470 (1,65) 1 1 1 -asm1- 0 1 -asm2- 1 1 -asmF- 42 
表 7-1 注文間隔 65 分のときの 1 周期の状態遷移 
プロセス全体を律しているのは、AID の構造から直感的に組立 F である。その
組立 F の起動を決定しているのは、組立１の活動である。その様子は、上の状
態遷移表で矢印とアミかけで示した部分である。 
リードタイム計算１：組立１＋組立 F のパスについて。 
 TH は周期から決定される。TH = 1/65 [個／分] 
 リードタイムは状態遷移表から組立１＋組立 F のパスについて見て取れる。 




  または、2441 - 2405 = 36 分である。 
  そのパスに沿った１周期間の平均在庫は、(Ord1, Asm1）と（PartQ1, AsmF）
について１周期分を観察することにより、W1F = (3+33)/65 である。 






 まちがえてリードタイム計算を組立２＋組立 F のパスで行うと、W2F=57/65 個。 
LT＝57[分]（誤り）となる。実際、状態遷移表でトレースすると、新たにオブジ
ェクトが入った場合に 36 分で完成するため、57 分ではない。 
 
（２）顧客からの注文間隔が 58 分のときの平衡的動作 
この場合には、（１）と同様である。 
 
time Cust Ord1 Ord2 A1Q Asm1 Pt1Q A2Q asm2 Pt2Q AcFQ AsmF FingsQ 
26390 (1,58) 1 1 1 -asm1- 0 1 -asm2- 1 1 -asmF- 459 
26390 (1,58) 0 1 0 (1,3) 0 1 -asm2- 1 1 -asmF- 459 
26390 (1,58) 0 0 0 (1,3) 0 0 (1,57) 1 1 -asmF- 459 
26393 (1,55) 0 0 1 -asm1- 1 0 (1,54) 1 1 -asmF- 459 
26393 (1,55) 0 0 1 -asm1- 0 0 (1,54) 0 0 (1,33) 459 
26426 (1,22) 0 0 1 -asm1- 0 0 (1,21) 0 1 -asmF- 460 
26447 (1,1) 0 0 1 -asm1- 0 1 -asm2- 1 1 -asmF- 460 
26448 (1,58) 1 1 1 -asm1- 0 1 -asm2- 1 1 -asmF- 460 













time Cust Ord1 Ord2 A1Q Asm1 Pt1Q A2Q asm2 Pt2Q AcFQ AsmF FingsQ 
26334 (1,57) 1 5 1 -asm1- 4 1 -asm2- 1 1 -asmF- 462 
26334 (1,57) 0 5 0 (1,3) 4 1 -asm2- 1 1 -asmF- 462 
26334 (1,57) 0 4 0 (1,3) 4 0 (1,57) 1 1 -asmF- 462 
26334 (1,57) 0 4 0 (1,3) 3 0 (1,57) 0 0 (1,33) 462 
26337 (1,54) 0 4 1 -asm1- 4 0 (1,54) 0 0 (1,30) 462 
26367 (1,24) 0 4 1 -asm1- 4 0 (1,24) 0 1 -asmF- 463 
26391 (1,0) 0 4 1 -asm1- 4 1 -asm2- 1 1 -asmF- 463 
26391 (1,57) 1 5 1 -asm1- 4 1 -asm2- 1 1 -asmF- 463 
26391 (1,57) 0 5 0 (1,3) 4 1 -asm2- 1 1 -asmF- 463 
26391 (1,57) 0 4 0 (1,3) 4 0 (1,57) 1 1 -asmF- 463 
26391 (1,57) 0 4 0 (1,3) 3 0 (1,57) 0 0 (1,33) 463 
26394 (1,54) 0 4 1 -asm1- 4 0 (1,54) 0 0 (1,30) 463 
26424 (1,24) 0 4 1 -asm1- 4 0 (1,24) 0 1 -asmF- 464 
26448 (1,0) 0 4 1 -asm1- 4 1 -asm2- 1 1 -asmF- 464 
26448 (1,57) 1 5 1 -asm1- 4 1 -asm2- 1 1 -asmF- 464 
表 7-3 注文間隔 57 分のときの 2 周期間の状態遷移 
 
1 周期が 57 分の周期状態において（平衡状態において）矢印とアミかけで示した部分がプ
ロセス全体を律している。つまり、オブジェクトを処理して行く活動の連鎖があって、そ
の連鎖においてはどの活動も開始をブロックされて待たされるということがない。そのよ
うなパスは組立 Fと組立 2 である。 
リードタイム計算：組立２＋組立 Fのパスについて。 
 TH は周期から決定される。TH = 1/57 [個／分] 
 リードタイムは状態遷移表から組立 2＋組立 Fのパスについて見て取る。 
  平均在庫の計算： 
   Asm2(57)+AsmF(33) = 90[個分]（１周期間） 
   および OrdQ2 の在庫の４個が消費されるのに４周期が必要だから、4*57[個分]。 
   合計を１周期の長さで平均すると 
    W2F =（90+4*57）/57 
よってリードタイムは LT = W2F/TH =90+4*57  = 318[分] 
 
（４）顧客からの注文間隔が 56 分のときの状態遷移 






time Cust Ord1 Ord2 A1Q Asm1 Pt1Q A2Q asm2 Pt2Q AcFQ AsmF FingsQ 
73192 (1,56) 1 27 1 -asm1- 26 0 (1,53) 0 0 (1,29) 1284 
...             
75656 (1,56) 1 28 1 -asm1- 27 0 (1,40) 0 0 (1,16) 1327 
75656 (1,56) 0 28 0 (1,3) 27 0 (1,40) 0 0 (1,16) 1327 
75659 (1,53) 0 28 1 -asm1- 28 0 (1,37) 0 0 (1,13) 1327 
75672 (1,40) 0 28 1 -asm1- 28 0 (1,24) 0 1 -asmF- 1328 
75696 (1,16) 0 28 1 -asm1- 28 1 -asm2- 1 1 -asmF- 1328 
75696 (1,16) 0 27 1 -asm1- 28 0 (1,57) 1 1 -asmF- 1328 
75696 (1,16) 0 27 1 -asm1- 27 0 (1,57) 0 0 (1,33) 1328 
75712 (1,56) 1 28 1 -asm1- 27 0 (1,41) 0 0 (1,17) 1328 
 





初期値： 注文１（Ord1）=20 個、注文２（Ord2）=5 個、部品１（Pt1Q) =12 個、部品 2(Pt2Q) 
= 12 個、完成品（FingsQ)=１個。 
 
time Cust Ord1 Ord2 A1Q Asm1 Pt1Q A2Q asm2 Pt2Q AcFQ AsmF FingsQ 
2080 (1,65) 1 1 1 -asm1- 18 1 -asm2- 0 0 (1,25) 45 
2080 (1,65) 0 1 0 (1,3) 18 1 -asm2- 0 0 (1,25) 45 
2080 (1,65) 0 0 0 (1,3) 18 0 (1,57) 0 0 (1,25) 45 
2083 (1,62) 0 0 1 -asm1- 19 0 (1,54) 0 0 (1,22) 45 
2105 (1,40) 0 0 1 -asm1- 19 0 (1,32) 0 1 -asmF- 46 
2137 (1,8) 0 0 1 -asm1- 19 1 -asm2- 1 1 -asmF- 46 
2137 (1,8) 0 0 1 -asm1- 18 1 -asm2- 0 0 (1,33) 46 
2145 (1,65) 1 1 1 -asm1- 18 1 -asm2- 0 0 (1,25) 46 
2145 (1,65) 0 1 0 (1,3) 18 1 -asm2- 0 0 (1,25) 46 
2145 (1,65) 0 0 0 (1,3) 18 0 (1,57) 0 0 (1,25) 46 
2148 (1,62) 0 0 1 -asm1- 19 0 (1,54) 0 0 (1,22) 46 
2170 (1,40) 0 0 1 -asm1- 19 0 (1,32) 0 1 -asmF- 47 
2202 (1,8) 0 0 1 -asm1- 19 1 -asm2- 1 1 -asmF- 47 
2202 (1,8) 0 0 1 -asm1- 18 1 -asm2- 0 0 (1,33) 47 
2210 (1,65) 1 1 1 -asm1- 18 1 -asm2- 0 0 (1,25) 47 
 





 表の状態遷移をみると、初期にあった注文 1 の受注残は平衡状態においては部品１の在庫
に姿を変えており、矢印で示したように、プロセス全体のスピードを決定しているのは注









 計画機能を持ったビジネスプロセスの例として、図 7-5 の組み立てプロセスを
考える。この組み立てプロセスは、3種類の製品 A, B, C を生産する。生産は製
造オーダによって開始されるが、製造のための作業手順はそれぞれ異なる。製
品 B は２つの作業からなるが、製品 A と C は 2 つの部品製造と一つの最終組立
工程からなる。製品 B の２つの作業は operationB と operationFBである。製品 A





































       平均の滞留時間＝平均のシステム内のトークン個数×平均の到着時間 
 
 プロセスが周期 S で周期状態になると、1周期内に入ってくるトークンが一定
値 k になる。するとリトルの定理を使って、リードタイム L は  L = W・(S/ k） 
で計算される。 
 
初期条件として顧客からの注文を A が２個、B が１個、C が２個としたとき、図
7-5 のプロセスの周期は下記の表のようになる。 
 
time AdmQ ACust BdmQ BCust CdmQ CCust pnAct A1mQ A1Act A1pQ A2mQ 
99436 1 1(20) 1 1(104) 0 1(14) 1(5) 0 -A1aQ- 0 0 
178606 1 1(20) 1 1(104) 0 1(14) 1(5) 0 -A1aQ- 0 0 
 
time A2Act A2pQ AfAct AfQ B1mQ B1Act B1pQ BfAct BfQ C1mQ 
99436 -A2aQ- 0 -AfaQ- 2368 0 -B1aQ- 0 -BfaQ- 947 0 
178606 -A2aQ- 0 -AfaQ- 4253 0 -B1aQ- 0 -BfaQ- 1701 0 
 
time C1Act C1pQ C2mQ C2Act C2pQ CfAct CfQ 
99436 -C1aQ- 0 0 -C2aQ- 0 -CfaQ- 2551 
178606 -C1aQ- 0 0 -C2aQ- 0 -CfaQ- 4581 
 
表 7-6 計画システムがリリース管理を行うビジネスプロセスの平衡状態 
 
周期は 79,170 (=178606-99436) である。なお、A,B,C それぞれの完成品累計を示す

































































ペトリネットは組 PN = (P,T,F,W ,µ0) である。ここで 
P = {p1, p2,..., px} プレースの有限集合 
T = {t1,t2,..., ty} トランジションの有限集合 
F ⊆ (P × T) ∪ (T × P) アーク（矢印）の集合 
W : F → {1,2,3,...}  アークの重み 
µ0 : P → {0,1,2,...}  初期マーキング 






す。マーキングµ0は任意の特定のプレース piについてµ0( pi) によって piの中にあるト
ークンの個数を表す。したがって、マーキングはPから自然数の集合への関数として
表されている。マーキング（トークンの配置）がされていないペトリネット構造（グ















































図 8-3 「加工開始」発火後のマーキングの変化 
 
 マーキングは各プレースへのトークンの分布（配置）である。マーキング µはプレ
ースの集合から非負整数への写像と考えることができる。つまり、µ : P → {0,1,2,...}で
ある。トランジションの発火によって、トークンが重みの数だけ移動する。プレース
pからトランジション tへ向かうアークがあるとき pを tの入力プレースといい
p ∈ I(t)とかく。またトランジション tからプレース pへのアークがあれば pを tの出




発火条件：トランジション tの各々の入力プレース pにw( p,t) 個以上のトー






















ット(timed Petri net) と呼ぶ。本書で扱う時間ペトリネットは、バチェリら(Baccelli, F.L., 
Cohen, G., Olsder, G.J., and Quadrat, JP, “Synchronization and Linearity - An algebra for 
discrete event systems, ” John Wiley,1992)にしたがって、トランジションのすべての入
力プレースのトークンが利用可能になり発火条件を満たせば、トークン移動をともな
って直ちに発火するものとする。 
 時間ペトリネットのサブクラスとして、業務取引ペトリネット (business transaction 
Petri net: BTS-PN) を次のように定める。 
 
定義２ 業務取引ペトリネット(BTS-PN)  
 あるペトリネット構造が業務取引ペトリネットであるとは、ペトリネットが次の５
つの条件を満たすことである。 














る。つまり BTS -PN は交代性をもつ。（活動部分の|→○→|という組み合わせをひと
つの単位とみなしたときに交代性が成り立つ。） 
(5) BTS -PN の busy プレースのトークン保持時間が定まっており、正の実数で表す。
結合プレースは保持時間０である。 
 
 任意のプレース pについて、 pへ入るアークの重みをwpiと書き、出るアークの重





























図 8-4 カンバン方式による組立プロセスの管理 
 



















qB  4 q1  31 
bS 
t2 















8.3.1  業務取引ペトリネットの状態遷移の例 
 
 図 8-5 の業務取引ペトリネット BTS-PN の発火のメカニズムはフローチャート
















図 8-6 業務取引ペトリネットの動的ふるまい 
 











保持 0 5 0 25  0 0 4 30  0 0 0 27  0
time  As  qA  Aw  qS  pA  Bs  qB  q1  pB1  pB2  Bw  q2  F 発火済
0 0 0 0 1(25) 0 0 1(4) 1(31) 0 0 0 1(27) 0 (t1t5t7t9)
4 0 0 0 1(21) 0 0 0 1(27) 0 1(0) 0 1(23) 0 t8
25 0 0 0 0 1(0) 0 0 1(6) 0 1(0) 0 1(2) 0 t2
27 0 0 0 0 1(0) 0 0 1(4) 0 1(0) 0 0 1 t10
27 0 0 0 0 1(0) 0 0 1(4) 0 0 1(0) 1(27) 1 t9
31 0 0 0 0 1(0) 0 0 0 1(0) 0 1(0) 1(23) 1 t6
31 0 0 0 0 1(0) 1(0) 1(4) 0 0 0 0 1(23) 1 t7
31 0 0 1(0) 0 0 0 1(4) 1(31) 0 0 0 1(23) 1 t5
31 0 1(5) 0 0 0 0 1(4) 1(31) 0 0 0 1(23) 1 t4
35 0 1(1) 0 0 0 0 0 1(27) 0 1(0) 0 1(19) 1 t8
： ： ： ： ： ： ： ： ： ： ： ： ： ： ：
 
           表 8-1 BTS-PN の状態遷移表 
 
問 8-1  








 BTS-PN の時間的な変化、すなわち状態遷移を正確に記述する。BTS-PN のペトリ
ネット構造を任意にひとつとる。これを J = P,T,F,W とする。Jのすべてのトランジ
ションとプレースには予め番号がつけられている。活動部分の個数を nA個とすると






つまり、T = {tki , tko | k ∈ nA }、ただし、 nA = {1,2,3,...,nA}である。他のプレースとトラ
ンジションにも一意的に番号がつけられているものとする。 




ある。結合プレースの集合をPCとし、busyプレースの集合をPAとする。 P = PA ∪ PC
である。PAの要素をqaと書くことにする。 
  N (= Z +)を０を含む自然数集合、N nは自然数を n個並べたベクトルの集合とする。
N nの任意のベクトルµは n個のプレースの各々が含むトークンの個数を成分に持つ
ひとつのマーキングとみなせる。たとえばµ(qa )は busyプレースqaの中のトークン数
を表す。Rは実数全体からなる集合とし、R∞ = R ∪{∞}  はRに無限大∞を追加した集
合とする。 
RnA  は nA個の実数値を成分とするベクトルの集合を表わす。 
 
関数
∞→× RPNh An: は、busyプレースがトークンを持ったときの保持時間(hold time)
をあたえる。 


















  （初期条件） 任意のqa ∈ PAについて 0),( >− aa eqh µ  
ここで、eaは busyプレースqaが現在保持しているトークンが入って来たときからの







 δ : N n × RnA → N n × RnA  
を定める。Ρ(T)を集合Tのべき集合とする。 
 dueP : N n × RnA → Ρ(T) という関数を次のように定める。 
dueP(µ,e) = {ti1o , ti2o ,...,timo } 
  ⇔各々の k,1≤ k ≤ m,について次の(1)、 (2) を満たすこと： 
   (1) I(tik
o ) = {qik } 、つまり tiko  はある busyプレースqik の出力トランジション； 


























 µ0 = µとし、各 j,1≤ j ≤ m, について 
µ j ( p) =  
    µ j−1( p) − wpo, if p = qi j  (つまり I(ti jo ) = {qi j }のとき); 
    µ j−1( p) + wpi, if p ∈ O(ti jo ) （つまり pが ti jo の出力プレースのとき）; 
    µ j−1(p), otherwise. (不変) 
これを使って、満期の活動の出力トランジションの発火による変化の結果を表わす関
数δ1 : N n × RnA → N n × RnA を以下で定める。まずµ1 = µmと定める。また、各qaに対し






st(µ) = {tk1i ,tk2i ,...,tkri } ⇔  任意の ,1, rmm ≤≤  について 
  (1) }{)(
mm k
i
k qtO = ，つまり
i
kmt はある busyプレース mkq の入力トランジション；
 
  (2) 任意の pについて， )( ikmtIp ∈ ならば µ( p) ≥ wpiであること。 
上の条件(2)により、idle プレースにトークンを持つものだけが st(µ)の要素として開
始可能になりうる。このとき、 ′ µ 0 = µとし、各 j,1≤ j ≤ r,について次とする。 
′ µ 0( p) =
′ µ j−1(p) − wpo, if p ∈ I(tk ji );
′ µ j−1(p) + wpi, if p ∈ O(tk ji );










関数 gによって、µから ′ µ rを与えることを表現する。つまり g(µ) = ′ µ 0である。 
マーキングの最終的な更新結果を与える関数を kであらわすとき、 













と定める。ただし、φは空集合を表す。付録の命題１に示すように関数 kは well-defined 
である。 
 δ2 : N n × RnA → N n × RnA を以下で定める。まず、 
    e2(qa ) = 0, if O(ta















  δ : N n × RnA → N n × RnA  
をδ(µ,e) = δ2(δ1(µ,e))と定める。 
 

























































     図 8-7 カンバンシステムの業務取引ペトリネットと初期マーキング 
 
 図 8-7 から始まって(PN1)から(PN5)の段階によってδによる状態遷移を計算する。 
(PN1) dueP(µ,e) = {tVo }である。なぜなら、他のどれも発火可能ではない。 
(PN 2) qVが満期となって tVo が発火した後のシステムの状態は、δ1の定義によって、 































e1(qV) = 0 tAi
 





(PN 3) st(µ1) = {tAi }である。つまり tAi が発火可能である。 
(PN 4) tAi  が発火すると最終的なシステムの状態がδ2  によってわかる。



































図 8-9 組み立ての開始 
 









































図 8-10 カンバンの運搬 
 







{st(gp (µ)} = st(µ1)∪ st(g(µ)) = {tAi ,tmvPi }だから、 
e1(qV ) = 0に加えて新たに e2(qA ) = e2(qmvP ) = 0となる。 












第４章で述べた通り、AID の各活動は DEVS というひとつの離散事象システムであ
る。それらがデータフローやデータストアで結合しているビジネスプロセス全体もま

























               図 8-11  可換図 
 
 図 8-11 の関数Ψ : N n → Fileは、マーキングの状況をファイルシステムで自然に表
現する対応であり後述する。 







(1) 活動の集合 {Ga = Sa × R∞,δa , taa | a ∈ nA} 
(2) ファイルによる活動の開始条件 fFA : File → Ρ(nA )  
(3) 活動によるファイル内容書き換え fFileValue : File × Ρ(nA ) → File  
本節では BTS-PN に対応させてこれらの集合と関数について定義していく。 
 
内部活動：各 busy プレースに対して内部活動を対応させる。つまり、nA と{Ga | a ∈ nA }
は１対１に対応する。Gaはひとつの DEVS（離散事象システム）である。以下では、
qaという busyプレースに aという活動名が対応するものとする。 
 ファイルシステムを定める。KS = P \ PA とする。つまり活動プレース以外のプレー
スは各々一つのファイル（管理実体型）として表現される。シンプル業務務取引シス
テムなのでKSの要素である任意のファイル pについての属性は{ # FT(p), 個数} とい




する値を fµ (p)と表わす。つまり fµ (p) = µ(p)  である。 
 トークン配置をファイルシステムとして表わす対応であるΨ : N n → File  を
Ψ(µ) = fµと定める。Ψは明らかに１対１対応、つまり単射かつ全射である。 
 fAKも fKAも、活動の集合 nA  から管理実体型のべき集合Ρ(KS)への関数であり、 
次のように定義する。たとえば、ある活動とプレースが図 8-12 のようであるとする。



















このときba , p1 ∈ fKA (a)、ba , p2 ∈ fAKF (a)、p3, p4 ∈ fAKS (a)と定める。つまり p3, p4だけが
活動部分の入力トランジションからの出力プレースであるときには fAKS (a) = {p3, p4}
とかき、また、ba , p2だけが活動部分の出力トランジションからの出力プレースであ
るときには fAKF (a) = {ba , p2}とかく。 fAK (a) = fAKS (a) ∪ fAKF (a)と定める。また、活動部分
qaの入力トランジションへの入力プレースを fKA (a)とかく。この絵の状況以外の場合
も同様にして fKAと fAKを定義する。したがって、活動 aに関係する管理実体型（qaの




 S = {( fµ,e1,e2,...,enA ) | fµ ∈ File, (e1,e2,...,enA ) ∈ RnA }とする。 
 Sa = File | fKA (a )∪ fAK (a ) とする。したがって、 fµ ∈ Fileを fKA (a) ∪ fAK (a)の管理実体型に
制限したものを fµaとかくとき、 Sa = { fµa | fµ ∈ File}である。 
 Gaの満期時間関数 taa : Sa → R
∞
を定める。 
 ),()( aaa qfhfta µµ ′= ; ただし ′ f µは ′ f µ a = fµaであるような任意のファイル内容関数であ
る。 hの定義からトークンがなければ満期時間は無限大となる。 
taaの定義は well- defined である。 
発火可能な活動を fFAで定める。 




 当該の BTS の活動 aが fµaで「開始可能」であるとは、 
  「あるトークン分布 ′ f µがあって、 fµa = ′ f µ | fKA (a ) 、かつ a ∈ fFA ( ′ f µ )」 
であることと定める。 
 ひとつのDEVSである活動 aの状態遷移関数δaを定めるために２つの関数δaOとδaI を
次のように定める。 
 関数δaO  は、活動終了によるトークンの移動に対応したファイルの値の変更を表わ
す。この処理を始めるには活動が busy状態であることを示す fµa (ba ) = 0が必要である。 
δaO : File | fKA (a )∪ fAK (a )→ File | fKA (a )∪ fAK (a ) 
 δaO ( fµa )(p) =









 関数δaI は、現在のファイルシステムが表わす状況下で開始可能な活動を開始する。 
δaI : File | fKA (a )∪ fAK (a )→ File | fKA (a )∪ fAK (a ) 
 δaI ( fµa )(p) = 
        fµa ( p) − wpi, p ∈ fKA (a)かつ aが fµaで開始可能のとき 
         fµa ( p) + wpi , p ∈ fAKS (a)かつ aが fµaで開始可能のとき 
        fµa ( p)，その他のとき。 
  δa = δaI oδaOと定める。つまりδa ( fµa ) = δaI (δaO ( fµa ))である。まず終了の処理をしてから
開始の処理をする。 
 ファイル更新関数 fFileValue : File × Ρ(nA ) → Fileを定める。 
fFileValue ( fµ ,{a}) =






任意の{ai1 ,ai2 ,...,air }に対して、 
  
fFileValue ( fµ ,{ai1 ,ai2 ,...,air }) = fFileValue (L( fFileValue ( fFileValue ( fµ,{ai1 }),{ai2 }),L),{air }) . 
 シンプル業務取引システムの状態遷移関数δM は、上の諸関数を用いて、次のよう
に構成された。まず満期時間関数 taは以下の通りである。 
 ta : File × R → R∞， ta( fµ,e1,e2,...,enA ) = mina ∈nA{taa ( fµ
a ) − ea} . 
関数 dueが次で定義される：
 
 due( fµ ,e1,e2,...,enA ) = {ai1 ,ai2 ,...,aim } ⇔ 
  
 
任意の k,1≤ k ≤ m, について
 ta( fµ,e1,e2,...,enA ) = taa ik ( fµ
a ik ) − ea ik  
と定める。次に、２つの関数 fFA  と fFileValueから次のように定義され、 fµから開始可
能な一連の活動を開始させる仕組みを記述している関数 fF ( fµ )を定める： 
  fF ( fµ ) =
fµ, if fFA ( fµ ) = φ






である fDispatchは fDispatch ( fµ ) = fFileValue ( fµ, fFA ( fµ ))  で定義される。 
これから、各々の活動 i の経過時間を 
    ′ e i =
0, if i ∈ due(s) ∪ ∪
k= 0
∞
fFA [ fDispatch k ( fFileValue ( fµ,due(s)))]






と定める。ただし、( fµ,e1,e2,...,enA )を sと表した。また、fDispatch





 これを用いて、BTS の状態遷移関数δM は次で定める。 
δM ( fµ ,e1,e2,...,enA ) = ( fF[ fFileValue ( fµ,due( fµ,e1,e2,...,enA ))], ′ e 1, ′ e 2,..., ′ e nA ) 
 以上によって、BTS-PN に対応する BTS が定まった。 
 
 前節の図 4 のカンバンシステムのペトリネットモデル BTS-PN をシミュレートでき
るシンプル業務取引システムとその状態遷移を(BTS1)～(BTS5)で調べる。 
 
(BTS1) まず、図 8-7 の初期マーキングに対応する初期状態 fµ をもつ BTS は図 8-13 に
なる。図で、たとえば、 kA (F)は kA が fAKF (V )の要素であることを示す。また、 kp1(S)










































図 8-13 カンバンシステムの業務取引システム 
 
(BTS 2) 図 8-7 の初期条件によって due( fµ ,e) = {V}。また fFA ( fµ ) = φ (空)である。 
(BTS 3) 図 8-8 のµ1に対して、ファイル内容関数 fµ1 ∈ File  は fµ1 (kA) =1, fµ1 (bV ) =1, 
kAとbV 以外の pに対しては fµ1 (p) = fµ ( p)  となる（図 8-14参照）。 
















































図 8-14 納入の終了 
 
 (BTS 4) 次に fF [ fFileValue ( fµ ,due( fµ ,e))] = fF ( fµ1 )を計算する。 fFA ( fµ1 ) = {A}だから、 fF
の定義によって 
 
fF ( fµ1 ) = fF ( fFileValue ( fµ1 ,{A}))である。 fF ( fµ1 )は図 8-15 のとおりとなる。明らかに、
fF ( fµ1 )は図 8-9 に対応するファイル内容関数であるので、 fF ( fµ1 ) = fg(µ1 )である。活















































図 8-15 組み立ての開始 
 
この段階において
fFA ( fg(µ1 )) = {mvP}だから活動mvPが開始される。 


























































g 2 (µ1 )  の状況で開始できる活動はないので fFA ( fg 2 (µ1 )) = φである。したがって、 
fF [ fFileValue ( fµ ,due( fµ,e))] = fg 2 (µ1 )となった。 
 
 
 (BTS 5) ( fµ ,e) = sと書くとき、{A,mvP} = due(s) ∪ ∪k= 0
∞
fFA [ fDispatch k ( fFileValue ( fµ,due(s)))]な
ので、活動V に加えて AとmvPの経過時間が0となる。 
 
  以上によって業務取引システムと業務取引ペトリネットの動作が同等であること

































































































































































































∑ ≤ L /k
より、 λ ≤ L /k  を得る。 kは１以上だから λ ≤ L。 
  Q.E.D. 
 












き、 kλ = Lである。ただし Lは周期であり、 kは１周期のあいだにひとつの任意
のトランジションが発火する回数である。また、λは最大サイクル平均値である。 
（証明） 任意の２つのサーキットC, ′ C を考え、 ′ C の方がサーキット内の活動






























time As qA Aw qS pA Bs qB q1 pB1 pB2 Bw q2 F 
191 1 0 0 0 0 0 0 1(26) 0 0 1 1(26) 7 
191 0 0 0 1(25) 0 0 0 1(26) 0 0 1 1(26) 7 
216 0 0 0 0 1 0 0 1(1) 0 0 1 1(1) 7 
217 0 0 0 0 1 0 0 0 1 0 1 1(0) 7 
217 0 0 0 0 1 0 0 0 1 0 1 0 8 
217 0 0 0 0 1 1 1(4) 0 0 0 0 0 8 
217 0 0 1 0 0 0 1(4) 1(31) 0 0 0 0 8 
217 0 1(5) 0 0 0 0 1(4) 1(31) 0 0 0 0 8 
221 0 1(1) 0 0 0 0 0 1(27) 0 1 0 0 8 
221 0 1(1) 0 0 0 0 0 1(27) 0 0 1 1(27) 8 
























8.6.1  Max-Plus 代数 
 
 通常の実数を要素とするベクトルや行列の演算は加算と乗算を持つ。BTS-PN
についての時間特性計算のためには、Baccelli, F.L., Cohen, G., Olsder, G.J., and 
Quadrat, JP,（ “Synchronization and Linearity -- An algebra for discrete event systems,” 
John Wiley，1992） に従い、加算を max にし乗算を＋にした、次のような行列計
算を考える。 
 

















max(3+ 7,5 + 4)

















 この乗算を⊗とかく。単位元は（実は＋だから）0である。 これを e  で表わす。
すなわちe = 0。加算を⊕とかくと単位元εは（実は⊕は max だから) ε = −∞。た
だし⊕の逆演算はない。行列形式の乗算⊗と加算⊕について、次のように、通常
の乗算と加算と同じ形式の行列計算の規則が成立する。 

















3 ⊗ 7 ⊕ 5 ⊗ 4



















このように定まる一種の線形代数は max-plus代数と呼ばれている（Baccelli et.al., 
1992）。数学的には max-plus代数は体ではなく半体(semi field）と呼ばれ、次の
３条件を満たすものである。 
(1) ⊗,e は可換群。 
(2) ⊕,ε は可換モノイド。 
(3) ⊗は⊕に対して分配的： a ⊗ (b ⊕ c) = (a ⊗ b) ⊕ (a ⊗ c) 
 









表わし、乗算記号は省略する。 X i(t)  を図 8-5 のトランジション ti  が t回目に発火
する時刻とする。つまり、X i(t)の tは時刻ではなく､トランジション ti発火の生起
回数を数えるカウンター(生起回数を数える）変数である。たとえば、図 8-5 にお
いて t1,t2各々のトランジションの t +1回目の生起時刻を次のように表わせる。 
X1(t +1) = 0X2(t +1) + 0X3(t +1)  
X2(t +1) = 25X1(t)  
 
X1の式の意味： t1が t +1 回目に発火する時刻は、t2が t +1回目に発火する時刻に
bS  の保持時間0を加えた値と、t3が t +1 回目に発火する時刻に AS  の保持時間0を
加えた値のうちの大きい方の時刻である。 
X2の式の意味：t2が t +1 回目に発火する時刻は t1が t回目に発火する時刻にqS  の
保持時間25を加えた時刻になるということである。 
 X i(t)  を第 i 成分とするベクトルを X(t)とし、 X i(t +1)  を第 i成分とするベクト
ルを X(t +1)と表すと次を得る。 




ただし、 A0と A1は各々以下のとおりである。 
 
A0 =
ε 0 0 ε ε ε ε ε ε ε
ε ε ε ε ε ε ε ε ε ε
ε ε ε 5 ε ε ε ε ε ε
ε ε ε ε 0 ε ε ε ε ε
ε 0 ε ε ε 0 0 ε ε ε
ε ε ε ε ε ε ε ε ε ε
ε ε ε ε ε 0 ε 0 0 ε
ε ε ε ε ε ε ε ε ε ε
ε ε ε ε ε ε ε 0 ε 0
































ε ε ε ε ε ε ε ε ε ε
25 ε ε ε ε ε ε ε ε ε
ε ε ε ε ε ε ε ε ε ε
ε ε 0 ε ε ε ε ε ε ε
ε ε ε ε ε ε ε ε ε ε
ε ε ε ε 31 ε ε ε ε ε
ε ε ε ε ε ε ε ε ε ε
ε ε ε ε ε ε 4 ε ε ε
ε ε ε ε ε ε ε ε ε ε

































 Eを Max-Plus代数の単位行列とする。つまり Eは対角要素がすべてeで、それ
以外はεである行列とする。上式で X(t +1) = A0X(t +1) + A1X(t)の右辺の X(t +1)に
A0X(t +1) + A1X(t)を逐次代入して行くと、 n回の代入実行で次を得る。 
  
X(t +1) = A0(A0X(t +1) + A1X(t)) + A1X(t)
= A0
2X(t +1) + (A0 + E)A1X(t)
= ...= A0






  X(t +1) = (A0k−1 + A0k−2 +L+ A0 + E)A1X(t) 
となる。 







5 + ⋅ ⋅ ⋅ + E, A = A0
∗A1とおくと、 
  X(t +1) = A0∗A1X(t) = AX(t)  
と表すことができる。したがって、任意の生起回数 tについて 
  X(t) = A t X(0)  




  A =
30 ε 5 ε 36 ε 9 ε 32 ε
25 ε ε ε ε ε ε ε ε ε
30 ε 5 ε 36 ε 9 ε 32 ε
25 ε 0 ε 31 ε 4 ε 27 ε
25 ε ε ε 31 ε 4 ε 27 ε
ε ε ε ε 31 ε ε ε ε ε
ε ε ε ε 31 ε 4 ε 27 ε
ε ε ε ε ε ε 4 ε ε ε
ε ε ε ε ε ε 4 ε 27 ε

































 行列 Aを業務取引ペトリネットの状態遷移行列と呼ぶ。σを Aの固有値とする
とき次が成立する。 
 




















ある。ただし、 A j kkは行列 Aを j乗した行列の (k,k)対角要素である。 
 
 例とした行列 Aでは max{31/1, 31/1, ..., 62 /2,..., 310 /10} = 31となる。 
 




































8.7  ビジネスプロセスの方程式 
 























 周期を L、最大サイクル平均を λとするとき、命題７により、ある整数 kがあ
って L = kλである。このとき、図 8-17 のような状態遷移表となっている。 
 


















time      q            q' 














すると、幅が λの時間区間[t0,t1)内に tは発火する。なぜなら、もし tが[t0,t1)内に
発火しないと仮定する。強連結なので、 tからCのどこかのトランジション ′ t へ
向かうパスがあって、いくつかの基本サーキットの部分をつなげて構成されて
いる。各基本サーキットには１個しかトークンが無いため、 tが [t0,t1)内に発火




かのトランジションが時刻 ′ ′ t で発火し、時間幅 λの区間[ ′ ′ t , ′ ′ t + λ)で発火しないと





















は t + λである。よって、周期状態において、全トランジションを任意に番号付
けておいて、k回目に発火した時刻をならべて発火のカウンタ変数を X(k)とする
と、 
 X(k +1) = k ⊗ X(k) 
である。一方、この強連結で活性な業務取引ペトリネットの状態遷移行列 Aは常
に存在し、 X(k +1) = A ⊗ X(k)である。したがって、乗算記号を省略表記した形
だと AX(k) = kX (k)であり、固有ベクトルとなる。したがって、任意の生起回数 t
について 
  X(t) = A t X(0)  
によって、状態遷移（のトランジション発火時刻）を計算できる。（証明終） 
 









































図 8-18(b) 同型な強連結業務取引ペトリネット 
 
問 8-2 
 図 8-18(b)の業務取引ペトリネットの６つの基本サーキットをすべて示せ。 
 
 図のペトリネットは強連結で任意の基本サーキットにただひとつのトークンを含み、




になり、時刻 220 に Ord1 と Ord2 にそれぞれ出力したということは、業務取引ペトリ


























時刻 Cust Ord1 Ord2 A1Q Asm1 Pt1Q A2Q asm2 Pt2Q AcFQ AsmF FingsQ 
0 -cus- 0 0 1 -asm1- 0 1 -asm2- 0 1 -asmF- 1 
0 (1,65) 0 0 1 -asm1- 0 1 -asm2- 0 1 -asmF- 0 
65 -cus- 1 1 1 -asm1- 0 1 -asm2- 0 1 -asmF- 0 
65 -cus- 0 1 0 (1,3) 0 1 -asm2- 0 1 -asmF- 0 
65 -cus- 0 0 0 (1,3) 0 0 (1,57) 0 1 -asmF- 0 
68 -cus- 0 0 1 -asm1- 1 0 (1,54) 0 1 -asmF- 0 
122 -cus- 0 0 1 -asm1- 1 1 -asm2- 1 1 -asmF- 0 
122 -cus- 0 0 1 -asm1- 0 1 -asm2- 0 0 (1,33) 0 
155 -cus- 0 0 1 -asm1- 0 1 -asm2- 0 1 -asmF- 1 
155 (1,65) 0 0 1 -asm1- 0 1 -asm2- 0 1 -asmF- 0 
220 -cus- 1 1 1 -asm1- 0 1 -asm2- 0 1 -asmF- 0 
220 -cus- 0 1 0 (1,3) 0 1 -asm2- 0 1 -asmF- 0 
220 -cus- 0 0 0 (1,3) 0 0 (1,57) 0 1 -asmF- 0 
223 -cus- 0 0 1 -asm1- 1 0 (1,54) 0 1 -asmF- 0 
277 -cus- 0 0 1 -asm1- 1 1 -asm2- 1 1 -asmF- 0 
277 -cus- 0 0 1 -asm1- 0 1 -asm2- 0 0 (1,33) 0 
 




t1 t2 t3 t4  t5 t6 t7 t8 
1 0 65 65 68 65 122 122 155 
2 155 220 220 223 220 277 277 310 
3 310 375 375 378 375 432 432 465 
4 465 530 530 533 530 587 587 620 
5 620 685 685 688 685 742 742 775 
6 775 840 840 843 840 897 897 930 
 
表 8-3  業務取引ペトリネットのトランジション発火時刻表 
 
 対象の業務取引ペトリネットの任意のサーキットのトークンの最大数が１なので、





ε ε ε ε ε ε ε ε
65 ε ε ε ε ε ε ε
ε 0 ε ε ε ε ε ε
ε ε 3 ε ε ε ε ε
ε 0 ε ε ε ε ε ε
ε ε ε ε 57 ε ε ε
ε ε ε 0 ε 0 ε ε


























ε 0 ε ε ε ε ε 0
ε ε ε ε ε ε ε ε
ε ε ε 0 ε ε ε ε
ε ε ε ε ε ε ε ε
ε ε ε ε ε 0 ε ε
ε ε ε ε ε ε ε ε
ε ε ε 0 ε ε ε ε































0 ε ε ε ε ε ε ε
65 0 ε ε ε ε ε ε
65 0 0 ε ε ε ε ε
68 3 3 0 ε ε ε ε
65 0 ε ε 0 ε ε ε
122 57 ε ε 57 0 ε ε
122 57 3 0 57 0 0 ε


























ε 0 ε ε ε ε ε 0
ε 65 ε ε ε ε ε 65
ε 65 ε 0 ε ε ε 65
ε 68 ε 3 ε ε ε 68
ε 65 ε ε ε 0 ε 65
ε 122 ε 0 ε 57 ε 122
ε 122 ε 3 ε 59 ε 122


























































































































































































































































の行に注目し状態遷移方程式 X(t +1) = A0X(t +1) + A1X(t)の２つの行列を求めなさい。 
（３）A = A0
∗A1を計算で求めなさい。さらに、周期状態の状態遷移表から発火時刻表










図 8-19 強連結な決裁プロセス 
 
time AcVnd InvQ AcPur PurItQ AcVeri VrdIvcQ AcSett SetdPIvQ SetdVIvQ 
0 -aVen- 0 -aPrc- 0 -aVri- 1 -aSet- 0 0 
0 -aVen- 0 -aPrc- 0 -aVri- 0 '(1,29) 0 0 
29 -aVen- 0 -aPrc- 0 -aVri- 0 -aSet- 1 1 
29 '(1,16) 0 -aPrc- 0 -aVri- 0 -aSet- 0 1 
29 '(1,16) 0 '(1,37) 0 -aVri- 0 -aSet- 0 0 
45 -aVen- 1 '(1,21) 0 -aVri- 0 -aSet- 0 0 
66 -aVen- 1 -aPrc- 1 -aVri- 0 -aSet- 0 0 
66 -aVen- 0 -aPrc- 0 '(1,10) 0 -aSet- 0 0 
76 -aVen- 0 -aPrc- 0 -aVri- 1 -aSet- 0 0 
76 -aVen- 0 -aPrc- 0 -aVri- 0 '(1,29) 0 0 
105 -aVen- 0 -aPrc- 0 -aVri- 0 -aSet- 1 1 
105 '(1,16) 0 -aPrc- 0 -aVri- 0 -aSet- 0 1 
105 '(1,16) 0 '(1,37) 0 -aVri- 0 -aSet- 0 0 
121 -aVen- 1 '(1,21) 0 -aVri- 0 -aSet- 0 0 
142 -aVen- 1 -aPrc- 1 -aVri- 0 -aSet- 0 0 
142 -aVen- 0 -aPrc- 0 '(1,10) 0 -aSet- 0 0 
152 -aVen- 0 -aPrc- 0 -aVri- 1 -aSet- 0 0 


































は省略。他の初期値は請求書= 0, 照合後支払い=1, 仕入れ記録= 0, 決裁済み支払い P= 0, 決裁済み支払
い V= 0である。) 
表 8-4 強連結な決裁プロセスの周期的状態遷移表 
 
 











































































付録 1 本章の記号一覧表 
 
記号 意味                              
BTS-PN 業務取引ペトリネット 
DEVS discrete-event specification およびそれが表す離散事象システム 
dueP  最も満期が近い将来の終了トランジションを示す関数 
e  すべての busyプレースのトークンの経過時間を並べたベクトル 
e1 δ1 による発火の結果定まるすべての busyプレースのトークンの 
 経過時間を並べたベクトル 
e2  δ2  による発火の結果定まるすべての busyプレースのトークンの 
 経過時間を並べたベクトル 
ea  busyプレースqa内のトークンの経過時間、およびqaに対応する 
 BTS の活動が持つ経過時間 
e1(qa ) ベクトルe1の第qa成分 
F  アーク（矢印）の集合 
File BTS のファイルシステム 
fµ  マーキングµからΨ(µ)として定まるファイル内容関数 
fFA ( fµ ) ファイル fµから決まる発火可能な活動の集合 





fAK (a) 活動部分qaからの出力プレースに対応する管理実体の集合 
fKA (a)  活動部分qaへの入力プレースに対応する管理実体の集合 
fF ( fµ ) fµから開始可能な一連の活動を開始させる仕組みを記述する関数 
fDispatch(f) fµから開始した一連の活動によってファイルシステムを更新する関数 
fµa  fµを fKA (a) ∪ fAK (a)という管理実体型に制限したファイル内容関数 
Ga  BTS の活動を表す DEVS 
g(µ)  µから st(µ)を番号順に発火させ得られるマーキング 
h  busyプレースがトークンを持ったときの保持時間を定めた関数 




I(t)  トランジション tへの入力プレースの集合 
J  ペトリネット構造。 J = P,T,F,W  
)(µk  µからの最終的な発火結果として得られるマーキング 
KS  管理実体型（ファイル名の集合） 
N  ０を含む自然数集合 
N n  自然数を n個並べたベクトルの集合 
nA  活動部分の個数 
nA  BTS の活動の名前の集合 
O(t) トランジション t からの出力プレースの集合 
P  プレースの有限集合 
PN  ペトリネット 
Ρ(T)  集合Tのべき集合 
R 実数全体からなる集合 
RnA  nA個の実数値を成分とするベクトルの集合 
R∞ Rに無限大∞を付け加えた集合 
S  BTS の状態空間 
Sa  fµaの集合（Gaのファイルシステム） 
Sa × R
∞  Gaの状態空間 
st(µ) µで発火可能な入力トランジションの集合 
T  トランジションの有限集合 
ta BTS の満期時間関数 
taP(µ,e)  終了トランジションの発火時刻まで満期時間 
tk
i
 busyプレース kの入力トランジション 
tk
o  busyプレース kの出力トランジション 
W  アークの重みを表す関数 
µ, µ0 マーキング 
w pi BTS-PN のプレース pへ入るアークの重み 
w po   BTS-PN のプレース pから出るアークの重み 
w( p,t) pから tへのアークの重み 
w(t, p) tから pへのアークの重み 





δ2  発火可能な入力トランジション発火による結果を表わす関数 
δa  Gaのファイルシステムの更新関数 
δaI  Gaの活動開始によるGaのファイルシステムの更新関数 
δaO  Gaの活動終了によるGaのファイルシステムの更新関数 
δM  BTS の状態遷移関数  
Ψ BTS-PN のマーキングを BTS のファイル内容関数で表す関数                     
 
 
付録 2 可換性の証明（記号は本文中の説明で用いたものを使う） 
 
命題１  













は well-defined である。 
（証明） st(µ) ≠ φとすると、 st(µ)の入力トランジションに対応する活動部分は、ト
ークンを取り組むために、もはやその時刻には開始することはできない。活動部分の
数は有限個だから、かならず有限回の、たとえば p回の、gの適用によって st(gp (µ) = φ
となる。                            Q.E.D. 
 
 以下で、本文で示したような BTS-PN とそれから作られる業務取引システムの状態
遷移の可換性が一般的に成立することを証明する。 




 st(µ) = {tk1i ,tk2i ,...,tkri } ⇔ fFA ( fµ ) = {ak1 ,ak2 ,..., akr }である。ただし、各 ak j は tk ji を入力ト
ランジションとする活動プレースと１対１に対応する BTS の活動である。 
（証明）定義より明らかである。                   Q.E.D. 
 
命題３ 








 dueP(µ,e) = {ti1o , ti2o ,...,timo } ⇔ due( fµ ,e) = {ai1 ,ai2 ,..., aim }である。ただし、各 ai j は ti jo  を入
力トランジションとする活動プレースと１対１に対応する BTS の活動である。 
 
（証明） 




 δ1(µ,e) = (µ1,e1)とするとき、 





属性の値は0となっているので、 fFileValue ( fµ ,due( fµ,e))は各活動の開始活動は行われず、
出力処理だけを順に行う。したがって、δ1によって順に出力トランジションによって
µの変更を行った結果と、Ψによって対応する。            Q.E.D. 
 
命題６ 
 δ2(µ,e) = (µ2,e2)とするとき、 
  Ψ(µ2) = fF (Ψ(µ)) 
(証明） 
 命題 2 によって st(µ) = {tk1i ,tk2i ,...,tkri } ⇔ fFA ( fµ ) = {ak1 ,ak2 ,..., akr }が成立している。  
 st(µ) = φのとき fFA ( fµ ) = φだから、µ2 = µかつΨ(µ2) = fµ = fF ( fµ )である。 
 st(µ) ≠ φとする。δ2  は st(µ) の各入力トランジションについて、順に発火の操作をµ
に対して行い、結果としてと ′ µ となる。同じように、 fFileValue ( fµ , fFA ( fµ ))は、 st(µ)に
１対１に対応する fFA ( fµ )の活動について、順に終了と開始の操作の組を行いと ′ f µと




ず開始の操作だけが行われるので、Ψ( ′ µ ) = ′ f µ = f ′ µ である。これを繰り返すが、命題




 初期条件を満たす任意の BTS-PN について、図 8-11 の可換図は可換となる。 
 






















            図 8-11(再掲） 可換図 
 
（証明） 
1) 初期状態条件を満たすような任意の (µ,e)をN n × RnA からとる。 
2)δ(µ,e) = δ2(δ1(µ,e))である。 δ1(µ,e) = (µ1,e1) とすると、命題５より 
  Ψ(µ1) = fFileValue ( fµ, due( fµ ,e))  
である。 δ2(µ1,e1) = (µ2,e2)とすると命題６から、 
  Ψ(µ2) = fF (Ψ(µ1)) = fF ( fFileValue ( fµ, due( fµ,e)))。 
3) 経過時間eiが0になるのは終了と開始の時だが、(2) のµについての可換性と命題４
および命題２によって、経過時間が変化する BTS-PN の活動部分と BTS の活動は１
対１に対応する。また、終了も開始もしないものは、時間が進むだけだが、命題２よ






















































































図 9-2 ペトリネットによるカンバン方式 
外注先 
サプライヤ 組立１ 組立 2 物流部門 
部品 B 






   2
assembly













































































































 メサロビッチ・高原(1989）によれば、入出力システム S の状態表現のユニー
ク性問題とは一般の時間システムに対して次のように言い表わせる： 
 




























 したがって、入力集合を Xとし出力集合をY とするときシステム Sは S ⊆ X ×Y
と書かれる。Tから Aへの関数すべての集合を AT と表す。シフト演算子σ − tを用い
て左シフト演算子 λtを定める。任意の時間関数 xと t,t'∈ Tに対して
(λ t(x))(t') = x(t + t')と定義する。時間システム Sに対して、
σ t (S) = {(σ t (x),σ t (y)) | (x, y) ∈ S}および St = S | [t ,∞)= {(x t , y t ) | (x, y) ∈ S}と定められる
が、 Sが定常であるとは λt (S) ⊆ Sであることである。また、強定常であるとは
λt (S) = Sが成立することである。定常なシステムの入力区間に対しては常に
λt (X) = X,t ∈ Tが成立するものとする（そのような Xを考える）。 
 
定義 9.2 過去決定性（メサロビッチ・高原, 1989) 
 S ⊆ X ×Y を時間システムとするとき、 Sが時刻 k ∈ Tから過去決定的である
とは次の２条件を満たすことである： 
(1) 任意の (x, y),(x ',y') ∈ S について、もし x | [k,t ]= x ' | [k,t ]ならば y | [k,t ]= y ' | [k,t ]であ
ること。 
(2) 任意の (x k ,y k )と xk について、もし (x k ,y k ) ∈ S k ならば、ある y'k があって





形微分方程式によって表現される連続システムでは、任意の k > 0から過去決定
的である。つまり実質的に初期値の取りうる多様性がその後の入出力の時間的
軌道の多様性を支配する。また、線形差分方程式の行列の次元を nとすると、




 時間システム S ⊆ X ×Y が時刻 k ∈ Tから過去決定的であるとする。任意の
(x,y) ∈ X ×Y について、 (x,y) ∈ Sであることと、任意の t ≥ k なる t について





定義 9.3 有限観測性（メサロビッチ・高原, 1989) 
 時間システム S ⊆ X ×Y が時刻 k ∈ Tから有限観測的であるとは、 
任意の x ∈ Xと y,y '∈ S(x)について y k = y'k → y = y 'であること。 
 
命題１（メサロビッチ・高原, 1989) 






任意の x,x '∈ Xと τ, τ ≥ k,について、もし x | [0,τ ]= x ' | [0,τ ]ならば S(x) | [0,τ ]= S(x') | [0,τ ]
である。 
(2) Sが k ∈ Tから有限観測的である。 
 
 第２章８節では離散事象システムの DEVS 表現から状態遷移関数を構成する
方法を述べた。記号Λは空イベントを表し、また、入力値集合を A  とするとき
ΩG = ΩA ∪ ΩΛによって入力セグメント集合を定めた。 
 任意の集合Bに何らかの位相が定義されているものとする（たとえば通常のユ
ークリッド距離を考える）。このとき、関数Γ : BT → P(T)を定める：任意の時間
関数 y : T → Bに対してΓ(y) ≡ {t | lim
h>0,h →0









定義 9.4 離散事象システム 
 記号Λで空イベントを表し、空以外の入力値集合を Aとする。出力値集合
をBとし何らかの位相が定義されているものとする。入力空間を AT 、出力空間





 (3.1) 空イベント値をとる定値関数 ˆ Λ : T → {Λ}を含む。ここで、すべての
t ∈ Tに対して ˆ Λ (t) = Λである。 
 (3.2) 任意の x ∈ Xと t ∈ Tに対して、event(x) ≡ {t | x(t) ≠ Λ}とするときに
event(x) ∩ [0,t)は有限。 
(4) Y は次を満たすような離散事象入力空間である：任意の y ∈ Y と t,t'∈ Tに
対してΓ(y)∩ [t,t')が有限。 
(5) Sはシステムコアにおける出力表現性を満たす。つまり、 
任意の (x,y) ∈ X ×Y と正の t ∈ Tについてある z ∈ S( ˆ Λ )があって、 
（ x t ∈ GA → z
t
= y t )である。 
(6) Sはシステムコア決定性を満たす。つまり
S[y k ] ≡ {(x ',y') ∈ S | ( ˆ Λ k ⋅ σ k (x'), y k ⋅ σ k (y') ∈ S}と定めるとき、次を満たす（図 9-6
参照）： 
(∀t,t > 0,∀r,r > 0,∀y t ∈ S( ˆ Λ ) |[0,t ),∀ˆ y r ∈ S( ˆ Λ ) |[0,r ),∀c ∈ S( ˆ Λ ))  
















(null input) (null input)
t r














σt (x') σr (x')









条件(3)は、入力空間 X が空イベントを値とする一定値関数 ˆ Λ を含むこと、また、
任意の入力 x ∈ Xにおいて、非空である時点は、とびとびにしかないことを意
味する。以下では、特に混乱が生じない限り関数
ˆ Λ をΛと書く。したがって、


















一般に集合 Aに対して A∗を Aの要素で作られる文字列の集合とする（free 
monoid と呼ばれる）。文字列 xの長さを文字列を構成する文字の個数とし、
len(x)と表す。関数 f : A∗ → B∗が順序関数であるとは次の2条件を満たすことで
ある。 
  (1) f は長さを保つ：任意の xに対して len(x) = len( f (x)) 
  (2) f は非予測的である： (∀x, x'∈ A∗)(∃y)( f (x ⋅ x') = f (x) ⋅ y)  
順序関数 f : A∗ → B∗を実現する状態遷移メカニズムであるオートマトンとし
てネロード実現が知られている。まず、 A∗の上に同値関係 Eを定める。 A∗の任
意の２つのω,ω 'がネロード同値であることを 
(∀x ∈ A∗)(∃y ∈ B∗)( f (ω ⋅ x) = f (ω) ⋅ y ∧ f (ω ⋅ x) = f (ω ') ⋅ y)  
と定め、 (ω,ω ') ∈ E とかく。オートマトンは状態空間を A∗ / Eとして状態遷移関
数δ : (A∗ / E) × A → A∗ / E と出力関数µ : (A∗ / E ) × A → Bによって定めることがで
きる。δ([x],a) = [xa]、およびµ([x],a) = b ⇔ f (x ⋅ a) = f (x) ⋅ aと定める。これらの
関数の定義は well-defined である。初期値を[Λ]ととると、任意の文字列 xに対
して f (x) = µ([Λ],x)となる。このオートマトンをネロード・オートマトンとか、
ネロード実現と呼ぶ。 
さて、ネロード実現において、 
f [x] = {(x",y) | ( f (x ⋅ x") = f (x") ⋅ y}と定める。つまり f [x]は、入力 xの後ろに
つながる入力 x"に対して関数 f によって出力可能な yのペア (x",y)の集合である。




任意の正の時刻 k,r ∈ Tと y k, y 'rについて、共通のc ∈ S(Λ)によって
y k ⋅ σ k (c) ∈ S(Λ)および y'r ⋅σ k (c) ∈ S(Λ)となるときに、システムコア決定性によ









さて、S’を離散事象システムとし、P は y の値集合から z の値集合への写像と
するとき， 





























定義 9.4 初期状態応答（メサロビッチ・高原、1989） 
 S ⊆ X ×Y を時間システムとする。ある集合Cと関数 ρ0 : C × X → Y があって次
を満たすとき、 ρ0をシステムの初期状態応答、Cを状態と呼ぶ。 
(x,y) ∈ S ⇔ (∃c ∈ C)(ρ0(c,x) = y) 
 
 初期状態応答関数が因果的であるとは、任意の x,x '∈ X、 c ∈ C、 t ∈ Tに対
して x |[0,t ]= x' |[0,t ]ならば ρ0(c,x) |[0,t ]= ρ0(c, x ') |[0,t ]なることである。因果的初期状
態応答を持つシステムを因果的システムと呼ぶ。また、任意のc,c '∈ Cに対して




SystemsTheory, 1989)にあるように、もし時間システムが状態表現< Φ,µ >を持つ







 離散事象システム S に対する状態表現に対しては，離散事象システムにとって
独自な性質を持つ物だけを考える。 
 
定義 9.5  全射的空イベント遷移関数（Zeigler, 1996) 
 離散事象システムの状態表現< Φ,µ >が強い意味の全射的空イベント遷移関数で
あるとは、任意のc ∈ Cに対して、あるc'∈ Cから t ∈ T時間で到達できることであ
る。つまりc = φ0t (c,Λ0t )が成立することである。 
 また、 c ~ c'であることの定義を、任意の x ∈ X に対して ρ0(c,x) = ρ0(c', x)とする。
< Φ,µ >が弱い意味の全射的空イベント遷移関数であるとは、任意のc ∈ Cに対し











 S ⊆ X ×Y を離散事象システムとし、 (x,y) ∈ Sを任意にとる。このとき正の時刻
rとシステムコアの要素c ∈ S(Λ)があって、 (Λr ⋅ σ r (x),c r ⋅ σ r (y)) ∈ Sが成立する。 
 
（証明） 
任意の (x,y) ∈ Sと k > 0をとる。 Sが強定常だからある ( ˆ x , ˆ y ) ∈ Sがあって
λk ( ˆ x , ˆ y ) = (x,y)である。したがって、 ( ˆ x k ⋅ σ k (x), ˆ y k ⋅σ k (x)) ∈ Sが成立する。ここ
で、event( ˆ x)∩ [0,k)が有限個であることから、 ˆ x uk = Λukとなるようなある
u (0 < u < k)がある。 r = k − uとおくと (λu( ˆ x , ˆ y ))0r = (Λ0r,λu( ˆ y ))0rとなる。 Sが rか
ら過去決定的であるので、ある要素 y'r ∈ Y があって (Λ,λu( ˆ y ))0r ⋅ y 'r ) ∈ S となる。
つまり、 λu( ˆ y ))0r ⋅ y 'r ∈ S(Λ)である。c = λu( ˆ y ))0r ⋅ y 'rとおくと、
λu( ˆ x , ˆ y ) = (Λr ⋅σ r (x),c r ⋅σ r (y)) ∈ Sを得る。（証明終） 
 
 
 離散事象システム S ⊆ X ×Y に対する状態表現を、状態空間を S(Λ)にとって
構成していく。まず関数 ρ0 : S(Λ) × X → Yを定める。任意の (c,x) ∈ S(Λ) × Xに対
して、 ρ0(c, x) = y ⇔ 





 この定義は well-defined である。実際 (∃p > 0)(∃ˆ z ∈ S(Λ))((Λ, ˆ z p ⋅ σ p (c)) ∈ S)と
仮定するとシステムコア決定性によって、 (Λp ⋅σ p (x), ˆ z p ⋅σ p (y)) ∈ Sが成立し、
したがって、 ρ0(c, x) = yを得る。 
 
命題２ 
 上記のように定義された関数 ρ0 : S(Λ) × X → Yは S ⊆ X ×Y の初期状態応答で
ある。 
（証明） 
 任意のc ∈ S(Λ)と x ∈ Xをとって (x,ρ0(c, x)) ∈ Sが成立することを示す。命題
１より (Λ,c'r ⋅σ r(c)) ∈ Sとなるような r > 0とc'∈ S(Λ)がある。 Sが rから過去決
定的なので、ある yがあって (Λr ⋅ σ r (x),c 'r ⋅σ r (y)) ∈ Sが成立する。強定常性から
(x,y) ∈ λr (S) = Sを得る。すると ρ0の定義によって ρ0(c, x) = yを得るので、
(x,ρ0(c, x)) ∈ Sとなる。 
 次に、 (x,y) ∈ Sを任意に取る。命題１によって正の時刻 rとシステムコアの
要素c ∈ S(Λ)があって (Λr ⋅ σ r (x),c r ⋅ σ r (y)) ∈ Sである。したがって ρ0の定義に
よって ρ0(λr(c), x) = yを得る。 （証明終） 
 
 




 S  の標準初期状態応答は次の性質を満たす。 
(1) 任意の c ∈ S(Λ)について ρ0(c,Λ) = c  
(2) ρ0は規約である。 
(3) ρ0は因果的である。 
(4) 任意の c ∈ S(Λ),x ∈ X, t ∈ Tについて ρ0(c, x) |[0,t )=ρ0(c, x t ⋅ Λ t ) |[0,t )  
 
（証明） 
(1) 任意のc ∈ S(Λ)を取る。 y = ρ0(c,Λ)とおく。 ρ0の定義によって k > 0と
z ∈ S(Λ)があって、 (Λ,zk ⋅σ k (c)) ∈ S ∧ (Λk ⋅σ k (Λ),zk ⋅σ k (y)) ∈ Sである。過去決定
性によりc = yを得る。 
(2) ρ0(c',Λ) = ρ0(c,Λ)と仮定すると、(1)によりc = c'となる。 
(3) 任意のc ∈ S(Λ)と x,x '∈ Xをとって y = ρ0(c,x)とおく。 ρ0の定義によって
k > 0と z ∈ S(Λ)があって、 (Λ,zk ⋅σ k (c)) ∈ S ∧ (Λk ⋅ σ k (x),zk ⋅ σ k (y)) ∈ Sである。
y'= ρ0(c,x')とおくと、同様にして、ある r > 0と z'∈ S(Λ)があって、
(Λ,z'r ⋅σ r(c)) ∈ S ∧(Λr ⋅ σ r (x '),z'r ⋅σ r(y')) ∈ Sである。すると、システムコア決定
性によって (Λr ⋅ σ r (x),z'r ⋅σ r (y)) ∈ Sとなる。ここで任意の t ∈ Tについて
x | [0,t ]= x ' | [0,t ]と仮定すると Sが過去決定的であることから y | [0,t ]= y ' | [0,t ]である。
つまり、 ρ0(c,x) | [0,t ]= ρ0(c, x') | [0,t ]が成立するので因果的であることが分かる。 




する。したがって、ある時刻 p (0 ≤ p < t)において ρ0(c,x)(p) ≠ ρ0(c,x t ⋅ Λ t )( p)で
ある。しかし、 x | [0,p ]= (x t ⋅ Λ t ) | [0,p ] であるから(3)によってこれは不可能である。









S ⊆ X ×Y を離散事象システムとする。 
(1)任意の c ∈ S(Λ), x ∈ Xに対して、出力 ρ0(c, x) = yは次のように分割される。 
(i) event(x) = {t0, t1,t2,... | t0 < t1 < t2 < ...}のとき、 y(n ) ≡ λtn−1 ρ0(c,x tn ⋅ Λ tn ) , n ≥1とし
て ρ0(c, x) = c0t0 ⋅ (σ
t0 y(1))t0t1 ⋅ (σ
t1 y(2))t1t2 ⋅ ...である。 
(ii) event(x) = {t0, t1,...,tn−1 | t0 < t1 < ... < tn−1}（有限）のとき、 y( p ) ≡ λt p−1 ρ0(c, x t p ⋅ Λ t p ) , 
n > p ≥1, および y(n ) ≡ λtn−1 ρ0(c, x)として ρ0(c, x) = c0t0 ⋅ (σ
t0 y(1))t0t1 ⋅ ...⋅ (σ
tn−1 y(n ))であ
る。 
(2) event(x)が有限でも無限でも、それぞれの p,1 ≤ p,について次が成立する。 
y( p ) = ρ0(λt p−1 − t p−2 y( p−1),λt p−1 (x t p ⋅ Λ t p ))、ただし、 t0−1 = 0, y(0) = cと定める。 
 
（証明） 
(1) これを示すには(1.1) ρ0(c, x)[0t0 ) = c
t0
の成立と、(1.2) 各 n (≥1)について
ρ0(c, x)tn−1tn = (σ
tn−1 y(n ))tn−1tn が成立することを示せばよい。 
(1.1) 命題３の(4)より ρ0(c,x) | [0,t0 )= ρ0(c, x t0 ⋅ Λ t0 ) | [0,t0 )= ρ0(c,Λ) | [0,t0 )= c t0となる。 
(1.2) 定義からσ tn−1 y(n) ≡ σ tn−1λtn−1ρ0 (c, x tn ⋅ Λ tn )なので、
(σ tn−1 y(n ))tn−1tn ≡ ρ0(c, x
tn
⋅ Λ tn )tn−1tn である。 ρ0が因果的であるから、
ρ0(c,x)0tn = ρ0(c, x
tn
⋅ Λ tn )0tnおよび、 ρ0(c,x)tn−1tn = ρ0(c, x
tn
⋅ Λ tn )tn−1tn が成立する。 
(2) nについての数学的帰納法によって示す。 
任意の c ∈ S(Λ), x ∈ Xをとる。 
 基本ステップ： n =1とする。この場合、 (x t1 ⋅ Λ t1 )0t0 = Λ0 t0となるので、命題３
の(4)より、 c t0 = ρ0 (c,Λ)0 t0 = ρ0 (c, x
t1
⋅ Λ t1 )0 t0 が成立する。したがって、
(x t1 ⋅ Λ t1 ,ρ0(c, x
t1
⋅ Λ t1 )) = (Λ
t0
⋅σ t0 (λt0 (x t1 ⋅ Λ t1 )),c
t0
⋅[ρ0 (c, x t1 ⋅ Λ t1 ) |[ t1 ,∞) ]を得る。さら
に、 (Λ,c) = (Λ,c t0 ⋅σ t0 (λt0 c)) ∈ Sであるから、 ρ0の定義によって、 
ρ0(λt0 c,λt0 (x t1 ⋅ Λ t1 )) = σ
− t0 (ρ0(c, x t1 ⋅ Λ t1 ) |[ t1 ,∞) ) = λt0 ρ0 (c, x t1 ⋅ Λ t1 ) = y(1)を得る。 
 帰納ステップ： 
任意に k ≥1を固定して、 y(k ) = ρ0(λtk−1−tk−2 y(k−1),λtk−1 (x tk ⋅ Λ tk ))が成立すると仮定する。
これが k +1においても成立することを示す。 




ムコアにおける出力表現性を満たすので y(k ) ∈ S(Λ)である。ここで
λr−tk−1 (Λ, y(k ) ) = (Λ,λr−tk−1 y(k ) ) = (Λ,[λr−tk−1 y(k ) ]0,tk −r ⋅σ
tk −r (λtk −tk−1 y(k ) ))であるので、 
(*)   (Λ,[λr−tk−1 y(k ) ]0,tk −r ⋅σ
tk −r (λtk −tk−1 y(k ) )) ∈ S  
を得る。 
 さて、 (x tk+1 ⋅ Λ tk+1 ,ρ0(c, x
tk+1
⋅ Λ tk+1 )) ∈ Sであるから、定常性によって 
(λr (x tk+1 ⋅ Λ tk+1 ),λ
r (ρ0(c, x tk+1 ⋅ Λ tk+1 ))) ∈ Sを得る。入力と出力をそれぞれ計算すると、
λr (x tk+1 ⋅ Λ tk+1 ) = Λ
tk −r
⋅σ tk −r[λtk (x tk+1 ⋅ Λ tk+1 )]と、 
λr (ρ0(c, x tk+1 ⋅ Λ tk+1 )) = (λrσ tk−1 y(k ) )0,tk −r ⋅σ tk −r y(k+1) =
(λr−tk−1 y(k ) )0,tk −r ⋅σ tk −r y(k+1)
 
となる。したがって、これと(*)式を ρ0の定義に当てはめることによって、 
ρ0(λtk −tk−1 y(k ),λtk (x tk+1 ⋅ Λ tk+1 )) = y(k+1)  
となる。（証明終） 
 
 システムコアにおける出力表現性を満たすので、上の命題で y( p )はすべてシ
ステムコアの要素である。 
 離散事象システムの状態表現を構成しよう。 
各々の t,t'∈ T,c ∈ S(Λ),x ∈ Xに対して、関数φ0t : S(Λ) × X t → S(Λ)を次のように
定める。φ0t (c, x t ) ≡ λtρ0(c, x t ⋅ Λ t ), φtt '(c, x tt ' ) ≡ φ0τ (c,σ −t (x tt ')),ただしτ = t'−t , および
φ00(c,x00) ≡ cとする。また、関数µ : S(Λ) × A → Bをµ(c,a) ≡ ρ0(c,x)(0)と定める。
ただし、 xは x(0) = aを満たす任意の入力であり、この定義は標準状態応答 ρ0の
因果性によって well-defined である。
Φ = {φtt ' | φtt ' : S(Λ) × X tt ' → S(Λ); ∀t,t'∈ T, t ≤ t'}とおく。 
 
命題５ 
 S ⊆ X ×Y を離散事象システムとする。上記のように定めた関数の集合
< Φ,µ >は、 Sの状態表現である。 
 
（証明） 
 まず、 S = {(x,y) | ∃c ∈ S(Λ),∀t,y(t) = µ(φ0t (c,x t ),x(t))}であることを示す。 
 任意のc ∈ S(Λ)、 x ∈ X、 t ∈ Tをとる。 ρ0(c,x)(t) = µ(φ0t (c,x t ), x(t))が成立す
ることを示せばよい。 
 いまevent(x) = {t0, t1,t2,... | 0 ≤ t0 < t1 < t2 < ...}とする。 ρ0(c,x)は命題４のように
システムコアの要素の連接に分割できる。つまり、
ρ0(c, x) = c0t0 ⋅ (σ t0 y(1))t0t1 ⋅ (σ t1 y(2))t1t2 ⋅ ...とかける。 t < t0の場合には
ρ0(c,x t ⋅ Λ t ) = ρ0(c,Λ) = cなので成立する。 t0 < tとする。するとある n ≥1があっ
て、 tn−1 ≤ t < tnである。 
 場合１： tn−1 < t < tnのとき。 
この場合は x(t) = Λである。したがってµ(φ0t (c,x t ), x(t)) = µ(λtρ0(c,x t ⋅ Λ t ),Λ) = 
ρ0(λtρ0(c,x t ⋅ Λ t ),Λ)(0) = λtρ0(c,x t ⋅ Λ t )(0) = ρ0(c,x t ⋅ Λ t )(t)となる。 x(t) = Λなので





 場合２： tn−1 = tのとき。 
x tn ⋅ Λ tn |[0,t ]= x |[0,t ]なので 
ρ0(c,x)(tn−1) = ρ0(c, x tn ⋅ Λ tn )(tn−1) = λtn−1 ρ0(c,x tn ⋅ Λ tn )(0) = y(n )(0)である。さて、標準
状態表現の定義によって µ(φ0t (c,x t ), x(t)) = ρ0(λtn−1 ρ0(c, x tn−1 ⋅ Λ tn−1 ), x ')(0)、ただし、
x'∈ Xは x'(0) = x(tn−1)であるような任意の入力である。いま x'= λtn−1 (x)とおく。 
すると
ρ0(λtn−1 ρ0(c,x tn−1 ⋅ Λ tn−1 ),λtn−1 x) = ρ0(λtn−1 − tn−2 λtn−2 ρ0(c,x tn−1 ⋅ Λ tn−1 ),λtn−1 x)
= ρ0(λtn−1 − tn−2 y (n−1),λtn−1 x)となる。命題４の証明で示したように、 
ρ0(λtn−1 − tn−2 y(n−1),λtn−1 x) = y (n )である。したがって、 
µ(φ0t (c,x t ), x(t)) = y(n )(0) = ρ0(c,x)(t)を得る。 
 次に、状態遷移関数族Φ = {φtt ' | φtt ' : S(Λ) × X tt ' → S(Λ); ∀t,t'∈ T, t ≤ t'}の半群性
を示す。 
 任意のc ∈ S(Λ)、 x ∈ X、 t,t'∈ T (0 < t '< t)をとる。 p = t − t'とおく。 
φ0t (c, x t ) = φ0 p (φ0t '(c, x t '),σ −t '(x t' t ))が成立することを示せば充分である。次のよう
に ˆ c , ′ c , ′ ′ c ∈ S(Λ)を定める。 
ˆ c = φ0t (c, x t ) = λtρ0(c, x t ⋅ Λ t ), 
′ c = φ0t '(c, x t ') = λt 'ρ0(c, x t ' ⋅ Λ t ' ), 
′ ′ c = φ0p (c,σ −t '(x t' t )) = λpρ0( ′ c ,σ − t '(x t ' t ) ⋅ Λ p ). 
ここで、σ − t '(x t ' t ) ⋅ Λ p = λt ' (x t ⋅ Λ t )に注意して、 ′ ′ c = λpρ0( ′ c ,λt '(x t ⋅ Λ t ))を得る。 
 いま、あるmがあってevent(x t ⋅ Λ t ) = {t0, t1,...,tm−1}とかける。命題４によって
ρ0(c,x t ⋅ Λ t )をシステムコア分割できるので
ρ0(c, x t ⋅ Λ t ) = c0t0 ⋅ (σ t0 y(1))t0t1 ⋅ ...⋅ (σ tm−1 y(m )) 
のようにおくことができる。このとき、ある k ≥ 0があって tk−1 < t'≤ tkとなる。
ただし t
−1 = 0としている。 x
t '
⋅ Λ t ' = x
tk
⋅ Λ tk が成立するので、
′ c = λt 'ρ0(c,x t' ⋅ Λ t ') = λt 'ρ0(c, x t ⋅ Λ t ) = λt'− tk−1 λtk−1 ρ0(c,x tk ⋅ Λ tk ) = λt '− tk−1 y(k )である。 
 次に ρ0( ′ c ,λt '(x t ⋅ Λ t ))をシステムコア分割することができる。入力について
event(λt '(x t ⋅ Λ t )) = { ′ t 0, ′ t 1,..., ′ t r}とすると、 
ρ0( ′ c ,λt '(x t ⋅ Λ t )) = ′ c 0 ′ t 0 ⋅ (σ
′ t 0 ′ y (1))
′ t 0 ′ t 1
⋅ ...⋅ (σ ′ t r ′ y (r+1))とかける。ここで、
event(x t ⋅ Λ t ) = {t0, t1,...,tm−1}であったのでevent(λ ′ t (x t ⋅ Λ t )) = {tk,tk +1,..., tm−1}である
から、 ′ t 0 = tk − ′ t , ′ t 1 = tk+1 − ′ t ,..., ′ t r = tm−1 − ′ t である。したがって、 
ρ0( ′ c ,λt '(x t ⋅ Λ t )) | [0,tk − t' )= ′ c |[0,tk − t' )= λt '− tk−1 y(k ) |[0,tk − t ' )となる。よって、 
(*)  (λt '(x t ⋅ Λ t ), [λt '− tk−1 y(k )]0 ′ t 0 ⋅ (σ
′ t 0 ′ y (1))
′ t 0 ′ t 1
⋅ ...⋅ σ ′ t r ′ y (r+1)) ∈ S  
が成立する。また、 ρ0(c, x t ⋅ Λ t ) |[ ′ t ,tk )= (σ tk−1 y(k )) |[ ′ t ,tk )= (σ tk−1 y(k )) |[ ′ t , ′ t + t0 )より、 
(**)  λ
t' (x t ⋅ Λ t ,ρ0(c,x t ⋅ Λ t )) =
(λt '(x t ⋅ Λ t ), [λt '− tk−1 y(k )]0 ′ t 0 ⋅ (σ
′ t 0 y(k +1))
′ t 0 ′ t 1
⋅ ...⋅σ ′ t r y(m )) ∈ S  
となる。 Sが過去決定的であるので、(*)と(**)によって 




ρ0(c, x t ⋅ Λ t ) |[ ′ t ,∞)=σ ′ t ρ0( ′ c ,λ ′ t (x t ⋅ Λ t ))が成り立つ。書き換えると 
λ ′ t ρ0(c,x t ⋅ Λ t ) =ρ0( ′ c ,λ ′ t (x t ⋅ Λ t ))となる。以上から、 
′ ′ c = λpρ0( ′ c ,λ ′ t (x t ⋅ Λ t )) = λp (λ ′ t ρ0(c, x t ⋅ Λ t )) = λp + ′ t ρ0(c,x t ⋅ Λ t )) = 
λtρ0(c,x t ⋅ Λ t )) = ˆ c  
となる。すなわち、半群性が成立することが示された。 
 最後に、< Φ,µ >が弱い意味の全射的空イベント遷移関数であることを示す。
任意のc ∈ S(Λ)をとる。命題１からある時刻 r > 0と z ∈ S(Λ)があって、
(Λ,z r ⋅σ r (c)) ∈ Sである。よって初期状態応答によって、ある ′ c ∈ S(Λ)があって












定義８ モルフィズム（Mesarovic and Takahara(Abstract SystemsTheory, 1989)) 
 S ⊆ X ×Y を時間システムとする。 Sの２つの状態表現を< Φ,µ >, < Φ',µ'>とし、
それぞれの状態空間をC,C'とする。関数 h : C → C'が< Φ,µ >から< Φ',µ'>へのモ
ルフィズムであるとは、図 9-8 が可換であることである。可換であるとは、任
意の c ∈ C , x ∈ X , t ∈ T , a ∈ Aについて h(φ0t (c,x t )) = φ '0t (h(c), x t )および
µ(c,a) = µ'(h(c),a)が成立することである。 
 さらに、 hが全単射のときは同型なモルフィズムといい、また< Φ,µ >と
< Φ',µ'>は同型であるという。 
× Xtt'












図 9-8. 可換図 
 
 関数 h : C → C'が< Φ,µ >から< Φ',µ'>へのモルフィズムであるとき、









 S ⊆ X ×Y を離散事象システム、< Φ,µ >を Sの状態表現、Cをその状態空間とす
る。このとき次の(1)と(2)は同値である。 
(1) Φは弱い意味の全射的空イベント遷移関数である。 
(2) 関数 h : C → S(Λ)を h(c) = ρ0(c,Λ)によって定めると、 hは全射の
h :< Φ,µ >→< Φ∗,µ∗ >というモルフィズムである。 
（証明） 
(1) → (2)を示す。 
任意のc ∈ C, x ∈ X をとる。< Φ,µ >が弱い意味の全射的空イベント遷移関数をも
つので、ある時刻 r > 0と ˆ c ∈ S(Λ)があってc ~ φ0t ( ˆ c ,Λr)である。 
 いま、 z = ρ0( ˆ c ,Λ)とおく。任意に k ∈ Tをとる。 
z(r + k) = µ(φ0,r+k ( ˆ c,Λr+k ),Λ) =
µ(φ0k (φ0r( ˆ c ,Λr ),Λk ),Λ) = µ(φ0k (c,Λk ),Λ) = ρ0(c,Λ)(k)
 
つまり、 (Λ, z r ⋅σ r(ρ0(c,Λ))) ∈ Sが成立する。 
 また、v = ρ0( ˆ c ,Λr ⋅ σ r (x))とおく。すると、 
v(r + k) = µ(φ0,r+k ( ˆ c,(Λr ⋅ σ r(x))r+k ),Λr ⋅σ r (x)(r + k))
= µ(φr,r+k (φ0r( ˆ c ,Λr ),σ r (x)r,r+k ), σ r(x)(r + k)) = µ(φ0k (φ0r( ˆ c ,Λr ), x k ), x(k))
= µ(φ0k (c, x k ), x(k) = ρ0(c,x)(k)
 
したがって、 z r = v rであることを考慮すると (Λr ⋅ σ r (x), z r ⋅ σ r (ρ0(c, x))) ∈ Sが成立
する。 
 以上より、標準初期状態応答 ρ0∗の定義によって ρ0∗(ρ0(c,Λ),x) = ρ0(c,x)を得る。 
 ρ0∗(ρ0(c,Λ),x) = ρ0∗(h(c),x)であるから、 ρ0∗(ρ0(c,Λ),x t ⋅ Λ t ) = ρ0∗(h(c), x t ⋅ Λ t )である。
したがって、 
φ0t∗ (h(c),x t ) = λtρ0∗(ρ0(c,Λ), x t ⋅ Λ t )
= λtρ0∗(h(c), x t ⋅ Λ t ) = λtρ0(c, x t ⋅ Λ t )
= ρ0(φ0t (c,x t ),Λ) = h(φ0t (c, x t ))
 
となり、可換図を得る。 
 次にµ(c,a) = µ∗(h(c),a)が任意のc ∈ C,a ∈ Aに対して成立することを示す。




ρ0∗(ρ0(c,Λ),x)(0) = ρ0(c, x)(0)であるが、これはµ(c,x(0)) = µ∗(h(c), x(0))にほかならな
い。つまり可換図が成立する。 
(2) → (1)を示す。 
 任意のc ∈ Cをとる。図が可換であることから ρ0∗(ρ0(c,Λ),Λ) = ρ0(c,Λ)である。
ρ0∗の定義によって、ある時刻 r > 0と z ∈ S(Λ)があって次が成立する。 
(*)  (Λ, z r ⋅σ r(ρ0(c,Λ))) ∈ S  
よって、ある ′ c ∈ Cがあって ρ0( ′ c ,Λ) = z r ⋅σ r(ρ0(c,Λ))とかける。任意に
x ∈ X,k ∈ Tについて、 
ρ0( ′ c ,Λr ⋅ σ r (x)) (r + k) = µ(φ0,r+k ( ′ c ,(Λr ⋅ σ r(x))r +k ),(Λr ⋅σ r (x))(r + k))  
= µ(φ0k (φ0r( ′ c ,Λr ),x k ), x(k)) = ρ0(φ0r ( ′ c ,Λr ), x)(k) = σ r (ρ0(φ0r( ′ c ,Λr ), x))(r + k) 
である。ここで ρ0が因果的であることから、 ρ0( ′ c ,Λr ⋅σ r (x)) 0r= z rなので次を得
る。 
(**)  (Λr ⋅ σ r (x), z r ⋅ σ r (ρ0(φ0r ( ′ c ,Λr ), x))) ∈ S  
したがって(*)と(**)により ρ0∗(ρ0(c,Λ),x) = ρ0(φ0r ( ′ c ,Λr ),x)。また、可換図より 
ρ0(c,x) = ρ0∗(ρ0(c,Λ),x)であるから、 ρ0(c,x) = ρ0(φ0r ( ′ c ,Λr ),x)を得る。つまり、 










関数 h :< Φ,µ >→< Φ∗,µ∗ >が単射であることを示せばよい。 h(c) = h( ′ c )と仮定する。
すると任意の x ∈ Xについて ρ0∗(h(c),x) = ρ0∗(h( ′ c ), x)である。図の可換性を用いて、










 第 2 章において、DEVS モデルが有限時間消費条件を満たすとき状態表現を構成
し、DEVS の状態システム SD = Res(< Φ,λ >)を得ることができた（図 9-9）。ここで





















 まず、 SDが任意の正の時刻から過去決定的であることを示す。任意の正時刻 k
をとる。 
 状態システム SDは kから有限観測である。実際、 x ∈ Xを任意にとり、
y, ′ y ∈ SD (x)とする。すると適当な (s,e), ( ′ s , ′ e ) ∈ QM があって、すべての t ∈ Tにつ
いて 
y(t) = µ(φ0t (s,e,x t ),x(t)), ′ y (t) = µ(φ0t ( ′ s , ′ e , x t ), x(t))  
である。いま y k = ′ y kと仮定すると、当然 y(0) = ′ y (0)である。したがって 
y(t) = µ(φ0t (s,e,x t ),x(t)) = µ(φ0t (y(0), x t ), x(t))
= µ(φ0t ( ′ y (0),x t ), x(t)) = µ(φ0t ( ′ s , ′ e , x t ), x(t)) = ′ y (t)
 
となるので、有限観測である。 
 つぎに SDが任意の正時刻 kから前因果的であることを示す。 t ≥ kを任意にとる。
x, ′ x ∈ Xを x |[0,t ]= ′ x |[0,t ]を満たす任意の入力とする。任意に y ∈ SD (x)をとる。適当




r ∈ Tについて ′ y (r) = µ(φ0r (s,e, ′ x r), ′ x (r))と定める。 ′ y ∈ SD ( ′ x )である。すると、
x |[0,t ]= ′ x |[0,t ]であることから y |[0,t ]= ′ y |[0,t ]である。つまり、 SD (x) |[0,t ]⊆ SD ( ′ x ) |[0,t ]が
成立する。逆向きの包含関係も同様に成立するので、 SD (x) |[0,t ]= SD ( ′ x ) |[0,t ]を得る。
つまり kから前因果的である。命題１によって、有限観測であり、かつ前因果的
であるので、 SDは kから過去決定的である。 
 状態システム SDが定常であること示す。つまり、任意の時刻 t ∈ Tについて
λt (SD ) ⊆ SDが成立することを示す。任意の t ∈ Tと (x,y) ∈ SDをとる。適当な
(s,e) ∈ QM によって y(t) = µ(φ0t (s,e,x t ),x(t))とかける。 ( ′ s , ′ e ) = φ0t (s,e, x t )とおく。ま
た、各 p ∈ Tに対して ′ y (p) = µ(φ0 p ( ′ s , ′ e ,λt (x)0 p ),λt (x)( p))と定める。状態システムの
定義から (λt (x), ′ y ) ∈ SDである。 
φ0p ( ′ s , ′ e ,λt (x)0p ) = φ0 p (φ0t (s,e, x t ),λt (x)0 p )  
= φt,t + p (φ0t (s,e,x t ), x t,t + p ) （時間不変性より） 
= φ0,t + p (s,e, x t + p )  （半群性より） 
によって、 ′ y ( p) = µ(φ0,t + p (s,e, x t + p ), x(t + p)) = y(t + p) = λt y(p)、つまり λt (y) = ′ y であ
る。よって、 (λt (x),λt (y)) ∈ SDを得るので定常である。 
 システムコア決定を満たすことを示す。２つの正の時刻 k,r ∈ Tを任意にとり固
定する。任意に (Λr,y r ) ∈ SDr , (Λk, ˆ y k ) ∈ SDk , c ∈ SD (Λ), ′ x ∈ X, ′ y ∈ Yをとる。さらに、
(Λ,y r ⋅ σ r(c)) ∈ SD, (Λ, ˆ y k ⋅ σ k (c)) ∈ SDと (Λk ⋅ σ k ( ′ x ), ˆ y k ⋅σ k ( ′ y )) ∈ SDを仮定する。示す
べきことは (Λr ⋅ σ r ( ′ x ),y r ⋅ σ r ( ′ y )) ∈ SDである。 
状態システム SDの初期状態応答 ρ0 : QM × X → Yは SD = Res(< Φ,λ >)であるから、各
t ∈ T, (s,e) ∈ QM , x ∈ X について ρ0(s,e, x)(t) = µ(φ0t (s,e,x t ), x(t))が成り立つ。
(Λk ⋅ σ k ( ′ x ), ˆ y k ⋅σ k ( ′ y )) ∈ SDであるから、ある (ˆ s , ˆ e ) ∈ QM があって、 
ρ0(ˆ s , ˆ e ,Λk ⋅ σ k ( ′ x ))(t) = µ(φ0t (ˆ s , ˆ e ,[Λk ⋅ σ k ( ′ x )]0t ),[Λk ⋅ σ k ( ′ x )](t)) = [ ˆ y k ⋅ σ k ( ′ y )](t) 
である。いま ′ c = ρ0(ˆ s , ˆ e ,Λ)とおくと、初期状態応答の因果性によって ′ c k = ˆ y kを得
る。 ′ ′ c = λk ( ′ c )とおくと、 (Λ, ˆ y k ⋅ σ k ( ′ ′ c )) ∈ SDとなる。 SDの過去決定性によって
′ ′ c = cであり、したがってc(0) = ′ ′ c (0) = φ0k (ˆ s , ˆ e ,Λk )である。 
 仮定により (Λ,y r ⋅ σ r(c)) ∈ SDであるから、ある ( ′ s , ′ e ) ∈ QM があって、 
y r ⋅σ r (c)(t) = µ(φ0t ( ′ s , ′ e ,Λt ),Λ)であり、c(0) = φ0r( ′ s , ′ e ,Λr)となる。したがって、 
φ0r ( ′ s , ′ e ,Λr ) = φ0k (ˆ s , ˆ e ,Λk )が成立する。 
 ρ0( ′ s , ′ e ,Λr ⋅ σ r( ′ x )) = y r ⋅ σ r( ′ y )であることを示す。任意の t ∈ Tについて 
ρ0( ′ s , ′ e ,Λr ⋅ σ r( ′ x ))(r + t)  
= µ(φ0,r+ t ( ′ s , ′ e ,[Λr ⋅ σ r( ′ x )]0,r+ t ),[Λr ⋅σ r ( ′ x )](r + t))  
= µ(φ0t (φ0r( ′ s , ′ e ,Λr ), ′ x t ), ′ x (t)) 




= µ(φ0,k + t (ˆ s, ˆ e,[Λk ⋅ σ k ( ′ x )]0,k+ t ),[Λk ⋅ σ k ( ′ x )](k + t))  
= [ ˆ y k ⋅ σ k ( ′ y )](k + t) = ′ y (t)  
= σ r ( ′ y )(r + t) 
 また、 t < rである任意の tに対して 
ρ0( ′ s , ′ e ,Λr ⋅ σ r( ′ x ))(t) = µ(φ0t ( ′ s , ′ e ,[Λr ⋅σ r ( ′ x )]0t ),[Λr ⋅ σ r ( ′ x )](t))  
= µ(φ0t ( ′ s , ′ e ,Λt ),Λ)  
= y r ⋅σ r (c)(t) = y(t)  
 したがって、 ρ0( ′ s , ′ e ,Λr ⋅ σ r( ′ x )) = y r ⋅ σ r( ′ y )である。したがってシステムコア決定
性のための目標であった (Λr ⋅ σ r ( ′ x ),y r ⋅ σ r ( ′ y )) ∈ SDが示された。 
最後に、 SDがシステムコアにおける出力表現性を満たすことを示す。任意の
(x,y) ∈ SDをとる。 xの mls 分割を x(0)x(1) ⋅ ⋅ ⋅とする。もし x(0) ∈ GΛ なら、証明は
終了する。 x(0) ∈ GA M と仮定する。するとある t ∈ Tがあって、 x
(0)
= x tである。
すると、 SD = Res(< Φ,λ >)という定義によって、任意の k(< t)について、
y(k) = µ(φ0k (s,e,x k ),Λ) = φ0k (s,e, x k ) = δG (µ(s,e,x(0)),Λk )である。ここで z ∈ SD (Λ)を
任意の ′ t ∈ Tに対して 
z( ′ t ) = φ0 ′ t (µ(s,e,x(0),Λ ′ t ) 
と定める。当然、 z t = y tである。以上によってシステムコアにおける出力表現
性を満たすことが示された。                              Q.E.D. 
 
命題７（Zeigler, 1976) 
 有限時間消費の DEVS の状態システム SDの状態遷移関数が強い意味の全射的空
イベント遷移関数であるとする。その時、 SDは強定常である。 
（証明） 
 任意に t ∈ Tをとる。 SD ⊆ λt (SD )を示せば十分である。任意の (x,y) ∈ SD をとる。
あるc ∈ QM があって y = ρ0(c,x)である。 
 < Φ,λ >が強い意味の全射的空イベント遷移関数をもつので、ある ′ c ∈ QM があ
ってc = φ0t ( ′ c ,Λt )である。 z = ρ0( ′ c ,Λ)とおく。すると ρ0( ′ c ,Λt ⋅σ t (x)) = z t ⋅ σ t (y)であ
ることを以下のように示せる。 ρ0( ′ c ,Λt ⋅ σ t (x))0 t = z t であることは、 ρ0が因果的で
あることからわかる。また、任意の k ∈ Tに対して、 
ρ0( ′ c ,Λt ⋅σ t (x))(t + k) 
= µ(φ0,t +k ( ′ c ,[Λt ⋅σ t (x)]0,t +k ),[Λt ⋅ σ t (x)](t + k))  
= µ(φt,t +k (φ0 t ( ′ c ,Λt ),σ t (x)t,t +k ), x(k)) 
= µ(φ0k (c, x0k ),x(k)) 
= ρ0(c,x)(k) = y(k) = (σ t y)(t + k)  




(Λt ⋅ σ t (x),z t ⋅σ t (y)) ∈ SDである。 λt (Λt ⋅ σ t (x),z t ⋅σ t (y)) = (x, y) ∈ SDであるから、強
定常である。                                                 Q.E.D. 
 
命題８ 






 Mを有限時間消費の DEVS とする。δΛ が全射的であること、つぎの命題が
成立することは同値である： 
(∀t ∈ T)(∀s ∈ SM )(∃ ′ s ∈ SM )(∃n > 0)




任意に t ∈ T,s ∈ SM をとる。δΛ が全射的であるから、ある s1 ∈ SM があって 
s = δΛ (s1) = δ(s1,1)である。 
 もし、 (s1,1)∑ = ta(s1) > tならば証明は完了する。 (s1,1)∑ ≤ tとすると、ある
s2 ∈ SM があって s1 = δΛ (s2)である。 s = δ(s2,2)となることに注意。ここでもし、
(s2,2)∑ = ta(s1) + ta(s2) > tならば証明は完了する。 (s2,2)∑ ≤ tとすると、ある
s3 ∈ SM があって s2 = δΛ (s3)および s = δ(s3,3)である。この手続きを続けていくこ
とによって、 Mの有限時間消費条件から、必ずある nと sn ∈ SM があって、 
s = δ(sn,n), (sn,n −1) ≤∑ t, (sn ,n) > t∑ が成立する。（補題 2 の証明終） 
 
（命題 8 の証明） 
 内部遷移関数δΛ が全射的であると仮定する。 (s,e) ∈ QM , t ∈ Tを任意にとる。 
 もしe ≥ tの場合には ′ c = (s,e − t)とおく。するとφ0t ( ′ c ,Λt ) = δG (s,e − t,Λt ) = (s,e) = c
より成立する。 
 もしe < tの場合には補題２を用いて、ある nと ′ s ∈ SM があって、 
s = δ( ′ s ,n), ( ′ s ,n −1) ≤∑ t − e, ( ′ s ,n) > t∑ − eが成立する。ここで、 





φ0t ( ′ c ,Λt ) = δG (µ( ′ s ,r − (t − e),Λ),Λt )  
= δG (δ( ′ s ,1),0,Λt +r−(t−e )− ta( ′ s ))
= ...= δG (δ( ′ s ,n),0,Λ ( ′ s ,n )∑ +e− ( ′ s ,n )∑ )
 
= δG (s,0,Λe ) = (s,e) = c  
が成立する。つまり、 Mの有限時間消費であるとき SD = Res(< Φ,λ >)は強い意味の
全射的空イベント遷移関数を持つ。 
 つぎに、有限時間消費の Mの状態システムの状態遷移関数< Φ,λ >が強い意味の
全射的空イベント遷移関数を持つ場合には、内部遷移関数δΛ が全射的であること
を示す。対偶により示すため、δΛ が全射的でないと仮定する。すると補題２によ
って、ある (s,e) ∈ QM と時刻 t ∈ Tがあって、どんな nと ′ s ∈ SM をとっても必ず 
s ≠ δ( ′ s ,n)かまたは ( ′ s ,n) ≤∑ tとなる。有限時間消費なのですべての nについて
( ′ s ,n) ≤∑ tということはないから、 s ≠ δ( ′ s ,n)ということである。今、 (s,0) = cとお
く。任意の ′ s ∈ SM と ′ e (0 ≤ ′ e ≤ ta( ′ s ))について、 s ≠ δ( ′ s ,n)であることから、 
φ0t ( ′ s , ′ e ,Λt ) = δG (µ( ′ s , ′ e ,Λ),Λt ) ≠ (s,0) = c  
である。つまり、強い意味の全射的空イベント遷移関数ではない。    Q.E.D. 
 
 さて、入力を持たない DEVS をオートノマスであるという。オートノマスな場
合には、内部状態遷移関数δΛ が全射的であることはかなり一般的に成り立つと想
像されている。その理由は次の通りである。 























 有限時間消費の DEVS の状態システムを SDとする。もし DEVS 状態表現< Φ,λ >
が強い意味の全射的空イベント状態遷移で規約ならば、< Φ,λ >は SDの標準状態表
現と同型である。 
 
 この定理は、まず DEVS モデルがあるときにそれが定める離散事象入出力シス
テムが定まり、そのシステムの状態表現クラスの中での DEVS 状態表現の位置付
けをしたものである 




 実際 S ⊆ X ×Y に対する DEVS を以下のように定めることができる。入力値集合
を A、出力値集合をBとする。標準状態表現は< Φ∗,µ∗ >である。このとき、 Sを生
成する DEVS M =< AM ,CM ,BM ,δM ,λM ,ta > を定義していく。 
 AM = A,CM = S(Λ),BM = Bと定める。時間進め関数 ta : CM → T∞として、任意の
y ∈ S(Λ)について次で定める。 
   ta(y) = min Γ(y), if Γ(y) ≠ φ





内部状態遷移関数δΛ : CM → CM として、任意の y ∈ S(Λ)について次で定める。 
   δΛ (y) =
λr (y), if r = ta(y) < ∞





 QM = {(c,e) | c ∈ CM , 0 ≤ e ≤ ta(c)}と定める。 
 疑似状態遷移関数δM : QM × (AM ∪{Λ}) → CM として、任意の (c,e) ∈ QM について
δM (c,e,Λ) = δΛ (λec)とし、また、任意の a ∈ AM について 
δM (c,e,a) = ρ0∗(λec,a∞)と定める。 
 出力関数 λM : QM → BM として、任意の (c,e) ∈ QM について λM (c,e) = c(e)と定め
る。 
 上で定めた DEVS Mは有限時間消費である。実際、任意のc ∈ S(Λ)をとる。
Γ(c)が有限個と仮定する。すると taの定義からある正整数 pがあって
ta(λΛ p (c)) = ∞となるので有限時間消費である。Γ(c)が無限個と仮定し、かつ、 M
が有限消費時間ではないとする。すると、ある時間区間[t,t')が存在して





 Mが有限時間消費な DEVS なので、 Mの状態システムを構成できる。これを
DM と書くことにする。DM の状態表現である DEVS 状態表現を< Φ,µ >とするとき
DM は次を満たしている。 
(x,z) ∈ DM ⊆ X × (QM )T であるとは、ある (c,e) ∈ QM があって任意の t ∈ Tにおいて 
z(t) = µ(φ0t (c,e,x t ), x(t))となっていること。 
 
離散事象システム Sの状態表現は、DM の状態表現< Φ,µ >を用いて  < Φ,λM oµ >と
なる。  < Φ,λM oµ >を Sの DEVS 実現と呼ぶ。したがって、 Sの標準状態表現を
< Φ∗,µ∗ >とするとき次が成立する：すべての (c,e) ∈ QM と x ∈ X , t ∈ Tに対して、 






  < Φ,λM oµ >はひとつの状態表現でありから、やはりそれを規約な状態表現にする
ことができるので、図 9-10 では  < Φ,λM oµ >を規約化したものを< ˆ Φ , ˆ λ >と書いて








M : Φ∗,µ∗ から定まる妥
当な DEVS 
DM : Mの 
状態システム 
  
Φ,λM oµ : DEVS実現。 
Sの状態表現 
Φ∗,µ∗ : Sの 
標準状態表現 










任意の離散事象入出力システム S ⊆ X ×Y を考える。 
（１）DEVS の普遍性： Sの DEVS 実現が存在する。つまり、任意の離散事象シス
テムは DEVS として実現可能である。 




（１）について：これは明らかである。というのは、任意の (c,e) ∈ QM ,x ∈ X,t ∈ T
に対して、µ∗(φ0t∗ (λec,x t ),x(t)) = λM (µ(φ0t (c,e, x t ), x(t)))  であるから。 
（２）について： 
任意の離散事象システム S ⊆ X ×Y をとる。
  
Φ,λM oµ を Sの DEVS 実現とし、
< Φ∗,µ∗ >を Sの標準状態表現とする。定理１と系によって、
  
Φ,λM oµ と< Φ∗,µ∗ >
が可換で、かつ、関数 h : QM → S(Λ),h(c,e) = ρ0(c,e,Λ)が全写的であればよい。ここ
で、 ρ0は DEVS 実現から定まる Sの初期状態応答関数であって、状態表現から自
然に定められる関数である。つまり、任意の (c,e) ∈ QM ,x ∈ X,t ∈ Tに対して
ρ0(c,e,x)(t) = λM (µ(φ0t (c,e, x t ),x(t)))によって定義されている。 
 任意の (c,e) ∈ QM に対して h(c,e) = ρ0(c,e,Λ) = λe (c)であることに注意する。任意
に k,t ∈ Tと (c,e) ∈ QM 、 x ∈ Xをとる。このとき次が成立する。 
h(φ0t (c,e,x t )(k) = ρ0(φ0t (c,e, x t ),Λ)(k)  
  = λM oµ(φ0k (φ0t (c,e, x t ),Λk ),Λ)  = λM oµ(φ0,t +k (c,e, x t ⋅ Λ t,t +k ),Λ)  
= µ∗(φ0,t +k∗ (λec, x t ⋅ Λ t,t +k ),Λ) = µ∗(φ0k∗ (φ0 t∗ (λec, x t ),Λk ),Λ) 
= µ∗(λk (φ0t∗ (λec, x t ),Λ) = λk (φ0t∗ (λec,x t )(0) = φ0t∗ (λec,x t )(k) . 
したがって、 h(φ0t (c,e,x t ) = φ0t∗ (λec,x t ) = φ0t∗ (h(c,e),x t )であり、状態遷移関数の可換
性が示された。 
 次に、すべての (c,e) ∈ QM と a ∈ Aについて  λM oµ(c,e,a) = µ∗(h(c,e),a)という可換
性が成立することは、（１）の式において、 t = 0, x(0) = aとおくと得られる。 
 最後に、関数 hが全射的であることを示す。任意の y ∈ S(Λ)をとる。命題１によ
って、ある r > 0とc ∈ S(Λ)があって (Λ,c r ⋅σ r(y)) ∈ Sである。ここで r > e > 0であ
るようなeをとると、 h(λr−e (c r ⋅σ r (y)), e) = λr (c r ⋅ σ r (y)) = yである。つまり、 hが全
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（30, (C5, 10), 1, (C3,5), --, --, 2, C1・C2) 
 
問 2-3 
δΛ (s)  において、作業を行っている活動は３つであり、それぞれ、 taStg (1) = 5, 
taAssS (1) = 5, taAssB (1) = 6である。同時に、 
t'= max{tStg , tAssS ,tAssB ,tAss,tIsp} = max{14,14,9,−1,−1} =14である。よって 


































= FeFt z(0) + d
dt














= F [eFtz(0) + eFt e−FsGx(s)ds
0
t
∫ ] + Gx(t)






 φ0t"(c, x0t") = φt' t"(φ0t '(c,x0t' ),x t ' t")を示す。ただし、φ ′ t ′ ′ t ( ′ c , x ′ t ′ ′ t ) = φ0,( ′ ′ t − ′ t ( ′ c ,σ − ′ t (x ′ t ′ ′ t ))
であり、σはσ − ′ t (x
′ t ′ ′ t )(u) = x ′ t ′ ′ t (u + ′ t )というシフトオペレータであった。 
 任意の0 ≤ ′ t ≤ ′ ′ t と x0 ′ ′ t をとる。 
φt ' t"(φ0t '(c,x0t ' ),x t ' t")  







φ0t"(c, x0t") =  
e





































 u = s − t'とおくと、最後の項の積分は s = u + t' , ds = du, t"−s = t"−t'−uだから積
分範囲は以下の通りとなる。 
s t'  ... t" 
u  0 ... t"−t'  
計算を続けると、 
= e































 D(b2) = [t1, t2)のときの関数σ − t1 (b2)のグラフは、問 2-6 解答のように時刻 0 から
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  受注控え 
 顧客番号 品目番号  数量 
 1150  I025   50 
 1150  P321   23 
 1150  S153   15 
 2030  P321   35 
 2030  S166   23 
 3040  N216  155 
 
  顧客 
 顧客番号   顧客名 
 1150  川田商店 
 2030  青木工業 






部署番号 部署名 部署階層番号 親部署 子部署
51 人事部 1 51 52
52 人事課 2 52 53
53 人事係 3 52 54
54 人材開発係 4 51 55
55 給与係 5 51 58
56 厚生係 6 58 56






   品目 
品目番号  品名 
 I025  サンドぺーパ 25 番 
 P321  Ｐ社油性ペイント赤 1L 
 S153  S 社水性ペイント黄 3L 
 S166  S 社水性ペイント緑 6L 













































 Qid = {q1,q2,q3}であるので、空集合をφと表すときに、べき集合は 








fAK (請求照合) = {照合担当, 照合済支払い} 
fKA  (請求照合) = {請求書, 仕入れ記録, 照合担当} 
 
問 4-3 
ta(s) = min{225 +15, 231+ 7, 225 +10, 203+ 29}
= min{240,238,235,232} = 232  















   
単位 10 億円 
資産の部   負債および資本の部   
流動資産    流動負債 690 
 当座資産 560  固定負債 123 
 棚卸資産 120  負債計 813 
 流動資産計 680 資本の部   
固定資産    資本金 90 
 有形固定資産 421 （その他資本の部） 285 
 無形固定資産 99  当期未処分利益 12 
 固定資産計 520  資本計 387 




単位 10 億円 
売上高 3,540 
 売上原価 2,800 
  売上総利益 740 
 販売一般管理費 400 
  営業利益 340 
 営業外損益 90 







期 期首在庫  n 期の入荷数 n 期の出荷数 売上総利益 
n z(n)  x(n) y(n)  （万円） 
1 0 30 10 500 
2 20  0 10 500 
3 10  0 10 500 
4 0  30 10 500 
5 20  0 10 500 









 リードタイム 3、ロットフォーロット、初期在庫 5、オーダ残が 1期に 5個。 
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 7 
総 所 要 量  5  10    
オ ー ダ 残 5       
予想在庫バラ ン ス 5 10 5 5 0 0 0 0 
着手日順計画オーダ 5       
 
問 5-5 
 品目表  部品構成表 
品目＃ 品目名 ローレベル 構成＃ 親品目 子品目 構成数 
2001 A ０ 1 2001 2002 1 
2002 C 2 2 2001 2003 1 
2003 D 1 3 2003 2004 1 
2004 E 2 4 2003 2005 1 
2005 F 2 
 
5 2006 2007 1 
2006 B 0  6 2006 2008 1 
2007 G 1  7 2008 2002 1 
2008 H 1      
 
問 5-6 
 第 2期総所要量を 10減らし、第 3期にまわす。 
タ イ ム バ ケ ッ ト 1 2 3 4 5 6 
X か ら の 総 所 要 量   10 10 15  
D か ら の 総 所 要 量  4 20    
オ ー ダ 残       
（ 有 効 在 庫 ）   -30 -10 -15  
正 味 所 要 量   30 10 15  
完了日順計画オーダ   30 10 15  
着手日順計画オーダ  30 10 15   
 
問 7-1 
 第（５）行と第（９）行は時刻と p4Q 以外は同じ内容である。 
行番号 time Cust p1Q act1 p2Q act2 p3Q act3 p4Q 
(5) 10 1(10) 0 1(5) 0 Λ 0 1(5) 2 
(9) 20 1(10) 0 1(5) 0 Λ 0 1(5) 3 
 
問 7-2 




行番号 time Cust p1Q act1 p2Q act2 p3Q act3 p4Q 
(2) 5 Λ 60 Λ 60 Λ 60 Λ 1 










１周期の長さは 65 分なので、スループットは TH=1/65 [個／分]。 
図 7-5 に示された平衡状態の状態遷移から、プロセスを律している業務連鎖パス
は組立て２（Asm2）と組立て F（AsmF）である。そのパスにおける WIP を１周
期分計算する。組立 2 においては時刻 2,080 から 2,136 まで１個を保持している
ので 57[個・分]の在庫が在る。組立 F の分も同様にして次を得る。 
  57（組立 2）＋33（組立 F）= 90 [個・分] 
よって平均在庫数 WIP は、 
  WIP = 90/65 [個] 
となる。よってリードタイムは 








time As qA Aw qS pA Bs qB q1 pB1 pB2 Bw q2 F 
36 1 0 0 0 0 0 0 1(25) 0 1 0 1(17) 1 
36 0 0 0 1(25) 0 0 0 1(25) 0 1 0 1(17) 1 
 
問 8-2 









発火回数 t1 t2 t3 t4  t5 t6 t7 t8 
1 29 45 66 76 29 66 0 29 
2 105 121 142 152 105 142 76 105 











ε ε ε ε ε ε ε 0
16 ε ε ε ε ε ε ε
ε 0 ε ε ε 0 ε ε
ε ε 10 ε ε ε ε ε
ε 0 ε ε ε ε ε 0
ε ε ε ε 37 ε ε ε
ε ε ε ε ε ε ε ε


























ε 0 ε ε ε ε ε ε
ε ε ε ε ε ε ε ε
ε ε ε 0 ε ε ε ε
ε ε ε ε ε ε ε ε
ε ε ε ε ε 0 ε ε
ε ε ε ε ε ε ε ε
ε ε ε 0 ε ε ε 0









































ε 0 ε 29 ε ε ε 29
ε 16 ε 45 ε ε ε 45
ε 16 ε 66 ε 37 ε 66
ε 26 ε 76 ε 47 ε 76
ε ε ε 29 ε 0 ε 29
ε ε ε 66 ε 37 ε 66
ε ε ε 0 ε ε ε 0











































































































































































DFD 165, 184 
EPC 8, 207 
ERP 143, 163 
MRP 8, 128 
PDM 130 
PTS-PN 251 
SAP 164, 207 
SOA 165 





























































サーキット 231 264 

















































































離散事象システム 12, 297 
リトルの公式 6 
リトルの定理 214 
レベル･バイ･レベ
ル 
137 
連結決算 118 
ロジスティクス 146 
  
 
