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Abstract
We introduce the notion of square integrable representation mod-
ulo a relatively central subgroup and, establishing a link with square
integrable projective representations, we prove a generalization of a
classical theorem of Duflo and Moore. As an example, we apply the
results obtained to the Weyl-Heisenberg group.
1 Introduction
Square integrable representations have important applications in many elds
of theoretical physics (generalized coherent states, quantization, quantum
measurement theory, signal analysis etc.; see the review paper [1]) and math-
ematics (wavelet analysis [2], its generalization and the theory of localization
operators [3] etc.).
The fundamental properties of these representations have been studied orig-
inally by Godement, in the case of unimodular groups [4] [5], and by Duflo
and Moore [6], Phillips [7], Carey [8], Grossmann et al. [9], in the general
case. The notion of square integrable representation, modulo a central sub-
group, of a unimodular group has been studied by A. Borel [10].
In the present paper, we introduce the notion of square integrable rep-
resentation modulo a relatively central subgroup, which extends the notion
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of square-integrability modulo a central subgroup, thus, in particular, the
simple square-integrability. Then, we show that the square-integrability of
a representation of a locally compact group G, modulo a relatively central
subgroup K (which is a normal subgroup of G), is equivalent to the square-
integrability of a projective representation of the quotient group X = G=K,
hence, to the square-integrability of a unitary representation of a central
extension of the circle group T by X. This procedure allows to prove a
generalization of the already cited classical result of Duflo and Moore. In
the meantime, it is operative, in the sense that it can be directly applied
to concrete cases, as we show for the Weyl-Heisenberg group. This ex-
ample is remarkable since it is related to the classical coherent states of
Schro¨dinger [12], Glauber [13], Klauder [14] and Sudarshan [15]. More ex-
amples and applications will be given in a companion paper [16].
The paper is organized as follows. In section 2, we review the main prop-
erties of square integrable unitary representations, in particular the classical
theorem of Duflo and Moore. In section 3, we introduce the notion of square
integrable projective representation and prove the, so to say, ‘Duflo-Moore
theorem for projective representations’. Next, in section 4, we dene the
notion of square integrable representation modulo a relatively central sub-
group and, using the results of sections 2 and 3, we prove a generalization of
the theorem of Duflo and Moore and other basic results. Then, in section 5,
we study some remarkable intertwining properties associated with square in-
tegrable representations modulo a relatively central subgroup. Eventually,
in section 6, we apply the main results obtained to the representations of
the Weyl-Heisenberg group.
2 Square integrable unitary representations
Let G be a locally compact second countable Hausdor topological group (in
short, l.c.s.c. group). We will denote by G a left Haar measure (of course
uniquely dened up to multiplication by a positive constant1) on G and by
G the modular function on G. We recall that the the left regular represen-
tation R of G in L2(G;G) is the strongly continuous unitary representation
dened by
(Rgf) (g0) = f(g−1g0); g; g0 2 G; (1)
for all f 2 L2(G;G).
1In order to stress the essential unicity of the Haar measure, we will often call a
particular choice of this measure a normalization of the Haar measure.
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Let H be a separable complex Hilbert space. We will denote by h  ;  i
the inner product in H, which we will assume to be linear in the second
argument, and by k  k the associated norm. We will say that a linear
operator C from H into a complex Hilbert space H0 is essentially isometric
if it is a multiple of an isometry, i.e. if there exists an isometry J : H ! H0
such that C = J , with  > 0.
Let U be a strongly continuous irreducible unitary representation of G
in H. Given a couple of vectors ; 2 H, we can dene the ‘coecient’
cUψ,φ : G 3 g 7! hU(g) ; i 2 C; (2)
which is a bounded continuous function, and the set (of ‘admissible vectors’)
A(U) := f 2 H j 9 2 H :  6= 0; cUψ,φ 2 L2(G;G)g: (3)
Then, the representation U is said to be square integrable if
A(U) 6= f0g:
Since U is irreducible, this condition is equivalent to the existence of a square
integrable nonzero coecient cUψ,φ.
Square integrable representations are described by the following classical
result due to Duflo and Moore (see [6]).
Theorem 1 Let the strongly continuous irreducible unitary representation
U of the l.c.s.c. group G in the Hilbert space H be square integrable. Then,
the set A(U) is a dense linear manifold in H and, for any couple of vectors
 2 H and  2 A(U), the cocient cUψ,φ is square integrable with respect to
the left Haar measure G on G. Moreover, for any nonzero  2 A(U), the
map
CUψ : H 3  7! cUψ,φ 2 L2(G;G) (4)
denes a linear operator which is essentially isometric and intertwines U
with the left regular representation of G in L2(G;G), namely
CUψ  U(g) = Rg  CUψ ; 8g 2 G: (5)
Finally, there exists a unique positive selfadjoint injective linear operator
DU in H, such that





 cUψ2,φ2(g) dG(g) =
Z
G
h1; U(g) 1i hU(g) 2; 2i dG(g)
= h1; 2i hDU  2;DU  1i; (6)
for all 1; 2 2 H, for all  1;  2 2 A(U). The operator DU is bounded if and
only if G is unimodular and, in such case, it is a multiple of the identity.
If U is square integrable, the operator DU of Theorem 1 | which we
will call the Duflo-Moore operator | being injective and selfadjoint, has
a densely dened selfadjoint inverse D−1U (see, for instance, [17], Theo-
rem 13.11). Duflo and Moore call the square of D−1U the formal degree
of the representation U . Notice that the operator DU depends on the nor-
malization of the Haar measure G. Indeed, if G is rescaled by a positive
constant, then DU is rescaled by the square root of the same constant. Thus,
we will say that DU is normalized according to G.
The theorem of Duflo and Moore has some important implications. Let us
list the main ones.
1. The square-integrability of a unitary representation depends only on
its unitary equivalence class. According to Theorem 1, if U is square
integrable, then it is unitarily equivalent to a subrepresentation UR of
the left regular representation R.
2. Let G be a compact group. Then, any strongly continuous irreducible
unitary representation of G is square integrable. This follows from the
fact that, in this case, the Haar measure on G is nite. Indeed, for
a compact group, Theorem 1 reduces to a well known classical result
(see, for instance, [18]).
3. If the representation U of G is square integrable, then, according to
Theorem 1, for any nonzero admissible vector  2 A(U), one can
dene the linear operator
WUψ : H 3  7! kDU  k−1 cUψ,φ 2 L2(G;G) (7)
| sometimes called generalized wavelet transform generated by U ,
with analyzing vector  | which is an isometry. The ordinary wavelet
transform arises as a special case when G is the unidimensional ane
group, i.e. the semidirect product R0 R+ (see [9] and [11]).
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4. The range RUψ of WUψ (or CUψ ), which consists of bounded continuous
functions, is a reproducing kernel Hilbert space (a classical reference




0) = kDU  k−2 hU(g) ;U(g0) i; g; g0 2 G: (8)







0) f(g0) dG(g0); 8g 2 G: (9)
This property follows from the ‘orthogonality relation’ (6).
Let us prove an interesting invariance property of the Duflo-Moore op-
erator with respect to the representation U (Duflo and Moore used a similar
property of the formal degree operator for proving their classical result).
Proposition 1 Let U be square integrable. Then, the dense linear manifold
Dom(DU ) = A(U) is invariant with respect to U and the positive selfadjoint
operator DU is semi-invariant with weight 
1/2
G , i.e.
U(g)DU U(g)−1 = G(g)1/2 DU ; 8g 2 G: (10)
Proof : The linear manifoldA(U) is invariant with respect to U ; indeed:
Z
G




Now, let U be square integrable. Then, given  2 H, kk = 1, for any
 1;  2 2 Dom(DU ), we have:
hDU U(g−1) 2;DU  1i =
Z
G




h;U(g0g) 1ihU(g0) 2; i dG(g0)
= G(g) hDU  2;DU U(g) 1i:
Since DU is a densely dened selfadjoint operator, D2U is a densely dened
positive selfadjoint operator (whose domain is a core for DU ). If  1 belongs
to Dom(D2U ), we obtain:
h 2; U(g)D2U  1i = G(g) hDU  2;DU U(g) 1i; 8 2 2 Dom(DU ):
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From this relation, since DU is selfadjoint, it follows that
DUU(g) 1 2 Dom(DU ) and h 2; U(g)D2U  1i = G(g) h 2;D2U U(g) 1i:
Thus, the domain of D2U is invariant with respect to U and, by the arbitrari-







−1 = G(g)D2U ;
for all g 2 G. Eventually, since the square root of a positive selfadjoint
operator is unique, DU is semi-invariant with weight 
1/2
G and the proof is
complete. 
In many physical applications, one has to deal with representations that
are more general than unitary representations, namely with projective rep-
resentations. Thus, in the next section, we will extend the notion of square-
integrability to projective representations. This will also allow us to prove,
in section 4, the main results of this paper.
3 Square integrable projective representations
Let P be a projective representation of a l.c.s.c. group G in a separable
complex Hilbert space H (see, for intance, [20]), namely a map of G into
U(H), the unitary group of H, such that
(I) P is a weakly Borel map, i.e. G 3 g 7! h; P (g) i 2 C is a Borel
function2, for any ; 2 H;
(II) P (e) = I, where e is the identity in G and I the identity operator;
(III) denoted by T the circle group, namely the group of complex numbers
of modulus one, there exists a Borel function m : GG! T such that
P (gh) = m(g; h)P (g)P (h); 8g; h 2 G:
The function m, which is called the multiplier associated with P , satises
the following conditions:
m(g; e) = m(e; g) = 1; 8g 2 G; (11)
2The terms Borel function (or map) and Borel measure will be always used with ref-
erence to the natural Borel strucures on the topological spaces involved, namely to the
smallest σ-algebras containing all open subsets.
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and
m(g1; g2g3)m(g2; g3) = m(g1g2; g3)m(g1; g2); g1; g2; g3 2 G: (12)
In general, a Borel map m : GG! T satisfying the previous conditions is
said to be a multiplier for G (if T is replaced by another abelian group A,
m is said to be a A-multiplier). Two multipliers m;m0 for G are said to be
similar if there exists a Borel function  : G! T such that
m(g1; g2) = (g1g2)(g1)−1(g2)−1 m0(g1; g2); 8g1; g2 2 G: (13)
Irreducibility for projective representations is dened as for standard
representations. Equivalence of projective representations is dened as fol-
lows. Let us identify the circle group T with the set fzI j z 2 Tg  U(H)
which is the centre of U(H). Let us denote by $ the canonical homomor-
phism of U(H) onto P(H) := U(H)=T, the projective group of H. Then two
projective representations P;Q of G are said to be equivalent if there is a
projective representation P 0 of G, unitarily or antiunitarily equivalent to Q,
such that
$(P (g)) = $(P 0(g)); 8g 2 G: (14)
This denition of (physical) equivalence is consistent with Wigner’s theo-
rem on simmetry transformations [21]. Two projective representations P;P 0
verifying relation (14) are said to be ray equivalent. Two ray equivalent
representations have similar multipliers; conversely, if P is a projective rep-
resentation of G with multiplier m and m0 is a multiplier similar to m, then
there exists a projective representation P 0 of G, ray equivalent to P , with
multiplier m0.
Now, given the cartesian product TG, the composition law
(; g)( 0; h) = (m(g; h) 0; gh) (15)
denes a group Gm. It is well known that there exists a unique topology
on T  G that makes Gm a l.c.s.c. topological group and generates a Borel
structure on Gm which coincides with the product Borel structure on TG.
The group Gm is a central extension of T by G. One can check easily that
a left Haar measure on Gm is given by the product measure T⊗G, where
T is the Haar measure on T (as usual for compact groups, we will assume
that T(T) = 1), and the modular function on Gm is given by
Gm(; g) = G(g); 8 2 T; 8g 2 G; (16)
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hence, Gm is unimodular if and only if G is. If m0 is a multiplier for G
similar to m, then Gm0 is isomorphic, as a topological group, to Gm.
The map
UP : Gm 3 (; g) 7! −1P (g) 2 U(H) (17)
is a unitary representation of Gm in H which is weakly Borel, hence, accord-
ing to a classical result (see, for instance, [20]), strongly continuous. It is
trivial to show that UP is irreducible if and only if P is. One can check that





(g0) = m(g; g−1g0)−1 f(g−1g0); f 2 L2(G;G): (18)
We will call Rm the left regular m-representation of G.
Obviously, given a couple of vectors in H, one can dene a coecient
function associated with P precisely in the same way as it has been done for
a unitary representation. Then, one can dene the set of admissible vectors
for P , i.e.
A(P ) := f 2 H j 9 2 H :  6= 0; cPψ,φ 2 L2(G;G)g: (19)
At this point, if P is irreducible, one says that P is square integrable if
A(U) 6= f0g. Thus, for unitary representations this denition coincides
with the one given in section 2. Let us show that square integrable projec-
tive representations enjoy properties analogous to that of square integrable
unitary representations.
Theorem 2 Let P be an irreducible projective representation of the l.c.s.c.
group G in the Hilbert space H and m the associated multiplier. Then, P is
square integrable if and only if UP is a square integrable unitary represen-
tation of Gm in H. Moreover, any projective representation of G equivalent
to P is square integrable if and only P is.
Assume that P is square integrable. Then, A(P ) is a dense linear manifold
in H and A(P ) = A(UP ). For any  2 H and any  2 A(P ), the function
cPψ,φ : G 3 g 7! hPg  ; i 2 C (20)
is square integrable with respect to the left Haar measure G on G and, if
 6= 0, the map
CPψ : H 3  7! cPψ,φ 2 L2(G;G) (21)
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denes a linear operator which is essentially isometric and intertwines P
with the left regular m-representation of G; namely:
CPψ  P (g) = Rmg  CPψ ; 8g 2 G: (22)
There exists a unique positive selfadjoint injective linear operator DP in H
such that




 cPψ2,φ2(g) dG(g) = h1; 2i hDP  2;DP  1i; (23)
for all 1; 2 2 H, for all  1;  2 2 A(P ). Moreover, DP is equal to the
Duflo-Moore operator DUP associated with the square integrable represen-
tation UP , provided that DUP is normalized according to G⊗T, with
T(T) = 1. Finally, DP is bounded if and only if G is unimodular and,
in such case, it is a multiple of the identity.
Proof : The map
Gm 3 (; g) 7! jhUP (; g) ; ij
is a non-negative Borel function; hence:Z
Gm
jhUP (; g) ; ij2 dT⊗G(; g) =
Z
Gm








(T = 1 ) =
Z
G
jhP (g) ; ij2 dG(g):
Thus, we have that A(P ) = A(UP ) and P is square integrable if and only
if UP is. Moreover, if P 0 is a projective representation of G equivalent to
P , there exist a unitary or antiunitary operator V and a Borel function
 : G! T such that




V ψ,V φ(g)j; 8g 2 G:
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It follows that P 0 is square integrable if and only if P is.
Let P be square integrable. Then, UP is square integrable and we have
already shown that A(P ) = A(UP ). Now, notice that
cUPψ1,φ1(; g)
 cUPψ2,φ2(; g) = c
P
ψ1,φ1(g)
 cPψ2,φ2(g); 8 2 T; 8g 2 G:
Thus, according to the theorem of Duflo and Moore, there is a unique posi-
tive selfadjoint injective operator DUP such that A(UP ) = Dom(DUP ) and,
for any 1; 2 2 H,  1;  2 2 A(UP ) = A(P ),










Hence, the linear operator CPψ is essentially isometric. Moreover, since G is
unimodular if and only if Gm is, DP  DUP is bounded if and only if G is
unimodular and, in such case, it is a multiple of the identity. Finally, let us




(g0) = hP (g0) ;P (g)i
= hP (g)−1P (g0) ; i
= m(g; g−1)−1 hP (g−1)P (g0) ; i
= m(g; g−1)−1 m(g−1; g0) hP (g−1g0) ; i







(g0);  2 A(P );  6= 0:
The proof is complete. 
Remark 1 If m is a multiplier for G, then also
m : G 3 (g; h) 7! m(g; h) = m(g; h)−1 2 T (24)
is a multiplier and one can dene the l.c.s.c. group Gm . Furthermore, if P
is an irreducible projective representation of G with multiplier m, the map
UP : Gm 3 (; g) 7!  P (g) 2 U(H) (25)
is a strongly continuous irreducible unitary representation of Gm . Then,
arguing as above, one can substitute in Theorem 2 the representation UP
with UP .
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Remark 2 One can show easily that the linear manifold A(P ) is invariant
with respect to P . If P is square integrable, then, according to Proposition 1,
the Duflo-Moore operator DUP associated with the square integrable unitary
representation UP is semi-invariant with weight Gm; hence, recalling equa-
tion (16), since P (g) = UP (1; g) and DP = DUP , we have:
P (g)DPP (g)−1 = G(g)1/2 DP ; 8g 2 G:
Notice that, as it happens for square integrable unitary representations,
if one rescales the Haar measure G by a positive constant, the operator DP
is rescaled by the square root of the same constant. We will say, then, that
DP is normalized according to G.
4 Square integrable representations modulo a rel-
atively central subgroup
Let G be a l.c.s.c. group, U a strongly continuous irreducible unitary repre-
sentation of G in a separable complex Hilbert spaceH andK a closed normal
subgroup of G such that the restriction of U to K is a scalar representation;
namely:
U(kg) = (k)U(g) = U(gk); 8k 2 K; 8g 2 G; (26)
where  : K ! T is a continuous group homomorphism. We will say that
the subgroup K, with the specied properties, is U -central or that K is
relatively central with respect to U . This terminology refers to the fact
that U(K) is a subgroup of the centre of U(H) which, as we have seen, can
be identied with T. For instance, any closed central subgroup K of G is
U -central; indeed, in such case we have that
U(k)U(g) = U(kg) = U(gk) = U(g)U(k); 8k 2 K; 8g 2 G;
hence, by Schur’s lemma, for any k 2 K, U(k) = (k) I, where  is a unitary
character of the abelian group K. In particular, we will denote by K0 the
centre of G. There exists a unique maximal U -central subgroup of G which
will be denoted by K. It coincides with the kernel of the continuous group
homomorphism G 3 g 7! $  U(g) 2 P(H).
As an example of a typical situation when relatively central subgroups
arise, consider a couple of l.c.s.c. groups _K; _X and an extension (G; i; h) of
_K by _X. By denition, i : _K ! G is a continuous injective homomorphism
whose range is a closed normal subgroup K of G and h : G ! _X is a
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continuouos surjective homomorphism such that Ker(h) = K. It follows that
K; _K are isomorphic topological groups (it is well known that a continuous
bijective homomorphism of a l.c.s.c. group onto another l.c.s.c. group is
an isomorphism of topological groups). Moreover, denoted by X the left
coset space G=K, which, endowed with the quotient group structure and the
quotient topology, is a l.c.s.c. group since K is a closed normal subgroup,
the map X 3 g K 7! h(g) 2 _X is a bijective homomorphism, hence, an
isomorphism of topological groups. Assume that T is a strongly continuous
irreducible unitary representation of _X . Then, U = T  h, is a strongly
continuous irreducible unitary representation of G and K is a U -central
subgroup.
Now, given a generic relatively central subgroup K of G, we will denote
as above by X the l.c.s.c. quotient group G=K and by p : G ! X the
canonical projection homomorphism,
p(g) = gK; g 2 G; (27)
which is an open continuous map. There is a natural continuous action of
G on X, ()[  ] : GX ! X, dened by:
g[x] = p(g)x; g 2 G; x 2 X: (28)
Notice that a left Haar measure X on X is invariant with repect to this
action. Hence, it is a standard result that, denoted by K the modular
function of K, the following relation holds:
K(k) = G(k); 8k 2 K:
This implies that, if G is unimodular, any closed normal subgroup of G |
in particular, any U -central subgroup | will be unimodular. We recall also
that there exists a (in general not unique) Borel map s : X ! G, such that
p(s(x)) = x; 8x 2 X; and s(eK) = e:
Such a map is said to be a Borel section. Then its range intersects each
left K-coset in exactly one point. Now, if s is a Borel section, since X is a
quotient group, we have:
s(x1x2) = s(x1) s(x2)s(x1; x2); (29)
where s : X  X ! K is Borel map (if, in particular, K is a central
subgroup, one can check that s is a K-multiplier).
As a rst step, we want to show that if U is a square integrable represen-
tation K must be compact. To this aim, we need to prove a technical result
which will be extremely useful in the following (see formula (32) below).
12
Lemma 1 The map
γs : X K 3 (x; k) 7! s(x) k 2 G (30)
is a Borel isomorphism and the image, through γ−1s , of the product in G is
given by
(x; k) (x0; k0) = (xx0; s(x; x0)−1ks(x0)k0); x; x0 2 X; k; k0 2 K; (31)
where we have set ks(x0)  s(x0)−1k s(x0).
Proof : Since s is a Borel section, γs is a bijective Borel map, hence,
as X K and G equipped with their natural Borel structures are standard
Borel spaces, a Borel isomorphism. Besides, for any g; g0 2 G, setting
(x; k) = γ−1s (g) = (p(g); s(p(g))
−1g); (x0; k0) = γ−1s (g
0);
we have:
g g0 = s(x) k s(x0) k0
= s(x) s(x0) s(x0)−1k s(x0) k0
= s(xx0)
(
s(x; x0)−1s(x0)−1k s(x0) k0

:
Then, since K is a normal subgroup, the point s(x0)−1k s(x0) belongs to K
and
γ−1s (gg
0) = (xx0; s(x; x0) s(x0)−1k s(x0) k0);
which is precisely what we had to prove. 
At this point, it is natural to ask what is the image measure, through
the map γ−1s , of the Haar measure G on G.
Lemma 2 Denoted by K a left Haar measure on K and by X a left Haar
measure on X, the image measure on XK, through the Borel isomorphism
γ−1s , of G is proportional to the product measure X⊗K . Hence, for any







f(s(x)k) dX⊗K(x; k); (32)
for a suitable normalization of the Haar measures X and K which does
not depend on the choice of the section s.
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Proof : Recall that a left Haar measure on a l.c.s.c. group G is dened
uniquely, up to multiplication by a positive constant, by the property of
being a -nite left-invariant measure on the Borel -algebra of G (see, for
instance, [20]). Thus, all we have to show is that the image ~G, through
the Borel isomorphism γs, of the product measure X⊗K is a -nite left-
invariant measure on G. Indeed, ~G is -nite since X⊗K is. Moreover,
for any non-negative Borel function f : G! C, we have:Z
G
f(g g0) d~G(g0) =
Z
G

















(invariance of X) =
Z
XK
f(s(x0) k0) dX⊗K(x0; k0):






so that ~G = G, with  > 0. 
From this point onwards, we will assume that the normalization of the
Haar measures X and K has been xed in such a way that equation (32)
is satised. It will be an easy task, now, to prove the announced result.
Proposition 2 If the representation U is square integrable, any U -central
subgroup K of G is compact. Hence, in particular, G admits square inte-
grable irreducible unitary representations only if K and K0 are compact.
Proof : Indeed, if U is square integrable, for any  2 H and  2 A(U),
; 6= 0, we have:
0 <  
Z
G
jcUψ,φ(g)j2 dG(g) < +1:




jcUψ,φ(s(x) k)j2 dX⊗ K(k)









It follows that K(K) < +1, hence K must be compact. 
Our next step will be to show that one can associate, in a natural way,
with the unitary representation U of G a projective representation of X. To
this aim, let us dene a map ms : X X ! T by
ms(x1; x2) := (s(x1; x2)); (33)
where we recall that  : K ! T is the continuous group homomorphism
determined by the restriction of U to the U -central subgroup K.
Proposition 3 Given a Borel section s : X ! G, the function ms is a
multiplier for X and the map Ps : X ! U(H), dened by
Ps(x) := U(s(x)); (34)
is an irreducible projective representation with multiplier ms. Moreover, if
s0 : X ! G is another Borel section, the multipliers ms and ms0 are similar.
Hence, Ps and Ps0 are ray equivalent projective representations.
Proof : As s is a Borel map, the function ms is Borel and, since
s(e; x) = (x; e) = e, where here e denotes the identity both in X and in
G, we have that ms(e; x) = ms(x; e) = 1, for any x 2 X. Besides, since
s(x1x2x3) = s(x1) s(x2) s(x3)s(x2; x3)s(x1; x2x3)
= s(x1) s(x2)s(x1; x2) s(x3)s(x1x2; x3);
using the fact that the restriction of U to K is the scalar representation  I,
we nd:
(s(x1; x2x3))(s(x2; x3)) I = U(s(x1x2x3))U(s(x1) s(x2) s(x3))−1
= (s(x1x2; x3))(s(x1; x2)) I:
Thus ms is a multiplier for X. Moreover, observe that Ps is a weakly Borel
map, Ps(e) = I and, setting x3 = e above, we obtain:
U(s(x1x2)) = (s(x1; x2))U(s(x1))U(s(x2)):
Hence, Ps is a projective representation with multiplier ms. The relation
$(Ps(X)) = $(U(G))  P(H)
implies that Ps is irreducible, since U is. If s0 is another Borel section, there
is a Borel map  : X ! K such that
s0(x) = s(x)(x); 8x 2 X:
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Then, setting  :=   , we have that there exists a Borel map  : X ! T
such that
(s0(x1; x2)) I = (s0(x1x2) s0(x2)−1s0(x1)−1) I
= (x1x2)(x1)−1(x2)−1 U(s(x1x2) s(x2)−1s(x2)−1)
= (x1x2)(x1)−1(x2)−1(s(x1; x2)) I:
Thus ms and ms0 are similar multipliers and the proof is complete. 
Since Ps is a projective representation with multiplier ms, one can dene,
as it has been shown in section 3, the l.c.s.c. group Xms and the strongly
continuous unitary representation
UPs : Xms 3 (; x) 7! −1Ps(x) 2 U(H): (35)
UPs is irreducible since Ps is. Again, we stress that this construction does
not depend essentially on the choice of the Borel section s. Indeed, if s0 is
another Borel section, ms and ms0 are similar multipliers, so that Xms and
Xms0 are isomorphic topological groups and the representations UPs , UPs0
can be identied under this isomorphism.
At this point, we want to introduce the notion of square integrable rep-
resentation modulo a relatively central subgroup. To this aim, we recall that
a Borel measure on a l.c.s.c. topological space is a Radon measure if and
only if it is nite on compact sets (see, for instance, [22]). Moreover, any
Radon measure on a l.c.s.c. topological space is regular (in particular, Haar
measures on l.c.s.c. groups are regular Radon measures). Then, let us dene
MG,K as the set of the Borel measures G,K on G that verify the following
conditions:
(a) G,K is absolutely continuous with respect to the Haar measure G:
G,K  G;
(b) for any compact subset C of G,
G,K(CK) = X(p(C)): (36)
Notice that, since for any compact subset C of G the subset p(C) of X
is compact, hence
G,K(C)  G,K(CK) < +1; 8G,K 2MG,K ;
the set MG,K consists of regular Radon measures. Moreover, any measure
G,K in MG,K is nonzero. Indeed, given a compact subset X of X, it is a
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standard result (see, for instance, [20]) that there is a compact subset C of G
such that X = p(C). Then, choose the compact subset X so that X(X ) > 0
(for example, take the closure of a nonempty precompact open set); hence:
G,K(CK) > 0. Another fundamental property of the set MG,K is that it
is G-invariant in the following sense. For any G,K 2MG,K and any g 2 G,
one can dene the g-translate measure gG,K by
gG,K(B) = G,K(g B); (37)
where B is an arbitrary Borel subset of G. Then, if G(B) = 0, we have that
G(g B) = 0 and, since G,K  G,
gG,K(B) = G,K(g B) = 0;
hence: gG,K  G. Besides, for any compact subset C of G, the set g C is
compact and
gG,K(CK) = G,K(g CK) = X(p(g) p(C)) = X(p(C)):
Thus, the Borel measure gG,K belongs to MG,K .
Equation (36) xes, in particular, the normalization of the measures in
MG,K in the sense that, given G,K 2 MG,K , the measure G,K , with
0 <  6= 1, does not belong to MG,K . We could have dened MG,K letting
this normalization free, but this would have introduced cumbersome con-
stants in many formulae. Let us now give a complete cheracterization of the
set MG,K .
Proposition 4 The set MG,K is not empty. Any measure G,K in MG,K
is of the form dG,K = % dG, where % : G ! R is a non-negative Borel
function | which is essentially unique, i.e. unique modulo alterations on
G-null sets | verifying the following property:Z
K
%(s(x) k) dK(k) = 1; for X-almost all x 2 X;
here the integral does not depend on the choice of the Borel section s.
Proof : Let G,K be a measure in MG,K . Then, since G,K  G,
according to the Radon-Nikodym theorem, dG,K = % dG, for some essen-
tially unique non-negative Borel function % on G. Now, take a compact
subset C of G and denote by X the compact subset p(C) of X (we have al-
ready recalled that each compact subset of X can be obtained in this way).
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{CK(s(x)k) %(s(x); k) dX⊗K(x; k);
where for obtaining the last equality we have used formula (32). Then, since
{CK(s(x) k) = {XK(x; k) = {X (x); 8(x; k) 2 X K;










Here we stress that, by the left-invariance of K , the Borel function % does
not depend on the choice of s. Hence, for any compact subset C of G, we
have:




Then, since X is a regular measure (in particular, inner regular), it is
determined uniquely by its value on compact sets and, by the arbitariness
of the compact set X , we argue that %(x) = 1, for X-almost x in X.
Conversely, reasoning as above, one nds that any non-negative continuous
function % : G! R such that
Z
K
%(s(x) k) dK(k) = 1; 8x 2 X;
denes a nonzero Radon measure on G of the form dG,K = % dG that
belongs to MG,K . Now, such a function does exist (see, for instance, Propo-
sition 2, p. 258, of ref. [18]), so that MG,K is a nonempty set. 
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We will call the essentially unique function % of Proposition 4 the function
canonically associated with G,K 2 MG,K . Now, let us dene the following
subset of H (of ‘admissible vectors for U modulo K’):
A(U;K) := f 2 H j 9  2 H; G,K 2MG,K :  6= 0; cUψ,φ 2 L2(G;G,K)g;
which will be shown to be a linear manifold. We will say that the represen-
tation U of G is square integrable modulo the relatively central subgroup K
if
A(U;K) 6= f0g:
Eventually, we are ready to establish the central results of this section.
Proposition 5 The strongly continuous irreducible unitary representation
U of the l.c.s.c. group G is square integrable modulo the relatively central
subgroup K if and only if Ps is a square integrable projective representation
of X, hence, if and only if UPs is a square integrable unitary representation
of Xms . Moreover, the respective sets of admissible vectors coincide:
A(U;K) = A(Ps) = A(UPs):
Proof : Let G,K be a measure in MG,K . Then, denoted by % the













jcPsψ,φ(x)j2 dX(x); 8 ;  2 H:
It follows that A(U;K) = A(Ps) = A(UPs), hence U is square integrable
modulo K if and only if Ps (or UPs) is square integrable. 
We can now prove a generalization of the theorem of Duflo and Moore.
Theorem 3 Let the representation U of G be square integrable modulo the
relatively central subgroup K. Then, for any  2 H and any  in the dense
linear manifold A(U;K), the cocient cUψ,φ is square integrable with respect
to any measure G,K in MG,K . For any nonzero  2 A(U;K), the map
CU,Kψ : H 3  7! cUψ,φ 2 L2(G;G,K) (38)
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denes a linear operator which is essentially isometric. Furthermore, there
exists a unique positive selfadjoint injective linear operator DU,K in H such
that




 cUψ2,φ2(g) dG,K(g) = h1; 2i hDU,K  2;DU,K  1i; (39)
for all 1; 2 2 H, for all  1;  2 2 A(U;K). Finally, the operator DU,K
does not depend on the choice of the measure G,K in MG,K and, if DPs
is normalized according to X , DU,K = DPs. Thus, DU,K is bounded if and
only if X = G=K is unimodular and, in such case, it is a multiple of the
identity.
Proof : If U is square integrable modulo K, then, for any  2 H,






























(Theorem 2) = h1; 2i hDPs  2;DPs  1i;
81; 2 2 H; 8 1;  2 2 A(Ps) = A(U;K). Now, set DU,K = DPs and notice
that nothing in the preceding arguments depends on the choice of G,K in
MG,K . This completes the proof. 
Remark 3 Assume that K is compact. Then, if we set as usual K(K) = 1,
G belongs to MG,K . Indeed, denoted by {Y the indicator function of a set
Y, for any compact subset C of G, we have:






{CK(s(x) k) dX⊗ K(x; k) = X(p(C))K(K):
The same argument shows that, if G belongs to MG,K , then K(K) = 1
and K must be compact.
Remark 4 From Remark 3 it follows that, if K is a compact U -central
subgroup, U is square integrable if and only if it is square integrable modulo
K. Thus, in particular, the square-integrability of a unitary representation
is equivalent to the square-integrability modulo the trivial subgroup feg.
Remark 5 If K is a central subgroup of G, we can prove that the quotient
group X is unimodular if and only if G is. Indeed, if K is unimodular, then
G(k) = K(k) = 1, for any k 2 K, and, for any f 2 L1(G;G), using






















where X is the modular function on X. Hence, if K is unimodular, we
have:
G(g) = X(p(g)); 8g 2 G; (40)
so that X is unimodular if and only if G is.
We will now prove some properties concerning the square-integrability
of a unitary representation modulo a relatively central subgroup.
Proposition 6 If U is a square integrable representation of G, then U is
square integrable modulo any U -central subgroup of G.
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Proof : If U is square integrable, then, according to Proposition 2, any
U -central subgroup is compact. Hence, recalling Remark 4, we conclude
that U is square integrable modulo any U -central subgroup. 
Proposition 7 If G admits a representation U that is square integrable
modulo a compact relatively central subgroup, then any U -central subgroup
of G is compact.
Proof : If U is square integrable modulo a compact relatively central
subgroup, then, according to Remark 4, it is square integrable, hence, by
Proposition 2, any U -central subgroup is compact. 
The following result can be regarded as a generalization of Remark 3.
Proposition 8 Let K; ~K be U -central subgroups of G, with ~K  K. Denote
by ~X; X respectively the quotient groups G= ~K and K= ~K. Then, if X is
compact, for a suitable normalization of the Haar measures X˜ and K˜ , we
have that
MG,K˜ MG,K : (41)
Hence, if X is compact, U is square integrable modulo ~K if and only if it
is square integrable modulo K. Conversely, if relation (41) holds, then X
must be compact.
Proof : Let us split the proof into two parts. First, let us prove that,
given the Borel sections s : X ! G and s : X ! K, the map
t : X  X 3 (x; x) 7! s(x)s(x) 2 G
is an injective Borel map whose range intersects each left ~K-coset in exactly
one point. Indeed, assume that, for some x; x0 2 X, x; x0 2 X, ~k 2 ~K, we
have:
s(x)s(x) = s(x0)s(x0) ~k:
Then, since s is a Borel section and s(x);s(x0) ~k 2 K, we have that x =
x0, hence, for a similar argument, x = x0 and ~k = e. This shows that
t is injective and its range intersects each ~K-coset in at most one point.
Moreover, for any g 2 G, there is a point (x; x) 2 X  X such that
g ~K = t(x; x) = s(x)s(x) ~K:
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 ~K = s (p(g)) s (p(g))−1 g ~K = g ~K:
The rst part of the proof is complete.
Now, if X is compact, let us set the normalization of the Haar measure on
it as usual: X˘( X) = 1. This choice xes the normalization of the Haar
measures K˜ and X˜ , if one imposes that the image measure, through the
Borel isomorphism γs˘, of X˘⊗K˜ is K and G is the image measure of
X˜ ⊗K˜ through γs˜, for any Borel section ~s : ~X ! G. Let G,K˜ be a
measure in MG,K˜ and ~% the Borel function canonically associated with it.
Then, for any compact subset C of G, denoted by {CK the indicator function








{CK(s(x) k) ~%(s(x) k) dX⊗K(x; k):
Next, by Lemma 2 and Tonelli’s theorem, the integral on X  K can be









At this point, by the rst part of the proof, we have that
t−1(CK) = (p(CK); p(s(p(CK))−1CK) = (p(C); p(K)) = (p(C); X);
hence:
{CK(s(x)s(x)) = {CK(t(x; x)) = {p(C)X˘ (x; x) = {p(C)(x):
It follows that G,K˜(CK) = X(p(C)), for any compact subset C of G. Thus,
MG,K˜ is contained in MG,K as we had to prove. The same argument shows
that this inclusion holds only if X˘( X) < +1, so the proof is complete. 
5 Intertwining properties
In this section, we want to investigate the intertwining properties of the
operators CPsψ and C
U,K
ψ . To this aim, let us recall rst that with any Borel
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section s : X ! G one can associate the map cs : GX ! K, dened by
cs(g; x) := s(x)−1g−1 s(g[x]); (42)
which is called the cocycle associated with s. Recall also (see, for instance,
[20]) that the representation of G unitarily induced by the representation 





(x) := (cs(g−1; x)) f(g−1[x]); f 2 L2(X;X ); (43)
where we have used the fact that X is an invariant measure with respect
to the natural action of G on X.
Now, let us take a measure G,K in MG,K and let us dene Gχ as the
linear space of complex-valued Borel functions f on G that are contained in
L2(G;G,K) and satisfy the following condition:
f(gk) = (k)−1f(g); 8g 2 G; 8k 2 K: (44)
Then we have a simple characterization of Gχ.
Proposition 9 For any Borel section s : X ! G, there is an isometric
linear operator Fs : L2(X;X) ! L2(G;G,K), such that Ran(Fs) = Gχ,
which is explicitly dened by
(Fs ’) (g) = (s(p(g))−1g)−1 ’(p(g)); 8g 2 G; (45)
for any ’ 2 L2(X;X). Thus Gχ is a closed subspace of L2(G;G,K), hence
a separable complex Hilbert space. The denition of Gχ does not depend on
the choice of the measure G,K in MG,K and for the inner product in Gχ




f1(s(x)) f2(s(x)) dX(x); (46)
for any choice of the Borel section s.
Proof : For any ’ 2 L2(X;X ), since γs is a Borel isomorphism, we
can dene a Borel function f on G setting













Thus the mapping ’ 7! f denes a linear isometry F 0s from L2(X;X) into
L2(G;G,K). Observe also that
f(s(x) k k0) = (k k0)−1’(x) = (k0)−1f(s(x)k); 8x 2 X; 8k; k0 2 K:
It follows that range of this mapping is contained in Gχ; let us show that it
coincides with Gχ. Indeed, take any function f in Gχ and set:
’(x) = f(s(x)); 8x 2 X:







hence ’ belongs to L2(X;X). Moreover, F 0s ’ = f , as f satises condi-
tion (44), and we conclude that Ran(F 0s ) = Gχ. From equation (47) and
the polarization identity it follows that the inner product in Gχ is given by




(g) = (s(p(g))−1g)−1’(p(g)) = (Fs ’) (g); 8g 2 G:
This result, together with the observation that nothing in the preceding
arguments depends on the choice of G,K in MG,K , completes the proof. 
Observe that in the Hilbert space Gχ one can dene the strongly contin-




(g0) := f(g−1g0); g; g0 2 G; (48)































This proves that Rχ ia a unitary representation. Moreover, since, for any
f; ~f 2 Gχ, the function
(g; g0) 7! f(g−1g0) ~f(g0)
is Borel on GG, we have that
G 3 g 7! hRχg f; ~fiGχ =
Z
G
f(g−1g0) ~f(g0) dG,K(g0) 2 C
is a Borel map. This means that Rχ is a weakly Borel unitary representation,
hence, strongly continuous.
We want to show now that the representations Rχ and Rχ,s dened above
can be actually identied. In fact, according to Proposition 9, we can dene
the unitary operator
F^s : L2(X;X) 3 ’ 7! Fs ’ 2 Gχ (49)
and prove the following result.
Proposition 10 The representations Rχ and Rχ,s are unitarily equivalent.
Precisely, we have:
Rχg = F^s Rχ,sg  F^ s ; 8g 2 G: (50)



















( s(g−1[x0]) = g−1s(x0) cs(g−1; x0) ) = (k0)−1f(g−1s(x0))





(s(x0) k0); 8x0 2 X; 8k0 2 K:
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Then, since γs is a bijective map, the proof is complete. 




Theorem 4 Let the representation U be square integrable modulo K. Then,
for any nonzero vector  2 A(U;K) = A(Ps) the range of the linear operator
CU,Kψ , which is essentially isometric, is a closed subspace of Gχ and CU,Kψ
intertwines the representation U with the representation Rχ. Besides, the es-
sentially isometric linear operator CPsψ intertwines the representation U and
the projective representation Ps of X respectively with the induced represen-
tation Rχ,s and the left regular ms-representation Rms of X in L2(X;X ).
Proof : Observe that, since K is U -central, we have:
hU(gk) ; i = (k)−1hU(g) ; i; g 2 G; k 2 K:
Thus, if U is square integrable modulo K, then, for any  2 H and any
 2 A(U;K),  6= 0, the coecient cUψ,φ belongs to L2(G;G,K) and
cUψ,φ(gk) = (k)
−1cUψ,φ(g); 8g 2 G; 8k 2 K:
This proves that Ran(CU,Kψ ) is contained in Gχ, hence, it is a closed subspace
of Gχ since CU,Kψ is essentially isometric. Moreover,
hU(g0) ;U(g)i = hU(g−1g0) ; i;
hence CU,Kψ intertwines U with R
χ.
Besides, we have already shown in section 3 that CPsψ intertwines Ps with
Rms . Now, let us observe that
hPs(x) ;U(g)i = hU(s(x)) ;U(g)i
= hU(g−1s(x)) ; i
= hU(s(g−1[x]) cs(g−1; x)−1) ; i
= (cs(g−1; x)) hPs(g−1[x]) ; i;
hence, CPsψ intertwines U with R
χ,s. 
6 Discussion of the main results through a re-
markable example
We believe that the central result of our paper is the association of square in-
tegrable representations modulo a relatively central subgroup with square in-
tegrable projective representations. Indeed, this has two nice consequences.
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First, in proving the ‘generalized Duflo-Moore’ Theorem 3 no really ‘hard’
proof is needed: everything follows smoothly from the classical result of Du-
flo and Moore. Second, one can check if the representation U of G is square
integrable modulo K investigating the square-integrability of the unitary
representation UPs of the central extension Xms of T by X = G=K. In
many concrete applications, it turns out that Xms is a semidirect product
and one can use already known results (see [24]). Here, we will discuss the
example of the Weyl-Heisenberg group, which is remarkable for its physical
applications.
Let us consider the (2n+1)-dimensional polarized Weyl-Heisenberg group
(see, for instance, [25]), namely the semidirect product
H
0
n = (K P)0a Q;
where K, P and Q are vector groups isomorphic respectively to R, Rn and
R
n, and the action a of Q on K P, is dened by:
aq(k;p) = (k + q  p;p); (k;p;q) 2 K PQ; (51)
here the dot denotes the euclidean product. Thus, the composition law in
H
0
n is given explicitly by
(k;p;q) (k0;p0;q0) = (k + k0 + aq(k0;p0);p + p0;q + q0)
= (k + k0 + q  p0;p + p0;q + q0): (52)
As the action a is smooth, H0n is a Lie group (hence, a l.c.s.c. group). The
subgroupK is the centre of H0n. Then, since H0n has a noncompact centre, ac-
cording to Proposition 2, it cannot admit square integrable unitary represen-
tations. We can also check this result by explicitly classifying the irreducible
unitary representations of H0n. In fact, the polarized Weyl-Heisenberg group
has an abelian normal factor KP, so that we can use Mackey’s little group
method.
To this aim, let us identify the dual group K P of the normal factor KP
of H0n with R Rn by means of the standard pairing:
( K P)(KP) = (RRn)(RRn) ! T(
(k; p); (k;p)
 7! (k; p)  (k;p)  ei(kkˇ+ppˇ):
Then, we have that the dual action a of Q upon K  P, which is dened by
(aq(k; p))  (k;p) := (k; p)  (a−q(k;p));
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has the following explicit form:
aq(k; p) = (k; p− k q); (k; p) 2 K  P; q 2 Q: (53)
Hence, the Q-orbits in K  P = R Rn with respect to this action can be
classied as follows:
 the singleton orbits
O0,pˇ = f (0; p) g; p 2 Rn;
 the non-singleton orbits
Okˇ = f(k; p)j p 2 Rng; k 2 (R−f0g);
which are n-dimensional linear submanifolds of R Rn.
Observe that the subset ( K; 0)[(0; P) of K P is a Borel set which intersects
each orbit in exactly one point. Then, according to a classical result due
to Mackey (see [23]), the orbit structure generated by the dual action a
is regular (or ‘smooth’, see [20]). It follows that any irreducible unitary
representation of H0n is unitarily equivalent to one generated by Mackey’s
method. At this point, since all the orbits generated by a are negligible sets
with respect to the Haar measure dk dp on K  P, by virtue of a general
result concerning semidirect products with abelian normal factor (see [24],
Theorem 2), we conclude again that H0n does not admit square integrable
representations.
We want to show now that the representations associated with the non-
singleton orbits are square integrable modulo K. To this aim, let us consider
the generic non-singleton orbit Okˇ, k 2 R−f0g. The action of Q onOkˇ is free,
hence, there is only one irreducible unitary representation Ukˇ associated by
Mackey’s method with this orbit, i.e. the one which is induced by the unitary
character (k; 0) (; ) of the subgroup KP of H0n. This representation can




(pˇ) = ei(kkˇ+ppˇ) f(p + k q); 8f 2 Hkˇ; (54)
where we have used the fact that dp is an invariant measure with respect to
the dual action of Q. Observe that the restriction of Ukˇ to K is the unitary
character  : K 3 k 7! eikkˇ.
Next, one can show easily that the quotient group X  H0n=K can be
identied with the direct product group P  Q = Rn  Rn (notice that
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this group is not a subgroup of H0n). A smooth section s : X ! H0n is
dened by
s(p;q) = (0;p;q); (p;q) 2 PQ: (55)
Notice, in passing, that another smooth section s0 is given by
s0(p;q) = (p  q=2;p;q): (56)
Then, since
(0;p1 + p2;q1 + q2) = (0;p1;q1) (0;p2;q2) (−q1  p2; 0; 0);
we nd that
s((p1;q1); (p2;q2)) = (−q1  p2; 0; 0); mkˇ,s((p1;q1); (p2;q2)) = e−ikˇ q1p2 ;








(p); f 2 Hkˇ; (57)
denes a projective representation of X, with multiplier ms. According to
Proposition 5, the unitary representation Ukˇ is square integrable if and only
if Pkˇ,s is. Moreover, as it has been shown in section 3, the problem of the
square-integrability of Pkˇ,s can be tackled by introducing a central extension
of the circle group T by X. In fact, following the recipe given therein, we
dene the group Xmˇ
k,s
(see Remark 1) consisting of the cartesian product
TPQ equipped with the composition law
(;p;q) ( 0;p0;q0) = (  0 eikˇ qp
0
;p + p0;q + q0): (58)
Xmˇ
k,s
, endowed with the product topology, becomes a l.c.s.c. group (actually,
it is even a Lie group). Notice that Xmˇ
k,s






where the action akˇ of Q on TP is dened by
akˇq(;p) = ( e
ikˇ qp;p): (60)
Let us observe explicilty that Xmˇ
k,s
= Xm−kˇ,s ,
k 2 R−f0g. In particular,
Xm1,s is called the reduced polarized n-dimensional Weyl-Heisenberg group,
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denoted by H0n. Now, the dual group of TP can be identied with Z P =
Z Rn using the standard pairing
(Z P)(TP) 3 ((j; p); (;p)) 7!  j eippˇ: (61)
Then, since the dual action of Q on Z P is free, Mackey’s method associates
with the generic non-singleton orbit
Oj = f(j; p)j p 2 Rng; j 2 Z−f0g;
a single unitary representation Ukˇ,j in L




(p) =  j eippˇ f(p + j k q): (62)
This time the orbit Oj is a non-negligible set with respect to the Haar
measure dj dp on Z P, where dj is the counting measure on Z. It follows
that (see [24], Corollary 1), for any j 2 Z−f0g, Ukˇ,j is square integrable.
Thus, observing that Ukˇ,1 coincides with the representation UPkˇ,s associated
with the projective representation Pkˇ,s (see formula (25)), or equivalently
with UP−kˇ,s , we conclude that Ukˇ is square integrable modulo K. Moreover,
since X is unimodular, the set of the admissible vectors coincides with the
whole Hilbert space Hkˇ.
As we have seen in section 4, the projective representation Pkˇ,s0 asso-
ciated with the section s0 (see formula (56)) is square integrable since Pkˇ,s
is. Now, denoted by q^; p^ respectively the (vector) position and momentum








we recall that the displacement operator with parameter z = 1p
2
(q + ip) is
dened by
D(z) := exp(z a^y − za^): (63)
Hence, xing k = −1 (recall formulae (54), (57)) and identifying L2(O−1; dp)
with L2(Rn), we have:
D(z) = ei(pqˆ−qpˆ) = e− i2 pq eipqˆ e−iqpˆ = P−1,s0(q;p): (64)
Thus, the set of displacement operators which generate classical coherent
states (see [26]) are nothing but a square integrable projective representation
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of C regarded as a vector group.
In many physical applications (for instance, canonical quantization), the
standard Weyl Heisenberg group Hn is used instead of H0n. We recall that
Hn is the Lie group with manifold R Rn  Rn and composition law
(k;p;q) (k0;p0;q0) = (k + k0 + (q  p0 − p  q0)=2;p + p0;q + q0): (65)
The groups Hn and H0n are isomorphic. Precisely, the map








is an isomorphism of Lie groups. Here we have used the polarized Weyl-
Heisenberg group just because its semidirect product structure emerges in
a more transparent way.
We stress also that we have chosen the symbols denoting the elements of H0n
so that to obtain the projective representation which generates the coherent
states without using the Fourier transform. A choice closer to the physicist’s
point of view is the following. Interchange the symbols p and q so that, now,
H
0 is the semidirect product (K Q)0 P, with composition law
(k;q;p) (k0;q0;p0) = (k + k0 + p  q0;q0;p0): (67)
Next, proceeding as above, we nd that the representation associated by




(q) = ei(kkˇ+qqˇ) f(q + k p); f 2 L2(Okˇ; dq): (68)
At this point, given the section s0 : Q  P 3 (q;p) 7! (q  p=2;q;p) 2 H0n
and setting k = 1, we have that the equation
P (q;p) = U1(s0(q;p)) (69)
denes a square integrable projective representation P . Then, denoted by
F^ the Fourier-Plancherel operator in L2(Rn), we have:
F^ D(z) F^−1 = ei(qqˆ+ppˆ) = e i2 qp eiqqˆ eippˆ = P (q;p); (70)
where we have identied L2(O1; dq) with L2(Rn).
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