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ABSTRACT
Coarse resolution satellite observations of the Earth provide critical data in sup-
port of land cover and land use monitoring at regional to global scales. This disser-
tation focuses on methodology and dataset development that exploit multi-temporal
data from the Moderate Resolution Imaging Spectroradiometer (MODIS) to improve
current information related to regional forest cover change and urban extent.
In the first element of this dissertation, I develop a novel distance metric-based
change detection method to map annual forest cover change at 500m spatial resolu-
tion. Evaluations based on a global network of test sites and two regional case studies
in Brazil and the United States demonstrate the efficiency and effectiveness of this
methodology, where estimated changes in forest cover are comparable to reference
data derived from higher spatial resolution data sources.
In the second element of this dissertation, I develop methods to estimate fractional
urban cover for temperate and tropical regions of China at 250m spatial resolution
by fusing MODIS data with nighttime lights using the Random Forest regression
algorithm. Assessment of results for 9 cities in Eastern, Central, and Southern China
show good agreement between the estimated urban percentages from MODIS and
reference urban percentages derived from higher resolution Landsat data.
vii
In the final element of this dissertation, I assess the capability of a new night-
time lights dataset from the Visible Infrared Imaging Radiometer Suite (VIIRS)
Day/Night Band (DNB) for urban mapping applications. This dataset provides
higher spatial resolution and improved radiometric quality in nighttime lights obser-
vations relative to previous datasets. Analyses for a study area in the Yangtze River
Delta in China show that this new source of data significantly improves represen-
tation of urban areas, and that fractional urban estimation based on DNB can be
further improved by fusion with MODIS data.
Overall, the research in this dissertation contributes new methods and under-
standing for remote sensing-based change detection methodologies. The results sug-
gest that land cover change products from coarse spatial resolution sensors such as
MODIS and VIIRS can benefit from regional optimization, and that urban extent
mapping from nighttime lights should exploit complementary information from con-
ventional visible and near infrared observations.
viii
Contents
List of Tables xiii
List of Figures xiv
List of Abbreviations xix
1 Introduction 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Remote sensing of land cover and land use change . . . . . . . . . . . 3
1.3 Research objectives and dissertation structure . . . . . . . . . . . . . 8
2 Mapping forest cover change using MODIS time series 10
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Study areas and data . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Temperate and boreal forest training sites . . . . . . . . . . . 13
2.2.2 Coniferous forests of the Northwest Forest Plan area . . . . . 15
2.2.3 Tropical forests of the Xingu River Basin . . . . . . . . . . . . 16
2.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Change detection . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 Assessment of change detection results . . . . . . . . . . . . . 22
2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.1 Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.2 Change detection in temperate and boreal forest training sites 24
2.4.3 Change detection in coniferous forests of the NWFP area . . . 25
2.4.4 Change detection in tropical forests of the Xingu River Basin . 27
ix
2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3 Mapping fractional urban cover in China using MODIS time series
and DMSP/OLS nighttime lights 49
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2.1 Definition of ‘urban’ land . . . . . . . . . . . . . . . . . . . . . 51
3.2.2 Remote sensing of urban land . . . . . . . . . . . . . . . . . . 52
3.2.3 Current urban extent information for China . . . . . . . . . . 53
3.3 Study area and data . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.1 Study area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4.1 Regional Random Forest regression . . . . . . . . . . . . . . . 59
3.4.2 Bias correction for Random Forest . . . . . . . . . . . . . . . 61
3.4.3 Model assessment . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5.1 Random Forest model results . . . . . . . . . . . . . . . . . . 63
3.5.2 Fractional urban cover at footprint scale . . . . . . . . . . . . 64
3.5.3 Fractional urban cover at regional scale . . . . . . . . . . . . . 66
3.5.4 Comparison with census built-up areas . . . . . . . . . . . . . 67
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.6.1 Fractional urban cover at 250m spatial resolution . . . . . . . 68
3.6.2 Regional Random Forest regression . . . . . . . . . . . . . . . 69
3.6.3 Area estimation from fractional urban cover . . . . . . . . . . 70
x
3.6.4 Changes in fractional urban cover . . . . . . . . . . . . . . . . 71
3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4 Improving urban mapping using VIIRS Day/Night Band data 89
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.2 Study Areas and Data . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2.1 Study area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3.1 DNB compositing . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3.2 Delineation of urban extent . . . . . . . . . . . . . . . . . . . 95
4.3.3 Urban percentage estimation . . . . . . . . . . . . . . . . . . . 96
4.3.4 Assessment of results . . . . . . . . . . . . . . . . . . . . . . . 97
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4.1 Relationship between urban percentage and nighttime lights . 98
4.4.2 Urban extent from thresholding nighttime lights . . . . . . . . 99
4.4.3 Urban percentage . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5 Concluding remarks 116
5.1 Research summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.1.1 Regional forest cover change with MODIS . . . . . . . . . . . 117
5.1.2 Regional urban fraction estimation with MODIS and DMSP/OLS
nighttime lights . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.1.3 Regional urban mapping with VIIRS Day/Night Band . . . . 118
xi
5.2 Future research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.2.1 Regional land cover mapping incorporating change information 119
5.2.2 Urban intensification in China . . . . . . . . . . . . . . . . . . 120
Bibliography 122
Curriculum Vitae 142
xii
List of Tables
2.1 Temperate and boreal forest sites with change detected. . . . . . . . . 35
2.2 Confusion matrix for accuracy assessment of the NWFP forest change
map. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3 Accuracy assessment for MODIS annual potential change masks of the
Xingu River Basin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4 Accuracy assessment for MODIS change map of the Xingu River Basin. 36
3.1 Population and built-up area for major cities in study footprints in
2001 and 2010 from China City Statistical Yearbook 2002 and 2011. . 74
3.2 Instrument years selected for DMSP/OLS stable lights product and
inter-calibration coefficients. . . . . . . . . . . . . . . . . . . . . . . . 75
3.3 Input feature sets tested for estimating the Random Forest regres-
sion models for temperate and subtropical regions, and the variance
explained by the models for out-of-bag training samples. . . . . . . . 75
xiii
List of Figures
2.1 Cumulative percent deforestation in 2003 and 2010 within MODIS
500m pixels located in the Xingu River Basin based on PRODES
dataset (2.1(a), 2.1(b)). Distribution of sub-pixel deforestation size
for new deforested pixels that appeared between 2003–2010 (2.1(c)). . 37
2.2 Calculation of within-class and between-year distances for an EBF
pixel affected by clear cutting. Band 7 time series for this pixel is
shown in 2.2(a), with the year of interest (2007) highlighted. The
contrast between the pixel’s annual time series and those of the EBF
population is captured by within-class distance (2.2(b), annual mean
EBF time series ± one standard deviation plotted in red). The con-
trast between annual time series before and after the year of interest
(2.2(c)) is captured by between-year distance. . . . . . . . . . . . . . 38
2.3 Distribution of within-class distances calculated for band 7 for EBF
population and 95% distance threshold. . . . . . . . . . . . . . . . . . 39
2.4 Standard deviations of the forest populations versus RMSEs of gap-
filled values in EVI2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5 Examples of change pixels detected in STEP temperate and boreal
forest sites. The unprocessed NBAR EVI2 (green) and band 7 (blue)
time series are plotted for 2001–2010, with 4 grey dashed lines indi-
cating acquisition times of Landsat images shown below. Within each
Landsat snapshot, the white polygon shows the boundaries of the
STEP site, and the yellow polygon corresponds to the 500m MODIS
grid for the pixel plotted. . . . . . . . . . . . . . . . . . . . . . . . . . 40
xiv
2.6 Examples of change pixels detected in STEP temperate and boreal
forest sites (continued). . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.7 Change map for the NWFP area and locations of the omission and
commission errors compared to the Landsat-based disturbance map. . 42
2.8 Comparison between proportions of change pixels detected using Land-
sat and MODIS at 10×10 km block scale. The red line is the 1:1 line. 43
2.9 Within-class distance, between-year distance, and potential change
masks for the Xingu River Basin in 2003 (left column) and 2010 (right
column). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.10 Producer’s accuracies for annual potential change masks for the Xingu
River Basin. Each point represents mean accuracy over 2003–2010
for each 10% deforestation interval. The error bars shown are one
standard deviation from the mean accuracy. . . . . . . . . . . . . . . 45
2.11 Change map of the Xingu River Basin using 95% distance thresholds. 46
2.12 Zoom-in comparison between MODIS year of change (left column) and
PRODES year of change aggregated to 500m (right column) for two
30×30 km blocks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.13 Producer’s and user’s accuracy for final change maps of the Xingu
River Basin, using varying thresholds for within-class distance and
between-year distance. Thresholds for the between-year distance are
displayed in log10 scale. . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.1 Location of 9 Landsat footprints and 4 MODIS tiles where we applied
the Random Forest regression models. . . . . . . . . . . . . . . . . . . 76
xv
3.2 Relationship between 250m EVI and percent urban for pixels with
more uniform urban land use surroundings (top row) and more het-
erogeneous urban land use surroundings (bottom row). . . . . . . . . 77
3.3 Comparison between resampled versus downscaled band 7 data for a
12×12 km area from the Beijing footprint. . . . . . . . . . . . . . . . 78
3.4 RF predictions versus Landsat-derived urban fractions in 2001 for
training pixels in the temperate region using feature set 4 (EVI, B1,
B2, B4–B7, LST, NTL). The red line is the 1:1 line. . . . . . . . . . . 79
3.5 Normalized variable importance for temperate (a, b, c, d) and subtrop-
ical (e, f, g, h) models for 2001. Top row shows results using urban and
agriculture training samples; bottom row shows results using urban,
agriculture, and natural vegetation training samples. . . . . . . . . . 80
3.6 Mean absolute errors in estimated percent urban for footprints apply-
ing temperate and subtropical models. The error bars indicate ± one
standard deviation in MAE obtained from repeated random samples. 81
3.7 Mean bias errors in estimated percent urban for footprints applying
temperate and subtropical models. . . . . . . . . . . . . . . . . . . . 82
3.8 Scatter plots of reference (Landsat) versus predicted (MODIS) percent
urban for random samples selected for 2001 and 2010. . . . . . . . . . 83
3.9 Comparison between Landsat change map (left column) and MODIS
predicted percent urban in 2001 (middle column) and 2010 (right col-
umn) for Chengdu (top row), Kunming (middle row), and Guangzhou
(bottom row). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
xvi
3.10 MODIS percent urban map for 4 tiles (h27v05, h27v06, h28v05, h28v06)
for 2001. Inset shows 2001 and 2010 percent urban for Wuhan and
Shanghai. For interpretation of colors please refer to map legend in
Figure 3.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.11 Comparison between Landsat false color composite images (left col-
umn), DMSP/OLS nighttime lights (middle column), and 250m urban
fraction (right column) for two 25×25 km blocks in 2001 and 2010. . 86
3.12 Comparison between census built-up areas and remote sensing esti-
mates of urban areas for 8 major cities and 14 provincial level regions.
For prefecture-level comparison, results from temperate models are
shown for Tianjin, Hangzhou, Ningbo, Chengdu, and Xi’an; results
from subtropical models are shown for Fuzhou, Guangzhou, and Kun-
ming. For provincial level comparison, results from temperate models
are shown for SD–Shandong, JS–Jiangsu, ZJ–Zhejiang, SH–Shanghai,
AH–Anhui, HA–Henan, HB–Hubei, and CQ–Chongqing; results from
subtropical models are shown for FJ–Fujian, JX–Jiangxi, HN–Hunan,
GD–Guangdong, GX–Guangxi, and GZ–Guizhou. . . . . . . . . . . . 87
3.13 Landsat versus MODIS increase in sub-pixel urban fractions between
2001 and 2010 for stratifies random samples selected from each foot-
print (n = 250 for each footprint). Results are summarized for each
20% bin (0–20, 20–40, 40–60, 60–80, 80–100% increase). The dots
indicate median values of % urban change in each 20% bin, and the
bars correspond to 25 and 75 percentile of percent change from Land-
sat (horizontal direction) and MODIS (vertical direction). . . . . . . . 88
xvii
4.1 Location of study area and nighttime lights data from DMSP/OLS
and VIIRS DNB for 2012. Map colors are linearly interpolated. . . . 104
4.2 Footprints of Landsat scenes (p119r38, left; p118r38, right) shown on
Google EarthTM image. . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.3 Distribution of urban percentages in 2012 for available 250m, 750m,
and 1km reference pixels. . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.4 Relationship between sub-pixel urban percentage at 1km and DMSP/OLS
nighttime lights data for 2012. . . . . . . . . . . . . . . . . . . . . . . 107
4.5 Relationship between sub-pixel urban percentage at 750m and VIIRS
DNB data for 2012. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.6 Urban extent in 2012 from DMSP/OLS for the study area. Red color
indicates urban areas. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.7 Urban extent in 2012 from VIIRS DNB for the study area. Red color
indicates urban areas. . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.8 Producer’s accuracies for urban class by thresholding nighttime lights. 111
4.9 User’s accuracies for urban class by thresholding nighttime lights. . . 112
4.10 Normalized variable importance for Random Forest regression models. 113
4.11 Urban percentage in 2012 from MODIS and VIIRS DNB for the study
area. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.12 MAE and MBE for sub-pixel urban percentages estimated for 250m
pixels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
xviii
List of Abbreviations
AVHRR Advanced Very High Resolution Radiometer
BRDF Bidirectional Reflectance Distribution Function
CVA Change Vector Analysis
DBF Deciduous Broadleaf Forest
DMSP Defense Meteorological Satellite Program
DNB Day/Night Band
DNF Deciduous Needleleaf Forest
EBF Evergreen Broadleaf Forest
ENF Evergreen Needleleaf Forest
ETM+ Enhanced Thematic Mapper Plus
EVI Enhanced Vegetation Index
EVI2 Two-band Enhanced Vegetation Index
IGBP International Geosphere-Biosphere Programme
INPE Instituto Nacional de Pesquisas Espaciais
LCLUC Land Cover Land Use Change
LST Land Surface Temperature
MAE Mean Absolute Error
MBE Mean Bias Error
MERIS Medium Resolution Imaging Spectrometer
MODIS Moderate Resolution Imaging Spectroradiometer
MSE Mean Squared Error
MXF Mixed Forest
NASA National Aeronautics and Space Administration
NBAR Nadir BRDF-adjusted Reflectance
xix
NDVI Normalized Difference Vegetation Index
NED National Elevation Dataset
NGDC National Geophysical Data Center
NIR Near Infrared
NLCD National Land Cover Database
NOAA National Oceanic and Atmospheric Administration
NTL Nighttime Lights
NWFP Northwest Forest Plan
OLS Operational Linescan System
PRODES Projeto de Monitoramento do Desmatamento na Amazoˆnia Le-
gal por Sate´lite
QA Quality Assurance
RF Random Forest
RMSE Root-mean-square Error
SNPP Suomi National Polar-orbiting Partnership
SPOT Satellite Pour l’Observation de la Terre
STEP System for Terrestrial Ecosystem Parameterization
SWIR Shortwave Infrared
TM Thematic Mapper
VIIRS Visible Infrared Imaging Radiometer Suite
WRS-2 Worldwide Reference System-2
xx
Chapter 1
Introduction
1.1 Overview
Humans have profoundly changed the surface of the Earth. At least one-third to
one-half of the planet’s ice-free surface is thought to be altered through land use and
land cover conversion such as deforestation, agriculture, pasture, and urban expan-
sion (Hurtt et al., 2006; Krausmann et al., 2013; Vitousek , 1997). In recent decades,
global croplands, pastures, and urban areas have expanded rapidly to address peo-
ple’s growing need in food, fiber, water and shelter, putting even more pressure on the
ecosystem services (Foley et al., 2005; Lambin and Meyfroidt , 2011). Other human
activities affect land cover by inducing more subtle changes such as soil degradation,
which make ecosystems more susceptible to natural disturbances.
Land cover change, defined here as changes in the biophysical characteristics of
the land surface, can have significant environmental impacts. For example, changes
in land cover strongly influence regional to global climate through surface-atmosphere
energy exchange (Copeland et al., 1996; Dickinson and Kennedy , 1992; Henderson-
Sellers et al., 1993; Pielke et al., 2011). Land cover change is also a significant
contributor to anthropogenic carbon emissions to the atmosphere (Brovkin et al.,
2004; Houghton et al., 2012; Jain et al., 2013), and can affect the provision of ecosys-
tem goods and services such as freshwater resources (Sterling et al., 2012). It is
therefore crucial to monitor the extent and nature of land cover changes at regional
to global scales.
Areas experiencing the most rapid land cover change in recent decades are clus-
tered in several key regions and biomes. Global forest landscapes, in particular, have
2been significantly altered. For example, many tropical regions have undergone sub-
stantial deforestation in the past four decades, mainly due to conversion of forests
to agriculture. The Brazilian Amazon has experienced high rates of deforestation
since the 1970s, and in Latin America large scale forest conversion to cropland and
livestock-based agriculture is prevalent (Lambin et al., 2003). Southeast Asia has
also experienced high rates of deforestation from expansion and intensification of
agriculture (Achard et al., 2002; Miettinen et al., 2011). Another hotspot of land
cover change is in global urban areas. Despite covering only a very small fraction
of the land surface, cities are now home to more than half of the global population.
Asia and Africa have experienced the highest rates of urban growth (Seto et al.,
2011; United Nations , 2012), but have very different patterns of growth and develop-
ment. For example, China’s explosive urban growth show trends in both expansion
(outwards) and intensification (upwards), while Indian cities are expanding outwards
and show little vertical growth. Africa experienced moderate structural growth but
had little change in lighting (Frolking et al., 2013).
Given the importance of land cover and land cover dynamics information, satellite
remote sensing emerged as the single most important source of data for this task.
Remotely sensed imagery provides repeated, synoptic views of the land surface with
spatial resolutions from sub-meter to a few thousand meters, and covers a much wider
range of the electro-magnetic spectrum than the human eyes can see. In particular,
the revisit capability of satellites at various time intervals allows monitoring of the
land surface. However, the capability of remote sensing to detect change is related
to the spatial, temporal, and spectral characteristics of the observations, as well as
the spatial and temporal scales of the change processes and the intensity of change.
31.2 Remote sensing of land cover and land use change
Scientists have utilized satellite remote sensing data to map land cover and land use
change for over four decades. Early land cover change detection studies used two-date
or multi-date Landsat images at 30–80m spatial resolution to detect changes such
as tropical deforestation (Hayes and Sader , 2001; Skole and Tucker , 1993; Tucker
and Townshend , 2000), forest disturbance and mortality (Collins and Woodcock ,
1996; Masek et al., 2008), wetland loss (Jensen et al., 1995), and changes in urban
areas (Angelici and Bryant , 1977; Howarth and Boasson, 1983; Ji et al., 2001; Li
and Yeh, 1998). To this end, change detection using multi-date imagery was based
on two main assumptions: 1) the remote sensing signal change resulting from land
cover change is larger than atmospheric, sun angle, and view angle effects, and 2)
phenological differences are minimized (Singh, 1989). A multitude of methods have
been developed using two or more ‘snap shots’ of the study area over one or more
years. These methods include image differencing and ratioing, vegetation index dif-
ferencing, post-classification comparison, multi-date classification, principal compo-
nent analysis, and change vector analysis (Coppin et al., 2004; Lu et al., 2004; Mas ,
1999; Singh, 1989). Notably, post-classification differencing is widely used, despite
well known problems associated with the propagation of classification errors that are
inherent to this approach. High temporal frequency data from NOAA’s Advanced
Very High Resolution Radiometer (AVHRR) sensors has been used to characterize
change at regional and continental scales, despite its coarse spatial resolution (1–
8km) (Ehrlich et al., 1994; Lambin and Ehrlich, 1997; Lambin and Strahler , 1994;
Mucher et al., 2000). However, the radiometric and geometric properties of AVHRR
make it difficult to use for detection beyond very large scale and drastic land cover
change.
4Since 2000, NASA’s Moderate Resolution Imaging Spectroradiometer (MODIS)
instruments onboard both EOS-Terra and EOS-Aqua satellites have provided global
observations with improved spectral, spatial, geometric and radiometric quality rela-
tive to AVHRR data, and therefore provide an improved basis for land cover change
monitoring. Other sensors such as SPOT-VEGETATION and the Medium Resolu-
tion Imaging Spectrometer (MERIS) have also become available. With over a decade
of continuous observations, there is growing emphasis on utilizing MODIS time se-
ries for land cover change applications. Some studies have used annual summary
metrics derived from the full temporal profile to identify changes directly over large
areas (Linderman et al., 2005; Mildrexler et al., 2009; Zhan et al., 2000). Others
have used similar types of annual metrics as predictor variables in regression models
to estimate tree mortality (Lazaridis et al., 2011; Verbesselt et al., 2009), although
the reported goodness of fit of the models is rather poor.
In addition to using annual summary metrics that usually characterize the min-
imum, maximum, and average of the time series, differences between annual time
series can be used to determine change. Lhermitte et al. (2011) reviewed the effec-
tiveness of several widely used similarity measures based on time series including the
Minkowski distance (a generalized Euclidean distance), the Mahalanobis distance,
correlation measures, and distances calculated with transformed data (e.g., princi-
pal components, fourier transform components). These similarity measures reflect
all types of changes including increasing productivity or greenness, changes in the
timing of onset and senescence, and changes in the amplitude and overall shape of
seasonal growth curve. However, as Lhermitte et al. (2011) pointed out, such metrics
are likely to be sensitive to noise in the data.
To fully utilize time series information from MODIS, some studies have used clas-
5sical time series models that are commonly used for forecasting. Jiang et al. (2010)
modeled MODIS leaf area index (LAI) time series with Seasonal Trend decomposition
using Loess (STL), Seasonal AutoRegressive Integrated Moving Average (SARIMA),
and Dynamic Harmonics Regression (DHR) methods and showed that these models
perform better in pixels with more pronounced seasonal variation (e.g., cropland,
deciduous forest, mixed forest). Although their analysis was not performed in the
context of change detection, these general approaches have the potential to be used
to detect change by comparing newly acquired time series with forecasted times se-
ries based on models estimated using historical data. For example, Verbesselt et al.
(2010) adapted structural break tests in decomposed seasonal and trend components
of MODIS time series to detect change. Although theoretically promising, this ap-
proach has some significant limitations: 1) the method is not able to handle missing
data, unevenly sampled data, and is computationally intensive; 2) the piece-wise lin-
ear trend component and the change magnitude are not modeled in a biophysically
meaningful way (i.e., the method allows discontinuity between trend segments); and
3) the algorithm is very sensitive to noise, and appears to produce unstable results
when the compositing period changes. Thus, significant improvements are required
to apply this method to regional studies.
Temporal information in the historic Landsat data have been increasingly ex-
ploited as well, especially with the onset of free access to the Landsat archive (Wood-
cock et al., 2008). For example, Kennedy et al. (2007) developed a temporal segmen-
tation algorithm that takes annual snap shots that are carefully selected to ensure ra-
diometric and phenological consistency. The temporal segmentation is robust against
impacts of interannual variability and missing data caused by clouds and Landsat
Enhanced Thematic Mapper Plus (ETM+) Scan Line Corrector (SLC) failure when
6longer time periods are used. This method has been successfully used to map large
area forest disturbance in the Pacific Northwest (Kennedy et al., 2010), and was
subsequently applied using Landsat Normalized Burn Ratio (NBR) to detect insect
infestation in Western U.S. (Meigs et al., 2011).
For some areas of the world, very dense stacks of Landsat images are available
(e.g. the U.S.), and new pre-processing and analysis methods have been developed
to support studies that use dense Landsat time series (e.g., Masek et al., 2006; Zhu
and Woodcock , 2012). For areas with well-populated Landsat image time series,
seasonal variation in spectral reflectances can be reasonably well characterized. For
example, Zhu et al. (2012) used fourier series to model the periodicity of forest cover
and used this to successfully detect forest change in image time series for a Landsat
scene located in Southeastern U.S.
With more studies utilizing remotely sensed time series observations at various
spatial scales, it is important to note that pre-processing steps are essential to ad-
dress a wide range of data quality issues including missing data and noise caused
by clouds, aerosols, snow, large view zenith angle and large solar zenith angle at
high latitudes (Friedl et al., 2002; Holben, 1986; Moody and Strahler , 1994; Tarpley
et al., 1984). Simple statistical imputation methods such as mean substitution could
potentially introduce spurious spikes in the time series, since missing values in re-
mote sensing time series are not randomly distributed. Compositing techniques have
been widely used to reduce the amount of missing data by intelligently selecting or
averaging observations over longer time period (Hansen et al., 2008a; Holben, 1986;
Huete et al., 2002; Viovy et al., 1992). Since compositing results in lower temporal
resolution and some characteristic seasonality signals might be dampened during the
process, an alternative strategy is to retain the temporal resolution of the data, and
7fill in the data gaps via model fitting or exploiting temporal correlations in the data
itself. Methods to do this include Fourier analysis (Bradley et al., 2007; Hocke and
Kaempfer , 2009; Moody and Johnson, 2001; Sellers et al., 1994), fitting distribution
functions such as asymmetric Gaussian and double logistic functions (Jonsson and
Eklundh, 2002, 2004), and filters such as the median filter (Ma and Veroustraete,
2006) and Savitzky-Golay filter (Chen et al., 2004). However, too much missing data
affects the least-squares distribution fitting. Specifically, large window sizes need
to be used for local least-squares fitting for a moving-window type filter, which can
result in over-smoothing and inability to identify rapid changes.
Hybrid methods gap-fill data by making use of both temporal trajactories and
spatial information based on land surface types (Fang et al., 2008; Gao et al., 2008).
A comparison study by Borak and Jasinski (2009) showed that a hybrid approach us-
ing spatial and temporal filling introduced smaller root-mean-square error (RMSE)
than spatial filling using the per-class mean, temporal filling with linear or cubic
spline interpolation, or composited values over a time window around the time of
interest. However, in the context of change detection, gap-filling using land surface
type information could introduce spurious values if a pixel is changed during the span
of the time series. Further, each of these gap-filling methods are developed with in-
creased complexity, many of them require iterative fitting processes and may require
substantial computation time. Thus, efficient and effective methods are required to
fill the gaps with appropriate values. For applications at regional to global scales,
pre-processing needs to balance the need to retain temporal detail and coverage while
at the same time reducing gaps and noise in the data.
Despite the continuous developments in land cover mapping and change detection
methods, it remains challenging to provide land cover change information at regional
8to global scales. At Landsat spatial resolution, a few operational land cover change
product are maintained with regional foci, many of which require extensive manual
interpretation and editing (e.g., Liu et al., 2005; Valeriano et al., 2004; Xian et al.,
2009). Most recently, a global forest change map was published by Hansen et al.
(2013), but the quality and repeatability of this product is yet to be determined. At
MODIS scale, several global land cover products are available at spatial resolution
of 300m to 1km (Arino et al., 2007; Bartholome and Belward , 2005; Friedl et al.,
2010). However, none of these datasets accurately capture land cover change and
there is great need for regional land cover change datasets at MODIS resolution that
are rigorously evaluated, and created using effective and efficient methodologies to
support regional to global applications.
1.3 Research objectives and dissertation structure
To improve upon current methodology and datasets for regional land cover change
in support of characterizing and understanding changes in regional to global land
use patterns, the research objectives of this dissertation are threefold:
1) To develop forest change detection methods that better utilize the temporal
information available in MODIS time series for regional forest cover change mapping.
2) To improve estimates of urban land cover at regional scale by fusing MODIS
and nighttime lights data from the Defense Meteorological Satellite Program’s (DMSP)
series of Operational Linescan System (OLS) instruments.
3) To explore methods for improved urban extent mapping using the newly avail-
able nighttime lights observations from the the Visible Infrared Imaging Radiometer
Suite (VIIRS) Day/Night Band (DNB).
The work towards these objectives are described in three research chapters.
9In Chapter 2, I describe a novel change detection method that efficiently and
effectively detects forest cover change using MODIS time series data. To identify
forest change, we compare 500m MODIS annual time series to established forest
baselines based on a comprehensive network of forest training sites, and examine
the amount of change in the temporal trajectory for each pixel. Results from this
analysis show that more explicit inclusion of time series information provides more
effective and efficient identification of change. Extensive evaluation of the method is
presented for case studies in temperate, boreal, and tropical forest ecosystems.
In Chapters 3 and 4, I describe methods for mapping the extent of urbanization
in China in the past decade. In Chapter 3, I describe non-linear regression methods
for estimating fractional urban cover at 250m spatial resolution, and explore effects
of combining MODIS data with nighttime lights imagery. I present an assessment of
estimated urban percentages against reference data derived from Landsat for multiple
cities in Eastern, Central, and Southern China, along with results from regional wall-
to-wall application of this method to temperate and subtropical regions of China.
In Chapter 4, I use a newly available dataset from the VIIRS Day/Night Band
to map urban cover for a study area in the Yangtze River Delta in Eastern China.
The capability of VIIRS DNB data to determine urban extent is compared against
DMSP/OLS data. The utility of this dataset for estimating fractional urban cover
when combined with MODIS data is also explored.
Finally, Chapter 5 summarizes research findings in Chapters 2–4, and discusses
directions for future research.
Chapter 2
Mapping forest cover change using MODIS time series
2.1 Introduction
Optical remote sensing is an important source of information for characterizing the
state and dynamics of the vegetated land surface. Coarse spatial resolution sensors
with high revisit capability, such as the Moderate Resolution Imaging Spectrora-
diometer (MODIS), provide synoptic views of regional and global changes in vegeta-
tion cover that complement lower temporal frequency, higher spatial resolution sen-
sors such as the Landsat Thematic Mapper (TM) and Enhanced Thematic Mapper
Plus (ETM+). Such comprehensive characterization, including the location, nature,
and intensity of vegetation change, is essential to process studies focused on human
modification of terrestrial ecosystems, carbon budgets, and biosphere-atmosphere in-
teractions (Achard et al., 2004; Baccini et al., 2012; Copeland et al., 1996; Dickinson
and Kennedy , 1992; Foley et al., 2005; Pielke et al., 2002; Vitousek , 1994).
Over the past 4 decades, observations from sensors onboard the Landsat series
of satellites have been widely used to map land cover changes at local scales re-
lated to deforestation, forest mortality, urbanization, and wetland loss (e.g., Collins
and Woodcock , 1994; Jensen et al., 1995; Ji et al., 2001; Skole and Tucker , 1993).
To monitor land cover changes at regional and global scales, early studies utilized
coarse spatial resolution data from the Advanced Very High Resolution Radiometer
(AVHRR) (e.g., Ehrlich et al., 1994; Lambin, 1997; Lambin et al., 2003; Lepers et al.,
2005; Mucher et al., 2000; Young and Wang , 2001). Since 2000, the availability of
MODIS data with vastly superior spatial, spectral, geometric, and radiometric qual-
ities relative to AVHRR, has provided an improved basis for regional and global land
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cover change mapping.
Previous efforts focusing on mapping large scale land cover change with MODIS
data have used two main approaches: hybrid methods that use Landsat type data
with MODIS and wall-to-wall mapping. In hybrid studies (e.g., Broich et al., 2011;
Hansen et al., 2008a, 2009, 2010; Hayes et al., 2008; Potapov et al., 2008), land
cover change such as net forest cover loss over a period of ∼5 years is estimated
using regression models calibrated with training data from higher spatial resolution
sensors (e.g., Landsat TM/ETM+). This approach requires a careful sample design
and reliable interpretation of Landsat data to generate high quality training data.
Wall-to-wall mapping, on the other hand, is designed to detect change at the pixel
level using either change indices (e.g., Coops et al., 2009; Linderman et al., 2005;
Mildrexler et al., 2009), temporal trajectory-based change detection algorithms (e.g.,
Sulla-Menashe et al., 2013), or classification (e.g., Carroll et al., 2011). In contrast to
sampling-based approaches, these methods provide binary change information at na-
tive MODIS spatial resolution, but often do not fully utilize the seasonal information
in the time series.
Despite these efforts, improved methods to monitor regional to global land cover
change at moderate spatial resolution are urgently needed. The majority of change
detection methods use two-date or multi-date methods that were originally developed
using Landsat data (e.g., Angelici and Bryant , 1977; Collins and Woodcock , 1996;
Hayes and Sader , 2001; Huang et al., 2010; Jensen et al., 1995; Kennedy et al., 2007;
Masek et al., 2008; Singh, 1989). An alternative strategy, which we pursue here,
is to develop methods that better utilize temporal information in MODIS data. In
particular, better use of multi-temporal information has the potential to provide
more efficient and accurate identification of change locations.
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Recognizing this potential, a variety of studies have begun to emphasize the use
of high temporal frequency information in MODIS data (e.g., Lhermitte et al., 2011;
Verbesselt et al., 2010). However, such methods frequently require gap-free input
data, and also tend to be sensitive to noise that can lead to spurious detection of
change. This poses substantial challenges in many areas of the world, since the
availability and quality of MODIS data is affected by numerous factors including
clouds, aerosols, the presence of snow, large view zenith angles, and large solar
zenith angles at high latitudes (Holben, 1986; Moody and Strahler , 1994; Tarpley
et al., 1984). In the tropics, persistent cloud cover creates prolonged data gaps,
and biomass burning during the dry season leads to aerosol contamination that can
significantly reduce data quality. To address this, compositing techniques are widely
used to reduce the amount of missing data by aggregating data over longer time
periods (Holben, 1986; Huete et al., 2002; Viovy et al., 1992). Other studies have
used Fourier analysis, least-squares distribution fitting, or moving window filters to
gap-fill and smooth the time series (Beck et al., 2006; Chen et al., 2004; Hocke and
Kaempfer , 2009; Jonsson and Eklundh, 2002, 2004; Moody and Johnson, 2001; Sellers
et al., 1994). More recently, hybrid approaches that gap-fill missing data using both
temporal trajectories and spatial information based on land surface types have also
been developed (Fang et al., 2008; Gao et al., 2008). The results from these studies
reinforce the need for pre-processing to reduce gaps and noise in the MODIS time
series.
With these issues in mind, the main objective of this chapter is to describe and
assess a new method for continuous monitoring of forest change from 500m MODIS
data. Our approach includes 2 key elements: 1) pre-processing of 500m MODIS
time series data to gap-fill and reduce noise, and 2) a distance metric-based change
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detection method designed to detect annual forest change. To evaluate our approach
we present three case studies for the period of 2003–2010. First, we applied our
method to MODIS time series for temperate and boreal forest training sites used to
create the MODIS Collection 5 land cover type product (MCD12Q1, Friedl et al.,
2010). Second, we tested our method for coniferous forests in the Pacific Northwest
region of the contiguous United States. Third, we applied our method to detect and
map forest cover change in the Xingu River Basin located in Mato Grosso, Brazil.
2.2 Study areas and data
2.2.1 Temperate and boreal forest training sites
In the first case study, we use our change detection method (Section 2.3) to iden-
tify changes occurring between 2003–2010 in a set of temperate and boreal forest
sites. These sites were selected from the training site database used to produce
the MODIS land cover type product (MCD12Q1), which is known as the System for
Terrestrial Ecosystem Parameterization (STEP) (Friedl et al., 2002, 2010; Muchoney
et al., 1999). This database is designed to capture the geographic variability of global
land surface types using the International Geosphere-Biosphere Programme (IGBP)
land cover classification scheme. Each site in the database consists of a polygon of
homogeneous land cover delineated from Landsat or higher spatial resolution im-
agery and is assumed to be stable over time. To ensure the accuracy of land cover
representation provided by STEP, each site needs to be monitored for changes.
For this work we used 269 STEP sites located in temperate and boreal forests
of North America and Eurasia by selecting evergreen needleleaf forest (ENF), decid-
uous needleleaf forest (DNF), deciduous broadleaf forest (DBF), and mixed forest
(MXF) sites located within the biogeographic realms ‘Nearctic’ and ‘Palearctic’ de-
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fined in Olson et al. (2001). The size of sites ranged from 2 MODIS 500m pixels
(∼0.4 km2) to 66 pixels (∼14.2 km2), with a median size of 12 pixels (∼2.6 km2).
We further defined subgroups within the IGBP forest classes based on Olson biogeo-
graphic realms and biomes, and excluded subgroups that were under-represented in
STEP database (<40 pixels) from our analysis.
At each of the selected sites we extracted Collection 5 MODIS 500m Nadir
BRDF-adjusted Reflectance (NBAR) and quality assurance (QA) data (MCD43A4,
MCD43A2), which totaled 3642 pixels and covered the period of 2002–2011. NBAR
data minimizes bidirectional reflectance effects arising from varying solar and view
geometry (Schaaf et al., 2002), thereby reducing noise that will negatively impact
change detection performance. Each NBAR spectral band has 46 values per year
based on 16-day moving windows. To detect change, we used a two-band enhanced
vegetation index (EVI2), calculated as
EV I2 = 2.5× NIR−R
NIR + 2.4R + 1
(2.1)
where NIR and R are NBAR values in the MODIS near-infrared (band 2) and red
(band 1) bands. EVI2 is similar to the standard enhanced vegetation index (EVI)
but does not use the blue band, which is frequently affected by atmospheric contami-
nation (Jiang et al., 2008). In addition to EVI2, we used shortwave infrared (SWIR)
NBAR data from MODIS band 7 (2105–2155 nm), because SWIR reflectances have
been widely shown to contain information related to vegetation moisture content
and also provide information related to the contrast between undisturbed forests
and clear cuts, fire, and insect disturbances (e.g., de Beurs and Townsend , 2008;
Hunt and Rock , 1989; Key and Benson, 1999). Further, MODIS band 7 has been
shown to be more resistant to atmospheric contamination than band 5 and band
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6 (Vermote and Kotchenova, 2011), and is therefore well suited for STEP data that
has been extracted from a wide range of climatic regimes.
2.2.2 Coniferous forests of the Northwest Forest Plan area
In addition to testing our method at STEP training sites, we also applied our
change detection method to evergreen needleleaf forests located within the geographic
boundary of the Northwest Forest Plan (NWFP) between 2002–2010. The NWFP
was adopted in 1994 to preserve old-growth forests and endangered animal species
such as the northern spotted owl on federally managed lands (Thomas et al., 2006).
However, in our case study we made no distinction of federal and private forests, and
we hereon refer to our study area as ‘NWFP area’. The region’s dominant conif-
erous species include Douglas fir (Pseudotsuga menziesii), western hemlock (Tsuga
heterophylla), Ponderosa pine (Pinus ponderosa), and lodgepole pine (Pinus con-
torta) (Franklin and Dyrness , 1988; Waring and Franklin, 1979). Forest change
in this region is characterized by a variety of disturbance agents including timber
harvest, fire, and insects (Cohen et al., 1998; Kennedy et al., 2012).
ENF sites from the STEP database located in the NWFP area and ‘Temperate
Coniferous Forests’ Olson biome were used in the analysis. We also used land cover
data from the National Land Cover Database (NLCD) 2001 (Homer et al. 2007), the
MODIS land cover type map (MCD12Q1), as well as the National Elevation Dataset
(NED) to make an ENF mask. Specifically, we defined the ENF mask to include areas
of agreement between the NLCD 2001 evergreen forest class and the MCD12Q1 ENF
class based on the majority label from 2001–2003 MCD12Q1 maps. We required that
NLCD 2001 evergreen forests exceeded 60% of 500m MODIS pixels, and that the
average confidence of MCD12Q1 labels exceeded 60%. We further excluded pixels
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with maximum elevation over 1250m according to the NED. The final ENF mask
included an area of ∼93,000 km2. Disturbance information from a study by Kennedy
et al. (2012) based on Landsat from 1984–2008 were aggregated to MODIS 500m
spatial resolution and used as reference data.
2.2.3 Tropical forests of the Xingu River Basin
In the third case study, we applied our change detection method to map changes
in the Xingu River Basin (Mato Grosso, Brazil) for an area covered by 9 Landsat
scenes (Worldwide Reference System-2 (WRS-2) path 224–226, row 67–69, ∼260,000
km2). The study area has a May–September dry season and an October–April wet
season, with several distinct types of natural vegetation including moist tropical
rainforest, cerrado, and deciduous forest (Furley et al., 1988). The study area also
includes substantial indigenous land and the headwaters of the Xingu River. As a
result of ongoing efforts to balance conservation with economic incentives for soybean
production and cattle ranching, this area has become a focus for many land cover
mapping and change studies (Arvor et al., 2010; Hansen et al., 2008b; Morton et al.,
2005; Walker et al., 2010). Here we focused on changes in evergreen broadleaf forest
(EBF) using STEP EBF sites in South America located in the Olson ‘Tropical and
Subtropical Moist Broadleaf Forests’ biome between 0◦ and 20◦S. MODIS data used
for our analysis included NBAR band 7 and QA time series for the Xingu River
Basin and the selected STEP EBF sites for 2002–2011.
To assess our results, we used the PRODES (Monitoring the Brazilian Amazon
Gross Deforestation) dataset produced by Brazil’s National Institute for Space Re-
search (INPE) (INPE , 2012). This annual product provides polygon-based maps of
deforestation delineated from Landsat data using a combination of methods including
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linear spectral unmixing, image segmentation, unsupervised classification, and man-
ual interpretation (Valeriano et al., 2004). This dataset was used for two purposes.
First, we derived annual sub-pixel fractions of deforestation for each MODIS pixel by
resampling the 30m data to 500m spatial resolution corresponding to MODIS pixels
(Figure 2.1). This allowed us to assess the detectability and timing of change with
respect to the proportion of sub-pixel deforestation. The PRODES information was
also used to generate a mask of evergreen forests in the study area, which we define
as 500m pixels with ≥60% forest cover in 2003 according to PRODES. Second, we
derived binary change maps at 500m to compare with change results from MODIS.
The identified year of change at 500m from PRODES depends on the percentage
deforestation within each pixel. We tested two thresholds in our analysis (0% and
20%), which correspond to the year when deforestation in any 500m pixel exceeds
0% (any change), or 20% (small change).
2.3 Methods
2.3.1 Pre-processing
To pre-process NBAR time series extracted for STEP sites, we used a combined
spatial and temporal gap-filling approach, utilizing knowledge of land cover type for
the sites. For each missing value, we first searched for ‘candidate’ fill values on the
same date from nearby pixels of the same class. If suitable pixels were not found,
the search window was expanded until suitable fill values were found. Specifically,
we successively searched within the training site, within the MODIS tile, in a 3×3
tile window, in a 3-tile wide swath restricted to the same Olson biogeographic realm,
and finally, within all training site pixels of the same class globally. The median of
high quality candidate values was then used to fill the data gap.
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To assess the quality of the resulting gap-filled values, we evaluated their repre-
sentativeness based on current and previous time series at the pixel. Fill values were
determined to be unrealistic if they differ substantially from observations of the same
time from past years, and were replaced using interpolation. An additional ‘despik-
ing’ procedure was then applied to the time series to eliminate sudden increases or
decreases in all values at each pixel. Finally, a 3-point median filter was applied to
all time series values to further reduce noise in the data.
Although the STEP forest sites encompass a wide range of geographic and climate
regimes, the most prominent periods with persistent data gaps occur in the Northern
Hemisphere winter. During these periods, missing values were often filled initially
with candidate values from a very large spatial window (e.g., 3×3 tile window) with
lower quality. To reduce noise from clouds and large solar zenith angles in the
Northern Hemisphere winter we used only data from May through September (19
consecutive NBAR observations).
For NBAR time series in the NWFP area and Xingu River Basin, where unlike
STEP, we do not necessarily know the land cover at each pixel, we employed a gap-
filling strategy that only uses temporal information. To do this, we first extracted
subsets for May through September, which correspond to the snow-free and cloud-
free season in each region. Missing values were replaced with linear interpolation if
good data were available within a 5-point time window. Otherwise, missing values
were filled using a quadratic polynomial fitted to the nearest available values. The
same despiking and median filter smoothing that we used for STEP data was also
applied following gap-filling.
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2.3.2 Change detection
Distance metrics
We combined two distance metrics calculated from pre-processed, gap-free MODIS
time series to identify pixels that were 1) distinct from their assumed land cover class
in each year, and 2) showed change in their annual time series across years. Both
distances make explicit use of temporal information at each pixel. For a given year,
we define the within-class distance for a pixel assumed to belong to class c using the
Mahalanobis distance (Mahalanobis , 1936):
D2mah = (Xi − X¯r,b,c)′Σ−1(Xi − X¯r,b,c) (2.2)
where Xi is an s×1 vector of annual MODIS observations at pixel i in realm r
and biome b, X¯r,b,c is the mean seasonal curve of the population (i.e., a ‘baseline’
characterization of the annual time series for a stable class c pixel in the same realm,
biome, and year), and Σ is the s×s covariance matrix of the population, based on
a sample for the class of interest. This distance measures the dissimilarity between
pixel i and pixels belonging to the same class that are located in the same realm and
biome.
We define the between-year distance as the magnitude of a change vector between
two annual time series from the same pixel using the Euclidean distance:
D2euc = (Xyr+,i −Xyr−,i)′(Xyr+,i −Xyr−,i) (2.3)
where X¯yr−,i and X¯yr+,i are the annual time series at pixel i preceding and follow-
ing the year of interest. Thus the between-year distance measures the dissimilarity
between a pixel’s temporal profile across time.
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Our change detection approach is different from previous land cover change stud-
ies using distance metrics and change vector analysis (e.g., Bontemps et al., 2008;
Bucha and Stibig , 2008; Johnson and Kasischke, 1998; Lambin and Strahler , 1994;
Malila, 1980; Ridd and Liu, 1998; Xian et al., 2009; Zhan et al., 1998) in three main
aspects. First, annual observations for a pixel, Xi, are not restricted to a single
band, spectral feature, or a set of features at a single time. Rather, it is composed
of annual time series of multiple bands or features selected for the change detection.
Second, using land cover information, we formulate the within-class distance D2mah to
characterize how different a pixel is from the class population for each year. Third,
by explicitly combining within-class and between-year distances, we reduce the prob-
ability of false detection by requiring each pixel’s spectral-temporal behavior to be
both distinct from pixels of the same land cover class and to exhibit changes in time.
Figure 2.2 illustrates how the within-class and between-year distances are cal-
culated for an EBF pixel located in the Xingu River Basin. Visual inspection of
high resolution images for this pixel shows that it was converted to agriculture in
2007 (Figure 2.2(a)). For the within-class distance, the pixel’s annual time series
is compared with the EBF population mean scaled by the covariance matrix of the
population (Figure 2.2(b)). For the between-year distance, we compare the pixel’s
temporal profile one year before and after the year of interest (Figure 2.2(c)).
Distance thresholding
Thresholds to identify changes based on within-class and between-year distances
were estimated for each forest class-realm-biome combination by pooling distances
calculated for multiple years (2003–2010). For the temperate and boreal forest case
study, we estimated empirical distributions of within-class and between-year dis-
tances for all subgroups of ENF, DNF, DBF, and MXF classes. For the NWFP,
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we estimated the distance distribution for a subgroup of the ENF class in the Pa-
cific Northwest. For the STEP sites, we identified changed pixels using thresholds
based on 90% and 95% quantiles of empirical distributions for both within-class and
between-year distances. We note that the selection of a specific threshold involves a
trade-off. By applying a less conservative threshold, we lower the errors of omission
but increase commission errors (and vice versa).
For the Xingu River Basin, we estimated the distance distribution using a sub-
group of the EBF class in the Amazon (Figure 2.3). A range of distance thresholds
was tested in order to assess the balance between errors of omission and commis-
sion. Since the within-class distance is formulated as a Mahalanobis distance, which
assumes that the data is multivariate normal, the distribution of the within-class
distance should closely follow a χ2 distribution. We tested how selection of threshold
affected omission and commission errors by varying the within-class and between-
year distance thresholds. We tested within-class distance thresholds between 90%
quantile of the empirical distribution and χ2p=0.75,df=19 = 14.562, and between-year
distance thresholds between 90% quantile and the maximum value of the empirical
distribution.
With the distance thresholds established, change detection was performed on a
per pixel basis, in all case studies. For each year, pixels with both within-class and
between-year distances exceeding prescribed thresholds were flagged as ‘potential
change’. To minimize error of omission caused by transient conditions or noise,
changed pixels were required to exceed the selected thresholds in two consecutive
years, and the timing of change was defined as the first year when the pixel was
flagged.
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2.3.3 Assessment of change detection results
Assessment of change detection results from remote sensing relies on independent
reference datasets. For the STEP temperate and boreal forest sites, we did not
have reference information related to change. Our assessment was therefore focused
on commission errors by visually examining each forest pixel detected as changed
by our method. To do this, we combined manually interpreted information from
MODIS time series, Landsat TM/ETM+ image stacks, and Google EarthTM high
spatial resolution images, where available. For the NWFP area, we used reference
information from a Landsat-based disturbance map for 1985–2008 (Kennedy et al.,
2012; Sulla-Menashe et al., 2013). We assessed errors of omission and commission
at MODIS pixel scale using repeated random samples. To do this, we drew multiple
(1000) random samples with change and no change (n=500) within the ENF mask
area. Due to differences in the time period associated with the MODIS and Landsat
NWFP maps, we excluded areas with change after year 2008 according to our map, as
well as areas with changes prior to 2002 according to the Landsat NWFP map. The
random samples were drawn from about 90% of the ENF mask areas. In addition,
we assessed overall agreement between our change map and Landsat-derived change
map by aggregating them to ∼10 km spatial scale.
For the Xingu case study, we compared change detection results from MODIS
with the PRODES deforestation map. For each year, we examined the proportion
of change pixels that were identified as changed, using 10% deforestation intervals
between 0 and 100%. We then assessed the accuracy of the final change map, focusing
on new deforestation that occured between 2003 and 2010, by looking at pixels that
were 100% forest in 2002. We assessed both spatial (location of change) and temporal
(timing of change) agreement between our MODIS results and the PRODES change
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maps and calculated the producer’s and user’s accuracy for spatial agreement. For
pixels that were detected as changed from MODIS which agreed with data from
PRODES, we calculated the temporal accuracy. Specifically, if the year of change
determined from MODIS was within ±1 year from PRODES, we considered it to be
in agreement.
While we used the PRODES dataset as the benchmark for assessing the perfor-
mance of our method for Xingu River Basin, it is important to note a few limitations
of this dataset that may affect our comparison. First, the types of change charac-
terized in the PRODES dataset are restricted to forest clear cuts. Other types of
change such as burning, selective logging, and degradation in forest fragments are
not included (Souza et al., 2005). Also the minimum mapping unit for PRODES
(6.25 ha) may have minor effects on the estimated proportion of deforestation for
some pixels. Finally, since the year of change in PRODES is defined as the first year
it is detected, the presence of clouds and other sources of noise and missing data
can cause pixels to be flagged as changed later in PRODES than the actual year of
deforestation.
2.4 Results
2.4.1 Pre-processing
To assess the effectiveness our gap-filling approach for the STEP time series data, we
used a sample of 100 forest sites to simulate missing data. For each site, data for 5
dates were removed at random for each year between 2002–2011, where the random
selections were weighted by the proportion of missing values in NBAR data for each
date and land cover class of interest within the corresponding Olson biogeographic
realm. Thus, dates with higher proportions of missing data were more likely to be
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selected, and vice versa. By removing values of select dates for entire sites, we forced
the candidate fill values to be selected from other sites.
For each year, we evaluated the gap-filling strategy using the root-mean-square
error (RMSE) of gap-filled values relative to the actual observations. For comparison,
the natural variability within each class was quantified using the standard deviation
of un-filled data. Figure 2.4 presents barplots showing the standard deviation within
each land cover class, the RMSE with just gap-filling, and the RMSE with gap-
filling and filtering. The error bars indicate one standard deviation for Stdevc and
RMSEc over 2002–2011. These results show that the pre-processing strategy we used
introduced errors that were smaller than the natural variablity within each land cover
class. This is observed for all forest classes, especially the DBF and MXF classes. We
therefore conclude that our gap-filling procedure provides a good basis for imputing
missing values and does not introduce additional noise that would negatively affect
our change detection results.
2.4.2 Change detection in temperate and boreal forest training sites
Using the distance thresholding approach described in Section 2.3.2, a total of 16
temperate and boreal forest sites were identified as containing pixels affected by
change events between 2003–2010 that were also confirmed by manual intepreta-
tion (Table 2.1). Change sites were found in all 4 IGBP forest classes included in
our analysis, with the majority of change occurring in temperate coniferous forests.
Specifically the ENF class had the highest number of detected change sites (7), fol-
lowed by the MXF class (4).
Detected changes were associated with two major types of disturbance: fire and
logging. Fire disturbance was detected in needleleaf forest sites including an ENF
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site in Alaska and two DNF sites in Eastern Siberia. Logging affected all classes
with the exception of DNF, with change sites found across the US, Canada, and
Russia. Figures 2.5 and 2.6 shows MODIS EVI2 and band 7 time series for selected
change pixels affected by change events. Both EVI2 and band 7 exhibit signatures
related to disturbance events that are complementary to each other. For example,
for a DNF pixel disturbed by fire in 2003 (Figure 2.5(b)), EVI2 values recovered
to pre-disturbance levels over the course of 7 years, but peak reflectance in band 7
remained higher than those for stable forest, suggesting development of ground-cover
vegetation post-disturbance while the fraction of exposed soil remained higher than
the pre-disturbance state. In some cases, changes in band 7 are more evident than in
EVI2, since even small fractions of soil visible in the field of view can greatly increase
MODIS band 7 reflectance (Figure 2.5(a), 2.6(a)).
In addition to the successful detection of changes described above, our method
also identified some spurious changes, which were mainly caused by high levels of
noise in MODIS time series. This was especially common for pixels with very high
proportions of missing data (e.g., >75%) due to persistent clouds or snow cover. For
these pixels, high frequencies of missing and low quality data reduced our ability to
effectively filter and smooth MODIS time series.
2.4.3 Change detection in coniferous forests of the NWFP area
In the NWFP area, our change detection results compare well with the Landsat-
derived disturbance map. In particular, major fire events during the study period,
such as the 2002 Biscuit Fire in Siskiyou Mountains in Southwest Oregon (Fig-
ure 2.7a), are evident. Table 2.2 shows the confusion matrix averaged across 1000
random samples at MODIS pixel scale. The producer’s accuracy for the change class
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is 96% indicating low levels of omission errors, but the user’s accuracy (62%) in-
dicates considerable amount of commission errors compared to the Landsat change
map.
Figures 2.7b and 2.7c show the locations of commission and omission errors in the
MODIS change map. One source of commission errors is related to high elevation
areas in the Northern Cascades and Olympic Mountains, where our training sites
do not adequately represent the ENF vegetation signature. In addition, visual ex-
amination showed some disturbance events that are not documented in the Landsat
change map in the Western Cascades and Coastal Range as another source of com-
mission. We drew additional repeated random samples from MODIS tile h09v04 for
bins at 10% cumulative proportions of sub-pixel disturbance to assess the nature of
omission errors. As expected, pixels containing small proportions of disturbance in
the NWFP area are challenging to detect, with levels of omission errors decreasing
fastest between 20–70% of sub-pixel disturbance.
Given the heterogeneous landscape and complex disturbance history of this area,
we also assessed the MODIS change map (produced using 95% distance thresholds) in
spatially aggregated form. Figure 2.8 shows a comparison between Landsat-derived
disturbance and MODIS-derived disturbance at ∼10 km spatial resolution, for all
10×10 km blocks that contain ENF forests according to our forest mask. The pro-
portions summarized here reflect the amount of disturbed pixels identified between
2002–2008 in each block. During the 2002–2008 period, most of the blocks in the
area contain <5% pixels affected by disturbance events, with a moderate number of
blocks containing 5–10% pixels affected, even though the actual area of disturbance
is smaller. Overall the comparison follows the 1:1 line, albeit with some dispersion.
For blocks containing small amounts of change pixels, our map identifies slightly
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fewer pixels than the aggregated Landsat results, while some blocks show large dis-
crepancies between the MODIS and Landsat results. For blocks with more extensive
disturbance, the dispersion around the 1:1 line is smaller.
2.4.4 Change detection in tropical forests of the Xingu River Basin
In the Xingu River Basin, within-class and between-year distances indicated that
each of the distance metrics reveal different characteristics of change. Figure 2.9
shows examples of within-class and between-year distances and potential change
masks for 2003 and 2010. The within-class distance (top row) compares all pixels to
forest baseline in 2003 and 2010. The between-year distance (middle row) compares
each pixel’s own temporal profiles, between 2002 and 2004, and 2009 and 2011.
The potential change masks (bottom row) show the results from combining within-
class and between-year distances using 95% threshold. The within-class distances
appear to highlight the contrast between forests and non-forest areas in a given year.
The between-year distances are noisier, but highlight locations with large differences
between two years including newly changed areas and agricultural areas that are
inherently more variable.
Using the PRODES dataset we calculated producer’s accuracies for all poten-
tial change pixels at annual time steps. As expected, the results showed that the
detectability of change via distance thresholding increases with the size of sub-pixel
deforestation (Figure 2.10). When applying a 90% quantile threshold, the producer’s
accuracy increases almost linearly with sub-pixel deforestation, from over 40% for
pixels with less than 10% deforestation, to over 90% for pixels with more than 90%
deforestation. Figure 2.10 also plots results from applying a 95% quantile threshold,
which has consistently lower producer’s accuracies (more omission errors) relative to
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using the 90% threshold. The difference between producer’s accuracies when apply-
ing these two thresholds is only modestly larger for pixels with small changes than for
pixels with large changes. Table 2.3 shows the overall producer’s and user’s accuracy
for the potential change pixels and illustrates that the overall accuracy depends on
the definition of change. Specifically, the overall producer’s accuracy increases as the
threshold (sub-pixel proportion) used to define a pixel as changed increases. Con-
versely, the overall user’s accuracy decreases as this proportion increases, because
detection of a pixel with medium or small changes is considered a commission error.
The final change map for forests in the Xingu study area contained both spatial
and temporal information related to change (Figures 2.11 and 2.12). By testing a
range of thresholds in both within-class and between-year distances, we found that
the producer’s and user’s accuracies vary almost linearly with values of the thresh-
olds (Figure 2.13). The producer’s and user’s accuracy surfaces intersect at spatial
accuracy of ∼77%. While balancing the trade-off between omission and commis-
sion errors, we focused on results using 90% and 95% thresholds, which produce
fewer omission errors while do not substantially increase commission errors (Ta-
ble 2.4). Overall, our method was able to identify 80–90% of deforested pixels found
by PRODES between 2003–2010 (producer’s accuracy, Table 2.4). The overall level
of commission error was rather high, indicating that our change map identified sub-
stantially more pixels as changed than the PRODES dataset. However, more than
70% of the commission errors in the MODIS change map were adjacent to the edges
of deforestation polygons, suggesting that these pixels contain information from ad-
jacent deforested pixels that probably arise from gridding artifacts (Tan et al., 2006).
For pixels that were correctly identified as changed, agreement between the tim-
ing of change from MODIS and PRODES is close to 80%. In other words, about 20%
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of the change pixels were detected with more than one year lag relative to PRODES.
Many of these errors were associated with gradual increases in the amount of sub-
pixel deforestation that were only detected when the sub-pixel change became suffi-
ciently large. Slightly higher temporal agreement is observed when a 90% threshold
was used, since it allows smaller changes to be detected earlier in the time series.
Overall, variation in the definition of change had a larger impact on the spatial
agreement between change results from MODIS and PRODES than it did on the
temporal agreement. As expected, we see higher producer’s accuracy when we de-
fine pixels as changed based on a >20% change threshold (Table 2.4, Figure 2.10).
However, the user’s accuracy for this scenario is lower, because pixels with small
sub-pixel deforestation detected from MODIS are considered commission errors.
2.5 Discussion
Pre-processing
The change detection method we describe in this chapter relies on pre-processing
to provide gap-free and smoothed MODIS time series data. While various methods
are available for gap-filling remotely sensed time series, we devised our strategy for
pre-processing based on data availability, data quality, and other case study-specific
information. For the STEP training sites, utilizing land cover class information to
fill data gaps using high quality observations from nearby sites of the same class
proved to be feasible and effective. In the NWFP study area and Xingu River Basin,
excluding periods of persistent snow and clouds which affect NBAR retrievals helped
to remove a large proportion of noise in annual time series that are unrelated to
vegetation conditions and land cover changes.
The distance metrics we used were sensitive to noise in the time series data,
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especially sudden spikes. We used two measures to minimize the effects of such
noise. First, we removed spikes based on temporal context in the time series. Any
sudden large increase or decrease in consecutive values (greater than one standard
deviation of the pixel’s time series) were considered unrealistic and were replaced
with interpolated values. This ensures that a single anomalous data point will not
dramatically increase the distance metric and lead to spurious detection of change.
Second, additional smoothing was applied using a 3-point median filter. This ap-
proach performed well in all study areas, with the exception of a few STEP sites
with very high proportions of missing data.
Change detection
Our analysis demonstrated that the distance metric-based change detection method
was effective for identifying forest change across a wide range of forest ecosystems at
500m spatial resolution. For STEP forest sites, MODIS EVI2 and MODIS band 7
data provide complementary information that support detection of changes such as
fire disturbance followed by gradual recovery and deforestation by clear cutting and
thinning. This provided a proof-of-concept for broader application of the method to
a wide range of forest ecosystems. It does not, however, provide a comprehensive
assessment of the method for all forest types, different landscape patterns, and dif-
ferent types of change with varying intensity. For example, we did not observe forest
conversion to land use types such as urban and agriculture in the STEP sites, nor did
we specifically explore insect infestation which is a significant source of disturbance
in temperate and boreal forests.
Results from the NWFP study area show good agreement with Landsat-based
results, but also identified challenges associated with small area land cover changes
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and complex management histories (Sulla-Menashe et al., 2013). Commission errors
were relatively high. While this can be partially explained by gridding artifacts in
MODIS data, where disturbances in adjacent pixels lead to false detection of change,
altitudinal gradient is the most substantial source of commission error. First, the rel-
atively limited set of training examples we used for this work did not fully represent
the diversity of the ENF spectral and temporal signatures within the NWFP region,
especially the ENF at higher elevations. Second, the choice of a May–September
temporal subset applying to these high elevation locations could result in inclusion
of snow cover and problematic gap-filling values. These suggests that further strat-
ification of the ENF class, varying length of the temporal subset, as well as better
characterization of the ENF class population, is needed to yield the best results from
our method.
In the Xingu River Basin case study, where the the disturbance regime is dom-
inated by forest clear cuts, we performed a more detailed analysis using varying
thresholds in our distance metrics to identify change. The results confirmed that
using a more generous threshold (allowing more pixels to be flagged as potential
change) results in smaller omission but higher commission errors. This suggests that
it may be necessary to adjust the choice of thresholds used to detect change, and
perhaps modify the definition of land cover change according to the intended use of
the change map. For instance, if we want to use change results from MODIS to guide
acquisition of higher spatial resolution data, we would choose thresholds that yield
fewer omission errors at the expense of allowing higher rates of commission errors.
It is important to note that several limitations of the PRODES dataset (de-
scribed in Section 2.3.3) affected our results for Xingu River Basin. In particular,
inadequate representation of fire disturbance and forest degradation in PRODES
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produced apparent, but false, errors of commission. While a large proportion of
the ‘false positives’ were located next to the edges of deforestation patches, visual
examination of higher spatial resolution images indicated that considerable areas of
fire disturbance, especially in 2010, were incorrectly counted as commission errors
since they were not accounted for in the PRODES dataset. Additionally, regrowth in
some historically deforested areas in the Xingu River Basin leads to apparent omis-
sion errors. Finally, since the PRODES methodology uses two single-date images, it
identifies the timing of change incorrectly if clouds were present in the actual year
of change or if the change occurred after the image acquisition date, which can also
incorrectly introduce apparent errors of commission.
2.6 Conclusions
In this chapter, we developed and evaluated a distance metric-based change detec-
tion method that identifies annual forest cover change using MODIS 500m NBAR
time series. Our method exploits two aspects of change that are reflected in each
pixel’s annual time series: 1) deviation from the pixel’s own past temporal behav-
ior (measured by the between-year distance), and 2) deviation in annual time series
from neighboring pixels of the same class (measured by the within-class distance).
We established region- and class-specific populations and their distance distributions
using high quality land cover training sites. By applying the distance thresholds to
both within-class and between-year distances at annual steps, we successfully iden-
tified changes within temperate and boreal forest sites. For the NWFP area, our
method showed good agreement with Landsat-based disturbance areas, but also had
relatively high levels of commission errors. For the Xingu River Basin, our change
map showed 80–90% spatial agreement and close to 80% temporal agreement with
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the PRODES deforestation dataset.
A key advantage of our approach is that instead of solely relying on the time
series at each pixel to detect change, it incorporates land cover related information
from nearby pixels. Using Olson geographic realms and biomes to define subgroups
within IGBP forest classes, we established regional class populations that charac-
terize the range of variability in the distance metrics for undisturbed pixels. Our
analysis of MODIS forest training sites worldwide showed that we were able to iden-
tify changes due to logging and fire in geographically diverse temperate and boreal
forest ecosystems. Regional applications for the NWFP area and the Xingu River
Basin showed overall good agreement with Landsat-derived results. Further, as new
observations become available, this type of analysis can be repeated to ensure the
representativeness of our estimated class populations.
While the results presented in this chapter show that our method was effective
for the case studies we examined, it has not been extensively tested over large areas
in temperate, boreal, and tropical forests. Further, we have assumed knowledge of
land cover in our analysis, which means that in order to apply this approach over
large areas, a good characterization of the initial state of land cover is required.
Patterns of missing data are important for determining the optimal pre-processing
strategy, which may require flexible gap-filling, smoothing, subsetting or compositing
methods to maximize information content related to land cover change. Additionally,
our change detection results within MODIS forest training sites suggests that the
best feature (i.e., spectral bands and indices) varies for different land cover classes
and geographic regions. Thus, feature selection may significantly influence change
detection performance, especially with specific types of target disturbance (e.g., pest
infestation in Western U.S.).
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Moving forward, we plan to evaluate our approach more extensively in temperate,
boreal, and tropical forests, and to extend the method beyond forest ecosystems to
map changes in agricultural and urban land use. We will also continue to improve
methods to characterize class populations, especially for under-represented sub-class
groups. Finally, due to the coarse spatial resolution of MODIS observations, our
ability to detect change is affected by the size and intensity of change events. A logical
next step is to adapt our method for use with higher spatial, but lower temporal
resolution time series data such as Landsat TM/ETM+ imagery.
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IGBP class Number of sites Change type
Evergreen Needleleaf Forest (ENF) 7 logging, fire
Deciduous Needleleaf Forest (DNF) 2 fire
Deciduous Broadleaf Forest (DBF) 3 logging
Mixed Forest (MXF) 4 logging
Table 2.1: Temperate and boreal forest sites with change detected.
Landsat (reference)
Change No change Total
Change 309 191 500
No change 13 487 500
Table 2.2: Confusion matrix for accuracy assessment of the NWFP forest change
map.
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Overall producer’s accuracy Overall user’s accuracy
>0% >20% >40% >60% >80% >0% >20% >40% >60% >80%
95% threshold 78.37 82.78 85.09 86.74 88.09 94.83 90.13 85.74 80.42 72.98
90% threshold 83.04 87.08 89.08 90.46 91.54 93.26 88.00 83.32 77.84 70.39
Table 2.3: Accuracy assessment for MODIS annual potential change masks of the Xingu River Basin.
Spatial agreement Temporal agreement
>0% >20% >0% >20%
P accuracy U accuracy P accuracy U accuracy P accuracy P accuracy
95% threshold 82.29 72.32 90.33 63.27 77.56 78.97
90% threshold 86.84 66.67 93.54 57.23 78.33 79.11
Table 2.4: Accuracy assessment for MODIS change map of the Xingu River Basin.
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(a)
(b)
(c)
Figure 2.1: Cumulative percent deforestation in 2003 and 2010 within MODIS 500m
pixels located in the Xingu River Basin based on PRODES dataset (2.1(a), 2.1(b)).
Distribution of sub-pixel deforestation size for new deforested pixels that appeared
between 2003–2010 (2.1(c)).
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(a)
(b) (c)
Figure 2.2: Calculation of within-class and between-year distances for an EBF pixel
affected by clear cutting. Band 7 time series for this pixel is shown in 2.2(a), with
the year of interest (2007) highlighted. The contrast between the pixel’s annual time
series and those of the EBF population is captured by within-class distance (2.2(b),
annual mean EBF time series ± one standard deviation plotted in red). The contrast
between annual time series before and after the year of interest (2.2(c)) is captured
by between-year distance.
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Figure 2.3: Distribution of within-class distances calculated for band 7 for EBF
population and 95% distance threshold.
Figure 2.4: Standard deviations of the forest populations versus RMSEs of gap-filled
values in EVI2.
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(a) Logging in an evergreen needleleaf forest pixel.
(b) Forest fire in a deciduous needleleaf forest pixel.
Figure 2.5: Examples of change pixels detected in STEP temperate and boreal for-
est sites. The unprocessed NBAR EVI2 (green) and band 7 (blue) time series are
plotted for 2001–2010, with 4 grey dashed lines indicating acquisition times of Land-
sat images shown below. Within each Landsat snapshot, the white polygon shows
the boundaries of the STEP site, and the yellow polygon corresponds to the 500m
MODIS grid for the pixel plotted.
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(a) Logging in a deciduous broadleaf forest pixel.
(b) Logging in a mixed forest pixel.
Figure 2.6: Examples of change pixels detected in STEP temperate and boreal forest
sites (continued).
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(a) ENF change in NWFP be-
tween 2002–2010.
(b) Locations of omission er-
rors.
(c) Locations of commission er-
rors.
Figure 2.7: Change map for the NWFP area and locations of the omission and
commission errors compared to the Landsat-based disturbance map.
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Figure 2.8: Comparison between proportions of change pixels detected using Landsat
and MODIS at 10×10 km block scale. The red line is the 1:1 line.
44
Figure 2.9: Within-class distance, between-year distance, and potential change masks
for the Xingu River Basin in 2003 (left column) and 2010 (right column).
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Figure 2.10: Producer’s accuracies for annual potential change masks for the Xingu
River Basin. Each point represents mean accuracy over 2003–2010 for each 10%
deforestation interval. The error bars shown are one standard deviation from the
mean accuracy.
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Figure 2.11: Change map of the Xingu River Basin using 95% distance thresholds.
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Figure 2.12: Zoom-in comparison between MODIS year of change (left column) and
PRODES year of change aggregated to 500m (right column) for two 30×30 km blocks.
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Figure 2.13: Producer’s and user’s accuracy for final change maps of the Xingu River
Basin, using varying thresholds for within-class distance and between-year distance.
Thresholds for the between-year distance are displayed in log10 scale.
Chapter 3
Mapping fractional urban cover in China using MODIS time series and
DMSP/OLS nighttime lights
3.1 Introduction
More than half of the world’s population now resides in cities (World Bank , 2010).
Urban land, despite covering less than 1% of the Earth’s land surface, has an enor-
mous ecological footprint. With increasing urban population, demands for ecosystem
services including food, fiber, water, and energy are likely to result in land cover and
land use changes, both within and outside urban centers (Foley et al., 2005; Grimm
et al., 2008a). Urban development has been particularly rapid in parts of Asia in the
last decade (Frolking et al., 2013; United Nations , 2012), and all expectations are
that this trend will continue in the near future (Montgomery , 2008). Most notably,
Chinese cities have expanded rapidly, often into agricultural lands located along
urban-rural gradients, among which are some of the highest-quality arable lands in
China (Kong , 2014). These land use changes in and around cities have been shown
to affect local and regional climate, air and water quality, soil quality, and crop
yields (e.g., Chen, 2007; Gong et al., 2012; Niu et al., 2010; Zhou et al., 2004). It is
therefore crucial to understand the extent and dynamics of conversion to urban land
cover, for a multitude of issues including health and food security in this densely
populated region.
Built-up environments have significant environmental impacts at local, regional,
and global scales (Grimm et al., 2008b). One prominent example is the urban heat
island effect due to alteration of the surface energy fluxes (Arnfield , 2003). Increasing
amount of impervious surface area leads to increased storm flow runoff volumes and
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higher risks of flood hazards, and deteriorates water quality (Hurd and Civco, 2004).
Regional information on the amount and spatial distribution of the impervious urban
cover are needed for watershed management practices. Moreover, the characteriza-
tion of urban land cover is of great importance for determining the climate impact
of urbanization (Kalnay and Cai , 2003).
Current spatially explicit depiction of urban land largely relies on satellite remote
sensing technologies. Two prominent sources of remote sensing data have emerged
for regional to global scale urban mapping: 1) medium spatial resolution (30m) sen-
sors represented by those onboard the Landsat series satellites, and 2) coarse spatial
resolution (250m–1km) sensors, represented by NASA’s Moderate Resolution Imag-
ing Spectroradiometer (MODIS) instruments. Landsat-type instruments have lower
temporal frequency, which brings great challenge when addressing issues including
missing data due to clouds and heavy aerosols, phenological differences, and data
volume for regional wall-to-wall mapping. MODIS-type instruments, on the other
hand, have been extensively used for urban application at regional to global scales
because of the frequent global coverage they provide. Despite the coarse spatial
resolution, we chose to use MODIS data for the research described in this chapter.
The main objective of this research is to develop and evaluate methods to map
urban land cover in and around Chinese cities between 2001–2010, and to explore the
capability of MODIS to quantify regional dynamics of urban land cover at decadal
time scales. To achieve this goal, we developed regression-based models using Ran-
dom Forest regression algorithm for mapping fractional urban cover at 250m spatial
resolution. We also assessed the effects of multi-source coarse spatial resolution
remote sensing data from MODIS and nighttime lights data from the Defense Mete-
orological Satellite Program’s (DMSP) series of Operational Linescan System (OLS)
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on estimating sub-pixel urban fractions.
3.2 Background
3.2.1 Definition of ‘urban’ land
Many scientists are interested in urbanization, the global phenomenon where people,
built-up structures, and economic activities are continuously expanding with higher
concentration. The question often arises as how to define what is urban land. Preva-
lently, two types of definitions have been used: functional definitions and physical
definitions (Schneider and Woodcock , 2008).
Functional definitions define urban land (as opposed to non-urban, or rural areas)
using geopolitical, demographic, and socioeconomic criteria. For example, the urban
information complied by the United Nations from different countries and regions
uses more than 10 types of urban definition that involve administrative boundaries,
population size or density, and economic indicators (United Nations , 2012; Utzinger
and Keiser , 2006).
Physical definitions of urban land, on the other hand, use the presence of man-
made structures and materials, such as the impervious surface (Arnold and Gibbons ,
1996) as a criterion. This type of definition is commonly used in remote sensing
applications, where physical characteristics of man-made surfaces are directly ob-
served by satellite sensors. Due to the varying spatial resolutions of the sensors,
sub-pixel fractions are often incorporated when defining urban at pixel level. For ex-
ample, Schneider and Woodcock (2008) defined urban as Landsat pixels (30m spatial
resolution) with more than 50% sub-pixel area covered by non-vegetative, man-made
features such as roads and buildings.
In this chapter (and the next chapter), we use the physical definition of urban
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land, and define ‘urban’ as built-up areas covered with man-made materials (concrete,
asphalt, gravel, roof materials, etc.) that make up structures including buildings and
paved roads. We also use the terms ‘urban land’ and ‘urban cover’ interchangeably
throughout this chapter.
3.2.2 Remote sensing of urban land
Various sources of remote sensing data have been used to map the extent and ex-
pansion of human settlements. Medium spatial resolution optical remote sensing
data (most commonly from the Landsat satellite series) have been widely used in
these applications and has provided insight into changes in urban extent and struc-
ture (e.g., Chan et al., 2001; Howarth and Boasson, 1983; Jensen and Toll , 1982; Ji
et al., 2001; Li and Yeh, 1998; Schneider , 2012; Seto et al., 2002; Xian and Homer ,
2010). Another common use of optical remote sensing data is to explore sub-pixel
information related to urban land cover. Some of these studies have used spectral
unmixing methods following the Vegetation-Impervious surface-Soil (V-I-S) concep-
tual model (e.g., Michishita et al., 2012; Phinn et al., 2002; Pu et al., 2008; Ridd ,
1995; Wu and Murray , 2003; Yue et al., 2006), or the Substrate-Vegetation-Dark
surface (SVD) model (e.g., Lu and Weng , 2006a; Small , 2001, 2004). Others have
used regression models calibrated using reference data to estimate impervious surface
area (e.g., Bauer et al., 2004; Elvidge et al., 2007; Lu et al., 2011; Sexton et al., 2013;
Xian et al., 2011). Thermal infrared remote sensing has been widely used to study
relationships between urban climate (such as the urban heat island (UHI) effect) and
land cover land use change (e.g., Lo et al., 1997; Lu and Weng , 2006b; Sakai et al.,
1982; Tran et al., 2006; Weng , 2009; Xian and Crane, 2006; Yuan and Bauer , 2007).
In addition, imaging radar data have been shown to complement optical data for
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mapping urban areas (e.g., Corbane et al., 2008; Gomez-Chova et al., 2006; Griffiths
et al., 2010; Henderson and Xia, 1997; Taubenbo¨ck et al., 2012), although its appli-
cations are limited by data availability, complex data processing requirements, and
the highly variable signal response of multi-frequency and multi-polarization radar
data in heterogeneous urban environments.
At regional to global scales, coarse spatial resolution remote sensing data remains
the main data source for mapping urban extent. Nighttime lights (NTL) observations
from the Defense Meteorological Satellite Program’s (DMSP) series of Operational
Linescan System (OLS) instruments have provided a unique and widely used source
of data for mapping urban areas (e.g., Croft , 1979; Elvidge et al., 1997; Imhoff et al.,
1997; Lo, 2002; Zhou et al., 2014). However, the coarse spatial resolution and known
“blooming” effects of the NTL data frequently lead to substantial overestimation of
urban areas (Zhang and Seto, 2013). Recognizing this limitation, NTL data have
been fused with data from other coarse resolution sensors such as the Moderate
Resolution Imaging Spectroradiometer (MODIS) and SPOT-VEGETATION to map
urban extent (e.g., Bartholome and Belward , 2005; Cao et al., 2009; Kasimu and
Tateishi , 2008; Lu et al., 2008; Pandey et al., 2013; Schneider et al., 2003a; Zhang
et al., 2013). Recently, studies have demonstrated the potential of coarse spatial
resolution remote sensing data to capture first-order urbanization processes world-
wide (e.g., Frolking et al., 2013; Small and Elvidge, 2013).
3.2.3 Current urban extent information for China
3.2.3.1 Non-spatial information
Ground-based urban census information are available for Chinese cities via the an-
nually compiled China City Statistical Yearbook (1985–present) published by the
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National Bureau of Statistics of China. Summary statistics are provided for a wide
range of demographic and socioeconomic indicators, compiled based on administra-
tive boundaries for each city which often contain substantial areas of rural land. The
urban census also reports a ‘built-up area’ for all cities at prefecture-level or above,
and for county-level cities (only since 2008). This built-up area measure is defined
as contiguous land areas used for non-agricultural activities, with functioning urban
facilities (such as airports, water treatment facilities etc.), which is based on urban
function and rather ambiguous. As a result, the reported areas cannot be translated
to physically defined urban land and are not spatially explicit.
3.2.3.2 Spatial information
Currently there are 8 global datasets that provide urban extent information which
use physical definitions of urban land (Potere, 2009). Three of these global datasets
exclusively focus on urban land cover (MODIS 1km Urban Land Cover, MODIS 500m
Urban Land Cover, and the Global Rural-Urban Mapping Project (GRUMP)). Three
datasets provide land cover types that include an urban class (Vector Map (VMap)
Level 0, Global Land Cover 2000 (GLC2000), and GlobCover). Two additional
datasets provide continuous measure of urban land (i.e., fractional urban cover)
(Global Impervious Surface Area Map (IMPSA) and History Database of the Global
Environment (HYDE3)). The majority (6 out of 8) of these datesets have used
information from remote sensing. Additionally, these datasets were produced for a
certain time point, and are not periodically updated.
These datasets provide wall-to-wall coverage for urban land cover in China. How-
ever, it was shown that discrepancy as large as an order of magnitude exists among
global urban areas derived from these datasets, and the consistency is especially low
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for East Asia (Potere et al., 2009). Part of the challenge in area estimation is re-
lated to the binary labels (urban and non-urban) used by most of these urban maps.
Methods and datasets that better support urban extent mapping and area estimation
are needed to improve urban information for this region, which we aim to address
through research described in this chapter to map fractional urban cover at 250m
spatial resolution.
3.3 Study area and data
3.3.1 Study area
We selected 9 ‘footprints’ as our study areas, with each footprint containing a major
city (population > 5 million in 2010) in Eastern, Southern, and Southwestern China:
Beijing, Tianjin, Chengdu, Xi’an, Hangzhou, Ningbo, Kunming, Guangzhou, and
Fuzhou (Figure 3.1). Each of these cities experienced rapid expansion between 2001
and 2010 in both population and built-up area (Table 3.1), and the areas covered
by each footprint vary between ∼18,000 and ∼31,000 km2. The footprints are dis-
tributed among two ‘urban ecoregions’ defined by Schneider et al. (2010) (‘temperate
forest in East Asia’ and ‘tropical, subtropical forest in Asia’), and encompass distinct
physical urban environments defined by land cover composition, climate regimes, and
agricultural practices, which transition from one harvest per year in Northern China
to three harvests per year in Southern China. For each footprint, we focused on urban
cover and agricultural lands and excluded all non-urban, non-agriculture areas from
our analyses. Additionally, we apply our method to 4 MODIS tiles (h27v05, h27v06,
h28v05, h28v06) to produce wall-to-wall urban fraction maps for Eastern, Southern,
and Southwestern China, where each tile consists of 4800×4800 250m MODIS pixels.
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3.3.2 Data
We used 4 different sources of data for work in this chapter, including 1) MODIS
250m to 1km data products for 2001–2002 and 2009–2010, 2) DMSP/OLS nighttime
lights data for 2001–2010, 3) Landsat-based thematic maps depicting stable land
cover classes and change classes between circa 2001 and circa 2010 , and 4) Chinese
census data on city built-up areas (for assessment of results). These datasets are
described in detail below.
MODIS data
We used a gap-filled 250m MODIS enhanced vegetation index (EVI) product
(MOD09Q1G EVI) along with band 1 (red) and band 2 (near infrared) from the
MODIS 8-day 250m surface reflectance product (MOD09Q1), bands 4–7 from the
MODIS 8-day 500m surface reflectance product (MOD09A1), and nighttime land
surface temperature (LST) from the MODIS 8-day 1km LST product (MOD11A2)
for 2001–2002 and 2009–2010. In particular, the MOD09Q1G EVI product is a high
quality EVI dataset that is temporally gap-filled and smoothed using an enhanced
TIMESAT algorithm (described in Tan et al. (2011)). All MODIS datasets were
resampled to 250m spatial resolution. To reduce data dimensionality and maximize
information content we used the annual mean, minimum, and maximum values from
each of these products from May–September as predictor variables in our models.
Nighttime lights data
We used the version 4 DMSP/OLS stable lights product for 2001-2010 (NOAA
NGDC , 2013). The DMSP stable lights product provides annual composites of
nighttime images from a visible to near infrared band (0.4–1.1 µm) on the OLS
instruments by filtering observations to remove the effects of moonlight, stray light,
clouds, and ephemeral light sources such as fire and gas flares. The data are digital
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numbers (DN) between 0 and 63, where 0 corresponds to no light or missing data, and
DNs between 1–63 correspond to radiances between the lowest detectable radiance
and saturation radiance of the OLS sensors. Because of differences in radiometric
performance, lack of onboard radiometric calibration, and sensor degradation over
time, data from different OLS instruments require inter-calibration before they can
be used to assess lighting changes over time. Since multiple composites are available
from multiple instruments in some years, we selected one composite image each
year with the highest R2 from an inter-calibration based on 1999 data from DMSP
satellite F12 (denoted as F121999) (Elvidge et al., 2014). The calibrated DN values
were calculated as
DN ′ = c0 + c1 ∗DN + c2 ∗DN2 (3.1)
where DN is the DN values from the stable lights product, and DN ′ is the inter-
calibrated DN values. The selected composites and their calibration coefficients are
listed in Table 3.2.
We further adjusted the 2001–2010 NTL time series for each pixel based on the
assumption that NTL does not decrease over time in our study region (Liu et al.,
2011). For each pixel, we examined the temporal trajectory starting from 2002. If the
DN value was lower than the previous year, we replaced it with the previous year’s
DN value. Therefore we used all years of data between 2001–2010 even though only
2001–2002 and 2009–2010 data were used to estimate the urban fraction models. The
final adjusted DN values were truncated at 0 and 63, and the 30 arc sec NTL data
were reprojected to MODIS sinusoidal projection and resampled to MODIS 250m
grid.
Landsat data
We used Landsat-based maps of urban expansion for 9 footprints to calibrate
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regression models and to assess model predictions. For the Tianjin, Chengdu, Xi’an,
Guangzhou, Kunming, Fuzhou, Hangzhou, and Ningbo footprints, we used Landsat-
based change maps from Schneider and Mertes (2014). These change maps contain
stable and change classes from the late 1970s to 2009 at 3–5 year intervals that we
aggregated to match classes from the Beijing change map, providing estimates of
change from agriculture to urban between 2000–2009. For the Beijing footprint, we
used supervised classification of multi-temporal Landsat images to map stable classes
(natural vegetation, water, agriculture, and urban) and change class (agriculture to
urban from circa 2001–2010). Training polygons for all stable and change classes
were manually selected and the classification was performed in ENVI 4.8’s support
vector machine classifier using a Radial Basis Function kernel.
All Landsat-based change maps were reprojected to the MODIS sinusoidal pro-
jection and aggregated to yield sub-pixel urban cover percentages circa 2001 and
2010 at 250m. The percent urban cover was calculated as the number of 30m urban
pixels (stable urban for 2001, stable urban plus agriculture to urban for 2010) divided
by total number of 30m pixels within each 250m cell.
Census data
We also used urban extent information from the China City Statistical Yearbook
2002 and 2011, which provide summary statistics for Chinese cities at prefecture-level
and above and at county-level at the end of 2001 and 2010 respectively. Specifically,
we used ‘built-up area’ reported in the statistical yearbooks, which is defined as
contiguous land areas used for non-agricultural activities with functioning urban
facilities (such as airports, water treatment facilities etc.), and therefore is not a direct
measurement of areas covered with built-up materials. We summarized total built-up
areas for major cities in our footprints (including built-up areas of county-level cities
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within their administrative boundaries). However, built-up areas for county-level
cities were not available prior to 2008, we therefore substituted 2010 county-level
city areas when calculating the 2001 total areas. Additionally, we summarized built-
up areas for 14 provincial level regions (11 provinces, 1 autonomous region, and 2
province-level municipalities) in Eastern, Central, and Southern China. To do this,
we summed built-up areas for all prefecture-and-above and county-level cities within
each region. Similarly, 2010 county data were used for 2001 when calculating the
total built-up areas for each region.
3.4 Methods
3.4.1 Regional Random Forest regression
We used Random Forest (RF) regression models (implemented in the ‘randomForest’
package (version 4.6-7) for the R statistical environment) to predict fractional urban
cover. The RF regression algorithm constructs a large number of trees using two main
randomization approaches to reduce variance in predictions and increase robustness
of predictions against noise in the training data (Breiman, 2001). First, a technique
called bagging (i.e., bootstrap aggregating (Breiman, 1996)) is used where multiple
bootstrap samples are selected from the training data and used to estimate regression
trees. For each bootstrap sample, the subset of data left out from the original training
sample is referred to as the out-of-bag (OOB) sample. Second, at each split of each
regression tree, a random subset of predictors is selected. The final RF regression
prediction is made by averaging over predictions from all the trees.
We estimated separate models of urban fraction for temperate and subtropical
regions, and for 2001 and 2010, respectively. For the temperate region, training data
from the Beijing, Chengdu, and Xi’an footprints were used to calibrate the regression
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models. For the subtropical region, training data from the Guangzhou, Fuzhou, and
Kunming footprints were used to calibrate the regression models.
Due to gridding artifacts arising from the MODIS instrument’s triangular point
spread function and wide field of view, the spectral signal from sub-pixel urban
cover can be contaminated by information from adjacent pixels (Tan et al., 2006).
To estimate our models, we selected pixels that minimize errors introduced by such
adjacency effects. To do this, we first estimated the heterogeneity of urban land
cover surrounding each pixel in each footprint, by calculating the average difference
between the urban fraction of the center pixel and its 8 neighbor pixels (h) for 3x3
windows using equation 3.2.
h =
√√√√1
8
8∑
i=1
(y0 − yi)2 (3.2)
A small h value indicates a low likelihood that the center pixel is dramatically differ-
ent from its surrounding in terms of ‘urbanness’ (i.e., it is less likely to contain edges
of built-up features). We then used this metric to restrict our training and testing
samples to pixels with h < 0.25.
For each footprint, we selected a stratified random sample of pixels dominated
by agriculture and urban land using 10% bins between 0–100% urban land at 250m
according to the Landsat-based maps (500 pixels per footprint), where different sets
of training pixels were selected to estimate RF models for 2001 and 2010. Figure 3.2
shows the inverse relationship between growing season mean EVI and sub-pixel urban
fraction for training pixels selected for each footprint, along with plots showing the
same relationship for a random sample of pixels with h > 0.25. Additionally, to
include examples of very low or no urban land use, a random sample of natural
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vegetation pixels was also selected for each footprint (250 pixels per footprint).
To evaluate which combination of input features were most effective for estimat-
ing fractional urban cover, we tested 5 combinations of MODIS and NTL features
(Table 3.3). The term ‘feature’, as we use it here, refers to a spectral band or index
(e.g., MODIS band 7); we use the term ‘predictor variables’ (or ‘predictors’) to refer
to specific input variables for the regression model (e.g., MODIS band 7 annual mean
values in 2001). Three predictor variables were derived for each MODIS feature (the
mean, minimum, and maximum values of the growing season (May–September)) for
each year. NTL feature contributes one predictor variable each year (annual mean
values). We used 2001–2002 data to estimate the 2001 models, and we used data
from 2009–2010 to estimate the 2010 models.
Starting with the 250m MODIS features only (EVI, B1, B2), we successively
added other MODIS and NTL features. We also tested whether downscaling MODIS
500m bands (instead of resampling them) had an impact on regression model perfor-
mance. To downscale MODIS bands 4–7 from 500m to 250m, we estimated nonlin-
ear regression models between these bands and bands 1–2 and NDVI at 500m (Tr-
ishchenko et al., 2006). We then predicted band 4–7 at 250m using MODIS bands
1–2 and NDVI values as predictors. As part of this process, we normalized the pre-
dicted band 4–7 values so that the average of the 4 250m pixels within each 500m
pixel equaled the 500m observation (Figure 3.3).
3.4.2 Bias correction for Random Forest
Despite its widespread use, RF regression is known to suffer from ‘regression to the
mean’, which results in over-prediction (positive bias) for smaller values and under-
prediction (negative bias) for higher values (Xu, 2013; Zhang and Lu, 2012). In
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our case, the RF predictions were bounded by the range of the training data (0–
100% urban), and bias is evident in the predicted values for our training samples
(e.g., Figure 3.4). To correct this we tested two approaches, both of which rely on
separate training samples from those used to construct the original regression models
(hereafter referred to as the ‘bias-correction training sample’).
Given the original RF model for urban fraction (denoted by fRF ), we applied this
model to a bias-correction training sample X ′ to generate a predicted response Yˆ ′
for urban fraction.
Y = fRF (X) (3.3)
Yˆ ′ = fRF (X ′) (3.4)
where X and Y are the predictors (spectral features) and responses (percent urban)
from the urban fraction training sample, X ′ and Yˆ ′ the predictors and responses
from the bias-correction training sample (the ‘true’ response, Y ′, is known).
The bias for these predictions was then calculated as the predicted values minus
the true values (Yˆ ′ − Y ′). For the first bias correction approach, we applied a linear
rotation to the RF predictions, where the bias was estimated using a linear function
(Equation 3.5). In the second approach, the bias was modeled using RF, where
the residuals from our original urban fraction model were used as the response, and
the predictor variables consisted of the original responses and the predictors from
the urban fraction model. The RF model for predicting the bias is denoted as f ′RF
(Equation 3.6).
Bias = Yˆ ′ − Y ′ = a+ bY ′ (3.5)
Bias = Yˆ ′ − Y ′ = f ′RF (Y ′, X ′) (3.6)
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3.4.3 Model assessment
To assess the RF model performance, we drew repeated (100) stratified random
samples covering the full range of urban percentages for all footprints. We then
compared the RF predictions and the Landsat aggregated urban percentages by
calculating the mean bias error (MBE) and mean absolute error (MAE):
MBE =
1
n
n∑
i=1
(yˆi − yi) (3.7)
MAE =
1
n
n∑
i=1
|yˆi − yi| (3.8)
where yˆi is the bias-corrected urban percentage predicted by RF for an individual
250m pixel i, and yi is the urban percentage for that pixel according to the Landsat
reference data, and n = 250 for each footprint.
3.5 Results
3.5.1 Random Forest model results
Models estimated for temperate and subtropical regions for 2001 and 2010 show good
performance with the training data, explaining ∼83–90% of the variance for OOB
samples across all feature sets (Table 3.3). Relatively small increases in the amount
of variance explained are apparent when MODIS and NTL were successively added
to the input feature set. Models estimated for temperate and subtropical training
pixels show similar performances.
The variable importance measures from the RF regressions estimate the increase
in mean squared error (MSE) for OOB samples when values for a predictor variable
are randomly permuted. The larger the increase in MSE, the bigger the relative
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influence of the predictor variable on prediction accuracy. For all RF models that
we estimated, we summarized the variable importance for each feature (the average
variable importance was taken for the mean, minimum, and maximum predictors
of each MODIS feature) and normalized the results over all features to sum to 1.
We highlight the results with all MODIS features (feature set 3) and MODIS+NTL
features (feature set 4) in Figure 3.5. We also show results for scenarios where natural
vegetation training samples are included and excluded from the models.
The variable importance measures show distinct patterns for the models esti-
mated for temperate and subtropical regions. For temperate models, EVI is the most
important feature, however, when natural vegetation training samples are included,
NTL becomes the most critical variable. For models estimated for the subtropi-
cal region, band 7 (shortwave infrared) is the most important feature, despite its
500m spatial resolution, with EVI also playing an important role. Although night-
time LST can provide contrast for urban and surrounding vegetated environments,
its contribution is very small in all cases, likely because of its coarse (1km) spatial
resolution.
3.5.2 Fractional urban cover at footprint scale
We applied the temperate models to the Beijing, Tianjin, Chengdu, Xi’an, Hangzhou,
and Ningbo footprints, and the subtropical models to the Guangzhou, Kunming,
Fuzhou, Hangzhou, and Ningbo footprints (note that both regional models were ap-
plied to the Hangzhou and Ningbo footprints since they are located in the transition
zone). The MAE and MBE assessment indicate that the two bias correction methods
we tested produced similar results. We therefore elected to use linear rotation, which
is the simpler approach.
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The input feature sets, on the other hand, have a large impact on the predic-
tion accuracies. Figure 3.6 shows the MAE across all 5 input feature sets for each
footprint. Adding 500m and 1km features consistently improves model predictions
for all regions and all footprints compared to using only 250m features. In general,
the MAE decreases as B7, B4–B6, LST, and NTL are successively added, but the
downscaled B4–B7 values do not seem to improve predictions consistently. Over-
all, feature set 4 produced the best prediction results, with MAE of 9.5–15.3% for
temperate models and 9.3–17.5% for subtropical models. For both regions, footprint
MAE is lower when training samples from that footprint are included for estimating
the models. Applying the temperate models to the Hangzhou and Ningbo footprints
produced slightly better results than those from the subtropical models.
The MBE for footprints where the training data were selected from are within
± 5%. Since the samples were selected over the full range of 0–100%, we examined
scatterplots between the Landsat aggregated and MODIS predicted percent urban.
The reference and predicted values follow the 1:1 line, but with varying amounts of
dispersion, consistent with the results from the MAE values. For example, a sample
from the Guangzhou footprint shows wider scatter than the Kunming footprint, while
Beijing and Xi’an show similar levels of scatter (Figure 3.8). There were also higher
concentrations of positive bias at very low density urban (0–10%) and negative bias
for some pixels labeled as 100% urban from Landsat.
Visually, our model results compare well against Landsat reference maps (Fig-
ure 3.9). For example, for the Chengdu footprint, differences between MODIS 2001
and 2010 percent urban maps captured dramatic urban development along major
road corridors and growth in smaller cities surrounding Chengdu. For a highly ur-
banized area like the Guangzhou footprint, the MODIS urban fraction maps nicely
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captured the infilling and edge expansion characteristic of urban growth in this city.
3.5.3 Fractional urban cover at regional scale
We applied the temperate and subtropical models to the MODIS tiles h27v05,
h27v06, h28v05, and h28v06 to produce urban fraction maps for 2001 and 2010. Fig-
ure 3.10 shows the regional urban fraction map derived for 2001 with cities mapped
over a wide geographic and climatic range, and for urban centers of varying shapes
and sizes. Regional differences in urban patterns were captured in the map. There is
a high concentration of small and medium cities in Northeastern China close to the
highly industrialized Beijing-Tianjin-Tangshan area. In the predominantly agricul-
tural areas in the North China Plain, the Yangtze Plain, and Southern China, the
urban distribution is characterized by large cities (usually provincial capitals) and
scattered second-tier (medium) cities. Two very large urban agglomerations in the
Pearl River Delta (Guangzhou) and the Yangtze River Delta (Shanghai) are promi-
nent on the map. We also highlight urban growth that is captured by comparing
2001 and 2010 urban fractions for Wuhan and Shanghai from our regional maps,
even though no training data from these cities were used to construct the regression
models (Figure 3.10, insets).
In addition, our maps capture growth around small cities. In Figure 3.11, we com-
pare our results for two 25×25 km blocks against Landsat and NTL images. The first
block (first and second rows) is located in Hebei Province (Landsat scene p124r34).
Being in close proximity to the provincial capital Shijiazhuang (partly shown in the
upper left corner of the block), villages are densely built and sparsely vegetated, and
resemble the high albedo materials found in larger cities. In contrast, villages in
the second block (third and fourth rows) located in Anhui Province (Landsat scene
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p122r37) are smaller than those in the first block and have abundant tree cover, and
are not captured in our maps. In both cases, MODIS percent urban maps were able
to capture the shape and extent of the cities, whereas the NTL provided only rough
delineation of urban extent due to its coarse spatial resolution and known blooming
effects.
3.5.4 Comparison with census built-up areas
A comparison between census built-up areas and Landsat- and MODIS-based urban
area estimates shows that MODIS-based area estimates were comparable to those
from Landsat, and that they were both higher than census built-up area in most
cases. At the city level, we compared the total built-up areas from census, Landsat,
and MODIS for major cities in 8 of our study footprints (Figure 3.12a). Beijing
was excluded from this comparison because wall-to-wall coverage was not available
from Landsat change map because of gaps from the Landsat 7 Scan Line Corrector
failure. Both Landsat and MODIS urban areas were summed for all agriculture and
urban dominated pixels (ag+urban > 90%) within the administrative boundaries of
the cities. Overall the Landsat and MODIS area estimates were consistently higher
than the census built-up area estimates, with the exception of Guangzhou in 2010.
In most cases MODIS area estimates were similar to the Landsat area estimates.
MODIS estimates for Tianjin, Hangzhou, and Ningbo from the temperate models
are substantially higher than the Landsat estimates, which is consistent with overall
positive bias observed for those footprints (Figure 3.7a). At the provincial level,
we compared census built-up areas and MODIS-derived urban area estimates for 14
provinces and municipalities (Figure 3.12b). The MODIS estimated areas are con-
sistently higher than the census built-up areas for the temperate model results, with
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the largest discrepancies observed for Jiangsu, Zhejiang, and Shandong. Provincial
area estimates are closer to the census areas for the subtropical model results, except
in Fujian and Guangdong, for which MODIS area estimates are substantially higher.
3.6 Discussion
3.6.1 Fractional urban cover at 250m spatial resolution
The work presented in this chapter provides an improved characterization of the
regional urban land cover for temperate and subtropical regions of China for 2001
and 2010. First, the 250m spatial resolution is an improvement relative to current
global datasets that provide wall-to-wall coverage for the region, such as the MODIS
500m urban land cover map (Schneider et al., 2010) and the global impervious surface
area (Elvidge et al., 2007). It also improves upon past regional urban mapping studies
such as Lu et al. (2008), Liu et al. (2013), and Ma et al. (2014), which map fractions
of urban cover in China at 1km spatial resolution.
Second, we provided fractional urban cover estimates using ecoregion-specific
regression models, and demonstrated good agreement between the estimated urban
fractions and Landsat-derived references at 250m across cities from a wide range of
geographic and climatic regimes. While a few studies have demonstrated utility of
MODIS data for estimating sub-pixel fractions of urban land at 250m (e.g., Knight
and Voth, 2011; Yang et al., 2012) using spectral or temporal unmixing methods,
they have not demonstrated generalizability beyond the scope of a single or a few
cities for these type of methods, and for some of these studies, the assessments of
uncertainty were performed at coarser spatial resolution than 250m. In contrast, we
have shown that the non-parametric regression models we estimated can be applied
regionally, and also provide more thorough assessment of uncertainty in the estimates
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compared to regression-based studies such as Kuang et al. (2013). Fractional urban
cover can provide better support for area aggregation than binary urban/non-urban
maps, which require additional calibration beyond their urban definition at the pixel
level (usually minimum percentage of sub-pixel urban cover to call a pixel ‘urban’)
and minimum mapping unit.
3.6.2 Regional Random Forest regression
There are a number of considerations essential to successful application of our method-
ology. First, we chose to use Random Forest regression algorithm to build regression
models between the remote sensing predictor variables and sub-pixel urban fractions.
Our comparisons with other commonly used regression methods such as multiple lin-
ear regression and neural networks showed that RF is suitable for dealing with high
dimensionality and noise in the input data across complex urban environments in
China. We fine-tuned the RF models by testing various maximum node sizes for
the regression trees, based on Lin and Jeon (2006) which demonstrated that RF is
comparable to adaptive k-nearest neighbor methods, and that the maximum node
size can affect prediction accuracies. We found that the default maximum node size
(5) produced models that explain the most variance in out-of-bag samples in our
case.
Second, we applied bias correction to the RF predictions using an independent
set of training samples (from those used to calibrate the regression models). Few
studies in the literature have specifically tackled this issue, and we found that a linear
rotation approach and an approach constructing additional RF models to estimate
bias had similar performances. Both were able to partially alleviate (but not fully
correct) overestimation for very low urban density pixels and underestimation for
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very high density urban pixels.
Third, we fused best quality MODIS and NTL features across different spatial res-
olutions (including the high-quality, gap-filled 250m EVI dataset MOD09Q1G EVI)
to provide the best possible information related to fractional urban cover. Adding
MODIS 500m features consistently improves prediction accuracy, especially the MODIS
SWIR band 7. DMSP/OLS nighttime lights and nighttime LST with spatial resolu-
tion of ∼1km, on the other hand, had a relatively small impact on the uncertainty
of urban fraction estimates at 250m.
Fourth, selection of training data is crucial to the applicability of the regression
models to the ecoregion level (e.g., temperate and subtropical regions of China). The
training samples selected from more uniform urban land use surroundings produced
model-estimated urban fractions from MODIS and NTL that correspond well with
those derived from Landsat. We did observe a fair amount of uncertainty associated
with the percent urban estimates in all footprints (with MAEs of ∼9–15%). This
uncertainty can be partially attributed to the limited spatial resolution of the input
data (only EVI, B1, and B2 are nominally 250m) and potential signal contamina-
tion from gridding artifacts from MODIS sensor view geometry. We also observed
higher levels of uncertainty in footprints from which no training data were included
(Hangzhou and Ningbo). This showed that the generalizability of the regional models
could be further improved by adding more footprints sampled across the region.
3.6.3 Area estimation from fractional urban cover
Aggregated area estimates from MODIS and Landsat (for footprints) were compared
to census built-up areas. Although we have have only included agriculture and urban
dominated pixels, remote sensing-derived urban area estimates were mostly higher
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than those from the census. Because the census built-up areas were only available for
core contiguous city extents for prefecture level and above and county-level cities, all
towns and built structures outside those urban centers were not accounted for. This
partially contributed to differences between the census built-up area and remotely
sensed urban cover area. This omission may have lead to greater discrepancies at
the provincial level, especially for provinces like Jiangsu, Zhejiang, and Shandong
which have bigger and more densely built rural settlements due to rapid industrial-
ization processes in the past decade. Compared to the census built-up areas, which
are spatially incomplete and unresolved (no explicit spatial extent available), the
MODIS-derived map of urban areas provides wall-to-wall coverage with a consistent
physical definition of urban land.
3.6.4 Changes in fractional urban cover
While we produced fractional urban cover for 2001 and 2010 that can be used to
assess the regional urban extent in both spatially explicit and aggregated fashion, we
caution against the direct differencing of percent urban estimates as a way of infer-
ring percent change between two years, given the uncertainty and the systematic bias
at low and high ends of percent urban in each yearly estimates. To illustrate this, we
selected a stratified random sample from each of our footprints based on 20% bins
of increase in percentage urban cover (Figure 3.13). Overall, direct differencing of
MODIS results underestimates the percent increase in urban relative to Landsat for
changes larger than 20%. This underestimation is most evident for pixels experienc-
ing almost complete conversion from agriculture to urban, due to the compounding
effects of overestimation at very low percentage urban and underestimation at very
high percentage urban.
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3.7 Conclusions
In this chapter, we presented and evaluated a method for estimating fractional urban
land cover at 250m spatial resolution using MODIS and DMSP/OLS Nighttime lights
data. To do this we developed regional regression models calibrated using percent-
age urban information from Landsat, focusing on urban and agriculture dominated
areas for temperate and subtropical regions of China for 2001 and 2010. Our anal-
yses showed that estimated percent urban at 250m for urban footprints compares
well with Landsat-based results. MODIS 500m features and nighttime lights can im-
prove urban percentage estimates for Chinese cities compared to using only MODIS
250m features. Additionally, we demonstrated the capability for regional wall-to-wall
mapping of fractional urban cover using this method. This is an improvement over
current methodologies and regional datasets that provide depictions of urban land
at coarse spatial resolution (500m–1km+).
For mapping inherently heterogeneous urban environments, the greatest chal-
lenge comes from the coarse spatial resolution and gridding artifacts of MODIS
data. Nonetheless MODIS can be used to provide efficient assessments of urban ex-
tent while regional to global application of wall-to-wall urban mapping from higher
spatial resolution sensors like Landsat remains challenging. We emphasize that the
regression method, training data, feature selection, and post-processing (bias correc-
tion) are all important in maximizing the information extracted related to fractional
urban cover. Moving forward, we will continue to improve our regional models by
increasing training footprints and extending this methodology to map urban frac-
tions in other parts of Asia, while recognizing that the optimal regression method
and input feature set may vary across countries or regions. We will also incorporate
new sources of data such as the next generation of nighttime lights observations from
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the Visible Infrared Imaging Radiometer Suite (VIIRS) Day/Night Band.
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Population3 (thousands) Built-up area (km2)
City Urban ecoregion 2001 2010 2001 2010
Beijing1 Temperate 11223 12578 780 1186
Tianjin Temperate 9139 9849 424 687
Chengdu1 Temperate 10199 11491 228 456
Xi’an1 Temperate 6948 7827 187 327
Hangzhou Temperate/Subtropical 6291 6891 227 413
Ningbo Temperate/Subtropical 5433 5741 74 272
Kunming2 Subtropical 4875 5840 148 275
Guangzhou2 Subtropical 7126 8061 526 952
Fuzhou2 Subtropical 5941 6459 97 220
1Cities where training data for temperate models were selected from.
2Cities where training data for subtropical models were selected from.
3Population counts include both urban and rural residents within the administrative boundary of each city.
Table 3.1: Population and built-up area for major cities in study footprints in 2001 and 2010 from China City Statistical
Yearbook 2002 and 2011.
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Calibration coefficients
Year Composite c0 c1 c2
2001 F152001 -0.7024 1.1081 -0.0012
2002 F152002 0.0491 0.9568 0.0010
2003 F142003 0.7390 1.2416 -0.0040
2004 F152004 0.5751 1.3335 -0.0051
2005 F162005 -0.0001 1.4159 -0.0063
2006 F152006 0.8261 1.2790 -0.0041
2007 F162007 0.6394 0.9114 0.0014
2008 F162008 0.5564 0.9931 0.0000
2009 F162009 0.9492 1.0683 -0.0016
2010 F182010 2.3430 0.5102 0.0065
Table 3.2: Instrument years selected for DMSP/OLS stable lights product and inter-
calibration coefficients.
Variance explained (%)
Input Number of Temperate3 Subtropical3
set Features1 predictors 2001 2010 2001 2010
1 EVI, B1, B2 18 85.81 85.57 83.15 83.84
2 EVI, B1, B2, B7 24 86.47 87.06 87.47 86.77
3 EVI, B1, B2, B4-B7, LST 48 88.72 89.11 89.23 87.62
4 EVI, B1, B2, B4-B7, LST, NTL 50 90.12 90.53 89.52 88.02
5 EVI, B1, B2, B4-B72, LST, NTL 50 89.89 90.33 89.49 87.24
1Input features include: EVI: MODIS 250m enhanced vegetation index; B1–B2: MODIS 250m
band 1 (red) and band 2 (near infrared); B4–B7: MODIS 500m bands 4–7 (green, near infrared,
shortwave infrared); LST: MODIS 1km nighttime land surface temperature; NTL: DMSP/OLS
nighttime lights. For 2001 models, 2001-2002 data were used; for 2010 models, 2009–2010 data
were used.
2MODIS 250m bands 4–7 predicted from 250m band 1, band 2, and NDVI (and normalized by
500m bands 4–7).
3Models include training samples for natural vegetation.
Table 3.3: Input feature sets tested for estimating the Random Forest regression
models for temperate and subtropical regions, and the variance explained by the
models for out-of-bag training samples.
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Figure 3.1: Location of 9 Landsat footprints and 4 MODIS tiles where we applied the Random Forest regression models.
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Figure 3.2: Relationship between 250m EVI and percent urban for pixels with more uniform urban land use surroundings
(top row) and more heterogeneous urban land use surroundings (bottom row).
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Figure 3.3: Comparison between resampled versus downscaled band 7 data for a
12×12 km area from the Beijing footprint.
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Figure 3.4: RF predictions versus Landsat-derived urban fractions in 2001 for train-
ing pixels in the temperate region using feature set 4 (EVI, B1, B2, B4–B7, LST,
NTL). The red line is the 1:1 line.
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Temperate models Subtropical models
(a) Feature set 3 (b) Feature set 4
(c) Feature set 3, with veg (d) Feature set 4, with veg
(e) Feature set 3 (f) Feature set 4
(g) Feature set 3, with veg (h) Feature set 4, with veg
Figure 3.5: Normalized variable importance for temperate (a, b, c, d) and subtropical (e, f, g, h) models for 2001. Top
row shows results using urban and agriculture training samples; bottom row shows results using urban, agriculture,
and natural vegetation training samples.
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(b) Subtropical models
Figure 3.6: Mean absolute errors in estimated percent urban for footprints applying
temperate and subtropical models. The error bars indicate ± one standard deviation
in MAE obtained from repeated random samples.
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(b) Subtropical models
Figure 3.7: Mean bias errors in estimated percent urban for footprints applying
temperate and subtropical models.
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(d) Kunming
Figure 3.8: Scatter plots of reference (Landsat) versus predicted (MODIS) percent
urban for random samples selected for 2001 and 2010.
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Figure 3.9: Comparison between Landsat change map (left column) and MODIS pre-
dicted percent urban in 2001 (middle column) and 2010 (right column) for Chengdu
(top row), Kunming (middle row), and Guangzhou (bottom row).
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Figure 3.10: MODIS percent urban map for 4 tiles (h27v05, h27v06, h28v05, h28v06) for 2001. Inset shows 2001 and
2010 percent urban for Wuhan and Shanghai. For interpretation of colors please refer to map legend in Figure 3.9.
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Figure 3.11: Comparison between Landsat false color composite images (left column),
DMSP/OLS nighttime lights (middle column), and 250m urban fraction (right col-
umn) for two 25×25 km blocks in 2001 and 2010.
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(b) Provincial level comparison
Figure 3.12: Comparison between census built-up areas and remote sensing estimates
of urban areas for 8 major cities and 14 provincial level regions. For prefecture-
level comparison, results from temperate models are shown for Tianjin, Hangzhou,
Ningbo, Chengdu, and Xi’an; results from subtropical models are shown for Fuzhou,
Guangzhou, and Kunming. For provincial level comparison, results from temperate
models are shown for SD–Shandong, JS–Jiangsu, ZJ–Zhejiang, SH–Shanghai, AH–
Anhui, HA–Henan, HB–Hubei, and CQ–Chongqing; results from subtropical models
are shown for FJ–Fujian, JX–Jiangxi, HN–Hunan, GD–Guangdong, GX–Guangxi,
and GZ–Guizhou.
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Figure 3.13: Landsat versus MODIS increase in sub-pixel urban fractions between
2001 and 2010 for stratifies random samples selected from each footprint (n = 250
for each footprint). Results are summarized for each 20% bin (0–20, 20–40, 40–60,
60–80, 80–100% increase). The dots indicate median values of % urban change in
each 20% bin, and the bars correspond to 25 and 75 percentile of percent change
from Landsat (horizontal direction) and MODIS (vertical direction).
Chapter 4
Improving urban mapping using VIIRS Day/Night Band data
4.1 Introduction
Mapping and monitoring regional and global urban extent is an important task that
requires consistent, long-term datasets. The nighttime lights observations by U.S.
Air Force’s Defense Meteorological Satellite Program (DMSP)’s series of Operational
Linescan System (OLS) instruments have been operational for nearly four decades.
Although the program was originally designed for observing global clouds, its ability
to capture nighttime light sources including those from cities has long been recog-
nized. The annual stable nighttime lights product produced by the NOAA’s National
Geophysical Data Center (NGDC) using DMSP/OLS data has provided delineations
of city lights for over two decades (1992–2012). Despite the coarse spatial resolu-
tion and low radiometric resolution of this dataset, it is one of the most widely
used sources of information for mapping urban extent worldwide. Many global ur-
ban datasets fused DMSP/OLS nighttime lights with remote sensing and population
data, including the MODIS 1km urban land cover product, the Global Land Cover
2000 (GLC2000) product, the Global Rural-Urban Mapping Project (GRUMP) ur-
ban extent dataset, and the Global Impervious Surface Area product (Balk et al.,
2005; Bartholome and Belward , 2005; Elvidge et al., 2007; Schneider et al., 2003b).
Data from the Day/Night Band (DNB) of the Visible Infrared Imaging Radiome-
ter Suite (VIIRS) onboard the Suomi National Polar-orbiting Partnership (SNPP)
satellite are now available since early 2012, with much improved spatial resolution
and radiometric quality and potential for better characterization of urban extent.
Building on the DMSP/OLS legacy, DNB data provide low-light imaging capability
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at nominally 0.5–0.9 µm, with much higher spatial resolution (∼750m) than the OLS
data. Its 14-bit quantization allows a dynamic range with 6–7 orders of magnitude,
which reduces saturation of signals over bright light sources such as those in the
urban core compared to DMSP/OLS data with 6-bit quantization. The ability to
perform onboard radiometric calibration allows the DNB to monitor city lights with
more consistent measurements than the DMSP/OLS, which requires inter-calibration
between various instrument years because no radiometric calibration is available for
these data.
While the nighttime lights products from the VIIRS DNB are still under devel-
opment, preliminary comparisons have demonstrated the superiority of the DNB for
capturing details of city lights compared to the DMSP/OLS (Elvidge et al., 2013a;
Small et al., 2013). The DNB data show much less blooming and no saturation in
urban centers, and are able to reveal finer spatial features such as lit roads and small
settlements. Its radiometric quality allows detection of events such as power out-
ages (Cao et al., 2013). Some studies have also shown that DNB data have higher
correlation with indicators of economic activity such as gross regional product and
electric power consumption than DMSP/OLS data (Li et al., 2013; Shi et al., 2014).
There is no doubt that the nighttime lights is a good indicator of location of
cities and regional economic activities. However, for the purpose of identifying urban
extent, DMSP/OLS has been shown to substantially over-estimate urban areas if it
is not fused with other source of data, especially for developing countries (Zhang and
Seto, 2013). Hence, despite the improvements in data quality, the capabilities and
limitations of the DNB for identifying extent of urban cover need to be assessed to
allow better use of this data.
In this chapter, we focus on assessing the capability of VIIRS DNB data for
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defining urban extent and improving fractional urban estimation. To do this, we
explored the relationship between the amount of sub-pixel urban cover and night-
time lights signals from DMSP/OLS and VIIRS DNB for 2012. We compared the
performance of urban extent mapping by thresholding nighttime lights and assessed
errors of omission and commission from applying different thresholds. In addition,
we compared the estimates of sub-pixel urban percentages when these two nighttime
lights datasets are fused with MODIS data.
4.2 Study Areas and Data
4.2.1 Study area
We selected the Yangtze River Delta in Eastern China as our study area. The study
footprint (shown in Figure 4.1) has an area of ∼85,000 km2 that covers Shanghai
and parts of Jiangsu, Zhejiang, and Anhui Provinces. Two Landsat scenes are cov-
ered by the study footprint, including the city of Shanghai (path 118, row 38) and
the Su-Xi-Chang region in the southern part of Jiangsu Province (path 119, row
38) (Figure 4.2). This is one of the most densely populated regions in China that
experienced rapid industrialization and urban growth following economic reforms in
the late 1970s. The Su-Xi-Chang region, which refers to the closely connected cities
of Suzhou, Wuxi, and Changzhou, has enjoyed rapid growth due to its close prox-
imity to Shanghai, notably through fast rural development of township and village
enterprises (Long et al., 2009). The study region has a subtropical monsoon climate,
and the main crop type is paddy rice.
4.2.2 Data
DMSP/OLS data
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We used the version 4 DMSP/OLS stable lights product for 2012 from DMSP
satellite F18 (NOAA NGDC , 2013). The DMSP stable lights product provides an-
nual cloud-free, zero lunar-illuminated composites of nighttime images from a visible
to near infrared band (nominally 0.4–1.1 µm) on the OLS instruments. At the highest
gain setting, OLS is able to detect radiances down to 10−10 Watts cm−2 sr−1 µm−1,
but its limited dynamic range leads to saturation in core urban areas at normal op-
eration gain settings (Elvidge et al., 1999). The dataset contains digital numbers
(DNs) from 0–63 (where DN = 1 corresponds to lowest detectable radiance, and
DN = 63 corresponds to saturation radiance). The original 30 arc sec dataset was
reprojected to the MODIS sinusoidal projection and resampled to 1km.
VIIRS DNB data
We used the VIIRS sensor data record (SDR) product for the Day/Night Band
(NPP VDNE L1) and VIIRS cloud mask (VCM) (NPP CMIP L2) produced at NASA
Land PEATE (Product Evaluation and Analysis Tool Element). Both products are
produced as swath data with nominal spatial resolutions of 750m. The DNB swath
data provide radiance measurements (in units of Watts cm−2 sr−1) and terrain-
corrected geolocations for the observations. The VCM makes use of a multitude
of visible, near infrared, and thermal infrared bands from VIIRS, and provides in-
formation related to cloud, cloud shadow, and aerosol contamination (Baker , 2013).
The development of the VIIRS data products is still an ongoing process, and the
available datasets are described as being of ‘provisional quality’. For this study, we
used DNB swath data from processing collection 3100 and VCM data from collection
3110 for 2012 (julian days 19–366).
MODIS data
We extracted 2012 data from the collection 5 MODIS 250m and 500m surface re-
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flectance products (MOD09Q1, MOD09A1) and 1km LST product (MOD11A2) for
the study area. All surface reflectance bands were first screened for atmospheric con-
tamination using product QA information. Annual time series of surface reflectances
were gap-filled using linear or quadratic interpolation, and further screened to remove
spurious spikes. 250m two-band enhanced vegetation index (EVI2) was calculated
from pre-processed band 1 (red) and 2 (near infrared) reflectances. Annual mean,
minimum, and maximum values (from May–September) were calculated for each
spectral band, EVI2 and LST, and all data were resampled to 250m MODIS grids.
Landsat data
We obtained Landsat images for scenes p118r38 and p119r38 from 2012 and 2013
and performed supervised classification to produce reference urban maps. Scenes
with the closest day of year from 2012 and 2013 growing seasons with minimal cloud
cover were selected (p118r38: day 263 and day 201, p119r38: day 286 and day 192).
Training data for stable classes including urban, agriculture, water, and natural
vegetation, and a change class (from agriculture to urban between 2012 and 2013)
were manually selected for each scene. Supervised classifications were performed in
ENVI 4.8’s support vector machine classifier using a Radial Basis Function kernel.
Landsat maps were reprojected to the MODIS sinusoidal projection and aggre-
gated to yield percent urban at 250m, 750m, and 1km for 2012 and 2013. Percent
urban cover was calculated as the number of 30m urban pixels (stable urban for
2012, stable urban plus agriculture to urban for 2013) divided by the total number
of 30m pixels within each target resolution cell. Due to data gaps in images arising
from Landsat 7 Scan Line Corrector (SLC) failure and clouds, we retained reference
pixels with at least 90% of the data available for the 250m aggregation, and pixels
with at least 80% of the data available for the 750m and 1km aggregations. The
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distributions of urban percentages for the reference pixels are shown in Figure 4.3.
Over 22% of the 250m reference pixels have sub-pixel urban percentages exceeding
40%, confirming the high level of urbanization in the region. Although the 750m
and 1km reference pixels were from center areas of the Landsat scenes, they have
similar distributions of urban percentages at 250m, covering the range of very low to
very high density urban. The percent urban information was also used to produce
urban/non-urban maps at the pixel level by applying different definitions of urban,
where we label a pixel as ‘urban’ if its sub-pixel urban percentage exceeds 20, 40, 60,
or 80%.
4.3 Methods
4.3.1 DNB compositing
Signals from city lights are subject to contamination from clouds and stray light.
Clouds can obscure light sources by creating a dimmer and ‘diffused’ look, or they
can block the emitted lights completely. Stray light in the optical path of the sensor
artificially increases the recorded radiance values. Further, reflected signals from the
land surface under lunar illumination add noise for discerning emitted light sources.
It has been reported that even under zero lunar illumination, the DNB’s low light
imaging capability was able to capture cloud and surface features by reflected non-
lunar illumination (Miller et al., 2012). While the NOAA NGDC has produced three
monthly DNB composites for April 2012, October 2012, and January 2013 building
on the DMSP/OLS stable lights methodology, they were produced with different
cloud screening procedures and do not cover the entire study period. Therefore, we
produced annual DNB composites for 2012 using the available NPP VDNE L1 and
NPP CMIP L2 products.
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We first reprojected the swath data to the MODIS sinusoidal projection and
resampled them to 750m. For each year, we looked for high quality observations
by minimizing stray light, clouds, and lunar illumination. Following Baugh et al.
(2013), we required the solar zenith angle (SZA) to be larger than 118.5◦ to retain
only the nighttime portion of the swath and minimize contamination from stray
light. We calculated lunar illuminance based on moon phase, azimuth, and altitude
information using a lunar illuminance model in Urban and Seidelmann (1992). The
threshold for lunar illumination was set at 0.0005 lux to retain observations under
minimal lunar illumination. Finally, we used the VCM to retain only pixels that
are confidently clear when the cloud mask quality is high. The annual composite
was made by taking the median value of all high quality observations for each pixel.
The median values were used instead of mean values since they are robust against
outliers.
4.3.2 Delineation of urban extent
One common method of determining urban extent from nighttime lights observations
is thresholding. Some studies have used thresholds for the percentage of observations
lit to determine urban areas, labeling pixels as urban if the frequency of light de-
tection exceeds a percentage (normally between 80–100%) (e.g., Henderson et al.,
2003; Imhoff et al., 1997; Small et al., 2005). More often, thresholds for DN values of
nighttime light composites (such as the DMSP/OLS stable lights product) have been
used to label pixels as urban if their DNs were higher than the threshold (e.g., Liu
et al., 2012; Zhou et al., 2014). In a few cases where radiance-calibrated DMSP/OLS
data were available, radiance thresholds were used (e.g., Sutton, 2003). However, it is
recommended that the DMSP/OLS data, including the radiance-calibrated datasets,
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should be unitless due to lack of onboard radiometric calibration (Hsu, 2014).
For our analysis, we compared urban extent estimated using DMSP/OLS night-
time lights data and VIIRS DNB data by thresholding DN and radiance values for
2012. To do this, we first examined the relationship between sub-pixel urban per-
centages and nighttime lights data using stratified random samples. We used a single
threshold applied to the entire study area since urban development levels are gener-
ally high. For DMSP/OLS, we tested a range of DN thresholds between 40 and 63.
For VIIRS DNB, we tested a range of thresholds between -8.75 and -7.5 (log10(Watts
cm−2 sr−1)). The selection of thresholds is discussed in more detail in Section 4.4.1.
4.3.3 Urban percentage estimation
We also estimated urban percentages at 250m spatial resolution by fusing MODIS
data with DMSP/OLS and DNB data. Similar to the approaches used in Chap-
ter 3, we estimated Random Forest regression models from a set of training samples
with urban percentages uniformly distributed between 0–100%. Additional train-
ing samples were used for bias correction using a linear rotation. We compared the
effects of 3 input feature sets. The first input set contains MODIS features only (an-
nual mean, maximum, and minimum values for EVI2, surface reflectance bands, and
LST). The second and third input sets contain MODIS and nighttime lights features,
with DMSP/OLS and VIIRS DNB data added respectively. The regression models
from different input feature sets were applied for the study area, and the estimated
urban percentages were compared against Landsat-based estimates for independent
test samples.
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4.3.4 Assessment of results
Assessment of urban extent
For the urban/non-urban maps derived from thresholding DMSP/OLS and VI-
IRS DNB data, we compared results against reference urban/non-urban maps by
assigning urban thresholds to the Landsat reference data. We extracted repeated
stratified random samples (n = 500 for urban and non-urban class) to calculate pro-
ducer’s and user’s accuracies for the urban maps, where higher producer’s accuracies
indicate lower levels of omission, and higher user’s accuracies indicate lower levels of
commission for the urban class.
Assessment of urban percentage
For fractional urban cover estimated from Random Forest regression, we selected
testing samples independent from those used for training. We used the mean bias
error (MBE) and mean absolute error (MAE) to assess the regression model predic-
tions.
MBE =
1
n
n∑
i=1
(yˆi − yi) (4.1)
MAE =
1
n
n∑
i=1
|yˆi − yi| (4.2)
where yˆi is the bias-corrected urban percentage prediction for a each 250m pixel i in
the testing sample, and yi is the urban percentage for that pixel according to Landsat
reference data.
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4.4 Results
4.4.1 Relationship between urban percentage and nighttime lights
We compared urban percentages derived from Landsat data against observations
from DMSP/OLS and VIIRS DNB nighttime lights by selecting stratified random
samples for 10% bins of sub-pixel urban cover. The comparison for DMSP/OLS
was at ∼1km spatial resolution and the comparison for DNB was at ∼750m spatial
resolution. Due to data gaps from the SLC failure and clouds, and our requirement
for aggregation, the 750m and 1km reference pixels were from center areas of the
two Landsat scenes. The comparison revealed different characteristics of the two
nighttime lights datasets when compared with Landsat-derived urban percentages
(Figure 4.4, 4.5).
For DMSP/OLS, as urban percentage increases, the DN values exhibit an increas-
ing trend that saturates at higher percent urban cover, especially for pixels with over
60% urban cover. For low to moderate percentage urban, there are high amounts of
scatter in DMSP/OLS DN values with increasing sub-pixel urban fractions, which
is evident in the variation around the median DN values for 10–40% bins. Previous
studies have suggested an optimal DN threshold for this region to be over 55 (Liu
et al., 2012; Zhou et al., 2014). In our case, use of high DN thresholds would exclude
pixels with a substantial proportion of urban cover. We therefore selected equally
spaced thresholds between 40 and 60, to include lower thresholds that would allow
identification of pixels with lower urban percentages but also increase errors of com-
mission. We also considered the extreme case of setting the threshold at 63, which
would only map areas where light saturation occurred.
The DNB, on the other hand, shows no saturation as the urban percentage in-
creases, and the log10 of DNB radiances increase linearly with the increase in urban
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percentage. Overall the higher density urban areas had greater variation in radiances
than the lower density urban areas. We selected equally spaced thresholds in log10
radiance scale, covering a radiance range from 10−8.75 to 10−7.5 Watts cm−2 sr−1.
4.4.2 Urban extent from thresholding nighttime lights
Urban extent mapped from thresholding DMSP/OLS stable lights data and DNB
composites reveals dramatic differences depending on the threshold used. DMSP/OLS
maps (Figure 4.6) based on different DN thresholds identify from 25% to only 1.6%
of the total footprint area as urban. The edges of urban extent are often rounded,
which is caused by both the coarse nominal spatial resolution of DMSP/OLS data
(∼ 2.7km) and blooming effects. When a DN threshold of 40 was used for the study
area, the Shanghai and Su-Xi-Chang corridors are mapped as a single contiguous
urban patch with no visual separation for these cities. In the extreme case of setting
the DN threshold at 63, only a small number of city centers where light saturation
occurred were identified.
Similar differences in urban extent derived from applying different thresholds
were observed for DNB-based urban maps (Figure 4.7). Under this set of thresholds,
the urban areas identified range from 36% to only 1.4% of the total footprint area.
However, finer details of the urban periphery can be observed from the DNB maps
due to its higher spatial resolution and radiometric fidelity.
Producer’s accuracies for both the DMSP/OLS and DNB urban/non-urban maps
show similar characteristics in errors of omission and commission. The urban defi-
nition (sub-pixel urban percentage required to call a pixel ‘urban’) had substantial
impact on producer’s and user’s accuracies. Omission errors were highest when all
pixels exceeding 20% sub-pixel urban cover are classified as urban pixels, and com-
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mission errors were highest when only pixels with more than 80% sub-pixel urban
cover are classified as urban pixels. Regardless of specific urban definition used, pro-
ducer’s accuracies decrease as the nighttime lights thresholds increase, since applying
a more conservative threshold identifies fewer pixels as urban and omits urban pix-
els with low to moderate nighttime lights signal. User’s accuracies increase as the
nighttime lights threshold increases, since fewer non-urban pixels will be identified
as urban.
4.4.3 Urban percentage
The Random Forest regression models estimated from 3 input feature sets explain
similar amounts of variance (∼78%) for out-of-bag samples from the training data.
The variable importance measures for the models (shown in Figure 4.10) were sum-
marized by feature and were normalized to sum to 1 to show relative impact of dif-
ferent features on model performance. Across all input feature sets, MODIS EVI2,
near infrared band 2, and shortwave infrared band 7 consistently contribute the most
to model performance. The added nighttime lights features have moderate impact
on model performance and contribute more than MODIS 500m bands 4, 5, 6, and
1km LST. Between the two input sets where nighttime lights data were added, DNB
has a larger relative impact on the model performance than the DMSP/OLS data.
The estimated fractional urban cover for the study area (Figure 4.11) shows a
high concentration of urban land in the region, especially close to the mouth of the
Yangtze River. Urban cores were characterized by very high built-up density (90-
100% urban) and decrease in built-up density (more vegetation) on the outskirts.
Moderate density urban areas were prevalent outside urban centers, often from small
towns and villages, as well as developments along road features. Comparison of
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model predictions with Landsat-derived urban percentages suggests that there is fair
amount of uncertainty around the regression model estimates, with MAE of ∼14%
(Figure 4.12). The performances of the 3 input sets were very similar in terms of
overall scatter and prediction bias. However, the mean MAE from repeated random
samples was slightly lower when DNB was added to the MODIS features.
4.5 Discussion
As the next generation nighttime lights data source, the DNB provides great im-
provement over DMSP/OLS in spatial resolution, radiometric quantization, dynamic
range, and radiometric calibration (Elvidge et al., 2013a). Our comparison of urban
extent extraction (both binary urban/non-urban labels and continuous urban frac-
tion) from DMSP/OLS nighttime lights and VIIRS DNB showed that they have
similar performance at their respective spatial resolution (∼1km and ∼750m), and
have very small impact on sub-pixel urban cover estimation at 250m spatial resolution
when fused with MODIS data. This provides preliminary quantitative assessment on
urban extent mapping with DNB, which adds to the limited number of exploratory
studies focusing on DNB’s correlation to socioeconomic activities such as Li et al.
(2013) and Shi et al. (2014). It also indicates that to fully exploit the potential of this
data for improved regional to global urban mapping, a number of factors affecting
both DNB data quality and information content related to urban land cover need to
be addressed.
First, pre-processing is essential for maximizing the information content in DNB
data related to urban extent. In our case we used annual composites of DNB ra-
diances to extract city lights using a number of criteria to minimize the impacts of
stray light, clouds, and lunar illumination. While the DNB swath product we used
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are still under improvement at NASA’s Land PEATE, compositing process used here
could be improved in a number of ways. For example, a more sophisticated lunar
illuminance model (such as the one used in (Cao et al., 2013)) would provide bet-
ter characterization of lunar illumination, and potentially increase the number of
usable observations by including the moon-lit scenes. In addition to the use of the
VCM product for cloud screening, additional masks such as those used in (Baugh
et al., 2013) could be integrated with the cloud masks used here. Additional infor-
mation from concurrent observations from VIIRS thermal bands could be used to
identify persistent combustion sources from city lights, which have unique thermal
signatures (Elvidge et al., 2013b). Finally, due to the superior low light imaging ca-
pability from DNB as demonstrated in Miller et al. (2012), background signals that
are unrelated to urban light sources in the data may need to be removed to retain
only signals from urban lighting.
Second, different techniques for extracting the urban extent from DNB observa-
tions should be tested since the best methods may vary for different locations and
scope of the applications. For our study area, the urban/non-urban maps created
by applying a single threshold to DNB reveal visually finer spatial patterns in ur-
ban topology than maps derived from thresholding DMSP/OLS data, However, the
accuracy assessment shows that the performance of DNB is similar to DMSP/OLS
data, at their respective spatial resolutions. Testing of localized thresholds could
improve the DNB performance, which is also important if the application area were
much larger than our study area, in which case regional thresholds would need to be
identified. Additionally, methods other than thresholding could be tested to further
improve utility of DNB data such as supervised or unsupervised classification, as
demonstrated in studies using DMSP/OLS data (e.g., Cao et al., 2009; Zhang and
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Seto, 2011). As the instrument providing continuity to MODIS, VIIRS is equipped
with a multitude of visible and near infrared bands that would enable data fusion
and provides additional information that help distinction of clouds and combustion
light sources at night.
4.6 Conclusions
In this chapter, we compared and evaluated a new nighttime lights dataset from the
VIIRS Day/Night Band for urban mapping applications. Using a simple thresholding
technique, DNB data produces comparable results to the DMSP/OLS stable lights
data, but with improved spatial resolution. Similar to DMSP/OLS, DNB data are
more susceptible to errors of commission. At 250m spatial resolution, DNB can
further improve sub-pixel percentage urban estimates based on MODIS.
Our analysis suggests that further research needs to be done on urban mapping
methodologies that maximize the utility of the DNB data. Since DNB is measuring
a different, but highly related aspect of urbanization from the physical built-up envi-
ronments, it provides complementary information for the conventional multi-spectral
data. The DNB provides data continuity from a long series of DMSP/OLS instru-
ments. With its onboard radiometric calibration, physically consistent measurements
from the DNB will provide new opportunities for monitoring urban dynamics as this
time series grows.
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Figure 4.1: Location of study area and nighttime lights data from DMSP/OLS and VIIRS DNB for 2012. Map colors
are linearly interpolated.
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(a)
Figure 4.2: Footprints of Landsat scenes (p119r38, left; p118r38, right) shown on
Google EarthTM image.
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Figure 4.3: Distribution of urban percentages in 2012 for available 250m, 750m, and 1km reference pixels.
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Figure 4.4: Relationship between sub-pixel urban percentage at 1km and
DMSP/OLS nighttime lights data for 2012.
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Figure 4.5: Relationship between sub-pixel urban percentage at 750m and VIIRS
DNB data for 2012.
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Figure 4.6: Urban extent in 2012 from DMSP/OLS for the study area. Red color indicates urban areas.
110
Figure 4.7: Urban extent in 2012 from VIIRS DNB for the study area. Red color indicates urban areas.
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Figure 4.8: Producer’s accuracies for urban class by thresholding nighttime lights.
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Figure 4.9: User’s accuracies for urban class by thresholding nighttime lights.
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Figure 4.10: Normalized variable importance for Random Forest regression models.
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Figure 4.11: Urban percentage in 2012 from MODIS and VIIRS DNB for the study area.
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Figure 4.12: MAE and MBE for urban percentages estimated for 250m pixels.
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Figure 4.12: MAE and MBE for urban percentages estimated for 250m pixels.
Figure 4.12: MAE and MBE for sub-pixel urban percentages estimated for 250m
pixels.
Chapter 5
Concluding remarks
5.1 Research summary
The past few decades have witnessed significant changes to terrestrial ecosystems,
particularly to global forests, agricultural lands, and urban areas. These changes have
been mainly fueled by the increasing need to provide food and shelter for a growing
world population. Concurrently, developments in satellite remote sensing technology
have provided the means for direct observation and measurement of changes in the
biophysical characteristics of the land surface, enabling remote sensing applications
at a variety of temporal and spatial scopes.
Many remote sensing applications have focused on providing land cover and land
cover change information from Landsat-type instruments. At regional to global
scales, only a few land cover datasets are available, many of which focus on specific
land cover properties of land use, such as urban and agriculture. Utilizing coarse
resolution for mapping and monitoring land cover over time comes with significant
challenges due to limitations imposed by spatial resolution. Sub-pixel heterogeneity
is prevalent, especially in highly fragmented forest and agricultural landscapes and
urban environments. Despite the recent trends in increasing number of high and very
high spatial resolution instruments, coarse spatial resolution sensors for land cover
observation have been continuously maintained and valued for their frequent global
coverages (Belward and Skøien, 2014).
The research described in this dissertation focused on development of method-
ologies to improve characterization of forest and urban land cover at regional scales
over the first decade of the 21st century. Specifically, the capability of coarse spatial
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resolution observations from MODIS for regional forest change and urban mapping
applications was investigated by exploiting the rich temporal information in MODIS
data, and by fusing MODIS data with other sensors that provide complementary
information.
5.1.1 Regional forest cover change with MODIS
In Chapter 2 of this dissertation, I presented a novel change detection method that
utilizes both spatial and temporal information in 500m MODIS time series, focusing
on annual forest cover change. To do this, I combined two distance metrics to measure
1) how dissimilar a pixel’s annual time series is from an established forest baseline,
and 2) how dissimilar a pixel’s annual time series is from the past year. Land cover
type information was used to establish annual forest time series baselines by making
use of a rich land cover type training database developed and maintained for the
MODIS land cover type product (MCD12Q1).
Evaluation of this methodology using an extensive network of forest sites demon-
strated its effectiveness across a wide range of biogeographic and climate regimes.
Results from two regional applications of this method that include distinct forest
types and landscape characteristics compared well with high quality Landsat-based
reference datasets, but also reflected challenges associated with using coarse spatial
resolution data to detect changes at smaller patch sizes, as well as gridding artifacts
arising from large view angles inherent to wide field-of-view instruments like MODIS.
The methods developed in this part of the dissertation can be applied to large areas
efficiently to provide annual assessments of forest cover change, and could be further
improved with refinements to region-specific forest baselines.
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5.1.2 Regional urban fraction estimation with MODIS and DMSP/OLS
nighttime lights
In Chapter 3 of this dissertation, I developed a strategy for mapping sub-pixel frac-
tional urban cover in China at 250m spatial resolution by fusing MODIS data with
a nighttime lights dataset from DMSP/OLS. To do this, I developed biome-specific
Random Forest regression models calibrated using fractional urban cover information
derived from higher spatial resolution maps based on Landsat data. The effects of
different input feature sets on the regression models showed that the models mainly
depend on the inverse vegetation-impervious surface relationship, and highlighted
utility of MODIS shortwave infrared band and nighttime lights, despite their coarser
spatial resolution. Assessment of model results for 9 footprints located in Eastern,
Central, and Southern China showed that the estimated urban fraction is comparable
to Landsat-derived estimates, but that significant levels of uncertainty exist given
the highly heterogeneous urban environments.
Wall-to-wall mapping results from applying the regression models to temperate
and subtropical regions of China demonstrated the capability of MODIS data for 1)
characterizing urban extent at higher spatial resolution than the currently available
urban extent datasets from MODIS (500m), and 2) providing continuous measures of
urban land cover instead of binary (urban/non-urban) information, which supports
area estimation of urban cover.
5.1.3 Regional urban mapping with VIIRS Day/Night Band
In Chapter 4 of this dissertation, I presented a comparison of urban mapping capa-
bilities from the next generation nighttime lights observations from VIIRS DNB and
the DMSP/OLS nighttime lights. Although the DNB data products are still under
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development, enhancements in both spatial resolution and radiometric fidelity were
clearly visible. For a highly urbanized region in the Yangtze River Delta in Eastern
China, comparison of urban extent mapped by simple thresholding from DMSP/OLS
and DNB data showed that they are both more prone to errors of commission than
to errors of omission for this region. In an analysis combining MODIS and these two
nighttime lights datasets to estimate fractional urban cover, DNB was shown to have
a bigger impact on the regression model, but the improvement to fractional urban
cover estimation was very small. These results indicate the need for further research
focused on pre-processing and compositing of the DNB data, as well as methodolo-
gies and strategies for maximizing the information content in DNB data related to
urban extent.
5.2 Future research
5.2.1 Regional land cover mapping incorporating change information
Currently, the MODIS land cover type product (MCD12Q1 collection 5; Friedl et al.
(2010)) is the only operational global land cover product at 500m spatial resolution.
The IGBP land cover labels in the MCD12Q1 product were cross-walked to other
land cover classification schemes including plant functional types and biome classes,
and these maps have been widely used in the ecosystem and climate modeling com-
munities. However, despite the stabilization procedures that have been implemented
to reduce year-to-year variation in classification results, the amount of labels that
change in annual classification maps is still much larger than the actual amount of
land cover change. With the collection 6 refinements underway, there are opportuni-
ties to produce region-specific stable land cover maps at 500m spatial resolution by
performing land cover classifications that incorporate land cover change information.
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These stable land cover type maps would be produced at ∼5-year intervals, for
instance, for circa 2001, 2005, and 2010. An initial characterization of the regional
land cover is crucial, and can be improved by fine-tuning the MODIS land cover clas-
sification algorithm, using regionally refined training data and class-specific datasets
(such as those from Sulla-Menashe et al. (2011), Salmon et al. (2014), and Schneider
et al. (2010)). The land cover change information derived from the methodology
described in Chapter 2 could then be used to determine areas to update in the sub-
sequent land cover type maps, using land cover classification labels and confidence
information. Finally other stabilization methods using spatial and temporal contex-
tual information (e.g., Abercombie, 2014; Cai et al., 2014) can be applied as well.
5.2.2 Urban intensification in China
While many studies have focused on urban expansion in Chinese cities, the intensifi-
cation process of core urban areas, including increasing building density and renewal
of neighborhoods, is less characterized from remote sensing. Frolking et al. (2013)
demonstrated that signals related to increasing building density and height in East
Asian cities are captured in SeaWinds QuikSCAT radar backscatter data that com-
plement information contained in DMSP/OLS nighttime lights. However, the spatial
resolution of SeaWinds scatterometer is too low to reveal finer spatial details of this
process.
Another research topic arising from this dissertation addresses questions related
to structural changes happening in areas of Chinese cities normally designated as
‘stable urban’ in remote sensing-based land cover change analyses, by employing a
data fusion approach such as one used in Chapter 3. Conventional multi-spectral
visible and near infrared data from Landsat, combined with radar backscatter and
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textural information such as those from the Advanced Land Observation Satellite
(ALOS) Phased Array type L-band Synthetic Aperture Radar (PALSAR) could po-
tentially be used to provide information related to changes in building density and
height. Continuous monitoring could also benefit from incorporating the new gener-
ation nighttime lights data from the VIIRS Day/Night Band.
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