Slow waves constitute the main signature of sleep in the electroencephalogram (EEG). They reflect alternating periods of neuronal hyperpolarization and depolarization in cortical networks. While recent findings have demonstrated their functional role in shaping and strengthening neuronal networks, a large-scale characterization of these two processes remains elusive in the human brain. In this study, by using simultaneous scalp EEG and intracranial recordings in 10 epileptic subjects, we examined the dynamics of hyperpolarization and depolarization waves over a large extent of the human cortex. We report that both hyperpolarization and depolarization processes can occur with two different characteristic time durations which are consistent across all subjects. For both hyperpolarization and depolarization waves, their average speed over the cortex was estimated to be approximately 1 m/s. Finally, we characterized their propagation pathways by studying the preferential trajectories between most involved intracranial contacts. For both waves, although single events could begin in almost all investigated sites across the entire cortex, we found that the majority of the preferential starting locations were located in frontal regions of the brain while they had a tendency to end in posterior and temporal regions.
Introduction
Slow waves are the most prominent electroencephalographic (EEG) feature of sleep, consisting of alternating periods of activity and silence in cortical networks [1, 2] . As confirmed by in vivo [3] and in vitro [4] intracellular recordings in animals, the active states are associated with synaptically mediated depolarization and intense cellular firing whereas, during the silence states, neurons are hyperpolarized with a cessation of synaptic and firing activity. This slow rhythmical activity is generated intrinsically in the neocortex [4, 5] , synchronizes cortical regions with high temporal precision [6] and can recruit multiple subcortical targets [7, 8] . This alternation of active and silent states in cortical neurons is thought to be involved in memory consolidation [9, 10, 11] , synaptic homeostasis [12] and the restorative functions of sleep [13] . Nevertheless, despite considerable understanding of the cellular/synaptic mechanisms underlying these waves [8, 14] , the spatial and temporal dynamics that generate these particular EEG elements in the human brain remain poorly specified [15, 16] . Scalp-level high-density EEG recordings have indicated that slow waves in humans have a nonuniform cortical distribution, suggesting that areas of the cortex are differently involved in slow waves [17] . Furthermore, recent observations reported that most sleep slow waves are in fact confined to local regions that are unevenly distributed across cortex [16] . In addition, consistent with recent imaging data of the mouse cortex [18] , their propagations are composed of complex local paths with several points of origin [19] . Indubitably, scalp recorded EEG is insufficient to fully characterize their complex large-scale dynamics due to unavoidable effects of linear summations of current sources over large cortical territories and the considerable distances from recording sites to deep generators. These drawbacks can nevertheless be surmounted with the use of intracranial recordings [15, 16] which furthermore allow the analysis of shortrange spatially coherent activities that are not promptly available with scalp recordings. In addition, the number of studies simultaneously analyzing local field potential (LFP) and scalp EEG signals both in animals and humans is rather small and therefore joint analyses at mesoscopic (e.g., LFPs) and macroscopic (e.g., scalp EEG) levels will provide valuable new data in this domain. In the present study, we examined slow wave cortical activity during polysomnographically defined sleep-wake states using simultaneous scalp EEG and intracranial recordings in 10 subjects who required a clinical invasive evaluation for the treatment of their epilepsy. Thanks to this relatively large sample size as well as to a broad spatial sampling (with a total of 417 investigated intracranial electrode sites) we were able to examine intracranially the characteristic morphologies, durations and spatial propagations of slow waves over a comprehensive extent of the human cerebral cortex.
Results

Bimodal distributions of the depolarization and hyperpolarization times
A group of 10 subjects with medically-refractory epilepsy were included in this study. Intracranial LFPs were recorded from the surface of the cortex (subdurally) or from depth electrodes implanted stereotactically in deeper cortical structures. Intracranial contacts sampled medial, lateral and basal frontal and temporal cortices, as well as medial and lateral parietal and occipital cortices (see Table S1 for further detail). All subjects had 2-3 selected overnight recordings. Slow waves were automatically identified from a single scalp electrode and only from segments of slow wave sleep using previous methodology [17] (see Materials and Methods section for further detail). Following previous works [6, 17] , the onset of each wave was positioned at the maximum negativity of the waves, as this is considered to reflect the transition to the depolarizing phase of the intracellularly defined slow oscillation. We assumed that the first process, which leads up to the synchronization of populations of neurons in a silent hyperpolarization phase, starts at the first maximum before the central minimum of the slow oscillation (hyperpolarization onset) and finishes at the subsequent minimum (depolarization onset). We called T h the time span of this phase [20] (see Figure 1A) . At the depolarization onset, a second process starts where neurons are recruited to fire, leading to a global depolarization phase. We assumed that this phase ends at the first maximum after the onset of the depolarization and we called T d its time span ( Figure 1A ). The analysis of intracranial recordings acquired simultaneously allowed us to directly characterize these different processes associated with scalp slow waves. In most cases, intracranial slow wave activities showed a reversed polarity with respect to the scalp EEG, confirming what has been previously shown in animal [1] and human studies [14] . Thus, the intracranial hyperpolarization phase was here considered to start at the first minimum and the depolarization onset was located at the maximum positivity peak ( Figure 1A ). We first analyzed the intracranial distributions for T h and T d measured over all detected slow waves (n = 33442) on all intracranial contacts (n = 417) ( Figure 1B ). For every recorded subject, we found a bimodal distribution for the depolarization and hyperpolarization time spans. We designate the characteristic times as T Figure S1 ). Over multiple intracranial contacts, when analyzed one by one, we found exactly the same two peaks in the distributions of T h and T d , suggesting that the bimodality cannot be simply explained by regional specificities of different cortical regions ( Figure S2 ). As indicated by the visual inspection of several successive events ( Figure 1B) , the explanation of this bimodality lies in the co-existence of two different types of slow wave events ( Figure S3 ). Examples of scalp EEG signals associated with fast/slow hyperpolarization/depolarization slow wave events are shown in Figure 2 . To confirm this in a quantitative way, we determined the mode T h and T d of each event and obtained its statistical distribution over the whole night. For this purpose we used the Parzen's window method, also known as Kernel density estimation (henceforth referred to as KDE; see Materials and Methods). This method allows one to estimate the probability density function, and associated quantities such as the mode, of a certain variable given a finite (and possibly sparse) data sample. In the study of the distributions of modes, two peaks appeared, confirming that there is one slow (T s ) and one fast (T f ) characteristic time for both the hyperpolarization and depolarization processes of a slow wave event: ST Figure 3A) . Furthermore, all these characteristic times were homogenously identified over the course of an entire night of sleep ( Figure 3A ), suggesting that they were not reflecting state-dependent wave shapes (e.g. K-complexes of stage 2 and delta oscillations of stages [3] [4] or the effect of the sleep pressure at the beginning of sleep [21] . However, complex laminar propagations of regional slow waves can implicate variable sources located along the cortical layers and may generate fluctuating wave polarities, depending on the spatial relationship between the intracranial electrode and the source of the oscillation [15] . These phase fluctuations could induce missing or double cycles in the characteristic times that may explain our bimodality. To examine this possibility, we characterized the cortical involvement in the fast/slow hyperpolarization/depolarization events by counting the total number of implicated intracranial contacts. As reported in Figure S4 , we found no differences in the average number of contacts during fast and slow events, reflecting in both cases a similar involvement of a large number of cortical sites. This suggests that the bimodality and, in particular, the slow hyperpolarization/depolarization events are not a spurious effect of changing slow waves polarities due to complex propagation pathways of local slow waves. In order to further study whether slow and fast hyperpolarization/depolarization events reflect different physiological phenomena, we analyzed whether they were associated with differences in the power/amplitude of thalamically-generated spindles (8-18 Hz) ( Figure S5 ). For 3 subjects with a good number of slow wave detections we observed that the amplitude of spindle activity after the slow wave minimum was significantly larger during slow-depolarization events, suggesting an implication of the thalamus in these events. Finally, the present results were obtained in individuals with epilepsy, who may have abnormal synchrony during seizure-free periods in their global activity patterns. In order to confirm the universality of the distributions of T h and T d , scalp EEG recordings from 5 healthy subjects were analyzed. In every case, although the two modes were less clearly separated, a bimodal distribution was also observed with very similar peak values to those identified in intracranial data ( Figure S6 ), confirming that epilepsy is unlikely to be the main source of the observed phenomenon.
We examined the existence of temporal relationships between consecutive fast and slow hyperpolarization or depolarization phases via a linear correlation analysis. We found a very weak correlation between T h and T d (mean correlation coefficient over all subjects: SrT = 0.1760.06, p,0.05) analysing the whole set of intracranial contacts, or between mode T h and mode T d (SrT = 0.260.1, p,0.05) of the slow wave events. The weak correlation is clearly observed in Figure 3B where T d is plotted versus T h and mode T d versus mode T h for all the slow wave events of a representative subject. Even though fast hyperpolarization is more frequent, every possible combination of fast/slow hyperpolarization/depolarization can be identified in a slow wave event. In the same way, Figure 3C shows the distributions of the total time span T h +T d and mode T h +mode T d . The weak correlation is again confirmed by the presence of three peaks representing all possible combinations between fast/slow hyperpolarization/depolarization events. In addition, we also examined the correlations over groups of temporally adjacent slow wave events. In this case we studied the correlation between the mode hyperpolarization times (SrT = 0.2460.09, p,0.05), between the mode depolarization times SrT = 0.260.1, p,0.05) as well as the correlation between the depolarization time of one event and the hyperpolarization time of the following one (SrT = 0.1460.09, p,0.05). The observed weak linear correlation suggests that bursts of adjacent fast/slow hyperpolarization/depolarization waves appear in complex sequences during the same sleep stage. 
Hyperpolarization and depolarization propagation velocity
Traditionally, the propagation of slow waves has been studied as the propagation of a depolarization wave (D-wave) [17] . We have indeed observed this propagation in our intracranial data. Figure 4 illustrates the propagation of a global slow wave event and three local propagation patterns. In this work we have also taken into account the hyperpolarization process that precedes the depolar- ization onset and considered the hyperpolarization as a traveling wave phenomenon (H-wave). The propagation velocity of both waves has been estimated with two methods. The first method consisted in the calculation of the instantaneous velocity of the slow wave. Given two consecutive detections of the same slow wave event, the speed was calculated from the distance between two contact locations, normalized to Talairach coordinate space [22] , and the known time delay between the corresponding detections. This method assumes linear propagation of the waves and doesn't take into account particular characteristics of the cerebral cortex such as its convoluted surface. In order to reduce the error in the estimation of the speed we imposed a maximum distance threshold (40 mm) between the detection contacts. Histograms of the instantaneous speed were obtained for each subject and each type of wave. All histograms showed a clear mode peak, the exact value of which was estimated using KDE (an example can be seen in Figure S7 ). The mode velocity of the Hwave ranged from 0.35 to 0.56 m/s across subjects with a grand average of 0.560.1 m/s. For the D-wave, the mode velocity was inside the range 0.8-1.5 m/s and provided a grand average of 1.060.2 m/s. As we already mentioned, this method may provide underestimations of the traveling speeds due to the assumption of rectilinear propagation of the slow wave between the contacts. To further reduce the effect of these assumptions, we performed a second estimation. In this case we selected, for different subjects, pairs of close intracranial contacts (separation less than 15 mm) with a good percentage of detections. We then estimated the mean contact-to-contact velocity for each pair. A total number of 10 pairs of 7 different subjects were studied. The mean H-wave velocity ranged from 0.7 to 1.6 m/s with a grand average of 1.060.3 m/s. The D-wave mean speed ranged from 0.9 to 1.9 m/ s with a grand average of 1.360.4 m/s. As expected, this second method provided larger estimates for the velocities. Using both estimations, we were not able to find any differences in the propagation velocities between fast-and slow-depolarization waves. A more refined description of their anatomical pathways is here needed to study subtle differences in their propagation speed.
Origin and Propagation paths in networks of hubs
Close inspection of our data confirmed that the dynamics of the traveling slow wave are very far from the simple dynamics of a plane or spherical wave with a point-like and stable origin [19] . Each slow wave event seems to be unique in its origin and dynamics. Furthermore, our data confirmed that slow waves are not a global entrainment of all cortical regions via a single propagating wave but are often composed of complex local patterns with multiple points of origin. In order to deal with this complexity, we identified for each subject the set of intracranial contacts that were statistically more involved in all detected events, i.e. contacts with a number of detections of at least one standard deviation above the average. Defined in the network of slow wave propagations (the intracranial contacts acting as nodes and the links being causally related detections), these contacts can be seen as hubs since they would be the most connected nodes. We have studied the propagation by examining in which order each event visited these hubs. We have also calculated in which ordinal position (first, second, etc.) each hub was more likely to have been visited by analyzing the statistics over all the events. Finally, linking the first hubs with the second hubs, the second hubs with the third ones, etc., a directed graph could be constructed that established a causal relation between the hubs and hence a statistical propagation trend for each subject ( Figure S8 ). In Figure 5A , the first (blue spheres) and last hubs (red crosses) of all subjects have been superimposed on a single cortical reconstruction. We have found no major differences for the propagation of H-and Dwaves. For both the H-wave and the D-wave we found 35 first hubs and only 15 last hubs of a total of 417 contacts. In our opinion, this is a sign of the greater heterogeneity of the starting location of the slow waves. The majority of the first hubs were located in the anterior parts of the brain while the last hubs seemed to prefer the posterior parts. In particular, for the H-wave, we found 17 first hubs in the frontal lobe, 3 in the cingulate cortex, 12.5 in the temporal lobe and 2.5 in the occipital lobe (consistently with Table S1 , contacts between two adjacent regions are considered as half in each one). The last hubs, on the contrary, were more present in posterior parts of the brain with 7 in the temporal lobe, 3 in the occipital region, 1 in the parietal lobe and only 4 situated in the frontal lobe. The results for the D-wave were similar with 20 of the 35 first hubs situated in the frontal lobe, 2 in the cingulate cortex, 11.5 in the temporal lobe and 1.5 in the occipital lobe. The last hubs of the D-wave were also more frequent in posterior regions with 7 in the temporal lob and 2 in the occipital cortex (the rest were located 4.5 in the frontal cortex, 1 in the parietal and 0.5 in the cingulate cortex) ( Figure 5B ). Even though the origin of the slow wave events could be very unordered, we identified a last-hubs-free region in the frontal cortex where first hubs tended to concentrate (F1/F2 cortex involving the superior frontal gyrus and the superior frontal sulcus). In Figure 5A a certain lateralization can be observed with more first hubs in the left hemisphere but this can be explained by the inhomogeneous distribution of the intracranial contacts with 295 (71%) located in the left hemisphere and only 122 (29%) implanted in the right hemisphere. Studies with a larger number of subjects or with a better spatial resolution are needed to confirm these results.
Discussion
The present study explored the large-scale dynamics of sleep slow waves in the human cortex using intracranial EEG recordings. We report the following observations: 1) The hyperpolarization and depolarization processes have two distinct characteristic times. 2) A weak linear correlation could be identified between consecutive fast/slow hyperpolarization or depolarization phases. Aside from descriptive statistics of slow waves, the first new finding of this work was the determination of two characteristic times for both the hyperpolarization and depolarization processes. These slow and fast processes were remarkably consistent across all subjects and did not show significant correlation with regional specificities of different cortical regions or different sleep stages. A strong support of the physiological existence of this phenomenon is given by our analysis of scalp slow waves of healthy subjects that also exhibit a bimodality of hyperpolarization and depolarization times. This suggests that the bimodality is not related to the epileptic condition of our intracranially recorded subjects. Moreover, the demonstration of the bimodality from scalp EEG recordings allows us to discard the possibility that this phenomenon might be caused by fluctuating wave polarities around the recording intracranial sites [15] [16] since the scalp electrodes are well over the cortical generators of slow waves. To further confirm this point we calculated the average number of contacts involved in the detection of fast and slow events. We found that both events involve a similar number of cortical sites, suggesting that the bimodality can not be explained by changing propagation pathways across the cortical layers giving rise to missing or double cycles in the recorded signal. Finally, we found a weak linear correlation between consecutive fast and slow hyperpolarization or depolarization phases, suggesting that these events appear in a mixed and complex way during the same sleep stage. We conjecture that nonlinear relations might exist between these two processes, particularly long-range temporal correlations at time scales of several minutes [23] . It is important to note that, in this study, the association of the up and down phases of the slow wave with the cellular hyperpolarization and depolarization processes is a hypothesis in nature since we have not correlated our data with intracellular recordings. As also assumed in other studies [17] , this association is suggested by previous observations correlating cellular and EEG activity [1, 6] . However, further investigations at a cellular level in the human brain are necessary to validate these hypotheses [16] .
The underlying causes of this novel bimodality of slow waves are still unclear. A possible explanation is that they could be related to the influences of subcortical regions on cortical synchrony. Indeed, although slow waves are generated within the cortex, as shown in animals with thalamic lesions [5] and confirmed in decorticated animals [24] , recent data suggest a role of thalamic activity in triggering cortical slow waves through thalamocortical connections [8, 25, 26] . In particular, in cortical networks that lack thalamic input, i.e. cortical slabs [27] or slices [4] , the hyperpolarization wave is considerably longer than if thalamic input is present. Furthermore, the mean duration of the depolarization phases increases with thalamic inputs [26] , as also suggested by computational models [28] . Therefore, fast hyperpolarization or slow depolarization times could reflect the different implication of the thalamus. Preliminary analyses of the amplitude of spindle activity (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) around the slow wave minimum show differences in this frequency band between slow-and fastdepolarization slow wave events. In particular, for a small group of selected patients, we observed that slow depolarization events are accompanied by a strong and well-organized spindle activity (<12-16 Hz) coinciding with cortical up-states (see Figure S5 ). On the contrary, fast depolarization events show a more diffuse spindle activity at cortical up-states but an alpha-like activity (<8-10 Hz) can be seen coinciding with the depolarization onset. This mixture of activities related to fast-depolarization waves could suggest a similarity of these types of events with K-Complexes or micro-awaking episodes occurring during the active phase of the Cycle Alternating Patterns (CAP) [29] . In the CAP K-Complexes as well as other faster activities, including spindles, are present. In our opinion, these differences concerning spindle activity between slow and fast-depolarization waves reinforce the hypothesis of a distinct implication of the thalamus in these two different events. However, further work in this direction is needed to fully clarify the role of the thalamus in each type of slow wave processes.
Our second result is the direct estimation of the propagation speed of hyperpolarization and depolarization waves on the cortex. Using two different methods, we estimated the typical speed of both waves as 1 m/s. Interestingly, although this speed is of the same order of magnitude as previous estimates from EEG (2.7 m/s in [17] ; 2.2 m/s in [19] ) and computer simulations [30] , the obtained values are somewhat smaller than previously published estimates of the depolarization propagation speed in humans. Linear interactions of voltages inherent in scalp EEG recordings [17] or their overlapping in source modeling [19] are most likely responsible for an overestimation of the intracranial propagation speed. However, our reported propagations were faster than the average speed around 0.1 m/s estimated in multisite recordings of different cortical areas of anesthetized cats [31] . Our higher speeds may reflect not only a slight overestimation due to obliquely propagating waves or volume conduction [17] , but also a higher speed of propagation in the human cortex secondary to its widespread long-range connectivity. Indeed, the speed of propagation in ferret cortical slices is low, around 0.01 m/s, given that it relies exclusively on local connectivity [4] .
Our data were recorded in medicated epilepsy patients in whom the propagation of slow waves may be affected by epileptic disturbances. Nevertheless, as several other sleep studies using intracranial data [15, 16] , we believe that the effects of pathology on our results are minor for the following reasons. First, high epileptic activities were visually identified and removed from our data. Second, as imposed by our automatic detection, slow wave dynamics were within the expected normal range, including standard morphologies, durations, amplitudes and spatial extent. Third, from the total number of intracranial contacts, 83% were located outside the epileptogenic zone. Finally, interictal epileptic events have markedly different temporal dynamics with an extremely fast synchronization but more limited in their spatial extent. The propagations we describe here showed remarkable global dynamics, reproducible from one patient to another.
In addition, there are clear parallels between the results of [19] and our data. In both studies, spontaneous slow waves were reported to propagate across the cortical area. Nevertheless, a high spatial variability of the propagation was found. In particular, slow waves were composed of multiple propagation paths which can vary from one wave to another and with several points of origin [18] . This variable network of propagations may reflect the level of activity-dependent synchronization achieved in cortical neural ensembles, which depends on the local homeostatically regulated average synaptic strength [32] . In our work, we have chosen to reduce this complexity by only studying the preferential trajectories between intracranial sites statistically more involved in slow waves. We found that, for both hyperpolarization and depolarization waves, the majority of the first hubs were localized in the anterior parts of the brain while the last hubs seemed to prefer the posterior parts. This further confirms the presence of cortical generators in the frontal cortex with enhanced intrinsic excitability, which could consistently generate slow waves during sleep.
Materials and Methods
Ethics Statement
The EEG signals were recorded for the presurgical evaluation of the patients. Patients gave a written consent for a research use of these data. The procedure was approved by our local Ethical Committee (CPP Ile-de France VI, Groupe Hospitalier Pitié-Salpêtrière).
Subjects and EEG acquisition
For the intracranial study, the sleep EEG recordings of 10 subjects (5 Females; age range, 18-49; Mean Age = 32,9) with refractory partial epilepsy undergoing presurgical evaluation, hospitalized between February 2002 and July 2007 in the epilepsy unit at the Pitié-Salpêtrière hospital in Paris, were analyzed. Each patient was continuously explored during several days with intracranial and scalp electrodes (Nicolet acquisition system, CA, US). Depth electrodes were composed of 4 to 10 cylindrical contacts 2.3 mm long, 1 mm in diameter, 10 mm apart center-tocenter, mounted on a 1 mm wide flexible plastic probe. Subdural electrodes were strips with 4 to 8 one-sided circular contacts, 2.3 mm in diameter and with a center-to-center separation of 10 mm. The effective surface area was 7.2 mm 2 for depth contacts and 4.15 mm 2 for subdural contacts. Pre and post implantation MRI scans were evaluated to anatomically and precisely locate each contact along the electrode trajectory. Talairach coordinates of intracranial contacts were estimated with the BrainVisa/ Anatomist software package (http://brainvisa.info/). The placement of electrodes within each patient was determined solely by clinical criteria; however, the routine clinical use of broad anatomical coverage for intracranial recordings provided a large sample of electrophysiological data from tissue outside of the epileptogenic zone. In particular, a total number of 417 intracranial contacts were analyzed from which 83% were located outside the epileptogenic zone. The intracranial contacts were distributed in the different brain regions in the following way: 122 in Frontal regions, 12 in Parietal regions, 19 in Occipital regions, 231.5 in Temporal regions, 23 in the Cingulate cortex, 8 in the Insula and 1.5 in the Striatum (contacts between two adjacent regions were considered as half in each one). Signals were digitalized at 400 Hz. Common average reference montage was chosen to normalize the signals. Noisy electrodes and those presenting high epileptic activity were excluded from the average by visual inspection. A data set of 22 complete nights of sleep with at least two complete sleep cycles was obtained with each subject contributing with 2-3 nights. Each night was scored for sleep stages using the software Somnologica TM . All patients gave their informed consent and procedures were approved by the local ethical committee (CCP).
Scalp sleep EEG recordings of 5 male healthy subjects were also analyzed. For each subject, 3 complete nights were studied. Electrographic (EEG), electro-oculogram (EOG) and chin electromyogram (EMG) activity were concurrently monitored and used to classify the different sleep states.
Digital bandpass filtering between frequencies f 1 -f 2 was, in all cases, implemented through a forward-backward digital infinite impulse response (IIR) type II Chebyshev filter (passband: f 1 #f#f 2 Hz, attenuation #1 dB, monotonic; stopband: f#(f 1 2k) or f$(f 2 +k) Hz, where k = 0.5 for f 1,2 $1 Hz or k = 0.05 otherwise, attenuation $100 dB, equiripple). Electrical line noise at 50 Hz was suppressed by a bandstop filter of the same type. All analyses were implemented in MATLABH(The MathWorks TM , MA, USA).
Sleep Oscillations detection criteria
For the intracranial-EEG subjects, the Slow Oscillations were first detected from a single scalp electrode and only from segments of NREM sleep. Since not all subjects shared exactly the same number of scalp electrodes, FP1 was chosen for the analysis because it was systematically recorded and because it had been previously used for studying slow wave activity [21] . For the automatic detection of the slow waves, all signals were bandpassfiltered between 0.1-4 Hz. The criteria for the automatic detection in the scalp EEG were chosen following those in the literature [17, 19] : (1) separation between the negative zero crossing and the subsequent positive zero crossing of 0.125-1.0 s; (2) separation between the positive zero crossing and the following negative zero crossing of 0.125-1.5 s; (3) negative peak between the first two zero crossings with a voltage V[[2400,280] mV; (4) a negative to positive peak-to-peak amplitude .140 mV. We disregarded the cases presenting more than one minimum between the crossings. Once a slow oscillation was detected in the Scalp EEG, a correlation study was performed to determine which other intracranial contacts had detected that particular slow wave as well. We opened a 1.5 s window around the scalp minimum and we calculated the correlation coefficient between the scalp signal and the intracranial contacts signal. We assume an intracranial electrode detected the slow oscillation if the absolute value of the correlation coefficient is .0.6 and the amplitude of the minimum (maximum in the case of inversion) has a magnitude at least 25% of that in scalp. We identified a slow wave event when at least 40% of the active contacts detected the slow oscillation.
For the scalp-EEG subjects, the Slow Oscillations were first detected from the C3 electrode. The criteria for the detection were the same as in the intracranial case. Similarly to the intracranial case, a correlation study was performed to determine which scalp contacts had also detected the slow wave event.
Kernel density estimation (KDE)
Kernel density estimation is a method for the estimation of probability density functions and modes [33] .
The theoretical basis of the KDE method is the following: Given a set of i.i.d. random variables X 1 ,X 2 ,X 3 … we can estimate the corresponding probability density function as
where K(…) is called the kernel and h the bandwidth. The kernel is usually chosen to be of a Gaussian type
We have implemented this method using the function ksdensity of the software package MATLABH(The MathWorks TM , MA, USA). Table S1 for further detail).
Supporting Information
(TIF) Figure S2 Statistics of T h and T d for single intracranial contacts. Histograms of Th and Td for four different recording contacts. The first one is situated in the frontal superior cortex, the second in the temporal T1 cortex, the third in the parietal cortex close to the lateral sulcus and the fourth in the occipital O2 cortex. The frontal and temporal contacts correspond to subject S1 (see Table S1 ), the parietal contact to subject S5 and the occipital contact to subject S4. Figure S4 Average number of intracranial contacts involved in the detection of fast/slow hyperpolarization/depolarization events. The averages shown were calculated for eight subjects (S1 to S8 in Table S1) Percentage of the total number of events of a subject (S5) detected by each of its intracranial contacts. The dashed line corresponds to the threshold of one standard deviation. Top right: Detection probability vs. order of detection for each hub. This probability has been calculated over all the events of the subject. The black circles point the position of maximum detection probability of each hub. Bottom: Reconstruction of the directed graph on the intracranial implantation (temporal implantation in this case) and a schematic representation of the graph construction procedure. The blue spheres mark the hubs that preferentially perform the first detection and the red crosses mark the hubs that preferentially perform the last ones.
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