This paper is the first in a series of papers developing a functionalanalytic theory of vertex (operator) algebras and their representations. For an arbitrary Z-graded finitely-generated vertex algebra (V, Y, 1) satisfying the standard grading-restriction axioms, a locally convex topological completion H of V is constructed. By the geometric interpretation of vertex (operator) algebras, there is a canonical linear map from V ⊗ V to V (the algebraic completion of V ) realizing linearly the conformal equivalence class of a genus-zero Riemann surface with analytically parametrized boundary obtained by deleting two ordered disjoint disks from the unit disk and by giving the obvious parametrizations to the boundary components. We extend such a linear map to a linear map from H⊗H (⊗ being the completed tensor product) to H, and prove the continuity of the extension. For any finitely-generated C-graded V -module (W, Y W ) satisfying the standard grading-restriction axioms, the same method also gives a topological completion H W of W and gives the continuous extensions from H⊗H W to H W of the linear maps from V ⊗ W to W realizing linearly the above conformal equivalence classes of the genus-zero Riemann surfaces with analytically parametrized boundaries.
Introduction
We begin a systematic study of the functional-analytic structure of vertex (operator) algebras and their representations in this paper.
Vertex (operator) algebras were introduced rigorously in mathematics by Borcherds and by Frenkel, Lepowsky and Meurman (see [B] , [FLM] and [FHL] ). Incorporating modules and intertwining operators, the author introduced intertwining operator algebras in [H5] . The original definition of vertex (operator) algebra is purely algebraic, but a geometric interpretation of vertex operators motivated by the path integral picture in string theory was soon observed mathematically by Frenkel [F] . In [H1] - [H7] , the author developed a geometric theory of vertex operator algebras and intertwining operator algebras; the hard parts deal with the Virasoro algebra, the central charge, the interaction between the Virasoro algebra and vertex operators (or intertwining operators), and the monodromies. But in this geometric theory, the linear maps associated to elements of certain moduli spaces of punctured spheres with local coordinates (or to elements of the vector bundles forming partial operads called "genus-zero modular functors" over these moduli spaces) are from the tensor powers of a vertex operator algebra (or an intertwining operator algebra) to the algebraic completion of the algebra.
To be more specific, let (V, Y, 1) be a Z-graded vertex algebra. For any nonzero complex number z, let P (z) be the the conformal equivalence class of the sphere C ∪ {∞} with the negatively oriented puncture ∞, the ordered positively oriented z and 0, and with the standard local coordinates. Then associated to P (z) is the linear map Y (·, z)· : V ⊗ V → V given by the vertex operator map. Note that the image is in the algebraic completion V of V , not V itself.
One of the main goals of the theory of vertex operator algebras is to construct conformal field theories in the sense of Segal [S1] [S2] from vertex operator algebras and their representations, and to study geometry using the theory of vertex operator algebras. It is therefore necessary to construct locally convex topological completions of the underlying vector spaces of vertex (operator) algebras and their modules, such that associated to any Riemann surface with boundary, one can construct continuous linear maps between the tensor powers of these completions. In particular, it is necessary to construct a locally convex completion H of the underlying vector space V of a vertex algebra (V, Y, 1) such that associated to the conformal equivalence class of a disk with two smaller ordered disks deleted and with the obvious boundary parametrization, there is a canonical continuous map from H⊗H (⊗ being the completed tensor product) to H. Though in some algebraic applications of conformal field theories, only the algebraic structure of conformal field theories is needed, in many geometric applications, it is necessary to have a complete locally convex topological space and continuous linear maps, associated to Riemann surfaces with boundaries, between tensor powers of the space.
In the present paper (Part I), we construct a locally convex completion H of an arbitrary finitely-generated Z-graded vertex algebra (V, Y, 1) satisfying the standard grading-restriction axioms. The completion H is the strict inductive limit of a sequence of complete locally convex spaces constructed from the correlation functions of the generators. The strong topology, rather than the weak- * topology, on the topological dual spaces of certain function spaces is needed in the construction. For any positive number r 1 , r 2 and nonzero complex number z satisfying r 2 + 2r 1 < 1 and r 2 < |z| < 1, there is a unique genus-zero Riemann surface with analytically parametrized boundary given by deleting two ordered disjoint disks, the first centered at z with radius r 1 and the second centered at 0 with radius r 2 , from the unit disk and by giving the obvious parametrizations to the boundary components. Associated to this genus-zero Riemann surface with analytically parametrized boundary is a linear map Y (r
We extend this linear map to a linear map from H⊗H (⊗ being the completed tensor product) to H, and prove the continuity of the extension. It is clear that H is linearly isomorphic to a subspace of V containing both V and the image of Y (r
For any finitely-generated C-graded module (W, Y W ) satisfying the standard grading-restriction axioms for such a finitely-generated vertex algebra, we also construct a locally convex completion H W of W , and construct continuous extensions from
Our method depends only on the axiomatic properties or "world-sheet geometry" (mainly the duality properties) of the vertex algebra. Since our construction does not use any additional structure, we expect that the locally convex completions constructed in the present paper will be useful in solving purely algebraic problems in the representation theory of finitely-generated vertex (operator) algebras. This paper is organized as follows: In Section 2, we construct a locally convex completion H of a finitely-generated Z-graded vertex algebra (V, Y, 1) satisfying the standard grading-restriction axioms. In Section 3, we extend Y (r
: V ⊗ V → V to continuous linear maps from H⊗H to H. In Section 4, we present the corresponding results for modules.
In this paper, we assume that the reader is familiar with the basic definitions and results in the theory of vertex algebras. The material in [B] , [FLM] and [FHL] should be enough. We also assume that the reader is familiar with the basic definitions, constructions and results in the theory of locally convex topological vector spaces. The reader can find this material in, for example, [K1] and [K2] .
We shall denote the set of integers, the set of real numbers and the set of complex numbers by the usual notations Z, R and C, respectively. We shall use i, j, k, l, m, n, p, q to denote integers. In particular, when we write, say, k > 0 (or k ≥ 0), we mean that k is a positive integer (or a nonnegative integer). For a graded vector space V , we use V ′ , V * and V to denote the graded dual space, the dual space and the algebraic completion of V , respectively. For a topological vector space E, we use E * to denote the topological dual space of E. The symbol ⊗ always denotes the vector space tensor product. The bifunctor given by completing the vector space tensor product of two topological vector spaces with the tensor product topology is denoted by⊗.
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1 A locally convex completion of a finitelygenerated vertex algebra
In this section, we use "correlation functions" to construct the locally convex completion of a finitely-generated vertex algebra. For any k ≥ 0, let R k be the space of rational functions in the complex variables z 1 , . . . , z k with the only possible poles z i = z j for i = j and
and
For any n > 0, we define a map
Then it is clear that · R k ,n is a norm on R k . Using this sequence of norms, we obtain a locally convex topology on R k . Note that a sequence in R k is convergent if and only if this sequence of functions is uniformly convergent on any compact subset of M k . Clearly, this topology is independent of the choice of the sequence {K (k) n } n>0 . Let V be a Z-graded vertex algebra satisfying the standard gradingrestriction axioms, that is,
for n sufficiently small. By the duality properties of V , for any v
is absolutely convergent in the region |z 1 | > · · · > |z k | > 0 and can be analytically extended to an element
We denote the projections from V to V (n) , n ∈ +Z, by P n . Let G be the subspace of V * consisting of linear functionals λ on V such that for
is absolutely convergent for any z 1 , . . . , z k in the region
The dual pair (V * , V ) of vector spaces gives V * a locally convex topology. With the topology induced from the one on V * ,G is also a locally convex space. Note that V ′ is a subspace ofG. For any k ≥ 0, λ ∈G, u 1 , . . . , u k , v ∈ V , both (1.1) and
and we denote it by
since (1.1) is multilinear in λ, u 1 , . . . , u k and v. These functions span a vector space F k of analytic functions on M k <1 . So we obtain a linear map
As in the case of R k , using these compact subsets, we define a sequence of norms · F k ,n on F k , and these norms give a locally convex topology on F k . There is also an embedding ι F k from F k to F k+1 defined as follows: We use (z 0 , . . . , z k ) instead of (z 1 , . . . , z k+1 ) to denote the elements of
for any nonzero complex number z,
as a function of z 0 , . . . , z k is in fact independent of z 0 , and is equal to
as a function in z 1 , . . . , z k . Thus we obtain a well-defined linear map
is defined by
Thus we can regard F k as a subspace of F k+1 . Moreover, we have: Proof. We consider the two topologies on F k , one is the topology defined above for F k and the other induced from the topology on F k+1 . We need only prove that for any n > 0, (i) the norm · F k ,n is continuous in the topology induced from the one on F k+1 , and (ii) the restriction of the norm · F k+1 ,n to F k is continuous in the topology on F k . Let {f α } α∈A be a net in F k convergent in the topology induced from the one on F k+1 . Then {f α } α∈A , when viewed as a net of functions in z 0 , z 1 , . . . , z k , is convergent uniformly on any compact subset of M k+1 . Since f α , α ∈ A, are independent of z 0 , {f α } α∈A is in fact convergent uniformly on any compact subset of M k , proving (i). Now let {f α } α∈A be a net in F k convergent in the topology on F k . Then {f α } α∈A is convergent uniformly on any compact subset of M k . If we view f α , α ∈ A, as functions on C × M k , then the net {f α } α∈A is convergent uniformly on any subset of M k+1 of the form C × K where K is a compact subset of M k . But any compact subset of M k+1 is contained in a subset of the form C × K. So {f α } α∈A is convergent uniformly on any compact subset of M k+1 , proving (ii). 2
We equip the topological dual space F * k , k ≥ 0, of F k with the strong topology, that is, the topology of uniform convergence on all the weakly bounded subsets of F k (see page 256 of [K1] ). Then F * k is a locally convex space. In fact, F * k is a (DF)-space (see page 396 of [K1] ). For any λ ∈G and u ∈ V , let Y −1 (u)λ ∈G be defined by
Here we use the notation Y −1 (u) to avoid the possible confusion with the notations u 0 , u 1 , . . . for elements in V used later.) For k ≥ 0, we define a linear map
Proposition 1.2 The map γ k is continuous and satisfies
. From the definition, we see that for any positive number ǫ < 1,
Thus for any n > 0, there exist m n > 0 and positive number ǫ n such that
This inequality implies that γ k is continuous.
Since
So we have (1.2). 2
It is injective and continuous. As a map from F
Proof. The identity (1.3) is an immediate consequence of the identity (1.2). By this identity, we see that γ * k is injective. The continuity of γ * k is a consequence of the continuity of γ k . To show that it is open as a map from F * k
, we need only show that its inverse is continuous. Let
We use ·, · to denote the pairing betweenG and the algebraic dual spacẽ G * ofG. Since V ′ ⊂G and V ⊂G * , this pairing is an extension of the pairing between V ′ and V denoted using the same symbol. With this pairing,G and G * form a dual pair of vector spaces. This dual pair of vector spaces gives a locally convex topology toG * . Since V ′ ⊂G, the dual spaceG * can be viewed as a subspace of (V ′ ) * = V . We define
for λ ∈G, u 1 , . . . , u k , v ∈ V and µ ∈ F * k . We now assume that V is finitely generated. The generators of V span a finite-dimensional subspace X of V . We assume that the vacuum vector 1 is in X. Any norm on X induces a Banach space structure on X. Since X is finite-dimensional, all norms on X are equivalent, so that the topology induced by the norm is in fact independent of the norm.
Since X is a finite-dimensional Banach space and F * k is a locally convex space, X ⊗(k+1) ⊗ F * k is also a locally convex space. We denote the image
Proof. By the definition of the locally convex topology on the tensor product
Then the nets {X α } α∈A and {µ α } α∈A are convergent to 0 in X ⊗(k+1) and F * k , respectively. For any fixed λ ∈G, since X ⊗(k+1) is a finite-dimensional Banach space, the linear map from X ⊗(k+1) to F k defined by
α∈A is convergent to 0. In particular,
we see that { λ, e k (X α ⊗ µ α ) } α∈A is convergent to 0 for λ ∈G. By the definition of the topology onG
From Proposition 1.5, we conclude:
is a locally convex space. 2
Since G k is linearly isomorphic to
the locally convex space structure on
gives a locally convex space structure on G k . Let H k be the completion of G k . Then H k is a complete locally convex space. Proof. The first conclusion follows from Proposition 1.4. To prove the second conclusion, we need only prove that the topology on G k is the same as the one induced from the topology on G k+1 . We have the following commutative diagram:
where
for u 1 , . . . , u k , v ∈ X and µ ∈ F * k . By Corollary 1.3, if we identify F * k with γ * k (F * k ), the topology on F * k is induced from the one on F * k+1 . By the definition of the topologies on G k and G k+1 and the commutativity of the diagram above, we see that the topology on G k is the same as the one induced from the topology on G k+1 .
2
By Proposition 1.7, we have a sequence {H k } k≥0 of strictly increasing complete locally convex spaces. Let
We equip H with the inductive limit topology. Then H is a complete locally convex space. Let
Then G is a dense subspace of H. Note that V ⊂ G ⊂ V . Since elements of V are finite or infinite sums of elements of V , elements of G are also finite or infinite sums of elements of V . Thus infinite sums of elements of V belonging to G must be convergent in the topology on H. So G is in the closure of V . Since G is dense in H, we obtain:
The vector space H equipped with the strict inductive limit topology is a locally convex completion of V . 2 2 The locally convex completion and the vertex operator map
In this section we construct continuous linear maps from the topological completion of H ⊗ H to H associated with conformal equivalence classes of closed disks with two ordered open disks inside deleted and with the standard parametrizations at the boundary components. We consider the closed unit disk centered at 0. We delete two ordered open disks inside: the first centered at z with radius r 1 and the second centered at 0 with radius r 2 . See the figure below. The positive numbers r 1 , r 2 and the nonzero complex number z must satisfy the conditions r 2 + 2r 1 < 1 and r 2 < |z| < 1. The three boundary circles are parametrized by the maps
We denote the resulting closed disk with two disjoint open disks inside deleted and with ordered boundary components parametrized as above by D(z; r 1 , r 2 ). Note that any closed disks with two ordered open disks inside deleted and with the standard parametrizations is conformally equivalent to D(z; r 1 , r 2 ) for some z ∈ C × , and some positive numbers r 1 , r 2 satisfying r 2 + 2r 1 < 1 and r 2 < |z| < 1.
Let H ⊗H be the topological completion of the vector space tensor product H ⊗ H. We would like to construct a continuous linear map
associated with the conformal equivalence class [D(z; r 1 , r 2 )] of D(z; r 1 , r 2 ). We know that D(z; r 1 , r 2 ) corresponds to the sphereĈ = C ∪ {∞} with the negatively oriented puncture ∞, the ordered positively oriented puncture z, 0 and with the local coordinates w → 1/w, w → (w −z)/r 1 and w/r 2 vanishing at ∞, z and 0, respectively. In the notation of [H6] , the conformal equivalence class of this sphere with tubes of type (1, 2) is (z; 0, (1/r 1 , 0), (1/r 2 , 0)) ∈ K(2). Associated with this class, we have a linear map [H6] ). We now show that this linear map can be extended to H ⊗H, that the image of this extension is in H and that this extension is continuous. Then we define ν Y ([D(z; r 1 , r 2 )]) to be this extension.
For any λ ∈G and u ∈ V , we define an element
Since the Z-grading of V is lower-truncated and since r 2 < |z| < 1, for any (z 1 , . . . , z k ) ∈ M k <1 , there exists a positive number δ 2 > 1 such that the Laurent series in t 2
t 2 r 2 z 1 , . . . , t 2 r 2 z k )))) in t 2 has only finitely many negative powers and is absolutely convergent to
0) v; z, t 2 r 2 z 1 , . . . , t 2 r 2 z k ))) when 0 < |t 2 | < δ 2 . Since λ ∈G and |z| < 1, for any (z 1 , . . . , z k ) ∈ M k <1 , there exists a positive number δ 1 > 1 such that the Laurent series in t 1
is absolutely convergent when 0 < |t 1 | < δ 1 . Thus for (z 1 , . . . ,
is absolutely convergent when 0 < |t 1 | < δ 1 and 0 < |t 2 | < δ 2 .
The iterated sum of (2.2) gives a function of t 1 and t 2 in the region 0 < |t 1 | < δ 1 , 0 < |t 2 | < δ 2 . It is clear that this function is analytic in t 1 and t 2 . Thus it has a Laurent expansion which must be n,m∈Z
Since this double sum is equal to the Laurent expansion, it is absolutely convergent and thus both iterated sums are absolutely convergent. In particular, when t 1 = t 2 = 1, we see that the right-hand side of (2.1) and consequently the left-hand side of (2.1) are absolutely convergent when (z 1 , . . . ,
For any l ≥ 0, we define a linear map
for λ ∈G, v 1 , . . . , v l , v ∈ X, ν ∈ F * l and u ∈ V .
Proposition 2.2 The image of α l is inG.
Proof. For any
By the definition of
we have
Using the associativity of vertex operators, we know that the element n∈Z m∈Z
v; r 1 z 1 + z, . . . , r 1 z k + z, z, r 2 z k+1 , . . . , r 2 z k+l )
. This fact and (2.4) imply that n∈Z m∈Z
is convergent absolutely to
is absolutely convergent when (z 1 , . . . , z k ) ∈ M k <1 and (z k+1 , . . . , z k+l ) ∈ M l <1 . The arguments above prove that the iterated sum p∈Z n∈Z m∈Z
The same method as in the proof of Proposition 2.1 shows that in fact the corresponding triple sum is absolutely convergent and thus all the iterated sums are absolutely convergent and are all equal when (z 1 , . . . ,
is absolutely convergent when (z 1 , . . . , z k ) ∈ M k <1 and (z k+1 , . . . , z k+l ) ∈ M l <1 . By (2.3), we see that the left-hand side of (2.3) is also absolutely convergent when (z 1 , . . . , z k ) ∈ M k <1 and (z k+1 , . . . , z k+l ) ∈ M l <1 , proving that
is absolutely convergent and the sum is equal to
We define an linear map
In fact this formula only gives a linear map from F * k ⊗ F * l to the algebraic dual of F k+l+1 . We have:
Proposition 2.3 The image of the map β k,l is indeed in F * k+l+1 and the map β k,l is continuous.
Proof. To avoid notational confusions in the proof, we use F ζ k , k ≥ 0, to denote the space F k whose elements are viewed as functions of (ζ 1 , . . . ,
We now view
(2.7)
For fixed ζ 1 , . . . , ζ k , we view
as an element of F η l . Then by definition we have
We now calculate the right-hand side of (2.8). For any nonzero complex numbers t 0 , t 1 , t 2 , p,q,j∈Z
By the associativity of vertex operators and the definition of the map g k+l+1 , there exists real numbers δ 0 , δ 1 , δ 2 > 1 such that the right-hand side of (2.9) is convergent absolutely to
..,k,z k+1 =t 0 z,z k+1+j =t 0 t 2 r 2 η j ,j=1,...,l (2.10) when 0 < t 0 < δ 0 , 0 < t 1 < δ 1 and 0 < t 1 < δ 1 . In particular, when t 0 = t 1 = t 2 = 1, we see that (2.10) is equal to and thus the right-hand side of (2.8) is convergent absolutely to
(2.11)
, (2.11) as a function of η 1 , . . . , η l is an element of F η l . We denote this element by f g;ζ 1 ,...,ζ k (η 1 , . . . , η l ). We now view µ and ν as elements of (F ζ k ) * and (F η l ) * , respectively. Since ν is continuous, by the calculations above, we have
(2.12)
By the calculations from (2.6) to (2.12), we see that
and we obtain
For g(z 1 , . . . , z k+l+1 ) ∈ F k+l+1 not of the form (2.5), we use linearity to define the functions f g;ζ 1 ,...,ζ k (η 1 , . . . , η l ). Then (2.13) holds for any g(z 1 , . . . , z k+l+1 ) ∈ F k+l+1 . From the definition of f g;ζ 1 ,...,ζ k (η 1 , . . . , η l ), we see that for any fixed (ζ 1 , . . . , ζ k ) ∈ M k <1 , the linear map from F k+l+1 to F η l given by g → f g;ζ 1 ,...,ζ k (η 1 , . . . , η l ) for g ∈ F k+l+1 is continuous, and for any fixed ν ∈ (F η l ) * , the linear map from
is also continuous. Thus by (2.13), β k,l (µ, ν) is continuous. So the elements of image of β k,l are in F * k+l+1 . From the definition of f g;ζ 1 ,...,ζ k (η 1 , . . . , η l ), we see that given any weakly bounded subset B of F k+l+1 , the subset
is weakly bounded, and thus for any net {ν α } α∈A convergent to 0 in (F η l )
* , there exists α 0 ∈ A such that the subset
is also weakly bounded.
Then the nets {µ α } α∈A and {ν α } α∈A are convergent to 0 in (F ζ k ) and (F η l ), respectively. Thus by (2.13) and the discussion above,
when α > α 0 . By the definition of the topology on F * k , the net on the righthand side of (2.14) is convergent to 0. Thus the net on the left-hand side of (2.14) is convergent to 0, proving the continuity of the map β k 1 ,k 2 .
Note that any element of G k or G l is a linear combination of elements of the form h 1 or h 2 , respectively, given above, and that k and l are arbitrary. Thus we obtain a linear map
| G⊗G is continuous, we need only prove that for any k, l ≥ 0, it is continuous as a map from G k ⊗ G l to G k+l+1 . Since the topology on G k and G l are defined to be the quotient topologies on
respectively, we need only prove that the map
is continuous. On the other hand, by definition,
where I X ⊗(k+l+1) is the identity map on X ⊗(k+l+1) and
is the map permuting the second and the third tensor factor, that is,
l+1) and ν ∈ F * l . Since the topology on G k+l+1 is defined to be the quotient topology on
we need only prove that the map (I X ⊗(k+l+1) ⊗ β k,l ) • σ 23 is continuous. But I X ⊗(k+l+1) and σ 23 are obviously continuous and β k,l is continuous by Proposition 2.3.
Proof. The continuity of ν Y ([D(z; r 1 , r 2 )]) follows from the definition and Proposition 2.4.
For any m 1 , . . . , m k ∈ Z, let µ m 1 ,...,m k be an element of F * k defined by where ǫ 1 , . . . , ǫ k are arbitrary positive real numbers satisfying ǫ 1 > · · · > ǫ k . Since V is generated by X, elements of the form
be two such elements of V . Then
(2.15)
As in the proof of Proposition 2.3, to avoid notational confusions, we view
as an element of F ζ k and
as an element of F η l . We also view µ m 1 ,...,m k and ν n 1 ,...,n l as elements of (F ζ k ) * and (F η l ) * , respectively. Then the right-hand side of (2.15) is equal to 3 A locally convex completion of a finitelygenerated module and the vertex operator map
In this section, we discuss modules. Since the constructions and proofs are all similar to the case of algebras, we shall only state the results and point out the slight differences between the constructions and proofs in the case of modules and those in the case of algebras. Let V be a Z-graded finitely generated vertex algebra satisfying the standard grading-restriction axioms and W a C-graded finitely-generated Vmodule satisfying the standard grading-restriction axioms, that is,
n ∈ C and W (n) = 0 for n ∈ C whose real part is sufficiently small. Let M be the finite-dimensional vector space spanned by a set of generators of W . As in Section 2, we assume that X is a finite-dimensional subspace containing 1 of V spanned by a set of generators of V . We construct spacesG W and F W k , k ≥ 0, and their duals in the same way as the constructions ofG and F k , k ≥ 0, and their duals in Section 2, except that V * is replaced by W * , v ∈ V is replaced by w ∈ W and the vertex operator map Y for V are replaced by vertex operator map Y W for the module W . We also define linear maps g
, k ≥ 0, and linear maps induced from them in the same way as in the definitions of g k , ι F k , γ k , e k , k ≥ 0, and induced linear maps in Section 2, except that the spaces are replaced by the corresponding spaces involving W and M.
For 
