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ABSTRACT 
 Bedform roughness, caused by ripples on the seabed, plays an important role in 
controlling sediment dynamics in the nearshore region. In this dissertation, the temporal 
and spatial evolution of ripples from two field sites located in the South Atlantic Bight, 
offshore Long Bay, SC and Georgia are used to relate wave-induced ripple geometry 
(wavelength and orientation) to near bed directional wave velocities. 2-D spectral 
analysis techniques were developed to automate detection of ripple wavelength, direction, 
and irregularity. This analysis showed that magnitude, direction, and duration of wave 
forcing controls ripple geometry and irregularity. During highly energetic events, ripple 
geometry changes rapidly and the ripples align with the main wave direction. During 
periods of low energy conditions, close to the critical conditions for initiation of sediment 
motion, ripple evolution occurs at a much slower rate often leading to irregularities such 
as terminations and bifurcations along the ripple crest. Under constantly changing wave 
direction, the rippled bed becomes highly disorganized.  
 Equilibrium ripples were found to occur only when either strong wave forcing 
was present or the forcing remained constant for a long duration. These equilibrium 
ripples, when combined to a database of existing published ripple measurements, were 
found to have a wavelength that scales with the wave orbital semi-excursion and 
sediment grain diameter. Ripple steepness was found to remain relatively constant and it 
only slightly increased for shorter ripple wavelengths. These findings allowed for the
vi 
 development of a new equilibrium ripple predictor suitable for application in a wide 
range of wave and sediment conditions.  
 In order to describe the temporal variability between equilibrium states, a 2-D 
time-variable ripple prediction model developed. This new model allowed for the 
prediction of ripple wavelength, height, and orientation. Since ripple irregularity is 
associated with directionality, the new model also predicts the irregularity of the rippled 
seabed and second order ripples (i.e. cross-ripples). This model was tested against 
existing time-dependent models and found to improve predictions of wavelength, height, 
and orientation, especially for relict ripples. 
 Turbulence was measured via the eddy correlation and inertial dissipation 
methods from which drag coefficients were calculated. The data reveal a trend of 
decreasing drag for increasing ripple irregularity and increasing ripple height. In similar 
fashion, suspended sediment concentrations were calculated from ABS systems and it 
was found that convective sediment resuspension extended to greater elevation above the 
seabed when ripples were more regular.
vii 
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CHAPTER 1 
INTRODUCTION 
1.1. Background 
 As surface gravity waves propagate from deep water into shallow water, their 
orbital motions begin to interact with the seabed sediment. As the wave orbital motions 
increase, the bed sediment begins to move back and forth forming parallel ridges on the 
seabed [Bagnold, 1946; Sleath, 1984]. These features play an important role in boundary 
layer processes. As the ripple steepness (height (η) to wavelength (λ) ratio) increases, a 
vortex forms on the lee side of the ripple. This erodes the ripple and traps sediment 
eroded from the crest. Upon flow reversal, the vortex is ejected up and over the ripple 
crest and the sediment is convected to greater heights than if the bed were flat [e.g. 
Thorne et al., 2003]. A rippled bed increases the roughness of the seabed, which alters 
the mean current profile [Grant and Madsen, 1986] and increases nearbed turbulence. 
The enhanced turbulence increases the capability of the flow to keep sediment in 
suspension, thereby increasing the vertical distribution of sediment in suspension and 
resulting in greater sediment transport by mean flows.  
 The roughness due to ripples, termed form roughness, has been related to the 
ripple height and wavelength taking the form η2/λ [Grant and Madsen, 1982; Nielsen, 
1993]. Assuming constant steepness the form roughness can be written as a function of η 
alone [Wikramanayake and Madsen, 1994]. The form roughness was also found to be a 
function of the angle between the ripple crest and the mean current by Powell et al.
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 [2000] and Madsen et al. [2010]. This roughness can lead to significant wave energy 
attenuation (up to 93%) for large ripples present on wide continental shelves [Ardhuin et 
al., 2003]. 
 Ripples are also a source and/or sink of nutrients and contaminants [e.g., Precht 
and Huettel, 2004; Rocha, 2008 and references therein], which are released to the 
overlying water column when the ripple adjust geometries due to a change wave or 
current forcing. Furthermore, a pressure gradient forms between the high-pressure side 
and low-pressure side of the ripple, forcing fluid through the pore space and flushing out 
trapped nutrients. Ripples also improve the detection of buried objects by enhancing the 
penetration of acoustic energy into the seabed [Chotiros et al., 2002; Jackson et al., 2002; 
Thorsos and Richardson, 2002].  
 Ripples can form in various shapes and sizes depending on the strength and 
duration of the forcing. Once the forcing is large enough to mobilize sediment, ripples 
will continue to grow until a stable “equilibrium” geometry is obtained at which point the 
sediment removed from the ripple is the same as that added. As long as the flow remains 
the same strength, the ripple will not change in wavelength, height, or orientation. 
However, when the forcing changes, the ripple is no longer in equilibrium with the flow 
and begins to adjust towards a new equilibrium configuration. The amount of time 
required for the ripple to attain the new geometry depends on the strength of the flow and 
whether or not the flow is steady [Davis et al., 2004; Voropayev et al., 1999; Soulsby and 
Whitehouse, 2005; Traykovski, 2007; and references therein].  
 A number of studies on the equilibrium geometry (η and λ) of ripples have been 
conducted over the past century. Many of the early studies were conducted in laboratory 
3 
settings [e.g. Yalin and Russell, 1962; Kennedy and Falcon, 1965; Lofquist, 1978; and 
others] as field measurements were difficult to obtain. Subsequently divers [e.g., Miller 
and Komar, 1980] conducted surveys followed by the deployment of underwater 
cameras. Over the past two decades, acoustic imaging via stationary sector scanning 
sonar systems have been used [e.g., Hay and Wilson, 1994; Traykovski et al., 1999; and 
others]. These new systems have allowed regular sampling over long deployments and 
have resulted in numerous databases of ripple geometries. As more data has been 
collected numerous methods have been developed to predict the equilibrium geometry for 
a specific forcing and sediment type [e.g., Nielsen, 1981; Van Rijn; 1993; 
Wikramanayake and Madsen; 1994; Grant and Madsen, 1982]; the various methods 
differ and often result in a wide range of predictions.   
 When ripples do not obtain equilibrium prior to the flow strength becoming too 
weak to mobilize sediment, the ripple becomes “frozen” and the geometry no longer 
changes due to waves or currents. These relict ripples can remain on the seabed for hours 
to months until the flow strength increases. While the flow does not alter the geometry, 
the ripple height does decay due to biological and diffusive processes [Hay 2008; 
Voulgaris and Morin, 2008]. Since these features can remain present on the seabed in a 
stable configuration for a long duration, their geometry can continue to influence 
turbulence and the mean flow structure. The prediction of this value is not as simple as 
assuming the previous equilibrium condition, since the ripple was likely not in 
equilibrium with the flow but in a transient stage. 
 During the transient stage, ripples actively adjust from one configuration to 
another, which may entail a change in wavelength and/or orientation. Most studies have 
4 
focused on the evolution of only ripple height and wavelength and these studies have 
found that the time required for adjustment depends on the strength of the flow and 
duration [Davis et al., 2004, Traykovski, 2007; references therein]. These studies have led 
to the development of time dependent models that predict the evolution of ripple 
wavelength and height from one equilibrium geometry to another. However, these 
predictors ignore the influence of a change in ripple orientation due to a new forcing 
direction. The model of Soulsby and Whitehouse [2005] predicts a gradual change in 
orientation; however, this adjustment does not result in a change in ripple height or 
wavelength. Furthermore, the Soulsby and Whitehouse [2005] model cannot predict the 
presence of multiple ripple trains and does not provide information about the irregularity. 
 In order to predict the spatial geometry and irregularity of transient and relict 
ripples, the response of ripple height and wavelength to a change in orientation needs to 
be taken into account. Since seabed roughness has been shown to depend on both ripple 
height, wavelength, and orientation, all of these parameters need to be accurately 
calculated.  
1.2. Scope of this Dissertation 
 The focus on this dissertation is the prediction of the temporal and spatial ripple 
evolution of ripple geometry and the influence of ripple irregularity on seabed roughness 
and sediment resupsension. In chapters 2 through 4, the temporal and spatial evolution of 
ripple geometry is examined. A new equilibrium ripple geometry model is developed in 
chapter 2. In chapter 3, the spatial configurations during various hydrodynamic forcing 
conditions are analyzed to determine which processes are important in the temporal 
evolution. In chapter 4, a new 2-D time dependent ripple model is developed which 
5 
addresses the ripple evolution observed in chapter 3. In chapters 5 and 6, the influence of 
ripple shape and geometry on turbulence and suspended sediment concentration is 
examined. A brief description of each chapter is given below. 
1.2.1. Chapter 2 
 In this chapter, a new equilibrium ripple model is developed through the 
compilation of existing ripple geometries published in literature and two new field sites 
further discussed in chapter 3. The analysis focuses on the performance of existing 
predictors and the fit of the combined data set to various hydrodynamic parameters. From 
this analysis a new equilibrium predictor is developed which best describes the data set 
for the range of hydrodynamics present in the data set. The questions addressed in the 
chapter are: 
(a) How well do existing equilibrium ripple models perform against the combined 
database? 
(b) Is there a difference between ripple geometry due to regular vs. irregular 
waves? 
(c) Which parameters scale best with equilibrium ripple geometry? 
1.2.2. Chapter 3 
 In this chapter, the temporal and spatial evolution of ripples is described for a 
variety of storm conditions. The spectral characteristics are used to describe the ripple 
irregularity and provide a quantitative means of defining ripple shape. The main 
questions addressed in the chapter are: 
 (a) Can ripple shapes be defined quantitatively from the seabed spectra? 
 (b) What are the important forcings controlling transient ripple evolution?   
6 
 (c) How do ripples respond to a change in wave direction? 
1.2.3. Chapter 4 
 In this chapter, a 2-D time variable ripple model is developed to predict the 
transient, relict, and equilibrium ripple geometries as a function of time as well as predict 
multiple ripple trains and seabed irregularity. The main questions addressed in this 
chapter are: 
(a) Can a 2-D spectral time dependent model accurately predict the spatial and 
temporal ripple evolution? 
(b) What are the strength and weakness of the model and is there an improvement 
over existing methods of predicting ripple geometry? 
1.2.4. Chapter 5 
 In this chapter, shear stresses are calculated using 3-D velocity time series. Drag 
coefficients are then calculated and compared to the ripple geometry and shape to 
determine which ripple characteristics are most important for calculating form drag. The 
main questions addressed in this chapter are: 
(a)  How do the estimates of shear stress using the eddy correlation and inertial 
dissipation method compare to each other? 
(b) Which ripple characteristic (η, λ, orientation, or shape) or combination is most 
responsible for the shear stress experienced by currents? 
1.2.5. Chapter 6 
 In this chapter, acoustic backscatter is converted to suspended sediment 
concentration. Their profiles are used to calculate reference concentrations and determine 
7 
the vertical extent of convective and diffusive sediment resuspension. The main questions 
addressed in this chapter are: 
(a) Does the spatial configuration of ripple influence the near bed reference 
concentration? 
 (b) Does the spatial configuration of ripples influence the shape of the sediment 
suspension profile? 
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CHAPTER 2 
 
PREDICTING WAVE-INDUCED RIPPLE EQUILIBRIUM GEOMETRY1  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1Nelson, T. R., G. Voulgaris, and P. Traykovski. 2013. Journal of Geophysical Research - 
Oceans, 118, 3202–3220. 
Reprinted here with permission of publisher. 
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2.1. Introduction 
 In the coastal ocean, ripples are formed by surface gravity waves travelling in 
water depths shallow enough for the oscillatory motion to be felt by the bed sediments. 
Once these oscillatory motions become large enough for the sediment grains to mobilize, 
the seabed begins to organize into a series of parallel ridges oriented perpendicular to the 
direction of wave propagation. These initial ripples have a small steepness (defined as the 
ratio of ripple height to wavelength) and are commonly known as rolling grain ripples 
[Bagnold, 1946]. Once the ripple steepness becomes greater than approximately 0.1, a 
vortex (eddy) forms on the lee side of the ripple that traps any sediment eroded from the 
ripple surface. Upon flow reversal, this sediment is ejected higher into the water column 
[Bagnold, 1946] contributing to increased sediment resuspension. In addition to their 
effect on resuspension, ripples play an important role in bottom friction as they affect 
turbulence levels and mean flow structure in the benthic boundary layer [e.g., Grant and 
Madsen, 1986] and also contribute to enhancing wave attenuation [e.g., Ardhuin et al., 
2003]. More recently, Madsen et al. [2010] showed that wave-induced ripples could also 
alter the direction of the mean current close to the seabed, possibly having implications 
on the overall direction of sediment transport. 
 Ripples can also act as a source (or sink) of seabed nutrients which are released to 
the overlying water column (or injected into the seabed) when they adjust their size, 
shape or are eroded during sheet flow conditions [e.g., Precht and Huettel, 2004]. Even 
under stable geometry, the pressure gradient forming between the high (stoss) and low
10 
pressure (lee) sides of the ripple can contribute to fluid permeating the ripple body 
thereby flushing out nutrients or contaminants trapped in the space between the 
sedimentary particles that constitute the ripple [Huettel et al., 1998; Rocha, 2008]. 
Furthermore, the presence of ripples affects the use of acoustics in the marine 
environment as they facilitate the penetration of acoustic waves in the seabed [Chotiros et 
al., 2002; Jackson et al., 2002; Thorsos and Richardson, 2002] a condition that improves 
the detection of buried objects. On the other hand, they provide a backscattering surface 
that complicates seabed classification using acoustic backscattering techniques [e.g., 
Voulgaris et al., 1992; Collins and Voulgaris, 1993].  
 Because of their importance, a number of studies have been carried out aiming at 
predicting the ripple dimensions for a given wave forcing. Earlier studies focused on 
identifying the geometric characteristics of ripples (wavelength and height) for a given 
wave orbital velocity, wave period and sediment size [e.g., Komar, 1974; Clifton, 1976; 
Nielsen, 1981; Grant and Madsen, 1982; and references therein] and produced models 
that predict ripple wavelength and height assuming that a final form has been achieved 
(equilibrium ripple geometry). More recently, time-variable ripple prediction models 
[e.g., Traykovski, 2007; Soulsby et al., 2012] have been developed that are able to predict 
ripple dimensions at any time independently if the ripples are in equilibrium or not. These 
models, based on sediment transport principles, assume that when the seabed is not in 
equilibrium with the hydrodynamic forcing, the ripple reorganizes itself in order to 
achieve the equilibrium conditions. As the wave forcing changes in time so does the 
ultimate geometry the seabed tries to achieve (the equilibrium conditions) and prediction 
of this intermediate geometry is the goal of the time dependent models which in turn 
11 
depends on the definition of the equilibrium ripple predictor. To date a large number of 
equilibrium models have been described in the literature. Table 1 shows the references of 
13 most commonly used predictors spanning the years 1981 to 2009 as well as the type of 
data they used for deriving their corresponding model.  
 The basis for many of the equilibrium ripple predictors is a set of dimensionless 
parameters based on the flow properties and sediment characteristics. This approach was 
first used by Yalin and Russell [1962] and further developed by others [Carstens et al., 
1969; Mogridge and Kamphuis, 1972; Dinger, 1974; Pedocchi and García, 2009a]. The 
parameters commonly include wave bottom orbital velocity (ub), wave period (T), median 
sediment grain diameter (D50), sediment density (ρs), density of fluid (ρw), and gravity 
(g). This has led to the development of the following non-dimensional parameters: 
 2 350 50 50   ,     ,   1    ,   1   ,   bT D u D s gD s                (2.1) 
where s=ρs/ρw, ν is the kinematic viscosity of the fluid and ϕ is the angle of repose which 
for sand is approximately equal to 32°. Various combinations of the above non-
dimensional numbers constitute the basis for many of the parameters commonly used in 
sediment dynamics such as the mobility number, the wave Reynolds number, the non-
dimensional sediment parameter, the wave period parameter, and the ratio of the wave 
orbital semi excursion to the sediment grain size (Ab/D50). A detailed description of the 
derivation of these parameters can be found in Pedocchi and García [2009a] while the 
corresponding equations are further described in section 2.2.  
 The plethora of equilibrium ripple predictors, the different scaling used between 
them and the lack of agreement amongst them emphasizes the point that the problem has 
not been resolved yet. The discrepancies could be attributed to differences in the data sets 
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used in the development of these models, with some of them being obtained in the field 
and others in the laboratory; the quality of the data and the accuracy of the assumption 
that the data used represent real equilibrium conditions. 
 Many of the early studies were primarily conducted in laboratory settings where 
the hydrodynamics can be easily controlled and ripples consistently observed [e.g., Yalin 
and Russell, 1962; Kennedy and Falcon, 1965; Carstens et al., 1969; Lofquist 1978). 
Later on, use of divers allowed for field observations under conditions conducive to the 
diver’s safety and water visibility [e.g., Inman, 1957; Miller and Komar, 1980]. 
Subsequently, such observations were automated using underwater cameras which 
allowed for regular sampling intervals but were hindered by reduced visibility during 
energetic conditions [e.g., Boyd et al., 1988; Powell et al., 2000; Xu, 2005, and references 
therein]. During the past two decades, the use of a stationary sector scanning sonar 
system has allowed for continuous sampling during long deployments regardless of water 
visibility [e.g., Hay and Wilson, 1994; Traykovski et al.,1999; Voulgaris and Morin, 
2008; Warner et al., 2012] and wave activity levels. This proliferation of ripple 
measurements and the collection of additional data allow for testing the performance of 
existing models, their improvement, and possibly the development of a new model that 
better predicts wave-induced ripples in the marine environment. 
 The objectives of this study are to: (i) assemble all existing data (field and 
laboratory) of equilibrium ripples in a common database with commonly described 
hydrodynamic forcing; (ii) enrich this database with additional information that has 
become available; (iii) use this enriched database to evaluate already developed models; 
and (iv) if possible, present a new model that better fits all the data available to date. This 
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is attempted by collecting existing data of ripple measurements from the published 
literature as well as including data from two new field experiments. All data assembled 
are presented in an electronic tabular form (see auxiliary material) for use by other 
investigators and enrichment over time as new data become available.  
 The manuscript organization is so that section 2.2 presents a brief overview of the 
most widely used equilibrium ripple predictors. This is followed with a presentation of 
the ripple database and the source of the data (section 2.3). In section 2.4, an evaluation 
of the existing predictors against all the data assembled is carried out, while a discussion 
of their performance together with a new formulation is presented in section 2.5. Finally, 
in section 2.6 the conclusions of the study are presented.  
2.2. Existing Equilibrium Models 
 In this section, selective existing equilibrium models (see Table 2.1) are briefly 
presented. The main criterion for their selection was their wide application in the 
literature and their diversity in terms of forcing parameters used. All of the models 
presented relate the ripple height and/or wavelength to hydrodynamic conditions usually 
normalized by parameters describing the sedimentary particles. At this junction it should 
be noted that different investigators have been defining the bottom orbital velocity 
parameter differently depending on the method they used to make their estimates (i.e., 
from direct velocity time-series or wave height measurements) and the statistical 
representation adopted. For example ub in Wikramanayake and Madsen [1994] 
corresponds to standard deviation (σ) of oscillatory velocity, while in Grant and Madsen 
[1982] and Styles and Glenn [2002] the same parameter corresponds to amplitude of 
bottom orbital velocity which is defined as the √2𝜎. On the other hand, orbital velocities 
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derived from significant wave height measurements correspond to 2∙σ [e.g., Traykovski et 
al., 1999; Wiberg and Sherwood, 2008]. In order to avoid confusion, the parameters used  
 
Table 2.1. Equilibrium ripple predictors examined in this study. 
 
Model Reference Parameters Data Type 
NF Nielsen [1981]  Mobility No. Field 
NL Nielsen [1981]  
Mobility No. 
Shields parameter 
Lab 
GM Grant and Madsen [1982] 
Shields parameter 
Dimensionless sediment 
parameter 
Lab 
Vr Van Rijn [1993] Mobility No. Field 
MO Mogridge et al. [1994] Period parameter Lab & Field 
WH Wiberg and Harris [1994] 
Orbital diameter 
Grain diameter 
Lab & Field 
WM 
Wikramanayake and 
Madsen [1994] 
Mobility No. 
Dimensionless sediment 
parameter 
Field 
SG Styles and Glenn [2002] 
Mobility No. 
Dimensionless sediment 
parameter 
Field 
FF Faraci and Foti [2002] 
Wave Reynolds No.  
Sediment Reynolds No. 
Mobility No. 
Lab 
GK 
Grasmeijer and Kleinhans 
[2004] 
Mobility No. Field 
SW 
Soulsby and Whitehouse 
[2005] 
Orbital amplitude 
Grain diameter 
Lab & Field 
Tr Traykovski [2007] 
Orbital diameter 
Settling velocity 
Radian wave frequency 
Orbital velocity 
Field 
PG 
Pedocchi and García 
[2009a] 
Dimensionless particle size 
Orbital velocity 
Settling velocity 
Lab & Field 
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through the adoption of appropriate subscripts are used that reveal the method of 
estimation as well as the relationship between different parameters (see Table 2.2).  
 
Table 2.2. Definitions and subscripts used for wave statistics.  
 
Subscript Velocitya Wave height 
rms ub,rms=(σu2+σv2)1/2 0.5∙Hsig 
eq(br) ub,eq=[2 ∙ (σu2+σv2)]1/2 Hrms=∙Hsig/√2 
1/3 ub,1/3=2 ∙ (σu2+σv2)1/2 Hsig 
1/10 ub,1/10=1.27 ∙ 2 ∙ (σu2+σv2)1/2 H1/10=1.27∙H1/3 
                aσu2 and σv2 denote variance of wave induced velocity. 
 
 In the remainder of this section, the existing equilibrium models are described in 
sub-sections organized by the main parameter used in the model.  
2.2.1. Mobility Number 
 One of the most common non-dimensional parameters used to determine ripple 
geometry is the mobility number (ψ), which represents the ratio of mobilizing forces 
acting on the sediment to the stabilizing forces: 
 2 501bu s g D                     (2.2) 
where s is the normalized sediment density, g is the acceleration due to gravity and D50 is 
the median particle size. 
 Nielsen [1981], proposed two sets of equations based on field/irregular and 
laboratory/regular wave conditions denoted as NF and NL, respectively. The equations 
developed for the regular monochromatic wave generated ripples were based on the 
studies of Yalin and Russell [1962], Kennedy and Falcon [1965], Carstens et al. [1969], 
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Mogridge and Kamphuis [1972], Dingler [1974], Nielsen [1979] and used laboratory data 
from the Danish Hydraulic Institute. Nielsen [1981] found these ripples to be best 
described by the equations: 
,1/3 1/30.275 0.022bA                  (2.3) 
0.34
,1/3 1/32.2 0.345bA                  (2.4) 
where Ab is the wave orbital amplitude (=2π∙ub/T) and T is the wave period. 
 For field conditions, Nielsen [1981] used data collected from Inman [1957], 
Dingler [1974], and Miller and Komar [1980] to propose the following set of equations: 
1.85
,1/3 1/3 1/3  21 ,        10bA  
               (2.5) 
   8 7,1/3 1/3 1/3693 0.37 1000 0.75bA exp ln ln                       (2.6) 
For ψ1/3 < 10, Nielsen [1981] recommends using the ripple height from equation (2.3). 
Nielsen [1981] also proposed a set of equations for ripple steepness based on the Shields 
parameter, which is further discussed in section 2.3. 
 Van Rijn [1993] (Vr), also noted the potential scaling of ripple geometry with the 
mobility number. He used ripple dimensions measured under irregular waves from Inman 
[1957], Dingler [1974], Ribberink and Van Rijn [1987], Nieuwjaar and Van der Kaay 
[1987] and Van Rijn [1987] and he suggested that equilibrium ripple geometry can be 
predicted by: 
 
1/3
5,1/3 13
1/3 1/3
0.22                               ,         10    
 
2.8 10 250    ,  1 0 250
bA


 

 
   
            (2.7) 
 
1/3
2.57
1/3 1/3
0.18                                ,              10
     
2.0 10 250   ,    10 250

 
 

 
   
            (2.8) 
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 Grasmeijer and Kleinhans [2004] (GK) analyzed the ripple measurements of 
Inman [1957], Van Rijn et al. [1993], Van Rijn and Havinga [1995], Grasmeijer and Van 
Rijn [1999] and Hanes et al. [2001] as well as their own data collected off the coast of 
Egmond aan Zee, Netherlands, and to suggest that: 
0.5
1/3 1/3
,1/3 1
1/3 1/3
0.275 0.022         ,  10
 
2                             ,  10
bA
 

 
   
 
 
                (2.9) 
1/3
0.221
1/3 1/3
0.14                                ,  10
     
0.078 0.355    ,  10

 
 

 
   
           (2.10) 
 One commonality between the latter two models (i.e., Vr and GK) is that wave 
steepness is assumed to be constant (0.14 and 0.18 for the GK and Vr models, 
respectively) for low energy flows while it decreases under more energetic wave activity. 
2.2.2. Mobility Number & Dimensionless Sediment Parameter 
 Another non-dimensional parameter used to determine ripple geometry is the ratio 
of the mobility number (ψ) and the dimensionless sediment parameter (S*) with the latter 
being defined as: 
  3* 501 4  S s g D                 (2.11) 
 This parameter was first proposed by Wikramanayake and Madsen [1994] and 
later adopted by Styles and Glenn [2002]. In addition to taking into account the sediment 
properties and orbital wave forcing, this parameter also accounts for water viscosity (ν) 
and therefore requires knowledge of the water temperature, salinity and pressure (i.e., 
water depth). 
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 Wikramanayake and Madsen [1994] (WM) utilized the data from the field 
measurements of Inman [1957], Miller and Komar [1980] and Nielsen [1984] and 
suggested the following equations to predict ripple height and wavelength: 
 
 
1/2
* *
, 1.1
* *
0.27 / ,    / 3
0.52 /  ,    / 3
rms rms
b rms
rms rms
S S
A
S S
 

 


 
 

            (2.12) 
and 
 
 
1/2
* *
, 0.7
* *
1.70 /  ,  / 3
2.10 / ,    / 3
rms rms
b rms
rms rms
S S
A
S S
 

 


 
 

             (2.13) 
 Equations (2.12) and (2.13) were later revised by Styles and Glenn [2002] (SG) 
who incorporated additional field data from Wiberg and Harris [1994] and Traykovski et 
al. [1999] to derive an improved fit between data and model so that: 
 
 
0.38
* *
, 1.1
* *
0.30 /  ,  / 2
0.48 /    ,  / 2
eq eq
b eq
eq eq
S S
A
S S
 

 


 
 
 

           (2.14) 
 
 
0.30
* *
, 0.82
* *
1.95 /  ,  / 2
2.80 /  ,  / 2
eq eq
b eq
eq eq
S S
A
S S
 

 


 
 
 

            (2.15) 
where ψeq is the mobility number attained from calculating ub using the root mean square 
(rms) wave height (or √2 times the variance of flow velocity). At this juncture, it should 
be noted that equations (2.14) and (2.15) vary slightly from those in the original 
manuscript of Styles and Glenn [2002] due to a typographical error in the original 
manuscript [Styles, pers. comm.]. 
2.2.3. Shields Parameter Based Equilibrium Models 
 While Nielsen [1981] found that ripple wavelength and height were best described 
by the mobility number, he proposed a separate equation for steepness, which is based on 
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the wave Shields parameter (θ) [Shields, 1936]. For regular laboratory waves, Nielsen 
[1981] suggested: 
1.5
1/30.182 0.24              (2.16) 
while for irregular field waves, he proposed: 
4
1/30.342 0.34              (2.17) 
where θ is defined as: 
 2 500.5 1w bf u s g D                  (2.18) 
with the wave friction coefficient (fw) defined as [Jonsson, 1966]:  
   
 
0.194
50 50
50
5.213 2.5 / 5.977     , / 2.5 1.57
0.3                                                            , / 2.5 1.57
b b
w
b
exp D A A D
f
A D
      
  
      (2.19) 
 Grant and Madsen [1982] (GM) utilized data from Carstens et al. [1969] and 
found a relationship between the Shields parameter and ripple dimensions that defines 
increasing ripple wavelengths with increasing Shields parameter value up to 1.8∙S*2 and 
decreasing wavelengths thereafter. This led to a new set of equations for the prediction of 
equilibrium ripples: 
 
 
0.16
2
*
, 1.5
0.6 2
* *
0.22 /             ,    / 1.8
0.48 /       ,    / 1.8
eq cr eq cr
b eq
eq cr eq cr
S
A
S S
   

   


   
 
    
      (2.20) 
 
 
0.04
2
*
1.0
0.6 2
* *
0.16 /             ,    / 1.8
  
0.28 /       ,    / 1.8
eq cr eq cr
eq cr eq cr
S
S S
   
 
   


   
 
    
       (2.21) 
where θcr is the critical Shields parameter for sediment mobility. 
20 
2.2.4. Period Parameter 
 Mogridge et al. [1994] (MO) used the data of Bagnold [1946], Inman [1957], 
Yalin and Russell [1962], Kennedy [1965], Horikawa [1967], Carstens et al. [1969], 
Mogridge  [1972], Dingler [1974], Miller and Komar [1980], and Willis [1993] to 
develop a set of equations that provide an upper limit on the ripple dimensions rather than 
an actual prediction. These upper limits were related to a newly defined parameter χ as 
follows: 
0.039678.542 10.822
50 10D
           (2.22) 
0.02054
7
50 13.373 13.772  7
1,394                ,   1.5 10
10 ,   1.5 10
D





 
  
 
         (2.23) 
where χ relates sediment size to wave period as follows: 
 250w sD g T                (2.24) 
 While Nielsen [1981] argued that this parameter does not have any physical 
meaning, Mogridge et al. [1994] suggested that the wave period directly reflects 
velocities, accelerations, and forces of the oscillatory motion. Mogridge et al. [1994] 
found η/D50 to be accurately described by a single equation; however, the ripple 
wavelength diverges at χ values smaller than 1.5×10-5. They found that field data best 
conforms to a constant λ/D50 value of 1,394. 
2.2.5. Orbital Excursion and Grain Size 
 Another parameter widely used to predict ripple dimensions is the wave orbital 
excursion (do=2Ab) normalized by the sediment grain diameter (do/D50). Clifton [1976] 
and Clifton and Dingler [1984] first observed a dependence of ripple characteristics to 
different parameters depending on the value of the ratio of wave orbital excursion to 
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grain size (do /D50). For smaller values of do /D50, these orbital ripples have a wavelength 
that scales with the wave orbital diameter.  
 Wiberg and Harris [1994] proposed a set of equations based on orbital-suborbital-
anorbital classification scheme using laboratory and field data from Inman [1957], 
Kennedy and Falcon [1965], Carstens et al. [1969], Mogridge and Kamphuis [1972], and 
Dingler [1974]. The original Wiberg and Harris [1994] model requires an iterative 
approach but Malarkey and Davies [2003] presented a modification that simplifies the 
estimation of ripple characteristics:  
 ,1/3 1 2 3 ,1/3o od exp C C C ln d              (2.25) 
 
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 
 
   
        
   
 ,1/3                                      ,  / 100o anod 





   (2.26) 
where do,1/3/ηano is calculated using equation (2.25) with λ=λano=535∙D50, C1=7.59, 
C2=33.60, C3=10.53, d o,1/3 is the significant wave orbital diameter, (ano) indicates the 
anorbital ripple geometry and the equilibrium η is found using λ in equation (2.25). 
 Soulsby and Whitehouse [2005] (SW) used data from an extensive database of 
published ripple dimensions, including the ones mentioned above, to suggest that scaling 
of ripple geometry characteristics with the ratio of wave orbital semi-excursion of the 
highest 1/10 velocities (Ab,1/10=1.27∙Ab,1/3) to the median particle diameter (D50) provides 
the least scatter suggesting: 
  
1
1.5
3 4
,1/10 ,1/10 50 ,1/10 501 1.87 10 / 1 2 10 /b b bA A D exp A D

  
  
 
         
   (2.27) 
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  3.550 ,1/100.15 1 5000 bexp D A               (2.28) 
2.2.6. Orbital Excursion (do) and ws/ω 
 Similar to the predictors described above, Traykovski [2007] also noted that 
ripples do tend to scale with orbital diameter. However, his predictor assumes that the 
cutoff for orbital ripples (i.e., where ripples scale with the orbital diameter) occurs at a 
value of ub,1/3/ws ≤ 4.2. Above this value, the ripples scale as a function of sediment 
settling velocity (ws) and wave radian frequency (ω=2π/T). Traykovski [2007] found 
strong agreement between ripples observed off the coast of Martha’s Vineyard 
[Traykovski et al., 1999; Traykovski, 2007], using the following set of equations: 
,1/3 ,1/3
,1/3
0.75             ,     / 4.2
6.3 /             ,     / 4.2
o b s
s b s
d u w
w u w


 
 
         (2.29) 
where ws is the particle settling velocity calculated from Gibbs et al. [1971]. Assuming a 
constant value for ripple steepness of η/λ = 0.16, the ripple equilibrium height is obtained 
as: 
,1/3 ,1/3
,1/3
0.12              ,     / 4.2
1.008 /           ,     / 4.2
o b s
s b s
d u w
w u w


 
 
         (2.30) 
 It is worth noting that according to equations (2.29) and (2.30), for ub,1/3/ws>4.2, 
ripple geometry depends solely on wave period and sediment settling velocity. This 
follows the observations of Mogridge et al. [1994] and might explain some of the scatter 
and different trends observed in their predictor. 
2.2.7. Reynolds Numbers 
 Faraci and Foti [2002] (FF) derived a relationship based on the wave (Rew) and 
sediment (Red) Reynolds numbers, respectively defined as: 
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,1/3 ,1/3w b bRe u A             (2.31) 
,1/3 50d bRe u D             (2.32) 
 Using ripple geometry data from wave tank experiments with both 
monochromatic and irregular waves, they developed the following expressions for ripple 
wavelength and height: 
0.68
,1/3 12.0613b d wA Re Re
  
        (2.33) 
   1 2 0.5,1/3 1 31 0.022 0.275 0.0076 0.1681b wA exp Re               (2.34) 
 Although they found the measured ripple steepness to agree with Nielsen [1979], 
they also noticed that the average steepness was 0.18, which corresponds to fully 
developed vortex ripples. They suggested that ripple steepness must depend on the angle 
of repose (ϕ) and recommended, as in Nielsen [1979, 1981], that:  
0.32 tan                 (2.35) 
which leads to η/λ=0.185 if an angle of repose of 30° is assumed. 
2.2.8. Orbital Velocity / Settling Velocity  
 Pedocchi and García [2009a] used published ripple dimension data as well as 
data from a wave tunnel experiment [Pedocchi and García, 2009b] to suggest that ripple 
dimensions should be related to the ratio of ub,1/3/ws for three different grain size regimes 
based on the particle Reynolds number (Rep). The latter relates to the dimensionless 
particle size parameter (S*) as follows: 
  350 *1 4pRe s gD S            (2.36) 
 Their study led to the following sets of equations: 
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     (2.38) 
where ws is the particle settling velocity calculated using the method of Dietrich (1982). 
These equations are divided into three grain size regions with Rep=13 corresponding to 
220 μm and Rep=9 corresponding to 177 μm at 20°C. 
2.3. Data Availability 
2.3.1. Existing Data Sources 
 Numerous experiments on oscillatory flow ripples have been carried out over the 
years resulting in a large number of ripple wavelength and height data for a variety of 
wave conditions and sediment sizes. Various subsets of these data were used in the 
development of the equilibrium prediction models described in section 2.2. As part of this 
study, all data available (see Table 2.3) are compiled into a single database to be used for 
the production of a more comprehensive formulation for ripple equilibrium dimensions 
that is not experiment or site specific. The ripple geometry data found in the literature 
include descriptions of hydrodynamic forcing, sediment type and ripple dimensions; 
however, not all sources provide the same parameters and for this reason, all 
hydrodynamic data have been converted to commonly defined parameters:  significant 
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orbital velocity (ub,1/3), wave period (T), median grain diameter (D50), water temperature 
(Temp), water density (ρw), sediment density (ρs), water depth (h), salinity (S), ripple 
wavelength (λ) and ripple height (η). For the experiments where wave forcing was listed 
as wave height alone, the significant (1/3) bottom orbital velocity was calculated using 
linear wave theory:  
 ,1/3 1/3 2 sinhbu H kh              (2.39) 
where ω is the wave radial frequency, H1/3 is the significant wave height, k is the 
wavenumber, and h is the local water depth.  
 Another parameter, which is often omitted but required by several of the 
predictors presented in section 2.2, is the water viscosity (ν). When water temperature, 
salinity, and water depth data are provided, the viscosity is calculated from these values, 
otherwise a water temperature of 20°C and a salinity of 0 is assumed for laboratory 
experiments. For field experiments, temperature and salinity information obtained at a 
nearby buoy from the national data buoy center (http://www.ndbc.noaa.gov/) is used. 
When no historical data exist, an average (climatological) value of water temperature for 
the specified month(s) of the experiment is taken and if no salinity is recorded, a value of 
35 psu is assumed.  
2.3.2. New Data Sources 
 In addition to the existing data described above, new data sets from two 
experimental sites, representing different wave environments and sediment 
characteristics, are also included in this database and subsequent analysis. Both sites are 
located in the South Atlantic Bight offshore South Carolina and Georgia (USA),  
  
  
Table 2.3. Data sources used in this study.  
 
Source Setup Wave 
Cond.a 
s = ρs/ρw T 
(s) 
ub,1/3 
(cm/s) 
Depth 
(m) 
λ 
(cm) 
η 
(cm) 
Inman [1957] Field IRG 2.65 0.5-16 10-310 0.03-33.5 4.3-125 0.5-22.9 
Yalin and Russell [1962] Flume REG 
1.48, 1.19, 
2.7 
1-4.3 9.5-50.5 0.7 2-15.2 N/A 
Kennedy and Flacon [1965] Flume REG 
1.03, 1.35, 
2.67 
1.1-7.3 0.6-42.1 0.4-5.8 1.7-8.6 0.1-1.7 
Carstens et al. [1969] Tunnel REG 2.47 - 2.65 3.3-3.8 12.9-79.6 0.3 8.8-46.3 0.5-6.9 
Mogridge and Kamphuis [1972] 
Tunnel  
Flume 
REG 2.65 1-14.1 1.4-68.5 1.2 3-101.7 0.4-18.4 
Dingler [1974] 
Field 
Tunnel 
IRG 
REG 
2.65 
2.65 
6.9-13.9 
1.7-5 
19.8-127.3 
14-68 
0.5-8 
1.2,1.7 
7.2-79 
6.9-39 
0.1-13.5 
0.8-6.3 
Lofquist [1978] Tunnel REG 2.65 1.6-16 17.7-77.1 0.3 3.8-72.5 1.6-15.5 
Nielsen [1979] Flume REG 2.65 1, 1.3, 1.7, 3 6.3-51.3 0.4 2.5-46 0.4-2.7 
Miller and Komar [1980] Field IRG 2.65 6-18.2 4-158.5 3.1-32.9 7.6-27.1 N/A 
Bosman [1981] Tunnel REG 2.65 0.5-20 13-78 0.4 1.7-30 0.4-4.5 
Du Toit and Van Rijn [1981] Flume REG 2.65 3.2-5.8 8.8-27.7 0.48 6.5-25.3 1-4.4 
Hayakawa et al. [1983] Tunnel REG 2.65 4,5,6 31.5-54.7 N/A 25.7-34.1 2.7-3.8 
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Nielsen [1984] Field IRG 2.65 5.3-14.4 39.1-113.6 0.8-1.8 5-150 0.5-20 
Steetzel [1984] Tunnel 
REG 
IRG 
2.65 3-7 20-50 N/A 13-31.5 2-4.5 
Sakakiyama et al. [1985] Flume REG 2.65 3-12 17-197 N/A 14.3-148 1.9-11.7 
Nieuwjaar and van der Kaay 
[1987] 
Tunnel IRG 2.65 2.4,2.5 21.2-47.6 N/A 8.5-9.3 1.1-1.8 
Ribberink et al. [1987] Tunnel IRG 2.65 2-5 38.5-71.3 N/A 8-13.5 1-1.8 
Boyd et al. [1988] Field IRG 2.65 3.1-11.4 6.4-121.6 9.6-12.5 7-24 N/A 
Van Rijn [1987] Tunnel IRG 2.65 4.6-6.3 62.2-178.2 N/A 20 0.1-2 
Southard et al. [1990] Duct REG 2.65 3.1-19.3 10-100 0.2 12-196 2.1-23.9 
Van Rijn [1993] Flume IRG 2.65 2.2-2.7 13.7-36.1 0.5 6-20 0.6-2.9 
Ribberink and Al-Salem [1994] Tunnel REG 2.65 2-12 20-150 0.8 8.4-270 0.3-35 
Van Rijn & Havinga [1995] Basin 
REG 
IRG 
2.65 2.1-2.3 14.4-29.9 0.4 5.9-11.1 0.6-1.4 
Li & Amos [1998] Field IRG 2.65 8-12.8 1.9-28.8 38.7-40 7.7-15.4 0.8-2.2 
Grasmeijer and Van Rijn [1999] Flume IRG 2.65 2.3 27-52.1 0.3-0.6 3.8-8.3 0.5-1.3 
Hume et al. [1999] Field IRG 2.65 11 20-75 25 40-90 3-13 
Traykovski et al. [1999] Field IRG 2.65 5.1-14.3 4.6-49.2 11.8-13.7 36.7-107 N/A 
Doucette [2000] Field IRG 2.65 4.7-12.2 17-102.8 0.3-1.7 5-70 0.5-11 
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Khelifa and Ouellet [2000] Basin REG 2.65 0.9-1.4 8.2-25.5 0.3 2.8-12.1 0.4-1.7 
Williams et al. [2000] Flume REG 2.65 3.5-5 19-69 6.5 8-35 1.5-6 
Faraci and Foti [2001] Flume REG 
IRG 
1.2, 
2.65 
1.3-4.2 5.4-86 0.2,0.3 3.7-12 0.4-2.1 
Hanes et al. [2001] Field IRG 2.65 7.1-19.7 9.2-271.8 1.6-6.8 6-270 0.4-9.9 
O’Donoghue and Clubb [2001] Tunnel REG 
IRG 
2.65 2-15 18-106 0.6 6-121 0.9-
19.4 
Ardhuin et al. [2002] Field IRG 2.65 11.4-13.8 37-67 19.7-
27.6 
77-137 N/A 
Doucette [2002] Field IRG 2.65 2.2-12.2 15.6-59.1 0.2-1.1 8-91 2-14 
Faraci and Foti [2002] Flume REG 
IRG 
2.65 1.3-4.2 12.7-35 0.3 4.4-10.7 0.7-2.1 
Sleath and Walbridge [2002] Tunnel REG 2.65 2.8-6.8 8-164 0.3 10-50 1.7-9 
Thorne et al. [2002] Flume IRG 2.65 4-6 25.7-65.8 4.5 26.2-51.3 4-6.5 
Grasmeijer and Kleinhans [2004] Field IRG 2.65 4-10.5 23-98.5 2 19-200 0.7-10 
Williams et al. [2004] Flume IRG 2.65 4-6 13.1-
102.6 
4,4.5 20-104 1-7 
Dumas et al. [2005] Tunnel REG 2.65 7.9-11 20.1-
165.3 
0.7 6.5-723.8 0.4-
53.2 
Smith & Sleath [2005] Tray REG 2.65 0.9-3.8 15.6-49 0.4 3.5-30.7 0.3-4.1 
Xu [2005] Field IRG 2.65 8.8-18.3 15.6-43.8 15 4.6-7.5 N/A 
Brown [2006] Flume REG 
IRG 
2.65 4,6,8 26.5-66.8 4.6 5.5-23 0.2-2.3 
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Doucette and O’Donoghue [2006] Tunnel 
REG 
IRG 
2.65 2-12.5 29.8-146.6 0.5 8.7-82.3 1.3-12.8 
O’Donoghue et al. [2006] Tunnel 
REG 
IRG 
2.65 3.1-12.5 27-88 0.5,0.8 11.4-110.7 1.5-13.9 
Traykovski [2007] 
Martha's Vineyard Coastal 
Observatory 2002 
                     2005 
 
Field 
Field 
 
IRG 
IRG 
 
2.65 
2.65 
 
1-12.9 
6.2-11.6 
 
5.5-133.1 
12-80.9 
 
12-13.9 
12.3-13.7 
 
10-127 
39.4-127.8 
 
N/A 
2.9-16.6 
Pedocchi and García [2009b] Tunnel REG 2.65 2-25 20-100 0.6 5-180 0.6-19 
This Study 
Long Bay, SC 
Georgia Shelf 
 
Field 
Field 
 
IRG 
IRG 
 
2.65 
2.65 
 
4.8-12.7 
6.5-12.3 
 
6.6-43.9 
3.1-45.6 
 
8.2-10.6 
26.1-29 
 
7-22.4 
9.5-75.8 
 
N/A 
N/A 
aREG (IRG) denote regular (irregular) wave conditions. 
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respectively. The first field data set is from the shelf on the northern part of South 
Carolina (USA) off Long Bay (33° 43.35’N, 78° 46.75’W) (Figure 2.1). These data were 
collected as part of the U.S. Geological Survey’s South Carolina Coastal Erosion Study, 
which took place from October 2003 to April 2004 [Sullivan et al., 2006; Schwab et al., 
2009; Warner et al., 2012]. The seabed sediment at this site consists of fine to medium 
quartz sand with a median grain diameter (D50) of 177 μm. Data from the period 30 
January 2004 to 15 March 2004 is used in this study as this provides the most complete 
record of hydrodynamic and bedform wavelength data. The second data set is from the 
continental shelf off the coast of Georgia, USA (31° 22.343’N, 80° 34.073’W) (Figure 
2.2). The seabed at this site consists of medium to coarse sand with a mean diameter of 
388 μm. Two periods of simultaneous hydrodynamic and bedform imagery data 
collection is used, corresponding to 16 September 2007 to 7 October 2007 and 13 
December 2007 to 15 February 2008. These periods include several sediment 
mobilization events where bedforms change dimension and orientation (Figure 2.2). The 
detailed description of the experimental setup, hydrodynamic conditions, ripple evolution 
description as well as the methodologies used are presented in detail in chapter 3 and in 
Voulgaris and Morin [2008]. It should be noted that these data sets do not contain any 
ripple height observations and are limited to wavelength information only. 
2.3.3. Equilibrium Ripple Criterion 
 Some of the data sources contain measurements of mega ripples with wavelengths 
of up to 8 m; since this study focuses on wave ripples only, any ripples with wavelengths 
greater than 1.5 m have been excluded from further analysis. A smaller cutoff of 1 m is 
applied to laboratory data as most of the larger ripples were the result of scaled  
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Figure 2.1. Time series of data collected in Long Bay, South Carolina (USA) during 
2004: (a) significant wave orbital velocity (black) and wave period (gray); (b) wave 
Shields parameter (black) and critical Shields parameter (gray); (c) measured ripple 
wavelength. The shaded areas indicate periods when 0<dθ/dt<0.1∙θ1/3 (t)/Tk(t) and 
θ1/3>1.5θcr (see text). 
 
 
 
Figure 2.2. Time series of data collected in the South Atlantic Bight off Georgia 
(USA) during 2007-2008: (a) significant wave orbital velocity (black) and wave 
period (gray); (b) wave Shields parameter (black) and critical Shields parameter 
(gray); and (c) measured ripple wavelength. The shaded areas indicate periods when 
0<dθ/dt<0.1∙θ1/3 (t)/Tk(t) and θ1/3>1.5θcr (see text). 
 
experiments carried out at high water temperature (~60°C) [e.g., Southard et al., 1990; 
Dumas et al., 2005]. The following criteria were used to ensure that the data used 
represent equilibrium conditions with the flow. Since laboratory experiments are run until 
the ripples no longer show any significant change, any laboratory experiments with a 
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Shields parameter greater than the critical Shields parameter for sediment motion 
(θ1/3>θcr), is assumed to represent ripples in equilibrium with the flow. For field 
conditions, where an objective definition of equilibrium is difficult without information 
of the time history of the ripple evolution, only ripple data corresponding to θ1/3>2∙θcr are 
considered to be in equilibrium. For the cases where time history of the ripple evolution 
is known (Traykovski et al. [1999], Traykovski [2007] and the data discussed in section 
2.3.2), equilibrium ripples were identified as those recorded during periods where the 
hydrodynamic forcing (i.e., excess Shields parameter) does not change significantly over 
the time required for a ripple to adjust itself to the given hydrodynamic forcing. This 
corresponds to the time scale (Tk) given in Traykovski [2007, equation (9)] and it is a 
function of the Shields parameter (θ1/3). Thus only ripple data corresponding to 
conditions where 0<dθ1/3/dt<0.1∙θ1/3(t)/Tk(t) are assumed to be in equilibrium with the 
flow. A further criterion of θ1/3>1.5∙θcr was applied to eliminated low energy conditions 
where the bed may only experience intermittent sediment mobilization during a wave 
group and hence would require more time than what the time scale Tk predicts. 
 The database developed from all sources of data described in the previous two 
sections includes ripple data from experiments conducted with both 
regular/monochromatic waves and irregular/random waves, with the former consisting of 
data from laboratory experiments only. After applying the wavelength and equilibrium 
criteria, the regular wave data set left consists of 1,145 measurements of wavelength and 
1,049 measurements of ripple steepness. The irregular wave data set consists of all field 
data and a few laboratory experiments (see Table 2.3) resulting in 1,765 measurements of 
wavelength and 699 measurements of ripple steepness. The distribution of ripple 
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dimensions (height and wavelength), hydrodynamic conditions (wave period, orbital 
velocity and bottom excursion), and grain sizes incorporated in this data set are shown in 
Figure 2.3. The combination of regular and irregular wave data results in a total of 2,910 
measurements of ripple wavelength and 1,748 measurements of ripple steepness. 
 
 
 
Figure 2.3. Frequency distribution of range of values 
for parameters representing hydrodynamic forcing 
and ripple dimensions for the ripple data sets 
compiled for this study (N=2,968). Data 
corresponding to regular (REG) and irregular (IRG) 
conditions are shown as stacked bars. For symbols, 
see text.  
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2.4. Results 
 In this section, all previously published and the newly collected data that have 
passed the equilibrium criteria are used to evaluate the predictors presented in section 2.2. 
2.4.1. Mobility Number based Equilibrium Models 
 The predictions of equilibrium ripple length, height and steepness using the 
mobility number based models (i.e., NF, NL, Vr and GK) are plotted against the 
observations in Figure 2.4. All ripple dimensions have been normalized by the bottom 
orbital semi-excursion (Ab,1/3).  
 It is worth noting that all four models converge for ψ1/3 < 10 predicting a nearly 
constant value indicating a sole dependence of ripple dimensions on Ab. However, this 
trend is not supported by the data, which show a gradually increasing λ/Ab ratio for 
decreasing ψ1/3. The ripple wavelength data (see Figure 2.4a) suggests either an inverse 
relationship between normalized wavelength and ψ1/3 or a constant value that should be 
larger than that predicted by these models. For ψ1/3 > 10, the models start deviating from 
each other with the irregular wave data suggesting two trends. One trend follows the 
predictors of NL, Vr, and to an extent, that of GK while the remaining data follow that of 
NF and yield a smaller λ/Ab,1/3 ratio value for the same ψ1/3. This deviation was also noted 
by Nielsen [1981], who attributed it to differences between laboratory/regular vs. 
field/irregular waves. However, this is not the case in here, as ripples under different 
wave forcing appear to follow either trend without a specific reference to 
regular/irregular forcing or sediment size.  
 The normalized ripple height (see Figure 2.4b) also follows the trend of 
decreasing η/Ab,1/3 with increasing ψ1/3 although there are fewer measurements for height  
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Figure 2.4. Scatter plot of (a) normalized ripple wavelength (λ/Ab,1/3), 
(b) normalized ripple height (η/Ab,1/3) and (c) ripple steepness (η/λ) 
against mobility number (ψ1/3). Key: REG: regular wave ripples; IRG: 
irregular wave ripples; NL: Nielsen [1981] model for regular waves; 
NF: Nielsen [1981] model for irregular waves; Vr: Van Rijn [1993] 
model; GK: Grasmeijer and Kleinhans [2004] model. 
 
than for wavelength. All of the predictors fail to yield an accurate ripple height for larger 
values of ψ1/3. NF predicts a smaller height than observed while NL and Vr yield a flat 
bed at these larger values and the GK method yields increasing and exceptionally large 
ripple heights (for ψ1/3>900). The steepness of these ripples estimated from the individual 
predictions of η and λ (see equations (2.3) to (2.6)) is shown in Figure 2.4c whereas with 
wavelength and height, two trends emerge. One trend suggests a nearly constant 
steepness of ~0.15, for ψ1/3<10 which is successfully predicted by the models. However, 
there is significant scatter at larger values of ψ1/3 with some ripples maintaining a 
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steepness of ~0.15 while others show a decrease in steepness with higher values of ψ1/3. 
There is no clear distinction between regular and irregular wave induced ripples. 
2.4.2. Mobility Number & Sediment Parameter 
 Both predictors of Wikramanayake and Madsen [1994, WM] and Styles and 
Glenn [2002, SG], based on the ratio of the mobility number to the non-dimensional 
sediment parameter, are shown in Figure 2.5. This ratio reduces some of the scatter and 
the dual trend in ripple wavelength observed with the predictors presented in the previous 
section. This is attributed mainly to the fact that this formulation accounts for differences 
in sediment size found in the data. The overall trend is a decreasing λ/Ab value for 
increasing ratio of ψ/S*, with a greater rate of decrease for ψrms/S*>3 for WM and 
ψeq/S*>2 for SG. However, while the ripples tend to scale with ψ/ S*, the cutoff values of 
2 and 3 used by these models are too small as the data suggest values between 8 and 9. 
 For non-dimensional height, both predictors capture the slope of the data for 
ψrms/S*>3 and ψeq/S*>2, while for smaller values of ψ/S*, the predictors overestimate the 
rate of decrease. Ripple steepness (Figures 2.6c and f) suggest that some ripples maintain 
a nearly constant steepness between 0.15 and 0.20 while the remaining ripple data show 
evidence of a decreasing η/λ for increasing ψ/S*. The ripple steepness converges around 
0.15 for small ψ/S* but begin to diverge and scatter over an order of magnitude for 
ψ/S*>2. The WM predictor assumes a constant η/λ for ψrms/S*<2 which agrees with the 
data, while SG predicts an increasing steepness for decreasing ψeq/S* which is not 
observed. Both WM and SG were only validated over a range of ψ/S* limited by the 
available data as shown by the short predicted lines.  
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Figure 2.5. (a) to (c) evaluation of the Wikramanayake and 
Madsen [1994] ripple predictor (WM) where Ab and ψ are 
calculated using the rms wave orbital velocity. (d) to (f) 
evaluation of the Styles and Glenn [2002] ripple predictor (SG) 
where Ab and ψ are calculated using the equivalent wave orbital 
velocities (see text for details). Symbols + and × represent 
ripple data under regular and irregular wave conditions, 
respectively.  
 
2.4.3. Shields Parameter 
 While Nielsen [1981] found ripple wavelength and height to vary as a function of 
the mobility number, he also noted that steepness is better described by the Shields 
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parameter (Figure 2.6). As with his equations for λ and η, he found a disparity between 
ripples under regular and irregular waves and he established two different equations to 
describe the observed measurements. However, as shown in Figure 2.6, these equations 
fail to accurately describe the observed trend. Similar to the dependence on the mobility 
number, the steepness follows two trends: constant and decreasing with increasing 
Shields parameter. Both predictors indicate a flatbed near a Shields parameter value of 1, 
which agrees with some of the data, but ripples clearly remain present at least up to 
Shields parameter values of 10. 
 
 
 
Figure 2.6. Scatter plot of ripple steepness 
(η/λ) as function of the Shields parameter 
(θ1/3) for data collected under regular (+) 
and irregular (×) wave conditions. The 
Nielsen [1981] ripple steepness predictions 
for regular (solid line) and irregular waves 
(dashed line) are also shown.  
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 When using the Grant and Madsen [1982] model formulations the observations 
(Figure 2.7) show no clear trend when S*≤5; for S*>5 the data plot together but they do 
not segregate as predicted by the GM equation. Better agreement is found for regular  
 
 
 
Figure 2.7. Scatter plot of (a) normalized ripple wavelength 
(λ/Ab,eq), (b) normalized ripple height (η/Ab,eq) and (c) ripple 
steepness (η/λ) against the ratio of θeq/θcr for regular (+) and 
irregular (×) wave conditions. The corresponding predictions based 
on the Grant and Madsen [1982] for the various ranges of sediment 
parameter (S*) are also shown. 
 
wave data although a significant amount of scatter is still notable. Ignoring data with 
S*≤5, both the observed and predicted trends indicate a nearly constant to gradually 
decreasing λ/Ab,eq for θeq/θcr <5. For θeq/θcr >5, the dimensionless ripple geometry 
decreases. The GM prediction for λ/Ab,eq agrees with that observed with the exception of 
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the data not segregating by S*. The ripple height as a function of θeq/θcr gradually 
decreases (on a log-log scale) and it does not follow the predicted ripple height of GM. 
As noted previously, the ripple steepness follows two trends, however, for S*>5, the 
majority of the ripple data suggest a constant steepness for increasing θeq/θcr.  
2.4.4. Period Parameter 
 Mogridge’s et al. [1994] model (see Figure 2.8) appears to be successful in 
providing the upper limits for both wavelength and ripple height. However, the 
assumption of constant value of λ/D50 for χ<1.4×10-7 in equation (2.24) (see dashed line 
in Figure 2.8a) does not seem to be supported by the data.  
 
 
 
Figure 2.8. Scatter plot of (a) normalized ripple wavelength 
(λ/D50) and (b) height (η/D50) plotted against the parameter χ 
(see equations (22) and (23)) for regular (+) and irregular (×) 
wave conditions. The maximum equilibrium ripple conditions 
from the Mogridge et al. [1994] equations are also shown as 
solid lines. The dashed line indicates the equation for field 
wave conditions (equation (23)) when χ<1.510-7. 
 
2.4.5. Orbital Excursion 
 The predictors of Wiberg and Harris [1994] and Soulsby and Whitehouse [2005] 
are both based on variations of the wave orbital excursion and are shown against the data 
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in Figure 2.9. The WH predictor (based on 2∙Ab,1/3/D50 = do,1/3/D50) captures the general 
trend of the data (although a high scatter is noted for larger values of 2∙Ab,1/3/D50 (see 
Figure 2.9, left column)). The normalized wavelength (λ/D50, Figure 2.9a) data for 
regular waves continue to follow the orbital trend well into the suborbital and anorbital 
regimes. If these data are excluded, the predicted characteristics for suborbital and 
anorbital ripples agree with the observed data. However, the regular wave data tend to 
have smaller λ/D50 ratios than the irregular ones, for the same 2∙Ab,1/3/D50 values. 
Therefore, the predictor appears to slightly over-predict regular and under-predict 
irregular wave ripple dimensions. For normalized ripple height (η/D50, Figure 2.9b), the 
regular and irregular wave ripple dimensions agree with the equations for orbital ripples, 
however, as with wavelength, some data continue along the trend for larger 2∙Ab,1/3/D50 
ratios. For suborbital ripples, the equations closely follow that of the data but tend to 
over-predict the regular wave data. For anorbital ripples, η/D50 scatters over an order of 
magnitude around the predicted dimensions. The ripple steepness (Figure 2.9c), still 
shows the dual trend observed in the previous predictors. 
 The SW predictor closely follows the trend of regular wave data for Ab,1/10 /D50 
<103 (Figure 2.9, right column). For Ab,1/10 /D50>10
3 the data follow two trends; that of 
fairly constant λ/D50 (≈1), and that, supported by the bulk of the data, of a gradually 
decrease in normalized wavelengths, as predicted by the equation. This decreasing trend 
also follows the measured irregular wave data; however, it does not follow a constant 
λ/Ab,1/10  for Ab,1/10 /D50 < 103 but continues to increase. The predicted normalized ripple 
height shows a rapid decrease in η/Ab,1/10  with increasing Ab,1/10 /D50, while the data 
scatter exhibit a distribution very similar in shape with that of λ Ab,1/10  but reduced by a 
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Figure 2.9. (a) to (c) scatter plots of normalized ripple 
wavelength (λ/D50), height (η/D50) and ripple steepness (η/λ) 
against normalized wave excursion (2∙Ab,1/3/D50) as in the 
model of Wiberg and Harris [1994] (WH). (d) to (f) scatter 
plots of normalized ripple wavelength (λ/A1/10), height (η/A1/10) 
and ripple steepness (η/λ) against normalized wave excursion 
(Ab,1/10/D50) as in the model of Soulsby and Whitehouse [2005] 
(SW). Solid lines show the predictions of the respective 
models, while data points with the symbols + and × represent 
ripple geometry data under regular and irregular wave 
conditions, respectively. 
 
factor of ~10, something that suggests constant ripple steepness. As with other methods, 
the ripple steepness calculated from the predicted dimensions follows the same trend of 
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being constant initially and decreasing for increasing forcing. Soulsby et al. [2012] argue 
that their predictor worked best for a wide range of the published data; however, although 
it does appear to reduce the error for many conditions, it ultimately fails to predict ripple 
height and steepness. 
2.4.6. Orbital Excursion and ws/ω 
 Figure 2.10 shows that the Traykovski [2007] predictor is able to capture the 
overall ripple wavelength and height (and consequently steepness) trend although the 
data scatter around the model is higher for ub,1/3/ws >4.2 (Figures 2.10d, e and f) than for 
ub,1/3/ws <4.2 (see Figure 2.10a). A better agreement (less scatter) is found with the 
irregular wave data than with the regular ones.  
2.4.7. Reynolds Numbers & Mobility Number 
 The Faraci and Foti [2002] equations predict that λ/Ab,1/3 decreases for increasing 
Rew and increases for increasing Red (see Figure 2.11). The observed ripple dimensions 
follow the decreasing λ/Ab,1/3 for increasing Rew pattern but the segregation by Red 
suggested by the model is not observable in the data (Figure 2.11). For ripple height, the 
observations do not reveal any correlation with Rew and ψ1/3 as suggested by equation 
(2.34). Taken as a single equation fit through the scatter the equation might perform well 
but the dependence on Red and Rew is not evident. For steepness, FF predicted a value of 
~0.18, which plots along the largest steepness observed (Figure 2.11c), thereby over 
predicting the majority of the observations. 
2.4.8. Orbital Velocity, Settling Velocity & Rep  
 The Pedocchi and García [2009a] equations (2.37) and (2.38) provide estimates 
of ripple dimensions normalized by grain size (see Figure 2.12). Under this classification,  
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Figure 2.10. Scatter diagrams of ripple wavelength (λ), height 
(η) and steepness (η/λ) plotted against wave orbital excursion 
(2·Ab,1/3) ((a) to (c)) and against the ratio of settling velocity 
(ws) over wave radial period (ω) ((d) to (f)) for data 
corresponding to conditions ub,1/3≤4.2∙ws  and for  ub,1/3>4.2∙ws 
as suggested by Traykovski [2007]. Solid lines denote the 
predictions of the Traykovski [2007] (Tr) model. Data points 
with the symbols + and × represent ripple geometry data under 
regular and irregular wave conditions, respectively. 
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Figure 2.11. Scatter diagrams of: (a) 
normalized ripple wavelength (λ/Ab,1/3) 
against wave Reynolds number (Rew); (b) 
normalized ripple height (η/Ab,1/3) against 
the mobility number (ψ1/3); and (c) ripple 
height (η) against ripple wavelength (λ). 
Solid lines show the predictions of the 
Faraci and Foti [2002] model for the 
various ranges of sediment (Red) and wave 
(Rew) Reynolds numbers where a 30° angle 
of repose is shown in (c) (for details see 
text). The symbols + and × denote ripple 
geometry data corresponding to regular and 
irregular wave conditions, respectively. 
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the dimensions for regular and irregular wave data cluster all together, however the PG 
predictor estimates do deviate from the observed data. This predictor captures the trend of 
the data with a decreasing λ/do,1/3 and η/do,1/3 for increasing ub,1/3/ws but it either over- or 
under-predicts, depending on the Rep value. When Rep≥13, the data scatter show the 
λ/do,1/3 ratio to decrease at larger rate for smaller ub,1/3/ws values than the equation 
predicts. This leads to under prediction for small and over prediction at larger ub,1/3/ws 
values. Ripple steepness is poorly captured by this predictor as the observations suggest a 
constant value for ub,1/3/ws<0.18 and a decrease for ub,1/3/ws>0.18 following local increase 
at ub,1/3/ws~0.18. When 9≤Rep<13 (see Figures 2.12d, e and f), the predictor follows the 
general trend of the wavelength data only for small ub,1/3/ws ratios; a better agreement is 
found with the normalized ripple height data (η/do,1/3) and ripple steepness. For Rep<9 
(Figures 2.12g, h and i) the predictor under predicts both normalized ripple wavelength 
and height. The same applies for steepness as the observations follow only a weak 
decreasing trend and scatter almost as much along the ub,1/3/ws axis as in η/λ. 
2.5. Discussion 
 The qualitative comparison between the newly created ripple geometry database 
and the predictors presented in section 2.2 confirmed the widespread differences in 
performance. Some of the presented models failed to agree well with the data under large 
wave forcing conditions. In terms of wavelength, this was particularly the case for the 
Van Rijn [1993] and Grasmeijer and Kleinhans [2004] equations. Van Rijn [1993] used 
his data set to determine that a flatbed should occur at a mobility number of 250 and 
therefore derived an equation where the ripple geometry goes to zero at this value. 
However, the data set (see Figure 2.4) confirms the existence of ripples even when the  
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Figure 2.12. Scatter plots of ripple dimensions normalized by the wave 
orbital excursion (do,1/3) and ripple steepness against the ratio of wave 
orbital velocity over sediment settling velocity (ub,1/3/ws) for the various 
ranges of particle Reynolds number (Rep) as suggested by the PG 
equilibrium model (equations (2.37) and (2.38)) of Pedocchi and García 
[2009a]. + and × denote data collected under regular and irregular waves, 
respectively. 
 
mobility number value exceeds 250. Establishment of an accurate cutoff between a 
rippled and flat bed is not pursued here, as the goal is to have a predictor capable of 
predicting dimension over the whole range of conditions observed in this data set. The 
failure of the GK predictor is attributed mainly to the fact that the polynomial equation 
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describing the model yields increasing and exceptionally large values for mobility 
numbers greater than 900. Similarly, the predictors of Nielsen [1981] were introduced for 
θ1/3<1, as above this value Nielsen [1981] suggested the transition to a flat bed. However, 
in for this data set ripples are present for θ> 1 so no limitation was imposed on the 
Nielsen [1981] models either. For ripple height, the predictors of NL, FF, GK, and the 
Nielsen [1981] for steepness have not shown a good agreement with the data especially 
under large wave forcing. These limitations, suggest that these predictors might not be 
suitable for use under all conditions but limited to cases with small mobility number and 
shear stress values only. 
 Throughout the comparison of models and data, a different response was present 
for monochromatic and irregular wave forcing. This explains some of the diverging 
trends observed in predictors such as SW and MO as well as in the original development 
of the two different predictors by Nielsen [1981]. Assuming that hydrodynamic processes 
are represented correctly by the corresponding hydrodynamic parameters, the geometry 
of the ripples should not be significantly different for monochromatic and random wave 
fields. This motivated Soulsby and Whitehouse [2005] and Pedocchi and García [2009a] 
to create a single predictor which incorporates both laboratory and field data. For the 
same wave parameters, different ripple characteristics might occur depending on the 
nature of the waves (i.e., directional spectral characteristics), their complexity (i.e., 
velocity asymmetry, acceleration skewness), and potential superposition of mean flows. 
However, these differences should not create significantly different ripple geometries as 
those identified in the data. This is investigated by initially examining the regular and 
irregular wave data sets separately.  
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2.5.1. Ripple Wavelength 
 Ripple wavelength is a quantity approximately 10 times larger than ripple height. 
Therefore, ripple wavelength measurements are expected to be more accurate than 
measurements of ripple height. Furthermore, qualitatively predictors such as that of WH 
and SW (see Figure 2.9) that relate ripple wavelength to the ratio of semi-orbital 
excursion (Ab) over median grain size (D50) provided the best agreement with the 
enriched database. This is explored in Figure 2.13 where normalized ripple wavelength is 
plotted against the ratio of Ab,1/3 /D50 for regular (Figure 2.13a) and irregular (Figure 
2.13b) wave conditions. The ripple wavelength normalization is done using mean particle 
size for irregular waves and wave excursion for regular waves. A clear linear trend (on a 
log-log scale) is identified between normalized ripple wavelengths and normalized wave 
excursion although the slopes of the two linear trends are opposite to each other while the 
correlation coefficients (r2) are 0.73 and 0.78 for regular and irregular wave forcing, 
respectively. A least squares fitting on a log-log scale produces the following statistical 
models for normalized ripple wavelengths for regular waves (Fig. 2.13a): 
 
0.68
50 ,1/3 506.76 /bD A D            (2.40) 
and for irregular waves: 
 
1.113
,1/3 ,1/3 502.22 10 /b bA A D

           (2.41) 
 Solving these equations for ripple wavelength results in:  
0.68 0.32
,1/3 506.76 bA D              (2.42)
3 0.11 1.11
,1/3 502.22 10 bA D
   
        (2.43) 
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for ripples under regular and irregular wave forcing, respectively. Equation (2.42) clearly 
shows that for regular waves, orbital semi-excursion is the dominant parameter 
controlling ripple wavelength while for irregular waves (equation (2.43)) the median 
grain diameter is the dominant scaling factor. Based on the range of Ab,1/3/D50 values 
found in these data sets (10 to 104 for regular waves, 102 to 5×105 for irregular waves) the 
monochromatic wave conditions extend to typically orbital scale ripples (Ab,1/3/D50<877) 
with some suborbital (877<Ab,1/3/D50<2,794) which partially explains the greater 
dependence on semi-excursion. On the other hand, ripples formed by irregular waves fall 
in the suborbital and anorbital (Ab,1/3/D50>2,794) regimes where grain size becomes more 
important. However, at the overlapping suborbital region, the data from the 
monochromatic wave conditions (Figure 2.13a) trend in agreement with equation (2.42) 
well into the suborbital regime, while irregular wave formed ripples continue on an 
opposing trend into the orbital regime (see Figure 2.13b). One explanation for the scaling 
differences between these two types of waves is the consistency of the forcing present. 
Under monochromatic waves, the bed is subjected to the same orbital excursion with 
each passing wave, while under irregular waves the orbital excursion varies for each 
wave. Thus, the grain size acts as a filter and a limiting factor preventing or delaying the 
transition from suborbital to orbital scaling. 
 
 51 
 
 
Figure 2.13. Top row: scatter plots of (a) ripple wavelength (λ) normalized by particle 
size (D50) for regular wave conditions (equation (2.42)); (b) ripple wavelength (λ) 
normalized by wave semi-orbital excursion (Ab,1/3) for irregular wave conditions 
(equation (2.43)); and (c) the same as (b) but with all data combined (equation (2.44)). 
Bottom row: scatter plots of ripple height (η) vs. wavelength (λ) for (d) regular wave 
(equation (2.45)), (e) irregular wave (equation (2.46)), and (f) both regular and irregular 
wave conditions (equation (2.49)). 
 
 The best attempt to collapse both regular and irregular data using a common 
parameterization is achieved when λ/Ab,1/3 is plotted against Ab,1/3/D50 (see Figure 2.13c) 
in a similar manner as in Soulsby and Whitehouse [2005]. Comparing the enriched data 
set to that used by Soulsby and Whitehouse [2005], the new data set includes significantly 
more field observations with smaller Ab,1/3/D50 values that allow to define the trend of 
ripple characteristics over a larger range. Least squares fit, on a log-log scale, of an 
equation similar to that of SW (equation (2.27)) through the expanded data set leads to:  
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  
1
1.15
3 4
,1/3 ,1/3 50 ,1/3 500.72 2.0 10 / 1 exp 1.57 10 /b b bA A D A D

          

  




 (2.44) 
with a correlation coefficient (r2) of 0.73. This equation captures the data trend for values 
of Ab,1/3/D50 < 7,000 but may over predict irregular wave ripples at larger Ab,1/3/D50 
values.  
2.5.2. Ripple Height and Steepness 
 During the comparison of the data with existing predictors (see section 2.4), there 
were a number of occasions where ripple steepness appeared to be constant for a large 
range of values of the parameter used in the x-axis. Similar to wavelength, ripple 
steepness data (note that the new data set described in section 2.3.2 did not include ripple 
heights) are examined for monochromatic and irregular wave conditions, separately. A 
log-log scatter plot of ripple height vs. wavelength shows a linear trend. Least squares 
analysis on the data reveals the following best fit relationships for regular (Figure 2.13d) 
and irregular (Figure 2.13e) wave conditions:  
0.890.115            (2.45) 
1.050.126            (2.46) 
with correlation coefficients (r2), on a log-log scale, of 0.78 and 0.81, respectively. It 
should be noted that in the above equations both η and λ are in meters. Dividing both 
parts by wavelength, the following relationships for wave steepness are established 
0.11 0.075 0.035
,1/3 500.115 0.093 bA D  
               (2.47) 
0.05 2 0.006
,1/
0 05
5
6
3 0
.0.126 0.185 10 bA D  
      
     (2.48) 
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for regular and irregular wave conditions, respectively. The data and equations (2.47) and 
(2.48) suggest that ripples formed under irregular wave conditions are slightly steeper 
(0.126) than those formed under regular wave conditions (0.115)  with both having an 
almost constant steepness. The scatter of data points under the predicted line in Figure 
2.13e are attributed to large errors associated with the measurements of very small ripple 
height (η < 1 mm) in the field and are considered to represent the experimental error. 
 Unlike for wavelength, when the two data sets are overlaid (see Figure 2.13f), 
they collapse on a single trend and least squares fitting produces the following steepness 
relationship:  
0.0560.120             (2.49) 
with a correlation coefficient r2 of 0.79. The small correction for very long wavelengths 
is attributed to the enhanced turbulence at the crests due to flow contraction over the 
ripples [Du Toit and Sleath, 1981; Nielsen, 1992]. Since ripple height increases with 
increasing wavelength, the enhancement will be greater for larger ripples. 
2.5.3. Model Errors 
 The performance of the new models described in equations (2.40) to (2.49) is 
compared to that of all previously presented models (see section 2.2). For each model, the 
predicted ripple wavelength and height values are compared against the measured ones 
from the database; the scatter plots together with the 1:1 line are shown in Figures 2.14 
and 2.15 for ripple wavelength and height, respectively. The least squares error of each 
predictor (in a log-log scale) was estimated using the root mean square error (RMS), 
normalized by the range of the observed values for each parameter predicted:  
          
2
10 10 10 10
1 log log  log maxp m m mX X X log min XN
      (2.50) 
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where X is the parameter evaluated (i.e., ripple wavelength, height, and steepness), while 
the subscripts m and p denote measured and predicted values, respectively. The errors 
associated with the existing ripple predictors and the newly developed ones (see 
equations (2.40) to (2.49)) are listed in Table 4. The error analysis was performed for all 
data collected under regular and irregular waves separately but also on the combined data 
set.  
 
 
 
Figure 2.14. Comparison of predicted (λp) vs. measured (λm) ripple 
wavelengths for the various models examined in this study (see Table 
2.2) and equations (2.42), (2.43) and (2.44) developed using data from 
regular (REG), irregular (IRG) and combined (CMB) wave conditions. 
Light and dark gray symbols represent data from irregular and regular 
wave conditions, respectively.  
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Figure 2.15. Comparison of predicted (ηp) vs. measured (ηm) ripple 
height for the various models examined in this study (see Table 2.2) and 
equations (2.45), (2.46) and (2.49) developed using data from regular 
(REG), irregular (IRG) and all (CMB) wave conditions. Light and dark 
gray symbols represent data from irregular and regular wave conditions, 
respectively.  
 
 Under regular waves, equations (2.44) and (2.49) yield the least error (ε = 0.10), 
despite the fact that they have been developed using the irregular wave data set. It is 
characteristic that the Wiberg and Harris [1994] and the Soulsby and Whitehouse [2005] 
predictors provide good agreements with the data as they are also based on the ratio 
Ab/D50, with their errors being only 0.11. Equations (2.42) and (2.45) developed from the 
regular wave data provide an error similar to that of WH and SW (ε = 0.11).  
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For irregular wave ripples, the corresponding equations (2.43) and (2.46), equations 
(2.44) and (2.49) developed using all data, as well as the WH model provide the least 
error (ε = 0.15).  
 Comparing against the whole data set (combined data), neither the equations for 
regular nor irregular waves perform as well (ε = 0.13 and 0.17, respectively) as those 
developed using these data (equations (2.44) and (2.49)), which together with the WH 
equation, yield the smallest average error (ε = 0.11). The disparity between these models 
is mainly due to the different scaling of ripple wavelength between regular and irregular 
wave conditions. The former ripples scale with semi-orbital excursion length while the 
latter ones scale with the particle size.  
 Overall, the newly developed predictors provide the least normalized RMS errors 
for most of the cases, with that of Wiberg and Harris [1994] emerging as the second best. 
The strong performance of the newly developed models is not surprising as this is the 
only model that has been developed using the whole data set assembled in this database.  
It should be pointed out that equations (2.44) and (2.49) yield an identical mean error to 
the WH predictor, for both the irregular wave and the combined data sets (ε = 0.15 and ε 
= 0.11, respectively). These same equations perform better than WH for regular wave 
conditions. In terms of ripple wavelength, equations (2.44) and (2.49) yield the best 
predictions, for all three conditions, while for ripple height, these equations are as good 
as WH for the irregular wave, and better than any other model for the regular and 
combined data sets. Furthermore, equation (2.44) is in a simpler and easier to apply form 
whereas the WH predictor requires an iterative or a multi-step approach [Malarkey and 
Davies, 2003]. 
  
Table 2.4. Normalized RMS errorsa between measurements and predictions (see text for details).  
 
  Regular Waves  Irregular Waves  Combined 
  ελ εη εη/λ Mean  ελ εη εη/λ Mean  ελ εη εη/λ Mean 
NL  0.24 0.12 0.88 0.41  0.39 0.22 1.11 0.57  0.28 0.15 0.85 0.43 
NF  0.27 0.27 0.14 0.22  0.24 0.32 0.25 0.27  0.22 0.28 0.16 0.22 
GM  0.14 0.14 0.13 0.14  0.23 0.20 0.19 0.21  0.16 0.17 0.13 0.15 
Vr  0.17 0.19 0.14 0.17  0.23 0.43 0.32 0.33  0.18 0.27 0.18 0.21 
WM  0.21 0.21 0.12 0.18  0.15 0.18 0.16 0.16  0.16 0.20 0.12 0.16 
WH  0.13 0.10 0.09 0.11  0.14 0.15 0.16 0.15  0.12 0.12 0.10 0.11 
MO  0.18 0.20 0.15 0.18  0.18 0.31 0.35 0.28  0.16 0.24 0.20 0.20 
FF  0.55 0.32 0.12 0.33  0.21 0.55 0.22 0.33  0.34 0.38 0.13 0.28 
SG  0.23 0.22 0.12 0.19  0.16 0.20 0.16 0.17  0.17 0.21 0.12 0.16 
GK  0.13 0.16 0.14 0.14  0.18 0.17 0.24 0.20  0.14 0.16 0.15 0.15 
SW  0.12 0.10 0.10 0.11  0.24 0.18 0.19 0.20  0.17 0.14 0.11 0.14 
Tr  0.18 0.13 0.10 0.13  0.14 0.16 0.19 0.16  0.14 0.14 0.11 0.13 
PG  0.19 0.17 0.11 0.16  0.20 0.31 0.28 0.26  0.17 0.23 0.15 0.18 
Eqns (2.42) & (2.45)  0.12 0.11 0.09 0.11  0.21 0.20 0.17 0.19  0.15 0.15 0.10 0.13 
Eqns (2.43) & (2.46)  0.34 0.21 0.10 0.22  0.14 0.14 0.16 0.15  0.22 0.18 0.11 0.17 
Eqns (2.44) & (2.49)  0.12 0.09 0.10 0.10  0.13 0.15 0.17 0.15  0.11 0.11 0.11 0.11 
aSmallest error values are shown in bold italic fonts. 
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2.6. Conclusions 
 In this contribution, an extensive database of ripple dimensions was assembled 
that includes existing data from published literature and two additional field sites.  
The analysis showed that ripple steepness is a relatively constant number that slightly 
increases for decreasing ripple length. This applies for both regular and irregular wave 
conditions and it can be collapsed into a single model (equation (2.49)). According to this 
model, ripple steepness is 0.12 at large wavelengths (~1 m) increasing by approximately 
29% (to 0.15) for ripples with a wavelength of only 1 cm.  
 For all practical applications, the equilibrium wavelength is better scaled by wave 
semi-orbital excursion rather than by particle size and it can be predicted by equation 
(2.44). This is similar to the equation presented by Soulsby and Whitehouse [2005] but 
with the fitting parameters defined from a larger range of experimental data. For field 
applications, with Ab,1/3/D50 ratios smaller than 1,000, equation (2.43) is recommended. 
 Ripple height can be predicted from wave steepness (equation (2.49)), after the 
wavelength has been estimated from either equations (2.43) or (2.44).  
 The Wiberg and Harris [1994] predictor also provides good agreement with this 
extensive data set, however, the simplicity of this new model might make its application 
more attractive for inclusion in numerical models or in time-dependent ripple dimension 
prediction models. 
 Finally, it should be emphasized that these predictors provide equilibrium ripple 
conditions, which could resemble real ripple conditions only if enough time has lapsed 
for the ripples to adjust to the prevailing hydrodynamic forcing. Experience has shown 
that these dimensions might be close to reality during increasing hydrodynamic forcing;  
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they can deviate from reality during periods of descending wave energy as in such cases 
relic ripples dominate the environment.    
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CHAPTER 3 
TEMPORAL AND SPATIAL EVOLUTION OF WAVE-INDUCED RIPPLE GEOMETRY: 
REGULAR VS. IRREGULAR RIPPLES 
 
3.1. Introduction 
 Ripples are undulating geometric features commonly found on the seabed where 
waves and/or currents interact with the bed sediments. These features are commonly 
defined by their wavelength, height, and orientation; the latter relates to the direction of 
the flow, which tends to be perpendicular to the direction of the ripple crest. For a given 
hydrodynamic regime and sediment properties, ripple geometry (i.e., ripple height, 
length, and orientation) can vary leading to numerous plan view patterns. Ripples with 
linear crests and parallel to each other are usually called “regular” or “linear” [e.g., 
Sleath, 1984] while non-linear ripples are referred to as “irregular.” Ripple irregularity 
can be due to defects [Huntley et al., 2008], bifurcations, sinuous crests, superposition of 
two or more ripple trains with different orientation (i.e., cross ripples), or a combination 
of all of the above.  
 Apart from their morphological description, ripple dimensions and directional 
characteristics are important for a variety of benthic boundary layer processes. The 
presence of ripples on the seabed leads to an increase in bottom bed roughness and wave 
dissipation [e.g., Ardhuin et al., 2003]. The former enhances nearbed turbulence, 
affecting the vertical structure of the mean current in the benthic boundary layer [e.g., 
Grant and Madsen, 1986]. More recently, Bhaganagar and Hsu [2009] used direct 
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numerical simulations to show how turbulence statistics and the resultant flow structures 
depend on whether the ripples are regular or irregular. Increased turbulence levels due to 
the presence of ripples affect the ability of the flow to keep sediment in suspension and 
thus affects the vertical distribution of suspended sediment and depositional patterns 
[e.g., Gutierrez et al., 2005]. Murray and Thieler [2004] and Gutierrez et al. [2005] have 
demonstrated how spatial differences in bottom roughness can lead to the development of 
larger scale bed features such as sorted rhythmic bedforms.  
 Differences between ripple orientation and mean current direction can also affect 
the degree of bed roughness experienced by the flow [Barrantes and Madsen, 2000; 
Madsen et al., 2010]. Powell et al. [2000] used benthic boundary layer data from the 
North Sea to show that form drag can vary from zero for mean flows aligned with the 
ripple crest to a maximum drag when the mean current is perpendicular to the ripple 
crest. Later on, Madsen et al. [2010] showed that very close to the bed wave-induced 
ripples could even alter the direction of the mean current by causing it to align itself with 
the ripple crest orientation. This bedform-induced steering of the flow can have a 
significant impact on net sediment transport direction near the bed. 
 In addition to their effect on turbulence and sediment transport processes, ripples 
can also play an important role in biogeochemical processes [e.g., Huettel et al., 1998; 
Precht and Huettel, 2003; Rocha, 2008] as well as penetration of acoustic energy in the 
seabed [e.g., Chotiros et al., 2002; Jackson et al., 2002; Thorsos and Richardson, 2002].  
 Given their importance, accurate prediction of ripple geometry is a prerequisite 
for a number of models concerned with the study and prediction of processes that depend 
on the presence of ripples. When the flow is energetic enough to move sediment, ripples 
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might start forming, but their dimensions might not be in equilibrium with the flow (i.e., 
“transient” or “non-equilibrium” ripples). In such a case, they will actively change height, 
wavelength, and/or orientation until they achieve equilibrium [Davis et al., 2004; Smith 
and Sleath, 2005]. Under continuously changing wave conditions, the transient character 
of the ripples might continue for a long period. A number of laboratory and field studies 
have been carried out aiming at understanding ripple formation from a flat bed and the 
transition from one geometry to another [Davis et al., 2004; Jarno-Druaux et al., 2004; 
Soulsby and Whitehouse, 2005; Testik et al., 2005; Traykovski, 2007]. These studies have 
led to the development of non-equilibrium, time-dependent models that can predict the 
evolution of ripples under varying wave conditions [i.e., Traykovski, 2007; Soulsby and 
Whitehouse, 2005]. These time-variable models are able to predict ripple height and 
wavelength, but they do not provide any information on the 2-dimensionality of the ripple 
field. They always assume the development of regular (linear), parallel ripple fields and 
as such they are not able to address the issue of ripple irregularity. Alternatively, non-
time dependent parameterizations have been developed to determine whether a ripple will 
be regular or irregular. The parameters used include the ratio of orbital excursion to 
sediment diameter [Carstens et al., 1969; Sato, 1984], mobility number [Lofquist, 1978], 
Reynolds numbers [Pedocchi and García, 2009a], amongst others. These methods do not 
take into account the temporal evolution of the seabed and may not always predict the 
correct ripple shape. Improved accuracy in simulating boundary layer flow and 
turbulence structures requires the development and use of ripple evolution models able to 
account for the occurrence and irregularity of ripples as well as the evolution of the 
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ripple’s wavelength, height, and orientation under changing intensity and directions of 
wave forcing.  
 In this contribution, detailed field observations of seabed temporal evolution 
under a variety of wave conditions are presented. Specific emphasis is placed on 
describing the response of ripple geometry during changing wave forcing and most 
importantly, on how ripples behave in response to changes in wave directionality. The 
main objective of this study is to identify the conditions contributing to deviations in 
ripple linearity and quantify the degree of such irregularity. In section 3.2, the 
experimental setup used for the collection of field observations of ripple wavelength and 
orientation temporal evolution from 2 sites with different sediment size and wave forcing 
is presented. The analysis of the hydrodynamic and bed morphology data is presented in 
section 3.3, while section 3.4 presents the results regarding ripple evolution using a 
selected number of events from each experimental site. Section 3.5 discusses the major 
processes controlling bedform evolution with the conclusions of the study being 
presented in section 3.6. 
3.2. Data Collection 
 Data from two experimental sites, representing environments with different wave 
and sediment characteristics, are used to determine the response of rippled beds to 
changes in hydrodynamics. Both sites are located in the South Atlantic Bight offshore the 
coastlines of South Carolina and Georgia, USA (Figure 3.1) and the experimental setup 
for each site is presented in some detail in the next two sub-sections.  
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Figure 3.1. Location of experimental sites where simultaneous data on seabed state 
and hydrodynamics were collected and presented in this study. Key: LB: Long Bay, 
South Carolina; GA: Georgia Shelf. 
 
3.2.1. The Long Bay, SC data set 
 The first data set used in this study is from the inner shelf of the northern part of 
South Carolina, off Long Bay (Fig. 3.1). These data were collected during the period 
October 2003 to April 2004 [i.e., Baldwin et al., 2004; Sullivan et al., 2006; Barnhardt, 
2009; and Warner et al., 2012]. The seabed sediment consists of fine to medium quartz 
sand with a median grain diameter (D50) of 177 μm. Two instrumented tripods were 
deployed simultaneously at two sites (A and B) located 3.5 km off the coastline and at a 
mean water depth of 9.5 m; in order to avoid flow interference the two tripods were 
placed 240 m apart from each other. The tripod at site A was equipped with two acoustic 
Doppler velocimeters (ADV 5MHz, Sontek) measuring 3-D flows in 20 min bursts every 
1 hour with a sampling frequency, within each burst, of 8 Hz. The sensor sample volumes 
were at 31 and 30 cm above the seabed. Pressure data were collected synchronously with 
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the flow data by 2 Paroscientific Digiquartz© pressure sensors. The tripod located on site 
B was equipped with a sector scanning sonar (Imagenex Model 881, 2.25 MHz) that was 
installed at 53 cm above the bed and provided seabed imagery at a rate of a 360o sector 
scan every 30 min. This data collection regime (3 scans over a period of 1.5 hrs) was 
repeated every 5 hours. Data used from this study site (hereafter referred to as the LB 
data) cover the period 30 January 2004 to 15 March 2004 (days 30 to 75) as this provides 
the most complete data set of hydrodynamic and bedform information and corresponds to 
periods of active sediment transport.  
3.2.2.  The Georgia Shelf data set 
 The second data set of hydrodynamic and sonar images are from the continental 
shelf off Georgia. Seabed imagery data were collected using an Imagenex Model 881, 
digital rotating imaging system (2.25 MHz) with a tilted transducer head that was 
installed 60 cm above the seabed, at a water depth of 26 m. The seabed at this site 
consists of medium to coarse sand with a mean diameter of 388 µm. The sonar was 
cantilevered from a 3 m long stainless steel pipe jetted into the seabed. The unit was 
offset horizontally by 25 cm from the vertical pipe and the sensor head was tilted 9° from 
the vertical. Details of the bed observing system can be found in Voulgaris and Morin 
[2008]. Simultaneous hydrodynamic data were collected by a number of tripods that were 
deployed near the sonar site (< 200 m) and were turned over every 3 months. The 
hydrodynamic data were mainly ADV measurements of flow at 20 min bursts sampled at 
8 Hz every hour. Two periods of simultaneously collected hydrodynamic and bedform 
imagery data are used in this analysis corresponding to the periods of 16 September 2007 
to 7 October (days 259 to 279) and 22 November 2007 to 15 February 2008 (days 322 to 
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412), respectively. These periods consist of several sediment mobilization events in 
which the bedforms actively change dimension and orientation. This study site and data 
set hereafter are referred to as GA. 
3.3. Methodology 
3.3.1. Hydrodynamic data 
 Mean current velocities were estimated from the burst averages of the 
instantaneous horizontal velocity components recorded from each ADV and subsequently 
transformed into east (u) and north (v) components. The rms bottom wave orbital velocity 
was calculated from the eastward (Su
2) and northward (Sv
2) velocity variances derived 
from spectral analysis of the instantaneous velocities and after integration over the 
frequency band 0.025 to 0.3 Hz as: 
2 2
,b rms u vu S S           3.1 
 The significant orbital velocity defined as ub,1/3 = 2·ub,rms [Wiberg and Sherwood, 
2008] has been shown to be a better parameter for use with observed wave-induced ripple 
data [i.e., Traykovski, 2007; Hay, 2008] and as such this parameter is adopted in this 
study. Mean wave period (T) is calculated from the spectra of the eastward and northward 
velocities over the same frequency range as the wave orbital velocity using the moment 
method. Sediment mobility is assessed using the maximum wave-induced bottom stress, 
which is represented in a non-dimensional form by the wave Shields parameter (θw) 
[Shields, 1936] defined as: 
 
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where s is the non-dimensional sediment density parameter, g is the acceleration due to 
gravity, D50 is the median sediment grain diameter and fw is the wave friction coefficient 
defined by Jonsson [1966] as: 
   
 
0.194
50 ,1/3 ,1/3 50
,1/3 50
exp 5.213 2.5 / 5.977      ,  / 2.5 1.57
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      3.3 
where Ab,1/3 = ub,1/3 ∙ T /2π. 
 The skin friction current Shields parameter is used to represent the effect of the 
mean current on ripple processes, with the shear velocity defined through the quadratic 
relationship so that: 
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where CD is the drag coefficient that was estimated for the elevation (z) of the mean flow 
(Uz) measurement using the law of the wall with a roughness defined by the particle size 
(skin friction) only, as this is the sediment mobilizing force exerted on the seabed: 
 
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 For the LB and GA data sets, the estimated skin friction CD values were 2.0×10
-3. 
The skin friction mean flow Shields parameter, after accounting for the presence of the 
wave boundary layer, is estimated using the parameterization of Soulsby [1995] as: 
3.2
1 1.2 wm
c w
c

 
 
  
     
             3.6 
while the combined maximum wave and current skin friction Shields parameter that is 
responsible of the mobilization of bed sediment is calculated by: 
 68 
   
2 2
cos sinwc m w wc w wc                       3.7 
where awc the angle between the mean current and wave directions. The latter was 
calculated using the angle of maximum variance [Herbers et al., 1999] utilizing the 
instantaneous velocity data within each burst. 
3.3.2. Sonar Imagery 
 Bedform dimensions were obtained from the returned echo intensity of the sector 
scanning sonar using the method described in Voulgaris and Morin [2008]. According to 
this method, the image of the recorded echo intensity is converted from the recorded 
polar into Cartesian coordinates and subsequently rotated so that that geographic North 
corresponds to the positive y-axis. Each rotated image of the seabed is sub-sampled into 8 
square sub-regions (see Figure 3.2), which are then re-sampled into 128 128 grid points 
with a 2.5 cm resolution. The 8 sub-regions of the image are selected to be located close 
to the axis of rotation, an area with higher spatial resolution. Each of these sub-regions is 
subjected to a 2-D FFT analysis and an average wavelength spectrum (S(kx,ky)) of the 8 2-
D spectra is obtained. From the resulting mean 2-D spectra (Figure 3.2), the ripple 
wavelength and orientation were determined using the spectral moments defined as: 
 ,q ppq y x x y x ym k k S k k dk dk                 3.8 
where p and q denote the spectral moment order in the x (eastward) and y (northward) 
directions, respectively. The average wavelength and orientation is then calculated by 
determining the coordinates of the spectrum’s center of gravity which is given by: 
10 00 01 00( ,   ) ( / ,  / )x yk k m m m m              3.9 
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such that the mean ripple wavenumber is 
2 2
x yk k k  . Similarly, the mean orientation 
of the ripple (here defined as the orientation of a line perpendicular to ripple crest) is 
determined as: 
 1tan /r y xk k                3.10 
 
 
 
Figure 3.2. Example of sonar imagery analysis. (a) Acoustic image of the seabed 
from the returned echo intensity of the sonar system (echo intensity shown in 
arbritary units). The 8 overlapping boxes indicate the sub-sampled regions used  
for estimating the individual 2-D spectra. (b) Averaged 2-D spectrum obtained 
from the 8 individual spectra estimated the sub-regions. The peak on the 
spectrum is used to estimate the wavelength and orientation of the ripples shown 
in (a). For more details see text. 
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3.3.2.1. Identifying multiple ripples systems 
 The spectral moments are calculated from the spectral energy over the entire 
range of wavenumbers (S(kx,ky)), and used to provide information on mean ripple 
parameters. When two or more spectral peaks are present, the area around each individual 
peak is first identified and then used to calculate its spectral moments so that multiple 
groups of ripple geometries (i.e., height, wavelength, and orientation) can be defined. 
3.3.2.2. Ripple Irregularity 
 For the purposes of this study, any pattern that deviates from a linear 2-D ripple 
pattern is considered to represent ripple irregularity. Such irregularity can be due to 
variations in ripple wavelength between consecutive ripples, variations in orientation 
along a single or multiple ripple crests, or defects and bifurcations among adjacent 
ripples. The two parameters controlling these irregularities are wavelength and 
orientation, which can be represented by the spectral width of the 2-D spectrum. 
Therefore, the width of the spectrum is an indication of the uniformity of the ripple 
pattern as it represents the number of wavelengths and orientations present 
simultaneously on the image. This natural variability is calculated by converting the 
wavenumber components to a polar coordinate system S(k,αr) where 
2 2
x yk k k   and
 1 tan /r y xk k   the spectral moments (see equation 3.8) can then be expressed in 
polar coordinates as: 
 ,pq q pm r r rk S k k d dk                3.11 
and when integrating over all orientations and solving for the omnidirectional 
wavenumber spectrum results in: 
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 ,
p
k pm k S k k dk                  3.12 
Likewise, integrating over the wavenumber domain leads to the equations: 
 ,
p
p r r rm S k d                     3.13 
the central spectral moments are then defined as: 
 ' , pk pm k S k k k dk                  3.14 
   ' ,
p
p r r r rm S k d                      3.15 
So that the directional and wavelength spectral widths can be estimated using: 
 ' ',2 ,0 ,2 ,0( ,  ) / , /k k km m m m                 3.16 
 For the same variability in wavelength, the value of σk will vary depending on the 
absolute value of the ripple wavelength. Therefore, the σk value is normalized by the 
value of the mean wavenumber. The wavenumber (Ik) and orientation (Ia) irregularity 
parameters are then defined as: 
   ,  / , / / 2k kI I k               3.17 
3.4. Results 
3.4.1. Long Bay (LB data set) 
 Time series of the hydrodynamic and corresponding ripple geometry data for LB 
are shown in Figure 3.3. The wave conditions in Long Bay are characterized by short 
periods (6 - 7 s) and relatively high orbital velocities (varying between 5 and 42 cm/s, see 
Fig. 3.3a, b) while the mean currents are relatively weak with flow speeds typically less 
than 10 cm/s (see Figure 3.3d). The mean current direction time series (Figure 3.3e) 
reveals that most of the mean current flow is due to tidal forcing and a stronger current 
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develops only during periods of increased wind activity [Gutierrez et al., 2006; Warner et 
al., 2012] as that recorded during days 55 to 63 (see Figure 3.3). Based on the 
hydrodynamic data alone, the periods where the maximum skin-friction bed shear stress 
exceeds the threshold condition for initiation of sediment motion are shown as shaded 
areas on Figure 3.3. Areas outside the shaded regions indicate periods of no sediment 
mobility so any changes in bedform characteristics can be attributed to biological or other 
diffusive processes. The duration of each event varied from a few hours up to 5 days. 
 The analysis of the acoustic images produced time series of ripple wavelengths 
(first and second order) with wavelengths varying from 7 to 22 cm (see Figure 3.3f). It is 
characteristic that changes in wavelength occur rather quickly and usually these are 
correlated with changes in wave orbital velocities and wave period. The occurrence of 
second-order ripple wavelengths identified are limited and usually associated with the 
early stages of a wave event when the seabed starts changing in response to the new 
hydrodynamic regime. Changes in the orientation of the ripples detected on the bed 
(Figure 3.3g) although correlate with energetic wave events they appear to lag behind 
changes in wave direction (Figure 3.3c). 
 The temporal variability of the estimated wavelength (Ik) and orientation (Iα) 
irregularity parameters (see equation (3.17)) during this period are shown in Figure 3.3h. 
Both parameters appear to co-vary although the absolute value of a particular type of 
variability is different. For demonstration purposes four images (denoted as h1 to h4), 
corresponding to different values of irregularity, are shown in Figure 3.3.The degree of 
irregularity exhibits a sharp increase shortly after the start of sediment motion within an 
event (shaded areas in Figure 3.3) as the rippled bed adjusts to a new equilibrium state. 
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Figure 3.3. Time series of hydrodynamic and bed morphology parameters as extracted 
from the data collected in Long Bay, SC (LB). Hydrodynamic data: (a) significant wave 
orbital velocity; (b) wave period; (c) direction of wave propagation; (d) mean flow speed 
and (e) mean flow direction. Bedform morphology data: (f) first (solid line) and second 
(dots) order ripple wavelength; (g) first (solid line) and second (dots) order ripple 
orientation; (h) irregularity of wavenumber (Ik, black line) and orientation (Iα, gray line). 
Acoustic imagery (denoted as h1 to h4 in (h)) of the seabed for four times with different 
irregularity values are shown on the bottom of the figure. Shaded areas indicate periods 
where the combined wave and current shear stress (not shown here) exceeded the critical 
shear stress for sediment movement.  
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The larger Ik and Iα values correspond to seabed morphologies with high irregularity, as 
those shown in images h2 and h4 (Figure 3.3). Typically, within each event, irregularity 
decreases after the time of maximum hydrodynamic forcing and it remains unchanged 
during periods of no sediment motion (relict conditions) leading to more linearly 
arranged ripples (see images h1 and h3 in Figure 3.3). 
 From all events identified in Figure 3.3, 5 were selected as the most representative 
(events I to V, see Figure 3.3) for a more detailed description. A summary of the 
conditions and variability within each event can be found in Table 3.1. The time-series 
are presented in Figure 3.4, where the temporal variation of wave orbital semi-excursion 
(Ab,1/3), the maximum combined wave and current skin-friction Shields parameter, the 
ripple wavelength and the wave and ripple orientations are shown together with a 
selected number of acoustic images that provide a visual representation of the seabed.  
 The first event (event I, days 32.5 - 35.5) demonstrates how the seabed responds 
to changes in both forcing intensity and direction (see Figure 3.4). During this event the 
Shields parameter θwc and wave orbital semi-excursion (Ab,1/3) increase continuously until 
day 34, when maximum values of 0.3 and 45 cm are attained, respectively. Initially (day 
32) wave and ripple orientations differ by 42°, causing the ripples to start aligning 
themselves with the wave forcing (see days 32.6 to 33). During this period, ripple 
wavelength is reduced (see Figure 3.3c) but it starts increasing again when the ripples 
have aligned with the prevailing wave field. On day 33.7, as the wave energy increases 
even more, the seabed is composed of bifurcating ripples with slight variations in 
orientation. As θwc continues to increase, the ripples start rotating towards north at a faster 
rate (see Fig. 3.4d, image 1). It is during this phase that the ripples start decreasing in 
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Table 3.1. Description of conditions related to each event in Long Bay (LB, see Figure 
3.3) and Georgia (GA, see Figure 3.5). 
 
Data 
Set 
Event 
 
Duration 
(days) 
Ab,1/3 
(cm) 
max 
θwc 
|Δαw| 
(deg)a 
Initial Bed 
Conditions 
Initial  
|αw-αr| 
(deg) 
LB 
I 3 12 - 45 0.30 69 Bifurcating 42 
II 3 14 - 40 0.23 79 Bifurcating 20 
III 1 17 - 26 0.16 32 Bifurcating 16 
IV 2 15 - 23 0.17 25 Bifurcating 66 
V 5 12 - 20 0.12 15 Irregular bed 16 
GA 
I 5 14 - 54 0.14 93 Flat bed - 
II 8 14 - 68 0.21 60 Linear (eroded 
crests) 
57* 
III 4 18 - 55 0.11 11 Highly 
disorganized bed 
33 
IV 6 16 - 65 0.19 117 Linear 86 
V 1 12 - 58 0.18 29 Large linear  
(eroded crests) 
27 
VI 4 18 - 38 0.12 55 Large linear  
(eroded crests) 
48 
achange in wave direction throughout the event 
*following initial onset of motion 
 
wavelength (Fig. 3.4, image 2) whilst at the same time both Ik and Iα irregularity values 
increase. This reorganization continues during the peak of the event until the diminishing 
stage of the storm commences (day 34.3); by then ripples have attained their smallest 
wavelength of approximately 9 cm (Figure 3.4, image 3). As wave energy decreases and 
longer ocean waves are more predominant, ripple wavelength increases (see Figure 3.3b, 
c). During this time, the seabed remains irregular with the smaller ripples being 
destructed as larger ripples form with wavelengths of approximately 25 cm and similar 
orientation as before (Figure 3.4, image 4). By the time θwc reduces to values smaller than  
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Figure 3.4. Details of the Long Bay events I to V identified in Fig. 3.3. (a) wave orbital 
excursion amplitude; (b) maximum combined wave-current Shields parameter; (c) first 
(solid line) and second (dots) order ripple wavelength; (d) orientation of first (grey solid 
line) and second (grey dots) order ripples and waves (black solid line). Selected imagery 
of the seabed from each event identified by a number (1-18) is shown with the Ik/Iα values 
for each image shown on the bottom right corner. The images shown correspond to 
individual fan beam images (2m x 2m). 
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the critical θcr (Figure 3.4, image 5), the smaller ripples have been completely reworked 
to create the larger wavelengths creating a more regular ripple pattern with decreased Ik 
and Iα values. 
 Event II occurs over a 3-day period beginning on day 36 and it is similar to event 
I but with weaker hydrodynamic forcing. As such, the seabed follows the same temporal 
and spatial variations as seen in event I (Figure 3.4, images 6 to 9) but the ripples remain 
more irregular. This is mainly due to the weaker hydrodynamics of this event that induce 
smaller sediment transport rates that do not allow the full development of linear ripples 
within the time available. 
 In event III (days 47 to 49, see Figure 3.4), a case of no change in ripple 
wavelength or orientation (see images 10 and 11 in Figure 3.4) is displayed. Wave 
direction remains the same during the two maxima in Shields parameter of this event and 
coincides with that of the ripples. Despite the fact that the two maxima are different, 
ripple wavelength does not really differ, probably due to the short duration of these 
maxima (< 24 hr.).  
 A case of different wave direction and relict ripple orientation is represented by 
the 2-day long event IV. Initially θwc just exceeds θcr on day 51 (see Figure 3.4b) and 
abruptly increases to a maximum value of 0.17 just before day 52. On day 51, αw varies 
around a value of 15°, which is significantly different from the ripple direction (~-50°). It 
is during this time that secondary ripples appear with a direction similar to that of the 
predominant wave field and with smaller wavelength (see dots in Figures 3.4c and b). 
These secondary ripples evolve to become the main ripples once the wave forcing 
increases; their direction remains unchanged during the whole event while their 
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wavelength increases. This is shown on acoustic image 12 (in Figure 3.4) where cross 
ripples are present; at this time the ripple height is reduced in relation to the previous 
image (see image 11) but as the ripples realign themselves with the new wave direction, 
they become better defined (see images 13 and 14). 
 Finally, event V presents an example where waves with a direction different than 
that of the relict ripple field have been present for a period of 2 days (days 54 and 55) but 
due to their low energy levels they are not able to reorganize the bed. As soon as the 
wave energy increases, the bed responds by re-organizing itself into ripples with slightly 
smaller wavelengths and an orientation similar to the wave field. This transition is shown 
through the sequence of images 15 to 18 in Figure 3.4.  
3.4.2. Georgia Shelf (GA data set) 
 The time series of the hydrodynamic conditions and ripple geometry for the GA 
experiment are shown in Figure 3.5. As in the case for the LB data set, several sediment 
mobilization events are identified (see shaded areas in Figure 3.5) that correspond to a 
number of storm events with elevated wave energy. Some of them (e.g., days 355 and 
382) are characterized by a sudden increase of the wave energy, while others correspond 
to cases where a more gradual increase of wave energy takes place. The wave orbital 
velocities during the storm periods attain velocities up to 47 cm/s (Figure 3.5a) and the 
mean period of the waves reaching the seabed is approximately 9 s (Figure 3.5b). The 
mean flows, which are stronger than those found in the LB data set, are mainly tidal with 
some wind driven flows superimposed on them. Maximum mean current speeds observed 
were 40 cm/s. The mean current shear stress occasionally becomes just strong enough to 
mobilize the bed sediment (i.e., θc ≈ θcr); these conditions occur mainly in periods  
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Figure 3.5. Time series of hydrodynamic and bed morphology parameters as extracted 
from the data collected on the Georgia shelf (GA). Hydrodynamic data: (a) significant 
wave orbital velocity; (b) wave period; (c) direction of wave propagation; (d) mean flow 
speed and (e) mean flow direction. Bedform morphology data: (f) first (solid line) and 
second (dots) order ripple wavelength; (g) first (solid line) and second (dots) order ripple 
orientation; (h) irregularity of wavenumber (Ik, black line) and orientation (Iα, gray line). 
Acoustic imagery of the seabed for four times with different irregularity values (denoted 
as h1 to h8 in (h)) are shown on the bottom of the figure. Shaded areas indicate periods 
where the combined wave and current shear stress (not shown here) exceeded the critical 
shear stress for sediment movement. 
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between large wave events, they are tidally modulated and never last more than 2 hours 
(see Figures 3.6 and 3.7, gray line). Nevertheless, mean currents do have an impact on 
increasing the total shear stress experienced by the seabed for times of the wave cycle, as 
this is shown through the estimates of the maximum combined wave-current shear stress 
(Figures 3.6 and 3.7, black line). Most of the sediment mobilization events correspond to 
periods when a change in prevailing wave direction occurs causing a changes in both 
ripple wavelength (Figure 3.5f) and orientation (Figure 3.5g). Furthermore, the ripple 
irregularity parameters (Figure 3.5h) indicate a significant change in seabed regularity 
patterns within each period of sediment mobilization. For periods when the Ik and/or Iα 
values are large the seabed is comprised mostly of irregularly spaced ripples (see acoustic 
images h2, h3, h4, h6 and h8 in Figure 3.5) while small values of irregularity correspond to 
more linear, regularly spaced ripples (see images h1, h5 and h7, in Figure 3.5). When 
compared to the LB data set, the GA data represent conditions characterized by stronger 
mean flows, longer period waves (due to the larger water depth, short waves do not reach 
the bed) and coarser sediment size. 
 Six periods (GA events I to VI) of sediment mobilization have been selected to be 
described in more detail. A summary description of each event is listed in Table 3.1 while 
the detailed time-series for events I - II and III - VI are shown in Figures 3.6 and 3.8, 
respectively. Prior to the start of the first event (before day 259), there was a period of a 
few months with relatively calm wave conditions, where biological benthic activity and 
other diffusive processes (see section 3.4.3) had led to a flat seabed (see image 1 in 
Figure 3.6). The sonar image suggests the existence of meter scale features, which are 
believed to reflect differences in acoustic intensity due to differences in grain size  
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Figure 3.6. Details of the Georgia events I and II identified in Figure 3.5. (a) Wave orbital 
excursion amplitude; (b) maximum combined wave-current Shields parameter; (c) first 
(solid line) and second (dots) order ripple wavelength; (d) orientation of first (grey solid 
line) and second (grey dots) order ripples and waves (black solid line). Selected imagery 
of the seabed from each event identified by a number (1-21) is shown with the Ik/Iα values 
for each image shown on the bottom right corner. The images shown correspond to 
individual fan beam images with dimensions 4 x 4m for images 1-5 and 2 x 2m for the 
remaining images.  
 82 
 
 
Figure 3.7. Time series from GA demonstrating ripple decay for a period 
of 7 days (year days 265-272) when ripple wavelength and orientation 
remain constant (a) wave-current Shields parameter (black line) and 
current Shields parameter (gray line); (b) Total spectral energy (m00) from 
the 2-D FFT analysis of the acoustic imagery using arbitrary units for 
image color intensity. The marks shown on (b) indicate the times for 
images 8 to 10 shown in Figure 3.6.The remaining four events (III to VI) 
from GA are shown in Figure 3.8.  
 
between the troughs and crest sediments of pre-existing eroded ripples. The first ripples 
appear on day 260, some 7 hours after θwc exceeded θcr; they are aligned with the wave 
direction and their formation starts from the area around the installation structure used to 
support the sonar. This lag between ripple formation time and when θwc first exceeded θcr 
is due to the time required for ripples to form from a relatively flat bed. The lag is much 
larger than that found in cases where the bed simply changes from one ripple scale to 
another (see section 3.3.1 and subsequent events). The field of ripples begins to form on 
the southwest side (Figure 3.6, image 2) and gradually extends to a larger area over the 
next several hours. The first ripples to form have a small wavelength that increases with 
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time. Similar ripple fields begin to form at various areas of the seabed (image 3, Figure 
3.6) and after 17 hours (image 4, Figure 3.6) the bed resembles an assemblage of patches 
of various interconnected ripples. The ripples continue to evolve by aligning themselves 
with the wave direction, while the smaller wavelengths increase in size, leading to a bed, 
which is composed of linear ripples with a few bifurcations and wavy crests (see image 6, 
Figure 3.6). Between days 261.5 and 263 there is a period of relatively constant Ab,1/3 (30-
35 cm) and θwc with only a slight modulation in their values. These modulations cause the 
crest to become slightly wavy and increase the number of bifurcations (image 7, Figure 
3.6). However, there is no significant change in ripple dimensions indicating the 
geometry is in a nearly equilibrium state due to the nearly constant Ab,1/3 for several 
hours. 
 Following event I and before the start of event II, there is a quiescent period (day 
264 to 272) where no changes in ripple wavelength or orientation is observed. The 
Shields parameter values due to either waves (θw)  or currents (θc) alone does not indicate 
any sediment mobility; however, θwc does indicate periods of tidally modulated sediment 
mobility after day 268. Although no direct ripple height measurements are available, a 
broadening in the reflections on the fan beam images 8-10 (Figure 3.6) is inferred as a 
decrease in ripple height. Since no changes in wavelength and/or orientation are 
observed, this inferred ripple height decrease is interpreted as erosion off the initially 
sharp crestline. This process is reflected in the reduction of total spectral energy (m00) 
estimated from the 2-D FFT analysis of the image (Figure 3.7). Between days 265 and 
268, there is no mobilization due to waves or currents; however, a decay in m00 in Figure 
3.7 and image 9 (Figure 3.6) is still present. The rate of decrease more than doubles after 
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day 268 (from -16 intensity/m2/day to -38 intensity/m2/day) indicating that the periodic 
mobilization of sediment accelerates the rate of ripple height decrease. 
 Event II started on day 272 and lasted for 8 days with the most energetic 
conditions attained on day 275.6. Initially, waves and relict ripples are 57° to each other; 
then new shorter (~17 cm) second order ripples start developing on top of the wide crest 
of the relict ripples, that are aligned with the prevailing wave direction (see image 11, 
Figure 3.6). These new ripples have a strong linear trend but are highly discontinuous. As 
the wave direction continuously changes, the new small ripples continue to adjust by 
joining with adjacent ones (see images 12 and 13) leading to the more linear, bifurcating 
seabed shown in image 14 (Figure 3.6). Sometime between days 274 and 275, the wave 
direction changes slowly while the Shields parameter and Ab,1/3 continue to increase over 
time. During this time, ripple wavelength approaches what appears to be an equilibrium 
state with linear ripples (see image 15, Figure 3.6). Slight changes in wave direction 
(~5°) cause the wave crests to become sinuous with an along crest periodicity of about 80  
cm (image 16, Figure 3.6). As the wave direction rotates back to its original value (~90°), 
the ripples again become linear (image 17, Figure 3.6) and the linearity continues to 
increase while the wave direction stabilizes (image, Figure 3.7). During the decaying 
stage of the event, the ripples remain stable until day 277 when the wave stress is still 
above threshold conditions, but significantly reduced compared to the peak of the event. 
During this period, the ripples are well developed with large wavelength and presumably 
large ripple heights (image 19, Figure 3.6). Small oscillations are observed in wave 
direction that lead to the development of small bifurcating ripples along the crest of the 
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large ripples (Figure 3.6, image 20 and 21) resulting in a braided pattern (Figure 3.6, 
image 21).  
 Event III (days 346 to 350, Figure 3.8) demonstrates the process of ripple 
development from a highly disorganized bed. The seabed imagery shows the presence of 
some structure resembling very old remnants of ripples and pits (see section 3.4.3) with 
length scales of the order of 30 cm (image 1, Figure 3.8). These disorganized structures 
rapidly develop into bifurcating ripples (image 2, Figure 3.8) in response to increasing 
wave forcing. During a period of relatively steady Ab,1/3 (~ 45-50 cm) the ripples increase 
in wavelength and become more linear (see images 3 and 4, Figure 3.8). During the times 
of reducing wave energy, the ripples align with the waves and linearity increases (image 
5). 
 In contrast to event III, during event IV (on day 355) wave energy exhibits a 
sudden increase in magnitude and change in wave direction by almost 90°. This change 
leads to the appearance of cross ripples on the pre-existing ripple field (see image 6, 
Figure 3.8) that continue to grow over the next several hours, while the relict ripples 
diminish (images 7 and 8, Figure 3.8). After 10 hrs, no traces of the relict ripples are 
present (image 9, Figure 3.8). These better-developed, sharp-crested ripples adjust to the 
changing wave direction by bifurcating with adjacent ripples (image 10, Figure 3.8) at 
which point they increase in linearity and the number of defects decreases (image 11, 
Figure 3.8). A local decline in wave energy occurs between days 357 and 361 
accompanied by a slight variability in wave direction. These changes reduce the 
sharpness of the imaged ripple crests (Figure 3.8, image 12) indicating some erosion on 
the crest top. A continued rotation of the wave direction halts the development of these  
 86 
 
 
Figure 3.8. Details of the Georgia events III to VI identified in Figure 3.5. (a) Wave 
orbital excursion amplitude; (b) maximum combined wave-current Shields parameter; (c) 
first (solid line) and second (dots) order ripple wavelength; (d) orientation of first (grey 
solid line) and second (grey dots) order ripples and waves (black solid line). Selected 
imagery of the seabed from each event identified by a number (1-26) is shown with the 
Ik/Iα values for each image shown on the bottom right corner. The images shown 
correspond to individual fan beam images with dimensions 2m x 2m. 
 
 87 
ripples (see image 14, Figure 3.8) and results in a random bed with few well defined 
ripples (images 15 and 16, Figure 3.8). 
 A clear example of cross-ripple creation is shown on day 382 (event V) when a 
rapid 0.5 day increase in wave energy results in Ab,1/3  and θwc values of 58 cm and of 
0.18, respectively. As θwc increases, the wave direction forms a 28° angle to the ripple 
crest and small wavelength cross-ripples develop. As the new ripples grow in wavelength 
and height, the relict ripples diminish (see images 18 and 19, Figure 3.8). By the time of 
peak Ab,1/3 (image 20, Figure 3.8), bifurcating linear ripples with a wavelength of 56 cm 
cover the seabed. During the following 0.5-day period of Ab,1/3 reduction, the ripple 
wavelength remains constant and the ripples become more linear and well defined 
(images 21 and 22, Figure 3.8). 
 Similar to event V, event VI shows the formation of new ripples superimposed on 
the existing (~58 cm) ones creating cross-ripples (image 24, Figure 3.8). In this case, 
although the height of the relict ripples decreases, the continuously changing wave 
direction makes the new ripples connect with adjacent crests (image 25, Figure 3.8) 
forming shorter (30 cm) bifurcating, linearly trending ripples. As the wave direction 
continues to rotate, these ripples reorient but never reorganize due to the weakened wave 
strength (Figure 3.8, image 27).  
3.4.3. Biological Influences 
 In addition to physical alteration of the seabed in response to hydrodynamic 
forcing as presented in the previous examples, Hay (2008) noted that biological activity 
could also alter ripple morphology through the mechanical action of bottom dwellers that 
create burrows and pits. This is also evident in the imagery from GA with an example of 
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it shown in Figure 3.9. On day 339, fish began creating a number of pits in close 
proximity to each other and over the course of 4 hours altered an approximately 3.5 m by 
3.5 m area of the seabed. Indication of fish and rays (Figures 3.9a and b) are also visible 
as oblong shadows in the fan beam images (days 332.5 and 335.9) as well as by video 
and photos taken of the deployed tripod by divers (not shown in here). The roughness 
created by these processes is shown in Figure 3.9c and d. 
 
 
 
Figure 3.9. Acoustic images of the seabed from GA showing the 
presence and influence of organisms on the seabed. (a) Image (day 
332.46) showing the presence of possibly several rays; (b) image (year 
day 335.9) showing the shadows (long black streaks) from fish. Images 
showing the development of pits on the seabed corresponding to days 
339.2 (bottom left) and 339.3 (bottom right) for (c) and (d). 
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3.5. Discussion 
3.5.1. Ripple Evolution 
 The observations on the temporal evolution of wave-induced ripple fields indicate 
that this is a dynamic process dependent upon the initial conditions of the bed, the 
strength and duration of the wave-induced flow but also the stability of the forcing 
(wave) direction. During these transitions, the bed passes through various degrees of 
irregularity until final equilibrium geometry is obtained, assuming sufficient time has 
lapsed.  
3.5.1.1.   Effect of wave event intensity 
 A synthesis of the observations from these field experiments reveals some general 
patterns in ripple evolution. From the LB data sets (finer sands) it was noted that during 
the increasing phase of a wave event (here denoted as dAb,1/3/dt>0 ) ripple wavelength 
decreases while during the declining phase (dAb,1/3/dt<0) ripple wavelength increases (see 
LB events I, II and V). This trend is in agreement with that described in chapter 1 for 
equilibrium ripples under irregular waves. However, for the GA data (larger ripples in 
coarser sandy bed), ripple wavelength often remains unchanged for dAb,1/3/dt<0 (see GA 
event V). These trends agree with those from other long-term field [e.g., Traykovski, 
2007; Maier and Hay, 2009] and laboratory experiments [Davis et al., 2004; Jarno-
Druaux et al., 2004; Testik et al., 2004] that have confirmed the existence of a lag time 
between the onset of sediment motion and the time ripples attain equilibrium. During 
periods when θwc just exceeds θcr (see GA event II, images 19-21), ripple evolution is 
much slower than during periods when qwc >> θcr (see GA event II, images 15-18). 
Furthermore, large wavelength ripples show less modification than small scale ripples 
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(LB vs. GA events); therefore, ripple adjustment time appears to be depended on initial 
ripple size, sediment grain size and flow strength and duration. Given that the GA site is 
in the same geographical region as LB, storm duration is similar in general. However due 
to higher water depth, the wave energy reaching the bed (assuming the same storm 
intensity) is lower in GA (see maximum Shield values in Figures 3.6b and 8b) when 
compared with LB (see Figure 3.4b). The difference in threshold Shield parameter values 
(0.053 and 0.034 for LB and GA, respectively) combined with differences in wave 
energy between the two sites, leads to excess Shields parameter (θwc-θcr) values that are 
roughly equal for the two locations, for most cases. This explains the larger ripple 
adjustment time scales required in the GA ripples since the amount of sediment 
displacement is proportional to the size of the ripples.  
 For cases where the intensity of the forcing varies, two types of ripple evolution 
are revealed. When the equilibrium ripple wavelength demanded by the prevailing wave 
forcing is smaller than that of the existing ripples (e.g., LB event I, images 1-3; LB event 
II images 6-8), ripple wavelength adjustment occurs mainly by splitting the existing 
ripples into two or more with frequent bifurcations. If the hydrodynamics call for an 
equilibrium ripple wavelength larger than that of the existing ripple (e.g., LB event I, 
image. 3-5; LB event II images 8-9; and GA event IV, images 8-11), then two or more 
adjacent ripples combine until the wavelength is in equilibrium with the flow. This 
process is very similar to that described in the laboratory experiments of Testik et al. 
[2004]. 
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3.5.1.2.   Effect of changes in wave direction 
 In terms of wave direction, a small (~10-15°) change can lead to ripple orientation 
re-alignment with the flow. Under such conditions, the initial ripples become 
discontinuous with the disjointed ends rotating first to align with the wave direction. 
Subsequently, these ends start connecting with adjacent ripples (e.g., GA event II, images 
3-5; GA event IV, images 8-11). This process of segmenting and bifurcating continues 
until the ripples align fully with the new wave direction. For linear ripples with large 
wavelengths (e.g., GA event II, images 15-18), before segmentation and bifurcation 
begins, the crests become sinuous. When wave direction and ripple orientation differ by 
more than 45°, secondary ripples form, which align with the wave direction and are 
superimposed on the initial ripple field generating a cross-ripple pattern (see LB events 
IV and V). Over time, the relict ripples degrade as the sediment is re-distributed to form 
the new ripple field. This process is more common in beds with smaller ripples (i.e., LB), 
covered with degraded relict ripples or cases where abrupt changes in wave directions 
occur. When well-defined larger ripples are present (i.e., GA) smaller cross-ripples, 
superimpose on top of the larger ones (see GA events II, V and VI and image 14). If the 
wave direction remains constant, these new ripples join with adjacent bedforms and begin 
to form a braided pattern on the crest of the relict ripples that eventually might evolve to 
a linear ripple field, aligned with the wave direction.  
 The effect of changing wave direction described earlier (i.e., decreased ripple 
height as the sediment is reworked to a new configuration) is something not captured by 
existing time-dependent ripples models. Traykovski’s [2007] model assumes immediate 
response of ripples to wave direction, while the Soulsby and Whitehouse [2005] 
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formulations, for wave-dominated flows, allow for ripple wavelength, height, and 
orientation to evolve independently of each other. In order to demonstrate this, the 
Soulsby and Whitehouse [2005] model is used to predict the ripples for GA event VI and 
the results are compared with the measurements in Figure 3.10. Although no direct ripple 
height measurements exist for either experiment, the seabed imagery indicates a decrease 
in ripple height as the ripple orientation adjusts (see images 23-27 in Figure 3.8). The 
time-dependent model predicts (see Figure 3.10d) a slight increase in ripple height 
followed by a small reduction to heights even smaller than the initial ripple height. In 
addition, the model indicates a gradual realignment of the ripples until they are fully re-
aligned (after 7 hours) with the waves. The observations, on the other hand, never show a 
total re-alignment of the ripple crests with the waves but cross-ripples develop on day 
380.5. The model, being monochromatic cannot predict irregularities on the ripple 
patterns and instead predicts ripple wavelengths that have a value approximately equal to 
the average of the two ripples that constitute the cross rippled bed (first and second order, 
see Fig. 3.10c). 
3.5.1.3. Effect of bed initial conditions 
 When the initial conditions are those of a flat bed (see GA event I) ripples start 
forming near a perturbation (i.e., obstructions like a stone, shells or larger sediment 
grains or a depression like a fish burrow, see GA Event I). The ripple field then evolves 
by extending away from the obstruction. This process of extension occurs by creating 
very short ripples that grow over time until reaching equilibrium conditions. Although, 
due to aliasing caused by the slow sample rate (1 image per hr) it is not possible to 
determine the exact bed evolution, the images suggest that no new ripples form in the  
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Figure 3.10. Comparison of the Soulsby and Whitehouse 
[2005] model with the data from GA, event VI (see Figures 
3.5 and 3.8). (a) Wave orbital excursion amplitude (black 
line) where the dots correspond to images 23-27 in Figure 
3.8; (b) maximum combined wave-current Shields 
parameter (black line) and critical Shields parameter for 
sediment motion (horizontal gray line); (c) measured first 
(solid line) and second (dots) order ripple wavelength and 
model prediction; (d) ripple height predicted by the model; 
(e) measured orientation of first (grey solid line) and second 
(grey dots) order ripples and waves (black solid line). The 
Soulsby and Whitehouse [2005] time-dependent model 
prediction of ripple orientation is shown as a dashed line. 
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periphery of the ripple field until the existing ripple attains its equilibrium dimensions. If 
the seabed is highly irregular with no clearly defined wavelength (see GA event III), the 
seabed quickly organizes into bifurcating ripples. 
 During periods of no sediment mobilizations, ripple wavelength and orientation 
remain unchanged but ripple height can decrease (see Figure 3.7) because of biological 
interaction [Hay, 2008] or other diffusing processes such as occasional sediment 
mobilization during the passage of the largest waves in a wave group. The latter process 
is not fully captured when using statistical description of wave energy such as significant 
or rms wave height. Sediment mobilization for short periods (few hours) under weak 
shear stresses (θwc ≈ θcr) does not appear to significantly alter ripple wavelength and 
orientation but can produce a decrease in ripple height (see LB event III; GA event VI 
and period between events I and II) at a faster rate (see Figure 3.7).  
3.5.2. Ripple Irregularity 
3.5.2.1. Classification of Irregularity 
 The data have demonstrated that the seabed is often composed of various ripple 
shapes and irregularity that as explained in the introduction can have an impact on 
hydraulic roughness, nearbed flow structure, sediment resuspension, and transport. The 
two irregularity parameters Ik and Iα introduced in section 3.3.2.2 (equation (3.17)) are 
used in Figure 3.11 where a scatter diagram of the two parameters is presented. The LB 
data (Figure 3.11a) scatter over a region trending on a slope greater than that of a 1:1 line. 
In the area below the 1:1 line, the ripples exhibit small irregularities due to either 
variability in wavelength and/or direction but overall they can be classified as regular 
ripples. Irregularity is more prominent in the data plotted in the region above the 1:1 line,  
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Figure 3.11. Ripple classification scheme based on wavenumber (Ik) and orientation 
irregularity (Iα) parameters. Scatter plots of Iα vs. Ik for (a) Long Bay (LB) experiment; 
(b) Georgia (GA) experiment; (c) comparison of LB and GA data. The black dots in (a) 
and (b) indicate the Ik and Iα values for the images shown in (d) and (e) which are ordered 
the same way as the dots. Key for ripple classification: L, Linear; LQL, Linear Quasi-
Linear; QL, Quasi-Linear; D, Disorganized bed; BC, Bifurcating and Cross-ripples; and 
C, Cross-ripples. 
 
mainly due to variability in ripple direction rather than to variability in wavelength scales. 
This agrees with the wave forcing in the area, which is mainly due to the passage of 
fronts (low pressure, cold, and warm fronts) that are usually associated with changes in 
wave direction [i.e., Warner et al., 2012]. The linear trend reveals the close association of 
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ripple rotation with adjustments in wavelength and emphasizes the fact that these two 
processes depend on each other. The scatter plot for the GA data (Figure 3.11b) shows a 
pattern where for lower Ik values (< 0.30) wavelength variability is more dominant over 
angular variability. After that, two clear trends are shown: (i) for Ik values between 0.30 
and 0.45, Iα varies from 0.20 to 0.60 and (ii) for Ik values between 0.35 to 0.70, Iα varies 
between 0.20 and 0.30. These two trends correspond to conditions of: (i) changing wave 
direction and small changes in ripple wavelength related to ripple realignment (similar to 
that described for the LB data shown in Figure 3.11a) and (ii) changing ripple 
wavelengths due to lack of sufficient ripple adjustment time. Regions with small values 
of both Ik and Iα indicate linear ripples with few bifurcations, while points plotted on 
regions with larger values suggest a bed with irregular ripples. Regions on the scatter plot 
where large Iα values are dominant represent conditions where cross ripples are prevalent. 
Overall, the ripples in GA exhibit greater variety of irregularities than those in LB. The 
superimposition of small-scale ripples, with smaller height, over a field of larger ripples 
(e.g., GA) leads to smaller irregularity than over a field of smaller ripples (e.g., LB). Thus 
most orientation driven irregularities do not occur until Ik is greater than 0.35. Based on 
Figure 3.11, 6 regions were defined corresponding to: (1) linear (L) 2-D ripples (Ik < 0.20 
and Iα < 0.20); (2) linear-quasi-linear ripples (LQL) with a low level of irregularity 
characterized by small variations in wavelength (0.20 < Ik  < 0.35 and Iα <0.20); (3) quasi-
linear (QL) ripples with high irregularity (0.35 < Ik  < 0.50 and Iα <0.20) mainly due to 
the presence of multiple wavelength scales; (4) disorganized (D) ripples (Ik  > 0.50) with 
no dominant ripple wavelength or orientation; (5) irregular ripples consisting of a 
combination of bifurcating and cross ripples (BC, 0.20 < Ik  < 0.50 and 0.20 < Iα < 0.50);  
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and (6) irregular ripples dominated by cross ripples (C) of equal size with large angles (> 
45°) from each other (Iα > 0.50). Based on this classification scheme, regular ripples are 
considered those with Ik < 0.5 and Iα > 0.2 (i.e., L and LQL) while all other regions (QL, 
D, BC and C) are considered to represent irregular ripples. 
3.5.2.2. Predicting Irregularity 
 The identification of regular and irregular ripples has been the subject of several 
studies, which have attempted to relate the formation of these irregular ripples to several 
non-dimensional hydrodynamic parameters. Carstens et al. [1969] attempted to relate 
irregularity to the ratio of the orbital excursion to the median grain diameter, suggesting 
that regular ripples occur when this ratio is below some threshold (Ab,1/3/D50 < 775).  
Later on, Sato [1987] observed a similar trend but added the Shields parameter as a 
prerequisite. He suggested that 3-D ripples form when: 
 
0.25
,1/3 50 ,1/3 ,1/3 50/ 775          0.76 /b wc bA D and A D

  
     3.18 
 On the other hand, Lofquist [1978], using  laboratory data from experiments 
conducted with a variety of grain sizes, concluded that ripple shape can be represented as 
a function of  mobility number (  2,1/3 50/ 1bu s gD     ), suggesting that regular ripples 
are formed when ψ < 21.3. 
 A different criterion was developed by Vongvisessomjai [1984] who used 
laboratory data to show that ripples scale as a function of a non-dimensional parameter 
comprised of a sediment Froude number and an acceleration parameter; he suggested that 
irregular ripples form when: 
  3,1/3 ,1/3 50/ 1 5500b bA U s gD          3.19 
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 More recently, Pedocchi and García [2009a] used an extensive database of 
published ripple shapes and geometries to determine a dependence of ripple shape on 
wave (
,1/3 50 /w bRe u D   ) and particle (  
3
501 /pRe s gD   ) Reynolds numbers 
concluding that ripples are primarily regular when  
0.50.06              13p w pRe Re Re           3.20 
5 1.14 10          9p w pRe Re Re
   
        3.21  
with no distinction defined for 9 ≤ Rep < 13. 
 The LB and GA data sets are used to evaluate the above criteria. The measured 
ripple wavelengths normalized by the corresponding wave semi-orbital excursion (λ/Ab) 
are plotted against the above parameters used to define ripple irregularity. Defining ripple 
shape as a function of mobility number (Figure 3.12a) fails to distinguish clearly between 
regular (Ik < 0.35 and Iα < 0.20, types L and LQL) and irregular ripples (types QL, BC, C 
and D). Similarly, Lofquist’s [1978] criterion for regularity (ψ < 21.3) does not appear to 
hold as regular ripples are still present at ψ values of 35 and irregular ripples are 
prevalent for values ranging from 1 to 70. This criterion characterizes regular/irregular 
ripples for 66% of the data shown. Pedocchi and García’s [2009a] criteria (equations 
(3.20) and (3.21), shown as dashed and solid lines in Figure 3.12b) does not capture 
divisions between regular and irregular ripples as a function of Rew and Rep and correctly 
characterize ripple shape only 61% of the time. There is a slight decrease in the number 
of regular ripples for Rew > 1.5x10
5 and Rep ≥ 13 however, regular ripples are prevalent at 
both larger and smaller values. Similarly, Vongvisessomjai’s [1984] criterion (Figure 
3.12c) results in 36% correct predictions. The vertical line at Ab/D50 = 775 (Figure 3.12d), 
represents the cutoff between regular ripples (gray) and irregular ripples (black) proposed 
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by Carstens et al. [1969]. This is not the case in here as both types of ripples occur for 
values ranging from 300 to 3,000. The θwc criterion of Sato [1987] (equation (3.18), 
shown as gray circles for regular ripples, see Figure 3.12d) improves the overall correct 
classification from 39% for Carstens et al. [1969] to 65%, although ripples of both types 
scatter over the full range of observations.  
 
 
 
Figure 3.12. Scatter plots of regular (red) and irregular (blue) ripples for the LB 
and GA data sets. (a) λ/Ab,1/3 vs. mobility number (ψ1/3) where the vertical line is 
the predictor of Lofquist [1978]; (b) Rep vs. Rew,1/3 where the two lines represent 
the predictors of Pedocchi and García [2009a] for Rep < 9 (solid line) and Rep ≥ 
13 (dashed line); (c) λ/Ab,1/3 vs. the product of the sediment Froude number and 
acceleration parameter where the solid line is the predictor of Vongvisessomjai 
[1984]; (d) λ/Ab,1/3 vs. Ab,1/3/D50 with for the predictors of Carstens et al. [1969] 
and Sato [1987] (vertical dark gray line), equation (3.22) (dashed line) and 
equation (3.23) (light gray line). 
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 While there is no clear division between regular and irregular ripples as a function 
of hydrodynamic forcing and sediment properties alone, a dependence on non-
dimensional ripple wavelength (λ/Ab) emerges. Least-square fit analysis to irregular and 
regular ripple data is used to define the division between the two classes as the line lying 
in between the two fitted lines:  
 
1
,1/3 ,1/3 50/ 908 /b bA A D

 
        3.22 
 For a given value of Ab,1/3/D50, if the value of the ratio λ/Ab,1/3  falls below the line 
defined by equation (3.22), then irregular ripples are assumed. It is worth noting that 
equation (3.22) nearly coinsides with the equilibrium ripple wavelength equation (2.41). 
The difference in the coefficients is attributed to the variety and type of data used for 
deriving the two equations. The data chosen here include every seabed where sediment is 
mobilized (θ > θwc) for these two field sites whereas only equilibrium ripples from 
numerous field and laboratory sourses are used for chapter 1. Given the resemblence 
between the two equations and for practical purposes the equilibrium equation was 
adopted so that the irregularity occurs when  
 
1.133
,1/3 ,1/3 50/ 2.4 10 /b bA A D

  
        3.23 
 This criterion improves the predictability of irregularity from an average of 53% 
for the previously presented criteria to 76% .The dependence on λ/Ab agrees with the 
concept of  ripple irregularity is a function of seabed time history (i.e., how far is the 
present bed geometry from that of equilibrium). Ripples which scatter on either side of 
equation (3.23) are out of equilibrium and some of them will adjust to a new wavelength 
if conditions allow sediment mobility. During ripple transition, irregularity expressed as 
wavelength variability, bifurcations and other defects is present. If ripples attain a 
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wavelength roughly equal to equilibrium under steady forcing then they become more 
linear. Ripples at the equilibrium line have Ik and Iα values ranging from 0.10 to 0.35 with 
decreasing values above the line and increasing below the line. 
3.6. Conclusions 
 Field observations of hydrodynamic and seabed imagery from two sites with 
different sediment sizes have provided insightful information on the temporal evolution 
of wave-induced ripples and how such evolution relates to ripple irregularity. The 
analysis shows that a linear rippled bed develops only if the wave direction remains 
constant and after sufficient time has passed to allow for sediment reorganization. For 
weak flows, the bed is slowly modified, while under higher intensity flows, the 
modification is more rapid due to increased sediment transport rates. This is something 
well captured by existing time dependent ripple evolution models as those of Traykovski 
[2007] and Soulsby and Whitehouse [2005].  
 However, changes in wave direction appear to delay the transition of the seabed to 
equilibrium conditions. During these times most of the sediment in motion is consumed 
to ripple re-alignment with the changing wave direction. This change in direction is 
usually associated with a decrease of ripple height and the formation of cross-ripples. If 
the orientation is continually changing, the bed becomes highly irregular preventing the 
ripples from becoming well organized. This process is not well captured by the existing 
time-dependent ripple evolution models which assume that ripple height and wavelength 
evolution is independent of wave direction [Traykovski, 2007] or that changes in wave 
direction affect the rotational characteristics of the ripples but not their dimensions 
[Soulsby and Whitehouse, 2005] as there is no feedback in the model formulations. 
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Improved future models should account for this. These results are concerned with wave-
dominated environments. Similar ripple irregularities can also occur under conditions 
when wave- and current- induced shear stresses are of equally similar magnitude but vary 
in direction [e.g., Lacy et al., 2007]. 
 Finally, the 2-D spectrum of the seabed acoustic images can be used to quantify 
irregularity of the seabed. In general, ripples are regular/linear for values of Ik less than 
0.2 and Iα less than 0.2 and irregular for larger values. For Ik values greater than 0.5 the 
bed becomes highly disorganized. The cutoff between regular and irregular ripples is not 
simply a function of hydrodynamics alone and therefore such predictors fail to predict the 
seabed state. Instead, the irregularity is dependent on the time-history of the seabed and 
on how far is the bed state from equilibrium conditions. A more robust prediction of 
irregularity can only be achieved using time-dependent models able to capture the 
feedback between changes in orientation and wavelength development.  
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CHAPTER 4 
PREDICTING RIPPLE TEMPORAL AND SPATIAL EVOLUTION 
4.1. Introduction 
 Ripples are sinuous sedimentary features on the seabed formed by the interaction 
of waves and/or currents with bed sediments. Their presence on the seabed contributes to 
enhancing bottom roughness leading to increased wave dissipation especially on wide 
continental shelves [e.g., Ardhuin et al., 2003] and nearbed turbulence [Grant and 
Madsen, 1986]. Furthermore, the relative angle between ripple crest and mean current 
appears to modulate the total roughness experienced by the mean flow [e.g., Powell et al. 
2000; Barrantes and Madsen, 2000; Madsen et al., 2010], while close to the seabed the 
mean flow tends to align itself to the ripple crests [Madsen et al., 2010], thus having 
significant implications on net sediment transport direction.  
Given the importance of ripples in a variety of benthic marine processes, accurate 
prediction of their geometry is a prerequisite for a number of models that require 
knowledge of bed physical roughness. Improved accuracy in simulating boundary layer 
flow and turbulence structure require the use of ripple evolution models able to account 
for the occurrence and irregularity of ripples as well as the evolution of the ripple’s 
wavelength, height, and orientation under changing intensity and directions of wave 
forcing. 
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To date a number of theoretical [e.g., Blondeaux, 1990; Andersen, 2001], 
laboratory [e.g., Sleath, 1984; Nielsen, 1992; and references therein], and field [e.g., Boyd 
et al., 1988; Amos et al., 1988; Voulgaris and Morin, 2008; Traykovski et al., 1999] 
studies have been carried out to understand bedform development in sandy environments. 
These studies have characterized wave-induced ripples as: equilibrium, when their 
geometry is in equilibrium with the prevailing near bed wave conditions; transitional, 
when the ripples are out of equilibrium and continuously change their characteristics in 
order to achieve equilibrium; and relict ripples, describing ripples formed at different 
conditions and currently are under conditions below those for sediment initiation and 
their geometry remains “frozen.”  
Equilibrium geometry has been studied in several laboratory [Yalin and Russell, 
1962; Mogridge and Kamphuis, 1972; Faraci and Foti, 2002] and field studies [Inman, 
1957; Miller and Komar, 1980; Grasmeijer and Kleinhans, 2004] leading to the 
development of a number of equilibrium ripple models [e.g., Nielsen, 1981; Grant and 
Madsen, 1982; Wiberg and Harris, 1994; Styles and Glenn, 2002]. In chapter 1, existing 
equilibrium ripple data from published sources was re-analyzed to yield an equilibrium 
ripple predictor, which shows that for irregular/random waves, ripple wavelength best 
scales with the wave semi-orbital excursion normalized by the sediment grain diameter. 
They also showed that ripple steepness is nearly constant with a slight dependence on 
wavelength such that shorter wavelength ripples will be steeper than ripples with longer 
wavelengths. In terms of direction, equilibrium ripples align with the wave forcing (i.e., 
ripple crests perpendicular to wave direction) [e.g., Maier and Hay, 2009; also see 
chapter 3]. 
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During their relict phase, ripples tend to decrease in ripple height due to biological 
activity or other diffusive properties [e.g., Hay, 2008; and chapter 3]. It has also been 
observed [Traykovski et al., 1999; and chapter 3] that relict ripples do not always assume 
an equilibrium geometry corresponding to the time just prior to the cessation of sediment 
motion; their geometry may correspond to sometime prior to that point when higher 
energy flows were present. Since relict ripples can remain on the seabed for days to 
months until their geometry is altered [Hay, 2008; and chapter 3], their influence remains 
important in time dependent processes. 
During the transient ripple phase, ripples actively adjust trying to achieve their 
desired equilibrium wavelength and height defined by the prevailing wave conditions in 
accordance with the equilibrium ripple predictor [e.g., Davis et al., 2004]. For declining 
wave conditions, during the decreasing energy phase of a storm, Traykovski et al. [1999] 
and noted little variation in ripple geometry (also observed in chapter 3). For changes in 
wave direction Traykovski et al. [1999] and Maier and Hay [2009] observed that ripples 
rapidly align with the wave direction within 1 hour; though a longer lag time was 
observed for the ripples of LB and GA (chapter 3).  
In order to capture the transient development of ripple geometry a number of 
time-dependent models have been developed [Davis et al., 2004; Jarno-Druaux et al., 
2004; Soulsby and Whitehouse, 2005; Testik et al., 2005; Traykovski, 2007] that can 
predict ripple evolution under varying wave conditions. Davis et al. [2004] presented a 
model that temporal ripple variability is expressed through a spectral energy parameter, 
which is not only an indication of ripple dimension but also an analogue for the 
irregularity of the seabed. Testik et al. [2005] described changes in ripple wavelength and 
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height under conditions where equilibrium ripple geometry is either greater than or less 
than the relict ripples present and presented individual equations to describe each 
transition for ripple wavelength and height separately. Later on, Traykovski [2007] 
presented a time dependent model, which represents a rippled seabed as a ripple 
amplitude spectrum over a range of wavenumbers. Although not explicitly stated, all of 
the above models assume that wave ripples respond instantly to changes in wave 
direction without these changes affecting the development of their height and/or 
wavelength. Soulsby and Whitehouse [2005] were the first to address the issue of 
changing wave direction for wave and current induced ripples. Their model has been 
shown to perform well in current dominated flows [Soulsby et al., 2012], although its 
performance for wave-induced ripples under field conditions has not been thoroughly 
evaluated. While this model allows for continuous evolution of ripple geometry, it only 
allows for evolution of a single ripple and cannot distinguish between a regular, irregular, 
or cross ripples. Furthermore, a comparison of ripples in chapter 3 showed that changes 
in ripple orientation delay the development of equilibrium ripples, especially ripple 
height; something that has also been noted in Hanes et al. [2001] and Hay [2011] who 
also observed a decrease in ripple height associated with cross ripple development. This 
indicates an important feedback between height and orientation.  
  In this contribution, a new model is presented that describes the temporal 
evolution of a rippled seabed for wave-dominated conditions that explicitly accounts for 
changes in wave directionality and how this affects ripple height and wavelength 
development but also the development of irregular ripples as those observed in the field. 
In section 4.2, the theoretical development of the new transient ripple model is presented. 
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Its sensitivity and performance under a variety of wave forcing conditions from synthetic 
and field data are presented in section 4.3. The performance and applicability of the 
model is discussed in section 4.4 with the conclusions presented in section 4.5.  
4.2. 2-D Transient Ripple Model Description  
 All existing field and laboratory ripple observations to date suggest that their 
evolution is a dynamic process that depends on the strength and duration of the flow as 
well as the variability of its direction. During periods of changing hydrodynamic 
conditions, the seabed passes through various degrees of irregularity until final 
equilibrium geometry is obtained. In order to capture the feedback between ripple 
geometry and irregularity on wave direction, as described in chapter 3, a spectral model 
[e.g., Traykovski, 2007] is best suited for such application after it is expanded into 2 
dimensions, as described below.  
 Following Davis et al. [2004]  and assuming regular uniform ripples (1-D), the 
rate of ripple adjustment decreases as its geometry approaches equilibrium (eq) so that: 
𝑑𝑋
𝑑𝑡
=
𝑋𝑒𝑞−𝑋𝑖
𝑇𝑘
             4.1 
where X represents the ripple scale (wavelength or height) and dX/dt is the rate of change 
of X; Tk is the time required to attain the equilibrium scale (Xeq) from its initial condition 
Xi. This concept is also the basis of the Traykovski [2007] 1-D ripple evolution model. 
In the approach, ripple wavelength is expressed in terms of wavenumber vector (k = 2π/λ) 
which can be decomposed into its two horizontal components such that (kx, ky) = 
(k∙cos(α), k∙sin(α))  where α is the ripple orientation which is defined as the direction of a 
line perpendicular to the ripple crest.  
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 Traykovski [2007] combined equation (4.1) with sediment transport principles 
based on seabed scour literature (see Whitehouse [1998]) and employed sediment 
continuity principles along a cross-section of the rippled bed. Under changing 
hydrodynamic forcing, the triangular cross-section geometry adjusts towards equilibrium. 
This adjustment is more rapid when the difference between the two geometries is greatest 
and slows down as the instantaneous geometry approaches that of equilibrium. Replacing 
the 1-D wavenumber scalar with a 2-D vector, the Traykovski [2007] model can be 
written as:  
𝑑𝑆𝜂𝜂(𝑘𝑥,𝑘𝑦,𝑡)
𝑑𝑡
=
1
(1−𝜙)∙η𝑠(𝑘𝑥,𝑘𝑦)
∙
𝑑𝑄(𝑡)
𝑑𝑥
∙ [𝑆𝜂𝜂,𝑒𝑞(𝑘𝑥, 𝑘𝑦, 𝑡) − 𝑆𝜂𝜂(𝑘𝑥, 𝑘𝑦, 𝑡)]        4.2 
where Sηη(kx,ky,t) is the 2-D ripple spectrum at time t and Q(t) is the volumetric sediment 
transport rate driven by the hydrodynamic conditions at that time; ϕ represents sediment 
porosity and dx is the spatial scale of flux convergence; Sηη,eq(kx, ky,t) is the equilibrium 
ripple spectrum corresponding to the instantaneous hydrodynamic forcing. Finally, ηs(kx, 
ky) is a scaling parameter applied to the equilibrium ripple spectrum and used to force the 
model. As described in Traykovski [2007] this parameter is constant in time and does not 
vary in response to forcing conditions.  
 The equilibrium spectrum is created from the equilibrium ripple geometry (ηeq, 
λeq) using a Gaussian distribution as: 
𝑆𝜂𝜂,𝑒𝑞(𝑘𝑥,𝑘𝑦) =  √
0.25∙𝜂𝑒𝑞
2𝜋∙𝜎𝑥∙𝜎𝑦
∙exp (
−(𝑘𝑥−𝑘𝑥,𝑒𝑞)
2
2∙𝜎𝑥
2 +
−(𝑘𝑦−𝑘𝑦,𝑒𝑞)
2
2∙𝜎𝑦
2 )         4.3 
where σx and σy are the spectral widths of the distribution in the corresponding directions. 
The equilibrium ripple wavelength is assumed to align with the forcing direction so that 
corresponding components of the equilibrium wavelength are kx,eq = keq∙cos(αw) and ky,eq = 
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k,eq∙sin(αw), with keq representing the equilibrium value derived from an appropriate 
equilibrium ripple predictor (e.g., chapter 2). The spectral energy amplitude is controlled 
by the equilibrium ripple height (ηeq) defined by the hydrodynamic forcing. For instances 
where sediment is mobilized and the wave-induced shear stress is greater than the skin 
friction due to the mean flow, the ripples will scale with the wave forcing. Likewise, 
when the shear stress due to mean flow is greater than that due to waves, ripples will 
scale with the currents such that: 
(𝜂𝑟,𝑒𝑞, 𝜆𝑟,𝑒𝑞 , 𝛼𝑟,𝑒𝑞) = {
(𝜂𝑒𝑞,𝑤, 𝜆𝑒𝑞,𝑤, 𝛼𝑟,𝑒𝑞,𝑤)         𝜃𝑤 ≥ 𝜃𝑐
(𝜂𝑒𝑞,𝑐, 𝜆𝑒𝑞,𝑐, 𝛼𝑟,𝑒𝑞,𝑐)            𝜃𝑤 < 𝜃𝑐
        4.4 
where the subscripts w and c represent wave and currents, respectively, and θw is the 
wave Shields parameter [Shields, 1936] defined as: 
𝜃𝑤 = 0.5𝑓𝑤𝑢𝑏,1 3⁄
2 [(𝑠 − 1)𝑔𝐷50]⁄          4.5 
where s is the non-dimensional sediment density parameter, D50 is the median sediment 
grain diameter, g is the acceleration due to gravity, and fw is the wave friction coefficient 
defined by Jonsson [1966] as:  
𝑓𝑤 = {
exp [5.213 ∙ (2.5 ∙ 𝐷50 𝐴𝑏,1/3⁄ )
0.194
− 5.977]     , 𝐴𝑏,1/3 (2.5 ∙ 𝐷50)⁄ > 1.57
0.3                                                                                 , 𝐴𝑏,1/3 (2.5 ∙ 𝐷50)⁄ ≤ 1.57
  4.6 
with Ab,1/3 = ub,1/3 ∙ T /2π, where T is the wave period. 
 The skin friction current Shields parameter is then defined as: 
𝜃𝑐 = C𝐷𝑧 ∙ 𝑈𝑧
2 [(𝑠 − 1) ∙ 𝑔 ∙ 𝐷50]⁄          4.7 
where CDz is the drag coefficient that was estimated for the elevation (z) of the mean flow 
(Uz) measurement using the law of the wall with a roughness defined by the particle size 
(skin friction) only, as this is the sediment mobilizing force exerted on the seabed:  
𝐶𝐷𝑧 = [0.40 ln[𝑧 (𝐷50 12⁄ )⁄ ]⁄  ]
2        4.8 
 110 
 
 The total volumetric sediment transport rate (Q) in equation (4.2) defines the time 
required for the seabed to achieve an equilibrium ripple geometry. Traykovski [2007] and 
Hay [2011] have shown good agreement between observed and estimated ripple 
adjustment times when using the Meyer-Peter and Müller [1948] volumetric bed load 
transport formulation  
𝑄 = 𝛾 ∙ (𝜃𝑤𝑐 − 𝜃𝑐𝑟)
1.5 ∙ √(𝑠 − 1) ∙ 𝑔 ∙ 𝐷50
3   , 𝑓𝑜𝑟  𝜃𝑤𝑐 > 𝜃𝑐𝑟     4.9 
where the coefficient γ is an empirical constant, θcr is the critical Shields parameter, and 
θwc is the maximum wave-current skin friction Shields parameter defined using the 
parameterization of Soulsby [1995] as: 
𝜃𝑤𝑐 = √[𝜃𝑚 + 𝜃𝑤 ∙ |cos(𝛼𝑤𝑐)|]2 + [𝜃𝑤 ∙ |sin(𝛼𝑤𝑐)|]2      4.10 
where θm is the mean wave and current Shields parameter estimated as: 
𝜃𝑚 = 𝜃𝑐 ∙ (1 + 1.2 ∙ (
𝜃𝑤
𝜃𝑐+𝜃𝑤
)
3.2
)         4.11 
 Following Traykovski [2007] the volumetric sediment transport divergence over a 
ripple  (dQ/dx) can be derived assuming zero transport at the ripple trough and maximum 
transport at the crest over a distance of half the ripple wavelength. Adjustment time Tk(kx, 
ky) for each ripple wavenumber is then defined using equation (4.9) assuming that the 
cross-sectional shape of a rippled bedforms a triangle where its area represents sediment 
volume per crest line unit length (=(1/2)∙ηeq(kx,ky)∙λeq(kx,ky) ). After accounting for 
sediment porosity (ϕ) this area can be converted to sediment volume and written in terms 
of wavenumber so that: 
𝑇𝑘(𝑘𝑥, 𝑘𝑦) = [(1 − 𝜙) ∙ (𝜂𝑠(𝑘𝑥, 𝑘𝑦) 𝜆𝑠(𝑘𝑥, 𝑘𝑦)⁄ ) ∙ (2 ∙ 𝜋 |√𝑘𝑥2 + 𝑘𝑦2|⁄ )
2
] (2 ∙ 𝑄)⁄   
4.12  
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 Equation (4.12) shown above states that the time required to build a ripple from a 
flat bed is defined by the ratio of the cross-sectional area to the volumetric sediment 
transport rate. Based on these arguments, it is evident that larger ripples will require 
longer time to develop if a constant sediment transport rate is assumed. The ratio 
ηs(kx,ky)/λs(kx,ky) of the scaling parameters is defined by the equilibrium model used and 
does not change with time. 
 When the Shields parameter is less than the critical value required for sediment 
motion, the seabed does not respond to changes in forcing direction or magnitude. In this 
case, ripple wavelength and orientation remain constant and the ripples present reflect 
previous hydrodynamic conditions before θwc<θcr (relict ripples). However, bioturbation 
and other diffusive processes still take place leading to a natural decay of ripple height 
while no changes are expected to occur in either ripple length or orientation [Hay et al., 
2008]. Voulgaris and Morin [2007] used regression analysis through the spectral intensity 
energy of seabed acoustic imagery spectra and found an exponential decrease in ripple 
height with a time decay constant (TD) of 550 hours (22.9 days). Thus when θwc < θcr, 
ripple height will decay while ripple wavelength and orientation remain constant so that: 
𝑆𝜂𝜂(𝑘𝑥, 𝑘𝑦, 𝑡 + 𝑡) = 𝑆𝜂𝜂(𝑘𝑥, 𝑘𝑦, 𝑡)∙exp (−
∆𝑡
𝑇𝐷
⁄ )          4.13 
where t represents the  time step. When a ripple is subjected to new wave forcing, it will 
rapidly change its form and start aligning to the new wave direction and will continue 
adjusting its geometry through sediment movement until it reaches a ripple geometry that 
is in equilibrium with the hydrodynamics. The amount of change to occur (equation 
(4.1)) can be formulated combining equations (4.2) and (4.12) in terms of the ripple 
spectrum as follows: 
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𝑑𝑆𝜂𝜂(𝑘𝑥,𝑘𝑦,𝑡)
𝑑𝑡
=
𝑆𝜂𝜂,𝑒𝑞(𝑘𝑥,𝑘𝑦,𝑡)−𝑆𝜂𝜂(𝑘𝑥,𝑘𝑦,𝑡)
𝑇𝑘(𝑘𝑥,𝑘𝑦,𝑡)
        4.14 
where dt is the integration time step. 
 Ripple height, wavelength, and orientation can be estimated from the 2-D spectra 
Sηη(kx,ky) predicted from equations (4.13) and (4.14) for each time step (t) using the 
spectral moment: 
𝑚𝑝𝑞 = ∫ ∫ 𝑘𝑦
𝑞 ∙ 𝑘𝑥
𝑝 ∙ 𝑆𝜂𝜂
2 (𝑘𝑥, 𝑘𝑦) ∙ 𝑑𝑘𝑥 ∙ 𝑑𝑘𝑦           4.15 
where p and q denote the spectral moment order in the x (eastward) and y (northward) 
directions, respectively. Average wavelength and orientation is then calculated by 
determining coordinates of the spectrum’s center of gravity which is given by  
(𝑘𝑥̅̅ ̅, 𝑘𝑦̅̅ ̅) = (𝑚10 𝑚00⁄ , 𝑚01 𝑚00⁄ )            4.16 
such that mean ripple wavenumber is ?̅? = √𝑘𝑥̅̅ ̅
2
+ 𝑘𝑦̅̅ ̅
2
. Similarly, mean orientation of 
the ripple (defined as the orientation of a line perpendicular to ripple crest) is   
𝛼𝑟 = tan
−1(𝑘𝑦̅̅ ̅ 𝑘𝑥̅̅ ̅⁄ )              4.17 
 Ripple height is calculated from the zero order moment as 
𝜂 = 4 ∙ 𝑚00              4.18 
where the multiplier of 4 arises from ripple amplitude being multiplied by 0.25 in 
equation (4.3), similar to the calculation of significant wave height. 
 When multiple peaks are present in the spectrum, each individual peak is 
identified using the watershed functions [Meyer, 1994] as implemented in the Matlab© 
image processing toolbox. Equations (4.15) to (4.18) are then applied for each peak 
region identified to estimate the multiple ripple geometries (i.e., height, wavelength, and 
orientation) present; subsequently each individual ripple field is ranked in terms of ripple 
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height with the largest being the main ripple and the second in significance called the 2nd 
order ripple. Although higher order ripples might be identified, they usually are not 
considered in this analysis. 
 The ripple spectrum also yields information about the variability in ripple 
wavelength and orientation. This variability is calculated using the same methods as in 
chapter 3 for acoustic images of the seabed. The method utilizes the central spectral 
moments 𝑚02
′  and 𝑚20
′  of the spectrum which are defined as the moments centered on the 
mean wavenumbers and is applied after the wavenumber components are converted to a 
polar coordinate system (k, α). From which the directional and wavenumber spectral 
widths can be deducted using: 
(𝜎𝑘,  𝜎𝛼) = (√𝑚𝑘,2
′ 𝑚𝑘,0⁄ , √𝑚𝛼,2
′ 𝑚𝛼,0⁄ )           4.19 
 For the same variability in wavelength, the value of σk will vary depending on the 
absolute value of the ripple wavelength. Therefore, the σk value is normalized by the 
value of the mean wavenumber present. The wavenumber irregularity (Ik) and orientation 
irregularity (I) parameters are then defined as:  
[𝐼𝑘, 𝐼𝛼] = [𝜎𝑘 ?̅?⁄ , 𝜎𝛼 (𝜋 2⁄ )⁄ ]        4.20 
 The above model can be used to solve for a time-dependent ripple geometry given 
wave semi-excursion (or wave height), wave period, wave direction, sediment grain 
diameter, sediment density, kinematic viscosity, current speed, current direction, and 
elevation of current measurement.  
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4.3. Results 
4.3.1. Simulated Forcing  
 In order to demonstrate the behavior of the 2-D model presented above, 
simulations are presented assuming an ideal synthetic wave forcing that varies over a 
period of 36 hours (Figure 4.1). The model results are compared to estimates from the 
Traykovski [2007] (1-D) and the Soulsby and Whitehouse [2005] (SW) models. For 
consistency purposes, in all simulations the equilibrium predictor presented in chapter 2 
for combined regular and irregular waves is used. 
 The two cases (case 1 and 2) represent wave forcing with a constant nearbed 
orbital velocity (25 cm/s) but variable direction. The wave periods assumed are 6 and 9 s 
for case 1 and 2, respectively. The initial ripple dimensions correspond to the equilibrium 
ripple geometry predicted by the equilibrium formulation in chapter 2 for combined 
regular and irregular waves using the hydrodynamics of the first time step, and an 
orientation defined by the direction of the wave at this time. During each simulation the 
wave direction changes 4 times;  the rate of wave direction change is increased uniformly 
so that the first transition occurs over a period of 4 hours while the last transition occurs 
within a period of 1 hour (see Figure 4.1), corresponding to rotation rates of 0.375, 0.5, 
0.75 and 1.5 °/min, respectively. A constant spectral width value of 1.5 rad/m is assumed 
for both σx and σy values. The Meyer-Peter and Müller [1948] formula for bed load 
transport rate is used for all cases with a γ of 8. 
 Case 1 (Figure 4.1a-d) demonstrates the model’s response to a wave regime (6 s 
period and 25 m/s orbital velocity) with a direction varying from 0° to 90°N and then  
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Figure 4.1. Time series of predicted ripple characteristics from the Soulsby and 
Whitehouse [2005] (SW), the Traykovski [2007] (1-D), and the new 2-D model. Synthetic 
wave forcing is used with a changing wave direction under constant wave intensity 
representing high energy waves (case 1: a-c, ub,1/3 = 25cm/s, T=6 s, λ=27.8) and weak 
energy waves (case 2: d-f, ub,1/3 = 25cm/s, T=9 s, λ=34.2 cm). (a, d) Ripple orientation; 
(b, e) ripple height; (c, f) ripple wavenumber and orientation irregularity. 
 
returning back to 0°N (see Figure 4.1a). This leads to an excess Shields (θ - θcr) value of 
0.05. As both wave period and orbital velocity remain constant, the corresponding 
equilibrium wavelength (27.8 cm) and height (3.6 cm) remain unchanged throughout the 
whole simulation period. Thus, any changes observed are attributed to the response of the 
seabed to a changing wave direction. Given the forcing, the 1-D, 2-D, and SW models 
predict no change in ripple wavelength leading to a constant Ik value (see Figure 4.1c), 
while the 1-D and SW models also predict no change in ripple height (see Figure 4.1b) as 
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these models do not relate ripple height to changes in ripple orientation. In terms of mean 
ripple orientation, the SW and the 2-D models yield similar results but the SW model 
suggests a more rapid adjustment at the onset of a changing wave direction. During 
periods of changing wave direction, the 2-D model predicts the development of cross 
ripples. The development of cross-ripples results in a decrease in ripple height as during 
this time the available sediment is distributed between the two ripple fields that constitute 
the cross-ripples. The re-orientation of the ripples occurs in stages. At the onset of the 
transition, the ripple height decreases as the waves change direction. Then, once the 
forcing direction remains constant, the ripples start increasing again in height. During the 
rotation in the forcing direction, the ripple’s orientation irregularity (Iα) increases 
indicating a more irregular seabed forming for faster rotational rates. The length of time 
required for the seabed to become regular also decreases with increasing rotation rates 
under constant forcing assumed in this example. 
 Case 2, corresponds to weaker wave forcing, due to the longer wave period (9 s). 
In this case (Figure 4.1d-f), both ripple orientation and height lag further behind 
equilibrium than what was shown for case 1. The forcing results in a constant wavelength 
of 34.2 cm and a  - θcr value of 0.04. Second order ripples do not appear until the 
forcing direction is at a 90° angle to the relict ripples. However, during the transition, the 
orientation irregularity (Iα) gradually increases, attaining values of nearly 0.5 while the 
wavenumber irregularity remains unchanged. For ripple orientation, the SW model 
predicts a relatively fast rotation in response to changing wave directions that lags the 
wave direction change by approximately 2 hours. The 2-D model; however, shows that 
the rotation is happening through a process where the initial ripples diminish in height 
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and a new ripple field grows along the new wave direction. In terms of ripple height 
(Figure 4.1e), the 2-D model does not attain equilibrium but attains a maximum height 
just prior to a next change in forcing direction. Similar to case 1, the peak ripple height 
does not increase until the second order ripple becomes primary sometime after the 
forcing direction becomes constant. Overall, these results show that according to the 2-D 
model results the change in wave direction is occurring through a process of destruction 
of the initial ripple field and growth of a ripple field along the new direction. This process 
corresponds with the development of a cross-rippled bed when both the initial and the 
final ripples are present.  
4.3.2. Field Data 
4.3.2.1. Hydrodynamics 
 Data from two field experiments conducted in the South Atlantic Bight offshore 
South Carolina and Georgia (USA) are used to evaluate the performance of the 2-D 
model under natural variable wave and current forcing and changing wave directions. 
The experimental setup, hydrodynamic conditions, and ripple evolution during these 
experiments are described in detail in Voulgaris and Morin [2008], Warner et al. [2012], 
and in chapter 3.  
 The first data set represents data from a fine-grained sandy bed (D50 of 177 μm) 
located off the northern part of South Carolina (USA) off Long Bay (hereafter referred to 
as LB). The data collection was a part of the U.S. Geological Survey’s South Carolina 
Coastal Erosion Study, which took place from October 2003 to April 2004 [Sullivan et 
al., 2006; Schwab et al., 2009; Warner et al., 2012]. Data from two Sontek ADV sensors 
and an Imagenex 881 rotating sonar deployed in 9.5 m deep water were collected during 
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a 1.5-month period (30 January 2004 to 15 March 2004) and are used in this study. LB is 
a wave-dominated environment with a 7 s mean period and mean and maximum bottom 
wave orbital velocities of 17 and 44 cm/s, respectively. Currents were primarily wind 
driven while the tidal currents are too weak to mobilize bed sediment with an average 
speed of 3.8 cm/s. 
 The second data set, corresponds to a site with medium to coarse sand (D50 = 388 
μm) bed located on the continental shelf off the coast of Georgia (hereafter referred to as 
GA). Hydrodynamic (ADVs) and bedform imagery (rotating sonar) data collected during 
two periods (16 September 2007 to 7 October 2007 and 18 November 2007 to 15 
February 2008) are used in this study. The greater water depth (27.5 m) of this site leads 
to attenuation of the short waves, resulting in a longer bottom wave period (9 s) than that 
observed in LB. Furthermore, due to the weaker wave forcing, mean current induced 
shear stresses occasionally surpasses that of waves.  
4.3.2.2. Model Setup 
 As described earlier (equation (4.3)) the 2-D model requires a seabed spectral 
width parameter, which represents the width of the expected equilibrium spectrum. 
Theoretically, this value should be small and correspond to linear ripples, but may 
depend on the site’s characteristic hydrodynamic and sediment properties. In order to 
determine the minimum σx and σy for LB and GA, these parameters were calculated from 
the spectra of the seabed sonar images following the same methods described in chapter 3 
and equation (4.19), replacing 𝑆𝜂𝜂
2 (𝑘𝑥, 𝑘𝑦) with the 2-D FFT spectral energy of the 
acoustic imagery. Figure 4.2 shows the sonar imagery and corresponding 2-D spectrum 
representing the smallest σx and σy, and hence most linear ripples observed for each site. 
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Taking the average of all minima (Figure 4.3) for each site leads to an average of 3.76 
and 2.12 rads/m for LB and GA, respectively. These values represent the inherent 
irregularity of the seabed due to irregular wave forcing characteristics.  
 
 
 
Figure 4.2. Seabed imagery (a and b) and corresponding 2-D FFT 
spectra (c and d) representing instances of the smallest σx and σy present 
at Long Bay (a and c) and Georgia (b and d). 
 
 Another important parameter for any time dependent model is the choice of 
equilibrium predictor, which acts as the target geometry for the seabed under given wave 
forcing. The equilibrium predictors from chapter 2 are plotted against the LB and GA 
equilibrium ripple wavelengths, corresponding to periods when sufficient time has 
elapsed for ripples to obtain equilibrium (0 < dθwc /dt < 0.1·θwc(t)/Tk(t)) [see Traykovski, 
  
 
 
 
 
 
 
 
 
Figure 4.3. Time series of σx (blue line) and σy (red line) for the Long Bay (days of 2004) and Georgia (days of 2007) deployments. 
1
2
0
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2007; and chapter 2] and normalized by the wave semi-orbital excursion are plotted 
against the ratio Ab,1/3/D50 in Figure 4.4. The equilibrium ripple wavelength data exhibit a  
 
 
 
Figure 4.4. Scatter plot of λ/Ab,1/3 vs. Ab,1/3/D50 for 
expected equilibrium ripples during Long Bay (red 
squares) and Georgia (blue dots) deployments 
corresponding to times when sufficient time has 
elapsed for ripples to obtain equilibrium (0 < dθwc /dt 
< 0.1·θwc(t)/Tk(t)) (see text for details). Also plotted 
are the equilibrium ripple predictors for irregular 
(line) and irregular/regular (dashed line) wave 
condition from Nelson et al. [2013] and the adjusted 
fits for Long Bay (dash-dot line) and Georgia (dotted 
line). 
 
large scatter around the chapter 1 equations; LB data plot at smaller Ab,1/3/D50 and λ/Ab,1/3 
values but they appear to define a linear (in a log-log scale) relationship. The GA data 
seem to scatter over a larger region. From Figure 4.4 the equilibrium predictors from 
chapter 2 are shown [i.e.: Nelson et al. 2013] although they represent well the existing 
 122 
data available in the literature, miss some of the characteristics present in each one of the 
study sites. Since the focus of this study is the performance of the 2-D model framework, 
in order to minimize discrepancies due to the equilibrium predictor, the chapter 2 
formulas are modified to present the best possible fit for each site as in Traykovski 
[2007]. The new site specific equilibrium predictors still scale with Ab,1/3/D50 and λ/Ab,1/3, 
however, LB strongly correlates with the form of the equation used for irregular waves 
while GA correlates better with that for combined regular and irregular waves. This is not 
surprising as the shallow water depths at Long Bay allow ripples to be exposed to a 
greater variety of wave frequencies, while the deeper waters of GA acts as a filter; 
attenuating higher frequencies such that the seabed experiences a more regular wave 
forcing. The fitted ripple wavelength equation for Long Bay is: 
𝜆 𝐴𝑏,1/3 =⁄ 74,000 ∙ (𝐴𝑏,1/3 𝐷50⁄ )
−1.605
         4.21 
while that for Georgia is:  
𝜆
𝐴𝑏,1/3
= 1.05 ∙ (0.72 + 2.01 × 10−3 ∙
𝐴𝑏,1/3
𝐷50
∙ {1 − exp [− (1.57 × 10−4 ∙
𝐴𝑏,1/3
𝐷50
)
1.5
]})
−1
    
           4.22 
Since ripple height was not measured, the equilibrium height developed in chapter 2 of 
𝜂 = 0.12 ∙ 𝜆0.944 is used for both sites.  
 While there were no instances of current ripples present at LB or GA, there were 
occasions when θc>θw and sediment was in motion and as such for these instances the 
equilibrium dimension for current ripples suggested by Soulsby and Whitehouse [2005] is 
used. 
 In chapters 2 and 3 a strong agreement was observed between the onset of 
sediment motion and θwc when ub,1/3 was used to calculate the Shields parameter. While 
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the SW model was designed to use ub,1/10, this exhibited poor agreement with the current 
data sets. Therefore all models were run using 1/3 wave statistics. Furthermore, in order 
to be consistent all models were run using the equilibrium geometry defined by equations 
(4.21) and (4.22) for LB and GA, respectively. In addition, the ripple decay for relict 
conditions (θwc < θcr) from equation (4.13) is used for both the 2-D and SW models. 
4.3.2.3. Long Bay  
 The Long Bay time series (Figure 4.5) represents a high-energy wave dominated 
environment. All models were run with and without currents included and there was no 
difference observed. However, a better agreement for the 2-D model was observed when 
a γ of 10 was used for calculating bed load transport in equation (4.9). 
 For most events, the wavelength and orientation predictions of the SW, 1-D, and 
2-D models closely agree. Slight differences between the models occur during relict 
conditions, while the strongest agreement happens during the highest energy waves, 
when ripples are expected to be at or close to equilibrium. Both models predict similar 
ripple orientation that closely follows that of the waves. The SW model does predict a 
more rapid transition than the 2-D model. Specifically, during the event on day 51 the 
SW model predicts a change in ripple orientation 16 hours before there is one observed, 
while the 2-D model predicts a transition 2.6 hours early. While there were no 
measurements of ripple height, the predictions of the SW, 1-D, and 2-D models are 
shown in Figure 4.5e. The 2-D model consistently yields the smallest ripple heights; 
deviating from the 1-D predictions only during periods when there is a change in wave 
direction. During energetic conditions, there is close agreement between all models 
particularly during days 33 and 57-59 when there is little variation in ripple orientation, 
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while for the rest of the time the SW model provides consistently higher ripple heights 
with a steepness closer to equilibrium. 
 
 
 
Figure 4.5. Long Bay time series of hydrodynamics: (a) significant wave orbital 
velocity (blue line), current speed (blue dotted line), and wave period (red line); (b) 
wave direction (blue line) and current direction (blue dots); and measured bedform 
geometry (black line) plotted with model predictions of Soulsby and Whitehouse 
[2005] (red line); Traykovski [2007] (gray line), and the 2-D model (blue line), with 
2nd order ripples are represented as (×) for ripple (c) wavelength, (d) orientation, (e) 
height, and (f) change rate of change in ripple height (cm/hr). Shown in (g) are the 
measured wavenumber (black) and orientation (gray) irregularity plotted with the 2-D 
model predicted wavenumber (blue) and orientation (red) irregularity. 
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 The estimates of 2nd order ripples by the 2-D model are primarily the result of 
changes in ripple orientation and are associated with a sharp decrease in ripple height 
(e.g. days 36.5, 43.6 and 55.5). The appearance of 2nd order ripples is often short in 
duration and occurs following those observed. Their occurrence is associated with large 
I values. The 2-D model accurately captures the onset of increased orientation 
irregularity for many events but does not predict the increased irregularity during the 
event but instead returns to smaller values more representative of linear ripples. The 
wavenumber irregularity remains small throughout and does not capture the observed 
trend. 
4.3.2.4. Experiment GA 
 The Georgia data set (Figure 4.6) represents a lower energy wave dominated 
environment with stronger mean flows than LB. This along with the larger grain size 
leads to the formation of ripples with longer wavelength. The 2-D model was run for 
various values of γ and the best results were observed for a value of 4. Using a larger 
value leads to more rapid transitions than observed. Furthermore, due to the stronger 
mean flows, the use of θwc as opposed to θw for the calculation of sediment initiation and 
bed load transport results in better agreement.  
 The SW, 1-D, and 2-D models yield similar estimates of wavelength during the 
most energetic wave conditions. However, during relic conditions, the 1-D and 2-D 
models capture the observed relict ripple wavelength, while the SW model continues to 
adjust rapidly towards equilibrium wavelengths, which are generally much shorter than 
the observed wavelength during these periods. 
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Figure 4.6. Georgia time series of hydrodynamics: (a) significant wave orbital velocity 
(blue line), current speed (blue dotted line), and wave period (red line); (b) wave 
direction (blue line) and current direction (blue dots); and measured bedform geometry 
(black line) plotted with model predictions of Soulsby and Whitehouse [2005] (red 
line); Traykovski [2007] (gray line), and the 2-D model (blue line), with 2nd order 
ripples are represented as (×) for ripple (c) wavelength, (d) orientation, (e) height, and 
(f) change rate of change in ripple height (cm/hr). Shown in (g) are the measured 
wavenumber (black) and orientation (gray) irregularity plotted with the 2-D model 
predicted wavenumber (blue) and orientation (red) irregularity. 
 
 A strong agreement in ripple orientation is observed between the SW and 2-D 
models; however, the SW model predicts changes in ripple orientation earlier than that 
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shown by the data. The 2-D model is more accurate in capturing the timing of the change 
in ripple orientation. The 1-D model exhibits less agreement than either the SW or 2-D 
model as it assumes that the ripples always align with the flow when θwc ≥ θcr. The rapid  
reorientations predicted by the 1-D model (i.e., days 265-270 in Figure 4.6d) correspond 
to periods where currents are more dominant than waves (θc > θw). As such, the ripples 
will align with the currents during these instances. 
 The 2-D model predicts smaller ripple heights compared to the SW model except 
for periods after a peak in wave energy. The SW predicts a more rapid transition to 
smaller ripples during the waning energy than the 2-D model. Since the SW predictor 
responds more rapidly to short periods of sediment mobilization, it never attains the same 
small height during long relict conditions as the LB model. 
 The 2-D model seems to be more accurate in predicting the irregularity (Figure 
4.6f) for the GA data set than it did for LB. Although the magnitude and timings vary, the 
overall trend of increases and decreases is similar. 2nd order ripples are also more 
prevalent in the observed and predicted time series. The 1-D model often predicts a 
longer duration of 2nd order ripples than the 2-D model, which is a result of the spectral 
peak of the 2-D model becoming elongated (increased irregularity) as opposed to two 
peaks forming which tends to agree more with the observations. 
4.4. Discussion 
4.4.1. Active/Relict Conditions 
 For strong flows, when sediment is mobilized, all models tend to yield the same 
peak ripple geometries as the ripples rapidly attain their equilibrium geometry. For 
weaker waves, the SW model deviates from the 1-D and 2-D models, as it predicts ripple 
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dimensions that adjust towards equilibrium at a faster rate than the other models. As 
shown here, under field conditions during an energetic event the rate of adjustment is 
smaller after the peak of the event. This behavior is similar to what is seen in the 
predictions of the 2-D model suggesting that this latter model is more accurate in 
representing bed evolution under changing wave conditions. 
 For the higher energy wave environment of LB, both the 2-D and SW models 
yield nearly identical results for ripple wavelength and orientation. The model 
performance vs. observations is shown in Figure 4.7 as a scatter plot of predicted vs. 
observed values. Both models yield nearly identical scatter for both active (θwc≥θcr) and 
relict (θwc<θcr) ripples. Ripple wavelength scatters around the 1:1 line for wavelengths 
greater than 15 cm, while for smaller wavelengths the models over predict the 
wavelength by a few cm. In terms of ripple orientation, both models seem to predict 
slightly higher orientation angles than the measurements. The model performance is 
quantified using the root mean square deviation (RMSD) and normalized (NRMSD) value 
defined as: 
𝑅𝑀𝑆𝐷 = √∑(𝑋𝑝 − 𝑋𝑜)
2
𝑁⁄          4.23 
where X is either wavelength, orientation, or height; the subscripts p and o indicate 
predicted and observed while N is the number of measurements. The RMSD values are 
normalized by the range of observations to find NRMSD. The RMSD values for active, 
relict, and all conditions are listed in Table 4.1. 
 As can be seen from the values shown in Table 4.1, the 2-D model yields the least 
errors for LB but the differences are small so effectively both the SW and 2-D models 
seem to perform equally well. For the case of relict ripples, an error of 2.04 and 2.27 cm 
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(13.2 and 14.7 %) for the 2-D and SW model respectively is found while the 2-D model 
yields an orientation error of 22.7° for all conditions just 1° smaller error than was found 
for the SW model. 
 
 
 
Figure 4.7. Scatter plot of predicted vs. measured wavelength (a and 
c) and orientation (b and d) from Long Bay for active (θwc ≥ θcr, 
blue dots) and relict (θwc < θcr, red squares) ripples. The results of 
the 2-D model are shown in plots (a) and (b) and the results of the 
Soulsby and Whitehouse [2005] model are shown in (c) and (d). The 
black line indicates unity. 
 
 Although there is little difference between the model predictions for the highly 
energetic LB data set, the 2-D model performs better for the weaker energy GA 
environment. The model results plotted against the observed geometries is shown in  
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Table 4.1. Root mean square deviations and normalized deviations in ( ) of the 
model predictions compared to observed ripple wavelength and orientation. 
 
  Wavelength, cm (%) Orientation (deg) 
  Activea Relictb All Activea Relictb All 
LB 
Eqc 3.69 (23.9) 3.96 (25.7) 3.80 (24.6) 25.77 24.79  25.37 
SW 3.57 (23.1) 2.27 (14.7) 3.10 (20.1) 24.15 23.57 23.91 
2-D 3.50 (22.7) 2.04 (13.2) 2.98 (19.3) 22.73 22.77 22.75 
        
GA 
Eq 18.18 (24.0) 24.40 (33.2) 21.81 (28.8) 36.22 62.22 52.05 
SW 14.72 (19.4) 14.29 (18.8) 14.48 (19.1) 20.75 19.76 20.21 
2-D 11.76 (15.5) 8.92 (11.8) 10.31 (13.6) 15.36 12.49 13.86 
aActive conditions defined as (θwc ≥ θcr) 
bRelict conditions defined as (θwc < θcr); 
cAssuming ripples are in equilibrium 
 
Figure 4.8. The 2-D model reduces the overall scatter and yields a wavelength error of 
10.3 and 14.5 cm (13.6 and 19.1%) for the 2-D and SW models. The SW model yields a 
nearly consistent error of 14.5 cm (19%) for both relict and active conditions, while the 
2-D model yields a smaller error of 8.92 cm (11.8%) for the relict ripples. The 2-D model 
also performs equally well for ripple orientation with an error of 13.9° and 20.2° for the 
2-D and SW models, respectively. 
4.4.2. Ripple Height 
 One of the largest deviations between the different models is the prediction of 
ripple height. The 2-D model yields the smallest predictions especially during changes in 
ripple orientation. The one exception to this is during weakening wave energy conditions 
following a storm event. If the equilibrium height is smaller than that during a storm, then 
the 2-D model yields larger values than the SW model.  
 The smaller ripple height predicted by the 2-D model has important implications 
for ripple steepness. Figure 4.9 shows the model results for Long Bay (Figure 4.9a) and 
Georgia (Figure 4.9b). These time-series show that the SW model consistently predicts  
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Figure 4.8. Scatter plot of predicted vs. measured wavelength (a and 
c) and orientation (b and d) from Georgia for active (θwc ≥ θcr, blue 
dots) and relict (θwc < θcr, red squares) ripples. The results of the 2-
D model are shown in plots (a) and (b) and the results of the 
Soulsby and Whitehouse [2005] model are shown in (c) and (d). The 
black line indicates unity. 
 
greater steepness that is closer to equilibrium, while a greater deviation is observed with 
the 2-D model. Although ripple height was not directly measured, the ADVs and 
Acoustic Backscatter Systems deployed on each tripod provide single point 
measurements of the distance to the bed; the lateral displacement of those sensors allows 
for multiple measurements of bed elevation so that the variability of those values can be 
assumed to represent variability due to presence of ripples. For Long Bay, 5 
measurements of bed elevation are obtained (3 from the 3 ABS transceivers and 2 from  
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Figure 4.9. Ripple steepness predictions from the 2-D (blue) and Soulsby and 
Whitehouse [2005] model (red lines, SW) for (a) Long Bay and (b) Georgia. The 
expected ripple height assuming equilibrium with the ripple wavelength is shown in 
dashed lines. Histograms showing the distribution of ripple steepness from the two 
models as well as the calculated ripple steepness (gray) from the variance of the 
seabed elevations below the ADV and ABS sensors for (c) Long Bay and (d) Georgia 
(see text for details). 
 
the ADVs). Considering the small ripple wavelength, an estimate of the ripple height can 
be calculated as ησ=2σb, where σb is the standard deviation of the distance to the bed 
(normalized to the ABS elevation). While this approach does not prove accurate for an 
instantaneous ripple height due to the possibility of measurements not including the 
trough and crest and the vertical spatial resolution of the instruments, when normalized 
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by the measured wavelength, it does provide an indication of the distribution of ripple 
steepness observed. Figure 4.9c, shows that the 2-D model predicts a distribution of 
ripple steepness similar to that calculated using the aforementioned method. For Georgia, 
the ADVs were installed too high to provide range data so only measurements from the 
ABS were used. Since the ABS transceivers were configured in a circular pattern, they 
only provided measurements over a 6 cm diameter section of the seabed. Thus, the slope 
of the ripple over these 6 cm (ησ/6 cm) is equivalent to (ησ/λ/2) so the steepness (η/λ) can 
be estimated as (ησ/12 cm). The resulting distribution is shown in Figure 4.9d and more 
closely resembles that from the 2-D model than the SW model.  
4.4.3. 2nd Order Ripples and Irregularity 
 While the 2-D model is capable of predicting 2nd order ripples, the predictions do 
not often correspond to the timing or duration of the observations. Some of this can be 
attributed to 2nd order ripples being manually identified due to the poor performance of 
the 2-D FFT in identifying 2nd order peaks over background noise. Furthermore, the 
spectral peaks often become broad as opposed to two individual peaks, thereby increasing 
the ripple irregularity but not forming 2nd order ripples. The Ik and Iα parameters are more 
representative for the detection of multiple ripple systems.  
 The predictions of Ik and Iα agree better with that of the GA data set than the LB 
data set. One possibility for the poor agreement with LB is that the shallower water 
depths allow for more wave frequencies and directions to be influencing the bed, a 
process not captured in the model by using the ub,1/3 and a single wave direction. The 
deeper water depths at GA would attenuate many of these high frequency oscillations and 
directions such that a single velocity and direction would better describe the bed and 
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might explain the improved predictions for the GA data set. This is also evident in the 
equilibrium ripples being better described by the combined regular/irregular wave 
equations for GA; while for LB the irregular wave equation results in better predictions. 
4.4.4. Rate of Change 
 While the 2-D model predicts the expected ripple wavelength and orientation, LB 
and GA required different values of γ. Various bed load transport formulas were tested 
including Wiberg and Smith [1989], Nielsen [1992, equation (2.3.12)], and Ribberink 
[1998]. It was found here that a γ of 10 and 4 applied to equation (4.9) worked best for 
LB and GA, respectively. In an attempt to quantify these two parameters, various method 
were tested including adjusting the bed load fraction using a fitted equation to the 
Laursen [1958] ratio of suspended sediment to total sediment transport (qs/qt) to reduce 
the bed load at times of high shear stress when suspended sediment would dominate. 
However, this failed to improve the data fit when applied to these equations. The critical 
Shields parameter was also adjusted to take into account the slope of the ripple [see 
Kobayashi and Madsen, 1985, equation (4.24)]; however, this also had no improvement 
to the GA data set and led to a poorer agreement for the LB data set. Maier and Hay 
[2009] observed a similar issue with ripples at Duck, North Carolina, which required a 
longer adjustment time than predicted. They attributed this to sediment bypassing with 
some grains skipping over ripples as suspended sediment; however, Hay [2011] found 
this did not occur for small-scale linear transition ripples (i.e.: linear-quasi-linear and 
bifurcating ripples). While it does not appear that bypassing is occurring for LB, in fact 
the adjustment is faster than the Meyer-Peter and Müller [1948] equation predicts by a 
factor of 1.25, the rate is slower at GA by a factor of 0.5. Therefore, the longer ripples 
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may contribute to a form of sediment bypassing or trapping. Further investigation as to 
the reasons for the differences is necessary to improve ripple geometry and sediment 
transport predictions. 
4.5. Summary and Conclusions 
 Field and synthetic data were used to evaluate a new 2-D time dependent ripple 
model for the prediction of the temporal evolution of ripple geometry and irregularity. 
Predictors such as Traykovski [2007] predict the temporal evolution of wavelength and 
height but do not predict the temporal evolution of orientation. The Soulsby and 
Whitehouse [2005] model predicts ripple orientation but does not take into account the 
dynamic feedback between orientation, wavelength, and height; instead the model 
predicts their evolution as independent quantities. A detailed study of these ripples in 
chapter 3 showed that changes in orientation affect the time required for ripple height to 
obtain an equilibrium geometry, something not captured by these two models. This study 
presents the development of a 2-D spectral model that captures the dependence of ripple 
geometry on changes in orientation. 
 The 2-D model was compared against the models of Traykovski [2007] and 
Soulsby and Whitehouse [2005] for both synthetic and field data. Analysis against the 
synthetic data showed the 2-D model predicts the decreased ripple height associated with 
ripple realignment due to a changing forcing direction. Furthermore, the model predicts 
the formation of 2nd order (cross) ripples, and an increase in the seabed irregularity, 
features not predicted by the Soulsby and Whitehouse [2005] model. The SW predictions 
of orientation closely follow that of the mean predictions from the 2-D model, though it 
predicts more rapid transitions. This model further indicates that ripple wavelength and 
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orientation are the first parameters to adjust to a new forcing and height; and only 
increases once these dimensions are nearly stable. 
 Comparison to the field data showed that under strong wave forcing conditions 
observed at Long Bay, all models yield similar results for ripple wavelength and 
orientation; however, the 2-D model consistently yielded the smallest height except 
during the strongest wave forcing when the ripples obtained an equilibrium value 
resulting in smaller steepness. This smaller steepness more closely resembles the 
distribution of field observations and has important implications for calculations of form 
drag and sediment resuspension. Under the weaker wave environment of the Georgia data 
set, the 2-D model yields improved predictions or wavelength and orientation, especially 
for relict ripples as the SW model adjusts more rapidly towards equilibrium conditions. 
 The new model appears to better simulate ripple conditions at times when wave 
direction changes by predicting the development of cross ripples. At these times, it also 
predicts a decrease in ripple height more than half that of the expected equilibrium ripple. 
Therefore, this model might be more suitable for inclusion in numerical models for ripple 
prediction and subsequent form drag estimation for generation of bottom turbulence. The 
capability of this model to predict ripple direction allows the use of form drag 
formulations that account for relative angle between ripple crest and mean current 
direction as suggested by Powel et al. [2000] and Madsen et al. [2010]. 
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CHAPTER 5 
TURBULENCE AND BOTTOM ROUGHNESS IN THE PRESENCE ON BEDFORMS 
5.1. Introduction 
 As discussed in the previous chapters, ripples are dynamic sedimentary bedforms 
found on the seafloor, which can form at a variety of length scales, orientations, and 
shapes depending on the strength, variability, and duration of the waves and mean flow. 
Although the size of the sedimentary grains define the elementary roughness element in 
the bottom boundary layer (skin friction), ripples on the seabed also contribute to one of 
the most prevalent bottom boundary layer roughness element (form drag) in the nearshore 
region. Bottom boundary layer roughness plays an important role in defining nearbed 
turbulence intensity, thereby affecting the ability of the flow to keep sediment in 
suspension, affecting its vertical distribution, and contributing to the creation of different 
depositional patterns [e.g., Gutierrez et al., 2005]. The enhanced roughness also alters the 
vertical structure of the mean current in the benthic boundary layer [e.g., Grant and 
Madsen, 1986].  
 The form roughness has been found by many investigators to be proportional to 
ripple geometry [Grant and Madsen, 1982; Nielsen, 1992; Kim, 2004 and references 
therein]. Assuming that ripple steepness (η/λ) is constant, Wikramanayake and Madsen 
[1994] suggested a form drag estimation that relates to ripple height alone. In addition to 
ripple height and wavelength, Powel et al. [2000] and more recently Madsen et al. [2010] 
observed that total bed roughness is dependent on the angle between the ripple crest and 
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the current direction, such that maximum roughness is experienced when the current is 
perpendicular to the ripple crest. While the size and orientation of the ripple is important, 
the spatial configuration (irregularity) may also play a factor in determining bottom form 
drag. Bhaganagar and Hsu [2009] used direct numerical simulations to show how 
turbulence statistics and the resultant flow structures depend on whether the ripples are 
regular or irregular. However, little attention has been given to the differences in seabed 
roughness for various ripple types. 
 In the present contribution, seabed roughness due to a variety of ripple 
geometries, orientations, and geometric configurations for two field sites using in situ 
measurements of bottom shear stress was examined. The study is organized so that the 
methods of calculating shear stress are discussed in section 5.2, the hydrodynamics and 
shear stress calculations are presented in section 5.3. The dependence of the form 
roughness on the various ripple geometries is analyzed in section 5.4 while a discussion 
of the findings and conclusions are presented in section 5.5.  
5.2. Bed Shear Stress Estimation Methods 
 Shear stress within the boundary layer can be measured from one or more velocity 
measurements using a variety of methods [e.g., Sherwood et al., 2006]. For this study, the 
data available are from two ADV sensors so the Eddy Correlation (EC) and Inertial 
Dissipation (ID) methods are the most appropriate and are evaluated. These two methods 
provide estimates of turbulence production (EC method) and dissipation (ID method) and 
under ideal cases (no turbulence advection or local turbulence sinks or sources other than 
the seabed), these estimates are equal.  
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5.2.1. Eddy Correlation 
 The eddy correlation stress estimates relate turbulence production to horizontal 
and vertical fluctuations in velocity (u′, v′, w′). The eastward, u, northward, v, and 
upward, w, velocities are composed of a mean, oscillatory (wave), and turbulent 
component (ignoring noise). The horizontal components for this study are rotated to such 
a way that U is the downstream current velocity. The EC shear velocity (u*EC) can then be 
calculated as  
𝑢∗,𝐸𝐶 = √−〈𝑈′𝑤′〉          5.1 
where the brackets denote time averaged quantities. The advantage of this method is that 
it requires only one measurement of velocity; however, when waves are present the 
slightest inclination of the sensor off the vertical provides significant bias in the estimates 
[e.g., Grant and Madsen, 1986]. These biases are due to contamination of the vertical 
velocity by the wave signal Coastal Dynamics ‘97due to sensor misalignment. One 
method to remove the wave bias is to use the velocity time series of two point 
measurements and take the difference between the horizontal and vertical velocities. The 
two sensors must be spaced such that the spacing is much smaller than the surface 
wavelength of the waves but larger than the correlation scale of the turbulence with the 
latter scaling with the elevation above the seabed. Such spacing allows the wave signal 
recorded by the two sensors to be correlated while the turbulence signal becomes 
uncorrelated [Trowbridge, 1998; Voulgaris et al., 1997). This method provides a nearly 
wave-free average estimate of Reynolds stress between the two sensors. This method is 
presented in detail in Trowbridge [1998] and the Reynolds stress is calculated as:  
〈𝑢′𝑤′〉 = 0.5 ∙ cov(∆𝑈, ∆𝑤)          5.2 
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where ∆𝑈 = 𝑈1 − 𝑈2,  ∆𝑤 = 𝑤1 − 𝑤2 the subscripts 1 and 2 correspond to the two 
horizontally separated sensors and cov is the covariance. 
 A further refinement to this method, still based on two point measurements, is that 
of Shaw and Trowbridge [2001]. They found that equation (5.2) could fail under high 
wave energy conditions. In order to improve this instead of simple differencing, they 
developed a technique where a least squares fitting is used to estimate the coherent 
component of the velocity at one sensor with the velocity records at the second sensor 
and then remove this part from the signal. The filter represents the relationship between 
the wave-induced fluctuations at the two locations and can be applied to either the 
horizontal component (U) or the vertical component (w) such that: 
〈𝑢′𝑤′〉 = cov(ΔU𝑖, 𝑤𝑖)          5.3 
〈𝑢′𝑤′〉 = cov(𝑈𝑖, Δ𝑤𝑖)          5.4 
where Δ𝑈𝑖 = 𝑈𝑖 − ?̂?𝑖𝑗, Δ𝑤𝑖 = 𝑤𝑖 − ?̂?𝑖𝑗, and w ?̂?𝑖𝑗 and ?̂?𝑖𝑗, represent the coherent 
component of oscillatory flow between the two spatially separated sensors i and j as 
estimated with the linear regression fit.  
5.2.2. Inertial Dissipation 
 Another method for the calculation of shear stress is the inertial dissipation 
method (ID). This method was first developed for atmospheric boundary layer conditions 
by Deacon [1959] and allows for the estimation of shear velocity from a single point 
measurement of horizontal and vertical velocity. While the EC method is a measurement 
of turbulent production, the ID method is an estimate of turbulence dissipation (ϵ) making 
use of theoretical global relationship between turbulent energy production and dissipation 
as first introduced by Kolmogorv [1941]. Turbulent motions are generated as large scales 
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eddies that scale with the elevation above the bed which dissipate by cascading to smaller 
scales until all energy is dissipated as heat with a dissipation length scale of (ν3/ ϵ)1/4, 
where ν is the kinematic viscosity of water [Kolmogorv, 1941]. The region of frequencies 
at which this energy cascade occurs is known as the inertial subrange. The energy of the 
turbulent motions (Eww(f), where f is the frequency of the turbulent motions) decreases at 
a constant -5/3 slope for increasing f. These frequencies can be related to the spatial 
eddies the Taylor’s “frozen turbulence” hypothesis, which assumes that if the eddy’s 
horizontal motion is faster than the rate of decay then at a high sampling frequency the 
spatial characteristics can be recorded. Using this hypothesis, the wavenumber can be 
rewritten as ku=2πf/U and the spectrum of the vertical velocity (Eww(f)) can be rewritten 
as a function of ku as Eww(ku)= Eww(f)U/(2π). Based on Kolmogorov’s turbulent spectra 
model [Tennekes and Lumley, 1989] and the modification of Trowbridge and Elgar 
[2001] for the presence of waves, the turbulence of the vertical velocity is: 
𝐸𝑤𝑤(𝑘𝑢) =
12
55
1.5𝜖2 3⁄ 𝑘𝑢
−5 3⁄ 𝐼(𝑢𝑏,1/3 𝑈⁄ , 𝛼𝑤𝑐)      5.5 
where ϵ is the turbulence dissipation rate, 1.5 is the empirical Kolmogorov constant. The 
term 𝐼(𝑢𝑏,1/3 𝑈⁄ , 𝛼𝑤𝑐) is a correction for the enhancement of energy due to turbulence 
advection by waves [Trowbridge and Elgar, 2001], defined as: 
𝐼(𝑢𝑏,1/3 𝑈⁄ , 𝛼𝑤𝑐) =
1
√2𝜋
(
𝑢𝑏,1/3
𝑈
)
2
3
∫ [𝑥2 − 2
𝑈
𝑢𝑏,1 3⁄
cos(𝛼𝑤𝑐)𝑥 +
𝑈2
𝑢𝑏,1 3⁄
2 ]
1
3
exp (−
1
2
𝑥2) 𝑑𝑥
+∞
−∞
  
           5.6 
where ub,1/3 is the significant wave orbital velocity, αwc is the angle between the waves 
and currents, and x is a variable for integration. Since production balances dissipation and 
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if a logarithmic boundary layer (constant stress region) exists then ϵ, in equation (5.5), 
can be related to the shear velocity (u*) as: 
𝜖 = 𝑢∗
3 (𝜅𝑧)⁄           5.7 
where ϵ is calculated within the inertial subrange for 1.8/(κz)< ku< (ν3/ ϵ)1/4 [Tennekes and 
Lumley, 1989], κ is the von Kármán constant (=0.4), and z is the elevation above the bed 
that U was measured.  
5.2.3. Drag Coefficient 
 The shear velocity calculated from the above methods is related to the bottom 
shear stress (τb) as  
𝜏𝑏 = 𝜌𝑢∗
2           5.8 
 In addition, shear stress can be related to the mean flow by a fluid-drag coefficient 
(CD) which varies depending on the roughness elements present on the seabed, and can be 
written as: 
𝜏𝑏 = 𝜌𝐶𝐷𝑧𝑈𝑧
2           5.9 
 By setting equations (5.9) and (5.10) equal to one another, CDz can be written as: 
𝐶𝐷𝑧 = 𝑢∗
2 𝑈𝑧
2⁄            5.10 
and the equation denotes it depends on the elevation the mean velocity is measured. 
 The above measurements of τb, from the EC and ID methods, result in the 
calculation of the mean bottom shear stress when averaged over a sufficiently long 
sampling period that captures the natural variability of the flow. This shear stress 
incorporates the effects of bottom roughness elements as well as the wave boundary layer 
which usually is considered as an additional roughness element [Grant and Madsen, 
1986] leading to increased mean flow shear velocity.  
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5.3. Data Description 
5.3.1. Hydrodynamics 
 Details of the hydrodynamics and ripple properties for both Long Bay and 
Georgia are discussed in detail in chapter 3. Given below is the important instrument 
deployment information relevant to estimating the shear velocity values that define 
bottom turbulence.  
 The data sources used in this study consist of two field sites located along the 
South Atlantic Bight offshore Georgia (GA) and Long Bay, South Carolina (LB). The 
Long Bay field site consisted of two bottom boundary layer tripods (A and B). Tripod A 
included two SonTek Acoustic Doppler Velocimeters (ADV) both installed at an 
elevation of ~31 cm above the bed, but spatially separated by a distance of ~ 1 m. Tripod 
B included an Imagenex 881 rotating sector-scanning sonar, which provided images of 
the seabed at a rate of 1 burst every 30 min for 1.5 hours; the sampling scheme was 
repeated every 5 hours. Also included on tripod B was an Aquatec Acoustic Backscatter 
sensor, which provided profiles of acoustic intensity with a spatial resolution of 11 mm 
every hour. The system consisted of 3 transceivers operating at 1, 2.5, and 5 MHz. The 
data presented in this section are from the period January to March 2004. During this 
deployment (Figure 5.1), the mean water depth was 9.5 m, with a median sediment grain 
size (D50) of 177 μm. The site is primarily wave dominated with a mean current speed of 
3.8 cm/s, incapable of mobilizing bed sediments. The deployment was characterized by 
numerous storm events associated with the passage of frontal systems [Warner et al., 
2012], during which time the ripples present on the seabed changed in geometry, aligned 
 144 
with the wave direction, and adjusted towards equilibrium geometries (chapters 3 and 4). 
The ripples were primarily small scale with a maximum wavelength less than 30 cm.  
 
 
 
Figure 5.1. Time Series of hydrodynamics and bedform geometries for the Long 
Bay, SC field experiments showing: (a) significant wave orbital velocity (blue - left 
axis) and wave period (red - right axis); (b) downstream current direction (gray dots) 
and wave direction of propagation (blue line); (c) ripple wavelength (blue - left axis) 
and height (red - right axis) where the dots indicate second order geometries; (d) 
ripple orientation (red); and (e) ripple wavenumber (blue) and orientation (red) 
irregularity. 
 
 The second data set (GA) (Figure 5.2) consisted of the deployment of a single 
tripod during 2007 and 2008 that was turned over every few months. These tripods were 
equipped with two Sontek ADV sensors installed at nominal heights of 52 and 67 cm 
above the bed for data collected between 16 September and 7 October 2007 (hereafter  
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Figure 5.2. Time Series of hydrodynamics and bedform geometries for the Georgia 
field experiments showing: (a) significant wave orbital velocity (blue - left axis) and 
wave period (red - right axis); (b) downstream current direction (gray dots) and wave 
direction of propagation (blue line); (c) ripple wavelength (blue - left axis) and 
height (red - right axis) where the dots indicate second order geometries; (d) ripple 
orientation (red); and (e) ripple wavenumber (blue) and orientation (red) irregularity. 
 
referred to as GA1) and at 45 and 31 cm for data collected between 22 November 2007 
and 15 February 2008 (hereafter referred to as GA2). Also included on this tripod was an 
ABS system with 4 downward looking transceivers operating at 1, 2.5, 4 and 5 MHz. 
Installed separately but near each tripod was a rotating sector scanning sonar system 
attached to a jetted pipe which provided imagery of the seabed at 1 image ever hour 
[Voulgaris and Morin, 2008]. The instrumentation was deployed in 27.5 m water depths 
with a median sediment grain size of 388 μm. These sites were wave dominated with a 
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mean significant wave orbital velocity (ub,1/3) of 14.7 cm/s and period of 9.2 s; however, 
currents were stronger than LB with a mean speed of 14.3 cm/s. Bedforms at GA 
changed geometry and orientation with changing wave forcing and direction and were 
larger than LB with a maximum wavelength of 76 and mean of 43 cm. 
 Ripple height was not directly measured by the instrumentation included in the 
GA and LB deployments; therefore, the ripple height was predicted by the 2-D time 
dependent model described in chapter 4. This data agrees favorably with measurements 
of the distance to the seabed, measured by the ADVs and Acoustic Backscatter Systems 
deployed on each tripod. For the Georgia deployments, the ADVs failed to recognize the 
seabed consistently while the 4 ABS transceivers provided measurements of the seabed. 
For Long Bay, the 3 ABS transceivers and both ADV yielded measurements. Considering 
the small ripple wavelength for LB, an estimate of the ripple height can be calculated as 
ησ=2σb, where σb is the standard deviation of the distance to the bed (normalized to the 
ABS elevation). As ησ is heavily dependent on whether the measurements encompass 
both the crest and trough of the ripple and the vertical special resolution of the 
measurements, the instantaneous values are not a realistic measurement of ripple height. 
However, the measurements do give an indication of the distribution of ripple heights 
expected which closely agree with the 2-D model predictions (see chapter 4). For 
Georgia, the ABS transceivers were configured in a circular pattern, such that they only 
provided measurements over a 6 cm diameter section of the seabed. Thus, the slope of the 
ripple over these 6 cm (ησ/6 cm) is equivalent to (ησ/λ/2) so the steepness (η/λ) can be 
estimated as (ησ/12 cm). This is only valid if all measurements occurred over the sloping 
stoss or lee side of the ripple. If the measurements were over the trough or crest then the 
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height and steepness will be smaller than predicted. The resulting distributions are shown 
in Figure 5.3c and 5.3d and agree with the ripple height and steepness predicted by the 2-
D model. Therefore, all ripple height used will be that predicted by the 2-D model. 
 
 
 
Figure 5.3. Histograms showing the distribution of ripple height (η, a and c) and (b and 
d) steepness (η/λ) for predictions of the 2-D time dependent model of chapter 4 and 
estimates from the various measurements of distance to the bed for ADV and ABS 
systems for Long Bay (a and b) and Georgia (c and d). 
 
 The calculation of turbulence can be affected when the ADV are in the wake of 
the tripod legs. This occurs when the ADV and tripod leg are aligned in the same 
direction as the current and causes an increased velocity for that sensor. This increases 
the velocity of that ADV and for the lower ADV results in a larger velocity than the top 
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ADV. This is counter to the increasing velocity with elevation above the bed present in 
the constant stress layer. In Figure 5.4, the ratio of the top/bottom ADV mean current 
speed is plotted as a function of current direction. For GA1, there is tripod leg 
interference for currents flowing to the south (-180°N). There is also some indication of 
influence around -40° and 40°N, though to a lesser extent. Any top/bottom ratio <0.9 is 
considered to be leg interference and the measurement is excluded from the data set. This 
results in the removal of 10% of the data for GA1. For GA2 tripod leg influences are 
present around -50°, 75°, and 150°N and applying the same criterion as above removes 
 
 
 
Figure 5.4. Scatter plot of the ratio of the current speed measured at the upper ADV 
to the speed at the lower ADV plotted as a function of current direction for: (a) GA1; 
(b) GA2; (c) LB. The solid black line represents (Utop/Ubot=1). 
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8.6% of the data. For LB, the instruments sampled at approximately the same elevation. 
Distance to the bed was recorded and the velocity measurements were arranged such that 
Utop corresponds to the uppermost ADV for a specific burst. Even so, it is likely the 
measurements have a degree of error so the ratio should vary around 1. Based on this, 
there is no clear trend as observed for GA1 and GA2, instead periods where the mean 
flows can be higher on one or the other sensor for the same mean direction are observed. 
This suggests that most of the data points are contaminated or the signal-to-noise ratio is 
very weak (given the low mean velocities observed in this site) so that no significant 
shear stress estimates can be obtained. At this stage, all data were retained for analysis 
and re-evaluation at a later stage.  
5.3.2. Shear Stress 
 The two data sets described above were subsequently used to calculate the shear 
velocity using the EC method and the ID method. Using the EC methods lead to 5 
separate estimates of shear velocity using equations (5.2)-(5.4) for each ADV1 and 
ADV2; and the ID method leads to two estimates utilizing the two ADV sensors.  
5.3.2.1. EC Shear Velocities 
 The shear velocity (u*EC) was calculated using the two EC methods (differencing 
and filtering) and for all possible sensor combinations and the results are shown in Figure 
5.5. The shear velocity follows a tidal variability for the Georgia and Long Bay 
deployments. Periods of higher u*EC correspond to storm events associated with wind 
induced flows that coincide with large ub,1/3 values (Figures 5.1 and 5.2). For Long Bay, 
the larger u*EC between days 55-60 is associated with strong currents due to wind induced 
flows. Compared to LB, the u*EC estimates for GA were much larger with maximums of 
 150 
~3 cm/s while the u*EC for LB attained a maximum of 1.5 cm/s. The main difference 
between the two field sites is that GA experienced stronger tidal flows by a factor of ~10 
compared to LB, while LB was subjected to more energetic waves due to its shallower 
location. 
 
 
 
Figure 5.5. Time series plots of shear velocity (u*) attained from the EC methods 
described in equations (5.2)-(5.4) for (a) GA1; (b) GA2; (c) LB. 
 
 For comparison purposes, the various u*EC values shown as a time series in Figure 
5.5  are plotted against each other in Figures 5.6 and 5.7. For the majority of time, the 
various estimates agree with each other. The greatest differences occur during strong 
wave conditions (see Figure 5.5). Among the various methods, the differencing methods 
of Trowbridge [1998] failed most often as it produced positive Reynolds fluxes  (<u′w′> 
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> 0) , see missing data in Figure 5.5) and when valid fluxes were estimated this method 
yielded smaller values than the other methods (equations (5.3)-(5.4)), suggesting some 
bias possible due to failure of the technique to fully remove wave contamination.  
 
 
 
Figure 5.6. Scatter plot of u* for GA1 (a,d), GA2 (b,e) and LB (c,f) 
calculated by equation (5.3) (top row) and equation (5.4) (bottom row) for 
the velocity measurements of ADV1 (x-axis) and ADV2  (y-axis). The 
solid red line indicates unity and the green line is a best fit through zero. 
 
 The least square filtering technique for the removal of the coherent signal between 
the two sensors (i.e., waves) can be applied either on the horizontal (equation (5.3)) or the 
vertical (equation (5.4)) velocity component for each sensor allowing for a total of 4 (not 
independent though since the same signal is used in all of them) estimates of shear 
velocity. The agreement between the filtered estimates using the two different sensors is 
shown in the form of scatter diagram in Figure 5.6 for GA1, GA2, and LB. Overall the 
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estimates from the different combinations (equations (5.3) and (5.4)) seem to agree and 
do not show any statistically significant differences. When the calculations of u*EC from 
 
 
 
Figure 5.7. Scatter plot of u* for GA1 (a, d, g and j), GA2 (b, e, h, and 
k) and LB (c, f, i, l) with the u* calculated by equation (5.3) and 
equation (5.4) (y-axis) plotted aginst the u* from equation (5.2) (x-axis) 
for the velocity measurements of ADV1 (top 2 rows) and ADV2 
(bottom two rows). The solid red line indicates unity and the green line 
is a best fit through zero. 
 
equations (5.3) and (5.4) are compared to that of the differencing method (equation (5.2), 
Figure 5.7), a slight deviation from the 1:1 line is observed. For the Georgia cases, u*ΔUΔw 
is larger than the wave filtered u* (equations (5.3)-(5.4)) for small values (~<0.5-1.0 
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cm/s) and smaller for larger shear velocities for ADV2. For ADV1, the u*ΔUΔw usually 
results in smaller values for GA1 while the trend becomes less evident for GA2. For LB 
measurements from ADV1, the two methods tend to agree, while for ADV2, the wave-
filtered results yield larger values for larger u*EC 
 Despite the small differences, the standard deviation among the methods only 
results in an average of 0.17, 0.12, and 0.07 cm/s for GA1, GA2, and LB, respectively. 
These values are significantly less than the mean u*EC of 1.09, 1.06, and 0.4 cm/s for 
GA1, GA2, and LB, respectively. In order to determine the error associated with the 
various methods, the error of the covariance was taken as: 
𝜀𝐸𝐶 =
1
𝑁𝑑𝑓
(
𝐶𝑢𝑢𝐶𝑤𝑤
𝐶𝑢𝑤
)           5.11 
where Cuu and Cww are the variances of the downstream and vertical velocity, respectively 
and Cuw is the covariance between the two velocity components. The values used for u 
and w are the corresponding values (filtered or not) used for the estimation of the 
Reynolds flux depending on the method used (i.e., equations (5.2), (5.3), or (5.4)). The 
number of degrees of freedom (Ndf) is calculated as: 
𝑁𝑑𝑓 =
|𝑈|𝑛
𝑧𝑓
             5.12 
where n is the number of samples per burst and f is the sampling frequency. This is a 
measure of the number of unique eddies that are expected to pass by the sensor given the 
mean downstream speed. For GA1 this leads to a median Ndf of 164 (burst values ranging 
from 16 to 459) while for GA2 the median Ndf is 242 (range from 16 to 626); for LB, the 
weaker current speed results in a median Ndf of 69 with a range of 2 to 450 eddies per 
burst.  
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 Histograms of the number of occurrences for the error values (εEC,) calculated by 
each method and site are shown in Figure 5.8 with the error values in percentage. For 
GA1 and GA2 a larger percentage of the data has εEC values less than 75% while the 
errors are much greater for LB, likely a result of weak currents resulting in a smaller 
signal-to-noise ratio or tripod induced wake not readily apparent in Figure 5.4. In order to 
reduce the uncertainty in the shear velocity calculations and since the prediction of each 
method was in close agreement with each other, only data from each method with an 
error εEC ≤50% are used and the resulting predictions from each method are subsequently 
averaged together. This hybrid u*EC reduces the time series to 69%, 83%, and 28% of the 
original measurement points. 
5.3.2.2. ID Shear Velocities 
 While the EC method estimates u*EC from turbulence production, the ID method 
estimates u*ID from dissipation of turbulence. The vertical velocity spectra (Eww) 
normalized by the total energy is plotted as a function of frequency, f, for each burst in 
Figure 5.9. A noise level was present for many of the GA spectra during low energy 
conditions while a noise level was prevalent for nearly all LB spectra. The noise floor 
was not constant and varied in energy and frequency between bursts and sensors. The 
noise floor for each spectra was identified manually and the energy subsequently 
removed from the spectra (Eww(f)-noise) prior to the calculation of u*ID. Characteristic of 
the turbulence dissipation in the inertial subrange is the -5/3 slope in the spectra. The 
subrange was identified for wavenumbers ku>2π1.8/(κz) with an upper limit arbitrarily 
defined as 10 times this value. The theoretical upper limit of 𝑘𝑢 < 0.55(𝜈
3 𝜖⁄ )1/4 
[Tennekes and Lumley, 1989] was larger than the wavenumber at which the noise floor  
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Figure 5.8. Histograms of the standard error of covariance for each EC method for GA1 
(first column), GA2 (second column), and LB (third column). The top row (a-c) is the 
error for <ΔUΔw>, the second row (d-f) is for Δu1w1 ADV1, the third row (g-i) is for 
Δu2w2 ADV2, the fourth row (j-l) is for u1Δwf1 ADV1, and the fifth row (m-o) is for 
u2Δw2. 
 
occurred. The slope of Eww(f) corresponding to the subrange for each spectra is plotted 
against time in Figure 5.10. The slope varies around the theoretical value (black line) for 
all sites but more variation is observed for LB. The difference between the calculated and 
theoretical slope (εslp=[slope-(-5/3)]/(-5/3)) results in average differences of 3.9 and -
0.16% for GA1 ADV1 and ADV2, respectively. Larger values were found for GA2 of 5.9 
and 14.3%. For LB, the average error was consistent for each sensor at 5.4 and 5.1%. 
Deviations in slope greater than ~1/3 correspond to either poorly defined subranges due 
to either low energy conditions where the noise floor contaminated high frequencies, high 
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Figure 5.9. Plots of normalized by the total energy turbulence spectra (Eww) as a 
function of frequency (f) for GA1 (a, d), GA2 (b, e), and LB (c, f) calculated for 
ADV1 (a-c) and ADV2 (d-f). The blue lines are the individual spectra while the red 
line is the average of all sepectra. The theoretical -5/3 slope is shown as the dashed 
magenta line. 
 
wave energy conditions where low frequencies are contaminated, or tripod interference. 
As these values are erroneous, estimates with a slope greater than -4/3 and less than -6/3 
were removed from the data set.  
 The calculated u*ID for ADV1 and ADV2 are plotted against each other in Figure 
5.11 although some significant scatter is present. For GA1 (Figure 5.11a), the scatter is 
larger and a linear regression fit through zero revealed a slope of s=0.79 with a 
correlation r= 0.39 between the two ADV sensors. For GA2 (Figure 5.11b), the scatter is 
reduced (r=0.68), however ADV1 yields smaller u*ID1 values similarly to Figure 5.11a as 
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Figure 5.10. Time series of the inertial subrange slope identified from the 
wavenumber spectra (Eww( ku)) of the vertical velocity component defind as the 
range 20π1.8/(κz)> ku>2π1.8/(κz) for (a) GA1, (b) GA2, and (c) LB. The blue and 
red lines are the calculated slope from spectra derived from sensors ADV1 and 
ADV2, respectively, the solid black line indicates the theoretical -5/3 slope while 
the dashed black lines indicate slopes of (-5±1)/3. 
 
the best-fit line has a similar slope of s=0.73). For LB, the data exhibit less scatter 
between the two ADV and the best-fit line through zero has a slope of 1.05 with a 
correlation r= 0.79. It should also be noted that the u*ID for LB are much smaller than 
GA. Though at these smaller values u*ID yields similar agreement and scatter for GA1 
and GA2. 
 The calculated u*ID for each site are plotted as a function of time in Figure 5.12. 
The large scatter between the two ADV for GA1 (Figure 5.11a) is evident (Figure 5.12a) 
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Figure 5.11. Scatter plots of the calculated shear velocity (u*) using the 
inertial dissipation method for: (a) GA1, (b) GA2, and (c) LB. The 
calculated u* for ADV1 is on the x-axis while that of ADV2 is on the y-axis. 
The solid red line indicates unity and the green line is a best fit through zero. 
 
in the two u*ID being nearly out of phase between days 259.5-265 and 272-278, 
something not present with u*EC. The u*ID for GA2 (Figure 5.12b) are more often in 
phase; however ADV1 yields significantly larger values. For LB (Figure 5.12c) there is 
improved agreement between the two ADV. One possibility for the larger disagreement 
between ADV1 and ADV2, despite the velocity differences is the uncertainty in the 
instantaneous value of z for each ADV. However even if one sensor is above the crest 
and another above the trough of an 8 cm high ripple, the difference would only be ~0.2 
cm/s for the average GA conditions; not enough to explain the large deviations observed. 
Based on the large scatter and disagreement between the u*ID for GA it appears that these 
estimates are less reliable than u*EC. 
5.3.2.3. EC vs. ID 
 A comparison between the EC and ID methods is shown in Figure 5.13. For GA1 
(Figure 5.13a and d), the u*ID result in increasingly larger values of u*ID for increasing 
u*EC (ADV1: s=1.3, r= 0.64; ADV2: s=1.1, r= 0.69). The same is also present for GA2  
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Figure 5.12. Time series of u*ID calculations for: (a) GA1, (b) GA2, and (c) LB 
where the blue and red lines are the cacluations using ADV1 and ADV2, 
respectively. 
 
ADV1 (Figure 5.13b, s=1.0, r= 0.70); however u*ID<u*EC for increasing u* for ADV2 
(Figure 5.13e, s=0.80, r= 0.84). LB shows good agreement for small values (u*EC < 0.6) 
while u*ID results in smaller values for increasing u*EC (Figures 5.13c and f, ADV1: 
s=0.72, r= 0.76, ADV2: s=0.82, r= 0.76). Deviations, for the GA estimate, begin to 
diverge around 3 cm/s and are removed from the data set.  
 Sherwood et al. [2006] found that when stratification is present in the boundary 
layer, the ID estimates are biased. They calculated the Monin-Obukov stability parameter 
(ζ) as:  
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𝑢∗𝐼𝐷
3
𝑢∗𝐸𝐶
3 = 1 + (𝛽 − 1)𝜁           5.13 
where β is a constant (4.7±0.5, [Businger et al., 1971]) and a ζ >1 indicates stratified 
flows. For the reduced data set using the average of u*ID1 and u*ID2, the stratification was 
 
 
 
Figure 5.13. Scatter plots of the comparission of u* calcuated using the ID 
method (y-axis) vs. the u* attained trough the EC method (x-axis) for (a,d) 
GA1, (b,e) GA2, and (c,f) LB where a-c are the cacluations using ADV1 
and d-f are from ADV2. The solid red line indicates unity and the green line 
is a best fit through zero. 
 
weak (Figure 5.14), for most instances. The small median values of 0.14, -0.07, and -0.06 
for GA1, GA2, and LB, respectively, indicate that stratification did not play a significant 
role for these samples.  
 In theory, production rate should equal dissipation rate, such that:  
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−< 𝑢′𝑤′ >
𝑑𝑈
𝑑𝑧
= 𝜖         5.14 
or using the above averaged values: 
𝑢∗𝐸𝐶
2 𝑑𝑈
𝑑𝑧
=
𝑢∗𝐼𝐷
3
𝜅𝑧
          5.15 
where dU/dz is the difference between the two sensor velocities and elevations. These 
values are plotted as scatter diagrams in Figure 5.14 (d through e). These show a large 
degree of scatter but an overall trend of agreement with s=1.6 for GA1 and s=0.8 for 
GA2. One source of error could be that z for each sensor is estimated from the distance to 
the bed recorded by the ABS system and the difference between the deployed elevation  
 
 
 
Figure 5.14. Histograms of the stability parameter (ζ top row) and scatter plots for 
production vs. difference with the 1:1 red line shown (bottom row) indicates unity for (a, 
d) GA1, (b, e) GA2, and (c) LB. 
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of the ABS and ADV. For LB, dUdz cannot be resolved due to both sensors sampling at 
nearly the same elevation. Comparisons of u*EC and u*ID do not indicate this degree of 
difference in the data. While Sherwood et al. [2006] found that u*ID> u*EC, this is not the 
case for the site average data sets of GA2 and LB as shown in in Table 5.1. The values 
are similar and differ only slightly with u*EC greater for GA1 while u*EC is larger for GA2 
and LB. Since the u* estimates yield similar results despite the variations present in 
production and dissipation, u*EC and u*ID are averaged together. 
 
Table 5.1. Site averaged shear velocities. 
 
Site |u*EC|  (cm/s) |u*ID| (cm/s) 
GA1 1.26 1.48 
GA2 1.16 1.10 
LB 0.67 0.53 
 
 
 Using equation (5.11), the drag coefficient can be estimated from u* and the mean 
velocity U. Since CDz varies with elevation above the bed, it is common practice to define 
CDz at an elevation of 100 cm above the bed. At this elevation, CDz values of 0.006 are 
common for a rippled bed, while values around 0.002 are more common over flat sandy 
beds (without waves present) [Soulsby, 1997]. The mean velocity at 100 cm was 
calculated assuming a law of the wall profile: 
𝑈(𝑧) =
𝑢∗
𝜅
ln (
𝑧
𝑧𝑜
)         5.16 
where zo is the apparent bed roughness and can be calculated by rearranging equation 
(5.16) as: 
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𝑧𝑜 = 𝑧 exp [−
𝑈𝜅
𝑢∗
]          5.17 
zo was calculated using the mean current speed Um and 𝑢∗. This value is then used in 
equation (5.16) with z=100 cm to calculate U(z=100 cm) (U100). A scatter plot of the 
averaged 𝑢∗
2 values versus the 𝑈100
2  is shown in Figure 5.15. For GA1 and GA2 the u* 
estimates are well constrained by CD=0.002 and 0.02 (best fits of CD,100=0.004). Even 
though LB has the smallest velocities, it has a larger CD,100 of 0.005. These values tend to 
agree with the values expected for a rippled seabed. 
 
 
 
Figure 5.15. Scatter plots of the average 𝑢∗
2 vs. mean Um
2 for: (a) GA1, (b) GA2, 
(c) LB. The red lines represent CD values of 0.002, 0.006, and 0.020, while the 
green line is a best-fit through zero (see text for details). 
 
5.4. Analysis 
5.4.1. Effect of Ripples 
 As seen in Figure 5.15, the drag coefficient exhibits significant variations, which 
can be attributed to roughness elements in the boundary layer. These roughness elements 
consist of the bedforms, the grain roughness if the sediment is not in motion, or movable 
bed roughness if the grains are in motion. Furthermore, the wave boundary layer can 
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impose an additional roughness experienced by the current. As both sites are wave 
dominated, the wave boundary layer imposes a significant roughness on the seabed, 
which might help explain the large CD100 in Figure 5.15. Since direct measurements 
within the wave boundary layer were not performed, in an attempt to isolate the wave 
boundary layer effect the available u* values were categorized into bins with similar 
mean current and wave forcing. The bin limits were defined using the 33rd and 66th 
percentiles of each velocity (U and ub,1/3) separately for GA (Figure 5.16a and 5.16b) and 
LB (Figure 5.16c and d), respectively. The limits identified are for ub,1/3 9.8 and 14.9 
cm/s and U of 13.2 and 18.2 cm/s for GA while for LB the corresponding limits are 13.3, 
19.6 and 5.3 and 7.9 for ub,1/3 and U, respectively. This yields 1,826 measurements for 
GA and 85 measurements for LB from which further analysis of the effect of bedforms 
will be performed. Due to the limited number of samples for LB when subsampled for U 
and ub,1/3, only analyses on all the bulk data is performed. Therefore, majority of the 
analysis will focus on the GA data set. 
  In the subsequent sections the characteristics of the ripple geometry on bed 
roughness (defined as the Cd value) will be evaluated using the following ripple 
parameters: (1) ripple type; (2) ripple height; (3) wavelength; (4) ripple steepness (η/λ); 
(5) ripple asymmetry  η2/λ; and (5) orientation relative to the mean current. 
5.4.2. Ripple Type 
 The variation in CD100 as a function of ripple type is explored in Figures 5.17 and 
5.18. In approximate order of increasing irregularity, ripples have been identified as: (L) 
linear ripples; (LQL) linear-quasi-linear; (QL) quasi-linear; (BC) bifurcating- and cross-
ripples; (C) cross-ripples; and (D) disorganized bed. As a function of ripple type, CD100  
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Figure 5.16. Histograms of ub,1/3 (left column), U (middle column), and CD100 
(right column) for GA (top row) and LB (bottom row) for instances where 
ε≤50%. The vertical red lines indicate the 33 (left) and 66 (right) percentile. 
 
exhibits significant variation for each shape, defined by the error bars equal to 1 standard 
deviation, for both GA (Figure 5.17a) and Long Bay (Figure 5.17g). Overall, the mean 
value indicates a decreasing CD100 for increasing irregularity for GA. The CD100 values for 
LB exhibit a significant amount of scatter and due to the limited data, does not yield a 
complete trend. While these represent all wave and current conditions, in Figure 5.18 the 
data have been segmented in groups of similar mean current speed and wave forcing 
using the 33 and 66 percentile divisions shown in Figure (5.16) for GA. For large U, 
there is a small decrease in CD100 with increasingly irregular ripple types based on the 
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mean values, though the scatter is larger than this deviation. This trend becomes less 
apparent for smaller U and larger ub,1/3 where the CD100 remains nearly constant.  
5.4.3. Ripple Height 
 While the shape might not yield any definitive relation to the drag coefficient, the 
height and wavelength might be more representative of the roughness experienced. The 
drag coefficient is plotted against, η for all ub,1/3 and U combination for GA in Figure 
5.17b and LB in Figure 5.17h. There is an increasing trend in the mean CD100 value for 
GA and LB with increasing η, though large scatter exists. When grouping the data by 
ub,1/3 and U (Figure 5.19) and plotting for each ripple type, the trend becomes less 
dominant but still apparent for U<18.2 cm/s. At larger ub,1/3 values, the trend becomes 
less significant with no trend observed for weak U and strong ub,1/3. The various ripple 
types, plotted as different colored lines do not exhibit any clearly deviating trends. 
5.4.4. Wavelength 
 The drag coefficient is plotted as a function of the ripple wavelength in Figure 
5.17c and 5.17i for GA and LB, respectively. As with the other cases, a large degree of 
scatter exists but a generally increasing CD100 is seen for increasing λ in the GA data set. 
This is also present when the data is grouped by ub,1/3, U, and ripple type in Figure 5.20 
with a larger increase in CD100 present for larger current velocities and weaker waves. As 
ripple height varies for a specific wavelength, it is likely that a better roughness is defined 
by either η or η/λ. 
5.4.5. Steepness 
 For ripple steepness (η/λ), the variation of CD100 is plotted in Figure 5.17d and 
5.17j for GA and LB, respectively. Though a high degree of scatter exists, there is an 
  
 
 
 
Figure 5.17. Scatter plots of bin averaged (CD100) for GA (top row) and LB (bottom row) plotted as a function of (a, g) 
ripple type (KEY: L – Linear Ripples; LQL – Linear-Quasi-Linear Ripples; QL – Quasi Linear Ripples; BC – 
Bifurcating-Cross-Ripples; C – cross-ripples; D – Disorganized Bed); (b, h) ripple height; (c, i) ripple wavelength; (d, j) 
ripple steepness (η/λ); (e, k) η2/λ; (f, j) orientation between ripple crests and current direction (perpendicular at 90°). The 
error bars represent 1 standard deviation 
1
6
7
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Figure 5.18. Scatter plots of bin averaged CD100 for GA plotted as a function of 
ripple type (KEY: L – Linear Ripples; LQL – Linear-Quasi-Linear Ripples; QL 
– Quasi Linear Ripples; BC – Bifurcating-Cross-Ripples; C – cross-ripples; D 
– Disorganized Bed) for various hydrodynamic conditions of ub,1/3 (increasing 
from top row to bottom row) and U (increasing from left column to right 
column). The error bars indicate 1 standard deviation. 
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Figure 5.19. Scatter plots of bin averaged CD100 for GA plotted as a function of 
ripple height (η) for various ripple types (KEY: L – Linear Ripples; LQL – Linear-
Quasi-Linear Ripples; QL – Quasi Linear Ripples; BC – Bifurcating-Cross-Ripples; 
C – cross-ripples; D – Disorganized Bed). The data in the individual plots 
correspond to various hydrodynamic conditions of ub,1/3 (increasing from top row to 
bottom row) and U (increasing from left column to right column). The error bars 
indicate 1 standard deviation. 
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Figure 5.20. Scatter plots of bin averaged CD100 for GA plotted as a function of 
ripple wavelength (λ) for various ripple types (KEY: L – Linear Ripples; LQL – 
Linear-Quasi-Linear Ripples; QL – Quasi Linear Ripples; BC – Bifurcating-
Cross-Ripples; C – cross-ripples; D – Disorganized Bed). The data in the 
individual plots correspond to various hydrodynamic conditions of ub,1/3 
(increasing from top row to bottom row) and U (increasing from left column to 
right column). The error bars indicate 1 standard deviation. 
 
increase in mean roughness up to η/λ =0.1, followed by a decrease. Vortexes are assumed 
to form on the lee side of ripples beginning at a η/λ of 0.1, though the subsequent 
decrease cannot be explained. The trend is still apparent but does not become any better 
defined for various ripple types, ub,1/3, or U in Figure 5.21. 
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5.4.6. Asymmetry 
 A similar pattern is observed for η2/λ in Figure 5.17e and 5.17k for GA and LB, 
respectively, and the binned data in Figure 5.22. There is a large degree of scatter present 
with the data, despite an increasing mean value of η2/λ<0.7. As with the other ripple 
geometry parameters, there is no unique trend observed between the different ripple 
types. 
5.4.7. Ripple Orientation 
 In addition to ripple size and shape, the orientation of the ripple crest in relation to 
the mean current direction has been found to influence the roughness experienced by the 
flow [Drake, 1992; Powel et al., 2000; Madsen et al., 2010]. These studies found that the 
roughness was greatest when the ripple crest and current were perpendicular to one 
another. In the present convention, this is |αc-αr|=90°. However, as with the above cases, 
there is significant scatter observed for GA (Figure 5.17f) with no differentiation 
observed for various ripple types (Figure 5.23).  
5.5. Summary and Conclusions 
 Field data from two experiments were used to evaluate the dependence of 
bedforms on the roughness experienced by the mean current. This was accomplished by 
calculating the shear velocity through the eddy correlation and inertial dissipation 
methods. These two methods, which in theory should agree, yielded varying results as a 
whole. For the EC method, many of the bursts had a poor covariance between the 
horizontal and vertical velocity while the spectra were often contaminated at low 
wavenumbers (ku) for the LB and GA2-ADV2 data sets leading to erroneous u*. When  
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Figure 5.21. Scatter plots of bin averaged CD100 for GA plotted as a function of 
ripple steepness (η/λ) for various ripple types (KEY: L – Linear Ripples; LQL – 
Linear-Quasi-Linear Ripples; QL – Quasi Linear Ripples; BC – Bifurcating-Cross-
Ripples; C – cross-ripples; D – Disorganized Bed). The data in the individual plots 
correspond to various hydrodynamic conditions of ub,1/3 (increasing from top row 
to bottom row) and U (increasing from left column to right column). The error bars 
indicate 1 standard deviation. 
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Figure 5.22. Scatter plots of bin averaged CD100 for GA plotted as a function of 
(η2/λ) for various ripple types (KEY: L – Linear Ripples; LQL – Linear-Quasi-
Linear Ripples; QL – Quasi Linear Ripples; BC – Bifurcating-Cross-Ripples; 
C – cross-ripples; D – Disorganized Bed). The data in the individual plots 
correspond to various hydrodynamic conditions of ub,1/3 (increasing from top 
row to bottom row) and U (increasing from left column to right column). The 
error bars indicate 1 standard deviation. 
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Figure 5.23. Scatter plots of bin averaged CD100 for GA plotted as a function of 
the difference between the ripple orientation (αr) and the current direction (αc) 
(|αc - αr|) for various ripple types (KEY: L – Linear Ripples; LQL – Linear-
Quasi-Linear Ripples; QL – Quasi Linear Ripples; BC – Bifurcating-Cross-
Ripples; C – cross-ripples; D – Disorganized Bed). The data in the individual 
plots correspond to various hydrodynamic conditions of ub,1/3 (increasing from 
top row to bottom row) and U (increasing from left column to right column). 
The error bars indicate 1 standard deviation. 
 
these data were removed, the remaining data indicated an average balance between  
production and dissipation for GA while slightly greater production was observed for LB.  
 The fluid drag coefficient (CD) was calculated from the shear velocities and 
compared to ripple type, ripple geometry, and ripple orientation. While binned average 
values indicated some dependence on ripple height, ripple wavelength, steepness, and 
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asymmetry, the degree of scatter was larger than any trend present; therefore, no 
definitive conclusions can be derived. Of the parameters tested, CD varied least with the 
ripple’s shape and orientation relative to the current direction. It is possible that the 
ripples present at these two sites were either too small in height and/or wavelength to 
significantly affect the current at various angles. In addition, majority of the ripple 
present exhibited some degree of irregularity in the orientation, even for the most linear 
ripples observed. Therefore, any deviation in orientation may have an impact no matter 
how great the angle is. However, the most likely explanation is the weak current speeds 
present for both sites. The overall scatter and lack of a clearly defined trend for the 
various ripple shapes and orientations is the dominance of the waves for both sites, 
despite methods used to remove the overall wave signal [Trowbridge, 1998; Shaw and 
Trowbridge, 2001; and Trowbridge and Elgar, 2001]. Binning the data by wave and 
current conditions still leads to significant scatter with the most scatter present at high 
current speeds (U > 18.2 cm/s) and low wave orbital velocities (ub,1/3 < 9.8 cm/s). The 
mean trend however, indicates that the dependence on the bottom roughness is less 
significant when the current strength is weak and/or the wave strength is large. 
 Based on the data available for this study, ripple height is the dominant roughness 
element its influence decreasing under increasing wave strength or decreasing current 
speed. However, the high degree of scatter in the data precludes any definitive 
assumption.  
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CHAPTER 6 
THE INFLUENCE OF THE RIPPLE GEOMETRY AND SHAPE ON SUSPENDED 
SEDIMENT CONCENTRATION 
 
6.1. Introduction 
 The presence of ripples on the seabed can affect sediment resuspension processes 
including the vertical distribution of sediment concentration. This occurs through the 
enhancement of near bed turbulence and the associated vertical diffusivity but also by the 
development of vortices that can contribute to the ejection of sediment to the water 
column. Sediment becomes suspended when the particle lifting forces (i.e., vertical 
component of turbulent eddies) reach or exceed the downward directed forces (i.e., 
gravity). For conditions when suspension is possible, a concentration gradient forms 
where the greatest concentration exists at the seabed and decreases with increasing 
elevation above the bed. The concentration profile is typically defined by a reference 
concentration (Cr) near the bed that defines the amount of sediment available for 
distribution throughout the water column and a vertical distribution (gradient) of the 
sediment lifted off the bed.  
 Two of the most commonly used suspension profiles are the diffusive (Rouse) 
[see Soulsby, 1997] and the convective (exponential) profile [Nielsen, 1992]. The Rouse 
profile describes sediment distribution through the water column as a diffusive process, 
which is more prevalent in the absence of ripples; the convective profile accounts for 
increased sediment distribution in the vertical due to ripple-induced vortex ejection. In
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the presence of waves and currents the profile can change shape between the wave and 
current boundary layers which requires the use of a multi-layer model [e.g., Glenn and 
Grant, 1987; Styles and Glenn, 2000]. 
 Recently, Bolanos et al. [2012] used an Acoustic Backscatter System (ABS) to 
measure sediment concentration distribution in the benthic boundary layer (from within 1 
cm of the bed) and to evaluate the Lee et al. [2004] and Nielsen [1992] reference 
concentration formulations. The Lee et al. [2004] formulation uses a shear stress based on 
skin friction only while that of Nielsen [1992] uses a skin friction shear stress that takes 
into account the flow enhancement near the crest of vortex ripples [Du Toit and Sleath, 
1981]. Bolanos et al. [2012] found that the Lee et al. [2004] model agreed better with 
their observed data for overall error despite the fact that bedforms are not used explicitly 
in modifying the bed shear stress. However, this model is empirical and the product of 
numerically fitting 2 parameters; thus indirectly the fitting process takes into account the 
influence of the particular bedforms present. Dolphin and Vincent [2009] observed no 
correlation between reference concentration and bedform geometry when broadly 
categorizing ripple type as tidal ripples, short wave ripples, 2D long wave ripples, 3D 
long wave ripples, and upper-phase plane bed. Yet these broad categories with the 
exception of 2D long wave ripples, exhibit varying degrees or wavelength and 
irregularity, which could contribute to the lack of correlation.   
 In this chapter, suspended sediment profiles are examined to determine if there is 
a dependence of ripple characteristics on the nearbed reference concentration and the 
shape of the profile. This chapter is organized such that the methodology used to convert 
backscatter into suspended sediment is first presented in section 6.2. In section 6.3, the 
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data and extraction methods for this study are shown. The suspended sediment 
concentration profiles derived by this analysis are examined against the prevailing 
hydrodynamic conditions and bedform configurations to determine the role of ripple 
characteristics on sediment resuspension in section 6.4. Finally, a discussion and the 
conclusions are presented in section 6.5.  
6.2. Extraction of ABS Data Theory 
 The ABS is an active sonar system, which uses a transceiver (i.e., a combined 
transmitter and receiver) to emit and receive a pulse of sound that propagates through the 
water column. Any particle, in the path of the transmitted sound wave, backscatters some 
of that energy with part of it directed back to the receiver while the rest continues to 
propagate in the direction of sound emission. The backscatter can be caused by sediment 
particles, air bubbles, biota, turbulence fluctuations, and/or layers of different mean 
density (thermal or saline). Of these, particles are the most dominant scattering 
mechanism in many marine environments. The distance each backscatterer is located 
away from the transducer, is measured in the time domain, which is subsequently 
converted into distance assuming known speed of sound in the water column. The 
intensity of the recorded signal is reduced as a function of the distance from the sensor 
(geometric spreading), attenuation due to the water and sediments, and depends on the 
total concentration of suspended particles that can enhance the backscattered signal for 
their particular range but can also reduce the amount of sediment available to be 
backscattered from particles in suspension at larger ranges. In terms of rms voltage 
received by the transceiver, the received signal can be expresses through the equation 
[Thorne and Hardcastle, 1997; Thorne and Hanes, 2002]: 
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𝑉𝑟𝑚𝑠 =
𝑘𝑠𝑘𝑡
Ψ𝑟
𝐶1 2⁄  𝑒−2𝑟(𝛼𝑤∙+𝛼𝑠)          6.1 
where Vrms is the root-mean-square returned echo intensity recorded as a voltage, ks is a 
parameter related to the sediment backscattering properties, αw is the sound attenuation 
due to water absorption, αs is the attenuation due to sound propagation through a 
suspension of sediment, r is the distance from the transceiver face, kt is a system constant, 
Ψ is the transceiver near-field correction, and C is the concentration of sediment in 
suspension. These terms are further described in the following sections. 
6.2.1. Geometric Spreading and Nearfield Effects 
 As the sound wave propagates away from the source, the total intensity is spread 
over a larger surface area so that the intensity (i.e., energy per surface area) becomes 
increasingly smaller due to the spherical spreading of the wave front. Since the energy in 
the sound pulse must remain the same, the signal amplitude decreases as it propagates 
further from the source as a function of the square of the radius (r2). After integrations 
explained in Thorne et al. [1991] and Thorne and Hanes [2002] in terms of rms Voltage, 
this simplifies to r shown in the denominator of equation (6.1).  
 In the near-field, the spreading loss is different from the far-field, due to 
imperfections of the transceiver that leads to a stretched signal close to the transceiver 
that does not follow the normal geometric spreading. The correction for spreading loss in 
the near-field was described by Downing et al. [1995] as: 
Ψ = [1 + 1.35𝑟𝑧 + (2.5𝑟𝑧)
3.2] [1.35𝑟𝑧 + (2.5𝑟𝑧)
3.2]⁄      6.2 
where rz=r/rcrit were 𝑟𝑐𝑟𝑖𝑡 = 𝜋𝑎𝑡
2 (𝑐 𝑓𝑡⁄ )⁄  is the range defining the near-field range of the 
transducer. 
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6.2.2. Form Function – Signal Backscattering Characteristics 
 The amount of backscatter returned to the transducers also relates to the degree to 
which the sediment reflects the signal. The variation in scattering is associated with the 
detailed particle shape. The scattering characteristics of a body are described by the form 
function (f) that depends on the particle radius (a) and wavenumber of the insonifying 
sound. The form function can be found for a single radius of an ideal scatter, like a 
sphere, as [Thorne and Buckingham, 2004]: 
𝑓 = |
2
𝑖(𝑘𝑐𝑎𝑖)
∑ (−1)𝑛(2𝑛 + 1)𝑏𝑛
𝑛=∞
𝑛=0 |       6.3 
where bn is a function of spherical Bessel and Hankel functions of the first kind and their 
derivatives, n is the function order (increased iteratively until a threshold is met), kc is the 
wavenumber of sound in water (=2πft/c), ft is the transceiver frequency, and c is the speed 
of sound in water. When various sphere sizes are present in a population, the form 
function can be calculated for each grain size fraction (i) and after weighing for the 
percentage of each fraction (P) a mean form function is defined as: 
〈𝑓〉 = √(∑ 𝑎𝑖 ∙ 𝑃𝑖
𝑖=𝑁
𝑖=1 )
∑ (𝑎𝑖)
2(𝑓∙𝛾)2𝑃𝑖
𝑖=𝑁
𝑖=1
∑ (𝑎𝑖)
3𝑃𝑖
𝑖=𝑁
𝑖=1
       6.4 
where N is the number of size fractions, and angle brackets (< >) represent averaging  
over the whole range of particle sizes present in the acoustic field. For cases of irregular 
particles such as those of sand particles present in the marine environment, an enhanced 
scattering has been observed [Thorne and Buckingham, 2004]. This enhancement is 
accounted for using the coefficient γ (γ =1 for glass spheres), which are defined as 
[Thorne and Buckingham, 2004]: 
𝛾 =
𝛽(𝑘𝑐𝑎𝑖)
3+0.5(𝑘𝑐𝑎𝑖)+3.5
(𝑘𝑐𝑎𝑖)
3+3.5
         6.5 
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where β is a constant (=1.7) and kc is the wavenumber of sound in water.   
 The sediment backscattering property denoted by the term ks in equation (6.1) is 
defined as: 
𝑘𝑠 = 〈𝑓〉 √𝜌𝑠〈𝑎𝑠〉⁄           6.6 
where ρs is the sediment density.   
6.2.3. Sound Attenuation due to Sediment   
 Attenuation is independent of geometrical spreading and can be caused by the 
medium of propagation (thermal attenuation, viscous absorption), and scattering caused 
by sediments. The attenuation due to the sediments is small in typical concentration 
found in the marine environment but during storm events and/or higher current velocities, 
grain size and concentrations within the boundary layer can be high. Therefore, under 
these conditions accurate attenuation values due to sediment are required.  
 In a similar manner to the calculation to the form function, the total scattering 
cross section (χ), which describes the scattering attenuation characteristics of the scatters, 
is defined [Thorne and Buckingham, 2004] as: 
𝜒 = |
−2
(𝑘𝑐𝑎𝑖)
2
∑ (2𝑛 + 1)RE(𝑏𝑛)
𝑛=∞
𝑛=0 |        6.7 
where RE denotes the real part of the complex expression and a mean χ is defined as: 
〈𝜒〉 = √(∑ 𝑎𝑖 ∙ 𝑃𝑖
𝑖=𝑁
𝑖=1 )
∑ (𝑎𝑖)
2(𝜒∙𝛾)𝑃𝑖
𝑖=𝑁
𝑖=1
∑ (𝑎𝑖)
3𝑃𝑖
𝑖=𝑁
𝑖=1
       6.8 
 The sediment attenuation is then given by:  
𝛼𝑠 =
1
𝑟
∫ 𝜉𝐶 𝑑𝑟
𝑟
0
         6.9 
where ξ is the normalized total scattering cross section defined as: 
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𝜉 =
3𝜒
4𝜌𝑠〈𝑎𝑠〉
          6.10 
 Since the calculation of αs in equation (6.9) requires knowledge of C, the solution 
can only be achieved solving iteratively equation (6.1). Furthermore, the particle size 
near the boundary layer can vary drastically from coarse material near the bed to fine 
grains further up the water column; necessitating the need for particle size measurements.  
6.2.4. Sound Attenuation Due to Water 
 While sediment attenuation is important during high-energy conditions and close 
to the seabed, attenuation due to water is the most significant and occurs by the 
conversion of sound energy into heat due to shear viscosity and bulk viscosity. 
Absorption caused by shear viscosity is due to friction between adjacent layers of a liquid 
whereas; absorption caused by bulk viscosity is due to a lag-time required for water 
molecules to flow on a molecular level.  
 Since seawater contains a mixture of various chemical components, the 
absorption is greater than pure water. This excess absorption is the result of dissolved 
magnesium sulfate and boric acid molecules in seawater [Leonard et al, 1949; Wilson 
and Leonard; 1954 and Bies, 1955]. The time required for molecular reordering in 
response to changing pressure is called the relaxation time (tr) and is inversely 
proportional to c2 and when the relaxation frequency, F=(2πtr)-1, and transceiver 
frequency (ft) are similar, the attenuation is greatest.  
 The total sound absorption coefficient due to water (αw) is the sum of the 
attenuation due to these dissolved components and pure water. This can be estimated by 
[Medwin and Clay, 1998] as: 
𝛼𝑤 =
𝐴1𝑃1𝐹1𝑓𝑡
2
𝑓𝑡
2+𝐹1
2 +
𝐴2𝑃2𝐹2𝑓𝑡
2
𝑓𝑡
2+𝐹2
2 + 𝐴3𝑃3𝑓𝑡
2       6.11 
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where αw is the sound absorption due to water coefficient, A is the attenuation rate per 
frequency, P is a constant dependent on water depth, F is the relaxation frequency 
(=2πtr)-1, ft is the transceiver frequency, and the subscripts 1, 2, and 3 indicate boric acid, 
magnesium sulfate, and pure water, respectively. This equation indicates that the 
attenuation is greatest at higher frequencies. For boric acid, the coefficients in equation 
(6.11) can be found as: 
𝐴1 = (8.68 𝑐⁄ )10
(0.78pH−5)        6.12 
𝐹1 = 2.8(𝑆 35⁄ )
0.510[4−1245 (273+𝑇)⁄ ]      6.13 
and P1=1, pH is the pH of seawater, S is the salinity in psu, and T is the temperature in 
°C. For magnesium sulfate the coefficients are: 
𝐴2 = 21.44(𝑆 𝑐⁄ )(1 + 0.025𝑇)       6.14 
𝑃2 = 1 − 1.34x10
−4𝑑 + 6.2x10−9𝑑2      6.15 
𝐹2 =
8.17∙10[8−1990 (273+𝑇)⁄ ]
1+0.0018(𝑆−35)
        6.16 
where d is water depth. For the pure water component the coefficients are: 
𝐴3 = {
4.934x10−4 − 2.59x10−5𝑇 + 9.11x10−7𝑇2 − 1.50x10−8𝑇3,    𝑇 ≤ 20℃
3.964x10−4 − 1.146x10−5𝑇 + 1.45x10−7𝑇2 − 6.5x10−10𝑇3,    𝑇 > 20℃
     6.17 
 Equation (6.11) gives αw in dB/km. For consistency with the equations described 
above (based on that from Thorne and Hanes [2004]) for an Aquatec ABS, the units need 
to be converted to Nepers per meter through the following equation: 
𝛼𝑤 = 𝛼𝑤 log10[exp(20)]⁄ 1000⁄        6.18 
6.2.5. System Constant 
 Each ABS system has unique properties as well as various settings, which can 
alter the recorded voltage. These include the receiver sensitivity (R), which can include 
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any fixed or time varying gain, the reference pressure (Po), the voltage transfer function 
(Tv), and the transmit pulse length (cτp), where c is the speed of sound in water and tp is 
the pulse duration. The interaction and influence of these parameters can be aggregated 
into a single parameter so that: 
𝑘𝑡 = 𝑅𝑇𝑣𝑃0𝑟0 {
3𝜏𝑝𝑐
16
}
1 2⁄ 0.96
𝑘𝑐𝑎𝑡
        6.19 
 Since many of these parameters are set by the manufacturer, they are unique to 
the instrument used and not easily obtained without access in the hardware and the use of 
specialized equipment. By rearranging equation (6.1), kt can be estimated for a signal 
collected in a known suspension of particles and other environmental conditions as 
follows:  
𝑘𝑡 =
𝑉𝑟𝑚𝑠Ψ𝑟
𝑘𝑠𝐶1 2
⁄ 𝑒
2𝑟(𝛼𝑤+𝛼𝑠)         6.20 
 This is usually performed in the laboratory, under controlled conditions of 
sediment concentration, size, shape, and density, water salinity, and temperature, 
assuming a uniform sediment mixture. 
6.2.6. Calculation of Suspended Sediment Concentration 
 Once the system constant is identified, suspended sediment concentration 
estimates can be obtained by rearranging the terms in equation (6.1) as: 
𝐶(𝑟) = (
𝑉𝑟𝑚𝑠Ψ𝑟
𝑘𝑠𝑘𝑡
)
2
exp[4𝑟(𝛼𝑠 + 𝛼𝑤)]        6.21 
Replacing αs with equation (6.9), equation (6.21) is written as: 
 𝐶(𝑟) = (
𝑉𝑟𝑚𝑠Ψ𝑟
𝑘𝑠𝑘𝑡
)
2
exp [4𝑟 (
1
𝑟
∫ 𝜉𝐶(𝑟) 𝑑𝑟
𝑟
0
+ 𝛼𝑤)]      6.22 
Estimation of sediment concentration as a function of range requires an iterative solution 
of equation (6.22) as a function of range. 
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6.3. Data Description 
6.3.1. Data Collection 
 The data sources used in this study consist of two sets collected at field sites 
located along the South Atlantic Bight offshore Georgia (hereafter referred to as GA) and 
Long Bay, South Carolina (hereafter referred to as LB) (USA). The Long Bay field site 
data were collected using two bottom boundary layer tripods (A and B). Tripod A was 
equipped with two SonTek Acoustic Doppler Velocimeters (ADV), both installed at an 
elevation of ~31 cm above the bed and an Aquatec Acoustic Backscatter sensor. The 
latter provided vertical profiles of acoustic intensity with a range resolution of 11 mm at a 
rate of a burst every hour. The ABS system consisted of 3, 10 mm diameter transceivers 
operating at 1, 2.5, and 5 MHz. Tripod B was equipped with an Imagenex 881 rotating 
sector-scanning sonar, which provided images of the seabed at a rate of 1 burst every 30 
min for 1.5 hours; the sampling scheme was repeated every 5 hours. The seabed was 
composed of fine (D50=177 mm) quartz sand (Figure 6.1) with a standard deviation of 71 
μm (0.38 in ψ units). 
 The second data set (GA) was the result of the deployment of a tripod at a 
location offshore Georgia during 2007 and 2008. The tripods used were equipped with 
two Sontek ADV sensors installed at 52 and 67 cm above the bed during the 16 
September to 7 October 2007 deployment and at 45 and 31 cm for the period 22 
November 2007 to 15 February 2008. In addition, this tripod was equipped with an ABS 
system with 4 downward looking transceivers operating at 1, 2.5, 4, and 5 MHz. In the 
vicinity of the tripod was a rotating sector scanning sonar system attached to a jetted pipe 
which provided imagery of the seabed at 1 image ever hour [Voulgaris and Morin, 2008]. 
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Figure 6.1. Grain Size Distribution for Long 
Bay, South Carolina (LB). 
 
6.3.2. Calculation of Concentration Methodology 
 Suspended sediment concentration and grain size profiles were extracted from the 
recorded ABS signal using the methods described in section 6.2.1. In the following 
sections, the calibration of the instrumentation and calculation of suspended sediment and 
grain size profiles is described. 
6.3.2.1.   System Constant 
 The system constant was calculated for both the LB and GA ABS systems as they 
were unique and had different configurations. For the LB ABS, the signal included a time 
variable gain (TVG). At that time, the TVG was set in the hardware so that it could not be 
altered nor easily measured and therefore could not be accounted for directly. In this case, 
the TVG and system constant were aggregated into one variable and the system constant 
was assumed to be a function for each frequency/transceiver. For the GA ABS, no 
variable gain was used and as such, a single scalar for each frequency was estimated 
using a calibration process. 
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 In order to estimate the system constant (calibration), acoustic intensity profiles 
were collected in a calibration chamber that contained a known volume of water and 
known sediment grain size and concentration. The calibration chamber consisted of a 
large cylinder open on the top with a funnel shaped bottom connected to a pneumatic 
diaphragm pump. Water and sediment were continuously recirculated to the top of the 
tank using the pump; creating a closed re-circulation system. Several design 
modifications were made to the calibration chamber until the system was able to maintain 
a uniform distribution of sediment resuspension throughout the whole length of the tank. 
Initially, for the LB system, a trawling motor was installed at the bottom to prevent 
sediment from settling on the funnel and thus creating a vertical variation in sediment 
concentration in the tank water column. In addition, a propeller composed of two paddles 
with holes was run at low speeds (approximately 1-2 Hz) at the top of the chamber where 
the sediment was re-introduced to the tank. This helped distribute the sediment, which 
settled uniformly through the chamber. Design modification, after the LB calibration, 
included the removal of the trawling motor, as it was determined it was affecting the 
acoustic signal due to enhanced turbulence. Furthermore, it was noted that a steady state 
between sediment entering the funnel is attained after running the pump for an hour or 
more. In addition, jets at the top of the chamber were modified such that sediment was re-
introduced to the chamber vertically and at multiple (8) locations, which increased 
uniformity and eliminated the need for the mixer. Between the jets and the funnel, 
particles settled with a uniform concentration and this range was used for calibration. 
During each run, the temperature of the water was recorded and sediment concentration 
was sampled. The sample was subsequently filtered, dried, and weighed to yield an 
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accurate concentration within the chamber, which was always less than that added due to 
the sediment accumulation at the bottom of the tank. Another difference between the two 
calibrations is that for LB, in situ sediment was used while for GA glass spheres were 
used which eliminated uncertainty in sediment scattering (γ=1 in equations (6.3) and 
(6.7)) in the deriving the system constant.  
 The calibration of the LB ABS system was performed for 4 concentrations (22, 
46, 77 and 117 mg/L) with each run lasting 10 min with a sampling rate of 64 Hz with 
every 64 samples averaged and recorded by the ABS. The samples for each concentration 
were subsequently averaged over the 10 min and kt was solved using equation (6.20). All 
transceivers were calibrated at the same time so that each signal was recorded using the 
same concentrations. The recorded voltages and system constants for each concentration 
are shown in Figure 6.2. One characteristic unique to the 1 MHz is a high return between 
66 and 80 cm. This was consistent for all concentrations and present in clear water 
experiments. The cause was not determined, but it is assumed to be the result of acoustic 
reverberation in the chamber at that frequency, as this signal was not recorded by the 
other transceivers. The system constant exhibited variations at longer ranges between the 
different concentrations, but tend to be on the same order. The averaged kt values are 
shown for each transceiver in Figure 6.3. Since some variation in the kt is likely the result 
of occasional variations in concentration with range and an average cannot be taken due 
to the instrument gain, a linear fit was applied to the data for ranges >10-23 cm (solid 
lines in Figure 6.3). At closer ranges, the slope drastically changed, perhaps the result of 
a different time varying grain setting for closer and longer ranges. At these ranges, the 
calculated kt was used as opposed to the fitted value. 
 189 
 
 
Figure 6.2. Recorded Voltage (top row) and calculated system constant (kt) for (a 
and e) C=22 mg/L; (b and f) C=46 mg/L; (c and g) C=77 mg/L; and (d and h) 
C=177 mg/L for the 1 MHz (blue), 2.5 MHz (green) and 5 MHz (red) 
transceivers. 
 
 
 
Figure 6.3. Average kt for LB for each transceiver. 
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 This kt value was subsequently used to solve for C and determine an expected 
error, (𝜀 = [(𝐶𝑝 − 𝐶𝑜)
2
]
1 2⁄
𝐶𝑜⁄  ), where Cp is the predicted concentration (equation 
(6.21)) and Co is the concentration during the calibration. This results in an error of 26% 
when the concentration from each transceiver is averaged. 
 A similar calibration was performed for the ABS used in the Georgia data 
collection. However, since no gain was applied, the system constant was not range 
dependent allowing for the calculation of a single kt (i.e., constant with range) for each 
frequency. The calibration was run for 20 min sampling at 4 Hz with every 16 samples 
average by the ABS. Three concentrations (100, 200, and 300 mg/L) and 3 glass sphere 
grain sizes (165, 231, and 275 μm) were used in the calibration. The system had a 
blanking distance of 20 cm and a bin size of 10 mm. The two samples for each 
concentration were averaged over the 20 min burst and subsequently averaged together. 
From this kt was calculated for each grain size and concentration. The voltages for each 
transceiver for all concentrations and grain sizes are shown in Figure 6.4 while kt is 
shown in Figure 6.5. Unlike LB, the voltages are several orders of magnitude smaller due 
to no gain being applied. Some variation in kt (Figure 6.5) is observed at long ranges 
from the transceiver so the kt was calculated between 40-80 cm where there the strongest 
agreement for various concentrations and grain sizes was observed. This resulted in kt 
values of 0.0145, 0.0054, 0.0074, and 0.0039 for the 1, 2.5, 4, and 5 MHz transceivers, 
respectively. This calibration results in an overall error of 14% for all ranges but only 
3.5% for ranges of 125 cm from the transceivers (the maximum distance to the seabed for 
the GA deployment).  
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Figure 6.4. Recorded Voltage for GA ABS transceiver 
calibration for C=100 mg/L (top row); C=200mg/L; (2nd row) 
and C=300 mg/L (bottom row), for grain sizes of 165 μm (left 
column), 231 μm (middle column) and 275 μm (right column).  
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Figure 6.5. Calculated kt for GA ABS transceiver calibration 
for C=100 mg/L (top row); C=200mg/L; (2nd row) and C=300 
mg/L (bottom row), for grain sizes of 165 μm (left column), 
231 μm (middle column) and 275 μm (right column).  
 
6.3.2.2.  Concentration and Grain Size Profile 
 The ABS for LB and GA had multiple transceivers operating and each can yield a 
recorded voltage and hence a concentration profile after inverting the signal. Since all 
transceivers sample the same area, the concentration values derived from each sensor 
should be identical. The inversion technique requires a priori knowledge of sediment size 
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as this defines the value of the sediment attenuation constant and the values of the form 
function used for the inversion (see equations (6.4) and (6.9)). In the approach followed 
here, the iteration was performed for each frequency assuming a normal distribution of 
sediment with a range of mean particle sizes. This iteration was performed at each 
elevation (starting with the one closer to the transducer) for a range of mean particle size 
(defined by the range of sizes found on the seabed on each site). Some problems with this 
approach are outlined in Thorne and Hanes [2002]. However, this approach yields good 
results and usually converged in 4-5 iterations with an accuracy of 1×10-6 kg/m3. This 
iterative process requires an initial value of concentration for the first bin (bin closer to 
the transducer face). The standard deviation between the concentration measurements for 
each frequency was then taken (for each bin and grain size) and the value that provided 
the smallest standard deviation in sediment concentration was adopted as the final 
solution. The corresponding mean size was selected as that present, in the water column, 
at the particular bin level. This procedure was then repeated for the next bin. 
 The choice of grain sizes to sample over was limited for each site to prevent 
erroneous values, such as largest grain sizes at higher elevations or grain sizes larger than 
observed. A limit was applied to each bin such that the largest sizes were at the bed and 
logarithmically decayed to a minimum at the bin closest to the transceiver. For LB, the 
grain size limits chosen correspond to 75 and 177 μm, with a standard deviation of 0.38ψ, 
while for GA, the limits were 75 and 388 μm. A range of grain sizes were tested between 
these limits and a <f> was calculated for each grain size with a standard deviation of 
0.38ψ. Temperature and salinity values recorded by a CT located near the tripods were 
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used for the LB calculation. For GA, the ABS measured temperature while a constant 
salinity of 35 was assumed.  
 Once the acoustic profiles were inverted to sediment concentration profiles they 
were converted from range to elevation above the seabed. The seabed range was 
estimated from the acoustic data by detecting the location of the strongest backscatter 
return. Since the instruments had a resolution of 11 and 10 mm for LB and GA, 
respectively, the bed determination was made using a 2nd order polynomial fit to the 5 
bins on either side of the bin with the maximum acoustic intensity and the location of the 
maximum of the parabola was assumed to represent the location of the seabed. 
6.3.2.3. Near Bed Bin Contamination 
 Due to signal filtering techniques employed by the ABS systems the bottom bins 
closest the bed are contaminated by the bed reflection and do not yield reliable results. 
This is usually indicated by a kink or oscillations in the signal, often indicating an 
increasing concentration over the first few cm above the bed. This varied for each system 
at 7.0 cm for GA and 9.9 cm for LB. These data were subsequently removed from further 
analysis. 
6.3.3. Data sets 
6.3.3.1.   Georgia 
 The Georgia data set is characterized by numerous periods of sediment motion 
with durations of 1 day or longer. During these events, ripples changed in geometry with 
wavelength ranging from a few cm up to near 1 m and formed numerous three-
dimensional shapes (see chapter 3 for further details). The driving mechanism for the 
ripple evolution were changes in wave forcing and direction, however, the additional 
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stress of the currents led to ripple modification when waves alone were not sufficient to 
mobilize bed sediment. While this data set is several months in duration, the suspended 
sediment concentration was low and often below the digital detection limit of the ABS, 
resulting in limited data. The one consistent event captured, occurred between days 273 
and 277 of year 2007 (Figure 6.6). During this event, ripples were primarily linear to 
linear-quasi-linear in shape based on the wavelength (Ik) and orientation irregularity (Ia) 
values (Figure 6.6e). The ripple wavelength (measured) and height (based on the 2-D 
model results, chapter 4) each increased from days 273.25 to 275.25 after which they 
remained constant. The ripple steepness was consistently greater than 0.1, which is the 
steepness required for eddies to form on the lee side of ripples [Sleath, 1984]. Waves 
were aligned with the peak ripple orientation throughout this event, however, the tidally 
driven currents varied from parallel to perpendicular. Based on the vertical concentration 
profile (Figure 6.6f), the orientation between the mean flow and ripples has no influence 
on the gradient. Since waves were always perpendicular to the ripples, it cannot be 
determined if this would influence the concentration profile. The calculated mean 
suspended grain size (Dm) is shown in Figure 4g and indicates that grain sizes up to 200 
μm can be suspended up to 25 cm in the water column, however; the larger grain sizes do 
not always correlate with large concentrations and might be an artifact of the inversion 
method when agreement between the transceivers was poor. 
6.3.3.2.   Long Bay 
 The Long Bay data set (Figure 6.7) was characterized by several large storm 
events, which coincide with the passage of frontal systems [Warner et al., 2012]. 
Compared to GA, LB has more energetic wave events with weak current speeds. The 
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Figure 6.6. Time Series showing: (a) maximum wave-current skin friction Shields 
Parameter (blue), current skin friction Shields parameter (red), and the critical Shields 
Parameter for sediment motion (black dashed line); (b) difference between the ripple 
orientation and the direction of propagation for wave (blue) and currents (red) in 
degrees; (c) ripple steepness (η/λ) where vortex formation is likely to occur for η/λ 
=0.1 (dashed line); (d) ripple wavelength (blue) and 10 × ripple height (red); (e) ripple 
wavelength (blue) and orientation (red) irregularity; (f) suspended sediment 
concentration profile where the color bar has units of log10(mg/L); and (g) suspended 
grain size profile in μm for the GA site. 
 
ripples were also smaller with a maximum wavelength less than 25 cm and heights less 
than 3 cm. While the ripple steepness and irregularity were variable during this  
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Figure 6.7. Time Series showing: (a) maximum wave-current skin friction Shields 
Parameter (blue), current skin friction Shields parameter (red), and the critical 
Shields Parameter for sediment motion (black dashed line); (b) difference between 
the ripple orientation and the direction of propagation for wave (blue) and currents 
(red) in degrees; (c) ripple steepness (η/λ) where vortex formation is likely to occur 
for η/λ =0.1 (dashed line); (d) ripple wavelength (blue) and 10 × ripple height (red); 
(e) ripple wavelength (blue) and orientation (red) irregularity; (f) suspended 
sediment concentration profile where the color bar has units of log10(mg/L); and (g) 
suspended grain size profile in μm for the LB site. 
 
deployment, changes in geometry occurred synchronously with forcing, as did the 
sediment suspension profile. Periods of greatest sediment suspension occur with large 
θwc, large ripple irregularity, and the greatest concentration 50 cm above the bed occurs 
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when ripples were steepest (same time a high θwc). While grain size was calculated, there 
is little variation present, indicating possibly only fine sediment in the water column.  
 The noise present in the concentration and grain size profile around 25 cm 
appears to be the same as that from the calibration, though at a different range. This 
appears to be an artifact of the instrument but it is less prevalent when concentration is 
large. This signal was also present on the other frequencies so eliminating the 1 MHz 
transceiver has little affect.  
6.4. Analysis 
 Calculation of sediment resuspension profiles is dependent on the amount of 
sediment available for resuspension (reference concentration) and the method through 
which sediment is dispersed through the water column. The LB and GA data sets will be 
used to evaluate these parameters in the following sections. 
6.4.1. Reference/Near Bed Concentration 
 The reference concentration is the suspended sediment concentration at some 
elevation close to the seabed that is available to be dispersed through the water column. 
The amount of sediment available is typically a function of forcing strength and grain 
size. 
 Smith and McLean [1977a] defined a reference concentration (Cr) to be 
proportional to the excess shear stress, which indicates the degree to which the 
hydrodynamics can mobilize and suspend sediment: 
𝐶𝑟 =
𝐶𝑏∙𝛾𝑜∙𝑇𝑠
(1+𝛾𝑜∙𝑇𝑠)
           6.22 
where Cb is the bed volumetric concentration (usually 0.65), o is an empirical constant 
(=1.95×10-3 for a single size class at an elevation of 10 cm above the bed, or a general 
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value of 2.4x10-3 from Smith and McLean [1977b]) and Ts is the excess shear stress 
defined as 𝑇𝑠 = (𝜏𝑏′ − 𝜏𝑐𝑟) 𝜏𝑐𝑟⁄ ,where the accent indicate skin friction shear stress. This 
formulation has since been tested against laboratory and field data by numerous 
researches and many have proposed improvements to the formulation coefficients [e.g., 
Vincent and Green, 1990; and Grant and Glenn, 1983].  
 Van Rijn [1984] found the reference concentration based on Ts to be best 
described by: 
𝐶𝑟 = 0.015𝜌𝑤
𝐷50
𝑧𝑟
𝑇𝑠
1.5
𝐷∗
0.3         6.23 
where 𝐷∗ = 𝐷50 ∙ [(𝑠 − 1) ∙ 𝑔 ∙ 𝜐
−2]1 3⁄  is a non-dimensional particle diameter and zr is 
taken at η/2.  
 Nielsen [1992] proposed an alternative reference concentration equation, which is 
based on the enhanced Shields parameter (θr), which takes into account the flow 
enhancement near the ripple crest as defined by DuToit and Sleath [1981]. This equation 
relates the reference concentration directly to the shear stress and does not consider 
critical shear stress for sediment motion and is defined as: 
𝐶𝑟 = 𝛿𝜌𝑤𝜃𝑟
3           6.24 
where δ is an empirical constant at a reference height corresponding to the ripple height 
found to be 0.005 and: 
𝜃𝑟 =
𝜃𝑤
(1−𝜋𝜂 𝜆⁄ )2
          6.25 
whereθw is the wave Shields parameter defined as 𝜃𝑤 = 𝑢∗𝑤
2 ((𝑠 − 1)𝑔𝐷50)⁄ , and 𝑢∗𝑤 is 
the skin-friction shear velocity. Green and Black [1999] evaluated this formula for field 
conditions and found it works well but the concentration can also be described by using 
the skin friction alone with δ=0.1. The shear stress in equation (6.24) was also found to 
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agree well when the skin friction for waves was used. Dolphin and Vincent [2009] found 
best agreement between reference concentration and θr as 𝐶𝑟 = 0.00156𝜌𝑤𝜃𝑟
1.84 
 Another empirical predictor for reference concentration is that of Lee et al. 
[2004]:  
𝐶𝑟 = 𝜌𝑤𝐴 (𝜃𝑠𝑓
𝑢∗𝑠𝑓
𝑤𝑠
)
𝐵
         6.26 
where A and B are empirical constants defined as 2.58±1.7 and 1.45±0.04 and the 
reference concentration was measured at 1 cm above the bed.  
 These methods were tested by extrapolating the ABS suspension profile for LB 
and GA to the seabed by fitting an exponential (log(z)-C) line. Values were calculated at 
z=0, z=η/2, and z=1 cm above the bed, for comparison with the above predictors and the 
results are shown in Figure 6.8. The bed reference concentration at zr=0 cm is shown in 
Figure 6.8a as a function of wave skin friction Shields parameter (θw,sf) for each ripple 
type along with the prediction of Green and Black [1999] (gray line) and a best fit 
through the data (red). The predictions of Green and Black [1999] tend to agree with the 
observations and there is a correlation with θw,sf. When reference concentration is plotted 
against θwr (Figure 6.8b), a greater degree of scatter is present, resulting in a best fit line 
which deviates significantly from that predicted by Nielsen [1992]. The Cr at a height of 
1 cm above the bed is plotted as a function of 𝜃𝑤,𝑠𝑓 𝑢∗w𝑠𝑓 𝑤𝑠⁄  in Figure 6.8c where ws 
was calculated using the method of Gibbs et al. [1971] with a grain size of D50 (=177  
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Figure 6.8. Reference concentration from LB with best fit lines (red) as a 
function of: (a) θwsf at z=0 where the black line is that prediction of Green and 
Black [1999]; (b) θwr at z=0 with the black line the predictor of Nielsen [1993]; 
(c) θwsfu*wsf/ws at z=1 cm with the black line the predictor of Lee et al. [2004]; 
(d) (D50Ts
1.5)/(D*
0.3h/2) with the black line the predictor of Van Rijn [1984]. 
The blue symbols correspond to ripple shape shown in the legend where: (L) 
Linear, (LQL) Linear-Quasi-Linear; (QL) Quasi-Linear; (BC) Bifurcating-
Cross; and (D) Disorganized. 
 
μm). The predictions of Lee et al. [2004] under predict the current data set, as do those of 
Van Rijn [1984] in Figure 6.8d. 
 Also shown on Figure 6.8 are the reference concentrations for the various ripple 
shapes. There is no clear separation between the various ripple types indicating a lack of 
dependence on ripple shape. This is expected as the skin friction component acts on each 
sediment grain and is responsible for mobilizing the bed sediment.  
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 Reference concentrations were also calculated for the GA data set and are shown 
along with the LB concentration in Figure 6.9. The scatter of the data indicates that a best 
fit is observed for θw,sf and the predictions best agree with that of Green and Black 
[1999]. 
 
 
 
Figure 6.9. Reference concentrations from LB (blue) and GA (red) 
with best fit lines (green) as a function of: (a) θwsf at z=0 where the 
black line is that prediction of Green and Black [1999]; (b) θwr at 
z=0 with the black line the predictor of Nielsen [1993]; (c) 
θwsfu*wsf/ws at z=1 cm with the black line the predictor of Lee et al. 
[2004]; (d) (D50Ts
1.5)/(D*
0.3h/2) with the black line the predictor of 
Van Rijn [1984]. 
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6.4.2. Suspension Shape 
 Sediment is suspended into the water column by two main physical methods. One 
method is by diffusion and another is convection caused by vortex ejection from ripples 
during flow reversals. The diffusive profile is often found to agree with the Rouse [1937] 
distribution, which is a power law fit defined as: 
𝐶(𝑧) 𝐶𝑟 = (𝑧 𝑧𝑟⁄ )
−𝑃⁄           6.27 
where z is elevation, zr is the elevation of the reference concentration and P is the Rouse 
parameter defined as: 
P = ws (κ ∙ u∗)⁄          6.28 
where ws is the sediment fall velocity, κ is the von Karman constant equal to 0.4, and u* is 
the shear velocity. For large P, the suspended sediment profile is steeper with sediment 
remaining near the bed while for small values the sediment is uniformly distributed [Van 
Rijn, 1993]. Glenn and Grant [1987] and later Styles and Glenn [2000] showed that this 
profile is composed of multiple layers with the concentration profile different above and 
below the wave boundary layer (~1 cm for the wave present). Above the wave boundary 
layer, the profile is a result of the wave-current shear stress due to the form drag.  
 In a rippled environment, the bedforms enhance the turbulence near the bed and 
lead to the formation of eddies when the ripple steepness approaches 0.1. This convective 
method can alter the suspension profile near the bed. Nielsen [1992] presented 
formulations that describe this suspension profile by a vertical scale of decay: 
𝐶(𝑧) 𝐶𝑟 = exp(−𝑧 𝐿𝑠⁄ )⁄          6.29 
where Ls is a mixing length defined as: 
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𝐿𝑠 = {
0.75∙(𝐴b,1/3𝜔𝜂)
𝑤𝑠
  ,   
𝐴b,1/3𝜔
𝑤𝑠
< 18
1.4𝜂               ,   
𝐴b,1/3𝜔
𝑤𝑠
≥ 18
        6.30 
 Normalized suspension and grain size profiles for the GA event are shown in 
Figure 6.10 for linear (blue) and linear-quasi-linear (red) ripples. When taken over the 
entire storm event (Figure 6.10a), there is a large variation with some distinctions 
between the mean profiles of the two ripple types. In Figure 6.10c only conditions where 
2.2<θwcsf/θcr<4 are shown. These profiles show a similar distinction between the two 
ripple types. Both show strong agreement in the first 25 cm of the profile and then 
diverge with linear ripples obtaining smaller values of C/Cr at greater elevations. 
However, the variations are small compared to the standard deviation. At θwcsf/θcr>4, both 
mean profile are nearly identical and indicate a convective component of the suspension 
up to around 30 cm. On a z-log(C) plot, the convective fit from equation (6.29) appears as 
a straight line. Above this value, the profile agrees closer with the diffusive profile in 
equation (6.27). The trend is less apparent for lower wave speeds, indicating a 
dependence on forcing strength. As both ripples are quite similar, it is difficult to say if 
any variation exists. 
 All the grain size profiles exhibit similar slopes. The only difference is the 
nearbed grain size, which varies from 130 to 200 μm. One reason for the similar slopes is 
probably a forcing by the inversion process to decrease the size with increasing elevation 
above the bed. This was enacted since the routine tended to find best agreement at large 
grain sizes when no sediment was suspended. Therefore, these profiles do not give clear 
indications of the importance of wave energy nor ripple type. 
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Figure 6.10. Mean normalized concentration (±1 standard 
deviation dashed lines) left column) and grain size (right 
column) profiles for GA. The top row represents all forcing 
conditions while the middle row is for θwcsf/θcr >4 while the 
bottom row is for weaker θwcsf/θcr but greater than 2.2. The red 
lines correspond to linear-quasi-linear ripples while the blue 
lines correspond to linear ripples. 
 
 The longer LB data set included a variety of wave forcing conditions and various 
ripple types. The normalized suspension profiles for each ripple type and comparisons of 
each are show in Figure 6.11. As ripples of various irregularity are present, a distinction  
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Figure 6.11. Mean suspension profiles (solid line) for linear (blue), linear-quasi-
linear (red), bifurcating and cross (green), and cross (black) ripples for the Long 
Bay field deployment. The mean (±1 standard deviation dashed lines) is 
calculated over all forcing conditions where sediment is in suspension, in the 
middle row the mean is calculated for conditions where sediment is in suspension 
but θ/θcr<3, while the bottom row is all conditions when θ/θcr >3. 
 
between the vertical extents of sediment convection becomes apparent. For all wave 
forcing conditions (Figure 6.12) it is seen that for linear ripples (Figure 6.12a), the 
convective profile fits the mean profile up to an elevation of 20.9 cm, after which the 
profile begins to conform with a diffusive fit. The extent is less (16.5 cm) for linear-
quasi-linear ripples while it is only 13.2 cm for bifurcating and cross ripples and 11 cm 
for cross-ripples. The profiles in Figure 6.11 maintain a similar shape for all forcing 
conditions. The one exception is linear-quasi-linear ripples for high wave energies 
(Figure 6.11 l and o), though only 3 profiles are present, leading to a high degree of 
uncertainty.  
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Figure 6.12. Mean suspended sediment profiles 
(black line) for (a) linear ripples (L), (b) linear-
quasi-linear (LQL) ripples, (c) bifurcating and 
cross ripples (BC), and (d) cross ripples (C) for 
LB showing the differences between the 
convective (red) and diffusive fits.  
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 Based on the above observations, the suspended sediment concentration profile 
can be represented as: 
𝐶(𝑧) = {
𝐶𝑟 exp(−𝑧 𝐿𝑠⁄ )                  𝑧 < 𝑧𝑐𝑣
𝐶(𝑧 = 𝑧𝑐𝑣)(𝑧 𝑧𝑟⁄ )
−𝑃        𝑧 > 𝑧𝑐𝑣
      6.31 
where zcv is the vertical extent of convection and dependent on the ripple shape. The 
values for P and Ls are not evaluated in this study. P requires measurement of the shear 
velocity and no measurements are available for the GA event, and too few are available 
for LB to draw significant conclusions (see chapter 5). 
 Since linear ripples exhibit the least variation in orientation (Iα), a dependence of 
zcv upon the angle between waves and ripples will be apparent. However, since linear 
ripples are only stable when aligned with the wave forcing direction, there are very few 
measurements for large angles. The available profiles for linear ripples are plotted in 
Figure 6.13 for the angle between the ripple orientation and wave forcing direction (αwr). 
A comparison of all the angles shows that for αwr<35° and αwr>60°, the profiles are 
similar up to 25 cm, after which the profile for αwr>60° diverges to smaller C/Cr ratios. 
However, based on the shape of the profile, αwr>60° tends to resemble a diffusive profile 
compared to smaller angles. The one outlier is for angles between 35° and 60°. As with 
αwr>60°, there were very few measurements for this angle (N=7) while there were 54 and 
57 measurements for αwr<10° and 10<αwr<35°, respectively. As such, it is difficult to 
determine if a unique process is occurring at this angle or if it is just noise. Furthermore, 
at larger angles, linear ripples become unstable and may have been in a transitional state 
during the ABS burst but still linear at the time of the sonar scan. 
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Figure 6.13. Mean suspension profiles for linear ripples (solid line) for the angle 
between waves and ripples with (αwr)<10° (blue), 10°< αwr<35° (red), 35°<αwr<=60° 
(green), and αwr>60° (black) for the Long Bay field deployment. The mean (±1 
standard deviation dashed lines) is calculated over all forcing conditions where 
sediment is in suspension. 
 
6.5. Summary and Conclusion 
 Field data from two experiments were used to evaluate the influence of bedforms 
on the vertical suspension of sediment. This was accomplished by converting backscatter 
measured by an ABS to concentration. The resulting profiles were used to determine a 
nearbed reference concentration and subsequently compared to the predictors of Nielsen  
[1993], Green and Black [1999], Lee et al. [2004] and Van Rijn [1984]. The data shows 
that the reference concentration best correlates to the wave skin friction Shields 
parameter. The correction for ripples proposed by Nielsen [1992] increased the scatter 
while Lee et al. [2004] and Van Rijn [1984] did not yield consistent results between the 
Long Bay and Georgia data sets. No diverging trend was observed for the various ripple 
types present at either LB or the two mostly linear ripples present at GA. This is not 
surprising since sediment initiation is primarily dependent on skin friction (grain 
roughness) while form drag plays a larger role in maintaining suspension of sediment. 
 The concentration and grain size profiles from GA did not show significant 
variation with ripple type though a slight decrease in the vertical extent of convection was 
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present. As both ripples were nearly the same shape, the overall similarity was expected. 
However, the Long Bay profiles indicated that convection dominated suspension near the 
bed, while for greater elevations diffusive suspension becomes more dominant. The 
elevation of this transition appears to depend on the ripple type present with convection 
dominant to greater elevations when linear ripples are present and decreases for 
increasingly irregular ripples. It should be noted that while the overall mean trends 
indicate this dependence, significant variation was present for each ripple type. 
Laboratory experiments where ripple orientation and shape can be controlled would be 
beneficial to determine the overall importance of these findings. 
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CHAPTER 7 
CONCLUSIONS 
The key questions addressed in this dissertation are: 
 (1) What are the temporal and spatial evolutionary characteristics of a seabed in 
 response to a changing wave forcing and orientation? 
 (2) Does the ripple shape (irregularity) influence seabed roughness or sediment 
resuspension profiles? 
7.1. Ripple Evolution 
 In chapters 2 to 4, the temporal and spatial evolution of ripple geometry and 
irregularity were evaluated for a variety of wave forcing conditions. In chapter 2, a large 
database of equilibrium ripple geometries was compiled from literature and enhanced 
with ripples from the two field sites disused in this dissertation (Long Bay, SC (LB) and 
Georgia (GA)). These ripples were compared to a diverse set of hydrodynamic and 
sediment parameters and it was found that as an entire set, ripples scaled best with the 
ratio of the wave semi-orbital excursion to the median grain diameter (Ab,1/3/D50) and 
ripples formed by monochromatic waves scaled differently than those of random waves. 
Monochromatic waves, which for this data set were solely laboratory experiments, scaled 
more strongly with the semi-orbital excursion while random waves, a mixture of 
laboratory and field ripples, scaled more with sediment diameter. When treated as a 
whole, the trends of ripples formed by both irregular and regular waves can be predicted 
by equation (2.44). 
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While the wavelength scaled differently for two wave types, there was less deviation 
observed for ripple steepness, which was nearly constant with a slight decrease for 
increasing wavelength.  
 In chapter 3, it was shown that ripple evolution is a dynamic process where 
magnitude, direction, and duration of wave forcing controls ripple geometry and 
irregularity. Under high-energy events, ripples adjust rapidly toward a new equilibrium 
geometry and quickly become linear. However, under weaker conditions, the ripples 
become more irregular as bifurcations and terminations begin to appear. Under constantly 
changing forcing magnitude and/or direction, the rippled bed becomes highly 
disorganized until the flow becomes stable.  
 The intensity of the wavenumber (Ik) and orientation (Iα) irregularity present on 
the seabed was quantified by taking a 2-D FFT of the sonar imagery, calculating the 
spectral width of the wavenumber and orientation (polar coordinates), and normalizing by 
the mean wavenumber and π. It was observed that for specific ranges of irregularity, 
similar ripple plan-form shapes occurred. For small values, the seabed was composed of 
linear 2-D ripples while for larger values more irregularity was present. Based on these 
values, ripples were classified as linear (L), linear quasi-linear (LQL), quasi-linear (QL), 
cross-ripples (C), bifurcating cross-ripples (BC) and disorganized beds (D). 
 Another observation was an apparent decrease in ripple height when the ripple 
orientation changed. While, in situ measurements of ripple height were not recorded 
during these deployments, there is an apparent flattening of the ripple crests (from the 
sonar images) during reorientation, which signifies a decrease in height.  
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 In order to predict the spatial and temporal evolution of the ripples, the 1-D time 
depended ripple model from Traykovski [2007] was expanded into two dimensions, 
which allowed the seabed evolution to be represented as a 2-D spectrum. Choosing a 
spectral model allows for the calculation of multiple ripple trains as well as the 
calculation of Ik and Iα. This model was run for both LB and GA. Better agreement was 
found between the observed ripple dimensions and that of the 2-D model compared to 
that of Soulsby and Whitehouse [2005], Traykovski [2007], and assuming equilibrium 
geometry. Furthermore, this model captured the decrease in ripple height when ripples 
reoriented to a new forcing direction.  
7.2. Roughness and Suspended Sediment Concentration 
 In chapters 5 and 6, ripple geometry, irregularity, and orientation were evaluated 
to determine their influence on the seabed roughness experienced by the mean flow and 
the influence of ripple shape on the sediment suspension profile. In chapter 5, a large 
degree of scatter was present for bin averaged CD, however, comparing mean values 
indicated that CD increases with increasing ripple height while decreasing with increasing 
ripple irregularity. No deviation was observed between the ripple orientation and current 
direction, though this is attributed to the weak current strengths.  
 For sediment resuspension (chapter 6), reference concentration were found not to 
be dependent on the ripple shape but on the skin friction Shields parameter. However, the 
suspension profiles indicate that convection is capable of suspending sediment to greater 
elevations when linear ripples are present than when more irregular ripples are present.  
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7.3. Future Directions 
7.3.1. Ripple Height 
 One of the significant findings from the 2-D model and visual interpretation of 
seabed imagery is an apparent decrease in ripple height when the ripple adjusts 
orientation. This is something not predicted by the SW method but had been noted for 
field ripples by Hay [2011]. While these results appear to agree with the sonar imagery 
and bed elevations measured by the instrumentation, the actual behavior of this model 
against data where ripple height is known would be an invaluable calibration tool. The 
uncertainty in ripple height might explain some of the large scatter seen in the analysis in 
section 5.4 and the poor trend observed for ripple asymmetry, a value typically associated 
with form roughness. 
7.3.2. 2nd order ripples and wave spectrum 
 While the 2-D model in chapter 4 improves the prediction of ripple wavelength 
and orientation, there are two factors, which need further development. The model 
developed uses a statistical representation of the wave forcing (ub,1/3, T, αw). These 
accurately characterize the peak ripple spacing and orientation, but often the model fails 
to predict the occurrence of 2nd order ripples and yield irregularities much smaller than 
the observed seabed. It is likely the spatial variability is influenced by the wave spectrum 
and the various directions and forcing that occur over a wave group. It would be worth 
expanding this model to accept a wave spectrum as an input to determine if the various 
forcings improve predictions of irregularity. 
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7.3.3. Bed load Transport and Ripple Adjustment Time 
 One observation while running the 2-D model (chapter 4) is the adjustment time 
scale (Tk, equation (4.12)) required a scaling factor to be applied in order to improve the 
agreement with the LB and GA. This scaling factor is assumed a result of uncertainty in 
the bed load transport rate as several prediction methods exists. Many of these were 
tested as well as various other adjustments but none yield improvements to both LB and 
GA. Determining the differences was outside the scope of this study but it is possible that 
the shape of the ripple and/or angle between the ripple crest and wave direction might 
alter the sediment transport rate or adjustment time scale. An ideal experimental setup 
would be in a laboratory where the shape of the ripple and wave forcing can be controlled 
while continuous high-resolution observations can be made. 
7.3.4. Convective Sediment Resuspension 
 Analysis from chapter 6 indicates an importance upon the vertical extent of 
convective sediment resuspension and ripple shape. However, the dependence upon 
ripple orientation for linear ripples was inconclusive since nearly all occurrences are for 
small angles when the ripple crest and the wave direction are nearly perpendicular. It is 
unusual for linear ripples to occur when the waves are at a large angle, as irregularities 
would begin to develop. However, for large ripples where the adjustment time is longer, 
this is likely to occur. As such, experiments where the wave direction can be varied under 
constant forcing and the concentration profiles measured would be helpful in determining 
if any dependence exists. 
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