In this paper, we consider a fast and second-order implicit difference method for approximation of a class of time-space fractional variable coefficients advection-diffusion equation.
Introduction
This article is concerned with a fast second-order implicit difference method (IDM) for solving the initial-boundary value problem of the time-space fractional advection-diffusion equation where θ, α ∈ (0, 1], β ∈ (1, 2], 0 < x < L, and 0 < t ≤ T . Here, the parameters θ, α and β are the order of the TSFADE, f (x, t) is the source term, and diffusion coefficient functions d ± (t) and e ± (t) are non-negative under the assumption that the flow is from left to right. The TSFADE (1.1) can be regarded as generalizations of classical advection-diffusion equations with the first-order time derivative replaced by the Caputo fractional derivative of order θ ∈ (0, 1], and the first-order and second-order space derivatives replaced by the two-sided Riemann-Liouville fractional derivatives of order α ∈ (0, 1] and β ∈ (1, 2] . Namely, the time fractional derivative in (1.1) is the Caputo fractional derivative [3, 4] of order θ denoted by where Γ(·) denotes the Gamma function and n − 1 ≤ γ < n (n is a positive integer). In reality, when θ = α = 1 and β = 2, the above equation reduces to the classical advection-diffusion equation (ADE).
There have been many study and application of the fractional ADE. It should be point out that the fractional ADE provides more adequate and accurate description of the movement of solute in an aquifer than traditional second-order ADEs do [5, 6] , and also used to approach the description of transport dynamics in complex systems which are governed by anomalous diffusion and non-exponential relaxation patterns [7] . Moreover, the fractional ADE is a more suitable model for many problems, such as engineering, physics, chemistry, entropy [8] and hydrology [9] . To obtain the analytical solutions of fractional partial differential equations [3] , numerous analytical methods, such as the Fourier transform method, Adomians decomposition method [10] , the Laplace transform method [11] , shifted Legendre polynomials [12] , and the Mellin transform method, have been developed. Since there are very few cases in which the closed-form analytical solutions are available, or the obtained analytical solutions are less practical (expressed by the transcendental functions or infinite series). Researches on numerical approximation and techniques for the solution of fractional difference equations (FDEs) have attracted intensive interest; see [13] [14] [15] [16] [17] [18] [19] [20] [21] and references therein.
Regarding numerical methods for fractional advection-diffusion problems. In the last years, most early established numerical methods are developed for handling the space fractional ADE or the time fractional ADE. For the time fractional ADE, many early implicit numerical methods are derived by the combination of the L1 approximate formula [22, 23] . These methods are unconditionally stable, but the time accuracy can not meet second order. In addition, some other related numerical methods have already been proposed for handling the time fractional ADE; see e.g. [27] [28] [29] [30] for details. On the other hand, for the space fractional ADE, many researchers exploited the conventional shifted Grünwald discretization [24] and the implicit Euler (or CrankNicolson) time-step discretization for two-sided Riemann-Liouville fractional derivatives and the first order time derivative, respectively. Later, Sousa and Li [25] derived a weighted finite difference scheme for producing the novel numerical methods, which achieved the second order accuracy in both time and space for space fractional ADE. Qu and Lei et al. employed circulant and skew-circulant splitting iteration, which can reduce the required algorithm storage, for implementing the above mentioned second order numerical method; see [26] for details.
Contrarily, although the numerical methods for space (or time) fractional ADE are extensively investigated in the past researches, the work about numerically handling the TSFADE is not too much. Firstly, Liu et al. [24] , Zhang [31, 32] , Shao & Ma [33] , and Qin & Zhang [34] have worked out a series of studies about constructing the implicit difference scheme (IDS) for TSFADE, however all these numerical scheme can achieve the convergence with first order accuracy in both space and time from both the theoretical and numerical perspectives. Liu et al. [1] also considered a space-time fractional advection dispersion equation and the implicit difference method proposed by them has convergence O(τ + h). Then, Shen et al. [35] presented an explicit difference approximation with convergence O(τ + h) and an implicit difference approximation with convergence rate O(τ 2−α + h). Inspired by Liu's paper [1] , Zhao et al. [2] introduced preconditioned iterative methods to reduce the amount of computation while solving TSFADE, but its convergence can only reach O(τ 2−α + h). Later, Gu et al. [58] established fast solution techniques to solve the discretization linear system of the time-space fractional convection-diffusion equation, which has convergence rate O(τ 2 + h 2 ). Furthermore, most of these methods have no complete theoretical analysis for both stability and convergence, refer to [36] [37] [38] [39] for details.
Since the fractional differential operator is nonlocal, it was shown that a naive discretization of the FDE, even though implicit, leads to unconditionally unstable [16, 17] . Moreover, traditional methods for solving FDEs tend to generate full coefficient matrices, which require computational cost of O(N 3 ) and storage of O(N 2 ) [40, 41] . There is no doubt that if N is not small, both time consuming and storage capacity are tremundous, and this situation is what we try to avoid. To optimize the computational complexity, Meerschaet and Tadjeran [16, 17] proposed a shifted Grünwald discretization to approximate FDEs, which has been proved to be unconditionally stable. Later, Wang, Wang and Sircar [42] discovered that the full coefficient matrix by the shifted Grünwald scheme holds a Toeplitz-like structure. More precisely, this matrix can be written as a sum of diagonal-multiply-Toeplitz matrices. This means that the matrix-vector multiplication for Toeplitz matrix can be computed by the fast Fourier transform (FFT) with O(N log N ) operations [43] , and the storage requirement is reduced to O(N ). Thanks to the Toeplitz-like structure, Wang and Wang [44] employed the CGNR method to solve discretized linear system of FDE by the Meerschaet-Tadjeran's method, and the cost of each iteration is O(N log N ). Numerical experiments indicate that the CGNR method is fast when the diffusion coefficients are small enough, namely, the discretized system is well-conditioned. Nevertheless, the discretized system will become ill-conditioned when the diffusion coefficients are not small, hence the CGNR method converges very slowly. To overcome this shortcoming, Zhao et al. have extended the precondition technique, for handling the Toeplitz-like matrix with structure as the sum of diagonal-multiply-Toeplitz matrices [2] . Their results related to the promising acceleration of the convergence of the iterative methods, while solving (1.1), see [45] [46] [47] for other preconditioning methods. For the same reason, we propose three preconditioned iterative methods, i.e., the preconditioned biconjugate gradient stabilized (BiCGSTAB) method [48] , the preconditioned biconjugate residual stabilized (BiCRSTAB) method and the preconditioned generalized product-type solvers based on BiCOR (GPBiCOR(m, ℓ)) method [49] , and observe results related to the acceleration of the convergence of the iterative methods, while solving (1.1).
The rest of this paper is arranged as follows. In Section 2, the implicit difference scheme for (1.1) is presented, and we prove that this scheme is unconditionally stable and convergent with the accuracy of O(τ 2 + h 2 ). In Section 3, the BiCGSTAB method, the BiCRSTAB method and the GPBiCOR(m, ℓ) method with suitable circulant preconditioners are proposed to solve the discretized linear system. In Section 4, numerical results are reported to demonstrate the efficiency of our numerical approaches, and concluding remarks are given in Section 5.
An implicit difference scheme for TSFADE
In this section, we present an implicit difference method for discretizing the TSFADE defined by (1.1). Unlike the former numerical approaches [1, 2, 35] , we exploit henceforth two-sided fractional derivatives to approximate the Riemann-Liouville derivatives in (1.3) and (1.4). we can show that, by two-sided fractional derivatives, this proposed method is also unconditionally stable and convergent second order accuracy in both time and space.
Discretization of the TSFADE
In order to derive the proposed scheme, we first introduce the meshω hτ =ω h ×ω τ , wherē
Then the following lemma introduced in [50] gives a description on the Caputo fractional derivative discretization.
where
1)
and for j = 0, c
On the other hand, the Riemann-Liouville derivatives (1.3) and (1.4) can be approximated by the weighted and shifted Grünwald difference (WSGD) operator in Deng's paper [51] (in this paper (p, q) = (1, 0)), for parameter γ, i.e.,
Let u j i represent the numerical approximation of u(x i , t j ), then we denote that
where ω
and g
is a solution of the TSADE (1.1). For simplicity, we introduce some symbols
3), we shall see that the solution of (1.1) can be approximated by the following implicit difference scheme for (x, t) = (x i , t j+σ ) ∈ω hτ , i = 1, 2, . . . , N − 1, j = 0, 1, . . . , M − 1:
Then we derive the implicit difference schemes with the approximation order O(τ 2 + h 2 ):
It is interesting to note that for θ → 1, we obtain the Crank-Nicolson difference scheme.
Analysis of the implicit difference scheme
In this subsection, we analyze the stability and convergence for the implicit difference scheme (2.4). Before proving the stability and convergence of the implicit difference scheme (2.4), we provide some properties of the coefficients ω k , respectively.
We obtain the following two lemmas immediately, since the properties of ω 
In the same way, the properties of coefficients ω Lemma 2.5.
[52] Suppose that 1 < β < 2, then the coefficients ω
In the rest of this paper, we define the discrete inner product and the corresponding discrete L 2 -norm as follows,
Based on the above lemmas, we will give some other lemmas and corollaries, which are important properties to proof the stability and the convergence of the implicit difference scheme (2.4).
Lemma 2.6. For 0 < α < 1, and any v ∈ V h , it holds that
Proof. According to the discrete definitions of δ α x,+ and δ α x,− , and
Further, the following conclusion holds.
Corollary 1. For 0 < α < 1, and any v ∈ V h , N ≥ 2, there exists a positive constant c 1 , such that
Proof. Since
By Lemma 2.2, the following inequality is established:
Then, by Lemma 2.2 and Lemma 2.4, there exist two positive constantsc 1 and c 1 , such that
Here, the penultimate and antepenult inequalities are true due to the fact that J 1 (x) = 1/x is a lower convex function and
Using Lemma 2.4 and Lemma 2.6, we obtain
Using the same argument as in the proof of Corollary 1, we can easily carry out the following corollary.
Corollary 2.
(1) For 1 < β < 2, and any v ∈ V h , it holds that
(2) For 1 < β < 2, and any v ∈ V h , N ≥ 3, there exists a positive constant c 2 , such that
With the help of the preceding lemmas and corollaries, we can now establish the following theorem, which is essential for analyzing the stability of the proposed implicit difference scheme.
where c is a positive constant independent of the spatial step size h.
Proof. The concrete expression of (δ
According to Corollaries 1-2, there exists positive constants c 1 and c 2 independent of the spatial step size h, such that for any non-vanishing vector v ∈ V h , we have
For simplicity, we may take c = c 1 d
. Hence, the targeted result is immediately completed.
Remark. Proceeding as in the proof of Theorem 2.1, we can easily find that when the diffusion coefficients become d ± (x, t) > 0 and e ± (x, t) > 0 and satisfy
The conclusion of Theorem 2.1 is still valid, here we only let c = c 1 k 1 + c 2 k 2 in the above proof.
We also need another lemma, which had been proved by Alikhanov, to prove the stability and convergence of the implicit difference scheme, see [50] for details.
For any u ∈ V τ , one has the following inequality
Now we can proof the stability and convergence of the implicit difference scheme (2.4). For convenience, in our proof, we denote q
the implicit difference scheme (2.4) is unconditionally stable for N ≥ 3, and the following a priori estimate holds:
Proof. Taking the inner product of (2.4) with u (σ) , we have
Using Theorem 2.1 and Lemma 2.7 obtains
From (2.6), at ε = c ln 2 we get
Let us rewrite inequality (2.7) in the form
Noticing that q j+1 0
Suppose h < 1 and denoteẼ
The inequality (2.8) is reduced to
It is obvious that at j = 0 the priori estimate (2.5) follows from (2.9). Let us prove that (2.5) holds for j = 1, 2, . . . , M − 1 by using the mathematical induction method. Let us assume that the inequality (2.5) takes place for all j = 0, 1, . . . , k − 1:
From (2.9) at j = k one has
The proof of Theorem 2.2 is completed.
With the above proof, the convergence of the implicit difference scheme (2.4) is easy to obtain. Theorem 2.3. Suppose that u(x, t) is the solution of (1.1) and {u j i | x i ∈ω h , 0 ≤ j ≤ M } is the solution of the implicit difference scheme (2.4). Denote
Then there exists a positive constantc such that
Proof. It can easily obtain that ξ j satisfies the following error equation
. By exploiting Theorem 2.2 we get
which implies the convergence in the mesh L 2 -norm with rate O(τ 2 + h 2 ).
The unconditionally stability and convergence of IDS (2.4) have been proved, and some numerical tests are displayed to verify our results, in Section 4. In next section, we will discuss three fast solution techniques based on preconditioned iterative solvers to solve (2.4).
Fast implementation of IDM with the circulant precondtioner
Before moving into the investigation of fast solution techniques, the matrix form of implicit difference scheme (2.4) must be established first. In order to facilitate our discussion, we use notations in Section 2. Then, the matrix form of (2.4) corresponding to each time layer j can be written as follows:
we assume that the sums to be equal to zero if the upper summation index is less than the lower one, where
and I is an identity matrix of order N − 1, the two matrices A α and A β are defined by
It is apparent that A α and A β are Toeplitz matrices. Therefore, they can be stored with 2N + 2 entries. Krylov subspace methods with suitable circulant preconditioners [43, 55] can be used to efficiently solve Toeplitz or Toeplitz-like linear systems with a fast convergence rate. In this case, it also remarked that the algorithmic complexity of preconditioned Krylov subspace methods is only in O(N log N ) arithmetic operations per iteration step.
Inspired by the above consideration, we propose a circulant preconditioner to solve (3.1), which is generated from the Strang's circulant preconditioner [56] 
Then our circulant preconditioner is defined as
where the first columns of s(A γ ) and s(A T γ ) (γ = α, β) are given by
. . .
To make sure the preconditioner defined in (3.2) is well-defined, let us illustrate that P (j+σ) are nonsingular. Before that, we need to give the following theorem, which is essential to check the nonsingularity of P (j+σ) . (where S * represents conjugate transpose of matrix S). Therefore, it is sufficient to show that all eigenvalues of s(Aα)+s * (Aα) 2
are strictly positive for all N . According to Gershgrin's theorem [57] , all the Gershgorin disc of the circulant matrix
are centered at ω
1 > 0 with radius
by the Lemma 2.4, the first part of this theorem is proved. Then, we prove the second part of the theorem. Similarly, all the Gershgorin disc of the circulant matrix
are centered at ω (β)
1 < 0 with radius
by the Lemma 2.5, the second part of this theorem is proved. Finally, we complete the proof of the theorem.
With the help of Theorem 3.1, we will check the circulant preconditioners P (j+σ) are nonsingular.
Theorem 3.2. The circulant preconditioners P (j+σ) defined in (3.2) are nonsingular.
Proof. As we know, a circulant matrix can be diagonalized by the Fourier matrix F [56] . Then it follows that s(A γ ) = F * Λ γ F , s(A T γ ) = F * Λ γ F , where γ = α, β, andΛ γ is the complex conjugate of Λ γ . Decompose the circulant matrix P (j+σ) = F * Λ P F with the diagonal matrix
Then the real part of Λ P can be written as
Combining Theorem 3.1, we obtain
Consequently, P (j+σ) are invertible.
Unfortunately, due to the properties of coefficients ω k , it is difficult to theoretically investigate the eigenvalue distributions of preconditioned matrix (P (j+σ) ) −1 M j+σ , but we still can give some figures to illustrate the clustering eigenvalue distributions of several specified preconditioned matrices in next section.
Numerical results
In this section, we carry out several numerical experiments, which are given in Examples 1-2, to illustrate that our proposed IDM can indeed convergent with second order accuracy in both space and time. Some other numerical experiments, given in Examples 3-4, are reported to illustrate the effectiveness of the fast solution techniques. For direct solver, we choose LU factorization of MATLAB in Examples 3-4, and its CPU time is represented. For three Krylov subspace methods (BiCGSTAB, BiCRSTAB and GPBiCOR(m, ℓ)) with circulant preconditioners, number of iterations required for convergence and CPU time of those methods are reported. Furthermore, we denote PBiCGSTAB, PBiCRSTAB and PGPBiCOR(m, ℓ) as the preconditioned version of BiCGSTAB, BiCRSTAB and GPBiCOR(m, ℓ), respectively. The stopping criterion of those methods is
where r (k) is the residual vector of the linear system after k iterations, and the initial guess at each time step is chosen as the zero vector. All experiments were performed on a Windows 7 (32 bit) PC-Intel(R) Core(TM) i3-2130 CPU 3.40GHz, 4GB of RAM using MATLAB R2015b. 
coefficients e + (t) = e + , e − (t) = e − , and source term
The exact solution is u(x, t) = t 2+θ x 2 (1 − x) 2 . For the finite difference discretization, the space step and time step are taken to be h = 1/N and τ = h, respectively. The errors Table 1 : L 2 -norm and maximum norm error behavior versus τ -grid size reduction when α = 0.6, β = 1.8, d + = 10, d − = 11, e + = 1e − 11, e − = 1e − 12 and h = 1/3000 in Example 1. (ξ = U − u) and convergence order (CO) in the norms · 0 and · C(ω hτ ) , where U C(ω hτ ) = max (x i ,t j )∈ω hτ |U |, are given in Tables 1-4 .
As can be seen in Table 1 and 3, when h = 1/3000, the maximum error decreases steadily with the shortening of time step, and the convergence order of time is the expected O(τ 2 ), where the convergence order (CO) is given by the following formula: CO = log τ 1 /τ 2 ξ 1 ξ 2 (ξ i is the error corresponding to h i ). On the other hand, Table 2 and 4 illustrate that if h = τ , a reduction in the maximum error occurs along with the decrease of space step and time step, and the spatial convergence order is O(h 2 ), where the convergence order (CO) is given by the formula:
. Figs. 1-2 are plotted to further explain the reliability of our proposed scheme, and indicate that the 'quadratic-type' order of accuracy can achieve the desired order O(τ 2 + h 2 ). Table 2 : L 2 -norm and maximum norm error behavior versus grid size reduction when α = 0.6, β = 1.8, d + = 10, d − = 11, e + = 1e − 11, e − = 1e − 12 and τ = h in Example 1. t, i.e., the diffusion coefficients d ± (t) and e ± (t) in (1.1) are replaced by d ± (x, t) and e ± (x, t), respectively, which satisfy the conditions given in the Remark. Moreover,
Let L = 1, T = 1 and the exact solution u(x, t) = t 2+θ x 2 (1 − x) 2 . Then, source term
For the finite difference discretization, the space step and time step are taken to be h = 1/N and τ = h, respectively. The errors (ξ = U − u) and convergence order (CO) in the norms · 0 and · C(ω hτ ) are given in Tables 5-8 . Table 6 and 8 show that when h = τ , a reduction in the maximum error occurs along with the decrease of space step and time step, and the spatial convergence order is O(h 2 ), where the convergence order (CO) is given in Example 1. On the other hand, as seen from Table 5 and 7, if h = 1/3000, the maximum error decreases steadily with the shortening of time step, and the convergence order of time is the expected O(τ 2 ), where the convergence order (CO) is given in Example 1. Figs. 3-4 are plotted to further illustrate the reliability of our proposed scheme, and indicate that the 'quadratic-type' order of accuracy is achieved both in time and space directions. Table 5 : L 2 -norm and maximum norm error behavior versus τ -grid size reduction when α = 0.6, β = 1.8, and h = 1/3000 in Example 2. Table 6 : L 2 -norm and maximum norm error behavior versus grid size reduction when α = 0.6, β = 1.8, and τ = h in Example 2. Error norm: err Error norm: err Table 7 : L 2 -norm and maximum norm error behavior versus τ -grid size reduction when α = 0.99, β = 1.99, and h = 1/3000 in Example 2. Example 3. In this example, we consider the case of constant coefficients, and the exact solution is given in Example 1. In MATLAB code, we take the commands of generating matrices as the start point of Time1, and in the rest of tables, "Speed-up" denotes Time1 Timek (k = 2, 3, 4) and "Iter" is the average number of iterations required for solving the TSADE problem, namely,
where Iter(m) represents the number of iterations required for solving (3.1). As for GPBiCOR(m, ℓ) method [49] with circulant preconditioners in this example, a large number of experiments reveal that the results are better than others, when m = 3 and ℓ = 1. Some eigenvalue plots about both original and preconditioned matrices are drawn in Figs. 5-6. These two figures confirm that for circulant preconditioning, the eigenvalues of preconditioned matrices are clustered at 1 except for a few of them. That is to say, the vast majority of the eigenvalues are well separated away from 0. We validate the effectiveness and robustness of the designed circulant preconditioner from the respective of clustering spectrum distribution.
The numerical results in Example 3 are presented in Tables 9-10, reflecting that the average iterations of the three Krylov subspace methods with circulant preconditioners have little difference. In other words, the number of average iterations of these methods is about 7. On the other hand, the CPU time by the three Krylov subspace methods with circulant preconditioners are much less than that by LU factorization method as M and N become large. When M = N = 2 11 in Table 9 , the CPU time is about 95 seconds, and the Speed-up is almost 4.5, especially for PBiCGSTAB method, the Speed-up can reach about 5. At the same case, in Table 10 the CPU time is about 110 seconds, and the Speed-up is almost 4. Meanwhile, although Time1 required by LU factorization method for small text problems (M = N = 2 7 , 2 8 ) is the cheapest among other three methods (i.e. PBiCGSTAB, PBiCRSTAB and PGPBiCOR(m, ℓ)), our proposed methods are still more attractive in aspects of the lower memory requirement. Example 4. In this example, the exact solution and source term are given in Example 2, and we denote that d j+σ ±,i = d ± (x i , t j+σ ) and e j+σ ±,i = e ± (x i , t j+σ ). Furthermore, the circulant preconditioner, in this example, is defined as
e j+σ ±,i . As for GPBiCOR(m, ℓ) method [49] with circulant preconditioners in this example, a large number of experiments reveal that the results are better than others, when m = 3 and ℓ = 1. Some eigenvalue plots about both original and preconditioned matrices are drawn in Figs. 7-8 . These two figures confirm that for circulant preconditioning, the eigenvalues of preconditioned matrices are clustered at 1 except for a few of them. That is to say, the vast majority of the eigenvalues are well separated away from 0. We validate the effectiveness and robustness of the designed circulant preconditioner from the respective of clustering spectrum distribution.
The numerical results in Example 4 are displayed in Tables 11-12 , implying that the average iterations of the three Krylov subspace methods with circulant preconditioners are little different. In other words, the number of average iterations of these methods is about 12. On the other hand, the CPU time by the three Krylov subspace methods with circulant preconditioners are much less than that by LU factorization method as M and N become large. When M = N = 2 10 in Table  11 , the CPU time is about 29 seconds, and the Speed-up is almost 27, especially for PBiCRSTAB method, the Speed-up can reach about 32. At the same case, Table 12 indicates that the CPU time is about 30 seconds, and the Speed-up is almost 40, except for PGPBiCOR (3, 1) . Meanwhile, although Time1 required by LU factorization method for small text problems (M = N = 2 6 , 2 7 ) is the cheapest among other three methods (i.e. PBiCGSTAB, PBiCRSTAB and PGPBiCOR(m, ℓ)), our proposed methods are still more attractive in aspects of the lower memory requirement. As a conclusion, our proposed IDS with fast solution techniques is still more practical than LU factorization method. 
Conclusion
We now see, the new difference schemes of the second approximation order in space and the second order in time for the TSADE with variable coefficients are constructed as well. Furthermore, we find that when the diffusion coefficients satisfy some conditions, which are related to x and t, the convergence order of the IDM (2.4) is still O(τ 2 + h 2 ). Then, a plenty of numerical tests have shown that our implicit difference scheme converges with second-order accuracy in both time and space. More significantly, with the help of (3.1), we can ameliorate the calculation skill by the implementation of reliable preconditioning iterative techniques, with only computational cost and memory of O(N log N ) and O(N ), respectively. Numerical experiments strongly support that the efficiency of the proposed preconditioning methods. p n = e n + β n−1 (p n−1 − u n−1 ) 5:p n =ê n + β n−1 (p n−1 −û n−1 )
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