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Chapitre 1
Introduction
Cette the`se porte sur l’analyse haute fre´quence de l’e´quation de Helmholtz
avec terme source. L’e´quation e´tudie´e mode´lise la propagation, en re´gime
harmonique en temps, d’une onde haute fre´quence dans un milieu d’indice
variable. Elle s’e´crit :
−iαε
ε
uε(x) + ∆uε(x) +
n2(x)
ε2
uε(x) =
1
ε2
f ε(x), x ∈ Rd. (1.0.1)
Dans toute la suite, la variable x parcourt tout l’espace Rd en dimension
d supe´rieure ou e´gale a` trois. Dans l’e´criture pre´ce´dente, n de´signe l’in-
dice de re´fraction du milieu dans lequel les ondes se propagent, et f ε est
la source e´mettrice. Ce terme source f ε mode´lise un signal pre´sentant des
phe´nome`nes de concentration et/ou oscillation a` l’e´chelle ε, ε > 0. Le meˆme
petit parame`tre ε > 0 mesure la fre´quence typique 1/ε des modes propres de
l’ope´rateur de Helmholtz ∆ + n2(x)/ε2.
Pour cette raison, des interactions re´sonantes peuvent se produire entre
les oscillations dues a` la source f ε et celles, a` la meˆme fre´quence, dicte´es
par l’ope´rateur de Helmholtz. C’est l’un des phe´nome`nes que nous e´tudions
quantitativement dans cette the`se.
Enfin, le terme −iαεuε(x)/ε, ou` αε est un parame`tre strictement posi-
tif qui tend vers 0 quand ε → 0, permet d’assurer l’existence et l’unicite´
d’une solution uε a` l’e´quation (1.0.1) dans L2(Rd) pour tout ε > 0. Son signe
se´lectionne, en un certain sens, uε comme la solution sortante de (1.0.1). Il
s’agit en d’autres termes d’une condition de radiation a` l’infini, qui prescrit
la nature des oscillations de uε a` l’infini. En effet, l’une des difficulte´s de
l’e´tude de l’e´quation de Helmholtz provient de ce que l’e´quation
∆uε(x) +
n2(x)
ε2
uε(x) =
1
ε2
f ε(x), (1.0.2)
seule (sans terme d’absorption) ne suffit pas a` de´terminer la solution uε de
manie`re unique. Pour assurer l’unicite´ de la solution, il est ne´cessaire de
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pre´ciser la condition de radiation a` l’infini satisfaite par uε. Ceci peut se faire
de deux manie`res : soit en ajoutant un terme re´gularisant (d’absorption) dans
le membre de gauche de l’e´quation (1.0.2), approche que nous avons adopte´e
ici, soit en pre´cisant une condition de radiation de type Sommerfeld a` l’infini.
L’une des questions qui se pose naturellement est celle du lien entre les
deux approches. C’est d’ailleurs l’un des points centraux de notre e´tude. Nous
renvoyons a` la fin de cette introduction pour des de´tails sur ce point (ou au
The´ore`me 4.3.2).
Nous e´tudions la limite haute fre´quence ε→ 0 dans l’e´quation (1.0.1) en
terme de mesures de Wigner ou mesures semi-classiques. Ces mesures sont
un moyen de de´crire la propagation asymptotique de quantite´s quadratiques,
telle la densite´ locale d’e´nergie |uε(x)|2, quand ε → 0. La mesure de Wi-
gner µ est une mesure sur l’espace des phases (position × fre´quence) : µ(x,ξ)
peut-eˆtre vue comme l’e´nergie porte´e par les rayons au point x a` la fre´quence
ξ. Ces mesures ont e´te´ introduites par E. Wigner [Wig], et de´veloppe´es par
P.-L. Lions, T. Paul [LP], P. Ge´rard [Ge´r1], ce dernier insistant plus par-
ticulie`rement sur le calcul pseudo-diffe´rentiel semi-classique (voir aussi C.
Ge´rard, A. Martinez [GM], et l’article de revue P. Ge´rard, P. Markowich,
N. Mauser, F. Poupaud [GMMP]). Tous ces outils, y compris les ope´rateurs
pseudo-diffe´rentiels semi-classiques, sont adapte´s a` l’e´tude des phe´nome`nes
de concentration et d’oscillation a` une e´chelle donne´e, ici ε (les mesures semi-
classiques sont a` rapprocher des mesures de de´faut sans e´chelle introduites
par P. Ge´rard [Ge´r2] et L. Tartar [Tar]).
Pre´cise´ment, une mesure de Wigner µ associe´e a` la suite (uε) borne´e dans
L2(Rd) (ou dans un espace de type L2 a` poids, comme nous le verrons plus
loin) peut eˆtre obtenue (a` extraction pre`s) comme limite faible de la suite
des transforme´es de Wigner associe´es a` uε
W ε(uε)(x,ξ) = Fy→ξ
(
uε
(
x+ ε
y
2
)
uε
(
x− εy
2
))
, (1.0.3)
lim
ε→0
W ε(uε) = µ faiblement,
ou` Fy→ξ de´signe la transforme´e de Fourier en la variable y seulement. De
manie`re e´quivalente, on obtient µ en testant uε contre des ope´rateurs pseudo-
diffe´rentiels semi-classiques : pour un symbole a ∈ C∞c (T ∗Rd), on a
lim
ε→0
〈Opwε (a)uε,uε〉 =
∫
a(x,ξ)dµ. (1.0.4)
De nombreux travaux ont de´ja` montre´ l’efficacite´ de cet outil dans la
description de la limite haute fre´quence (ou limite semi-classique). Pour des
7articles dans des contextes proches de ceux e´tudie´s ici, mentionnons [BCKP],
[CPR] pour l’e´tude haute fre´quence de l’e´quation de Helmholtz avec terme
source, ainsi que [GL], [Mil2] pour des cas avec interface. Pour des contextes
un peu diffe´rents, citons par exemple [EY], [PR], [BKR], [Col].
Nos re´sultats concernent deux cadres d’e´tude. D’abord (Chapitre 2), nous
e´tudions le cas de deux sources quasi-ponctuelles (i.e. localise´es autour de
deux points distincts de Rd) qui envoient des rayons dans toutes les direc-
tions. Pour ce cas, nous nous limitons a` un indice de re´fraction constant dans
tout l’espace. Puis (Chapitres 3 et 4), nous conside´rons le cas d’un indice
de re´fraction discontinu le long d’une interface se´parant deux milieux inho-
moge`nes non borne´s (ce qui correspond a` un proble`me de transmission), avec
une source localise´e pre`s de l’origine. Ce dernier point constitue la plus im-
portante partie de notre travail.
Dans les deux cas, nous obtenons le re´sultat suivant :
sous des hypothe`ses ge´ome´triques approprie´es (de´taille´es plus loin), la
mesure de Wigner µ(x,ξ) associe´e a` uε est l’inte´grale, le long des rayons de
l’optique ge´ome´trique et jusqu’en temps infini, d’une source d’e´nergie, note´e
Q(x,ξ) dans la suite, qui mesure les interactions re´sonantes entre la source
f ε et la solution uε.
Dans le premier cas, nous montrons de plus que les interactions re´sonantes
entre les deux sources ponctuelles sont ne´gligeables dans l’asymptotique ε→
0 : seule compte l’interfe´rence constructive entre le milieu d’indice n et chaque
source prise se´pare´ment.
Dans le second cas, nous montrons enfin que l’interface induit un phe´nome`-
ne de re´fraction de l’e´nergie : certains rayons de l’optique ge´ome´trique donnent
naissance a` une partie transmise et une partie re´fle´chie a` la traverse´e de la
discontinuite´.
La structure de la preuve, identique dans les deux cas, est la suivante.
Dans un premier temps, nous e´tablissons des estimations uniformes sur la
suite (uε) dans des espaces approprie´s (la suite (uε) n’est pas uniforme´ment
borne´e dans L2). Ceci nous permet de de´finir une mesure de Wigner associe´e.
Dans un deuxie`me temps, nous e´tudions la propagation de cette mesure.
Brie`vement, nous montrons que la mesure de Wigner µ associe´e a` uε est
toujours solution d’une e´quation de transport cine´tique (de type Liouville)
dans l’espace des phases (ou dans un ouvert de T ∗Rd), de la forme{
ξ · ∇xµ+ 12∇xn2 · ∇ξµ = source,
+ condition de radiation.
(1.0.5)
Techniquement, l’obtention de l’e´quation (1.0.5) ne´cessite deux e´tapes prin-
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cipales.
D’abord, on de´termine comple`tement le terme source d’e´nergie, note´Q(x,ξ).
Typiquement, on a besoin pour cela d’identifier la condition de radiation
a` l’infini satisfaite par la limite de la suite de solutions remises a` l’e´chelle
wε(x) = ε
d−1
2 uε(εx). Comme indique´ plus loin, wε satisfait une e´quation de
Helmholtz dont il est de´licat de suivre la condition de radiation uniforme´ment
lorsque ε→ 0.
Ensuite, l’e´quation de transport sur µ ne suffit pas a` de´terminer µ de
manie`re unique : il faut ajouter une condition de radiation a` l’infini. Celle
que l’on obtient est la trace de la condition prescrite sur uε a` travers le signe
de αε. On montre que µ(x,ξ) → 0 lorsque |x| → +∞ avec x · ξ < 0. En
d’autres termes, µ est nulle a` l’infini dans la direction entrante. Cette in-
formation permet alors d’obtenir µ en utilisant l’e´quation de transport. Si(
X(t),Ξ(t)
)
est la bicaracte´ristique passant par (x,ξ) au temps t = 0, on peut
calculer la valeur de µ en (x,ξ) a` partir de µ(X(t),Ξ(t)), t < 0, en remontant
cette courbe, tant qu’elle est de´finie :
µ(x,ξ) = µ(X(t),Ξ(t)) +
∫ 0
t
Q(X(s),Ξ(s))ds.
Comme les hypothe`ses ge´ome´triques faites sur l’indice impliquent que |X(t)| →
+∞ et X(t) · Ξ(t) < 0 lorsque t→ −∞, on obtient par passage a` la limite
µ(x,ξ) =
∫ 0
−∞
Q(X(s),Ξ(s))ds.
Dans la suite de cette introduction, nous de´taillons les re´sultats obtenus
dans cette the`se, d’abord dans le cas de deux sources puis dans le cas d’un
indice discontinu.
1.1 Cas de deux sources (Chapitre 2, [Fou1])
Dans le chapitre 2, nous nous inte´ressons a` l’analyse haute fre´quence de
l’e´quation de Helmholtz (1.0.1) dans le cas de deux sources quasi-ponctuelles,
localise´es pre`s de deux points distincts de Rd. Pour simplifier les calculs, les
re´sultats de ce chapitre sont pre´sente´s en dimension trois (le re´sultat serait
le meˆme en dimension d ≥ 3). Pre´cise´ment, on conside`re l’e´quation
−iαε
ε
uε(x) + ∆uε(x) +
n(x)2
ε2
uε(x) =
1
ε2
Sε(x), x ∈ R3 (1.1.1)
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ou`
Sε(x) = Sε0(x) + S
ε
1(x) =
1
ε3
S0
(x
ε
)
+
1
ε3
S1
(x− q1
ε
)
et q1 est un point de R
3 distinct de l’origine, les profils de concentration S0
et S1 e´tant des fonctions donne´es.
Nous nous restreignons au cas d’un indice de re´fraction constant dans R3 :
n(x) ≡ 1. Notre analyse, base´e sur une e´tude en Fourier, repose fortement
sur cette hypothe`se.
Dans ce proble`me, deux types d’interactions sont a` quantifier : d’une
part l’interaction entre les oscillations dues aux sources et celles, a` la meˆme
fre´quence, dicte´es par l’ope´rateur de Helmholtz ∆ + 1
ε2
; d’autre part, l’inter-
action entre les deux sources Sε0 et S
ε
1.
De tels proble`mes d’analyse haute fre´quence des e´quations de Helmholtz
avec terme source ont e´te´ e´tudie´s par J.-D. Benamou, F. Castella, B. Per-
thame, T. Katsaounis, et O. Runborg dans [BCKP, CPR], articles aux-
quels notre travail fait suite. Dans [BCKP], les auteurs conside`rent le cas
d’une source ponctuelle et d’un indice de re´fraction re´gulier ge´ne´ral alors que
dans [CPR], ils traitent le cas d’une source concentre´e autour d’une sous-
varie´te´ ge´ne´rale avec un indice de re´fraction constant (le cas d’un indice
re´gulier ge´ne´ral pour une telle source a e´te´ traite´ plus re´cemment par une
autre approche par X. P. Wang, P. Zhang [WZ]). Ici, nous empruntons les
me´thodes utilise´es dans les deux articles [BCKP, CPR].
Dans le cas d’une source ponctuelle, i.e. quand Sε se re´duit a` Sε0, et avec
un indice de re´fraction constant, il est montre´ dans [BCKP] que la mesure
de Wigner correspondante µ0 est la solution de l’e´quation de Liouville
0+µ0(x,ξ) + ξ · ∇xµ0(x,ξ) = Q0(x,ξ) = 1
(4pi)2
δ(x)δ(|ξ|2 − 1)|Ŝ0(ξ)|2. (1.1.2)
Ici, le terme 0+ signifie que µ est la solution sortante donne´e par
µ0(x,ξ) =
∫ 0
−∞
Q0(x + tξ,ξ)dt.
En particulier, la source d’e´nergie Q0 cre´e´e par S
ε
0 a son support en x = 0. De
meˆme, si la source Sε se limitait a` Sε1, la mesure de Wigner correspondante
µ1 serait solution de l’e´quation de tranport (1.1.2) avec pour terme source
Q1(x,ξ) =
1
(4pi)2
δ(x− q1)δ(|ξ|2 − 1)|Ŝ1(ξ)|2,
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qui a son support en x = q1. La proprie´te´ d’orthogonalite´ sur les mesures de
Wigner nous laisse alors penser que la mesure µ associe´e a` uε est solution de
l’e´quation de Liouville avec Q0 +Q1 pour terme source.
Dans ce sens, nous prouvons le the´ore`me suivant. Notons toutefois que
notre preuve ne repose pas sur la proprie´te´ d’orthogonalite´ 1.
The´ore`me 1 Si 〈x〉NS0, 〈x〉NS1 ∈ L2(R3) pour un certain N > 1/2, la
mesure de Wigner µ asssocie´e a` (uε) ve´rifie l’e´quation de transport suivante
ξ ·∇xµ = 1
(4pi)2
(
δ(x)|Ŝ0(ξ)|2 +δ(x−q1)|Ŝ1(ξ)|2
)
δ(|ξ|2−1) := Q(x). (1.1.3)
De plus, µ est la solution sortante de l’e´quation (1.1.3) dans le sens faible
suivant : pour toute fonction test R ∈ C∞c (R6), si l’on note g(x,ξ) =
∫∞
0
R(x+
ξt,ξ)dt, on a ∫
R6
R(x,ξ)dµ(x,ξ) = −
∫
R6
Q(x,ξ)g(x,ξ)dxdξ. (1.1.4)
Comme annonce´ dans l’introduction, la preuve de ce re´sultat se fait en deux
e´tapes, la premie`re e´tant l’obtention de bornes uniformes sur la suite (uε),
la seconde l’e´tude de la mesure de Wigner associe´e. Tous calculs faits, les
points de´licats de l’analyse se re´duisent a` l’e´tude de la suite (aε) solution de
l’e´quation
−iαεεaε + ∆aε + aε = S1
(
x− q1
ε
)
.
D’une part, nous montrons que (aε) est uniforme´ment borne´e, ce qui in-
duit des estimations uniformes sur (uε). D’autre part, nous montrons que
(aε) converge faiblement vers 0 quand ε → 0, ce qui permet de de´terminer
entie`rement le terme source de l’e´quation (1.1.3). Ce dernier point ne de´coule
pas du fait que S1
(
x − q1
ε
)
converge faiblement vers 0 quand ε → 0 (son
support est translate´ autour de q1/ε). En effet, la solution de l’e´quation de
Helmholtz de´pend globalement de l’information contenue dans la source, y
compris de celle qui se trouve a` l’infini (en q1/ε).
Pour montrer les deux points annonce´s, nous utilisons la formule expli-
cite pour la transforme´e de Fourier de aε. Cette analyse fait apparaˆıtre le roˆle
particulier des rayons e´mis par la source localise´e en 0 qui pointent dans la
direction de la source localise´e en q1 (et re´ciproquement) : ces rayons sont les
1. Patrick Ge´rard nous a fait remarque´ que les mesures µ0 et µ1 sont mutuellement
singulie`res, ceci en utilisant un argument de dimension analogue a` celui de notre preuve.
Le re´sultat du The´ore`me 1 de´coule alors directement de la proprie´te´ d’orthogonalite´.
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seuls a` induire une interfe´rence entre les deux sources. Cette dernie`re s’ave`re
ne´gligeable a` la limite ε → 0. Pour montrer ce point, on utilise de manie`re
cruciale le fait que les rayons conside´re´s forment un ensemble de dimension
un seulement.
Ces re´sultats e´tant e´tablis, la preuve du The´ore`me 1 de´coule des proprie´te´s
prouve´es dans [BCKP]. Nous e´crivons l’e´quation satisfaite par la transforme´e
de Wigner associe´e a` (uε), et nous passons a` la limite ε→ 0 dans les diffe´rents
termes qui apparaissent dans cette e´quation. Le seul terme difficile a` traiter
(et nouveau) est le terme source.
Notons que la condition de radiation (1.1.4) est une version ame´liore´e de
la condition de radiation prouve´e dans [BCKP]. Notre argument repose sur
l’observation que µ est localise´e dans l’ensemble d’e´nergie {|ξ|2 = 1}, une
proprie´te´ qui n’e´tait pas exploite´e dans [BCKP].
1.2 Cas d’un indice discontinu le long d’une
interface
Les troisie`me et quatrie`me chapitres concernent l’analyse de l’e´quation
de Helmholtz (1.0.1)
−iαε
ε
uε(x) + ∆uε(x) +
n2(x)
ε2
uε(x) =
1
ε2
f ε(x), x ∈ Rd
pour un indice de re´fraction discontinu le long d’une interface se´parant deux
milieux inhomoge`nes non borne´s. La source est ici localise´e pre`s de l’origine.
Plus pre´cise´ment, l’indice de re´fraction est donne´ par
n2(x) =
{
n2+(x) si x ∈ Ω+
n2−(x) si x ∈ Ω−
(1.2.1)
ou` Ω+, Ω− sont deux ouverts non borne´s de Rd qui ve´rifient Ω+ ∪ Ω− =
Ω+ ∪ Ω− = Rd, et la source est choisie comme
f ε(x) =
1
ε
d−1
2
f
(x
ε
)
.
La premie`re e´tape de l’analyse (Chapitre 3) est l’obtention de bornes uni-
formes sur la suite (uε). Ensuite, nous e´tudions la propagation de la mesure de
Wigner associe´e a` (uε) dans le Chapitre 4. Chacun de ces points se´pare´ment
est de´licat, comme nous le de´taillons maintenant.
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1.2.1 Estimations uniformes (Chapitre 3, [Fou2])
Dans le chapitre 3, nous prouvons des estimations uniformes sur la solu-
tion de l’e´quation de Helmholtz (sans hautes fre´quences)
−iαw + ∆w + n2(x)w = f(x), x ∈ Rd, (1.2.2)
ou` l’indice de re´fraction n2 est donne´ par (1.2.1).
Le lien entre cette e´quation et l’e´quation haute fre´quence (1.0.1) se fait
en introduisant la solution remise a` l’e´chelle
wε(x) = ε
d−1
2 uε(εx), (1.2.3)
qui ve´rifie de manie`re e´vidente l’e´quation
−iαεεwε + ∆wε + n2(εx)wε = f(x). (1.2.4)
Afin de les appliquer a` (1.2.4) ulte´rieurement, nous souhaitons obtenir des
estimations sur la solution w de (1.2.2) qui soient compatibles avec les hautes
fre´quences, i.e. avec le changement d’e´chelle (1.2.3). Cela nous impose d’une
part de faire des hypothe`ses sur l’indice qui soient transparentes au change-
ment de variable x→ εx, et d’autre part d’utiliser des normes homoge`nes en
espace.
Dans le cas d’un indice discontinu, de telles estimations ne sont pas dis-
ponibles dans la litte´rature. En effet, les re´sultats ante´rieurs ne satisfont pas
l’invariance d’e´chelle : il s’agit pour l’essentiel de bornes inhomoge`nes, dans
des espaces L2 a` poids (premier re´sultat duˆ a` E¨ıdus [E¨ıd1], voir aussi [Zha] et
[DP]). Classiquement, si l’on note L2s l’espace L
2 a` poids 〈x〉s = (1+ |x|2)s/2,
alors pour s > 1/2, si f ∈ L2s, la solution de l’e´quation (1.2.2) (avec un indice
re´gulier ou non) est uniforme´ment borne´e dans L2−s :
‖w‖L2−s ≤ C‖f‖L2s . (1.2.5)
De nombreux travaux concernent e´galement l’obtention de telles bornes pour
la solution de l’e´quation haute fre´quence (semi-classique) −iαεεuε + ε2∆uε +
n(x)2uε = f(x). Mentionnons par exemple [Wan], [Bur].
Nous utilisons la norme de Morrey-Campanato, de´finie pour u ∈ L2loc,
‖u‖2
B˙∗ = sup
R>0
1
R
∫
B(R)
|u(x)|2dx, (1.2.6)
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ou` B(R) est la boule de rayon R, ainsi que la norme duale
‖f‖B˙ =
∑
j∈Z
(
2j+1
∫
C(j)
|f(x)|2dx
)1/2
, (1.2.7)
ou` C(j) = {x ∈ Rd/2j ≤ |x| ≤ 2j+1}. Ces normes, qui sont bien homoge`nes
en la variable d’espace, sont utilise´es par B. Perthame, L. Vega [PV1] dans
le cas d’un indice de re´fraction re´gulier, et ont e´te´ introduites, dans leur
version inhomoge`ne, par S. Agmon, L. Ho¨rmander [AH] pour l’e´tude de tels
proble`mes dans le cas de coefficients constants.
Nous e´nonc¸ons maintenant nos hypothe`ses et re´sultats.
Nous supposons que l’interface entre les deux milieux Γ = ∂Ω+ = ∂Ω−
est une surface re´gulie`re (Lipschitz suffit). On note ν(x) le vecteur normal
unitaire en x ∈ Γ oriente´ de Ω− vers Ω+. Nous supposons e´galement que
l’interface Γ et l’indice de re´fraction satisfont :
(H1) Il existe α > 0 tel que la d-ie`me composante de ν ve´rifie
νd(x) ≥ α pour tout x ∈ Γ. (1.2.8)
(H2) le saut de l’indice [n2](x) = n2−(x) − n2+(x) est de signe constant
pour tout x ∈ Γ; on note σ son signe.
(H3) n2 ∈ L∞.
(H4)
2
∑
j∈Z
sup
C(j)
(x · ∇n2(x))−
n2(x)
:= β1 <∞. (1.2.9)
(H5)
1
α
∑
j∈Z
sup
C(j)
2j+1
(∂dn
2(x))σ
n2(x)
:= β2 <∞. (1.2.10)
ou` ∇n2 de´signe ∇n2+1Ω+ +∇n2−1Ω−, i.e. la de´rive´e de n2 en dehors de l’in-
terface, et ∂dn
2 est la de´rive´e partielle de n2 par rapport a` la variable xd en
dehors de l’interface.
(H6) β1 + β2 < 1.
Nous souhaitons commenter ces hypothe`ses, inspire´es de [PV1]. Notons
tout d’abord que ces hypothe`ses autorisent un indice n a` longue porte´e, et
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meˆme une certaine croissance : n peut ne pas tendre vers une constante a` l’in-
fini. Par ailleurs, les hypothe`ses (H2), (H4) et (H5) imposent des restrictions
sur le comportement des rayons de l’optique ge´ome´trique. La condition (H4)
induit la dispersion a` l’infini de ces rayons. En effet, on impose que la par-
tie ne´gative de x · ∇n2, qui contribue a` faire “revenir” les rayons, soit petite.
Les conditions (H2) et (H5) assurent que les rayons traversent l’interface dans
un sens de´termine´ (de la gauche vers la droite si le saut de l’indice est positif).
Le the´ore`me principal de ce chapitre est le suivant.
The´ore`me 2 En dimension d ≥ 3, supposons (H1)-(H6). Alors, la solution
de l’e´quation de Helmholtz (1.2.2) ve´rifie les estimations suivantes :
‖∇w‖2
B˙∗ + ‖nw‖2B˙∗ +
∫
Γ
∣∣[n2]∣∣ |w|2dγ + ∫
Rd
|∂dn2| |w|2dx ≤ C‖f‖2B˙,
(1.2.11)
ou` C est une constante qui ne de´pend que de α, β1 et β2, et dγ est la mesure
de surface euclidienne sur Γ.
Nous voudrions insister sur diffe´rents points de notre analyse.
D’abord, on obtient les bornes uniformes souhaite´es dans l’espace ho-
moge`ne B˙∗ pour w et pour son gradient (ce sont les deux premiers termes du
membre de gauche de (1.2.11)). Ces bornes traduisent de manie`re optimale la
de´croissance de la solution w a` l’infini (|w(x)| ∼ 1/|x| d−12 ). Elles impliquent
les bornes usuelles (1.2.5) dans les espaces L2 a` poids.
D’autre part, les deux derniers termes du membre de gauche de (1.2.11),
qui donnent des estimations en norme L2 sans poids, signifient que, dans un
certain sens, l’e´nergie n’est pas capte´e par l’interface, et qu’elle irradie princi-
palement dans les directions ou` ∂dn
2 s’annule. Ces estimations d’e´nergie sont
a` rapprocher de celle obtenue dans le cas d’un indice re´gulier par Perthame,
Vega [PV2], d’apre`s laquelle l’e´nergie |w|2 irradie principalement dans les di-
rections des points critiques de n∞ (ou` n∞ est donne´ par n(x) → n∞( x|x|),
quand |x| → ∞).
Dans un cadre plus restrictif, celui d’une interface plane, nous comple´tons
le The´ore`me 2 en montrant aussi une borne uniforme dans L2 sur la trace
du gradient de w sur l’interface. Cette dernie`re borne s’ave´re ne´cessaire dans
l’e´tude haute fre´quence faite au Chapitre 4, pour laquelle nous nous limitons
donc au cas d’une interface plane.
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The´ore`me 3 Sous les hypothe`ses du the´ore`me 2, si l’on suppose de plus que
Γ = {xd = 0} et qu’il existe β > 0 tel que 〈x〉1+β|∇xn2| ∈ L∞, alors∫
Γ
∣∣[n2]∣∣ |∇w|2dx′ ≤ C(‖f‖2
B˙
+ ‖∇x′f‖2B˙
)
(1.2.12)
(ou` l’on note x = (x′,xd)).
Ici, C est une constante qui ne de´pend que de α, β1, β2 et ‖〈x〉1+β∇xn‖L∞.
Notre preuve est base´e sur une me´thode de multiplicateurs emprunte´e a`
Perthame et Vega. Comme dans [PV1], nous utilisons d’abord un multipli-
cateur de type Morawetz, ∇ψ∇w¯ + 1
2
∆ψw¯, qui permet de faire apparaˆıtre
les proprie´te´s dispersives de l’e´quation. Nous le combinons ensuite avec un
multiplicateur elliptique, w¯. Suivant Eidus [E¨ıd1], nous utilisons e´galement
un multiplicateur spe´cifique au cas avec une interface pour laquelle une di-
rection joue un roˆle particulier (ici la direction xd) : il s’agit de ∂dw¯. Les deux
premiers multiplicateurs nous permettent de controˆler a` la fois ∇w et w loca-
lement dans L2 par ‖f‖B˙. On borne ensuite l’inte´grale de |w|2 sur l’interface
graˆce au troisie`me multiplicateur. Pour obtenir l’estimation sur la trace du
gradient de w au The´ore`me 3, nous utilisons de plus le multiplicateur n∂dw¯.
Notons que le multiplicateur utilise´ dans [PV1], ainsi que les bornes qui
y sont obtenues, sont a` rapprocher, pour l’e´quation des ondes, du travail de
C. Morawetz [Mor], et pour les e´quations cine´tiques de P.-L. Lions, B. Per-
thame [LPe]. Nous renvoyons aussi a` [Per] pour un lien entre les proprie´te´s
dispersives de l’e´quation de Schro¨dinger et celles de l’e´quation de Vlasov,
ainsi que, dans le meˆme esprit, a` [Col] et [CP].
1.2.2 Propagation de la mesure de Wigner (Chapitre
4, [Fou3])
Dans le chapitre 4, nous e´tudions la propagation de la mesure de Wigner
associe´e a` uε solution de (1.0.1), quand l’indice est discontinu le long de
l’interface plane Γ = {xd = 1} :
n2(x) =
{
n2+(x) if xd ≥ 1
n2−(x) if xd < 1.
On suppose qu’il existe n0 > 0 tel que n
2(x) ≥ n20 pour tout x ∈ Rd, de sorte
que l’e´quation (1.0.1) est uniforme´ment de ”type Helmholtz”. On suppose
enfin que le saut de l’indice a` l’interface Γ est de signe constant, positif :
[n2](x) = n2−(x)− n2+(x) > 0 pour tout x ∈ Γ.
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Avant de de´tailler nos deux principaux re´sultats, nous introduisons plu-
sieurs mesures : µ et µ± de´signent les mesures de Wigner associe´es respective-
ment a` uε et aux restrictions de uε a` chacun des deux milieux uε± = 1{xd≷1}u
ε.
Ces trois mesures sont de´finies sur T ∗Rd :
µ = lim
ε→0
W ε(uε), µ± = lim
ε→0
W ε(uε±).
Les mesures µ± sont somme de deux termes : une mesure a` support a` l’inte´rieur
du milieu {xd ≷ 1}, i.e. 1{xd≷1}µ±, et un terme porte´ par le bord {xd = 1}. La
de´composition suivante, de´ja` observe´e par L. Miller dans le cas de l’e´quation
de Schro¨dinger, est encore vraie ici car la trace de la source f ε a` l’interface
est nulle a` la limite ε → 0 : il existe des mesures µ∂± de´finies sur T ∗Γ telles
que
µ± = 1{xd≷1}µ± + δ(xd − 1)⊗ δ(ξd)⊗ µ∂±.
En d’autres termes, la contribution de µ± a` l’interface est porte´e par les
fre´quences telles que ξd = 0, qui correspondent aux rayons dits ”glancing”.
Notre premier re´sultat, valide pour un indice de re´fraction ge´ne´ral, de´crit
le phe´nome`ne de re´fraction induit par l’interface. Selon la direction de pro-
pagation, la densite´ d’e´nergie est soit totalement re´fle´chie soit partiellement
re´fle´chie et partiellement transmise selon les lois de Snell-Descartes. Plus
pre´cise´ment, nous montrons le the´ore`me suivant.
The´ore`me 4 (Cas ge´ne´ral)
Supposons qu’il y a dispersion a` l’infini des rayons de l’optique ge´ome´trique
(voir les hypothe`ses du Chapitre 3).
Supposons de plus :
(a) hypothe`se de non-interfe´rence (il n’y a pas de densite´ qui arrive en un
meˆme point de l’interface a` partir des deux milieux),
(b) il n’y a pas d’e´nergie capte´e par l’interface (µ∂± = 0).
Alors, la mesure de Wigner associe´e a` (uε) est donne´e par
µ(x,ξ) =
∫ 0
−∞
(S∗tQ)(x,ξ)dt, (1.2.13)
ou` S∗t est le semi-groupe de Snell-Descartes associe´ a` l’indice de re´fraction n
et Q est donne´ par
Q(x,ξ) =
1
2d+1pid−1
δ(x)δ
(|ξ|2 − n2(0))(|fˆ(ξ)|2 + fˆ(ξ)q¯(ξ)). (1.2.14)
Ici, q est une densite´ L2 sur la sphe`re |ξ|2 = n2(0), dont la valeur est inconnue
en ge´ne´ral.
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Ce re´sultat appelle plusieurs commentaires.
1- La source d’e´nergie Q provient de l’interaction re´sonante entre la source
f ε et la solution uε. En particulier, Q est concentre´e a` l’origine via la masse
de Dirac δ(x) et sur les fre´quences re´sonantes |ξ|2 = n2(0) via la masse de
Dirac δ
(|ξ|2 − n2(0)).
2- Comme nous l’avons explique´ dans l’introduction, la valeur de la fonc-
tion auxiliaire q qui apparaˆıt dans (1.2.14) est lie´e a` la condition de radiation
a` l’infini satisfaite par la limite faible w de la suite de solutions remises a`
l’e´chelle wε(x) = ε
d−1
2 uε(εx). La valeur q = 0 caracte´rise le fait que w est la
solution sortante de l’e´quation ∆w+ n(0)2w = f . Dans le cas ge´ne´ral, on ne
connait pas la valeur de q, car on ne connaˆıt pas la condition de radiation
sur w.
3- L’inte´grale en temps infini dans l’expression (1.2.13) traduit la condi-
tion de radiation a` l’infini ve´rifie´e par la mesure µ. Le suivi de cette condition
dans le processus de passage a` la limite est l’une des difficulte´s centrales de
notre e´tude.
4- L’hypothe`se (b) d’absence d’e´nergie capte´e par l’interface est lie´e a` la
fois a` la condition de radiation a` l’infini satisfaite par la trace de la mesure
de Wigner µ sur l’interface, et a` l’(absence d’)e´nergie porte´e par les rayons
glissants a` l’interface.
Dans le cas particulier ou` les indices n+ et n− sont constants, que nous
appellerons cas homoge`ne dans la suite, nous montrons que les hypothe`ses
(a)− (b) du The´ore`me 4 sont ve´rifie´es. Notons que ces hypothe`ses, qui sont
de nature ge´ome´trique, peuvent eˆtre ou non satisfaites pour un indice quel-
conque (penser par exemple au cas d’un indice pour lequel un meˆme rayon
revient plusieurs fois a` l’interface). La preuve des hypothe`ses (a) et (b) ainsi
que l’identification de q dans le cas homoge`ne constituent ainsi le second
re´sultat important de ce chapitre.
The´ore`me 5 (Cas homoge`ne)
Quand les indices n+ et n− sont constants, on a:
(i) l’hypothe`se de non-interfe´rence du The´ore`me 4 est ve´rifie´e,
(ii) µ∂± = 0, i.e il n’y a pas d’e´nergie capte´e par l’interface,
(iii) w est la solution sortante de l’e´quation de Helmholtz ∆w + n2−w = f ,
i.e. q = 0.
La combinaison des the´ore`mes 4 et 5 nous permet d’obtenir une expres-
sion totalement explicite pour la mesure de Wigner µ dans le cas homoge`ne.
Nous donnons maintenant les principaux ingre´dients des preuves de ces
deux re´sultats.
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Preuve du The´ore`me 4.
Notre preuve du the´ore`me 4 est une combinaison de deux me´thodes :
celle introduite par L. Miller [Mil1] pour l’e´tude de la limite semi-classique
de proble`mes de transmission pour les e´quations de Schro¨dinger, et celle in-
troduite par Benamou, Castella, Katsaounis, Perthame [BCKP] pour e´tudier
la limite haute fre´quence des e´quations de Helmholtz avec terme source dans
le cas d’un indice de re´fraction re´gulier. Nous donnons maintenant quelques
de´tails de la preuve.
Dans une premie`re e´tape, nous e´tablissons des bornes sur la suite des
transforme´es de Wigner associe´es a` (uε). Comme dans [BCKP], nous de´dui-
sons ces estimations a` partir des bornes uniformes sur la suite (uε) que nous
avons e´tablies au Chapitre 3. Avant d’aller plus loin, nous voudrions insister
sur un point technique important. Pour traiter le phe´nome`ne de re´fraction
de l’e´nergie, qui met en jeu le transfert de l’e´nergie a` travers l’interface, nous
avons besoin de de´finir les mesures de Wigner associe´es aux traces de uε et
ε∂du
ε sur l’interface. Pour ce faire, il nous faut des bornes uniformes sur ces
traces, bornes dont nous ne disposons pas dans le cas d’une interface ge´ne´rale
(i.e. lorsque Γ n’est pas un hyperplan).
Dans une deuxie`me e´tape, nous e´tudions la mesure de Wigner µ hors de
l’interface. Pour cela, nous suivons [BCKP]. Comme l’indice de re´fraction est
re´gulier a` l’inte´rieur de chaque milieu, on peut utiliser leurs re´sultats pour
obtenir l’e´quation de transport satisfaite par la mesure de Wigner µ hors
de l’interface. Leur preuve e´tant base´e sur des estimations du type de celles
prouve´es au Chapitre 3, on obtient
0+µ+ ξ · ∇xµ+ 1
2
∇xn2(x) · ∇ξµ = Q, (1.2.15)
a` l’inte´rieur de chaque milieu, ou` Q est donne´ par (1.2.14). Comme dans le
cas d’un indice re´gulier, le terme 0+µ est la trace de la condition de radiation
sortante sur uε. Il a ici un sens particulier : il de´termine µ comme la solution
sortante de (1.2.15) donne´e par
µ(x,ξ) =
∫ 0
−∞
Q
(
X(t),Ξ(t)
)
dt,
pour les points (x,ξ) tels que la courbe bicaracte´ristique (X(t),Ξ(t)) de´finie
par {
X˙(t) = Ξ(t), X(0) = x
Ξ˙(t) = 1
2
∇xn2 (X(t)) , Ξ(0) = ξ,
n’atteint pas l’interface pour t ∈ (−∞,0).
Dans une troisie`me e´tape, nous e´tudions le comportement de la mesure de
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Wigner a` la traverse´e de l’interface en utilisant la me´thode de L. Miller [Mil1],
[Mil2]. L’approche est la suivante. Nous e´crivons d’abord les e´quations de
transport jusqu’au bord satisfaites par µ±. Ces e´quations sont obtenues sous
une forme faible, en utilisant seulement des ope´rateurs test tangentiels, i.e.
des ope´rateurs pseudo-diffe´rentiels dont le symbole a est polynomial en ξd
(voir formule (1.0.4)). Nous obtenons ainsi une description du transport de
l’e´nergie jusqu’au bord. La ”trace” de ces e´quations a` l’interface nous donne
un syste`me d’e´quations au bord. La re´solution de ce syste`me permet de
de´crire le transfert de l’e´nergie a` l’interface. On obtient en particulier les
coefficients de re´flection et de transmission partielles.
Enfin, pour obtenir (1.2.13), on utilise l’e´quation de transport (1.2.15)
ainsi que la condition de radiation a` l’infini et les relations de propagation au
bord obtenues a` l’e´tape pre´ce´dente. La me´thode est la suivante : pour obtenir
la valeur de µ au point (x,ξ), on remonte la bicaracte´ristique passant par ce
point en t = 0. Plusieurs cas se pre´sentent : si cette courbe n’atteint pas l’in-
terface pour t ∈ (−∞,0), on utilise la condition de radiation a` l’infini hors de
l’interface pour obtenir µ; sinon, on a une relation entre µ(x,ξ) et la valeur
de µ au point ou` la bicaracte´ristique atteint l’interface (x¯,ξ¯). On utilise alors
les relations de propagation au bord pour obtenir une relation entre µ(x¯,ξ¯) et
la valeur de µ le long du rayon transmis ou re´fle´chi. On ite`re alors le proce´de´.
Les hypothe`ses que nous faisons assurent que les rayons partent a` l’infini en
dehors de l’interface, ce qui nous permet de conclure.
Preuve du The´ore`me 5.
Pour prouver le point (i), on utilise l’e´quation de transport ve´rifie´e par
µ en dehors de l’interface, ainsi que la condition de radiation a` l’infini hors
de l’interface. La source f ε e´tant concentre´e d’un seul coˆte´ de l’interface,
la source d’e´nergie Q est nulle a` droite de l’interface. Ainsi µ est constante
le long des bicaracte´ristiques du coˆte´ droit de l’interface. La condition de
radiation a` l’infini nous permet alors de conclure que µ est nulle le long des
rayons tels que ξd < 0. Cela signifie qu’il n’y a pas d’e´nergie qui arrive a`
l’interface a` partir de la droite.
Pour prouver (ii) et (iii), on utilise la formule explicite de la re´solvante
de l’ope´rateur de Helmholtz qui est disponible dans ce cas particulier.
Intuitivement, comme la source f ε se trouve en dehors de l’interface, et
comme les rayons glissants (ξd = 0) ne peuvent provenir de l’un des deux
milieux dans le cas homoge`ne (ξ est constant le long des bicaracte´ristiques),
la source ne peut apporter d’e´nergie a` l’inte´rieur de l’interface (rappelons que
µ∂± est supporte´e par ξd = 0). Cependant, nous ne savons pas montrer que
µ∂± = 0 par des me´thodes locales, car l’e´quation de Helmholtz tient compte
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des rayons en temps infini. Nous avons donc besoin d’informations globales,
et c’est la raison pour laquelle nous faisons appel a` la formule explicite de la
re´solvante.
En utilisant cette expression, la preuve du point (ii) repose sur une e´tude
de phase (non-)stationnaire avec singularite´. En effet, on sait de´ja` que µ
est a` support dans l’ensemble {ξ2 = n(x)2}. Pour cette raison, si l’on note
ξ = (ξ′,ξd) ∈ Rd, les racines
ωε±(ξ
′) =
√
ξ′2 − n2± ± iαεε
des e´quations ξ2d = n
2
±− ξ′2(−iαεε) apparaissent naturellement a` la fois dans
la phase et comme fonctions tests. Typiquement, nous devons estimer des
termes de la forme
1
ε
3d+1
2
∫
1
ωε−(ξ′)
ei
(x′−y′)·ζ′
ε
+i y
′·ξ′
ε
−ω
ε−(ξ′)
ε A(x′,y′,ζ ′,ξ′)dy′dξ′dζ ′ (1.2.16)
ou` x′ est borne´, et l’amplitude A est a` support pre`s de ζ ′2 = n2−. Tout d’abord,
pour |ξ′| loin de n−, la phase est non-stationnaire par rapport a` la variable y ′.
Il reste donc a` traiter le cas ou` |ξ ′| est proche de n−, i.e. pre`s de la singularite´
de ωε−. Apre`s changement de variable, le terme a` estimer est de la forme
1
ε
3d+1
2
∫
1√
t+ iαεε
ei
√
t+n2−
ε
−
√
t+iαεε
ε B(t)dt, (1.2.17)
ou` B est a` support pre`s de t = 0.
Maintenant, pour traiter la singularite´ de
√
t+ iαεε quand ε → 0 dans
(1.2.17), l’ingre´dient clef est une de´formation de contour dans le plan com-
plexe, jointe avec l’utilisation d’extensions presque analytiques : il existe une
extension B˜ de B dans le plan complexe (a` support compact dans C si B est
a` support compact dans R) telle que, pour tout N ,∣∣∣∣ ∂∂z¯ B˜(z)
∣∣∣∣ ≤ CN |Im z|N . (1.2.18)
En utilisant cette extension et la formule de Green-Riemann, on de´compose
l’inte´grale pre´ce´dente en la somme d’une inte´grale de B˜ sur {Im z = β}
(β > 0 fixe´) et d’une inte´grale de ∂B˜/∂z¯ sur {αεε ≤ Im z ≤ β}. La premie`re
se majore en utilisant un the´ore`me de phase non-stationnaire usuel, la racine√
t+ iβ n’e´tant plus singulie`re. Pour estimer la seconde, on se´pare les do-
maines |Im z| ≤ εδ et |Im z| ≥ εδ. Pour |Im z| ≤ εδ, on utilise la proprie´te´
(1.2.18) des extensions presque analytiques. Pour |Im z| ≥ εδ, on utilise que√
z est minore´ par εδ/2, de sorte que chaque inte´gration par parties donne
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un gain de taille ε1−δ/2. Toutes ces estimations nous permettent in fine de
montrer que l’inte´grale (1.2.17) est O(ε∞).
Pour finir, nous voudrions de´tailler la manie`re dont la valeur de q est lie´e
a` la condition de radiation a` l’infini satisfaite par la limite w de wε. Comme
wε est solution de
−iαεεwε + ∆wε + n2(εx)wε = f(x),
il est clair que sa limite faible w est solution de l’e´quation a` coefficients
constants
∆w + n2(0)w = f. (1.2.19)
Cependant, cette e´quation seule ne suffit pas a` de´terminer w de manie`re
unique. Dans le cas ge´ne´ral, on sait (voir [AH]) qu’il existe une densite´ q ∈
L2(|ξ|2 = n2(0)) telle que toute solution de (1.2.20) soit donne´e en Fourier
par
wˆ(ξ) = wˆ0(ξ) + i
pi
2
q(ξ)δ(|ξ|2 − n2(0)),
q mesurant le de´faut d’unicite´. C’est cette densite´ qui apparaˆıt dans le terme
source d’e´nergie Q du The´ore`me 4.
Pour assurer l’unicite´ de la solution a` (1.2.19), il faut pre´ciser la condition
de radiation a` l’infini satisfaite par w. Les conditions a` l’infini conside´re´es
dans la litte´rature pour assurer l’unicite´ sont diverses ge´ne´ralisations des
conditions de radiation de Sommerfeld, qui s’e´crivent dans le cas d’un indice
constant n(x) ≡ n(0) :{
∂w
∂r
+ in(0)w(x) = o
(|x|−(d−1)/2) ,
u(x) = O
(|x|−(d−1)/2)
quand |x| → ∞.
En particulier, il y a existence et unicite´ d’une solution ve´rifiant
∆w + n2(0)w = f, (1.2.20)
lim
r→∞
1
r
∫
Sr
∣∣∣∂w
∂r
+ in(0)w
∣∣∣2dσ = 0. (1.2.21)
Cette solution, note´e w0, est appele´e solution sortante de l’e´quation (1.2.20).
On a
w0(x) =
e−in(0)|x|
|x| d−12
∗ f,
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ou, en Fourier,
wˆ0(ξ) = (|ξ|2 − n2(0) + i0)−1fˆ(ξ)
=
(
p.v.
( 1
|ξ|2 − n2(0)
)
+ i
pi
2
δ(|ξ|2 − n2(0))
)
fˆ(ξ).
Pour cette question de l’unicite´ d’une solution a` l’e´quation de Helmholtz
(1.2.20) avec condition de radiation a` l’infini (et le lien avec le principe d’ab-
sorption limite), y compris dans le cas d’un indice de re´fraction non constant,
nous renvoyons par exemple a` D. M. E¨ıdus [E¨ıd2], Y. Saito [Sai], B. Perthame,
L. Vega [PV2].
Le proble`me de la de´termination de la condition de radiation satisfaite
par la limite faible w se pose de´ja` quand l’indice de re´fraction est re´gulier.
Dans ce cas, F. Castella [Cas] et X.-P. Wang, P. Zhang [WZ] ont montre´
re´cemment par deux approches diffe´rentes que la limite faible de la suite de
solutions de (4.1.5) est effectivement la solution sortante de (1.2.20).
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2.1 Introduction
In this article, we are interested in the analysis of the high frequency limit
of the following Helmholtz equation
−iαε
ε
uε + ∆uε +
n(x)2
ε2
uε = Sε(x), x ∈ R3 (2.1.1)
with
Sε(x) = Sε0(x) + S
ε
1(x) =
1
ε3
S0
(x
ε
)
+
1
ε3
S1
(x− q1
ε
)
where q1 is a point in R
3 different from the origin.
In the sequel, we assume that the refraction index n is constant, n(x) ≡ 1.
The equation (2.1.1) models the propagation of a source wave in a
medium with refraction index n(x). There, the small positive parameter ε
is related to the frequency ω = 1
2piε
of uε. In this paper, we study the high
frequency limit, i.e. the asymptotics ε→ 0. We assume that the regularizing
parameter αε is positive, with αε → 0 as ε→ 0. The positivity of αε ensures
the existence and uniqueness of a solution uε to the Helmholtz equation
(2.1.1) in L2(R3) for any ε > 0.
The source term Sε models a source signal that is the sum of two source
signals concentrating respectively close to the origin and close to the point
q1 at the scale ε. The concentration profiles S0 and S1 are given functions.
Since ε is also the scale of the oscillations dictated by the Helmholtz operator
∆ + 1
ε2
, resonant interactions can occur between these oscillations and the
oscillations due to the sources Sε0 and S
ε
1. On the other hand, since the two
sources are concentrating close to two different points in R3, one can guess
that they do not interact when ε → 0. These are the phenomena that the
present paper aims at studying quantitatively. We refer to Section 3 for the
precise assumptions we need on the sources.
In some sense, the sign of the term −iαεuε/ε prescribes a radiation
condition at infinity for uε. One of the key difficulty in our problem is to
follow this condition in the limiting process ε→ 0.
We study the high frequency limit in terms of Wigner measures (or semi-
classical measures). This is a mean to describe the propagation of quadratic
quantities, like the local energy density |uε(x)|2, as ε → 0. The Wigner
measure µ(x, ξ) is the energy carried by rays at the point x with frequency
ξ. These measures were introduced by Wigner [Wig] and mathematically
developed by P. Ge´rard [Ge´r1] and P.-L. Lions and T. Paul [LP] (see also
the surveys [Bur] and [GMMP]). They are relevant when a typical length ε
is prescribed. They have already proven to be an efficient tool in the study
of high frequencies, see for instance [BCKP], [CPR] for Helmholtz equations,
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P. Ge´rard, P.A. Markowich, N.J. Mauser, F. Poupaud [GMMP] for periodic
media, G. Papanicolaou, L. Ryzhik [PR] for a formal analysis of general
wave equations, L. Erdo¨s, H.T. Yau [EY] for an approach linked to statis-
tical physics, and L. Miller [Mil2] for a study in the case with sharp interface.
The high frequency limit of Helmholtz equations has been studied in
Benamou, Castella, Katsaounis, Perthame [BCKP] and Castella, Perthame,
Runborg [CPR]. In [BCKP], the authors considered the case of one point
source and a general index of refraction whereas in [CPR], they treated the
case of a source concentrating close to a general manifold with a constant
refraction index. In the present paper, we borrow the methods used in both
articles.
In the case of one point source, for instance Sε0 only, with a constant index
of refraction, it is proved in [BCKP] that the corresponding Wigner measure
µ0 is the solution to the Liouville equation
0+µ0(x, ξ) + ξ · ∇xµ0(x, ξ) = Q0(x, ξ) = 1
(4pi)2
δ(x)δ(|ξ|2 − 1)|Ŝ0(ξ)|2,
the term 0+ meaning that µ is the outgoing solution given by
µ0(x, ξ) =
∫ 0
−∞
Q0(x+ tξ, ξ)dt.
In particular, the energy source created by Sε0 is supported at x = 0. Sim-
ilarly, the energy source created by the source Sε1 is supported at x = q1.
Thinking of the orthogonality property on Wigner measures, one can guess
that the energy source generated by the sum Sε0 + S
ε
1 is the sum of the two
energy sources created asymptotically by Sε0 and S
ε
1.
Indeed, we prove in this paper that the Wigner measure µ associated with
the sequence (uε) satisfies
0+µ(x, ξ) + ξ · ∇xµ(x, ξ) = Q0 +Q1, (2.1.2)
where Q0 and Q1 are the source terms obtained in [BCKP] in the case of one
point source. However, our proof does not rest on the mere orthogonality
property1.
Let us now give some details about our proof. Our strategy is borrowed
from [BCKP]. First, we prove uniform estimates on the sequence of solutions
1Patrick Ge´rard pointed out to us that the measures µ0 and µ1 are mutually singular,
using a dimension argument which is analogous to that of our proof. Hence, the result
directly follows from the orthogonality property.
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(uε). It turns out that we also need to study the limiting behaviour of (and
to estimate) the rescaled solutions εuε(εx) and εuε(q1 +εx). The latter point
is the key difficulty in our paper. It relies on the study of the sequence (aε)
such that
−iαεεaε + ∆aε + aε = S1
(
x− q1
ε
)
.
Using the explicit formula for the Fourier tranform of aε, we prove that aε
is uniformly bounded in a suitable space and that aε → 0 as ε → 0 weakly.
We would like to point out that our analysis, based on a study in Fourier
space, strongly rests on the assumption of a constant index of refraction.
Secondly, our results on the Wigner measure then follow from the properties
proved in [BCKP]. They are essentially consequences of the uniform bounds
on (uε): we write the equation satisfied by the Wigner transform associated
with (uε), and pass to the limit ε → 0 in the various terms that appear in
this equation. The only difficult (and new) term to handle is the source
term.
Third, we prove an improved version of the radiation condition of [BCKP].
Our argument relies on the observation that µ is localized on the energy set
{|ξ|2 = 1}, a property that was not exploited in [BCKP].
The paper is organized as follows. In Section 2, we recall some defini-
tions and state our assumptions. Section 3 is devoted to the proof of uni-
form bounds on the sequence of solutions (uε) and of the convergence of the
rescaled solutions. Then, in Section 4, we establish the transport equation
satisfied by the Wigner measure µ together with the radiation condition at
infinity. In the appendix, we recall the proof of some results established in
[BCKP] that we use in our paper.
2.2 Notations and assumptions
In this section, we recall the definitions of Wigner transforms and of the
B, B∗ norms introduced by Agmon and Ho¨rmander [AH] for the study of
Helmholtz equations. Then, we give our assumptions.
2.2.1 Wigner transform and Wigner measures
We use the following definition for the Fourier transform:
uˆ(ξ) = (Fx→ξu)(ξ) = 1
(2pi)3
∫
Rd
e−ix·ξu(x)dx.
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For u, v ∈ S(R3) and ε > 0, we define the Wigner transform
W ε(u, v)(x, ξ) = (Fy→ξ)(u
(
x +
ε
2
y
)
v¯
(
x− ε
2
y
)
),
W ε(u) = W ε(u, u).
In the sequel, we denote W ε = W ε(uε).
If (uε) is a bounded sequence in L2(Rd) (or in some weighted L2 space
as we will see later on), it turns out that (see [Ge´r1], [LP]), up to extracting
a subsequence, the sequence (W ε(uε)) converges weakly to a positive Radon
measure µ on the phase space T ∗R3 = R3x × R3ξ called Wigner measure (or
semiclassical measure) associated with (uε):
∀ϕ ∈ C∞c (R6), lim
ε→0
〈W ε(uε), ϕ〉 =
∫
ϕ(x, ξ)dµ (2.2.1)
We recall that these measures can be obtained using pseudodifferential
operators. The Weyl semiclassical operator aW (x, εDx) (or Op
W
ε (a)) is the
continuous operator from S(Rd) to S ′(Rd) associated with the symbol a ∈
S ′(T ∗Rd) by Weyl quantization rule
(aW (x, εDx)u)(x) =
1
(2pi)d
∫
Rdξ
∫
Rdy
a
(
x + y
2
, εξ
)
f(y)ei(x−y)·ξdξdy. (2.2.2)
We have the following formula: for u, v ∈ S ′(Rd) and a ∈ S(Rd × Rd),
〈W ε(u, v), a〉S′,S = 〈v¯, aW (x, εDx)u¯〉S′,S , (2.2.3)
where the duality brackets 〈., .〉 are semi-linear with respect to the second
argument. This formula is also valid for u, v lying in other spaces as we will
see in Section 3.
2.2.2 Besov-like norms
In order to get uniform (in ε) bounds on the sequence (uε), we shall use
the following Besov-like norms, introduced by Agmon and Ho¨rmander [AH]:
for u, f ∈ L2loc(R3), we denote
‖u‖B∗ = sup
j≥−1
(
2−j
∫
C(j)
|u|2dx
)1/2
,
‖f‖B =
∑
j≥−1
(
2j+1
∫
C(j)
|f |2dx
)1/2
,
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where C(j) denotes the ring {x ∈ R3/2j ≤ |x| < 2j+1} for j ≥ 0 and C(−1)
is the unit ball.
These norms are adapted to the study of Helmholtz operators. Indeed,
Agmon and Ho¨rmander [AH] proved that if v is the solution to
−iαv + ∆v + v = f
where α > 0, then there exists a constant C independent of α such that
‖v‖B∗ ≤ C‖f‖B.
Perthame and Vega [PV1] generalised this result to Helmholtz equations
with general indices of refraction.
We denote for x ∈ R3, |x| =
√∑3
j=1 x
2
j and 〈x〉 = (1 + |x|2)1/2.
For all δ > 1
2
, we have
‖u‖L2−δ := ‖〈x〉−δu‖L2 ≤ C(δ)‖u‖B∗, (2.2.4)
and
‖f‖B ≤ C(δ)‖f‖L2δ . (2.2.5)
We end this section by stating two properties of these spaces that will
be useful for our purpose (the reader can find the proofs in [AH]). The first
proposition states that, in some sense, we can define the trace of a function
in B on a linear manifold of codimension 1.
Proposition 2.2.1 There exists a constant C such that for all f ∈ B, we
have ∫
R
‖f(x1, .)‖L2(R2)dx1 ≤ C‖f‖B.
The second property gives the stability of the space B by change of vari-
ables in Fourier space.
Proposition 2.2.2 Let Ω1, Ω2 be two open sets in R
3, ψ : Ω1 → Ω2 a C2
diffeomorphism, χ ∈ C1c (R3). For all u ∈ B, we denote
Tu = F−1(χ(uˆ ◦ ψ)).
Then
‖Tu‖B ≤ C‖χ‖C1b ‖ψ‖C2b ‖u‖B.
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2.2.3 Assumptions
We are now ready to state our assumptions. Our first assumption, bor-
rowed from [BCKP], concerns the regularizing parameter αε > 0.
(H1) αε ≥ εγ for some γ > 0.
This assumption is technical and is used to get a radiation condition at in-
finity in the limit ε → 0. Next, in order to compute the limit of the energy
source, we shall need the assumption
(H2) 〈x〉NS0 ∈ L2(R3) and 〈x〉NS1 ∈ L2(R3) for some N > 12 + 3γγ+1 .
Note that (H2) implies that the source terms S0 and S1 belong to the natural
Besov space that is needed to actually solve the Helmholtz equation (4.1.1):
‖S0‖B, ‖S1‖B <∞.
2.3 Bounds on solutions to Helmholtz equa-
tions
In this section, we first establish uniform bounds on the sequence (uε) that
will imply estimates on the sequence of Wigner transforms (W ε). It turns
out that we shall also need to compute the limit of the rescaled solutions wε0
and wε1 defined below in order to obtain the energy source in the equation
satisfied by the Wigner measure µ.
Before stating our two results, let us define these rescaled solutions. Following
[BCKP] and [CPR], we denote{
wε0(x) = εu
ε(εx),
wε1(x) = εu
ε(q1 + εx).
(2.3.1)
They respectively satisfy{ −iαεεwε0 + ∆wε0 + wε0 = S0(x) + S1(x− q1ε ),
−iαεεwε1 + ∆wε1 + wε1 = S0
(
x + q1
ε
)
+ S1(x).
We are ready to state our results on uε, wε0 and w
ε
1.
Proposition 2.3.1 Assume S0, S1 ∈ B. Then, the solution uε to the
Helmholtz equation (2.1.1) satisfies the following bound
‖uε‖B∗ ≤ C(‖S0‖B + ‖S1‖B),
where C is a constant independent of ε.
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Proposition 2.3.2 Let wε0 and w
ε
1 be the rescaled solutions defined by
(2.3.1). Then, the sequences (wε0) and (w
ε
1) are uniformly bounded in B
∗
and they converge weakly-∗ in B∗ to the outgoing solutions w0 and w1 to the
following Helmholtz equations{
∆w0 + w0 = S0
∆w1 + w1 = S1,
i.e. w0 and w1 are given in Fourier space by
ŵj(ξ) =
−Ŝj(ξ)
|ξ|2 − 1 + i0 = −
(
p.v.
( 1
|ξ|2 − 1
)
+ ipiδ(|ξ|2 − 1)
)
Ŝj(ξ), j = 0, 1.
Remark: The Helmholtz equation ∆w + w = S does not uniquely specify
the solution w. An extra condition is necessary, for instance the Sommerfeld
radiation condition. When the refraction index is constant equal to 1, this
condition writes
lim
r→∞
1
r
∫
Sr
∣∣∣∂w
∂r
+ iw
∣∣∣2dσ = 0. (2.3.2)
Such a solution is called an outgoing solution.
Alternatively, still assuming that the refraction index is constant, the outgo-
ing solution to the Helmholtz equation may be defined as the weak limit w
of the sequence (wδ) such that
−iδwδ + ∆wδ + wδ = S(x).
We point out that the two points of views are equivalent in the case of
a constant index of refraction (which is not true for a general index of
refraction).
We prove the two propositions in the following two sections. As we will
see in the proofs, our main difficulties are linked to the rays that are emitted
by the source at 0 towards the point q1 (and conversely). Hopefully, the
interaction between those rays is ”destructive” and not constructive.
2.3.1 Proof of Proposition 2.3.1
In the sequel, C will denote any constant independent of ε.
The scaling invariance
‖uε‖B∗ ≤ ‖wε0‖B∗,
makes it sufficient to prove bounds on wε0. Since w
ε
0 is a solution to
−iαεεwε0 + ∆wε0 + wε0 = S0(x) + S1
(
x− q1
ε
)
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we may decompose wε0 = w˜
ε
0 + a
ε, where w˜ε0 and a
ε satisfy{ −iαεεw˜ε0 + ∆w˜ε0 + w˜ε0 = S0(x),
−iαεεaε + ∆aε + aε = S1
(
x− q1
ε
)
.
First, we note that the bound ‖w˜ε0‖B∗ ≤ C‖S0‖B is established in Agmon-
Ho¨rmander [AH] (see also Perthame-Vega [PV1]). Hence, the proof of
Proposition 2.3.1 reduces to the proof of the following lemma.
Lemma 2.3.3 If aε is the solution to
−iαεεaε + ∆aε + aε = S1
(
x− q1
ε
)
then aε is uniformly (in ε) bounded in B?:
‖aε‖B∗ ≤ C‖S1‖B
Proof. We want to prove that
∀v ∈ B, |〈aε, v〉| ≤ C‖S1‖B‖v‖B.
Using Parseval’s equality, we write
〈aε, v〉 =
∫
R3
e−i
q1·ξ
ε Ŝ1(ξ)¯ˆv(ξ)
−|ξ|2 + 1− iεαεdξ. (2.3.3)
To estimate this integral, we shall distinguish the values of ξ close to or far
from two critical sets: the sphere {|ξ|2 = 1} (the set where the denominator
in (2.3.3) vanishes when ε → 0) and the line {ξ collinear to q1} (the set
where we cannot apply directly the stationary phase theorem to (2.3.3)).
More precisely, we first take a small parameter δ ∈]0, 1[, and we distin-
guish in the integral (2.3.3), the contributions due to the values of ξ such
that |ξ2 − 1| ≥ δ or |ξ2 − 1| ≤ δ. Let χ ∈ C∞c (R) be a truncation function
such that χ(λ) = 0 for |λ| ≥ 1. We denote χδ(ξ) = χ
( |ξ|2−1
δ
)
. We accordingly
decompose
〈aε, v〉 =
∫
R3
e−i
q1
ε
·ξŜ1(ξ)¯ˆv(ξ)χδ(ξ)
−|ξ|2 + 1− iεαε dξ +
∫
R3
e−i
q1
ε
·ξŜ1(ξ)¯ˆv(ξ)(1− χδ(ξ))
−|ξ|2 + 1− iεαε dξ
= Iε + IIε.
First, since the denominator is not singular on the support of χδ, we easily
bound the first part with the L2 norms
|Iε| ≤ ‖χ‖L∞
δ
‖Ŝ1‖L2‖vˆ‖L2,
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and using B ↪→ L2, we obtain the desired bound
|Iε| ≤ C‖S1‖B‖v‖B. (2.3.4)
Let us now study the second part IIε where the denominator is singular.
Up to a rotation, we may assume q1 = |q1|e1, where e1 is the first vector of
the canonical base. We make the polar change of variables
ξ =

r sin θ cosϕ
r sin θ sinϕ
r cos θ
.
Remark: In order to make the calculations easier, we write this paper
in dimension equal to 3, but the proof would be similar in any dimension
d ≥ 3.
Hence, q1 · ξ = |q1|r sin θ cosϕ, and we get
IIε =
∫
e−i
|q1|
ε
r sin θ cos ϕ
−r2 + 1− iεαε
(
Ŝ1 ¯ˆv(1− χδ)
)
(ξ(r, θ, ϕ))r2 sin θdrdθdϕ
Now, we distinguish the contributions to the integral dθdφ linked to the
values close to, or far from, the critical direction {θ = pi
2
, ϕ = 0 or ϕ = pi}
(which corresponds to the case {ξ collinear to q1}). To that purpose, let
η > 0 be a small parameter and denote
Ω0 =
{
(r, θ, ϕ)
∣∣∣∣ (1− χ(r2 − 1δ ) 6= 0, χ
(
θ − pi
2
η
)
6= 0, χ
(ϕ
η
)
6= 0
}
Ωpi =
{
(r, θ, ϕ)
∣∣∣∣ (1− χ(r2 − 1δ ) 6= 0, χ
(
θ − pi
2
η
)
6= 0, χ
(ϕ− pi
η
)
6= 0
}
.
Let k0, kpi ∈ C∞c be such that (1−χδ)k0(θ, ϕ) is a localization function on Ω0
and (1−χδ)kpi(θ, ϕ) is a localization function on Ωpi. We denote k = k0 +kpi.
We write
IIε =
∫
e−i
|q1|
ε
r sin θ cos ϕ
−r2 + 1− iεαε (Ŝ1
¯ˆv)(ξ(r, θ, ϕ))(1− χδ(r))k0(θ, ϕ)r2 sin θdrdθdϕ
+
∫
e−i
|q1|
ε
r sin θ cos ϕ
−r2 + 1− iεαε (Ŝ1
¯ˆv)(ξ(r, θ, ϕ))(1− χδ(r))kpi(θ, ϕ)r2 sin θdrdθdϕ
+
∫
e−i
|q1|
ε
r sin θ cos ϕ
−r2 + 1− iεαε (Ŝ1
¯ˆv)(ξ(r, θ, ϕ))(1− χδ(r))(1− k(θ, ϕ))r2 sin θdrdθdϕ
IIε = IIIε0 + III
ε
pi + IV
ε.
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The two parts IIIε0 and III
ε
pi being similar, we only write how to estimate
IIIε0 . In order to translate the stationary point in (0, 0), we consider the new
variable α = θ − pi
2
. The phase function is rg(α, ϕ) = r cosα cosϕ so
∂g
∂α
= − sinα cosϕ = 0 at (α, ϕ) = (0, 0),
∂g
∂ϕ
= − cosα sinϕ = 0 at (α, ϕ) = (0, 0).
and the Hessian at the point (0, 0) is
D2g(0, 0) =
( −1 0
0 −1
)
.
We apply the Morse lemma: upon choosing η > 0 small enough, there exists
a C∞ change of variables on Ω0, (α, ϕ) 7→ (α′, ϕ′), such that
g(α, ϕ) = 1− α
′2
2
− ϕ
′2
2
.
Then, we make the change of variables α′′ =
√
r
2
α′, ϕ′′ =
√
r
2
ϕ′. Finally, we
decompose (1 − χδ)k0 = χ1χ2, with χ1, χ2 ∈ C∞c . Thus, we obtain, for the
contribution IIIε0 , the formula
IIIε0 =
∫
ei
q1
ε
(−r+α′′2+ϕ′′2)
−r + 1 + iεαε T̂
1S1(r, α
′′, ϕ′′)T̂ 2v(r, α′′, ϕ′′)drdα′′dϕ′′, (2.3.5)
where
T 1S1 := F−1
(
(χ1Ŝ1) ◦ ξ(r, α(α′′, ϕ′′), ϕ(α′′, ϕ′′))
)
,
T 2v := F−1
( −r + 1 + iεαε
−r2 + 1− iεαε (χ
2vˆ) ◦ ξ(r, α(α′′, ϕ′′), ϕ(α′′, ϕ′′))
×2
r
∣∣∣ dξ
d(r, α, ϕ)
∣∣∣∣∣∣ d(α, ϕ)
d(α′, ϕ′)
∣∣∣).
As a first step, using Proposition 2.2.2, we directly get T 1S1 ∈ B with
‖T 1S1‖B ≤ C‖S1‖B.
As a second step, we study T 2v. Since for r close to 1,∣∣∣ −r + 1 + iεαε−r2 + 1− iεαε
∣∣∣ ≤ 1,
we recover, from Proposition 2.2.2,
T 2v ∈ B and ‖T 2v‖B ≤ C‖v‖B.
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Now, we apply Parseval’s equality with respect to the r variable in the formula
(2.3.5)
IIIε0 =
∫
ei
|q1 |
ε
(α′′2+ϕ′′2)
−r + 1 + iεαε
̂
T 1S1(.− |q1|
ε
, ., .)T̂ 2vdrdα′′dϕ′′
=
∫
ei
|q1|
ε
(α′′2+ϕ′′2)1{t>0}e
−(εαε−i)tFr→ρ(
̂
T 1S1(.− |q1|
ε
, ., .))(ρ− t, α′′, ϕ′′)
×Fr→ρ(T̂ 2v)(ρ, α′′, ϕ′′)dtdρdα′′dϕ′′.
where 1{t>0} denotes the characteristic function of the set {t > 0}.
Hence, we obtain
|IIIε0 | ≤
(∫
‖Fr→ρ(
̂
T 1S1(.− |q1|
ε
, ., .))(ρ))‖L2dρ
)
×
(∫
‖Fr→ρ(T̂ 2v)(ρ)‖L2dρ
)
|IIIε| ≤
(∫
‖T 1S1(ρ− |q1|
ε
)‖L2dρ
)( ∫
‖T 2v(ρ)‖L2dρ
)
|IIIε| ≤
n∑
j=1
(∫
‖T 1S1(ρ)‖L2dρ
)(∫
‖T 2v(ρ)‖L2dρ
)
.
Now, using Proposition 2.2.1, we get
|IIIε0 | ≤ C‖T 1S1‖B‖T 2v‖B
|IIIε0 | ≤ C‖S1‖B‖v‖B,
which is the desired estimate.
We are left with the part IV ε, which corresponds to the directions ξ that
are not collinear to q1. We denote K
′ the support of (1 − χδ)(1 − k) which
is a compact set. If we denote
η1 = |ξ|2 − 1, η2 = −q1 · ξ, (2.3.6)
then,
d(η1, η2)
dξ
=
(
2ξ
−q1
)
is of maximal rank 2 for ξ ∈ K ′. Hence, there exists a finite covering (Ωj)j=1,m
(m ∈ N) of K ′ such that in Ωj, we can make the change of variables ξ 7→
η, where η1, η2 are given by (2.3.6) and η3 is one of the components of ξ
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(depending on Ωj). We denote χj = χ
3
jχ
4
j some localization functions on Ωj
such that (1− χδ)(1− k) =
∑m
j=1 χj. Thus, for j = 1, . . . , m,∫
e−i
q1
ε
·ξ
−|ξ|2 + 1 + iεαε Ŝ1vˆχjdξ =
∫
ei
η2
ε
−η1 + iεαε (Ŝ1vˆχj)(ξ(η))
∣∣∣dξ
dη
∣∣∣dη.
If we denote
T 3j S1 := F−1((χ3j Ŝ1) ◦ ξ),
T 4j v := F−1
(
(χ4j vˆ) ◦ ξ)
∣∣dξ
dη
∣∣),
and if F1 denotes the Fourier transform with respect to the η1 variable,
Parseval’s equality with respect to η1 gives∣∣∣∣ ∫ e−i q1ε ·ξ−|ξ|2 + 1 + iεαε Ŝ1vˆχjdξ
∣∣∣∣ = (2pi)d∣∣∣∣ ∫ χ{t>0}e−εαεt(F−11 (T̂ 3j S1))(x1 − t)
×(F−11 (T̂ 4j v))(x1)eiη2/εdtdx1dη2dη3
∣∣∣∣
≤ C‖S1‖B‖v‖B,
using Proposition 2.2.1 again. Summing over j, we obtain
|IV ε| ≤ C‖S1‖B‖v‖B,
which ends the proof of the bound
|〈aε, v〉| ≤ C‖S1‖B‖v‖B.

2.3.2 Proof of Proposition 2.3.2
As before, we prove the result for the sequence (wε0) only. As we did
in the proof of Proposition 2.3.1, we write wε0 = w˜
ε
0 + a
ε. Since w˜ε0 is the
solution to a Helmholtz equation with constant index of refraction and fixed
source, it converges weakly-∗ to the outgoing solution w0 to ∆w + w = S0.
Hence, it suffices to show the following result.
Lemma 2.3.4 If aε ∈ B? is the solution to
−iαεεaε + ∆aε + aε = S1
(
x− q1
ε
)
then aε → 0 in B?.
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Proof. The proof of this result requires two steps (using a density argument):
1. for v ∈ B, we have the bound ∣∣〈aε, v〉∣∣ ≤ C‖S1‖B‖v‖B
2. if S1 and v are smooth, then 〈aε, v〉 → 0.
The first point is exactly the result in Lemma 2.3.3. It remains to prove the
convergence in the smooth case (the second point above).
We write
〈aε, v〉 =
∫
R3
e−i
q1
ε
·ξŜ1(ξ)¯ˆv(ξ)
−|ξ|2 + 1− iεαεdξ.
We are thus left with the study of
Rε(ψ) =
∫
R3
e−i
q1
ε
·ξψ(ξ)
−|ξ|2 + 1− iεαεdξ (2.3.7)
where ψ = Ŝ1v̂ belongs to S(R3).
As in the proof of Lemma 2.3.3, we distinguish the contributions of various
values of ξ. We shall use exactly the same partition, according to the values
of ξ close to, or far from, the sphere |ξ| = 1 and collinear or not to q1. We
shall use the same notations for the various truncation functions.
We first separate the contributions of ξ such that |ξ2−1| ≤ δ and |ξ2−1| ≥
δ using the truncation function χδ:
Rε(ψ) =
∫
R3
e−i
q1
ε
·ξψ(ξ)χδ(ξ)
−|ξ|2 + 1− iεαεdξ +
∫
R3
e−i
q1
ε
·ξψ(ξ)(1− χδ(ξ))
−|ξ|2 + 1− iεαε dξ
= Iε + IIε.
In the support of χδ, since the denominator is not singular, we can apply
the non stationary phase method. Since q1 6= 0, we may assume q11 6= 0 and
we have
Iε =
ε
iq11
∫
R3
e−i
q1
ε
·ξ∂ξ1
(
ψ(ξ)χδ(ξ)
−|ξ|2 + 1− iεαε
)
dξ
=
ε
iq11
∫
R3
e−i
q1
ε
·ξ
(
∂ξ1(ψ(ξ)χδ(ξ))
−|ξ|2 + 1− iεαε −
2ψ(ξ)χδ(ξ)ξ1
(−|ξ|2 + 1− iεαε)2
)
.
Hence, we obtain the bound
|Iε| ≤ ε|q11|
∫
R3
(1
δ
|∂ξ1(χψ)|+
2
δ2
|ξ1χψ|
)
dξ.
Since ∂ξ1(χψ) and ξ1χψ belongs to S, we have, as ε→ 0,
Iε → 0.
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Let us now study the second term IIε. As, in Section 2.3.1, we first
decompose IIε into the sum IIIε0 + III
ε
pi + IV
ε. We then use the same
changes of variables. It leads to the following formula for III ε0
IIIε0 =
∫
e−i
q1
ε
(r−α′′2−ϕ′′2)
−r + 1 + iεαε χ˜(r, α
′′, ϕ′′)ψ˜(r, α′′, ϕ′′)drdα′′dϕ′′,
where
χ˜(r, α′′, ϕ′′) = ((1− χδ)k0) ◦ ξ(r, α(α′′, ϕ′′), ϕ(α′′, ϕ′′))
× 2(−r + 1 + iεαε)
r(−r2 + 1− iεαε)
∣∣∣∣ d(α, ϕ)d(α′, ϕ′)
∣∣∣∣,
ψ˜(r, α′′, ϕ′′) = ψ ◦ ξ(r, α(α′′, ϕ′′), ϕ(α′′, ϕ′′)),
are still smooth functions that are bounded independently from ε.
Using Parseval’s inequality with respect to the variables (α′′, ϕ′′), we obtain
the bound
|IIIε0 | ≤ Cε
∣∣∣∣∣
∫
e−i
|q1 |
ε
re−iε(λ
2+µ2)
−r + 1 + iεαε Fλ,µ(χ˜ψ˜)drdλdµ
∣∣∣∣∣ .
To obtain the convergence of IIIε0 , it remains to study an integral of the
following type ∫
|r−1|≤δ
e−i
|q1|
ε
rw(r)
−r + 1 + iεαεdr, where w ∈ S.
This is done in the following lemma.
Lemma 2.3.5 ∀w ∈ S, ∀θ ∈ (0, 1), we have∫
|r|≤δ
e−i
|q1|
ε
rw(r)
−r + iεαε dr = −ipiw(0) +Oε→0(ε
−θ).
Using this lemma, we readily get the estimate
|IIIε| ≤ Cε1−θ ∀θ ∈ (0, 1), (2.3.8)
which proves that IIIε → 0 as ε→ 0.
There remains to give the
Proof of Lemma 2.3.5. We write∫ δ
−δ
e−i
|q1|
ε
rw(r)
−r + iεαε dr =
∫ δ
−δ
e−i
|q1|
ε
rw(r)
r2 + (εαε)2
(r − iεαε)dr
= −iεαε
∫ δ
−δ
e−i
|q1|
ε
rw(r)
r2 + (εαε)2
dr +
∫ δ
−δ
e−i
|q1|
ε
r rw(r)
r2 + (εαε)2
dr
= I + II.
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We have
I = −i
∫ δ
εαε
− δ
εαε
e−i|q1|αεyw(εαεy)
y2 + 1
dy → −ipiw(0),
and
II =
∫ δ
−δ
(
e−i
|q1|
ε
rw(r)− w(0)) r
r2 + (εαε)2
dr +
∫ δ
−δ
w(0)
r
r2 + (εαε)2
dr .
The last term vanishes because the integrand is odd. Moreover, using the
smoothness of w, we easily obtain that for all θ ∈ (0, 1),∣∣e−i |q1|ε rw(r)− w(0)∣∣ ≤ Cθ(r
ε
)θ
Thus, ∣∣∣∣ ∫ δ−δ (e−i |q1|ε rw(r)− w(0)) rr2 + (εαε)2dr
∣∣∣∣ ≤ Cεθ
∫ δ
−δ
|r|θ−1dr
and the result is proved. 
We are left with the study of IV ε. We use the same change of variables
as in Section 2.3.1.
IV ε =
m∑
j=1
∫
e−i
q1
ε
·ξ
−|ξ|2 + 1 + iεαεψ(ξ)χj(ξ)dξ
=
m∑
j=1
∫
ei
η2
ε
−η1 + iεαε (ψχj)(ξ(η))
∣∣∣dξ
dη
∣∣∣dη
= iε
m∑
j=1
∫
ei
η2
ε
−η1 + iεαε∂η2
(
(ψχj)(ξ(η))
∣∣∣dξ
dη
∣∣∣)dη.
The integral obviously converges with respect to all the variables except η1.
It remains to prove the convergence with respect to the η1 variable, i.e. the
convergence of ∫
φ(η)
−η1 + iεαεdη1,
where
φ = ∂η2
(
(ψχj)(ξ(η))
∣∣∣dξ
dη
∣∣∣)
is smooth and compactly supported with respect to η. It is a consequence of
the fact that the distribution (x+ i0)−1 is well-defined on R by
1
x+ i0
= p.v.(
1
x
)− ipiδ(x).
We conclude that IV ε → 0 and 〈aε, v〉 → 0 as ε→ 0. 
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2.4 Transport equation and radiation condi-
tion on µ
In this section, we state and prove our results on the Wigner measure
associated with (uε). Since we established the uniform bounds on (uε) and
the convergence of (wε0), (w
ε
1), these results now essentially follows from the
results proved in [BCKP]. We first prove bounds on the sequence of Wigner
transforms (W ε) that allow us to define a Wigner measure µ associated to
(uε). Then, we get the transport equation satisfied by µ together with the
radiation condition at infinity, which uniquely determines µ.
2.4.1 Results
Theorem 2.4.1 Let S0, S1 ∈ B and λ > 0. The sequence (W ε) is bounded
in the Banach space X?λ and up to extracting a subsequence, it converges
weak-? to a positive and locally bounded measure µ such that
sup
R>0
1
R
∫
|x|<R
∫
ξ∈R3
µ(x, ξ) dxdξ ≤ C(‖S0‖B + ‖S1‖B)2. (2.4.1)
The Banach space X∗λ is defined as the dual space of the set Xλ of functions
ϕˆ(x, ξ) such that ϕ(x, y) := Fξ→y(ϕˆ(x, ξ)) satisfies∫
R3
sup
x∈R3
(1 + |x|+ |y|)1+λ|ϕ(x, y)|dy <∞. (2.4.2)
Theorem 2.4.2 Assume (H1), (H2), (H3). Then the Wigner measure µ
asssociated with (uε) satisfies the following transport equation
ξ ·∇xµ = 1
(4pi)2
(
δ(x)|Ŝ0(ξ)|2 +δ(x−q1)|Ŝ1(ξ)|2
)
δ(|ξ|2−1) := Q(x). (2.4.3)
Moreover, µ is the outgoing solution to the equation (2.4.3) in the following
sense: for all test function R ∈ C∞c (R6), if we denote g(x, ξ) =
∫∞
0
R(x −
ξt, ξ)dt, then ∫
R6
R(x, ξ)dµ(x, ξ) = −
∫
R6
Q(x, ξ)g(x, ξ)dxdξ. (2.4.4)
Remark: Here the support of the test function R contains 0, contrary to
[BCKP].
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2.4.2 Proof of Theorem 2.4.1
This theorem, that is proved in [BCKP], is a consequence of the uniform
estimate on the sequence (uε) in the space B∗ obtained in Proposition 2.3.1.
We observe that for any λ > 0,
‖〈x〉− 12−λuε(x)‖L2 ≤ C‖uε‖B∗ ≤ C (‖S0‖B + (‖S1‖B) , (2.4.5)
hence, for any function ϕ satisfying (2.4.2), we have
|〈W ε(uε), ϕˆ〉|
≤
∫
R6
|uε|(x+ ε
2
y)|uε|(x− ε
2
y)
〈x+ ε
2
y〉 12+0〈x− ε
2
y〉 12+0 〈x +
ε
2
y〉 12+0〈x− ε
2
y〉 12+0|ϕ|(x, y)dxdy
≤ C‖f‖2B
∫
R3
sup
x∈R3
〈|x|+ |y|〉1+0|ϕ(x, y)|dy.
So (W ε(uε)) is bounded in X∗λ, λ > 0. We deduce that, up to extracting a
subsequence, (W ε(uε)) converges weak-∗ to a nonnegative measure µ satis-
fying
|〈µ, ϕˆ〉| ≤ C‖f‖2B
∫
R3
sup
x∈R3
〈|x|+ |y|〉1+0|ϕ(x, y)|dy. (2.4.6)
We refer for instance to Lions, Paul [LP] for the proof of the nonnegativity
of µ.
The bound (2.4.1) is obtained using the following family of functions
ϕRδ (x, y) =
1
δ3/2
e−|y|
2/δ 1
R
χ(〈x〉 ≤ R)
and letting δ → 0, R→∞. 
2.4.3 Proof of the transport equation 2.4.3
This section is devoted to the proof of the transport equation satisfied
by µ. We first write the transport equation satisfied by W ε in a dual form.
Then, we study the convergence of the source term (the convergence of the
other terms is obvious). Finally, choosing an appropriate test function in
the limiting process, we get the radiation condition at infinity satisfied by
µ. Proving first a localization property, we improve the radiation condition
proved in [BCKP].
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Transport equation satisfied by W ε
W ε satisfies the following equation
αεW
ε + ξ · ∇xW ε = Qε, (2.4.7)
where, for ψ ∈ S(T ∗Rd), if ϕ(x, y) = F−1y→ξ(ψ(x, ξ)),
〈Qε, ψ〉 = iε
2
Im 〈W ε(Sε, uε), ψ〉
=
i
2
Im
(∫
R6
wε0(x+ y)S
ε
0(y)ϕ
(
ε
(
x +
y
2
)
, y
)
dxdy
)
+
i
2
Im
(∫
R6
wε1(x+ y)S
ε
1(y)ϕ
(
q1 + ε
(
x +
y
2
)
, y
)
dxdy
)
This equation can be obtained writing first the equation satisfied by
vε(x, y) = uε
(
x+
ε
2
y
)
uε
(
x− ε
2
y
)
.
From the equality
∇y · ∇xvε = ε
2
[
∆uε(x +
ε
2
y)uε(x− ε
2
y)−∆uε(x− ε
2
y)uε(x +
ε
2
y)
]
,
we deduce
αεv
ε + i∇y · ∇xvε + i
2ε
[
n2(x +
ε
2
y)− n2(x− ε
2
y)
]
vε = σε(x, y),
where
σε(x, y) :=
iε
2
[
Sε(x+
ε
2
y)uε(x− ε
2
y)− Sε(x− ε
2
y)uε(x +
ε
2
y)
]
.
After a Fourier transform, we obtain the equation (2.4.7).
Then we write the dual form of this equation. Let ψ ∈ S(R6), we have
αε〈W ε, ψ〉 − 〈W ε, ξ · ∇xψ〉 = 〈Qε, ψ〉. (2.4.8)
By the definition of the Wigner measure µ, we get
αε〈W ε, ψ〉 → 0 and 〈W ε, ξ · ∇xψ〉 → 〈µ, ξ · ∇xψ〉.
Hence we are left with the study of the source term 〈Qε, ψ〉.
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Convergence of the source term
In order to compute the limit of the source term in (2.4.7), we develop
〈Qε, ψ〉 = iε
2
Im
(
〈W ε(Sε0, uε), ψ〉+ 〈W ε(Sε1, uε), ψ〉
)
.
Thus, the result is contained in the following proposition.
Proposition 2.4.3 The sequences
(
εW ε(Sε0, u
ε)
)
and
(
εW ε(Sε1, u
ε)
)
are
bounded in S ′(R6) and for all real-valued ψ ∈ S(R6), we have
lim
ε→0
ε〈W ε(Sε0, uε), ψ〉S′,S =
1
(2pi)3
∫
R3
ŵ0(ξ)Ŝ0(ξ)ψ(0, ξ)dξ, (2.4.9)
lim
ε→0
ε〈W ε(Sε1, uε), ψ〉S′,S =
1
(2pi)3
∫
R3
ŵ1(ξ)Ŝ1(ξ)ψ(q1, ξ)dξ, (2.4.10)
where w0 and w1 are defined in Proposition 2.3.2.
Using Proposition 2.4.3, we readily get for any real-valued test function ψ,
lim
ε→0
〈Qε, ψ〉 = i
2(2pi)3
Im
(∫
R3
ŵ0(ξ)Ŝ0(ξ)ψ(0, ξ)dξ +
∫
R3
ŵ1(ξ)Ŝ1(ξ)ψ(q1, ξ)dξ
)
=
1
(4pi)2
(∫
R3
|Ŝ0(ξ)|2δ(ξ2 − 1)ψ(0, ξ)dξ
+
∫
R3
|Ŝ1(ξ)|2δ(ξ2 − 1)ψ(q1, ξ)dξ
)
,
which is the result in Theorem 2.4.2. 
Let us now prove Proposition 2.4.3.
Proof of Proposition 2.4.3. The two terms to study being of the same type,
we only consider the first one in our proof. Let ψ ∈ S(T ∗Rd) and ϕ(x, y) =
F−1y→ξ(ψ(x, ξ)), then we have
ε〈W ε(Sε0, uε), ψ〉S′,S = ε
∫
Sε0
(
x+
ε
2
y
)
uε
(
x− ε
2
y
)
ϕ(x, y)dxdy
=
∫
S0(x)wε0(x + y)ϕ(ε(x+
y
2
), y)dxdy.
As a first step, let us prove that ε〈W ε(Sε0, uε), ψ〉S′,S is bounded. Using
that ψ ∈ S(R2d), we get∣∣ε〈W ε(Sε0, uε), ψ〉S′,S∣∣ ≤ C ∫ 〈x〉N |S0(x)| |wε0(x + y)|〈x + y〉β 〈x+ y〉β〈x〉N〈y〉kdxdy
≤ C‖〈x〉NS0‖L2‖wε0‖B∗
∫
R3y
sup
x∈R3
〈x+ y〉β
〈x〉N〈y〉kdy
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for any k ≥ 0 and 1/2 < β < N , upon using the Cauchy-Schwarz inequality
in x.
Then, we distinguish the cases |x| ≤ |y| and |x| ≥ |y| : the term stemming
from the first case gives a contribution which is bounded by C
∫
dy
〈y〉k−β and
the second contribution is bounded by C
∫
dy
〈y〉k . Hence, upon choosing k large
enough, we obtain
|ε〈W ε(Sε0, uε), ψ〉S′,S | ≤ C‖〈x〉NS0‖L2‖wε‖B∗.
As a second step, we compute the limit (2.4.9). We write
ε〈W ε(Sε0, uε), ψ〉 =
∫
S0(x)wε0(x + y)
(
ϕ
(
ε
(
x+
y
2
)
, y
)
− ϕ(0, y)
)
dxdy
+
∫
wε0(x)S0(x− y)ϕ(0, y)dxdy
= Iε + IIε.
Reasonning as above, we readily get that limε→0 Iε = 0. Indeed, since
ϕ ∈ S(R2d), we have, for all k ∈ N, for all x, y ∈ Rd,∣∣∣∣ϕ(ε(x+ y2), y)− ϕ(0, y)
∣∣∣∣ ≤ Cε |x|+ |y|〈y〉k leqCε〈|x|+ |y|〉〈y〉k .
Hence,
|Iε| ≤ Cε
∫
〈x〉N |S0(x)| |w
ε
0(x+ y)|
〈x+ y〉β
〈|x|+ |y|〉β+1
〈x〉N〈y〉k dxdy
≤ Cε‖〈x〉NS0‖L2‖wε0‖B∗
∫
R3y
sup
x∈R3
〈|x|+ |y|〉β+1
〈x〉N〈y〉k dy
for any k ≥ 0 and 1/2 < β < N − 1. As above, the previous integral con-
verges for k large enough. Therefore, Iε → 0.
We end the proof by proving that the second term IIε converges to∫
S0(x)w0(x+ y)ψ̂(0, y)dxdy. We have
IIε =
∫
wε0(x)
(
S0 ∗ ϕ(0, .)
)
(x)dx.
Hence, since wε0 converges weakly-∗ in B∗, it suffices to prove that S0 ∗ϕ(0, .)
belongs to B. We denote φ = ϕ(0, .). Then, φ ∈ S(R3). Let 1/2 < β < N .
We have, using (2.2.5),
‖S0 ∗ φ‖2B ≤ C‖S0 ∗ φ‖2L2β = C
∫
〈x〉2β|S0 ∗ φ(x)|2dx.
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Moreover, upon using the Cauchy-Schwarz inequality, we get, for all x ∈ R3,
|S0 ∗ φ(x)|2 ≤
(∫
Rdy
|S0(x− y)||φ(y)|dy
)2
≤
(∫
Rdy
|S0(x− y)|2|φ(y)|dy
)(∫
Rdy
|φ(y)|dy
)
≤ ‖φ‖L1|S0|2 ∗ |φ|(x).
Therefore, we obtain
‖S0 ∗ φ‖2B ≤ C‖φ‖L1
∫
〈xs〉2β|S0(x− y)|2|φ(y)|dy
≤ C‖〈x〉NS0‖L2
∫
R3y
sup
x∈R3
〈x + y〉2β
〈x〉2N 〈y〉kdy,
for any k. As before, this integral converges. Thus, we have established that
S0 ∗ ψ̂(0, .) belongs to B, which implies that
IIε →
∫
S0(x)w0(x+ y)ψ̂(0, y)dxdy.

2.4.4 Proof of the radiation condition (2.4.4)
It remains to prove that µ satisfies the weak radiation condition (2.4.4).
Support of µ
In order to prove the radiation condition without restriction on the test
function R (as assumed in [BCKP]), we first prove a localization property
on the Wigner measure µ. This property is well-known when uε satisfies a
Helmholtz equation without source term. It is still valid here thanks to the
scaling of Sε.
Proposition 2.4.4 Under the hypotheses (H1), (H2), (H3), the Wigner
measure µ satisfies
supp(µ) ⊂ {(x, ξ) ∈ R6/ |ξ|2 = 1}.
Proof. Let φ ∈ C∞c (R6) and φε = φW (x, εDx). Let us denote Hε = −ε2∆−1.
Since uε satisfies the Helmholtz equation (2.1.1), we have
iαεεu
ε +Hεuε = ε2Sε. (2.4.11)
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Moreover, Hε is a pseudodifferential operator with symbol |ξ|2− 1. By pseu-
dodifferential calculus, φεHε = OpWε (φ(x, ξ)(|ξ|2 − 1)) + O(ε) so, using the
definition of the measure µ, we get that
lim
ε→0
(φεHεuε, uε) = lim
ε→0
(OpWε (φ(x, ξ)(|ξ|2 − 1))uε, uε)
=
∫
φ(x, ξ)(|ξ|2 − 1))dµ.
Using the equation (2.4.11), we write
(φεHεuε, uε) = ε2(φεSε, uε)−iαεε(φεuε, uε) = ε2(W ε(Sε, uε), φ)−iαεε(φεuε, uε).
On the one hand, Proposition 2.4.3 gives that limε→0 ε2(W ε(Sε, uε), φ) =
0. On the other hand, (φεuε, uε) is bounded so limε→0 αεε(φεuε, uε) = 0.
Therefore, for any φ ∈ C∞c (R6), we have
∫
φ(|ξ|2 − 1)dµ = 0, so supp(µ) ⊂
{|ξ|2 = 1}. 
Proof of the condition (2.4.4)
Using the previous localization property, in order to prove the radiation
condition (2.4.4), one may only use test functions R ∈ C∞c (R6) such that
supp(R) ⊂ R6\{ξ = 0}.
Let R be such a test function. We associate with R the solution gε to
−αεgε + ξ · ∇xgε = R(x, ξ).
By duality, we have
〈Qε, gε〉 = 〈W ε, R〉,
so that it sufffices to establish the following two convergences:
lim
ε→0
〈Qε, gε〉 = 〈Q, g〉, (2.4.12)
lim
ε→0
〈W ε, R〉 = 〈f, R〉, (2.4.13)
where Q et g are defined in Theorem 2.4.2.
As before, since R ∈ Xλ for any λ > 0, the limit (2.4.13) follows from the
weak-∗ convergence of W ε in X?λ.
On the other hand,
〈Qε, gε〉 = Im
∫
R6
S0(x)w
ε
0(x + y)ĝ
ε(ε[x+
y
2
], y)dxdy (2.4.14)
+Im
∫
R6
S1(x)w
ε
1(x + y)ĝ
ε(q1 + ε[x+
y
2
], y)dxdy,
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so 〈Qε, gε〉 is the sum of two terms of the same type. Such a term has been
studied in [BCKP], where the following result is proved.
Proposition 2.4.5 Assume (wε) is bounded in B∗ and that (wε) converges
weakly-∗ in B∗ to w0. Assume S0 satisfy (H3). Let R ∈ C∞c (R6) be such that
supp(R) ⊂ R6\{ξ = 0}. Let gε be the solution to
−αεgε + ξ · ∇xgε = R(x, ξ)
and g(x, ξ) =
∫∞
0
R(x + tξ, ξ)dt. Then, we have
lim
ε→0
∫
R6
S0(x)w
ε
0(x+ y)ĝ
ε(ε[x +
y
2
], y)dxdy =
1
(2pi)3
∫
R3
Ŝ0(ξ)ŵ0(ξ)g(0, ξ)dξ.
Proof. The proof of this result is written in the appendix. 
Using the proposition above together with Proposition 2.3.2, we get that
lim
ε→0
〈Qε, gε〉
= Im
(
1
(2pi)3
∫
R3
Ŝ0(ξ)ŵ0(ξ)g(0, ξ)dξ +
1
(2pi)3
∫
R3
Ŝ1(ξ)ŵ1(ξ)g(q1, ξ)dξ
)
=
1
(4pi)2
(∫
R3
|Ŝ0(ξ)|2δ(ξ2 − 1)g(0, ξ)dξ +
∫
R3
|Ŝ1(ξ)|2δ(ξ2 − 1)g(q1, ξ)dξ
)
.
Thus, the radiation condition (2.4.4) is proved.
A Proof of Proposition 2.4.5
In the sequel, we denote
Gε =
∫
R6
S0(x)w
ε
0(x+ y)ĝ
ε(ε[x+
y
2
], y)dxdy.
A.1 Bounds on Gε
In order to study Gε, we need a preliminary result on the test function
gε.
Lemma A.1 Let R ∈ C∞c (R6 \ {ξ = 0}). We denote gε the solution to
−αεgε + ξ.∇xgε = R(x, ξ). (A.1)
It is given by the explicit formula
gε(x, ξ) = −
∫ ∞
0
exp(−αε|ξ|−1s) 1|ξ|R(x−
ξ
|ξ|s, ξ)ds. (A.2)
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Then we have the estimate
∀M ≥ 0, |ĝε(x, y)| ≤ C 〈x〉
M ∧ α−Mε
〈y〉M , (A.3)
where .∧. denotes the infimum of two numbers, and C is a constant depending
on M and R.
Proof. Let a be a multiindex such that |a| ≤ M . We denote ω = ξ|ξ| . We
write
yaĝε(x, y) = Fξ→y
(∫ ∞
0
(i∂ξ)
a
[
e−αε|ξ|
−1s 1
|ξ|R(x− ωs, ξ)
]
ds
)
=
∫
R3
dξe−iξ.y
∫ +∞
s=0
ds
∑
b,c,d,e,f
C(a,b,c,d,e,f)e
−αε|ξ|−1s(i∂ξ)b(−αε|ξ|−1s)
×(−αε|ξ|−1s)f(i∂ξ)c(−sω)(i∂x)d(i∂ξ)e
(
1
|ξ|R
)
(x− ωs, ξ).(A.4)
Using that
• R ∈ C∞0 (R6\{|ξ| = 0}) so
• there exists r0, A, B > 0 such that supp(R) ⊂ {|x| ≤ r0}×{A ≤ |ξ| ≤
B},
• R and its derivatives belong to L1(R6).
• |(i∂ξ)b(−αε|ξ|−1s)| ≤ Cs, ∀ |ξ| ≥ A.
• |(i∂ξ)c(−sω)| ≤ Cs, ∀ |ξ| ≥ A.
• in the integral above, s ∈ [|x| − r0, |x| + r0], so for |x| large enough, we
can use the equivalence s ∼ |x| ∼ 〈x〉 (where we dente for a, b > 0, a ∼ b if
∃ c1, c2 > 0/ c1a < b < c2a), we get in (A.4),
|yaĝε(x, y)| ≤ C〈x〉M exp(−αε
B
〈x〉).
The desired estimate follows. 
Using this lemma, we estimate
|Gε| ≤
∣∣∣ ∫
R6
wε0(x + y)S0(x)ĝ
ε(ε(x+
y
2
, y)dxdy
∣∣∣
≤ C
∫
R6
|wε0(x+ y)|
〈x+ y〉 12+0 〈x+ y〉
1
2
+0〈x〉N1 |S0(x)|〈x〉−N1
〈ε(x+ y
2
)〉M ∧ α−Mε
〈y〉M
≤ C‖wε0‖B?‖〈x〉N1S0(x)‖L2
×
∫
R3
sup
x∈R3
〈x+ y〉 12+0〈x〉−N1 〈ε(|x|+ |y|)〉
M ∧ α−Mε
〈y〉M dy.
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Now, we prove that the integral
Iε =
∫
R3
sup
x∈R3
〈x+ y〉 12+0〈x〉−N1 〈ε(|x|+ |y|)〉
M ∧ α−Mε
〈y〉M dy
is bounded uniformly with respect to ε.
Let us define the following three subsets in R6
Aε = {(x, y) ∈ R6/|x| ≥ |y|}, Bε = {|x| ≤ |y|, |ε1−0y| ≤ 1},
Cε = {|x| ≤ |y|, |ε1−0y| ≥ 1}, (A.5)
where ε1−0 means ε1−δ with δ > 0 sufficiently small.
If (x, y) ∈ Aε, then
〈x+y〉 12+0〈x〉−N1 〈ε(|x|+ |y|)〉
M ∧ α−Mε
〈y〉M ≤ C〈x〉
−N1+ 12+0
(
〈εx〉M∧α−Mε
)
〈y〉−M .
Now, we distinguish the relative size of 〈εx〉 and εγ:
• if 〈εx〉 ≥ ε−γ, we have
〈x〉 12+0−N1
(
〈εx〉M ∧ α−Mε
)
≤ 〈x〉 12+0−N1ε−γM ≤ ε−γ( 12+0−N1+M).
• if 〈εx〉 ≤ ε−γ, we have 〈x〉 ≤ 1
ε
〈εx〉, hence we get
〈x〉 12+0−N1
(
〈εx〉M ∧ α−Mε
)
≤ 〈x〉 12+0−N1ε−γM ≤ ε−γMε−(γ+1)( 12+0−N1).
Now, we choose 1/2 + 0 such that N1 <
1
2
+ 0. Then, we get the following
bound for the contribution of the set Aε to Iε
Cε−γM−(γ+1)(1/2+0−N1)
∫
R3
〈y〉−Mdy.
Since N1 >
3γ
γ+1
+ 1
2
, we can choose M > 3 such that this contribution is
uniformly bounded with respect to ε.
If (x, y) ∈ Bε, then |εy| ≤ 1 so we obtain
〈x+ y〉 12+0〈x〉−N1 〈ε(|x|+ |y|)〉
M ∧ α−Mε
〈y〉M ≤ C〈y〉
−M+ 1
2
+0.
Thus, the corresponding contribution to Iε is bounded by C ∫
R3
〈y〉−M+ 12+0dy
which is convergent.
If (x, y) ∈ Cε, then
〈x+ y〉 12+0〈x〉−N1 〈ε(|x|+ |y|)〉
M ∧ α−Mε
〈y〉M ≤ C〈y〉
1
2
+0 〈εy〉M ∧ α−Mε
〈y〉M .
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Since |y| ≥ ε−1+0, if we denote z = εy, we have |z| ≥ εδ, for some δ > 0,
which implies that
ε〈z
ε
〉 ≥ ε
δ
√
2
〈z〉.
Thus, we have
Iε ≤ Cε−3
∫
R3
〈z
ε
〉−M+ 12+0(〈z〉M ∧ ε−γM)dz
≤ CεM(1−δ)−4
∫
R3
〈z〉−M+ 12+0(〈z〉M ∧ ε−γM)dz
where we used the hypothesis (H1) αε ≥ εγ.
We distinguish two cases, according to the relative size of 〈z〉 and ε−γ. We
have ∫
〈z〉≥ε−γ
〈z〉 12+0 〈z〉
M ∧ ε−γM
〈z〉M dz ≤ ε
−Mγ
∫
〈z〉≥εγ
〈z〉 12+0−Mdz
≤ Cε−γ( 32+0),
and ∫
〈z〉≤εγ
〈z〉 12+0 〈z〉
M ∧ ε−γM
〈z〉M dz ≤
∫
〈z〉≤εγ
〈z〉 12+0dz
≤ Cε−γ( 32+0).
Hence, we get
Iε ≤ CεM(1−δ)−4−γ( 32+0).
To conclude, we choose M >
4+ 3
2
γ
1−δ , which gives that Iε is uniformly bounded
with respect to ε.
A.2 Convergence of Gε
We decompose Gε in the following way
Gε =
∫
R6
wε0(x+ y)S0(x)
(
ĝε(ε(x+
y
2
), y)− ĝε(0, y))dxdy
+
∫
R6
wε0(x + y)S0(x)
(
ĝε(0, y)− ĝ(0, y))dxdy
+
∫
R6
wε0(x + y)S0(x)ĝ(0, y)dxdy
= Iε + IIε + IIIε
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Using the same method as in Section A.1, we prove that Iε, IIε → 0.
Then, we may write
IIIε =
∫
R6
wε0(x)
(
S0 ∗ ĝ(0, .)
)
(x)dx.
Moreover, we established in the proof of Proposition 2.4.3 that if φ is rapidly
decreasing at infinity, then S0 ∗φ ∈ B. Hence, since (wε0) converges weakly-∗
in B∗ to w0, we get
lim
ε→0
IIIε =
∫
R6
w0(x)
(
S0 ∗ ĝ(0, .)
)
(x)dx,
which ends the proof.
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3.1 Introduction
We consider the following Helmholtz equation
iεu+ ∆u+ n(x)u = f(x), x ∈ Rd. (3.1.1)
We assume that the refraction index n is nonnegative and discontinuous at
the interface between two unbounded inhomogeneous media Ω+, Ω− such
that Ω+ ∪ Ω− = Ω+ ∪ Ω− = Rd. We write
n(x) =
{
n+(x) if x ∈ Ω+
n−(x) if x ∈ Ω−.
We study here the limiting absorption principle, i.e. the limit when ε → 0+
of equation (3.1.1): our goal is to prove bounds on u that are uniform in ε.
A related question is the statement of the Sommerfeld radiation condition
for the following equation
∆u+ n(x)u = f(x), x ∈ Rd. (3.1.2)
This is an open problem in the full generality of our assumptions, stated
below.
In this article, we prove uniform Morrey-Campanato type estimates
for this equation, using a multiplier method borrowed from [PV1]. These
bounds encode in the optimal way the decay: |u(x)| ∼ 1/|x| d−12 at infinity
of the solution u. They imply weighted L2-estimates for the solution u. We
also prove a uniform L2-estimate without weight for the trace of the solution
on the interface, which states that u carries essentially no energy on this set.
In order to state precisely our assumptions and results, we need the fol-
lowing notations.
First, we use the Morrey-Campanato norm, defined for u ∈ L2loc,
‖u‖2
B˙∗ = sup
R>0
1
R
∫
B(R)
|u(x)|2dx, (3.1.3)
where B(R) denotes the ball of radius R. We also use the following dual
norm
‖f‖B˙ =
∑
j∈Z
(
2j+1
∫
C(j)
|f(x)|2dx
)1/2
, (3.1.4)
where C(j) = {x ∈ Rd/2j ≤ |x| ≤ 2j+1}.
The duality is given by the easy estimate∣∣∣ ∫ fudx∣∣∣ ≤ ‖f‖B˙‖u‖B˙∗. (3.1.5)
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Note that both norms B˙ and B˙∗ are homogeneous in space.
We also denote the radial and tangential derivatives by
∂
∂r
=
x
|x| · ∇,
∂
∂τ
= ∇− x|x|
∂
∂r
.
On the other hand, we assume that the interface between the two media
Γ = ∂Ω+ = ∂Ω− is a smooth surface (Lipschitz is enough). Let dγ be the
euclidian surface measure on Γ and ν(x) be the unit normal vector at x ∈ Γ
directed from Ω− to Ω+. We denote, for x ∈ Γ, the jump
[n](x) = n+(x)− n−(x).
Throughout this paper we will write ∇n instead of ∇n+1Ω+ +∇n−1Ω−, the
derivative of n outside the interface. Similarly, ∂dn will denote the partial
derivative of n with respect to the xd variable outside the interface.
The key assumptions we make on the interface Γ and the refraction index
n are the following. We comment on these assumptions later.
(H1) There is α > 0 such that the d-th component of ν satisfies
νd(x) ≥ α for all x ∈ Γ. (3.1.6)
(H2) [n](x) has the same sign for all x ∈ Γ; the following notation will be
convenient: let σ = − if [n] is non-negative and σ = + if [n] is non-positive.
(H3) n ∈ L∞, n ≥ 0.
(H4)
2
∑
j∈Z
sup
C(j)
(x · ∇n(x))−
n(x)
:= β1 <∞. (3.1.7)
(H5)
1
α
∑
j∈Z
sup
C(j)
2j+1
(∂dn(x))σ
n(x)
:= β2 <∞. (3.1.8)
(H6) β1 + β2 < 1.
We are now ready to state our main theorem.
Theorem 3.1.1 For dimensions d ≥ 3, assume (H1)-(H6). Then, the solu-
tion to the Helmholtz equation (3.1.1) satisfies the following estimates :
‖∇u‖2
B˙∗+‖n1/2u‖2B˙∗+‖(x·∇n)
1/2
+ u‖2B˙∗+
∫
Rd
|∇τu|2
|x| dx+supR>0
1
R2
∫
S(R)
|u|2dσR
+
∫
Γ
∣∣[n]∣∣ |u|2dγ + ∫
Rd
|∂dn| |u|2dx ≤ C‖f‖2B˙, (3.1.9)
where C is a constant depending only on α, β1 and β2.
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We would like to stress several aspects of our analysis. First, the homo-
geneity of the estimates and assumptions makes this theorem compatible
with the high frequencies. The scaling invariance plays a fundamental role
in the high frequency limit of Helmholtz equations as we will see in the next
chapter (see Benamou et al [BCKP], Castella et al [CPR] for the case of a
regular index of refraction).
We would like to point out several terms in the left-hand side. The last
two say that, in principle, the energy is not trapped at the interface and it
mainly radiates in the directions where ∂dn vanishes. On the other hand,
the first two terms essentially assert that u and ∇u belong to the optimal
space B˙∗, provided f ∈ B˙. This is the same Morrey-Campanato estimates
as in the regular case.
Let us now comment our assumptions on n. First, they allow some
growth at infinity : n does not go to a constant at infinity. The hypotheses
(H2), (H4) and (H5) can be understood as conditions on the trajectories of
the geometrical optics. The condition (H4) implies the dispersion of these
trajectories. The conditions (H2) and (H5) ensure that the energy goes
from one side of the interface to the other. The condition (H5) involves
both the interface and the index: it becomes a weaker assumption on the
index when the interface is close to a hyperplane (α ∼ 1). This type of
assumptions is natural in the study of the high frequency limit where the
link with Liouville’s equations can be understood through Wigner transform
(see L. Miller [Mil2] for a refraction result in the case of a sharp interface
for Schrodinger equation, E. Fouassier [Fou3] for high frequency limit of
Helmholtz equations with interface; for an account on high frequency limit
for wave equations, see P.-L. Lions, T.Paul [LP], and [BCKP], [CPR] for
Helmholtz equations without interface).
Taking [n] = 0 in Theorem 3.1.1, i.e. the case without interface, our
results boil down to the uniform estimate proved by B. Perthame, L.
Vega [PV1] when the refraction index satisfies assumptions (H3)-(H4) with
β1 < 1. Under these assumptions, they also proved in [PV2] an energy
estimate saying that the energy |u|2 mainly radiates in the directions of the
critical points of n∞ (where n∞ is given by n(x) → n∞( x|x|), |x| → ∞).
In our case, the corresponding energy estimate corresponds to the last two
terms.
In the case of two unbounded media, similar results, but not scaling
invariant, were obtained in previous papers. Eidus [E¨ıd1] first proved
weighted-L2-estimates, and the L2-estimate on the trace of the solution on
the interface, for a piecewise constant index of refraction. To do so, he
assumed that the interface satisfied an extra ”cone-like” shape condition,
|x · ν| ≤ C for x ∈ Γ. Under the same assumption on the interface,
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Bo Zhang [Zha] also proved inhomogeneous B∗-B estimates when n is a
long-range perturbation of a piecewise constant function. S. DeBievre, D.W.
Pravica [DP] proved weighted-L2-estimates in a very general context using
Mourre’s commutator method. In particular they considered the case of an
index that is smooth outside of a compact set in the xd-direction and only
bounded in this compact set.
Our proof is based on a multiplier method. Following B. Perthame,
L. Vega [PV1], we use a combination of a Morawetz-type multiplier and
of an elliptic multiplier. Following Eidus [E¨ıd1], we combine it with a
multiplier specific to the case with an interface for which one direction plays
a particular role (the xd-direction here). The first two multipliers allow us
to control both ∇u and u locally in L2 by ‖f‖B˙ and we estimate the integral
over the interface of |u|2 using the third multiplier.
The article is organized as follows. In Sections 2 and 3, we present the
basic multipliers and the particular choice we make here to prove Theorem
3.1.1. Then, in Section 4, we give another estimate containing the trace of
∇u on the interface.
3.2 Basic identities
Lemma 3.2.1 The solution to the Helmholtz equation (3.1.1) satisfies the
following four identities, for smooth real valued test functions ϕ, ψ,
−
∫
Rd
ϕ(x)|∇u(x)|2 + 1
2
∫
Rd
∆ϕ(x)|u(x)|2 +
∫
Rd
ϕ(x)n(x)|u(x)|2
= Re
∫
Rd
f(x)ϕ(x)u¯(x), (3.2.1)
ε
∫
Rd
ϕ(x)|u(x)|2 − Im
∫
Rd
∇ϕ(x) · ∇u(x)u¯(x) = Im
∫
Rd
f(x)ϕ(x)u¯(x),
(3.2.2)
∫
Rd
∇u¯(x)·D2ψ(x)·∇u(x)−1
4
∫
Rd
∆2ψ(x)|u(x)|2+1
2
∫
Rd
∇n(x)·∇ψ(x)|u(x)|2
− εIm
∫
Rd
∇ψ(x) · ∇u(x)u¯(x) + 1
2
∫
Γ
[n]ν(x) · ∇ψ(x)|u(x)|2dγ(x)
= −Re
∫
Rd
f(x)(∇ψ(x) · ∇u¯(x) + 1
2
∆ψ(x)u¯(x)), (3.2.3)
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1
2
∫
Γ
[n]νd(x)|u(x)|2dγ(x) + 1
2
∫
Rd
∂dn(x)|u(x)|2
= −Re
∫
Rd
f(x)∂du¯(x)− εIm
∫
Rd
u(x)∂du¯(x). (3.2.4)
Proof. The identities (3.2.1) and (3.2.2) are obtained by multiplying the
Helmholtz equation (4.1.1) by ϕu¯ and then taking the real and imaginary
parts. The identity (3.2.3) is obtained using the Morawetz-type multiplier
∇ψ(x)·∇u¯(x)+ 1
2
∆ψ(x)u¯(x) and taking the real part. To get the last identity
(3.2.4), we use the multiplier ∂du¯ and take the real part. 
Lemma 3.2.2 The solution to the Helmholtz equation (3.1.1) satisfies the
following estimate∫
Γ
|[n]||u(x)|2dγ(x) + 1
α
∫
Rd
(∂dn)−σ|u|2
≤ 2
∫
Rd
|f∂du¯|+ 2ε
∣∣Im ∫
Rd
u∂du¯
∣∣ + 1
α
∫
Rd
(∂dn)σ|u|2. (3.2.5)
Proof. This lemma follows directly from the identity (3.2.4) using the hy-
pothesis (H1). 
3.3 Proof of theorem 3.1.1
The following proof in which all the details are included for the con-
venience of the reader is essentially adapted from [PV1], apart from the
treatment of the terms involving the interface and the partial derivative with
respect to the xd-direction, which is the key difficulty of this paper.
We derive the proof of theorem 3.1.1 from the above identities. We make
the following choice of test functions ψ and ϕ, for R > 0,
∇ψ(x) =
{
x/R for |x| ≤ R
x/|x| for |x| > R,
ϕ(x) =
{
1/2R for |x| ≤ R
0 for |x| > R.
We also need the following calculations (in the distributional sense)
D2ijψ(x) =
{
δij/R for |x| ≤ R
(δij|x|2 − xixj)/|x|3 for |x| > R,
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∆ψ(x) =
{
d/R for |x| ≤ R
(d− 1)/|x| for |x| > R,
and the inequality
1
4
∫
Rd
v∆(2ϕ−∆ψ) ≥ d− 1
4R2
∫
S(R)
vdσR for v ≥ 0. (3.3.1)
We add the identity (3.2.1) to (3.2.3), which gives, using the inequality
(3.3.1), for the previous choice of ψ, ϕ,
1
2R
∫
B(R)
|∇u(x)|2+ 1
2R
∫
B(R)
n|u(x)|2 +
∫
|x|>R
1
|x|
(
|∇u(x)|2 −
∣∣∣∣ x|x| · ∇u
∣∣∣∣2)
+
d− 1
4R2
∫
S(R)
|u|2dσR + 1
2
∫
Rd
(∇ψ(x) · ∇n(x))+|u(x)|2
≤ C
∫
Rd
|f(x)| |u(x)||x| + C
∫
Rd
|f(x)||∇u(x)|+ 1
2
∫
Rd
(∇ψ(x) · ∇n(x))−|u(x)|2
+ Cε
∫
Rd
|u(x)||∇u(x)|+ 1
2
∫
Γ
∣∣[n]∣∣ |ν · ∇ψ||u(x)|2dγ.
Then, we use the inequality (3.2.5), together with the bound |∇ψ| ≤ 1 to
estimate the trace term
1
R
∫
B(R)
|∇u(x)|2 + 1
R
∫
B(R)
n|u(x)|2 + 1
R
∫
B(R)
(x · ∇n(x))+|u(x)|2
+
∫
|x|>R
|∇τu(x)|2
|x| +
d− 1
2R2
∫
S(R)
|u|2dσR
≤ C
∫
Rd
|f(x)| |u(x)||x| + C
∫
Rd
|f(x)||∇u(x)|+ Cε
∫
Rd
|u(x)||∇u(x)|
+
∫
Rd
(∇ψ(x) · ∇n(x))−|u(x)|2 + 1
α
∫
Rd
(∂dn(x))σ|u(x)|2.
Our task is to estimate the terms in the right-hand side of the last in-
equality. We separate them in three types : those containing the source f ,
those containing ε and those containing the index n.
We begin by the two terms containing f . Using the duality estimate (3.1.5),
we get for all δ > 0 ∫
Rd
|f ||∇u| ≤ ‖∇u‖B˙∗‖f‖B˙
≤ δ‖∇u‖2
B˙∗ + Cδ‖f‖2B˙.
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For the second term, we use a Cauchy-Schwarz inequality to obtain, for
all δ > 0∫
Rd
|f(x)| |u(x)||x| ≤
∑
j∈Z
(
2−j
∫
C(j)
|u|2
|x|2
)1/2(
2j
∫
C(j)
|f |2
)1/2
≤
(
sup
R>0
1
R2
∫
S(R)
|u|2dσR
)1/2∑
j∈Z
(
2j
∫
C(j)
|f |2
)1/2
≤ δ sup
R>0
1
R2
∫
S(R)
|u|2dσR + Cδ‖f‖2B˙.
Next, we turn to the term containing ε. First, using the identities (3.2.2)
and (3.2.1) with ϕ = 1, one can notice
ε
∫
Rd
|u|2 ≤
∫
Rd
|fu¯|,
ε
∫
Rd
|∇u|2 ≤ ‖n‖L∞
∫
Rd
|fu¯|.
Hence, using again the duality estimate (3.1.5), we obtain for all δ > 0
ε
∫
Rd
|u||∇u| ≤ C‖u‖B˙∗‖f‖B˙
≤ δ‖u‖2
B˙∗ + Cδ‖f‖2B˙.
The terms with n remain. We write∫
Rd
(∇ψ · ∇n)−|u|2 ≤
∑
j∈Z
∫
C(j)
n|u|2 (x · ∇n(x))−
n|x|
≤
(
sup
R>0
1
R
∫
B(R)
|u|2
)∑
j∈Z
sup
C(j)
2
(x · ∇n)−
n|x| .
Hence, ∫
Rd
(∇ψ(x) · ∇n(x))−|u(x)|2 ≤ β1‖u‖2B˙∗.
Similarly, we get
1
α
∫
Rd
(∂dn(x))σ|u(x)|2 ≤ β2‖u‖2B˙∗.
Putting all these estimates together gives for all δ > 0
1
R
∫
B(R)
|∇u(x)|2 + 1
R
∫
B(R)
|u(x)|2 + 1
R
∫
B(R)
(x · ∇n(x))+|u(x)|2
+
∫
|x|>R
|∇τu(x)|2
|x| +
d− 1
2R2
∫
S(R)
|u|2dσR
≤ (β1 + β2 + δ)‖u‖2B˙∗ + δ‖∇u‖2B˙∗ + Cδ‖f‖2B˙.
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Hence, choosing δ small enough (depending on β1 + β2) and taking the
supremum with respect to R, we obtain
‖∇u‖2
B˙∗ + ‖n1/2u‖2B˙∗ +
∫
Rd
|∇τu|2
|x| + ‖(x · ∇n)
1/2
+ u‖2B˙∗
+ sup
R>0
1
R2
∫
S(R)
|u|2dσR ≤ C‖f‖2B˙. (3.3.2)
To end up the proof, it remains to estimate the two last terms in the left-
hand side of (3.1.9). We use the inequality (3.2.5) and the previous bounds
∫
Γ
∣∣[n]∣∣ |u(x)|2dγ + ∫
Rd
(∂dn)−σ|u|2
≤ C
∫
Rd
|f∂du¯|+ Cε
∫
Rd
|u|∇u|+ C 1
α
∫
Rd
(∂dn)σ|u|2
≤ C(‖f‖2
B˙
+ ‖u‖2
B˙∗).
Using (3.3.2) we obtain
∫
Γ
∣∣[n]∣∣ |u(x)|2dγ + ∫
Rd
(∂dn)−σ|u|2 ≤ C‖f‖2B˙.
This ends the proof.
3.4 Another trace estimate
In this section, we assume that the interface Γ is a hyperplane Γ = {xd =
0}. Then we prove the following extra uniform estimate
Theorem 3.4.1 Under the assumptions of Theorem 3.1.1, if we assume
moreover that Γ = {xd = 0} and there exists β > 0 such that 〈x〉1+β|∇xn| ∈
L∞, then ∫
Γ
∣∣[n]∣∣ |∇u(x)|2dx′ ≤ C(‖f‖2
B˙
+ ‖∇x′f‖2B˙
)
(3.4.1)
where C is a constant depending only on α, β1, β2 and ‖〈x〉1+β∇xn‖L∞ .
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To prove this theorem, we will need the following identity
Lemma 3.4.2 The solution to the Helmholtz equation (3.1.1) satisfies
1
2
∫
Γ
[n] |∇x′u(x)|2dx′ − 1
2
∫
Γ
[n] |∂du(x)|2dx′ − 1
2
∫
Γ
[n2] |u(x)|2dx′
− 1
2
∫
Rd
∂dn |∇x′u(x)|2dx′+ 1
2
∫
Rd
∂dn |∂du(x)|2dx′+Re
∫
∇x′n ·∇x′u ∂du¯dx
−
∫
Rd
∂d(n
2(x))|u|2 − εIm
∫
Rd
n(x)u(x)∂du¯(x)
= Re
∫
Rd
n(x)f(x)∂du¯(x). (3.4.2)
Proof. This identity is obtained by multiplying the equation (3.1.1) by n∂du¯
and taking the real part. 
Proof of Theorem 3.4.1:
Firstly, note that ∇x′n u ∈ B˙:
‖∇x′n u‖B˙ ≤
∑
j∈Z
(
2j+1
∫
C(j)
〈x〉−2−2β|u|2)1/2
≤
∑
j<0
(
2j+1
∫
C(j)
〈x〉−2−2β|u|2)1/2
+
∑
j≥0
(
2j+1
∫
C(j)
〈x〉−2−2β|u|2)1/2
but, using (3.1.9), we have, for δ > 0,
‖〈x〉− 12−δu‖L2 ≤ C‖u‖B˙∗ ≤ C‖f‖B˙,
hence
‖∇x′n u‖B˙ ≤ C‖f‖B˙
∑
j<0
2
j+1
2 + C
∑
j≥0
2−jβ/2‖〈x〉− 12−β2 u‖L2
≤ C‖f‖B˙.
So, we can apply the estimate (3.1.9) to ∇x′u. Indeed, ∇x′u satisfies the
following Helmholtz equation
iε∇x′u+ ∆∇x′u+ n(x)∇x′u = ∇x′f(x) +∇x′n u, (3.4.3)
so ∇x′u satisfies∫
Γ
∣∣[n]∣∣ |∇x′u|2dx′ ≤ C(‖(∇x′f‖2B˙ + ‖f‖2B˙).
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Then, we use (3.4.2) to get∫
Γ
∣∣[n]∣∣ |∂du|2dx′ ≤ ∫
Γ
∣∣[n]∣∣ |∇x′u|2dx′ + ∫
Γ
∣∣[n2]∣∣ |u|2dx′ + ∫
Rd
|∇xn||∇xu|2
+
∫
Rd
|∂d(n2)||u|2 + ε
∫
Rd
n|u∂du¯|+
∫
Rd
n|f∂du¯|. (3.4.4)
Since n ∈ L∞, we have∫
Γ
∣∣[n2]∣∣ |u|2dx′ ≤ 2‖n‖∞ ∫
Γ
|[n]||u|2dx′ ≤ C‖f‖2
B˙
and ∫
Rd
|∂d(n2)||u|2 ≤ 2‖n‖∞
∫
Rd
|∂dn||u|2 ≤ C‖f‖2B˙.
Moreover, using the hypothesis 〈x〉1+β|∇xn| ∈ L∞, and the estimate (3.1.9),
we get ∫
Rd
|∇xn||∇xu|2 ≤ C‖∇u‖2B˙∗ ≤ C‖f‖2B˙.
Hence, estimating the two last terms in the rigth-hand side of (3.4.4) as
before and using (3.1.9), we get∫
Γ
∣∣[n]∣∣ |∂du|2dx′ ≤ C(‖f‖2B˙ + ‖∇x′f‖2B˙),
and thus the theorem is proved.
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4.1 Introduction
In this article, we are interested in the analysis of the high frequency limit
of the following Helmholtz equation
−iαεεuε + ε2∆uε + n2(x)uε = −f ε(x) = −1
ε
d−1
2
f
(x
ε
)
, (4.1.1)
where the variable x belongs to Rd for some d ≥ 3.
We assume that the refraction index is given by
n2(x) =
{
n2+(x) if xd ≥ 1
n2−(x) if xd < 1.
(4.1.2)
We also assume that there exists n0 > 0 such that n
2(x) ≥ n20 for all
x ∈ Rd, which means that equation (4.1.1) is uniformly of “Helmholtz type”.
Problem (4.1.1), (4.1.2) corresponds to a transmission problem across the
flat interface Γ = {xd = 1}. We assume that the jump at the interface
Γ satisfies [n2](x) = n2−(x) − n2+(x) > 0 for all x ∈ Γ. This is the only
interesting situation, as we explain below.
Equation (4.1.1) modelizes the propagation of a source wave in a medium
with scaled refraction index n2(x)/ε2. There, the small positive parameter ε
is related to the frequency ω = 1
2piε
of uε. In this paper, we study the high
frequency limit, i.e. the asymptotics ε→ 0.
The source term f ε models a source signal concentrating close to the
origin at the scale ε, the concentration profile f being a given function. Since
ε is also the scale of the oscillations dictated by the Helmholtz operator
∆ + n
2(x)
ε2
, resonant interactions can occur between these oscillations and the
oscillations due to the source f ε.
Moreover, the interface induces a refraction phenomenon of the energy.
As we will see later on, the energy concentrates along the rays of geometrical
optics. We choose here the jump of the index at the interface to be positive,
which is the interesting case since those rays are attracted by the regions of
high index.
These are the two phenomena that the present paper aims at studying
quantitatively in the asymptotics ε → 0. We refer to Section 2 for the
precise assumptions we need on the source f , together with the refraction
index n2.
We assume that the regularizing parameter αε is positive, with αε → 0
as ε → 0. The positivity of αε ensures the existence and uniqueness of a
solution uε to the Helmholtz equation (4.1.1) in L2(Rd) for any ε > 0. In
some sense, the sign of the term −iαεεuε prescribes a radiation condition
at infinity for uε. One of the key difficulty in our problem is to follow this
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condition in the limiting process ε→ 0. We will discuss that point later on.
We study the high frequency limit in terms of Wigner measures (or
semiclassical measures). This is a mean to describe the propagation of
quadratic quantities, like the local energy density |uε(x)|2, as ε → 0. The
Wigner measure µ(x, ξ) is the energy carried by rays at the point x with
frequency ξ. These measures were introduced by E. Wigner [Wig] and then
developed by P. Ge´rard [Ge´r1], P.-L. Lions, T. Paul [LP] (see also C. Ge´rard,
A. Martinez [GM] and the survey [GMMP]). They are relevant when a
typical length ε is prescribed. They have already proven to be an efficient
tool in such problems ([BCKP], [CPR], [GL], [Mil2]).
Let us now give a rough idea of our main results. First, we introduce
various measures: µ, µ± denote the Wigner measures associated respectively
with uε and with the restrictions uε± of u
ε to each medium. These three
measures are defined on T ∗Rd. Last, we prove that there exist two measures
µ∂± defined on T ∗Γ that are, in some sense, the traces of µ± at the interface:
µ± = 1{xd≷1}µ± + δ(xd − 1)⊗ δ(ξd)⊗ µ∂±.
Our first result, that is valid for a general index of refraction, describes
how the sharp interface induces a refraction phenomenon. Depending on
the propagation direction, the energy density is either totally reflected, or
partially reflected and partially transmitted according to Snell-Descartes’s
law. More precisely, we prove the following theorem.
Theorem 1 (General case)
Assume there is dispersion at infinity of the rays of geometrical optics
(which corresponds to geometrical hypotheses on the refraction index n, see
(H2)-(H6) page 74).
Assume also:
(a) non-interference (no density comes from both sides at a same point of
the interface, see (H13) page 106),
(b) no energy is trapped in the interface (µ∂± = 0, see (H14) page 106).
Then, the Wigner measure associated with (uε) is given by
µ(x, ξ) =
∫ 0
−∞
(S∗tQ)(x, ξ)dt, (4.1.3)
where S∗t is the Snell-Descartes semi-group associated with the refraction in-
4.1. Introduction 69
dex n (see Section 6 for a precise definition) and Q is given by
Q(x, ξ) =
1
2d+1pid−1
δ(x)δ
(|ξ|2 − n2(0))(|fˆ(ξ)|2 + fˆ(ξ)q¯(ξ)), (4.1.4)
where q is an L2 density on the sphere {|ξ|2 = n2(0)}.
In this theorem, the energy source Q comes from the resonant interaction
between the source f ε and the solution uε. In particular, Q is concentrated
at the origin via the Dirac mass δ(x) and on the resonant frequencies
|ξ|2 = n2(0). The value of the auxiliary function q is related to the radiation
condition at infinity satisfied by the weak limit w of the rescaled sequence
of solutions wε(x) = ε
d−1
2 uε(εx). In the general case, we cannot compute
the actual value of q. Also, in the expression (4.1.3), the integral up to
infinite time translates the radiation condition at infinity satisfied by the
measure µ. The follow-up of this condition in the limiting process is one
the key difficulties in our study. Last, the assumption that no energy
is trapped in the interface is linked both with the radiation condition
at infinity satisfied by the trace of the Wigner measure µ on the inter-
face, and with the (absence of) energy carried by gliding rays at the interface.
In the particular case when the indices n+ and n− are constant, a situation
that we call the homogeneous case in the sequel, we prove that the previous
assumptions are satisfied. The dispersion at infinity is obvious in that case
since the rays are pieces of lines. The proofs of hypotheses (a)-(b) together
with the identification of q in that case constitute our second main result.
Theorem 2 (Homogeneous case)
When the two indices n+ and n− are constant, we have:
(i) the non-interference hypothesis is satisfied,
(ii) µ∂± = 0,
(iii) q = 0 (i.e. w is the outgoing solution to the Helmholtz equation ∆w +
n2−w = f).
The combination of Theorem 1 and Theorem 2 gives a completely
explicit expression for the Wigner measure µ in the homogeneous case.
To prove point (i), we proceed as follows: we first use the fact that
the energy source in the transport equation satisfied by µ away from the
interface is concentrated on one side of the interface (at x = 0), which
implies that µ is constant along the rays on the right side of the interface.
Next, we use the radiation condition at infinity outside the interface, which
gives that µ vanishes at infinity along the incoming rays. From these two
facts, we deduce that no energy is carried by incoming rays at the interface
from {xd > 1}.
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To prove points (ii) and (iii), we exploit the explicit formula for the
resolvent of the Helmholtz operator that is available in the particular case
of two homogeneous media, which reduces to a study of (non-)stationary
phase with singularity. Indeed, if we denote ξ = (ξ ′, ξd) ∈ Rd, since the
measure µ is supported in the set ξ2 = n2(x), the roots
√
ξ′2 − n2± + iαεε to
the equations ξ2d = n
2
± − ξ′2(−iαεε) naturally appear in the expressions that
we consider. In order to treat the singularity of these roots near ξ ′2 = n2±
when ε → 0, the key ingredients are a contour deformation in the complex
plane and the use of almost-analytic extensions.
The method we use to prove Theorem 1 is a combination of two methods:
the one introduced by L. Miller [Mil1] for the study of the semiclassical limit
of transmission problems for Schro¨dinger equations, and the one introduced
by Benamou, Castella, Katsaounis, Perthame [BCKP] to study the high
frequency limit of Helmholtz equations with source term and smooth index
of refraction. Let us give some details.
As a first step, we establish bounds on the sequence of Wigner transforms
associated with (uε), which will ensure the existence of a Wigner measure µ.
These bounds are deduced, as in [BCKP], from uniform (in ε) bounds on the
sequence (uε). To establish the latter, we rather study the rescaled sequence
wε(x) = ε
d−1
2 uε(εx),
which obviously satisfies
−iαεεwε + ∆wε + n2(εx)wε = −f(x). (4.1.5)
We use the results independently proved by the author in [Fou2] using a mul-
tiplicator method borrowed from [PV1]. Under some homogeneous disper-
sive conditions on the refraction index, these provide uniform homogeneous
Besov-like estimates, together with uniform L2(Γ) estimates on the traces of
wε and ∂xdw
ε on the interface. Once these bounds are established, we readily
obtain bounds on uε.
However, as we have already mentionned, it turns out that our method
also requires to identify the limit w = limwε (it exists up to extraction)
in order to determine the source term Q. This limit w clearly satisfies the
following Helmholtz equation with constant index
∆w + n2(0)w = −f. (4.1.6)
Unfortunately, the equation (4.1.6) does not identify w in a unique way. In
the general case, we cannot identify w as the outgoing solution to this equa-
tion. Two difficulties arise: the treatment of the interface and the variability
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of the indices n±(x). We only identify w as the outgoing solution to (4.1.6)
when the two media are homogeneous (Theorem 2). This problem already
appears when the refraction index is smooth. In the latter case, Castella [Cas]
and Wang, Zhang [WZ] recently proved by two different approaches that the
weak limit of the solution to (4.1.5) is the outgoing solution to (4.1.6).
Before going further, we would like to emphasize here that we cannot obtain
the estimates on uε for a general interface (i.e. if the interface is not a hy-
perplane), which prevent us from studying the high frequency limit in this
more general context. More precisely, we still get the homogeneous bounds
on uε and ε∇uε in B˙∗, together with the uniform bound in L2(Γ) on the
trace uεeΓ, but we cannot obtain anymore the uniform bound in L
2(Γ) on the
trace ε∂du
ε
eΓ that is also necessary in our study.
As a second step, we study the Wigner measure µ outside the interface.
This is done following Benamou et al [BCKP]. Since the refraction index is
smooth in the interior of each medium, we can use their results to get the
transport equation satisfied by the Wigner measure µ outside the interface.
Their proof is based on estimates of the type we proved in [Fou2], thus we
obtain that
0+µ+ ξ · ∇xµ+ 1
2
∇xn2(x) · ∇ξµ = Q, (4.1.7)
in the interior of each medium, where Q is given by (4.1.4). The term 0+µ is
the track of the outgoing radiation condition on uε. It determines µ as the
outgoing solution to (4.1.7) in the following particular sense:
µ(x, ξ) =
∫ 0
−∞
Q
(
X(t),Ξ(t)
)
dt,
for (x, ξ) such that the bicaracteristics (X(t),Ξ(t)) defined by{
X˙(t) = Ξ(t), X(0) = x
Ξ˙(t) = 1
2
∇xn2 (X(t)) , Ξ(0) = ξ,
does not reach the interface for t ∈ (−∞, 0). As in [BCKP], we have to
handle two specific difficulties: the treatment of the source term (that can
be done thanks to the appropriate scaling chosen for f ε), and the proof of
the radiation condition on µ. By proving first a localization property on µ,
we improve the radiation condition at infinity proved in [BCKP].
As a third step, we study the behaviour of µ at the interface. For this,
we use the method of Miller [Mil1], [Mil2]. We first write the transport
equations up to the boundary satisfied by µ in a weak form, using only
tangential test operators. Next, using these transport equations, we obtain
the local propagation relations at the interface (in particular the refraction).
Finally, to obtain (4.1.3), we last use the transport equation (4.1.7)
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together with the radiation condition at infinity and the propagation
relations at the boundary obtained in the previous step.
Our paper is organized as follows. In Section 2, we first recall the two
points of view while studying Wigner measures, pseudodifferential operators
or Wigner transforms. Then we give our main assumptions on the refraction
index and the source profile f . In Section 3, we establish uniform bounds
on the sequence (uε) and the sequence of Wigner transforms (W ε(uε)). In
Section 4, we obtain the transport equations satisfied by Wigner measures
outside the interface and up to the boundary. In Section 5, we prove our
refraction result in the case of two homogeneous media, which illustrates our
procedure in this easier case (the geometry of rays is explicitely known in
this case). Then, we extend the result to the general case in Section 6, i.e.
for non constant indices. Section 7 is devoted to the proof of the radiation
conditions at infinity in the homogeneous case (as we have already seen, the
Helmholtz equation and the kinetic transport equation (4.1.7) must be both
complemented by such a condition to determine a unique solution). These
conditions concern the limit w of the rescaled solution to the Helmholtz
equation on the one hand, and the Wigner measure ”inside” the interface
on the other hand. In Appendix A, we detail the derivation of the explicit
formula for the solution uε in the homogeneous case. We recall in Appendix
B some results about sharp truncation and pseudodifferential operators we
use in our study. Finally, in Appendix C, we give the proofs of the properties
on tangential test operators.
4.2 Notations and assumptions on the source
and the refraction index
4.2.1 Semiclassical measures and Wigner transform
In this section, we recall some usual definitions and notations we will use
in the sequel together with the link between the two different points of view
in the study of semiclassical measures (using peudodifferential operators or
Wigner transforms).
We use the following definition for the Fourier transform:
uˆ(ξ) = (Fx→ξu)(ξ) = 1
(2pi)d
∫
Rd
e−ix·ξu(x)dx.
The Weyl semiclassical operator aw(x, εDx) (or Op
w
ε (a)) is the continuous
operator from S(Rd) to S ′(Rd) associated with the symbol a ∈ S ′(T ∗Rd) by
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Weyl quantization rule
(aw(x, εDx)u)(x) =
1
(2piε)d
∫
Rdξ
∫
Rdy
ei
(x−y)·ξ
ε a
(x + y
2
, ξ
)
f(y)dξdy.
If a ∈ S(T ∗Rd) then aw(x, εDx) is continuous from S ′(Rd) to S(Rd) and it is
continuous from Hs(Rd) to Hs
′
(Rd) for any real s, s′ with as ε→ 0,
‖aw(x, εDx)‖L(Hs,Hs′ ) = O(1) if s ≥ s′
‖aw(x, εDx)‖L(Hs,Hs′ ) = O(εs−s′) if s ≤ s′.
For u, v ∈ S(Rd) and ε > 0, we define the Wigner transform
W ε(u, v)(x, ξ) = (Fy→ξ)(u
(
x+
ε
2
y
)
v¯
(
x− ε
2
y
)
),
W ε(u) = W ε(u, u).
We have the following formula: for u, v ∈ S ′(Rd) and a ∈ S(Rd × Rd),
〈W ε(u, v), a〉S′,S = 〈u, aw(x, εDx)v〉S′,S, (4.2.1)
where the duality brackets 〈., .〉 are semi-linear with respect to the first
argument. This formula is also valid for u, v lying in other spaces as we will
see in Section 3.
If (uε) is a bounded sequence in L2(Rd) (or in some weighted L2 space as it
is the case in our problem), it turns out that, up to extracting a subsequence,
there exists a Wigner measure (or semiclassical measure) µ associated with
(uε), i.e. a positive Radon measure on the phase space T ∗Rd = Rdx × Rdξ
satisfying:
∀a ∈ C∞c (R2d), lim
ε→0
〈uε, aw(x, εDx)uε〉L2 = lim
ε→0
〈W ε(uε), a〉 =
∫
a(x, ξ)dµ
4.2.2 Assumptions on the refraction index and the
source
In the sequel, we denote x = (x′, xd) a point in Rd.
In order to get uniform (in ε) bounds on the sequence (uε), we use the
following homogeneous Besov-like norms: for u, f ∈ L2loc,
‖u‖2
B˙∗ = sup
R>0
1
R
∫
B(R)
|u|2dx,
‖f‖B˙ =
∑
j∈Z
(
2j+1
∫
C(j)
|f |2dx
)1/2
,
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where B(R) denotes the ball of radius R, and C(j) the ring {x ∈ Rd/2j ≤
|x| < 2j+1}.
These norms were introduced (in their inhomogeneous version) by Agmon
and Ho¨rmander [AH], and they have been used recently by Perthame and
Vega [PV1].
They satisfy the following duality relation∣∣∣∣∫ u(x)f(x)dx∣∣∣∣ ≤ ‖u‖B˙∗‖f‖B˙.
We denote for x ∈ Rd, |x| =
√∑d
j=1 x
2
j and 〈x〉 = (1 + |x|2)1/2.
For all δ > 1
2
, the space B˙∗ is contained in the weighted L2 space L2−δ with
inhomogeneous weight 〈x〉−δ:
‖u‖L2−δ := ‖〈x〉−δu‖L2 ≤ C(δ)‖u‖B˙∗. (4.2.2)
Similarly, we have for all δ > 1/2,
‖f‖B˙ ≤ C(δ)‖f‖L2δ .
We are now ready to state our assumptions. Our first (technical)
assumption, borrowed from [BCKP], concerns the regularizing parameter:
(H1) αε ≥ εγ for some γ > 0.
Next, we need assumptions on the refraction index that are mainly related
to the dispersion at infinity of the rays of geometrical optics. The following
five are those made in [Fou2] to obtain the estimates on uε.
(H2) there exists c > 0 such that [n2](x) ≥ c for all x ∈ Γ,
(H3) there exists n0 > 0 such that n ∈ L∞, n ≥ n0.
(H4)
2
∑
j∈Z
sup
C(j)
(x · ∇n2(x))−
n2(x)
:= β1 <∞,
(H5) ∑
j∈Z
sup
C(j)
2j+1
(∂dn
2(x))+
n2(x)
:= β2 <∞,
(H6) β1 + β2 < 1,
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Next, following Benamou et al [BCKP], in order to follow the radiation
condition in the limiting process, we assume a stronger decay at infinity on
the index:
(H7) 〈x〉N0∇xn2± ∈ L∞ for some N0 > 2,
(H8) ∇xn2± locally Lipschitz on {x ∈ Rd/xd ≷ 1}.
As we will see in Section 3, to get uniform bounds on uε, we assume that
the source term satisfies
(H9) ‖f‖B˙, ‖∇f‖B˙ <∞.
In order to compute the limit of the energy source, we make, as in [BCKP],
the stronger assumption
(H10) 〈x〉Nf ∈ L2(Rd) for some N > 1
2
+ 3γ
γ+1
, and 〈x〉N1∂xdf ∈ L2(Rd)
for some N1 > 1/2.
Finally, we assume
(H11) f ∈ H 12+s(Rd) for some s > 0,
so that the traces of f on hyperplanes are well-defined in L2(Rd−1x′ ), and
(H12) limε→0 ‖f
(·, 1
ε
)‖L2(Rd−1
x′ )
= 0.
The last assumption can be rewritten as ‖f ε(·, 1)‖L2(Rd−1
x′ )
→ 0 as ε → 0, so
it means that no source density remains at the interface as ε→ 0.
Let us comment the assumptions we make on the index n. The conditions
(H2) and (H5) are specific to the case with interface: they mainly ensure
that the energy goes from one side of the interface to the other. The
hypothesis (H4) together with (H3), ensures the dispersion at infinity of
the rays of geometrical optics outside the interface. (H4) is a kind of virial
assumption. We would like to point out that we do not require that the
index n goes to a constant at infinity.
We recall here how such hypotheses (H3), (H4) induce the dispersion at
infinity of the bicharacteristic curves at zero energy, i.e. the zero energy is
non-trapping (at least without interface). Indeed, when the bicharacteristics
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does not intersect the interface, (X(t),Ξ(t)) is defined by the Hamiltonian
system (for instance),{
X˙(t) = Ξ(t), X(0) = x
Ξ˙(t) = 1
2
∇xn2− (X(t)) , Ξ(0) = ξ,
(4.2.3)
where the index of refraction n− is smooth.
Let (x, ξ) be such that ξ2 = n2(x). Then, d
dt
X(t)2 = 2X(t) ·Ξ(t) and d
dt
X(t) ·
Ξ(t) = Ξ(t)2 + 1
2
X(t) · ∇xn2− (X(t)). Since (H4) implies that for all x ∈ Rd,
(x · ∇n2(x))−
n2(x)
≤ β1
2
<
1
2
,
we get
d
dt
X(t) · Ξ(t) = n−(X(t))2 + 1
2
X(t) · ∇xn2− (X(t)) ≥
n−(X(t))2
2
≥ n
2
0
2
.
Hence, for t sufficiently negative, we have X(t) ·Ξ(t) ≤ n20
4
t and X(t)2 ≥ n20
4
t2.
Thus we proved that
|X(t)| → ∞ with X(t) · Ξ(t) < 0 as t→ −∞.
4.3 Bounds on uε, W ε(uε), W ε(f ε, uε)
The first step in our study is to prove uniform bounds on the sequence
of Wigner transforms (W ε(uε)), which will ensure the existence of a Wigner
measure associated with the sequence of solutions (uε) (up to extracting a
subsequence). As in [BCKP], we deduce these bounds from uniform homo-
geneous bounds on (uε).
4.3.1 Bounds on the solution to the Helmholtz equa-
tion
In this part, we give uniform bounds on the sequences (uε) and (ε∇uε)
and their traces on the interface. This will allow us to define the various
Wigner measures that appear in our problem. The following theorem is
proved in [Fou2] (using the multiplier method introduced by Perthame and
Vega [PV1]):
Theorem 4.3.1 (borrowed from [Fou2]) Under the hypotheses (H2)-
(H7), the solution to the Helmholtz equation (4.1.1) satisfies
‖ε∇uε‖2
B˙∗ + ‖uε‖2B˙∗ +
∫
Γ
∣∣[n2]∣∣ |uε|2dx′ + ∫
Γ
∣∣[n2]∣∣ |ε∇uε|2dx′
≤ C(‖f‖2
B˙
+ ‖∇f‖2
B˙
) (4.3.1)
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where C does not depend on ε.
Remarks: Actually, in [Fou2], we proved the result for ε = 1, but thanks to
the homogeneity of the norms and assumptions, it also holds for ε ∈ (0, 1).
Let us say again that, for more general interfaces (not hyperplanes), we
cannot get the uniform bound in L2(Γ) on the trace ε∂du
ε, which is necessary
in our study.
We draw two consequences of these bounds that will be useful for our
purpose. First, we study the limit of the rescaled sequence defined by
wε(x) = ε
d−1
2 uε(εx)
that appears while computing the limit of the source term in the transport
equation satisfied by the Wigner measure µ. One can notice that, thanks to
the homogeneity of the norm B˙∗, we have the following scaling invariance
‖wε‖B˙∗ = ‖uε‖B˙∗
‖∇wε‖B˙∗ = ‖ε∇uε‖B˙∗.
Theorem 4.3.2 (i) We may extract from (wε) a subsequence which con-
verges weak-∗ in B˙∗ and strongly in L2loc(Rd) to a solution w of
∆w + n(0)2w = −f. (4.3.2)
As a consequence, there exists a density q ∈ L2(|ξ|2 = n2(0)) such that
wˆ(ξ) = wˆ0(ξ) + i
pi
2
q(ξ)δ(|ξ|2 − n2(0)), (4.3.3)
where w0 is the outgoing solution to (4.3.2), given by
wˆ0(ξ) = (|ξ|2−n2(0)+i0)−1fˆ(ξ) =
(
p.v.
( 1
|ξ|2 − n2(0)
)
+i
pi
2
δ(|ξ|2−n2(0))
)
fˆ(ξ).
(ii) If n+ and n− are constant then w is the outgoing solution w0 to (4.3.2),
i.e. q = 0.
Remark: In general, we cannot identify w as the outgoing solution to
(4.3.2). This problem already appears in the case of a smooth index of
refraction (i.e. without interface). It has been solved in that case only re-
cently by two different approaches by Castella [Cas], and Wang, Zhang [WZ].
Proof. The first part of point (i) can be easily deduced from Theorem 4.3.1
using Rellich’s theorem. The formula (4.3.3) can be found in [AH]. Point
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(ii) is proved in Section 7. 
The second property we will need in our study is the ε-oscillation of the
sequence of solutions (uε).
Proposition 4.3.3 The sequence (uε) is strongly ε-oscillating of order 2+s:
for all ϕ ∈ C∞c (Rd), |εDx|sϕ|εDx|2uε is bounded in L2(Rd) .
Proof. Let ϕ ∈ C∞c (Rd). From property (4.2.2) and the estimate (4.3.1),
we deduce that the sequences (uε), (ε∇uε) are bounded in L2−β(Rd) for any
β > 1/2. Since uε is the solution to the Helmholtz equation (4.1.1), with a
source term f ε bounded in L2−β(R
d), (|εDx|2uε) is also bounded in L2−β(Rd).
Hence, |εDx|sϕuε is bounded in L2(Rd) and so is |εDxd|sϕn2uε by Lemma
B.4. Moreover, (|εDx|sf ε) is bounded in L2(Rd). Indeed,∥∥ |εDx|sf ε∥∥L2 = ∥∥ |εξ|sf̂ ε∥∥L2 = √ε∥∥ |ξ|sfˆ∥∥L2 ,
which is bounded since f ∈ H 12+s(Rd). Hence, using the equation (4.1.1), we
deduce that |εDxd|sϕ|εDxd|2uε is bounded in L2(Rd). 
4.3.2 Bounds on the Wigner transforms W ε(uε) and
W ε(f ε, uε)
From Theorem 4.3.1, we now deduce bounds on the sequences of Wigner
transforms (W ε(uε)) and (W ε(f ε, uε)). We obviously need uniform bounds
on (W ε(uε)). The study of the sequence (W ε(f ε, uε)) is also necessary to
handle the source term in the high frequency limit. Indeed, W ε(uε) satisfies
the following equation, where W ε stands for W ε(uε):
αεW
ε + ξ · ∇xW ε + Zε ?ξ W ε = i
2ε
Im W ε(f ε, uε) := Qε (4.3.4)
with Zε(x, ξ) = i
2ε
Fy→ξ
(
n2
(
x + ε
2
y
)− n2(x− ε
2
y
))
.
This equation can be obtained writing first the equation satisfied by
vε(x, y) = uε
(
x + ε
2
y
)
u¯ε
(
x− ε
2
y
)
. From the equality
∇y · ∇xvε = ε
2
[
∆uε(x +
ε
2
y)u¯ε(x− ε
2
y)−∆u¯ε(x− ε
2
y)uε(x +
ε
2
y)
]
,
we deduce
αεv
ε + i∇y · ∇xvε + i
2ε
[
n2(x +
ε
2
y)− n2(x− ε
2
y)
]
vε = σε(x, y),
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where
σε(x, y) :=
i
2ε
[
f ε(x+
ε
2
y)u¯ε(x− ε
2
y)− f¯ ε(x− ε
2
y)uε(x+
ε
2
y)
]
.
After a Fourier transform, we obtain the equation (4.3.4).
The following two results are proved in [BCKP] (we write the proofs below
for the convenience of the reader).
Proposition 4.3.4 (borrowed from [BCKP]) Assume that the sequence
(uε) is bounded in B˙∗. Then, for any λ > 0, the sequence of Wigner trans-
forms (W ε(uε)) is bounded in the Banach space X∗λ below and , extracting a
subsequence, converges weak-∗ to a nonnegative, locally bounded measure µ
such that
sup
R>0
1
R
∫
|x|<R
∫
ξ∈Rd
dµ(x, ξ) ≤ C‖f‖2
B˙
. (4.3.5)
The Banach space X∗λ is defined as the dual space of the set Xλ of functions
ϕˆ(x, ξ) such that ϕ(x, y) := Fξ→y(ϕˆ(x, ξ)) satisfies∫
Rdy
sup
x∈Rd
(1 + |x|+ |y|)1+λ|ϕ(x, y)|dy <∞. (4.3.6)
The second result is due to the particular choice of the scaling of the
source term in the Helmholtz equation (4.1.1).
Proposition 4.3.5 (borrowed from [BCKP]) Let (uε) be a sequence of
functions bounded in B˙∗, and f ∈ L2N(Rd) with N > 12 . We denote f ε(x) =
1
ε
d−1
2
f
(
x
ε
)
. Then, the sequence (W ε(f ε, uε)) is bounded in S ′(T ∗Rd) and for
all ψ ∈ S(T ∗Rd), we have
lim
ε→0
1
ε
〈W ε(f ε, uε), ψ〉S′,S = 1
(2pi)d
∫
Rd
¯ˆw(ξ)fˆ(ξ)ψ(0, ξ)dξ, (4.3.7)
where w is defined in Proposition 4.3.2.
Proof of Proposition 4.3.4.
We observe that
‖〈x〉− 12−λuε(x)‖L2 ≤ C‖uε‖B˙∗ ≤ C‖f‖B˙,
hence, for any function ϕ satisfying (4.3.6), we have
|〈W ε(uε), ϕˆ〉|
≤
∫
R2d
|uε|(x+ ε
2
y)|uε|(x− ε
2
y)
〈x+ ε
2
y〉 12+0〈x− ε
2
y〉 12+0 〈x +
ε
2
y〉 12+0〈x− ε
2
y〉 12+0|ϕ|(x, y)dxdy
≤ C‖f‖2
B˙
∫
Rd
sup
x∈Rd
〈|x|+ |y|〉1+0|ϕ(x, y)|dy.
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Therefore, (W ε(uε)) is bounded in X∗λ, λ > 0. We deduce that, up to ex-
tracting a subsequence, (W ε(uε)) converges weak-∗ to a nonnegative measure
µ that satisfies
|〈µ, ϕˆ〉| ≤ C‖f‖2
B˙
∫
Rd
sup
x∈Rd
〈|x|+ |y|〉1+0|ϕ(x, y)|dy. (4.3.8)
We refer to [LP] for the proof of the nonnegativity of µ.
The bound (4.3.5) is obtained using the following family of functions
ϕRµ (x, y) =
1
µ3/2
e−|y|
2/µ 1
R
χ(〈x〉 ≤ R)
and letting µ→ 0, R→∞. 
Proof of Proposition 4.3.5.
Let ψ ∈ S(T ∗Rd) and ϕ(x, y) = F−1y→ξ(ψ(x, ξ)), then we have
1
ε
〈W ε(f ε, uε), ψ〉S′,S = 1
ε
∫
f ε
(
x +
ε
2
y
)
uε
(
x− ε
2
y
)
ϕ(x, y)dxdy
=
∫
f(x)wε(x+ y)ϕ(ε(x+
y
2
), y)dxdy.
Hence, using that ψ ∈ S(R2d), we get∣∣∣∣1ε〈W ε(f ε, uε), ψ〉S′,S
∣∣∣∣ ≤ C ∫ 〈x〉N |f(x)| |wε(x+ y)|〈x+ y〉β 〈x+ y〉β〈x〉N〈y〉kdxdy
≤ C‖〈x〉Nf‖L2‖wε‖B˙∗
∫
Rdy
sup
x∈Rd
〈x + y〉β
〈x〉N〈y〉kdy
for any k ≥ 0 and β > 1/2, upon using the Cauchy-Schwarz inequality in x.
Then, we distinguish the cases |x| ≤ |y| and |x| ≥ |y| : the term stemming
from the first case gives a contribution which is bounded by Cε
∫
dy
〈y〉k−β and
the second contribution is bounded by Cε
∫
dy
〈y〉k . Hence, upon choosing k
large enough, we obtain that∣∣∣∣1ε〈W ε(f ε, uε), ψ〉S′,S
∣∣∣∣ ≤ C‖〈x〉Nf‖L2‖wε‖B˙∗.
Now, in order to compute the limit (4.3.7), we write
1
ε
〈W ε(f ε, uε), ψ〉 =
∫
f(x)wε(x + y)
(
ψˆ
(
ε
(
x+
y
2
)
, y
)
− ψˆ(0, y)
)
dxdy
+
∫
f(x)wε(x+ y)ψˆ(0, y)dxdy
= Iε + IIε.
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Reasonning as above, we readily get that limε→0 Iε = 0. For the second term,
we use the strong convergence of (wε) in L2loc, which implies
IIε →
∫
f(x)w¯(x + y)ψˆ(0, y)dxdy.

4.4 Transport equations on the Wigner mea-
sures
The next step in our study is the derivation of the transport equations
satisfied by the various Wigner measures that appear in our problem. These
equations are of two different types. The first one is the transport equation
satisfied by the Wigner measure µ in the interior of each medium, it is de-
duced from the case with a smooth index of refraction studied in [BCKP].
The other two equations concern the Wigner measures associated with the
restrictions of (uε) to each side of the interface up to the boundary: the pres-
ence of the interface induces some extra source terms in these equations that
involve the Wigner measures associated with the traces of uε and ε∂du
ε on
the interface.
As we have already noted for the Helmholtz equation, the kinetic transport
equation (of Liouville type) satisfied by the Wigner measure µ must be com-
plemented by a radiation condition at infinity to determine a unique solution.
4.4.1 Notations
Throughout our study, we shall use the following notations.
For a function ϕ defined on Rd × Rk for some k ≥ 0, we denote ϕeΓ the
trace of ϕ on Γ× Rk.
(u, v) denote the scalar product of u and v in L2(Rd), (u, v)± the scalar
product of their restrictions to L2(xd ≷ 1), and (u, v)Γ the scalar product of
their traces on Γ if they are defined in L2(Γ).
In the sequel, we denote Hε = −ε2∆ − n2(x). Hε is a selfadjoint semi-
classical operator with symbol |ξ|2 − n2(x). The equation (4.1.1) can be
rewritten
iαεεu
ε +Hεuε = f ε(x).
Similarly, we denote Hε± = −ε2∆− n2±(x).
For all x ∈ Rd, ξ′ ∈ Rd−1, we denote ω±(x, ξ′) = n2±(x)− |ξ′|2.
We denote uε± = 1{xd≷1}u
ε the restrictions of uε in each medium, defined
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on Rd. Next, the sequences (uε±) are bounded in B˙
∗(Rd). Thus, we can
associate with them two Wigner measures µ− and µ+ on T ∗Rd as defined in
Theorem 4.3.4.
Since the sequences of traces (uεeΓ) and ((ε∂xdu
ε)eΓ) are bounded in
L2(Γ), we can also associate with the sequence (uεeΓ, (ε∂xdu
ε)eΓ) a matrix
valued Wigner measure
(
ν ν¯J
νJ ν˙
)
.
Crucial property
As pointed out by Luc Miller [Mil2], the hermitian positivity of this matrix
measure will be crucial in our proof. We have the following property
|νJ | ≤ (ν)1/2(ν˙)1/2. (4.4.1)
4.4.2 Behavior of the Wigner measure in the interior
of each medium
In the interior of each medium, the refraction index is smooth. The behav-
ior of the Wigner measure in that case is studied in Benamou et al [BCKP].
We recall their result in Theorem 4.4.2. Actually, they proved the analogous
of Theorem 4.4.2 with a weaker radiation condition at infinity. The condition
we state here can be easily deduced from the one they proved together with
the localization property stated in Propositon 4.4.1.
Support of µ
The following localization property is well-known without source term. It
is still valid here thanks to the particular scaling of f ε.
Proposition 4.4.1
supp(1T ∗(Rd\Γ)µ) ⊂ {(x, ξ) ∈ T ∗Rd/ |ξ|2 = n(x)2}.
Proof. Let φ ∈ C∞c (T ∗(Rd \ Γ)) and φε = φw(x, εDx). By pseudodifferential
calculus, φεHε = Opwε (φ(x, ξ)(|ξ|2−n(x)2))+O(ε) hence, using the definition
of the measure µ, we get
lim
ε→0
(φεHεuε, uε) = lim
ε→0
(Opwε (φ(x, ξ)(|ξ|2 − n(x)2))uε, uε)
=
∫
φ(x, ξ)(|ξ|2 − n2(x))dµ.
Using the equation (4.1.1), we write
(φεHεuε, uε) = (φεf ε, uε)− iαεε(φεuε, uε) = (W ε(f ε, uε), φ)− iαεε(φεuε, uε).
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On the first hand, Proposition 4.3.5 gives that limε→0(W ε(f ε, uε), φ) = 0.
On the other hand, (φεuε, uε) is bounded, hence limε→0 αεε(φεuε, uε) = 0.
Therefore, for any φ ∈ C∞c (T ∗(Rd \ Γ)), we have
∫
φ(|ξ|2 − n2(x))dµ = 0,
thus supp(1T ∗(Rd\Γ)µ) ⊂ {|ξ|2 = n(x)2}. 
Transport equation on µ away from the interface
Theorem 4.4.2 Under the assumptions (H1)-(H10), the measure µ satisfies
the following transport equation as a distribution in
T ∗(Rd \ Γ)
ξ · ∇xµ+ 1
2
∇xn2(x) · ∇ξµ = Q(x, ξ) in T ∗(Rd \ Γ), (4.4.2)
where Q(x, ξ) = 1
2d+1pid−1 δ(x)δ(|ξ|2−n2(0))fˆ(ξ)(
¯ˆ
f(ξ)+ q¯(ξ)), and q ∈ L2(ξ2 =
n2(0)) is given in Proposition 4.3.2.
Moreover, µ satisfies the following outgoing condition at infinity : for all
functions R ∈ C∞c (T ∗(Rd \ Γ)) such that g(x, ξ) =
∫ +∞
0
R(x + tξ, ξ)dt is
supported in one side of the interface, we have
〈µ,R〉 =
∫
{ξ2=n(0)2}
|fˆ(ξ)|2g(0, ξ)dξ +
∫
R2d
1
2
∇xn2 · ∇ξg dµ. (4.4.3)
Proof. The proof of (4.4.2) is a straighforward adaptation of [BCKP].
In [BCKP], the radiation condition (4.4.3) is stated in a weaker form,
using only test functions R such that supp(R) ⊂ R2d\{ξ = 0}. Actually,
as we see from the previous localization property, this is not a restriction. 
From the previous radiation condition (4.4.3), we deduce the following.
Corollary 4.4.3
µ(x, ξ) → 0 when |x| → ∞ with x · ξ < 0 and xd 6= 1.
Proof. Let δ be positive. We look for M such that for all test function R ∈
C∞c (T ∗(Rd \ Γ)) with support in {|x| ≥M, x · ξ < 0}, we have: |〈µ,R〉| ≤ δ.
Let R ∈ C∞c (T ∗(Rd \Γ)) be as in (4.4.3). We may assume that R has support
in {|ξ| ≥ n(0)/2}. Then, the radiation condition (4.4.3) gives
〈µ,R〉 =
∫
{ξ2=n(0)2}
|fˆ(ξ)|2g(0, ξ)dξ +
∫
R2d
1
2
∇xn2 · ∇ξg dµ.
As a first step, we prove that the first term vanishes if R is supported in
{x · ξ < 0}. Indeed, g(0, ξ) = ∫∞
0
R(tξ, ξ)dt and tξ · ξ ≥ 0 for all t ≥ 0. Thus,
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if supp(R) ⊂ {x · ξ < 0}, then g(0, ξ) = 0.
As a second step, let us study the term
∫
R2d
∇xn2 · ∇ξg dµ.
First of all, let us show that ∇xn2 · ∇ξg is integrable for the measure µ.
In order to prove that point, we will use that µ satisfies (4.3.5), so that, for
all N > 1, 1/〈x〉N is integrable for the measure µ. Let us bound ∇ξg. Since
there exists M1 such that R has support in {M ≤ |x| ≤ M1}, the only non
vanishing contribution in the integral defining g(x, ξ) comes from t such that
2
M − |x|
n(0)
≤ t ≤ 2M1 + |x|
n(0)
. (4.4.4)
Thus, we can compute
∇ξg(x, ξ) =
∫ 2 M1+|x|
n(0)
2
M−|x|
n(0)
(t∇x +∇ξ)R(x+ tξ)dt.
Now, the derivatives of R are uniformly bounded. Hence, we get
|∇ξg(x, ξ)| ≤ C
∫ M1+|x|
n(0)
2 M−|x|
n(0)
tdt
≤ C(1 + |x|)
where C denotes any constant independent of x and ξ.
Therefore, since we assumed that there exists N0 > 2 such that 〈x〉N0∇xn2 ∈
L∞, we get ∣∣∇xn2 · ∇ξg∣∣ ≤ C/〈x〉N0−1.
Since 1/〈x〉N0−1 is integrable for µ, there exists Mδ such that∣∣∣∣∫|x|≥Mδ ∇xn2 · ∇ξgdµ
∣∣∣∣ ≤ δ. (4.4.5)
There now remains to estimate the part coresponding to |x| ≤Mδ. When
|x| ≤ Mδ, then for M large enough, we have |x + tξ| ≥ c|t| for t satisfying
(4.4.4). Hence, we get, for all l ∈ N,
|(t∇x +∇ξ)R(x + tξ)| ≤ Cl〈t〉l .
Thus, there exists M ′δ ≥Mδ such that∫ ∞
2
M′
δ
−Mδ
n(0)
|(t∇x +∇ξ)R(x+ tξ)dt| ≤ δ.
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Using that ∇xn2 is bounded, we get, for R with support in {|x| ≥M ′δ},∣∣∣∣∫|x|≤Mδ ∇xn2 · ∇ξgdµ
∣∣∣∣ ≤ Cδ. (4.4.6)
This last estimate together with (4.4.5) gives
|〈µ,R〉| ≤ Cδ,
which ends the proof. 
4.4.3 Study up to the boundary
The above result does not say anything about the Wigner measure µ
close to the boundary Γ, where refraction occurs. In order to write the
transport equations up to the boundary, we first define tangential test oper-
ators. These operators, that act as differential operators in the d-th variable,
will be adapted to the treatment of the interface (by integration by parts).
Using these test operators, we then study the propagation of the Wigner
measure up to the boundary. More precisely, since the behaviour at the
boundary depends on the side from which the rays come, we study sepa-
rately the measures associated with the restrictions of (uε) to each medium,
µ±. In the second paragraph, we first prove a localization property on µ±
similar to that of Proposition 4.4.1. Then, in the third paragraph, we write
the transport equation up to the boundary in a weak form.
Tangential test operators
Following L. Miller [Mil2], we introduce the class T n(Rd) of tangential
test operators of order n. We denote Cˆ∞c (R2d−1) := {ω : Rdx × Rd−1ξ′ →
R / Fξ′→y′ω ∈ C∞c (Rdx × Rd−1y′ )}.
Definition 4.4.4 The semiclassical operator φε = ϕW (x, εDx) is said to be
in T n(Rd) if ϕ(x, ξ) = ∑nk=1 ϕk(x, ξ′)ξkd with ϕk ∈ Cˆ∞c (R2d−1).
In other words, the tangential test operators have symbols that are polyno-
mial in the ξd variable. We will denote φ
ε
k = (ϕk)
W (x, εDx).
Actually, we will only use tangential test operators of order 1. Indeed, as
usual, in order to obtain transport equations on Wigner measures, we test
uε against commutators involving Hε. Thinking of the euclidian division
of a tangential symbol (considered as a polynomial in ξd) by the symbols
|ξ|2−n2±, that are of degree 2 in ξd, one can understand that no information
is lost using only tangential test operators of order 1.
Moreover, since they are differential operators in the xd-variable, these
86 Chapitre 4. Refraction by sharp interfaces
tangential operators have ”good” properties concerning the sharp trunca-
tions on {xd ≷ 1}, translated in Lemma 4.4.5.
Remark: The transmission problem we consider here can be rewritten
as two boundary value problems. The first propagation result concerning
Wigner measures for these problems was obtained by P. Ge´rard and E.
Leichtnam [GL] who were concerned with the Helmholtz equation with
constant index of refraction and Dirichlet boundary condition on a convex
domain. As pointed out by L. Miller, the method we use here avoids one of
their delicate tool: a euclidian division of symbols.
We give here the properties of these operators we shall need in the sequel.
The reader can find the proofs of these results (borrowed from [Mil1]) in
Appendix B.
Lemma 4.4.5 (borrowed from [Mil1]) For any φε ∈ T 2(Rd), any trun-
cating function χ ∈ C∞c (R) which equals 1 on [−1, 1], and any χ0 ∈ C∞c (R),
(i) limε→0
(
χ0(εDxd)φ
εuε±, u
ε
±
)− (χ0(εDxd)φεuε, uε)± = 0
(ii) lim supε→0
(
χ
(
ε
ρ
Dxd
)
φεuε±, u
ε
±
)
− (φεuε, uε)± → 0 as ρ→ +∞.
This lemma is a consequence of the ε-oscillation of (uε) and the L2-estimates
on the traces of uε and ε∇uε. Its proof does not use the fact that uε is a
solution to the Helmholtz equation (4.1.1). The second lemma corresponds
to an integration by parts with respect to the xd variable.
Lemma 4.4.6 (borrowed from [Mil1]) For all φε ∈ T 2(Rd), for all
u, v ∈ C∞(Rxd,D′(Rd−1x′ )),
− i
ε
(
(φεv, u)±− (v, (φε)∗u)±
)
= ±(φε1v, u)Γ± (φε2εDxdv, u)Γ± (φε2v, εDxdu)Γ.
Support of µ±
As for the Wigner measure µ, we have the following localization property
for the measures associated with the restrictions (uε±).
Proposition 4.4.7 (i) supp(µ±) ⊂ {|ξ|2 = n2±(x)}.
(ii) µ = µ+ + µ−.
Proof. Point (ii) is consequence of point (i) together with the orthogonality
property on Wigner measures. Indeed, since [n2] 6= 0 on the boundary, the
measures µ− and µ+ are mutually singular. Hence, the Wigner measure
associated with uε = uε− + u
ε
+, i.e. µ, is the sum of the measures associated
with uε− and u
ε
+.
Now, let us prove point (i). Let χ0 ∈ C∞c (R), ω ∈ Cˆ∞c (Rd×Rd−1) and Ωε =
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ωW (x, εDx′). From the definition of the measures µ± and pseudodifferential
calculus, we have
(χ0(εDxd)Ω
εHε±u
ε
±, u
ε
±) →
∫
χ0ω(ξ
2 − n2±(x))dµ±. (4.4.7)
On the one hand, by Lemma 4.4.5, the left-hand side of (4.4.7) has the
same limit, as ε→ 0, as (χ0(εDxd)ΩεHεuε, uε)±. Using the Helmholtz equa-
tion (4.1.1), we may then write
(χ0(εDxd)Ω
εHεuε, uε)± =(χ0(εDxd)Ω
εf ε, uε)± − iαεε(χ0(εDxd)Ωεuε, uε)±
=(W ε(f ε, uε), χ0ω)± − iαεε(χ0(εDxd)Ωεuε, uε)±.(4.4.8)
Let us now study the two terms in the right hand side of (4.4.8). Reasonning
as in the proof of proposition 4.3.5, we have
lim
ε→0
(W ε(f ε, uε), χ0ω)± = 0.
On the other hand, limε→0 αεε(χ0(εDxd)Ω
εuε, uε)± = 0. Therefore, for any
χ0, ω, we have
∫
χ0ω(ξ
2 − n2±(x))dµ± = 0. Hence, (ξ2 − n2±(x))µ± = 0 and
supp(µ±) ⊂ {|ξ|2 = n2±(x)}. 
Transport equation on µ± up to the boundary
The following property specifies what happens at the boundary.
Proposition 4.4.8 For all ϕ0, ϕ1 in Cˆ∞c (Rdx × Rd−1ξ′ ), we have
−
〈
µ±,
(
ξ · ∇x + 1
2
∇xn2± · ∇ξ
)
(ϕ0 + ϕ1ξd)
〉
= 〈Q±, ϕ0 + ϕ1ξd〉
± 1
2
〈ν, (|ξ′|2 − n2±)ϕ1eΓ〉T ∗Γ ± 〈Re νJ , ϕ0eΓ〉T ∗Γ ±
1
2
〈ν˙, ϕ1eΓ〉T ∗Γ (4.4.9)
where Q+ = 0, and Q− = 12d+1pid−1 δ(x)δ(|ξ|2 − n2(0))
(
|fˆ(ξ)|2 + fˆ(ξ)q¯(ξ)
)
, q
being given in Proposition 4.3.2.
Proof. As usual, in order to get the transport equations satisfied by µ±,
we test uε± against commutators that involve H
ε. Specifically, we take φε ∈
T 1(Rd), ϕ(x, ξ) = ϕ0(x, ξ′) + ϕ1(x, ξ′)ξd denoting its symbol. We apply
Lemma 4.4.5 with [Hε, φε] ∈ T 2(Rd). This gives
lim
ρ→+∞
lim sup
ε→0
i
2ε
(
χ
(ε
ρ
Dxd
)
[Hε, φε]uε±, u
ε
±
)
= lim sup
ε→0
i
2ε
(
[Hε, φε]uε, uε
)
±
, (4.4.10)
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whenever χ is in C∞c (R) and equals 1 on [−1, 1]. The limit of the left-hand
side in (4.4.10) equals
lim
ρ→+∞
∫
χ
(ξd
ρ
)(
ξ · ∇x + 1
2
∇xn2± · ∇ξ
)
ϕ dµ±
=
∫ (
ξ · ∇x + 1
2
∇xn2± · ∇ξ
)
ϕ dµ±.
The last inequality uses that ξ ·∇xϕ+ 12∇xn2± ·∇ξϕ is bounded on the support
of µ±, together with the dominated convergence theorem. Now, let us study
the right-hand-side of (4.4.10). It reads, expanding the commutator and
using that Hεuε = f ε − iαεεuε,
i
2ε
([Hε, φε]uε, uε)± =
i
2ε
(Hεφεuε, uε)± −
i
2ε
(φεHεuε, uε)±
=
i
2ε
(Hεφεuε, uε)± −
i
2ε
(φεf ε, uε)± −
αε
2
(φεuε, uε)± .
In order to make the ”adjoint” terms appear, we use that (H ε)∗uε = Hεuε =
f ε − iαεεuε to write the following equality
−αε
2
(φεuε, uε)± = −
i
2ε
(φεuε, (Hε)∗uε)± +
i
2ε
(φεuε, f ε)± .
We thus get
i
2ε
([Hε, φε]uε, uε)± =
i
2ε
(Hεφεuε, uε)± −
i
2ε
(φεuε, (Hε)∗uε)±
+
i
2ε
(φεuε, f ε)± −
i
2ε
(φεf ε, uε)± . (4.4.11)
Next, we study separately the terms involving the source f ε and the terms
involving Hε in the right-hand side of (4.4.11).
First step: study of i
2ε
(φεuε, f ε)± − i2ε (φεf ε, uε)±
We have
i
2ε
(φεuε, f ε)± −
i
2ε
(φεf ε, uε)± =
i
2ε
[(
W ε(f ε, uε), ϕ
)
± −
(
W ε(uε, f ε), ϕ
)
±
]
=
i
2ε
(ImW ε(f ε, uε), ϕ)± .
The limit of this last term is given by the following lemma.
Lemma 4.4.9
lim
ε→0
i
2ε
(ImW ε(f ε, uε), ϕ)± = 〈Q±, ϕ〉,
where Q± are defined above.
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We postpone the proof of this lemma. From this lemma, we obtain the
source term coming from f in (4.4.9), i.e. 〈Q±, ϕ〉.
Second step: study of i
2ε
(Hεφεuε, uε)± − i2ε (φεuε, (Hε)∗uε)±
This is done in the lemma below.
Lemma 4.4.10 For all φε ∈ T 1(Rd), we have
− i
ε
[(
Hεφεuε, uε
)
± −
(
φεuε, (Hε)∗uε
)
±
]
= ±(φε0(εDxduε)eΓ , uεeΓ)Γ ± (φε0uεeΓ, (εDxduε)eΓ)Γ
±(φε1(εDxduε)eΓ, (εDxduε)eΓ)Γ ± ((n± − ξ′2)Wφε1uεeΓ, uεeΓ)Γ +O(ε).
Let us again postpone the proof of this lemma and first end the proof of
Proposition 4.4.8.
From Lemma 4.4.10 and the definition of ν, ν˙, νJ , we directly deduce that
lim sup
ε→0
− i
ε
[(
Hεφεuε, uε
)
± −
(
φεuε, (Hε)∗uε
)
±
]
= ±
∫
2ϕ0eΓRe(dνJ)±
∫
(n2± − ξ′2)ϕ1eΓdν ±
∫
ϕ1eΓdν˙.
Putting together the results of the first and second step, we obtain the limit
of the right-hand side of (4.4.10):
lim sup
ε→0
− i
ε
([Hε, φε]uε, uε)±
= 〈Q±, ϕ〉 ±
∫
2ϕ0eΓRe(dνJ)±
∫
(n2± − ξ′2)ϕ1eΓdν ±
∫
ϕ1eΓdν˙.
Finally, using the equality (4.4.10), the proposition is proved.
There remains to prove the two lemmas 4.4.9 and 4.4.10.
Proof of Lemma 4.4.9.
As in the proof of Proposition 4.3.5, we can write
1
ε
(W ε(f ε, uε), ϕ)± =
∫
f(x)wε(x + y′)ϕ0
(
ε
(
x′ +
y′
2
)
, εxd, y
′
)
dxdy′
−
∫
∂df(x)wε(x + y
′)ϕ1
(
ε
(
x′ +
y′
2
)
, εxd, y
′
)
dxdy′
−
∫
f(x)∂dwε(x + y
′)ϕ1
(
ε
(
x′ +
y′
2
)
, εxd, y
′
)
dxdy′.
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Since wε, ∂dw
ε are bounded in B˙∗, and f ∈ L2N , ∂df ∈ L2N1 for some N, N1 >
1/2, we get that 1
ε
(W ε(f ε, uε), ϕ)± is uniformly bounded with respect to ε.
Then, we argue as in the end of the proof of Proposition 4.3.5. We need the
strong convergence of wε and ∂dw
ε in L2loc(R
d) to w and ∂dw respectively.
These two convergences are consequences of the uniform estimate for wε in
H2loc(R
d) together with the Rellich’s theorem. We deduce
lim
ε→0
1
ε
(W ε(f ε, uε), ϕ)± =
∫
xd≷1
f(x)w(x + y′)ϕ0 (0, y
′) dxdy′
−
∫
xd≷1
∂df(x)w(x + y
′)ϕ1 (0, y′) dxdy′
−
∫
xd≷1
f(x)∂dw(x + y
′)ϕ1 (0, y′) dxdy′.
Hence,
lim
ε→0
1
ε
(W ε(f ε, uε), ϕ)− =
∫
fˆ(ξ)wˆ(ξ)ϕ(0, ξ)dξ,
and
lim
ε→0
1
ε
(W ε(f ε, uε), ϕ)+ = 0.
We conclude using Imwˆ(ξ) = pi
2
(
fˆ(ξ) + q(ξ)
)
δ(ξ2 − n2(0)), where q is an
L2 density on the sphere ξ2 = n2(0). 
Proof of Lemma 4.4.10.
We use Lemma 4.4.6 with v = φεuε and u = uε to get
− i
ε
[(
Hεφεuε, uε
)
± −
(
φεuε, (Hε)∗uε
)
±
]
= ±(φεuε, εDxduε)Γ ± (εDxdφεuε, uε)Γ
= ±(φεuε, εDxduε)Γ ± (φεεDxduε, uε)Γ + (ε(Dxdϕ)wuε, uε)Γ,
where we use that εDdφ
ε = φε(εDxd) + ε(Dxdϕ)
w (see relation (C.1) in Ap-
pendix C for k = 0 and k = 1).
This calculation readily gives the result for tangential test operators of
order 0. Indeed, since the trace of uε is bounded in L2(Γ), we have(
ε(Dxdϕ0)
wuε, uε)Γ = O(ε) as ε→ 0.
Thus, the result is proved for φε = φε0. Let us now study the case
when φε = (ϕ1ξd)
w(x, εDx). We are left with the following two terms:
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(
(ϕ1ξd)
wuε, εDxdu
ε
)
Γ
and ((ϕ1ξd)
w(εDxd)u
ε, uε)Γ. Using again the relation
(C.1), we get(
(ϕ1ξd)
wuε, εDxdu
ε
)
Γ
=
(
φε1(εDxdu
ε), εDxdu
ε
)
Γ
+
ε
2
(
(Dxdϕ1)
wuε, εDxdu
ε
)
Γ(
(ϕ1ξd)
w(εDxd)u
ε, uε
)
Γ
=
(
φε1(εDxd)
2uε, uε
)
Γ
+
ε
2
(
(Dxdϕ1)
w(εDxdu
ε), uε
)
Γ
.
As before, ε
(
(Dxdϕ1)
wuε, εDxdu
ε
)
Γ
= O(ε) and ε
(
(Dxdϕ1)
w(εDxdu
ε), uε
)
Γ
=
O(ε). Hence,(
(ϕ1ξd)
wuε, εDxdu
ε
)
Γ
=
(
φε1(εDxdu
ε), εDxdu
ε
)
Γ
+O(ε)(
(ϕ1ξd)
w(εDxd)u
ε, uε
)
Γ
=
(
φε1(εDxd)
2uε, uε
)
Γ
+O(ε).
Moreover, (εDxd)
2 = Hε + (n2± − ξ′2)w, from which we deduce
(ϕw1 (εDxd)
2uε, uε)Γ = (ϕ
w
1 H
εuε, uε)Γ + (ϕ
w
1 (n
2
± − ξ′2)wuε, uε)Γ
= (ϕw1 f
ε, uε)Γ + ((n
2
± − ξ′2)wϕw1 uε, uε)Γ +O(ε).
Now, since
(ϕw1 (x, εDx)f
ε, uε)Γ = ((ϕ1eΓ)
w(x, εDx′)f
ε
eΓ , u
ε
eΓ)Γ
= (W ε(f εeΓ, u
ε
eΓ), ϕ1eΓ),
we obtain
|(ϕw1 (x, εDx)f ε, uε)Γ| ≤ C‖f εeΓ‖L2(Γ)‖uεeΓ‖L2(Γ).
Hence, the assumption (H11) and the boundedness of (uεeΓ) in L
2(Γ) imply
(ϕw1 (x, εDx)f
ε, uε)Γ → 0 as ε→ 0.
This ends the proof of the lemma. 
4.5 Refraction result in the case of two ho-
mogeneous media
In this section, we assume that n+ and n− are two constants with
n− > n+ > 0. We choose to first detail our method in the easier case of
two homogeneous media. Indeed, the strategy of proof is exactly the same
as in the general case but the geometry of the rays is easy to treat in that
particular case (the rays are pieces of lines). Moreover, in this special case,
we get a completely explicit formula for the Wigner measure associated with
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(uε), in particular because we can identify the various radiation conditions
at infinity that are necessary to entirely determine the Wigner measure µ.
Now we state our main result in the case of two homogeneous media.
Theorem 4.5.1 Assume (H1) and (H9)-(H12). Let uε be the solution to
the Helmholtz equation (4.1.1). Assume that the refraction indices n+ and
n− are constant, with n− > n+. Then, the Wigner measure associated with
(uε) is given by
µ(x, ξ) =
1{xd<1,ξd≥0}
∫ 0
−∞
Q(x + tξ, ξ)dt
+ 1{xd≤1,−
√
[n2]≤ξd<0}
(∫ 0
1−xd
ξd
Q(x+ tξ, ξ)dt+
∫ 1−xd
ξd
−∞
Q(xˇ + tξˇ, ξˇ)dt
)
+ 1{xd≤1,ξd<−
√
[n2]}
(∫ 0
1−xd
ξd
Q(x+ tξ, ξ)dt+
∫ 1−xd
ξd
−∞
αR(ξ′)Q(xˇ+ tξˇ, ξˇ)dt
)
+ 1{xd≥1,ξd>0}
(∫ 0
1−xd
ξd
Q(x + tξ, ξ)dt+
∫ 1−xd
ξd
−∞
αT (ξ′)Q(x˜ + tξ˜, ξ˜)dt
)
,
where
Q(x, ξ) =
1
2d+1pid−1
δ(x)δ(ξ2 − n2−)|fˆ(ξ)|2,
ξˇ = (ξ′,−ξd), xˇ = (x′, 2− xd),
ξ˜ =
(
ξ′, sgn(ξd)
√
ξ2d + [n
2]
)
, x˜ =
(
x′, 1 + (xd − 1) ξ˜d|ξd|
)
,
and the coefficients of partial reflection and partial transmission are
αR(ξ′) =
∣∣∣∣ 2
√
ω−(ξ′)√
ω+(ξ′) +
√
ω−(ξ′)
∣∣∣∣2, αT (ξ′) = ∣∣∣∣
√
ω+(ξ′)−
√
ω−(ξ′)√
ω+(ξ′) +
√
ω−(ξ′)
∣∣∣∣2.
Before going further, let us comment Theorem 4.5.1 with the help of
Figure 1 (where the regions Vj, j = 1, . . . 4 are defined in Section 5.2). In
order to compute the value of µ at the point (x, ξ), we first use the transport
equation (4.4.2) to obtain the relation between µ(x, ξ) and the value of µ
along the bicaracteristics (x + tξ, ξ) until the time when this curve reaches
the interface:
µ(x, ξ) = µ(x + tξ, ξ) +
∫ 0
t
Q(x + sξ, ξ)ds.
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x
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ξ
ξ
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+
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Figure 4.1: Rays of geometrical optics in the homogeneous case.
The first part of µ in Theorem 4.5.1, i.e. when (x, ξ) ∈ V1 in Figure 1,
corresponds to points (x, ξ) on the left side of the interface such that the
bicaracteristics passing through (x, ξ) at t = 0 does not reach the interface
for t ∈ (−∞, 0). The value of µ at such points is obtained using the
radiation condition at infinity stated in Lemma 4.4.3. The second part of
µ, i.e. when (x, ξ) ∈ V2 in Figure 1, corresponds to points (x, ξ) on the left
side of the interface such that the bicaracteristics passing through (x, ξ) at
t = 0 reaches the interface at a point where the ray is totally reflected (at
time (1− xd)/ξd). Finally, the third and fourth parts of µ correspond to the
two parts of the ray drawn for (x, ξ) ∈ V3 in Figure 1. For such points, the
energy is partially reflected and partially transmitted at the interface.
Theorem 4.5.1 is proved in the subsequent sections 4.5.1 and 4.5.2. We
first define the boundary measures (related to the traces of the measures
µ± at the boundary). Then, we obtain the propagation relations at the
boundary (total reflexion and refraction) using the transport equations up to
the boundary obtained in the previous section. Finally, we get the Wigner
measure µ by solving the transport equation satisfied by µ and using both the
radiation condition at infinity and the propagation relations at the boundary.
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4.5.1 Boundary measures
In this section, we introduce the boundary measures related to the trace
of µ on the interface and we give relations between these measures and the
semiclassical measures ν, ν˙ and νJ associated with the traces of uε and its
derivative ε∂du
ε on the interface. This task is performed using the transport
equations on µ± up to the boundary (4.4.9).
Existence and notations
Outside the interface, µ is a solution to the transport equation
ξ · ∇xµ = Q(x, ξ) = 1
2d+1pid−1
δ(x)δ(|ξ|2 − n2−)|fˆ(ξ)|2,
which we can rewrite, when ξd 6= 0,
∂xdµ+
1
ξd
ξ′ · ∇x′µ = 1
ξd
Q(x, ξ).
In the last equation, the coefficients are smooth in Rdx × (Rdξ \ {ξd = 0}).
Moreover, since f ∈ B˙, its Fourier transform fˆ belongs to L2(|ξ|2 = n2−),
hence Q ∈ C (Rxd,D′(Rd−1x′ × Rdξ))) and 1ξdQ(x, ξ) ∈ C(Rxd,D′(Rd−1x′ × (Rdξ \
{ξd = 0})
)
. Therefore, using Theorem 4.4.8’ in Ho¨rmander [Ho¨r1] we deduce
µ ∈ C (Rxd,D′(Rd−1x′ × (Rdξ \ {ξd = 0}))) .
For this reason, we can define, in {ξd 6= 0}, the traces
µ0± = µexd=1± . (4.5.1)
These measures inherit the positivity of µ and they satisfy the jump formula:
∂xd(1xd≷1µ) = 1xd≷1∂xdµ± δ(xd − 1)⊗ µ0±.
Since we have the localization property supp(µ±) ⊂ {|ξ|2 = n2±}, there exist
four nonnegative measures µout± , µ
in
± (see Figure 2) such that
µ0+ = δ(ξd +
√
ω+)⊗ µin+ + δ(ξd −
√
ω+)⊗ µout+ (4.5.2)
µ0− = δ(ξd −
√
ω−)⊗ µin− + δ(ξd +
√
ω−)⊗ µout− (4.5.3)
where ω± has been defined in Section 4.1, ω± = n2± − ξ′2.
Our goal is now to find relations between µin− , µ
in
+ , µ
out
− and µ
out
+ that
translate the transmission/reflection phenomena at the interface.
First, let us introduce the following last measures.
Lemma 4.5.2 There exist two nonnegative measures µ∂± on T ∗Γ with sup-
port in the set {|ξ ′|2 = n2±} such that
µ± = 1{xd≷1}µ± + δ(xd − 1)⊗ δ(ξd)⊗ µ∂±.
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xd = 1
µin+
µout+
µin−
µout−
Figure 4.2: Boundary measures
Remark: This means that the density at the interface (xd = 1) can be
only carried by the gliding rays ξd = 0. In the particular case we are
studying, these rays don’t ”come from” one medium since ξ is constant along
a ray. Hence, we will have to study separately the density inside the interface.
Proof. Let θ ∈ C∞c (Rd,S(Rd−1)). Let χ ∈ C∞(R) such that χ(0) = χ′(0) = 1,
χ(λ) = 0 if λ ≤ −1 and χ(λ) = 2 if λ ≥ 1. Let η > 0. We use the
transport equation given by the proposition 4.4.8 with ϕ0 = 0 and ϕ1(x, ξ
′) =
η χ
(
xd−1
η
)
θ(x, ξ′). It gives
−
〈
µ±, ξ · ∇x
(
η χ
(xd − 1
η
)
θξd
)〉
=
〈
Q±, η χ
(xd − 1
η
)
θξd
〉
+ η 〈ν˙ + (n2± − ξ′2)ν, θ0〉T ∗Γ,
where θ0 is the trace of θ at the interface Γ.
Since Q+ = 0, Q− = 12d+1pid−1 δ(x)δ(|ξ|2−n2−)|fˆ(ξ)|2 and χ
(
xd−1
η
)
has support
near xd = 1, we deduce that 〈Q±, η χ
(
xd−1
η
)
θξd〉 = 0 for η small enough.
Moreover, ξ · ∇x
(
η χ
(
xd−1
η
)
θξd
)
= χ′
(
xd−1
η
)
ξ2d θ + ξ
′ · ∇x′θ η χ
(
xd−1
η
)
ξd
converges pointwise to 1{xd=1}ξ
2
d θ as η → 0 and it is uniformly bounded with
respect to η on the support of µ±. Thus, using the dominated convergence
theorem, we deduce 〈1{xd=1}ξ2dµ±, θ〉 = 0. Since the test function θ is
arbitrary, we get supp(1{xd=1}µ±) ⊂ {xd = 1, ξd = 0} ∩ {|ξ|2 = n2±}. 
Next, we obtain the relations that we are looking for, depending on the
regions of T ∗Γ.
Lemma 4.5.3 For ξd 6= 0, in the set {ω± > 0}, we have
(i) ±Re νJ = √ω±(µout± − µin± ),
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(ii) 1
2
ν˙ = ω±(µout± + µ
in
± − 12ν).
Proof. Let χ ∈ C∞(R) be a nonnegative function such that χ(λ) = 0 if λ ≤ 1
and χ(λ) = 1 if λ ≥ 2. We denote χη(ξ′) = χ
(n2±−ξ′2
η
)
. Let χ0 ∈ C∞c be
a nonnegative function such that χ0(1) = 1 and supp(χ0) ⊂ [1/2, 3/2]. Let
θ ∈ Cˆ∞c (Rd−1x′ × Rd−1ξ′ ).
We successively use the transport equation given by Proposition 4.4.8 with
the choice ϕ0 = χη(ξ
′)θ(x′, ξ′)χ0(xd), ϕ1 = 0, next with ϕ0 = 0,
ϕ1 = χη(ξ
′)θ(x′, ξ′)χ0(xd). This gives the two relations
−〈µ±, ξ · ∇xϕ0〉 = 〈Q±, ϕ0〉 ± 〈Re νJ , χηθ〉T ∗Γ,
−〈µ±, ξ · ∇xϕ1ξd〉 = 〈Q±, ϕ1ξd〉 ± 1
2
〈ν˙ + ω±ν, χηθ〉T ∗Γ.
Since Q+ = 0, and Q− = 1(2pi)d δ(x)δ(|ξ|2 − n2−)|fˆ(ξ)|2, we have
〈Q±, ϕ0〉 = 〈Q±, ϕ1ξd〉 = 0.
Moreover, using Lemma 4.5.2, we get
−〈µ±, ξ · ∇xϕ0〉 = −〈1{xd≷1}µ, ξ · ∇xϕ0〉 − 〈δ(xd − 1)⊗ δ(ξd)⊗ µ∂±, ξ · ∇xϕ0〉
= 〈ξ · ∇x(1{xd≷1}µ), ϕ0〉 − 〈µ∂±, χη ξ′ · ∇x′θ〉.
Since the support of µ∂± lies in {ξ′2 = n2±}, and since χη vanishes on this set,
we deduce
lim
η→0
〈µ∂±, χη ξ′ · ∇x′θ〉 = 0.
In the same way, we may prove 〈δ(xd − 1) ⊗ δ(ξd) ⊗ µ∂± , ξ · ∇x(ϕ1ξd)〉 → 0
as η → 0.
Finally, since for all (x′, ξ′) ∈ T ∗Γ, χη(ξ′)θ(x′, ξ′) → 1{n2±−ξ′2=0}θ(x′, ξ′) as
η → 0, we obtain
〈(µout± − µin± )
√
ω±, θ〉T ∗Γ = ±〈Re νJ , θ〉T ∗Γ
〈(µout± + µin± )ω±, θ〉T ∗Γ, =
1
2
〈ν˙ + ω±ν, θ〉T ∗Γ.
Last, θ being arbitrary, the lemma is proved. 
Lemma 4.5.4 (i) ν˙ = 0 on {ω+ = 0}.
(ii) Re(νJ) = 0 on {ω+ ≤ 0}.
Proof. Let χ ∈ C∞(R) be a nonnegative function such that χ(λ) = 0 if λ ≤ 1
and χ(λ) = 1 if λ ≥ 2. Let χ0 ∈ C∞c (R) be a nonnegative function such that
χ0(1) = 1 and supp(χ0) ⊂ [1/2, 3/2]. Let θ ∈ Cˆ∞c (Rd−1x′ × Rd−1ξ′ ).
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We use the transport equation 4.4.9 with ϕ0 = χ
( |ξ′|2−n2+
η
)
θ(x′, ξ′)χ0(xd),
ϕ1 = 0. Since supp µ+ ⊂ {|ξ|2 = n2+}, we have
〈µ±, ξ · ∇xϕ0〉 = 0,
hence 〈
Re(νJ), χ
( |ξ′|2 − n2+
η
)
θ(x′, ξ′)
〉
T ∗Γ
= 0.
Then taking the limit η → 0, we get
〈Re(νJ), 1{ω+<0}θ(x′, ξ′)〉T ∗Γ = 0.
Thus, Re(νJ) = 0 on {ω+ < 0}.
To obtain the result on {ω+ = 0}, we again use the transport equation
4.4.9. Let χ ∈ C∞c (R) be nonnegative, χ(0) = 1, χ′(0) = 0, and χη(ξ′) =
χ
( |ξ′|2−n2+
η
)
; θ and χ0 are as before. We write the transport equation (4.4.9)
with ϕ0 = 0 and ϕ1(x, ξ
′) = θ(x′, ξ′)χ0(xd)χη(ξ′):
〈µ+, ξ · ∇x(θ χ0χηξd)〉 = 〈Q, θ χ0χηξd〉+ 〈ν˙ + ω+ν, θ χηξd〉T ∗Γ.
This gives
〈ν˙, θ χηξd〉T ∗Γ = −〈ω+ν, θ χηξd〉T ∗Γ + 〈µ+, ξ′ · ∇x′θ χ0χηξd〉+ 〈µ+, ξ2dθ χ0χη〉
(4.5.4)
where we have used 〈Q, θ χ0χηξd〉 = 0. This last relation comes from the fact
that χ0 vanishes on the support of Q (i.e. when x = 0).
Now, we study the three terms in the right hand side of (4.5.4). The first
term is easily bounded by∣∣ ∫ ω+χηθdν∣∣ ≤ η‖λχ(λ)‖L∞∣∣ ∫ θdν∣∣.
To bound the other two terms, we use that the support of µ+ lies in {|ξ|2 =
n2+} = {ξ2d = ω+}. We obtain∣∣ ∫ ξ′ · ∇x′θ χ0χηξd dµ+∣∣ ≤ √η‖λχ(λ2)‖L∞∣∣ ∫ ξ′ · ∇x′θ dµ+∣∣,∣∣ ∫ ξ2dχηχ′0θ dµ+∣∣ ≤ η‖λχ(λ)‖L∞ ∫ |θ|dµ+.
Hence, the right hand side of (4.5.4) tends to 0 as η → 0. Since χη converges
pointwise to 1{ω+=0}, taking the limit η → 0 in the equation (4.5.4), we get
ν˙ = 0 on the set {ω+ = 0}.
Moreover, by the hermitian positivity of the semiclassical matrix valued
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measure associated to the traces of uε and ε∂xdu
ε, we have |νJ | ≤ ν1/2ν˙1/2.
Therefore, νJ vanishes on the set {ω+ = 0} as well. 
Let us end this section with the following result on the measures µ∂±.
Unfortunately, the equation (4.5.5) does not suffice to determine µ∂± = 0.
This last point is linked with the radiation condition at infinity satisfied by
µ∂± (see Theorem 4.5.6 and Section 7.2).
Lemma 4.5.5 The measures µ∂± satisfy the following transport equation in
T ∗Γ (”inside the boundary”):
ξ′ · ∇x′µ∂± = 0. (4.5.5)
Proof. The proof is similar to that of Lemma 4.5.4. To obtain the result, we
use the transport equation 4.4.9. Let χ ∈ C∞c (R) be nonnegative, χ(0) = 1,
χ′(0) = 0, and χη(ξ′) = χ
( |ξ′|2−n2+
η
)
. Let θ ∈ Cˆ∞c (Rd−1x′ × Rd−1ξ′ ). Let η > 0 be
a small parameter.
We write the transport equation (4.4.9) with ϕ0(x, ξ
′) =
θ(x′, ξ′)χ
(
xd
η1/3
)
χη(ξ
′) and ϕ1 = 0:
〈µ±, ξ · ∇x(θ χ
(
xd
η1/3
)
χηξd)〉 = 〈Q±, θ χ
(
xd
η1/3
)
χη〉+ 〈Re νJ , θ χη〉T ∗Γ.
(4.5.6)
Let us first prove that the right-hand side of (4.5.6) vanishes. Indeed,
since Q+ = 0 and Q− has support at x = 0, we get 〈Q±, θ χ
(
xd
η1/3
)
χη〉 = 0.
Moreover, Re νJ vanishes on {ω+ ≤ 0} = {ξ′2 ≥ n2+}, hence it vanishes on
the support of χη. Thus, we obtain 〈Re νJ , θ χη〉T ∗Γ = 0.
Now, we prove that the left hand-side of (4.5.6) is equal to 〈µ∂±, ξ′ ·∇x′θ〉.
We have
〈µ±, ξ · ∇x(θ χ
(
xd
η1/3
)
χη(ξ
′))〉 = 〈µ±, θ ξd
η1/3
χ′
(
xd
η1/3
)
χη(ξ
′))〉
+〈1{xd≷1}µ±, ξ′ · ∇x′θ χ
(
xd
η1/3
)
χη(ξ
′))〉
+〈µ∂±, ξ′ · ∇x′θχη(ξ′)〉
First, as in the proof of Lemma 4.5.4, we write∣∣∣∣∫ ξdη1/3χη(ξ′)χ′
(
xd
η1/3
)
θ dµ±
∣∣∣∣ ≤ η 12− 13 ‖λχ(λ2)‖L∞ ∣∣∣∣∫ ξ′ · ∇x′θ dµ±∣∣∣∣ .
Hence, we get, as η → 0,
〈µ±, θ ξd
η1/3
χ′
(
xd
η1/3
)
χη(ξ
′))〉 → 0.
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Second, since ξ′ · ∇x′θ χ
(
xd
η1/3
)
χη(ξ
′))〉 weakly converges to 0 when η → 0
almost everywhere for the measures 1{xd≷1}µ±, we have
〈1{xd≷1}µ±, ξ′ · ∇x′θ χ
(
xd
η1/3
)
χη(ξ
′))〉 → 0 as η → 0.
Third, since µ∂± has support in {ξ′2 = n2±}, we get
〈µ∂±, ξ′ · ∇x′θχη(ξ′)〉 → 〈µ∂±, ξ′ · ∇x′θ〉 as η → 0.
In conclusion, we obtain 〈µ∂±, ξ′ · ∇x′θ〉 = 0. 
4.5.2 Reflexion/transmission at the interface
In this section, we end the proof of our main theorem in the case of two
homogeneous media. We prove it by solving Cauchy problems with respect
to the xd variable. These problems are of two types: in the regions where
the rays of geometrical optics do not reach the interface when t → −∞, we
solve Cauchy problems with boundary conditions at infinity in space; in the
other regions, we solve Cauchy problems with initial data at xd = 1.
We use the following partition of phase space
T ∗Rd = {xd < 1, ξd ≥ 0} ∪ {xd ≤ 1,−
√
[n2] ≤ ξd < 0}
∪{xd ≤ 1, ξd < −
√
[n2]} ∪ {xd > 1, ξd ≤ 0}
∪{xd ≥ 1, ξd > 0} ∪ {xd = 1, ξd = 0}
= V1 ∪ V2 ∪ V3 ∪ V4 ∪ V5 ∪ V6.
The value of µ in the first five regions will be obtained by solving the trans-
port equation (4.4.2) on each region Vj (j = 1, . . . , 5), using the radiation
condition at infinity and Lemmas 4.5.3 and 4.5.4 to get the values at the
boundary. At variance, the value of µ in V6 cannot be obtained using a
transport equation since no ray coming from one media reaches the interface
with ξd = 0 (the rays are given by (x+tξ, ξ) in the homogeneous case). Thus,
we have to study directly µ∂±. The following proposition implies that µ = 0
in the region V6.
Theorem 4.5.6 When n− and n+ are constant, we have
µ∂± = 0.
Proof. The reader can find the proof of this theorem in Section 4.7.2. Using
the explicit formula known for the resolvent of the Helmholtz operator in
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that particular case, the study reduces to a (non-)stationary phase method
with singularities. These singularities come from the roots
√
ξ′2 − n2± + iαεε
that appear both in the phase function and as test functions and that are
singular near ξ′2 = n2± when ε → 0. In order to treat this problem, the key
ingredients are a contour deformation in the complex plane and the use of
almost-analytic extensions. 
In the first region V1, µ is the solution to ξ · ∇xµ = Q with the outgoing
condition at infinity µ(x, ξ) → 0 as |x| → ∞ with x·ξ < 0 (it is a consequence
of the radiation condition 4.4.3). On the other hand, if (x, ξ) ∈ V1, then for
all t < 0, (x + tξ, ξ) ∈ V1. We deduce
µ(x, ξ) = µ(x + tξ, ξ) +
∫ 0
t
Q(x + sξ, ξ)ds.
Taking the limit t→ −∞, we obtain the value of µ in V1:
µ(x, ξ) =
∫ 0
−∞
Q(x + sξ, ξ)ds.
As a consequence,
δ(ξd −√ω−)⊗ µin− (x′, ξ′) =
∫ 0
−∞
Q(x′ + sξ′, 1 + sξd, ξ)dt.
In particular, the measure µin− is known.
Now, we compute µ in the region V2. We consider the following part of
the interface: {ω− > 0}∩{ω+ ≤ 0}, which corresponds to 0 < ω− ≤ [n2]. On
this set, since Re νJ = 0, from Propositions 4.5.3 and 4.5.4, we get µout− = µin− .
Hence, for −√[n2] ≤ ξd < 0, we recover
δ(ξd +
√
ω−)⊗ µout− = δ(ξˇd −
√
ω−)⊗ µin− (x′, ξˇ′)
=
∫ 0
−∞
Q(x′ + sξˇ′, 1 + sξˇd, ξˇ)ds (4.5.7)
where ξˇ = (ξ′,−ξd). Hence, we are left with the following Cauchy problem in
the xd variable with initial data (4.5.7) at the interface xd = 1: for (x, ξ) ∈ V2,{
∂xdµ+ ξ
−1
d ξ
′ · ∇x′µ = ξ−1d Q, xd < 1
µ|{xd=1}(x′, ξ) =
∫ 0
−∞Q(x
′ + sξˇ′, 1 + sξˇd, ξˇ)ds.
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This problem is explicitely solvable. For (x, ξ) ∈ V2, we obtain
µ(x, ξ) = µ|{xd=1}(x′ +
1− xd
ξd
ξ′, ξ)−
∫ 1
xd
Q(x′ +
s− xd
ξd
ξ′, s, ξ)
ds
ξd
=
∫ 0
−∞
Q
(
x′ +
(1− xd
ξd
+ s
)
ξˇ′, 1 + sξˇd, ξˇ
)
ds
−
∫ 1
xd
Q(x′ +
s− xd
ξd
ξ′, s, ξ)
ds
ξd
=
∫ 1−xd
ξd
−∞
Q(x′ + tξˇ′, 2− xd + tξˇd, ξˇ)ds
+
∫ 0
1−xd
ξd
Q(x′ + tξ′, xd + tξd, ξ)ds
xd = 1
(x, ξ)
t = 0
t→ −∞
t = 1−xd
ξd
(x′, 2− xd, ξˇ)
Figure 4.3: Total reflection
Remark: One can notice that 1−xd
ξd
is the time at which the bicharacteristics
reaches the interface. The point (x′, 2 − xd) is the symmetric of x with
respect to the interface (see Figure 3).
Next, we consider the part {ω− > 0} ∩ {ω+ > 0} of the interface. In the
region V4, µ satisfies the equation ξ · ∇xµ = 0 with the outgoing radiation
condition at infinity µ(x, ξ) → 0 as |x| → ∞, x · ξ < 0. Hence, µ = 0 in this
region and
µin+ = 0.
In the next lemma, we write the relations between the other three measures
µin− , µ
out
− , µ
out
+ . These relations translate the refraction phenomenon. The
proof of this result is borrowed from [Mil1].
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Lemma 4.5.7 Let B ⊂ {ω− > 0} ∩ {ω+ > 0} be a Borel set.
If µin+ = 0 in B, then µout+ = αTµin− and µout− = αRµin− .
Proof. Using lemma 4.5.3, we get
ν˙ + ω+ν = 2ω+µ
out
+ = 2
√
ω+ Re νJ .
But the matrix measure
(
ν ν¯J
νJ ν˙
)
is hermitian so
|νJ | ≤ (ν) 12 (ν˙) 12 .
Hence, we recover
2(ω+ν)
1
2 (ν˙)
1
2 ≤ ν˙ + ω+ν = 2√ω+ Re νJ ≤ 2(ω+ν) 12 (ν˙) 12
and
ν˙ = ω+ν in {ω− > 0} ∩ {ω+ > 0}.
Thus, we now have five equations (the equation above and the four equations
in Lemma 4.5.3) involving the six unknown measures ν, ν˙, νJ , µout+ , µ
in
+ and
µin− . After some calculations, we deduce{
µout+ = α
Tµin− ,
µin+ = α
Rµin− ,
where the coefficients αR and αT are defined in Theorem 4.5.1. 
Using this lemma, we can now determine µ in the remaining regions V3
and V5 by solving Cauchy problems with initial data at xd = 1.
In the region V3, making the same calculations as in the second region,
we obtain the reflected part (with a partial reflexion coefficient):
µ(x, ξ) =
∫ 0
1−xd
ξd
Q(x′ + tξ′, xd + tξd, ξ)ds
+
∫ 1−xd
ξd
−∞
αR(ξ)Q(x′ + tξˇ′, 2− xd + tξˇd, ξˇ)ds.
In the region V5, we have
µ(x, ξ) =
∫ 0
1−xd
ξd
Q(x + tξ, ξ)dt
+
∫ 0
−∞
αT (ξ)Q
(
x′ +
1− xd
ξd
ξ′ + tξ′, 1 + tξ˜d, ξ˜
)
dt,
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so
µ(x, ξ) =
∫ 1−xd
ξd
0
Q(x + sξ, ξ)ds
+
∫ 1−xd
ξd
−∞
αT (ξ)Q
(
x′ + sξ′, 1 + (xd − 1) ξ˜d
ξd
+ sξ˜d, ξ˜
)
ds.
This ends the proof of Theorem 4.5.1. 
4.6 Refraction result in the general case
This section is devoted to the proof of our main result in the case of a
general index of refraction. We use the same method as in the homogeneous
case studied in Section 5. The main extra difficulty is of course the geometry
of the rays. As it is usual in such problems, we first define the induced
geometry of the boundary, i.e. the elliptic, hyperbolic and glancing regions.
One of the main differences is that, in the general case, there exist glancing
rays that come from the media at the interface and may carry some energy.
4.6.1 Geometry of the boundary
In order to state our assumptions (in particular what we mean by ”non
gliding condition”), we need to define a geometry of the interface. From each
side of the interface, we can define an induced partition of the boundary
(that is usual in the study of boundary problems).
We recall that ω±(x′, ξ′) = n2±(x
′, 1) − ξ′2, where n2±(x′, 1) =
limxd→1± n
2
±(x).
Let pi± be the restriction of the projection map T ∗RdeΓ → T ∗Γ to the
characteristic set Σ± = {ξ2 = n2(x), xd ≷ 1}. Then, from each side, T ∗Γ can
be decomposed as the union of the following regions:
– the elliptic region E± = {(x′, ξ′) ∈ T ∗Γ |ω±(x′, ξ′) < 0} is such that
pi−1± (E±) = ∅,
– the hyperbolic region H± = {(x′, ξ′) ∈ T ∗Γ |ω±(x′, ξ′) > 0} is the set of
points which possess two distinct inverse images by pi±: (piin± )
−1(x′, ξ′) =
∓√ω±(x′, ξ′) and (piout± )−1(x′, ξ′) = ±√ω±(x′, ξ′),
– the glancing region G± = {(x′, ξ′) ∈ T ∗Γ |ω±(x′, ξ′) = 0} is the set of
points which possess only one inverse image. There, the hamiltonian
vector field is tangent to T ∗Γ.
The last region can be decomposed into the following three subregions:
– the diffractive region Gd± = G± ∩ {±∂d n2± > 0} of points at which the
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hamiltonian vector field and its opposite are pointing into the consid-
ered side,
– the gliding region Gg± = G± ∩ {±∂d n2± < 0}
– the gliding region of higher order G0± = G± ∩ {±∂d n2± = 0}
Remark: In the constant coeficient case, the glancing region G is reduced
to the gliding region of higher order G0.
We define Hout± = pi−1± (H±)∩{±ξd > 0} and Hin± = pi−1± (H±)∩{±ξd < 0}.
Let R : Hout± 
 Hin± be the reflection map such that R = (piin)−1 ◦ pi on
Hout and R = (piout)−1 ◦ pi on Hin.
Finally, we define the transmission map T+ : pi
−1
+ (H+) → pi−1− (H−): for all
X ∈ T ∗Rd, {
pi+(X) = pi−(T+(X)),
(X, T+(X)) ∈ Hin+ ×Hout− ∪ Hout+ ×Hin− ,
and we denote T− = T−1+ .
4.6.2 Boundary measures
As in the case of two homogeneous media studied in Section 5.1, we
can define boundary measures µin± , µ
out
± , as in formulas (4.5.2), (4.5.3), to-
gether with the measures µ∂± as in Lemma 4.5.2. The measures µin± , µ
out
±
are nonnegative measures defined on the hyperbolic regions H± and µ∂± are
nonnegative measures on T ∗Γ with support in G±. Using the same method
as in the homogeneous case, we can prove the following two lemmas similar
to Lemma 4.5.3 and Lemma 4.5.7.
Lemma 4.6.1 In the set H+ ∩ H−, we have
(i) ±Re νJ = √ω±(µout± − µin± ),
(ii) 1
2
ν˙ = ω±(µout± + µ
in
± − 12ν).
Lemma 4.6.2 Let B be a Borel set included in H+ ∩H−.
(i) If µin− = 0 on B, then µout+ = αRµin+ and µout− = αTµin+ on B,
(ii) If µin+ = 0 on B, then µout− = αRµin− and µout+ = αTµin− on B,
where
αR = 1− αT =
∣∣∣∣ 2√ω−√ω+ −√ω−
∣∣∣∣2
Proof. The proof is the same as Lemma 4.5.7. 
The third result is the analogous to Lemma 4.5.4 in the inhomogeneous
case. Indeed, in the homogeneous case, the glancing region coincides with
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the gliding region of higher order G0, therefore the following lemma reduces
to ν˙ = νJ = 0 on G.
Lemma 4.6.3 On the glancing region Gσ, σ ∈ {+,−}, we have:
(i) −σ(∂dn2σ)µ∂σ = 12 ν˙,
(ii) µ∂σ = 0 on Gdσ and ν˙ = νJ = 0 on Gdσ ∪ G0σ.
Proof. The second point is is an easy consequence of point (i), since ν˙ and
µ∂σ are nonnegative measures, σ∂dn
2
σ > 0 on Gdσ and ∂dn2σ = 0 on G0σ. Let us
prove point (i). We use the same multipliers as in the proof of Lemma 4.5.4.
Let χ0 ∈ C∞c be a nonnegative function such that χ0(0) = 1 and supp(χ0) ⊂
[−1/2, 1/2], let θ ∈ Cˆ∞c (Rd−1x′ × Rd−1ξ′ ). Let χ ∈ C∞c (R) be nonnegative,
χ(0) = 1, χ′(0) = 0, and χη(x, ξ′) = χ
(
ωσ
η
)
= χ
(
n2σ(x)−ξ′2
η
)
. We write the
transport equation (4.4.9) with ϕ0 = 0 and ϕ1 = θ χ0(xd − 1)χη(x, ξ′). It
gives:
− 〈µσ,
(
ξ · ∇x + 1
2
∇xn2σ · ∇ξ
)
(θ χ0χηξd)〉
= 〈Q, θ χ0χηξd〉+ σ1
2
〈ν˙ + ωσν, θ χηξd〉T ∗Γ.
Since
(
ξ′ · ∇x′ + 12∇x′n2σ · ∇ξ′
)
ωσ = 0, there are only two extra terms
to handle in comparison with the proof of Lemma 4.5.4. These are
〈µσ, ξ
2
d
η
χ′
(
ωσ
η
)
θχ0〉 and 〈µσ, 12∂dn2σθχ0χη〉.
Using the Lebesgue’s dominated convergence theorem, the last one is easily
seen to tend to 1
2
〈µσ1{ωσ=0}, ∂dn2σθχ0〉 as η → 0.
We turn to the study of the first term. The support of µσ lies in {ξ2d = ωσ},
then
∣∣ ξ2d
η
χ′
(
ωσ
η
)
θ χ0
∣∣ is bounded by ‖λχ′(λ)‖L∞|θ χ0| on the support of µσ.
Now, using the dominated convergence theorem, together with the fact that
ωσ
η
χ′
(
ωσ
η
)
converges pointwise to 0, we obtain the devined
〈µσ, ξ
2
d
η
χ′
(ωσ
η
)
θχ0〉 → 0 as η → 0.
Eventually, we have obtained
−〈µσ1{ωσ=0}, σ∂dn2σθχ0〉 = 〈ν˙eG, θ〉T ∗Γ.
Now, we replace χ0(xd − 1) by χ0
(
xd−1
η
)
in the previous equation.
Since there are no derivatives with respect to xd, we can apply again
the dominated convergence theorem as η tends to 0. This yields:
−〈µ∂σ , σ∂dn2σθ〉 = 〈ν˙eG, θ〉T ∗Γ. The lemma is proved. 
106 Chapitre 4. Refraction by sharp interfaces
4.6.3 Snell-Descartes semi-group and last assumptions
As in the constant coefficient case, our proof of the refraction result
will use the transport equation (4.4.2) in the interior of each medium, the
propagation properties at the interface given in Lemma 4.6.2 together with
the radiation condition at infinity (4.4.3). For this purpose, we need to
define the ”past” of any point (x, ξ) ∈ T ∗Rd, i.e. a ”trajectory” from −∞
to 0 that passes through (x, ξ) at t = 0 (because of the outgoing radiation
condition at infinity, we need the ”past” of (x, ξ) and not its ”future”).
The lemmas 4.6.2 and 4.6.3 allow us to study the propagation of the
measure at the interface except when
• density comes upon G0+ ∪ Gg+ from {xd > 1} or upon G0− ∪ Gg− from
{xd < 1},
• density comes upon H+ ∩H− from both sides at the same point.
For this reason, we need to assume the non gliding condition:
(H13) µ∂+(G0+ ∪ Gg+) = µ∂−(G0− ∪ Gg−) = 0,
and the non interference condition:
(H14) µin+ and µ
in
− are mutually singular.
Note that hypothesis (H13) ensures that no density can be trapped in
the interface. Indeed, (H13) together with Lemma 4.6.3 imply that µ∂± = 0.
Now, we define the Snell-Descartes semi-group (see for instance L.
Miller [Mil2]).
Let (x, ξ) ∈ T ∗Rd and (bn) ∈ {R, T}N∗ be given. We construct a map
γ :] − ∞, 0] → T ∗Rd by a recursive process. For all t ≤ 0, we denote
γ(t) = (xγ(t), ξγ(t)).
Initially, we set n = 0. If (x, ξ) 6∈ (Σ+ \ (G+ ∪ Hout+ )) ∪ (Σ− \ (G− ∪Hout− ))
then γ is stationary: γ ≡ (x, ξ). If not, then (x, ξ) ∈ Σσ \ (G0σ ∪ Gdσ ∪ Houtσ )
for some σ ∈ {+,−} and γ is identified with the bicharacteristical flow
(X(t),Ξ(t)) from (x, ξ) on a maximal interval (t¯, 0]. When the inter-
val is finite, γ has a limit from the right (x¯, ξ¯) ∈ Gdσ ∪ G0σ ∪ Houtσ at t¯.
Then, we iterate the previous step from γ(t¯) defined as γ(t¯) = (x¯, ξ¯) when
(x¯, ξ¯) ∈ Gdσ∪G0σ, and otherwise as: if piσ(x¯, ξ¯) 6∈ H+∩H− then γ(t¯) = R(x¯, ξ¯);
if piσ(x¯, ξ¯) ∈ H+ ∩ H− then n is replaced by n + 1, andγ(t¯) = R(x¯, ξ¯) if
bn = R, γ(t¯) = Tσ(x¯, ξ¯) if bn = T . The trajectory thus defined is continuous
from the left with limit from the right.
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xd = 1
+
x
t¯
H+ ∩H−, b1 = T
H+ ∩H−, b2 = R
ξ
xd = 1
+x
ξ
H− ∩ (E+ ∪ G+)
Figure 4.4: Rays of geometrical optics in the general case.
The past of (x, ξ) ∈ T ∗Rd in the term t ∈ R− is the set At(x,ξ) of the
various restrictions to (t, 0] of the trajectories γ obtained by the above process
starting from (x, ξ) and a choice of a sequence (bn) ∈ {R, T}N∗. Given the
positive bounded continuous reflection and transmission coefficients αR and
αT on H+ ∩ H− (see Lemma 4.6.2), we assign to each trajectory γ ∈ At(x,ξ)
the weight α(γ) obtained by mutiplying, for each choice b ∈ {R, T} made
during its construction, the value taken by αb at the corresponding point of
H+ ∩H−. Moreover, if γ is stationary for t′ ≤ t, we let α(γ) = 0 for t′ ≤ t.
By construction, the pasts satisfy the following semigroup property: the
trajectories γ of At(x,ξ) which coincide on (t0, 0] (where t0 > t1) with γ0 ∈
At0(x,ξ) are obtained by gluing to it the trajectories γ ′ ∈ At1−t0γ0(t0), i.e. setting
γ(t) = γ0(t) for all t ∈ (t0, 0] and γ(t) = γ′(t − t0) for all t ∈ (t1, t0].
Moreover, α(γ) = α(γ0)α(γ
′), and
∑
γ∈At
(x,ξ)
α(γ) = 1. Therefore, we may
define a positive contraction semigroup (St)t≤0 on bounded Borel functions
f on T ∗Rd by:
Stf(x, ξ) =
∑
γ∈At
(x,ξ)
α(γ)f
(
xγ(t+), ξγ(t+)
)
.
We call Snell-Descartes semigroup the dual semigroup (S∗t )t≤0 acting on the
set M(T ∗Rd) of positive Radon measures on phase space.
We can now state our last assumption: in order to use the radiation
condition at infinity, we need that the rays go at infinity away from the
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interface, so we assume that
(H15) for all (x, ξ) ∈ T ∗Rd, for all choice of (bn) ∈ {R, T}N∗, the map γ
constructed by the above process satisfies:
∃ T (γ) < 0 such that ∀t ≤ T (γ), γ(t) is stationary or xγd(t) 6= 1,
i.e. γ(t) coincides with the bicharacteristic curve for t ≤ T (γ) if γ is not
stationnary.
4.6.4 Refraction result
Let us first state precisely the main result we are going to prove in the
general case.
Theorem 4.6.4 Assume (H1)-(H15). Then, the Wigner measure associated
with the sequence (uε) is given by
µ =
∫ 0
−∞
(S∗tQ) dt,
where Q(x, ξ) = 1
2d+1pid−1 δ(x)δ(ξ
2 − n2(0))fˆ(ξ)
(
¯ˆ
f(ξ) + q(ξ)
)
, q being as in
Theorem 4.3.2, and S∗t is the Snell-Descartes semi-group defined in Section
4.6.3.
Now, we can end the proof of this result. First of all, as in Section 5.2, we
have two results concerning the propagation at the boundary. The first one,
that will imply the refraction result, is stated in Lemma 4.6.2. The second
one, that will give the total reflexion result, is contained in the following
lemma.
Lemma 4.6.5 (total reflection)
On the set H− ∩
(E+ ∪ G+), we have µin− = µout− .
Proof. From Lemma 4.6.3, we have ν˙ = νJ = 0 on Gd+ ∪ G0+, and
−(∂dn2+)µ∂+ = 12 ν˙. Hence, using the hypothesis (H14) (µ∂+(Gg+) = 0), we
get ν˙ = 0 on Gg+. Hence, νJ = 0 on Gg+. Thus, the first identity in Lemma
4.6.1 gives that µin− = µ
out
− on H− ∩
(E+ ∪ G+). 
Proof of Theorem 4.6.4.
Let (x, ξ) ∈ T ∗Rd. If (x, ξ) ∈ T ∗Rd \ (Σ+ ∪ Σ−), (x, ξ) 6∈ supp(µ), so
µ(x, ξ) = 0 and looking at the construction of the semi-group S∗t , we have
also S∗t = 0 for all t ≤ 0. Hence, µ(x, ξ) =
∫ 0
−∞ S
∗
tQdt.
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If (x, ξ) ∈ (G+ ∪ G− ∪Hout+ ∪Hout− ), then we have S∗t = 0 for all t ≤ 0 and
µ(x, ξ) = 0 (since µ∂ = 0).
Last assume (x, ξ) ∈ Σ− ∩ {xd ≤ 1} (the case (x, ξ) ∈ Σ+ ∩ {xd ≥ 1} can
be treated similarly). One can define the bicharacteristic curve. Let (t¯, 0]
be the maximal interval on which the bicharacteristic curve passing through
(x, ξ) at t = 0 is defined.
If t¯ = −∞, using the transport equation in the interior of the medium,
we obtain for all t ≤ t¯,
µ(x, ξ) = µ(X(t),Ξ(t)) +
∫ 0
t
Q(X(s),Ξ(s))ds.
Hence, using the outgoing radiation condition stated in Corollary 4.4.3 and
the fact that |X(t)| → ∞ with X(t) · Ξ(t) < 0, we get that
µ(x, ξ) =
∫ 0
−∞
Q(X(s),Ξ(s))ds =
∫ 0
−∞
S∗tQdt.
If t¯ is finite, let (x¯, ξ¯) = limt→t¯+(X(t),Ξ(t)). Then, (x¯, ξ¯) ∈ Hout− ∪G0−∪Gd−.
As before, we have
µ(x, ξ) = µ(x¯, ξ¯) +
∫ 0
t¯
Q(X(s),Ξ(s))ds.
If (x¯, ξ¯) ∈ H+∩H−, then using the hypothesis (H14), we can assume that
µin+ = 0 and from Lemma 4.6.2, we obtain, letting t → −∞, µout− = αRµin− .
Thus,
µ(x, ξ) = αRR∗
(
δ(ξd −√ω−)⊗ µin− (x′, ξ′)
)
+
∫ 0
t¯
Q(X(s),Ξ(s))ds
= α(γ)µ(xγ(t¯), ξγ(t¯)) +
∫ 0
t¯
Q(xγ(s), ξγ(s))ds,
where γ is defined as in the previous section with b1 = R.
If (x¯, ξ¯) ∈ (G+ ∪ E+) ∩ H−, from Lemma 4.6.5 (total reflection), we get
µout− = µ
in
− . Thus,
µ(x, ξ) = R∗
(
δ(ξd −√ω−)⊗ µin− (x′, ξ′)
)
+
∫ 0
t¯
Q(X(s),Ξ(s))ds
= µ(xγ(t¯), ξγ(t¯)) +
∫ 0
t¯
Q(xγ(s), ξγ(s))ds.
If (x¯, ξ¯) ∈ Gd− ∪ G0−, since we assume that no density is trapped in the
interface (hypothesis (H13) and Lemma 4.6.3), we have that µ−(x¯, ξ¯) = 0.
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Moreover, in the construction of the Snell-Descartes semi-group we let S∗t = 0
for t ≤ t¯ if γ is stationary for t ≤ t¯, which is the case here. Hence, we directly
get
µ(x, ξ) =
∫ 0
−∞
Q(xγ(s), ξγ(s))ds.
From now on, we may iterate the process from the point (x¯, ξ¯). In this
way, we obtain, for all t ≤ 0,
µ(x, ξ) = α(γ)(t)µ(xγ(t), ξγ(t)) +
∫ 0
t
α(γ)(s)Q(xγ(s), ξγ(s))ds,
with γ ∈ At(x,ξ).
Now, we use the hypothesis (H15): there exists T (γ) < 0 such that
∀t ≤ T (γ), γ(t) is stationary or xγd(t) 6= 1. We have already proved that, if γ
is stationary from some time T (γ), then
µ(x, ξ) = +
∫ 0
−∞
α(γ)(s)Q(xγ(s), ξγ(s))ds.
If there exists T (γ) such that ∀t ≤ T (γ), xγd(t) 6= 1 then γ coincides with the
bicaracteristic curve for t ≤ T (γ) so that |xγ(t)| → ∞ with xγ(t) · ξγ(t) < 0.
Hence, the radiation condition 4.4.3 implies that µ(xγ(t), ξγ(t)) tends to 0 as
t→ −∞. In that case, we conclude
µ(x, ξ) =
∫ 0
−∞
α(γ)(s)Q(xγ(s), ξγ(s))ds.
This ends the proof of our main theorem in the general case. 
4.7 Proofs of the radiation conditions in the
case of two homogeneous media
In this section, we assume that n2(x) =
{
n2+ if xd > 1
n2− if xd < 1,
, n+, n− being
two constants such that n− > n+ > 0.
This section is devoted to the proofs of Proposition 4.3.2 (last statement)
and Proposition 4.5.6. Our proofs use the explicit formula available in the
homogeneous case for the resolvent of the Helmholtz operator. They rest on
a precise study of oscillatory integrals with singularities, which is performed
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using (non)-stationary phase methods. We need the following two theorems
that are proved in [Ho¨r1]. The first one is a (complex) stationary phase
theorem and the second one is a non stationary phase theorem. We would
like to point out that, in both statements, the phase function may depend
on a parameter lying in a compact set.
Theorem 4.7.1 Let K ⊂ RN be a compact set, X an open neighbourhood
of K. If u ∈ C∞c (K), ϕ ∈ C∞c (X), Im(ϕ) ≥ 0 in X, and Det(ϕ′′) 6= 0 at the
critical points of ϕ, then∣∣ ∫ eiλϕ(x)u(x)dx∣∣ ≤ C
λN/2
sup
x∈K,
|α|≤2N
|∂αu(x)|.
Moreover, this bound is uniform if ϕ depends smoothly on a parameter in a
compact set.
Theorem 4.7.2 Let u ∈ C lc(RN) with support in the conpact set K, and
ϕ ∈ Cl+1 such that Im(ϕ) ≥ 0 and ϕ′ 6= 0 on K. Then, we have the following
estimate∣∣ ∫ eiλϕ(x)u(x)dx∣∣
≤ Cmeas(K)λ−l
l∑
j=0
sup
x∈K
|ϕ′(x)|−l−j
(
sup
2≤|α|≤l+1
|∂αϕ(x)|
)j
sup
|α|≤l−j
|∂αu(x)|,
where C is bounded when ϕ stays in a bounded set in C l+1.
4.7.1 Proof of the radiation condition on w (Proposi-
tion 4.3.2)
Let wε be the solution to
−iαεεwε + ∆wε + nε(x)2wε = −f(x), (4.7.1)
where nε(x) = n(εx).
We aim at proving that the weak limit w of the sequence (wε) is the outgoing
solution to the equation
∆w + n2−w = f, (4.7.2)
given in Fourier space by
wˆ(ξ) =
fˆ(ξ)
ξ2 − n2− + i0
.
112 Chapitre 4. Refraction by sharp interfaces
Thus, we want to prove that for all f ∈ B˙, φ ∈ B˙,
lim
ε→0
〈wε, φ〉 =
∫
Rd
fˆ(ξ)φˆ(ξ)
ξ2 − n2− + i0
dξ. (4.7.3)
Since we already proved in [Fou2] that for f ∈ B˙ and φ ∈ B˙, the following
bound holds:
|〈wε, φ〉| ≤ C‖f‖B˙‖φ‖B˙,
where C is a constant independent of f , we only have to prove relation
(4.7.3) when f and φ are smooth.
Let us denote by F ′ the Fourier transform with respect to x′ only, namely:
F ′f(ξ′, xd) = (Fx′→ξ′f)(ξ′, xd). With this notation, F ′wε(ξ′, xd) satisfies
∂2xd(F ′wε)(ξ′, xd) + (n2ε(xd)− ξ′2 + iαεε)(F ′wε)(ξ′, xd) = (F ′f)(ξ′, xd).
Let ωε±(ξ
′) =
√
ξ′2 − n2± + iαεε, where we choose the square root with a
nonnegative real part. In the sequel, we will often write ωε± instead of ω
ε
±(ξ
′).
The calculation that is detailed in Appendix A leads to the following
formula for the kernel of the resolvent:
F ′wε(ξ′, xd) =
∫
Rε(ξ′, xd, yd)F ′f(ξ′, yd)dyd
where
Rε(ξ′, s, t) = 1{s> 1
ε
,t> 1
ε
}
1
2ωε+
(
e−ω
ε
+|s−t| +
(ωε− − ωε+)2
[n2]
e−ω
ε
+(|s− 1ε |+|t− 1ε |)
)
+ 1{s> 1
ε
,t< 1
ε
}
ωε+ − ωε−
[n2]
e−ω
ε
+|s− 1ε |+ωε−|t− 1ε |
+ 1{s< 1
ε
,t> 1
ε
}
ωε+ − ωε−
[n2]
e−ω
ε
−|s− 1ε |+ωε+|t− 1ε |
+ 1{s< 1
ε
,t< 1
ε
}
1
2ωε−
((ωε− − ωε+)2
[n2]
e−ω
ε
−(|s− 1ε |+|t− 1ε |) + e−ω
ε
−|s−t|
)
= (Rε1 +R
ε
2 +R
ε
3 +R
ε
4 +R
ε
5 +R
ε
6)(ξ
′, s, t). (4.7.4)
With the help of this formula, we obtain
wε =
6∑
k=1
wεk
where
F ′wεk(ξ′, xd) =
∫
Rεk(ξ
′, xd, yd)F ′f(ξ′, yd)dyd.
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The last part of the kernel Rε6 will give the outgoing solution in the limit
ε → 0. We begin by proving that the contributions of the first five terms
vanish when ε→ 0, the only difficult term to handle being the fifth term Rε5.
Let φ, f ∈ C∞c (Rd). Then, F ′φ,F ′f ∈ C∞c (Rxd,S(Rd−1ξ′ )). Let M > 0
be such that the supports of φ and f with respect to the xd variable are
contained in the interval [−M,M ]. Then, if ε is small enough (ε < 1
M
), the
first four terms vanish because of the truncation xd > 1/ε. For 1 ≤ k ≤ 4,
we indeed have
〈wεk, φ〉 =
∫
Rεk(ξ
′, xd, yd)F ′f(ξ′, yd)F ′φ(ξ′, xd)dξ′dxddyd = 0.
Let us now study the fifth term
〈wε5, φ〉 =
∫
1
ωε−
(ωε−(ξ
′)− ωε+(ξ′))2
2[n2]
e−ω
ε
−(ξ
′)( 2
ε
−xd−yd)F ′f(ξ′, yd)F ′φ(ξ′, xd)dξ′dxddyd.
We have several difficulties to handle in the treatment of this term:
• first, the phase function is stationary at ξ ′ = 0,
• second, the phase function ωε−(ξ′) =
√
ξ′2 − n2− + iαεε is singular near
ξ′2 = n2− when ε→ 0,
• third, the test function (ωε−(ξ′)− ωε+(ξ′))2/ωε−(ξ′) is both singular near
ξ′2 = n2+ and ξ
′2 = n2− when ε→ 0.
Hence, we first decompose the previous integral with respect to size of
ξ′, in order to separate the stationary point and the singularities of ωε− and
ωε+. Near the stationary point, since there is no singularity anymore, we
apply a usual stationary phase theorem. When ξ ′ is far from 0, we have to
treat the singularities of ωε− and ω
ε
+. In that case, we write the test function
as the sum of a function that is singular near ξ ′2 = n2+ and a function that
is smooth near ξ′2 = n2+. To estimate the latter, we only make integrations
by parts, the phase function being non-stationary here. To estimate the
part with ωε+ as test function, we decompose it into two parts: an integral
over |ξ′2 − n2+| ≤ εδ and an integral over |ξ ′2 − n2+| ≥ εδ. The first integral
is directly bounded by Cεδ/2 and we estimate the second one by making
integrations by parts.
Let χ0 ∈ C∞c (R) be a truncation function such that χ0(r) = 0 for |r| ≥ 1
and χ0(r) = 1 for |r| ≤ 1/2. Let δ ∈ (0, 1). We define
χ(ξ′) = χ0
(
2|ξ′|2
n2+
)
.
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Using the truncation function χ , we decompose the term wε5 into
〈wε5, φ〉
=
1
2[n2]
∫
χ(ξ′)
(ωε− − ωε+)2
ωε−
e−ω
ε
−(
2
ε
−xd−yd)F ′f(ξ′, yd)F ′φ(ξ′, xd)
+
1
2[n2]
∫
(1− χ(ξ′))(ω
ε
− − ωε+)2
ωε−
e−ω
ε
−(
2
ε
−xd−yd)F ′f(ξ′, yd)F ′φ(ξ′, xd)
= Iε + IIε.
First case: ξ′ close to 0
We first bound the part Iε. In this term, ω
ε
− and ω
ε
+ are both smooth,
hence we may directly use the complex stationary phase theorem 4.7.1. In
our case, we apply this theorem with large parameter λ = 2
ε
− xd − yd (for
ε small enough, 2
ε
− xd − yd ≥ 1ε ) and with phase function iωε−(ξ′). We
denote ϕη(ξ
′) = i
√
ξ′2 − n2− + iη (the phase function is ϕαεε). The function
ϕη then depends smoothly on η ∈ [0, 1] when ξ ′ ∈ supp(χ). Moreover, the
only critical point of ϕη is ξ
′ = 0 and it satisfies
Det(ϕ′′η(0)) =
id−1(√−n2− + iη)d−1 .
Hence, we can apply Theorem 4.7.1 to get the uniform bound (for ε small
enough)
|Iε| ≤ C
∫
dxddyd(
2
ε
− xd − yd
) d−1
2
× sup
ξ′,|α|≤2(d−1)
∣∣∣∣∂αξ′((ωε− − ωε+)2ωε− χ(ξ′)F ′f(ξ′, yd)F ′φ(ξ′, xd)
)∣∣∣∣
≤ Cε d−12 .
Second case: ξ′ far from 0
In this set, expanding the square in
(ωε−−ωε+)2
ωε−
, we decompose the test
function into two parts: a part that is smooth near ξ ′2 = n2+, corresponding
to ωε− +
(ωε+)
2
ωε−
and a part that is singular near ξ ′2 = n2+, corresponding to
−2ωε+. We obtain
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IIε =
1
2[n2]
∫
(1− χ(ξ′))(ωε− + (ωε+)2ωε− )e−ωε−( 2ε−xd−yd)F ′f(ξ′, yd)F ′φ(ξ′, xd)
− 1
[n2]
∫
(1− χ(ξ′))ωε+e−ω
ε
−(
2
ε
−xd−yd)F ′f(ξ′, yd)F ′φ(ξ′, xd)
= IIIε + IVε.
1- Study of IIIε:
We first consider the part IIIε, where the test function is smooth near
ξ′2 = n2+. In order to treat the singularity of ω
ε
−, we make integrations by
parts with respect to the xd variable to make the term
e
−ωε−( 2ε−xd−yd)
ωε−
appear:
IIIε =
∫
e−ω
ε
−(
2
ε
−xd−yd)
2[n2] ωε−
(1− χ)F ′f(ξ′, yd)(∂2xdxd(F ′φ) + (ωε+)2F ′φ)
Next, we use the following formula
e−ω
ε
−(
2
ε
−xd−yd)
ωε−
=
1
(2
ε
− xd − yd)
ξ′
|ξ′|2 · ∇ξ′e
−ωε−( 2ε−xd−yd)
to write
IIIε =
∫
e−ω
ε
−(
2
ε
−xd−yd)
2[n2](2
ε
− xd − yd)∇ξ
′ · ( ξ′|ξ′|2 (1− χ)F ′f(∂2xdxdF ′φ+ (ωε+)2F ′φ))
Thus, using that the test function is bounded and the fact that∣∣2
ε
− xd − yd
∣∣ ≥ 1
ε
for ε small enough, we directly obtain
|IIIε| ≤ Cε.
2- Study of IVε:
In this term, the test function ωε+ is singular near ξ
′2 = n2+. We use the
following truncation function: χε(ξ′) = χ0
( |ξ′|2−n2+
εδ
)
to decompose IVε.
IVε = − 1
[n2]
∫
(1− χ(ξ′))(1− χε(ξ′))ωε+e−ω
ε
−(
2
ε
−xd−yd)F ′f(ξ′, yd)F ′φ(ξ′, xd)
− 1
[n2]
∫
(1− χ(ξ′))χε(ξ′)ωε+e−ω
ε
−(
2
ε
−xd−yd)F ′f(ξ′, yd)F ′φ(ξ′, xd)
= Vε + V Iε.
(a) ξ′2 far from n2+ (at scale ε
δ)
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Let us first study the term Vε. We proceed as for the estimate of IIIε.
We write
Vε = −
∫
e−ω
ε
−(
2
ε
−xd−yd)
[n2] ωε−
(1− χ)(1− χε)ωε+(ξ′)F ′f(ξ′, yd)∂xd(F ′φ)
= −
∫
e−ω
ε
−(
2
ε
−xd−yd)
[n2](2
ε
− xd − yd)∇ξ
′ · ( ξ′|ξ′|2 (1− χ)(1− χε)ωε+(ξ′)F ′f∂xdF ′φ).
We must handle two singular terms: the term involving ∇ωε+ and the term
involving ∇χε. The second one is bounded by Cε1−δ. For the first one, we
use the fact that, on the support of 1− χε,
|ωε+(ξ′)| = ((ξ′2 − n2+)2 + (αεε)2)1/4 ≥ εδ/2.
Thus, |∇ωε+| =
∣∣∣ ξ′ωε+ ∣∣∣ ≤ Cε−δ/2 on the support of F ′f , and we obtain
|Vε| ≤ Cε(1− δ2 ).
(b) ξ′2 close to n2+ (at scale ε
δ)
Finally, the estimate of the term V Iε directly follows from the bound
|ωε+(ξ′)| ≤ (ε2δ + (αεε)2)1/4 for ξ′ ∈ supp(χε).
We get
|V Iε| ≤ C(ε2δ + (αεε)2)1/4.
Thus, we obtain 〈wε5, φ〉 → 0 as ε→ 0.
There remains to compute the limit of the sixth contribution
〈wε6, φ〉 =
∫
1
2ωε−
e−ω
ε
−|xd−yd|F ′f(ξ′, yd)F ′φ(ξ′, xd)dξ′dxddyd
=
∫
φˆ(ξ)fˆ(ξ)
(∫
e−ixdξd
e−ω
ε
−|xd|
2ωε−
dxd
)
dξ
using Parseval’s formula. But, a direct computation gives∫
e−ixdξd
e−ω
ε
−|xd|
2ωε−
dxd =
1
ξ2 − n2− + iαεε
,
so
〈wε6, φ〉 =
∫
fˆ(ξ)φˆ(ξ)
ξ2 − n2− + iαεε
dξ −−→
ε→0
∫
fˆ(ξ)φˆ(ξ)
ξ2 − n2− + i0
dξ
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i.e. wε6 converges to the outgoing solution to the Helmholtz equation with
constant coefficient (4.3.2).
In conclusion, we have obtained that wε converges weakly to the outgoing
solution to (4.7.2).
4.7.2 Proof of the radiation condition for µ∂± in the
case of two homogeneous media
This section is devoted to the proof of Proposition 4.5.6, i.e. µ∂± = 0, in
the case of two homogeneous media.
Let θ ∈ C∞c (Rd−1x′ × Rd−1ξ′ ). We want to prove that∫
θ(x′, ξ′)dµ∂± = 0.
In order to do this, let χ0 ∈ C∞c (R) be again a truncation function such
that χ0(r) = 0 for |r| ≥ 1, χ0(r) = 1 for |r| ≤ 1/2, and let η > 0 be a
small parameter. We denote Ψη(x, ξ) = θ(x
′, ξ′)χ̂0(ξd)χ0
(
xd−1
η
)
. Then, by
definition of the Wigner measure µ, we have for any fixed η > 0
lim
ε→0
〈Opwε (Ψη)uε, uε〉 =
∫
Ψη(x, ξ)dµ.
Moreover, since µ = 1{xd>1}µ+ +1{xd<1}µ− + δ(xd− 1)⊗ δ(ξd)⊗ (µ∂+ +µ∂−),
we get, passing to the limit η → 0,
lim
η→0
lim
ε→0
〈Opwε (Ψη)uε, uε〉 = ‖χ0‖L1
∫
θ(x′, ξ′)d(µ∂+ + µ∂−), (4.7.5)
where ‖χ0‖L1 ∈ [1, 2]. Indeed,∫
Ψη(x, ξ)dµ =
∫
θ(x′, ξ′)χ̂0(ξd)χ0
(xd − 1
η
)
d
(
1{xd>1}µ+ + 1{xd<1}µ−
)
+χ̂0(0)
∫
θ(x′, ξ′)d(µ∂+ + µ∂−)
and χ0
(
xd−1
η
)
→ 0 as η → 0 almost everywhere on the support of 1{xd>1}µ++
1{xd<1}µ−, from which it follows that the first term in the right hand side
converges to 0 when η → 0. Using the equality (4.7.5), our problem first
reduces to proving that
lim
η→0
lim
ε→0
〈Opwε (Ψη)uε, uε〉 = 0. (4.7.6)
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Indeed, relation (4.7.6) readily implies µ∂+ +µ∂− = 0, from which we deduce
µ∂+ = µ∂− = 0, using the fact that µ∂+ and µ∂− are nonnegative.
Alternatively, the fact that µ∂+ + µ∂− = 0 implies µ∂+ = µ∂− = 0 can
be seen using the localisation property satisfied by µ∂±. Indeed, we have
supp(µ∂±) ⊂ {ξ′2 = n2±}, hence µ∂− and µ∂+ have disjoint supports. Note
that, using this last property, at some point of our proof, we will study
separately the two measures µ∂− and µ∂+, choosing first the test function
θ(x′, ξ′) with support close to ξ ′2 = n2− and then close to ξ
′2 = n2+.
Let us make two other reductions. First, (uε) being uniformly bounded
in B˙∗, it suffices to prove
lim
η→0
lim
ε→0
‖Opwε (Ψη)uε‖B˙ = 0. (4.7.7)
Last, we may assume, using a density argument, that the source f is
smooth: F ′f ∈ C∞c (Rd). Indeed, we have, for λ > 0 (the space Xλ is defined
in Proposition 4.3.4),
|〈Opwε (Ψη)uε, uε〉| ≤ C‖f‖2B˙‖Ψη‖Xλ ≤ C‖f‖2B˙,
(where we have used that ‖Ψη‖Xλ ≤ C uniformly with respect to η). This is
our last reduction.
In the sequel, we will actually prove the following stronger result.
Proposition 4.7.3 There exists η0 > 0 such that for all η < η0,
‖Opwε (Ψη)uε‖B˙ = O(ε∞).
The end of this section is devoted to the proof of Proposition 4.7.3.
We use the following explicit formula for uε, where the kernel of the
resolvent Rε is given by (4.7.4):
uε(y) =
1
ε
d−1
2
∫
ei
y′·ζ′
ε Rε
(
ζ ′,
yd
ε
, zd
)
F ′f(ζ ′, zd)dzddζ ′
=
6∑
k=1
uεk(y),
with, for k = 1, . . . , 6,
uεk(y) =
1
ε
d−1
2
∫
ei
y′·ζ′
ε Rεk
(
ζ ′,
yd
ε
, zd
)
F ′f(ζ ′, zd)dzddζ ′.
We recall that
‖Opwε (Ψη)uε‖B˙ =
∑
j∈Z
2j/2
(∫
C(j)
|Opwε (Ψη)uε(x)|2 dx
)1/2
.
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In order to bound ‖Opwε (Ψη)uε‖B˙, our strategy is the following: we look
for an estimate of Opwε (Ψη)u
ε(x) in L∞ depending on the annulus C(j) where
x lies.
Lemma 4.7.4 Let M > 0 be such that supp(F ′f) ⊂ B(0,M) and supp(θ) ⊂
B(0,M), B(0,M) being the ball of radius M centered at the origin.
Let us denote J = dlog2M + 3e. We have the following properties:
(i) For all j < 0, for all x ∈ C(j), Opwε (Ψη)uε(x) = 0.
(ii) For all j ≥ J , for all integer p ≥ 0, for all x ∈ C(j), there exists an
integer k > d+1
2
such that
|Opwε (Ψη)uε(x)| ≤ Cεp2−jk,
where C is a constant independent of j, x.
(iii) For all 0 ≤ j < J , for all integer p ≥ 0, for all x ∈ C(j),
|Opwε (Ψη)uε(x)| ≤ Cεp,
where C is a constant independent of j, x.
Remark: Note that if ε is small enough ( 1
ε
> M), the first, second and
fourth terms uε1, u
ε
2, u
ε
4 vanish (because of the truncation 1{zd>1/ε} in R
ε
1,
Rε2, R
ε
4).
Before proving this lemma, let us show how it implies Proposition 4.7.3.
Using Lemma 4.7.4, we obtain the following bound: for all integer p, there
exists an integer k > d+1
2
such that
‖Opwε (Ψη)uε‖B˙ ≤ C
(
J−1∑
j=0
εp +
∑
j≥J
εp2j(
d+1
2
−k)
)
≤ Cεp
where we have used that the series
∑
j≥J 2
j(d+12 −k) converges for k > d+1
2
.
There now remains to prove Lemma 4.7.4.
Proof of Lemma 4.7.4.
In the sequel, we omit the coefficient 1
(2pi)d
in front of the integral defining
Opwε (Ψη)u
ε. We have, performing the integration with respect to the ξd
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variable,
Opwε (Ψη)u
ε(x)
=
1
εd+
d−1
2
∫
ei
(x−y)·ξ
ε
+i y
′·ζ′
ε Rε
(
ζ ′,
yd
ε
, zd
)
F ′f(ζ ′, zd)θ
(x′ + y′
2
, ξ′
)
×χ̂0(ξd)χ0
( xd+yd
2
− 1
η
)
dydξdζ ′dzd
=
1
ε
3d−1
2
∫
ei
(x′−y′)·ξ′
ε
+i y
′·ζ′
ε Rε
(
ζ ′,
yd
ε
, zd
)
F ′f(ζ ′, zd)θ
(x′ + y′
2
, ξ′
)
×χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dydξ′dζ ′dzd. (4.7.8)
Proof of point (i).
Let j < 0 and x ∈ C(j). Then |xd| ≤ 2j ≤ 12 . For such a value of xd,
yd 7→ χ0
(
xd−yd
ε
)
has support in {|yd| ≤ 12 + ε} and yd 7→ χ0
( xd+yd
2
−1
η
)
has
support in {yd ≥ 32 − 2η}. Hence, if η and ε are small enough, we have
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
= 0,
which gives, using the formula (4.7.8),
Opwε (Ψη)u
ε(x) = 0.
Proof of point (ii).
Let j ≥ J , and x ∈ C(j). First of all, if |xd| ≥ 2, then one can easily
check that for η and ε small enough, we have
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
= 0,
which gives
Opwε (Ψη)u
ε(x) = 0.
Now, assume |xd| ≤ 2. In the previous integral, we have
∣∣∣x′+y′2 ∣∣∣ ≤M . Hence,
|x′| ≥ |x| − |xd| ≥ 2j−1 − 2 ≥ 2j−2,
|x′ − y′| = |2x′ − (x′ + y′)| ≥ 2j−1 − |x′ + y′| ≥ 2j−1 − 2M.
Thus, since M ≤ 2j−3 for j ≥ J , we get |x′ − y′| ≥ 2j−2. This allows us to
use a non-stationary phase method to bound Opwε (Ψη)u
ε(x) for x ∈ C(j).
Indeed, if we denote
L =
x′ − y′
|x′ − y′|2 · ∇ξ′,
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we get
ei
(x′−y′)·ξ′
ε = εLei
(x′−y′)·ξ′
ε ,
which implies, for any k ∈ N,
Opwε (Ψη)u
ε(x) = εk−
3d−1
2
∫
ei
(x′−y′)·ξ′
ε
+i y
′·ζ′
ε Rε
(
ζ ′,
yd
ε
, zd
)
F ′f(ζ ′, zd)
×(tL)k
(
θ
(x′ + y′
2
, ξ′
))
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dydξ′dζ ′dzd.
As a consequence, using that Rε1 = R
ε
2 = R
ε
4 = 0 for ε small enough, that
Rε3 is uniformly bounded with respect to ε, and that R
ε
5, R
ε
6 are bounded by
C/
√
αεε, we get
|Opwε (Ψη)uε(x)| ≤ C
εk−
3d−1
2
2(j−2)k
√
αεε
≤ Cε
k− 3d+γ
2
2(j−2)k
.
Now, let p ∈ N. We choose k > p + 3d+γ
2
(which implies that k > d+1
2
)
and we obtain,
|Opwε (Ψη)uε(x)| ≤ Cpεp2−jk.
Proof of point (iii).
This is the most difficult case. We are left with the terms with 0 ≤ j ≤ J .
Here, we treat separately the measures µ∂− and µ∂+. Indeed, in order to
prove that µ∂− = 0 (respectively µ∂+ = 0), using that µ∂− (resp. µ∂+) is
supported in {ξ′2 = n2−} (resp. {ξ′2 = n2+}), it suffices to choose a test
function θ supported near {ξ ′2 = n2−} (resp. {ξ′2 = n2+}).
Let a be a small positive parameter such that a ≤ min
(
n2+
2
, [n
2]
2
)
.
We begin with the study of µ∂−. Let us explain our strategy (it is the
same for the study of µ∂+). We have to treat the singularity of the root
ωε− =
√
ξ′2 − n2− + iαεε. In order to do this, we make a contour deformation
in the complex plane. If we denote z = ξ ′2 − n2− + iαεε, the expression
that we have to study corresponds to an integral over Imz = αεε (Re z
being bounded). Using almost-analytic extensions and the Green-Riemann
formula, we write it as the sum of an integral over Imz = β, where β is a
positive constant, and an integral over αεε ≤ Imz ≤ β. In the integral over
Imz = β, the root √ξ′2 − n2− + iβ is no longer singular, thus we can apply
a usual non-stationary phase theorem. In order to treat the integral over
αεε ≤ Imz ≤ β, we separate the sets |Im z| ≤ εδ and |Im z| ≥ εδ. For
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|Im z| ≤ εδ, we use the property of almost-analytic extensions (see (4.7.9)).
For |Im z| ≥ εδ, we use that √z is bounded from below by εδ/2, so that
each integration by part gives a power of ε1−δ/2.
First case: study of µ∂− (θ is supported close to ξ ′2 = n2−)
We assume that supp(θ) ⊂ {|ξ ′2 − n2−| ≤ a/2}. We consider separately
the contributions due to |ζ ′| close to, or far from, n−. For that purpose, we
define
χ−(ζ ′) = χ0(
ζ ′2 − n2−
a
).
We write
Opwε (Ψη)u
ε(x) =
1
ε
3d−1
2
∫
ei
(x′−y′)·ξ′
ε
+i y
′·ζ′
ε Rε
(
ζ ′,
yd
ε
, zd
)
×F ′f(ζ ′, zd) (1− χ−(ζ ′)) θ
(x′ + y′
2
, ξ′
)
×χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dydξ′dζ ′dzd
+
1
ε
3d−1
2
∫
ei
(x′−y′)·ξ′
ε
+i y
′·ζ′
ε Rε
(
ζ ′,
yd
ε
, zd
)
×F ′f(ζ ′, zd)χ−(ζ ′)θ
(x′ + y′
2
, ξ′
)
×χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dydξ′dζ ′dzd
= Iε,−(x) + IIε,−(x).
1- Contribution of |ζ ′| far from n−
Let us first study the part Iε where the root ωε− is not singular. The
gradient of the phase function (x′ − y′) · ξ′ + y′ · ζ ′ + iωε−(ζ ′)|yd − εzd| with
respect to the y′-variable is ζ ′ − ξ′. Since we have
|ζ ′ − ξ′| ≥ min
(√
n2− + a−
√
n2− +
a
2
,
√
n2− −
a
2
−
√
n2− − a
)
,
the operator
L =
ζ ′ − ξ′
|ζ ′ − ξ′|2 · ∇y′
is well-defined. Moreover it satisfies
εL
(
ei
(x′−y′)·ξ′
ε
+i y
′·ζ′
ε
)
= ei
(x′−y′)·ξ′
ε
+i y
′·ζ′
ε .
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Hence, we get, for all p ∈ N,
Iε,−(x) = εp−
3d−1
2
∫
yd<1
ei
(x′−y′)·ξ′
ε
+i y
′·ζ′
ε
−ω
ε−(ζ′)
ε
|yd−εzd|Rε
(
ζ ′,
yd
ε
, zd
)
×F ′f(ζ ′, zd)2ωε−(ζ ′)
(
1− χ−(ζ ′)
)
(tL)p
(
θ
(x′ + y′
2
, ξ′
))
×χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dydξ′dζ ′dzd,
and
|Iε,−| ≤ Cεp− 3d+γ2 .
Thus, for such θ,
Iε,−(x) = O(ε∞).
2- Contribution of |ζ ′| close to n−
Now, we are left with the part IIε,−, for which we have to treat the
singularity of ωε−, that appears both in the phase and in the test functions,
near |ζ ′| = n−. In that case, we study separately the contributions due to
Rε6, R
ε
5, and R
ε
3. We denote them II
ε,−
6 , II
ε,−
5 and II
ε,−
3 respectively. We
begin with the term IIε,−6 .
a- Estimate of IIε,−6
We have
IIε,−6 (x)
=
1
ε
3d−1
2
∫
yd<1
ei
(x′−y′)·ξ′
ε
+i y
′·ζ′
ε
−ω
ε−(ζ′)
ε
|yd−εzd|F ′f(ζ ′, zd)
2ωε−(ζ ′)
χ−(ζ ′)
×θ
(x′ + y′
2
, ξ′
)
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dydξ′dζ ′dzd.
We first make the polar change of variables ζ ′ = ρω′ and then t = ρ2−n2−.
We get
IIε,−6 (x)
=
1
ε
3d−1
2
∫
yd<1
∫
S
d−2
ω′
ei
(x′−y′)·ξ′
ε
+i y
′·ω′
ε
√
t+n2−−
√
t+iαεε
ε
|yd−εzd| g(t, ω
′, zd)
2
√
t+ iαεε
×θ
(x′ + y′
2
, ξ′
)
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dtdω′dydξ′dzd,
where g(t, ω′, zd) = F ′f
(√
t+ n2−ω
′, zd
)
χ0
(
t
a
)
(t+n2−)
(d−3)/2 is smooth and
compactly supported with respect to t.
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Next, in order to make a contour deformation to avoid the singularity of
ωε−, we use the almost-analytic extension of g, g˜(t, ω
′, zd), defined as in the
following proposition. This object was first introduced by Ho¨rmander [Ho¨r2]
(also see for instance [DG], [DS]).
Proposition 4.7.5 Let g ∈ C∞c (R). Then, there exists a function g˜ ∈
C∞c (C), such that
g˜|R = g,
∣∣∣∣∂g˜∂z¯ (z)
∣∣∣∣ ≤ CN |Imz|N , N ∈ N. (4.7.9)
Since g˜ may be constructed as follows
g˜(t+ is) =
∞∑
n=0
in∂nt g(t)
sn
n!
χ(λns),
for an appropriate sequence (λn), the behavior (smoothness and support) of
g˜ with respect to the variables ω′ and zd is not modified. We get
IIε,−6 (x)
=
1
ε
3d−1
2
∫
yd<1
∫
S
d−2
ω′
ei
(x′−y′)·ξ′
ε
+i y
′·ω′
ε
√
t+n2−−
√
t+iαεε
ε
|yd−εzd| g˜(t, ω
′, zd)
2
√
t + iαεε
×θ
(x′ + y′
2
, ξ′
)
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
ηs
)
dtdω′dydξ′dzd,
Now, we apply the Green-Riemann theorem on the following set of the com-
plex plane: Ω = {z = t+ is / t ∈ [−a, a], s ∈ [αεε, β]}. We also denote
Γαεε = {t+ iαεε / t ∈ [−a, a]},
Γβ = {t+ iβ / t ∈ [−a, a]}.
The complex version of the Green-Riemann formula is: for all G ∈ C1,∫
∂Ω
G(z)dz = 2i
∫
Ω
∂
∂z¯
G(z)dz¯ ∧ dz
(where dz¯ ∧ dz = 2idtds if z = t+ is).
This yields, using that a is outside the support of g˜ with respect to the
variable t,
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IIε,−6 (x) =
1
ε
3d−1
2
∫
yd<1
∫
Γβ
ei
(x′−y′)·ξ′
ε
+i y
′·ω′
ε
√
z−iαεε+n2−−
√
z
ε
|yd−εzd|
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containing Ω when ε > 0 is fixed.
We first study the term IIIε,−6 . We write
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In this integral, the phase is non-stationary with respect to t. Indeed, if we
denote ϕ(t) = iy′ · ω′√t + iβ − iαεε+ n2− − √t+ iβ|yd − εzd| (we consider
αεε, β, y
′ · ω′ and |yd − εzd| as parameters, which lie in a compact set), we
have
∂tϕ(t) =
iy′ · ω′√
t+ iβ − iαεε+ n2−
− |yd − εzd|√
t+ iβ
.
On the one hand, if we denote M1 = 2
J + 2M , we have∣∣∣∣∣ iy′ · ω′√t+ iβ − iαεε+ n2−
∣∣∣∣∣ ≤ M1(n2− − a)1/2 ,
on the other hand, ∣∣∣∣ |yd − εzd|√t+ iβ
∣∣∣∣ ≥ 12√β .
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We choose β small enough such that M1
(n2−−a)1/2
≤ 1
4
√
β
. With this choice, we
get
|∂tϕ(t)| ≥ 1
2
√
β
.
Moreover, the derivatives of ϕ are uniformly bounded. To conclude, we use
the non-stationary phase theorem 4.7.2, thus obtaining
IIIε,−6 = O(ε
∞).
We end the proof by studying the term IV ε,−6 . We decompose this term
into two parts, according to the relative size of |Im(z)| with respect to εδ,
where δ > 0 is a small parameter to be chosen later. We still use χ0 as
truncation function. We write
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1
ε
3d−1
2
∫
yd<1
∫
Ω
ei
(x′−y′)·ξ′
ε
+i y
′·ω′
ε
√
z−iαεε+n2−−
√
z
ε
|yd−εzd|
2
√
z
× ∂
∂z¯
g˜(z − iαεε, ω′, zd)χ0
(Im(z)
εδ
)
×θ
(x′ + y′
2
, ξ′
)
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dz ∧ dz¯dω′dξ′dzd
+
1
ε
3d−1
2
∫
yd<1
∫
Ω
ei
(x′−y′)·ξ′
ε
+i y
′·ω′
ε
√
z−iαεε+n2−−
√
z
ε
|yd−εzd|
2
√
z
× ∂
∂z¯
g˜(z − iαεε, ω′, zd)(1− χ0)
(Im(z)
εδ
)
×θ
(x′ + y′
2
, ξ′
)
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dz ∧ dz¯dω′dξ′dzd
= V ε,−6 (x) + V I
ε,−
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Now, to estimate V ε,−6 , we use the property (4.7.9) of the almost-analytic
extension g˜. We readily get
|V ε,−6 (x)| ≤ CεδN−
3d+γ
2 . (4.7.10)
For the term V Iε,−6 , we write
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and make integrations by parts with respect to the variable t. Since g˜ is
compactly supported and a is outside the support of g˜, no boundary term
appears. Let us denote
L =
iy′·ω′√
t+is−iαεε+n2−
− |yd−εzd|√
t+is∣∣∣∣ iy′·ω′√t+is−iαεε+n2− − |yd−εzd|√t+is
∣∣∣∣2∂t.
We have, using that |t| ≤ a and s ≥ εδ,∣∣∣∣∣ iy′ · ω′√t+ is− iαεε+ n2−
∣∣∣∣∣ ≤ M1√n2− − a and
∣∣∣∣ |yd − εzd|√t+ is
∣∣∣∣ ≥ 12√β ,
hence for β small enough,∣∣∣∣∣ iy′ · ω′√t+ is− iαεε+ n2− − |yd − εzd|√t+ is
∣∣∣∣∣ ≥ 14√β . (4.7.11)
Thus, L is well defined and we have
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Hence, we get, for all P ∈ N,
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P− 3d−1
2
∫
yd<1
∫
Ω
ei
(x′−y′)·ξ′
ε
+i y
′·ω′
ε
√
t+is−iαεε+n2−−
√
t+is
ε
|yd−εzd|
×(tL)P
(
1
2
√
t+ is
∂
∂z¯
g˜(t+ is− iαεε, ω′, zd)
)
(1− χ0)
( s
εδ
)
×θ
(x′ + y′
2
, ξ′
)
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
ηs
)
dtdsdω′dydξ′dzd.(4.7.12)
Now, we use the fact that, in this integral, s ≥ εδ.
Lemma 4.7.6 For all P ∈ N∗, there exist kP ∈ N∗, CP > 0 and gP ∈ C∞c
such that∣∣∣∣(tL)P ( 12√t + is ∂∂z¯ g˜(t+ is− iαεε, ω′, zd)
)
(1− χ0)
( s
εδ
)∣∣∣∣
≤ CP ε−kP δgP (t, s, ω′, zd).
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Proof. The term ε−kP δ/2 comes from the fact that, on the support of
(1− χ0)
(
s
εδ
)
, we have
∣∣√t+ is∣∣ ≥ εδ/2. 
From this lemma together with the estimates (4.7.10) and (4.7.12), we de-
duce, for all N and P ,
|IV ε,−6 (x)| ≤ |V ε6 (x)|+ |V Iε6(x)| ≤ CεδN−
3d+γ
2 + CεP−
3d−1
2
− kP δ
2 ,
which implies that
IV ε,−6 (x) = O(ε
∞).
(Indeed, let K ∈ N∗. We first choose P > 3d−1
2
+ 2K, then δ sufficiently
small such that kP δ ≤ 2K, hence P − 3d−12 − kP δ2 ≥ K and finally, N large
enough such that δN − 3d+γ
2
≥ K. Then |IV ε,−6 (x)| ≤ CεK).
Thus, we have obtained that for θ supported close to ξ ′2 = n2−, for x ∈
C(j), 0 ≤ j ≤ J ,
Opwε (Ψη)u
ε
6(x) = O(ε
∞).
b- Estimate of IIε,−5 (x)
Now, let us study the term corresponding to uε5.
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Since we are considering |ζ ′| close to n−, the root ωε+(ζ ′), that appears as a
test function, is not singular. Moreover, the coefficient in front of ωε− in the
phase function, |yd − 1| + |εzd − 1| is still bounded from below by 1/2 for
ε and η small enough. Thus, we may use exactly the same method as for
the estimate of the term IIε,−6 (using almost-analytic extensions). We get,
as before,
IIε,−5 = O(ε
∞).
c- Estimate of IIε,−3 (x)
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We are left with the term corresponding to uε3. We have
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The different point here is that the two roots ωε− and ω
ε
+ appear in the phase
function. Thanks to the localization of θ near ξ ′2 = n2− and to the fact that
the parameter |εzd − 1| is bounded from below, this term is exponentially
small with respect to ε. Indeed, in this integral, we have n2− − a ≤ |ζ ′|2 ≤
n2− + a, so that
Re ωε+(ζ ′) = Re
√
ζ ′2 − n2+ + iαεε ≥
√
[n2]− a.
Hence, since |εzd − 1| ≥ 1/2, we get
|IIε,−3 (x)| ≤ C
e−
√
[n2]−a
2ε
ε
3d−1
2
,
so that
IIε,−3 (x) = O(ε
∞).
We have obtained, for θ with support close to ξ ′2 = n2−,
lim
ε→0
‖Opwε (Ψη)uε‖B˙ = 0.
In conclusion of our study, µ∂− = 0.
Second case: study of µ∂+ (θ is supported close to ξ ′2 = n2+)
We assume that supp(θ) ⊂ {|ξ ′2 − n2+| ≤ a/2}. Our strategy is similar to
the one we used in the first case. We consider separately the contributions
due to |ζ ′| close to, or far from, n+. For that purpose, we define
χ+(ζ
′) = χ0(
ζ ′2 − n2+
a
).
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As before, we write
Opwε (Ψη)u
ε(x)
=
1
ε
3d−1
2
∫
ei
(x′−y′)·ξ′
ε
+i y
′·ζ′
ε Rε
(
ζ ′,
yd
ε
, zd
)
F ′f(ζ ′, zd) (1− χ+(ζ ′))
×θ
(x′ + y′
2
, ξ′
)
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dydξ′dζ ′dzd
+
1
ε
3d−1
2
∫
ei
(x′−y′)·ξ′
ε
+i y
′·ζ′
ε Rε
(
ζ ′,
yd
ε
, zd
)
F ′f(ζ ′, zd)χ+(ζ ′)
×θ
(x′ + y′
2
, ξ′
)
χ0
(xd − yd
ε
)
χ0
( xd+yd
2
− 1
η
)
dydξ′dζ ′dzd
= Iε,+(x) + IIε,+(x).
1- Contribution of |ζ ′| far from n+
Let us first study the part Iε,+. As for the term Iε,−, the gradient of the
phase function with respect to the y′-variable, ζ ′−ξ′, is bounded from below.
Hence, making integrations by part with respect to this variable, we get
Iε,+(x) = O(ε∞).
2- Contribution of |ζ ′| close to n+
Now, we are left with the part IIε,+. In that case, we again study sepa-
rately the contributions due to Rε6, R
ε
5, and R
ε
3. We denote them II
ε,+
6 , II
ε,+
5
and IIε,+3 respectively. The structure of the proof of the estimate for each
term is the same as for the term IIε,−6 :
• we first make the polar change of variable ζ ′ = ρω′ and then t = ρ2 − n2+,
• we then use the almost-analytic extension of the test function and the
Green-Riemann formula to decompose the integral into the sum of three
terms:
• an integral over Imz = β that we estimate using the non-stationary
phase theorem 4.7.2. Here, neither the phase function nor the test function
are singular anymore, hence we only have to prove that the gradient of the
phase function satisfies
|∂tϕ| ≥ C√
β
. (4.7.13)
• an integral over αεε ≤ |Imz| ≤ εδ that we estimate using the property
(4.7.9) of almost-analytic extensions.
• and an integral over β ≥ |Imz| ≥ εδ that we estimate using the
non-stationary phase theorem 4.7.2. Here, the phase function function still
satisfies
|∂tϕ| ≥ C√
β
. (4.7.14)
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On this set, we have to treat the singularity of the test function, which is
done as in Lemma 4.7.6.
Thus, to estimate each term IIε,+6 , II
ε,+
5 and II
ε,+
3 , it remains to prove
the estimates (4.7.13) and (4.7.14).
a- Estimate of IIε,+6 (x)
We have
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With the announced changes of variables, the phase function rewrites
ϕ(t, s) = iy′ · ω′
√
t+ n2+ + is− iαεε−
√
t− [n2] + is|yd − εzd|
where s = Imz ∈ [αεε, β] (αεε, β, y′ · ω′ and |yd − εzd| are considered as
parameters lying in a compact set).
Since∣∣∣∣∣ iy′ · ω′√t+ n2+ + is− iαεε
∣∣∣∣∣ ≤ M1√n2+ − a and
∣∣∣∣∣ |yd − εzd|√t− [n2] + is
∣∣∣∣∣ ≥ 12√s,
we get, for β small enough, s ≤ β,
|∂tϕ(t)| ≥ 1
4
√
β
,
which implies (4.7.13) and (4.7.14).
b- Estimate of IIε,+5 (x)
We have
IIε,+5 (x) =
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Here,
ϕ(t, s) = iy′ · ω′
√
t + n2+ + is− iαεε−
√
t− [n2] + is (|yd − 1|+ |εzd − 1|) .
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Similarly, we get, for β small enough, and s ≤ β,
|∂tϕ(t)| ≥ 1
4
√
β
,
which implies (4.7.13) and (4.7.14).
Here, ωε+, that appears as a test function, is singular. We treat this problem
as in the proof of the estimate of V Iε,−6 (see Lemma 4.7.6).
c- Estimate of IIε,+3
We have
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2
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Hence, the phase function, after the changes of variables, writes
ϕ(t, s) = iy′ ·ω′
√
t+ n2+ + is− iαεε−
√
t− [n2] + is|yd−1|−
√
t + is|εzd−1|.
Then,
∂tϕ =
iy′ · ω′√
t+ n2+ + is− iαεε
− |yd − 1|√
t− [n2] + is −
|εzd − 1|√
t+ is
.
On the one hand, ∣∣∣∣ |εzd − 1|√t+ is
∣∣∣∣ ≥ 12√s
and on the other hand,∣∣∣∣∣ iy′ · ω′√t+ n2+ + is− iαεε − |yd − 1|√t− [n2] + is
∣∣∣∣∣ ≤ M1√n2+ − a + 2√[n2]− a.
Thus, for β small enough and s ≤ β, we have
∂tϕ ≥ 1
4
√
β
.
In conclusion, we have obtained that µ∂+ = 0.
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A The resolvent in the homogeneous case
We give here some details about the derivation of the explicit formula
for the solution to the Helmholtz equation (4.7.1). Since we can apply the
Fourier transform with respect to the x′ variable, it is sufficient to make the
calculations when the dimension d equals to 1. We may also assume that
ε = 1. Hence, we are left with the following equation
− w′′ + ω2+w = f for x > 1, (A.1)
−w′′ + ω2−w = f for x ≤ 1, (A.2)
where ω+ and ω− are chosen with a positive real part.
Let use first calculate w when x > 1. We can write
w(x) = a(x)eω+x + b(x)e−ω+x,
where a and b satisfy
a′(x)eω+x + b′(x)e−ω+x = 0. (A.3)
Then, w′′(x) = ω2+w + ω+(a
′(x)eω+x − b′(x)e−ω+x) so, using (A.1) and (A.3)
we obtain the following system satisfied by a′ and b′:{
a′(x)eω+x + b′(x)e−ω+x = 0
a′(x)ω+eω+x − b′(x)ω+e−ω+x = −f
Thus, we get
a′(x) =
−1
2ω+
e−ω+xf(x) b′(x) =
1
2ω+
eω+xf(x).
Integrating these equalities, we obtain
a(x) =
1
2ω+
(∫ +∞
x
e−ω+yf(y)dy + C++
)
,
b(x) =
1
2ω+
(∫ x
−∞
eω+yf(y)dy + C−+
)
,
where C−+ and C
+
+ are two contants.
Thus, we have for x > 1,
w(x) =
1
2ω+
(∫ +∞
x
e−ω+(y−x)f(y)dy + C++e
ω+x
+
∫ x
−∞
e−ω+(x−y)f(y)dy + C−+e
−ω+x
)
.
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Similarly, we get for x ≤ 1,
w(x) =
1
2ω+
(∫ +∞
x
e−ω−(y−x)f(y)dy + C+−e
ω−x
+
∫ x
−∞
e−ω−(x−y)f(y)dy + C−−e
−ω−x
)
.
Now, we use that w ∈ H2(R) to determine the constants. First, it implies
that C−+ = C
+
− = 0. On the other hand, since H
2(R) ⊂ C1(R), we write the
continuity of w and w′ at the point x = 1. This gives the following system
e−ω+
2ω+
C−+ −
eω−
2ω−
C+− =
1
2ω−
∫ +∞
−∞
e−ω−|y−1|f(y)dy
− 1
2ω+
∫ +∞
−∞
e−ω+|y−1|f(y)dy
e−ω+C−+ + e
ω−C+− = −
∫ +∞
1
e−ω−|y−1|f +
∫ 1
−∞
e−ω−|y−1|f
+
∫ +∞
1
e−ω+|y−1|f −
∫ 1
−∞
e−ω+|y−1|f
Hence,
C−+ =
ω+ − ω−
ω+ + ω−
eω+
∫ +∞
1
e−ω+|y−1|f(y)dy −
∫ 1
−∞
eω+yf(y)dy
+
2ω+
ω+ + ω−
eω+
∫ 1
−∞
e−ω−|y−1|f(y)dy
C+− =
ω− − ω+
ω+ + ω−
e−ω−
∫ 1
−∞
e−ω−|y−1|f(y)dy−
∫ +∞
1
e−ω−yf(y)dy
+
2ω−
ω+ + ω−
e−ω−
∫ +∞
1
e−ω+|y−1|f(y)dy
Finally, we obtain for x > 1,
w(x) =
1
2ω+
(∫ +∞
1
e−ω+|y−x|f(y)dy
−
∫ +∞
1
(ω+ − ω−)2
[n2]
e−ω+|x−1|−ω+|y−1|f(y)dy
)
+
∫ 1
−∞
ω+ − ω−
[n2]
e−ω+|x−1|−ω−|y−1|f(y)dy
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and for x ≤ 1,
w(x) =
1
2ω−
(∫ 1
−∞
e−ω−|y−x|f(y)dy
+
∫ 1
−∞
(ω+ − ω−)2
[n2]
e−ω−|x−1|−ω−|y−1|f(y)dy
)
+
∫ +∞
1
ω− − ω+
[n2]
e−ω−|x−1|−ω+|y−1|f(y)dy.
B Sharp truncation and ε-oscillation
Definition B.1 A sequence of functions (uε) is ε-oscillating if it is bounded
in L2loc(R
d) and for all ϕ ∈ C∞c (Rd), lim supε
∫
|εξ|>ρ |ϕ̂uε|2dξ → 0 as ρ→∞.
Definition B.2 A sequence of functions (uε) is strongly ε-oscillating if it
is bounded in L2loc(R
d) and for some order s > 0 : for all ϕ ∈ C∞c (Rd),
(|εDx|sϕuε) is bounded in L2(Rd).
Definition B.3 A sequence of functions (uε) is ε-oscillating in xd if it is
bounded in L2loc(R
d) and for all ϕ ∈ C∞c (Rd), lim supε
∫
|εξd|>ρ |ϕ̂uε|2dξ → 0
as ρ → ∞. A sequence of functions (uε) is strongly ε-oscillating in xd if
it is bounded in L2loc(R
d) and for some order s > 0 : for all ϕ ∈ C∞c (Rd),
(|εDxd|sϕuε) is bounded in L2(Rd).
Lemma B.4 (i) For all s ∈ [0, 1/2[, for all f ∈ Hs(R),
‖|Dx|s1x>0f‖L2(R) ≤ Cs‖|Dx|sf‖L2(R).
(ii) If χ ∈ C∞(R) satisfies χ(ξ) ≤ CM〈ξ〉−M then
∀k ∈ N∗, k ≤ M + s, ‖χ(εDx)(εDx)k1x>0‖L2(R) = O(εs).
Lemma B.5 (i) If the sequence (uε) is ε-oscillating (respectively strongly ε-
oscillating, ε-oscillating in xd), then its truncation (1xd>1u
ε) is ε-oscillating
(respectively strongly ε-oscillating, ε-oscillating in xd).
(ii) If (uε) and (εDxd)
Kuε) are bounded in L2loc(R
d
+) for some K ∈ N∗, and
if for all k ∈ N such that k < K, the sequences of traces (uεk|xd=1) of uεk =
(εDxd)
kuε are bounded in L2loc(R
d−1), then for all k < K, the sequence of
extensions (uεk) of u
ε
k by zero is ε-oscillating in xd.
The reader can find the proofs of these results for instance in L.
Miller [Mil2].
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C Tangential test operators
We give here the proofs of the results on tangential test operators.
Proof of Lemma 4.4.5:
Let ω ∈ Cˆ∞c (R2d−1x,ξ′ ). Then, for all k ∈ N,
(ωξk+1d )
w(x, εDx) = (ωξ
k
d)
w(x, εDx)εDxd +
ε
2
(Dxdωξ
k
d)
w(x, εDx) (C.1)
= εDxd(ωξ
k
d)
w(x, εDx)− ε
2
(Dxdωξ
k
d)
w(x, εDx). (C.2)
Hence, by induction, we get that for all φε ∈ T n(Rd), there exist ωk ∈
Cˆ∞c (R2d−1) such that
φε =
n∑
k=0
Ωεk(εDxd)
k + εΘε, (C.3)
where Ωεk = ω
w
k (x, εDx′) and Θ
ε =
∑n−1
k=0 ε
n−1−kθεk, with θ
ε
k ∈ T k(Rd).
Thanks to (C.3), it suffices to prove the lemma for operators of the form
φε =
∑2
k=0 Ω
ε
k(εDxd)
k. Using lemma B.5 i) and ii), we obtain that for 0 ≤
k ≤ 2, uε±,k := 1xd≷1(εDxd)kuε is ε-oscillating. Since Ωεk contains no derivative
with respect to the xd variable, we get that Ω
ε
ku
ε
±,k is ε-oscillating, and it is
compactly supported uniformly with respect to ε. Thus, using Lemma B.4(i),
we get ∥∥χ0(εDxd)Ωεk((εDxd)kuε± − uε±,k)∥∥L2 = O(εs)
for some s ∈ (0, 1
2
). Thus, point (i) is proved.
Since Ωεku
ε
±,k is ε-oscillating, we have lim supε→0
∥∥∥(χ( ερDxd)−1)Ωεkuε±,k∥∥∥
L2
→
0 as ρ→ +∞. Hence, lim supε→0
∥∥∥(χ( ερDxd)− 1)φεuε±∥∥∥
L2
→ 0 as ρ→ +∞
and point (ii) follows from point (i) with χ0(ξd) = χ
(
ξd
ρ
)
. 
Proof of Lemma 4.4.6:
Let ω ∈ C∞c (R2d−1). We denote Ωε = ωw(x, εDx′).
At the first order, using the relation (C.2) and integrating by parts, we obtain(
(ωξd)
w(x, εDx)v, u
)
± =
(
εDxdΩ
εv, u
)
± −
ε
2
(
(Dxdω)
wv, u
)
±
= ±iε(Ωεv, u)
Γ
+
(
Ωεv, εDxdu
)
± −
ε
2
(
(Dxdω)
wv, u
)
±
= ±iε(Ωεv, u)
Γ
+
(
v,
[
(Ωε)∗εDxd −
ε
2
(
(Dxdω)
w(x, εDx′)
)∗]
u
)
±
= ±iε(Ωεv, u)± + (v, ((ωξd)w(x, εDx))∗u)Γ.
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At order 2, we first use the relations (C.1) and (C.2) to compute
(ωξ2d)
w = (εDxd)Ω
ε(εDxd) +
ε2
4
(D2xdω)
w.
Hence,
(
(ωξ2d)
w(x, εDx)v, u)± =
(
εDxdΩ
εεDxdv, u
)
± +
ε2
4
(
(D2xdω)
wv, u
)
±
= ±iε(ΩεεDxdv, u)Γ + (εDxdv, (Ωε)∗εDxdu)± + ε24 ((D2xdω)wv, u)±
= ±iε(ΩεεDxdv, u)Γ ± iε(v, (Ωε)∗εDxdu)Γ + (v, εDxd(Ωε)∗εDxdu)±
+
ε2
4
(
(D2xdω)
wv, u
)
±
= ±iε(ΩεεDxdv, u)Γ ± iε(Ωεv, εDxdu)Γ + (v, ((ωξ2d)w)∗u)±,
which ends the proof. 
BIBLIOGRAPHIE 139
Bibliographie
[Agm] S. Agmon, Spectral properties of Schro¨dinger operators and scatte-
ring theory, Ann. Scuola Norm. Sup. Pisa 2 no.4 (1975), 151-218.
[AH] S. Agmon, L. Ho¨rmander, Asymptotic properties of solutions of
differential equations with simple characteristics, J. Analyse Math. 30
(1976), 1-38.
[BKR] G. Bal, T. Komorowski, L. Ryzhik, Self-averaging of Wigner
transforms in random media, Comm. Math. Phys. 242 (2003), no. 1-2,
81–135.
[BCKP] J.D. Benamou, F.Castella, T. Katsaounis, B. Perthame,
High frequency limit of the Helmholtz equation, Rev. Mat. Iberoameri-
cana 18 (2002), no. 1, 187–209.
[Bur] N. Burq, Semi-classical estimates for the resolvent in nontrapping
geometries, Int. Math. Res. Not. 2002, no. 5, 221–241.
[CP] F. Castella, B. Perthame, Estimations de Strichartz pour les qua-
tions de transport cintique, C. R. Acad. Sci. Paris Sr. I Math. 322 (1996),
no. 6, 535–540.
[CPR] F. Castella, B. Perthame, O. Runborg, High frequency limit
of the Helmholtz equation. Source on a general manifold, Comm. P.D.E
3-4 (2002), 607-651.
[Cas] F. Castella, The radiation condition at infinity for the high fre-
quency Helmholtz equation with source term: a wave packet approach, J.
Funct. Anal. 223 (2005), no.1, 204-257.
[Col] T. Colin, Smoothing effects for dispersive equations via a generalized
Wigner transform, SIAM J. Math. Anal. 25 (1994), no. 6, 1622-1641.
[DP] S. Debie`vre, Pravica, Spectral analysis for optical fibres and strati-
fied fluids I : the limiting absorption principle, J. Funct. Anal. 98 (1991),
404-436.
[DG] J. Derezin´ski, C. Ge´rard, Scattering theory of classical and quan-
tum N-particle systems, Texts and Monographs in Physics, Springer,
Berlin, 1997.
140 BIBLIOGRAPHIE
[DS] M. Dimassi, J. Sjo¨strand, Spectral asymptotics in the semiclassi-
cal limit, London Mathematical Society Lecture Notes Series, vol. 268,
Cambridge University Press, Cambridge, 1999.
[DSF] D. Dos Santos Ferreira, Strichartz estimates for non-selfadjoint
operators and applications, Comm. Partial Differential Equations 29
(2004), no. 1-2, 263–293.
[E¨ıd1] D. M. Eidus, The limiting absorption and amplitude principles for
the diffraction problem with two unbounded media, Comm. Math. Phys.
107 (1986), 29-38.
[E¨ıd2] D. M. Eidus, The principle of limiting absorption, Amer. Math. Soc.
Transl. 47 (1965), 157-191.
[Fou1] E. Fouassier, High frequency analysis of Helmholtz equations: case
of two point sources, soumis pour publication
[Fou2] E. Fouassier, Morrey-Campanato estimates for Helmholtz equations
with two unbounded media, Proc. Roy. Soc. Edinburgh Sect. A 135
(2005), no. 4, 767–776..
[Fou3] E. Fouassier, High frequency limit of Helmholtz equations: refrac-
tion by sharp interfaces, soumis pour publication.
[EY] L. Erdo¨s, H.T. Yau, Linear Boltzmann equation as scaling limit
of the quantum Lorentz gas, Advances in diff. eq. and math. physics
(Atlanta, GA, 1997) 137-155 Contemp. Math., 217, Amer. Math. Soc.,
Providence, RI, 1998.
[Ge´r1] P. Ge´rard, Mesures semi-classiques et ondes de Bloch, In Se´minaire
Equations aux de´rive´es partielles 1990-1991, exp XVI, Ecole Polytech-
nique, Palaiseau (1991).
[Ge´r2] P. Ge´rard, Microlocal defect measures, Communications in Partial
differential equations, 16 (1991), 1761-1794.
[GL] P. Ge´rard, E. Leichtnam, Ergodic properties of eigenfunctions for
the Dirichlet problem, Duke Math. J., 71 (1993), 559-607.
[GMMP] P. Ge´rard, P.A. Markowitch, N.J. Mauser, F. Poupaud,
Homogeneisation limits and Wigner transforms, Comm. pure and Appl.
Math., 50 (1997), 321-357.
[GM] C. Ge´rard, A. Martinez, Principe d’absorption limite pour des
ope´rateurs de Schro¨dingera` longue porte´e, C. R. Acad. Sci. Paris, Ser. I
math, Vol 195, 3, 121-123 (1988).
[Ho¨r1] L. Ho¨rmander,The Analysis of Linear Partial Differential Opera-
tors I, Springer-Verlag.
[Ho¨r2] L. Ho¨rmander, Lecture Notes at the Nordic Summer School of
mathematics (1968).
BIBLIOGRAPHIE 141
[LP] P.-L. Lions, T. Paul, Sur les mesures de Wigner, Revista Ma-
tema´tica Iberoamericana, 9 (3) (1993), 553-618.
[LPe] P.-L. Lions, B. Perthame, Lemmes de moments, de moyenne et
de dispersion, C. R. Acad. Sci. Paris Sr. I Math. 314 (1992), no. 11,
801–806.
[Mil1] L. Miller, Propagation d’ondes semi-classiques a` travers une in-
terface et mesures 2-microlocales, Doctorat de l’Ecole Polytechnique,
Palaiseau (1996).
[Mil2] L. Miller, Refraction of high-frequency waves density by sharp inter-
faces and semiclassical measures at the boundary, J. Math. Pures Appl.
(9) 79 (2000), 227–269.
[Mor] C.S. Morawetz, Time decay for the nonlinear Klein-Gordon equa-
tion, Proc. Roy. Soc. London A 306 (1968), 291-296.
[PR] G. Papanicolaou, L. Ryzhik, Waves and Transport, IAS/Park City
Mathematics series. Volume 5 (1997).
[Per] B. Perthame, Time decay, propagation of low moments and dispersive
effects for kinetic equations, Comm. Partial Differential Equations 21
(1996), no. 3-4, 659–686.
[PV1] B. Perthame, L. Vega, Morrey-campanato estimates for the Helm-
holtz equation, J. Funct. Anal. 164(2) (1999), 340-355.
[PV2] B. Perthame, L. Vega, Energy decay and Sommerfeld condition
for Helmholtz equation with variable index at infinity, preprint.
[Sai] Y. Saito, Schro¨dinger operators with a nonspherical radiation condi-
tion, Pacific Journal of Mathematics 126 (1987), 331-359.
[Tar] L. Tartar, H-measures, a new approach for studying homogeneisa-
tion, oscillations and concentration effects in partial differential equa-
tions, Proc. Roy. Soc. Ed., 115 A (1990), 193-230.
[Wan] X.P. Wang, Time decay of scattering solutions and resolvent esti-
mates for semiclassical Schro¨dinger operators, J. Differential Equations
71 (1988), 348-395.
[WZ] X.P. Wang, P. Zhang, High frequency limit of the Helmholtz equa-
tion with variable index of refraction, Preprint (2004)
[Wig] E. Wigner, On the quantum correction for thermodynamic equili-
brium, Phys. Rev., 40 (1932)
[Zha] B. Zhang, Radiation condition and limiting amplitude principle for
acoustic propagators with two unbounded media, Proc. Roy. Soc. Edin-
burg, 128 A (1998), 173-192.
