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ASHER MULLOKANDOV
Boston University, Graduate School of Arts and Sciences, 2017
Major Professor: H. Eugene Stanley, Professor of Physics
ABSTRACT
Complex physical, biological, and sociotehnical systems often display various phenom-
ena that can’t be understood using traditional tools of single disciplines. We describe
work on developing and applying theoretical methods to understand phenomena of
this type, using statistical physics, networks, spectral graph theory, information the-
ory, and geometry. Financial systems–being highly stochastic, with agents in a com-
plex environment–o↵er a unique arena to develop and test new ways of thinking about
complexity. We develop a framework for analyzing market dynamics motivated by
linear response theory, and propose a model based on agent behavior that naturally
incorporates external influences. We investigate central issues such as price dynamics,
processing and incorporation of information, and how agent behavior influences sta-
bility. We find that the mean field behavior of our model captures important aspects
of return dynamics, and identify a stable-unstable regime transition depending on
easily measurable model parameters. Our methods naturally connect external factors
to internal market features and behaviors, and therefore address the crucial question
of how system stability relates to agent behavior and external forces.
Complex systems are often interconnected heterogeneously, with subunits influ-
encing others counterintuitively due to specific details of their connections. Correla-
tions are insu cient to characterize this due to, e.g., being symmetric and unable to
discern directional relationships. We synthesize ideas from information and network
vii
theory to introduce a general tool for studying such relations in networks. Based on
transfer entropy, we propose a measure–E↵ective Transfer Entropy Dependency–that
measures influence by considering precisely how much of a source node’s influence on
targets is due to intermediates. We apply this to indices of the world’s major mar-
kets, finding that our measure anticipates same-day correlation structure from lagged
time-series data, and identifies influencers not found using standard correlations.
Graphs are essential for understanding complex systems and datasets. We present
new methods for identifying important structure in graphs, based on ideas from quan-
tum information theory and statistical mechanics, and the renormalization group. We
apply information geometry and spectral geometry to study the geometric structures
that arise from graphs and random graph models, and suggest future extensions and
applications to important problems like graph partitioning and machine learning.
viii
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Chapter 1
Introduction
1.1 Complex Systems
Many of the most important phenomena in physical, biological, social, and technolog-
ical systems are complex and heterogeneous by nature, and often displays collective
behavior that, due to organizational structure, strength of interaction and disorder,
or any number of other constraints, does not follow simply from the rules that govern
the underlying constituents. The traditional tools of particular disciplines are often
inadequate to study and model these phenomena. In the following chapters we use
graph and network methods, statistical physics and information theory, to develop
novel theoretical tools to model complex phenomena and to analyze data generated
by complex systems.
In Chapter 2 we develop networks of international stock market indices using
information and correlation based measures. We use 83 stock market indices of a
diversity of countries, as well as their single day lagged values, to probe the correla-
tion and the flow of information from one stock index to another taking into account
di↵erent operating hours. Additionally, we apply the formalism of partial correla-
tions to build the dependency network of the data, and calculate the partial Transfer
Entropy to quantify the indirect influence that indices have on one another. We find
1
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that Transfer Entropy is an effective way to quantify the flow of information between 
indices, and that a high degree of information flow between indices lagged by one day 
coincides to same day correlation between them. 
In Chapter 3 we describe a model of daily stock market return dynamics based on 
investor behavior.  This model assumes a simple set of underlying dynamical equations 
describing the total wealth and cash of investors, as well as their assets, and introduces 
parameters that describe investor behavior. Using methods from statistical physics, as well 
as empirical analysis of market data, we find that the daily returns for a wide range of 
financial institutions obey the second order differential equation which describes the 
dynamics of a damped harmonic oscillator. We analyze this model and describe “calm” 
and “frantic” regimes separated by a phase transition which is captured by the frequency 
term of the model. Furthermore, we introduce a general method for probing the influence 
of external factors on market dynamics via the influence on investor behavior. 
Chapter 2
Uncovering influence relations
between international market
indices with Transfer Entropy
2.1 Introduction
The world’s financial markets form a complex, dynamic network in which individual
markets interact with one another. This multitude of interactions can lead to highly
significant and unexpected e↵ects, and it is vital to understand precisely how var-
ious markets around the world influence one another. For example, understanding
how international financial market crises propagate is of great importance for the
development of e↵ective policies aimed at managing their spread and impact.
There is an abundance of work dealing with networks in finance, mostly concen-
trating on the interbank market. Seminal early work in this field is due to Allen and
Gale [1] and subsequent studies are too numerous to cite here (for a list of theoretical
and empirical studies, see [2] and references therein). These studies usually consider
networks of banks with link assignment determined by borrowing and lending. Net-
works are built according to di↵erent topologies - such as random, small world, or
3
4scale-free - and the propagation of defaults through the network is studied. An impor-
tant empirical observation is that these networks exhibit a core-periphery structure,
with a few banks occupying central, better connected positions, and others populating
a less connected neighborhood. Moreover, small world or scale-free networks are, in
general, more robust to cascades (the propagation of shocks) than random networks,
but they are also more prone to the propagation of crises if the most central nodes,
usually those with more connections, are not themselves backed by su cient funds.
Another important finding is that the network structures changed considerably after
the crisis of 2008, with a reduction of the number of connected banks and a more
robust topology against the propagation of shocks.
There is also work that deal with international financial markets and their relations
to one another, largely based on correlation (see [3,4] and references therein). Modern
portfolios look for diversification of risk by incorporating stocks from foreign markets,
so it is important to understand when and how crises propagate across markets.
Correlation is non causal and symmetric and is, therefore, not able to probe this
question in detail.
In this work, we overcome part of this limitation by using two non-symmetric mea-
sures to study the dependency structure of global stock market indices, as defined
in [5]. The first is Transfer Entropy [6], an information based measure that quantifies
the flow of information from a source to a destination - stock market indices in our
case; Transfer Entropy can be thought of as a measure of the reduction in uncer-
tainty about future states of the destination variable due to past states of the source
variable. Transfer Entropy is also model-independent and is sensitive to non-linear
underlying dynamics, unlike, for example, Granger causality [7], to which Transfer
Entropy reduces for auto-regressive processes [8]. Transfer Entropy has been applied
to the theory of cellular automata, to the study of the human brain, and to financial
markets, as well as many other disciplines [9–20] and [2].
We will also consider the total influence or dependency [5], which incorporates
5the e↵ect of intermediate variables that can influence the correlation or information
flow between source and destination. Total influence was developed by Kenett et al
in order to compute and investigate the mutual dependencies between network nodes
from the matrices of node-node correlations. The basis of this method is the partial
correlations between a given set of variables (or nodes) of the network [5, 21–23].
This new approach quantifies how a particular node in a network a↵ects the links
between other nodes, and is able to uncover important hidden information about the
system. While this method has been mainly developed for the analysis of financial
data, it was recently applied to the investigation of the immune system [24] and
to semantic networks [25]. We incorporate the dependency network approach with
Transfer Entropy to identify and represent causal relations among financial markets.
Our data consists of 83 stock market indices, and their values lagged by one day,
belonging to 82 countries. We calculate the same-day and previous-day correlation
and Transfer Entropy for the 83 indices, and construct the dependency networks with
correlation and Transfer Entropy as network edges. We then show the representa-
tion of the correlation and e↵ective Transfer Entropy dependency networks in terms
of a distance measure between indices. Additionally, we discuss network centralities
based on the resulting networks, and rank the most strongly influencing nodes of our
network. Finally, we study the dynamics of the two networks portrayed in the pre-
vious sections, and compare the changes in average correlation and Transfer Entropy
dependency to the average volatility during the same period.
Section 2 of this chapter discusses the choice of data and how it was treated;
Section 3 shows both theory and results for correlation, Transfer Entropy, and e↵ective
Transfer Entropy. Section 4 discusses dependency networks and shows results for our
set of data; Section 5 builds network representations based on influence networks built
from correlation and e↵ective Transfer Entropy; Section 6 discusses the centralities
of the indices according to complex network theory. Section 7 brings a discussion of
the methods applied to data based on the volatilities of the indices, and Section 8
6presents our conclusions.
2.2 The data
The data we use are based on the daily closing values of the benchmark indices of
83 stock markets around the world from January 2003 to December, 2014, collected
from a Bloomberg terminal, spanning periods of both normal behavior and of crises
in the international financial system. Two of the indices are of the US market (S&P
500 and Nasdaq), and each of the others is the benchmark index of the stock market
of a di↵erent country. The names of the indices used and the countries they belong
to may be found in Appendix A. The aim is to study a large variety of stock markets,
both geographically and in terms of volume of negotiations.
Due to di↵erences in national holidays and weekends, the working days of many
of the indices vary. Removing all days in which any index wasn’t calculated would
greatly reduce the size of the data, therefore our approach, similar to what has been
done in [3], was to remove only the days in which less than 60% of the stock markets
did not operate. For markets that did not operate on one of the filtered days, we
repeated the previous day’s value of its index. This approach deeply a↵ected the
indices of Israel, Jordan, Saudi Arabia, Qatar, the United Arab Emirates, Oman,
and Egypt, which have di↵erent weekends than most of the other indices. For these
countries, many operating days were removed. We ended up with an average of
93±5% (average plus or minus standard deviation) of markets operating on the same
day.
An important aspect of international financial markets is that each individual
market does not operate during the same hours. To compensate one can consider, in
addition to the market indices, their one-day lagged (earlier) counterparts [4]. The
lagged indices are treated as di↵erent variables and an enlarged correlation matrix
is then built, containing both same-day and previous-day correlations. We calculate
7this enlarged matrix for the Transfer Entropy as well.
All calculations use the log-returns of prices, which are given by
Rt = ln(Pt)  ln(Pt 1) , (2.1)
where Pt is the closing value of an index at day t and Pt 1 is the closing value of the
same index at day t  1. We worked with the log-returns in order to avoid issues due
to the nonstationarity of the time series of the closing values of the indices. All time
series of log-returns are considered trend stationary by the Dickey-Fuller test [26], by
the Augmented Dickey-Fuller test, and by the Phillips-Perron test [27]. About 59%
of the time series fail the KPSS test for stationarity [28]. Only three of the time series
(those of Iceland, Zambia, and Costa Rica) fail the Variance ratio test for random
walk [29–31].
2.3 Correlation and Transfer Entropy
In this section, we calculate the correlation and Transfer Entropy matrices using the
83 indices previously described plus their lagged values.
2.3.1 Correlation
The Pearson correlation is given by
Cij =
Pn
k=1 (xik   x¯i)(xjk   x¯j)qPn
k=1 (xik   x¯i)2
qPn
k=1 (xjk   x¯j)2
, (2.2)
where xik is element k of the time series of variable xi, xjk is element k of the time
series of variable xj, and x¯i and x¯j are the averages of both time series, respectively.
Pearson correlation is used to calculate the linear correlation between variables.
While other correlation measures, such as Spearman rank correlation and Kendall tau
rank correlation, capture nonlinear relations, we apply the usual Pearson correlation
8because the results for the financial data we are using are very similar to the Spear-
man rank correlation, suggesting a near linear correlation between the indices. This
discussion is made in Appendix B, where the three correlation measures are compared
when applied to our set of data.
Using both original and lagged indices, we build a enlarged correlation matrix,
displayed in Figure 2.1, with the original indices arranged from 1 to 83, and the
lagged indices from 84 to 166. Enlarged correlation values are represented in lighter
shades, and lower correlations are represented by darker shades.
Figure 2.2 shows the magnified correlation submatrices of Sector 1 (left), the orig-
inal indices with themselves, and Sector 2 (right), the lagged indices with the original
ones. In Sector 1, where correlations go from  0.1143 to 1, besides the bright main
diagonal, representing the correlation of an index with itself, which is always 1, there
are other clear regions of strong correlation - the North American, South American,
and Western European indices all cluster regionally. There is a region of weaker cor-
relation, among Asian countries and those of Oceania, and darker areas correspond
to countries of Central America and some islands of the Atlantic. In Western Europe,
the index of Iceland has very low correlation with the others, and African indices,
with the exception of the one from South Africa, also interact weakly in terms of
correlation. Other, o↵ diagonal bright areas correspond to strong correlations be-
tween indices of the Americas and those of Europe, and weaker correlations between
Western indices and their same-day counterparts in the East.
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Figure 2.2: Heat maps of the correlation submatrices for (top) original ×  original 
indices, corresponding to sector 1 of Figure 2.1, and for (bottom) lagged × original 
indices, corresponding to sector 2 of Figure 2.1. 
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In Sector 2 of the correlation matrix, we see the correlations between lagged and
original indices, that go from  0.3227 to 0.5657. Here, one can see some correlation
between American and European indices and next day indices from Asia and Oceania,
as well as some correlation between American indices and the next day values of
European indices. This suggests an influence of West to East in terms of the behavior
of the indices, which we will explore in more detail in later sections. There is little
correlation between the lagged value of an index and its value on the next day.
2.3.2 Transfer Entropy
To further explore the question of which markets influence others we turn to infor-
mation based measures, in particular Transfer Entropy, that was created by Thomas
Schreiber [6] as a measurement of the amount of information that a source sends to
a destination. Such a measure must be asymmetric, since the amount of information
that is transferred from the source to the destination need not, in general, be the same
as the amount of information transferred from the destination to the source. It must
also be dynamic - as opposed to mutual information which encodes the information
shared between the two states. Transfer Entropy is constructed from the Shannon
entropy [32], given by
H =  
NX
i=1
pi log2 pi , (2.3)
where the sum is over all states for which pi 6= 0. The base 2 for the logarithm is
chosen so that the measure of information is given in bits. This definition resembles
the Gibbs entropy but is more general as it can be applied to any distribution.
Shannon entropy represents the average uncertainty about measurements i of a
variable X, and quantifies the average number of bits needed to encode the variable
X. In our case, given the time series of an index of a stock market ranging over a
certain interval of values, one may divide the possible values into N di↵erent bins
and then calculate the probabilities of each state i.
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For interacting variables, time series may influence one another at di↵erent times.
We assume that the time series of X is a Markov process of degree k, that is, a state
in+1 of X depends on the k previous states of X:
p (in+1|in, in 1, · · · , i0) = p (in+1|in, in 1, · · · , in k+1) , (2.4)
where p(A|B) is the conditional probability of A given B, defined as
p(A|B) = p(A,B)
p(B)
. (2.5)
Modeling interaction between nodes, we also assume that state in+1 of variable X
depends on the ` previous states of variable Y , as represented schematically in Figure
2.3.
X t
1 2 · · · n  k + 1 · · · n  1 n n+ 1
Y t
1 2 · · · n  `+ 1 · · · n  1 n n+ 1
Figure 2.3: Schematic representation of the Transfer Entropy between a variable Y
and a variable X.
We may now define the Transfer Entropy from a time series Y to a times series
X as the average information contained in the source Y about the next state of the
destination X which was not already contained in the destination’s past. We assume
that element in+1 of the time series of variable X is influenced by the k previous
states of the same variable and by the ` previous states of variable Y :
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Transfer Entropy from variable Y to variable X is defined as
TEY!X(k, `) = (2.6)
=
X
in+1,i
(k)
n ,j
(`)
n
p
 
in+1, i
(k)
n , j
(`)
n
 
log2 p
 
in+1|i(k)n , j(`)n
 
 
X
in+1,i
(k)
n ,j
(`)
n
p
 
in+1, i
(k)
n , j
(`)
n
 
log2 p
 
in+1|i(k)n
 
=
X
in+1,i
(k)
n ,j
(`)
n
p
 
in+1, i
(k)
n , j
(`)
n
 
log2
p
⇣
in+1|i(k)n , j(`)n
⌘
p
⇣
in+1|i(k)n
⌘ ,
where in is element n of the time series of variable X and jn is element n of the time
series of variable Y , p(A,B) is the joint probability of A and B, and
p
 
in+1, i
(k)
n , j
(`)
n
 
= p (in+1, in, · · · , in k+1, jn, · · · , jn `+1) (2.7)
is the joint probability distribution of state in+1, of state in and its k predecessors,
and the ` predecessors of state jn, as in Figure 2.3.
This definition of Transfer Entropy assumes that events on a certain day may be
influenced by events of k and ` previous days. We shall assume, with some backing
from empirical data for financial markets, that only the previous day is important (ie,
k = ` = 1). It would be interesting to consider longer memory cases to probe what
interactions exist over scales of greater than one day. The Transfer Entropy 2.6 then
simplifies:
TEY!X =
X
in+1,in,jn
p (in+1, in, jn) log2
p (in+1|in, jn)
p (in+1|in) . (2.8)
In order to calculate Transfer Entropy using 2.8, we must first establish a series of
bins. The number of bins alter the resulting TE, and in order to gauge the e↵ects of
binning choice, in Section A.3, we calculated TE for our set of data for binnings with
three di↵erent widths: 0.02, 0.1, and 0.5. The results did not change substantially
from one binning to the other, and since the heat maps from binning with width 0.02
were clearer, we adopted this binning in the remaining of our calculations.
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Transfer Entropy, like other measures, is usually contaminated with noise due to
finite data points, residual non-stationarity of data, etc. To reduce this contamina-
tion, we calculate the Transfer Entropy from randomized data, where time series are
randomly reordered to destroy any correlation or causality relation between variables
but to preserve their frequency distributions. The randomized data is then subtracted
from the original Transfer Entropy matrix, producing the E↵ective Transfer Entropy
(ETE), first defined in [9], and used in the financial setting by [2] and [20]. In the
present work, we calculated ten Transfer Entropy matrices based on randomized data
and then removed their average from the original Transfer Entropy matrix, obtaining
the e↵ective Transfer Entropy matrix presented in Figures 2.4 and 2.5. The heat
maps in Figures 2.4 and 2.5 are colored in such a way as to enhance visibility, so the
largest brightness was set to 0.3 (so, every cell with ETE value above 0.3 is painted
white) in order to make the figures more visible, although the range of values goes
from -0.0203 to 1.8893.
15
 
 
0
0.05
0.1
0.15
0.2
0.25
0.3
0
20
40
60
80
100
120
140
160
0 20 40 60 80 100 120 140 160
Sector 1 
From Original
to Original
Sector 2 
From Lagged
to Original
Sector 3 
From Lagged
to Lagged
Sector 4 
From Original
to Lagged
Figure 2.4: E↵ective Transfer Entropy (ETE) matrix. Brighter areas correspond to
large values of ETE, and darker areas correspond to low values of ETE.
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Figure 2.5: Heat maps of the ETE submatrices from (top) original to original indices and 
from (bottom) lagged to original indices. 
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Figure 2.5: Heat maps of the ETE submatrices from (top) original to original indices
and from (bottom) lagged to original indices.
17
The resulting ETE matrix is strikingly di↵erent from the correlation matrix. Here
the ETEs from original to original indices, shows some weak flow from Asian Pacific
and Oceanian indices to American and European indices, and from European indices
to the American ones. Now, Sector 2, representing the ETEs from lagged to original
indices, shows strong ETEs from the indices of one continent to the indices of the same
continent on the next day, as can be seen by the brighter squares around the main
diagonal of the sector. O↵ diagonal bright regions also show a flow of information
from lagged American to European indices, from lagged European to Asian Pacific
indices, and from lagged Asian Pacific to both American and European indices. Sector
3 mimics Sector 1, which is to be expected as they are simply measuring the same
two time series both shifted by one day, and Sector 4 is compatible with noise, which
is expected since causality relations should not go backwards in time. Sector 2 of the
ETE matrix are the result of lagged Transfer Entropy by one day. In [33], lagged TE
is used to study neuronal interaction delays, and [34] implements various information-
based measures, including the use of lagged variables in TE.
Figure 2.5 shows close views of Sector 1 and Sector 2, respectively. From Sec-
tor 1, where ETE ranges from  0.0162 to 0.1691, one can see an ETE from Asian
and Oceanian indices to American and European ones on the same day, indicating
information flow from Asian and Oceanian markets to the West. Section 2 depicts
the ETEs from lagged to original variables, ranging from 0.0185 to 1.8893. There
is a clear bright streak from lagged indices to themselves on the next day, which is
to be expected given the definition of Transfer Entropy. We also see structures very
similar to the ones obtained from Sector 1 of the correlation matrix, but now from
lagged indices to original ones, leading to the belief that the flow of information from
previous days anticipates correlation. There are clear clusters of North and South
American indices, of Western European indices, and of Asian Pacific plus Oceanian
indices. Although an ETE matrix need not be symmetric, the structure shown in Fig-
ure 2.5 (lower) is nearly symmetric, showing there is a comparable flow of information
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in both directions. Figure 2.5 (lower) has been colored so as to enhance visibility so
that all values above 0.3 are represented as white.
Figure 2.5 (bottom), and Figure 2.2 (top), which correspond to Sector2 of the
ETE matrix and Sector 1 of the correlation matrix, respectively, display a very similar
structure, which suggests that the transfer of information from one index to another
coincides with correlated behavior of the two indices on the following day.
2.4 Dependency Networks and Node Influence
To further investigate the possibility that information flow from the previous day can
anticipate correlations, we will construct a dependency or influence network [5], a
recently introduced approach to compute and investigate the mutual dependencies
between network nodes from the matrices of node-node correlations. The basis of
this method is the partial correlations between a given set of nodes of the network.
This section describes the concept of partial correlation, influence, and dependency
networks using our set of data as an example.
To construct the dependency network, we begin by calculating the partial correla-
tions for each node from the full correlation matrix. The first order partial correlation
coe cient is a statistical measure indicating how a third variable a↵ects the corre-
lation between two other variables [5, 21]. The partial correlation between variable i
and k with respect to a third variable j, PC(i, k|j), is:
PC(i, k|j) = C(i, k)  C(i, j)C(k, j)p
(1  C2(i, j))(1  C2(k, j)) , (2.9)
where C(i, j), C(i, k) and C(j, k) are the correlations defined in (2.2). The relative
e↵ect of variable j on the correlation C(i, k) is given by:
d(i, k|j) ⌘ C(i, k)  PC(i, k|j). (2.10)
This transformation avoids the trivial case where variable j appears to strongly a↵ect
the correlation C(i, k), mainly because C(i, j), C(i, k) and C(j, k) have small val-
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ues. We note that this quantity can be viewed either as the correlation dependency
of C(i, k) on variable j or as the correlation influence of variable j on the correla-
tion C(i, k). Next, we define the total influence of variable j on variable i, or the
dependency D(i, j) of variable i on variable j to be
D(i, j) =
1
N   1
N 1X
k 6=j
d(i, k|j). (2.11)
The dependencies of all variables define a dependency matrix D whose i, j element
is the dependency of variable i on variable j. It is important to note that while the
correlation matrix C is a symmetric matrix, the dependency matrix D is not, since
the influence of variable j on variable i is in general not equal to the influence of
variable i on variable j. We note that it is possible to extend the notion of partial
correlations and to remove the e↵ect of all other mediating variables. For example,
the second-order partial correlation is,
PC(i, k|j1, j2) = PC(i, k|j1)  PC(i, j2|j1)PC(k, j2|j1)p
(1  PC2(i, j2|j1))(1  PC2(k, j2|j1))
, (2.12)
where PC(i, k|j1), PC(i, j2|j1), and PC(k, j2|j1) are first order partial correlations.
The dependency or influence network that we describe in this work, however, is
meant to reflect the influence of a particular node, j, on the interaction of node i
with all other nodes. This is accomplished via removing the influence of j on the
correlation between i and k, and then summing over all remaining k’s. Heuristically,
the dependency matrix can be thought of as a measure of how much of the correlation
between i and the rest of the nodes “flows through” j—this is distinct from the higher
order partial correlation, which simply describes the direct correlation between j and
k having removed all mediators, and we therefore use the first-order partial correlation
to construct the dependency matrix.
In Figure 2.6, we plot the heat map of the dependency matrix of the full data, from
2003 to 2014, with lighter colors denoting higher values of dependency. The range
of values for the dependency matrix (based on the correlations between the original
20
⇥ original variables) is from 0 to 0.1454, and the range for the lagged dependency
matrix (based on the correlations between the lagged ⇥ original variables) is from
 0.0041 to 0.0891.
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Figure 2.6: Heat maps of the dependency matrices built on correlation for original ×	original indices and for lagged × original indices, respectively. 
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Figure 2.6: Heat maps of the dependency matrices built on correlation for original ⇥
original indices and for lagged ⇥ original indices, respectively.
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Here we see a duplication of the structure of Figures 2.2 and 2.5, the same-day
correlation matrix and the lagged ETE matrix. We also find internal structures
in each sector. For sector 1 (bottom left), of original to original dependency, one
finds regions of high dependency, mainly based on geographical and/or time zone
di↵erences. There is a cluster of American indices (both South and North), connected
with the North American one. The indices of Central America and the Caribbeans,
which are placed after Africa, are very weakly connected among themselves and to any
other index. One can also see a cluster of Western European indices, with the weaker
participation of Eastern European ones. There is also a weakly interacting cluster of
Arab countries, and a stronger connected network of Asian Pacific indices, together
with two Oceanic indices. Dependencies exist between continents as well, as can be
seen by the o↵-diagonal brighter colors. There is also some dependency between two
indices from Africa, those of South Africa and Ghana, with other indices. Looking
at sector 2 (top left), which contains the dependencies between lagged and original
indices, one can also see some dependency relations, mainly from lagged American
and European indices to the next day indices of Asia Pacific and Oceania. Also of
note is that, although the dependency matrix is not in principle symmetric, it does
present a significant degree of symmetry among indices.
We now propose another tool with which to investigate the relations between
indices: the partial transfer entropy. Recall that the transfer entropy defined above
is a measure of the reduced uncertainty in the future of the destination variable Y
due to knowledge of past of the source variable X. This relation can be expressed
concisely in terms of conditional Shannon entropies:
TEY!X = H(Y (t)|Y (t  1 : t  d)) H(Y (t)|Y (t  1 : t  d), X(t  1 : t  d), (2.13)
where Y (t  1 : t d) represents the length-d past of the destination Y , and X(t  1 :
t  d) the length-d past of the source X.
We can construct a dependency matrix for the e↵ective transfer entropy by ap-
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plying the partial correlation procedure to the e↵ective transfer entropy,
PC(i, k|j) = ETE(i, k)  ETE(i, j)ETE(k, j)p
(1  ETE2(i, j))(1  ETE2(k, j)) , (2.14)
We do so for the ETE from lagged to original indices, where the resulting matrix
is represented in Figure 2.7 (bottom), and compare the result with the same day
correlation dependency matrix in Figure 2.6 (top). Again, we see a similar struc-
ture between the dependency matrix obtained from the correlations between original
variables with themselves (Sector 1 of the enlarged correlation dependency matrix)
and the dependency matrix obtained from the ETEs from lagged to original indices
(Sector 2 of the enlarged ETE dependency matrix). The range of values for the
dependency matrix (based on the ETEs from original to original variables) is from
 0.0002 to 0.0032, and the range for the lagged dependency matrix (based on the
ETEs from lagged to original variables) is from  0.0002 to 0.1417. In Section A.4,
we compare the e↵ectiveness of the partial lagged ETE dependency matrix and the
higher order partial lagged ETE (where the e↵ect all mediating variables are removed)
in anticipating the largest indices with the highest correlation country by country.
The ETE dependency network reproduces the overall clustering structure observed
in the correlation, ETE, and correlation dependency matrices, but also reveals clusters
of indices within these subgroups which seem to be the strongest influencers.
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Figure 2.7: Heat maps of the dependency matrices built on ETE from original to
original indices and from lagged to original indices, respectively.
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2.5 Representation of correlation and e↵ective Trans-
fer Entropy dependency networks
From the market indices we are considering, we produce two di↵erent types of net-
works, where the edges between nodes are either the correlation dependency between
original indices or the ETE dependency from lagged indices to the original ones. These
are weighted networks, since the edges between nodes are labeled by the strength of
the relations between them. They are both directed networks, since the dependency
matrices calculated with correlation or ETE are not symmetric.
To represent these networks, we use the technique of Classical Multidimensional
Scaling [36], which assigns coordinates to each node in an m dimensional abstract
space where the distances between nodes are smaller when they are strongly connected
and where their distance is larger when they are poorly connected. In order to do this,
we first need an appropriate measure for distance. The most common such measure
in applications to financial markets is given by Mantegna [37]:
dij =
q
2 (1  cij) , (2.15)
where, in our case, cij is either the correlation dependency or the ETE dependency
from node i to node j.
The Classical Multidimensional Scaling algorithm is based on minimizing the
stress function
S =
266664
nX
i=1
nX
j>i
 
 ij   d¯ij
 2
nX
i=1
nX
j>i
d2ij
377775
1/2
, d¯ij =
"
mX
a=1
(xia   xja)2
#1/2
. (2.16)
where  ij is 1 for i = j and zero otherwise, n is the number of rows of the correlation
matrix, and d¯ij is an m-dimensional Euclidean distance (which may be another type of
distance for other types of multidimensional scaling). The outputs of this optimization
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problem are the coordinates xia of each of the nodes, where i = 1, · · · , n is the number
of nodes and a = 1, · · · ,m is the number of dimensions in an m-dimensional space.
The true distances are only perfectly representable in m = n dimensions, but it is
possible for a network to be well represented in smaller dimensions. In our case we
shall consider m = 2, for a 2-dimensional visualization of the network, this being a
compromise between fidelity to the original distances and the ease of representing the
networks in two dimensions.
Here we face a common problem in representing the two networks: both measures
are asymmetric, whereas a distance measure must be symmetric. So, we must adopt
a procedure for symmetrizing both matrices. The first procedure we follow is to
normalize the correlation dependency and the ETE dependency matrices by dividing
all their elements by their respective largest values. We then calculate a “distance”
matrix based on each measure, and then set to zero the elements of the main diagonal
of the resulting matrix. We then symmetrize the resulting matrix by setting dij = dji
if dij > dji and dji = dij, otherwise, what means that we always consider the smallest
between dij and dji to be the distance between i and j.
The resulting distance matrix is then used, applying (2.16), in order to calculate
a set of coordinates for each stock as a node in a space where distances are similar to
the ones given by the symmetrized distance matrix. Since both dependency matrices
are highly symmetric, this symmetrization procedure does not vary much if, as an
examples, we use the largest “distance” instead of the smallest one, or the average of
both.
The graphs resulting from this procedure are represented by Figure 2.8, where
the top and bottom represent the network based on correlation dependency and ETE
dependency, respectively. The connections (edges) between nodes have not been
represented, for clarity of vision. This is the way that the algorithm deals with the
reduction to a two dimensional, imperfect map.
Note in both graphs that the indices that are very weakly connected to others
27
have been placed in a bundle at a corner of the pictures. Looking now at the nodes
that are placed more sparsely, one can readily see that stock markets belonging to
countries that are closer together geographically, or that operate in similar time zones,
have their indices represented closer together [38] [4].
Another way to filter the information in the dependency matrices is a Minimum
Spanning Tree (MST), which is a network of nodes that are all connected by at least
one edge so that the sum of the edges is minimum, and which present no loops. This
kind of tree is particularly useful for representing complex networks, filtering the
information about the correlations between all nodes and presenting it in a planar
graph. Because of this simplicity, minimum spanning trees have been widely used to
represent a large number of important financial structures, including world financial
markets [39–44].
Figure 2.9 represents the minimum spanning trees for the correlation and ETE
dependencies, respectively, which were built using the distance matrices obtained
previously. When looking at MSTs, one must have in mind that, since all nodes
are connect to at least another node, many nodes that have very low correlation
dependency or ETE dependency (meaning large distances) appear connected almost
at random. This can be filtered by establishing thresholds, as an example [45], but
we have not done so here.
For correlation dependency, the MST shows one cluster with mainly Central Eu-
ropean indices, centered around France. The centrality of the French index is a result
that is consistently obtained when building MSTs for international stock market in-
dices (as in the bibliography provided). The indices of North and South America
are here connected with the European indices and indirectly connected among them-
selves. There is a second cluster, mainly of Asia Pacific indices, and connected, and
three Middle Eastern indices connected through Hong Kong. Eastern European in-
dices appear, indirectly connected through Australia, and three Balkan indices also
appear connected. For ETE dependency, the Central European and the American
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indices are separated into two distinct clusters, and a cluster consisting of most Asia
Pacific indices. There are many other indices that have low dependency values and
that seem to be almost randomly connected. Here as well France has a very cen-
tral role. Again we note, through the MSTs, the clustering of indices according to
geography or time zone.
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Figure 2.8: Distance maps of the correlation and ETE dependency matrices. 
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Figure 2.8: Distance maps of the correlation and ETE dependency matrices.
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Figure 2.9: Minimum Spanning Trees (MSTs) of the correlation and ETE dependency
matrices.
2.6 Centrality
In financial networks, it is essential to understand which nodes are more influential
or central. For weighted networks such as the ones we are considering here, Node
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Strength [46] is a good measure of node centrality. Node Strength is defined as the
sum of all edges a node has, weighted by the values associated with each edge. Since
our networks are also directed, we must calculate Node Strength for incoming and
outgoing edges: In Node Strength (NSin), which is the sum of the weights of all edges
that go from all nodes to a particular node, and Out Node Strength (NSout), which
is the sum of the weights of a node to all other nodes,
NSiin =
NX
j=1
TEij , NS
j
out =
NX
i=1
TEij . (2.17)
So, if an index has high In Node Strength, it is more influenced (in terms of correla-
tion dependency) and receives more information (in terms of ETE dependency) than
otherwise. Similarly, if an index has high Out Node Strength, it influences more other
indices, or sends more information to them, than otherwise.
Applying both centrality measures to the two networks we are studying, we obtain
a rank of nodes that are more central according to each measure, represented in Figure
2.10. European indices are the most central, followed by some American and Asian
Pacific indices. For correlation dependency, the In and Out Node Strengths are
dissimilar, with the Out NS being more uniform. For the ETE dependency, both In
and Out Node Strengths are very similar.
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Figure 2.10: Node Strengths for Correlation ETE dependency.
The In Node Strength is a measure of the system-wide influence that a particular
node has, while the Out Node Strength is a measure of how strongly influenced a
node is by the system as a whole. Tables 2.1 and 2.2 show, respectfully, the top
ten most central indices according to In and Out Node Strengths, for correlation
and ETE dependencies. The rule of the European indices is again apparent for ETE
dependency. For both dependencies, and for In and Out Node Strengths, there is a
prevalence of European indices. For correlation dependency, Austria is a receiver but
not a major sender of dependency, and Germany is primarily a sender of dependency;
the UK and France are both receivers and senders of dependency. The US indices
appear much later in the scale of In and Out Node Strengths, with the S&P 500 in
position 45, and the Nasdaq in position 47 in terms of In Node Strength for correlation
dependency and with the S&P 500 in position 26, and the Nasdaq in position 33 in
terms of Out Node Strength for correlation dependency, showing those indices are
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more influential than, rather than influenced by, other indices.
For ETE dependency, we have France, the Netherlands, Germany and Italy as both
the major receivers and senders of information, which indicates their importance to
the key markets in the world. The US indices again appear much later in the scale
of In and Out Node Strengths, with the S&P 500 in position 22, and the Nasdaq in
position 24 in terms of In Node Strength for ETE dependency and with the S&P 500
in position 21, and the Nasdaq in position 26 in terms of Out Node Strength for ETE
dependency, showing that those indices are also more influential than, rather than
influenced by, other indices. We also note that the strongest sources of information
are also the strongest receivers—something that is not true in the case of correlation
dependency.
Correlation Dependency
Index In NS Index Out NS
Austria 4.57 UK 3.02
France 4.35 Germany 2.98
UK 4.16 France 2.97
Netherlands 4.15 Belgium 2.97
Czech Republic 3.99 Switzerland 2.96
Belgium 3.93 Spain 2.96
Denmark 3.72 Sweden 2.95
Luxembourg 3.66 Norway 2.95
Singapore 3.66 Finland 2.95
Norway 3.63 Austria 2.93
Table 2.1: Top ten indices according to In and Out Node Strengths based on corre-
lation dependency.
Why the US indices seem to play such a minor role in our results is something to
be discussed. First of all, the European indices are more numerous than American
indices, and they form a tight cluster, which favours all centrality measures, even
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ETE Dependency
Index In NS Index Out NS
France 0.39 France 0.32
Netherlands 0.34 Netherlands 0.29
Germany 0.33 Germany 0.28
Italy 0.31 Italy 0.28
Belgium 0.29 Spain 0.26
Spain 0.28 Belgium 0.25
Sweden 0.28 Sweden 0.25
Austria 0.27 Finland 0.24
Finland 0.27 UK 0.23
Argentina 0.26 Austria 0.22
Table 2.2: Top ten indices according to In and Out Node Strengths based on ETE
dependency.
the weighted ones. Second, if one plots a distance map of stocks belonging to the
Central European stock markets, one would see that European stocks form a cluster
where there is no separation according to country, and that American stocks separate
mainly according to country. So, in a sense the indices of Central European countries
are the results of separating stocks that are actually clustered together, and they are
merely subsets of the same stock market.
2.7 Dynamics
Our data span 11 years of the evolution of most of the world’s stock market in-
dices, through times of both low and high volatilities. To study the dynamics of the
correlation and ETE dependency networks, we split the original data into periods,
comprising roughly 125 days of operation each, and calculated their correlation and
ETE dependency matrices. We use binning of width 0.5 here, and not 0.02 like in
previous calculations, because there are fewer data points, and a thin binning would
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lead to many zero joint probabilities. Then we calculated the mean of each matrix
and compared it to the average volatility of the stock markets in each period calcu-
lated as the mean of the absolute values of all indices in that period. For certain
indices that are very illiquid (Bangladesh, Ghana, and Kenya) the correlations were
extremely low and were simply set to zero. This did not occur for the ETE. By
plotting heat maps of correlation, e↵ective Transfer Entropy, correlation dependency,
and ETE dependency, we observe how these measures change in time, particularly in
times of high volatility. All of these maps will not be shown here; instead we will use
averages over variables in each measure for each time bin.
Figures 2.11 and 2.12 show the results, where the bars were normalized so that
the sum of the columns for each measure were set to 1. We can see that the aver-
age correlation dependency follows approximately the average volatility of the world
market, with an increased value after the crisis of 2008 even though volatility fell
after that crisis. Now, the average ETE dependency remained smaller than the av-
erage volatility before the crisis of 2008, and it remained high after the crisis, and in
particular during the crisis of 2011.J. Risk Financial Manag. 2015, 8 249
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Figure 2.11: Average correlation dependency ⇥ average volatility.
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Figure 2.13 shows the evolution of the In and Out Node Strengths of the individ-
ual indices, with brighter colors for larger values and darker colors for smaller values.
For all measures, the European indices present the largest values, followed by Amer-
ican and Asian Pacific indices, plus South Africa. We see that correlation and ETE
dependencies are stronger during the crises of 2008 and of 2011. We also notice that
the Out Node Strengths are consistently larger than the In Node Strengths for all
measures, so it may be that there is more influence or information being sent than
received by the indices.
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Figure 2.13: Evolution of in and out node strengths for correlation and ETE depen-
dencies.
2.8 Dependencies for Volatility
One of the known facts in financial data is the volatility clustering [47], what means
that, although financial data time series usually show low autocorrelation of log re-
turns, the time series of absolute values or of standard deviations (both known as
volatility) present a larger autocorrelation. This means that, although the time se-
ries of log returns does not present a long memory, the time series of volatility does
present a longer memory, which in terms of daily log returns may span some days. So,
it is expected that lagged correlation and lagged ETE and their dependency versions
will magnify e↵ects seen for their counterparts based on log returns.
Figure 2.14 presents the heat maps of the correlation and lagged correlation ma-
trices for the absolute values of the log returns, and Figure 2.15 shows the heat maps
for the ETE and LETE matrices of the absolute values of the log returns. The val-
ues for correlation go from  0.1143 to 1, and for lagged correlation from  0.3227 to
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0.5657. Both heat maps are represented so that the lowest value is in black and the
largest value is in white. For ETE, the values go from  0.0114 to 0.1899, and for
LETE values from  0.0105 to 1.4328. For the LETE heat map, the maximum was
set to 0.6 (so values above this are shown as white) in order to enhance visibility.
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Table 2.3 shows the minimum and maximum values of correlations and ETEs for
log-returns and volatility, and also for correlation and ETE dependencies. Comparing
the correlation matrices obtained for volatility (Figure 2.14) with the ones obtained
for log-returns (Figure 2.2), one can see that volatilities are less prone to anticorre-
lation than log-returns, what can be seen from the less negative minimum values for
volatilities for both original ⇥ original and lagged ⇥ original correlations. For ETE,
there is not much di↵erence between results obtained from log-returns or volatility,
except for the maximum values of LETE, which is lower for volatilities.
Table 3. Minimum and maximum values of Correlations, ETEs, and dependencies,
for log-returns and for volatility, for original and lagged matrices. Numbers in brackets
show maximum o↵-diagonal values.
Mininum Value Maximum Value
Correlation of log-returns -0.1143 1 (0.9485)
Correlation of volatility -0.0890 1 (0.9236)
Lagged Correlation of log-returns -0.3227 0.5657
Lagged Correlation of volatility -0.1106 0.4977
ETE of log-returns -0.0162 0.1691
ETE of volatility -0.0114 0.1899
LETE of log-returns 0.0040 2.0265 (0.7386)
LETE of volatility -0.0105 1.4328 (0.4282)
Correlation Dependency of log-returns 0 0.1454
Correlation Dependency of volatility 0 0.2774
ETE Dependency of log-returns -0.0002 0.1417
ETE Dependency of volatility 0 0.0064
Table 2.3: Minimum and maximum values of Correlations, ETEs, and dependencies,
for log-returns and for volatility, for original and lagged matrices. Numbers in brackets
show maximum o↵-diagonal values.
Figure 2.16 shows the heat maps of the dependency matrices based on correlation
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and on LETE, respectively. For correlation dependency, the values go from 0 to
0.2774, and for LETE dependency, the values go from 0 to 0.0225. According to
Table 2, the ETE maximum dependency for volatilities is slightly higher than for
log-returns, but the ETE maximum dependency for log-returns is much higher than
for the maximum dependency for volatilities.
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So, although we expected correlation, ETE and their dependencies o be higher for
volatilities, there is no substantial change if we use volatilities instead of log-returns.
The fact that TE and ETE filter out the past influence of a variable on itself may
lessen the strong e↵ect of autocorrelation typical of volatilities.
2.8.1 Oil producing nations
We have argued that the dependency matrix approach, together with the transfer
entropy, provides a useful tool for the analysis of financial networks, and which may
help to uncover information that remains hidden to strictly correlation based methods.
As a final example, we apply our partial lagged transfer entropy analysis to the
oil producing countries appearing in our list of indices, to determine whether our
information based measure is able to uncover connections in this important subsector
of the world economy.
Table 2.4 presents a list of 10 of the worlds top oil producers—together accounting
for over 65% of world oil production—and their five most significant “influencers.”
The top row for each country contains the ranked list of the countries which most
strongly correlate with the volatility of the oil producer, and the bottom row contains
the strongest influencer ranked by lagged partial ETE. Remarkably, we find that
the lagged partial ETE list’s contain more of the top oil producers among the top
influencers than the simple correlations. This suggests that the lagged partial ETE is
revealing a flow of information that is not reflected in the correlations between these
indices. We should note that the better developed economies on our list—the US,
Canada, China, Russia, Brazil, and Norway—do not display this pattern, perhaps
due to having other important economic sectors whose information flows wash out
the signal from other oil producers, or due to the fact that the signal is already strong
enough to appear in the volatility correlation. Nevertheless, we feel that this pattern
warrants further investigation.
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OIL PRODUCER Most influenced by
Russia (Volatility Correlation) Norway Czech Republic South Africa Austria UK
Russia (Volatility Dependence) Norway Czech Republic Ukraine Austria South Africa
Saudi Arabia (Volatility Correlation) Palestine Oman Indonesia Qatar Jordan
Saudi Arabia (Volatility Dependence) Palestine Indonesia Russia Canada Qatar
USA (SP) (Volatility Correlation) USA(Nas) Canada Mexico Brazil Germany
USA (SP) (Volatility Dependence) USA(Nas) Canada Mexico Germany Brazil
USA (Nas) (Volatility Correlation) USA(SP) Canada Mexico Brazil Germany
USA (Nas) (Volatility Dependence) USA(SP) Canada Brazil Germany France
China (Volatility Correlation) Hong Kong Singapore Taiwan Australia South Korea
China (Volatility Dependence) Hong Kong Taiwan South Korea Singapore Vietnam
Canada (Volatility Correlation) USA(SP) USA(Nas) Norway Brazil Mexico
Canada (Volatility Dependence) USA(SP) USA(Nas) Brazil Mexico Argentina
UAE (Volatility Correlation) Qatar Oman Jordan Egypt Czech Republic
UAE (Volatility Dependence) Qatar Oman Palestine Jordan Saudi Arabia
Venezuela (Volatility Correlation) Costa Rica Colombia Jamaica Palestine Chile
Venezuela (Volatility Dependence) Colombia Brazil Argentina Mongolia Saudi Arabia
Mexico (Volatility Correlation) USA(SP) USA(Nas) Brazil Canada UK
Mexico (Volatility Dependence) Brazil USA(SP) USA(Nas) Argentina Norway
Brazil (Volatility Correlation) USA(SP) Mexico USA(Nas) Canada Netherlands
Brazil (Volatility Dependence) Mexico Argentina USA(Nas) USA(SP) Canada
Norway (Volatility Correlation) UK Netherlands Sweden France Austria
Norway (Volatility Dependence) Denmark Austria Sweden Finland Netherlands
Table 2.4: Top five contributors to volatility correlation and to volatility dependency
for major oil producing nations. In bold are those countries that appear in the
dependency but not in the correlation list.
2.9 Conclusion
We’ve used the information-based measures of e↵ective Transfer Entropy and partial
e↵ective Transfer Entropy to uncover the flow of information between 83 international
market indices and their one-day lagged values. The structure of one-day lagged
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information flow between market indices is seen to be very similar to same-day index
correlation, which suggests that information flow between markets, as modelled by
e↵ective Transfer Entropy, is an e↵ective way of quantifying the interaction of stock
market indices. Additionally, we apply the recently introduced dependency network
method, based on partial correlation between variables, to develop a more fine grained
view of which indices are the strongest influencers of market interaction. The methods
developed and applied in this work serve as a proof-of-concept which can be applied
to study the precise relationship between strongly influencing nodes and the subgroup
of indices to which they belong, as well as to the question of how these “information
center” nodes a↵ect network topology and the propagation of unexpected events.
This method is quite general and can apply to any network of time series.
Chapter 3
Markets, E ciency, and Stability:
A linear response and agent model
analysis of asset price dynamics
3.1 Introduction
The question of what drives stock price movements is a fundamental one in the the-
ory of financial markets, and one which has profound implications for forecasting and
managing financial crises, as well as for foundational economic issues. Understanding
the dynamics of a stock price can o↵er insights into the fundamental rules which gov-
ern the operation of a market, and furthermore, may provide insight into the internal
and external factors that influence market behavior. In this chapter we describe a
theoretical and empirical study of daily price derivativ time series and propose a
general model of asset price derivative dynamics based on investor behavior which
accurately describes the daily responses observed in real-world markets. Moreover,
our model naturally incorporates a way of precisely specifying how external factors,
in particular the news, enter into the system and allows us to easily test the relation
between exogenous noise and various parameters and features.
Modern financial markets are highly complex systems, with a vast number of
agents interacting with each other as well as with the outside world. Understanding
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the interplay between the influence of exogenous factors, such as news, and endoge-
nous dynamics and responses is relevant both for illuminating foundational questions
in the theory of financial markets—for example, how quickly and e ciently markets
incorporate external information—and for understanding and managing crashes, par-
ticularly when dramatic price movements occur without a clear external cause. In this
work, we propose a novel framework and coupled agent level model for describing how
a stock market incorporates exogenous influences and how this couples to endogenous
dynamics. We first consider the linear part of the response of a price change to an
exogenous signal, for example, the news. The details of this response are modeled as
a di↵erential operator which acts on the price changes and which we argue can be
extracted from empirical data, specifically the autocorrelation of the price derivative.
Furthermore, we present an agent-level model that in a mean field limit, produces
precisely the di↵erential equation that we extract from price data. We also present
results indicating that our model displays regime change behavior from a stable to
an unstable regime, and identify the threshold in the model parameters at which this
transition occurs.
The e cient market hypothesis (EMH) [48–52] is perhaps the cornerstone of the
modern understanding of market operation. The hypothesis is stated in a variety of
ways, but the essential idea is that asset prices reflect all available information and
therefore accurately reflect the assets true value. The weak form EMH states that
past publicly available information is reflected in the price of an asset at a certain
time; the semi-strong form states that in addition to this, an asset price will instantly
incorporate new public information and change to reflect this; the strong form states
the even non-public information is reflected in asset prices. The rapid incorporation
of information into an asset’s price implies that the current price has adjusted to
reflect this information, and this suggests that any further price movements are due
to some new, unanticipated information. Because unanticipated information arrives
randomly, price changes should fluctuate randomly around previous prices, that is,
a price series will follow a random walk [48, 49]. The random walk model for stock
prices goes back to the work of Bachelier [53], and is an essential ingredient in analysis
of financial time series. However, there is significant evidence that real world stock
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prices deviate from perfectly random behavior, though the economic significance of
this is still debated [54–57]. Nonrandomness does not necessarily mean that excess
returns can be earned without excess risk, which is another way of putting EMH.
Other criticisms of e ciency come from studies that find that fluctuations in supply
and demand have long memory [58, 59]. The hypothesis is quite di cult to really
test, due to the fact that it is somewhat ill posed. To empirically test whether price
formation is inconsistent with the EMH, one needs to propose a price formation
model. This introduces, however, additional assumptions and makes interpreting
results and levying a judgment on the EMH notoriously tricky. The question of
how markets incorporate outside information is nevertheless absolutely crucial in
understanding market operation, and a central challenge is to discover new ways of
probing and testing this process. In this chapter we will endeavor to develop methods
for addressing this challenge, and model how a market responds to and incorporates
exogenous information (eg, news). We will identify specific, and empirically accessible,
parameters that couple internal and external factors and discuss how these can be
used to understand internal market behavior.
Agent models describing speculative behavior in asset markets have a long history
and have often focused on how price dynamics depend on the composition of the pool
of agent strategies—eg, proportion of value investors compared to trend followers—or
on the specifics of the trading rules, see eg, [60–63].
Our approach is di↵erent: we are interested in understanding what aspects of
observed price dynamics can be understood with minimal assumptions about agent
behavior and strategy. An example of price dynamics that we will focus on is the
observed autocorrelation in the price di↵erence of an individual asset. In a perfectly
e cient market the price series follows a random walk, and autocorrelation is there-
fore zero, while in real world markets it is clear that nonrandom behavior is present.
We describe a detailed empirical study of the autocorrelation of individual stocks from
various markets, and representing firms of various sizes. Furthermore, we propose a
framework for using the form of the autocorrelation to infer the detailed structure of
an empirical operator that determines the linear response of asset prices to exogenous
signals. We then proceed to demonstrate that this empirically determined operator
50
can be extracted, in a ”mean field” limit from an agent model with minimal assump-
tions about behavior and price formation. Moreover, our model contains evidence
of transitions from stable to unstable behavior, as well as naturally arising couplings
between exogenous and endogenous parameters which fill a crucial need in identify-
ing measurable features that track how external information is incorporated into the
market.
3.2 A Linear Response Framework
First, we present a phenomenological analysis aimed at inferring from data features
that may provide some insight and motivation for model building. This analysis
does not describe market microstructure, etc or make any assumptions about agent
behavior and strategy. The point here is to frame the problem in a particular way
and to develop some tools to infer features from market data and to use these insights
to guide our model construction.
A central goal of our analysis is to understand the endogenous dynamics of a
market, and in particular, how exogenous information influences and is incorporated
into this system. In this section we will develop several tools for quantitatively ad-
dressing this question which can readily be applied to real world data. Perhaps the
most fundamental variable in the analysis of financial systems is the price of an asset.
The formation and evolution of a price is a fundamental and complex question which
involves nearly every aspect of market operation—the details of market microstruc-
ture, order dynamics and order flow, agent trading behavior and strategy, and perhaps
most crucially investor assumptions and expectations about assets and, indeed, the
outside world. Choice of scale is crucial here: we don’t want to consider everything all
at one. For our initial pass we will consider the time derivative of the price of an asset
as our endogenous variable and a time series of external data, for example news data
packaged as a time series of the occurrence counts of news events or sentiments, as
an exogenous variables. It is natural to frame our analysis in terms of linear response
theory: we will consider the response of an asset to external forces. In this picture,
we imagine that exogenous factors, represented by a time dependent “noise” term, F ,
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drive the time evolution of the derivative of an asset price, u(t) = dp(t)/dt, via the
action of a di↵erential operator,  (t, ✓), which encodes endogenous market factors:
 (t, ✓) u(t) = F (t, S, p, u), (3.1)
where S symbolizes external data such as, for example, the news and ✓ represents the
set of parameters in the operator. We can also rewrite F (t) = F0f(t), where F0 is time
independent. In the most general case  (t) can include non-linear terms, an arbitrary
number of derivatives, and time dependent parameters that vary over multiple time
scales. We are interested in extracting the linear behavior of this system and therefore
assume that  (t) is a linear di↵erential operator. Parameters in  (t), in principle,
contain information about the details of market operation, including how exogenous
influences, namely S, are digested. Equation (3.1) is best thought of at this stage,
however, as a phenomenological description, and the parameters of  (t) as empirical
fit parameters. We will discuss these parameters in greater detail later on. For now
we restrict our analysis to time scales over which the parameters in  (t) are roughly
constant (i.e.,  (t) has no explicit time dependence as the only time dependence is in
the derivatives), and we will demonstrate below that the time over which the volatility
is roughly constant is the appropriate window. Furthermore, we assume that F (t) is
random and memoryless, that is, correlations between F (t) at di↵erent times decay
faster that any other timescale in the system,
R
dt0F (t0)F (t + t0) ⇡ F 20  (t).1 We
will, therefore, think of Equation (3.1) as a stochastic di↵erential equation, with the
driving force a stochastic process. Our goal is now to determine the form of  , which
would tell us how u(t) evolves in time. Equation 3.1 has the formal solution,
u(t) =
Z +1
 1
dt0G(t  t0)F (t0), (3.2)
where G(t   t0) is the Green’s function, or response function, associated with  .
Note that G depends only on the time di↵erence t  t0, due to the time invariance of
1Note that the factor F 20 is essentially the standard deviation of the exogenous term. In the case
of di↵usion this is usually called the square root of the mean squared displacement, and is related
to the di↵usion coe cient D, hx2i = cDt, where c depends on the dimension (c = 4 in 2 dimensions,
for example).
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parameters in  . Given G and F we know, in principle, the dynamics of u(t) in the
linear response limit. G can be thought of as the inverse of the operator  , and it is,
therefore, possible to deduce the form of   from G. Moreover, as we now show, the
form of G can itself be inferred from the correlation function of u(t), a quantity easily
extracted from empirical data. Expressing C(t), the lagged correlation function of
u(t) with C(0) the unlagged normalization, in terms of the Green’s function, we find
that,
C(0) · C(±t) ⌘
Z 1
 1
dt0 u(t0)u(t0 ± t)
=
Z 1
 1
dt0
Z 1
 1
dx
Z 1
 1
dy G(t0   y)F (y)G(t0 ± t  x)F (x)
=
Z +1
 1
dx0
Z 1
 1
dy0G(y0)G(x0 ± t)
Z 1
 1
dt00 F (t00)F (t00 + y0   x0)| {z }
=F 20  (y
0 x0)
= F 20
Z 1
 1
dx0G(x0)G(x0 ± t) (3.3)
This simple calculation shows that for uncorrelated driving noise, the correlation
function of u(t) is given by the convolution of G with itself at a lag. Dividing equation
(3.3) by C(0), the right hand side is simply the cosine similarity, an uncentered version
of the standard Pearson correlation.
This establishes a useful relationship between the inverse of the operator that
encodes market features, the correlation function of the price change variable, and
the exogenous factors that drive it’s evolution. We are now able to easily probe the
structure of  : calculating the lagged cosine similarity, or Pearson correlation, of
a price derivative time series,u(t), and fitting this data, gives us an estimate of the
functional form of G and therefore of the structure of  . This is the starting point
of our analysis and enables us to quantitatively connect market factors, as encoded
in   and reflected in price data, with external information as it appears in F . We’ve
applied this procedure to the daily price data of stocks in three markets—the NYSE,
NASDAQ, and TOKYO exchanges—and find that in contrast to the correlation func-
tion for logarithmic returns, C contains statistically significant correlations at several
lags. In Appendix A we extensively analyze the significance of these correlations, and
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use several well-established econometric tools to identify stocks that have significant
correlations, and to . (appendix on the statistics, runs test, VR ratio, comparison of
corr coef from VR to C.) In Figure’s 3.1-3.3 we display the results for a number of
individual stocks in these exchanges, with series length of 500 days (corresponding to
approximately two trading years) and time lags ranging from 1 to 5 days.
Figure 3.1: TOKYO
Figure 3.2: NASDAQ
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Figure 3.3: NYSE
The coe cient at one day lag varies between positive, negative, and statistically
near zero, for di↵erent stocks—and for di↵erent time periods of the same stock—
but the overall shape of the decay of C clearly exhibits damped oscillation. This
suggests that G is a sum of decaying exponentials and sinusoidal functions, and that
the structure of   is well described by a second order di↵erential equation:
 (t, ✓) = µ@2t + ⌘@t + µ!
2
0. (3.4)
The parameters, ✓ = {µ, ⌘,!20 = µ}, are of course analogous to the mass, damping,
and angular frequency. With the empirical form of  (t, ✓), we now have a second
order stochastic di↵erential equation driven by an exogenous noise term,
(µ@2t + ⌘@t + µ!
2
0)u(t) = F (t) (3.5)
and can easily find the Green’s function G(t  t0), and hence the correlation function,
C. There are a number of ways to solve for G and C. Defining ⌧ 1 = ⌘µ and
! =
q
!20   ( 12⌧ )2 we find for the underdamped case ( ⌘µ = ⌧ 1 < !20),
CUD(t) = e
  t2⌧
✓
cos(!t) +
1
2⌧!
sin(!t)
◆
; (3.6)
taking ! ! i! gives us the overdamped ( ⌘µ = ⌧ 1 > !20) form,
COD(t) = e
  t2⌧
✓
cosh(!t) +
1
2⌧!
sinh(!t)
◆
, (3.7)
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and the critically damped (!2 = 0) case yields,
CCD(t) = e
  t2⌧
✓
1 +
t
2⌧
◆
, (3.8)
These correlation functions are used to fit the data and extract the parameters ✓
(shown in Figures 3.1-3.3). We use the variance ratio test [56] to determine which
assets have statistically significant correlations at the one time step lag level.When
this correlation is less than zero we classify that asset as being “underdamped”, and
when it is above zero it may be either “overdamped” or “critically damped.” When
the one day correlation is below the level of significance we deem it to be e↵ectively
random. In Figure’s 3.1-3.3 we have displayed several representative examples of non-
random cases, drawn from three separate markets and from across di↵erent sectors.
There are many other stocks in all of these markets that display similar behavior.
Using the linear response method introduced above we see that there is significant
non-random behavior in the price derivative of assets in a variety of major exchanges.
The price derivative correlation functions display damped oscillation and indicate that
the di↵erential operator under which the price change variable evolves can be modeled
as the second order operator, 3.4. The correlation functions derived fit well with the
stock data, and we classify each asset based on the sign of it’s one day lag correlation.
In the majority of cases where the one day correlation is above zero, we find that
for lifetimes above 0.2 the best fit frequencies are overwhelmingly ! = 0, indicating
that the system is critically damped. In figure 3.4-3.6 we show the distribution of !
for di↵erent lifetimes. This is an interesting finding and indicates that when there
is statistically significant non-randomness in the price change time series (above our
cuto↵ threshold of V R = ±2, corresponding to significance above the 2  level), and
the parameters are not underdamped, the decay of the correlation converges as fast
as possible to statistically zero. From the e ciency perspective, though these cases
display significant non-randomness, they are, in a sense, “as e cient as possible.” We
will later look at the parameter space in more detail and make connections to more
fundamental elements of the market.
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Figure 3.4: TOKYO
Figure 3.5: NASDAQ
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Figure 3.6: NYSE
3.3 A “mesoscopic” agent model
We have formulated a linear response type problem where endogenous market dy-
namics are described by a second order, linear di↵erential operator2 acting on the
price derivative of a security, and exogenous information acts as a signal driving the
time evolution of the price change. We would, however, like to develop a deeper
perspective on internal market dynamics and price formation. Understanding the
central issues of the theory of financial markets, such as whether markets are e -
cient, the causes of flash crashes, and the relationship between endogenous dynamics,
agent strategy, and stability, inevitably requires analysis on a more fine grained level.
The price dynamics that we observe emerge out of a system in which active market
participants interact with each other, and respond to defined rules and structures
as well as to the outside world. Each agent may adopt a unique strategy for in-
terpreting and acting on information—coming from both outside and inside of the
market—and making trades.For example, it is possible that spacing out orders is re-
sponsible for observed long memory e↵ects [65] (cite Bouchaud, Lillo et al)This is
a fascinating and important area, and has direct relevance for crucial questions like
EMH. Agent rationality and expectation formation—how they make decisions under
2This is similar in some ways to the Langevin approach described in [64]
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various circumstances—is also obviously central. Indeed, behavioral economics has
emerged as one of the central critiques of EMH and concerns itself with whether, and
to what degree, agents act rationally. Herding is a prominent and intuitive example
of an agent decision e↵ect which can have significant consequences.
There’s a somewhat ecological aspect to this: a system of heterogenous agents with
unique advantageous and disadvantageous features, who adopt strategies intended to
optimize their performance and survival, and who interact and compete with one
another. This analogy has been used [66] to try and reconcile market e ciency
with the insights of behavioral economics. This extraordinarily complex, adaptive,
reactive system contains constraints and reflects decision making at many scales,
from the highest resolution high frequency trades to long term expectations about
monetary policy decisions and political events.Moreover, market participants are in
principle free to choose whatever strategy they like, and to use whatever information
they want as input. While the ultimate goal may be the maximization of returns over
some time scale, the particular strategic details are in principle largely unconstrained.
These interacting strategies e↵ect not only the agents themselves but also the system
as a whole. The market is of course highly interconnected, and the specifics of what
market participants do “locally” can have significant e↵ects on “macroscopic” features
whose impact extends far beyond the restricted domains in which they themselves
operate 3. This is reflected most dramatically in various phenomena that seem to
have a distinct collective flavor, a conceptually relatively simple example is herding
in which agent behavior seems to converge unexpectedly. Other examples are various
crises and crashes where structural connections between far-distant agents or sectors
seem to be established in highly unexpected and counterintuitive ways, and which
lead to drastic and unexpected changes in price dynamics. A stark example of this
kind of behavior is the so-called “flash crash,” during which the prices of assets can
drop significantly and quickly, and then rebound quickly as well. The phenomena is
3Note that what I mean here is not just that agents, ie, firms, connected to one another by, for
example, mutually overlapping exposures all su↵er loses due to their connections. Though this of
course does occur it is not really surprising. I mean instances in which losses seem to propagate in
a much less intuitive manner
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very unlikely to be related to any reasonable fluctuation in underlying value.
This gives the market a uniquely self interacting flavor; agent behaviors are not
set in stone and are both extremely heterogeneous and broad in range; market partic-
ipants from vastly di↵erent sectors of the real-world economy can become entangled
with each other in a multitude of ways and the impact of these connections is ex-
traordinarily di cult to predict–adjusting expectations and risk assessments in this
system is both critical and extremely hard.
We will argue that apart from the details of agent strategy, agents are embedded
in a system or landscape of constraints and interactions—with others, exogenous
world, and with market rules and constraints themselves—which itself imposes certain
structures on the price dynamics that emerge. This is suggested by the linear response
analysis presented above. Even the restricted question of price dynamics of an asset
will in principle depend on how the market incorporates and processes information.
The full complexity of endogenous dynamics may be contained, for example, in a very
complicated di↵erential operator that contains information about all scales of the
market and a multitude of parameters to account for the extreme interconnectedness,
heterogeneity, and agent strategic breadth. There are, however, market phenomena
that occur at more macroscopic or coarse scales compared to the shortest time decision
making. In certain limits and at certain scales of observation, it is reasonable to
expect that the dominant behavior can be approximated with a simpler descriptions,
controlled by only a subset of relevant parameters. Our linear response framework is
an example of exactly this: for time scales over which the parameters don’t vary too
much on average, the linear part of the price dynamics, as measured by the correlation
function Cu(t, t0), is well described by driven, damped oscillation. To understand why
this kind of behavior might arise, and to connect our empirical findings to the more
microscopic features of the market, we present and analyze a model of agent trading
and price change that naturally incorporates exogenous information.
In a market, buyers and sellers o↵er and purchase goods. This process sets prices
by matching supply and demand—the availability of a good, and the willingness of
a buyer to pay a certain price for it. In a real world market this process is actually
implemented by specific mechanisms that facilitate trading—what is usually referred
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to as market microstructure. Trading is accomplished via an auction in which agents
present orders that indicate the amount of goods o↵ered or desired and the associated
prices at which they are willing to buy—the bid—or sell—the ask. Typically, a market
maker will purchase and hold shares of a stock, for example, and o↵er them at the ask
price, thus earning a profit equal to the di↵erence between the bid and ask—the bid-
ask spread. This spread compensates market makers for the risk incurred by holding
assets, due to, for example, the possibility that an asset price declines before it can
be sold. The list of bid and ask orders is an order book, which contains price levels
indicating the volume of, for example, stock shares available at a certain price. The
number of price levels is the order book depth. When all shares available at a current
price are bought that price level is depleted, and further trades occur at a deeper
price level, and at a higher price. Market makers supply liquidity, which ensures that
assets can be sold quickly and that a stable price is set, i.e., that the trade does not
significantly alter the price. The response of price to a trade, on average, is the price
impact or market impact, which is another way of characterizing liquidity, and which
determines the size of the price response to a trade. There are several types of orders
that may be placed, the two primary categories being market orders, which result in
an immediate trade at the best available price, and limit orders which are filled only
at a given price or better. Limit orders may occur with a delay or may not be filled
at all.
3.3.1 Motivating the model: order book shape
The relationships between the flow of orders, order book dynamics, and market impact
is fascinating and important but will not be our focus. Our perspective is, in a sense,
“mesoscopic” because we will not be working at the level of microstructure and the
dynamics of orders. Instead, we will take a slightly coarser view and work at the level
of agents making trades, with certain assumptions about microstructure built into the
model itself. Note that these assumptions can be altered and the equations defining
the model modified appropriately, and the general method of analysis that we propose
can still be applied. We will, however, briefly discuss certain empirical findings and
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Figure 2: Average volume of the queue in the order book for the three stocks, as a
function of the distance   from the current bid (or ask) in a log-linear scale. Both axis
have been rescaled in order to collapse the curves corresponding to the three stocks.
The thick dots correspond to the numerical model explained below, with   = 10 3 and
pm = 0.25. Inset: same data in log-log coordinates.
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Figure 3: Histogram of the log-volume at the ask (same for bids), for France Telecom.
The fit corresponds to Gamma distribution, Eq. (2) (after a change of variables to
log V ), with   = 0.7.
7
Figure 3.7: The average volume of the queue of the order book for three stocks in the
Paris Bourse, as a function of price di↵erence relative to currently available price. We
see in the log-log plot that on both sides of the maximum there is a roughly linear
relationship. Figure from Bouchaud, et al Statistical properties of stock order books:
empirical results and models, 2002.
open questions that motivate our perspective and modeling. The flow of orders fills
and depletes the order book, and ultimately drives price movements as trades move to
deeper price levels. The shape of the order book—how the volume available depends
on the gap between an order and the bid or ask price—is an important feature of
this process. Empirical work [67] suggests that the average order book shape is
concave with the distribution of orders maximum around current price (this was also
mentioned in [68]). In Figure 3.7, which is taken from [67] we can clearly see this
behavior. Let us define A(t) to the volume of an asset held by an agent at time t.
The linear relationship in the log plot above suggests that the variation in the log
price of an asset and the log of A are linearly related,
 t log p ⇠ ↵ t logA, (3.9)
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where 1↵ is referred to as the price elasticity. We consider agents owning an asset A,
at price p, with total wealth WT = Ap+ c, where c stands for cash. The agents trade
by buying and selling assets, that is, total agent wealth WT doesn’t change due to a
trade because sold assets are exchanged for cash or vice versa4, but the amount of
capital available for trading, W = Ap only changes due to trades,
 tW = A tp, (3.10)
We further assume that an agent will determine whether to make a trade based on
changes to W (or to external forces, explained below),
 t logA ⇠   t logW, (3.11)
where   is a parameter that determines the variation in demand due to fluctuations
in an agent’s weath. Both ↵ and   are behavioral parameters in the sense that they
parameterize an agent’s strategy for buying and selling assets. They will generally be
complicated and we expect that they may depend on external factors S for example.
We therefore have three equations, where we also explicitly include the outside signal
S. This is an important point and we do so to capture the fact that in addition to
fluctuations in wealth due to changes in asset price, external information can lead
to changes in behavior. In addition, we include a time delay ⌧p to capture the fact
that prices do not update instantly, and another delay ⌧A to account for the fact
that trades are not executed immediately. These delays are also what give rise to the
second order terms.
4This ignores transaction costs
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3.3.2 The model
With the motivation presented above we can write down a model for interacting agent
behavior:
W = Ap+ c (3.12)
 tW = A tp(t) (3.13)
 A(t+ ⌧A)
A
=  1
 W (t+ ⌧W )
W
+  2SA (3.14)
 p(t+ ⌧p)
p
= ↵1
 A(t)
A
+ ↵2Sp (3.15)
In the above form of the model equations, external information is referred to as S;
in the linear response equation we called all exogenous factors F (t) which is really a
factor F0 (akin to the di↵usion coe cient) times a time dependent piece. Here for
notational simplicity we absorb those factors into S, though we will sometimes write
them out explicitly.
We now write the variational equations above as di↵erential equations. The gen-
eral equations of our model are, therefore,
W = Ap+ c (3.16)
@tW + ⌧W@
2
tW = A@tp+ ⌧W (@tA@tp+ A@
2
t p) (3.17)
(@t + ⌧A@2t )A
A
=  1
(@t + ⌧p@2t )W
W
+  2SA
=  1
@tp
p
+ ⌧W 1
✓
@2t p
p
+
@tA@tp
Ap
◆
+  2SA (3.18)
(@t + ⌧p@2t )p
p
= ↵1
@tA
A
+ ↵2Sp (3.19)
Note, that in the first term of the right hand side of Eq. 3.19 there is no delay constant.
We are assuming that any delay in executing a trade is negligible compared to other
timescales, that is, the orders are “e↵ectively” market orders. It is of course possible
to include a delay to account for the possibility that orders remain unexecuted for an
appreciable time.
These response times, ⌧A, ⌧p and ⌧W are crucial as they are responsible for the
second order terms, and the above coupled equations are essentially a protocol for
updating the model variables.
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Response Times and Parameters ↵and  
We will solve for the price dynamics in a mean field limit. By this we mean that we
will eliminate the  AA and
 W
W fluctuations leaving an equation for the price change
variable. In the first case, the response time of W to a price fluctuation is assumed
to be much smaller than the response of p to a trade, or the response of A to change
in price. Note that we also set ↵1 = ↵2 = ↵,  1 =  2 =  , and SA = Sp = S variables
A˙
A
+ ⌧A
A¨
A
=  
p˙
p
+  S (3.20)
p˙
p
+ ⌧p
p¨
p
= ↵
A˙
A
+ ↵S (3.21)
We can now extract the price dynamics from these equations. Adding ↵ times the first
equation, the second equation, and ⌧A times the derivative of the second equation,
and then multiplying through by p, gives
{⌧A⌧p ...p + (⌧A + ⌧p)p¨+ (1  ↵ )p˙}  ⌧A⌧p p¨p˙
p
  ⌧A p˙
2
p
+ ↵⌧ap
✓
A˙
A
◆2
  ↵ pS   ↵pS   ↵⌧ApS˙ = 0. (3.22)
The
 
A˙
A
 2
term can be simplified using Eq. (3.10), which generates further nonlinear
time derivative terms and, crucially, linear terms that couple to S:
{⌧A⌧p ...p + (⌧A + ⌧p   2⌧A⌧pS)p¨+ (1  ↵    2⌧AS)p˙}
+
⌧A
↵p
✓
⌧ 2p p¨
2 + 2⌧pp¨p˙+ p˙
2   ↵⌧pp¨p˙  ↵p˙2
◆
+ ↵⌧ApS
2   ↵ pS   ↵pS   ↵⌧ApS˙ = 0. (3.23)
Defining u(t) = p˙ and some composite parameters, we see that,⇥
µ@2t + ⌘@t + 
⇤
u = eaSp+eb(@tS)p+ eO(u2, @tu2) (3.24)
where, 8><>:
1
µ =
1
⌧A
+ 1⌧p , ⌘ = 1  2µS,   = ↵ ,
 = 1   2⌧AS⌧A+⌧p = µ!
2
0, ea =  +↵ ↵⌧AS⌧A+⌧p , eb = ⌧A↵⌧A+⌧p . (3.25)
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In addition, a non-linear term naturally arises,
eO(u2, @tu2) = ⌧A((↵  1)u2 + (↵  2)⌧pu@tu  (⌧p@tu)2)
↵p(⌧A + ⌧p)
. (3.26)
We find, remarkably, that the time evolution of u in this limit of our model has
precisely the form extracted from data. Moreover, the parameters µ, ⌘, and  in this
second order equation now contain much more structure and, in fact, couple exogenous
information in the form of S to the endogenous parameters that characterize the price
dynamics. We can simplify these by putting 3.24 into standard form and defining
t 1c =
⌘
µ , 
@2t +
1
tc
@t + !
2
0
 
u = aSp+ b(@tS)p+O(u
2, @tu
2) (3.27)
where, 8><>: µ
 1 = 1⌧A +
1
⌧p
, t 1c =
⌘
µ =
1
µ   2S,   = ↵ ,
!20 =
1   2⌧AS
⌧A⌧p
, a = eaµ =  +↵⌧A⌧p   S↵⌧p , b = ebµ = ↵⌧p ,
(3.28)
and the non-linear term simplifies to,
O(u2, @tu
2) =
eO(u2, @tu2)
µ
=
1
⌧p↵p
⇥
(↵  1)u2 + (↵  2)⌧pu@tu+ ⌧ 2p (@tu)2
⇤
. (3.29)
The coupling of internal and external factors in Equation 3.27 and the parameters
3.28 are a crucial feature of our model. For example, we see precisely how the damping
factor ⌘ and !20 depend on the external signal S, and also precisely how the delay
constants ⌧Aand⌧p e↵ect both internal and external parameters. In the next section
we will focus on a crucial feature that arises in our model—the dependence of the
frequency !20 on the model parameter  , which leads to a transition from a stable
to an unstable regime. Before establishing this in more detail and exploring this
transition in the data, we first rephrase our formulation in terms of a Fokker-Planck
equation.
Fokker-Planck/Langevin derivations
We’ve considered the time evolution of the price change as a kind of Langevin
equation. We can reformulate this in terms of a stochastic process and a probability
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density. For our case, we consider dynamics of u(t), Equation 3.27, expressed in phase
space variables, u(t) and v(t) = @tu(t), and combined them into a vector r(t) =
0@u
v
1A.
Now we can write down a Fokker-Planck equation—corresponding to di↵usion in a
harmonic potential—which is specified by the jump moments. We follow the standard
procedure and rewrite the equation of motion as coupled di↵erential equations,
@tu = v and @tv =  
µ
u(t)  e⌘
µ
v(t) +
F0
µ
f(t), (3.30)
and define the coe cient matrices (recall that F0 is the prefactor that we absorbed
into S, and that the inverse lifetime t 1c =
e⌘
µ),
A1 =
0@ 0  1
!20
1
tc
1A and A2 =
0@ 0 0
0 F0µ
1A (3.31)
The“drift” and “fluctuation” terms of the associated Fokker-Planck equation are given
by the moments, the vector a1(r) =  A1 · r and the matrix a2(r) = 2A2, and the
Fokker-Planck equation for the probability density is
@tP (r, t) = @r( a1P (r, t)) + 1
2
@r(a2@rP (r, t). (3.32)
We can, therefore, write 3.30 as a stochastic equation in terms of the moments,
essentially an update equation for time steps  t,
r(t0 + t) = r0  A1r0 t+ F (3.33)
= r0 + a1(r0) t+ F(t), (3.34)
where F = F0µ
0@ 0
f(t)
1A, is the external noise. This is formally solved by,
r(t) = exp( A1t)r0 +
Z t
0
dt0 exp( A1(t  t0))F(t0). (3.35)
We’re working in a linear approximation, so for the simple case of Gaussian noise a
Guassian ansatz, characterized by mean m(t) and covariance cov(t), for the proba-
bility density can be used. Note that we will later assume that the initial conditions
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are m0 = r0 and cov0 = 0. The external noise is of zero mean so the expectation
of the formal solution above gives the mean matrix m(t) = exp( A1t)m0. Simi-
larly, the covariance matrix is the expectation value of (r(t)  m(t))(r(t)  m(t)T ),
so calculating time derivatives of cov(t) and m(t) yields,
d
dt
cov(t) =  A1cov(t)  cov(t)A1T + 2A2 (3.36)
d
dt
m(t) =  A1m(t). (3.37)
Note that the standard derivative product rule doesn’t apply for these stochastic vari-
ables so the di↵erentiation must be done more carefully. Alternatively, we could work
directly with the Fokker-Planck equation, take it’s Fourier transform, and substitute
in a Fourier transformed Gaussian. This gives precisely the equations above.
Now we can define the matrix exponential of A1,
G(t) = e A1t (3.38)
and solve for the mean and covariance that characterize the probability density func-
tion,
cov(t) =
Z t
0
dt0G(t0)2A2G(t0)T (3.39)
m(t) = G(t)r0. (3.40)
We see thatG(t0) acts like a propagator, and that it determines the covariance matrix
and hence the correlation matrix. It is now clear that we can either work in terms
of our original formulation—a Langevin equation for a damped harmonic system—or
in terms of the probability density function evolving according to the Fokker-Planck
equation—in our case the Ornstein-Uhlenbeck process. The correlation functions that
we derived and used to fit the data are determined by G(t), which can in fact be
found from the spectrum of A1, as described in section 6.5 of [69]. Calculating the
eigenvalues and left and right eigenvectors dL,k and dR,k of A1—which are di↵erent
because the matrix is asymmetric but are themselves orthogonal and with the same
eigenvalues  k—we can decompose A1,
A1 =
X
k
 kdR,kd
T
L,k, (3.41)
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where k 2 {+, } The eigenvalues and eigenvectors of A1 are,
 ± =   1
2tc
± i! and dR,k =
0@   k k   k
1
 k   k
1A , dL,k =
0@ 1
 k
1A (3.42)
so we can explicitly write G(t) as,
G(t) =
X
k
e  ktdR,kdTL,k =
X
i,j2{+, }
i 6=j
e  it
 i    j
0@   j  1
 i j  i
1A (3.43)
We can now easily determine the entries of the covariance matrix using 3.39, and
therefore the correlation functions which are simply the normalized covariances. This
procedure gives all four correlation functions: Cuu, Cvv, Cuv, Cvu. We focus on the
uu correlation functions, and upon simplifying find that, as before,
CUD(t) = e
  t2⌧
✓
cos(!t) +
1
2⌧!
sin(!t)
◆
(3.44)
COD(t) = e
  t2⌧
✓
cosh(!t) +
1
2⌧!
sinh(!t)
◆
(3.45)
CCD(t) = e
  t2⌧
✓
1 +
t
2⌧
◆
. (3.46)
3.3.3 Phases and Stability
Our agent model has produced a very interesting feature: the parameters that describe
the correlation functions—the characteristic time, damping factor, and frequency—
are now seen to be composed of a combination of internal and external market param-
eters, such as, the trading and price reaction time delays, the behavioral parameters
↵,  , and the external signal S. We will focus on the frequency term and demonstrate
that it contains a transition that characterizes an unstable phase which is observable
in the data.
The frequency term !2 is a function of 1       2⌧AS, so when   = ↵  crosses
1 2⌧AS, !2 changes sign; this is a transition between underdamped and overdamped
phases. We now specify this in more detail, and identify a new unstable regime which
is not present in conventional physical systems. Solutions to our damped second order
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equation will, as usual, consist of linear combinations of complex exponentials, with
exponents given by the eigenvalues of the coe cient matrix A1 discussed above,
 ± =   1
2tc
± i! where ! =
s
!20  
1
4t2c
=
1
2tc
q
4t2c!
2
0   1. (3.47)
In terms of the model parameters, we have
! =
1
2tc
s
4t2c
⌧A⌧p
(1   )  4t
2
c
⌧p
2S   1 (3.48)
The under damped, over damped, and critically damped phases correspond to the
2!0tc > 1, 2!0tc < 1, and2!0tc = 1 cases. In terms of   and the time delays, we have8>>>><>>>>:
  < 1  ⌧A⌧p4t2c   2⌧AS Under damped (UD), !20 >
1
4t2c
1  ⌧A⌧p4t2c   2⌧AS <   < 1 Over damped (OD),
1
4t2c
> !20 > 0
  = 1  ⌧A⌧p4t2c   2⌧AS Critically damped (CD), !20 =
1
4t2c
(3.49)
The parameter   can also take values greater than 1. This corresponds to !20 < 0,
i.e., an imaginary natural frequency. In this regime, we have !2   14t2c , i.e., ! 
i
2tc
,
which implies that there are solutions u(t) with positive exponents which diverge.
In these cases, the change in the price derivative is an exponential and indicates a
comparatively large movement. In the stable phases, whether the asset price is rising
or falling, there is always a return to equilibrium. In this unstable phase, however, this
can be violated and the price movements can become extreme, in either the positive
or negative directions. It’s very unlikely that this state would persist, however, due
to the fact that such a divergence would push an asset price drastically up or down,
at which point demand for it would decline or increase and push it out of its unstable
solution. If this does not happen, the price would simply continue to drop to zero.
We investigate this novel behavior in the price data of several major institutions
and confirm that in all cases portions of the !2 time series display drastic drops
from their positive, “equilibrium,” values into the negative, unstable region. Below
we display the results for Citibank for time series’ of lengths 50, 100, 150, and 200
trading days, with ! extracted from correlation function fits with a characteristic time
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assumed to be on average slightly above the average of the underdamped case. Just
as expected, there are transitions from real to imaginary !, which appear regularly in
the 50 day series. The longer series’ begin to average over multiple such transitions
and so their frequency decreases, but nevertheless stable regimes exist where it is
clear that the system is in the unstable phase that we’ve identified. Heuristically,
the most prominent such extended region is from mid-2007 through mid-2008, during
which the global banking crisis had a severe negative impact on Citibank.
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3.3.4 Conclusions
Understanding how external information finds its way into asset prices is among the
primary challenges in the theory of financial markets. To begin to probe this question
we analyze how asset prices respond to outside noise. In this chapter we have pre-
sented a linear response inspired framework for analyzing the dynamics of daily asset
prices and found that the linear order dynamics can be modeled by a second order
di↵erential operator that includes a damping and a frequency term. The dynam-
ics of the asset price derivative in this limit, characterized by the lagged correlation
function, show clear non-randomness and in fact display damped oscillation and are
well described by a second order di↵erential operator. The lagged correlation func-
tions of the price derivative appear to be either under, over, or critically damped,
by which we mean that the decay of the correlation to zero “overshoots” or “under-
shoots”. We note that the best fit for the correlation functions of many assets across
markets that were initially classified as overdamped is actually the critically damped
correlation function, with ! = 0 and a shorter characteristic decay time than for
the underdamped cases. This could be interpreted as suggesting that, though the
decay to equilibrium is not immediate, for many assets that are not underdamped
it is happening as fast as possible. Though the nonrandomness in the price change
time series indicates that there may be ine ciencies present, this behavior suggests
that asset price change time series that are nonrandom and have a positive one day
autocorrelation do, in a sense, decay optimally.
We have also gone beyond an empirically driven analysis and proposed an agent
model from which price dynamics can be extracted in a kind of mean-field approx-
imation. We find that our model yields precisely the di↵erential operator driving
the time evolution of the price derivative that we found empirically using our lin-
ear response framework. Moreover, the model parameters that characterize the price
dynamics—an internal property of the market—consist of a combination of internal
parameters that characterize the behavior of agents and fundamental time scales and
external noise. We therefore see exactly how external information is incorporated into
the internal model parameters that determine the price dynamics. This is significant
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because it allows us to directly address how prices incorporate outside influences, and
to identify structure in the parameter space and connect this to behavior observed in
real markets. As a first step in this direction, we identify a transition from a stable
to an unstable phase, expressed as a sign change of the natural frequency squared,
!20, from positive to negative, and controlled by a combination of agent behavioral
parameters. In this unstable regime drastic changes to the price derivative are pos-
sible. We extract the frequency ! from correlation function data of assets and find
that there seem to be precisely the drastic changes in !2 that we predicted. We hope
to continue to investigate this behavior in future work.
Chapter 4
Coarse graining and information
geometry: applications to graphs
and network models
4.1 Introduction
A primary goal of complex systems research is to characterize and understand the
common features and principles that underlay the behavior of diverse types of systems.
Essential tools in this endeavor include the traditional methods of statistical physics
as well as network theory, in which a system is represented by a graph, with nodes
typically signifying a subunit of interest, and edges denoting a pairwise interaction
or relationship of some sort between vertices. The graph represents the topological
features of the network, and studying its properties can help to understand network
phenomena. Random graph models are another important tool in modeling network
phenomena. In this case, one considers a statistical ensemble of graphs generated
by assigning edges to pairs of vertices based on draws from a probability distribu-
tion. This ensemble picture provides a natural setting to investigate the properties
of random graphs using statistical physics. Indeed, many of the phenomena observed
in physical systems, such as phase transitions, arise in random graph ensembles and
many of the of the methods used in statistical mechanics can be applied to study
74
75
random graphs. In this chapter we will present some novel methods and tools for the
study of networks and random graph models, along with some preliminary theoretical
results and suggestions for future applications and extensions.
4.2 Networks and Random Graph Models
A graph G = (V,E,w) is defined formally as a tuple, consisting of vertices, V , and
edges, E = (i, j) with i, j 2 V , that are pairs of vertices. We also associate weights,
wij, to the edges of a graph, generally positive real numbers. An absent edge is
equivalent to an edge with weight 0. If all weights are equal (and non-zero), without
loss of generality set to 1, the graph is unweighted. In an undirected graph edges have
no orientation, that is E = (i, j) is an unordered pair, whereas in a directed graph
each edge has an orientation. A generalization of a graph is a hypergraph in which
an edge is no longer limited to being a pair of vertices, and instead any number of
vertices can be considered a hyperedge.. We now define several matrices that can be
associated to a graph, and which capture important topological information.
The basic connectivity structure of a graph with |V | = n is encoded in it’s adja-
cency matrix, A 2 Rn⇥n,
Aij =
8<: wij if (i, j) 2 E0 otherwise . (4.1)
The degree matrix, D 2 Rn⇥n, contains the weighted degree di =
P
k wik of each node
along the diagonal,
Dij =
8<:
P
k wik if i = j
0 otherwise
, (4.2)
i.e., Dij = di ij The di↵usion or transition matrix,
P = D 1A, (4.3)
determines the evolution of a random walk on the graph. A central object in graph
theory is the graph Laplacian matrix, sometimes referred to as the combinatorial
Laplacian, defined as,
L = D   A. (4.4)
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The Laplacian has many applications, several of which we will discuss in more detail
later on, but a particularly natural interpretation is that it is a kind of averaging
operator that measures the smoothness of a function defined on the nodes. This
is easy to see by considering the Laplacian quadratic form. Consider a function x
assigning real numbers to the vertices of a graph with Laplacian L. Writing this
function as a vector x 2 Rn indexed by the graphs vertices we see that,
xTLx =
X
i
Diix
2
i  
X
i,j2E
wijxixj
=
1
2
X
i,j2E
wij(x
2
i + x
2
j)  2wijxixj
=
1
2
X
i,j2E
wij(xi   xj)2. (4.5)
This quadratic form is sometimes referred to as the Dirichlet energy, DL(x), and
penalizes large variations in x over neighboring nodes weighted by the edge weights
wij. Note that 4.5 also implies that the Laplacian is a positive semidefinite matrix,
because for an eigenvector v with eigenvalue  ,
vTLv =  vTv   0. (4.6)
There are several alternative, but related, versions of the Laplacian that are com-
monly used. The normalized Laplacian,
Lnorm = D
 1/2LD 1/2 = I  D 1/2AD 1/2, (4.7)
and the random walk Laplacian,
Lrw = D
 1L, (4.8)
are the two most common. These are generally di↵erent for non-regular graphs,
though all three matrices are easily related to one another using D.
An important result which allows for variationally characterizing eigenvalues of
symmetric matrices is the Courant-Fischer Theorem:
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ForM a symmetric n⇥n matrix, with eigenvalues  1  ...  ... n and eigenvectors
v1, ..., vn, and with S, T denoting subspaces of Rn,
 k = min
S✓Rn
dim(S)=k
max
x2S, x 6=0
xTMx
xTx
= max
T✓Rn
dim(T )=n k+1
min
x2T, x6=0
xTMx
xTx
. (4.9)
Spectral graph theory involves studying the eigenvalues and eigenvectors of ma-
trices associated to graphs in order to characterize the graphs themselves, such as
e.g. connectivity or node clustering, as well as to understand the properties of dy-
namical processes that can happen on graphs, such as epidemic spreading in contact
networks, or random walks and di↵usion of particles on graphs. In later sections we
will reconsider the matrices defined above and also discuss in more detail connections
to geometry.
4.3 Background: Random Graphs, ER, SF, Expo-
nential
A random graph is one in which the edges connecting vertices are chosen at random
from some probability distribution. Paul Erdo˝s and Afred Re´nyi introduced the
first set of such models [70, 71]. The ER model generates graphs as follows: given
0  p  1, and |V | = n, every pair of vertices i, j is connected with probability p.
4.4 Coarse graining and dimensionality reduction
As we have seen graphs are a natural way of modeling aspects of real networks and
data sets. For models of complex systems and very large data sets, a major challenge
is to somehow approximate the model or reduce the data set in a way that distills the
interesting information and discards the rest. This is of course subjective–di↵erent
questions and tasks will induce di↵erent notions of importance. There are various
ways of approaching this problem and in this section we will introduce some new
methods for simplifying graphs based on the renormalization group procedure used
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in statistical physics and field theory, as well as on heat kernel techniques used in
geometry and physics.
A natural application of a RG-type procedure to a graph is to simply agglomer-
ate nodes into “supernodes” based on some rule, such as the box counting method
developed in [72–74]. This is similar in spirit to a real-space, block spin procedure.
Another simple possibility is to place a threshold on edge weights, ignoring any edge
below a certain value. Our goal is not to agglomerate vertices or to simply remove
weak edges, but to derive a representation of the original graph that approximates it
in some way, that is, a representation of the graph that preserves an observable or
set of features. An example of a procedure of this sort is the spectral sparsification
developed by Spielman et al [75, 76], which we describe in Appendix ???. This spec-
tral approximation outputs a subgraph of the original with the same vertex set but
a di↵erent edge set which approximates the Laplacian quadratic form of the original
graph, i.e., the Dirichlet energy 4.5 is approximately preserved. Another perspective
on simplifying graphs comes from the geometric analysis of data sets, where data that
is assumed to be intrinsically low dimensional lays on a manifold that is embedded
in a higher dimensional space. The task is then to derive a representation that re-
veals the true low dimensional manifold, particularly when the most obvious linear
methods fail. Numerous methods have been developed to do this, using a variety of
techniques [77–80]. The key idea in this problem is the construction of a network from
the points of the data set, which captures the geometry of the underlying manifold.
Geometric interpretations of the matrices—in particular the graph Laplacian—are
central here. For example, [78] demonstrates that the graph Laplacian is the discrete
analogue of the Laplace-Beltrami operator on a manifold and use it to construct an
algorithm that calculates a lower dimensional, locality preserving data representation.
We want to keep the number of vertices constant, and so rather than a real space
procedure we will work in frequency space. There has been a previous e↵ort to
implement a spectral/frequency RG analysis for networks in [81]. Some of the ideas
in this section are similar, especially in the early stages of the analysis where we
employ simple linear algebra and the basic ideas of the RG procedure, but we take a
di↵erent perspective and end up using di↵erent tools.
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As a simple first step, consider a graph with Laplacian L, and a function x written
as a vector in R, with the components variables on the nodes. We can think of this
function as variables describing some feature of a physical system on the graph, such
as for example the stationary distribution of a random walk, the phase of oscillators,
the state of Ising spins on the nodes, or the potential at each vertex with the graph
edges interpreted as resistors. Alternatively, we can imagine that these variables are
data points representing a system or process and that the graph is generated from
the data set. There are numerous protocols for representing the structure of a data
set using a graph, which are very closely connected to the geometric structure of the
data [77–80]. We will come back to this geometric aspect in a later section. The
Laplacian quadratic form is naturally interpreted as an energy, and we can define an
energy functional analogous to a Hamiltonian, H = DL(x)+V , where V is a possible
potential term, e.g., a polynomial in the variable with coupling constants. With Z
representing the partition function, we can then consider the probability distribution
of configurations of x (setting the inverse temperature parameter   to 1),
P (x) =
e (xTLx+
Pq0
2 ↵qx
q)
Z
, (4.10)
where we have explicitly included polynomial “interaction terms” with coupling con-
stants, ↵q. Note that q = 2 term, ↵2x2, is analogous to a mass term in the Hamiltonian
and we will sometimes refer to ↵2 as m2.
The standard approach is to apply a Fourier transform to the fields. For a graph
Laplacian, the appropriate analogue basis is formed by the Laplacian eigenvectors.
We can therefore diagonalize L with the matrix of it’s eigenvectors and transform x
into frequency space with this matrix. Defining the matrix U (with UUT = 1), whose
columns are the eigenvectors ui = (u1i...uni)T with eigenvalues  i, we can decompose
the Laplacian,
L = U⇤UT , that is, L =
nX
i=1
 iuiku
T
ik (4.11)
The smallest eigenvalue  1 = 0 and is associated with the constant eigenvector u1 = 1,
which is the null space, i.e, higher order eigenvectors ui 6=1 take this vector to zero.
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Usually  1 and u1 are subtracted from the Laplacian, and the sum above is taken
from i = 2 rather than i = 1. Applying UT to x gives the transformed variables,
bx = UTx =X
k
x( k)u
T
ik and x = U bxi =X
k
bxi( k)uik. (4.12)
At this point we can also define the spectral density or density of states,
⇢( ) =
1
n
nX
i
 (    i), (4.13)
in terms of which we can express our energy functional (with, for example, a polyno-
mial function of x for V ),
DL(x) = H0 =
Z  max
0
bx( k)( +m2)bx( k)⇢( )d  (4.14)
V =
Z  max
0
qY
j=3
"
↵qbx( j)( nX
i=1
uij)⇢( i)d i
#
, (4.15)
and the counting function N( ) =
R  
0 ⇢( )d , which counts the number of eigenvalues
below  . We will discuss the density of states more later when we introduce the heat
kernel. With the transformed variables, the H0 term in our Hamiltonian is simply,
DL(x) =
X
k
 kbx2k. (4.16)
Performing an RG procedure e↵ects a coarse graining by splitting the ”frequency”
modes into high and low regimes relative to a cuto↵, and integrating out the high
modes, with the constraint that the overall physics is unchanged (ie, the Hamiltonian
or partition function remains the same). This results in a description of the original
system at a ”coarser resolution.” In our case, the frequency variables are indexed by
the eigenvalues, and the analogue is to integrate out  ’s above a certain cuto↵, leaving
the eigenvalues below the cuto↵, or alternatively removing c = 1  under the cuto↵ and
leaving c above. Notice that c = 1  are the eigenvalues of the pseudoinverse of the
Laplacian, L+, which is the inverse taken without the singular term. The spectral
decomposition of L+ is,
L+ = U⇤ 1UT , that is, L+ =
nX
i=1
  1i uiku
T
ik. (4.17)
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The same matrix diagonalizes L+, and it’s eigenvalues are inverses of the eigenvalues
of L. The pseudoinverse is sometimes called the discrete Green’s function [82], as it
acts as the inverse of the Laplacian operator. This perspective on the renormalization
group analysis of a graph enables us to connect the RG to other procedures for which
the pseudoinverse of the Laplacian is crucial. There are many such procedures—for
example, the Spielman et al spectral sparsification method samples edges of the orig-
inal graph with probability proportional to the product of edge weight and e↵ective
resistance, which is determined by L+—and it is conceptually very interesting to
understand them as implementing a RG-like analysis.
We now discuss another procedure for simplifying a graph, which involves em-
bedding it’s vertices in a new space, and which will help elucidate important aspects
of the graph RG that we have proposed above. The pseudoinverse L+ determines
the commute time, (which is equivalent to he e↵ective resistance) on the graph [83],
which is the average number of steps it takes a random walk to go from a vertex i to
another vertex j and then back to i,
ed(i, j) = vol(G)(L+ii + L+jj   2L+ij) (4.18)
= vol(G)(ei   ej)TL+(ei   ej), (4.19)
where ei is the basis vector in the node space corresponding to node i; ei is the ith
column of the identity matrix and is sometimes called the indicator vector of node i.
The non-negativity of L+ implies that dC =
qed(i, j) is a distance in the Euclidean
space of the graphs vertices. It is shown in [83] that the eigenvector and eigenvalue
matrices of L+ can be used to define a mapping from the node space into a Euclidean
space, that is, from the indicator vectors of nodes. The mapping is easy to derive:
decomposing L+ in 4.19 into L+ = U⇤ 1UT = UT ((⇤ 1/2)T (⇤ 1/2))UT , and applying
⇤ 1/2UT to the ei’s yields vectors,
fi = ⇤
 1/2UT ei. (4.20)
that lay in a Euclidean vector space. The distance between these vectors is exactly
the commute time distance dC . Then [83] show that using only a subset of the
eigenvectors and eigenvalues below some index, i.e., the reduced eigenvector and
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eigenvalue matrices eU and e⇤, to decompose L+ and to define the above embedding,
the new ”reduced” commute time distance again gives the separation between the
embedded vertices. Furthermore, the vectors of the reduced embedding fred,i are
centered (zero mean), and their covariance matrix, 1/n FredF Tred = 1/n 1/⇤, i.e., it is
diagonal, implying that the eigenvectors of FredF Tred are principal components, which
are the basis vectors of the new space in which the graph vertices are embedded. This
is
Using this, we now have a clear idea of what the graph RG that we proposed
above corresponds to: it is simply an embedding of the original graph that preserves
commute times, and variance, with the new space basis vectors the principal compo-
nents, and where the choice of cuto↵ dictates how many eigenvectors of the Laplacian
to include in the reduced embedding operator. This is an interesting reinterpreta-
tion of the commute time embedding, and naturally leads to the question of whether
other embeddings, and indeed other procedures altogether, that result in some coarse
graining are also interpretable as RG-like operations.
A more physical version of the random walk process that underlies the commute
time embedding is a di↵usion on the graph [82,84], which is governed by the di↵usion
or heat equation,
@tk(t) + Lk(t) = 0 (4.21)
which is solved by
k(t) = e tL k(0)
; the matrix exponential H(t) = e tL is the heat operator. This is just a function of
the operator L, so the same spectral analysis can be done and it is well known that
this can be used to construct an embedding analogous to the above [?],
H(t) = Ue t⇤UT , (4.22)
and the equivalent embedding to the commute time version is,
H(t) = (Ue 
1
2⇤)(Ue 
1
2⇤)T (4.23)
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The matrix in parenthesis embeds the graph in a Euclidean space as before. This
is of course essentially the same procedure as the commute time embedding, and
furthermore the heat kernel is known to be intimately related to the inverse L+:
subtracting the constant eigenvector (i=1) term u1uT1 from H(t) =
Pn
i=1 e
 t iuiuTi
and integrating, Z 1
0
dt H(t)  u1uT1 =
Z 1
0
dt
nX
i=2
e t iuuT (4.24)
=
nX
i=2
1
 i
uuT = L+ (4.25)
Therefore, we have an embedding into a space where the basis vectors are simply
weighted by e t i instead of the 1/
p
 i as before.
We can now use the heat kernel to greatly expand the RG analogy proposed above,
and to introduce into the analysis of graphs analogous versions of some of the tools
used in field theory to perform renormalization group calculations. Specifically, we
will argue that using the heat kernel it is possible to construct an e↵ective descrip-
tion of the graph or graph process akin to the first order e↵ective action used as a
generating functional for correlation functions in field theory, usually derived when
interactions are included via a cumulant expansion that integrates out high momenta.
By successively decreasing the cuto↵ between high and low frequencies and requiring
that the partition function be independent of this cuto↵, we can find the dynamics
associated with the low frequency descrition. It can be shown that in terms of the
heat kernel, the first order e↵ective action is,
Seff (x) =
1
2
ln det(B(x)) (4.26)
where B is the operator in the H0 term of the energy function. We will argue that
there is a version of this relation for graphs, where B is the graph Laplacian. To do
this we’ll use the heat kernel and it’s representation as a zeta function via the Mellin
transform.
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4.5 Mapping graphs to density matrices; Bures
metric and other metrics for graphs
The graph Laplacian has many applications and interpretations. An intriguing use
for this matrix was proposed in [85], where the Laplacian of a graph, normalized by
it’s trace (which is equivalent to the trace of the degree matrix when the graph has
no self loops) was identified with a density matrix of a quantum state. Recall that a
state | i, a vector in a state space (Hilbert space) with basis |uii, can be written as,
| i =
X
i
ci |uii , (4.27)
where the normalization condition,h | i = 1, implies that Pi kcik2 = 1. This is
a pure state. Recall that for a Hilbert space H and states | i , | i inH, h | is
a linear functional that acts on | i to give the inner product h | i. For a unit
vector | i 2 H, the projector P (| i) is the hermitian operator | ih |, with Tr(P ) =
1 and P 2 = P , that acts on states to project them on  . The pure states are
in one to one correspondence with the set of all one-dimensional projectors in H.
Observables are represented by self-adjoint operators, O, with matrix elements in the
above basis given by Oij = hul|O|uii, and expectation values in state | i given by
hOi = h |O| i =Pi,j c⇤i cjOij. The density matrix for this state can be written as,
⇢ = | i h | , (4.28)
and is a Hermitian operator with matrix elements hui|⇢|uji. The matrix ⇢ is posi-
tive semidefinite, has unit trace, and is self adjoint. More general states, which are
ensembles of pure states, are called mixed states, and for a probability pi the density
matrix for such states is,
⇢ =
X
i
pi | ii h i| , where 0 < pi < 1,
X
i
pi = 1. (4.29)
Note that for pure states, Tr ⇢2 = Tr ⇢ = 1 and for mixed states, 0 < Tr ⇢2 < 1. The
entires in the density matrix are determined by the coe cients of the expansion of
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| i in the |uii basis, hui| i = ci and h |uji = c⇤j , giving ⇢ij = cic⇤j ; therefore, the
expectation value of an observable can be expressed in terms of the density matrix,
hOi =
X
i,j
c⇤i cjOij =
X
i,j
⇢ijOij = Tr(⇢O) (4.30)
Any positive semidefinite matrix with unit trace is a candidate density matrix for
some state, because any such matrix can be written as in (4.29) for some choice of
basis and some probability distribution: nonnegativity of the eigenvalues imply that
we can simply choose pi =  i. The graph Laplacian LG is positive semidefinite but
has trace equal to the sum of all node degree’s (TrL = TrD := dG), so as introduced
in [85] the Laplacian normalized by it’s trace can be viewed as a density matrix
associated to a graph G,
⇢G :=
LG
TrLG
. (4.31)
To make a more direct connection to quantum states, consider the vertices V of the
graph as corresponding to an orthonormal basis {|v1i , |v2i , ..., |vni} for HV . The
edges E (where |E| = m) are simply unordered pairs of vertices, so we can think of
them as corresponding to an orthonormal basis for HV ⌦HV , denoted by {vjk : j, k 2
E} where vjk = vj ⌦ vk. The density matrix associated with a graph Laplacian can
then be expressed1 in terms of the projectors,
⇢G =
1
dG
mX
i=i
P{ 1p
2
(|vjii   |vjii)}, (4.32)
that is, in terms of the pure states. Moreover, [85] prove that a pure state corresponds
to a graph with a single edge, and that the density matrix of a general graph is a
uniform mixture of pure (i.e., one edge) density matrices. The first claim follows
from the fact that pure state density matrices have only one nonzero eigenvalue and
it equals 1, and from the well known fact that the multiplicity of the zero eigenvalue of
a graph is equal to the number of connected components [86]. With these definitions
many of the standard quantities used to characterize density matrices can be defined
1In [85] this is expressed in terms of factors of the graph, but is equivalent.
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[87]. For example, the von Neumann entropy is,
S(⇢) =  Tr(⇢ ln ⇢) =  
nX
i=1
 k(⇢) ln k(⇢), (4.33)
and is equal to the usual Shannon entropy of the eigenvalues of ⇢. For a pure state,
i.e., a single edge, the multiplicity of the zero eigenvalue is n  1 and the only other
eigenvalue is 1, so the entropy is 0. The maximum entropy is attained for the most
uniform distribution, i.e.,  k = 1/(n  1), and is equal to ln(n  1). This is achieved
by the complete graph which has a first eigenvalue equal to 0 with multiplicity 1 and
a second eigenvalue of 1/(n  1) with multiplicity n  1. Another important quantity
that can be defined for the graph case is the quantum relative entropy, which is
analogous to the classical relative entropy or Kullback-Liebler divergence,
S(⇢1|⇢2) = Tr(⇢1 ln ⇢1)  Tr(⇢1 ln ⇢2), (4.34)
and is a measure of distinguishability between states ⇢1 and ⇢2, and therefore between
graphs with Laplacians L1 and L2. S(⇢1|⇢2) is nonnegative [87]. The generalizations
of von Neumann entropy and the relative entropy—the Renyi entropy and Renyi
divergence—can also be defined analogously,
S↵ =
1
1  ↵ ln Tr ⇢
↵ and S↵(⇢A|⇢B) = 1
↵  1 lnTr{⇢
↵
A⇢
1 ↵
B }. (4.35)
For ↵! 1 these are the usual von Neumann and relative entropies. There are several
important properties of the von Neumann entropy and the quantum KL divergences,
which we now briefly review.
Recall that a bipartite composite system AB, which consists of subsystems A and
B, is associated with a Hilbert space that is a tensor product HAB = HA ⌦ HB,
with elements | i ⌦ | i written as | i | i for short, and where each Hilbert space
is spanned by an orthonormal basis {|uxi : x = 1, ..., dimHx}. In the case of
graphs [85] G and H (with number of vertices pandq), their tensor product is simply
the Kronecker product of their adjacency matrices2, A(G) ⌦ A(H), and the vertex
2Note that we use A(G) to symbolize the adjacency matrix of graph G, and also sometimes use
A to symbolize an abstract subsystem.
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set is {u1w1, ..., u1wq, u2w1, ..., upwq}. The sets {|uii} and {|wii} are the basis vec-
tors of the Hilbert spaces associated to the vertices of G and H, and we associate
to each vertex of the composed graph a basis element |v1i = |u1i |w1i , ..., |vqi =
|u1i |wqi , |vq+1i = |u2i |w1i , ..., |v2qi = |u2i |wqi , ..., |vpqi = |upi |wqi. We can there-
fore associate a density matrix to the graph with Laplacian LG ⌦ LH as above. The
state of each subsystem is obtained as the partial trace of the composite density
matrix which is calculated as follows. Considering operators A and B on the re-
spective subsystems, TrB{⇢A ⌦ ⇢B} = ⇢ATr ⇢B. Writing this in terms of the state
vectors, ⇢AB =
P
ijkl cijkl |aiihaj| ⌦ |bkihbl|, and because TrB = (|aiihaj| ⌦ |bkihbl|) =
|aiihaj|Tr(|bkihbl|), we have the density matrix on subsystem A,
⇢A = TrB(⇢AB) = cijkl |aiihaj| hbl|bki . (4.36)
The von Neumann entropy obeys subadditivity: for a composite bipartite state
⇢AB, and with ⇢A = TrB(⇢AB) and ⇢B = TrA(⇢AB),
S(⇢AB)  S(⇢A) + S(⇢B). (4.37)
Another important property is concavity: for pi   0 and
P
i pi = 1 (i.e., pi probabil-
ities), X
i
piS(⇢i)  S
 X
i
pi⇢i
 
. (4.38)
In fact, it can be shown [87] that there is an upper bound on the entropy of a mixture
of density matrices,X
i
piS(⇢i)  S
 X
i
pi⇢i
  X
i
piS(⇢i) +H(pi), (4.39)
where H(pi) is the Shannon entropy.
We now briefly digress to clarify a misconception that has appeared in some
recent work that employs the density matrix perspective on graph Laplacian’s to
study networks [88]. In [88] it is claimed that defining a density matrix as in
(4.31) leads to a violation of subadditivity of the von Neumann entropy, due to
the fact that when aggregating two networks G1 and G2 by adding their adjacency
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matrices the von Neumann entropy of the summed graph, S(G3), may be greater
than the von Neumann entropies of the constituent graphs. That is, for graphs
G1, G2 with adjacency matrices A(G1), A(G2), [88] aggregate the graphs into a new
graph G3 with A(G3) = A(G1) + A(G2), and calculate the von Neumann entropies
S(⇢G1), S(⇢G2), S(⇢G2) and find that in some cases (essentially when adding a single
edge which S = 0) S(⇢G3) > S(⇢G1) + S(⇢G2). Contrary to the claim, this is not
really a violation of subadditivity, which states that S(AB)  S(A) + S(B), where
S(AB) is the von Neumann entropy of a state ⇢AB, and the subsystem entropies
S(A) and S(B) are derived from state AB by a partial trace. The composite system
is not simply a sum. There is no reason to expect the aggregation procedure used
in [88], which is just a sum of two adjacency matrices, to result in an entropy of the
aggregated network always being less than or equal to the sum of the entropies of the
constituent graphs. The appropriate relations for bounding the entropies of a mixture
of density matrices are the concavity inequalities (4.38), (4.39). What is needed is a
convex combination of the density matrices. For two graphs with adjacency, degree,
and Laplacian matrices A1, D1, L1 and A2, D2, L2 and degree sums d1 = TrL1 and
d2 = TrL2, the associated density matrices are ⇢1 =
L1
d1
and ⇢2 =
L2
d2
. Adding A1+A2
results in a graph with density matrix ⇢3 =
L1+L2
d1+d2
. We now rewrite ⇢3 as a convex
combination of ⇢1 and ⇢2,
⇢3 =
d1
d1 + d2
⇢1 +
d2
d1 + d2
⇢2 (4.40)
where d1d1+d2 +
d2
d1+d2
= 1, and we see that the appropriate relation between the
entropies—the concavity inequalities rather than the subadditivity—are satisfied.
We propose a slightly di↵erent mapping between graphs and density matrices,
closely related to the definition of [85]. Note that the same basis diagonalizes L and
e  L,
L |ki =  k |ki implies e  L |ki = e   k |ki . (4.41)
Thinking of L as analogous to a Hamiltonian H we define the Boltzmann distribution
for the eigenvalues,  k, pk = e   k/Z where Z =
P
k e
  k . Now we define a mixed
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state density matrix with this probability distribution,
⇢ =
1
Z
X
k
|ki hk| e   k = e
  L
Tr(e  L)
. (4.42)
This is of course just a particular choice for the distribution, but it is an important one
with special properties. This is the Gibbs or canonical state, and is the distribution
that maximizes entropy 3. At least formally it looks like a thermal state. Defining
the “free energy” F =  1  we can also express (4.42) as,
⇢ = e (F L). (4.43)
The von Neumann entropy for this state is easily shown to be,
S(⇢) =  2
@F
@ 
=
 
1   @F
@ 
 
lnZ =   F +   Tr(⇢L), (4.44)
which is the standard thermodynamic relation. Note that the second term in the
last equation above is the expectation value of L. Using the Boltzmann distribution
to define a thermal density matrix associated to a graph Laplacian helps to clarify
certain issues, most obviously the relationship between the von Neumann entropy of
a graph and the entropy of a random graph ensemble [90]. We are actively exploring
this and will present our results in future work.
This definition also clarifies some issues relating to the e↵ect of aggregating net-
works on the von Neumann entropy. As argued above the possibility of the entropy of
the aggregated network being greater than the sum of the entropies of the constituents
is not surprising and not a problem. With the thermal state density matrix we will
see that this does not actually occur—in fact we will explicitly show later that the von
Neumann entropy of the density matrix of the aggregated network S(⇢C) equals the
sum of the entropies of the density matrices of the constituent networks S(⇢A)+S(⇢A).
First we argue that the eigenvalues of a graph Laplacian are nondecreasing if an
edge weight is increased (or an edge is added, as this is equivalent to increasing an
edge weight from 0); this is based on the Courant-Fischer Theorem and is also implied
3This definition was independently used in [89], though introduced for di↵erent reasons and
applied in di↵erent ways
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by the Weyl inequality for Hermitian matrices. Consider the Laplacian of a graph
LG, the vector   = (vi   vj), and the real number w. We want to increase an entry
in LG by w: LG ! LG +   Tw := LnewG . By the Courant-Fischer Theorem,
 k(L
new
G ) = min
S✓Rn
dim(S)=k
max
x2S
x6=0
xT (LG +   Tw)x
xTx
= min
S✓Rn
dim(S)=k
max
x2S
x 6=0
xT (LG)x
xTx
+
xT (  Tw)x
xTx
(4.45)
This implies that  k(LnewG )    k(LG). 4 The partition function Z is a sum over e   k ,
so we have that Z( newi )  Z( i). Because ln is a strictly increasing function, and
the von Neumann entropy is determined by lnZ according to (4.44), we see that S(⇢)
is nonincreasing under increasing edge weight or edge addition.
Now, as suggested above, we can do better and prove that the von Neumann
entropy associated to the aggregated graph equals the sum of the entropies of the
constituent graphs. This is the case because of the exponential form of (4.42), specif-
ically because the exponential of a sum (in this case LC = LA + LB) factorizes into
a product. It is easy to show using the properties of the tensor product and matrix
exponential that,
eM⌦IN+IM⌦N = eM⌦IN eIM⌦N = eM ⌦ eN (4.46)
This means that the the density matrix associated to the aggregated Laplacian ⇢C =
⇢A⇢B = ⇢A ⌦ ⇢B; ⇢C is a product state and the von Neumann entropy is simply
additive, S(⇢A ⌦ ⇢B) = S(⇢A) + S(⇢B).
This can also be seen explicitly from the terms in the von Neumann entropy (4.44)
and from the properties of the expectation values of operators and the partial trace.
We have,
S(⇢A) + S(⇢B) = lnZA + lnZB +  {Tr(⇢ALA) + Tr(⇢BLB)} and (4.47)
S(⇢C) = lnZAZB +  {Tr(⇢A⇢BLA) + Tr(⇢A⇢BLB)}. (4.48)
4This is interesting in it’s own right, as the eigenvalues of the Laplacian are related to many quan-
tities of interest. For example, the commute time discussed previously depends on the pseudoinverse
of the Laplacian and so the above argument proves that it’s eigenvalues are nonincreasing.
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The lnZ terms obviously match, and to see that the other terms do as well, recall
that Tr(LA⇢A) = hLAi, the expectation value of LA on the A subsystem. On the
composite subsystem hLAi = Tr((LA ⌦ IB)⇢AB) = Tr(LATrB(⇢AB)) = Tr(LA⇢A).
This makes sense, as the expectation value of the subsystem observable LA should
depend on ⇢A. From this we see that the trace terms in Eq. 4.47 and Eq. 4.48 are
equal and that S(⇢C) = S(⇢A) + S(⇢B).
Yet another way to demonstrate this is to consider the mutual information I(A :
B) = S(⇢A)+S(⇢B) S(⇢C), and write S(⇢M |⇢N) =   (FN+FM)+  Tr[⇢M(LN   LM)],
which yields,
S(⇢A) + S(⇢B)  S(⇢C) = S(⇢A) + S(⇢B)  S(⇢C)  S(⇢C) + S(⇢C) = (4.49)
= S(⇢C |⇢A) + S(⇢C |⇢B)   FC +   Tr(⇢ALA) +   Tr(⇢BLB) (4.50)
At this point it is already clear that this is greater than or equal to zero because
every term of the last line is greater than or equal to 0, however, because ⇢C is a
product state S(⇢C |⇢A)+S(⇢C |⇢B) =  S(⇢C) = {  FC+  Tr(⇢ALA)+  Tr(⇢BLB)}
and therefore I(A : B) = 0. This again makes sense because the mutual information
I(A : B) = S(⇢C |⇢A ⌦ ⇢B) and the relative entropy between a state and itself is
zero. [89] use an equation similar to (4.50) to argue that S(⇢A) + S(⇢B)  S(⇢C)   0
but do not make the connection to mutual information or demonstrate that this
quantity in fact equals zero because ⇢C is a product state.
It would be very interesting to continue to develop the correspondence between
rescaled Laplacians and density matrices, and to apply tools from both graph theory
and quantum information theory to various problems in both fields. We are actively
working on this topic.
Appendices
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Appendix A
Transfer Entropy
A.1 Table of index ordering
Table A.1: Ordering of Indices.
Number Country Index
1 S& P 500 S& P 500 Index
2 Nasdaq Nasdaq Composite Index
3 Canada S& P/TSX Composite Index
4 Mexico Mexico Stock Exchange IPC Index
5 Brazil Ivovespa So Paulo Stock Exchange Index
6 Argentina Buenos Aires Stock Exchange Merval Index
7 Chile Santiago Stock Exchange IPSA Index
8 Colombia Indice IGBC
9 Venezuela Caracas Stock Exchange Market Index
10 Peru Bolsa de Valores de Lima General Sector Index
11 UK FTSE 100 Index
12 Ireland ISEQ Overall Index
13 France CAC 40 Index
14 Germany DAX Index
15 ATX Austrian Traded Index
93
94
Number Country Index
16 Switzerland Swiss Market Index
17 Belgium BEL 20 Index
18 Netherlands AEX Index
19 Sweden OMX Stockholm 30 Index
20 KFX OMX Copenhagen 20 Index
21 Norway OBX Oslo Index
22 Finland OMX Helsinki All-Share Index
23 Iceland OMX Iceland All-Share Index
24 Luxembourg Luxembourg LuxX Index
25 Italy FTSE MIB
26 Spain IBEX 35 Index
27 Portugal Portugal PSI 20 Index
28 Greece Athens Stock Exchange General Index
29 Poland Warsaw Stock Exchange WIG Index
30 Czech Republic PX Index
31 Slovakia Slovak Share Index
32 Hungary Budapest Stock Exchange Index
33 Croatia CROBEX
34 Romania Bucharest Exchange Trading Index
35 Bulgaria Bulgaria Stock Exchange Sofix Index
36 Estonia OMX Tallinn
37 Latvia OMX Riga
38 Lithuania OMX Vilnius
39 Ukraine Ukraine PFTS Index
40 Malta Malta Stock Exchange Index
41 Russia MICEX Index
42 Turkey Borsa Istambul 100
43 Kazakhstan Kazakhstan Stock Exchange Index KASE
44 Israel Tel Aviv 25 Index
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Number Country Index
45 Palestine Palestine Al Quda Index
46 Lebanon BLOM Stock Index
47 Jordan ASE General Index
48 Saudi Arabia Tadawul All Share Index
49 Qatar QE Index
50 United Arab Emirates ADX General Index
51 Oman MSM Index
52 Pakistan Karachi Stock Exchange KSE100 Index
53 India S& P BSE Sensex Index
54 Sri Lanka Sri Lanka Stock Market Colombo All-Share Index
55 Bangladesh DSE General Index
56 Japan Nikkei-225 Stock Average
57 Hong Kong Hang Seng Index
58 China Shanghai Stock Exchange Composite Index
59 Mongolia MSE Top 20 Index
60 Taiwan TWSE
61 South Korea KOSPI Index
62 Thailand Bangkok SET Index
63 Vietnam Vietnam Stock Index
64 Malaysia FTSE Bursa Malaysia KLCI Index
65 Singapore Straits Times Index
66 Indonesia Jakarta Stock Price Index
67 Philippnies Philippine Stock Exchange PSEi Index
68 Australia S& P/ASX 200
69 New Zealand New Zealand Exchange 50 Gross Index
70 Morocco CFG 25
71 Tunisia Tunis Stock Exchange TUNINDEX
72 Egypt EGX 30 Index
73 Ghana GSE Composite Index
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Number Country Index
74 Nigeria Nigerian Stock Exchange All Share Index
75 Kenya Nairobi Securities Exchange Ltd 20 Share Index
76 Botswana Botswana Domestic Companies Gaborone Index
77 South Africa FTSE/JSE Africa All Shares Index
78 Mauritius SEMDEX Index
79 Zambia Lusaka Stock Exchange All Share Index
80 Bermuda Bermuda Stock Exchange Index
81 Jamaica Jamaica Stock Exchange Market Index
82 Costa Rica BCT Corp Costa Rica Stock Market Index
83 Panama Bolsa de Valores de Panama General Index
A.2 Comparison between di↵erent correlation mea-
sures
One issue that arises from our analysis of correlation between indices is whether
the Pearson correlation is the appropriate measure, since it only measures linear
correlations. The Spearman rank correlation and the Kendall tau rank correlation
are two measures capable of detecting nonlinear correlations between variables. So, in
this Appendix, we show the correlation matrices containing the correlations between
all indices by using three correlation measures: the Pearson correlation, the Spearman
rank correlation, and the Kendall tau rank correlation. The resulting correlation
matrices are represented in Figure A.1 in terms of heat maps. One may notice that
there are no significant di↵erences between them, what suggests that most correlations
are captured by the Pearson linear correlation.
Figure A.2 shows the histograms of the elements of the three correlation matrices,
showing that there is not much di↵erence in structure between the three. So, we have
ground for using the Pearson correlation in our calculations, which is much faster to
calculate and captures the same correlation structure as other correlation measures,
more useful for nonlinear correlations.
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Figure A.1: Correlation matrices using three di↵erent correlation measures: Pearson
correlation, Spearman rank correlation, and Kendall tau rank correlation, respec-
tively.
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Figure A.2: Histograms of the elements of the correlation matrices obtained from
three di↵erent correlation measures: Pearson correlation, Spearman rank correlation,
and Kendall tau rank correlation, respectively.
Figure A.3 shows the histogram for the elements of the average of the Pearson
correlation matrices obtained from ten simulations with randomized data. The distri-
bution is close to a Gaussian, and the values go from 0.0022 to 0.0023 for o↵-diagonal
elements, a small interval when compared with the values from  0.1143 to 0.9485 of
the Pearson correlation matrix obtained from the original data.
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Figure A.3: Histograms of the elements of the correlation matrix obtained as the
average of ten Pearson correlation matrices of simulations with randomized data,
where the diagonal terms (always equal to 1) have been removed.
A.3 Comparison between di↵erent binnings for Trans-
fer Entropy
The calculation of Transfer Entropy involves the discretization of the variables into
bins. This binning may be varied so as to lead to a large number of bins with low
values of probability for each one or larger bins with larger probabilities. Since our
calculations involve the joint probabilities of three di↵erent variables, using too many
bins may render each probability too close to zero, but using few bins may lead to some
loss in the precision with which we compare di↵erent variables. In order to probe the
di↵erences in Transfer Entropy obtained using di↵erent binnings, in this section we
compare the Transfer Entropy matrices obtained with three di↵erent binnings. Our
set of data contains log returns that run from  1.0622 to 1.0697, so that using bins
with width equal to 0.02, we have at most 108 di↵erent bins; for bins with width equal
to 0.1, we have 23 di↵erent bins; and for bins of width 0.5, we have 5 bins. Figure
21 shows the Enlarged TE matrices obtained using these three sizes of binning, 0.02,
0.1, and 0.5, respectively. The largest brightness for all three heat maps was set to
0.3 (so, every cell with TE value above 0.3 is painted white) in order to make the
figures more visible.
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Figure A.4: Enlarged TE matrices using three di↵erent binning sizes: 0.02, 0.1, and
0.5, respectively.
The enlarged TE matrix for binning 0.02 has elements ranging from 0 to 2.0265;
the enlarged TE matrix for binning 0.1 has elements ranging from 0 to 1.2054; and
the enlarged TE matrix for binning 0.5 has elements ranging from 0 to 0.9999. This
is expected, since a smaller bin size generates a larger number of bins and thus of
probabilities that are computed by TE. Although the range of values for each enlarged
TE matrix is di↵erent, the heat maps show a very similar structure for each of them,
what can be reinforced by comparing the histograms of the TE matrices’ elements
shown in Figure A.5.
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Figure A.5: Histograms of the elements of the enlarged TE matrices obtained using
three di↵erent binning sizes: 0.02, 0.1, and 0.5, respectively.
A.4 Partial lagged ETE and generalized partial
lagged ETE
We now compare the e↵ectiveness of the generalized, higher order, partial lagged
ETE (ie, with the e↵ects of all mediating variables removed) to the partial lagged
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ETE dependency matrix which we have introduced, in anticipating the same day
correlations of the returns and volatilities of the indices in our data set.
Figure A.6 displays the generalized partial lagged ETE matrix for both the log-
returns (left) and the volatilities (right), that is, each entry is the direct lagged-
to-original ETE between the y-index and the x-index with the e↵ects of all others
removed. For example, the 11th entry in the 1st column of the volatility heat map
corresponds to the flow of Shannon information from the previous day UK FTSE 100
index to the next day US S&P 500 index. As is readily seen, this matrix lacks much
of the robust structure observed in the correlation matrices and in the dependency
matrices. However, there is still a clear similarity in overall clustering and index
importance. Additionally, we ranked the top 10 entries in each column for the cor-
relation, generalized partial correlation, and lagged ETE dependency matrices, and
compared the lists to determine which of the two latter measures best approximated
the “top 10” in the correlation list. We found that in the large majority of cases the
dependency matrix approach more closely reflected the correlations.
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Figure A.6: Generalized partial Tranfer Entropy of the log-returns (left) and of the
volatilities (rught), from lagged to original variables.
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