Abstract. Let V be a vector space of dimension d over a field K and let A be a central arrangement of hyperplanes in V. To answer a question posed by K. Aomoto, P. Orlik and H. Terao construct a commutative K-algebra U(A) in terms of the equations for the hyperplanes of A. In the course of their work the following question naturally occurred:
Introduction
Let M = M([n]) (resp. M = M([n])) denote a matroid (resp. oriented matroid) of rank r with ground set [n] := {1, 2, . . . , n}. Let V be a vector space of dimension d over some field K. A (central) arrangement (of hyperplanes) in V, A K = {H 1 , . . . , H n }, is a finite listed set of codimension one vector subspaces. Given an arrangement A K we suppose always chooses a family of linear forms {θ H i ∈ V * : H i ∈ A K , Ker(θ H i ) = H i }, where V * denotes the dual space of V. The product Q(A) = H ∈A θ H is called the defining polynomial of A. There is a matroid M(A K ) on the ground set [n] determined by A K : a subset D ⊂ [n] is a dependent set of M(A K ) iff there are scalars ζ i ∈ K, i ∈ D, not all nulls, such that i∈D ζ i θ H i = 0. A circuit is a minimal dependent set with respect to inclusion. We denote by L(A K ) the intersection lattice of L(A K ): i.e., the set of intersections of hyperplanes in A K , partially ordered by reverse inclusion. Set
Aomoto suggested the study of the (graded) K-vector space AO(A K ), generated by the basis {Q(B I ) −1 }, where I is an independent set of M(A K ), B I := {H i ∈ A K : i ∈ I } and Q(B I ) = i∈I θ H i denotes the corresponding defining polynomial. In [1] it is conjectured that dim(AO(A R )) = number of chambers of M(A R ).
To prove Aomoto's conjecture, Orlik and Terao have constructed in [8] a commutative K-algebra, U(A K ), isomorphic to AO(A K ) as a graded K-vector space in terms of the equations {θ H : H ∈ A K }. The authors note that it is not clear whether U(A K ) itself depends only on the intersection lattice L(A K ).
To every oriented matroid M we associate a commutative Z-algebra, denoted by A(M). This algebra is the "combinatorial analogue" of the algebra of Orlik-Terao and it is the main tool to give a negative answer to the question of Orlik-Terao.
We use [9] and [10] as a general reference in matroid theory. We refer to [2] and [7] for good sources of the theory of oriented matroids and arrangements of hyperplanes, respectively.
Two Commutative Algebras

Let IND (M) ⊂
[n] be the family of the independent sets of cardinal of the matroid M and set IND(M) = ∈N IND (M). We denote by C = C(M) the set of circuits of M. When the smallest element α of a circuit C, |C| > 1, is deleted, the remaining set, C\α, is said to be a broken circuit. (Note that our definition is slightly different to the standard one. In the standard definition C\α can be empty.) To shorten the notation the singleton set {x} is denoted by x. A no broken circuit set of a matroid M is an independent subset of [n] which does not contain any broken circuit. Let NBC (M) ⊂
[n] be the set of the no broken circuit sets of cardinal of M. Set NBC(M) = ∈N NBC (M). We denote by L(M) the lattice of flats of M. (We remark that the lattice map ϕ:
, determined by the one-to-one correspondence ϕ : H i ←→ {i}, i = 1, . . . , n, is a lattice isomorphism.) Consider now an independent set X . Let cl M (X ) be (or shortly cl(X )) the closure of X in M. Pick an element x ∈ cl(X )\X. Let C(X, x) denote the unique circuit of M contained in X ∪ x. For every X ∈ IND(M), set EA(X ) := {x ∈ cl(X )\X : x is the minimum of C(X, x) and C(X, x) = {x}}.
(The elements of EA(X ) are usually called the externally active elements of X.) So, for every independent set X of M, X ∈ NBC(M) iff EA(X ) = ∅. If EA(X ) = ∅, let α(X ) denote the smallest element of EA(X ).
Here, every map X:
We say that X := X + ∪ X − is the support of X, or X is a signed set supporting X. A signed set X conforms to a signed set Y if X + ⊂ Y + and X − ⊂ Y − . For every x ∈ [n] and signed set X let X\x be the signed set on [n]\x, conforming to X and supporting X\x. We say that a signed set X is the union of the signed sets X 1 , . . . , X m if X = X 1 ∪ · · · ∪ X m and every X i conforms to X. The reorientation on the subset S ⊂ [n] of the signed set X is the signed set, denoted −S X, determined by the equalities
The opposite of a signed set X, denoted −X, is the signed set −X = −[n] X. An oriented matroid, denoted M, is a matroid on the ground set [n], denoted M, with an additional structure:
• To every circuit C ∈ C(M) is attached two opposite signed sets (signed circuits) C and −C supporting C.
• The set of signed circuits of M, denoted C = C(M), verifies a convenient set of axioms, see page 103 of [2] .
The set of all the union of signed circuits of M is called the set of the vectors of the oriented matroid. If K is an ordered field the arrangement
. From the definitions we know that there are well determined scalars
By definition C is one of the two opposite signed circuits of
, of the oriented matroid M, is the oriented matroid, denoted −S M, such that C( −S M) := { −S C: C ∈ C(M)}. We say also that C( −S M) is the reorientation on the subset S of C(M). (The concept of "reorientation" is the combinatorial analogue of the notion of "nonsingular projective permissible transformation".) Fix a set E := {e 1 , . . . , e n } and let K be a commutative ring with unity 1. Let K[E] denote the commutative free K-algebra given by the generators E ∪ {1}. For every X ⊂ [n], set e X := i∈X e i , e ∅ := 1.
Definition 2.1 [8, Definition 2.2 and Proposition 2.3]. Consider the map
where
(commutative) K-algebra given by the generators 1, e 1 , . . . , e n , and the relations:
We call U(A K ) the Orlik-Terao algebra of A K . Now, we introduce the "combinatorial analogue" of the Orlik-Terao algebra. 
is the (commutative) Z-algebra given by the generators 1, e 1 , . . . , e n , and the relations:
We call A(M) the algebra of the oriented matroid M.
, or shortly by [X ] or even e X when no confusion will result, the residue class in A(M) (resp. U(A K )) determined by the element e X . Note that A(M) ∼ = A(M\x) if x is a loop or x is parallel to some other element of M. So in what follows we suppose that M is a simple matroid. For every
The "abstract algebra" A(M) has a canonical grading.
Proposition 2.3. Set
, it is independent of the knowledge of the oriented matroid M.
Proof. We know that
A (M) = (0), for all > r. If A(M) = A 0 = Z (i.e., r = 0) the result is clear. Suppose that A(M) = Z. Note that A r = {x ∈ A(M): x · y = 0, ∀y ∈ A(M)\Z}. If we know the modules A r , . . . , A r −i and A i+1 := A r ⊕ · · · ⊕ A r −i = A(M), (i.e., r − i > 1) the module A r −i−1 , i = 0, . . . , r − 2,
can be defined recursively by
A r −i−1 = {x ∈ A(M): x · y ∈ A i+1 , ∀y ∈ A(M)\Z} A i+1 .
Proposition 2.4. For every x ∈ [n] there is a unique epimorphism of Z-modules
Proof. It is enough to prove that
We can suppose that X ∩ C = ∅ and x ∈ X ∪ C. Let Y be a signed set on [n] supporting
Let C be one of the opposite signed circuits supporting C. Remember that the signed set C\x on [n]\x is a vector (union of signed circuits) of M/x. So we have
Corollary 2.5.
, the following two conditions are equivalents:
• X is an independent set of M,
Proof. It remains to prove that if X is an independent set of M, then [X ] A = 0. We prove by induction on n. We know that [∅] A = 1. Suppose that the implication is true for all the matroids with at most n − 1 elements. Let X, |X | > 0, be an independent set of M and pick an element x ∈ X. Suppose for a contradiction that [X ] A = 0. X \x is an independent set of M/x. From Proposition 2.4 we conclude that 0
, a contradiction with the induction hypothesis. 
Theorem 2.7. For every element x of M, there is a split short exact sequence of modules
We postpone the proof of the theorem. The following corollary is an important direct consequence of the above theorem. Corollary 2.8 is similar to a well-known result concerning the algebras of Orlik-Solomon, Theorem 3.55 of [7] .
Corollary 2.8. Suppose that the sequence (2.3) is exact for all the matroids with at most n elements. Then nbc(M) is a basis of the module A(M).
Proof. We prove by induction on n. If n = 0 we know that A(M(∅)) = Z and nbc(M(∅)) = {1}. Suppose that n > 0 and that the result is true for all the matroids with at most n − 1 elements. By a reordering of the elements of the matroid M we can suppose that x = n. It is clear that 
We know that nbc(M) = {[X ] A : X ∈ NBC(M)} is a generating set of A. So Corollary 2.8 follows from the exactness of sequence (2.3).
Theorem 2.7 is a consequence of Lemmas 2.10-2.12 below.
Lemma 2.9. Suppose that sequence (2.3) is exact for all the matroids with at most n − 1 elements. Then for every x ∈ [n], there is an exact sequence of Z-modules
Proof. From the definitions we know that p x •i x , is the null map so Im(i x ) ⊂ Ker(p x ). It remains to prove the inclusion Ker(p x ) ⊂ Im(i x ). By a reordering of the elements of [n] we can suppose that x = n. Suppose that
So, 
Lemma 2.10. Suppose that sequence (2.3) is exact for all the matroids with at most n − 1 elements. Let a be an element of the module
From Lemma 2.9 we know that 
Consider also the monomorphism i x : A(M\x/y) → A(M/y). It is easy to check that the following diagram of modules is commutative:
A(M\x)
We prove the implication i x (a) = i x (b) ⇒ a = b, for every pair a, b ∈ A(M\x). We know that
From Lemma 2.10 we know that 
x is the identity map and
Proof. We can suppose that x = n. From Corollary 2.8, we know that nbc(M ) and nbc(M ) are bases of A and A , respectively. There is a morphism of modules p −1 n : A → A well determined by the conditions p
n is the identity map. From (2.5) we conclude that the exact sequence (2.3) splits.
Remark 2.13. With some adjustments, our techniques also give proofs of Proposition 2.3, Corollary 2.5, Theorem 2.7 and Corollary 2.8 for the algebra of Orlik-Terao. 
We make use of the following lemma: Lemma 3.2 [5] . Let G = (V, E) be the direct graph defined as follows: (
We label the edge − → I I i of G A with the scalar −C(x i ).
From the definitions we know that sign(ζ i ) = C(x i ), for every i = 1, . . . , m. Let P 1 , . . . , P s be the list of the maximal length directed paths of G, beginning with the vertex I . Let T denote the last vertex of the path P , ∀ = 1, . . . , s. T is a sink of G,
[T ] U ∈ nbc(U)). As K is an ordered field, the proposition follows. • There is a permutation σ ∈ S n and invertible scalars ζ i such that Proof. (The following example is similar to one of [6] .) Consider the two direct graphs Figs. 1 and 2):
Let M G 1 (resp. M G 2 ) be the oriented matroid on the ground set {1, . . . , 6} determined by the graph G 1 (resp. G 2 ). More precisely:
• M G 1 has two pairs of opposite signed circuits C 1 , −C 1 and C 2 , −C 2 where C Fig. 2 
