Recent machine learning algorithms dedicated to solving semi-linear PDEs are improved by using different neural network architectures and different parameterizations. These algorithms are compared to a new one that solves a fixed point problem by using deep learning techniques. This new algorithm appears to be competitive in terms of accuracy with the best existing algorithms.
Introduction
This paper is devoted to the resolution in high dimension of equations of the form
with a non-linearity f (t, x, y, z) in the solution and its gradient, a bounded terminal condition g and a diffusion generator L satisfying
(t, x) + µ(t, x).Du(t, x).
where µ is a function defined on R × 
with Wt a d-dimensional Brownian motion. Traditional deterministic methods (e.g. finite elements method) dedicated to solving numerically non linear Partial Differential Equations (PDE) suffer from the curse of dimensionality and one cannot hope to solve equations of dimension greater than 4 or 5 with this kind of methods.
Based on the resolution of the BSDE associated to the PDE first exhibited in [PP90] and using the time discretization scheme proposed in [BT04] , some effective algorithms based on regressions manage to solve non linear PDEs in dimension above 4 (see [G+05; L+06] ). As shown in [GT16] this technique is the source of a lot of research. Among others, we may refer to [FTW11] which generalizes this technique to full non linear equations by using the Second Order Backward Equation framework proposed in [Che+07] . This regression technique uses some basis functions that can be either some global polynomials as in [LS01] or some local polynomials as proposed in [BW12] : therefore this methodology still faces the curse of dimensionality and can only solve some problems in dimension below 7 or 8.
Recently, [Hen+16; Bou+17; BTW17; War17] proposed to solve high dimensional PDE by using a branching method and a time step randomization applied to the Feyman-Kac representation of the PDE. In the case of semi-linear PDE's, a differentiation technique using some Malliavin weights as proposed in [Fou+99] allows to estimate the gradient Du of the solution. Unfortunately, branching techniques are only limited to small maturities, some small non-linearities and mainly to non-linearities that are polynomial in u and Du.
Most recently, three other methods try to solve this difficult problem:
• [War18b; War18a] propose a very simple technique based only on nesting Monte Carlo applied on the Feynman-Kac representation of the PDE. The convergence of the algorithm is demonstrated. As shown by the estimators in [War18a] , this technique is far more effective if the Lipschitz coefficients associated to the non linearity and the maturity of the problem are not too high.
• In [E+17; E+16; HK17], the authors develop an algorithm based on Picard iterations, multi-level techniques and automatic differentiation once again applied to the Feynman-Kac representation of the PDE. The time integration appearing in this representation is achieved by quadrature and the authors are able to solve some PDEs in very high dimension. However, tuning this algorithm can be difficult due to the number of methodologies involved in the resolution. Recently [Hut+18] combined the ideas of [E+17; E+16; HK17] and [Hen+16; War18a] to show that some modified Picard iteration algorithm for non-linearities in u applied to the heat equation can be solved with a polynomial complexity with both the dimension and the reciprocal of the required accuracy. However no numerical results are given to confirm the result.
• At last [HJW17; EHJ17] propose a deep learning based technique called Deep BSDE (DBSDE) to solve semi-linear PDEs. [BEJ17a] extends the latter methodology to full non linear equations. This approach is based on an Euler discretization of the forward underlying SDE with solution Xt and of the BSDE associated to the problem. The algorithm tries to learn the values u and z = σ Du at each time step of the Euler scheme so that a forward simulation of u till maturity T matches the target g(XT ). [Rai18] introduces a version of the DBSDE algorithm in which a neural network tries to learn u by calculating Du by automatic differentiation and incorporates the constraints associated to the Euler discretization of the BSDE in the loss function. These deep learning-based techniques seem to be very effective but no current result justifies their convergence. It is then difficult to know their limitations.
The previously described methods are all interesting but in the present paper, we focus on machine learningbased algorithms. The objectives of this paper are:
• to give an improved version of the DBSDE algorithm using different networks architecture and parameterizations,
• to develop a new deep learning-based algorithm, mixing some features coming from [War18a] and [HK17] ,
• to compare numerically how these algorithms compare each other. Particularly, we will see that that the new algorithm is competitive with the improved Deep BSDE algorithm found in term of accuracy.
• to give a demonstration showing that, under some simplifying assumptions, the loss of the new algorithm can go to zero and that, when the driver is independent of the gradient, a loss going to zero implies a convergence of the scheme to the true solution of the problem.
All algorithms used can be found at https://gitlab.com/14chanwa/ml_for_semilinear_pdes.git.
Existing Deep BSDE algorithms
The DBSDE algorithm proposed in [HJW17; EHJ17] starts from the BSDE representation of (1) first proposed in [PP90] : 
For a set of time steps t0 = 0 < t1 < . . . < tN = T , we use an Euler scheme to approximate (Xt i )i=1...N from equation (3) by:
In the same way, an approximation of equation (4) In the initial DBSDE algorithm, neural networks are supposed to output an approximate of κt i := σ(ti, Xt i ) Du(ti, Xt i ) from the vector of features Xt i . In the machine learning language, the realizations of (Xt i )i=1...N represent the data. The parameters θ of the neural networks are estimated with a stochastic gradient descent which objective is to minimize the loss (θ) := E (u(T, XT ) − g(XT )) 2 , as g(XT ) corresponds to the target of u(T, XT ) due to the terminal condition u(T, XT ) = g(XT ).
The architecture described in [HJW17; EHJ17] and in Figure ( 1) consists in building N − 1 feed forward neural networks to estimate (κt i )i=1,...N−1. The number of weights to be estimated is roughly N ×nb layers× layer size. By construction, there is no link between the gradients of two successive and possibly close time steps. We will see in Section 3 that we can add a global structure to the architecture ensuring a consistency between two gradients of two close time steps.
To help the neural network converge, [FTT17] consists in learning the residue to a prior on the gradient to be learned. The prior is derived from an asymptotic expansion of first order.
[ Rai18] proposes to approximate directly the function u with a neural network, enforcing the Euler discretization scheme softly in the loss function: 
Different neural networks architectures
To our knowledge, the various DBSDE solver only uses standard fully-connected (FC) feed forward neural networks. The use of different network architectures might improve the results: it is the case for instance in other areas like computer vision with convolutional neural networks, or natural language processing with recurrent neural networks. In our case, the use of specific structures could 1) limit the growth of the number of networks weights to be estimated when, for example the time discretization increases and 2) improve the convergence of the optimization algorithm, for instance by reducing numerical instabilities known in machine learning as "vanishing gradients" or "exploding gradients". In the following sections, we propose several neural network architectures. • Second, using the ELU (exponential linear unit) activation function may accelerate the learning process [CUH15] . It appears that it also reduces the need for regularization or batch normalization.
• Third, using residual learning, which consists in making identity shortcut connections between several hidden layers, may help accelerate the learning process by reducing numerical instabilities such as vanishing gradients in very deep neural networks [He+16] .
These improvements are described in Section 3.1.
Architectures building a different neural networks for each time step
The DBSDE solvers in [HJW17; EHJ17; BEJ17b] use a different fully-connected feed forward neural network at each time step ti to estimate the gradients at time ti, as described in Figure 1 . Each of these networks take as input Xt i . Formally, each κt i is estimated with a specific network Ni :
We modify the original DBSDE network by:
• not using batch normalization in the final layer (see Figure 3) . We find that this improves the final results compared to the original network. This network is referred to as the FC DBSDE network.
• not using batch normalization and changing the activation function from a ReLU to an ELU. This corresponds to FC ELU network in the following.
• adding residual connections, i.e. adding identity shortcut connections between several hidden layers.
We call this network FC Residual network.
The corresponding networks a., b. and c. in our comparative study are presented in Figure 3 .
Architectures building one single neural network for all the time steps
In this Section we propose two architectures which share the neural networks parameters through time. Our objectives are twofold: on the one hand, we want to reduce the number of weights to be estimated by the gradient descent, and on the other hand, we want to add some regularity in the estimated gradient. On the latter point, even if the gradient is not stationary in time one can expect that for sufficiently regular solutions, the gradient between two close time steps should be close for a given x. Note that in order to build a single network shared through all the time steps, we have to add a dimension (namely the time dimension) to the problem to handle non-stationarities. We thus address whether it is faster and/or more accurate to estimate the weights of N neural networks having d input features as in Section 3.1 or to estimate the weights of one single neural network having d + 1 input features.
Sharing parameters through time
Similarly as [Rai18] (but on the gradient), we propose to share the parameters of the networks for each time step, i.e. we use a single network Figure 2 ):
This architecture should be easier to optimize, since the parameters are linked more closely to the loss function. Note that we cannot use batch normalization with this formalism as the distribution of X is likely to be non-stationary. κt 0 is also obtained as an output of the network. In what follows, this architecture is referred to as the Merged Deep BSDE. Moreover, we find it helpful to feed the neural networks not only with Xt, but also with other variables known at instant t, such as Yt and g(Xt): thus, we write
If we consider Yt i to be the output of the neural structure at time ti, then the previous formulation is a recurrent neural network: Yt i depends directly on the output of a previous call to the neural network and is fed as input to the following call of the neural network. The corresponding networks in our comparative study are presented in Figure 4 . 
Adding a temporal structure with LSTM networks
Due to Euler discretization error, the target g(XT ) cannot be reached exactly and the loss function cannot be perfectly zeroed. By allowing κt to depend not only on variables realization at date t but also on long and short term dependencies, we might counteract discretization errors and find some strategies with a smaller loss than with simple fully-connected feed forward network. Recurrent neural networks with memory, LSTM networks for instance [HS97; Ola15] , are networks which use an internal state to build short and long-term dependencies when applied to a sequence. These networks proved very efficient in performing tasks on sequences [Kar15] . Formally, if mt ∈ R p is the state at time t, the equation would write
where mt i−1 is a parameter and κt 0 is an output of the network. Using these types of networks might enable the network to build its own input feature through mt, as well as compensating for long term effects such as the discretization error. Similarly, we can feed the neural network with other variables at instant ti :
The corresponding networks in our comparative study are presented in Figure 5 . Figure 5 : LSTM-based algorithms. Network g. is composed of h stacked LSTM, which takes t and X t as input, with a state m t = (m
, and an output layer with identity activation function. Network h. is the same network but taking Y t and g(X t ) as supplementary inputs. Network i. is a combination of the Merged network f., but replacing the first hidden layer by a LSTM -thus the network is composed of 1 hidden LSTM layer and h − 1 hidden FC (ELU) layers. Finally, network j. is the same as h. but adding residual connections every few hidden layers, as described for network f..
Two new machine learning algorithms
The previously described algorithms are based on an Euler scheme with a time step discretization and try to estimate the function value and its derivative at these discrete values.
We propose two algorithms not relying on an Euler scheme for the BSDE but which try to estimate the global function u as a functional of t ∈ [0, T ] and x ∈ R d . Note that the Euler scheme is still necessary to calculate the forward process (3) when it cannot be exactly simulated.
In this Section ρ(
is the density of a random variable with a Gamma law. The associated cumulative distribution function is
where γ(s, x) = x 0 t s−1 e −t dt is the incomplete gamma function. Let us denote
Note that u = 1 corresponds to the case of the exponential law that we will use in practice in all our experiments.
Denoting by Et,x the expectation operator conditional on Xt = x at time t ≤ T , the representation of the solution u from the Feynman-Kac formula (valid under regularity assumptions on the terminal function and the coefficients of equation (3)) is given by:
Introducing a random variable τ of density ρ we get
We then propose two schemes to solve the problem. An informative diagram is presented in Figure 6 .
A first scheme
Following the idea of [Hen+16; War18b] we explain how to calculate Du(t, x) using Malliavin weights. We isolate two cases:
• If the coefficients µ and σ are constant, then the process X t,x t+τ solution of equation (3) is given by
and we define the antithetic variable :
• When the coefficients are not constant, an Euler Scheme with a step ∆t is still necessary. In this case, we denote J = τ ∆t . If τ < ∆t then equations (14) and (15) are used, otherwise
and X is defined by
As defined in [War18a] , an estimator of the gradient of u is given by: 
Instead of trying to solve the problem with some fixed point iteration as in [HK17] , we propose to solve the problem with a machine learning technique by defining the loss function for
Note that the operator T necessitates to calculate an expectation involved in the loss function. This expectation may be calculated with only a few thousand samples ninner by a Monte Carlo approximation.
To be more explicit, we sample once for all the τ and W Brownian increments that appear in (22), and we suppose that (u(θ, t, x), v(θ, t, x)) := N θ (t, Xt) so that u is a R valued function and v a R d valued function parameterized by a single neural network with parameters θ. We introduce the discrete version of equation (20):
We introduce ζ an uniform random variable on [0, T ] and X 0,x ζ a random variable obtained as the solution of equation (3) potentially with an Euler scheme. Then the loss function is defined by :
Ideally, the number of samples ninner used in equation (22) should be very high to limit the bias in calculatingũ,ṽ. However, the number of terms in the loss function grows up linearly with ninner and this leads to an increase in computing time and memory usage in TensorFlow: the automatic differentiation computing cost to calculate the gradient grows up at least linearly with the number of terms.
However this representation of the solution allows to get a solution u, Du
Once the convergence with the machine learning algorithm is achieved, we get a representation u and Du
but with a limited number of inner samples, so that a bias is present.
One way to reduce the bias consists in repeating the calculation with different values drawn for the inner samples. A more effective way to get a better estimation of u and Du at point x and date 0 (or any pointwise estimation) consists in achieving a post-processing: from a very high number of particles n eval ninner we evaluate u(0, x) and its derivative Du(0, x) by replacing ninner by n eval in equation (22). The idea is that equation (20) gives the solution as a sum of a function of f involving u and v and a function depending on the terminal value so independent on the error made on u and v using a limited number of samples in (22). It seems natural to use a processing with a very high number of trajectories that will permit at least to kill the bias on the second term independent on u and v.
A second scheme
In the second scheme, the gradient is not parameterized independently by the neural network, but rather obtained directly by differentiating the u function using TensorFlow. Noting Du the TensorFlow automatic differentiation operator applied to the function u, the operator T :
As in the previous algorithm, the equation (24) is discretized with a given number of samples τ , Wτ chosen once for all. The function u is approximated by a neural network: u(θ, t, x) := N θ (t, Xt) and the previous operator is approximated by:
Then we could use a loss function only involving u :
As we will show in Section 5.3.2, it turns out that we can achieve better results by also computing an estimator for Du:
and including a term in Du in the loss function:
Once the loss function is minimized and an estimation of u is achieved, a more accurate estimation ofū at date 0 is achieved by solving equation (24) with a very high number of simulations as in the first algorithm.
Only for training
Inner propagation Figure 6: Our new machine learning algorithm. First, some (t, x) are given as inputs. During training, the discretized operator T is computed using a number n inner of realizations of τ, W . The loss is the norm difference between (ū,v), and (u, Du). During evaluation, the discretized operator T is computed using n eval realizations of τ, W and the corresponding (ū,v) are outputted.
Presentation of the networks used
The networks we chose to compare are represented in Figure 7 .
First scheme The network A. consists in two separate networks to approximate u and Du respectively.
The network B. consists in a single network to approximate u and Du (the output is the concatenation of these two quantities). A. and B. use the loss function (23).
Second scheme The network C. computes Du using automatic differentiation and the loss function (28). We also compared the network C bis. which computes Du using automatic differentiation but rather uses the loss (26) with no cost on Du. 
Numerical and convergence consideration
In all the examples, we use a feed forward network and used an exponential law for τ taking u = 1 in equation (11). From a numerical point of view, because of the number of terms involved in the loss function, the computation time cannot compete with the ones obtained by [H+17] , but we hope it may be more accurate. Besides on numerical example we encounter cases in which the method [H+17] fails to converge if the initial values are not initialized close to the solution. In our test, the two new algorithms do not seem to have this problem.
Because we use a gradient method on a non convex problem we cannot prove that the method converges to the solution: the method might converge to a local minimum, but it seems less prove to this flaw than the method [H+17] . However, it is possible to give some converging heuristic as done in [SS18] neglecting the bias due to the use of a finite number of inner particles, i.e. supposing that the inner expectation is calculated exactly and that the dates τ follow a gamma law.
We make the following assumptions: 
Assumption 4.4 g is bounded.
Assumption 4.5 Equation (1) has an unique solution
• u is θ-Hölder with θ ∈ (0, 1] in time with constantK :
x) has a quadratic growth in x uniformly in t,
A small parameter being chosen, under assumption 4.2, we can define a compact Ω t,x such that the probability that the solution of the SDE (3) on [0, T ] leaves the compact is smaller than . Then
We note ψ the sigmoid function and we introduce the set of functions:
is a parametrized estimation of the solution (u, Du) and that equation (20) is slightly modified: for (ζ, y) ∈ [0, T ] × Ω 0,x we localize the previous (ū,v) bȳ
where we have suppose that τ is sampled by a gamma law with u < 1. At last, we also localize the loss function (23):
We first show in Proposition 4.6 demonstrated in Section A.2 of the Appendix that it is possible to find a sequence of elements of κ d+1 such that the loss function (31) is as small as desired. 
where (θ) is given by equation (31).
At last we suppose that the non linearity only depend on u, such that only the first equation in (30) is used:ū
where φ is independent of Du. Thus we can use the loss function depending only on u:
Then we can state the next proposition proved in the appendix and showing that if the Lipschitz constant associated to f is small enough then a loss function going to zero assure a convergence of the numerical solution to the solution of the continuous problem.
Proposition 4.7 Suppose that f is independent of Du, that assumptions 4.4, 4.5, 4.2 are satisfied, that f is uniformly Lipschitz in u, and that the loss function is given by (33).
If we have a sequence ( n, θn) where n goes to 0 and θn ∈ R 3n+nd such that n (θn) goes to zero then for
as n goes to infinity.
Experiments & results on DBSDE algorithms
We choose to test our algorithms on the following PDEs, which details can be found in the Appendix:
• A Black-Scholes Barenblatt equation A.1.2 from [Rai18] .
• The Hamilton-Jacobi-Bellman equation A.1.3 corresponding to a control problem, presented in [EHJ17; HJW17], with a non-bounded terminal condition g(x) = 0.5 log 1 + x 2 .
• A toy example A.1.4 with an oscillating solution u(t, x) = exp(a(T −t)) cos(
xi) and a non-linearity
• An equation A.1.5 from [Ric10] close to HJB, but with a non-Lipschitz terminal condition g(
• A toy example A.1.6 with an oscillating solution and a CIR model for X.
• A toy example A.1.7 with an oscillating solution and a non-linearity in y/(
In the whole section δt stands for the size of the time step.
Influence of the hyperparameters and methodology

Learning parameters
Batch size As [HJW17; EHJ17; Rai18], we use the Adam optimizer [Rud16] . The batch size is a key parameter of this algorithm. We find that in our case, using large batches speeds the algorithm up without giving up much learning efficiency. In the following, we choose a batch size of M = 300.
Learning rate As described in [Ben12] , the learning rate is arguably the training hyperparameter that has the biggest influence on training. Theoretical work indicate that the optimal learning rate for a given problem is close to "the biggest value before the algorithm diverges" up to a factor 2. One also advocates the use of learning rate schedules, i.e. changing the learning rate during training, to achieve lower losses when a loss floor is reached. Moreover, as shown in [HE16] , lower learning rates enable reaching lower losses and stabilizing the learning process in the final stages. We choose not to tune the learning rate for each of our networks and hyperparameter choice, but rather use an adaptive strategy. We initially choose a learning rate of η = 0.01, which we find to be a reasonable starting value, albeit 10 times larger than the one proposed in the original article on Adam [KB14] -some of our algorithms would diverge during training for η = 0.02. Working with periods of 1000 iterations (gradient descent updates), we keep trace of the mean test loss over the period. Between two periods, we check if the mean of the losses has decreased less than 5%. If it is not the case, we consider that we reached a loss plateau, and we divide the learning rate by 2 for the next period. This adaptive strategy enables to explore various learning rate scales during training, achieving lower losses and avoiding fluctuations at the end of training.
Initialization
In our neural networks, we use Xavier initialization [GB10] for the weights and a normal initialization for the biases. We find that a good initialization of Y0 is also necessary: if the initial guess is far from the optimum, the algorithm would converge very slowly or get stuck in local optima, especially for our LSTMs. In order to make a reasonable guess, we initialize with Y0 := E[g(XT )], which is the solution corresponding to f := 0.
Regularization In machine learning, regularizing the optimization process by adding a term in the loss penalizing high weights often helps the network. We find that in our case, adding L 2 regularization on the weights of the neurons (not on the biases) degrades the convergence and the precision of the algorithm: it is not surprising as our data is not noisy nor redundant, and thus the network do not experience overfitting. We thus do not regularize our network in the following.
Centering and rescaling Neural networks tend to have convergence issues when their inputs are not scaled and centered, and perform best when the inputs follow a normal distribution, especially with our LSTMs and tanh activation functions. In our case, the inputs t and Y are not Gaussian, but X is close to a Gaussian when µ is small. Since we will use the same network for each time step, we scale and center all the inputs (ti, Xt i , Yt i , g(Xt i )) for all ti's with the same coefficients, so that they take values in ∼ [−1, 1], as described in Section 5.1.2.
Number of hidden layers and hidden layer sizes
We investigate the influence of the number of hidden layers and the hidden layer sizes on the convergence of the algorithms, and the precision of the results. We denote by h the number of hidden layers and w the size of the hidden layers. In practice, the optimal w and h's depend on the equation under consideration and the network use. We find that for most networks, for a fixed w, setting h over 2 or 3 increases greatly the difficulty of the problem and degrades the convergence speed without increasing significantly the precision of the results. Increasing the hidden layer size w does not have a significant impact over a certain value -we find that suitable values are h = 2 and w d or 2d.
Standard training procedure
If not precised otherwise, we use the following hyperparameters and training procedure:
• If applicable, initialize Y0 to E[g(XT )], weights with Xavier initialization and biases from a normal distribution.
• Use centered and rescaled neural network inputs t, X, Y , g(X), defined as
where, if M is a number of samples (we took M = 10000), we compute beforehand:
).
• Evaluate the test loss each 100 iterations during training with a separate test set of size 1000.
• Use the Adam optimizer [KB14] with the recommended parameters, but with a decreasing learning rate strategy: set initially η ← η0 = 10 −2 , let j be the test loss evaluate at iteration j and
If at a step j = 1000(k + 1),
then η ← η/2. In practice, since we only evaluate the test loss every 100 iterations j, k is a mean over 10 values.
• We recall we use a batch size of 300 in the Adam optimizer.
• For the new algorithm described in Section 4, we use λ = 0.5 (or λ = 1.0 if precised) and ninner = 10000 during training.
Error measures After 16000 iterations, we retain the set of parameters that generated the lowest test loss during training. Finally, we compute the deterministic quantities:
Relative error on
and we compute a final test loss and the following expectations using a final test set of size 1500:
Integral error on
We also compute the errors on Y and on Z along the trajectories. For our new algorithm, we use n eval = 100000 during evaluation to compute the integral errors on Y (37) and Z (38) and n eval = 1000000 to compute the (pointwise) relative errors on Y0 (35) and Z0 (36). Since the evaluation is computationally intensive, we use 10 trajectories to compute (37) and (38). We compute precise baselines for Y0 and Z0, or use closed formulas, as presented in the Appendix. For the integral errors, we use the closed formulas or 50000 realizations in Monte-Carlo solutions.
In the following results, if not precised otherwise, we compute all means and quantiles using 5 independent runs for each simulation.
Numerical results: Deep BSDE
The number of parameters for each network is represented in Table 1 . The FC Merged networks d. and f. have significantly less parameters than the other networks. In the following, we fix h = 2 and w = 2d for all networks.
Network
Number of parameters Table 1 : Number of parameters for each of or networks for Deep BSDE for 2 hidden layers of size 2d for an equation in dimension d, with N = 100 time steps. We count, in this order: the contributions of the initial conditions, the first hidden layer, the other hidden layer, the output layer. We also show the number of parameters for d = 10 and d = 100.
Influence of the number of time steps
We 
5.
We represent the final test loss. Our LSTM-based networks and the merged network perform better when the number of time steps increase, whereas this hurts the convergence of not merged networks, that tend to perform worse: this is shown in 6. and 7. where we see the LSTM-based network achieves lower losses with a higher number of time steps, whereas the other network can not. . We do not represent networks a., b., g., i., which losses are much higher and did not decrease during training. 1., 2.: we represent the final relative error on Y 0 (35) and the relative error on Z 0 (36) (corresponding to the lowest test loss obtained during training). 3., 4.: we represent the mean of the integral error on Y (37) and the integral error on Z (38) and the 5 − 95% confidence intervals. 5.: we represent the final test losses. We represent the test losses during training for c. and e. in 6. and 7. and show the merged network see better convergence with a higher number of time steps, while the not merged network does not. . We do not represent network g., which losses are much higher and did not decrease during training. Note that networks f. and i. proved unstable during training with a large number of time steps. 1., 2.: we represent the final relative error on Y 0 (35) and the relative error on Z 0 (36) (corresponding to the lowest test loss obtained during training). 3., 4.: we represent the mean of the integral error on Y (37) and the integral error on Z (38) (on all the trajectory) and the 5 − 95% confidence intervals. 5.: we represent the final test losses. We represent the test losses during training for c. and j. in 6. and 7. and show the merged network see better convergence with a higher number of time steps, while the not merged network does not.
1.
Influence of the non-linearity in the driver
In this section, we investigate the influence of the non-linearity in the driver on the results of our algorithms. We use the equations A.1.4 and A.1.7, in which the parameter r is the rescale factor in f : the non-linearity increases with r. Generally speaking, the final test loss and the integral error on Y tend to decrease with r, while the other errors increase with r.
On equation A.1.4 (d = 10, Figure 11 ), the networks a. and g. do not converge (remain at a high loss during training). The Merged networks perform better than the other networks overall -the LSTM networks yield similar performance but show slightly higher errors for high r's. The final losses of the standard FC networks increase greatly with r, showing these networks have difficulties to converge.
On equation A.1.7 (d = 10, Figure 12 ) the network a. does not converge -the standard FC networks b. and c. have lower errors on the initial conditions and greater integral errors than the Merged and LSTM networks, which show similar performance.
Overall, our new architectures seem to be more resilient to a non-linearity increase. the integral error on Z (38), 5. the final test loss. The mean and the 5% and 95% quantiles are computed on 5 independent runs and represented with the lines and error bars. Networks a. and g. do not converge on this example (their losses do not decrease during training and remain significantly higher than the other networks) and are not represented here. Interestingly, the final test loss decreases with r while the other error measures tend to increase. In 6. and 7., we represent the evolution of the test loss during training. The mean and the 5% and 95% quantiles are computed on 5 independent runs and represented with the lines and error bars. The network a. do not converge on this example (its loss does not decrease during training and remain significantly higher than the other networks) and is not represented here. In 6. and 7., we represent the evolution of the test loss during training.
1.
Influence of the maturity
In order to assess the influence of the maturity, we keep a constant time step δt = 0.1, i.e. we take N = 100 × T . Conclusions are similar for equations A.1.4 and A.1.7 (d = 10): the errors seem to increase linearly with T , as shown in Figures 13 and 14 . We point out that networks a. and g. fail to converge and networks b. and c. perform slightly worse than the other networks. Finally, all the networks show some instabilities for T ≥ 2.5 on equation A.1.4 (with both constant N and constant δt) with our standard training procedure. This phenomenon is less visible on equation A.1.7, except for network h.. These instabilities could be solved by tuning the training hyperparameters further. . the final test loss. We represent convergence losses for networks c. and j. in 6. and 7.. The mean and the 5% and 95% quantiles are computed on 5 independent runs and represented with the lines and error bars. Networks a. and g. do not converge on this example (their losses do not decrease during training and remain significantly higher than the other networks) and are not represented here. Above T = 2.5 (N = 250), the network h. shows instabilities.
1.
Computation times
We investigate the computation times for our different algorithms. In this Section the term "convergence" is defined as the moment they reach a test loss 5% close to the lowest test loss observed during training. In all the cases, we stopped the algorithms after 16000 gradient descent updates. Note that the computation time and the memory usage heavily depend on the hardware used and on the implementation: the values presented below could be significantly reduced, especially for LSTM-based algorithms (g. to j., see for instance [Bra18] for some comparison of existing LSTM implementations in different frameworks). The following results are obtained using a NVIDIA Tesla K80 GPU (2014) and a Intel Xeon E5-2680 v4 CPU (2016). 13300 14200 13300 6000 6500 6300 6600 3800 4100 4100 A.1.5 (d = 10) 13800 15300 15000 11900 10700 11300 10100 9800 9100 9300 A.1.2 (d = 100) 15200 12200 14800 11800 14600 15100 A.1.6 (d = 100) 14700 15000 7700 8900 9000 9300 10400 9900 Table 4 : 1. Computation times for 100 iterations (gradient descent updates) for the different algorithms on the different equations (with the standard parameters, r = 0.1, T = 1.0). We computed the mean of the times achieved for 100 gradient descent iterations for each one of our 5 independent runs, then took the median of the 5 values. 2. Number of iterations (gradient descent updates) until convergence for the different algorithms on the different equations (default parameters). We took the median of the 5 values. The cell is left black if the algorithm did not converge (had a final loss significantly higher than other algorithms).
1.
Numerical results: our new algorithm
In the following, we compare the new algorithms presented in Section 4. Then, based on our results, we compare the second version of our algorithm noted C. in Section 4.2 with the best neural networks developed in Section 3. Integrals on Y (37), and Z (38) are computed with 10 trajectories, and using a number of time steps suitable for comparison with Deep BSDE algorithms. We use a number of hidden layers of h = 3 and a hidden layer size of w = 2d in our new algorithms. We found using higher values of h and w has little impact on the precision of the results and increase further computation times.
We recall the algorithm consists in approximating u and v by a neural network
and solving a fixed point problem depending on parameters ninner (number of particles during training) and λ (parameter of the distribution of the particles). In order to evaluate u and Du, instead of evaluating directly the neural network (u, v), we propose a post-processing step consisting in rather evaluating (ū,v) using the estimator (22) for the first scheme, or (25), (27) for the second scheme, with n eval ninner new particles. This supplementary step will be justified in Section 5.3.1.
We investigate the influence of the parameters ninner. It follows that increasing ninner over several thousands and changing λ do not have a significant effect. Thus, as previously stated, we choose ninner = 10000 and λ = 0.5 (if not precised otherwise) or λ = 1.0 in the following.
Influence of n eval and the post-processing step
We investigate the influence of the post-processing step of our algorithm on the precision of the results. Results for the scheme C. are presented in Figure 16 . It follows that:
• Indeed, results using directly the outputs of our neural network (u, v) are similar to those obtained using the estimators (25), (27) using the ninner samples from training, as the neural network was trained to reproduce these estimators with these ninner samples in particular.
• Using a post-processing step with the estimators (25), (27) and choosing n eval ninner improve the accuracy of the solution. Large n eval increases further the accuracy.
It is feasible to use a very large n eval for pointwise evaluation (to get Y0 and Z0 for instance) but it is costly to use high n eval to get full trajectories. In the following, we used n eval = 1000000 to compute the error on Y0 and Z0, and n eval = 100000 on 10 trajectories to compute the integral errors.
Comparison of the new architectures
We compare the algorithms from our first scheme A., B. (using a loss with a cost on Du (23)), and from our second scheme C. (using a loss with a cost on Du (28)) and C bis. (C. using a loss with no cost on Du (26)). The number of parameters of each algorithm is shown in Table 5 Table 5 : Number of parameters for our new algorithms.
The memory needed by the algorithm prevents us to use it on GPU for high ninner values in high dimension and only CPU with large memory are sometimes use: it has a direct impact on the computational time as shown on Table 6 .
Note that the computation time and the memory usage heavily depend on the hardware use and on the implementation: it is possible that the values presented below can be significantly reduced. The orders of magnitude presented show that the algorithms remain indeed tractable in high dimension. The results presented are obtained using a NVIDIA Tesla K80 GPU (2014) and a Intel Xeon E5-2680 v4 CPU (2016).
Influence of the non-linearity in the driver
We investigate the influence of r on equation A.1.4 and compare the results with Deep BSDE with networks f. and j.. The results are presented in Figure 18 . Indeed, increasing n eval helps achieving lower errors during evaluation, but the gain decreases when r increases. Overall, our new algorithm yields similar precision as Deep BSDE on the initial condition, with better integral error. We used n inner = 10000 during training. We represent the results obtained by outputting directly the network (u, v) (Net output), by outputting (ū,v) using the n inner samples used during training, and by performing a post processing using different values of n eval . We represent 1. the relative error on Y 0 (35), 2. the relative error on Z 0 (36), 3. the integral error on Y (37), 4. the integral error on Z (38). Integral errors were computed using 10 trajectories. We repeat the experiment 30 times, and we represent the median (line), the quartiles (box) and the quartiles ±1.5× IQR (whiskers). . C. uses n inner = 10000. We give the time necessary for 16000 iterations and the observed time to convergence (until the test loss first becomes 5% close to the lowest loss observed during training). We took the median over 5 independent runs for each value.
2.:
Computation time for test case A.1.2 in dimension d = 100. C. uses n inner = 4000. We took the median over 5 independent runs for f. and j.. For C., for practical reasons, we only performed a single experimentwe stopped the training after 10000 iterations (72570 s) and we extrapolated the computation time for 16000 iterations.
Influence of the maturity
We investigate the influence of T on equation A.1.4. We compare the results with Deep BSDE using N = 100 × T -for consistency, we compute the integral error for our new algorithm using the same rule for
1.
10 4 10 3 10 2 Relative error Y0 (using n_eval = 1 000 000) 10 4
Relative error Z0 (using n_eval = 1 000 000)
2.
10 2 2 × 10 2 3 × 10 2 4 × 10 2 Integral error on Y (using n_eval = 100 000) , n inner = 10000 during training. We ran each algorithm 8 times. 1.: relative errors on Y 0 (35) and Z 0 (36) using n eval = 1000000. 2.: integral error on Y (37) and Z (38) using n eval = 100000. The ellipsis ± 1× std are represented. 3.: test loss using the n inner = 10000 samples used during training, function of the number of gradient descent updates (note that C bis. is not comparable to the other algorithms as its definition of the "loss" does not include Du). 4.: relative error on Y 0 (35) using the n inner = 10000 samples used during training, function of the number of gradient descent updates (quantiles are not represented for readability). 5. and 6.: mean computation times for 100 gradient descent updates and time to convergence (until the test loss is 5% close to the lowest loss observed during training) -we computed the mean for each run, then took the median of the 8 values obtained.
the number of time steps, even though this is not a parameter of the algorithm. The results are presented in Figure 19 . The error on the initial condition is similar to Deep BSDE, slightly lower on Z0, and our new algorithm shows better integral errors overall. All the algorithms presented remain quite stable when T increases.
Other examples
We run our new algorithm on some other equations A.1.5 (square root terminal condition) in dimension d = 10 and A.1.3 (Hamilton-Jacobi-Bellman problem), A.1.2 (Black-Scholes-Barenblatt) in dimension d = 100. Typical results are presented in Table 7 -these show comparable performance overall. The error on Y0 is higher than the one obtained by the network f.. The integral errors are similar. Finally, we compare qualitatively the shape of the errors on the trajectories using equations A.1.3 and A.1.2 in dimension d = 100. These are represented in Figure 20 . The shape of the errors are not similar, as the error increases when t increases for Deep BSDE, and it seems not to be the case for our new fixed point algorithm. . We represent a sample trajectory using f. in 5. and using C. in 6. with r = 3.0. ) and Z (38) using N = 100 time steps. It should be noted that the latter integral measures are the computed using 1500 simulations for f. and 10 simulations for C.. For C., in dimension d = 10, we use n inner = 10000 and stop the training process after 16000 iterations. In dimension d = 100, for A., B.,C. and C bis., we use n inner = 4000 and stop the training process after 10000 iterations. We then evaluate the errors using n eval = 1000000 for the initial errors and n eval = 100000 for the integral errors. . We represent the mean and the 5% and 95% quantiles on 1500 trajectories for f. and 10 trajectories for C.. We use equations 1. A.1.3 (d = 100) and 2. A.1.2 (d = 100) with a time horizon of T = 1.0. For C., we use n inner = 4000 and we stop the training process after 10000 iterations. We then compute the error measures using n eval = 100000 (including the Z 0 and Y 0 use here in the error plots, thus a higher error than in Table 7 ).
1.
Discussion
In our tests, we could not find a case in which our two class of algorithms fail, i.e. a case in which the loss would seem small while the solution would be incorrect. In the worst cases, the algorithms would rather diverge or explicitly not converge. In the other cases they give results and computation times comparable (when no better) to the state-of-the-art. Thus, the loss function seems to be a reasonably robust indicator of precision, as lower losses are likely to correspond to lower error on trajectories. Most divergence cases are explained by: using a too high learning rate, initializing parameters incorrectly, encountering "vanishing" or "exploding" gradients issues when using very high numbers of time steps.
Deep BSDE type algorithm. We found that using Merged or LSTM architectures in Deep BSDE significantly improve the precision of the results and the stability of the algorithms, while having a lower number of parameters. In particular, they enable to use more time steps to further increase the performance, and enable to use generic learning rate strategies and batch size values. In our tests, we also found that the number and width of the hidden layers could be set to typical values of 2 layers of size 2d. Otherwise, further tuning these hyperparameters has to be done for each combination of network and equation. We found that the algorithms are robust to increasing the non-linearity r and the maturity T . As one may expect, increasing these values make the resolution more difficult, but the solutions remain acceptable.
Our new algorithm. We found that our new algorithm can solve the same range of problems as Deep BSDE, in dimensions d = 10 and d = 100, with tractable computation times (∼ 1 − 10 hours on a standard computer). This algorithm does not discretize time during training or evaluation, so that the underlying solution u(t, x) can be evaluated for any t. A potential limitation is that this algorithm's memory usage grows with ninner and d, yet we found that typical values of ninner = 4000 or 10000 yield good results while fitting in a standard computer's memory. Our algorithm discretizes a conditional expectation operator rather than time, which lead to different error shapes -we found these errors to be of the same magnitude as our best algorithms based on Deep BSDE. Finally, we found our algorithm to be slightly more robust to increasing r and T than our best algorithms based on Deep BSDE, while keeping the hyperparameters constant (we did not increase ninner when increasing T for instance). As it is the case with Deep BSDE methods, this algorithm could be generalized to second order BSDE. [HJW17] lead to a slow convergence and a final loss of 26, showing that the algorithm could not find a way to replicate exactly the input flow. Moreover we found that the neural networks did not learn well in this case (κt i is constant for every value of Xt i for some i > 0). We solved the same equation with our Merged network f. and our new algorithm C., and results presented in Figure 21 show that the solutions found are quite different. Our new algorithm C. seems more correct. Further analysis of such cases remain to be conducted. Figure 21 : Comparison of the distributions of the Z trajectories (first dimension) on a sample run of our algorithms using f. and C. on equation A.1.1. The means and 5% and 95% quantiles (computed using 1500 trajectories for f. and 10 trajectories for C. using n eval = 100000) are represented. The final losses (not comparable) are 16.84 for f. and 3.87 for C.. The resulting Y 0 are 57.11 for f. and 57.37 for C..
Special cases
A Supplementary materials
A.1 Some test PDEs
We recall our notations for the semilinear PDEs:
−∂tu(t, x) − Lu(t, x) = f (t, x, u(t, x), σ (t, x)∇u(t, x)) u(T, x) = g(x)
where Lu(t, x) := 1 2
Tr σ σ(t, x)∇ 2 u(t, x) + µ(t, x) ∇u(t, x). For each example, we thus give the corresponding µ, σ, f and g. In the implementation, we rather use a functioñ f (t, x, u(t, x) , Du(t, x)) := f (t, x, u(t, x), σ (t, x)Du(t, x)) for convenience, as this does not influence the results and allows for a more direct formulation for some PDEs. 
A.1.1 A Black-Scholes equation with default risk
Injecting (41) and (43) in equation (31) and using the definition of Ω 0,x complete the proof.
