Abstract.-We prove that the end of a complete embedded minimal surface in R 3 with in nite total curvature and nite type has an explicit Weierstrass representation that only depends on a holomorphic function that vanishes at the puncture. Reciprocally, any choice of such an analytic function gives rise to a properly embedded minimal end E provided that it solves the corresponding period problem. Furthermore, if the ux along the boundary vanishes, then the end is C 0 -asymptotic to a Helicoid. We apply these results to proving that any complete embedded one-ended minimal surface of nite type and in nite total curvature is asymptotic to a Helicoid, and we characterize the Helicoid as the only simply connected complete embedded minimal surface of nite type in R 3 .
The property of having nite total curvature has been crucial in both reaching a rather exhaustive understanding and nding an abundance of examples of complete embedded minimal surfaces (CEMS) in three dimensional Euclidean space R 3 , see for example the work of Ho man and Karcher 2] for a good overview. If we consider CEMS with in nite total curvature, a rst family that we nd is the one containing the periodic minimal surfaces, which by considering quotients of R 3 often become examples of nite topology and nite total curvature. But Ho man, Karcher and Wei's 3] discovery of a surprising example with genus one in R 3 having (truly) in nite total curvature opened a new eld of research. In fact, in their pioneering work these authors only gave computational evidences of the embeddedness of the new surface, but very recently Ho man and McCuan 4] have proved that, outside a compact set, the surface has no self-intersections and it lies in any regular neighborhood of a Helicoid. Indeed, they study the geometry of a complete punctured minimal disk on which the Weierstrass data (g; ), given by the stereographically projected Gauss map g and the height di erential , satisfy that both dg=g and have double poles at the puncture without residues, besides the geometric hypothesis (ful lled by the`genus one Helicoid') of containing both a vertical and a horizontal ray.
Moreover, an appropriate starting point for studying CEMS of nite topology but in nite total curvature is assuming nite type, i.e., the surface M R 3 under study has the conformal type of a compact Riemann surface with a nite number of points removed and the di erentials dg=g; extend meromorphically to the punctures (this notion was rstly introduced in Rosenberg 9] , see also 7] ). Under these conditions, a natural question would be controlling the asymptotic behavior of any CEMS of nite type and in nite total curvature. In this paper we prove, among other results, that the Helicoid models the geometry at in nity of any such surface, Theorem 1 Let M R 3 be a complete embedded one-ended minimal surface of nite type, in nite total curvature and Weierstrass representation (g; ). Then, M is proper, has bounded Gaussian curvature, the meromorphic di erentials dg=g; have double poles at the puncture without residue and M is C 0 -asymptotic to a Helicoid.
From the perspective given by this statement, the hypotheses in 4] about the order of poles of dg=g and become, if possible, more reasonable. Theorem 1 follows by combination of two results concerning the geometry of an isolated end of nite type, each one having its own interest. In the rst one we show how embeddedness and completeness constrain the Weierstrass data of the end to an explicit form, Theorem 2 Let E R 3 be a complete embedded minimal annular end with in nite total curvature, nite type and Weierstrass data (g; ). Assume that the third coordinate of the ux of E along its boundary is zero. Then, E can be conformally parametrized in a punctured disk fjzj Rg centered at in nity by the Weierstrass data (up to isometries) g(z) = e iz+f(z) ; = dz; jzj R; (1) where f is a holomorphic function in fjzj Rg f1g vanishing at in nity.
With this notation, f = 0 corresponds to the end of a Helicoid. The second key ingredient to prove Theorem 1 deals with the inverse problem, answering whether a choice of the analytic data (g; ) as in (1) gives rise to a complete embedded minimal end and besides that, whether the asymptotic behavior achieved in 4] remains true. With this in mind, we establish the equivalence to be expected between analytic and geometric properties, Theorem 3 Let R > 0 and f be a holomorphic function in fjzj Rg f1g with f(1) = 0. Suppose that the pair (g(z) = e iz+f(z) ; = dz) is the Weierstrass representation of a minimal immersion X : fjzj Rg ?! R 3 . Then, X is proper, has bounded Gaussian curvature and there exists R 1 R such that X(fjzj R 1 g) is embedded. Moreover, if the ux of X along its boundary is zero, then there exists a vertical Helicoid H R 3
such that for every " > 0, we can nd R 1 R depending on " such that X(fjzj R 1 g) lies inside a regular neighborhood of H of radius ".
On the other hand, a great part of the machinery concerning minimal surfaces of nite type is devoted to proving an old conjecture that asks if the only nonplanar simply connected CEMS in R 3 is the Helicoid. Partial answers to this conjecture have been given by in the works of Meeks and Rosenberg 5], Romon 8 ], Rosenberg 9] , Rodriguez and Rosenberg 6, 7] , Rosenberg and Toubiana 10] and Xavier 12] . Here we contribute to this partial knowledge with the following Theorem 4 The only simply connected complete embedded minimal surfaces of nite type are the plane and the Helicoid.
This article also serves as an erratum for 8], where a certain con guration of the Weierstrass data was discarded by proving that the period problem cannot be solved; here we show that there exist choices of such complex data for which the period is killed, giving rise to the`folded helicoidal end' studied in Section 6, but such end is always not embedded.
The paper is organized as follows. In Section 2 we x the notations and state two Lemmas on the behaviour of planar curves which will be used in Section 3 to analyze certain curves on a minimal end of nite type. Sections 4 and 5 are devoted to proving Theorems 2 and 3, respectively. Section 6 contains the corrections for 8] which are used in previous arguments. Finally, Section 7 includes the proof of Theorems 1 and 4. This paper is inspired by the work of the third author 8], which approaches a similar problem to the one tackled here, with the additional assumptions that the surface is proper and it intersects every horizontal plane in a single connected curve. The authors would like to thank Pascal Collin, Geraldo de Oliveira Filho, Lucio Rodriguez, Antonio Ros and Harold Rosenberg for helpful conversations on the subject. (2) where n is an integer (which is supposed to be greater than or equal to one) and the a are complex numbers, a n 6 = 0. These assumptions on the Weierstrass data will become clear later on, when proving Theorem 2. For the sake of clarity, we will now simply suppose this normalization on X. Note that as n 1, the Gauss map g has an essential singularity at the end and the total curvature of the surface X(D(1; R)) is in nite. Also, g misses the values 0 and 1 in D(1; R), hence X(D(1; R)) meets transversally any horizontal plane in R 3 . It will be useful for our purposes to clearly separate the modulus and the argument of g, so we write g(z) = z m e H(z) = e A(z)+iB(z) ; with 
and a = ja je i for each . We will determine the geometry of the minimal end X(D(1; R)) by carrying out a careful study of certain curves on the surface, which behavior is described by their horizontal projection on the (x 1 ; x 2 )-plane (which we identify for the remainder of the paper with C , so the origin always identi es with the point The following Lemma describes the geometry of certain planar curves in terms of the behavior of their tangent vectors. Lemma intersection would produce an extremum of x with value zero, a contradiction. As this argument holds uniformly for every 2 0; 2 ), can be globally parametrized in polar coordinates. As for any 2 0; 2 ) the sequence of local maxima (resp. minima) of the height function x respect to l diverges to +1 (resp. to ?1), (s) must be a diverging spiral.
In case ii), the local maxima and minima of x converge to two constants M( ); m( ) and the distance W between these limits does not depend on . It follows that for all " > 0 small, the curve is eventually contained in a slab parallel to l of width W + " but not in a slab parallel to this one of width W ? ", and this fact holds for all 2 0; 2 ). This is enough to conclude the statement in the second case.
In case iii), jx (s) ? x (s 0 )j goes to zero as both s > s 0 tend to in nity. Hence there exists a real number c such that x (s) converges to c as s ! 1. Changing the angle we conclude that (s) converges to a point as s ! 1. Finally, is a convergent spiral, because the di erence x (s n ) ? x (s n?1 ) changes of sign as n increases and this holds for all . This completes the proof of the Lemma.
2
A crucial point for nding spirals in the Lemma above is that b > 0, which forces ' to diverge. We will also need an asymptotic description of the planar curve in the case b = 0. Such is the purpose of the following Lemma. Lemma The level curves in x ?1 3 (c) for c < 0 are analogous to the ones in the case c > 0, but they are contained in the sectors with even subindex.
We are now interested in the geometry of the horizontal sections at height c 6 = 0, which is given by the one of their horizontal projections. We will only deal with the case c > 0, leaving to the reader the details when c < 0. Hence, take an odd integer l 2 f1; : : : ; 2kg and consider the level curve c;l : ( l?1 ; l ) ! S l (we will study the asymptotic geometry of c;l as tends to one of the extrema l or l 
with the same convention of signs as before. In order to know which is the asymptotic behavior of (x 1 + ix 2 )( c;l ) and according to Lemmas 
and therefore, the growth orders of A( c;l (s)); B( c;l (s)) depend on the coe cients of the terms s =k in the expansion of H. We will study these orders when ! l , and a similar situation will hold for ! Proof. i) Suppose rstly that n is not a multiple of k. By Lemma 4-i) with = n and = n (see Appendix), there exist l 1 ; l 2 2 f1; : : : ; 2kg such that sin(n l 1 + n ) sin(n l 2 + n ) < 0 and l 1 ? l 2 is even. Fix c 6 = 0 and note that when studying ImagH( c;l ) at the branches of c;l 1 ; c;l 2 with ! l 1 and ! l 2 respectively, one obtains b 0 = n in both cases.
Moreover, the coe cient b C of the term s n=k in ImagH( c;l (s)) is ja n j(kc) n=k sin(n l i + n ), which has opposite signs at l 1 and at l 2 . This implies that for c 6 = 0 xed, B( c;l ) diverges to +1 when ! l 1 on the curve c;l 1 while it diverges to ?1 when ! l 2 on c;l 2 (or vice versa), and both curves are contained in the same horizontal plane at height c. As b > 0 in both cases, Lemma 1 applies to the branch of (x 1 + ix 2 )( c;l 1 ) where goes to l 1 and to the branch of (x 1 + ix 2 )( c;l 2 ) where goes to l 2 , so each one of these planar branches are spirals. Moreover, if n > k then Claim 1-i) insures that (7) assures that the asymptotic behavior of both branches of X( c;l ) is also described by Lemma 2. From now on, both cases c = 0 and c 6 = 0 can be treated as a single one. Applying Lemma 2 to each branch of X( c;l ) (for c = 0 we understand that the two branches come from two consecutive rays 0;l?1 ; 0;l ), we deduce that these horizontal curves have arguments asymptotic to two xed angles, which determine two hal ines L l (when the angle in the parameter domain tends to l ) and L l?1 (when ! l?1 ), both contained in fx 3 = cg. Thus, in order to prove our Proposition we only need to compute the limit angles of the argument in (5) and in (6) ii) From the proof above, we deduce that the limit angles of the two hal ines L l?1 ; L l are B( l?1 ) and B( l ) respectively. On the other hand, when m = 0 we obtain B( l?1 ) = B( l ), which means that the two hal ines L l?1 ; L l have opposite directions, thus they form a complete straightline, as in the Helicoid.
iii) The`space' that each X( c;l ) takes in its horizontal plane can be related with the space covered by an angular sector with the same limit angles. Taking into account that we must stack k sectors of the same amplitude at height c, embeddedness condition produces certain bound by above of this amplitude, which can be translated into an inequality between jmj and k. As this information will not be used later on, we omit a detailed development of such inequality.
Preimages of spherical parallels and meridians.
We now study the set of points on X(D(1; R)) where the Gauss map lies in a horizontal parallel of the sphere. From (2) we now that H is asymptotic at 1 to a polynomial of degree n, hence for jzj large, the set fReal(H(z)) = 0g D(1; R) consists of 2n divergent curves asymptotic to the 2n rays of an equiangular system centered at 1. As Real(H(z)) = r n ja n j cos(n + n ) + O(r ?1 ) , the argument along each one of these divergent curves converges to j = ?2 n 2n + j n , j = 1; : : : ; 2n.
Given A 2 R, the condition jg(z)j = e A becomes m log r+ 
where C = ja n j is a nonzero real number (note that sin(n j + n ) = 1).
On the other hand, the height of the curve X(? A j ) is given by ! n k when r ! 1, hence cos k A j (r) has the same behavior as cos(n A j (r) + n ), and using (12) we obtain 
Recall that the intersection of X(D(1; R)) with the upper halfspace fx 3 > 0g is the union of the images through the immersion X of the sectors S 1 ; S 3 ; : : : ; S 2k?1 . Each one of these images will be called an upper leaf of the end. Similarly, lower leaves are de ned as the images by X of the even sectors. Given an upper leaf X(S l ) (l odd), we de ne a quasivertical axis of X(S l ) as a proper arc X(S l ) that veri es the following condition:
there exists a vertical hal ine t fx 3 0g with boundary at height zero such that for any tubular neighborhood T of t, there exists a height h > 0 such that \ fx 3 > hg is contained in T and \ fx 3 hg is compact. A quasivertical axis of a lower leaf X(S l ) (with l even) can be de ned as well, exchanging the upper halfspace by the lower one.
We now state the relationship between preimages by the Gauss map of horizontal parallels of the sphere and these quasivertical axes.
Proposition 3 Let X : D(1; R) ?! R 3 be a minimal immersion with the normalization in Section 2. Suppose that n = pk, with p 1 integer. i) If p 2, then there exists an integer with 0 2k, such that for each A 2 R, the set X jgj ?1 (e A ) consists of 2n ? quasivertical axes and nonproper curves. Moreover, each leaf contains at least p ? 1 of these quasivertical axes, and if < 2k then there exists a leaf X(S l ) such that X jgj ?1 (e A ) \ S l contains at least p quasivertical axes.
ii) If n = k; a k 2 iR and either n 2 or (n; m) = (1; 0), then the image by X of jgj ?1 (1) consists of 2k quasivertical axes, one per leaf.
Proof. Fix A 2 R and consider a curve ? A j D(1; R) in jgj ?1 (e A ), j = 1; : : : ; 2n.
Suppose rstly that p 2. From (13) and Lemma 1 (use ( ; a; b) = (0; 0; n=k) if sinh(A + ik j ) 6 = 0; if on the contrary sinh(A + ik j ) = 0, then we have ( ; b) = (0; n=k) while a ?1=k, so a + 1 < b always holds), we conclude that (x 1 + ix 2 )(? A j ) is a spiral that converges to a point q 2 C . As the 2n curves ? A j are asymptotically rays forming an equiangular system at in nity of angle =n and the boundaries of the sectors S l (l = 1; : : : ; 2k) have an analogous distribution with angle =k, it follows that the number of angles j such that l?1 < j l for a given l is exactly p. Consider one of the curves X(? A j ) with l?1 < j < l . As cos k j 6 = 0, it follows from the argument just before this Proposition that x 3 ? A j (r) diverges monotonically to in nity as r ! 1. Thus X(? A j ) is eventually contained in any tubular neighborhood of the hal ine above (or below) q, that is, X(? A j ) is a quasivertical axis. As we have at least p ? 1 angles j with l?1 < j < l , it follows that each leaf contains at least p ? 1 quasivertical axes. We now have two possibilities: rstly suppose that the angles l never coincide with the angles j . In this setting, the 2n curves X(? A j ) are quasivertical axes and i) holds with = 0. The second possibility is that each angle l coincides with one of the angles j . In this case, the number of angles j with l?1 < j < l is p ? 1, and each corresponding X(? A j ) is a quasivertical axis. It remains to analyze the asymptotic behavior of the 2k curves X(? A j )
where cos k j = 0. We call to the number of such curves that have x 3 j ? A j bounded (thus 0 2k). Equation (14) insures that whenever x 3 j ? A j is bounded, it must converge monotonically (after possibly discarding a compact subarc of ? A j ) to a certain height, and the curve X(? A j ) is not proper. We now show that if x 3 j ? A j is unbounded, then it eventually diverges monotonically to 1 (thus X(? A j ) is again a quasivertical axis). As p 2, the two rst terms in the right-hand-side of (14) decay to zero as r ! 1. As x 3 j ? A j is not bounded, it follows also from (14) that there exists a largest integer with n ? k < n ? 1 such that ja j cos( j + ) 6 = 0 and therefore, x 3 (? A j 0 (r)) diverges monotonically to 1.
We now prove that there exists a leaf which contains at least p of these quasivertical axes, provided that < 2k. Firstly note that this strict inequality insures that there exist j 2 f1; : : : ; 2ng and l 2 f1; : : : ; 2kg with j = l such that X(? A j ) is a quasivertical axis. As the boundary of each leaf lies at height zero, it follows that X(? A j ) is eventually disjoint of the common boundary of the leaves X(S l ); X(S l?1 ), so in particular X(? A j ) is eventually contained in one of these two leaves, say X(S l ). As this last leaf has p ? 1 quasivertical axes X(? A h ) with l?1 < h < l , we deduce that X(S l ) contains, at least, p quasivertical axes. Thus i) is proved.
Finally, assume that n = k; a k 2 iR and either n 2 or (n; m) = (1; 0). The condition on a k guarantees that sinh(A + ik j ) = 0 if we take A = 0, thus we can use Lemma 1 on ? 0 j with ( ; b) = (0; 1), a ?1=k, concluding again that the horizontal projection of X(? 0 j ) is a spiral that converges to a point. x 3 diverges monotonically to 1 because cos k j 6 = 0 when n = k and a k 2 iR, as we remarked before this Proposition. Note that the condition cos k j 6 = 0 also implies that the angles j do not coincide with the angles l , hence there exists exactly one quasivertical axis in each leaf.
We now study the preimages by the Gauss map of vertical meridians of the sphere. As this study shares some aspects with the preceding one of horizontal spherical parallels, we will only develop the new properties in detail.
The set fImag(H(z)) = 0g D(1; R) consists of 2n divergent curves asymptotic to the rays of argument j + 2n , j = 1; : : : ; 2n, which form an equiangular system centered at 1 that bisects the one that appeared with the horizontal parallels. Similarly, the set farg(g) = ) ; for certain ; C 2 2 R, C 2 > 0 |although we will not use them, the expressions for these constants are C 2 = ja n j and = k( j + 2n ) + B + (resp. = ?k( j + 2n ) + B) if cos(n j + 2 + n ) = 1 (resp. if cos(n j + 2 + n ) = ?1). Using Lemma 2, the horizontal We nish this Section with another criterion of sel ntersection which applies in a particular nonproper setting.
Proposition 5 Let X : D(1; R) ?! R 3 be a minimal immersion with the normalization in Section 2. Suppose that n = 2k and that the number of nonproper curves in X jgj ?1 (e A ) is = 2k, where A 2 R (see Proposition 3). Then, X is not an embedding.
Proof. Applying the arguments in the proof of Proposition 3 we conclude that given A 2 R, the set X jgj ?1 (e A ) consists of 2k quasivertical axes, one in each leaf, and all the angles l coincide with the angles j of a given parity (say odd), l = 2l+1 for each l. We now show how our hypotheses constrain the Gauss map g(z) = z m e H(z) to an explicit form. 
These properties together with equation (7) the argument of the horizontal projection of the tangent vector to does not span more than (the horizontal slab where is trapped can be chosen of arbitrarily small height, so is extremely close to a horizontal curve and its tangent vector horizontally projected spans an angle as close as we want to the angle spanned by the horizontal projection of the Gauss map of the surface along this curve, which is zero). Thus must intersect .
But this contradicts the embeddedness of X, as is a xed compact subset on the surface and B can be chosen arbitrarily large.
In the case c 0 = 0, the same argument holds with minor modi cations. In summary, X( c 0 ;l ) is a nonproper spiral when ! l , for all l = 1; : : : ; 2k.
We now show that a 1 = : : : = a k?1 = 0. Reasoning by contradiction, otherwise we can choose the maximum 2 f1; : : : ; k ? 1g such that a 6 = 0. Using again Lemma 4-i) with k; and = but exchanging sine for cosine, one can nd l 2 f1; : : : ; 2kg such that cos( l + ) 6 = 0. But the term O(s 1? 1 k ) in equation (15) for c = c 0 6 = 0 (resp. in equation (17) for c = c 0 = 0) contains the term ja j(kcs) =k cos( (s) + ) (resp. ja js =k cos( l + )), thus A( c 0 ;l (s)) grows at least as s =k . This fact contradicts that X( c 0 ;l ) is a nonproper spiral when ! l (in the notation of Lemma 1, the modulus r(s) of the velocity vector of X( c 0 ;l ) would have k > 0). As X( c 0 ;l ) is a nonproper spiral, it must be asymptotic to a circle or to a point (cases ii) and iii) of Lemma 1). Next we prove that if X( c 0 ;l ) converges to a point, then X( c;l ) cannot be embedded for c 6 = c 0 close enough to c 0 . Whenever jc ? c 0 j ", the spiral X( c;l ) rotates as ! l (again with the previous abuse of notation if c 0 = 0) in a xed direction that depends on whether B(c; s) = B( c;l (s)) diverges to +1 or to ?1 (see equation (7) for the case c 6 = 0 and equation (5) for the case c = c 0 = 0). As even at height c 0 we have a well-de ned winding direction and @B @s is continuous, we can assume after possibly shrinking " > 0 that there exists R 1 > 0 such that none of the branches as ! l of the curves X( c;l ), jc ? c 0 j ", turns its winding direction in the proper subarc j c;l j R 1 . Denote by 2 ; ] 7 ! X( c 0 ;l )( ) a compact subarc of the branch of X( c 0 ;l ) as ! l , suitable chosen so that j c 0 ;l ( )j > R 1 for all 2 ; ], X ( c 0 ;l ( ; ])) winds three complete turns around its limit point (here l ? < < < l for a small > 0 and we maintain the abuse of notation that exchanges angle by modulus in the case c 0 = 0).
By continuity, we can increase the height to c = c 0 + " 1 with " 1 2 (0; "), so that we nd a compact subarc 2 ; ] 7 ! X ( c;l ( )) of the branch of X( c;l ) as ! l with the properties j c;l ( )j > R 1 for all 2 ; ] and X( c;l ( ; ])) winds two complete turns (i.e. the argument of its velocity vector covers twice the unit circle). As X( c 0 ;l ) converges to a point as ! l , it`winds towards inside' (i.e. the distance of X( c 0 ;l ( )) to the limit point eventually decreases monotonically), hence the same holds with the compact subarc 2 ; ] 7 ! X ( c 0 ;l ( )). By taking " 1 small enough, we can assume without loss of generality that the compact subarc 2 ; ] 7 ! X ( c;l ( )) also`winds towards inside'. This property, together with the facts that X( c;l ) is a proper spiral and it can not turn its winding direction in ; l ) imply that X( c;l )j ; ] must intersect to X( c;l )j ; l ) , and we have the desired se ntersection (note that this argument also works if the branch of X( c 0 ;l ) as ! l lies in case ii) of Lemma 1 and the distance of X( c 0 ;l )) to the center of its limit circle still decreases monotonically).
Finally we analyze the case in which X( c 0 ;l ) is a spiral converging to a nondegenerate circle. Roughly speaking, we consider the level curves in the same sector close to (but di erent from) the nonproper height c 0 : they consist asymptotically of two divergent spirals (possibly inside a connected level curve), both turning the same way (otherwise the desired sel ntersection would be obvious). However, they do not grow at the same speed. We will prove that one of the spirals grows su ciently faster than the other one, where h(u) = r( (u)) 0 (u), r = r(s) is the modulus of the velocity vector of X( c;l ) and (u) = s is the inverse function of the argument '(s) of such velocity vector. To evaluate this diameter we will estimate some quantities in the integral using the speci c data in our setting, emphasizing which quantities change from ! l to ! l?1 and which ones remain on both branches. From equations (7) and (16) The exponential term in the right-hand-side of the last expression tends to one as n ! 1, hence j n j 2(n + ) that the diameters at both branches have a ratio of n times a nonzero constant; also note that this ratio cannot come from a simple change in the n variable (which is de ned up to a constant), because n+n 0 has the same growth as n . In conclusion, there will be an interval between two consecutive maxima x (s n ); x (s n+2 )] of the faster spiral containing two maxima of the slower one, hence contradicting embeddedness. This nishes the proof of the Proposition.
4 Proof of Theorem 2.
Consider the height di erential of our complete embedded minimal end E R 3 . As E is an annulus and has nite type, it can be parametrized conformally by a punctured neighborhood of in nity fjwj rg so that the puncture corresponds to w = 1, and extends meromorphically throw this puncture. Thus, we can write = h(w) dw for a holomorphic function h on fjwj rg with at most a pole at 1. is again de ned in the exterior of a disk), we obtain that g becomes g( ) = e i +f 1 ( ) where f 1 ( ) = f 1 ( ? z 0 ) (which is a well-de ned holomorphic function in j j R 1 for R 1 large and satis es f 1 (1) = 0), while = 1 d , and Theorem 2 follows. Hence, our
Theorem 2 reduces to check that from the general case (X is complete, k 6 = 0 integer, n 1) we arrive to Romon's setting (X is proper, k = 1, n 1). As the proof is rather long, we will divide it in several steps.
Step Now we can assume n; k 1. By Proposition 1, n must be a multiple of k, and our rst step is nished.
Step 2: The case n = k 1. imply that our surface has the desired Weierstrass data, as we remarked before starting
Step 1.
Suppose from now on that n = k 2. Using Proposition 1 and Remark 1 we conclude that a k 2 iR and a 1 = : : : = a k?1 = 0. We will prove that this case cannot occur by nding a level curve c;l 1 whose image by X cuts to a quasivertical axis contained in an upper leaf X(S l 2 ) with l 1 6 = l 2 , which will force X to be nonembedded. Consider c > 0 large and l 2 f1; : : : ; 2k ? 2g odd. Firstly recall from Proposition 2 that the horizontal level curve X( c;l ) X(S l ) has two divergent branches whose arguments converge to the arguments of two hal ines starting from the origin in fx 3 = cg, and these hal ines form an angle which does not depend on the height c but they rotate around the x 3 -axis as c increases. As X is a proper embedding, X( c;l ) separates fx 3 = cg in two components that we denote by C + c ; C ? c , so that C + c is the one where the horizontal projection of the Gauss map of X(D(1; R)) points to. On the other hand, Proposition 3 applied to the upper leaves X(S l ), X(S l+2 ) give two quasivertical axes 1 = X(? 1 ) X(S l ), 2 = X(? 2 ) X(S l+2 ), where ? 1 ; ? 2 D(1; R) are divergent curves respectively asymptotic to the rays of constant argument j 1 , j 2 with cos(k j + k ) = 0, j = j 1 ; j 2 (as n = k and a k 2 iR, the angle j 1 (resp. j 2 ) bisects the sector S l (resp. S l+2 )). By de nition, each j is asymptotic to a vertical hal ine t j fx 3 0g with boundary at height zero. As X(D(1; R)) admits an embedded regular neighborhood of constant radius (see the proof of Claim 3) and 1 ; 2 lie in di erent upper leaves, the vertical hal ines t 1 and t 2 must also be distinct. By de nition of quasivertical axis, for c large X( c;l ) passes through a point extremely close to t 1 \ fx 3 = cg and the same holds with X( c;l+2 ) and t 2 \ fx 3 = cg. Let us call I c R to the interval of arguments covered by the velocity vector of the planar curve X( c;l ). CLAIM 4. In the above situation, the length of I c cannot diverge to +1 as c increases.
Proof of Claim 4: Equation (6) Recall that the quasivertical axis 2 projects vertically into a spiral that converges to the point t 2 \fx 3 = 0g. As X is embedded, X( c;l ) must be disjoint of 2 for any c, hence if c 2 A 0 for all c greater than a positive number c 1 , then when c increases the curve X( c;l ) must rotate locally around t 2 \ fx 3 = cg in nitely many times in order to avoid 2 . As X( c;l ) passes through a point extremely close to t 1 \ fx 3 = cg for all c large enough, this implies that the length of I c goes to +1 as c increases, in contradiction with Claim 4.
These properties imply that t 2 must cut to C + c and to C ? c in nitely often as c increases.
As 2 is asymptotic to t 2 , it follows that 2 = X(? 2 ) also cuts to C + c and to C ? c in nitely often, hence it must intersect to X( c;l ), which is the desired contradiction. This nishes the proof of Step 2.
Step 3: The case n = pk, p 2.
Again the argument consists of nding two disjoint divergent curves 1 ; 2 D(1; R) whose image by X intersect each other. These image curves X( i ) will roll up in nitely often on a vertical cylinder in opposite directions and their third coordinate will be proper, properties that guarantee the desired intersections.
As p 2, Proposition 3-i) assures that each leaf contains at least p ? 1 quasivertical axes and there exists an integer , 0 2k which counts how many nonproper curves z(c) and z 2 (c) in a point 2 (c). These intersections allow us to consider two divergent curves 1 I 1 , 2 I 2 parametrized by the height c, so that X( i (c)) 2 C \ fx 3 = cg for any c > 0 large (the curves i (c) diverge in I i as c ! +1 because the horizontal level curves f c;l g c>0 foliate I i ). The argument will be complete if we prove that that B 1 (resp. B 2 ) diverges to +1 (resp. ?1) as c ! +1. If on the contrary, B 1 remains bounded for any c large, then the principal term of the expansion of B in equation (3) ( 1 ) is a divergent planar curve, hence it cannot be contained in the circle obtained by projection of C into a horizontal plane, a contradiction. Now as B has positive sign on I 1 , B 1 must diverge to +1 as c ! 1. An analogous argument holds with B 2 (note that B is negative everywhere on I 2 ), and the proof of Step 3 is complete. 2 5 Proof of Theorem 3.
Consider a pair g(z) = e iz+f(z) ; = dz de ned on fjzj Rg, where R > 0 and f is a holomorphic function in fjzj Rg f1g with f(1) = 0. As we want (g; ) to produce a well-de ned end, we need the real period along the boundary curve fjzj = Rg to be zero.
Note that this condition holds immediately when the end is part of a properly embedded minimal surface M with nite topology, because in that case Collin's Theorem 1] insures that M has only one end, and thus, the curve fjzj = Rg bounds a compact domain in M and the Divergence Theorem guarantees that the period is zero (in fact, the same argument proves that the ux along fjzj = Rg also vanishes). The period condition for an isolated end, which only involves the two rst components because is exact, is We assume from now on that the pair (g; ) de ned on D(1; R) ful lls the above period condition. As consequence, it de nes a complete unbranched minimal immersion X(z) = 1 2 Real R z (g ?1 ?g; i(g ?1 +g); 2) with bounded Gaussian curvature K (the induced metric is ds 2 = 2 jdzj 2 where = 1 2 (jgj + jgj ?1 ), hence the inequality 1=2 gives that ds 2 is unbranched and complete; for the boundness of K, use the estimate in the proof of Claim 3). Note that the third coordinate of the immersion is x 3 (z) = Real(z), thus the horizontal level set at height c 2 R corresponds in the parameter domain with the vertical line D(1; R) \ fReal(z) = cg. Moreover, Proposition 2 insures that every horizontal level curve has two divergent branches in fx 3 = cg whose arguments converge to the arguments of two hal ines starting from the origin in that plane. In particular, if fz n g n D(1; R) is any sequence with jz n j ! 1, then either fReal(z n )g ! 1 and in this case x 3 (z n ) is unbounded, or fReal(z n )g n converges but fImag(z n )g diverges, in which case Proposition 2 shows that fX(z n )g n diverges in bounded height. This proves that our immersion X is proper.
The end is embedded.
We now prove that a representative of the end is embedded by showing that there exists R 1 R such that every horizontal section of X(D (1; R 1 ) ) is embedded. The argument that follows is inspired in beautiful ideas in 4]. Given c 2 R, the horizontal level curve at height c is parametrized in the parameter domain by the curve c (v) = c + iv, which has one or two connected components depending on the cases jcj R or jcj < R, respectively. Clearly, it su ces to prove that there exists v 0 R independent of c such that if jcj R and jvj v 0 then c + iv = 2 A, or in other words, we only need to show that the map c + iv 7 ! jvj is bounded on A. Reasoning by contradiction, suppose that there exists a sequence fc n + iv n g n A with jv n j ! +1. By de nition, for each n we can nd w n 6 = v n such that X(c n + iv n ) = X(c n + iw n ). As jc n j R it follows that fc n g n converges to c 1 2 ?R; R], after passing to a subsequence. We can also assume without loss of generality that v n > 0 for each n. As + c , ?
c are separately embedded when jcj < R, it follows that w n < 0 for all n. Moreover, w n diverges to ?1 (otherwise fw n g n can be supposed to converge to w 1 < 0 after taking a subsequence, and then X(c n + iv n ) = X(c n + iw n ) ! X(c 1 + iw 1 ) 2 R 3 , which contradicts that X( + c ) is a divergent arc by Proposition 2). Therefore, equation (6) gives that the tangent vector to X( + c ) (resp. X( ? c )) has argument converging to B( 2 ) ? 2 (resp. B( ? 2 ) ? 2 ), where g = e A+iB as in former Sections. In our case, these limit arguments are respectively c ? 2 , c + 2 (we can use equation (11) in order to compute them), which contradicts that X(c n +iv n ) = X(c n +iw n ) for all n. This contradiction shows that c+iv 7 ! jvj is bounded on A, nishing the proof of the embeddedness of X(D(1; R 1 )) for R 1 large enough.
The end is C 0 -asymptotic to the end of a Helicoid. Recall from Section 3 that jgj ?1 (1) consists of two divergent curves ? 1 ; ? 2 which are asymptotic to the components of D(1; R) \ fImag(z) = 0g and have x 3 (? j ) unbounded.
We label these curves so that ? 1 (resp. ? 2 ) is asymptotic to the negative (resp. positive) real axis, hence X(? 1 ) fx 3 < 0g (resp. X(? 2 ) fx 3 > 0g). Equivalently, the limit arguments of ? 1 ; ? 2 are respectively 1 = ; 2 = 0 with the notation of Section 3. Using case ii) of Proposition 3 we deduce that these two curves are applied by X on two quasivertical axes in both halfspaces of R 3 ? fx 3 = 0g.
We now prove that if the ux of X along the boundary curve fjzj = Rg vanishes, then the asymptotic vertical hal ines t 1 ; t 2 to these quasivertical axes project vertically onto the to the quasivertical axes ? 1 ; ? 2 are part of the same vertical straightline, which will be supposed to be the x 3 -axis after a suitable translation.
Finally, consider the vertical Helicoid H R 3 with Weierstrass data (g(z) = e iz ; = dz), z 2 C , suitably translated so that its axis is the line fx 1 = x 2 = 0g and its horizontal level line at height c is f(re i(c+ =2) ; c) : r 2 Rg. The proof of Theorem 3 will be complete if we show the following CLAIM 5. For any " > 0, there exists R 1 R depending only on " such that X(D (1; R 1 ) ) is contained in a regular neighborhood of H of radius ".
In order to prove this Claim, it will be useful to introduce the following notation: given " > 0 and c 2 R, we denote by B(c; ") C the circular sector centered at the origin, with amplitude 2" and bisected by the hal ine fre i(c+ =2) : r > 0g, i.e.
B(c; ") = re i : r > 0; c + 2 ? " c + 2 + " :
Identifying C as usual with the plane fx 3 = 0g, we can consider the a ne sum (x 1 ; x 2 ; x 3 )+ B(c; "), which is contained in the horizontal plane at height x 3 .
Proof of Claim 5: The proof follows from a combination of the following two statements: Assuming these two statements (which will be proved later), let us prove Claim 5. Fix " > 0 and apply Statement 1 and 2 with "=2, thus we nd c 0 ; v 0 > 0 depending only on " such that these Statements hold for "=2. On the other hand, the quasivertical axes ? 1 ; ? 2 can be parametrized by the height c = Real(z) for c large. As X(? 1 ) (resp. X(? 2 )) is asymptotic to the hal ine fx 1 = x 2 = 0; x 3 < 0g (resp. fx 1 = x 2 = 0; x 3 > 0g), the de nition of quasivertical axis implies that we can enlarge c 0 depending only on " so that j(x 1 + ix 2 )(? j (c))j < " 2 whenever jcj c 0 . dv ; e i(c+") = jgj ig; e i(c+") = ? jgj Imag ge ?i(c+") eliminated by showing that such complex data cannot kill the period. It turns out such an end (which will be called a folded helicoidal end, see its geometric description later on) can exist, although it is never embedded. As consequence, this novelty does not a ect to our main Theorem 1.
We rst give an example of such an end; indeed, unlike the Helicoid, the existence itself is not obvious. We need to solve the period problem around in nity. ?1]i of the imaginary axis in the exterior of the disk of radius one (as a 0:8 solves the period, we set the parameter domain to be fjzj 1g), which are applied on the level set at height zero. Taking the origin of integration for the Weierstrass data at z = i, it follows that this antiholomorphic transformation induces a 180-degree rotation of the surface around the x 1 -axis, which is contained in the surface. In particular, both + and ? are applied by the immersion X into the x 1 -axis. Using equation (4) one can check that the velocity vector of both applied curves has the same constant value, hence they point to the same direction. As + ; ? are divergent curves and the induced metric is complete, the lengths of X( + ); X( ? ) are in nite thus they both are hal ines contained in the same straight line and pointing to the same direction, which insures that they intersect each other and thus, the example is not embedded. Clearly other similar examples of isolated ends can be found, but it remains an open question whether killing both period and ux is possible.
We now prove that nonembeddedness holds for any folded helicoidal end, not only for the example above. Firstly note that the case m = ?1 can be reduced to m = 1 by exchanging the orientation of the surface (i.e. write (?1=g; ) instead of (g; ) has constant sign and keeps it. On the other hand, similar arguments as in Section 5
prove that there exist c 0 ; v 0 > 0 such that whenever jcj > c 0 , the level set at height c is connected and embedded (because it has absolute total curvature strictly less than ), We nally show that there exist sel ntersections. Reasoning by contradiction, suppose that the end is embedded. As it is complete and its Gaussian curvature is bounded (use the estimate in the proof of Claim 3), it must have an embedded regular neighborhood of contant (positive) radius, by a Theorem of Soret 11] , see also the proof of Claim 3 above. In particular, the two branches at height zero are at distance greater than some positive contant, thus 0 stays away from zero. So we may safely assume that at height zero, 0 is |for instance| greater than some positive contant. Now take c > 0 small enough so that the level curve at height c comes arbitrarily close to the one at level 0, at least on a compact set; so c will be arbitrarily close to 0 on any compact interval, in particular we may nd c (u) > 0 for u as large as we want. Since c (v) tends to ?1 as v ! +1, we deduce that c has to vanish for some u 0 > u, i.e. the two branches intersect.
To nish this Section, we prove that a folded helicoidal end can never be part of a complete (immersed) minimal surface of nite type with only one end. Let M = M ?f1g be such a surface, M being a compact surface of genus . As is holomorphic on M with a double pole at 1, it has exactly 2 zeros on M counted with multiplicity. Let p 1 ; : : : ; p r be those zeros and k 1 ; : : : ; k r be their multiplicities. The metric being 1 2 (jgj + jgj ?1 )j j, g must have a zero or a pole of multiplicity k i at each p i . That forces dg=g to have a simple pole at p i with residue k i . These are the only zeros or poles of g hence the only poles of dg=g on M. Since dg=g is meromorphic on M, the sum of its residues vanishes. But the sum of the residues on M is even: k 1 k 2 k r X k i mod 2:
and P k i = 2 . This contradicts that the residue of dg=g at in nity is one, as can be checked by direct computation.
7 Applications.
We now prove Theorems 1 and 4 stated in the Introduction.
Proof of Theorem 1. As M is has nite type and only one end, it must be conformally M ? fpg, where M is a compact Riemann surface and p 2 M corresponds to the end of M. As the sum of the residues of a meromorphic di erential on M is zero and is pole-free on M, we deduce that the residue of vanishes at p, which implies that the ux of M along a closed curve around p is zero. Now we can apply Theorem 2, concluding that up to a homothety, the end of M can be conformally parametrized in fjzj Rg by g(z) = e iz+f(z) , = dz, where f is a holomorphic function on fjzj Rg f1g with f(1) = 0. In particular, has a double pole without residue at the puncture, and as dg=g = (i+f 0 (z)) dz, the same holds for dg=g. Finally, Theorem 3 implies that there exists a Helicoid H such that for any regular neighborhood H " of H, there exists a representative of the end of M which lies inside H " , which completes the proof. 2
Proof of Theorem 4. Let M R 3 a nonplanar simply connected CEMS of nite type. Thus, M is conformally C . By Theorem 1, is a meromorphic di erential on a sphere with just one pole whose order is two, so we can write globally = dz. As consequence, M has no points with vertical normal vector, or in other words, g(z) = e H(z) for a entire function H. Using Theorem 2, H must be a polynomial of degree one of the type H(z) = a 0 + a 1 z, with a 1 purely imaginary, and the Theorem is proved. 2 8 Appendix. Lemma Proof. As dx ds = r(s) sin ('(s) ? ), the critical points of x coincide with the zeros of sin ('(s) ? ). If C 3 > 0 (resp. C 3 < 0), '(s) is monotonically increasing (resp. decreasing) to in nity for s large enough. We will call s = (u) to its inverse function, which has the form (u) = juj 1=b h C 4 + O juj ?1=b i ;
for a positive constant C 4 that does not depend on (in what follows, several positive constants independent of will appear and will be called by C 4 ; C 5 ; : : :; on the other hand, whenever an expression E depends on we will denote explicitly this dependence by E( )). As the proof is similar in the cases C 3 > 0, C 3 < 0, we will only deal with the rst case, so 0 is positive. Let s n = (n + ) be the n-th extremum of x . Thus, 
i) Suppose that > 0 or that = 0 and a + 1 > b. From (26) one checks that h 0 increases strictly to in nity, hence (24) implies that j n j?j n?1 j ! +1 as n ! 1.
Therefore, the sequence of local maxima (resp. local minima) of x increases to +1 (resp. decreases to ?1). Concerning ii), suppose rstly that = k 2 . Thus, l + = l 2 ? 4 + , which cannot be a zero of the cosine function because 6 = 4 + j 2 . Finally, assume 6 = k 2 . Then, l is di erent from 4 ; 3 4 ; 5 4 ; 7
