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Abstract - A basic tenet of wireless sensor networks is that processing of data is less expensive in terms 
of power than transmitting data. A data compression method is proposed to limit the amount of data 
transmitted within the network. In this paper, we propose a novel data compression algorithm suitable 
for low power computing devices. In our method, a data point density algorithm is used to determine 
which points to discard in a given data region. This algorithm is applied to uniform sections throughout 
the entirety of the data set. Regions with the highest data point density will be represented by a single 
point. The resulting data points then form the compressed data set. The transmission and subsequent 
processing of this compressed data set will cause less strain on the network than the original data set, 
while still maintaining the required information of the original data set. A tool is developed to test the 
method and compare it with other methods. 
 
Index terms: wireless sensor networks, data compression, data visualization, compression algorithm, runtime 
analysis, relative compression rate, block density. 
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I. INTRODUCTION 
 
The advancement of Wireless Sensor Networks (WSNs) has undergone a great deal of 
application areas in recent years. With the advent of new wireless communications protocols, 
hardware, and network topologies, WSNs have begun replacing traditional wired sensor networks 
in many applications. Because many WSN components are not physically tethered to a power 
source or neighboring node, WSNs are often deployable in a more versatile fashion over their 
wired counterparts.  
However, the use of WSNs is not without its drawbacks. In order to make nodes of a WSN 
wireless, they must often be battery powered. The use of a finite power source like a battery 
makes power efficiency a major concern. An important tenet of WSN technology is that the 
transmission of a quantity data is assumed to be more expensive in terms of power than the 
processing of the same quantity of data. In this sense, it is more favorable to eliminate 
unnecessary data at the collection point before the unnecessary data is transmitted further along 
the data path. 
Size is also an important consideration in WSN nodes. The often small size of WSN nodes limits 
the size of battery that can be used and also limits the processing capability of the node. 
Therefore, it is important to collect, process, and transmit data in a way that is efficient 
considering the confines of the node. 
Because of the power cost of data transmission, it would follow that decreasing the amount of 
data transmitted would decrease the amount of power consumed. Decreasing the amount of data 
transmitted can be achieved by decreasing the number of data points transmitted. However, the 
selection of which points can be discarded and which points should be transmitted cannot be 
arbitrary. The transmitted data set must retain enough of the informative characteristics of the 
original data set to be of use to the end user. Therefore, the original data set must be evaluated by 
some algorithm to transmit only those points that would be of use to the end user. The method 
proposed in this paper is one that will cut down on the number of points transmitted using a data 
point density function. 
The transfer of information from source to user is the single most important function of any 
sensor network. In any data compression and transfer framework, the user must be able to derive 
the desired information from the data received. When data received by the user is visualized, for 
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example, in the form of a plot or graph, the relevant information in the plot or graph must be the 
same as that of a plot or graph of the uncompressed data. For instance, a sensor takes temperature 
readings at uniform intervals. When these temperature readings are plotted against time, the plot 
reveals correlations between certain temperature levels and certain times. Some of these 
correlations may be of importance to the user, such as the hottest time of day, coldest time of day, 
or general temperature fluctuation throughout the day. An effective post-compression 
visualization must maintain these same correlations within an acceptable degree of accuracy 
when compared with the original visualization. 
The rest of the paper is organized as follows. Section II explains existing methods of data 
compression and visualization. Section III explains the details of the proposed method and the 
results of simulations using the proposed method. Section IV presents a comparison of results of 
the proposed method to those of the existing methods presented in Section II. Section V presents 
the conclusions of the paper and suggests potential avenues for further development. 
 
II. RELATED WORKS 
 
In [1], the authors propose a Compressed Sensing (CS) framework for IoT and WSN 
applications. The proposed framework could be utilized to reconstruct the compressible 
information data into a variety of information systems involving WSNs and IoT. Authors discuss 
an interesting approach for compressible signals and data in information systems by employing a 
priori data sparsity information, which makes it an effective new information and data gathering 
paradigm in networks and information systems. 
In [2], the authors also discuss the problem of gathering data with compressive sensing in 
wireless sensor networks. Unlike conventional approaches using uniform sampling, the authors  
propose a random walk algorithm, which allows collection of CS measurements along random 
routing paths. This approach is applicable for many WSN applications, such as  information 
dissemination, data gathering, and field estimation. Moreover, the authors provide mathematical 
foundations for analyzing such an approach and answer two fundamental questions: how many 
independent random walks and how many steps for each walk are needed to collect random 
projections for sparse signal recovery using linear programming decoding algorithm. 
In [3], the authors compare lossy compression algorithms for constrained sensor networking by 
investigating whether energy savings are possible depending on signal statistics, compression 
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performance, and hardware characteristics. The authors claim that, for wireless transmission 
scenarios, the energy that compression algorithms require has the same order of magnitude as the 
energy spent for transmission at the physical layer. In this case, the only class of algorithms that 
provides some energy savings are those based on piecewise linear approximations, as these 
algorithms have the smallest computational cost. The authors also discuss fitting formulas for the 
best compression methods to relate their computational complexity, approximation accuracy, and 
compression ratio performance.  
In [4], the authors discuss the issue of exploiting the inter-signal correlations present in WSN 
data sets to achieve a better compression factor or a better reconstruction quality under energy 
constraints. The authors also analyze the tradeoff between energy expenditure and recovery 
quality in compression. Two main techniques involving CS have been compared: Distributed 
compressed sensing (DCS) and Kronecker compressive sensing (KCS). Both techniques are able 
to take advantage of the existing time and spatial correlations among network nodes to improve 
signals recovery.  DCS and KCS are compared against a set of signals to evaluate the 
reconstruction performance of the frameworks. The recovery results demonstrate that DCS is a 
robust technique to recover the original signals with a better quality from highly compressed 
vectors. Because of the recovery complexity, KCS is shown to be impractical when CS is used 
for medium-sized networks, confirming the suitability of DCS for signal recovery in WSNs. 
As discussed above, many data compression algorithms exist for a multitude of different 
applications. In this paper, we focus on RDPH and Convex Hull.   
 
3D RDPH 
One well known method to compress data in WSNs is the Ramer-Douglas-Peucker heuristic [5]. 
In a traditional two-dimensional RDPH analysis [8, 9, 10], data points are arranged in sequential 
order along an axis. The distances between each point and a line segment drawn between the first 
and last points are calculated. Points are kept or discarded based on a threshold distance between 
the point and line segment. The point that is far from the threshold distance (tolerance) with be 
the end point of first line segment and the last point will be the end point of second line segment. 
This process continues until all the points are evaluated. 
In a three-dimensional application, points are plotted so that they form a NURBS surface. The 
distance between a point and a surface tile with a normal vector that includes the point are 
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calculated. Similar to the 2D implementation, the point is kept or discarded based on some 
threshold distance. This process is repeated until all points have been evaluated. Ideally, the 
resulting data set will form a surface that retains the important characteristics of the original data 
set. 
In the reference paper, the 3D RDPH method was tested using data collected from a WSN. The 
WSN in the paper collected temperature, humidity, and power consumption data at regular 
intervals. The algorithm was tested using data points from 1440 distinct times. Each data point 
consisted of a temperature reading, a humidity reading, and a power consumption reading., which 
could be represented as x, y, and z coordinates. The resulting collection of coordinates could be 
plotted as a 3D plot. Depending on the distance threshold used, the algorithm was shown to 
compress data by up to 99.86% in 38.4 seconds. 
The reference paper in [5] was based on a previous work that also used a 3D RDPH approach [6, 
7]. In the previous algorithm, a list of geographical contour coordinates were sorted and 
evaluated based on their perpendicular distance to a reference plane. Based on a distance 
threshold (tolerance), the points were kept or discarded. The resulting points could then form a 
list of coordinates for a contoured map that resembled that of the original data set. 
 
Properties of 3D RDPH: 
a. Visualization 
The algorithm was tested with the collected data points. 1 million collected data points and 
variable tolerance yielded the following result. 
INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 8, NO. 4, DECEMBER 2015 
2087
 Figure 1. Scatter plot of 1 million uncompressed data points 
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 Figure 2. Compressed points for tolerance 6 
 
Figure 3. Compressed points for tolerance 5 
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 Figure 4. Compressed points for tolerance 4 
 
As shown in Figure 4, a tolerance value of 4 yields an image similar in accuracy to the 
uncompressed data plot.  However, these parameters also result in a great increase in runtime. 
b. Runtime analysis 
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 Figure 5. Runtime analysis with respect to uncompressed points 
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 Figure 6. Runtime analysis with respect to tolerance 
 
Convex Hull 
Convex Hull is known to be an efficient method of data compression [11, 12, 13]. There are 
many algorithms that implement the Convex Hull methodology. For the comparison, we use a 
quickhull[19] algorithm, which is generally faster than other approaches. It uses a divide and 
conquer method such as quicksort. Firstly, the minimum and maximum x coordinates are 
determined. A line is drawn between the minimum and maximum x coordinates. The line divides 
the data into two sets. The furthest point from the line is chosen and a triangle is drawn with 
vertices at the this furthest point and the minimum and maximum x coordinates. The data points 
inside the triangle are removed. This process is repeated until all the points are scanned. The 
process gives the area of the points removing the points inside the area. The data file has been 
tested with the algorithm. It has fixed parameter. Thus, runtime and visualization only depend on 
the number of input points. 
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Properties of Convex Hull: 
a. Visualization 
An input of 1 million points yielded the following plot.  
 
Figure 7. Compressed points plot 
It is apparent that the figure is almost as accurate a picture as the plot of the uncompressed data 
set. However, the figure only shows the area of the points.  
b. Runtime analysis 
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 Figure 8. Runtime analysis for convex hull 
 
III. PROPOSED METHOD 
 
The proposed method consists of the following steps: data set division, data point density 
determination, and representative point creation. Data set division is the division of the entire 
range of data into uniform sections that can be evaluated individually. The data point density 
determination is performed on each of these uniform sections. The data point density 
determination step determines which subdivisions will be discarded and which subdivisions will 
be kept. Representative point creation creates a new data point to represent the subdivision that 
will be kept. After the initial data set division, data point density determination and representative 
point creation are performed on each uniform section until every section has been evaluated.  
 
a. Data set division  
Data set division is accomplished by dividing the entire range data into equally sized sections. 
Each data type in the plotted data set is represented by an axis of the plot. Each axis should be 
uniformly divided to form sections of the axis. Consider the case of a data set that records 
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temperature, humidity, and power consumption data at uniform time intervals. The temperature 
can be represented on the x axis, humidity on the y axis, and power consumption on the z axis. 
Each data point in the data set will represent a single set of coordinates with temperature, 
humidity, and power consumption readings recorded at the same time representing the x, y, and z 
coordinates. The entirety of the data set will be bounded by the minimum and maximum values 
for each of the three data types. For instance, the minimum x value will be the lowest temperature 
value recorded and the maximum x value will be the highest temperature value recorded. Because 
there are three axes, the resulting shape that will encompass the entirety of the data will be a 
rectangular prism. The x, y, and z axes will each be divided into uniformly divided segments 
whose length is predetermined by the user. As there are three axes, the intersection of these 
divisions will divide the larger rectangular prism into smaller rectangular prisms, the number of 
which depends on the number of divisions in the axes. The larger rectangular prism representing 
the entirety of the data will be divided into a certain number of rows, each row containing a 
certain number of columns, each column containing a certain number of blocks. For instance, if 
the z axis were divided into 5 divisions, the x axis divided into 4 divisions, and the y axis divided 
into 7 divisions, the resulting structure would have 4 rows, each row containing 7 columns, and 
each column containing 5 blocks for a total of 140 individual blocks. Each block will be 
evaluated individually for data point density. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
%Algorithm for data set division: 
For i=1: length(block length) 
 For i=1: length(block width) 
  If(data>lower limit&&data<upper limit) 
      Store data in a matrix x,y,z; 
      Matrix new=[x y z]; 
   Call block density; 
  end 
 end 
end 
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b. Data point density determination  
The data point density determination finds the block with the highest data point density in each 
column. Because the blocks are all of uniform size, the volumes of the blocks are equal. The 
differentiating factor in the density determination is, therefore, the number of data points in each 
block. The number data points in a particular block can be easily determined by counting the 
number of elements in the block or by measuring the length of the data set for that block. Once a 
block has been evaluated, the algorithm will evaluate the next block in the series. By comparing 
the numbers of points in two adjacent blocks in a common column, the algorithm will determine 
which of the two blocks has a higher data point density. Starting from a block at either extreme of 
the data set, the algorithm will move up or down the column until all blocks in that column have 
been evaluated. Once the algorithm has moved through an entire column, the algorithm will have 
determined the block with the highest data point density in that particular column. 
 
The crux of the data point density determination function is the comparison of the densities of 
adjacent blocks in the same column. This task is accomplished through the use of some logical 
analysis. A matrix t consists of the range of z axis values with the (1,1) value of t being the 
minimum value of z from the original data set and the (end,1) value of t being the maximum 
value of z from the original data set. All other values of t are the boundaries of the user defined 
divisions of the z axis. The z values of the points that fit within the parameters of a particular 
column are compared with the elements of the t matrix. If the z value is greater than the k
th
 term 
of the matrix t, the corresponding position of a matrix z1 is given a value of zero. Otherwise, the 
corresponding position of z1 is assigned a one. If the z value is less than the (k+1)
th
 term of the 
array t, the corresponding position of a matrix z2 is given a value of zero. Otherwise, the 
corresponding position of z2 is assigned a one. The absolute value of the difference between z1 
and z2 is computed. A difference of zero indicates that the z value and, therefore, the point 
associated with that z value, is present in a block with z boundaries t(k) and t(k+1). The resulting 
matrix is indicative of the number of points that fit within the parameters of a particular block in 
a column, with a zero indicating a point that fits within the parameters of that block. This process 
is repeated for all intervals of z. A matrix is created from the absolute values of the differences 
between z1 and z2 for the various intervals of z. A summation of the columns of this matrix 
reveals the block with the most points in a particular column as that block would have the most 
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zero values and, therefore, the lowest summation value. Because the volumes of all the blocks in 
the data space are uniform, the point density of the block can be equated with the number of 
points in the block. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
c. Representative point creation  
Once the highest data point density block has been determined for a particular column, the 
representative point creation step discards all data points for that column and outputs a single 
point that will represent the data of that highest data point density block. The representative point 
will be at the center of the block, meaning the coordinates of the representative point will be at 
the midpoint x value, midpoint y value, and midpoint z value for that block, irrespective of the 
data contained in that block. For instance, if the highest data point density block spans from 0 to 
10 units in the x, y, and z directions, the coordinates of the representative point will be (5,5,5).  
After the entire column has been evaluated, the algorithm will move to an adjacent column. 
Similarly, after all columns in a row have been evaluated, the algorithm will move to adjacent 
rows until all rows have been evaluated. In this fashion, a loop can be used to navigate the 
algorithm throughout the data set by simply incrementing the ranges over which the algorithm is 
applied. The representative points will be added to the same matrix so that after the algorithm has 
%Algorithm for data set division: 
For i=1: length(chip size) 
 If(data>lower limit&&data<upper limit) 
     Store data in a matrix z 
 If(z>=max) 
    Keep data 
 end 
 Else  
  Delete the data 
 end 
end 
 
INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 8, NO. 4, DECEMBER 2015 
2097
evaluated all blocks of the data set, the resulting matrix will consist of all the representative 
points. 
 
Properties of proposed method: 
a. Visualization  
The visualization of the algorithm is highly dependent on what visualization method the user 
wishes to use. For this simulation, the algorithm was coded to produce a mesh surface plot and a 
scatter plot after compressing the data. It can be seen that the detail of the plots for both the mesh 
surface and the scatter plot improve significantly with increasing numbers of divisions. This 
increase in the numbers of divisions yields more points after compression as discussed above. An 
increase in the number of points to plot yields a more defined image when plotted. 
Whether there is a need for a highly defined visualization of the compressed data is highly 
dependent on the application. It is certainly plausible for a plot to yield information about the data 
effectively, without resembling the plot of the uncompressed data. For instance, Figure 7 
represents only 25 points but still shows an upward trend in power consumption with increasing 
temperature. This relationship between power consumption and temperature is also shown in 
plots with greater numbers of divisions. 
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 Figure 9. Mesh plot of compressed data, 1 million points before compression, 25 points after 
compression, 5 divisions in each of x, y, z axes 
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 Figure 10. Mesh plot of compressed data, 1 million points before compression, 100 points after 
compression, 10 divisions in each of x, y, z axes 
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 Figure 11. Mesh plot of compressed data, 1 million points before compression, 225 points after 
compression, 15 divisions in each of x, y, z axes 
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 Figure 12. Mesh plot of compressed data, 1 million points before compression, 625 points after 
compression, 25 divisions in each of x, y, z axes 
 
 
Comparing the scatter plot of uncompressed data and mesh plot of compressed data we can see 
that for 15 divisions in each of x, y, z axes gives a good picture of original data. We can get 
almost complete picture of data 25 divisions in each of x, y, z axes. Actually, it is very difficult to 
determine the best parameters to visualize accurately with least runtime as it depends on the 
properties of the data. For more accurate visualization we need more output points and it 
increases runtime. To find the optimal parameter we have tested several data files. It can be 
concluded from the results that for input x, the number of division in each axis should be in the 
range of  to . This range is enough for accurate visualization and it also assures less 
runtime. 
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b. Runtime analysis 
Number of uncompressed data points 
In all combinations of parameters and for all numbers of uncompressed data points, the 
relationship between the number of uncompressed data points and runtime of the compression 
program proved to be a directly proportional relationship. 
 
Figure 13. Compression time vs. Number of uncompressed points for 1, 5, 10, 15, or 25 divisions 
along the x, y, and z axes 
 
Number of divisions in X, Y and Z axes 
The number of divisions in the x, y and z axes appear to be directly proportional with the 
compression time of the algorithm. This shows that the more row and columns the user decides to 
implement in the algorithm, the longer it will take for the algorithm to compress the data. 
Therefore, it follows that using fewer rows and columns will improve compression times.  
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 Figure 14. Compression time vs. Number of division in the x axis. 1 million uncompressed 
points, y=25, z=25 
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 Figure 15. Compression time vs. Number of division in the y axis. 1 million uncompressed 
points, x=25, z=25 
INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 8, NO. 4, DECEMBER 2015 
2105
 Figure 16. Compression time vs. Number of division in the z axis. 1 million uncompressed 
points, x=25, y=25 
 
From Table 1, it can be seen that a smaller number of x, y and z divisions clearly results in a 
lower compression time and a higher compression rate. After compression there will be one point 
for every column as the highest point density block in each column is replaced by a single point. 
Therefore, the number of points after compression is equal to the number of columns defined by 
the user. The number of columns is equal to the number of divisions along the x axis times the 
number of divisions along the y axis.  
 
Ideally, the compression time should be kept as low as possible. However, an important 
consideration is the minimum number of points after compression the application requires. For 
instance, an algorithm yielding only three data points from an initial data set of one million points 
may not carry enough information about the source of the data to be useful to the end user. 
Considering this factor, it may be beneficial to the user to consider the intended application of the 
Ahadul Imam, Justin Chi and Mohammad Mozumdar, DATA COMPRESSION AND VISUALIZATION FOR WIRELESS SENSOR NETWORKS
2106
compressed data when selecting the parameters of the algorithm. Generally, for input x, the 
number of division in each axis should be in the range of  to . This range is enough for 
accurate visualization and it also assures less runtime. 
 
Uncompresse
d points 
X 
division
s 
Y 
division
s 
Z 
division
s 
Compresse
d points 
Runtim
e (s) 
1000000 1 1 1 1 0.1662 
1000000 5 5 5 25 0.8397 
1000000 10 10 10 100 2.5016 
1000000 15 15 15 225 5.3774 
1000000 25 25 25 625 13.4819 
Table 1. Comparison of compression times and number of compressed points with number of 
divisions along x and y axes for 1 million uncompressed points and 25 divisions along z axis 
 
IV. COMPARISON 
 
The methods discussed above are compared in this section. It is very easy to run a visualization 
algorithm for a fixed data point length. However, it is difficult to test runtime for a variable data 
point length. Therefore, an auto-run program is developed to test the algorithms. To facilitate use 
and implementation, a GUI [14, 16] is developed.  
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 Figure 17. GUI to compare various data compression methods 
 
The GUI is designed in a way to test the discussed methods. More data compression methods can 
be added to it in the future. It allows both fixed length visualization analysis and variable length 
runtime analysis. The following are the characteristics of the GUI: 
i. Start with Start/Reload method. All the methods will be listed. 
ii. Select a method to start analysis. 
iii. Visualization analysis is performed for input of fixed length data. 
iv. For variable length data it will show runtime and compression analysis. 
v. Length of data, as well as other parameters, is variable. 
vi. A table displays  runtime, compression rate and compressed data points.  
vii. The comparison tab shows a comparison between runtime and compression analysis. 
viii. In case of single length the table shows the comparison. 
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ix. The ‘Home’ button resets the GUI to initial stage. 
x. The figure can be saved by ‘save screen’ button and can be printed with ‘print’ button. 
xi. The ‘tutorial’ button loads a tutorial as pdf documents and web references for the 
compared methods.  
xii. The ‘callback’ function facilitates testing by switching between tabs. 
xiii. The GUI is fast, shows accurate results and can be used easily. 
Best case is maximum compression in minimum runtime. Average case parameters are chosen in 
a random manner. Worst case cannot be tested as it depends on the data properties. All the tests 
are made with the GUI. Tests were conducted for best case and average case.  
a. Runtime analysis 
 Best case Average case Worst case 
RDPH[20] O(n) O(n log(n)) O(n^2) 
Convex Hull[18] O(n log(n)) O(n log(n)) O(n^2) 
Block Method O(n) O(row*column*block) O(n^2) 
 
Table 2. Theoretical time complexity analysis  
 
 
Figure 18. Runtime analysis in best case  
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Figure 19. Runtime analysis in average case  
From the runtime analysis, it is apparent  that it matches with the theoretical concept. For the best 
case, convex hull performs more slowly than the other two methods. The average case shows 
better performance than other methods. In this comparison,the block method performs better than 
the RDPH method. 
b. Compression analysis 
 
 Best case Average case Worst case 
RDPH 2 F(n) N 
Convex Hull 3 F(n) N 
Block Method 1 Row*Column N 
 
Table 3. Theoretical Compression analysis 
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 Figure 20. Compression analysis in Best case  
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 Figure 21. Compression analysis in average case  
From compression analysis, we can see that compression rate is high for the block method 
compared to other methods in both cases. The block method compression rate is predefined. If 
the number of divisions in each axis is between  to  where x is length of uncompressed 
points, we can have an accurate view of original data after compression. 
 
After testing we can come up with following result with respect to 1.4 million data points, 
 RDPH Convex Hull Block Method 
Points after 
compression 
2 250 1 
Compression rate 99.9998% 99.9762% 99.9999% 
Run time 0.1850 1.0199 0.0522 
Relative run time 3.5401 19.5383 1 
Table 4. Comparison for 1.4 million data points 
The table shows that for all the data points, maximum compression rate for the block method is 
99.9999%. For maximum compression it takes only 0.0522 seconds, which is 3.5 times faster 
than RDPH and 19.5 times faster than convex hull. 
 
Ahadul Imam, Justin Chi and Mohammad Mozumdar, DATA COMPRESSION AND VISUALIZATION FOR WIRELESS SENSOR NETWORKS
2112
 From the comparison we can come up with the following decision table, 
 RDPH Convex Hull Block Method Performance of 
Block Method 
Tolerance option One None Many Better 
Visualization Very good limited Excellent Better 
Returned points Unknown Unknown Known Better 
Visualization with 
respect to 
MATLAB[15, 17] 
Limited Very good Excellent Better 
Run time Good Excellent Very good Not as good as 
Convex Hull 
Compression rate Very good Good Excellent Better 
Table 5. Decision table based on result 
So, after considering all the properties we can see that the block method performs better than 
other methods. Only for runtime convex hull is bit better than the block method but it is not good 
enough to visualize data.  
 
V. CONCLUSION 
 
In this paper, it was shown that the proposed data point density based methodology can be an 
effective tool for data compression and visualization. Decreasing the amount of data to be 
transmitted and processed in a WSN using the proposed method would almost certainly reduce 
the strain on the nodes of the network. Furthermore, using a set of data space division parameters 
optimized for the specific application would serve to decrease the time spent compressing a data 
set. It follows that a wireless sensor node would then spend fewer processing resources such as 
memory space and battery power in order to compress the received data.  
Future improvements may include further analysis into the optimization of parameters and the 
algorithm code itself. Also, a WSN may benefit from implementation of the algorithm in a server 
or a cloud based computation service rather than at a wireless node. Because this would involve 
transmitting the uncompressed data, this type of implementation may be best realized if a WSN 
included a wired access point that can connect to a server or cloud based computation service. 
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