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Abstract
We study well-posedness and asymptotic dynamics of a coupled sys-
tem consisting of linearized 3D Navier–Stokes equations in a bounded
domain and a classical (nonlinear) full von Karman shallow shell equa-
tions that accounts for both transversal and lateral displacements on a
flexible part of the boundary. We also take into account rotational in-
ertia of filaments of the shell. Out main result shows that the problem
generates a semiflow in an appropriate phase space. The regularity
provided by viscous dissipation in the fluid allows us to consider simul-
taneously both cases of presence inertia in the lateral displacements
and its absence. Our second result states the existence of a compact
global attractor for this semiflow in the case of presence of (rotational)
damping in the transversal component and a particular structure of
external forces.
Keywords: Fluid–structure interaction, linearized 3D Navier–Stokes
equations, nonlinear shell, global attractor.
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1 Introduction
We consider a coupled (hybrid) system which describes an interaction of
a homogeneous viscous incompressible fluid which occupies a domain O
bounded by the (solid) walls of the container S and a horizontal (flat) bound-
ary Ω on which a thin (nonlinear) elastic shell is placed. The motion of the
fluid is described by linearized 3D Navier–Stokes equations. To describe
deformations of the shell we use the full von Karman shallow shell model
which accounts for both transversal and in-plane displacements. For details
∗e-mail: chueshov@univer.kharkov.ua
†e-mail: iryonok@gmail.com
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concerning the shell model chosen we refer to [42, 26, 27] and also to the
papers [28, 29, 30, 33, 35, 36] and the references therein.
This fluid-structure interaction model assumes that large deflections of
the shell produce small effect on the fluid. This corresponds to the case
when the fluid fills the container which is large in comparison with the size
of the plate.
We note that the mathematical studies of the problem of fluid–structure
interaction in the case of viscous fluids and elastic plates/bodies have a long
history. We refer to [8, 9, 13, 19, 20, 21, 24] and the references therein for
the case of plates/membranes, to [15] in the case of moving elastic bodies,
and to [1, 2, 3, 6, 7, 16] in the case of elastic bodies with the fixed interface;
see also the literature cited in these papers.
We also note that the global (asymptotic) dynamics in nonlinear plate-
fluid models were studied before in [9, 13]. The article [9] deals with a class
of fluid-plate interaction problems, when the plate, occupying Ω, oscillates in
longitudinal directions only. This kind of models arises in the study of blood
flows in large arteries (see, e.g., [19] and the references therein). A fluid-
plate interaction model, accounting for only transversal displacement of the
plate, was studied in [13]. In contrast our mathematical model formulated
below takes into account both transversal and in-plane displacements.
Let O ⊂ R3 be a bounded domain with a sufficiently smooth boundary
∂O. We assume that ∂O = Ω ∪ S, where
Ω ⊂ {x = (x1;x2; 0) : x
′ ≡ (x1;x2) ∈ R
2}
with a smooth contour Γ = ∂Ω and S is a surface which lies in the subspace
R
3
− = {x3 ≤ 0}. The exterior normal on ∂O is denoted by n. We have that
n = (0; 0; 1) on Ω.
We consider the following linear Navier–Stokes equations in O for the
fluid velocity field v = v(x, t) = (v1(x, t); v2(x, t); v3(x, t)) and for the pres-
sure p(x, t):
vt − ν∆v +∇p = Gf (t) in O × (0,+∞), (1)
div v = 0 in O × (0,+∞), (2)
where ν > 0 is the dynamical viscosity and Gf (t) is a volume force (which
may depend on t). We supplement (1) and (2) with the (non-slip) boundary
conditions imposed on the velocity field v = v(x, t):
v = 0 on S; v ≡ (v1; v2; v3) = (u1t ;u
2
t ;wt) on Ω, (3)
where u = u(x, t) ≡ (u1;u2;w)(x, t) is the displacement of the shell occu-
pying Ω. Here w stands for transversal displacement, u¯ = (u1;u2) — for
lateral (in-plane) displacements.
To describe the shell motion we use the full von Karman model which
takes into account the rotational inertia of the filaments and possible pres-
ence of in-plane acceleration terms (see the literature cited above).
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We denote by Tf (v) the surface force exerted by the fluid on the shell,
which is equal to Tn|Ω, where n is a outer unit normal to ∂O at Ω and
T = {Tij}
3
i,j=1 is the stress tensor of the fluid,
Tij ≡ Tij(v) = ν
(
vixj + v
j
xi
)
− pδij , i, j = 1, 2, 3.
Since n = (0; 0; 1) on Ω, we have that
Tf (v) = (ν(v
1
x3 + v
3
x1); ν(v
2
x3 + v
3
x2); 2ν∂x3v
3 − p).
Below for some simplification we assume that for the case considered Young’s
modulus E and Poisson’s ratio µ ∈ (0, 1/2) are such that Eh = 2(1 + µ),
where h is the thickness of the shell. In this case the (elastic) stress tensor
{Nij} is given by the formulas
N11 =
2
1− µ
(ε11 + µε22) , N22 =
2
1− µ
(ε22 + µε11) , N12 = ε12, (4)
where the deformation tensor {εij} has the form
ε11 = u
1
x1 + k1w +
1
2
(wx1)
2,
ε22 = u
2
x2 + k2w +
1
2
(wx2)
2,
ε12 = u
1
x2 + u
2
x1 +wx1wx2 .
Here k1 and k2 are curvatures of the initial form of the shell which are
sufficiently smooth functions of x′ ∈ Ω.
After an appropriate rescaling of the parameters and functions we can
model shell dynamics by the following equations
Mα(wtt + γwt) + ∆
2w + k1N11 + k2N22
− ∂x1(N11wx1 +N12wx2)− ∂x2(N12wx1 +N22wx2)
= G3(t)− 2ν∂x3v
3 + p in Ω× (0,∞), (5)
where Mα = 1− α∆, and
̺u1tt = ∂x1N11 + ∂x2N12 +G1(t)− ν(v
1
x3 + v
3
x1),
̺u2tt = ∂x1N12 + ∂x2N22 +G2(t)− ν(v
2
x3 + v
3
x2), (6)
where Gsh(t) ≡ (G1;G2;G3)(t) is a given body force applied to the shell.
α > 0 and ̺ ≥ 0 are constants which take into account rotational inertia
and in-plane inertia of the shell, respectively, γ is a non-negative parameter
which describes intensity of the viscous damping of the shell material.
We impose the clamped boundary conditions on the shell
u1|∂Ω = u
2|∂Ω = w|∂Ω =
∂w
∂n
∣∣∣∣
∂Ω
= 0 (7)
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and supply (1)–(7) with initial data for the velocity field v = (v1; v2; v3) and
the shell displacement vector u = (u1;u2;w) of the form1
v
∣∣
t=0
= v0, u
∣∣
t=0
= u0, wt
∣∣
t=0
= w1, ̺
[
u¯t
∣∣
t=0
− u¯1
]
= 0, (8)
where u¯ = (u1;u2). Here v0 = (v
1
0 ; v
2
0 ; v
3
0), u0 = (u
1
0;u
2
0;w0), w1, and u¯1 =
(u11;u
2
1) are given vector functions which we specify later.
We note that (2) and (3) imply the following compatibility condition∫
Ω
wt(x
′, t)dx′ = 0 for all t ≥ 0. (9)
This condition fulfills when∫
Ω
w(x′, t)dx′ = const for all t ≥ 0
and can be interpreted as preservation of the volume of the fluid.
We emphasize that even in the linear case we cannot split system (1)–
(8) into two sets of equations describing longitudinal and transversal plate
movements separately, i.e., we cannot reduce the model considered to the
cases studied in [9, 13]. The point is that the surface force Tf (v) is not
the sum of the corresponding loads in the models [9] and [13]. The models
in [9, 13] are much simpler in several respects. For instance, in the case of
longitudinal plate deformations only (see [9]) the equations which correspond
to (6) do not contain the terms v3xi and the model does not require any
compatibility conditions like (9) because the volume of the fluid obviously
preserves in the case of longitudinal deformations. In the case of purely
transversal displacements [13] the force exerted on the plate by the fluid
contains the pressure only.
In the following remark we describe some structural properties of the
shell model chosen.
Remark 1.1 (A) One can see that the equations for the in-plane displace-
ment vector u¯ = (u1;u2) can be written in the vector form as follows:
̺u¯tt +Au¯ = B(w) + (G1(t)− ν(v
1
x3 + v
3
x1);G2(t)− ν(v
2
x3 + v
3
x2)), (10)
where the operator A in (10) is defined by
A = −
(
(1 + λ)∂2x1 + ∂
2
x2 λ∂x1x2
λ∂x1x2 ∂
2
x1 + (1 + λ)∂
2
x2
)
with λ = 1+µ1−µ and D(A) = [H
2(Ω)
⋂
H10 (Ω)]
2. The nonlinear term B(w) in
(10) has the form
B(w) =

1
1− µ
∂x1
[
2κ1w + (wx1)
2 + µ(wx2)
2
]
+ ∂x2 [wx1wx2 ]
∂x1 [wx1wx2 ] +
1
1− µ
∂x2
[
2κ2w + (wx2)
2 + µ(wx1)
2
]
 ,
1 We put the multiplier ̺ in the fourth relation of (8) to emphasize that this relation
is not needed in the case of negligibly small in-plane inertia (̺ = 0).
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where κ1 = k1+µk2 and κ2 = k2+µk1. Thus for fixed w and v the equations
for the in-plain displacement u¯ are similar to the standard equations of 2D
(linear) elasticity theory.
(B) The equations in (5) and (6) can be also written in the form
(1− α∆)(wtt + γwt) + ∆
2w + trace {KN (u)}
= div {N (u)∇w} +G3(t)− 2ν∂x3v
3 + p
and
̺u¯tt = div {N (u)} +
(
G1(t)− ν(v
1
x3 + v
3
x1)
G2(t)− ν(v
2
x3 + v
3
x2)
)
,
where K = diag (k1, k2) and
N (u) ≡
(
N11 N12
N12 N22
)
= C (ǫ0(u¯) + wK + f(∇w))
with u¯ = (u1;u2), C (ǫ) = 2(1− µ)
−1 [µ trace ǫ · I + (1− µ)ǫ] and
ǫ0(u¯) =
1
2
(∇u¯+∇T u¯), f(s) =
1
2
s⊗ s, s ∈ R2.
This form of the full von Karman system was used earlier by many authors
in the case when the fluid velocity field v is absent and ki ≡ 0 (see, e. g., [33]
or [23] and the references therein).
Our main goal in this paper is to prove well-posedness of the problem
in (1)–(9) in the class of finite energy solutions (see Theorem 3.3) and to
show a possibility of compact long-time dynamics (see Theorem 5.1 on the
existence of a compact global attractor). We note for the proof of unique-
ness in Theorem 3.3 relies substantially on the H1-regularity of wt, which
follows from the structure of the mass operator Mα and involves Sedenko’s
method (see [35, 36]). To prove the existence of a global attractor in The-
orem 5.1 we use J.Ball’s method (see [5] and [32]). To apply this method
we need the property γ > 0, i.e., assume a presence of rotational damping
in the transversal component of displacement. The question whether the
system under consideration demonstrates compact long-time behavior with-
out mechanical damping in the shell component is still open. In contrast
we note that the existence of global attractors in the models considered in
[9, 13] does not require any mechanical damping and compact asymptotic
dynamics of the corresponding system is guaranteed by viscous dissipation
of fluid. One of the reasons for this is that the models in [9, 13] do not
include higher order (rotational type) inertial terms and thus the finiteness
of the full dissipation integral for the displacement follows from the viscosity
of the fluid via the compatibility condition in (3).
The paper organized as follows. In Section 2 we provide some preliminary
material related to Sobolev spaces and the Stokes problem. In Section 3 we
state and prove our main well-posedness result. Section 5 deals with long-
time dynamics.
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2 Preliminaries
In this section we introduce Sobolev type spaces we need and provide with
some results concerning the Stokes problem.
2.1 Spaces and notations
To introduce Sobolev spaces we follow approach presented in [40].
Let D be a sufficiently smooth domain and s ∈ R. We denote by Hs(D)
the Sobolev space of order s on the set D which we define as a restriction
(in the sense of distributions) of the space Hs(Rd) (introduced via Fourier
transform). We define the norm in Hs(D) by the relation
‖u‖2s,D = inf
{
‖w‖2s,Rd : w ∈ H
s(Rd), w = u on D
}
We also use the notation ‖ · ‖D = ‖ · ‖0,D and (·, ·)D for the corresponding
L2 norm and inner product. We denote by H
s
0(D) the closure of C
∞
0 (D) in
Hs(D) (with respect to ‖ · ‖s,D) and introduce the spaces
Hs∗(D) :=
{
f
∣∣
D
: f ∈ Hs(Rd), supp f ⊂ D
}
, s ∈ R.
Below we need them to describe boundary traces on Ω ⊂ ∂O. We endow
the classes Hs∗(D) with the induced norms ‖f‖
∗
s,D = ‖f‖s,Rd for f ∈ H
s
∗(D).
It is clear that
‖f‖s,D ≤ ‖f‖
∗
s,D, f ∈ H
s
∗(D).
However, in general the norms ‖ · ‖s,D and ‖ · ‖
∗
s,D are not equivalent. It is
known that (see [40, Theorem 4.3.2/1]) that C∞0 (D) is dense in H
s
∗(D) and
Hs∗(D) ⊂ H
s
0(D) ⊂ H
s(D), s ∈ R;
Hs0(D) = H
s(D), −∞ < s ≤ 1/2;
Hs∗(D) = H
s
0(D), − 1/2 < s <∞, s− 1/2 6∈ {0, 1, 2, . . .}.
In particular, Hs∗(D) = H
s
0(D) = H
s(D) for |s| < 1/2. Note that in the
notations of [31] the space H
m+1/2
∗ (D) is the same as H
m+1/2
00 (D) for every
m = 0, 1, 2, . . . , and for s = m+ σ with 0 < σ < 1 we have
‖u‖∗s,D =
‖u‖2s,D + ∑
|α|=m
∫
D
|Dαu(x)|2
d(x, ∂D)2σ
dx

1/2
,
where d(x, ∂D) is the distance between x and ∂D. The norm ‖ · ‖∗s,D is
equivalent to ‖ · ‖s,D in the case when s > −1/2 and s− 1/2 6∈ {0, 1, 2, . . .}.
Understanding adjoint spaces with respect to duality between C∞0 (D)
and [C∞0 (D)]
′ by Theorems 4.8.1 and 4.8.2 from [40] we also have that
[Hs∗(D)]
′ = H−s(D), s ∈ R, and [Hs(D)]′ = H−s∗ (D), s ∈ (−∞, 1/2).
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Below we also use the factor-spaces Hs(D)/R with the naturally induced
norm.
To describe fluid velocity fields we introduce the following spaces.
Let C (O) be the class of C∞ vector-valued solenoidal (i.e., divergence-
free) functions on O which vanish in a neighborhood of S. We denote by X
the closure of C (O) with respect to the L2-norm and by V the closure with
respect to the H1(O)-norm. One can see that
X =
{
v = (v1; v2; v3) ∈ [L2(O)]
3 : div v = 0, γnv ≡ (v, n) = 0 on S
}
;
(11)
and
V =
{
v = (v1; v2; v3) ∈ [H1(O)]3 : div v = 0, v = 0 on S
}
.
We equipX with L2-type norm ‖·‖O and denote by (·, ·)O the corresponding
inner product. The space V is endowed with the norm ‖ · ‖V = ‖∇ · ‖O. For
some details concerning this type spaces we refer to [39], for instance.
We also need the Sobolev spaces consisting of functions with zero average
on the domain Ω, namely we consider the space
L̂2(Ω) =
{
u ∈ L2(Ω) :
∫
Ω
u(x′)dx′ = 0
}
and also Ĥs(Ω) = Hs(Ω)∩ L̂2(Ω) for s > 0 with the standard H
s(Ω)-norm.
The notations Ĥs∗(Ω) and Ĥ
s
0(Ω) have a similar meaning.
To describe shell displacement we use the spaces
W = H10 (Ω)×H
1
0 (Ω)×H
2
0 (Ω), Y = L2(Ω)× L2(Ω)×Hα, (12)
whereHα equals to Ĥ
1
0 (Ω) with the equivalent norm ||·||
2
Hα
= ||·||2Ω+α||∇·||
2
Ω
and corresponding inner product.
Remark 2.1 Below we also use Ĥ20 (Ω) as a state space for the displacement
of the plate. It is clear that Ĥ20 (Ω) is a closed subspace of H
2
0 (Ω). We denote
by P̂ the projection on Ĥ20 (Ω) in H
2
0 (Ω) which is orthogonal with respect
to the inner product (∆·,∆·)Ω. One can see that (I − P̂ )H
2
0 (Ω) consists of
functions u ∈ H20 (Ω) such that ∆
2u = const and thus has dimension one.
2.2 Stokes problem
In further considerations we need some regularity properties of the terms
responsible for fluid–plate interaction. To this end we consider the following
Stokes problem
−ν∆v +∇p = g, div v = 0 in O;
v = 0 on S; v = ψ = (ψ1;ψ2;ψ3) on Ω, (13)
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where g ∈ [L2(O)]3 and ψ ∈ [L2(Ω)]2×L̂2(Ω) are given. This type of bound-
ary value problems for the Stokes equation was studied by many authors
(see, e.g., [25] and [39] and references therein). We collect some properties
of solutions to (13) in the following assertion.
Proposition 2.2 The following statements hold.
(1) Let g ∈ [H−1+σ(O)]3, and ψ ∈ [H
1/2+σ
∗ (Ω)]
3 with
∫
Ω ψ
3(x′)dx′ = 0.
Then for every 0 ≤ σ ≤ 1 problem (13) has a unique solution {v; p}
in [H1+σ(O)]3 × [Hσ(O)/R] such that
‖v‖[H1+σ(O)]3 + ‖p‖Hσ(O)/R ≤ c0
{
‖g‖[H−1+σ(O)]3 + ‖ψ‖[Hσ+1/2∗ (Ω)]3
}
.
(14)
(2) If g = 0, ψ ∈ [H
−1/2+σ
∗ (Ω)]
3, 0 ≤ σ ≤ 1,
∫
Ω ψ
3(x′)dx′ = 0, then
‖v‖[Hσ(O)]3 + ‖p‖H−1+σ(O)/R ≤ c0‖ψ‖[H−1/2+σ∗ (Ω)]3
. (15)
In particular, we can define a linear operator N0 : [L
2(Ω)]2× L̂2(Ω) 7→
[H1/2(O)]3 by the formula
N0ψ = w iff
{
−ν∆w +∇p = 0, divw = 0 in O;
w = 0 on S; w = ψ on Ω,
(16)
for ψ ∈ [L2(Ω)]2 × L̂2(Ω) (N0ψ solves (13) with g ≡ 0). It follows
from (14) and (15) that
N0 : [H
s
∗(Ω)]
2 × Ĥs∗(Ω) 7→ [H
1/2+s(O)]3 ∩X continuously
for every −1/2 ≤ s ≤ 3/2.
Proof. We just combine proof of Proposition 2.1 [9] and Proposition 2.2
[13]. The argument in these references rely on the consideration in [25, 39]
and also in [18]. 
3 Well-Posedness Theorem
To define weak (variational) solutions to (1)-(8) we need the following class
LT of test functions φ on O:
LT =
φ
∣∣∣∣∣∣∣∣∣
φ ∈ L2(0, T ;
[
H1(O)
]3
), φt ∈ L2(0, T ; [L2(O)]
3),
divφ = 0, φ|S = 0, φ|Ω = b = (b
1; b2; d),
d ∈ L2(0, T ; Ĥ
2
0 (Ω)), b
j ∈ L2(0, T ;H
1
0 (Ω)), j = 1, 2,
dt ∈ L2(0, T ; Ĥ
1
0 (Ω)), b
j
t ∈ L2(0, T ;L2(Ω)), j = 1, 2.
 .
We also denote L0T = {φ ∈ LT : φ(T ) = 0}.
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Definition 3.1 A pair of vector functions (v(t);u(t)) with v = (v1; v2; v3)
and u = (u1;u2;w) is said to be a weak solution to the problem in (1)–(9)
on a time interval [0, T ] if
• v ∈ L∞(0, T ;X)
⋂
L2(0, T ;V );
• u ∈ L∞(0, T ;H
1
0 (Ω)×H
1
0 (Ω)×H
2
0 (Ω));
• ut ∈ L2(0, T ;
[
H
1/2
∗ (Ω)
]3
) and the compatibility condition v(t)|Ω =
(u1t ;u
2
t ;wt)(t) holds for almost all t ∈ [0, T ];
• (̺u1t ; ̺u
2
t ;wt) ∈ L∞(0, T ;L2(Ω)× L2(Ω)×Hα) and u(0) = u0;
• for every φ ∈ L0T with φ|Ω = b = (b
1; b2; d) the following equality holds:
−
∫ T
0
(v, φt)Odt+ ν
∫ T
0
E(v, φ)Odt−
∫ T
0
[
(Mαwt, dt)Ω + ̺(u¯t, b¯t)Ω
]
dt
+ γ
∫ T
0
(Mαwt, d)Ωdt+
∫ T
0
(∆w,∆d)Ωdt+
∫ T
0
a(u¯, b¯)Ωdt+
∫ T
0
q(u, b)Ωdt
= (v0, φ(0))O + (Mαw1, d(0))Ω + ̺(u¯1, b¯(0))Ω
+
∫ T
0
(Gf (t), φ)Odt+
∫ T
0
(Gsh(t), b)Ωdt, (17)
where u¯ = (u1;u2), b¯ = (b1; b2) and also
E(u, φ) =
1
2
3∑
i,j=1
(
vjxi + v
i
xj
)(
φjxi + φ
i
xj
)
,
a(u¯, b¯) =
2∑
i=1
(∇ui,∇bi)Ω +
1 + µ
1− µ
(divu,divb)Ω, (18)
q(u, b) =(k1N11 + k2N22, d)Ω
+ (N11wx1 +N12wx2 , dx1)Ω + (N12wx1 +N22wx2 , dx2)Ω
+
1
1− µ
[
((wx1)
2 + µ(wx2)
2, b1x1)Ω + ((wx2)
2 + µ(wx1)
2, b2x2)Ω
]
+ (wx1wx2 , b
1
x2 + b
2
x1)Ω +
2
1− µ
(w, κ1b
1
x1 + κ1b
2
x2)Ω.
Remark 3.2 (1) In the case when we neglect the inertia of longitudinal
deformations (̺ = 0) the equations in (6) (or in (10)) become elliptic. How-
ever we keep the initial data for the in-plane displacement (u1;u2). The
point is that the first order evolution for (u1;u2) goes from the boundary
condition for the fluid velocity in (3).
(2) It also follows from (3) and from the standard trace theorem that
for every weak solution (v(t);u(t)) we have that
||w(t)||2
H
1/2
∗ (Ω)
+ ||u1t (t)||
2
H
1/2
∗ (Ω)
+ ||u2t (t)||
2
H
1/2
∗ (Ω)
≤ C||∇v(t)||2O (19)
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for almost all t ∈ [0, T ]. This estimate does not depend on ̺ ≥ 0 and provide
us an additional regularity estimate for in-plane shell velocities even in the
case ̺ = 0. Below we use this observation to suggest unified way to prove
well-posedness result not distinguishing cases ̺ > 0 and ̺ = 0 (in contrast
with [42], see also [35] (̺ = 0) and [36] (̺ > 0)).
(3) Taking in (17) φ(t) =
∫ T
t χ(τ)dτ · ψ, where χ is a smooth scalar
function and ψ belongs to the space
V˜ =
{
ψ ∈ V
∣∣∣ ψ|Ω = β ≡ (β1;β2; δ) ∈ H10 (Ω)×H10 (Ω)× Ĥ20 (Ω)} , (20)
one see that the weak solution (v(t);u(t)) satisfies the relation
(v(t), ψ)O + (Mαwt(t), δ)Ω + ̺(u¯t(t), β¯)Ω
= (v0, ψ)O + (Mαw1, δ)Ω + ̺(u¯1, β¯)Ω
−
∫ t
0
[
νE(v, ψ) + (∆w,∆δ)Ω + a(u¯, β¯) + γ(Mαwt, δ)Ω
+ q(u, β)− (Gf , ψ)O − (Gsh, β)Ω
]
dτ (21)
for all t ∈ [0, T ] and ψ ∈ V˜ with ψ
∣∣
Ω
= β = (β1;β2; δ) and β¯ = (β1;β2).
As a phase space we use
H =
{
{(v0;u0;u1) ∈ X ×W × Y : v0 = u1 on Ω} , ̺ > 0,{
(v0;u0;w1) ∈ X ×W ×Hα : (v0)
3 = w1 on Ω
}
̺ = 0
(22)
with the norm
‖(v0;u0;u1)‖
2
H = ‖v0‖
2
O + ‖u0‖
2
W + ‖w1‖
2
Hα + ̺||(u
1
1, u
2
1)||
2
Ω,
where W and Y are given by (12). We also denote by Ĥ a subspace in H of
the form
Ĥ =
{
(v0;u0;u1) ∈ H : w0 ∈ Ĥ
2
0 (Ω)
}
,
where w0 is the third component of the initial displacement vector u0.
Our main result in this section is the following well-posedness theorem.
Theorem 3.3 Assume that U0 = (v0;u0;u1) ∈ H, Gf (t) ∈ L2(0, T ;V
′),
Gsh(t) ∈ L2
(
0, T ;
[
H−1/2(Ω)
]2
× H−1(Ω)
)
, γ ≥ 0. We also assume that
̺ ≥ 0 (in the case ̺ = 0 the data u¯1 are not fixed). Then for any interval
[0, T ] there exists a unique weak solution (v(t);u(t)) to (1)–(9) with the
initial data U0. This solution possesses the following properties:
• In the case ̺ > 0 we have
U(t;U0) ≡ U(t) ≡ (v(t);u(t);ut(t)) ∈ C(0, T ;X ×W × Y ), (23)
If ̺ = 0, then
U(t;U0) ≡ U(t) ≡ (v(t);u(t);wt(t)) ∈ C(0, T ;X ×W ×Hα). (24)
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• The solutions depends continuously (both in strong and weak sense) on
initial data. More precisely, if ̺ > 0 and Un → U0 in the norm of H
(resp. weakly in H), then U(t;Un) → U(t;U0) strongly (resp. weakly)
in H for each t > 0. In the case ̺ = 0 the corresponding convergence
take place in X ×W ×Hα.
• The energy balance equality
E(v(t), u(t), ut(t)) + ν
∫ t
0
E(v, v)dτ + γ
∫ t
0
||wt||
2
Hαdτ
= E(v0, u0, u1) +
∫ t
0
(Gf , v)Odτ +
∫ t
0
(Gsh, ut)Ωdτ (25)
is valid for every t > 0, where the energy functional E is defined by the
relation
E(v, u, ut) =
1
2
[
‖v‖2O + ‖M
1/2
α wt‖
2
Ω + ̺‖u¯t‖
2
Ω + ‖∆w‖
2
Ω +Q(u)
]
(26)
with
Q(u) =
2
(1− µ)
∫
Ω
(
ε211 + ε
2
22 + 2µε11ε22 +
1
2
(1− µ)ε212
)
=
1
2(1 + µ)
∫
Ω
(
N211 +N
2
22 − 2µN11N22 + 2(1 + µ)N
2
12
)
. (27)
Proof of Theorem 3.3
We start with the following elliptic type property of the functional Q(u).
Proposition 3.4 There exists a positive constant C such that for every
u = (u1;u2;w) ∈W = H10 (Ω)×H
1
0 (Ω)×H
2
0 (Ω) we have that
||u1||21,Ω + ||u
2||21,Ω ≤ C
[
Q(u) + ‖w‖2Ω + ‖w‖
4
3/2,Ω
]
. (28)
Proof. One can see that
[
uixi
]2
≤ 2ε2ii + 2
[
kiw +
1
2
(wxi)
2
]2
,
[
u1x2 + u
2
x1
]2
≤ 2ε212 + 2 [wx1wx2 ]
2 .
Therefore using the embedding H1/2(Ω) ⊂ L4(Ω) we obtain that∫
Ω
[(
u1x1
)2
+
(
u1x1
)2
+
(
u1x2 + u
2
x1
)2]
dx′ ≤ C
[
Q(u) + ‖w‖2Ω + ‖w‖
4
3/2,Ω
]
.
Thus, property (28) follows from the Korn inequality (see, e.g., Theorem 3.1
in Chapter 3 of [17]). 
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Now we use the compactness method and split the argument into several
steps.
Step 1. Existence of an approximate solution for the case ̺ > 0. For the
construction of Galerkin’s approximations in this case we use the same idea
as in [13] (which was inspired by the method developed in [8] for the case of
a linear plate interacting with nonlinear Navier-Stokes equations).
Let {ψi}i∈N be the orthonormal basis in X˜ = {v ∈ X : v
∣∣
Ω
= 0} consist-
ing of the eigenvectors of the Stokes problem:
−∆ψi +∇pi = µiψi in O, divψi = 0, ψi|∂O = 0.
Here 0 < µ1 ≤ µ2 ≤ · · · are the corresponding eigenvalues. Denote by
{ξi}i∈N the basis in Ĥ
2
0 (Ω) which consists of the eigenfunctions of the fol-
lowing problem
(∆ξi,∆w)Ω = κˆi(Mαξi, w)Ω, ∀w ∈ Ĥ
2
0 (Ω),
with the eigenvalues 0 < κˆ1 ≤ κˆ2 ≤ . . . and such that (Mαξi, ξj)Ω = δij .
Further, let {ηi}i∈N be the basis in H
1
0 (Ω)×H
1
0 (Ω) which consists of eigen-
functions of the problem
a(ηi, w) = κ˜i(ηi, w)Ω, ∀w ∈ H
1
0 (Ω)×H
1
0 (Ω),
with the eigenvalues 0 < κ˜1 ≤ κ˜2 ≤ . . . and ||ηi||Ω = 1. The form a(η,w) is
given by (18).
Let φˆi = N0(0; 0; ξi) and φ˜i = N0(ηi; 0), where the operator N0 is defined
by (16). One can see that ηi ∈ [H
3/2−δ(Ω)]2. Therefore by Proposition 2.2
we have that φˆi, φ˜i ∈ [H
2−δ(O)]3 ∩ V for every δ > 0.
In what follows we suppose φi = φ˜i, ζi = (ηi; 0), κi = κ˜i, and γi = 0;
φn+i = φˆi, ζn+i = (0, 0, ξi), κn+i = κˆi, and γn+i = γ for i = 1, . . . , n. We
also define the parameter ̺i by the relations: ̺i = ̺ for i = 1, . . . , n and
̺i = 1 for i = n+ 1, . . . , 2n.
We define an approximate solution as a pair of functions (vn,m;un):
vn,m(t) =
m∑
i=1
αi(t)ψi +
2n∑
j=1
β˙j(t)φj ,
un(t) =
2n∑
j=1
βj(t)ζj + (0; 0; (I − P̂ )w0), (29)
which satisfy the relations
α˙k(t) +
2n∑
j=1
β¨j(t)(φj , ψk)O + νµkαk(t) + ν
2n∑
j=1
β˙j(t)E(φj , ψk)O = (Gf , ψk)O
(30)
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for k = 1...m, and
m∑
i=1
α˙i(t)(ψi, φk)O +
2n∑
j=1
β¨j(t)(φj , φk)O + ̺kβ¨k(t)
+ ν
m∑
i=1
αi(t)E(ψi, φk)O + ν
2n∑
j=1
β˙j(t)E(φj , φk)O + κkβk(t)+
+ γkβ˙k(t) + q(un(t), ζk) = (Gf (t), φk)O + (Gsh(t), ζk)Ω (31)
for k = 1, . . . , 2n. This system of ordinary differential equations is endowed
with the initial data
vv,m(0) = Πm(v0 −N0(0; 0;w1)) +N0(0; 0;Pnw1),
un(0) = (Rn(u
1
0;u
2
0);PnP̂w0 + (I − P̂ )w0), u˙n(0) = (Rn(u
1
1;u
2
1);Pnw1),
where Πm is the orthoprojector on Lin{ψj : j = 1, . . . ,m, } in X˜, Pn is
orthoprojector on Lin{ξi : i = 1, . . . , n} in L̂2(Ω) and Rn is orthoprojector
on Lin{ηi : i = 1, . . . , n} in L2(Ω) × L2(Ω). Since Πm, Rn and Pn are
spectral projectors we have that
(vv,m(0);un(0); u˙n(0))→ (v0;u0;u1) strongly in H as m,n→∞. (32)
We can rewrite system (30) and (31) as
M
d
dt
(
α(t)
β˙(t)
)
+ g(α(t), β(t), β˙(t)) = G(t)
for some locally Lipschitz function g : Rm+4n 7→ Rm+2n, where the function
G lies in L2(0, T ;R
m+2n) and
M =
[
0 0
0 R
]
+
[
{(ψi, ψj)O}
m
j,k=1 {(ψl, φk)O}
m,2n
l,k=1
{(φk, ψl)O}
2n,m
l,k=1 {(φi, φj))O}
2n
j,k=1
]
, (33)
where R = diag{̺1, . . . , ̺2n}. The first matrix in (33) is nonnegative and the
second one is symmetric and strictly positive (since the functions {ψi, φj :
i = 1, . . . ,m, j = 1, . . . , 2n} are linearly independent). Therefore system
(30) and (31) has a unique solution on some time interval [0, T ′].
It follows from (29) that
vn,m(t) =
m∑
i=1
αi(t)ψi +N0[∂tun(t)],
whereN0 is given by (16). This implies the following boundary compatibility
condition
vn,m(t) = ∂tun(t) on Ω. (34)
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Step 2. A priori estimate and limit transition, ̺ > 0. Multiplying (30)
by αk(t) and (31) by β˙k(t), after summation we obtain an energy relation of
the form (25) for the approximate solutions (vn,m;un) (for a similar argu-
ment we refer to [13] and also to the classical source [42] on (non-interacting)
shell evolution). By Proposition 3.4 and relation (19) this implies the fol-
lowing a priori estimate:
sup
t∈[0,T ]
‖vn,m(t)‖
2
O+
sup
t∈[0,T ]
[
‖M1/2α ∂twn(t)‖
2
Ω + ̺‖∂tu¯n(t)‖
2
Ω + ‖∆wn(t)‖
2
Ω + ‖u¯n(t)‖
2
1,Ω
]
+
∫ T
0
‖∇vn,m(t)‖
2
Ωdt+
∫ T
0
‖∂tu¯n(t)‖
2
[H
1/2
∗ (Ω)]2
dt ≤ CT (35)
for any existence interval [0, T ] of approximate solutions, where the constant
CT does not depend on n and m. In particular, this implies that any ap-
proximate solution can be extended on any time interval by the standard
procedure, i.e., the solution is global. It also follows from (35) that the
sequence {(vn,m;un; ∂tun)} contains a subsequence such that
(vn,m;un; ∂tun)⇀ (v;u; ∂tu) ∗ -weakly in L∞(0, T ;H), (36)
vn,m ⇀ v weakly in L2(0, T ;V ). (37)
Moreover, by the Aubin-Dubinsky theorem (see, e.g., [37, Corollary 4]) we
can assert that
un → u strongly in C(0, T ;H
1−ε
0 (Ω)×H
1−ε
0 (Ω)×H
2−ǫ
0 (Ω)) (38)
for every ε > 0. Besides, the standard trace theorem yields
vn,m ⇀ v weakly in L2
(
0, T ;
[
H1/2(∂O)
]3)
, (39)
thus, we have
∂tun ⇀ ∂tu weakly in L2(0, T ;H
1/2
∗ (Ω)). (40)
One can see that (vn,m;un; ∂tun)(t) satisfies (17) with the test function
φ of the form
φ = φp,q =
p∑
i=1
γi(t)ψi +
q∑
j=1
δj(t)φˆj +
q∑
j=1
ηj(t)φ˜j , (41)
where p ≤ m, q ≤ n and γi, δj , ηj are scalar absolutely continuous functions
on [0, T ] with time derivatives from L2(0, T ), such that γi(T ) = δj(T ) =
ηj(T ) = 0. Using (36) and (37), we can easily pass to the limit in linear
terms. Limit transition in the nonlinear terms can be done the same way as
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in [42] (see also [33] or [23] for the same type argument). Thus, one can show
that (v;u; ∂tu)(t) satisfies (17) with φ = φp,q, where p and q are arbitrary.
By (32) and (38) we have u(0) = u0. The compatibility condition (3) follows
from (34), (40) and (39).
We conclude the proof of the existence of weak solutions by showing that
any function φ in LT can be approximated by a sequence of functions of the
form (41), we refer to [13] for a similar argument in the case of zero in-plane
deformations.
This solution satisfies the energy inequality:
E(v(t), u(t), ut(t)) + ν
∫ t
0
||∇v||2Odτ + γ
∫ t
0
||wt(τ)||
2
Hαdτ
≤ E(v0, u0, u1) +
∫ t
0
(Gf (τ), v)Odτ +
∫ t
0
(Gsh(τ), ut)Ωdτ
for almost all t > 0, where the energy functional E is defined by (26).
Step 3. Existence of weak solutions in the case ̺ = 0. We fix some
u¯1 from L2(Ω) and consider the corresponding solution (v̺(t);u̺(t)) with
̺ > 0. As above, Proposition 3.4 and relation (19) imply the following a
priori estimate:
ess sup
t∈[0,T ]
[
‖v̺(t)‖
2
O + ‖M
1/2
α ∂tw̺(t)‖
2
Ω + ‖∆w̺(t)‖
2
Ω + ‖u¯̺(t)‖
2
1,Ω
]
+
∫ T
0
‖∇v̺(t)‖
2
Ωdt+
∫ T
0
‖∂tu¯̺(t)‖
2
[H
1/2
∗ (Ω)]2
dt ≤ CT (42)
for any interval [0, T ], where the constant CT does not depend ̺ ∈ (0, 1).
This implies that the family {(v̺;u̺; ∂tu̺)} contains a subsequence such
that
(v̺;u̺)⇀ (v;u) ∗ -weakly in L∞(0, T ;X ×W ),
∂tw̺ ⇀ ∂tw ∗ -weakly in L∞(0, T ;H
1
0 (Ω)),
v̺ ⇀ v weakly in L2(0, T ;V ),
when ̺→ 0, and also
v̺ ⇀ v weakly in L2(0, T ;H
1/2(∂O)),
∂tu̺ ⇀ ∂tu weakly in L2
(
0, T ;
[
H1/2(∂O)
]3)
Therefore we have that
u̺ → u strongly in C(0, T ;H
1−ε
0 (Ω)×H
1−ε
0 (Ω)×H
2−ǫ
0 (Ω))
for every ε > 0. This allows us to make limit transition when ̺→ 0 in (17)
and prove the existence of weak solutions for the case ̺ = 0.
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Step 4. Uniqueness. We use the same idea as in [36]. However the
additional regularity of u¯t (see Remark 3.2(2)) makes it possible to cover
both cases ̺ > 0 and ̺ = 0 simultaneously.
Let (v̂(t); û(t)) and (v˜(t); u˜(t)) be two solutions to the problem in ques-
tion with the same initial data. These solutions satisfy (42) and their dif-
ference (v(t);u(t)) = (v̂(t)− v˜(t); û(t)− u˜(t)) possesses properties
v = (v1; v2; v3) ∈ L∞(0, T ;X)
⋂
L2(0, T ;V );
u = (u1;u2;w) ∈ L∞(0, T ;H
1
0 (Ω)×H
1
0 (Ω)×H
2
0 (Ω));
wt ∈ L∞(0, T ;Hα), (u
1
t ;u
2
t ) ∈ L2(0, T ; [H
1/2
∗ (Ω)]
2);
and by (21) satisfies the relation
(v(s), ψ)O + (Mαwt(s), δ)Ω + ̺(u¯t(s), β¯)Ω
= −
∫ s
0
[
νE(v, ψ) + (∆w,∆δ)Ω + a(u¯, β¯)
+ γ(Mαwt, δ)Ω + q(û, β)− q(u˜, β)
]
dτ (43)
for all s ∈ [0, T ] and ψ ∈ V˜ with ψ
∣∣
Ω
= β = (β1;β2; δ) and β¯ = (β1;β2),
where V˜ is defined by (20).
One can see that u(t) lies in H10 (Ω)×H
1
0 (Ω)×H
2
0 (Ω) for each t ≥ 0 and
ψ = i[v](s) ≡
∫ s
0
v(σ)dσ ∈ V˜ with ψ
∣∣
Ω
= β = u(s) for each s ∈ [0, T ],
where we have introduced the notation
i[h](s) =
∫ s
0
h(σ)dσ, s ∈ [0, T ],
for any integrable function h(t) with values in some Banach space.
Substituting this ψ in (43) for the fixed s ∈ [0, T ] after integration from
0 to t over s we obtain that
ξ(t) + ̺‖u¯(t)‖2Ω ≤ 2
∣∣∣∣∫ t
0
ds
∫ s
0
dτ [q(û(τ), u(s)) − q(u˜(τ), u(s))]
∣∣∣∣ . (44)
where
ξ(t) =‖i[v](t)‖2O + ‖M
1/2
α w(t)‖
2
Ω + 2ν
∫ t
0
dsE (i[v](s), i[v](s)))
+ 2γ
∫ t
0
||M1/2α w(s)||
2
Ωds+ ‖∆i[w](t)‖
2
Ω + a (i[u¯](t), i[u¯](t)) .
Now we estimate the integral term in (44). We first note that the term
q(û(τ), u(s)) has the structure
q(û(τ), u(s)) =
4∑
j=1
qj(û(τ), u(s)).
Here
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• q1(û, u(s)) is a linear combination of terms of the form (κ0ŵ, w(s))Ω
and (κliDlû
i, w(s))Ω, where Dl = ∂xl and κ0, κli are smooth function,
l, i = 1, 2;
• q2(û, u(s)) is a linear combination of terms of the form
(DlŵDiŵ, w(s))Ω, (DlŵDiŵDkŵ,Dmw(s))Ω, (κlmŵDlŵ,Dmw(s))Ω;
• q3(û, u(s)) is a combination of the terms (Dkŵ,Dlŵ,Dmu
i(s))Ω with
i = 1, 2;
• q4(û, u(s)) consists of the terms (Dkû
i,Dlŵ,Dmw(s))Ω with i = 1, 2.
We also denote
Im(t) =
∫ t
0
ds
∫ s
0
dτ [qm(û(τ), u(s)) − qm(u˜(τ), u(s))]
=
∫ t
0
dτ [qm(û(τ), i[u](t) − i[u](τ)) − qm(u˜(τ), i[u](t) − i[u](τ)] .
Below the notation a ∼ bi means that a is a linear combination of terms bi
and a . bi means that a can be estimated by a linear combination of bi.
With these notations we have
I1(t) ∼
∫ t
0
ds
∫ s
0
dτ
[
(κ0w(τ), w(s))Ω) + (κliDlu
j(τ), w(s))Ω
]
=
∫ t
0
ds
[
(κ0i[w](s), w(s))Ω) + (κliDli[u
j ](s), w(s))Ω
]
.
This implies that
|I1(t)| ≤ C
∫ t
0
ξ(s)ds, t ∈ [0, T ]. (45)
The most complicated term in q2 is
r(ŵ, w(s)) := (DlŵDiŵDkŵ,Dmw(s))Ω.
We consider
I[r] =
∫ t
0
ds
∫ s
0
dτ [r(ŵ(τ), w(s)) − r(w˜(τ), w(s))]
∼
∫ t
0
dτ (Dlw
∗(τ)Diw
∗(τ)Dkw(τ),Dmi[w](t) −Dmi[w](τ))Ω ,
where w∗ is either ŵ or w˜. Since H1(Ω) ⊂ Lp(Ω) for every 1 ≤ p <∞
|I[r]| ≤C
∫ t
0
[
‖ŵ(τ)‖22,Ω + ‖w˜(τ)‖
2
2,Ω
]
× ‖w(τ)‖1,Ω [‖i[w](t)‖2,Ω + ‖i[w](τ)‖2,Ω] dτ
≤ε‖i[w](t)‖22,Ω + Cε
∫ t
0
[
‖w(τ)‖21,Ω + ‖i[w](τ)‖
2
2,Ω
]
dτ
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fore every ε > 0, where the constant Cε depends on T and on bounds for
solutions ŵ and w˜.
Using a similar argument in other terms of q2 we obtain the estimate
|I2(t)| ≤ εξ(t) + Cε
∫ t
0
ξ(s)ds, t ∈ [0, T ], ∀ε > 0. (46)
To estimate I3(t) we note that
I3(t) ∼
∫ t
0
dτ
(
Dlw
∗(τ)Dkw(τ),Dmi[u
j ](t)−Dmi[u
j ](τ)
)
Ω
,
where w∗ is either ŵ or w˜ as above. To estimate I3(t), we use the following
Bre´sis–Gallouet type inequality
‖fg‖Ω ≤ c1 {log(1 + σ)}
1/2 ‖f‖Ω‖g‖1,Ω +
c2
1 + σ
‖f‖1,Ω‖g‖1,Ω (47)
for every f, g ∈ H1(Ω) and for all σ ≥ 0 (this inequality can be proved the
same way as Lemma A.3.6 [12], see also the Appendix in [14]).
Inequality (47) and a priori bound (42) imply
‖Dlw
∗Dkw‖Ω ≤c1 {log(1 + σ)}
1/2 ‖w∗‖2,Ω‖w‖1,Ω +
c2
1 + σ
‖w∗‖2,Ω‖w‖2,Ω
≤ C1(T ) {log(1 + σ)}
1/2 ‖w‖1,Ω +
C2(T )
1 + σ
, ∀σ > 0.
Thus,
|I3(t)| .
∫ t
0
dτ‖Dlw
∗(τ)Dkw(τ)‖Ω‖Dmi[u
j ](t)−Dmi[u
j ](τ)‖Ω
≤
C(T )
1 + σ
+ ε‖i[uj ](t)‖21,Ω
+ C(ε, T ) log(1 + σ)
∫ t
0
dτ
[
‖w(τ)‖21,Ω + ‖i[u
j ](τ)‖21,Ω
]
≤
C(T )
1 + σ
+ εξ(t) + C(ε, T ) log(1 + σ)
∫ t
0
ξ(τ)dτ. (48)
Now we consider I4(t). First we write it in the form
I4(t) = I
a
4 (t) + I
b
4(t),
where
Ia4 (t) ∼
∫ t
0
dτ
(
Dku
∗j(τ)Dlw(τ),Dmi[w](t) −Dmi[w](τ)
)
Ω
,
Ib4(t) ∼
∫ t
0
dτ
(
Dku
j(τ)Dlw
∗(τ),Dmi[w](t) −Dmi[w](τ)
)
Ω
,
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(the star ∗ in these formulas have the same meaning as above). Using (47)
and (42) we have
|Ia4 (t)| .CT
∫ t
0
dτ‖Dlw(τ) (Dmi[w](t) −Dmi[w](τ)) ‖Ω
≤CT [log(1 + σ)]
1/2
∫ t
0
dτ‖w(τ)‖1,Ω‖i[w](t) − i[w](τ)‖2,Ω +
C(T )
1 + σ
≤
C(T )
1 + σ
+ εξ(t) + C(ε, T ) log(1 + σ)
∫ t
0
ξ(τ)dτ. (49)
Using integration by parts we rewrite term Ib4(t) in the form
Ib4(t) ∼
∫ t
0
dτ(uj(τ),Dk [Dlw
∗(τ) (Dmi[w](t) −Dmi[w](τ))])Ω
and thus, since H1/2(Ω) ⊂ L4(Ω), we have
|Ib4(t)| .
∫ t
0
dτ‖uj(τ)‖1/2,Ω
× ‖Dk [Dlw
∗(τ) (Dmi[w](t) −Dmi[w](τ))] ‖L4/3(Ω).
One can see that
‖Dk(fg)‖L4/3(Ω) ≤ C‖f‖1,Ω‖g‖1,Ω, f, g ∈ H
1(Ω).
Therefore
|Ib4(t)| .CT
∫ t
0
dτ‖uj(τ)‖1/2,Ω‖i[w](t) − i[w](τ)‖2,Ω
≤ε
[
‖i[w](t)‖22,Ω +
∫ t
0
dτ‖uj(τ)‖21/2,Ω
]
+ CT,ε
[(∫ t
0
dτ‖uj(τ)‖1/2,Ω
)2
+
∫ t
0
dτ‖i[w](τ)‖22,Ω
]
.
The trace theorem implies∫ t
0
dτ‖uj(τ)‖21/2,Ω ≤ C
∫ t
0
dsE (i[v](s), i[v](s))) ,
and thus
|Ib4(t)| ≤ [ε+ CT,εt] ξ(t) + CT,ε
∫ t
0
dτξ(τ), t ∈ [0, T ] (50)
The estimates in (45), (46), (48), (49), (50) and (44) allow us to choose ε
and T∗ > 0 such that
ξ(t) ≤
C1
1 + σ
+ C2 log(1 + σ)
∫ t
0
ξ(τ)dτ for all t ∈ [0, T∗]
with arbitrary σ > 1. Now as in [35, 36] (see also [12, Appendix A]) applying
Gronwall’s lemma we can conclude that ξ(t) ≡ 0 for all t ∈ [0, T∗∗] for some
T∗∗ ≤ T∗.
19
Remark 3.5 In the case α = 0 we can prove the existence of weak solutions
which satisfies the energy inequality, using the same type of argument. The
uniqueness of these solutions is still an open question. Sedenko’s method
does not work here because the nonlinearity is strongly supercritical when
α = 0.
Step 5. Continuity with respect to t and the energy equality. First we
note that the vector (v(t);u(t); ̺u1t (t); ̺u
2
t (t);wt(t)) is weakly continuous
in H for any weak solution (v(t);u(t)). Indeed, it follows from (21) that
(v(t);u(t)) satisfies the relation
(v(t), ψ)O = (v0, ψ(0))O +
∫ t
0
[−νE(v, ψ) + (Gf (τ), ψ)O ] dτ
for almost all t ∈ [0, T ] and for all ψ ∈ V0 = {v ∈ V : v|Ω = 0} ⊂ V˜ ⊂ V ,
where V˜ is given by (20). This implies that v(t) is weakly continuous in
V ′0 . Since X ⊂ V
′
0 , we can apply Lions lemma (see [31, Lemma 8.1]) and
conclude that v(t) is weakly continuous inX. The same lemma gives us weak
continuity of u(t) in W . Now using (21) again with ψ ∈ V˜ we conclude that
t 7→ (Mαwt(t), δ)Ω + ̺(u¯t(t), β¯)Ω is continuous
for every β = (β¯; δ) ∈ H10 (Ω)×H
1
0 (Ω)× Ĥ
2
0 (Ω). This imply that
t 7→ (̺u1t (t); ̺u
2
t (t);wt(t)) is weakly continuous
in Y = L2(Ω)× L2(Ω)× Ĥ
1
0 (Ω) for every ̺ ≥ 0.
In the proof the energy equality we follow the scheme of [23]. To this
end we need to introduce finite difference operator Dh, depending on a small
parameter h.
Let g be a bounded function on [0, T ] with values in some Hilbert space.
We extend g(t) for all t ∈ R by defining g(t) = g(0) for t < 0 and g(t) = g(T )
for t > T . With this extension we denote
g+h (t) = g(t+ h)− g(t), g
−
h (t) = g(t)− g(t− h),
Dhg(t) =
1
2h
(g+h (t) + g
−
h (t)).
Properties of the operator Dh are collected in Proposition 4.3 [23].
Using weak continuity of weak solutions, we can extend the variational
relation in (17) on the class of test functions from LT (instead of L
0
T ) by an
appropriate limit transition. More precisely, one can show that any weak
20
solution (v;u) (with u = (u1;u2;w) ≡ (u¯;w)) satisfies the relation
−
∫ T
0
(v, φt)Odt+ ν
∫ T
0
E(v, φ)Odt−
∫ T
0
[
(Mαwt, dt)Ω + ̺(u¯t, b¯t)Ω
]
dt
+ γ
∫ T
0
(Mαwt, d)Ωdt+
∫ T
0
(∆w,∆d)Ωdt+
∫ T
0
a(u¯, b¯)Ωdt+
∫ T
0
q(u, b)Ωdt
= (v0, φ(0))O + (Mαw1, d(0))Ω + ̺(u¯1, b¯(0))Ω
−
[
(v(T ), φ(T ))O + (Mαwt(T ), d(T ))Ω + ̺(u¯t(T ), b¯(T ))Ω
]
+
∫ T
0
(Gf (t), φ)Odt+
∫ T
0
(Gsh(t), b)Ωdt (51)
for every φ ∈ LT with φ
∣∣
Ω
= b = (b1; b2; d) ≡ (b¯; d).
Now we use
φ =
1
2h
∫ t+h
t−h
v(τ)dτ
as a test function in (51). For the shell component we have test function
b = φ|Ω = Dhu – the same one that used in [23] for the full Karman model.
Thus, all the arguments for the shell component in our model are the same
as in [23], and we need to treat the fluid component only. Using Proposition
4.3 [23], one can conclude, that∫ T
0
dt
[
(v(t),Dhv(t))O + νE
(
v(t),
1
2h
∫ t+h
t−h
v(τ)dτ
)]
→
1
2
[v(T )− v(0)] + ν
∫ T
0
dtE(v(t), v(t))
when h→ 0. This makes it possible to prove the energy equality in (25).
Continuity of weak solutions with respect to t stated in (23) and (24)
can be obtained in the standard way from the energy equality and weak
continuity (see [31, Ch. 3] and also [23]).
Step 6. Continuity with respect to initial data. First we prove the conti-
nuity with respect to weak topology.
Let ̺ > 0 and {Un0 } be the sequence of initial data such that U
n
0 ⇀ U0
weakly in H (defined by (22)) as n→∞. We need to prove that
Un(t)⇀ U(t) weakly in H for every t > 0,
where Un(t) = (vn(t);un(t);unt (t)) and U(t) = (v(t);u(t);ut(t)) are weak
solutions to the problem in question with the corresponding initial data.
Using energy relation (25) and Proposition 3.4, we conclude that
sup
[0,T ]
||Un(t)||2H ≤ CT , n = 1, 2, . . .
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This enables us to extract a subsequence such that
Un(t)⇀ U∗(t) ∗ -weakly in L∞(0, T ;H); (52)
vn(t)⇀ v∗(t) weakly in L2(0, T ;V ); (53)
wnt (t)⇀ w
∗
t (t) weakly in L2(0, T ;Hα); (54)
for some U∗(t) = (v∗(t);u∗(t);u∗t (t)). Performing limit transition in (17)
and using weak convergence of initial data, we obtain that (v∗;u∗) is a weak
solution and thus U∗(t) = U(t) by the uniqueness statement.
To proceed with the proof, we need to establish additional estimates for
time derivatives.
Taking ψ ∈ L0T such that ψ(0) = 0 and ψ|Ω = 0 as a test function in
(17), we obtain∫ T
0
(vn, ψt)Odτ =
∫ T
0
[E(vn, ψ) − (Gf , ψ)O] dτ,
which allows to define vnt as a functional on V0 = {φ ∈ V : φ|Ω = 0} and
get the estimate
||vnt ||L2(0,T ;(V0)′) ≤ C(T ).
Using N0b with b = (b
1; b2; d) ∈ C10(0, T ;H
1
0 (Ω) × H
1
0 (Ω) × ×Ĥ
2
0 (Ω)) as a
test function, we obtain the estimate
||(1− α∆)wtt||L2(0,T ;F−2(Ω)) + ̺||u¯tt||L2(0,T ;H−1(Ω)) ≤ C(T ),
where F−s(Ω) with s ∈ [1, 2] is adjoint to H
s
0(Ω) with respect to duality
generated by Hα(Ω). Thus we have the following additional convergence
properties:
vnt ⇀ vt weakly in L2(0, T ; [H
−1(O)]3),
̺u¯ntt ⇀ ̺u¯tt weakly in L2(0, T ; [H
−1(Ω)]2),
wntt ⇀ wtt weakly in L2(0, T ;F−2(Ω)),
We note that Hα(Ω) ⊂ H
σ
0 (Ω) ⊂ L2(Ω) ⊂ F−2(Ω) for every σ ∈ [0, 1].
Therefore from the relations above and also from (52)–(54) using the Aubin-
Dubinsky theorem (see [37]) we conclude that
vn → v strongly in C(0, T ;H−ε),
un → u strongly in C(0, T ;H1−ε0 (Ω)×H
1−ε
0 (Ω)×H
2−ε
0 (Ω)),
wnt → wt strongly in C(0, T ;H
1−ε
0 (Ω)),
̺u¯nt → ̺u¯t strongly in C(0, T ; [H
−ε(Ω)]2).
In particular, this implies that Un(t)→ U∗(t) weakly in H when Un0 → U0.
To prove strong continuity with respect to initial data, we use an idea
borrowed from [23]. Due to weak continuity already established we need
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only to show the convergence of ‖Un(t)‖H to ‖U(t)‖H for each t > 0 under
the condition ‖Un0 − U0‖H → 0 as n→∞.
Let Q0(u) be given by the first line of (27) with
ε11 = ε
0
11 ≡ u
1
x1 , ε22 = ε
0
22 ≡ u
2
x2 , ε12 = ε
0
12 ≡ u
1
x2 + u
2
x1
Due to the argument given in the proof of Proposition (3.4)
√
Q0(u) is an
equivalent norm on H10 (Ω)×H
1
0 (Ω). Thus, to establish convergence of U
n(t)
to U(t) in H it is sufficient to show that
E0(U
n(t))→ E0(U(t)) as n→∞ for every t > 0,
where
E0(v, u, ut) =
1
2
[
‖v‖2O + ‖M
1/2
α wt‖
2
Ω + ̺‖u¯t‖
2
Ω + ‖∆w‖
2
Ω +Q0(u)
]
. (55)
To prove this we use the energy relation in (25). First we note that the
potential energy term Q(u) in the energy E given in (26) has the form
Q(u) = Q0(u) + Comp (u), (56)
where Comp (u) is a functional which is continuous with respect to weak
convergence in H. Since E(Un0 ) → E(U0), it follows from energy equality
(25) that
lim
n→∞
[E0(U
n(t)) + Φt(U
n)] = E0(U(t)) + ν
∫ t
0
E(v, v)dτ +Φt(U),
where
Φt(U) = ν
∫ t
0
E(v, v)dτ + γ
∫ t
0
(Mαwτ , wτ )dτ
Using lower semicontinuity of the functional Φt(U) with respect to weak
convergence Un(t)⇀ U(t) in L2(0, T ;H), we obtain that
lim inf
n→∞
E0(U
n(t)) ≤ E0(U(t)),
which together with lower semicontinuity of the (quadratic) energy E0 gives
us the desired result. This completes the proof of Theorem 3.3.
4 Stationary solutions
In this section following ideas presented in [13] and [41] we describe prop-
erties of stationary solutions in the case when the forces Gf and Gsh are
autonomous. These solutions are the same in both cases ̺ > 0 and ̺ = 0.
It follows from Definition 3.1 that a stationary solution (v;u) ∈ V ×W
satisfies the relation
νE(v, ψ) + (∆w,∆δ)Ω + a(u¯, β¯)
+ q(u, β)− (Gf , ψ)O − (Gsh, β)Ω = 0 (57)
23
for all ψ ∈ V˜ with ψ
∣∣
Ω
= β = (β1;β2; δ) and β¯ = (β1;β2). The space V˜ is
given by (20), i.e.,
V˜ =
{
ψ ∈ V
∣∣∣ ψ|Ω = β ≡ (β1;β2; δ) ∈ Ŵ } ,
where
Ŵ = H10 (Ω)×H
1
0 (Ω)× Ĥ
2
0 (Ω). (58)
Moreover, by the comparability condition we have that v|∂O = 0.
We start with the following description of stationary solutions.
Proposition 4.1 A couple (v;u) ∈ V ×W is a stationary solution if and
only if
• v lies in V0 = {ψ ∈ V : ψ|∂O = 0} and satisfies the relation
νE(v, ψ) − (Gf , ψ)O = 0, ∀ψ ∈ V0; (59)
• u = (u1;u2;w) ∈W = H10 (Ω)×H
1
0 (Ω)×H
2
0 (Ω) satisfies the equality
(∆w,∆δ)Ω + q¯(u, β) − (Gsh +N
∗
0Gf , β)Ω = 0 (60)
for all β = (β1;β2; δ) ∈ Ŵ , where Ŵ is given by (58) and
q¯(u, β) =(k1N11 + k2N22, δ)Ω (61)
+ (N11wx1 +N12wx2 , δx1)Ω + (N12wx1 +N22wx2 , δx2)Ω
+ (N11, β
1
x1)Ω + (N12, β
1
x2 + β
2
x1)Ω + (N22, β
2
x2)Ω
Proof. Taking β ≡ 0 in (57) yields (59). Since v
∣∣
∂O
= 0, one can see that
E(v,N0β) = 0 for every β ∈ Ŵ . Therefore taking ψ = N0β in (57) gives us
(60). Thus any stationary solution satisfies (59) and (60). Similarly, we can
derive (57) from (59) and (60). 
The following assertion shows that for the forces Gf and Gsh of a special
structure we can guarantee the existence of stationary solutions.
Proposition 4.2 We assume that
Gf ≡ 0, G
1
sh = G
2
sh ≡ 0 and G
3
sh ≡ g ∈ H
−1(Ω). (62)
Then any stationary solution has the form (0;u), where u = (u1;u2;w) ∈W
satisfies
(∆w,∆δ)Ω + q¯(u, β)− (g, δ)Ω = 0, ∀ β = (β
1;β2; δ) ∈ Ŵ . (63)
Moreover, there exists at least one solution u = (u1;u2;w) to (63) in the
space Ŵ . If in addition we assume that k1 = k2 = 0, then the set of all
stationary solutions to (63) from Ŵ is bounded in the space Ŵ .
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Proof. If Gf ≡ 0, then it follows from (59) that v ≡ 0. Thus equation
(60) turns into (63).
To prove the existence of elements u = (u1;u2;w) ∈ Ŵ satisfying (63),
we note (see, e. g. [41]) that a solution can be obtained as a minimum point
of the functional
Π(u) =
1
2
[
‖∆w‖2 +Q(u)
]
− (w, g)Ω on Ŵ ,
where Q is given by (27). It is clear that Π(u) is bounded from below.2
Thus we can construct appropriate Galerkin approximations {un} ⊂ Ŵ for
the global minimum and note that Π(un) ≤ Π(0). This facts together with
Proposition 3.4 provide us an a priori estimate which allows to prove the
existence of a solution by the same method as in [41].
To prove the boundedness of stationary solutions we consider the func-
tional q¯(u, β) given by (61) with β = (β1;β2; δ), where with δ = 12w and
βi = ui. In this case we obtain that
q¯(u, β) =−
1
2
(k1N11 + k2N22, w)Ω + (N11, u
1
x1 + k1w +
1
2
[wx1 ]
2)Ω
+ (N12, u
1
x2 + u
2
x1 + wx1wx2)Ω + (N22, u
2
x2 + k2w +
1
2
[wx2 ]
2)Ω.
Using the expressions for the deformation tensor {εij} we obtain
q¯(u, β) =−
1
2
(k1N11 + k2N22, w)Ω
+ (N11, ε11)Ω + (N12, ε12)Ω + (N22, ε22)Ω.
The Hooke law (4) yields
q¯(u, β) =−
1
2
(k1N11 + k2N22, w)Ω
+
2
(1− µ)
∫
Ω
(
ε211 + ε
2
22 + 2µε11ε22 +
1
2
(1− µ)ε212
)
=−
1
2
(k1N11 + k2N22, w)Ω +Q(u),
where Q(u) is given by (27). Therefore under the conditions in (62) from
(63) we have that
1
2
‖∆w‖2Ω +Q(u)−
1
2
(k1N11 + k2N22, w)Ω =
1
2
(g,w)Ω
Thus, the set of stationary solutions is bounded provided ki = 0 (or even
small enough). 
To the best of our knowledge the existence of stationary solutions in the
case of general external loads is still an open question.
2This is exactly the point where we use the structure of the external forces assumed in
(62)
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5 Existence of a global attractor
In this section we prove the existence of a compact global attractor under
the condition that the external forces satisfy (62).
First we note that by Theorem 3.3 problem (1)–(9) generates an evolu-
tion semigroup St in the space Ĥ, which has the form
• Ĥ = X × Ŵ × Y in the case ̺ > 0,
• Ĥ = X × Ŵ ×Hα in the case ̺ = 0,
where X and Y are defined in (11) and (12) and Ŵ is given by (58). The
evolution operator St is defined as follows
• Case ̺ > 0: St(v0;u0;u1) ≡ U(t) = (v(t);u(t);ut(t)), where the
couple (v(t);u(t)) solves (1)–(9).
• Case ̺ = 0: St(v0;u0;w1) ≡ U¯(t) = (v(t);u(t);wt(t)), where v(t) and
u(t) = (u1(t);u2(t);w(t)) solves (1)–(9) with ̺ = 0.
Our main result in this section is the following theorem.
Theorem 5.1 Assume that γ > 0 and the external forces satisfy (62). Let
the set of the stationary points in Ĥ of the problem (1)–(9) is bounded. Then
the evolution semigroup St generated by this problem possesses a compact
global attractor.
We recall (see, e.g., [4, 10, 38]) that global attractor of the dynamical system
(St, Ĥ) is defined as a bounded closed set A ⊂ Ĥ which is invariant (StA = A
for all t > 0) and uniformly attracts all other bounded sets:
lim
t→∞
sup{dist
Ĥ
(Sty,A) : y ∈ B} = 0 for any bounded set B in Ĥ.
Proof. It follows from energy inequality in (25) that the set
WR = {U : Φ(U) ≡ E(U)− (g,w)Ω ≤ R}
is forward invariant with respect to St for each R > 0. Here U = (v;u;ut)
with u = (u1;u2;w) in the case ̺ > 0 and U = (v;u;wt) in the case ̺ = 0.
As in the proof of Proposition 4.2 using (62) one can see that Φ(Un)→ +∞
if and only if ‖Un‖H → +∞. Therefore the set WR is bounded and any
bounded set belongs to WR for some R. Moreover, it follows from energy
inequality (25) that the continuous functional Φ(U) on Ĥ possesses the
properties (i) Φ
(
StU
)
≤ Φ(U) for all t ≥ 0 and U ∈ Ĥ; (ii) the equality
Φ(U) = Φ(StU) holds for all t > 0 only if U is a stationary point of St. This
means that Φ(U) is a strict Lyapunov function and (Ĥ, St) is a gradient
dynamical system. Therefore due to Corollary 2.29[11] (see also Theorem 4.6
in [34]) we need only to prove asymptotic smoothness. We recall that (see,
26
e.g., [22] or [11]) that a dynamical system (X,St) is said to be asymptotically
smooth if for any closed bounded set B ⊂ X that is positively invariant
(StB ⊆ B) one can find a compact set K = K(B) which uniformly attracts
B, i. e. sup{distX(Sty,K) : y ∈ B} → 0 as t→∞.
To prove asymptotic smoothness we use Ball’s method of energy relations
(see [5] and also [32]). For a convenience we recall the abstract theorem (in
a slightly relaxed form) from [32] which represents the main idea of the
method.
Theorem 5.2 ([32]) Let St be a semigroup of strongly continuous opera-
tors in some Hilbert space H. Assume that operators St are also weakly
continuous in H and there exist a number ω > 0 and functionals Λ, L and
K on H such that the equality
Λ(t) +
∫ t
s
L(τ)e−2ω(t−τ)dτ = Λ(s)e−2ω(t−s) +
∫ t
s
K(τ)e−2ω(t−τ)dτ, (64)
holds on the trajectories of the system (H, St). Here we use the notation
G(t) = G(StU), where G is one of the symbols Λ, L and K.
Let the functionals possess the properties:
(i) Λ : H → R+ is a continuous bounded functional and if {Uj}j is
bounded sequence in H and tj → +∞ is such that (a) StjUj ⇀ U
weakly in H, and (b) lim supn→∞Λ(StjUj) ≤ Λ(U), then StjUj → U
strongly in H.
(ii) K : H → R is ’asymptotically weakly continuous’ in the sense that
if {Uj}j is bounded in H, and StjUj ⇀ U weakly in H as tj → +∞,
then K(SτU) ∈ L
loc
1 (R+) and
lim
j→∞
∫ t
0
e−2ω(t−s)K(Ss+tjUj)ds =
∫ t
0
e−2ω(t−s)K(SsU)ds, ∀t > 0.
(65)
(iii) L is ’asymptotically weakly lower semicontinuous’ in the sense that
if {Uj}j is bounded in H, tj → +∞, StjUj ⇀ U weakly in H, then
L(SτU) ∈ L
loc
1 (R+) and
lim inf
j→∞
∫ t
0
e−2ω(t−s)L(Ss+tjUj)ds ≥
∫ t
0
e−2ω(t−s)L(SsU)ds, ∀t > 0.
Then St is asymptotically smooth.
Now we check validity of the hypotheses of Theorem 5.2 in our case.
Step 1 (continuity): The continuity of the evolutional operator in both
(strong and weak) senses follows from Theorem 3.3.
Step 2 (energy equality): All the calculations below can be justified by con-
sidering approximate solutions.
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Let Ψ(t) = Ψ(v(t), u(t), ut(t)), where
Ψ(v, u, ut) = (Mαwt, w)Ω + ̺(u¯t, u¯)Ω + (v,N0[u])O,
where U = (v;u;ut) ≡ (v; u¯;w; u¯t;wt) is a weak solution and N0 is given by
(16). One can see that
d
dt
Ψ(t) =(Mαwtt, w)Ω + ̺(u¯tt, u¯)Ω + (vt, N0[u])O
+ ‖M1/2α wt‖
2
Ω + ̺‖u¯t‖
2
Ω + (v,N0[ut])O
=‖M1/2α wt‖
2
Ω + ̺‖u¯t‖
2
Ω + (v,N0[ut])O − νE(v,N0[u])
− ‖∆w‖2 −Q(u)−
1
1− µ
∫
Ω
[
w4x1 + w
4
x2 + (1 + µ)w
2
x1w
2
x2
]
dx′
− γ(Mαwt, w)Ω +Φ0(t) + (g,w)Ω,
where Φ0(t) is a linear combination of the terms of the form
(Dlu
iDjw,Dmw)Ω and (kiwDlw,Dmw)Ω.
Let Λ(t) = E(t) + ηΨ(t), where η > 0 will be chosen later. Since
d
dt
E(t) = −νE(v, v) − γ||M1/2α wt||
2
Ω + (g,wt)Ω
one can see
d
dt
Λ(t) + (γ − η)‖M1/2α wt‖
2
Ω + νE(v, v) − η̺‖u¯t‖
2
Ω
+ η
[
‖∆w‖2 +Q(u) +
1
1− µ
∫
Ω
[
w4x1 + w
4
x2 + (1 + µ)w
2
x1w
2
x2
]
dx′
]
=Φ1(t),
where
Φ1(t) =η [(v,N0[ut])O − νE(v,N0[u])− γ(Mαwt, w)Ω]
+ ηΦ0(t) + η(g,w)Ω + (g,wt)Ω.
Consequently
d
dt
Λ+ 2ωΛ + (γ − η − ω)‖M1/2α wt‖
2
Ω + (ν − ω)E(v, v) − (η + ω)̺‖u¯t‖
2
Ω
+ (η − ω)
[
‖∆w‖2 +Q(u)
]
+
η
1− µ
∫
Ω
[
w4x1 + w
4
x2 + (1 + µ)w
2
x1w
2
x2
]
dx′ = Φ1(t) + ωηΨ(t).
Thus we obtain (64) with L and K given by
L(t) =(γ − η − ω)‖M1/2α wt‖
2
Ω + (ν − ω)E(v, v)
− (η + ω)̺‖u¯t‖
2
Ω + (η − ω)
[
‖∆w‖2 +Q(u)
]
+
η
1− µ
∫
Ω
[
w4x1 +w
4
x2 + (1 + µ)w
2
x1w
2
x2
]
dx′,
K(t) =Φ1(t) + ωηΨ(t).
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We choose η ≥ ω > 0 such that γ − η − ω ≥ 0 and ν − ω ≥ 0.
Step 3 (properties of the functionals): Now we prove that the functionals Λ,
L and K satisfy requirements (i)-(iii) in Theorem 5.2. First we rewrite the
energy E in the form
E(v, u, ut) = E0(v, u, ut) + Comp (u),
where the quadratic energy functional E0 is given by (55) and Comp (u)
is a functional which is continuous with respect to weak convergence. By
Proposition 3.4 the functional E0(v, u, ut) provides an equivalent norm on Ĥ
and therefore E(t) satisfies (i) by the properties of weak convergence. Now
we show that Ψ is weakly continuous. We start with the third term. If
uj ⇀ u weakly in W , then due to Proposition 2.2 N0uj ⇀ N0u weakly in
[H3/2(O)]3
⋂
X and strongly in X. Thus, (vj , N0u
j)O → (v,N0u)O. The
remaining terms are obviously weak continuous. Thus Λ(t) satisfies (i).
Now we consider K. As above Ψ and all the terms in Φ1 (except of
Φ0) are obviously weak continuous. The same is true for Φ0 due to the fact
that (f1; f2) 7→ f1 · f2 is a (strongly) continuous from H
1/2(Ω) × H1/2(Ω)
into L2(Ω). Applying this property to the terms (Dlu
iDjw,Dmw)Ω and
(kiwDjw,Dmw)Ω, we find that the functional K is weakly continuous and
thus by the Lebesgue dominated convergence theorem the convergence of
integrals in (65) holds.
As for the functional L, all its terms are obviously weakly lower semi-
continuous (because of the convexity norm properties, relation (56) and
Proposition 3.4), except of E(v, v) and −̺‖u¯t‖
2
Ω. Let {Uj} ⊂ H is bounded,
tj → ∞, and StjUj ⇀ U weakly in H. Denote by Uj(s) a solution to
the system under consideration with the initial data StjUj. From the en-
ergy balance equality in (25) we have that the sequence of the velocity field
components vj of Uj(s) is bounded in L2(0, t;V ). Therefore due to weak
continuity property of the form E(v, v), we obtain∫ t
0
e−ω(t−s)E(v(s), v(s))ds ≤ lim inf
j→∞
∫ t
0
e−ω(t−s)E(vj(s), vj(s))ds.
Due to the standard trace theorem we can suppose that ∂tu¯j = (v
1
j |Ω, v
2
j |Ω)
converges to ∂tu¯ weakly in H
1/2
∗ (Ω)) (hence strongly in L2(Ω)) for almost
all t > 0. Therefore the Lebesgue theorem yields that ∂tu¯j → ∂tu¯ strongly
in L2(0, T ;L2(Ω)), so the property (iii) holds.
Thus we can apply Theorem 5.2 to prove asymptotic smoothness and
complete the proof of Theorem 5.1. 
Remark 5.3 We do not know whether we can relax essentially the struc-
tural force hypothesis (62) in Theorem 5.1. We use (62) to prove the bound-
edness of the sublevel setWR only. The question on the validity of this weak
form of the coercivity of the energy functional is still open in the case of
general external loads.
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