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Decay of the rotary echoes for the spin of a nitrogen-vacancy center in diamond
V. V. Mkhitaryan and V. V. Dobrovitski
Ames Laboratory, Iowa State University, Ames, Iowa 50011, USA
We study dynamics of the electron spin of a nitrogen-vacancy (NV) center subjected to a strong
driving field with periodically reversed direction (train of rotary echoes). We use analytical and nu-
merical tools to analyze in detail the form and timescales of decay of the rotary echo train, modeling
the decohering spin environment as a random magnetic field. We demonstrate that the problem
can be exactly mapped onto a model of spin 1 coupled to a single bosonic mode with imaginary
frequency. This mapping allows comprehensive analytical investigation beyond the standard Bloch-
Redfield-type approaches. We explore the decay of the rotary echo train under assumption of strong
driving, and identify the most important regimes of the decay. The analytical results are compared
with the direct numerical simulations to confirm quantitative accuracy of our study. We present
the results for realistic environment of substitutional nitrogen atoms (P1 centers), and provide a
simplified but accurate description for decay of the rotary echo train of the NV center’s spin. The
approach presented here can also be used to study decoherence and longitudinal relaxation of other
spin systems under conditions of strong driving.
PACS numbers: 76.30.Mi, 03.65.Yz, 76.30.-v, 76.60.Lz
I. INTRODUCTION
Single electron spins in solids hold much promise as
qubits for quantum-based technologies, and as a platform
for studying fundamental problems of quantum mechan-
ics. Among these systems, the nitrogen-vacancy (NV)
centers in diamond exhibit a set of particularly desirable
features: individual centers can be initialized and read
out optically,1–4 possess naturally long coherence times
even at room temperature,5–7 and can be controlled8 us-
ing magnetic fields,9–12optical excitations,13–17 and elec-
tric fields.18–20 As a result, the NV centers have at-
tracted much attention as prospective qubits for quantum
information processing,4,7,15,16,21–25 and as nanoscale
sensors.20,26–38
Efficiency of the NV-based devices critically depends
on the NV spin coherence time, which is controlled
by the coupling to the spins of substitutional nitrogen
atoms and/or to the bath of 13C nuclear spins. In or-
der to decouple the NV spin from the decohering envi-
ronment, many pulse-based dynamical decoupling proto-
cols have been investigated and proven efficient.25,39–46
At the same time, an alternative approach based on the
continuous dynamical decoupling has been extensively
investigated.11,47–58 Within this approach, strong reso-
nant driving is applied to the NV center. The resulting
fast Rabi oscillations of the NV spin, similarly to the
flip-flops induced by the decoupling pulses, average out
the interaction with the environment, and significantly
extend the spin coherence time. But, under realistic cir-
cumstances, the coherence time (i.e. the decay time of
Rabi oscillations) is often limited by the slow drift of the
driving field and/or small accidental detuning of the driv-
ing frequency from exact resonance. Robustness of the
continuous decoupling with respect to these experimental
imperfections can be greatly improved by periodically in-
verting the driving field (switching the driving field phase
by 180◦).48,49,58–60 The resulting signal demonstrates a
series of so-called rotary echoes, which decay much slower
than the regular Rabi oscillations, and may be utilized
for precise nanoscale sensing.48,49,58
Although the rotary echo protocol requires constant
driving of the NV spin, and therefore much larger dis-
sipated power, it has an additional advantage over the
pulse-based dynamical decoupling: an experimentalist
can independently control both the strength of driving
and the driving reversal time. This freedom gives access
to many different dynamical regimes, so that the most
advantageous regime can be chosen for a given experi-
ment.
The goal of this work is to investigate in detail, both
analytically and numerically, the form and the rate of
the decay of the rotary echoes, caused by the coupling of
the NV center to its spin environment. Influence of the
relevant dilute dipolar-coupled spin bath on the NV spin
can be modelled as a random time-varying magnetic field
obeying the statistics of the Ornstein-Uhlenbeck process
(stationary Gaussian Markovian process).11,47,49,50,61,62
Previous studies of the rotary echo decay of the NV
spin,48,49,58 while providing important insights, were re-
stricted to low orders of the cumulant expansion of the
evolution operator, or to the case of static bath. Our
study avoids these limitation. We demonstrate that the
original problem is equivalent to a model of a driven spin
coupled to a single imaginary-frequency bosonic mode,
which can be explored in depth using various techniques.
We focus on the experimentally interesting case of strong
driving (which ensures long-living rotary echoes), and
analyze the most interesting dynamical regimes, which
could be useful for extracting the parameters of the spin
bath, and for extending the NV spin coherence time for
precise sensing.
We note that the analysis here can be applied to a wide
variety of other spins decohered by the dilute dipolar-
coupled baths, such as donors in silicon or magnetic ions
in non-magnetic host crystals.63–66 In particular, our an-
2alytical approach can be useful for studying decoher-
ence and longitudinal relaxation of a spin subjected to
a strong driving, without resorting to standard Bloch-
Redfield-type approximations based on neglecting non-
secular terms in the equations of motion. This may
be important for understanding complex environments,
which often lead to non-exponential decoherence and re-
laxation.
The paper is organized as follows. In the next Section
we consider dynamics of a driven NV spin coupled to a
dilute spin bath, and formulate the corresponding cen-
tral spin problem. In Sec. III, we outline the derivation
of the Fokker-Planck equation for this problem, and its
mapping on the spin coupled to an imaginary-frequency
bosonic mode. In the same Section, we present the anal-
ysis of the evolution operator in the case of strong driv-
ing, and discus different dynamical regimes. Analytical
results are compared with the numerical simulations in
Sec. IV. In Sec. V we extend our treatment to encom-
pass the realistic setup of the strongly driven NV spin,
which is coupled to several baths, and where the effect
of the hyperfine coupling is taken into account. Discus-
sion of the results, and brief analysis of the asymmetric
protocol, are presented in Sec. VI. Appendices provide
technical details of the analysis used in Sec. III and V.
II. NV CENTER COUPLED TO THE DILUTE
SPIN BATH
The NV center is a negatively charged defect, consist-
ing of a substitutional nitrogen atom and an adjacent
vacant cite in diamond. The orbital electronic ground
state of this defect is spin triplet S = 1. The levels
mS = 0 and mS = ±1 are split by D = 2.87 GHz, and
the spin quantization axis (denoted below as z) coincides
with the [111] crystal axis. Static magnetic field B0 is
often applied along zˆ to lift the degeneracy of the states
mS = +1 and mS = −1. In order to control the NV
center’s spin, Rabi driving is applied in resonance with
the transition between mS = 0 and mS = −1, while B0
of order of few tens to few hundred Gauss suffices to de-
tune this transition far enough from the other resonance,
betweenmS = 0 andmS = +1. Therefore an effective de-
scription of the NV spin as a two-level system, S0 = 1/2,
is adequate for typical experimental situations.
The NV electron spin is coupled to the nuclear spin
of the NV’s own nitrogen atom (I0 = 1 for
14N iso-
tope, I0 = 1/2 for
15N isotope) via hyperfine interac-
tion A0S
z
0I
z
0 , where A0 = −2π · 2.16 MHz for 14N and
A0 = 2π · 3.03 MHz for 14N.67,68 The nuclear spin re-
laxation is slow, so that for a single experimental run
the nuclear spin state is constant, but changes randomly
between different experimental runs.
The longitudinal (spin-lattice) relaxation of the NV
spin is very slow, the corresponding time T1 is in the
range of tens of milliseconds at room temperature, and
becomes much longer at lower temperature2. In con-
trast, the transverse dephasing time T ∗2 is usually of the
order of microseconds. For the systems considered here,
the transverse decoherence is caused mainly by the spin
bath, made of a large number of the surrounding elec-
tronic spins of the substitutional N atoms (also known as
P1 centers)11,69. Characteristic dipole-dipole coupling of
the spin of the N atom to the NV center’s spin is of the
order of MHz, and the coupling between different N spins
is of the same order of magnitude. The flip-flops between
the N spin and the NV center’s spin are suppressed due
to the large energy mismatch11. However, the mutual
flip-flops between the N spins are generally allowed, and
lead to fluctuations of the dipolar field created by the
spin bath on the NV center. Since the long-range dipo-
lar interaction couples each N spin to hundreds of other
N spins and only to one NV center, and all the couplings
are comparable, dynamics of the flip-flops is barely af-
fected by the state of the NV center (negligible back-
action)11,39,42,47,50. Such a bath can be described in a
mean-field manner, as a random time-varying magnetic
field B(t) acting on the NV spin, in a spirit of earlier
works on magnetic resonance70–73. Such a description
agrees very well with both direct numerical simulations
and with experimental results.11,39,47,62,74
Note that the random-field approximation is justified
when the gyromagnetic ratios of the spins are not dras-
tically different, e.g. for the nuclear spin decohered by
the bath of nuclear spins, or electronic spin decohered by
the bath of electronic spins. When the electronic spin is
decohered by the bath of nuclear spins, the back-action
from the central spin to many bath spins may become
strong compared to the coupling within the bath. In this
case decoherence of the central spin may be governed by a
mechanism similar to electronic spin echo envelope mod-
ulation (ESEEM)60, modified by the many-spin nature
of the bath, and other methods must be used to analyze
the decoherence dynamics75–80
As a result, the influence of the N atom bath on the NV
spin is described with the simplified dephasing Hamilto-
nian B(t)Sz0 , where the random field B(t) is assumed to
be Gaussian (because many nitrogen atoms contribute
to the field B(t)), stationary (since the back-action on
the bath is negligible), and Markovian (due to the large
size of the bath and negligible back-action) stochastic
process. Such a noise field is represented by an Ornstein-
Uhlenbeck (O-U) random process81, with the correlation
function
〈B(0)B(t)〉 = b2 exp (−R|t|), (1)
where b is the rms of the fluctuating random field, and
R is the correlation decay rate. In fact, since the P1
centers can have different orientations and different in-
ternal states11,62, the actual random field created by the
N atom bath is a sum of six O-U processes, which are
independent with a good accuracy, each having its own
parameters b and R. This will be taken into account in
Sec. V.
Since the carrier frequency of the Rabi driving field is
3in the GHz range, the effect of the driving field can be de-
scribed in the rotating frame, by neglecting the counter-
rotating terms60. Restricting our consideration to the
two relevant levels mS = −1 and mS = 0 (with the third
levelmS = +1 staying idle), we arrive at the Hamiltonian
describing the system under consideration
H = B1(t)S
z + h(t)Sx, (2)
where Sz = |mS = 0〉〈mS = 0| − |mS = −1〉〈mS =
−1|, Sx = |mS = 0〉〈mS = −1| + |mS = −1〉〈mS = 0|
are the effective spin operators in the relevant two-level
subspace, h(t) is the Rabi driving whose magnitude h is
large (h ≫ b, R, etc.) and whose sign is periodically
inverted, and B(t) is the total detuning from the driving
frequency: it includes the possible static detuning, the
quasi-static hyperfine field, and the dynamic O-U field
B(t) created by the spin bath.
III. DECAY OF THE ROTARY ECHOES
UNDER STRONG DRIVING
In order to analyze the long-time dynamics, and to
correctly account for the long-time accumulation effects,
we first consider the case where the static detuning is
zero (driving is in exact resonance with the transition
mS = 0↔ mS = −1), and the on-site hyperfine coupling
is omitted. Moreover, in this Section, we restrict our
consideration to a single O-U random field; the effect of
the realistic bath comprising six different O-U processes
is considered in Sec. V. Correspondingly, we consider the
Hamiltonian
H = B(t)Sz + h(t)Sx, (3)
where h(t) is the driving, whose direction is periodically
switched between +x and −x, and B(t) is the O-U ran-
dom process.
Our goal is to study the long-time dynamics of the cen-
tral spin, and in spite of the large magnitude of h, the
impact of the field B(t) can accumulate over long peri-
ods of time and over many reversals of the driving field
h(t). Taking into account this accumulation effect is not
straightforward. For instance, let us consider the interval
between two reversals, when the driving h is constant. A
standard way of treating this case is to perform a unitary
rotation, which turns the Hamiltonian (3) to the form
H ≈ [h+B2(t)/(2h)]S¯x (4)
which is valid up to 1/h2, and where S¯x differs from Sx
by the terms of order of 1/h. The difference between
S¯x and Sx is usually neglected, since it remains small at
long times, while the phase fluctuations caused by the
factor B2(t)/(2h) accumulate. However, when the direc-
tion of the driving is constantly reversed, the difference
between S¯x and Sx also accumulates after every reversal,
and eventually becomes important. In addition, the fluc-
tuating field B(t) induces incoherent transitions between
the eigenstates of Sx, which are usually treated within
the Bloch-Redfield theory60 and its generalizations82,83,
and which lead to exponential relaxation with the rate of
order of 1/h2. The process of such relaxation in the case
when the field h is periodically reversed has not, to our
knowledge, been investigated before, but the formalism
presented below directly accounts for such processes.
A. Fokker-Planck equations and mapping onto the
spin-1 model
To study the time evolution of the central spin, gov-
erned by the Hamiltonian Eq. (2), we write the spin’s
density matrix as ̺(t) = 12 [1 +mxσ
x + myσ
y + mzσ
z ],
where σ’s are the Pauli matrices, and |m(t)| ≤ 1. Its
evolution is given by ˙̺ = i[̺,H ], entailing the stochastic
differential equation,
dmµ
dt
= Fµ
(
m, B(t)
)
, µ = x, y, z, (5)
where
Fx = −B(t)my , Fy = B(t)mx − hmz, Fz = hmy. (6)
Dynamics of the average values of the variablesmµ(t) can
be analyzed using the method suggested by R. Kubo81,84.
Since B(t) is Markovian, so is the joint process de-
scribed by the variables (m, B). Then its joint proba-
bility density, P(m, B, t), obeys the following stochastic
Liouville equation84:
∂P(m, B, t)
∂t
= −
∑
µ
∂
[
FµP
]
∂mµ
+R∂B
[
BP]+Rb2∂2BP .
(7)
Since F is linear in m, one can directly obtain the equa-
tions of motion for the marginal averages vµ(B, t) =∫
mµP(m, B, t)dm. Multiplying Eq. (7) by mµ and per-
forming integration, we obtain the system of coupled
equations
∂tvx(B, t) = −Bvy +R∂B[Bvx] +Rb2∂2Bvx,
∂tvy(B, t) = Bvx − hvz +R∂B[Bvy] +Rb2∂2Bvy,
∂tvz(B, t) = hvy +R∂B[Bvz ] + Rb
2∂2Bvz . (8)
These equations should be solved with the initial condi-
tions vµ(B, 0) = P0(B)mµ(0). Then the average values
〈mµ(t)〉 can be obtained by straightforward integration,
since 〈mµ(t)〉 =
∫
vµ(B, t)dB.
The system (8) is complex, and we are not aware of any
means of obtaining an exact analytical solution. How-
ever, we can re-formulate the problem in terms of a quan-
tum spin 1 coupled to an oscillator with imaginary fre-
quency. After such a transformation, we will be able to
use the tools of standard quantum mechanics to explore
the regime of strong driving, and derive the approxima-
tion valid at arbitrarily long times.
4For convenience of notation, let us introduce the so(3)
generators
gˆx =
(
0 0 0
0 0 −1
0 1 0
)
, gˆy =
(
0 0 1
0 0 0
−1 0 0
)
, gˆz=
(
0 −1 0
1 0 0
0 0 0
)
,
(9)
and dimensionless variables
t˜ =
√
2b t, ξ =
B√
2b
, ω =
h√
2b
, ρ =
R√
2b
. (10)
A crucial step towards the solution of our problem is the
observation that, upon introducing ψˆ(ξ, t˜) = eξ
2/2
v(ξ, t˜),
Eq. (8) acquires the form
− ∂t˜ ψˆ = Hˆψˆ, Hˆ = ρ a†a− ωgˆx −
a+ a†√
2
gˆz, (11)
where a† = (−∂ξ + ξ)/
√
2 and a = (∂ξ + ξ)/
√
2 form
a standard pair of the creation/annihilation operators of
a harmonic oscillator. The dynamical equation (11) is
equivalent to a Schro¨dinger equation for a spin coupled
to an imaginary-frequency oscillator:
i∂t˜ ψˆ = Gˆψˆ, Gˆ = −iρ a†a+ ωsˆx +
a+ a†√
2
sˆz, (12)
where sµ = igµ can be viewed as spin operators of a spin
s = 1. The above mentioned initial condition translates
into ψˆ(ξ, 0) = m(0)⊗ exp(−ξ2/2), while the averages be-
come 〈mµ(t˜)〉 =
∫ dξ√
π
e−ξ
2/2ψµ(ξ, t˜). Thus the problem
of finding the z-component of the central spin, which is
initially directed along the z-axis, reduces to the evalua-
tion of the matrix element
〈Sz(t)〉 = 1
2
〈0z| exp[−t˜Hˆ ]|0z〉 = 1
2
〈0z| exp[−it˜Gˆ]|0z〉,
(13)
where 〈0z| = (0, 0, 1)⊗ 〈0|, and 〈0| = π−1/4 exp(−ξ2/2)
stands for the ground state of the oscillator mode.
Thus, we exactly mapped the stochastic model (2) onto
the quantum mechanical one, given by Eq. 11. The op-
erators sˆµ satisfy the commutation relations of the su(2)
algebra, [sˆµ, sˆν ] = iǫµνλsˆλ, and the Casimir operator is∑
sˆ2µ = 2. Therefore, Eq. 11 is the Schro¨dinger equation
for a spin s = 1, subjected to a strong magnetic field ω
along the x-direction, and linearly coupled to a harmonic
oscillator with an imaginary frequency −iρ.
Although this model, as far as we know, is not exactly
solvable, but the regime of interest is characterized by a
large parameter ω ≫ 1. This can be used to construct the
perturbative series which would be correct at arbitrarily
long times. Taking this advantage, we find the temporal
evolution of rotary echo amplitude in the next subsection.
B. Description of the rotary echoes
Rotary echoes are produced by periodic reversals of
the driving field. The simplest protocol is to switch the
driving phase so that h(t) = h for 0 < t < 2T , then
h(t) = −h for 2T < t < 4T , then back to h(t) = h for
4T < t < 6T , etc. In this protocol, the unit (h(t) =
h for 0 < t < 2T and h(t) = −h for 2T < t < 4T )
is repeated with the period 4T . However, this protocol
does not produce good protection against decoherence,
as explained at the end of Sec. VI. Therefore, we omit
the detailed analysis of this protocol here.
Instead, we focus on the improved version of the rotary
echo protocol, which is also periodic, but where the basic
unit is symmetrized: h(t) = h for 0 < t < T , then h(t) =
−h for T < t < 3T , and again h(t) = h for 3T < t < 4T .
Such a unit is repeated with the period 4T , and provides
good protection against the random noise field B(t).
This symmetric N -cycle driving with the reversal pe-
riod 4τ is described by the evolution operator Uˆ(N) =
UN(τ |2τ |τ), where
U(τ |2τ |τ) = e−τHˆ+e−2τHˆ−e−τHˆ+ (14)
is the evolution operator for a single cycle. Here τ =√
2bT is the dimensionless quarter-period, while the
Hamiltonians Hˆ± = Hˆ(±ω) correspond to opposite signs
of the driving field amplitude. The rationale behind the
effectiveness of this protocol is the cancellation of phases
accumulated by the central spin for the time T before and
for the time T after the reversal. If T is short enough,
this cancellation is almost complete, and the dephasing
is strongly reduced.
The amplitude of the N -th rotary echo is given by the
average
〈Sz(N)〉 = 1
2
〈0z|UN (τ |2τ |τ)|0z〉. (15)
We calculate 〈Sz(N)〉 utilizing the large value of ω, but
keeping in mind that N can be as large as ω, i.e. we
assume that N ∼ ω, although N/ω2 ≪ 1.
More formally, let us denote the eigenvectors of
U(τ |2τ |τ) by |ui〉 and the corresponding eigenvalues by
e−λi , so that UN =
∑
i e
−λiN |ui〉〈ui|. If we find the
eigenvectors and eigenvalues to some accuracy, then the
error in the eigenvalue accumulates with N , while the
error in the eigenvector does not accumulate (taking
into account that Reλi ≥ 0). Hence we are going to
approximate |ui〉 with |u¯i〉, and λi with λ¯i such that
(|ui〉 − |u¯i〉) ∼ 1/ω and (λi − λ¯i) ∼ 1/ω2. Then the op-
erator, U¯N =
∑
i e
−λ¯iN |u¯i〉〈u¯i| will provide the desired
approximation to evaluate 〈Sz(N)〉.
A standard approach is to use perturbative treatment
of the model Eq. (11) over small 1/ω. However this ap-
proach is not justified here, because the parameter ρ can
be either smaller or larger than 1/ω, without restriction.
Forgetting this fact would lead to suppressed denomi-
nators in the asymptotic expansion over 1/ω. Instead,
we approximately transform the pseudo-Hamiltonian Hˆ ,
given by Eq. (11), to a more convenient form, by applying
a sequence of small Schrieffer-Wolff-like transformations.
5In Appendix A we show that, within the necessary accu-
racy, the time evolution operator (14) is given by
U ≈W †0
[
e−τhˆ+W 20 e
−2τhˆ−W † 20 e
−τhˆ+
]
W0, (16)
where we have the small rotation
W0 = exp
[
a+ a†√
2ω
gˆy
]
, (17)
and hˆ± = hˆ(±ω) with the reduced pseudo-Hamiltonian,
hˆ(ω) = ρ a†a− ωgˆx − (a+ a
†)2
4ω
gˆx. (18)
Equation (16) can be understood as follows. The pseudo-
Hamiltonian Hˆ , Eq. (11), defines the motion of sˆ in an
effective magnetic field almost parallel to the x axis, but
slightly tilted to the z direction (which tilting is condi-
tioned on the state of the oscillator). To the first or-
der, this tilting can be taken into account by means of a
small rotation in the x–z plane, which adjusts the spin’s
effective quantization axis towards the direction of the
effective magnetic field. Then the pseudo-Hamiltonian
Hˆ ≡ Hˆ+ reduces to hˆ+, whereas W0 is the operator per-
forming the necessary small rotation. When the direction
of driving switches to −h, the direction of the effective
field changes to the almost (but not exactly!) opposite,
and the quantization axis assumes new direction; the cor-
responding transformation is implemented by W †0 , and
the resulting Hamiltonian is h−. The arrangement of op-
erators W0, W
†
0 , and hˆ± in Eq. (16) is a consequence of
the fact that while Hˆ+ goes to hˆ+ via the W0-rotation,
Hˆ− transforms to hˆ− by means of the W
†
0 -rotation. The
detailed derivation of Eq. 16 and analysis of its accuracy
are given in Appendix A.
It is easy to see that operators W †0 and W0 outside
the rectangular brackets of Eq. (16) transform the eigen-
vectors of U by ∼ 1/ω, but do not affect its eigenvalues.
Their contribution85 to the matrix element Eq. (15) does
not accumulate with N , so that we can neglect these op-
erators. In contrast, the operators W 20 and W
† 2
0 inside
the rectangular brackets of Eq. (16) can not be simply
neglected, as they affect both eigenvectors and eigenval-
ues of U , and accumulate with increasing N . In Ap-
pendix C we carefully analyze these terms and show that
they, in essence, contribute ∼ 1/ω2 to the eigenvalues
of U . Therefore, they can be neglected provided that
N/ω2 ≪ 1. Our approach allows to go beyond that re-
striction, and gain insights into the case N/ω2 ∼ 1, but
we postpone this until Sec. III D.
Therefore, for the purposes of this Section, the time
evolution operator (14) is well approximated with U0 =
e−τhˆ+e−2τhˆ−e−τhˆ+ , and the decay of the rotary echoes
is described by
〈Sz(N)〉 ≈ 1
2
〈0z|UN0 |0z〉. (19)
The matrix element (19) is evaluated by solving the
eigenvalue problem for U0 and expanding |0z〉 over the
complete set of the eigenvectors of U0, see Appendix B.
To outline the result, we introduce the real positive quan-
tity ψ defined as
coshψ = cosh2τP cosh2τP ∗ +
ρ2
|P |2 sinh2τP sinh2τP
∗,
(20)
where P =
√
ρ2 − iρ/ω, and the complex-valued quan-
tity qz defined as
qz = Re
[
(2ρω − i) sinh 2τP cosh 2τP
∗
ωP sinhψ
]
−ρ sinh 2τP
∗(cosh 2τP − 1)
2ω2P |P |2 sinhψ , (21)
where stars mean complex conjugation. In terms of these
quantities, our result becomes:
〈Sz(N)〉 ≃ 1
2
Re
e2Nρτ√
coshNψ + qz sinhNψ
, (22)
where the restriction N/ω2 ≪ 1 is presumed. This an-
alytic form sets two different dynamical regimes: the
short-τ regime, where |P |τ ≪ 1, and the long-τ regime,
where |P |τ ≫ 1. Due to the presence of hyperbolic func-
tions in the definitions of ψ and qz, the crossover be-
tween the two regimes occurs quickly. In the next subsec-
tion, we study the behavior of the solution (22), utilizing
asymptotic forms of ψ and qz.
C. Different regimes of the rotary echo decay
Despite its cumbersome form, the behavior of the
quantity ψ is not very complex. It can be approximated
well by its asymptotic forms,
ψ = 4(ρτ)
√
1 + τ2/3ω2, τ < |P |−1, (23)
ψ = 4τReP + ln
1
2
(
1 + ρ2/|P |2), τ > |P |−1, (24)
with a rather narrow crossover region between them. For
qz we have
qz =
1 + 16 (τ/ω)
2 − i6 (ρτ) (τ/ω)3√
1 + 13 (τ/ω)
2
, τ < |P |−1, (25)
qz =
2ρω − i
2ωP
, τ > |P |−1. (26)
These asymptotes, as well as Eqs. (20) and (21), predict
qualitatively different behavior of ψ and qz for fast baths,
with ρ ≫ 1/ω, and for slow baths, where ρ ≪ 1/ω. For
the fast baths, the above quantities deviate from their
asymptotic values, ψ0 = 4τRe{P} and qz,0 = 1, only to
the order, (ρω)−2, or even less. For slow baths, their
behavior is more complex, see Fig. 1.
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FIG. 1: (Color online) (a): The quantity ψ is plotted versus τ
with red (dark gray) from Eq. (20) for a slow bath, ρ = 0.01
and ω = 10. Its short-τ asymptote is plotted with green
(gray) dashed line from Eqs. (23). The line through the
origin intersects ψ at τ = τ0. (b): The real and imaginary
parts of qz are plotted versus τ from Eq. (21) (continuous
lines), for the same bath. The large-τ asymptotes, plotted
from Eq. (26), are shown with the dashed lines.
At large times t˜ = 4Nτ ≫ 1, Eq. 22 predicts ex-
ponential decay [2(1 + qz)]
− 1
2 exp(−Γt˜), where the rate
Γ = ψ/8τ − ρ/2 depends on τ . To estimate the efficiency
of the symmetric rotary-echo protocol, we fix the total
interrogation time t˜ and look at the dependence of the
decay on τ . With τ larger than |P |−1, both ψ and qz
reach their asymptotic forms very quickly. Once ψ be-
comes linear in τ , and qz becomes nearly constant, the
decay becomes almost insensitive to τ or N . The only
dependence on τ that still remains in Γ, is due to the
negative logarithm in Eq. (24). Its contribution to Γ
changes from − ln 2/8τ (for slow bath), to zero (for fast
bath). Even for the slow bath, however, this is inessential
compared to the background of larger Γ ≈ 12ReP .
The overall suppression of the decay rate, offered by
the symmetric rotary echo in comparison with the or-
dinary Rabi driving47 is exactly this contribution. This
means that the cancellation of the accumulated phases
expected from the rotary echo protocol, is incomplete for
τ > |P |−1 because of the evolving bath. Therefore, this
regime is inefficient, and for better protection of the echo,
one needs to switch the driving more frequently, ensuring
τ < |P |−1. This is clearly visible in Fig. 1 a. For a par-
ticular τ0, the decay rate is given by the slope of the line
through the origin, intersecting ψ at τ = τ0. Obviously,
smaller Γ is reached with shorter τ0.
The symmetric rotary echo protocol is highly efficient
when the reversal period remains within the domain of
small τ , for all kind of baths. For fast bath, ρ ≫ 1/ω,
the decay is exponential with a strongly suppressed rate,
〈Sz(N)〉 ≃ 1
2
exp
[
− ρτ
3
3ω2
N
]
(27)
over the whole domain of small τ . The above result is
derived by setting qz = 1, which follows from Eq. (25),
using the fact that, in this domain, ρ ≫ 1/ω ensures
τ ≪ ω.
For moderate to slow baths ρ . 1/ω, however, the
domain τ < |P |−1 is further divided into two regions.
When τ is very small, τ ≪ ω, the rotary echo maxima are
given by Eq. (27). For larger τ , when ω ≪ τ < |P |−1, the
decay is influenced by the growing |qz |. Interestingly, the
echo decay in this region can become non-exponential,
given by
〈Sz(N)〉 ≃ 1
2
[
1 +
2
3
(ρτ)
( τ
ω
)2
N
]− 1
2
. (28)
This non-exponential decay takes place until N < 1/ψ.
For larger values of N , the decay becomes exponential
again,
〈Sz(N)〉 ≃
exp
(
−
[
1√
3
(
τ
ω
)− 1] 4ρτN)√
2 + 1√
3
(
τ
ω
) . (29)
Note, however, that in this region it is possible that
(ρτ)
(
τ/ω
)2
> 1, so that the echo amplitude decays al-
most completely already before reentering the exponen-
tial regime described by Eq. 29.
Eqs. 27–29 summarize the behavior of rotary echoes
for all baths, subject to the restriction on the number of
the protocol periods N/ω2 ≪ 1. In most experimental
situations it is realistic to tune the driving field and set
τ ≪ ω, thus producing very long-lived rotary echoes,
with very slow decay given by Eq. 27. On the other
hand, the non-exponential behavior can help gain more
insight into characteristics of the spin bath.
D. Larger N
The result (22), and its short-τ forms, Eqs. 27–29, are
applicable when the number of the driving reversals is
not too large, N/ω2 ≪ 1. However, one may also be
interested in the rotary echoes at longer times, when
N/ω2 ∼ 1. As follows from Eq. 27, even at such long
times one can still observe well-defined rotary echoes,
provided that ρτ3 is not too large, i.e. ρτ3 ∼ 1. In order
to describe this regime, we should find the corrections of
order of 1/ω2 to Eq. 19, which appear due to the fac-
tors W 20 and W
† 2
0 , i.e. the corrections caused by the fact
that the quantization axis of the central spin changes its
direction every time the driving is reversed.
In Appendix D we show that for ρτ ≪ 1, this cor-
rection is suppressed by the small factor ρτ , and can
therefore be neglected. Correspondingly, we restrict our
consideration to the less trivial case, when ρτ ∼ 1. As
before, we focus on the experimentally relevant short-τ
regime, τ < |P |−1. These two conditions imply that the
non-trivial corrections at very large N are relevant for
fast baths where ρ≫ 1/ω.
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FIG. 2: (Color online) Simulations results for the central spin
oscillations in a quasi-static bath, ρ = 5 × 10−5. Individual
oscillations caused by the periodically reversed driving are
shown in gray, as a function of the total time t˜ = 4Nτ . The
envelope of the conventional Rabi oscillations for the same
bath is plotted with black. Rotary echoes are well pronounced
and decay much slower than the Rabi oscillations.
The 1/ω2 corrections to Eq. 19 are calculated in Ap-
pendix D. The result,
∆〈Sz(N)〉
〈0z|UN0 |0z〉
= −2N
ω2
tanh(τρ) cos2
(
[ω + 1/4ω]τ
)
, (30)
implies that the correction is negative (i.e. leads to faster
decay) and oscillates as a function of τ . It also sug-
gests that the best decoupling is reached when τ is chosen
amongst the values,
τm =
(2m+ 1)π
2ω + 1/2ω
(31)
with integer m, since for these values of τ the correction
disappears.
Besides, Eq. 22 is obtained in Appendix B by omitting
the last term of hˆ±, cf. Eq. A7, which describes the
longitudinal relaxation of the central spin along the x-
axis. Account of this term would multiply Eq. 22 by the
exponential factor exp(−Nρτ/ω2). Neglecting this term
is legitimate for N/ω2 ≪ 1, but for larger N we have
to restore it. Altogether, we arrive at the more accurate
formula,
〈Sz(N)〉 ≃ 1
2
Re
exp
(
Nρτ [2− 1/ω2])√
coshNψ + qz sinhNψ
(32)
×
[
1− 2N
ω2
tanh(τρ) cos2
(
[ω + 1/4ω]τ
)]
,
which holds for 2N/ω2 < 1, τ < |P |−1, and for all kinds
of baths.
IV. NUMERICAL SIMULATIONS
To gain better quantitative insights into the different
regimes of the rotary echo decay, and to check our analyt-
ical results, we performed direct numerical simulation of
the central spin subjected to the rotary echo driving and
the O-U magnetic noise. In all cases we found excellent
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FIG. 3: (Color online) Numerical simulations for the slow
bath, ω = 20 and ρ = 0.005. Horizontal axes represent the
total time t˜ = 4Nτ . Individual oscillations within the rotary
echo signal (gray) have very high frequency, and are not well
resolved in the picture. Analytical predictions for the rotary
echo amplitudes (red diamonds), as obtained from Eq. 22,
perfectly match the simulations. The envelope of the conven-
tional Rabi oscillations with the same parameters is shown
with the black solid line. Panels (a)–(c) correspond to three
different values of τ : (a) τ = 12; (b) τ = 30, and (c) τ = 60.
The panel (d) is a zoom-in of the region marked as a dot-
ted rectangle from the panel (b). Note that the rotary echo
protocol is very efficient for short τ , but its efficiently drops,
and becomes comparable to a standard Rabi oscillation, as τ
approaches |P |−1 ≈ 63.3.
quantitative agreement between the analytical results de-
scribed above and the simulations.
Rotary echoes are particularly well pronounced for
quasi-static baths. As an example, Fig. 2 shows the lon-
gitudinal component of the central spin’s oscillations for
the bath with small ρ = 5 × 10−5. To make the indi-
vidual oscillations noticeable in the figure, we also chose
relatively small ω = 2.
Different regimes of the rotary echo decay for a slow
bath are demonstrated in Fig. 3. In agreement with our
analytical results, the rotary echo envelope survives much
longer than the ordinary Rabi oscillations, as long as
the driving reversal period is short, τ < |P |−1. As τ
approaches |P |−1, the rotary echoes die off with virtu-
ally the same rate as the Rabi oscillations; the numeri-
cally simulated decay is in complete quantitative agree-
ment with our analytical result (22). Note that although
ρ = 0.005 may look like a small number, but due to the
long evolution time, the bath dynamics is important, and
the rotary echo decay differs from the case of a purely
static bath.
Figure 4 presents typical simulation results for a fast
bath. Again, one can see that the rotary echo proto-
col is efficient in the short-τ regime. The numerical re-
sults show that Eq. (32) very accurately describes the
echo amplitudes. In particular, numerical simulations
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FIG. 4: (Color online) Simulation results for the fast bath
with ω = 20 and ρ = 0.3. Horizontal axes on panels (a)–
(c) represent the total time t˜ = 4Nτ . Individual oscillations
within the rotary echo signal (gray) have very high frequency,
and are not well resolved in the picture. Analytical predic-
tions for the rotary echo amplitudes (red diamonds), as ob-
tained from Eq. 32, match the simulations very well. The
envelope of the conventional Rabi oscillations with the same
parameters is shown with the black solid line. (a) and (b):
The short-τ and long-τ regimes, respectively; the values of
τ are chosen according to Eq. 31, the values of τ are shown
in the graphs. (c): zoom-in view of the marked area in (a),
demonstrating good agreement between analytics and numer-
ics. (d): 〈Sz(N)〉 as a function of τ for N = 150. Gray dots
are the values obtained from simulations, and red line is ob-
tained analytically from Eq. 32 (short-τ regime).
in Fig. 4(d) demonstrate that performance of the rotary
echo protocol, in quantitative agreement with Eq. 32, in-
deed depends on the value of τ in an oscillatory fashion
for fixed N , and the best protection against decoherence
is provided when τ is chosen according to Eq. 31. Also
note that ρ = 0.3, somewhat non-intuitively, corresponds
to a regime of the fast bath, in spite of the fact that
R/b ∼ 0.4 < 1.
V. ROTARY ECHO PROTOCOL FOR
REALISTIC BATH OF N ATOMS IN DIAMOND
As mentioned above in Sec. II, the realistic bath con-
sisting of substitutional N atom (P1 centers) in diamond
has more complex structure than a single O-U field. Due
to the complex internal structure of the P1 centers, where
an electron spin S = 1/2 is strongly (∼ 100 MHz) cou-
pled to a nuclear 14N spin I = 1 via anisotropic hyperfine
interaction, the bath of P1 centers contains six different
spectral groups11,39,42,62. Correspondingly, such a bath
should be described as a sum of six O-U noise fields42
Bk(t) (k = 1, . . . 6), with the corresponding parameters
bk and Rk.
Besides, the NV electron spin interacts with the nu-
clear spin of the NV’s own 14N atom with the hyperfine
constant A0 = −2π × 2.16 MHz, which has the same
order of magnitude as bk, and has to be taken into ac-
count. The nuclear spin state, and thus the hyperfine
field created by it, is static on a timescale of a single ex-
perimental run, but varies from one run to another, and
therefore can be described as a static field, which ran-
domly assumes the values 0,±A0 (corresponding to the
three states of the nuclear 14N spin I = 1).
Below, we use the analytical results obtained above to
investigate the realistic bath of P1 centers, taking into
account the multiple noise fields and the on-site hyper-
fine coupling to the NV’s own 14N nuclear spin. We
present analytical results, and compare them with the
direct numerical simulations, demonstrating the quanti-
tative agreement between analytics and numerics.
A. Decoherence by multiple noise fields
Because the equation of motion (5) is linear in B, our
theory can be generalized to include six noise fields. In-
troducing independent oscillator modes for each of the
noise fields, ak, and taking b =
√∑
b2k to define the di-
mensionless quantities according to Eq. 10, we find that
the evolution of the NV spin is governed by the dynami-
cal equation similar to Eq. 11, but now with a modified
pseudo-Hamiltonian:
Hˆ =
6∑
k=1
[
ρk a
†
kak − βk
ak + a
†
k√
2
gˆz
]
− ωgˆx, (33)
where ρk = Rk/(
√
2b) and βk = bk/b.
It is seen that the presence of the external driv-
ing leads to mixing between different oscillator modes,
so that the six oscillators are no longer independent.
We can straightforwardly extend the analysis described
above (single noise with large driving ω ≫ 1) to the
six-oscillator case, and readily recover Eqs. 16–18, with
the simple replacement of the combination, (a + a†) by∑
βk(ak + a
†
k). Consequently, Eq. 19, with 〈0z| now de-
noting the state vector (0, 0, 1) ⊗ ∏〈0k|, yields correct
result for the rotary echo amplitude. However, the evalu-
ation of 〈Sz(N)〉 now becomes complicated, because now
the reduced pseudo-Hamiltonian
hˆ(ω) =
∑
k
ρk a
†
kak−ωsˆx−
(∑
k βk(ak + a
†
k)
)2
4ω
sˆx, (34)
involves a mixture of different oscillator modes.
We can map the sum
∑
βk(ak + a
†
k) onto a single ef-
fective oscillator coordinate c1 + c
†
1, while keeping the
remaining five modes, cµ, µ = 2, ..., 6, decoupled from
the spin. This is effected by a linear transformation
of the original oscillator operators via a real orthogo-
nal 6× 6 matrix {γkj}, such that γk1 = βk. Introducing
9ρ¯k =
∑
i ρiγ
2
ik and gjk =
∑
i ρiγijγik, the transformed
operator reads
hˆ(ω) = hˆ1(ω) + hˆ5 +
6∑
µ=2
g1µ(c
†
1cµ + c
†
µc1), (35)
where
hˆ1(ω) = ρ¯1 c
†
1c1 −
(c1 + c
†
1)
2
4ω
sˆx − ωsˆx,
hˆ5 =
6∑
µ=2
ρ¯µc
†
µcµ +
6∑
µ>ν=2
gνµ(c
†
νcµ + c
†
µcν).
Here hˆ1 replicates Eq. 18, with c1 standing for the only
oscillator mode coupled to the pseudo-spin, and hˆ5 is the
internal pseudo-Hamiltonian of the remaining five oscil-
lator modes. The last term in Eq. (35) is the interaction
between c1 and the remaining five modes, characterized
by the strength,
g =
√√√√ 6∑
µ=2
g21µ =
√√√√1
2
6∑
l,k=1
(ρl − ρk)2β2l β2k. (36)
The central spin dynamics can be studied analyti-
cally in the regime when this coupling is weak, i.e. when
g ≪ |P1| holds, where P1 =
√
ρ¯21 − iρ¯1/ω is the typical
level spacing of the Hamiltonian hˆ1. Assuming that there
is no resonance between the lowest levels of hˆ1 and hˆ5,
the contribution of the interaction Hamiltonian h5 to the
eigenvalues of hˆ(ω) is of order of ∼ g2/|P1|, and can be
neglected.
Within this approximation, hˆ5 decouples from hˆ1, and
gives no contribution to the matrix element (19). In
this case, the rotary echo decay is caused exclusively
by the c1 mode, whose correlation decay rate is ρ¯1 =∑
k ρkβ
2
k. Hence the six O-U noise fields are essen-
tially combined into a single effective O-U field, with
the rms be =
√∑
b2k, and the correlation decay rate
Re =
∑
k Rkb
2
k/b
2. As a result, Eq. 22 and the subse-
quent results of Sec. III for 〈Sz(N)〉 can be used, with
replacement of ρ by
∑
k ρkβ
2
k.
With the fixed values of Rk and Bk, as measured in
recent experiments62, the weak-coupling regime g ≪ |P1|
corresponds to a limited magnitude of ω. At the same
time, in order to ensure good protection against decoher-
ence, ω should not be small. The experimentally mea-
sured bath parameters correspond to ρ¯1 ≈ 0.00834 and
TABLE I: Characteristics of the six noise fields used in numer-
ical simulations, as measured in experiments62. The resulting
effective parameters are Re = 42.33ms
−1 and be = 3.59µs
−1.
# of field 1 2 3 4 5 6
b (µs−1) 0.83 1.59 1.63 1.58 0.8 1.97
R (ms−1) 39 42 139 7 4 6
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FIG. 5: (Color online) Numerical simulations with six noise
fields. The rotary echo 〈Sz(N)〉 is plotted as a function of
total time t = 4NT for different values of the quarter-periods
T (given in µs) of the driving reversal. The four figures cor-
respond to different driving amplitudes, h = 2pi × 4.85 MHz
(ω = 6), h = 2pi × 12.93 MHz (ω = 16), h = 2pi × 20.2 MHz
(ω = 25), and h = 2pi × 29.9 MHz (ω = 37). The bath
parameters are given in Table I. The gray dots denote the nu-
merically obtained 〈Sz〉, and the red symbols correspond to
the analytical results of Eq. 32, where we assumed a single ef-
fective noise field with the parameters Re and be, as explained
in the main text.
g ≈ 0.0143, which means that the weak-coupling regime
holds for ω ≪ 43. Thus, we can expect that the ana-
lytical results above are quantitatively accurate, say for
5 . ω . 20, or, in dimensional units, for an experimen-
tally meaningful range of 2π×4 MHz . h . 2π×16 MHz.
To gain quantitative insights, we performed numerical
simulations, starting from the rotating frame Hamilto-
nian, H = hSx +
∑
kBk(t)S
z , with the experimentally
measured parameters of the six bath fields. In Fig. 5,
the numerical results are compared with the analytical
values of 〈Sz(N)〉, obtained from Eq. (32) with ρ = ρ¯1.
The values of τ are chosen according to Eq. (31) to en-
sure the best decoupling from the bath. Analytical and
numerical results agree very well in the experimentally
relevant regime of short τ .
For stronger driving, beyond the weak-coupling
regime, six bath fields start interacting with each other.
In this regime, our approximate analytical results pre-
dict faster rotary echo decay than is actually seen from
the direct simulations. Thus, the analytics above can be
considered as an estimate from below for the real decay
curve in this regime, and therefore remains useful even
for strong driving.
It is important to note that the effective values of be
and Re, which govern the rotary echo decay, are the same
as those which govern the free decay, spin echo dynam-
ics, and the response to dynamical decoupling of the NV
center’s spin39,42,62. Thus, the same picture of a single
10
effective O-U random field, with the same parameters,
can describe a wide variety of the dynamical regimes for
the controlled spin of a NV center.
B. Influence of the hyperfine coupling
In order to incorporate the on-site hyperfine coupling,
the pseudo-Hamiltonian (11) should be modified in a
straightforward manner, acquiring the form
Hˆ = ρa†a− ωsˆx − (a+ a† + λIz0 )
sˆz√
2
, (37)
where λ = A0/b. Provided that λ≪ ω, as it happens in
real experiments, further analysis can be performed along
the lines of Sec. III leading to the result akin to Eq. (19).
Namely, for N/ω2 ≪ 1, the rotary echo amplitude is well
approximated by
〈Szλ(N)〉 ≈
1
6
∑
Iz0=0,±1
〈0z|UNλIz0 |0z〉, (38)
where Uλ = e
−τhˆλ+e−2τhˆλ−e−τhˆλ+ is determined by the
reduced pseudo-Hamiltonian operators,
hˆλ± = ρ a†a∓ ωsˆx ∓ (a+ a
† + λ)2
4ω
sˆx. (39)
Analytic form of 〈0z |UNλ |0z〉 is found in Appendix E. Be-
cause of its cumbersome form we do not present the gen-
eral analytical answer here. Instead we bring the short-τ
result,
2〈Szλ(N)〉 ≈ exp
(
− ρτ
3
3ω2
N
)[
1
3
+
2
3
exp
(
−λ
2ρτ3
3ω2
N
)]
.
(40)
This suggests that the hyperfine coupling leads to
the suppression of 2/3 fraction of the total signal by
exp
(−Nλ2ρτ3/3ω2). With the realistic experimental
numbers we have λ2 ≈ 14.3. Therefore, the 2/3 frac-
tion of the signal decays much faster than the remaining
part.
Some comments on the approximation leading to the
analytic form for 〈0z|UNλ |0z〉 and eventually to Eq. (40)
are appropriate. The approximation is base on the as-
sumption, λ ≪ ω. At the same time, its accuracy is
guaranteed only when ψ > λ/ω, where ψ has a short-time
asymptotics (23) [cf. Eq. (C9) in Appendix C]. The lat-
ter condition can be violated because of a small value of
ρ or ultra-short τ . By considering the static limit ρ→ 0
it can be shown that the short-τ correction to 〈0z|UNλ |0z〉
is negative and ∝ (λ/ω)2 sin4( 12τ√ω2 + λ2/2). In con-
trast to the large-N correction, Eq. (30), this correction
does not accumulate with N , and gets completely washed
out for N ∼ ω and larger. Another difference is that
while Eq. (30) is due to the dynamics of the noise field,
this correction is because of static hyperfine and noise
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FIG. 6: (Color online) Simulation results for the rotary echo
decay in the presence of six O-U noise fields and the hyperfine
interaction with A0 = 2pi×2.16 MHz. Parameters of the noise
fields are taken from Table I. The four panels correspond to
four different driving amplitudes (h/2pi = 4.85, 12.93, 20.2,
and 29.9 MHz, shown at the top of each panel). Three curves
in each panel represent the results obtained for three differ-
ent durations T of the protocol quarter-periods, the values of
T (in µs) are shown on the graphs. The simulation results
are denoted by gray dots, showing 〈Szλ(N)〉 as a function of
total time t = 4NT . Red symbols are the analytical results
obtained from Eqs. (38) and (E14).
fields. In order to get rid of this negative correction,
one can choose τ to satisfy sin
(
1
2τ
√
ω2 + λ2/2
)
= 0, or
T
√
h2 +A20 = 2πk in dimensional units.
58 Note that the
obvious conflict between this choice and the best decou-
pling condition Eq. (31) is insignificant, and the latter
condition can be neglected. This is because the param-
eter domain where the ∝ (λ/ω)2 correction is tangible,
the large-N correction Eq. (30) is negligibly small.
In Fig. 6 we compare our analytical predictions with
the results of numerical simulations. Simulations are
based on the rotating-frame Hamiltonian, H = hSx +
(
∑
kBk(t) +A0I
z
0 )S
z, where Iz0 takes three values, ±1
and 0, with equal probability. The analytical results
agree well with the numerical simulations, justifying the
approximations made in course of derivation. To high-
light the ∝ (λ/ω)2 correction, we set T
√
h2 +A20 = 4π
and 16π, for the plots with h = 2π × 4.85 MHz, T =
0.377µs and h = 2π × 12.93 MHz, T = 0.61µs, respec-
tively. The protocol quarter-periods for the remaining
plots are chosen to satisfy the best decoupling condition
Eq. 31. Divergencies between the simulated points and
analytical curves for h = 2π×4.85 MHz, T = 0.77µs and
h = 2π × 12.93 MHz, T = 1.102µs are noticeable for the
short total times with N < ω. This demonstrates the
onset of the ∝ (λ/ω)2 correction, in full agreement with
the above discussion.
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VI. CONCLUSIONS
We considered the decay of rotary echoes for a central
spin, decohered by a surrounding environmental spins,
focusing on the symmetric rotary echo protocol which
ensures good protection against decoherence for strong
driving. We approximated the impact of the spin bath
by a random time-varying magnetic field, described as
Ornstein-Uhlenbeck random process (which is Marko-
vian, Gaussian, and stationary). We obtained analytical
description for different dynamical regimes, and applied
our analytical results to investigating the decay of the
rotary echoes for a NV center in diamond decohered by
a bath of substitutional N atoms (P1 centers), which is
the main decoherence source in type Ib diamonds.
Our analytical treatment is based on the mapping of
the problem on the model of a spin S = 1 coupled to
a single bosonic mode, which has been established in
Sec. III. We note here an interesting parallel with the
Wiener-Hermite expansion, applied earlier in the study of
the Landau-Zener transition, when crossing energy levels
are subject to fluctuations due to a noisy environment.86
This expansion appears naturally in our approach; in the
present paper we did not pursue this direction, but it
might be an interesting subject for further research.
Analytical form of the rotary echo amplitudes is ob-
tained in the limit of large driving. Comparing our
analytical results with direct numerical simulations, we
found very good quantitative agreement. Our analysis
identified two main sources of the rotary echo decay. One
is the decay caused by the random field during the peri-
ods of constant driving, and this channel is most effective
at not-too-long times (N/ω2 ≪ 1). The other is the de-
cay caused by a more delicate mechanism: during each
reversal of the driving, the effective quantization axis of
the spin slightly changes, but these changes accumulate
with time, and may become important when the total
number of reversals is large (N/ω2 ∼ 1). We have also
found that the latter channel is least destructive when the
reversal time τ is commensurate with the driving period,
see Eq. 31.
For sufficiently frequent reversals (small τ) the sym-
metric rotary echo protocol ensures excellent protection
of the spin. It is interesting to compare it with the
protection offered by the pulse-based dynamical decou-
pling: for instance, for small τ and slow baths with
ρ ≪ 1, the echoes for the pulse-based decoupling de-
cay as exp[−ρτ3N/3], while the rotary echoes decay as
exp[−ρτ3N/(3ω2)] (here we assumed that the time 2τ be-
tween two reversals is the same as the inter-pulse delay
2τ in the Carr-Purcell-Meiboom-Gill protocol60). This
comparison shows that the decay rate is diminished by a
large factor ω2, although achieved due to constant appli-
cation of strong driving to the central spin. For realistic
parameters42, b = 3.6µs−1 and h = 2π × 8 MHz, the ro-
tary echo decay time survives longer by a factor of about
ω2 ∼ 100. In realistic experiments, on such time scales
the decay of the NV spins would be probably dominated
by other relaxation mechanisms.
It is also worth noticing that the symmetric protocol
considered here, with the cycle (τ |2τ |τ), is more efficient
than the asymmetric protocol (2τ |2τ), where the driving
is switched after every time interval of 2τ . Most easily
this can be seen in the limit of static bath, ρ→ 0, where
the echo decay 〈Sz(N)〉 can be found exactly. For large
ω and N/ω3 ≪ 1, the echo amplitude of the asymmetric
protocol is given by the integral
〈Sz(N)〉 = 1
2
−
∫
dξ√
π
e−ξ
2
sin2
([
ω + ξ2/2ω
]
τ
)
× sin2
(√
2N
ω
sin
([
ω + ξ2/2ω
]
τ
))
. (41)
Obviously, the above integral is always positive and N -
dependent. This dependence is noticeable in experimen-
tally relevant regime, N ∼ ω, τ . ω, where the integral
takes values of order 1, leading to the suppression of sig-
nal. In contrast, corresponding integral for the symmet-
ric protocol is ∼ 1/ω2, for arbitrary N and τ .
Representing the real bath of P1 centers as six indepen-
dent O-U random fields (corresponding to the six spectral
lines of the P1 centers), we considered the decay of ro-
tary echoes for a NV spin, also taking into account the
on-site hyperfine coupling. We found that for the exper-
imentally interesting region of large (but not too large)
drivings, the six bath fields can be replaced by a single
effective O-U random field. The parameters be and Re,
which describe this field and hence govern the decay of
rotary echoes, are the same as the parameters which gov-
ern the free decay, spin echo dynamics, and the response
to dynamical decoupling of the NV center’s spin. Thus,
the same picture of a single effective O-U random field,
with the same parameters, can describe a wide variety
of the dynamical regimes for the controlled spin of a NV
center39,42,62.
Combining all results together, we identified the
regimes where the symmetric rotary echo protocol most
efficiently protects the NV spin. Our results may provide
useful guidelines for understanding of the dynamics of a
driven NV spin, and for planning future experiments. It
can also be applied to a variety of other spins coupled
to the dilute dipolar baths, such as donors in silicon or
magnetic ions in non-magnetic host crystals.63–66
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Appendix A
In this Appendix we establish the relation (16) for the
single-cycle evolution operator, valid for ω ≫ 1. We
begin with transforming the pseudo-Hamiltonian (11), to
one that commutes with the large driving, ωgˆx, within a
certain accuracy. This accuracy is specified by the values
of N and τ . We are going to discard the terms ∼ τ/ω2
and Nτ/ω3, presuming τ ≪ ω2, and Nτ ≪ ω3. Hence
the accuracy should extend up to O(1/ω3). At the first
step, we apply the transformation
W0 = exp[ǫA], A = (a+ a
†)gˆy, (A1)
where ǫ is assumed small. Neglecting the terms of order
ǫk, k ≥ 4, we write
W0HˆW
−1
0 ≈ Hˆ + ǫ[A, Hˆ ] +
1
2
ǫ2[A, [A, Hˆ ]]
+
1
6
ǫ3[A, [A, [A, Hˆ ]]]. (A2)
To cancel the term containing gˆz in Hˆ , we choose the
parameter ǫ = 1/
√
2ω. Then the last term in Eq. (A2)
should be kept in order to achieve the necessary accuracy,
since Hˆ contains a term of order of ω. We find:
W0HˆW
−1
0 = ρ a
†a− ωgˆx − 1
2ω
gˆx
(
a+ a†√
2
)2
+
ρ
ω
gˆy
a− a†√
2
− ρ
2ω2
gˆ2y +
1
3ω2
gˆz
(
a+ a†√
2
)3
+O(1/ω3). (A3)
To get rid of the leading inconvenient term, which does not commute with gˆx, we next apply a transformation with
the operator,
W1 = exp
[
ρ√
2ω2
(a− a†)gˆz
]
. (A4)
This leads to the relation,
W1W0HˆW
−1
0 W
−1
1 = ρ a
†a− ωgˆx − 1
2ω
gˆx
(
a+ a†√
2
)2
− ρ
2ω2
gˆ2y +
1
3ω2
gˆz
(
a+ a†√
2
)3
+
ρ2
ω2
gˆz
a+ a†√
2
+O(1/ω3). (A5)
Subsequent transformations with
W2 = exp
[
− ρ
8ω3
(gˆy gˆz + gˆz gˆy)
]
, W3 = exp
[
− gˆy√
2ω3
(
ρ2(a+ a†) +
1
6
(a+ a†)3
)]
, (A6)
discard further inconvenient terms, up to the third order in 1/ω. As a result, we get
Hˆ = W−1hˆW +O(1/ω3), hˆ(ω) = ρ a†a− ωgˆx − (a+ a
†)2
4ω
gˆx +
ρ
2ω2
[
1+
1
2
gˆ2x
]
, (A7)
whereW =W3W2W1W0 includes the above four subsequent transformations in the mixed pseudospin-oscillator space.
Some comments on these transformations are in order. The first of them, W0, is unitary. W1 is smaller than W0 and
invariant with respect to the sign reversal of ω. W2 and W3 contain even smaller exponents, ∼ 1/ω3, thus seem to
be beyond our accuracy goal. At this point one should be more careful, as hˆ still contains the large term ωgˆx, which
may amplify the effect of W2 and W3. However, we will see that this is not the case and the latter operators can be
safely ignored. From Eq. (15) we have
2〈Sz(N)〉 = 〈0z|W−1
[
e−τhˆ+Y e−2τhˆ−Y −1e−τhˆ+
]N
W |0z〉+O(N/ω3), (A8)
with hˆ± = hˆ(±ω) and Y =W (ω)W−1(−ω). Here we have taken into account that the τ -dependence of the remainder
of Eq. (A8) is inessential. The large terms ∓ωgˆx commute with the remaining parts of hˆ±, so that we can separate
the corresponding exponents:
e−τhˆ± = e−τhˆ
′
±e±τωgˆx = e±τωgˆxe−τhˆ
′
± , hˆ′± = ρ a
†a∓ (a+ a
†)2
4ω
gˆx +
ρ
2ω2
[
1+
1
2
gˆ2x
]
. (A9)
Therefore the matrix element (A8) is equal to
〈0z|W−1
[
e−τhˆ
′
+
(
eτωgˆxY e−τωgˆx
)
e−2τhˆ
′
−
(
e−τωgˆxY −1eτωgˆx
)
e−τhˆ
′
+
]N
W |0z〉. (A10)
Now consider the product, eτωgˆxY e−τωgˆx . Using the fact
that W1 is even with respect to the sign of ω while the
rest of Wi are odd, we write
eτωgˆxY e−τωgˆx = W˜3W˜2W˜1W˜ 20 W˜
−1
1 W˜2W˜3, (A11)
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where W˜i = e
τωgˆxWie
−τωgˆx are given by Eqs. (A1),
(A4), and (A6), upon the substitution, gˆy,z → ˆ˜gy,z =
eτωgˆx gˆy,ze
−τωgˆx . Explicitly, ˆ˜gy = cos(τω)gˆy + sin(τω)gˆz,
while ˆ˜gz = cos(τω)gˆz − sin(τω)gˆy . Thus we see that
the large parameter ω ends up in the arguments of sines
and cosines, leaving the transformations W˜2 and W˜3 with
exponents still suppressed as 1/ω3. Exactly the same
applies to the other product, e−τωgˆxY −1eτωgˆx , and the
operators, e−τωgˆxW2, 3eτωgˆx , entering this product. Be-
cause there is no longer large parameter remaining in
hˆ′±, these transformations are negligible in Eq. (A10).
Therefore, all W2 and W3 operators inside W and Y in
Eq. (A8) are negligible, too. In turn, the two proper-
ties of W1, namely that W1W
2
0W
−1
1 = W
2
0 + O(1/ω3),
and W1|0z〉 = |0z〉, allow us completely discard W1 from
equation (A8) as well. As a result, we arrive at the rela-
tion,
2〈Sz(N)〉 = 〈0z|W †0
(
U¯N
)
W0|0z〉+O(N/ω3), (A12)
with
U¯ = e−τhˆ+W 20 e
−2τhˆ−W † 20 e
−τhˆ+, (A13)
which is a more disclosed form of Eq. (16). Obviously,
the difference between W0|0z〉 and |0z〉 is ∼ 1/ω. In
addition, the norm of U¯N is less than 1. Hence the con-
tribution from the W0-operators outside the parentheses
in the matrix element Eq. (A12) is at most85 ∼ 1/ω and
does not accumulate with N . We neglect this contribu-
tion and write:
〈Sz(N)〉 = 1
2
〈0z|U¯N |0z〉. (A14)
Using the smallness of the exponent of W0, we further
separate the principal part of U¯ and consider W0 in Eq.
(A13) as a correction. This is done by introducing the
operator
Ξ(τ) =
√
2 eτhˆ+
[
(a+ a†)gˆy
]
e−τhˆ+. (A15)
To the first order in 1/ω, Eq. (A13) reads
U¯ = U0 +
1
ω
U1, (A16)
where the principal part of the single cycle time evolution
operator is given by
U0 = exp[−τhˆ+] exp[−2τhˆ−] exp[−τhˆ+], (A17)
whereas
U1 = U0Ξ(τ) − Ξ(−τ)U0 (A18)
is a perturbation. In Appendix C we demonstrate that
the last term in Eq. (A16) yields in fact a correction
∼ 1/ω2 to the eigenvalue of U¯ . Therefore the rotary
echo amplitudes are well described by Eq. (19), provided
that N/ω2 ≪ 1. For larger N , however, the contribution
of U1 is considerable. In Appendix D we calculate this
contribution for larger numbers, N/ω2 . 1.
Appendix B
In this Appendix we evaluate 〈Sz(N)〉 from Eq. (19),
by solving the eigenvalue problem for U0.
The operators hˆ± contain gˆx, so that we introduce the
normalized eigenvectors, gˆx|X0〉 = 0, gˆx|X±〉 = ±i|X±〉.
In the basis of Eq. (9) their explicit forms are:
|X0〉 =

10
0

 , |X±〉 = 1√
2

 0±i
1

 . (B1)
Hence the state |0z〉 is
|0z〉 = 1√
2
(
|X+〉+ |X−〉
)
⊗ |0〉, (B2)
where |0〉 is the ground state of the oscillator mode.
The last term of hˆ, Eq. (A7), is a scalar in the sub-
space |X±〉, decoupled from the oscillator mode. This
term leads to longitudinal relaxation along the x axis.
Although it is the easiest to handle, throughout this Ap-
pendix we ignore it, as its contribution for N/ω2 ≪ 1 is
negligible. Then for U0 we write
U0 = V0|X0〉〈X0|+ V+|X+〉〈X+|+ V−|X−〉〈X−|, (B3)
where V0 = exp(−4τρ a†a), and V± = V (±ω) with
V (ω) = V 1
2
(−ω)V 1
2
(ω), V 1
2
(ω) = exp
(
−τρa†a− i τ
4ω
(a+ a†)2
)
exp
(
−τρa†a+ i τ
4ω
(a+ a†)2
)
. (B4)
From Eqs. (B1)- (B3) we express the matrix element as
〈0z|UN0 |0z〉 =
1
2
〈0|V N+ + V N− |0〉 = Re〈0|V N (ω)|0〉. (B5)
To calculate the latter, we bring V (ω) into the form of a
single exponent. This can be done by noticing that the
combinations,
Kx = i
a† 2 + a2
2
, Ky =
a† 2 − a2
2
, Kz = a
†a+
1
2
,
(B6)
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satisfy the commutation relations of the su(2) Lie al-
gebra, [Kα,Kβ] = 2i ǫαβγKγ . This algebraic property
allows to write V 1
2
in terms of the single exponent,
V 1
2
(ω) = exp[−φ(~n ~K) + τρ], (B7)
where the real positive φ and the complex unit vector ~n
are given in terms of the combination, P =
√
ρ2 − iρ/ω,
and its complex conjugate, as follows:
coshφ = cosh τP cosh τP ∗ +
ρ2
|P |2 sinh τP sinh τP
∗,
nx =
sinh τP cosh τP ∗
2ωP sinhφ
− sinh τP
∗ cosh τP
2ωP ∗ sinhφ
,
ny = iρ
sinh τP sinh τP ∗
ω|P |2 sinhφ , (B8)
nz = inx + ρ
sinh τP cosh τP ∗
P sinhφ
+ ρ
sinh τP ∗ cosh τP
P ∗ sinhφ
.
In the same way we represent V (ω) as
V (ω) = exp[−ψ(~q ~K) + 2τρ], (B9)
with
coshψ = cosh2 φ+ (1− 2n2y) sinh2 φ, (B10)
qx =
nx coshφ+ inynz sinhφ√
(1− n2y)(cosh2 φ− n2y sinh2 φ)
, (B11)
qy = 0,
qz =
nz coshφ− inxny sinhφ√
(1− n2y)(cosh2 φ− n2y sinh2 φ)
. (B12)
Note that while the angle ψ is a real number not sensitive
to the sign of ω, the complex unit vector ~q depends on
that sign, reflecting the difference between V+ = V (ω)
and V− = V ∗(ω).
The eigenvalue problem of (~q ~K) with a general (com-
plex) ~q is solved by employing the identity,
(~q ~K) = e−iαKye−iβ(Kz−iKx)Kzeiβ(Kz−iKx)eiαKy ,
(B13)
where e−2iα = qz−iqx and 2β = qyqz−iqx . Hence the eigen-
functions of (~q ~K) are |χn〉 = e−iαKye−iβ(Kz−iKx)|n〉,
where |n〉 are the oscillator eigenstates (eigenfunctions
of Kz), and the corresponding eigenvalues are equal to
(n + 1/2). In our case we have β = 0. At the same
time, up to an inessential factor, acting on a state func-
tion with the squeezing operator, e−iαKy , results in the
multiplication of its argument by eiα. We thus get
(~q ~K)χn(ξ) = (n + 1/2)χn(ξ), with n = 0, 1, 2, ..., and
the normalized eigenfunctions,
χn(ξ) =
(ν
π
) 1
4 1√
2nn!
e−νξ
2/2Hn(
√
νξ), (B14)
where ν = qz + iqx and Hn are the Hermite polynomials.
Explicitly, we have solved the eigenvalue problem,
V (ω)|χn〉 = exp
[−ψ(n+ 1/2) + 2τρ]|χn〉. (B15)
On the ground of this solution we find the matrix element
Eq. (B5) as follows. The normalized wavefunction, |0〉 =
π−
1
4 exp(−ξ2/2), is expanded in terms of the eigenstates
of V (ω) by |0〉 =∑n≥0 Cn|χn〉, with the coefficients,
Cn =
ν
1
4√
π2nn!
∫
dξe−
ξ2
2
−ν ξ2
2 Hn(
√
νξ). (B16)
After the integration, survive only coefficients with even
n = 2k,
C2k =
1
ν
1
4 k!
√
(2k)!
22k−1
(1 − qz + iqx)k
(1 + qz − iqx)k+ 12
. (B17)
From this expansion and Eq. (B15) we get:
〈0|V (ω)N |0〉 = e2Nρτ
∑
k≥0
C22ke
−Nψ(2k+1/2)
=
e2Nρτ√
coshNψ + qz sinhNψ
, (B18)
where the last equality is due to the relation,∑
k≥0
[
(2k)!/22k(k!)2
]
x2k = (1 − x2)−1/2. It is straight-
forward to check that Eq. (21) is simply a different form
of the relation Eq. (B12) for qz. Finally, the result
Eq. (22) follows from Eq. (B5), by taking real part of
Eq. (B18).
Appendix C
In this Appendix we analyze the perturbation U1,
Eq. (A16), and show that its contribution to the eigen-
values of U¯ is basically ∼ 1/ω2.
From Eq. (A15) it is straightforward to check that
Ξ(τ) does not have diagonal matrix elements in the eigen-
vector basis of U0. Therefore the perturbation U1 does
not have such diagonal matrix elements either. In par-
ticular, as follows from Eq. (A18), the only non-zero
matrix elements of U1 are the ones between the states
|χn〉± = X± ⊗ |χ±n 〉 and |m〉0 = X0 ⊗ |m〉, provided that
m = n+ 1 + 2j,
j = 0,±1,±2, .... This means that to the first order
in 1/ω there is no corrections to eigenvalues of U¯ due to
U1, and the spectrum of U¯ is affected by U1 only to the
order of 1/ω2.
This proves our statement for general values of pa-
rameters. However, some complications can arise when
the eigenstates |χn〉± and |m〉0 are degenerate. In the
remainder of this Appendix we demonstrate that the de-
generacy does not lead to any significant effect, as the
resulting correction from U1 becomes comparable with
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the principal part from U0 only when both these quan-
tities are strongly suppressed, i.e., when the central spin
is completely decohered.
The above mentioned degeneracy means that V± and
V0 have equal eigenvalues. From the spectra of these
operators found in Appendix B one can see that this is
the case when
− ψ(n+ 1/2) + 2τρ = −4τρm, m = n+ 1 + 2j, j = 0, 1, 2, ..., (C1)
where j is non-negative because ψ > 4τρ. Once this happens, U1 lifts the degeneracy, contributing ∼ 1/ω in the
eigenvalue of U¯ , and mixing the states |χn〉± with |m〉0. More specifically, if 0〈m|U1|χn〉+ = U1;m,n and +〈χn|U1|m〉0 ≡
U1;n,m denote matrix elements between the degenerate states, the correct eigenvectors of U¯ are√
U1;n,m
U1;n,m + U1;m,n
|χn〉+ ±
√
U1;m,n
U1;n,m + U1;m,n
|m〉0, (C2)
instead of |χn〉+ and |m〉0, with the corresponding eigenvalues,
e−(n+1/2)ψ+2τρ ± 1
ω
√
U1;n,mU1;m,n = e
−4τρm ± 1
ω
√
U1;n,mU1;m,n. (C3)
From more detailed analysis of Eq. (A18) we find that the conjugate matrix elements of U1 are the same,
0〈m|U1|χn〉± =± 〈χn|U1|m〉0 ≡ Umn, (C4)
leading to the corrected eigenvectors (|χn〉+ ± |m〉0)/
√
2 and eigenvalues e−(n+1/2)ψ+2τρ ± Umn/ω.
Quantitatively, we can take the degeneracy in the nth channel into account by modifying the term, 2k = n, in the
sum Eq. (B18). As |m〉0 is orthogonal to |0z〉, the degenerate channel will contribute by the amount,
C2n
2
[(
e−(n+
1
2
)ψ+2τρ +
Umn
ω
)N
+
(
e−(n+
1
2
)ψ−2τρ − Umn
ω
)N]
. (C5)
Certainly, the only channels of interest are ones with the lowest numbers, n and m, or otherwise the corresponding
eigenstates do not contribute appreciably. We thus consider only e−(n+
1
2
)ψ−2τρ ∼ 1. From the definition it also follows
that |Umn| < 1, so that we have
|Umn|e(n+ 12 )ψ−2τρ = |Umn|e4mτρ ∼ 1. (C6)
Then the contribution Eq. (C5) can be cast to the form
C2ne
−N(n+ 1
2
)ψ+2Nτρ cosh
[
N
ω
Umne
(n+ 1
2
)ψ−2τρ
]
, (C7)
so that the leading correction to Eq. (22) is given by
∑
degenerate
n,m
C2ne
−4Nmτρ
(
cosh
[
N
ω
Umne
4mτρ
]
− 1
)
. (C8)
For small N ≪ ω this correction is ∼ (N/ω)2 and thus irrelevant. For larger N , on the other hand, the exponent
e−4Nmτρ = e−N(n+
1
2
)ψ+2Nτρ kicks in, and the correction is suppressed exponentially, unless 4mτρ < 1/ω and ψ < 1/ω.
Hence we conclude that the decay of 〈Sz(N)〉 may appreciably deviate from Eq. (22) only at small ψ ≪ 1.
Besides, on general grounds one should expect that the perturbative arguments fail when the level spacing of the
non-perturbed operator U0 is comparable with eigenvalues of the perturbation. This can happen when
ψ . 1/ω. (C9)
We will now discuss the domain ψ ≪ 1 and show that the correction is of order ψ/ω. To treat the slow and fast baths
in equal mode, we explicitly describe the boundary of the domain as
τρ≪ 1, ρτ2/ω ≪ 1. (C10)
16
While for fast bath the first condition implies that the second one fulfills, for slow bath the domain boundary is defined
by the second inequality, entailing the first one. To the leading order over the small parameters η = τρ, ǫ = ρτ2/ω,
we arrive at the decomposition
exp(−τhˆ) = exp
(
τωgˆx +
[
τ
ω
gˆx
2
+ η
( τ
ω
)2 gˆ2x
6
]
(a+ a†)2
2
)
exp
([
−η + 2
3
ηǫgˆx
]
a†a
)
exp
(
ǫ
gˆx
2
a† 2 − a2
2
)
(C11)
= exp
(
−ǫ gˆx
2
a† 2 − a2
2
)
exp
([
−η + 2
3
ηǫgˆx
]
a†a
)
exp
(
τωgˆx +
[
τ
ω
gˆx
2
+ η
( τ
ω
)2 gˆ2x
6
]
(a+ a†)2
2
)
. (C12)
Here and in subsequent calculations it is important to keep operator content of the exponents, while we expand their
scalar coefficients. For this reason we still keep the terms ∝ ǫη. For later convenience we introduce the parameter
λ = ρτ3/4ω2, though it is expressed via η and ǫ. This choice descends from the fact that while for fast bath λ ≪ 1,
for slow bath it can be large despite the restrictions Eq. (C10). Utilizing the decomposition Eq. (C11) with ω → −ω
for hˆ− and Eq. (C12) for hˆ+, we write the half-cycle evolution operator Vˆ 1
2
(ω) = e−τhˆ+W 20 e
−τhˆ− in the form
Vˆ 1
2
(ω) = exp(−ǫQ1gˆx) exp
([
−η + 2
3
ηǫgˆx
]
a†a
)
Aˆ(ω) exp
([
−η − 2
3
ηǫgˆx
]
a†a
)
exp(−ǫQ1gˆx), (C13)
where we introduced Q0 = (a+ a
†)2/3, Q1 = (a† 2 − a2)/4, and
Aˆ(ω) = exp
(ˆ
gx
[
ω +
3Q0
4ω
]
τ
)
exp(λQ0gˆ
2
x) exp
(√
2
ω
(a+ a†)gˆy
)
exp(λQ0gˆ
2
x) exp
(
−gˆx
[
ω +
3Q0
4ω
]
τ
)
. (C14)
First we analyze the domain of large λ & 1. We express Aˆ(ω) in terms of a single exponent. The three ex-
ponents at the middle of product Eq. (C14) commute in the oscillator sector, so that we have a combination,
exp(αgˆ2x) exp(βgˆy) exp(αgˆ
2
x) with commuting α and β. It is easy to see that e2 = (0, 1, 0) is the eigenvector of
this combination, with the ”eigenvalue” exp(−2α). In the complementary subspace spanned over e1 = (1, 0, 0) and
e3 = (0, 0, 1), on the other hand, the action of the pseudospin operators are expressed via Pauli matrices σi as
gˆ2x = (σz − 1)/2, gˆy = iσy. Exploiting the algebra of Pauli matrices we get:
Aˆ(ω) = exp
(ˆ
gx
[
ω +
3Q0
4ω
]
τ
)
exp
(
2λQ0gˆ
2
x +
√
2
ω
λQ0(a+ a
†)
sinhλQ0
gˆy
)
exp
(
−gˆx
[
ω +
3Q0
4ω
]
τ
)
. (C15)
The same as above applies to this product; the three exponents commute in the oscillator sector, so that after rotating
around gˆx we get a single exponent,
Aˆ(ω) = exp
(
2λQ0gˆ
2
x +
1
ω
[
ζcgˆy + ζsgˆz
])
, (C16)
where we have introduced the coefficients
ζc =
√
2
λQ0(a+ a
†)
sinhλQ0
cos
(
ω +
3Q0
4ω
)
τ, ζs =
√
2
λQ0(a+ a
†)
sinhλQ0
sin
(
ω +
3Q0
4ω
)
τ, (C17)
which are restricted operators in the oscillator subspace: ζc, ζs ∼ 1. It is now seen that ηǫ terms in Eq. (C13)
perform a rotation around gˆxa
†a by a negligibly small angle. We disregard these terms and proceed with expressing
exp(−ηa†a)Aˆ(ω) exp(−ηa†a) in terms of a single exponent. The fact that we have to keep terms linear in small
parameters only leads to the huge simplification, as anticipated operators in the single exponent will not contain
interference terms ∝ η · (1/ω), from different small operators. More precisely, from the perspective of the Campbell-
Baker-Hausdorff formula and within the adopted accuracy, we have
exp(−ηa†a)Aˆ(ω) exp(−ηa†a) = exp
(
log
[
exp(−ηa†a) exp(2λQ0gˆ2x) exp(−ηa†a)
]
+
1
ω
[
ζcgˆy + ζsgˆz
])
. (C18)
One however has to take the precaution that in the exact combination, log
[
exp(−ηa†a)Aˆ(ω) exp(−ηa†a)
]
, higher
terms ∝ ηm(1/ω)n can arise with large coefficients. This in turn would mean that the small ψ expansion fails, i.e., the
limit ψ → 0 is singular. Based on the analytic forms of Q0, ζc, and ζs, we do not expect such a failure of the small-
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τ expansion, and proceed with Eq. (C18). We evaluate the argument of the logarithm in (C18) using the symmetry
Eq. (B6), as in the pseudospin sector the three exponents are commutative, and find:
Vˆ 1
2
(ω) = exp(−ǫQ1gˆx) exp
(
2λ
[
1− 8ηλ/9]Q0gˆ2x − 2ηa†a+ 1ω [ζcgˆy + ζsgˆz]
)
exp(−ǫQ1gˆx). (C19)
Taking into account that ǫ and ζs are odd with respect to the sign of ω, while λ, ζc, and η are even, we also have
Vˆ 1
2
(−ω) = exp(ǫQ1gˆx) exp
(
2λ
[
1− 8ηλ/9]Q0gˆ2x − 2ηa†a− 1ω [ζcgˆy − ζsgˆz]
)
exp(ǫQ1gˆx). (C20)
Within the given approximation, ηλ = ǫ2/4 is small and should be discarded. To find the whole time evolution
operator U¯ = Vˆ 1
2
(ω)Vˆ 1
2
(−ω), Eq. (A13), we multiply Eqs. (C19) and (C20):
U¯ = exp(−ǫQ1gˆx) exp
(
2λQ0gˆ
2
x − 2ηa†a+
1
ω
[
ζcgˆy + ζsgˆz
])
exp
(
2λQ0gˆ
2
x − 2ηa†a−
1
ω
[
ζcgˆy − ζsgˆz
])
exp(ǫQ1gˆx).
(C21)
We now need to express the product of the two exponents in the middle of Eq. (C21) in terms of a single exponent. In
this single exponent, the largest will apparently be the term, 4λQ0gˆ
2
x. Except for this, we have to find terms linear in
η, ζc/ω, and ζs/ω, and ignore the ones that contain products or higher powers of these small quantities. Particularly,
if we denote by Qˆc the operator of the resulting single exponent linear in ζc/ω, from the Campbell-Baker-Hausdorff
formula we find that the very same operator emerges in a simpler situation, as
exp
(
2λQ0gˆ
2
x +
1
ω
ζcgˆy
)
exp
(
2λQ0gˆ
2
x −
1
ω
ζcgˆy
)
= exp
(
4λQ0gˆ
2
x + Qˆc +O
(
1/ω2
))
(C22)
We evaluate this product utilizing the algebra of Pauli matrices as above, and find:
Qˆc = 2
ζc
ω
{gˆxgˆz + gˆzgˆx} tanhλQ0. (C23)
Evaluating the remaining small, ∝ η and ζs/ω operators, and applying the rotation with exp(ǫQ1gˆx), we get
U¯ = exp
(
4λQ0gˆ
2
x − 4ηa†a− 4ǫλQ0gˆx +
2
ω
[
ζc tanhλQ0{gˆxgˆz + gˆz gˆx}+ ζsgˆz
])
. (C24)
Let’s now consider the exponent in Eq. (C24) as the operator 4λQ0gˆ
2
x, perturbed with three smaller operators,
∼ (ǫλ), η, and 1/ω. This unperturbed operator is diagonal in the pseudospin sector, while the last term in the square
brackets does not have a diagonal in that sector. Therefore the latter term, representing correction due to W0,
contributes ∼ 1/ω2 in the eigenvalue of U¯ (contributions as small as η/ω or ǫλ/ω are also excluded). This statement
holds down to λ & η or 1/ω. When λ crosses over to smaller values, Eq. (C24) is formally no longer valid. For small
λ, however, U¯ can be simply found by adding up the small exponents in Eq. (C13), as commutators amongst them
are now suppressed at least quadratically. The result
U¯ = exp
(
4λQ0gˆ
2
x − 4ηa†a+
2
√
2
ω
gˆz(a+ a
†) sin
(
ω +
3Q0
4ω
)
τ
)
, (C25)
nonetheless, coincides with the small-λ limit of (C24). Here the last term corresponds toW0. While e3 is the eigenvalue
of Eq. (C25) in the pseudospin space, owing to gˆze3 = 0 the last term does not contribute in the matrix element
〈0z|U¯N |0z〉 at all (recall that |0z〉 ∝ e3). Meanwhile, the remaining two terms in Eq. (C25) represent U0, so that in
this limit the result Eq. (22) becomes even more accurate.
Appendix D
In this Appendix we calculate the ∼ 1/ω2 correction to the matrix element, Eq. (19). Our starting point is Eq.
(A14), which contains all secular terms ∼ 1/ω2. We extend the expansion of U¯ to the second order and write:
U¯ = U0 +
1
ω
U1 +
1
ω2
U2, (D1)
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where U1 is given by Eq. (A18), which we rewrite here as
U1 =
√
2 e−τhˆ+
{[
(a+ a†)gˆy
]
e−2τhˆ− − e−2τhˆ−[(a+ a†)gˆy]} e−τhˆ+ , (D2)
while U2 is found from Eq. (A13) to be
U2 = e
−τhˆ+
{[
(a+ a†)gˆy
]2
e−2τhˆ− + e−2τhˆ−
[
(a+ a†)gˆy
]2 − 2 [(a+ a†)gˆy] e−2τhˆ− [(a+ a†)gˆy]} e−τhˆ+ . (D3)
For the matrix element Eq. (A14) we have:
〈0z|U¯N |0z〉 = 〈0z|UN0 |0z〉+
1
ω2
〈0z|LN |0z〉. (D4)
Here we introduced the operator,
LN =
∑
mi
Um10 U1U
m2
0 U1U
m3
0 +
∑
ni
Un10 U2U
n2
0 , (D5)
where the sums imply m1 +m2 +m3 = N − 2, and n1 + n2 = N − 1, respectively. We first look at the limit of static
bath, ρ→ 0. It is easy to see that in this limit 〈0z|UN0 |0z〉 = 1. Besides, in this limit 〈0z|U¯N |0z〉 can also be found; a
simple calculation yields the form, 〈0z|U¯N |0z〉 = 1 − κ/ω2, with a positive κ < 1, which depends on N only weakly.
Therefore, for the matrix element of LN we have
〈0z|LN |0z〉 = (ρτ)lN − κ, (D6)
where lN incorporates all the secular terms, accumulating with N . This simple analysis suggests that the correction
is suppressed for small ρτ . We thus restrict our consideration to ρτ . 1. As we keep the short-τ regime, the latter
condition also means a fast bath, ρ≫ 1/ω.
To find the matrix element 〈0z|LN |0z〉, we turn to the eigenstates of U0 in the oscillator sector, i.e., the eigenstates
of V±, denoted by |χ±n 〉 and explicitly presented in Eq. (B14). We notice that in this domain of parameters |χ±n 〉 are
very close to the oscillator states |n〉. It follows directly from Eq. (B14), where we have qy = 0, and ν close to unity,
ν ≈ 1 + τ2/6ω2 + iρτ2/ω. Particularly, this fact leads to the relation, 〈0z|UN0 |0z〉 ≈ [〈0z|U0|0z〉]N , which entails the
exponential dependence Eq. (27). Utilizing this fact and Eqs. (B2), (B3) we write:
〈0z|Um10 U1Um20 U1Um30 |0z〉 ≃
1
2
∑
σ,µ=±
[〈0|Vσ|0〉]m1〈Xσ|〈0|U1Um20 U1|0〉|Xµ〉[〈0|Vµ|0〉]m3 , (D7)
〈0z|Un10 U2Un20 |0z〉 ≃
1
2
∑
σ,µ=±
[〈0|Vσ|0〉]n1〈Xσ|〈0|U2|0〉|Xµ〉[〈0|Vµ|0〉]n2 . (D8)
Similarly, in the domain of parameters under consideration, the eigenvectors of hˆ± in the oscillator sector nearly
coincide with the oscillator eigenstates. We evaluate the remaining matrix elements of U1U
m2
0 U1 and U2 from Eqs.
(D2) and (D3), where the exact eigenvalues of hˆ± are kept, while the eigenvectors are replaced with the corresponding
oscillator states. The resulting matrix element of LN reads:
〈0z|LN |0z〉 ≃ −2e−Nϑ cos2
(
ω + 1/4ω
)
τ tanh(τρ − ϑ)
{
N +
1− e−4N(ρτ−ϑ)
2 sinh 2(τρ− ϑ)
}
, (D9)
where we have introduced small ϑ ≪ 1 through e−ϑ = 〈0z|U0|0z〉. With ρτ . 1, the last term of Eq. (D9) can be
neglected. Approximations made in course of this calculation, consisting in the substitution of eigenvectors of U0 and
hˆ± by corresponding oscillator states, lead to the error, ∼ (τ/ω)2 or 1/(ρω)2. As ϑ has the same order of magnitude,
we discard it from the argument of hyperbolic function. The correction to 〈Sz(N)〉 thus acquires the compact form,
∆〈Sz(N)〉 = −2N
ω2
〈0z|UN0 |0z〉 tanh(τρ) cos2
(
ω + 1/4ω
)
τ. (D10)
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Appendix E
In this Appendix, we evaluate the quantum mechanical average 〈0z|UNλ |0z〉 for Uλ = e−τhˆλ+e−2τhˆλ−e−τhˆλ+, with
hˆλ± given by Eq. (39), and find 〈Szλ(N)〉 for λ≪ ω.
In full analogy with Eq. (B5) for U0, we have 〈0z|UNλ |0z〉 = Re〈0|V Nλ |0〉, where Vλ = e−τhλ+e−2τhλ−e−τhλ+ , and
hλ± = ρ a†a∓ iω ∓ i (a+ a
† + λ)2
4ω
. (E1)
We relate Vλ to the operator V (ω) = e
−τh0+e−2τh0−e−τh0+ with h0± = hλ±|λ=0, which was already introduced in
Appendix B, cf. Eq. (B4). This is done by exploiting the relation,
e−τhλ+ = e−τλρφ/2e−φ(a
†−a)e−τh0+eφ(a
†−a), φ =
λ
2(1 + iρω)
, (E2)
and its counterpart for hλ−, where φ is replaced with its complex conjugate, φ∗. We get:
Vλ = e
−τλρ(φ+φ∗)e−φ(a
†−a) e−τh0+eη(a
†−a)e−2τh0−e−η(a
†−a)e−τh0+︸ ︷︷ ︸
V ′
eφ(a
†−a), η = φ− φ∗. (E3)
From the commutation relations between h0+, a
†, and a, one can infer the identity,
e−τh0+(a† − a)eτh0+ = (a† − a) cosh τP − (a† + a)P
ρ
sinh τP, (E4)
where P =
√
ρ2 − iρ/ω was also introduced in Appendix B. Using the exponential form of V (ω), Eq. (B9), we rewrite
V ′ as
V ′ = eη[(a
†−a) cosh τP−(a†+a)(P/ρ) sinh τP ] e−ψ(~q
~K)+2τρ e−η[(a
†−a) cosh τP+(a†+a)(P/ρ) sinh τP ]. (E5)
Next we notice the commutation relations, [(~q ~K), C±] = ±C±, where C± = (a†+ a)± (qz− iqx)(a†− a). At the same
time, [C−, C+] = 4(qz − iqx) is a scalar, so that the first and third exponents in Eq. (E5) are easily expressed via C±:
V ′ = exC−eyC+ e−ψ(~q
~K)+2τρ exC+eyC− , (E6)
where
x = −η
2
[
(qz + iqx) cosh τP + (P/ρ) sinh τP
]
, y =
η
2
[
(qz + iqx) cosh τP − (P/ρ) sinh τP
]
. (E7)
It is now straightforward to cast V ′ into the form of a single exponent from Eq. (E6), using the identity, expX expY =
exp{X+sY/(1−e−s)}, which follows for any two operators X and Y with the commutator, [X,Y ] = sY . Introducing
ǫ = η
[
cosh τP − (qz − iqx)(P/ρ) sinh τP coth(ψ/2)
]
, (E8)
the resulting entangled form of V ′ reads:
V ′ = exp
(
−ψ
[
(~q ~K)− (qz + iqx)ǫ (a† + a) + (qz + iqx)ǫ2
]
+ 2τρ+ 2(x+ y)ǫ
)
. (E9)
The combination in rectangular brackets of the exponent Eq. (E9) is equal to exp[ǫ (a† − a)](~q ~K) exp[−ǫ (a† − a)], so
that using Eq. (E3) we get:
Vλ = e
2(x+y)ǫ−τλρ(φ+φ∗)e−(φ−ǫ)(a
†−a) V (ω) e(φ−ǫ)(a
†−a). (E10)
From this relation, the sought expectation value, 〈0|V Nλ |0〉, is expressed via the one involving V (ω) as
〈0|V Nλ |0〉 = eN [2(x+y)ǫ−τλρ(φ+φ
∗)]〈0|e−(φ−ǫ)(a†−a) V N (ω) e(φ−ǫ)(a†−a)|0〉. (E11)
The action of translation e(φ−ǫ)(a
†−a) on a wave function results in a shift of its argument by −√2(φ−ǫ). Consequently,
the normalized vector e(φ−ǫ)(a
†−a)|0〉 is expanded in terms of the eigenvectors of V (ω), Eq. (B14), by
e(φ−ǫ)(a
†−a)|0〉 =
∑
n≥0
Fn|χn〉, Fn = ν
1
4√
π2nn!
∫
dξe−
1
2
(
[ξ−√2(φ−ǫ)]2+νξ2
)
Hn(
√
νξ), (E12)
20
where Hn are Hermite polynomials. Carrying out the integration yields:
Fn =
ν
1
4√
(1 + ν)2n−1n!
(
1− ν
1 + ν
)n
2
exp
(
−ν[φ− ǫ]
2
1 + ν
)
Hn
(√
2ν
1− ν2 [φ− ǫ]
)
. (E13)
This relation extends Eq. (B16) to non-zero values of λ. The matrix element Eq. (E11) is expressed in terms of the
sum,
∑
n≥0 F
2
ne
−Nψn. The analytic expression for the sum is possible by virtue of the relation,
∑
n≥0H
2
n(x)u
n/n! =
(1− 4u2)−1/2 exp[4ux2/(1 + 2u)]. We find:
〈0|UNλ |0〉 = Re
[
〈0|V (ω)N |0〉 exp
(
[2(x+ y)ǫ− τλρ(φ + φ∗)]N − (φ− ǫ)2 2 sinh
N
2 ψ
sinh N2 ψ + (qz − iqx) cosh N2 ψ
)]
, (E14)
where 〈0|V (ω)N |0〉 is factored out by using Eq. (B18). To visualize this behavior, we make use of Eqs. (B10)-(B12)
and derive the short-τ asymptotes,
2(x+ y)ǫ− τλρ(φ + φ∗) ≃ −λ
2ρτ3
3ω2
, φ− ǫ ≃ λτ
2
4ω2
(
2/3− iρω). (E15)
We also notice that for typical values of parameters the last term in the exponent of Eq. (E14) saturates with N
rapidly. Effectively, for relevant values of N one has:
sinh N2 ψ
sinh N2 ψ + (qz − iqx) cosh N2 ψ
≃ 1
1 + qz − iqx ≈
1
2
. (E16)
Thus the last term of Eq. (E14) is ∝ τ4 and does not accumulate with N . Neglecting this term, and using Eqs. (27),
(38), we arrive at the short-τ form Eq. (40).
1 A. Gruber, A. Dra¨benstedt, C. Tietz, L. Fleury, J.
Wrachtrup, and C. von Borczyskowski, Science 276, 2012
(1997).
2 J. Wrachtrup and F. Jelezko, J. Phys.: Cond. Mat. 18,
S807 (2006).
3 A. Batalov, C. Zierl, T. Gaebel, P. Neumann, I.-Y. Chan,
G. Balasubramanian, P. R. Hemmer, F. Jelezko, and J.
Wrachtrup, Phys. Rev. Lett. 100, 077401 (2008).
4 L. Robledo, L. Childress, H. Bernien, B. Hensen, P. F. A.
Alkemade and R. Hanson, Nature 477, 574 (2011)
5 L. Childress, M. V. Gurudev Dutt, J. M. Taylor, A. S.
Zibrov, F. Jelezko, J. Wrachtrup, P. R. Hemmer, and M.
D. Lukin, Science 314, 281 (2006).
6 G. Balasubramanian, P. Neumann, D. Twitchen, M.
Markham, R. Kolesov, N. Mizuoschi, J. Isoya, J. Achard,
J. Beck, J. Tisler, V. Jacques, P. R. Hemmer, F. Jelezko,
and J. Wrachtrup , Nat. Mater. 8, 383 (2009).
7 P. C. Maurer, G. Kucsko1, C. Latta, L. Jiang, N. Y. Yao,
S. D. Bennett, F. Pastawski, D. Hunger, N. Chisholm, M.
Markham, D. J. Twitchen, J. I. Cirac, and M. D. Lukin,
Science 336, 1283 (2012).
8 V. V. Dobrovitski, G. D. Fuchs, A. L. Falk, C. Santori, and
D. D. Awschalom, Ann. Rev. Cond. Matter 4, 23 (2013)
and references therein.
9 F. Jelezko, T. Gaebel, I. Popa, A. Gruber, and J.
Wrachtrup, Phys. Rev. Lett. 92, 076401 (2004).
10 G. D. Fuchs, V. V. Dobrovitski, D. M. Toyli, F. J. Here-
mans, and D. D. Awschalom, Science 326, 1520 (2009).
11 R. Hanson, V. V. Dobrovitski, A. E. Feiguin, O. Gywat,
and D. D. Awschalom, Science 320, 352 (2008).
12 G. D. Fuchs, G. Burkard, P. V. Klimov, and D. D.
Awschalom, Nat. Phys. 7, 789 (2011).
13 C. Santori, P. Tamarat, P. Neumann, J. Wrachtrup, D.
Fattal, R. G. Beausoleil, J. Rabeau, P. Olivero, A. D.
Greentree, S. Prawer, F. Jelezko, and P. Hemmer, Phys.
Rev. Lett. 97, 247401 (2006).
14 B. B. Buckley, G. D. Fuchs, L. C. Bassett, and D. D.
Awschalom, Science 330, 1212 (2010).
15 E. Togan, Y. Chu, A. S. Trifonov, L. Jiang, J. Maze, L.
Childress, M. V. G. Dutt, A. S. Sørensen, P. R. Hemmer,
A. S. Zibrov, and M. D. Lukin, Nature 466, 730 (2010).
16 A. Faraon, C. Santori, Z. Huang, V. M. Acosta, and R. G.
Beausoleil, Phys. Rev. Lett. 109, 033604 (2012).
17 C. G. Yale, B. B. Buckley, D. J. Christle, G. Burkard, F.
J. Heremans, L. C. Bassett, and D. D. Awschalom, Proc.
Natl. Acad. Sci. 110, 7595 (2013).
18 P. Tamarat, T. Gaebel, J. R. Rabeau, M. Khan, A. D.
Greentree, H. Wilson, L. C. L. Hollenberg, S. Prawer, P.
Hemmer, F. Jelezko, and J. Wrachtrup, Phys. Rev. Lett.
97, 083002 (2006).
19 L. C. Bassett, F. J. Heremans, C. G. Yale, B. B. Buck-
ley, and D. D. Awschalom, Phys. Rev. Lett. 107, 266403
(2011).
20 F. Dolde, H. Fedder, M. W. Doherty, T. No¨bauer, F.
Rempp, G. Balasubramanian, T. Wolf, F. Reinhard, L. C.
L. Hollenberg, F. Jelezko, and J. Wrachtrup, Nat. Phys. 7,
21
459 (2011).
21 T. van der Sar, Z. H. Wang, M. S. Blok, H. Bernien, T. H.
Taminiau, D. M. Toyli, D. A. Lidar, D. D. Awschalom, R.
Hanson, and V. V. Dobrovitski, Nature (London) 484, 82
(2012).
22 H. Bernien, B. Hensen, W. Pfaff, G. Koolstra, M. S. Blok,
L. Robledo, T. H. Taminiau, M. Markham, D. J. Twitchen,
L. Childress, and R. Hanson, Nature 497, 86 (2013).
23 F. Dolde, I. Jakobi, B. Naydenov, N. Zhao, S. Pezzagna,
C. Trautmann, J. Meijer, P. Neumann, F. Jelezko, and J.
Wrachtrup, Nat. Phys. 9, 139 (2013).
24 L. Childress, J. M. Taylor, A. S. Sorensen, and M. D.
Lukin, Phys. Rev. Lett. 96, 070504 (2006).
25 P. Cappellaro, L. Jiang, J. S. Hodges, and M. D. Lukin,
Phys. Rev. Lett. 102, 210502 (2009).
26 J. M. Taylor, P. Cappellaro, L. Childress, L. Jiang, D.
Budker, P. R. Hemmer, A. Yacoby, R. Walsworth, and M.
D. Lukin, Nat. Phys. 4, 810 (2008).
27 C. L. Degen, Appl. Phys. Lett. 92, 243111 (2008).
28 P. Maletinski, S. Hong, M. S. Grinolds, B. Hausmann, M.
D. Lukin, R. L. Walsworth, M. Loncar, and A. Yacoby,
Nature Nano. 7, 320 (2012).
29 N. M. Nusran, M. U. Momeen, and M. V. G. Dutt, Nature
Nano. 7, 109 (2012).
30 L. P. McGuinness, Y. Yan, A. Stacey, D. A. Simpson, L. T.
Hall, D. Maclaurin, S. Prawer, P. Mulvaney, J. Wrachtrup,
F. Caruso, R. E. Scholten, and L. C. L. Hollenberg, Nature
Nano. 6, 358 (2011).
31 T. H. Taminiau, J. J. T. Wagenaar, T. van der Sar, F.
Jelezko, V. V. Dobrovitski, and R. Hanson, Phys. Rev.
Lett. 109, 137602 (2012).
32 S. Kolkowitz, Q. P. Unterreithmeier, S. D. Bennett, and
M. D. Lukin, Phys. Rev. Lett. 109, 137601 (2012).
33 N. Zhao, J. Honert, B. Schmid, M. Klas, J. Isoya, M.
Markham, D. Twitchen, F. Jelezko, R.-B. Liu, H. Fedder,
and J. Wrachtrup, Nature Nano. 7, 657 (2012).
34 H. J. Mamin, M. Kim, M. H. Sherwood, C. T. Rettner, K.
Ohno, D. D. Awschalom, and D. Rugar, Science 339, 557
(2013).
35 T. Staudacher, F. Shi, S. Pezzagna, J. Meijer, J. Du, C. A.
Meriles, F. Reinhard, and J. Wrachtrup, Science 339, 561
(2013).
36 D. M. Toyli, C. F. de Las Casas, D. J. Christle, V. V.
Dobrovitski, and D. D. Awschalom, Proc. Natl. Acad. Sci.
110, 8417 (2013).
37 P. Neumann, I. Jakobi, F. Dolde, C. Burk, R. Reuter, G.
Waldherr, J. Honert, T. Wolf, A. Brunner, and J. H. Shim,
Nano Lett. 13, 2738 (2013).
38 G. Kucsko, P. C. Maurer, N. Y. Yao, M. Kubo, H. J. Noh,
P. K. Lo, H. Park, and M. D. Lukin, Nature 500, 54 (2013).
39 G. de Lange, Z. H. Wang, D. Riste´, V. V. Dobrovitski, and
R. Hanson, Science 330, 60 (2010).
40 C. A. Ryan, J. S. Hodges and D.G. Cory, Phys. Rev. Lett.
105, 200402 (2010).
41 B. Naydenov, F. Dolde, L. T. Hall, C. Shin, H. Fedder, L.
C. L. Hollenberg, F. Jelezko, and J. Wrachtrup Phys. Rev.
B 83, 081201(R) (2011).
42 Z.-H. Wang, G. de Lange, D. Riste`, R. Hanson, and V. V.
Dobrovitski, Phys. Rev. B 85, 155204 (2012).
43 N. Zhao, S. W. Ho, and R. B. Liu, Phys. Rev. B 85, 115303
(2012).
44 W. M. Witzel, M. S. Carroll, L. Cywinski, S. Das Sarma,
Phys. Rev. B 86, 035452 (2012).
45 N. Bar-Gill, L. M. Pham, A. Jarmola, D. Budker, and R.
L. Walsworth, Nat. Comm. 4, 1743 (2013).
46 G. de Lange, D. Riste´, V. V. Dobrovitski, and R. Hanson,
Phys. Rev. Lett. 106, 080802 (2011).
47 V. V. Dobrovitski, A. E. Feiguin, R. Hanson, and D. D.
Awschalom, Phys. Rev. Lett. 102, 237601 (2009).
48 A. Laraoui and C. A. Meriles, Phys. Rev. B 84, 161403
(2011).
49 M. Hirose, C. D. Aiello, and P. Cappellaro, Phys. Rev. A
86, 062320 (2012).
50 A. Bermudez, F. Jelezko, M. B. Plenio, and A. Retzker,
Phys. Rev. Lett. 107, 150503 (2011).
51 M. Loretz, T. Rosskopf, and C. L. Degen, Phys. Rev. Lett.
110, 017602 (2013).
52 P. Facchi, D. A. Lidar, and S. Pascazio, Phys. Rev. A 69,
032314 (2004).
53 J. Cai, B. Naydenov, R. Pfeiffer, L. P. McGuinness, K. D.
Jahnke, F. Jelezko, M. B. Plenio, and A. Retzker, New J.
Phys. 14, 113023 (2012).
54 X. Xu, Z. Wang, C. Duan, P. Huang, P. Wang, Y. Wang,
N. Xu, X. Kong, F. Shi, X. Rong, and J. Du, Phys. Rev.
Lett. 109, 070502 (2012).
55 J. Cai, F. Jelezko, M. B. Plenio, and A. Retzker, New J.
Phys. 15, 013020 (2013).
56 C. Belthangady, N. Bar-Gill, L. M. Pham, K. Arai, D. Le
Sage, P. Cappellaro, and R. L. Walsworth, Phys. Rev. Lett.
110, 157601 (2013).
57 P. London, J. Scheuer, J.-M. Cai, I. Schwarz, A. Ret-
zker, M. B. Plenio, M. Katagiri, T. Teraji, S. Koizumi,
J. Isoya, R. Fischer, L. P. McGuinness, B. Naydenov, and
F. Jelezko, Phys. Rev. Lett. 111, 067601 (2013).
58 C. D. Aiello, M. Hirose, and P. Cappellaro, Nat. Comm.
4, 1419 (2013).
59 I. Solomon, Phys. Rev. Lett. 2, 301 (1959).
60 C. P. Slichter, Principles of Magnetic Resonance (Springer,
Berlin, New York, 1990).
61 N. Bar-Gill, L. Pham, C. Belthangady, D. L. Sage, P. Cap-
pellaro, J. Maze, M. Lukin, A. Yacoby, and R. Walsworth,
Nat. Commun. 3, 858 (2012).
62 G. de Lange, T. van der Sar, M. S. Blok, Z.-H. Wang, V.
V. Dobrovitski, and R. Hanson, Scientific Reports 2, 382
(2012).
63 J. J. Pla, K. Y. Tan, J. P. Dehollain, W. H. Lim, J. J. L.
Morton, D. N. Jamieson, A. S. Dzurak, and A. Morello,
Nature 489, 541 (2012).
64 J. J. L. Morton, D. R. McCamey, M. A. Eriksson, and S.
A. Lyon, Nature 479, 345 (2011).
65 A. Morello, J. J. Pla, F. A. Zwanenburg, K. W. Chan, K.
Y. Tan, H. Huebl, M. Mo¨tto¨nen, C. D. Nugroho, C. Yang,
J. A. van Donkelaar, A. D. C. Alves, D. N. Jamieson, C.
C. Escott, L. C. L. Hollenberg, R. G. Clark, and A. S.
Dzurak, Nature 467, 687 (2010).
66 S. Bertaina, S. Gambarelli, T. Mitra, B. Tsukerblat, A.
Mu¨ller, and B. Barbara,, Nature 453, 203 (2008).
67 B. Smeltzer, J. McIntyre, and L. Childress, Phys. Rev. A
80, 050302(R) (2009).
68 S. Felton, A. M. Edmonds, M. E. Newton, P. M. Mar-
tineau, D. Fisher, D. J. Twitchen, and J. M. Baker, Phys.
Rev. B 79, 075203 (2009).
69 J. H. N. Loubser and J. A. van Wyk, Rep. Prog. Phys. 41,
1201 (1978).
70 P. W. Anderson and P. R. Weiss, Rev. Mod. Phys. 25, 269
(1953).
71 P. W. Anderson, J. Phys. Soc. Jpn. 9, 316 (1954).
72 R. Kubo, J. Phys. Soc. Jpn. 9, 935 (1954).
22
73 J. R. Klauder and P. W. Anderson, Phys. Rev. 125, 912
(1962).
74 V. V. Dobrovitski, A. E. Feiguin, D. D. Awschalom, and
R. Hanson, Phys. Rev. B 77, 245212 (2008).
75 W. A. Coish and D. Loss, Phys. Rev. B 70, 195340 (2004).
76 W. M. Witzel, R. de Sousa, and S. Das Sarma, Phys. Rev.
B 72, 161306(R) (2005).
77 S. K. Saikin, W. Yao, and L. J. Sham, Phys. Rev. B 75,
125314 (2007).
78 R.-B. Liu, W. Yao, and L. J. Sham, New J. Phys. 9, 226
(2007).
79 J. R. Maze, J. M. Taylor, and M. D. Lukin, Phys. Rev. B
78, 094303 (2008).
80 L. Cywinski, W. M. Witzel, and S. Das Sarma, Phys. Rev.
B 79, 245314 (2009).
81 N. van Kampen, Stochastic Processes in Physics and
Chemistry (North-Holland, Amsterdam, 1981).
82 E. Geva, R. Kosloff, and J. L. Skinner, J. Chem. Phys.
102, 8541 (1995).
83 C. Cohen-Tannoudji and S. Reynaud, J. Phys. B 10, 365
(1977).
84 R. Kubo, J. Math. Phys. 4, 174 (1963).
85 A detailed analysis shows that this contribution is ∼ 1/ω2.
86 Y. Kayanuma, J. Phys. Soc. Jpn. 53, 108 (1984); ibid. 54,
2037 (1985).
