In the first part of this paper we generalize the result of Georgiou-Pavon that a positive square matrix can be scaled uniquely to a column stochastic matrix which maps a given positive probability vector to another given positive probability vector. In the second part of this paper we prove that a positive quantum channel can be scaled to another positive quantum channel which maps a given positive definite density matrix to another given positive definite density matrix using Brower's fixed point theorem. This result proves the Georgiou-Pavon conjecture for two positive definite density matrices in their recent paper [6] . We show uniqueness of fixed points for certain two positive definite density matrices.
Introduction
The classical Schrödinger bridge problem, studied by Schrödinger in [12, 13] , seeks the most likely probability law for a diffusion process, in path space, that matches marginals at two end points in time. The discrete version of Schrödinger's bridge problem for Markov chains, as I understand, can be stated succinctly as follows. Let A be an n × n a stochastic matrix. That is, A is a nonnegative matrix, and A ⊤ 1 = 1, 1 = (1, . . . , 1) ⊤ . (Sometimes A is called column stochastic.) Let a, b be two positive (column) probability vectors. Does there exists a scaling of A, i.e., B = D 1 AD 2 , where D 1 , D 2 are two n × n diagonal matrices with positive diagonal entries, such that B is stochastic and Ba = b? See [6] for the motivation of this problem and §2.
For a = b = 1 this problem is equivalent to the well known problem: when a nonnegative A ∈ R n×n , A ≥ 0, can be scaled to a doubly stochastic matrix? This problem was answered by Sinkhorn [14] . Namely, it is always possible to scale a matrix A to a doubly stochastic if all the entries of A are positive, i.e. A > 0. In that case D 1 , D 2 are unique (up to : tD 1 , t −1 D 2 for t > 0). The unique scaling of a fully indecomposable A ≥ 0 to a doubly stochastic matrix was proven in [11, 3, 15] . (A ≥ 0 fully indecomposable if P AQ is irreducible for any pair of permutation matrices P, Q.) Necessary and sufficient conditions for case a = 1 was given in [2, 9] . Theorem 3.2 in [5] proves the existence of unique scaling of a fully indecomposable A for a = b.
In a recent paper Georgiou and Pavon [6] proved that Schrödinger's bridge problem is uniquely solvable for A > 0. Their proof is based on the strict contraction of a corresponding map with respect to the Hilbert metric. In the first part of this paper we give a different proof of this result. We also give a generalization of Schrödinger's bridge problem to a nonnegative A with no zero column and AA ⊤ irreducible. Georgiou and Pavon considered in [6] an analog of Schrödinger 's bridge problem for quantum channels. The simplified version of this problem is: Denote by C n×n the set of n × n complex valued matrices, and by H n ⊃ H n,+ ⊃ H n,++ the subsets of hermitian, positive semi-definite, and positive definite matrices, respectively, in C n×n . Let H n,+,1 ⊃ H n,++,1 be the subset positive semi-definite and positive definite matrices of trace 1, respectively, in H n,+ . Let GL(n, C) ⊂ C n×n be the group of invertible matrices. Recall that Q : C n×n → C n×n is called a completely positive operator if
Assume that Q is completely positive. Q is called positive if Q(H n,+,1 ) ⊂ H n,++ . Q is called quantum channel if
1 n I n was solved by Gurvits [7] and in [6] by different methods. (This is the analog of Sinkhorn's theorem.) Conjecture 1 in [6] implies the solution of Problem 1.1. In this paper we show that Problem 1.1 is solvable using Brouwer's fixed point theorem, similar to the methods in [6] . This result yields a solution of the Georgiou-Pavon conjecture for two positive definite density matrices. We also show that for α, β in some neighborhood of 1 n I n , depending on Q, the scaling of Q is "unique" in certain sense. That is, the corresponding map has a unique fixed point.
We now summarize briefly the contents of this paper. In §2 we discuss Schrödinger's bridge problem for stochastic matrices and its generalization to certain nonnegative matrices. §3 discusses some known results on quantum channels that are used in the next sections. In §4 give a solution to Problem 1.1 using Brower's fixed point theorem. We also show that a solution to Problem 1.1 is equivalent to [6, Conjecture 1] for two positive definite density matrices. In §5 we show that the map constructed to solve Problem 1.1 has a unique fixed point if the two density matrices are in the neighborhood of the uniform density matrix.
2 Schrödinger's bridge problem for stochastic matrices
Schrödinger's bridge problem is stated as follows [6] . Let A = [a ij ] ∈ R n×n ++ , and let two probability vectors a, b ∈ R n ++ be given. Do there exist u, v, x, y ∈ R n ++ such that
A straightforward calculation yields that if (2.1) holds then the matrix B = D(u)AD(v) −1 satisfies:
Vice versa, if B = D(u)AD(v) −1 satisfies the above equation then (2.1) holds, where x, y are determined uniquely by the last two conditions of (2.1).
Note that any A ∈ R n×n ++ is uniquely scaled from the right to a stochastic matrix. That is there exists a unique D 2 = D(A ⊤ 1) −1 such that AD 2 is stochastic. Hence without loss of generality we can assume that A ∈ R n×n ++ is stochastic. It is shown in [5, Theorem 3.2] , that for given fully indecomposable A ∈ R n×n + and u, v ∈ R n ++ there exists a unique scaling of A such that D 1 AD 2 u = u and
Choose a = b = u and v = 1 to deduce the solution of Schrödinger's bridge problem in this case. It is straightforward to show that a solution of Schrödinger's bridge problem for a = b implies the above cited result in [5] by considering the matrix
Denote PR n ++ the projective space associated with the open cone of positive vectors in R n . That is, PR n ++ is the set of open rays R(u) = {tu, t > 0, u ∈ R n ++ }. Denote by Π n ⊂ R n the simplex of probability vectors. Clearly, PR n ++ is isomorphic to the interior of Π n , denoted as Π n,++ = Π n ∩ R n ++ . A one point compactification of Π n,++ is the identification of the points ∂Π n,++ , the boundary of Π n,++ ⊂ R n , to one point, denoted as ∞. Denote by Π n = Π n,++ ∪ {∞} the above one point compactification of Π n . It is well known that Π n is homeomorphic to the n − 1 dimensional sphere S n−1 = {x ∈ R n , x ⊤ x = 1}. Moreover, S n−1 can be viewed as one point compactification of R n−1 : R n−1 = R n−1 ∪ {∞}. Similarly, one point compactification of PR n ++ , PR n ++ = PR n ++ ∪ {∞}, is homeomorphic to S n−1 , equivalently homeomorphic to Π n .
Denote by Σ n ⊂ R n×n + the convex set of stochastic matrices. Let Σ n,++ = Σ n ∩ R n×n ++ be the interior of Σ n . Assume that A ∈ R n×n + is a matrix with no zero column. Let
Clearly, for each t > 0 and x ∈ R n ++ we have that Φ A (tx) = Φ A (x). Hence can be viewed as smooth mapΦ A : PR n ++ → Σ n . Clearly,Φ A can be viewed also as the restriction of Φ A to Π n,++ . Note that if A > 0 then Φ A (R n ++ ) ⊂ Σ n,++ .
The following theorem generalizes [6, Theorem 3] .
and a ∈ Π n,++ be given. Assume that A does not have a zero column or zero row. Consider the map
(2.4)
1. Assume that A is a positive matrix. Then the map Φ A,a extends to a continuous map of Π n . It maps the boundary of Π n to its boundary. Furthermore, Φ A,a is a self-diffeomorphism of Π n,++ .
2. Assume that AA ⊤ is an irreducible matrix. Then Φ A,a is a diffeomorphism of Π n,++ and Φ A,a (Π n,++ ).
Proof. As A is a nonnegative matrix with no zero column the map (2.4) is a well defined smooth map. As A does not have a zero row, Φ A (x) does not have zero row for x ∈ Π n,++ . Therefore Φ A (x)a ∈ Π n,++ . Hence Φ A,a is a self-smooth map of Π n,++ , i.e. Φ A,a (Φ n,++ ) ⊆ Π n,++ . 1. Assume that A > 0. Then Φ A : Π n → Σ n is continuous. In particular, Φ A (x)a ∈ Π n for each x ∈ Π n . Therefore Φ A,a is a continuous map of Π n to itself. Let x = (x 1 , . . . , x n ) ⊤ ∈ ∂Π n . Thus x i = 0 for some i. Hence the i − th row of Φ A (x) is zero. Therefore the i-th coordinate of Φ A (x)a is zero. Thus Φ A (x)a ∈ ∂Π n,++ . Hence Φ A,a (∂Π n,++ ) ⊆ ∂Π n,++ . These results yield that Φ A,a : Π n → Π n induces a continuous map Φ A,a : Π n → Π n . More precisely the map Φ A,a : Π n,++ → Π n,++ is a proper map. That is, given a sequence x m ∈ Π n,++ , m ∈ N which converges to ∂Π n,++ then the sequence Φ A,a (x m ), m ∈ N converges to ∂Π n,++ .
We now show that Φ A,a : Π n,++ → Π n,++ is a local diffeomorphism. Assume that x ∈ Π n,++ . Then the neighborhood of x in Π n are points of the form x+tw, w ⊤ w = 1, 1 ⊤ w = 0, |t| < ε for some small ε > 0. Equivalently, let W ⊂ R n be the subspace of all vectors orthogonal to 1. Then the neighborhood of x is diffeomorphic to an open ball of radius ε > 0 centered at 0 in W.
Suppose first that A is stochastic. Assume that x = 1 n 1. Thus
Clearly F (A, a) is symmetric matrix satisfying
Hence W is an invariant subspace of F (A, a). Furthermore, nF (A, a)|W is the Jacobian of Φ A,a at x = 1 n .
We claim that the n−1 eigenvalues of F (A, a)|W are positive. This claim follows from the observation that F (A, a) a symmetric irreducible singular M-matrix [4, §6.6] . Indeed, the matrix rI − F (A, a) > 0 for r ≫ 1. Clearly (rI − F (A, a))1 = r1. Hence r is the spectral radius of (rI −F (A, a)), r is a simple eigenvalue of rI −F (A, a) and all other eigenvalues of rI − F (A, a) are strictly less than r. Hence −F (A, a) is a singular symmetric matrix, which has n − 1 negative eigenvalues. In particular F (A, a)|W is an invertible transformation. Hence Φ A,a is a local diffeomorphism at x = 1 n 1. For a general x ∈ Π n,++ if follows that the Jacobian of Φ A,a at x is nF (Φ A (x), a)|W. Hence Φ A,a is a local diffeomorphism on Π n,++ .
As Φ A,a : Π n,++ → Π n,++ is a proper map and a local diffeomorphism it follows that Φ A,a is proper cover of Π n,++ by Π n,++ . As Π n,++ is simply connected we deduce that Φ A,a is a diffeomorphism of Π n,++ . (One can also prove this fact by using the degree theory [10] .) 2. It is left to discuss the theorem where A is a nonnegative matrix with some zero entries, with no zero columns and AA ⊤ is irreducible. (This condition yields that A has no zero rows.) We claim first that Φ A,a is a local diffeomorphism. As above, the Jacobian of Φ A,a at x ∈ Π n,++ is n times the restriction of It is left to show that Φ A,a : Π n,++ → Φ A,a (Π n,++ ) is one-to-one. Assume to the contrary that there exists
. Since Φ A,a is a local diffeomorphism the following conditions hold. There exists a closed ball of a small radius ε centered at 0: B(0, ε) ⊂ W, such that
and there exists ε ′ > 0 such that
Assume that t > 0 is small and let
,a is a perturbation of the map Φ A,a on the closed sets x 1 + B(0, ε), x 2 + B(0, ε). The above condition yields that
for some ε 1 ∈ (0, ε ′ ) for some very small and positive t. This contradicts that Φ A(t),a is a self-diffeomorphism of Π n,++ . ✷
We now discuss briefly the results of Theorem 2.1. Clearly, part 1 of this theorem is equivalent to the result of Georgiou-Pavon for positive matrices [6] . We now consider part 2 of this theorem. First note part 2 fails if AA ⊤ is not irreducible.
Indeed, suppose that A is a permutation matrix. Then Φ A (x) = A for each x ∈ Π n,++ . Therefore the map Φ A,a is a constant map. Note that AA ⊤ = I.
Suppose that A is fully indecomposable. This is equivalent to the statement that A = P BQ, where P and Q are permutation matrices, B = D + C, such that D is a diagonal matrix with positive diagonal entries and C ≥ 0 is an irreducible matrix [3] . Then AA ⊤ = P (D 2 + DC ⊤ + CD + CC ⊤ )P ⊤ is irreducible. It is easy to given an example of a fully indecomposable A such that ∂Φ A,a (Π n,++ ) ∩ Π n,++ = ∅.
Assume that
and t ց 0. Then
Hence 0 < Ba ∈ ∂Φ A,a (Π 3,++ ). Theorem 3.2 in [5] is equivalent to the statement that for a fully indecomposable A and a ∈ Π n,++ one has a ∈ Φ A,a (Π n,++ ).
The results in [2, 9] can be stated as follows. Given a fully indecomposable matrix Let A and B be defined as in (2.6) and (2.7) respectively. Clearly, A is fully indecomposable. Let b = B( 1 (Π 3,++ ) as we claimed.
Preliminary results on quantum channels
For X ∈ H n arrange the eigenvalues of X in a non increasing order λ 1 (X) ≥ · · · ≥ λ n (X). Let trace X be the trace of X:
It is well known that H n (a, b) is a convex set. (Recall that λ 1 (X) and −λ n (X) are convex functions on H n [4] .) Let
the convex set H n (a, b, 1) is a convex compact set of H n,++,1 . For a completely positive Q let a(Q) = min
Clearly, Q(H n,+,1 ) ⊆ H n (a(Q), b(Q)). Thus Q is positive if and only if a(Q) > 0. For a positive quantum channel Q the constants a(Q) and b(Q) satisfy (3.2) and Q(H n,+,1 ) ⊆ H n (a(Q), b(Q), 1). Let X = max x =1 Xx be the spectral norm of X ∈ C n×n . Recall that
Furthermore, for each X ∈ H n,+ there exists a unique positive semi-definite matrix X 1 2 ∈ H n,+ , the square root of X, so that (X 1 2 ) 2 = X.
Lemma 3.1 Assume that α ∈ H n,+ \ {0}. Let D α : H n,++ → H n,+,1 be given by
Proof. Clearly, for X ∈ H n,++ and α ∈ H n,+ \ {0} we have that X −1
Assume that α ∈ H n,++,1 . Clearly,
it follows that
Combine the above results to deduce (3.6). The continuity argument yields (3.6) for α ∈ H n,+,1 . ✷ For a positive integer k let [k] := {1, . . . , k}. Recall that on C n×n one has the inner product X, Y = tr XY * . For a completely positive operator Q given by (1.1) let:
Then Q ′ is the dual of Q. Indeed, Q(X), Y = X, Q ′ (Y ) . Clearly, Q ′ is completely positive. Thus Q is a quantum channel if and only if Q ′ (I n ) = I n . Q is called a unital channel if Q ′ (I n ) = Q(I n ) = I n . A unital channel is an analog of a doubly stochastic matrices, and sometimes is called doubly stochastic quantum channel [8] . For A, B ∈ H n we denote A B, A B, A ≻ B if A − B is positive semidefinite, nonzero positive semi-definite, positive definite, respectively. Clearly, any completely operator Q : C n×n → C n×n is order preserving on H n , i.e. X Y ⇒ Q(X) Q(Y ). Hence Q ′ (X) 0 if X 0.
Assume that X, Y ∈ H n,+ then X 
In particular Q is positive if and only if Q ′ is positive.
Proof. From the definition of a(Q), b(Q) given by (3.3) it follows that a(Q)I n ≤ Q(X) ≤ b(Q)I n for each X ∈ H n,+.1 . From the definition of a(Q ′ ), b(Q ′ ) it follows that there exists U, V ∈ H n,+,1 and u, v ∈ C n , u = v = 1 such that
Hence (3.8) holds. In particular, a(Q) > 0 if and only if a(Q ′ ) > 0. ✷ Lemma 3.2 and the arguments of the proof of Lemma 3.1 yield.
Corollary 3.3
Assume that Q is a positive completely positive operator given by (1.1). Let Q ′ be given by (3.7). Denote byQ : H n,+,1 → H n,++,1 the following nonlinear operatorQ
.
Assume that Q is a unital quantum channel. In this caseQ = Q ′ . Lemma 3.2 yields that in (3.10) we can assume that e = a(Q) and f = b(Q).
Existence of scaling for positive quantum channel
Theorem 4.1 Let Q : C n×n → C n×n be a positive quantum channel. Assume that α, β ∈ H n,+,1 . Consider the following continuous nonlinear transformation Φ α,β : H n,+,1 → H n,+,1 :
Then Φ α,β has a fixed point U (α, β) ∈ H n,+,1 . If α ∈ H n,++,1 then U (α, β) ∈ H n,++,1 . 1) . Thus Φ α,β is continuous on H n,+,1 . Brouwer's fixed point theorem yields that Φ α,β has a fixed point U (α, β) ∈ H n,+,1 . Assume finally that α ∈ H n,++,1 . Then D α (H n (a(Q), b(Q), 1)) ⊂ H n,++,1 . Hence U (α, β) ∈ H n,++,1 . ✷ Theorem 4.2 Let Q : C n×n → C n×n be a positive quantum channel. Assume that α, β ∈ H n,++,1 . Then each fixed point of Φ α,β , given by (4.1), induces a scaling of the quantum channel Q to a quantum channel R satisfying R(α) = β. Vice versa, each scaling of the quantum channel Q to a quantum channel R satisfying R(α) = β induces a fixed point of Φ α 1 ,β 1 , for α 1 = OαO * , β 1 = P βP * for some unitary O and P .
Proof. Suppose that Φ α,β (U ) = U for some U ∈ H n,++.
Hence R 1 is a quantum channel. We now claim that there exists a unitary O such that R 1 (α) = OβO * . Indeed,
As α, β ∈ H n,+,1 and R 1 is a trace preserving, it follows that (rst) 2 = 1. Hence
Clearly, R a scaling of Q, R is a quantum channel, and R(α) = β.
Assume now that R is a scaling of the quantum channel Q such that R is a quantum channel, and R(α) = β. Let R be given by (1.3). Define W := sS * S, where s = 1 tr S * S . Let Z =Q(W ). As R is a quantum channel we deduce that Z = t(T * ) −1 T −1 , where t = 1 tr(T * ) −1 T −1 . From the above arguments it follows that
for some unitary matrix O. Let α 1 = OαO * . Then
Therefore D β 1 (V ) = W , and U is a fixed point of Φ α 1 ,β 1 . ✷ Note that if Q is a quantum channel that satisfies Q(α) = β, then the scaled channel R given by (1.3), with S and T unitary, is also a quantum channel with R(T * αT ) = SβS * . This observation explains the second part of Theorem 4.2. Conjecture 4.3 (Georgiou-Pavon) Given a positive quantum channel Q : C n×n → C n×n and two density matrices ρ 0 , ρ T then there exists φ 0 , φ T ,φ 0 ,φ T ∈ H n,++ such that
Furthermore, χ 0 and χ T can be chosen to be in H n,+ .
It is shown in [6] that this conjecture holds for ρ 0 = ρ T = 1 n I n , see also [7] , and for rank one matrices ρ 0 , ρ T ∈ H n,+,1 .
Proof of Georgiou-Pavon conjecture for ρ 0 , ρ T ∈ H n,++.1 and nonhermitian χ 0 , χ T . Let α = ρ T and β = ρ 0 . Theorem 4.1 implies that Φ α,β has a fixed point in H n,++,1 . In the proof of Theorem 4.2 we constructed the quantum channel R 1 (X) = SQ(T XT * )S * such that R 1 (α) = OβO * for a corresponding unitary O. Furthermore S, T ∈ H n,++ . Thus
Since R 1 is a quantum channel it follows that Q ′ (S 2 ) = T −2 . Choose
✷
We now note that Conjecture 4.3, under the assumption that ρ T and ρ 0 are positive definite, implies that Q can be scaled to a quantum channel R satisfying R(ρ T ) = ρ 0 . Observe first that (4.3) yields that χ 0 , χ T are invertible. Let
Uniqueness of fixed points
Denote by PH n,++ the space of all rays tX, X ∈ H n,++ , t > 0. Clearly, we can identify PH n,++ with H n,++,1 . The Hilbert metric on PH n,++ is given as follows:
To justify that dist(X, Y ) is a metric on PH n,++ we recall the following facts.
By replacing X, Y and Z by their inverses and using (3.4) we deduce
Combine this two inequalities to deduce that
Assume that α ∈ H n,++ . As the maps Q, Q ′ ,Q, D α are homogeneous maps of degrees 1, 1, 0, 0 it follows that the maps Q, Q ′ ,Q, D α : H n,++ → H n,++ induce the corresponding maps from PH n,++ to itself. By abusing notation we denote these maps as Q, Q ′ ,Q, D α : PH n,++ → PH n,++ and no ambiguity will arise. Clearly, the maps Q ′ andQ from PH n,++ to itself are identical. Furthermore, we identify the maps Q,Q, D α : PH n,++ → PH n,++ with the corresponding maps Q,Q, D α : H n,++,1 → PH n,++,1 . We also will view H n,++,1 as metric space with respect the the Hilbert metric.
Theorem 5.1 Let Q be a positive quantum channel given by (1.1). Then 1. The maps Q andQ are strict contractions on PH n,++ :
2. The map D tIn : H n,++ → H n,++ preserves the Hilbert metric on PH n,++ for t > 0.
The map
In : H n,++,1 → H n,++,1 is a contraction with respect the Hilbert metric. The contraction constant is bounded by κ 2 .
4. Θ has a unique fixed point F ∈ H n,+,1 which lies in the interior of H n,+,1 . For each X ∈ H n,+,1 the iterations Θ •m (X), m ∈ N converge F .
5.
There exist open balls B 1 , B 2 ⊂ H n,++,1 , in the Frobenius norm, centered at 1 n I n , F , respectively, with positive radii ε 1 , ε 2 respectively, with the following properties. Assume that α, β ∈ B 1 . Then Φ α,β has a unique fixed point U = U (α, β) which lies in B 2 . Furthermore, for each X ∈ B 2 the iterations Θ •m (X), m ∈ N converge U (α, β).
Proof. 1. We first show the first inequality of (5.3). Recall that the map Q : H n,+ → H n,+ is linear. Hence we can apply Birkhoff's theorem [1] , which gives an upper bound on the strict contraction of Q on PH n,++ . Namely, let
This shows the first part of the inequality (5.3).
ConsiderQ : PH n,++ → PH n,++ . Clearly, dist(Q(X),Q(Y )) = dist(Q ′ (X), Q ′ (Y )). Hence, it is enough to estimate the contraction of Q ′ . Apply Lemma 3.2 and the above arguments to deduce the second part of the inequality (5.3).
2.
Let Ω : H n,++ → H n,++ be given by Ω(
for X, Y ∈ H n,++ . Hence D tIn preserves the metric on H n,++ for t > 0. 3 follows straightforward from 2 and 3. 4. As Θ(H n,+,1 ) ⊂ H n,++,1 and Θ is a contraction on H n,++,1 , Banach Fixed Point Theorem yields that F ∈ H n,++,1 is a unique fixed point of Θ. Furthermore, for each X ∈ H n,+,1 the iterations Θ •m (X), m ∈ N converge F . 5. Denote by S n , A n ⊂ R n×n the space of n × n real symmetric and real skew symmetric matrices. Note that dim S n = n(n+1) 2
and dim A n = n(n−1) 2
. We now consider X ∈ H n as of the form X = X ℜ + iX ℑ , where X ℜ ∈ S n , X ℑ ∈ A n . That is we view H n as the space R n 2 , where the n 2 variables are the real entries of the upper diagonal and strict upper diagonal parts of X ℜ and X ℑ respectively. An open ball of radius r > 0 centered at X 0 ∈ H n is B(X 0 , r) = {X 0 + W, W ∈ H n , tr W 2 < r 2 }. Thus H n,++ is a domain in H n . A map Λ : H n,++ → H n,++ is called real analytic if the following conditions holds. Let X 0 ∈ H n,++ be given. Then there exists an open ball centered at X 0 of radius ε = ε(X 0 , Λ), which is contained in H n,++ , such that the following conditions hold. For X = X 0 + W in this ball the real and the imaginary parts of the entries of Λ(X 0 + W ) are given by convergent power series in the real and complex parts of the entries of W . Similar definition applies for analyticity of the map Λ 1 : H n,++,1 → H n,++,1 .
Clearly, the maps Q, Q ′ : H n,++ → H n,++ are linear in n 2 real variables of X ∈ H n,++ . Hence these maps are analytic. It is straightforward to see that the mapQ : H n,++ → H n,++,1 ⊂ H n,++ is analytic. Use the formula for Ω(X) in terms of the adjoint matrix of X, i.e., Ω(X) = 1 det X adj X, to deduce that Ω is analytic on H n,++ .
Let Γ : H n,++ → H n,++ be given by Γ(X) = X 1 2 . Then Γ is analytic on H n,++ . This fact can be easily deduced from the Cauchy integral formula [4, §3.4] . Indeed, let C + = {z ∈ C, ℑz > 0} be the right half complex plane. Let f : C + → C + be the analytic function f (z) = √ z, ( √ 1 = 1). Assume that X 0 ∈ H n,++ is given. Let S be the circle centered at
with radius
Express (zI − (X 0 + W )) −1 in terms of the adjoint of (zI − (X 0 + W )) to deduce the analyticity of Γ. Hence the map D α : H n,++ → H n,++,1 is analytic for α ∈ H n,++ . Let Φ α,β be the map given by (4.1). Then Φ α,β : H n,++,1 → H n,++,1 is analytic. In particular, Θ is analytic on H n,++,1 . We now consider Θ in the neighborhood of the fixed point F ∈ H n,++,1 . Denote by H n,0 = {W ∈ H n , tr W = 0}. Then the Jacobian of Θ|H n,++,1 at F is a linear map P : H n,0 → H n,0 . That is Θ(F + W ) = F + P (W ) + higher order terms.
Denote by ρ(P ) the spectral radius P . We claim that ρ(P ) < 1. By considering a scaled quantum channel, we may assume without loss of generality that Q is a unital channel, i.e., Q(
Therefore P = Q ′ • Q is a selfadjoint linear operator, which is positive semidefinite with respect to the standard inner product on H n,0 . That is, all eigenvalues of P are nonnegative. We claim that Q and Q ′ are strict contraction on H n,0 . Indeed Q(H n,+,1 ) ⊂ H n (a(Q), b(Q), 1) and Q( 1 n I n ) = 1 n I n . Hence any ball in H n,+,1 centered at 1 n I n is mapped to the interior of this ball. Similarly, for Q ′ . Hence P is a positive semi-define matrix with P = ρ(P ) < 1. In particular P is a contraction on H n,0 with respect to the Frobenius norm.
Consider now Φ α,β as the family of maps depending on parameters α, β. That is, Φ α,β is given by (X, α, β) → Φ α,β (X) for (X, α, β) ∈ H 3 n,++ . The arguments above show that Φ α,β is analytic on H 3 n,++ . Hence, in the neighborhood of (
n,++,1 we have:
( 1 n I n + W ) = 1 n I n + W 1 (α 1 , β 1 ) + (P (W ) + E 1 (α 1 , β 1 )(W )) + E 2 (W, α 1 , β 1 ),
Note that W 1 (α 1 , β 1 ), E 2 (W, α 1 , β 1 ) ∈ H n,0 and E 1 (α 1 , β 1 ) : H n,0 → H n,0 is a linear operator for each α 1 , β 1 in some open ball of radius r centered at 0 ∈ H n,0 . Furthermore, we assume that the above inequalities hold for α 1 F , β 1 F , W , W 1 , W 2 < r. Assume that P < 1 − 2η, for some η > 0, and t ∈ (0, r). Hence there exists ε ∈ (0, min(r, 1)) such that 2K(ε + ε 2 + ε 3 ) < η.
In particular
Kε 2 + (1 − 2η + Kε 2 )ε + Kε 2 (1 + ε 2 ) = (1 − 2η + K(2ε + ε 2 + ε 3 ))ε < (1 − η)ε.
Therefore Φ α,β (B( 1 n I n , ε)) ⊂ B( 1 n I n , ε) for α, β ∈ B( 1 n I n , ε 2 2 ).
Assume that W 1 , W 2 ∈ B(0, ε). Then
That is, for fixed α, β ∈ B(
2 ) and X ∈ B 2 = B( 1 n I n , ε) the map Φ α,β is a contraction with respect to the Frobenius norm. Hence Φ α,β has a unique fixed point U = U (α, β) in B 2 . Furthermore, for each X ∈ B 2 the iterations Θ •m (X), m ∈ N converge to U .
It is left to show that there exists ε 1 ∈ (0, ε 2
2 ) such that for α, β ∈ B( 1 n I n , ε 1 ) the map Φ α,β have a unique fixed point which is U (α, β). Since Θ has a unique fixed point 1 n I n the continuity argument yields that there exists ε 1 ∈ (0, ε 2 2 ) such that for each α, β ∈ B 1 = B( 1 n I n , ε 1 ) all fixed points of Φ α,β lie in B 2 . Our previous results show that in B 2 the map Φ α,β has a unique fixed point U (α, β). ✷
It is an open problem to prove or give a counterexample that Φ α,β has a unique fixed point in H n,++,1 for each α, β ∈ H n,++,1 . See [6] for numerical simulations.
