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This report details my experience as a Summer of Maps Fellow at Azavea during June 2017 to 
August 2017. As a Summer of Maps Fellow I worked with nonprofit organizations, the Fair Tech 
Collective and the World Resources Institute, on two geospatial analysis projects. For the Fair 
Tech Collective I analyzed data on refinery flaring pollution, air toxin concentrations, and 
sensitive receptor populations to produce a series of maps and infographics detailing the impacts 
of petrochemical pollution in the San Francisco Bay Area. For the World Resources Institute I 
used data-driven methods to analyze conservation efforts in the Central African landscape of Lac 
Télé-Lac Tumba. This fellowship allowed me to expand upon the GIS analysis and cartography 
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CHAPTER 1: INTRODUCTION 
 
 Clark University has allowed me to gain the skills and experience to prepare for a career 
in geographic information science. From a young age I had a strong interest in geography, and 
my studies of environmental issues during my time as an undergraduate at Bryn Mawr College 
led me to discover the power of GIS for analyzing spatial data and communicating results. I 
came to Clark University with a strong passion for environmental justice and the goal to improve 
my technical GIS skills to be able to analyze complex spatial problems. Through my coursework 
I was able to gain strong ArcGIS, QGIS, Python, and TerrSet skills. Additionally, I learned 
advanced spatial analysis methods and was given the opportunity to research issues like forest 
fire in Indonesia and climate change effects on global Leaf Area Index (LAI).  
 The Summer of Maps Fellowship at Azavea allowed me to combine my GIS analysis 
skills with my passion for studying environmental issues and human interactions with the 
environment. Azavea is a geospatial software company located in Philadelphia, Pennsylvania. 
Azavea is also a certified B Corporation, meaning that they strive to have positive social, civic, 
and environmental impact with the work they do and within their workplace culture. The 
Summer of Maps Fellowship allows student GIS analysts to work on two projects with non-
profit organizations that are focused on civic, social, and environmental issues. I was able to 
explore two different aspects of environmental work, conservation and environmental justice. I 
worked with the World Resources Institute (WRI) to use data-driven methods of analyzing 
conservation efforts in Lac Tele-Lac Tumba, a conservation landscape in Central Africa. I also 
worked with the Fair Tech Collective to analyze and visualize the effect of air pollution from 
major petrochemical refineries located in the San Francisco Bay Area. Both of these projects 
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challenged me and allowed me to develop stronger GIS analysis skills in addition to project 
management and data analysis experience.  
 Working at Azavea exposed me to a diverse range of work that GIS and software 
engineering professionals are engaged in. The skills that I had gained in my first year as a 
GISDE student at Clark prepared me well to tackle the advanced projects that I took on at 
Azavea. There were several skills and software products that I had to learn independently during 
my fellowship, and I felt that my time at Clark and experiences as an undergraduate prepared me 
well to do so. Overall the education I have received at Clark University combined with the 
experience that I gained as a Summer of Maps Fellow is invaluable and will be integral in my 
pursuit of a career as a GIS Analyst.  
 
CHAPTER 2: DESCRIPTION OF THE ORGANIZATION 
 
Azavea is a geospatial software company located in Philadelphia, Pennsylvania. Founded 
in 2001, Azavea has since grown to a company of around seventy individuals focused in 
developing geospatial software and analyzing and visualizing data, all with the goal of creating a 
positive civic, social, and environmental impact (Azavea, 2017a). Azavea is a certified B 
Corporation; a for-profit company that meets certain standards that are set by the non-profit B 
Lab for environmental performance, accountability, and transparency (B Lab, 2017).  To achieve 
the status of a B Corporation Azavea works with clients to engage in projects that can create 
positive civic, social, and environmental impact. Azavea also gives away 2% of their annual 
profits to carefully selected non-profit organizations. The Summer of Maps program 
encompasses the goals of Azavea by providing non-profit organizations with pro-bono GIS 
analysis projects that are conducted by the summer Fellows. The projects achieve objectives of 
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creating positive civic, social, and environmental impact by assisting with the mission of the 
non-profit organization.  
Azavea has focused some of their work into the creation of several products that support 
their overall mission by “harness[ing] the power of geography for positive civic, social, and 
environmental impact” (Azavea, 2017d). Each of these products involves software development, 
design, and application of geospatial concepts and technology. HunchLab is a web application 
for predictive policing that utilizes geospatial data to forecast crime risk (HunchLab, 2017). This 
product takes advantage of an advanced statistical model that is used to predict where crime will 
occur and to also determine the best methods for patrolling areas where high rates of crime are 
expected to occur. HunchLab is unique in that it employs a transparent approach with the data, 
theories, and algorithms it uses and produces to predict crime.  
Cicero is an Azavea product that encompasses a large database of elected officials and 
legislative districts spanning six countries: the United States, Canada, Mexico, Australia, Great 
Britain, and New Zealand (Azavea, 2017b). Data analysts and specialists at Azavea continuously 
update the database with the latest information on elections and elected officials, including the 
addition of contact information and social media pages for legislators. The product includes the 
Cicero API, which allows developers access to the database and integrate the functionality into 
their own applications.  The company Phone2Action has created an Alexa skill within the 
Amazon Echo library that allows any user to call their representative using only their voice 
(Thome, S., 2017). Phone2Action relies on the Cicero database of elected officials to provide the 
data to enable to skill.  
A strong focus is placed on the importance of open source software and tools at Azavea. 
Employees often contribute to existing open source projects, and many products and projects at 
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Azavea are open source as well. One Azavea open source product, OpenTreeMap, is related to 
urban forestry and has positive social and environmental impact. This software product has both 
iOS and Andriod applications and is used to inventory and monitor trees in urban ecosystems. 
Clients are able to customize the fields and boundaries of the map, and even add customized 
shapefiles to the application to create geographic filters (OpenTreeMap, 2017). The customized 
options also allow for designated user permissions to be set. The OpenTreeMap app can then be 
used for easy data collection to obtain the locations and properties of trees across an urban 
environment. Additional data on green infrastructure like bioswales, rain gardens, and rain 
barrels can also be recorded. All of the data that is collected can then be analyzed to determine 
the ecosystem benefits resulting from the existing green infrastructure. Furthermore, built in 
modeling tools can be utilized to create future planting scenarios and determine changes in 
ecosystem benefits.  
Another open source product at Azavea is GeoTrellis, a software toolkit that processes 
geospatial raster data quickly by distributing tasks across computer clusters (GeoTrellis, 2017).  
GeoTrellis is written in the Scala language and includes many operations for working with raster 
data including cropping, warping, and Map Algebra operations. Additionally, it has vector to 
raster capabilities to allow for creation of things like kernel density surfaces. GeoTrellis also 
offers a set of utilities that allow developers to take advantage of the fast raster processing and 
apply those capabilities to web services. One project that uses GeoTrellis raster processing is the 
Stroud Water Research Center’s WikiWatershed initiative (Stroud Water Research Center, 
2017). The geospatial processing capabilities of GeoTrellis allow for the WikiWatershed web 
toolkit to rapidly render watersheds and allow the user to investigate how changes to the 
landscape will impact watersheds. Recently, GeoTrellis has been expanded to include a library of 
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Python bindings known as GeoPySpark (Bouffard, J., et al., 2017). The goal of GeoPySpark is to 
allow for raster processing in Python even with very large data sets, and without the need for a 
user to learn the Scala language that has a steep learning curve.  
In addition to the commitment to open source software, Azavea also places a strong focus 
on open data that is accessible to the public. Azavea is a partner in the implementation of 
OpenDataPhilly, a portal that allows anyone access to over 300 data sets, applications, and APIs 
related to the Philadelphia region (OpenDataPhilly, 2017). Each data product available through 
OpenDataPhilly is accompanied by information about the origin of the data, update frequency, 
and any other specifics.  
The Data Analytics team at Azavea conducts a wide variety of spatial analysis projects 
for clients with the overall goal of positive civic, social, and environmental impact. There is a 
focus placed on using open source tools like GeoDa, QGIS, and R to complete the analysis for 
each project (Azavea, 2017c). The Data Analytics team also works to make visualizations of data 
accessible through development of data-driven stories using web-mapping tools like Carto, 
MapBox, and ArcGIS Online. The Summer of Maps Fellowship program is based within the 
Data Analytics team. The projects that each summer Fellow completes are similar in scope and 
subject matter to projects that are taken on by the Data Analytics team. This allows for three 
members of the Data Analytics team at Azavea to serve as mentors to the Summer of Maps 
Fellows, providing crucial guidance with project management, selecting and conducting 
analyses, and working with clients from other organizations. My mentors, Esther Needham and 
Simon Kassel, were extremely helpful in navigating the management of my projects and were 
also able to provide insight as I learned new software products, R in particular, that they had 
extensive experience with.  
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 Azavea successfully achieves their mission as a B Corporation to have positive civic, 
social, and environmental impact through the various software products and spatial analysis 
projects they produce. The Summer of Maps program also contributes to their mission by 
providing pro bono GIS analysis projects to six non-profit organizations each year. It was a very 
rewarding experience to be at a company that is on the cutting edge of geospatial software 
development and geospatial analysis and to contribute to their mission while engaging with 
socially and environmentally conscious non-profit organizations as a Summer of Maps Fellow.  
 
CHAPTER 3: INTERNSHIP RESPONSIBILITIES 
3.1 Overview 
 As a Summer of Maps Fellow it was my responsibility to serve as the lead project 
manager, GIS analyst, and cartographer for projects with two non-profit organizations. Before 
the application for the fellowship opens, there is a round of applications for non-profit 
organizations. Interested organizations submit an application detailing a spatial analysis project 
and Azavea reviews each application, selecting about twenty projects to add to a list of proposed 
projects from organizations. The selected projects represent a wide range of civic, social, and 
environmental topics. Then, the application opens for students to apply for the Summer of Maps 
Fellowship. Each applicant selects three projects from the list of proposed projects selected by 
Azavea, and writes about why they would like to work on them. I selected three projects that had 
an environmental focus and discussed both my passion for applying GIS analysis to 
environmental issues and my ideas about specific analyses that I would perform for each project 
when describing why I would like to work it. I was selected, along with about ten other people, 
for an interview, which I conducted in person at the Azavea office. Following the interview, I 
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was asked to complete a short and simple GIS analysis using data from the OpenDataPhilly 
portal that Azavea helped to develop. I had to detail the steps I took to perform the analysis and 
produce a map of my results. This assignment helped Azavea to understand my abilities as a GIS 
Analyst and cartographer. 
When I was selected as a Fellow, I was assigned two out of the three projects that I wrote 
about in my application to work on during the summer. Both of my projects were related to 
environmental issues; one focused more on environmental justice, and the other on forest and 
wildlife conservation. For both projects I was given data sets and a project overview document 
provided by the organization that detailed some background information, the analysis they would 
like performed, and who the intended audience is for the final documents and results. I was 
responsible for creating a project scope that detailed all of the work I was going to complete 
during the summer, and the deliverables I would create for the organization. In some cases I 
collected additional data to supplement what I was given by the organization. I developed all the 
methods for processing and analyzing data and designed all of the cartography and graphics, 
with help from my mentors when necessary. In the following sections I will detail the work that I 
performed, first for my project with the Fair Tech Collective, and second for my project with the 
World Resources Institute. 
 
3.2 Fair Tech Collective 
 The Fair Tech Collective is a non-profit organization based at Drexel University in 
Philadelphia, PA. My Summer of Maps project fell under their “Meaning from Monitoring” 
initiative, a collaboration between the Fair Tech Collective, the CREATE Lab at Carnegie 
Mellon University, and several community environmental organizations based in the greater San 
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Francisco bay area, California (Fair Tech Collective, 2017b). Fair Tech Collective believes that 
science and technology can be used to empower communities, as long as the insight into the 
issues, goals, and strategies of the respective communities guide the development and use of 
science and technology (Fair Tech Collective, 2017a). My Summer of Maps project with Fair 
Tech Collective investigated petrochemical pollution from five major refineries located in the 
San Francisco Bay Area, specifically in the communities of Richmond, Rodeo, Benicia, and 
Martinez. The goal of the project was to produce maps showing where air pollution was located 
and where populations sensitive to harmful pollution effects were located, and to communicate to 
a wide range of audiences about the negative impacts of pollution on the nearby communities.  
 
3.2.1 Fair Tech Collective: Data 
 I worked with several different data sets for this project. The first included data on daily 
flaring activity from each petrochemical refinery, five refineries in total, during 2015 and 2016. 
This data is reported to the Bay Area Air Quality Management District (BAAQMD) by each 
refinery, and is publicly available on the BAAQMD website (BAAQMD, 2015). Refinery flaring 
is the process by which a refinery releases flammable gas to be burned at the top of a flare stack. 
Often, flaring happens as the response to an emergency like a power outage that disrupts normal 
processes at the refinery. The flammable gas is unable to be stored and is released though flaring 
to prevent an explosion. Flaring is visible as a flame at the top of the stack that is often 
accompanied by a large dark plume of smoke (Figure 1).  Hazardous air pollutants are released 
into the atmosphere when flaring occurs, and the BAAQMD flaring data estimates the total 
amount of methane, hydrogen sulfide, and sulfur dioxide pollution released from flaring activity. 
Each of the five refineries has between two and seven flare stacks, and each stack emits a 
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particular mix of the three major pollutants when flaring is happening depending on the source 
and composition of the gas. The flaring data consisted of the total (in pounds) of each pollutant 
(methane, hydrogen sulfide, and sulfur dioxide) emitted each day in 2015 and 2016 at each flare 
for five refineries: Chevron, Phillips 66, Shell, Tesoro, and Valero.  
 I also worked with data collected from fenceline monitors located along refinery property 
boundaries and within nearby communities. A fenceline monitor is a small air measurement 
technology that continuously samples concentrations of a number of different air toxins (EPA, 
2017). Data on air toxin concentrations can be used to understand where people are at risk of 
exposure to harmful air pollutants. The data can also be used to determine where pollution is 
spreading across a region and where concentrations are the highest. I received data from about 
fifteen fenceline monitors located within the communities of Richmond and Rodeo during 2016. 
Some of the monitors sampled air toxin concentrations as often as every minute, so the total 
number of observations over the entire year was very large.  
 The Fair Tech Collective uses the fenceline monitoring data in another project that falls 
under their Meaning from Monitoring initiative. The organization has worked to create Air 
Watch Bay Area, an interactive tool that allows residents of the San Francisco Bay Area to 
monitor air pollution concentrations in their communities. The tool is available as an app or 
accessible on the Air Watch Bay Area website. The data from the fenceline monitors is live-
streamed on the website to allow for real-time monitoring of pollution concentrations. This 
empowers individuals living near major petrochemical refineries to be able to track how 
pollution emissions from the refineries may be affecting them. Another neat aspect of Air Watch 
Bay Area is that it has a crowd-sourced “smell report” feature that allows anyone to report 
observations of pollution. The smell report is added to a map on the app and website that shows 
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where the individual observed the pollution and the severity of the pollution smell. I was excited 
to work with a long time series of the fenceline monitoring data and to support the initiatives of 
the Fair Tech Collective to improve public understanding of negative health effects from refinery 
pollution.  
 The final data sets that I worked with were ones that I researched and downloaded 
myself. The Fair Tech Collective was interested in analyzing the population living in 
communities located in close proximity to the petrochemical refineries. More specifically, they 
wanted to understand how many sensitive receptors were at risk for exposure to pollution. A 
sensitive receptor is an individual with an especially high risk of experiencing negative health 
effects of air pollution, namely those that are very young and very old, as well as individuals 
with an illness. I used US Census 2015 American Community Survey data at the block group 
level to obtain detailed information about population. I also wanted to identify facilities with 
high concentrations of sensitive receptors. I collected data on public and private schools from the 
California Department of Education, data on daycare centers from the Homeland Infrastructure 
Foundation-Level Data, and data on hospitals and long-term care facilities from the California 
Office of Statewide Health Planning and Development. 
 
3.2.2 Fair Tech Collective: Analysis 
 One of the original tasks I had planned to take on for my project with the Fair Tech 
Collective was to conduct an interpolation of the fenceline monitoring data to determine how 
pollution concentrations were spread throughout the communities of Richmond and Rodeo. 
However, there were very few monitoring locations, not all monitors measured the same 
pollutants, and there were many zero-values indicating very low concentrations of pollution that 
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were unable to be detected by the monitors. The lack of data made it impossible to create an 
accurate and informative interpolated map of pollution concentrations. I also considered creating 
a plume distribution map showing where flaring pollution was spreading over time, but 
unfortunately lacked the complex meteorological data necessary for that type of analysis. 
Instead, I decided to focus on creating meaningful data visualizations that would help people to 
make connections between the complex flaring and fenceline monitoring data and negative 
impacts on air quality and health of sensitive receptors in the communities near refineries.  
 I began by working with the flaring data, for which I envisioned creating an animation 
including a map that would show the pollution output at each refinery over time combined with a 
graph to break down pollution by the type of pollutant. First, I had to do a lot of data wrangling 
to get the flaring data in the format that I needed. I chose to do all of the data wrangling tasks 
using R software, which I had very limited experience with. I had a total of 465 comma-
delimited text files that contained daily measurements of flaring pollution from each flare at the 
five San Francisco Bay Area refineries. Each refinery has multiple flare stacks, and the mix of 
pollutants emitted from each one is unique. I read in each file, compiled the data, and performed 
time series operations to get monthly and yearly totals of pollution at each refinery in addition to 
the daily totals of pollution. I created a separate CSV file for each type of time series aggregation 
of the data. Then, I used the file of monthly flaring pollution totals to automate the creation of 24 
graphs in R, one for each month in 2015 and 2016. The graphs detailed the amount of methane, 
sulfur dioxide, and hydrogen sulfide released from flaring activity at each refinery during each 
month.  
The next step was to find the coordinates of each refinery, join the coordinates to the 
monthly pollution data, and display the data set geographically in ArcGIS. I used definition 
   12 
queries to symbolize 24 maps, one for each month in 2015 and 2016, with a circle proportional 
to the flaring pollution emitted during each month at the five refineries. With the maps and 
graphs created, I taught myself how to use Figma, a web-based design tool, to combine the 
graphs and maps into twenty-four images and export them. Finally, I used Photoshop to create a 
high-quality GIF that combined the twenty-four images. The design process for this task was 
iterative; I created many different map and graph styles and overall layouts in Figma before 
deciding on the final version. Originally I wanted to have five graphs, one for each refinery, 
which showed the daily breakdown of pollution over a month. However, that became too busy 
and confusing when the design was animated and instead I decided on a single graph. A static 
image of one frame of the final GIF animation is shown in Figure 2.  
 My next goal for the project was to create a series of infographics, documents that would 
combine text, tables, maps, and graphs to visualize and explain connections between flaring data, 
fenceline monitoring data, and sensitive receptors data. I used the data sets that I had already 
produced with the flaring data to create additional graphs. I utilized R again to analyze the 
fenceline monitoring data. Pollution concentrations were measured periodically, as often as once 
every minute, and I wanted to find maximum levels of detected air toxins. However, it is 
probable that sensors may have estimates that are extremely high outliers and I did not want to 
rely on the single highest value from the data set. Instead, I calculated rolling hourly averages 
with the data to get the highest one-hour pollutant concentration detected in 2016. For sulfur 
dioxide, this value could also be compared with the EPA one-hour standards for air quality. I 
chose to focus on sulfur dioxide concentrations in the infographic because many monitors 
sampled it and because I could hypothesize connections between flaring sulfur dioxide pollution 
and monitored concentrations of the toxin.  
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 I used the sensitive receptor data to understand where people who are at increased risk of 
experiencing negative health effects of air pollution are located. Facility data was used to 
pinpoint the location of buildings that house high concentrations of children and the elderly. I 
also used American Community Survey data to find the number of individuals under eighteen 
years old or over sixty-five years old living in each census block group in the region. Two maps 
of sensitive receptors that I created for the Fair Tech Collective are shown in Figures 3 and 4. 
This data will help the Fair Tech Collective to understand some aspects of the demographic 
makeup of communities affected by the refineries, and will also allow them to detect areas where 
there are many facilities with high concentrations of sensitive receptors located close to a 
refinery.  
 I created one infographic with three pages that framed the overall issue and discussed 
each type of data I analyzed, and a series of four single-page infographics that had detailed 
information for each community with a refinery: Richmond, Rodeo, Martinez, and Benicia. The 
first page of the three-paged infographic explained an overview of the area and the flaring data, 
the second page showed results from my sensitive receptor analysis, and the third presented 
results of my fenceline monitoring data analysis. For the individual infographics for each 
community I included a pie chart breaking down the amount of each pollutant, Sulfur Dioxide, 
Hydrogen Sulfide, and Methane, emitted by each refinery in 2015 and 2016. I also included a 
small map of the sensitive receptor analysis showing either the population living close to a 
refinery or the sensitive receptor facilities close to a refinery in the respective community. For 
two infographics, the communities of Benicia and Martinez, I included photos of actual flaring 
events at a refinery within the community. I supplemented the photos with text detailing the 
impact of the event, and for the Martinez infographic I added the flaring graph to show how the 
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data represents the flaring that community members may observe at the refinery. Figure 6 shows 
the infographic that I created for Benicia and the Valero refinery located there.  
 For the Phillips 66 refinery located in Rodeo I compared flaring output of sulfur dioxide 
with monitor-detected concentrations of sulfur dioxide during mid-January 2016. I wanted to 
compare the flaring data with the fenceline monitoring data to see if the fenceline monitors were 
detecting elevated levels of sulfur dioxide in the air during a refinery flaring event. Figure 7 
shows the Phillips 66 Rodeo infographic that includes the comparison of the flaring and 
fenceline data. There were increases in sulfur dioxide concentration measured at the Rodeo 
North and Crockett monitors that occurred in conjunction with flaring activity on January 17. 
There were also increases in sulfur dioxide concentration at the Crockett monitor during flaring 
activity on January 22 and 23. However, I cannot draw any conclusions about correlation 
between the flaring output and fenceline monitoring data. There is pollution output from the 
refinery in addition to pollution released from flaring that may be detected by the monitors. Also, 
it is difficult without further in-depth analysis to understand the wind and weather patterns on the 
days of flaring activity that have a strong impact on the dispersion of air pollution. While there 
are many limitations to what can be concluded from this analysis, it is interesting to consider that 
fenceline monitoring technology may be able to play an important role in informing communities 
of local air toxin concentrations when flaring is occurring.  
 
3.2.3 Fair Tech Collective: Presentation 
 Near the end of the summer I presented my work to member of the Fair Tech Collective 
and individuals involved with environmental justice groups in the San Francisco Bay area via 
web conference. I talked about the analyses that I conducted and presented the GIF animation, 
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sensitive receptor maps, and some preliminary versions of the infographics. The individuals that 
attended my presentation were very interested in how I was able to visualize and communicate 
the data. They discussed some of their plans for using my deliverables to show other concerned 
citizens and to even use in legal arguments for tighter regulations at the refineries. They also 
provided some important feedback that I used to make edits in my maps and infographics. It was 
a really neat experience to present my work to environmental justice activists in the area that I 
was studying and to hear how my work was going to be utilized. It was very fulfilling to hear 
that my work would be used to fight for environmental justice in marginalized communities. 
 
3.3 World Resources Institute 
 The World Resources Institute (WRI) is a global research organization focused on 
sustaining the Earth’s natural resources (World Resources Institute, 2017b). They are 
headquartered in Washington, DC, and operate in over fifty countries with additional offices in 
China, Brazil, India and other locations. The focus of their works spans six broad categories: 
climate, energy, food, forests, water, and cities and transport. The project that I conducted with 
WRI was focused in the forests category, where they strive to improve biodiversity, reduce forest 
loss, and improve livelihoods of people living within global forests (World Resources Institute, 
2017a). WRI is a partner in USAID’s Central Africa Regional Program for the Environment 
(CARPE) initiative that began in 1995 and is currently in Stage III (Central Africa Regional 
Program for the Environment, 2017). The objective of this program is to maintain the ecological 
integrity of Central African rainforests and to encourage sustainable development and forest 
conservation.  
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One way in which this initiative is being carried out is through the Central Africa Forest 
Ecosystem Conservation (CAFEC) project. Eight forest landscapes in Central Africa are targeted 
for implementation of sustainable forest practices and wildlife conservation activities under the 
CAFEC project. One of these forest landscapes is Lac Télé-Lac Tumba, located in the 
Democratic Republic of the Congo and crossing the border into the Republic of the Congo 
(Figure 8). This is the forest landscape that I focused on for my project with WRI, titled Data 
Driven Conservation in the Lac Télé-Lac Tumba landscape. The goal of this project was to use 
spatial analysis to understand where conservation efforts have had success in Lac Télé-Lac 
Tumba and where improvements need to be made.  
 
3.3.1 World Resources Institute: Data 
 All of the data that I worked with for my project with WRI was sent to me by the 
organization. Raster data that I analyzed for the project included forest loss data that indicated 
the year that a 30-meter pixel of forest was lost from 2001 to 2015, and percent forest cover data. 
Vector datasets were points of satellite-detected fire occurrence from 2001 to 2015, point data 
collected on wildlife survey transects in 2006, 2010, and 2017, and various administrative data 
including roads, settlements, CAFEC landscape boundaries, and water features. Finally, I worked 
with Basic Necessities Survey data for around ten villages located within Lac Télé-Lac Tumba. 
The Basic Necessities is a demographic profile of a village that determines wellbeing of 
individuals and communities based on a comparison of what goods they have and what they 
determine to be basic necessities. The survey also records livelihoods and education levels of 
individuals. This survey data was stored in an Excel relational database. I performed basic data 
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cleaning activities for this project including writing several python scripts to automate projecting 
and clipping raster and vector data and mosaicking raster layers with ArcGIS.  
 
3.3.2 World Resources Institute: Analysis 
 The first step of analysis for my project with WRI was to take a closer look at the forest 
loss and fire occurrence data sets. I wanted to understand how the patterns in each set of data 
were changing over time and what areas, if any, had particularly high presence of forest loss or 
forest fire. I converted the raster forest loss layer into a point shapefile and then wrote a Python 
script to create kernel density maps of forest loss for each year from 2001 to 2015. I ran the same 
script with the fire occurrence data to create kernel density maps for that data as well. I was able 
to visually analyze the results to determine if the areas with highest density of forest loss or fires 
changed over time.  
I wanted to do a more in-depth exploration of the space-time patterns of each variable 
and chose to do an emerging hot spot analysis for forest loss and for fire occurrence. ESRI’s 
ArcGIS has a Space Time Pattern Mining toolbox that contains all of the tools necessary to 
conduct this analysis using input point data. There is a two-step process for this analysis. First, a 
space-time cube must be created that aggregates the data into bins in space and time and 
organizes them in netCDF file format. Then, the space-time cube is used as an input to the 
Emerging Hot Spot Analysis tool that analyzes data trends over time and across space to assess 
clustering of low or high values. For each set of data I ran the analysis many times with different 
bin sizes and neighborhood distances for assessing clustering to determine the best parameters to 
use. Ultimately, the result was a map for forest loss and for fire indicating whether an area was a 
hot or cold spot and whether the clustering intensity of hot or cold spot trends was increasing or 
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decreasing over time. ArcGIS uses a default symbology for the results, but I created customized 
maps based on the categories I found to be most important (Figure 9 and 10). The emerging hot 
spot analysis will allow WRI staff to identify areas where forest loss or fire occurrence is 
increasing and may be in need of conservation support to preserve forests and biodiversity.  
 The next task for my project with WRI was to work with wildlife survey data to 
understand patterns of human and wildlife activity within Lac Télé-Lac Tumba. The wildlife 
survey data was collected in the field by teams that travelled along evenly placed transects in an 
area of northwestern Lac Télé-Lac Tumba. Each transect is between one and three kilometers 
long. The data was delivered to me in point shapefile format, with one point for each observation 
made along a survey transect. Each survey transect was composed of anywhere from fifty to 
hundreds of points. Teams that conducted the survey observed and recorded direct wildlife 
observations, signs of wildlife, human presence, signs of human activity, and general forest 
characteristics. Along with detail about the type of observation, the GPS location was recorded to 
represent the position of the observation along its transect. Wildlife surveys were carried out in 
Lac Télé-Lac Tumba in 2006, 2010, and 2017. I analyzed data and compared results from these 
three years to map and understand how patterns of human and wildlife signs are changing over 
time.  
The first step in working with the wildlife survey point data was to understand what was 
recorded in each field and what data I was interested. There were thousands of observations 
points for each survey, and these points made up around 100 to 150 individual survey transect 
paths for each year. The transect locations and the areas in which they were contained changed 
slightly from year to year and thus could not be directly compared between years. Instead, I 
decided to use the data to create interpolated maps to model the distribution of human and animal 
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sign observations throughout the study area. The interpolated maps would give a good sense of 
where animal and human activity was prevalent and where it was sparser. The area within each 
interpolated map that overlapped in 2006, 2010, and 2017 could be compared across the three 
years to understand how activity patterns changed over time. I investigated the observation point 
data to create a list of observations to create interpolated maps for. Some example observations 
recorded in the surveys are gorilla nests, elephant paths, and hunting equipment. In ArcGIS I 
created new fields for each category of observation I was interested in, and assigned each point 
in the data layer a value of one if it was an observation that fit into that category or a value of 
zero if it did not fit into that category. Some categories were simple, for example the observation 
of elephant dung, and some categories were more complex, for example hunting signs, which 
included observations of hunting equipment, gunshots, cartridge cases, shelters, camps, and 
more. I talked with several experts at WRI who had experience working with the wildlife survey 
data and studying conservation in Central Africa to determine how to separate the observations 
into different categories. 
The next step of my analysis was done in R to take advantage of its advanced data 
wrangling capabilities. For each individual survey transect I calculated the number of 
observations within each category, with a total of thirty categories. Then, because each survey 
transect differed slightly in length, I calculated the total length of each transect and divided the 
number of observations for each category by the transect length. This process gave me the 
number of observations per kilometer for each category of interest, calculated for each transect. I 
created a shapefile for each year, assigning the observations per kilometer values for each 
category to the centroid of each survey transect. The resulting point shapefiles for 2006, 2010, 
and 2017 were used in the interpolation analysis. 
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When conducting the interpolation analysis, I quickly ran into an issue. There are several 
large rivers running through the study area, one of which is impassable by elephants and all of 
which are impassable by great apes. To navigate this issue I chose to use kernel interpolation 
with barriers, a polynomial interpolation method that allows for line features to be input as 
barriers to the interpolation. This means that an area on one side of a river will not be influenced 
by data from a point that is located on the opposite side of the river, even if that point is close in 
proximity. This method allows for more accurate estimates of elephant and great ape population 
distributions. I wrote a Python script to automate the creation of about ninety interpolated maps, 
one for each observation category for each year. Rivers were used as barriers to interpolations of 
elephant and great ape observations, but were not considered barriers to human observations as 
humans can easily cross the rivers with a boat. Figure 11 shows results of interpolating 
observations of human signs over the three years. 
The final set of data that I worked with for my project with WRI was the Basic 
Necessities Survey (BNS). The BNS quantifies demographic variables and defines poverty using 
a measure of wealth that is self-defined by the households being surveyed (MandE News, 2017). 
The survey asks individuals to define what goods they think are basic necessities, items that 
every household needs and no household should be without. Then, every good that each 
household included in the survey has is recorded to measure each household’s wealth relative to 
basic necessities. I worked with a database of BNS data for ten villages located within the same 
area as the wildlife surveys. There are many in depth analyses that could be done to understand 
relationships between wildlife survey data interpolations and the BNS data, however time 
limitations only allowed me to complete a basic exploratory analysis. One of the metrics 
calculated in the BNS is the Wellbeing Index, a measure of a village’s overall wellbeing. This 
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index can be used to compare villages to one another and understand which villages have overall 
higher or lower wellbeing. I extracted the number of hunting sings observed at each village point 
from the interpolated hunting signs map and compared it to villages’ average wellbeing indices 
(Figure 12). The results indicate that hunting activity may be positively related with the average 
wellbeing of a village in Lac Télé-Lac Tumba.  
 
3.3.3 World Resources Institute: Presentation 
I travelled to the WRI office in Washington, D.C. at the end of the summer to present my 
work to WRI staff. It was a great experience to talk about the analysis that I performed and share 
my results and talk about how they may be beneficial for understanding conservation efforts in 
Lac Télé-Lac Tumba. A WRI staff member asked me about what analyses I wished I could have 
done if I had more time, which gave me a great opportunity to talk about the future work that 
could be done by WRI staff to expand upon my project. I am hopeful that my work will pave the 
way for further research to be done about using data driven methods to analyze conservation 
practices. While visiting the WRI office I also had the opportunity to meet GIS staff members 
and learn more about how GIS is used within the organization. It was great to gain some 
exposure to how GIS is used every day by a global research organization. 
 
3.4 Presentations and Blog Posts at Azavea 
 In addition to the work I completed for each of my projects, I gave presentations to 
Azavea staff and wrote blog posts for the Azavea blog. Near the end of the summer each Fellow 
gave two presentations, one about each project, to all Azavea staff members. Since we only 
worked with closely with a few Azavea staff members that are part of the Data Analytics team, 
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this was a great opportunity to share our work with other staff as well. The presentations were in 
lightning talk format, where we discussed one interesting aspect of each project for about five 
minutes. I felt that the presentations were helpful in preparing for the longer forty-five minute 
presentations that I made to each organization.  
Each Summer of Maps Fellow also wrote two blog posts to be shared on the Azavea 
blog. The first post I wrote was related to my project with WRI and discussed the process of 
conducting and emerging hot spot analysis in ArcGIS. I talked about the importance of selecting 
appropriate parameters and provided examples from the analyses that I had conducted with the 
fire and forest loss data. The second plot post talked about the flaring and fenceline data that I 
analyzed for the Fair Tech Collective project. I discussed how fenceline monitoring can help to 
empower communities and presented results of my analysis that compared fenceline data with 
the flaring pollution release data. Writing the blog posts required me to think about how I would 
explain these analyses to an individual who wouldn’t necessarily have previous GIS exposure. I 
also found that writing about the analysis I had performed helped me improve my ability to 
convey the relationship between the analysis and the overall goals of each project more 
successfully. 
 
CHAPTER 4: INTERNSHIP ASSESSMENT 
 
 My Summer of Maps experience at Azavea allowed me to learn a lot and improve my 
skills in many areas of data management, GIS analysis, and cartography. Several of the skills that 
I was able to utilize stemmed from concepts that I had learned or analyses that I had performed 
in my coursework at Clark University. Additionally, I learned many new skills that will help me 
as a prepare for a career as a GIS Analyst. The experience of having to learn new tools and 
software on my own during the summer alone will help me in the future when I want to teach 
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myself new softwares, programming languages, or methods either because I am interested in 
learning about them or because I am required to use them at a job. Overall, the Summer of Maps 
experience was invaluable and provided me with many opportunities to grow as a GIS Analyst 
and as a young professional.  
 I have always been interested in communicating results from a spatial analysis of an issue 
in the form of maps. As a Summer of Maps Fellow I was able to focus in on the communication 
of my results in addition to complex spatial analyses. The Fair Tech Collective project in 
particular challenged me to think of creative ways to visualize data to communicate about an 
environmental issue, air pollution from petrochemical refineries, to a broad audience who likely 
would not have any experience using GIS. In my academic work I am focused on producing 
work and writing reports that are of high academic quality, but are not meant to communicate 
with the general public. For the Fair Tech Collective project I had to think about what would 
catch people’s attention while helping them to understand complex environmental data and the 
impacts it may have on their communities. Creating the GIF animation was a challenging and 
very rewarding experience that pushed me to think more about design and how to visualize data 
in a way that will simplify the complexities of refinery air pollution. Many elements of creating 
the infographic were new challenges to me as well. Simple things like font and color selection, 
arrangement of elements on a page, and map symbology took a lot of consideration and many 
rounds of edits. In the WRI project, creating the maps of the wildlife survey interpolations so that 
multiple years and multiple observations could be compared was also a challenge. Overall the 
Summer of Maps Fellowship pushed me to think creatively and spend a great amount of time 
designing visually pleasing cartography, graphs, and infographic layouts. I think that the skills I 
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gained will be extremely valuable in a future career, and will allow me to create powerful, well-
designed cartography and data visualizations.  
 My project on petrochemical pollution in the San Francisco Bay Area with the Fair Tech 
Collective was very rewarding in ways that I did not anticipate. During my presentation, I was 
able to hear from a number individuals who are instrumental in the grassroots movement for 
better environmental quality and stronger restrictions on pollution in the area. They provided 
insight about which communities are most strongly affected, and talked about how they were 
going to use the maps and infographics that I created to fight for stronger regulations on refinery 
air pollution. I am very passionate about environmental justice and was honored and excited to 
hear that my work may have a real impact on curbing harmful pollution and improving the 
environment for communities in the San Francisco Bay Area. One of the members of an 
environmental group that attended my presentation posted a video recording of the presentation 
on her YouTube page, and I was contacted by someone who had lived near the refinery in Rodeo 
and whose family members had been sickened by the air pollution in the past. It was very 
powerful to engage with someone who had lived with the environmental hazards that I was 
visualizing in my analysis and cartography. The experience of working on this project has 
inspired me to pursue using GIS to analyze and visualize issues faced by marginalized 
communities, and use powerful maps and data visualizations to narrate these issues and push for 
positive change.  
 One of the skills that I learned at Clark that was very helpful in my fellowship experience 
was the use of tools in the ArcGIS Space Time Pattern Mining toolbox. For my project with WRI 
I used emerging hot spot analysis to discover trends in fire occurrence and in forest loss over 
time and across space. In Advanced Vector at Clark University, we spent some time learning 
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about how Emerging Hot Spot Analysis works, and had in-class and lab-based assignments to 
complete using Create Space Time Cube, Emerging Hot Spot Analysis, and other tools within 
the Space Time Pattern Mining toolbox. There are many different parameters that must be 
chosen to run this type of analysis, and the parameter choice has an extremely large impact on 
the results obtained from the analysis. When taking Advanced Vector I chose to run an emerging 
hot spot analysis on forest loss as part of my final project on Forest Loss in Honduras. It worked 
out that I was given the same data set, just for a different geographic area, to work with for the 
Summer of Maps project with WRI. I was able to apply what I had learned from in-class 
exercises and from working independently on my final project to my work on space and time 
trend analysis for WRI. Most importantly, I was able to understand how the selection of different 
parameters would impact my results and chose my parameters carefully based on that 
knowledge. 
 Another set of courses at Clark University that prepared me well for work I completed at 
Azavea was Python Programming and Computer Programming for GIS. The coursework that I 
completed to learn basic Python skills and how to write scripts to automate data processing in 
ArcGIS using ArcPy provided me with a very strong background in using Python for geospatial 
data management and analysis. I used Python to automate some basic data management of raster 
and vector data for the WRI  project that needed to be mosaiced, merged, or clipped. I also wrote 
a Python script to automate the creation of over sixty interpolated surfaces from point data. That 
script included if/else statements to set the parameters for the interpolation based on the type of 
data that was being interpolated. While using Python was not a necessity during my fellowship, 
it was extremely useful to automate a lot of the data processing and analysis. Additionally, I was 
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able to deliver some of the Python scripts to the organization at the end of the summer so that 
they could duplicate the analysis and change the parameters in the future.  
The basic concepts and methods of GIS analysis as well as basic cartography principles 
that I learned from my experiences at Clark were key elements to help me succeed as a Summer 
of Maps Fellow. However, there were also many new things that I learned at Azavea, including 
geospatial analysis methods, softwares and tools, project management skills, and data 
visualization techniques. The largest self-learning task that I took on as a Summer of Maps 
Fellow was to teach myself to use R software and language. For my project with the Fair Tech 
Collective I had a very large number of text files to combine into one large data set that I could 
then perform time-series analysis on, and using R was crucial for completing this data wrangling 
task. My two mentors at Azavea, Esther and Simon, both had extensive experience with R and 
were able to provide a lot of guidance and help throughout the process of teaching myself. The 
other two Summer of Maps fellows at Azavea were also using R and did not have prior 
experience with it, so we were able to organize a couple training sessions with one of the 
mentors. I also used R to create graphics for my work with the Fair Tech Collective. I learned 
how to automate the creation of graphs and have them exported as SVG files to be added into my 
animated GIF of air pollution from flaring activity in the San Francisco Bay Area.  
I also used R for my work with WRI calculating observations of human and wildlife 
activity along survey transects. R helped to simplify this data wrangling task, and allowed me to 
work with spatial data as well. I was able to calculate accurate distances between two points 
based on the ellipsoid of their geographic coordinate system using the ‘geosphere’ package for 
R. While I did not have any experience using R at Clark University before my summer 
fellowship, I do think that the basic object-oriented programming concepts that I learned in 
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Python programming helped me to learn R quickly and be able to use it as I needed to complete 
my projects. I believe that my experience using R will be a crucial skill as I search for a job 
because it is widely used for data analysis and visualization. Using R as a GIS also overcomes 
issues associated with costs of ArcGIS licenses because R is free and open source.  
Overall, this fellowship experience was very closely related to my future goals. In fact, it 
led me to gain a better understanding of the type of work I would like to do and the type of office 
environment I would ideally like to work in. I believe that the use and development of open 
source software for GIS analysis is very important, and Azavea exposed me to a workplace 
where a strong emphasis is placed on using open source software solutions. Having a strong 
background in environmental studies, this opportunity showed me a way in which my 
interdisciplinary background can be combined with GIS to analyze and visualize data to expose 
environmental issues. I strongly recommend the Summer of Maps Fellowship to other GISDE 
students. The ability to conduct GIS analysis projects with non-profits that are working in areas 
that are of interest to you is truly unique. Working at Azavea also allows you to learn from 
intelligent and successful GIS professionals and learn about how GIS software products are 
developed within a company.  
 
CHAPTER 5: CONCLUSION 
 
 The education and experience I have received at Clark University has been integral in my 
development as a GIS Analyst. I have been able to gain the skills needed to be selected for the 
Azavea Summer of Maps Fellowship, and acquire the problem solving and critical thinking 
ability needed to succeed in the position. I have also been able to make beneficial professional 
networking contacts with GISDE alumni that also participated in the Summer of Maps 
   28 
Fellowship. The Fellowship was a one-of-a-kind experience where I learned hands-on how to 
manage projects, conduct GIS analyses for clients, and produce professional quality deliverables. 
I strongly encourage any future GISDE students to apply to this unique Fellowship. Every year 
new non-profit organizations and projects are selected so each Fellow is given the opportunity to 
select a GIS analysis project that is aligned with their interests. The experience engaging with 
non-profit organizations and assist their mission with technical research and analysis is very 
rewarding. Overall, this Fellowship experience has prepared me well to reach my goals and 
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Figure 1. Flaring at the Tesoro refinery in Martinez, CA. Source: fractracker.org. 
 
 
Figure 2. Static image of the animated GIF of flaring pollution in the San Francisco Bay Area. 
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Figure 3. Map of San Francisco Bay Area facilities with high concentrations of sensitive 
receptors. 
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Figure 4. Map of sensitive receptor population in the San Francisco Bay Area.  
 
 




Figure 5. Infographic about petrochemical 
pollution in the San Francisco Bay Area 
created for Fair Tech Collective with 
information about flaring (top left), 
sensitive receptors (top right), and 
fenceline monitoring (bottom).  
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Figure 6. Individual infographic created for the Valero refinery and the community of Benicia, 
CA.  
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Figure 7. Individual infographic for Phillips 66 refinery located in Rodeo, CA.  
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Figure 9. Results of an emerging hot spot analysis of forest loss in Lac Télé-Lac Tumba.  
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Figure 10. Results of an emerging hot spot analysis of fire occurrence in Lac Télé-Lac Tumba.  
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Figure 11. Results of kernel interpolations of signs of human activity in Lac Tele.  
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Figure 12. Comparison of the number of hunting signs observed and the average wellbeing index 
at seven villages in Lac Télé-Lac Tumba.  
 
 
