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Synopsis
The main concern of an (engineering) design process is the investigation and application
of novel, state of the art methodologies on the design of an (engineered) product, in
order to increase its anticipated quality in a profitable way. Undoubtedly, design process
excellence is vital for a company to stay in business, since it predetermines to a large
degree the competitiveness of its products.
The employment of well-established approaches aiming at the computer-based improve-
ment of processes seems promising for making strides towards the faster and cheaper
development of better products. The support provided by most of the existing approaches
is based on prescribed assumptions concerning the evolution of the process. Yet, design
processes exhibit an inherent dynamic nature that is less clear in other domains (e.g.,
routine business processes). As a consequence, many available process support systems
fail to provide them with adequate support.
The goal of this thesis is to present an approach for the fine-grained support of design
processes, taking their inherent dynamic nature into consideration. The developed con-
cepts build on the idea of the process integration of tools that which was contributed by
preceding researchers, and extends it towards three directions. First, the original models
for process integration are integrated with selected cooperative extensions in order to
achieve a better synergy with the administrative level and provide support across several
technical workplaces. The second direction has to do with the extension of the idea of
process integration itself. More specifically, the existing mechanism is reworked in order
to facilitate the flexible integration of a broader variety of tools according to their assessed
capabilities. Last, a reuse mechanism is introduced for the direct and situated reuse of
product, media and process traces captured in previous design processes. The overall
approach has been validated through implementation in the frame of an interdisciplinary
project dealing with the support of the early design phases in chemical engineering.

Kurzfassung
Das wichtigste Anliegen (ingenieurwissenschaftlicher) Entwicklungsprozesse liegt in der
Untersuchung und Anwendung von neuartigen, dem Stand der Technik entsprechender
Methoden auf die Entwicklung von Produkten, um auf diese Weise die Qualität dieser
Produkte gewinnbringend steigern zu können. Dabei ist der erfahrene Umgang mit
Entwicklungsprozessen zweifelsfrei eine zwingende Vorraussetzung für den erfolgreichen
Fortbestand eines Unternehmens, da ein Großteil der Wettbewerbsfähigkeit der Produkte
bereits während der Entwicklung festgelegt wird.
In diesem Rahmen bietet sich die Anwendung etablierter Ansätze zur computerisierten
Prozessunterstützung und -verbesserung an, um so eine schnellere und kostengünstigere
Entwicklung von besseren Produkten zu erreichen. Jedoch baut die von den meisten beste-
henden Ansätzen gebotene Unterstützung auf festgeschriebenen Annahmen bezüglich
des Prozessverhaltens und der Prozessevolution. Im Gegensatz dazu weisen Entwick-
lungsprozesse eine inhärent dynamische Natur auf, welche sich in anderen Domänen,
wie z.B. bei betriebswirtschaftlichen Standardprozessen, wesentlich seltener beobachten
lässt. Daher sind viele verfügbare Systeme zur Prozessunterstützung nicht dazu in der
Lage, die bei Entwurf und Entwicklung vorliegenden dynamischen und kreativen Prozesse
angemessen zu unterstützen.
Ziel dieser Promotionsschrift ist es, einen Ansatz zur feingranularen Prozessunter-
stützung von Entwicklungstätigkeiten darzustellen. Mit Hilfe dieses Ansatzes soll eine
erfolgreiche Unterstützung dieser Tätigkeiten und der ihnen inhärenten Dynamik erreicht
werden. Die entwickelten Konzepte bauen auf der von vorhergehenden Forschungsar-
beiten beigesteuerten Idee prozessintegrierter Umgebungen auf. Dabei wurde diese Idee in
drei Richtungen erweitert. Erstens wurden die bestehenden Prozessintegrations-Modelle
mit ausgewählten kooperativen Elementen verbunden, um eine bessere Verzahnung mit
der administrativen Arbeitsprozess-Ebene zu erreichen und mehrere technische Arbeit-
splätze vernetzt unterstützen zu können. Die zweite Richtung betrifft die konzeptuelle Er-
weiterung der Prozessintegration selbst. Dabei wurde der bestehende Prozessintegrations-
Mechanismus überarbeitet und erweitert, um die flexible Integration einer größeren
Auswahl von Werkzeugen in Abhängigkeit ihrer Merkmale zu ermöglichen. Drittens
wurde ein Wiederverwendungs-Mechanismus entwickelt, der die direkte und situations-
basierte Wiederverwendung der im Laufe von früheren Entwicklungsprozessen erzeugten
und bearbeiteten Produkt-, Medien- und Prozessspuren unterstützt. Der gesamte Ansatz
wurde durch die Implementierung im Rahmen eines interdisziplinären Forschungsprojek-
tes validiert, das sich mit der Unterstützung der frühen Phasen des verfahrenstechnischen
Entwurfs beschäftigt.
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1 Motivation
The engineer, and more
generally the designer, is
concerned with how things
ought to be—how they ought
to be in order to attain goals,
and to function.
(Herbert A. Simon)
U, engineering design is a process of major importance for the productionlifecycle of a product. Its main concern is the investigation and application of
novel, state of the art methodologies on the product design, in order to increase its
expected quality in a profitable way. Thus, the computer-based support of engineering
design processes has drawn a lot of attention from the research community. Nevertheless,
their inherent dynamism, which is less clear in other domains (e.g., classical business
processes), makes their support considerably complicated. Many well-established process
support paradigms have failed to provide them with adequate support.
As a consequence, engineering design support is a challenging task that needs to tackle
the implications of dynamism to further aspects like cooperative work and tool support. It
can be provided at two levels. At a coarse-grained level, it cares for the efficient project
coordination of the design project, whereas at a fine-grained level the interest shifts to
the direct process support at the technical workplace. The second variation of process
support, where the effect of dynamism is even more intense, constitutes the central topic
dealt with in this thesis.
In this introductory chapter, we provide the motivation for the rest of the thesis. We first
identify the key role of engineering design. Subsequently, we describe the characteristics
that contribute to its dynamism and the difficulties of its support. Finally, we give a brief
overview on the thesis goal, context and structure.
1.1 Problem Description
1.1.1 The Importance of Engineering Design
The competitiveness of a manufacturing company depends on its ability to correctly
identify the needs of customers, and quickly create products that fulfill these needs at a
low cost. Traditionally, the success of a product has been seen as a problem of planning
3
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Figure 1.1: Coarse decomposition of the two major functions in manufacturing compa-
nies: engineering design and manufacturing supply chain [Marquardt and
Nagl, 2004]
and executing the conception, promotion, pricing and distribution of goods to satisfy a
target audience, provided it can be done at a profit. Namely, a marketing problem [Kotler,
2002].
As the 21st century dawned, the ubiquitous globalization effect has largely contributed
to the world-wide integration of markets and economies. The competitiveness of the
global economy has been dramatically increased, and the turbulent business environment
has started moving from the economy of scope to the global economy of scale [Vernadat,
1996]. Both the temporal and spatial dimensions of planet-wide human interaction have
been compressed [Harris, 1995]. The international trading activity has expanded and
products and services are bound to be shipped to any place in the world. At the same time,
the truly global competition faced by every company, has made its economical success
largely dependent on product innovation and shorter production lifecycle. This literally
means that staying in business involves even more struggle for gaining ground in the
market shares.
The recent technological advances in the area of internet and e-commerce have really
played an enabling role for the expansion of the globalization effect to every corner of
the earth, by achieving marketing transparency. Moreover, new environmental and safety
regulations and legislations, as well as enforced socio-economic circumstances, constantly
force companies to revise and rework their goals, in order to achieve a satisfactory overall
acceptance of their products.
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The observation of this new reality, has greatly influenced the traditional success factors
considered by most manufacturing companies. With the prevailing Total Quality Man-
agement (TQM) movement in the late 90’s, the business community started recognizing
the fact that product manufacturing is a highly interdisciplinary process that requires
contributions from all the functional units of the company that can influence final product
quality and acceptance [Lawler and Mohrman, 1998; Oakland, 2000]. Among them, the
interrelated engineering design and manufacturing functions have been distinguished
(Figure 1.1 on the facing page), both in the literature and the industrial practice [Pahl and
Beitz, 1988; Jarke and Marquardt, 1995; Schneider and Marquardt, 2002].
The engineering design function is typically linked with the research and development
department that applies basic and applied research on the final product design with the aim
of improving its properties concerning type and behaviour. Engineering design starts with
the planning phase. This phase comprises all the activities concerned with the perception
of a new product opportunity, the collection of the necessary requirements on its design,
and the assessment of the possible roadmaps for the product development project. The
requirements specification produced at the end of the planning phase drives the decisions
on the generation, selection and evaluation of the product design alternatives, during the
conceptual design and basic engineering phases. During the detailed engineering and
plant construction phases that follow, the preliminary design specification is refined into
its precise subsystems and components, and the production system is constructed. In
the final commissioning phase, the production system is adjusted and delegated to the
manufacturing unit.
Once the design department has “blessed” the final product, a set of design specifications
for its final production are delegated to the manufacturing unit. The manufacturing unit is,
then, committed to the design and operation of the production system in order to produce
the specified product. To this end, it comprises a long supply chain interconnecting
activities ranging from the purchase of raw materials, their warehousing and the actual
production, to the delivery of the final product to the customer.
The competency and revenue of a company is significantly affected by the effort
required for the design and the manufacturing of its final product. Below, we distinguish
some of the factors that put the most prominent effort success aspects under question, and
set the basis for improvement [Ulrich and Eppinger, 2000].
• Product quality: how good is the quality of the product? does it fully meet the
customer’s expectations? if not, in which ways could it be improved in order to
achieve broader acceptance?
• Production cost: how high is the capital needed for the operation of the production
plant? how can it be reduced without sacrificing quality, and adding the minimal
possible duration overhead?
• Production duration: how long does it take for the product to be produced and
distributed to the customer? does this time meet the originally set deadlines? if not,
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how could it be reduced?
• Design cost: how much does the design effort cost? how much capital needs to be
invested for research? is this capital fully covered by the estimated revenue?
• Design duration: how long does it take the complete design lifecycle of the product,
until the delivery of the design specification to the manufacturing unit?
The first three factors have to do with the manufacturing process, whereas the latter
two characterize the design process. An important prerequisite for increased profitability
is their effective and efficient orchestration in order to provide high performance along
each one of them. A company should always strive for an as quick and cheap as possible
production of a top quality product, caring at the same time to minimize the cost and
duration of the research that has been carried behind the development of this product.
Arguably, the success dimensions of the manufacturing process are determined to
a large extend by the engineering design process. Indeed, they can be estimated and
improved to a large degree, already from the engineering design phases. Engineering
design, not only perceives the idea of a product and exhaustively applies research on its
design alternatives, but also carefully evaluates available process and information tech-
nologies, and takes into consideration financial and environmental legislations. Further,
the need for innovation and improvement is satisfied by iteratively executing the whole
design cycle based on emerging impact factors, technological novelties and accumulated
experiences. The produced design specification that feeds the manufacturing lifecycle,
already predetermines the design of the manufacturing unit, and thus can have a catalytic
effect on final product quality, production costs and operation duration.
Thus, we contend that the design process plays a dominant role for the success of a
company. It greatly predetermines the overall production of the engineered product and
transitively, the competitiveness of the manufacturing company. A similar opinion has
been expressed by various other researchers [Pahl and Beitz, 1988; Jacome and Director,
1994; Bañares-Alcántara and Lababidi, 1995; Subrahmanian et al., 1997; Schneider and
Marquardt, 2002; Marquardt and Nagl, 2004]. Among them, we distinguish Herbert
Simon who is also quoted at the beginning of this chapter. Simon took a revolutionary
philosophical approach to the problem of generic design and stressed its importance for
every domain of practice of the humanity by revealing its scientific nature [Simon, 1982].
1.1.2 The Challenging Nature of Engineering Design
Since we are talking about engineering design, the design process is supposed to employ
the practical application of some kind of scientific principles. Thus, the product features a
physical entity and it cannot be an abstract concept like a service. Engineered products
are produced in various disciplines like chemical engineering, plastics engineering, and
mechanical engineering (Figure 1.2 on the next page).
1.1 Problem Description 7
Chemical 
Engineering Design
Plastics 
Engineering Design
Mechanical 
Engineering Design
Engineering Design
Figure 1.2: Examples of engineering design domains
In the chemical and plastics engineering context, design focuses on the generation
of abstract or process flowsheets, static and dynamic simulations models, as well as
cost estimation reports for the production of chemical or plastics materials. Mechanical
engineering design, on the other hand, focuses on the design of more discrete goods like
machinery and power plants. From now on, for reasons of simplicity, we will refer to
engineering design as simply design.
Although the above design processes are carried out in disciplines dealing with substan-
tially different products, they share a number of common features that contribute to their
inherent dynamism [Westfechtel, 1999b]. Yet, each one of them exhibits these features to
a different degree. A non-exhaustive list of the characteristics that reveal design’s unique
nature, and at the same time draw the requirements for its process support are:
• Evolving. One of the primary goals of design is innovation. The notion of innovation
is originally based on some imprecise and incomplete requirements that set the
initial qualitative and quantitative goals of the design process. With the course of
design, these vague requirements constantly evolve. They continually get even
more specific through refinement, and improved through revision and extension.
Only by the end of design is the true potential for innovation revealed.
• Human-centered. Design innovation requires exploration and experimentation.
These tasks require extensive human participation and synergy. Only human de-
cisions and initiatives can bring insight and progress to complex (and sometimes
unexpected) situations and problems. Thus, the human dimension of design and
its support is an indispensable factor of success. Design belongs to the class of the
so-called human problem-solving activities [Bergmann, 2002].
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• Knowledge-intensive. Design requires a large amount of knowledge that is being, or
has been generated from the actions of design experts at the present or in the past,
respectively. Such mental knowledge is typically stored in multitudes of knowledge
sources, like electronic documents or databases, distributed across several locations.
The numerous software tools engaged during the various phases of design, constitute
the interface for the manipulation of these sources, as well as the medium for the
recording, maintenance and dissemination of mental knowledge.
• Creative. During a design task, new design alternatives are frequently explored, and
unexpected situations have to handled. The chosen alternative and the path to reach
it, as well as the way of dealing with the problematic situation, cannot be foreseen in
advance, but rather constitutes a last-minute decision. In such settings, the designer
is demanded to exploit his creativity to find an optimal solution to a problem he
has never before come across. The success of such creative decisions depends on
various factors that are dominant to different degrees, like previous experience,
education background, know-how and guidelines belonging to the company, or
even pure instinct.
• Non-deterministic. As an implication of its creativity, engineering design is also
unpredictable and repetitive. The design experts may interpret the design in different
ways. Some of them might work well and deliver good results in reasonable time,
while others can perform less effectively than they could. It is not rare the case when
a design expert needs to explore alternative execution paths, iteratively execute a
design step, or even provide unplanned feedback to earlier steps until the desired
result is achieved.
1.2 Overview
1.2.1 Thesis Goal and Research Directions
The aim of the thesis is to present the fundamental concepts and methodologies behind
the design and implementation of a system addressing the direct process support to design
processes, in a way that the inherent dynamism of design and its underlying complexity
are tackled to a satisfactory degree. Direct process support is meant in terms of fine-
grained method guidance to design experts at their technical workplaces, across multiple
heterogeneous tools.
As the title of the thesis suggests, the flavour of process support that we strive for, is:
• Integrated. The interdisciplinary nature of design requires the consolidation of
multiple knowledge and information assets and sources in a coherent way, both
to aid the design task directly and to empower its efficient coordination with the
application of concurrent and simultaneous engineering [Bullinger and Warschat,
1998].
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Figure 1.3: Research directions of the thesis
• Experience-based. As a consequence of the creative nature of engineering, the
identification and formalization of its fine-grained process knowledge is really
complicated. Thus, process support should be based on the systematic recording of
experiences from the past, and their analogical reuse.
The title of the thesis further reveals that we distinguish the cooperative character of
engineering design. Indeed, in the previous section, we pointed out the human-centered,
knowledge-intensive and creative character of engineering design. In such settings,
common understanding and effective communication through cooperation constitute
success factors that have already been thoroughly discussed in the literature [Bond, 1989;
Kyng, 1991; Kethers, 2000]. On the one hand, cooperation can empower the synergetic
achievement of goals that, otherwise would not have been easily attained. On the other
hand, it promotes the socialization of knowledge and the rapid education of newcomers.
Figure 1.3 sketches the prominent research directions along which the contributions
of the thesis lie, as a consequence of the aforementioned requirements. The cornerstone
concept is that of direct process support that we strive to provide. The effect of direct
process support offered by the contributed system, oscillates along the dimensions of
process enactment and process improvement in a way that it provides answers to the
research questions that follow.
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Along the process enactment dimension:
• Process integration of tools. Design extensively employs interactive software tools
and data sources that mediate knowledge and information from one expert to the
other. How can the system provide integrated, non-restrictive method guidance
to the design experts by improving their process awareness and conformance i.e.,
integrate them inside the process?
• Cooperation support. Cooperation is a key element of the modern design prac-
tice. How can the system integrate the need for cooperative work and extensive
communication among experts into the overall process support infrastructure?
Along the process improvement dimension:
• Knowledge dissemination. How can the system efficiently and on-time disseminate
existing design knowledge and successful practices to design experts, while at the
same time obeying enterprise policies and rules (e.g., access rights and constraints
on availability)?
• Experience reuse. How can the system facilitate a systematic recording of design
history and, through a comparative commonality analysis with vague situations of
the future, provide the underlying experience to the expert for reuse?
1.2.2 Context of the Research
Chemical engineering is concerned with the application of physical, chemical, biological
and informational operations to the process of converting raw materials or chemicals to
a specified form. The produced form (end product) must comply to precise regulations,
guidelines and standards concerning its usefulness, quality, environmental impact, as well
as competency in the market.
The early design stages of chemical engineering, namely conceptual design and basic
engineering, are known to fix already 80% of the overall production costs for investment
and operation. This typically runs to several millions of euros per plant. This fact, has
set the motivation for the collaborative research center IMPROVE at the RWTH Aachen
University.
The IMPROVE project was funded from 1997 until 2006 by the German National
Science Foundation (DFG), and focused on the substantial understanding, integrated
support, experience-based improvement and industrial evaluation of design processes
in chemical engineering. The reference scenario of the project centered on the design
of a plant for producing the chemical product Polyamide6. Polyamide6 (nylon) is one
of the most ubiquitously used chemical products with applications ranging from robust
textile materials for clothing and household devices, to highly-resistant plastics parts in
the automotive industry.
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Figure 1.4: Coarse structure of the IMPROVE project [Nagl and Marquardt, 2007]
The main ambition of the IMPROVE project was the development of an integrated
process/product model that treats the design process in a coherent way. This model
concentrated views from different domains (e.g., chemical industries vs. their potential
plastics construction customers), at several levels of granularity (e.g., direct process
support to the design expert vs. project coordination support). To this end, the IMPROVE
project was organized according to a decomposition schema of four levels (Figure 1.4).
The three horizontal levels comprised the project areas that provided the novel concepts
of the offered support. In the project area A, chemical and plastics engineers specified the
design requirements of the addressed scenarios. The project area B dealt with the interpre-
tation of the domain-specific concepts by novel tool functionalities and the development
of integrated tool environments providing novel functionality. Interoperability and storage
issues concerning these environments were researched by subprojects belonging to the
project area C. Finally, subprojects from the integration project area I defined the actual
design scenarios and transferred scientific results to industrial partners for evaluation,
both from a scientific and ergonomic perspective.
The research behind the thesis has been conducted in the frame of the B1 subproject
“Experience-Based Support of Design” (highlighted in Figure 1.4). In this subproject,
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we contributed to the systematic fine-grained method guidance of the cooperative design
on the basis of detailed method fragments abstracted from recorded experiences. The
method fragment driven guidance is offered to the designer through the process-integrated
behaviour of his interactive software tools.
1.2.3 Roadmap of the Thesis
The main body of the thesis is divided into three parts, as shown in Figure 1.5.
Before concentrating on the concepts of the proposed solutions, we provide a description
of approaches related to computer-based process support, as well as our background work,
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in Part II. Initially, in Chapter 2, we provide an overview of the state of the art in the area
of process support. In the same chapter, we construct a comprehensive assessment schema
for process support functionality and based on it, we evaluate the identified approaches.
In the sequel, Chapter 3 outlines the process support environment that was developed in
the frame of the IMPROVE project by the preceding researchers. Then, the assessment
schema from the previous chapter is used to juxtapose the background environment with
the related approaches, and draw the requirements for its extension and improvement that
have motivated our research.
Part III constitutes the main part of the thesis that details the proposed solutions. It
centers on three solution ideas. The first one, presented in Chapter 4, has to do with the
cooperative support of design that we contributed to the existing system. The second idea
(Chapter 5) revisits the existing idea of tool process integration, and extends it towards a
more complete and flexible framework that significantly simplifies the task of process-
integrating a wider spectrum of software tools, based on their evaluated capabilities. Last,
Chapter 6 details the third and last idea that proposes methodologies for the direct reuse
of recorded experiences during the design process.
The consideration of the three solution ideas has led to a reengineering of the implemen-
tation framework behind the existing IMPROVE environment. The resulting framework
is presented at the beginning of Part IV, in Chapter 7. Subsequently, in Chapter 8, we
describe its utilization for the realization of the reengineered IMPROVE environment, and
illustrate its effectiveness on an application example.

Part II
State of the Art and Background
Work
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2 Related Work on Computer-Based
Process Support
I do not fear computers. I fear
the lack of them.
(Isaac Asimov)
T chapter provides an overview of the topic of computer-based process support. Itsgoal is twofold. On the one hand, it serves as an introduction to the broader working
context of process support. On the other hand, it provides a survey on major families of
process support systems and characterizes them.
The structure of the chapter is as follows. After defining the concept of process support
and describing its main phases, we introduce a classification schema for process support
functionality. This schema identifies basic characteristics like level of support, adaptability
of enactment, level of integration, process improvement and organizational scale. Then,
we employ this schema for the characterization of the most prominent categories of process
support systems found in the literature. Finally, we conclude with a small summary.
2.1 Domain of Discourse
2.1.1 Overview
A design process constitutes the preliminary chain of events that leads to the production
of a product. During a design process, a mission is set that is carried out inside a single
company department, or across several company departments, or even distributed across
companies. To this end, several individuals grouped into interdisciplinary teams cooperate
extensively in order to fulfil a set of shared goals. These goals are reflected by their
assigned activities that they conduct with the help of software tools.
Thus, a design process is characterized by great complexity concerning its enactment
and requires considerable effort for the efficient orchestration of the interplay between
human and computer resources. However, such kind of internal process coordination is
only one side of the coin.
Decisions made during a design process have additionally to take into account further
aspects posed by the continuous chase for innovation and competency, like customer satis-
faction, reduced product time-to-market and low cost production, as well as keeping pace
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with new realities (e.g., sociopolitical changes and worldwide markets) and technological
changes (e.g., the intrusion of internet). Due to the modern globalization effect, these
considerations become nowadays more important than ever. A company has to seriously
take them into account in order to “stay in business” [Vernadat, 1996].
The above spectrum of requirements has drawn considerable attention from the in-
formation community and an intense research activity has been initiated. The driving
force has been the demand for the development of methodologies and tools that address
the need for excellence in design process support. The result of this research activity
was the introduction of numerous paradigms and environments that were not developed
from scratch, but rather adapted already existing ideas from various other domains, the
computer-based support of which was already more mature. Out of them, we distinguish
two areas that have laid the foundations for the development of design support know-how.
The first area is that of Business Process Management (BPM) [van der Aalst et al., 2000,
2003c]. Following a commonly used definition, a business process is a process followed
by a company for the production of a specific product, either physical or service [van der
Aalst and van Hee, 2002]. Undoubtedly, a design process is such a process. Independently
of the domain of practice, it determines the company’s tangible assets that can be offered
to the market in order to satisfy a need and bring back revenue. Thus, it makes sense
to support a design process using BPM methodologies and tools [Berndes et al., 1996].
Nevertheless, a business process in its original form is highly structured and predictable
(e.g., security claim procedures), which is obviously not the case for a design process that
is governed by creativity. Thus, the transferred approaches have been reworked towards
the support of on-the-fly process changes, for example by addressing flexibility aspects in
business process models [Dellen et al., 1997; Mangan and Sadiq, 2002].
The other area that we distinguish is that of Software Engineering (SE) [Sommerville,
2004]. A software engineering process is a less classical design process, since the final
product is not physical, but a so-called software artifact. Yet, the software development
process itself bears similar characteristics to a conventional engineering design process. It
also involves extended synergy among software developers, who are required to exploit
their creativity in order to bring solutions to the problems underlying their tasks. Moreover,
due to the astonishing intrusion of information technology (e.g., CAD and simulation
tools) in the overwhelming majority of traditional design tasks over the last years, many
engineering activities depend on the use or adaptation of software tools that automate
the regarded steps. As a result, it is conceivable that software engineering concepts and
techniques can be equally applied to more classical design processes.
The application of BPM provides support from a coarse-grained level and touches
mostly project planning and administration issues, whereas software engineering support
lies at a more fine-grained level that reaches the technical workplace. In the rest of the
chapter, we attempt to distil the interesting aspects from the two areas that are applicable
to engineering design support and present them to the reader.
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2.1.2 Definitions for Process Support
Several definitions can be found in the literature for the term of process support. Often,
process support is approached under the name of process management in order to stress
the integration of management technology for the planning of the enacted activities.
Below, we quote, with chronological order, some representative definitions for process
support given by well-known researchers from both of the domains of SE and BPM. Our
goal is to show later how these views converge to a universal framework for process
support functionality, which we attempt to approach.
Humphrey provides a definition of (software) process management in terms of its
prominent functions [Humphrey, 1990]:
Process management involves process definition, process execution, data
gathering and analysis, and process control. Process definition provides a
standardized framework for task implementation, evaluation and improve-
ment. Process execution defines the methods and techniques used to produce
quality products. Data gathering and analysis deals with the measurements
made of software products and processes and the uses made of this data.
Process control concerns the establishment of mechanisms to assure the
performance of the defined process and process monitoring and adjustment
where improvements are needed.
A similar position is taken by Fernström, who gives the following definition [Fernström,
1993]:
The first concern of software process support is therefore to provide the
necessary means to fully and unambiguously model processes in order that
they can be communicated and discussed. The second concern is to allow
the instrumentation of processes performed in accordance with these models
so that it becomes meaningful to compare and optimize processes. The third
concern is to use the process models to actively assist the people involved in
the processes.
On the other hand, van der Aalst et al. define (business) process management as [van der
Aalst et al., 2003c]:
Supporting business processes using methods, techniques and software to
design, enact, control and analyse operational processes involving humans,
organizations, applications, documents and other sources of information.
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2.1.3 Phases of Process Support
The three definitions quoted in the previous section reveal the diverse backgrounds of
their contributors. Humphrey distinguishes the concern for increased process performance
and improved product quality. The definition of Fernström, on the other hand, is more
human-centered, and focuses on the communication of process details to the human actor,
and his active guidance. Last, the business orientation of van der Aalst et al. can be
attributed to their coarse view on support and the holistic reference of organizational
resources, including the organization itself.
Nevertheless, all three of them converge to a global lifecycle model of process support
that comprises the following four phases (Figure 2.1):
1. process design involves the definition of a computer-interpretable process model
that adequately describes the process with respect to its planned process steps and
employed resources;
2. process enactment refers to the proactive control of the process execution with the
help of software, based on the interpretation of a process definition;
3. process monitoring captures history information concerning the enactment of the
process;
4. process improvement is concerned with the analysis of monitoring data from process
enactment in order to provide enhancement feedback to the process design function,
as well as the enactment function itself.
In the sequel, we elaborate on the basic concepts and paradigms behind each one of
the four phases. Although each phase is described individually, we mention patterns of
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interaction among them when appropriate. A consolidated view on the description of the
phases leads to the construction of a reference framework for process support shown in
Figure 2.2 on the previous page.
Process Design
In order to provide effective computer-based support to a process, first it must be ade-
quately understood, and then described using a machine-interpretable formalism. The
resulting process definition should, then, be evaluated concerning its correctness and
completeness. The upper part of Figure 2.2 on the preceding page shows the prominent
functions of the process design phase that center on these operations.
Initially, the definition function takes place. Goal of this function is the analysis of the
originally informal requirements of the process and, based on it, the construction of a
process model. A process model describes the process using a formal Process Modelling
Language (PML), also called process metamodel [Conradi and Jaccheri, 1999]. A PML
abstracts from a process description the patterns of best practices that tend to be followed
during several instantiations of a process. Thus, a PML is generic and reusable in the
sense that it can be employed for the description of a broad range of processes belonging
to the same family (i.e., instantiations of the same project). Thus, a running instance of a
process (process instance) is nothing more than an instantiation of a process model that
describes it.
A common characteristic of (more or less) all PMLs is that in order to promote an
understanding of the whole process they aggregate two or more partial models that have a
particular view of interest, like:
• activity models that describe the activities to be performed;
• product models that describe the products developed, consumed or maintained by a
process;
• resource models that describe the supplementary resources needed by a process;
• organizational models that describe organizational units and roles of human actors
engaged during the process;
• decision models that express the sequence of decisions that drive each process step.
A PML might focus on the elements of a specific partial model and attach the oth-
ers to it. In that case, we can identify the following three categories of PMLs in the
literature [Dowson, 1987]:
• activity-oriented that primarily describe the sequence of activities taking place
during a process (e.g., UML activity diagrams and dynamic task nets [Heimann
et al., 1996]);
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• product-oriented that represent the process through the evolution of the products
that its steps work on (e.g., the approaches ViewPoints [Nuseibeh and Finkelstein,
1992] and FLOWer [van der Aalst and Berens, 2001]);
• decision-oriented that view the successive transformations of a product as the
result of human decisions that have been taken (e.g., the underlying languages of
DAIDA [Jarke et al., 1992], TROPOS [Yu and Mylopoulos, 1994]), and DRL [Lee
and Lai, 1996].
The contemporary approaches to process modelling mainly stress the representation of
organizational structures, functional breakdowns, and data items and messages exchanged
at the interorganizational level. Specifically, PMLs are usually defined using several stan-
dardized methodologies, like the EPCs [Keller et al., 1992], the more semi-formal UML
diagrams [Eriksson and Penker, 2000], the XML-based BPMN graphical notation[White,
2004], or the YAWL language [van der Aalst and ter Hofstede, 2005].
After a process definition has been finalized, it can then be evaluated through simulation.
Simulation builds an artificial environment of execution that closely mimics the real one
and thus, provides the opportunity for “dry runs” that can diagnose problematic situations
and inconsistencies.
Process Enactment
The process model output by the process design phase provides a consistent representation
of the real process. After the process model has been defined, it is ready to get interpreted
and drive process execution during the process enactment phase (middle part of Figure 2.2
on page 21).
It is not rare the case that a process modelling language has to be extended with runtime
semantics, or even get translated to another one that is used for process enactment [zur
Muehlen and Rosemann, 2004]. For example, a system might be using BPMN or EPCs as
its PML, and at the same time its execution platform might require a process representation
using a proprietary format, or a standardized one like BPEL4WS [Andrews et al., 2003].
The final enactable process model is usually not statically defined. It can contain dynamic
attributes that depend on specific environmental characteristics that are bound to change
during execution.
The first function of the process enactment phase is instantiation. The main concern
of instantiation is the preparation of the process model for enactment. Thus, it makes
the translation between the representation languages of design and enactment, and then
replaces dynamic variables with project-specific values.
Next, the enactment function starts interpreting the instantiated process model and
supports the process execution. Its ultimate goal is the influence of the process execution,
in a way that the interaction patterns of a human actor with the process tend to conform
to the process definition. This operation can span a fairly wide spectrum with respect
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to the paradigm employed. At one extreme, the possible actions of the human actor are
constrained by the process definition, without giving him the opportunity to deviate. At
the other extreme, a human actor is only given advice by the process enactment, but can
on demand ignore it and follow a different plan of action that is inconsistent with the
process definition. Thus, the possible kinds of support can oscillate between subservience
and rebellion [Arbaoui et al., 1999]. Inside this spectrum, four paradigms have been
prominently identified in the literature [Dowson and Fernström, 1994]:
• Passive guidance. It provides the human actor, on request, with information con-
cerning how to proceed in order to faithfully follow the process definition.
• Active guidance. The process enactment mechanism, based on feedback returned
from the process execution and without human intervention, judges when to provide
information to the human actor on what to do next.
• Process enforcement. This is the extreme situation where the human actor is forced
to blindly follow the process definition, e.g., by restricting his possible interactions
with tools, and his access to resources.
• Process automation. Routine parts of the process are performed by the enactment
mechanism itself so as to eliminate human interaction as much as possible.
Process Monitoring
The monitoring phase (middle part of Figure 2.2 on page 21) provides a description
of the process execution by continually observing its enactment, and recording the im-
portant events in a process trace. A process trace can comprise the following kinds of
information [Pohl et al., 1997]:
• product information that includes all the information belonging to a developed
product;
• supplementary product information that includes additional information concerning
auxiliary products like organizational structures, goals and decisions;
• process observation information that covers the process steps that have worked on
a product;
• dependency information that subsumes the dependencies between the other three
information categories (e.g., links between a process step and the product part that
it has transformed).
A monitoring facility that records all four kinds of information, constitutes a valuable
endeavour for keeping track of the evolution of a process and establishing traceabil-
ity [Dömges and Pohl, 1998; Ramesh and Jarke, 2001]. Then, a process trace gives a
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detailed overview of the major aspects of decisions taken during a process lifecycle, along
with their interdependencies, and can be analysed for maintainability of a process and
change integration. This analysis is made during the process improvement phase that
follows.
Process Improvement
The process model output by the process design function provides a consistent repre-
sentation of the real process using a machine-interpretable formalism. Ideally, process
model and real process should be perfectly aligned, in the sense that a process model
must always convey a faithful representation of the real process. Nevertheless, this is not
always possible due to a number of reasons like:
• Creativity. While there exist routine parts during a process, other parts are less
well-understood and the followed steps depend on the creativity of the human
actor. The understanding of these creative parts is limited and thus, a PML cannot
adequately model them.
• Complexity. The complexity of a process is increased when different aspects and
objectives depending on different resources and enacted by different human actors
have to be considered simultaneously. The expressiveness of a PML is sometimes
not powerful enough to capture this complexity.
• Evolution. In the course of time, the maturity of the know-how of a company con-
stantly increases, fault parts of a process are identified, and work practices are prone
to changes due to technological innovations and improvement of methodologies.
This evolution brings a plethora of changes to the process that are in conflict with
original process assumptions. Then, a process model tends to become obsolete.
Thus, a process model must, on the one hand, drive the process enactment. On the other
hand, it must adjust to the evolution of the real process. The process trace output from the
monitoring function provides evidence of what has really happened during the process
execution. As a consequence, the adaptation of a process should be based on an analysis
of the captured process trace and the extraction of patterns for reuse. This function is the
cornerstone of the process improvement phase (bottom part of Figure 2.2 on page 21).
An analysis facility can be effectively achieved via various methodologies, like Case-
Based Reasoning [Kolodner, 1993; Aamodt and Plaza, 1994], statistical process con-
trol [Oakland, 2002], and Data Mining [Han and Kamber, 2006]. Their main goal is the
evaluation of the effectiveness of the process model, assessing the conformance of the
real process to the process definition by measuring the so-called fitness of the process
model with respect to qualitative and quantitative metrics [Humphrey, 1991]. This way,
process model inadequacies are diagnosed that create the opportunity for experience-based
process improvement. These inadequacies can be provided back to preceding phases in
two feedback loops:
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• Process redesign feedback. Analysis data can feed the definition function with
valuable experience concerning the performance of process enactment, as well as
observed process violations and discrepancies with a high frequency. This input
can be used for the propagation of changes to the process definition and its better
alignment with the reality.
• Experience reuse feedback. Improvement support can also provided directly to
human actors during their performance. When a human actor feels that he does not
benefit from the process guidance provided at a specific situation, he can on demand
ask for recommendations, based on the analysis and reuse of the process paths that
other human actors have followed in the past, which are clustered in accumulated
process traces.
2.2 Classification Schema for Process Support
Depending on the research focus and the approach used, any process support system
(PSS) has its own points of interest and idiosyncrasies. Some systems might perform well
at some kind of tasks, while revealing weaknesses at others. In order to provide a clear
overview of the distinct characteristics of a PSS that differentiate it from the mass, we
share the opinion that it should rather be characterized against some classification schema,
than compared directly to others [Alloui et al., 1999].
Thus, we introduce a classification schema for process support functionality that
distinguishes the following five criteria:
• Level of support: at which level of granularity lies the provided process support?
• Adaptability of enactment: is the process enactment mechanism able to adapt to the
requirements of partially-defined processes?
• Level of integration: to which extend does the system fulfil various integration
needs?
• Process improvement: does the system provide support for improvement-oriented
process redesign or experience reuse?
• Organizational scale: which level of cooperation is covered, if any at all?
Each of the above criteria is discussed in the sequel. The overall classification schema
is shown in Figure 2.3 on page 30.
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2.2.1 Level of Support
Computer-based process support can span between two hierarchical granularity lev-
els [Nagl and Marquardt, 2007]:
• Administrative level. At a coarse-grained level, administrative tasks like planning
and coordination take place. Here, the primary concern is the process-centric and
automated coordination of the interworking of human actors. The whole process
lifecycle is described in a coarse-grained and properly-formalized way expected
for the managerial needs. To this end, a well-structured model is employed that
materializes higher business rules and policies and describes with precision the
decomposition of the process into well-defined activities assigned to human actors.
• Technical level. At the lower technical level, the actual process takes place. This
level comprises the technical workplaces of the human actors who perform their
tasks with the help of software tools. In the case of human-centered processes like
design processes, the successful accomplishment of a task constitutes a problem-
solving activity, during which human actors are requested to exploit their extensive
experience in order to find an optimal solution. Thus, the creative character of a
design process is more clear at this fine-grained level.
2.2.2 Adaptability of Enactment
Process enactment falls into two rough categories with respect to its degree of adaptability
to unforeseen process changes:
1. Rigid enactment. To this category belong the enactment mechanisms that treat
a process as a predefined sequence of events and take into granted that human
actors will never need to deviate from them. Such an enactment is driven by a
process model that is strictly enforced to the human actor, without considering
the opportunity of alternative execution paths. Typical examples of processes that
benefit from such kind of enactment are the routine bureaucratic ones, where the
steps to follow are well-established [Alonso et al., 1997].
2. Flexible enactment. Rigid enactment hinders the so-called operational flexibility
of a process. Operational flexibility is vital for processes that can only be partially
well-defined. Other major parts rely on the creativity of the human actor for se-
lecting an appropriate execution path. Such processes are based on requirements
that continually evolve with their course and therefore, cannot be prescribed with
precision. Enactment mechanisms based on partial process models are applicable
here. Even highly predictable processes can benefit from flexible enactment, since
they are subject to changes in response to influences like new legislations, innova-
tions and competitive pressures, or the identification of faulty parts and erroneous
process assumptions [Madhavji, 1991; Mangan and Sadiq, 2002].
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2.2.3 Level of Integration
Nowadays, the need for ubiquitous integration inside and across organizational structures
is more actual than ever. Integration problems can arise from different aspects, contributed
to the need for global competition and the impact of new enabling technologies [Vernadat,
1996; Johannesson et al., 2000]. We distinguish the following levels that integration can
be practiced on:
1. Data integration. The most basic integration pattern inside a company constitutes
the combination of data distributed along disparate data sources under a unified
view, in order to promote a more efficient corporate information management.
2. Application integration. The applications utilized by modern companies, rarely
live in isolation. The support of cross-functional and interorganizational operations
poses a great demand for the integration of disparate applications using some sort
of middleware that interfaces them.
3. Process integration. The driving force for process integration has been the process
orientation movement that has forced companies to put emphasis on their processes.
Through process integration, companies abandon their traditional functional view-
point on their operations, and shift towards a horizontal process viewpoint that
spans across several functions, applications, or even tools at the technical workplace.
This new perspective contributes to better opportunities for communication and
process improvement [McCormack, 2001].
2.2.4 Process Improvement
As we mentioned above, a process support lifecycle comprises phases ranging from
process design to process improvement. Undoubtedly, the heart of the lifecycle is the
process enactment phase where the computer-based control of the real process is offered.
Thus, a PSS always covers process enactment.
Lately, with the breakthrough of business process modelling methodologies, PSSs have
started systematically collecting and analysing runtime information in order to:
• provide accountability of good or bad practices according to lessons learned and,
based on them, they strive to derive new requirements for the process definitions
(process redesign);
• empower the human actor to directly reuse best practices abstracted from previously
captured experiences (experience reuse).
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2.2.5 Organizational Scale
PSSs can differ with respect to the organizational scale that their provided support is
intended for [Westfechtel, 1999b]:
• At the individual level, process support is isolated behind the workplace boundaries
of a human actor. The major concern is the guidance of the actor during his
interaction with software tools. Thus, tools and the services they provide must be
explicitly modelled, and the followed process steps are looked upon as implications
of interactions with tools.
• At the team level, the interest shifts to the coordination of the cooperative work
among the members of an organizational team. Since the number of the members
of a team is small, the coordination model does not have to apply strict constraints.
• At the intraorganizational level, the cooperative work spans among several company
departments that work synergetically for a shared set of goals. Since intraorgani-
zational work inevitably leads to cooperation at the team level, both internal and
external issues have to be considered [Schertler, 2002]
• At the interorganizational level, the cooperative work goes far beyond the bound-
aries of a company, e.g., business to business (b2b) interactions [Bussler, 2003].
Support at this level has to consider more formal coordination strategies, protection
mechanisms and policies, and deal with conflicting goals, inconsistent methodolo-
gies and application heterogeneity.
Obviously, the organizational scale of the support provided by a PSS is related to
the level of the support (i.e., the two criteria are not orthogonal). For example, a PSS
providing support at the technical level usually concentrates on the support of individual
team members (e.g., the PRIME framework described in Chapter 3). On the other hand, a
PSS at the higher administrative level mainly considers the interactions between different
team members, company departments, or even companies.
2.3 Characterization of Related Approaches
In this section, our classification schema is employed for the characterization of a few
families of PSSs that we distinguish from the literature. Our goal is to show in parallel
the development in the field from a historical perspective. To this end, we first provide a
brief report on the more traditional process-oriented approaches that have been developed
in the previous years. As such can be categorized systems ranging from the software
engineering process-centered environments to the well-established workflow management
systems. Subsequently, we concentrate on the more modern family of service-oriented
PSSs. Throughout their extensive description, we grab the opportunity to refer to modern
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Figure 2.3: Classification schema for process support functionality
trends and state of the art that have considerably reworked the traditional trends of
process support. In our survey we do not consider product-centered support systems like
Product Data Management (PDM) [Philpotts, 1996] and Enterprise Resource Planning
(ERP) [Sumner, 2004] systems, since they do not provide some kind of process-centric
enactment mechanism and cannot be described by our conceptual framework. Table 2.2
on page 48 summarizes the classification results.
2.3.1 Traditional Families of Process Support Systems
Process-Centered Software Engineering Environments
A software process comprises the overall set of activities that must be carried out in order
to develop a software product or extend an existing one. Early research efforts on the
improvement of productivity and quality of software development focused on the products
of the software process. At that period, CASE environments appeared that were based
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on a particular software design method (e.g., Jackson structured programming) [Adams
et al., 1989; Jarke, 1992]. Their aim was the orchestration of tools that support various
product-related activities, like documentation, versioning and configuration management.
Soon, the inability of the hard-coded support of CASE environments to facilitate
process improvement was recognized, and the interest of software companies shifted
to the software process itself [Dowson, 1993; Pohl, 1996]. The idea was to create a
new generation of process-aware CASE environments. The process support of this
new generation of environments would be based on the enactment of explicit process
definitions that are flexible enough to be adapted to the constantly growing experience of a
software company. Thus, in the middle of 1980’s, the family of Process-Centered Software
Engineering Environments (PCSEE) appeared [Dowson, 1993; Garg and Jazayeri, 1996].
We now give an overview of the basic ideas behind a PCSEE based on the conceptual
framework of Dowson et al. [Dowson and Fernström, 1994]. According to this framework,
a PCSEE can be divided into three conceptually distinguishable domains (Figure 2.4): the
modelling domain, the enactment domain and the performance domain.
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The modelling domain embraces the definition, storage and maintenance tasks of
process models. A process model provides the definitions of processes or fragments
of processes using a specific notation. Process and product models are stored into a
process repository that provides facilities for integrity and consistency checking, as well
as information retrieval. Additionally, this domain includes a number of specialized tools
used by the process designer to define, visualize, analyse and update a process model.
The enactment domain is concerned with the provision of process support according
to the process definitions of the modelling domain. It contains one or more process
engines that are responsible for the mechanical interpretation of run-time instances of
process definitions. The enactment can be controlled by a process manager using an
administration environment.
The performance domain encompasses the actual activities conducted by the human
actors who perform the real process with the help of software tools, working on resources
of their workspaces. The enactment decisions (or recommendations) of a process engine
are communicated to the human actor with the help of tools like task managers, work
contexts, process graphs, or even through direct invocation of tool services [Westfechtel,
1999b; Weidenhaupt, 2001].
The three domains are not isolated, but exchange of information is supported through a
communication infrastructure. More specifically, the following three typical interaction
patterns can occur:
1. the enactment domain loads a instantiated process model (process instance);
2. based on the interpretation of the process instance, the process engine coordinates,
guides and controls the activities at the performance domain;
3. the performance domain informs the process engine of the actual process status
sending back feedback information.
Several researchers have surveyed the features of existing PCSEEs and their related
technologies [Fuggetta and Ghezzi, 1994; Finkelstein et al., 1994; Garg and Jazayeri,
1996; Ambriola et al., 1997]. In the following we provide the characterization of the
identified approaches with respect to our classification schema.
• Level of support. Most of the existing PCSEEs pay attention to management issues
of software development processes and tend to neglect the support of the process
actors in terms of fine-grained method guidance [Pohl et al., 1999]. Thus, a PCSEE
provides anaemic support at the technical level.
• Paradigm of enactment. A software development process is a highly creative activity,
during which, human actors constantly strive for innovative ways of addressing
design problems. Process modifications are slowly propagating during the lifecycle
of a software process, and exceptions are bound to arise [Balzer, 2001]. Thus, a
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PCSEE should be able to tolerate inconsistencies and deviations [Fuggetta, 2000].
Nevertheless, this goal is not attained by all existing PCSEEs. Lonchamp provides
an assessment of the flexibility of PCSEEs, among others criteria [Lonchamp, 1994].
According to the presented classification, some environments take into consideration
human influence (e.g., EPOS and PEACE), whereas others enforce their modelled
practices without tolerating discrepancies (e.g., MERLIN and SPADE).
• Level of integration. A PCSEE maintains large amounts of information during the
enactment of a software development process (e.g., documentation, source code,
versioning information, and graphs). This information is generated by various
tools engaged during the process and preserved in disparate repositories. In this
context, data integration is concerned with the effective exchange of data between
tools, application integration with the interoperability of tools and the flexible
combination of their services, whereas process integration deals with the degree
of conformance of a tool behaviour to specific process definitions [Wasserman,
1990]. A PCSEE addresses data integration issues with its information management
component that integrates other data repositories in a unified schema, and provides
universal access mechanisms to allow querying and browsing of the data [Barghouti
et al., 1996]. Control integration is achieved through a variety of mechanisms, like
message broadcasting servers (e.g., FIELD [Reiss, 1990] and Softbench [Cagan,
1990]), distributed object architectures (e.g., COM [Microsoft Corporation, 1995]
and CORBA [Object Management Group, 2004]), as well as remote procedure calls
(e.g., RMI [Sun Microsystems, 2002]). Last, process integration, although stressed
by various authors [Wasserman, 1990; Thomas and Nejmeh, 1992], has not been
systematically practiced in any PCSEE.
• Process improvement. A major goal of a PCSEE is the systematical improvement
of software development processes. Various process improvement methodologies
and standards have been proposed that provide guidelines for continuous redesign
and adaptation of original process models based on the assessment of process
monitoring information (e.g., the Quality Improvement Paradigm [Basili et al.,
1994]), or the SEI Capability Maturity Model [Paulk et al., 1995].
• Organizational scale. Most PCSEEs have adopted a centralized architecture inside
a single company and lack of support for interorganizational interoperability. Nev-
ertheless, the service-oriented successors of PCSEEs break this limitation and can
provide support of processes distributed across organizations. These approaches
will be touched below.
Workflow Management Systems
The primary concern of a Workflow Management System (WFMS) is the automated
coordination of human actors who perform a sequence of well-defined tasks in support
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of a business process [Lawrence, 1997; van der Aalst and van Hee, 2002]. Typically, a
WFMS is driven by a well-defined workflow model that concentrates all the concepts and
relationships needed to describe the process. A workflow engine, then, takes care of the
actual management of the real process based on the interpretation of the workflow model.
Several WFMS solutions have been developed in the last years. The support provided
by them can take different faces with respect to their application scope, connectivity
capabilities with external applications, and system architecture. Excellent surveys of
existing research prototypes and commercial packages can be found in [Georgakopoulos
et al., 1995; Jablonski and Bussler, 1996]. They have been successfully validated on
numerous application areas like administrative tasks in banks, claim handling in insurance
companies, control processes in manufacturing, and tasks in healthcare organizations.
Major WFMS vendors have founded the Workflow Management Coalition (WfMC)
non-profit organization. Mission of the WfMC is the standardization of basic functionality
and interaction patterns abstracted from existing systems. Among the deliverables of
WfMC, we distinguish the so-called workflow reference model [Workflow Management
Coalition, 1995]. This is a generic description of the structure of a WFMS that identifies
its main components and associated interfaces (Figure 2.5).
The cornerstone of a WFMS is the workflow enactment component that controls the
actual process. It utilizes a number of workflow engines that are responsible for the
overall or partial interpretation of a workflow model. The workflow model is specified
through specialized process definition tools using a formal workflow modelling language
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that provides structures for the modelling of a variety of workflow patterns like control
flow, parallel routing, choice, and synchronization [van der Aalst et al., 2003b]. Such
languages can range from the formal Petri nets and the graphical UML diagrams, to the
EPCs and the YAWL language.
Based on the interpretation of the workflow model, a workflow engine distributes tasks
and resources to human actors, and invokes external applications. Human actors are
notified with the help of WFMC client tools that present them their delegated tasks and
give them the opportunity to select their task and retrieve extended information on it, as
well as provide feedback concerning process the actual status. The overall enactment can
be supervised by the workflow manager using external administration and auditing tools.
It follows the characterization of the WFMS family according to our classification
schema.
• Level of support. A workflow modelling language describes a process, as a rule, at
the medium-grained level of tasks and documents. It does not consider the more
fine-grained level of followed methodologies for the accomplishment of a task and
the documents parts that they might change. Thus, the process manager at the
administrative level benefits from the use of a WFMS for the planning, resource
control and coordination of the process. A human actor at the technical level, on
the other hand, mainly gets an overview of his tasks through WFMS front-ends
like task managers. He is not offered direct process support while interacting with
software tools, except for their automatic invocation.
• Adaptability of enactment. A classical workflow model is well-structured and suit-
able for deterministic processes where the real process does not deviate from the
process definitions. As a result, the human actor is enforced to faithfully follow the
process definitions. The inability of a WFMS to deal with process discrepancies
has been lately recognized in the research community. As a result, a variety of
techniques have been developed for the support of process flexibility and change,
like exception handling [Strong and Moller, 1995; Casati et al., 1999], ad-hoc work-
flows [Voorhoeve and van der Aalst, 1997; Reichert et al., 1998], product-driven
workflows [van der Aalst and Berens, 2001], graph-rewriting techniques [Westfech-
tel, 1999a], and others [Bogia and Kaplan, 1995; Teege, 1996; Reichert and Dadam,
1998; Heinl et al., 1999; Adams et al., 2005].
• Level of integration. The WfMC reference model (Figure 2.5 on the facing page)
identifies five interfaces for the exchange of information. The first three are used
for the intercommunication of WFMS modules, whereas the latter two, interfaces
3 (amalgamated into interface 2) and 4 promote the integration with external
applications and systems [Workflow Management Coalition, 1998, 2004]. The
former is concerned with the control of external applications and offers basic
invocation functions for connecting to an application, requesting its status and
terminating it. The latter, offers an XML based protocol for the integration of
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processes being enacted by different workflow engines. Data integration issues are
not supported natively by a WFMS.
• Process improvement. Research on workflow management has traditionally focused
on the definition and enactment of explicit models that accurately describe the
routing of a process. Lately, a non-negligible body of research has shifted towards
the analysis of execution logs (traces) captured by WFMSs, in order to provide
improvement feedback to organizations. As a result, a number of techniques have
been invented for the extraction of information from workflow logs. Among them,
we distinguishWorkflowMining and Business Process Intelligence (BPI). Workflow
Mining takes as input a workflow log, apply a mining algorithm and construct a
workflow model corresponding to the workflow log [Agrawal et al., 1998; Herbst
and Karagiannis, 2004; van der Aalst et al., 2004]. An excellent survey of the
workflow mining techniques is provided in [van der Aalst et al., 2003a]. BPI, on the
other hand, aims at providing several features like execution analysis and prediction,
as well as process redesign [Sayal et al., 2002; Grigori et al., 2004]. Contrary
to Workflow Mining, BPI starts from an existing process definition, and analyses
process logs using data warehousing and data mining techniques in order to improve
and reengineer the process model.
• Organizational scale. A WFMS mainly focuses on processes at the team or in-
traorganizational level. Processes performed across enterprise boundaries apply
additional requirements to scalability issues, confidentiality mechanisms and hetero-
geneity. Interorganizational workflows are mainly addressed by the service-oriented
incarnation of WFMSs, described later in this chapter.
2.3.2 Modern Trends and Service-Oriented Approaches
Business Drivers for Next Generation Process Support Systems
The enterprises of the 21st century are constantly facing the challenge of increasing their
profitability and becoming more competitive without sacrificing customer satisfaction and
loyalty.
There are two underlying driving forces behind these pressures: globalization and
e-business. The globalization effect has led to strong competition among companies in
their struggle not only to survive, but also to dominate the market with their products.
The already existing competition has become even more aggressive with the intrusion
of internet technologies and the rapid emergence of e-businesses. Market transparency
and easy access to a wealth of product offers and services through the internet has made
customers even more demanding and with continually changing interests and desires.
In response to these trends, companies have reworked their internal organizational
settings. Figure 2.6 on the next page gives an overview of the evolution of business
organizational structures throughout the years.
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Figure 2.6: The evolution of business trends throughout the years
Traditionally, organizational charts have been vertically divided into hierarchical de-
partments such as marketing, sales, manufacturing and design. However, such a vertical
organization has made workers focus on their own work and neglect its impact on the
global company goals. As a result, cross-department synergy was difficult and not easily
managed.
In order to overcome the problems of vertical organizations, companies started in the
1980s to move towards horizontally organized structures with a focus on the customer [Os-
troff and Smith, 1992; Bryne, 1993; McCormack, 2001]. A horizontal company largely
eliminates hierarchical and functional boundaries and the management levels are reduced.
Workers, instead, work in multidisciplinary teams striving to fulfil company strategies and
rules in order to create more value for the customer.
After the 1990s, business instability and unpredictability forced companies to coop-
erate for the fulfilment of shared goals. As a consequence, the processes covered by a
horizontal company were further extended over the company boundaries and cooperation
arrangements like joint ventures, strategic networks, extended supply-chains and virtual
enterprises appeared [Kethers, 2000]. This new reality has led to the integration of hori-
zontal companies in a virtual world approached with the name business ecosystem [Moore,
1997; Gossain and Kandiah, 1998; Peltoniemi and Vuori, 2005]. A business ecosystem,
like an ecological ecosystem, forms an extended dynamic environment of mutually sup-
ported enterprises that interact one with the other. The interaction is coordinated by
leadership companies that form the “keystone species”. Among the enterprises of an
ecological ecosystem, both cooperation and competition are present [Peltoniemi, 2005].
For example, it is not rare the situation of companies of the same sector cooperate for the
development of a new product part, while at the same time offering competitive products
that share this part.
Undoubtedly, the new business landscape has had a great impact on the traditional
process support trends. The existing process support strategies had to be reworked
in order to expand in a horizontal manner similarly to enterprises and support global
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competitiveness, rapid market responsiveness and ubiquitous cooperation. The next
generation of PSSs had, thus, to satisfy the following fundamental requirements:
• Heterogeneity. The application landscape of contemporary enterprises comprises a
range of different systems, architectures, platforms and tools that have been provided
from multiple vendors. When two companies interact in the same ecosystem, they
have to link existing applications in order to create communication channels between
them.
• Agility. A company should be able to adapt quickly to rapid and unanticipated
changes in market conditions, customer desires and technological advances. Agility
is a key factor for global competitiveness.
• Scalability. In a highly turbulent and unstable market, a company should be flexible
enough to meet changing growth requirements without impacting performance.
Such an ability is important, for example, for the support of increased customer
volumes in expanded markets.
• Fault Tolerance. Many business transactions are critical to be made successfully
and on-time. Thus, a system supporting these transactions should be able to recover
from unexpected hardware or software faults quickly, and continue its normal
operation.
• Security. Every company maintains a proprietary and confidential knowledge base
that accumulates its know-how throughout the years. When interacting with another
company, a part of this know-how has to be made easily accessible by the other
side, whereas other sensitive information should remain confidential and secured.
Service-Oriented Computing
The aforementioned traditional PSS families are appropriate for building isolated soft-
ware components that confine themselves to a specific vertical process. They provide
anaemic support for the construction of open environments that address the challenge of
dealing with new trends like heterogeneity encapsulation, horizontal interoperability and
responsiveness to continually changing requirements.
In order to alleviate these problems, modern architectural trends are clearly towards
the utilization of services as fundamental elements for the development of new support
infrastructures. A service can be seen as a successor of a software component, in the same
way that a software component has been the natural evolution of a software object [Allen
and Frost, 1998]. A service is nothing more than a software component that exposes a well-
defined interface to the outside world. This interface accurately describes the interaction
pattern for the business function that the service carries out. The implementation details
of the function itself are kept hidden from the outside world. Existing business functions
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are mapped to services during the process design phase. A service might be either simple
or composite. A simple service invokes simple business functions, whereas a composite
service assembles existing services in order to offer extended functionality through reuse.
A service-based application orchestrates a set of independent services that accomplish a
specific set of business tasks. For example, a serviced-based application of a manufactur-
ing company might integrate services that receive customer orders, or provide customer
support and billing for a specific product. These business functions are provided by
existing enterprise applications, and older legacy systems. Thus, services help to integrate
selected functionality of various applications that have not been initially written to interop-
erate. Further, clients of services must be able to locate them and invoke their functionality,
in a way that does not rely on their implementation technology. Consequently, services
should be [Papazoglou, 2003; Endrei et al., 2004]:
• Technology neutral. The invocation of a service must not rely on a specific technol-
ogy, but should rather comply with widely-accepted standards adopted by most of
the existing technologies.
• Loosely-coupled. The exposure of a service description should be enough for a
client to interact with a service provider, without needing any additional knowledge
of internal structures.
• Location transparent. The invocation of a service from a client should be inde-
pendent of its location. A client should be able in any case to discover it using an
identical procedure.
Service-Oriented Architecture (SOA) constitutes an approach for encapsulating ex-
isting heterogeneous applications in an integrated whole, in order to build distributed
environments that deliver selected application functionality to the outside world as ser-
vices [Endrei et al., 2004; Huhns and Singh, 2005].
Figure 2.7 on the following page shows the basic constituents of a SOA and the
interaction patterns among them. SOA distinguishes three basic roles: service provider,
service consumer and service registry. A service provider is a software module that
implements the business functionality of the service. Implementation details of the service
are kept private to its provider. An interface collects the signatures of the services provided
by a provider, as well as the format of the request and response streams while interacting
with a client.
A service provider publishes its description of services and interface to a service registry.
It holds a repository of all available services and allows a service consumer to, on request,
lookup a service he is interested in, and retrieve its description. The service description can
then be used by the consumer to bind to the provider and invoke the service functionality.
Basic SOA offers a strategy for the interconnection of a service provider with a service
consumer through a service registry. It does not touch other overarching concerns that
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Figure 2.7: The basic service-oriented architecture [Endrei et al., 2004]
have been distinguished in the literature [Nadhan, 2003; Peltz, 2003; Datz, 2004; Gossels
and Mackey, 2005; Papazoglou, 2005]:
• Service choreography. In order to create high-level cross-organizational business
processes, a company must create a service choreography that efficiently integrates
services collaborating for a specific business task.
• Service orchestration. A SOA landscape might include hundreds of services that
exchange millions of messages to synergetically perform tasks. Managing the
complexity of service interactions among multiple parties and sources is a complex
task itself.
• Security. The openness and flexibility of an application that offers services across
company boundaries might compromise security.
• Network monitoring. A business transaction might go awry when a participating
service becomes unavailable for long period due to unexpected circumstances like
network failures and traffic. Thus, network monitoring and auditing facilities should
be considered.
The Extended Service-Oriented Architecture (xSOA) proposed by Papazoglou accounts
for SOA deficiencies in the above areas [Papazoglou, 2005]. xSOA proposes three
architectural layers that logically separate functionality in order to decouple conventional
service capabilities from advanced service functionality needed for composing services
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Figure 2.8: The extended service-oriented architecture [Papazoglou, 2005]
and then, for managing composite services. As a result, xSOA is arranged in a pyramid
schema with basic SOA constructs at the bottom layer, composition services at the middle
layer, and management services at the top layer (Figure 2.8). Since the basic service layer
follows the SOA concept that we described above, we will only provide a description of
the two upper layers in the following.
The service composition layer uses basic elements from the layer underneath in order to
combine and extend basic service operations in composite services. Service aggregators
of this level use composite services as components to aggregate their functions and provide
higher distinct, value-added services, like coordination, monitoring, conformance, quality
of service composition and policy enforcement.
The service management layer at the top of the xSOA pyramid encompasses the
coordination and monitoring of many interrelated functions, like deployment, metrics,
dynamic rerouting, lifecycle/state management, configuration, change management and
notification, extensibility and maintenance. The managed services at this layer fall
into two complementary categories: service operations management that manage and
monitor performance aspects of operations (e.g., failure analysis, deployment and lifecycle
management), and open service marketplace management that typically support supply
chain functions and provide a comprehensive range of services that support industry trade,
financial settlement, service certification and so on. Grid services employed at this layer
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provide support for the integration and management of services in open and dynamic
virtual marketplaces. A grid service, contrary to a common service, is stateful and
implements concrete guidelines for the coordination of service providers and aggregators.
The Open Grid Services Architecture (OGSA) defines grid services in terms of Web
Services [Foster et al., 2002].
A company that embraces SOA is estimated to reduce total IT expenses over the long
term by as much as 20% compared to traditional development methods [Roch, 2006].
The potential savings might even become exponential when a company has developed its
corporate set of services and starts reusing them to compose other services, exploiting
xSOA. Nevertheless, transition to SOA is not a minor feat. Technology risks, huge costs,
as well as hesitating human confidence and acceptance can seriously deteriorate SOA
benefits and lead to failures.
As a consequence, many companies face the challenge of how to effectively utilize
SOA in order to successfully address their business problems. Various researchers have
proposed blueprints for mitigating the risks associated with transitioning to SOA (e.g.,
[Channabasavaiah et al., 2003; Falkl, 2005; Gruman, 2006; Roch, 2006]). Most of the
proposed approaches imply a two phase procedure for SOA migration.
At a first phase, a company should evaluate how well-aligned is its business envi-
ronment with SOA principles and best practices. Such an evaluation includes a study
of SOA principles, methodologies, technologies, and best practices, evaluation of their
applicability on the business landscape of the company, and identification of gaps and key
concerns that have to be dealt with. Sun Microsystems, for example, has developed the
SOA Readiness Assessment service that provides its customers with tactical and strategic
recommendations for migration to SOA [Sun Microsystems, 2004].
At a second phase, the activity of SOA adoption itself takes place. SOA adoption
is a gradual process spanning across the three layers of xSOA. At its primitive form, a
company provides some basic wrapping of its applications, and encapsulates their basic
operations in services. As the level of SOA adoption rises, a company integrates its
applications and creates enterprise components along supply-chains. At a final level,
enterprise components are orchestrated in order to create cross-enterprise business value-
nets. IBM has already postulated the Service Integration Maturity Model (SIMM) that
assesses the maturity level of a company concerning SOA adoption [Arsanjani, 2002;
Arsanjani and Holley, 2005].
Service-Oriented Approaches in Practice
The SOA definition provides generic, loosely-coupled arrangement guidelines for inter-
connecting service consumers with services. Yet, a concrete infrastructure must be used
each time for the communication among services according to the basic SOA interaction
patterns. The most recent trends converge on the employment of Web Services [Leymann,
2003; Alonso et al., 2004] for the implementation of SOA. This is due to the following
fundamental characteristics of a Web Service:
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Table 2.1: Different technologies for implementing service-oriented architectures
Technology Platform Description
Language
Interaction
Protocol
Registry
Service
Web Services Any WSDL SOAP,
XML-RPC
UDDI,
ebXML
EJB Any Java RMI-IIOP JNDI
CORBA Any CORBA-IDL IIOP Name
Service
COM+ Win32 MIDL Binary Windows
Registry
.NET Remoting Win32 .NET, WSDL Binary, SOAP ADSI,
SSDN
• It is self-describing. A Web Service is identified by a URI and the definition of the
message format travels with the message.
• It can be published, located and invoked over the internet.
• It uses open and platform-independent XML based protocols and standards to both
describe its exposed features and communicate with external applications.
Its important to note that SOA does not require Web Services. The concepts behind SOA
were established long before Web Services appeared. Several other mature component-
based technologies have been successfully used for the implementation of SOA. Table 2.1
provides an overview of such technologies and their characteristics compared to Web
Services.
Each of the above technologies underlies a distinct application platform for building
SOA. All these platforms share a common understanding of the basic SOA functions. Yet,
in order to meet the demanding needs of today’s dynamic business landscape, a SOA
infrastructure must further cater for essential xSOA requirements. At a high-level, the
following critical issues have to be addressed:
• Heterogeneity. A SOA infrastructure must be able to integrate heterogeneous
service-based applications that use different transport protocols and message for-
mats.
• Routing complexity. In large scale business processes that employ numerous service
providers and consumers, the number of concurrent connections can increase
exponentially and influence negatively the performance of the architecture.
• Change flexibility. A SOA infrastructure must be flexible enough to cope with
changes in services, processes and relationships between applications.
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These requirements are fulfilled by the Enterprise Service Bus (ESB) model that has
emerged in the last years as a major next step in the evolution of SOA implementa-
tions [Schulte, 2002; Chappell, 2004; Keen et al., 2004; Borck, 2005]. The main concern
of ESB is the unification of service-based applications and resources in a coherent whole.
Such applications and resources might be running on different platforms, written in dif-
ferent programming languages, and communicating using different messaging protocols.
ESB encapsulates this heterogeneity and mediates interactions in a quick and flexible way
combining messaging, transformation and content-based routing into a single off-the-self
product [Schulte, 2002; Sherman, 2004].
ESB can be seen in analogy to a hardware bus in a personal computer [Sherman, 2004].
Like a hardware bus, ESB intelligently routes messages flowing from one application
to the other (Figure 2.9). Through an event-driven mechanism, applications are able
to generate and consume messages independently of one another. An application just
generates a message for consumption, and ESB is responsible to determine the correct
destination based on the message content, and reliably deliver it. Thus, ESB promotes a
configuration-driven model for service interactions [Chappell, 2004]. Services and their
interactions are configurable, so that they may be dynamically changed without the need
for recompilation and redeployment.
Whether the services of an application have been built using J2EE, .NET or Web
Services, ESB builds an intermediate layer that represents existing application services
through protocols and data formats based on evolving standards like Web Services and
Java Message Service (JMS). This encapsulation hides complex service interdependencies
and thus, enables a simpler connection of new applications and change of existing ones,
when demanded.
Sonic Software was the first vendor that shipped an ESB product in 2002 [Sonic Soft-
ware, 2007]. Sonic ESB uses a multi-protocol bus on top of its own JMS based messaging
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backbone, SonicMQ, that guarantees highly robust, scalable and secure communications
leveraging the Sonic Continuous Availability Architecture (CAA) to provide reliable trans-
actions, and the Dynamic Routing Architecture (DRA) to seamlessly route data across
domains and boundaries. Sonic ESB functionality can be extended with a comprehensive
set of pluggable products that provide additional capabilities like orchestration, XML
processing, b2b interactions, as well as additional adapters for proprietary mainframe and
legacy technologies.
IONA Artix, on the other hand, provides a fully distributed integration solution that is
able to deploy, manage and secure a SOA without requiring a special kind of messaging
backbone [IONA, 2007]. It is based, instead, on a truly distributed multi-platform and
multi-protocol infrastructure that does not rely on a centralized server, and is able to deal
with diverse endpoints independently of their vendor and standards used. Nevertheless, it
fails to provide adequate support for process orchestration and monitoring.
IBM appeared recently in the scene with two ESB products as integrated modules of its
flagship product WebSphere: WebSphere Message Broker andWebSphere ESB [Reinitz
and Tost, 2005; IBM, 2007]. The latter is limited to Web Services protocols, yet it is
embedded within the WebSphere Process Server that features advanced orchestrating
capabilities for business processes based on four service components: business processes
implemented in a WS-BPEL compliant process engine, human tasks used to assign work
to employees or other services, business state machines that can be used for the alternative
modelling of a business process using state diagrams, and business rules for enforcing
company policies.
BEA AquaLogic is one of the first family of service infrastructure products built from
the ground up to manage SOA [BEA, 2007]. It provides a J2EE based solution that,
similarly to WebSphere ESB, sacrifices the support of legacy protocols for the sake of
improved Web Services orchestration. Nevertheless, it provides a unique metadata-based
composition framework for building service-based applications without requiring to write
new code.
Microsoft is also addressing the issue of service-based application integration through
the Windows Communication Foundation (WCF) technology [Microsoft Corporation,
2007d]. WCF is an integral part of .NET Framework 3.0 that will be an released with
the upcoming versions of Windows. WCF builds a Web Services based layer for the
program-to-program communication of existing applications, that unifies a broad range
of distributed systems capabilities and ensures secure, reliable and transacted messaging
support and interoperability. Early versions of the WCF are already implemented in
BizTalk Server 2006 that provides a Windows-based foundation for application integration,
and business process orchestration, management and monitoring [Microsoft Corporation,
2007b].
Sun entered lately the competition arena with the launch of the Open ESB project [Sun
Microsystems, 2007d]. Open ESB is a fully open-source ESB implementation based
on the Java Business Integration (JBI) specification [Sun Microsystems, 2007c]. JBI
defines a service-based design for building enterprise-class ESBs. More specifically,
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it comprises a normalized message router that interconnects plug-in components that
provide or consume services [Ten-Hove, 2006]. A major benefit of this design is the
ability to deploy plug-in components to pluggable containers (service units) behaving like
a black box that exports only a descriptor with declarations of services that are required
and provided.
Detailed surveys and opinions on a broad range of products that implement SOA in
general, and ESB in particular, can be found in [Sherman, 2004; Borck, 2005; Macvittie,
2006]. The concept of ESB was first defined by Sonic in conjunction with Gartner, a
major consulting company on technology research and applications [Gartner, 2007]. Roy
Schulte, a Gartner analyst, expects that more than half of all large companies will have
an ESB running by the end of 2006, and that by 2007 ESBs will supersede traditional
communication middleware.
Classification
After giving a concise overview of the recent trend of service orientation, we provide
in the following the characterization of service-oriented approaches according to our
classification schema.
• Level of support. In theory, SOA can be employed for the encapsulation of appli-
cation functions ranging from tool services at the technical workplaces, to more
coarse operations of large-scale enterprise operational systems like ERP, PDM,
WFMS, and Business Intelligence tools. In practice, a SOA is rather directed at
the service-based management and orchestration of high-level business processes,
integrating enterprise applications rather than operational tools.
• Paradigm of enactment. SOA provides the infrastructure for supporting agile busi-
ness processes that can be easily aligned with continuously changing requirements.
Especially with the advent of ESB, services can be dynamically composed, ag-
gregated and intelligently rerouted to different destinations via configuration and
adaption, eliminating the need to write additional code.
• Level of integration. The principal goal of SOA is the loose coupling of disparate
enterprise applications in order to allow their better management and orchestration
during business processes. In this context, application integration requires both
process and data integration for the integration of the functional flow between two
applications and the data shared by them, respectively.
• Process improvement. Undoubtedly, the utilization of SOA brings two major ben-
efits concerning process improvement [Channabasavaiah et al., 2003]. On the
one hand, SOA helps a company better leverage its existing assets and experience
in response to business needs, by aggregating existing components and making
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them widely available. On the other hand, SOA provides a clear view of pro-
cess flow in the frame of a particular service, that allows business users easily to
monitor business operations. This further allows to restructure the process flows
based on monitoring data of their effects, and thus, facilitates continuous process
improvement.
• Organizational scale. SOA exploits its full potential when supporting business
processes across distributed sites. These sites can either belong to the same organi-
zation, or span different organizations among a supply chain (e.g., trading partners
and customers).
2.4 Summary
In this chapter, we gave an overview of the state of the art in computer-based process
support. First, we defined process support and described its major functions. Then, we
postulated a classification schema for process support functionality. Finally, based on this
schema, we reviewed a set of traditional and modern families of process support systems.
48 2 Related Work on Computer-Based Process Support
Table 2.2: Characterization of the related approaches
Classification Criterion PCSEE WFMS SOA
Level of Support
Administrative Level XX XX XX
Technical Level X X X
Adaptability of Enactment
Rigid Enactment XX XX
Flexible Enactment X X XX
Level of Integration
Data Level XX XX
Application Level XX X XX
Process Level XX XX
Process Improvement
Process Redesign XX XX XX
Experience Reuse
Organizational Scale
Individual Level X X X
Team Level XX XX X
Intraorganizational Level XX XX XX
Interorganizational Level XX
3 The Prototypical PRIME-IMPROVE
Environment
Today’s problems come from
yesterday’s solutions.
(Peter Senge)
I this chapter, we provide a retrospective overview of the prototypical design supportenvironment that was developed in the first phase of the IMPROVE project by preced-
ing researchers. To this end, we revisit its main solution ideas found in the work report of
that period [SFB 476 IMPROVE, 2000a] and other relevant publications (cited throughout
the text). Finally, we juxtapose the described environment with the related approaches
and draw conclusions.
The research effort of that period focused on the idea of the a-posteriori process
integration of existing software tools. Thus, first we elaborate the key concept of process
integration and its considered requirements. Next, we demonstrate how the process
integration mechanism has been employed for the realization of a novel Flowsheet Editor
with extended functionality. Finally, we present the integration of the Flowsheet Editor
with other domain-specific tools in an integrated design support environment, and illustrate
their interplay on three demonstration cases.
The chapter concludes with an evaluation of the described environment against the
classification schema from the previous chapter. This evaluation not only identifies the
environment’s major idiosyncracies that distinguish it, but further reveals the inadequacies
that have motivated the contributions of the thesis. Based on the extracted requirements, a
preview of the following chapters that describe the thesis solution ideas is given.
3.1 Introduction
The work in the first phase of the IMPROVE project (1997–2000) concentrated on the
individual support of design experts in small groups inside the same company. As we
already argued, chemical engineering design is hard to support. Its creativity, complexity
and unpredictability complicate the identification and formalization of its fine-grained
process knowledge. Nevertheless, this does not mean that no process support is possible at
all. There exist certain well-understood activities that occur with a high frequency across
different instances of the same design process [Jarke and Marquardt, 1995; Lohmann,
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1998]. We call these well-understood activities method fragments. Process support can
be provided, whenever appropriate, through systematic method guidance on basis of the
interpretation of such detailed fragments.
A design process engages several interactive software tools that address specific design
tasks. When an expert works on his assigned task, he usually concentrates on the use
of a specialized tool that supports his intended actions and provides him with valuable
feedback concerning the success of their applicability. Thus, method guidance makes
sense to be provided during his interaction with a tool. Process integration provides the
potential of such integrated method guidance, directly from inside the tool [Pohl et al.,
1999]. Through process integration, the mechanical interpretation of a method fragment
can result in the partial automation of certain activities inside the process-integrated tool,
and its dynamic adaption according to the actual process state.
To facilitate integrated method guidance through process-integrated tools, the PRIME
(Process-Integrated Modelling Environments) approach was employed, which had been
initially developed in the frame of the DFG project 445/5-1 “Process Integration of
Modelling Workplaces”. [Pohl et al., 1998; Pohl, 1999]. Before the IMPROVE project, the
preliminary PRIME ideas had already been successfully validated in two research projects1
(CREWS [Haumer et al., 1998; Weidenhaupt et al., 1998] and TECHMOD [Dömges and
Pohl, 1998]).
PRIME fulfilled the requirements through its following four solution ideas:
1. The explicit definition of method fragments using the NATURE contextual pro-
cess metamodel [Pohl, 1996]. A process engine mechanically interpreted method
fragment definitions and provided situated support when demanded.
2. The integration of method definitions with tool models in the so-called environment
metamodel that layed the foundation for the process integration of tools [Weiden-
haupt, 2001].
3. The recording of design history according to a concrete traceability structure, cap-
turing traces along the three orthogonal dimensions of specification, representation
and agreement [Pohl, 1994].
4. The definition of a generic object-oriented implementation framework for the
interpretation of environment model definitions by the process-integrated tools
and the dynamic adaptation of their interactive behaviour [Pohl and Weidenhaupt,
1997].
Originally, PRIME had been designed for the support of software engineering design
processes, and facilitated only the a-priori process integration of newly-implemented tools.
This approach required tools that were developed in a way that allowed them to fit nicely
1Weidenhaupt gives an excellent overview of the PRIME development history in his thesis [Weidenhaupt,
2001].
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in the envisioned tool integration framework. Obviously, this kind of process integration
is insufficient for a broader tool support of design processes. The engineering design
practice is governed by the use of commercial, highly heterogeneous tools coming from
different vendors that have not been designed with integration in mind. Thus, the interest
in the context of the IMPROVE project concentrated on the a-posteriori integration of
existing tools, according to a number of criteria that they are supposed to fulfil.
In the following, we detail the further extensions that were applied to PRIME in order
to reach the goal of the a-posteriori process integration, and how they were validated on
the IMPROVE case study.
3.2 A-posteriori Process Integration
The PRIME formalism for the definition of method fragments was organized around a
contextual, situation-based process metamodel, originally proposed for the requirements
engineering domain in the NATURE project [Rolland, 1998; Jarke et al., 1999b].
The NATURE process metamodel explicitly represents situations and intentions. A
situation describes the subjectively perceived state of the process and is based on the
individual states of the products undergoing development. An intention reflects the goal
that the human actor has in his mind. The process knowledge of how to reach a specific
intention in a given situation is represented by a context that can be refined into three
categories: executable contexts, choice contexts and plan contexts.
• Executable contexts describe pieces of the process that can be automated and are
usually applied by tool actions.
• Choice contexts capture the most creative process parts where a decision among
several alternatives is demanded. For each alternative, supporting or rejecting
arguments can be provided.
• Plan contexts define workflow strategies and systematic plans for achieving a
composite goal consisting of further subgoals reflected by other contexts. Thus, a
plan context can recursively contain contexts of all three types.
NATURE plan contexts were enriched with extensions of the Petri net language SLANG
or UML Statecharts and become interpretable [Klamma, 1994]. A process engine con-
tinually traced the current situation of the process and, based on the interpretation of
such method fragments, actively supported, controlled and monitored activities at the
technical workplace. The process engine communicated and exchanged information with
a process-integrated tool following a comprehensive interaction protocol [Pohl, 1996].
This interaction protocol dispatched requests for enactment of services from the process
engine, as well as feedback information and requests for method guidance from the
process-integrated tool.
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Figure 3.1: The PRIME environment metamodel [Pohl et al., 1999]
A process-integrated tool could provide an enriched set of three categories of services
that are correlated to respective types of contexts. Process automation was offered by
the automated invocation of simple tool actions through the execution of an executable
context. Process enforcement restricted the human actor’s choices to the ones prescribed
by a plan context enacted by the process engine, whereas process guidance guided the
human actor through the alternatives of an active choice context.
Thus, the foundation of process integration was set by the explicit modelling of the
contextual description of the tool that provides services for the enactment of a method
fragment. Such a tool model captured the tool’s category, capabilities (i.e., provided
actions), and command elements (e.g., menu items and toolbar icons). Process and tool
metamodels were integrated within the so-called environment metamodel (Figure 3.1).
The interpretation of environment models enabled a process-integrated tool to adapt
its behaviour to the applicable method definitions for the current process state and thus,
the human actor was able to better understand the process execution. On the other hand,
the possibility to request guidance based on a method fragment through tool menu item,
allowed the human actor to actively control the process.
Since an existing tool does not follow the above philosophy, appropriate wrappers were
designed and implemented in order to hide the heterogeneity of the tool and mediate the
communication with the process engine. Further, by interpreting the relevant parts of the
environment model, a wrapper was able to restrict the interaction capabilities of a tool,
and notify the process engine of human-triggered requests for guidance through the tool’s
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command elements.
The process of the wrapper development was unified under a generic tool wrapper
architecture that comprised a number of reusable parts for the construction of a wrapper.
Figure 3.2 defines the basic guidelines for the construction of wrappers according to this
architecture. Thus, additional requirements were posed on the tool behaviour in order
to enable its wrapping process. Specifically, the explicit definition of a tool metamodel
and its integration with the contextual process metamodel, allowed the formalization
of the following six requirements on the APIs exposed by an existing tool [Pohl and
Weidenhaupt, 1997; Weidenhaupt, 2001]:
A1 a service invocation API required for triggering tool services;
A2 a feedback information API required for keeping track of the results obtained from
executing a tool service;
A3 a command element API for introducing additional command elements in the user
interface;
A4 a product display API for highlighting the actual situation product parts;
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A5 a selectability API for adapting the user interface to the feasible alternatives when a
choice context is active;
A6 a selection API for obtaining notification about user selections of products or
command elements.
The prominent parts of the generic tool wrapper architecture were the state manager and
the context manager. The state manager coordinated the communication of the wrapper
with the process engine according to the interaction protocol and also maintained the actual
tool state. When a new service invocation request arrived, the state manager informed
the context manager. Then, the context manager was undertaking the dispatching of the
request to the tool and delivered back user-triggered notifications. The context manager
used adapter modules for communicating with the tool. Each one of these modules
contained virtual methods that were overwritten by tool-specific code that bridged the
needed functionality with the relevant API.
3.3 The Process-Integrated Flowsheet Editor
Within the IMPROVE project various commercial tools like CAD tools, simulators and
model builders were employed for the support of the design and construction of a chemical
plant. As an prototypical example of a-posteriori process integration, a fully process-
integrated Flowsheet Editor was developed based on the extension of a commercial CAD
tool. In the following, we present the motivation behind this integration, as well as some
details of its technical realization.
3.3.1 Central Role of the Flowsheet
In the course of the design process, a vast amount of design knowledge is manipulated
by legacy tools and stored in a multitude of documents. These documents can contain,
for example, equipment specification sheets, problem specification reports, mathematical
models, and static or dynamic simulation results. Information exchange among design
experts is realized by exchanging such documents that represent their design choices.
Among them, flowsheets play a prominent role. A flowsheet graphically depicts the
overall progress through the chemical plant. It shows the structure, aggregated functions,
physics and refining steps that the product design is subjected to. Moreover, it can contain
tertiary information like simulation results and cost estimations, in a way, that it provides
a valuable asset for the evaluation of the overall design process.
The importance of flowsheets is widely stressed in the literature [Douglas, 1988; Blass,
1997], but can also be observed in everyday chemical engineering practice. Indeed, a
workshop that was conducted in early 1998 between our group and domain experts from a
large chemical engineering company, stressed that the flowsheet concentrates in a natural
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Figure 3.3: Central role of the flowsheet in chemical engineering design [Jarke et al.,
1999a]
manner the viewpoints and assumptions of the various design experts about the current
state of design [Jarke et al., 1998b, 1999a].
Figure 3.3 illustrates the interconnection patterns between the central flowsheet and
other information units used for the IMPROVE case study. Roughly, a flowsheet can
be described using two variants: the abstract flow diagram (AFD) and the process flow
diagram (PFD). The abstract flow diagram is created at the early design stages and
decomposes the process in abstract steps without equipment information. At a later stage,
the process flow diagram is established that describes the plant to be realized at the more
detailed equipment level. Except for the classical chemical engineering functions (i.e.,
steady-state simulation and dynamic modelling), a flowsheet concentrates considerations
from further domains like polymer processing (i.e., extruder design) and management
(i.e., estimation of cost).
3.3.2 Flowsheet Tools in Chemical Engineering Practice
In design practice, flowsheets are created and maintained by different kinds of software
tools. These tools can be roughly grouped in two categories. The first category comprises
generic drawing tools and CAD systems. In competition to these generic drawing tools,
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domain-specific tools have been implemented with dedicated flowsheeting functionalities.
Moreover, the central role of the flowsheet has been recognized by many software vendors
of simulation tools that have embedded flowsheet-compatible user interfaces into their
tools.
The analysis of the design practice, with respect to the software tools supporting the
creation and maintenance of flowsheets, brings to the foreground some shortcomings and
inadequacies. The most important considerations for each of the above groups of tools,
are as follows:
• The generic drawing tools are not specific to any discipline, but have been widely-
established in various domain because of their flexible and powerful capabilities.
Most of the times, they are open enough to provide services for external invocation
and data integration with other tools. Nevertheless, the expert is often confronted
with superfluous functionality while using them. Moreover, they might be missing
specialized operations that would greatly accelerate some process parts.
• The domain-specific solutions provide the expert with valuable support as long as he
does not leave the boundaries of the tool. They often use a (confidential) proprietary
format and rarely provide open interfaces for interoperability with other tools of
other software vendors. This situation has led to monolithic, hardly maintainable
software systems that often contain overlapping flowsheet functionality [Jarke et al.,
1999a].
3.3.3 Realization of the Flowsheet Editor
In order to alleviate the aforementioned shortcomings, a Flowsheet Editor was developed
according to the a-posteriori philosophy of PRIME, on top of an existing tool. The
considerations that drove the realization of this novel Flowsheet Editor included the
following:
• it should unify inside its interface the prominent flowsheeting functionality that was
scattered along tools of design practice;
• it should allow the annotation of the basic flowsheet elements with supplementary
information, like cost estimations, mathematical calculations and safety remarks;
• it should provide facilities for the visualization of multi-levelled hierarchical flow-
sheet refinements, which was not found in commercially available flowsheet tools;
• it should be able to depict both of the flowsheet representation formats used in
the IMPROVE project (AFD and PFD diagrams), and support stepwise refinement
operations from one to the other, preserving their semantic correctness;
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• it should underly a rich and extensible type system for flowsheet components. This
way, the expert would be able to define his own template of components that can be
reused in future projects;
• in order to bridge existing contributions that constitute “islands of automation”, it
should be open enough to allow interoperability with other tools and exchange of
information.
The existence of open interfaces, which allowed the resolution of the above consid-
erations, became the most important criterion for the choice of a suitable tool to be
process integrated. Additionally, special care was given to find a tool exposing all the
six APIs required for process integration, in order to exploit its full potential. Finally,
the Microsoft Visio [Microsoft Corporation, 2007c] was selected. Visio was a widely
used tool for creating technical drawings that was able to visualize rich diagrams using a
comprehensive and extensive symbol library. Moreover, through its COM based add-on
mechanism [Microsoft Corporation, 1995], it allowed the easy manipulation of its internal
object model, from outside.
Figure 3.4 depicts the coarse-grained architecture of the process-integrated Flow-
sheet Editor and a snapshot of its user interface. Its data model was influenced by the
partial models Chemical Process and Plant of the conceptual IMPROVE product data
model [Yang et al., 2003]. Suitable method fragments were defined for the realization of
extended domain-specific operation in Visio, like the creation of new refinements and the
navigation inside their hierarchical structures. The enactment of these method fragments
was controlled by the process integration wrapper that could adjust the Visio user interface
according to their definitions and the current process state.
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3.4 The Flowsheet-Centered Architecture
In order to support the mentioned central role of the flowsheet in manifold design activities,
the Flowsheet Editor should be seamlessly integrated into the various process chains and
the corresponding tools. This kind of integration was achieved with the help of the
process integration mechanism. While each tool offered limited support of specific design
tasks, process integration further provided the potential for coupling different tools in a
flexible way. Explicit tool-spanning method fragments were employed for the capture and
automation of the prominent interaction patterns of tool-based communication among
experts.
The resulting prototypical flowsheet-centered architecture is shown in Figure 3.5).
The prominent element of this architecture was the Visio based Flowsheet Editor that
acted as the communication interface across design experts [Bayer et al., 2001]. It was
operationally linked to other domain-specific tools that were partially integrated, in a
way that some limited functionality of them could be triggered directly from inside the
Flowsheet Editor.
Specifically, the generic Microsoft Excel application [Microsoft Corporation, 2007a]
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was partially integrated for the user-triggered calculation of the mass flow in streams of
flowsheet process groups. In a similar manner, a partial integration between the Flowsheet
Editor and the MOREX twin-extruder simulation tool [Schlüter and Haberstroh, 2002]
was realized for the simulation of compounding information stored in a flowsheet.
Some other domain-specific tools did not provide at all open interfaces for the exposure
of their functionality for a potential process integration (e.g., the Aspen Plus block-
oriented simulator [AspenTech, 2007]). For these cases, special integrators were used.
These integrators allowed the exchange of information across heterogeneous tools, while
at the same time preserving consistency between data storages and documents [Becker
et al., 2002].
But, interoperability should not restrict to tools at the technical level. External man-
agement systems should also be able to influence the design when needed (e.g., external
invocation of method fragments), or get notified of changes that may have important
consequences for the future course of the design (e.g., changes of technical documents).
Since in our case the Flowsheet Editor was the prominent tool that experts worked on,
the Flowsheet Editor had to be integrated with the external management system. In the
context of the IMPROVE project, the latter role was played by the AHEAD2 management
system [Jäger et al., 2000; Nagl et al., 2003]. More details on the AHEAD system itself,
as well as its integration with the Flowsheet Editor are given in the following section.
The overall environment was complimented by a number of generic tools [Weidenhaupt,
2001]:
1. A Decision Editor allowed the capture of the human actor’s design rationale though
documenting decisions taken during choice contexts together with the arguments
that led to them. More specifically, the human actor could set an initial issue, one
or more positions about it, and support or reject each of them through pro or contra
arguments.
2. A Process Guide gave advice on the use of poorly integrated tools and allowed
the manual documentation of steps in such tools with respect to the conceptually
defined process guidance.
3. A Process Tracer allowed the human actor to explore the complete history of a pro-
cess, organized chronologically and hierarchically according to the decomposition
of contexts and with linkage to the objects created.
4. A Dependency Editor allowed local analysis and editing of dependencies of product
objects with other process objects.
2AHEAD: Adaptable and Human-Centered Environment for the Management of Design Processes
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3.5 Contributions to the IMPROVE Scenario
The benefits of the PRIME based direct process support were validated on the basis of the
IMPROVE Polyamide6 design scenario. For demonstrative reasons, we briefly deal in
the following with four parts of the overall scenario. The fourth idea was developed by
us at the beginning of the second project phase [SFB 476 IMPROVE, 2000b], before the
prototypical PRIME ideas were reworked.
3.5.1 Method Guidance through Flowsheet Refinements
The procedure for the creation of a flowsheet comprises many creative parts. During these
parts, a number of possible alternatives have to be considered in order to go further. A
classical example is the refinement of the reaction part of the process. It can be realized
either through a boiling reactor, or a tubular reactor, or the combination of both reactors.
Suitable method fragments have been defined that guide this step inside the Flowsheet
Editor by automatically generating the alternatives.
The upper part of Figure 3.6 on the next page shows the first refinement level of the
Polyamid6 design process in the Flowsheet Editor. The reaction expert can express his
decision to refine the reaction process group by selecting it and activating the menu item
“Refine” from the menu bar. Now, the process engine gets informed that the relevant
choice context is active, and it queries the process repository for the possible alternatives
that can be applied to the current situation. Then, in the Flowsheet Editor the menu
“Guidance” gets adapted to display the four retrieved alternatives, as well as the two
additional items “Generate all Alternatives” and “Quit Refinement”. Lets suppose that
the expert selects the corresponding menu item to generate all alternatives. In accordance
with the definitions of the method fragment, automatically four groups of refinements for
the reaction process group are inserted into the Flowsheet Editor window (lower left part
of Figure 3.6 on the facing page). As a final step, the method fragment requests the expert
to document in the Decision Editor which of these alternatives should be first examined
(lower right part of Figure 3.6 on the next page).
3.5.2 Tool-Spanning Method Guidance
Process integration offers the potential to couple other tools participating in the design
with the central Flowsheet Editor. As an example, a method fragment has been realized
for the guidance of the export of flowsheet process group information to the Excel tool
for the calculation of the mass flow of its elements. Figure 3.7 on page 62 demonstrates
the enactment of this fragment.
We suppose that in the Flowsheet Editor (left part of Figure 3.7 on page 62), the
expert has selected the refinement of a process group (step 1). Instantly, the situation
based on this product is matched by the process engine, and menu items that show the
method fragments that can be applied to the selected situation are enabled. The expert,
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Figure 3.6: Method guidance during the flowsheet refinement steps [SFB 476 IMPROVE,
2000a]
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then, chooses the menu item “Simulation in Excel” (step 2). This menu item sends a
request to the process engine for enactment of the corresponding method fragment (step
3). The process engine retrieves the method fragment definition and starts to mechanically
interpret it. Specifically, it invokes Excel (right part of Figure 3.7) and automatically
creates a spreadsheet which mathematically calculates the mass flow in the streams of the
selected process group.
3.5.3 Exploitation of Process Traces
The documentation of major decisions taken during design contributes to the better
understanding of the overall process. We show now, how captured process traces can help
to improve the unsuccessful modelling decision for the simulation of a boiling reactor.
After the simulation of the reaction process through a boiling reactor (CSTR), the
laboratory expert is requested to make experiments on the simulation results. At the end
of the experiments, the expert realizes that discrepancies exist between the results of the
laboratory and the simulation. In order to find the inadequate decisions that led to this
deviation, he goes through the steps and decisions taken during the simulation. In the
Dependency Editor, he selects the icon “Simulation Result CSTR” (left upper part of
Figure 3.8 on the next page) and clicks the menu item “Show Trace”. Then, a Process
Tracer window opens that displays the hierarchical decomposition of the respective trace
chunk (right part of Figure 3.8 on the facing page). By browsing through the trace chunk
elements, the expert can recognize the wrong decision that was taken, and he can use the
Decision Editor (lower left part of Figure 3.8 on the next page) to revise it and provide
pro or contra arguments.
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3.5.4 Integration with the Administrative Level
The AHEAD management system addresses the challenge of supporting dynamic en-
gineering design processes, like the one tackled in the IMPROVE project. It has been
developed in the frame of the IMPROVE project and focuses on the coordination of
the design process at the administrative level, taking into consideration its dynamic
characteristics [Schleicher, 2002; Nagl et al., 2003].
Contrary to the classical WFMSs, AHEAD supports the seamless interleaving of
planning and execution, touching both the coarse-grained and medium-grained levels of
management [Nagl et al., 2003]. Moreover, the underlying model of AHEAD is based
on graph transformations. Specifically, graph-based task nets are employed that can
continually evolve and adapt to unforeseen circumstances throughout the execution of
the design process [Heimann et al., 1996; Krapp, 1998]. This way, AHEAD does not
holistically prescribe the management of the process and greatly facilitates last minute
human decision making (e.g., repetition of design steps that did not perform as expected).
A change in a technical document being worked upon during a design process (e.g.,
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Figure 3.9: Synergy between the Flowsheet Editor and the AHEAD management sys-
tem [Becker et al., 2007]
process flow diagrams or simulation models) might pose a non-negligible impact on the
evolution of a task net. Indeed, major design decisions depicted in such documents might
change the design requirements and, thus, reflect the need for a new managerial decision
like unexpected feedback to previous design steps or an alternative way to proceed in
the future. In the context of the IMPROVE case study, flowsheet diagrams maintained
by the Flowsheet Editor concentrated the different views of the experts on the overall
chemical plant. As a consequence, a need arouse to integrate the Flowsheet Editor with
AHEAD in order to notify the manager of technical changes and help him determine their
consequences.
To this end, a custom PFD-AHEAD integrator was implemented that synergetically
combined functionalities of the Flowsheet Editor and AHEAD to provide additional
benefit to both the design expert and the manager [Becker et al., 2007]. This integrator
combined two master views: the technical and the administrative. The technical view
considered all regions in the overall process flow diagram in the Flowsheet Editor that
were affected by the change in the diagram. The administrative view, on the other hand,
was taking into account the coarse product version and task view of the process, as well
as their inter- and interdependencies. Then, an integration document maintained the
interdependencies between elements of the two sides, based on rules [Becker et al., 2004].
Figure 3.9 illustrates the overall integration procedure. More specifically, its left part
depicts the two views of the integration, whereas its right part shows the steps followed.
The integration steps can be briefly summarized as follows:
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1. After the design expert has changed the process flow diagram in the Flowsheet
Editor as needed, he selects the regions of the diagram that are affected by the
modifications. Then, through the custom menu item “Integrate with AHEAD”, he
starts the integration procedure.
2. A special interface opens that displays to the design expert a list of the documents
stored in AHEAD that are related to the selected regions.
3. The design expert selects the displayed documents that, according to his experience,
are affected by his last modifications.
4. Next, through the same interface, tasks from the AHEAD process model are shown
that either consume or product the previously selected products.
5. The design expert selects the tasks that, again according to his experience, might be
affected by the modifications.
6. Now, the design expert is ready to start the integration process that generates
suggestions on how the tasks in the currently active task net should be modified.
The suggested changes are, then, interactively reviewed from the manager who can
decide to accept, reject or modify them.
At the end of the integration procedure, the running task net can be changed according
to the finally accepted suggestions. This way, the plan of the whole design process
is reworked in order to successfully address the implications of the initial technical
modifications.
3.6 Evaluation of the PRIME Approach
Until now, we have given an overview of the basic ideas behind the PRIME framework, and
its applicability on the IMPROVE project. In the following, we provide a characterization
of the PRIME framework according to the classification schema developed in Chapter 2
and, subsequently, we describe its aspects that the thesis reworks or extends.
3.6.1 Classification of the PRIME Framework
Based on our classification schema, PRIME bears the following characteristics:
• Level of support. The process support offered by PRIME is directly commu-
nicated to human actors through their interactive software tools that have been
process-integrated. A process-integrated tool is able to provide fine-grained method
guidance to the human actor during his interactions with the tool by proactively
automating the execution of well-known method fragments. Thus, contrary to the
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other approaches, the PRIME support is provided at the level of tool operations at
the technical workplace.
• Adaptability of enactment. A process-integrated tool does not carry a hardcoded
process knowledge. Process knowledge is, instead, defined in terms of contextual
method fragments using the NATURE process metamodel and stored in a process
repository. The execution of a method fragment is initiated by the human actor
through the menu items of his process-integrated tools, whenever the actual process
situation matches one of the situations required by the method fragment. This way,
the offered process support is always adapted to the actual context, and the human
is free to decide whether he needs support or not. Even when a method fragment
is active and the human actor is being guided, he has the opportunity to cancel its
enactment and continue on his own.
• Level of integration. PRIME employs a-posteriori process integration in order
to integrate existing software tools in a cohesive whole, and orchestrate them to
provide integrated, process-aware method guidance. Process integration requires
a tight integration between the enactment and performance domains: the process
engine must be able at any time to be notified of process state changes and guidance
requests from the performance domain, and conversely the performance domain
must be able to interpret the invocation of method fragments in inside software
tools. Thus, process integration further copes with aspects of control and data
integration between the two domains. The process engine must have a knowledge
of the exposed tool services in order to be able to trigger the appropriate actions at
the appropriate tools, in response to the enactment of a method fragment. Further, a
common agreement is required between the process engine and a tool on the format
of the data that is passed from one side to the other, such as parameters of a service
request and notifications of changes of a product inside a tool.
• Process improvement. Process knowledge of PRIME is provided by domain experts
(e.g., chemical and plastics engineers in the IMPROVE context) based on their
extensive experience. This knowledge, as well as the description of the employed
tools, is organized by the method engineer in environment models that provide the
guidelines for the provision of situated method guidance. Traces describing the
actual process performance, flow back to the process engine and are stored in a
process repository. Specialized visualization and annotation tools are provided by
PRIME for observation of different types of traces and their interrelationships, like
the Process Tracer, the Dependency Editor and the Decision Editor. Thus, although
PRIME provides the foundation for the experience-based improvement of processes,
no systematical approach has been taken so far for the exploitation of accumulated
traces, other than their plain observation.
• Organizational scale. The existing NATURE process metamodel does not yet offer
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Figure 3.10: Evolution of PRIME in parallel with business computing progress
any constructs for the representation of cooperative work and organizational or
user structures. As a result, PRIME process support is strictly limited to logically
serializable actions at a single technical workplace.
3.6.2 Thesis Contributions to the PRIME Framework
The focal concern of the thesis is the further development and improvement of the
fundamental PRIME ideas in response to the increased demands for continuous change
management, process improvement, and technological innovation. This evolution of
PRIME can be seen in parallel with the progression of computing trends in the business
world. The upper part of Figure 3.10 presents the two coarse steps of business computing
evolution.
In the early 90’s, business processes started being partially or totally coordinated,
guided, automated and monitored with the help of information systems. To achieve this,
business processes had first to be recognized, well-understood and described using a
suitable process modelling language. A business process model provided a company the
potential to effectively redesign its processes in order to increase customer satisfaction,
improve operational efficiency, as well as meet new business challenges and opportuni-
ties [Georgakopoulos et al., 1995]. In this context, workflow management brought the
revolutionary “first wave” of process orientation [Lusk et al., 2005].
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The next major milestone in business computing has been marked with the intrusion
of internet, the global expansion of companies and the higher demands for continuous
business change management, customer satisfaction and ubiquitous integration. Evolving
middleware architectures and technologies have paved the way for the new ecosystem
reality built upon 24x7 companies that provide easily extendable services and quickly
integrate enterprise systems of other companies along their supply chain. Thus, tech-
nological advances started having an even greater impact on business advances. In the
workflow era, they were driving business advances. In the new so-called business process
management era, technology shifted to a process enabling role [Smith and Fingar, 2003;
van der Aalst et al., 2003c; Lusk et al., 2005].
PRIME development started at the period of the workflow explosion. Although initially
developed for the requirements engineering domain, the NATURE metamodel has been
adopted by PRIME for the description of guidance models and traceability information of
creative processes in general. Until then, most of the existing approaches were concen-
trating on project coordination issues of processes. PRIME, on the other hand, focused
on the revolutionary idea of direct process support at the technical workplace through
process-integrated tools. Thus, PRIME demonstrated an early effort to resolve various
problems that were only rudimentarily touched by existing systems, like flexible process
enactment, a-posteriori tool process integration and fine-grained method guidance.
The first experiences gained by the application of the prototypical PRIME-IMPROVE
on the Polyamide6 scenario suggested that direct process support offered significant
assistance to the work of the design expert. Especially the dynamic adaptation of the
tool interface to the current process situation and the automated suggestion of method
fragments relevant to the situation, was beneficial to many experts. However, the feedback
given by domain experts additionally surfaced some shortcomings of the environment. For
example, the isolated process support at the technical workplace was reported to severely
restrict the chances for cooperative work and communication among experts. Another
source of problems was indicated by tool builders, who stressed the high expenditure of
the technical realization of tool wrappers.
Thus, despite its distinguished novelties and proven qualities, PRIME was missing
important features at some areas, and it was offering inadequate support at others. As a
result, it was difficult to align PRIME with the continually changing business landscape
and extend its applicability. Some of these inadequacies have been observed by ourselves,
some have been indicated to us by application domain experts (i.e., chemical and plastics
engineers), and some others were just posed by the implicit demands of the new highly
competitive reality. Thus, an evolution step for PRIME was initiated in order to fulfil the
following requirements:
1. Integration with the administrative level. Between the administrative and the tech-
nical levels occurs an exchange of information according to the so-called planning
and control cycle [Burke, 2003]. The process manager at the administrative level
communicates goals, preconditions and decisions to the human actors performing
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the process at the technical level. Conversely, human actors send back feedback
reports concerning the process enactment state. Based on these reports, original
business goals, decisions and policies may need to be revised. In the case of
PRIME, process enactment is isolated inside the process-integrated software tools
and thus, no opportunity is given for its integration with managerial activities at the
administrative level. An early attempt towards this kind of integration was already
demonstrated with the prototypical PRIME-IMPROVE environment. Neverthe-
less, the demonstrated solution was solely constructed for the integration with the
Flowsheet Editor, and was not formal enough (from the side of PRIME) to cover
further cases in a homogeneous way. Thus, a demand was posed to extend the
existing process integration architecture in order to provide the process manager
with advanced functionalities to interactively determine the impact of technical
changes on the overall design process.
2. Cooperative process support. PRIME is suitable for the provision of process
support across multiple software tools intended to be used by a single designer
or groups of designers at a single technical workplace. This hypothesis does not
mix well with the highly cooperative nature of modern design activities. Thus, two
prominent requirements were posed for the extension of cooperative aspects to the
existing infrastructure. From an implementation perspective, multi-user support
demands the exploitation of new standards and technologies allowing distribution
of the process support across numerous single-user technical workplaces. From
a modelling perspective, guidance and traceability models should get extended in
order to capture the human dimension and the context of the information that is
allowed to be transferred from one user to the other, based on enterprise rules and
policies.
3. Comprehensive support for process integration. The main goal of PRIME has been
the provision of direct process support by means of an a-posteriori process integra-
tion of interactive software tools. The developed approach has been illustrated in the
IMPROVE project through the full process integration of the Visio based Flowsheet
Editor. However, our experience has shown that the realization of the Visio wrapper
has been a very labour-intensive and lengthy task of high expenditure. Moreover,
our generic tool wrapper architecture could not sufficiently accommodate tools only
partially supporting the six APIs required for full process integration. Motivated by
the modern advances in service-oriented computing, we decided to reengineer the
existing process integration architecture in order to cope with the above problems
and considerably increase its flexibility when integrating new tools.
4. Direct reuse of captured traces. The PRIME trace visualizer displays in a chrono-
logically and hierarchically organized way the sequence of process actions traced
during the lifecycle of a design process. It has been mainly intended to be used by
certain specialists for the observation of operational sequences of actions of human
70 3 The Prototypical PRIME-IMPROVE Environment
actors and identification of design failures and inconsistencies. However, several
domain experts pinpointed us the great benefit of the use of similar classes of tools
also by the designer himself. Due to the creativity of design, some parts of it are
not clearly-defined and sometimes, especially for the inexperienced designer, the
path to be followed is ambiguous and full of assumptions. To this end, specialized
tools can be developed for the selective retrieval, exploration and annotation of best
practices in product design from the past, complimenting the process support based
on well-known method fragments.
Table 3.1 on the facing page indicates the above aspects on basis of the existing PRIME
characterization according to our classification schema.
3.7 Preview
Based on the identified weaknesses of the PRIME framework, a number of considerations
for extending or improving some of the existing PRIME ideas was elicited. The consid-
eration of these facts has led to a new iterative cycle over the development of PRIME.
This work was undertaken during the last two phases of the project (2000–2006). As a
result, three concrete solution ideas were developed that are extensively described in the
following three chapters. More specifically:
• Chapter 4 addresses requirements 1 and 2; it describes the extension of the original
fine-grained PRIME environment metamodel with concepts that capture more
medium-grained cooperative aspects of the design process like roles assigned to
human actors and their flow of work. Suitable associations between concepts of the
two granularity levels ensure the effective and correct dissemination of information
from the administrative level to the technical level, and vice versa.
• Chapter 5 addresses requirement 3; it details a comprehensive framework that
discriminates between two different degrees of process integration, and attempts to
address the lack of flexibility and the complexity of the existing PRIME process
integration mechanism.
• Chapter 6 addresses requirement 4; it strives to provide models and methodologies
for the direct reuse of captured traces from the past at the technical workplace.
Specifically, three methodologies are presented for the reuse of product traces, rich
media, and process traces, respectively.
3.7 Preview 71
Table 3.1: Characterization of the thesis contributions to PRIME and comparison with
the related approaches
Classification Criterion PRIME PCSEE WFMS SOA
Level of Support (REQ 1)
Administrative Level XX XX XX
Technical Level X+ X X X
Adaptability of Enactment
Rigid Enactment XX XX
Flexible Enactment X X X XX
Level of Integration (REQ 3)
Data Level X+ XX XX
Application Level X+ XX X XX
Process Level X+ XX XX
Process Improvement (REQ 4)
Process Redesign XX XX XX
Experience Reuse +
Organizational Scale (REQ 2)
Individual Level X X X X
Team Level + XX XX X
Intraorganizational Level + XX XX XX
Interorganizational Level XX
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4 Cooperative Extensions to Direct
Process Support
The whole is more than the
sum of the parts.
(Aristotle)
4.1 Coordination of Engineering Design
Engineering design involves an intricate interplay of conceptual synthesis of alternative
requirements and design configurations, preliminary impact analysis of these alternatives
using complex simulations, and human decision making. Such activities exhibit a highly
multidisciplinary character and thus, cannot be carried out by a single person or company.
Instead, they employ numerous human actors belonging to the same or different companies,
carrying diverse knowledge backgrounds and heterogeneous skills.
At the beginning of a design project, each human actor has an initial set of goals in his
mind that reflect the strategic contributions of his assigned role to the complex interplay
of design activities. These goals can be shared with other actors (e.g., belonging to the
same engineering team), or even depend on the achievement of other goals by others (e.g.,
during cross-disciplinary activities). In the course of design, human actors cooperate
inside or across functional teams and company boundaries in order to synergetically attain
their common goals that otherwise would have been very complex and time-consuming.
Different empirical studies have shown that an engineer typically spends as much as
35-50% of his whole daily time while cooperating with his colleagues [Killich et al., 2002].
Nowadays, cooperation has become even more intense due to increased global competition
that forces manufacturing companies to develop even increasingly complex products in
even decreasing times. As a response to these demands, many companies require even
more networking across their internal functional teams, as well as customers and suppliers
along their supply-chains, resulting to the establishment of extended enterprises [Bullinger,
2002]. As a consequence, the importance of cooperation in modern design practice cannot
be underestimated.
Cooperation can be defined in many ways. Kethers defines cooperation at the organi-
zational level as “the relationships between two or more organizations or parts thereof,
which aim at fulfilling some shared goal, are based on written or oral agreements, and
keep the partners legally independent” [Kethers, 2000]. Killich et al., on the other hand,
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Figure 4.1: The two major fields of computer-based support to cooperative work: coordi-
nation and collaboration (based on [van der Aalst et al., 1999])
bring cooperation to the teamwork level and define it as “the communication among two
or more participants, with the purpose of effective and efficient work activities carried out
on artifacts” [Killich et al., 2002]. In this thesis, we focus on the fine-grained implications
of cooperation and thus, the second definition applies better.
For a cooperation to perform efficiently and effectively, communication channels must
be established between the cooperating human actors. In the last years, two major fields
have been developed for the support of cooperative work, shown in Figure 4.1. On
the one hand, systems supporting collaboration (e.g., CSCW and Groupware) facilitate
synchronous or asynchronous exchange of information and media, without prescribing
the communication patterns of the cooperating participants (i.e., unstructured communica-
tion) [Ellis et al., 1991; Borghoff and Schlichter, 2000]. At the other extreme, coordination
systems (e.g., WFMS) strive for a proactive, process-centric modulation of the flow of
information among human participants, according to a precise sequence of tasks assigned
to them.
From the two extremes of the spectrum, we distinguish the important role of coordi-
nation. In the context of engineering design, coordination has been defined as involving
“the effective utilization of resources in order to carry out tasks for the right reasons, at the
right time, to meet the right requirements and give the right results” [Duffy et al., 1999].
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The key elements of engineering design coordination are [Coates et al., 1999]:
• Coherence. Resources and tasks must be suitably orchestrated in order to avoid
chaotic situations that impede the successful progress of design.
• Communication. The exchange of data among the cooperating human actors must
be supported.
• Task management. Static properties of tasks and their temporal order must be
adequately defined.
• Schedule management. Tasks must be dynamically assigned to human actors of the
design process.
• Resource management. The use of resources engaged during a design process must
be organized and controlled in order to optimally utilize them.
• Real-time support. The unpredictability of last minute, unplanned design decisions
must be adequately managed in order to bring a competitive advantage to design.
Coordination has been extensively covered by several systematic approaches for design
excellence and improvement [Andreasen et al., 1998; Coates et al., 1999; Marquardt and
Nagl, 2004]. Especially for the establishment of concurrent engineering, coordination has
been described as an important and pervasive element of cooperative teams [Prasad, 1996],
and the principal requirement for its successful implementation [Coates et al., 1999].
4.2 Extending the PRIME Environment Metamodel
PRIME focuses on the provision of direct process support to individual human actors
in terms of fine-grained method guidance at their technical workplaces. This kind of
support assists the creative work across several heterogeneous tools employing the process
integration mechanism. Nevertheless, such method guidance is constrained inside each
technical workplace, and does not consider the establishment of communication channels
between workplaces.
As a consequence, an external system has to be employed for the coarse-grained
coordination of the cooperative work among several PRIME guided technical workplaces.
Figure 4.2 on the following page illustrates the two sides of coordination and fine-grained
method guidance, and their support to the cooperative work practice. Providing integrated
support for the cooperative work of human actors requires an integration of coordination
and method guidance domains. Such an integration has mainly to cope with the following
aspects:
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Figure 4.2: Coordination and method guidance in the cooperative design practice
• Data integration. The coordination system must pass data information to the
technical workplace such as the input products of the task to be executed. The
human actor, on the other hand, returns back feedback information such as the
results of his task execution. Both kinds of data exchange require an agreement on
the type of the information to be exchanged.
• Control integration. In the case of engineering design, coordination is concerned
with individual tasks, rather than abstract milestones. These tasks can often reach a
fine-grained enough level, such that the manager can, at some situations, directly
influence the task enactment of the human actors by executing a specific method
fragment (e.g., initiate a task by loading a specific product part inside a tool), or send
to a technical workplace the appropriate information resources for the enactment of
a task. Such kind of interaction cannot happen when the two sides do not share a
number of common concepts necessary for the dissemination of information.
• Consistency management. The unpredictable evolution of engineering design,
caused by its creative character, stresses the need for its adequate real-time coordi-
nation. Real-time support requires awareness of interesting changes that happen
at the technical workplace that can have a great impact for the rest of the design
process in the future (e.g., unexpected feedback loops or investigation of unplanned
design alternatives). Thus, process and data flows of the two sides should be inte-
grated in order to allow the process manager to evaluate the impact of technical
changes on the design process.
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• Confidentiality. Coordination describes the planning and control of design tasks
assigned to human actors. On the other hand, method guidance details the method-
ologies that can guide the human actor while interacting with his software tools at
the technical workplace. These methodologies and the data they work on might
constitute sensitive pieces of knowledge that should be made available only to
specific groups of actors. A classification schema for such sensitive information is
usually managed by the coordination side. Since the two sides are not integrated,
PRIME cannot access such information.
In order to address the above requirements, we decided to extend the existing environ-
ment metamodel of PRIME with elements representing selected aspects of the cooperative
work that would constitute the starting point for integration with the coordination level. In
the rest of the chapter, we present the so-called cooperation metamodel that we developed
for the above reason, and describe how it has been integrated with the existing PRIME
environment metamodel. In order to provide a good overview of the detailed metamodels,
we employ graphical UML class diagrams [Arlow and Neustadt, 2005]. Semantics of
the models that cannot be depicted through UML are formalized as rules and integrity
constraints using the logic-based, object-oriented language O-Telos [Mylopoulos et al.,
1990].
4.3 Modelling of Cooperation
4.3.1 Goal and Requirements
As a rule, a design process coordination is based on a network of tasks that plan the
cooperative work of the human actors. These tasks can be recursively refined into other
subtasks, until the elementary task level is reached. Generally speaking, only the execution
of high-level tasks is strictly planned, mainly for administrative reasons. Elementary
tasks, on the other hand, represent the fine-grained level of knowledge-intensive activities
assigned to human actors.
Obviously, PRIME process support is offered while a specific elementary task is active
at a technical workplace. During the task enactment, depending on the situation, method
fragments can drive the interactions of the human actor with software tools in order to help
him accomplish his assigned goals. When the task is finished, the coordination system
cares to determine the next elementary task to be enacted, delegate it to the appropriate
human actor and send the appropriate information resources to his technical workplace. A
cooperation model that captures such fine-grained levels of cooperative work should fulfil
the requirements that follow.
The first requirements deals with general aspects of cooperative work. In order to
adequately capture the cooperative character of design, the various facets of process
information and goals from each individual human actor’s viewpoint must be considered.
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These facets provide answers to questions of the type what work has to be distributed,
who is going to be assigned each work activity, when should each activity start, as well as
how should it be done. These different facets of cooperative work are consolidated by the
following necessary aspects that a model should concentrate on [Curtis et al., 1992]:
• functional aspects, describing what process steps are to be followed, and what flow
of information will take place during them;
• behavioural aspects, describing how something has to be done (i.e., routing in-
formation of process steps and their flow of information), as well as when it can
happen (i.e., preconditions and criteria);
• informational aspects, detailing what kind of data is produced, consumed or trans-
formed by a process step;
• organizational aspects, outlining where and by whom a process step should be
realized.
The second requirement considers the software tool support for the cooperative work.
Each task assigned to a human actor engages a variety of tools. These tools can be
grouped into two categories [Killich et al., 2002]: the first constitutes the domain-specific
tools that are required to transform design objects in order to bring progress to the design
process (e.g., flowsheet and simulation tools); the second category refers to generic tools
that mainly contribute to the cooperation itself. As such tools can be classified the ones
providing interfaces to shared environments for collaboration and communication (e.g.,
decision editors, video conferencing tools and annotation editors).
The third requirement is related to aspects of cooperation dynamics. As we already
mentioned, creative design processes cannot be prescribed on its whole in advanced.
Especially the cooperative work at a fine-grained level is weakly-structured and the next
step to be done is based on previous steps and decisions taken. Because of this reason, the
cooperation model should not enforce a continuous model, but rather contain individual or
loosely-integrated fragments of cooperation. Moreover, it should incorporate constructs
for distributed decision making that modulate the creative nature of design.
4.3.2 The Cooperation Metamodel
In the following, we present a cooperation metamodel that takes into consideration the
above aspects. It has been constructed in such a way, so as to allow its easy integration
with the PRIME environment metamodel, as demonstrated in the next section.
The notion of Task is the central concept of the cooperation metamodel (Figure 4.3 on
the next page). A task represents the logical piece of work that is assigned to a human
actor. Here, we solely care for the elementary level of tasks that are enacted at technical
workplaces. Thus, the metamodel does not consider high-level tasks containing other
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Figure 4.3: The cooperation metamodel
tasks. With the help of the concept Tool Category the different tools that are used
during a task enactment are modelled. The association engages_tool connects a task
with the tools that it uses.
Tasks work on artifacts of the real world that are developed, maintained or delivered
by them (e.g., flowsheet diagrams and simulation results). The role of a Product is to
represent such artifacts that are consumed (association consumes_product) or produced
(association produces_product) by a task. For the modelling of cooperative work, the
products are considered at the level of document and thus, we do not need to provide a
detailed product model that refines them to the level of product parts.
Each tool category works on some products that are input or output parameters of its
operational services (association works_on_products). In order to preserve consistency,
a product being consumed or produced by a task must be worked upon by at least one of
its engaged tool categories. This consistency check can be represented in a corresponding
O-Telos model using the integrity constraint C of the metaclass Task that follows.
MetaClass Task with
attribute
consumes_product: Product
produces_product: Product
engages_tool: ToolCategory
constraint
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C: $ forall p/Product
(this consumes_product p) or (this produces_product p) ==>
(exists t/ToolCategory
(this engages_tool t) and (t works_on p)) $
end
Each task requires a human to carry it out, represented by the element Human Actor.
Human actors are indirectly associated to their assigned tasks via their roles (Role ele-
ments): a task is assigned to a specific role through the association assigned_to_role,
and a human actor can play (association plays_role) one or more roles. Roles are
distributed according to the knowledge background, skills and assigned responsibilities of
the human actors playing them. Humans can be further grouped into engineering teams
that belong to a company. These organizational structures are not directly depicted on our
metamodel. Instead, they are stored as attributes of the human actor elements.
The Routing element models the different ways of control flow organization among
tasks. A routing element can take control from one task (association from_task) and give
it to another one (association to_task). Three basic routing types (specializations) are
distinguished: Sequential Routing when the tasks are carried out one after the other
in a strict temporal order, Parallel Routing when more than one tasks can be active at
the same time (i.e., AND-split and AND-join conditions), and Selective Routing for
the situation when a specific task among several others has to be selected based on the
evaluation of preconditions (i.e., OR-split and OR-join conditions).
4.3.3 Example
Figure 4.4 on the facing page illustrates in UML a small and simplified excerpt from
the cooperation model of the IMPROVE project. More specifically, the depicted model
represents the cooperative work inside the chemical engineering company for the design
of the initial flowsheet and the reaction and compounding subprocesses in the Flowsheet
Editor, as well as the simulation of the compounding configuration in MOREX (cf.
Section 8.1). For reasons of simplicity, the human actors playing the roles included in the
diagram, are not shown.
Briefly, the following snapshot of cooperative work is illustrated:
1. The role Manager executes the task “Project preparation and Start”. This task en-
gages the tool Flowsheet Editor in order to produce the product Flowsheet 1.
2. Through a parallel routing element (Parallel Routing 1), two tasks start in par-
allel: the task “Design Reaction Alternatives” and the task “Design Compounding
Parameters”. Both of them, consume the product Flowsheet 1 and engage the
tool Flowsheet Editor. The first task is assigned to the role Reaction Expert
and the second one to the role Compounding Expert.
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Figure 4.4: An excerpt from the cooperation model of the IMPROVE project
3. After the end of the enactment of the task “Design Compounding Parameters”,
a sequential routing element (Sequential Routing 1) delegates to the role 1D
Simulation Expert the task “1D Simulation Compounding with Degassing”.
This task consumes the product Flowsheet 2 that was produces by its preceding
task. Additionally, it engages two tools: the tool FZExplorer and the tool MOREX.
4.4 Integration of the Models
In this section, we describe the integration of the existing PRIME environment metamodel
with the cooperation metamodel, and illustrate it on a small application example.
4.4.1 The Extended Environment Metamodel
The existing PRIME environment metamodel allows a uniform description of three kinds
of services in a process-integrated environment [Pohl and Weidenhaupt, 1997]:
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• Automated services that correspond to the execution of simple tool actions and thus,
do not require any user interaction.
• Guidance services that guide the user in making a selection among several alter-
natives for reaching his goal. During the execution of a guidance service, the
corresponding process-integrated tool adapts its behaviour according to the method
definitions of the possible alternatives.
• Enactment services that enable the request of method guidance according to the
interpretation of complex method fragments.
The NATURE process metamodel provides appropriate concepts to define the three
service types as well as their situated invocation and intention using contexts: automated
services are described through executable contexts, guidance services through choice
contexts, and enactment services through plan contexts. The invocation conditions of
each context are rendered as situations that are based on parts of the under-development
products. On the other hand, the tool metamodel defines the capabilities of the tools in
terms of their actions that realize automated services, as well as their elements that have
to do either with the selection of product parts or the communication of user decisions
(i.e., command elements). The environment metamodel integrates the two metamodels by
defining relationships for the association of executable or choice contexts with the tool
categories that are responsible for their execution.
The above three types of services represent the methodologies that are followed by
human actors in their process-integrated tools while working on their assigned tasks. Goal
of the environment metamodel extension is to integrate these methodologies with the
corresponding tasks in order to show the impact of the taken process decisions on the
cooperative work, and vice versa. Since the cooperation metamodel was designed with
these interrelations in mind, the integration is pretty straightforward.
The foundation for the integration of the two metamodels has been realized through
the identical concepts of tool category and product, and four additional associations for
integrating contextual information with tasks and human actors, as depicted in Figure 4.5
on the next page. In the following, we present these associations and describe their
consistency constraints using O-Telos integrity constraints.
Product Decomposition
For the needs of cooperative work modelling, products are usually considered as pieces
of information at the level of document (e.g., flowsheets). Method guidance, on the
other hand, requires a further refinement of the product to its parts that are changed
by tool actions (e.g., a flowsheet diagram is refined to its devices and streams). Thus,
as a first step towards the integration of the two models, there was a need to represent
products at various levels of detail by bringing the product decomposition association
has_subproduct to the metamodel level.
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The relation between a product and its subproducts is supported by a consistency check
to ensure that the products that a task works on are consistent with the product parts
changed by the actions of the task’s engaged tool categories.
C1 Assure that a task engages tools that work upon the parts of products that it consumes
or produces: given a task t and the set of products pt that it consumes or produces. Let tt
be the set of tool categories engaged during the task t. Then, for each product in the set pt
it must exist a tool in the set tt that works on parts of that product.
The following O-Telos integrity constraint C1 of the metaclass Task formalizes the
above consistency check.
MetaClass Task with
attribute
engages_tool: ToolCategory
produces_product: Product
consumes_product: Product
constraint
C1: $ forall p/Product
(this produces_product p) or
(this consumes_product p) ==>
(exists t/ToolCategory p1/Product
(this engages_tool t) and ((t works_on p)
or ((p has_subproduct p1) and (t works_on p1))) $
end
Relating Tasks and Choice Contexts
Each human actor is provided with method guidance while working on his assigned tasks.
Method guidance is provided through the invocation of method fragments modelled as
plan contexts. A process-integrated tool is continually aware of the appropriate plan
contexts that make sense to be activated in a given process situation. These plan contexts
are provided as alternatives to choice contexts that are active in that process situation.
Thus, each task defined in the cooperation model has to be related to the choice contexts
that can guide its execution. This relation is represented as an instance of the association
guided_by_cc between a task and a choice context. Such an association is necessary for
the consistency management requirement that we mentioned earlier, and is supported by
a consistency check to ensure that the tool providing a choice context guiding a task is
engaged during the task’s enactment.
C2 Assure that a choice context related to a task is associated with the tool category
engaged during the task: given a task t and a choice context cc associated with it. Let tt
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be the set of tool categories engaged during the task t. Then, the choice context cc must
be provided by a tool category in the set tt .
This constraint can be formalized in O-Telos with the help of the following integrity
constraint C2 of the metaclass Task.
MetaClass Task with
attribute
guided_by_cc: ChoiceContext
engages_tool: Tool
constraint
C2: $ forall c/ChoiceContext c1/Context i/Intention
(this guided_by_cc c) ==>
(exists t/ToolCategory
(this engages_tool t) and (t provides_cc c)) $
end
Relating Tasks and Contexts
For the reason of external control of enactment, a coordination system should be able
to influence the work at the technical workplace. For example, according to the WfMC
workflow metamodel, an external coordination mechanism can support the starting or
stopping of a tool at the technical workplace. Yet, this kind of interaction has a limited
impact on the technical work and a large part of the preparation of the work according to
the task requirements is left on the human actor.
In our case, empowered by the process integration mechanism, we go a step further
and allow the external invocation of a context at the initialization phase of a task. This
invocation is modelled by the association triggers_context that relates a task with a
context. This way, based on the needs of the actual process situation, a process manager
can request the automated invocation of a specific context at the technical workplace.
This relation between a task and a context is supported by a consistency check to ensure
that a task engages all the tools that are responsible for performing the actions required
for the enactment of a context that it triggers.
C3 The integrity constraint C3 includes three parts corresponding to each of the three
contextual types that the context triggered by the task can belong to:
• If an executable or choice context, assure that it is provided by a tool category
engaged during the task: given a task t. Let tt be the set of tool categories engaged
during the task t. Then, the related executable or choice context must be provided
by a tool category belonging to the set tt .
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• If a plan context, assure that all the executable or choice contexts transitively
included in it are provided by tool categories engaged during the task: given a task
t. Let tt be the set of tool categories engaged during the task t, and cpc the set of
choice or executable contexts transitively included in the plan context. Then, every
context in the set cpc must be provided by a tool category belonging to the set tt .
In order to formalize the above constraint in O-Telos, we first define a transitive attribute
in the metaclass PlanContext that accumulates all the executable or choice contexts that
it recursively contains, with the help of two deductive rules.
MetaClass PlanContext with
attribute
has_subcontext: Context
transContains: Context
rule
transContainsRule1: $ forall c/Context
(this has_subcontext c) and
(not (exists pc/PlanContext
UNIFIES(c,pc))) ==>
(this transContains c) $
transContainsRule2: $ forall c/Context
exists pc1/PlanContext
(this has_subcontext pc1) and
(pc1 transContains c) ==>
(this transContains c) $
end
The integrity constraint C3 is formalized using the attribute transContains as follows.
In order to equally consider both cases of executable and choice contexts, we break the
constraint into two parts (C3_1 and C3_2).
MetaClass Task with
attribute
triggers_context: Context
engages_tool: ToolCategory
constraint
C3_1: $ forall c/Context
(this triggers_context c) and
(exists ec/ExecutableContext (UNIFIES(c,ec) or
(exists pc/PlanContext UNIFIES(c,pc) and
(pc transContains ec)))) ==>
(exists t/ToolCategory
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(this engages_tool t) and (t provides_ec ec)) $
C3_2: $ forall c/Context
(this triggers_context c) and
(exists cc/ChoiceContext (UNIFIES(c,cc) or
(exists pc/PlanContext UNIFIES(c,pc) and
(pc transContains cc)))) ==>
(exists t/ToolCategory
(this engages_tool t) and (t provides_cc cc)) $
end
Relating Human Actors and Contexts
At a given point of time in a design process, a human actor might need to make a decision
in order to find an optimal way to achieve his goal. Human decision making processes are
modelled as choice contexts with contextual alternatives, whereas the different goals of
decisions alternatives are modelled as intentions. Decisions and goals can differ from one
company to another based on their proprietary intellectual capital. For example, a solution
to a design problem at a specific task might be left on the human actor for a company
A, whereas a company B might have already encapsulated an optimal solution as a plan
context. Such a situation might even occur inside a single company, when a methodology
should be communicated only to specific employees.
As a consequence, contexts should be related to tasks according to a classification
schema that distributes contextual knowledge only to the actors that own it. For example,
in the above case, no possibility must be given to the human actors of company A to
access the formalized contextual knowledge belonging to company B. In our cooperation
model, organizational structures are captured through the elements of individual roles
played by human actors.
Thus, an association has_intention has to be defined between the elements of
role and context. This association, then, can pose a restriction on the two associations
triggers_context and guided_by_cc, through the following consistency check.
C4 Assure that the contexts triggered and choice contexts related to a task are consistent
with the ones assigned to the role that executes a task: given a task t and a set of contexts
c_t comprising all the choice contexts assigned to the task t. Let r be the role of the
human actor that the task is assigned to. Then, the role r must have the intentions of all
the contexts in the set c_t.
This constraint can be formalized in O-Telos with the help of the following C4 integrity
constraint of the metaclass Task.
MetaClass Task with
attribute
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guided_by_cc: ChoiceContext
triggers_context: Context
assigned_to_role: Role
constraint
C4: $ forall r/Role c/Context
(task assigned_to_role r) and
((this guided_by_cc c) or
(this triggers_context c)) ==>
(r has_intention c) $
end
4.4.2 Application Example
Figure 4.6 on the facing page illustrates in UML a small excerpt from an extended envi-
ronment model having to do with the application scenario presented in Section 3.5.1. The
depicted diagram concentrates on the integration of cooperation and PRIME environment
model elements inside one task. A more complete and detailed scenario dealing with
extended cooperative work across several technical workplaces is presented in Chapter 8.
The upper part of Figure 4.6 on the next page shows a simplified cut-out of the
PRIME environment model part dealing with the method guidance provided by the
Flowsheet Editor for the refinement of a reaction process part. The choice context
CC_RefineReactionGroup provides the following three executable contexts as alterna-
tives: EC_RefineCSTR, EC_RefinePFR and EC_GenerateAll. It gets activated at the
situation ProcessGroupSelected that occurs when the user selects the ReactionGroup
of the loaded Flowsheet product. The menu item that displays the intention of the choice
context alternatives, as well as the tool actions executing the executable contexts are not
shown.
The lower part of Figure 4.6 on the facing page centers on the task “Design Reaction
Alternatives” that is active at the technical workplace. It engages the tool Flowsheet
Editor that is shared with the PRIME environment model, and is assigned to the role
Reaction Expert played by a concrete human actor, named Mary. The task’s goal is to
take as input a Flowsheet and refine it to the level of reaction process realization.
The above definitions of cooperation and PRIME environment models are integrated
with instantiations of the following extended environment metamodel associations:
• The product Flowsheet is associated with its subproduct Reaction Group with
the help of a link of type has_subproduct.
• The choice context CC_RefineReactioGroup provides guidance during the enact-
ment of the task “Design Reaction Alternatives”. Thus, they are associated with a
link of type guided_by_cc.
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Figure 4.6: Excerpt from an extended environment model
• The task “Design Reaction Alternatives” starts with the enactment of the exe-
cutable context EC_LoadGivenProject that loads the initial Flowsheet in the
tool Flowsheet Editor. This association is represented with a link of type
triggers_context.
• In order to enable the method guidance of the role Reaction Expert according
to the CC_RefineReactioGroup definitions, the role is associated with a link of
type has_intention with the choice context.
The consistency of the above associations that build the extended environment model
can be checked through the following integrity constraints, concerning the task “Design
Reaction Alternatives”:
• C1: the task engages the tool Flowsheet Editor that works on the Reaction
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Group of the Flowsheet that the same task consumes.
• C2: the task is related to the choice context CC_RefineReactionGroup provided
by the tool Flowsheet Editor that it engages.
• C3: the task triggers the executable context EC_LoadGivenProject. This context
is further provided by the tool Flowsheet Editor that is engaged during the same
task.
• C4: The choice context CC_RefineReactionGroup is associated to the role
Reaction Expert that is assigned the task that the choice context guides.
4.5 Conclusions
In this chapter, we presented an extended environment metamodel that lays the foundation
for integrating coordination and process levels of support to design processes, according
to the requirements elaborated in Section 4.2.
The extended environment metamodel is based on the integration of a number of
concepts that model selected aspects of the cooperative work among several technical
workplaces, and the PRIME environment metamodel for fine-grained and flexible method
guidance inside individual technical workplaces. The integration of the two metamodels
has been realized through a number of associations that are supported by automated
consistency checks.
The additional associations of the extended environment metamodel address the re-
quirements of Section 4.2 as follows:
• Data integration. The association has_subproduct relates the products worked
on by a task to the products transformed by its engaged tools.
• Control integration. A coordination system is able to directly influence the work at
the technical workplace by triggering a task related to specific actions or method
fragments in process-integrated tools (association triggers_context).
• Consistency management. Feedback information can flow from process-integrated
tools to the coordination system for their process-conformed synchronization. Such
information concerns the selected alternative of the choice contexts that guide
the task execution (guided_by_cc association), as well as the parts of products
(association has_subproduct) that have been changed by tool actions.
• Confidentiality. The contexts providing guidance support to the human actor are
restricted to the ones eligible to be offered to him (association has_intention).
5 A Comprehensive Framework for
Process Integration
A self that is only differentiated—not integrated—may attain
great individual accomplishments, but risks being mired in
self-centered egotism. By the same token, a person whose
self is based exclusively on integration will be connected and
secure, but lack autonomous individuality. Only when a person
invests equal amounts of psychic energy in these two
processes and avoids both selfishness and conformity is the
self likely to reflect complexity.
(Mihaly Csikszentmihalyi)
5.1 Motivation
As we contended in the previous chapter, the development of complex products in engi-
neering domains like chemical or mechanical engineering is a highly multidisciplinary
process that involves extensive cooperation among several human actors. At a coarse-
grained level, the success of cooperation, and thus the overall design process excellence,
is determined by the effectiveness of its coordination.
In this section, we delve deeper inside cooperation at the level of the specialized
software tools supporting design tasks, and we provide the motivation for the development
of a comprehensive framework for their process integration that extends the original
PRIME ideas (cf. Chapter 3). We first identify the challenge of a-posteriori tool integration
and, subsequently, we reason the need for reworking specific aspects of the existing
process integration mechanism.
5.1.1 The Challenge of A-posteriori Tool Integration
Tool integration can be considered along three major integration methods with respect to
its granularity and depth [Valetto and Kaiser, 1996]:
• Black box integration. It constitutes the weakest method for integration. The black
box integration of a tool does not consider the detailed description of the data that
the tool maintains or the sequence of tool actions that work on this data. A tool
is just viewed as a binary application that can be just started or stopped. The only
93
94 5 A Comprehensive Framework for Process Integration
way of interacting with the tool is through its command-line parameters and the
data object (most of the times in proprietary format) that can be loaded inside it.
Similarly, the only feedback information that can be provided from the tool is the
exit code concerning the success of its execution, or the modified data object.
• Grey box integration. This integration method stands in the middle of the granularity
spectrum between black and white box integration. In this case, the tool provides
its own scripting language or exposed API functions that can be used to trigger
tool services. This ability can improve the external interaction with the tool to a
satisfactory degree, as well as the delivery of notifications of important tool events.
Nevertheless, the effectiveness of grey box is largely dependent on the richness of
the scripting language concerning the tool’s abilities, or the completeness of its
exposed API functions.
• White box integration. In this case, the maximum degree of tool integration is
achieved. White box integration comes in two flavours: either a new tool is
developed from scratch, or the source code of an existing one is tailored to the
environment’s requirements. In both of the cases, the tool natively maintains the
intended data format, carries a user interface conforming to concrete specifications,
or exposes convenient functions that let it adequately address the whole spectrum
of integration dimensions.
In the first two integration methods, integration is considered after tools have been
developed. In contrast, the last integration method deals with integration before a tool is
developed (or redeveloped). In the literature, the first case is often referred to with the
term a-priori integration, and the latter as a-posteriori integration [Westfechtel, 1999b].
Obviously, a-priori tool integration is more effective since the source code of the tool
can be perfectly tailored to the environment needs. Nevertheless, such kind of tight
integration is usually limited to tool environments supplied by a single tool vendor, or
requires contract-negotiated tools. Such tools are from scratch designed and customized
in order to fulfil the requirements of a specific application area of a company. Yet, they
are not commercially available and are generally more costly [Rodríguez et al., 2005].
On the other hand, a-posteriori tool integration has to deal with the heterogeneity of the
rest of the already-developed tools supporting the various phases of design, that constitute
the majority of them. These tools can be divided in two coarse categories: those of
commercially off-the-shelf tools, and legacy tools.
The use of commercially off-the-shelf (COTS) tools as building blocks of larger systems
has gained increased acceptance in the last decade. COTS tools can be defined as general
purpose, ready-made tools that someone can buy from a tool vendor’s virtual store shelf
(e.g., through a catalogue or from a price list) [Oberndorf, 1997; Balzer, 2002]. A COTS
tool is intended to solve a specific problem in some area with low or no customization.
Typical examples of COTS tools applicable for design processes are generic CAD tools,
simulation tools and mathematical calculation suites. A COTS product is supported and
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evolved by its vendor who profits from it, and is used by multiple customers without
any source modifications [Vidger and Gentleman, 1996]. Thus, a COTS tool bears the
following three characteristics [Basili and Boehm, 2001]:
• the customer cannot access or modify the source code;
• the vendor controls the development lifecycle and decides on its evolution;
• it can be available in identical copies at multiple company sites.
Legacy tools represent critical assets of modern companies that typically constitute
the main vehicle for consolidating key information acquired through the lifetime of the
company [Bisbal et al., 1999]. Such tools have been developed in the past and have
evolved through the years to mission-critical company systems whose failure may have a
serious impact on the viability of the company [Comella-Dorda et al., 2000]. Obviously,
as legacy tools can be characterized COTS tools that have been obtained in the past and
incorporate old technologies, or old contract-based tools that are no more maintained by
their vendor. As a consequence, they must be continually updated in order to effectively
align with business changes. Whatsoever, the cumulative effect of repeated modifications
in combination with rapid technological advances can make them resist any further
modification and evolution [Brodie and Stonebraker, 1995]. This may be due to a variety
of reasons, including [Bisbal et al., 1999]:
• They usually run on obsolete execution platforms that are slow and expensive to
maintain, or have vanished from the market.
• Any modifications over the years have not been adequately documented. Thus, it is
too time-consuming and prohibitively costly to understand their internal structures
and back-trace errors.
• The source code is written in an old programming language and does not provide
clean interfaces that merge well with modern communication protocols and data
representations.
As a conclusion, the a-priori integration of a tool is a pretty straightforward procedure,
since its whole source code is exposed and can be change fairly easily in order to bring
all integration dimensions to their maximum degree. On the other hand, a-posteriori
integration can be a very formidable task. Since most of the tools have been realized by
different vendors, it has additionally to cope with the idiosyncracies of each individual
tool in order to come to a common agreement for each integration dimension. Clearly,
platform and presentation integration stay out of the scope of a-posteriori integration
because they require deeper changes that can reach the level of source code modifications.
Data, control and process integration have to manage the heterogeneity of several aspects
that can create potential problems, like:
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Figure 5.1: Typical mechanisms for a-posteriori data, control and process integration
• the data format according to which the products that each tool works upon are
represented (e.g., binary vs. textual);
• the type of medium that is used for the storage of a product (e.g., file system vs.
relational database);
• the technology required for interacting with each tool (e.g., CORBA vs. COM);
• the different degrees of accessibility to internal functions through API;
• the extension capabilities of each tool (e.g., through plugin mechanisms);
• the policies of a tool concerning the external access to its internal data object and
core functions.
Figure 5.1 depicts the most typical approaches to the general case of a-posteriori data,
control and process integration. More specifically:
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• For data integration, tool-specific, possibly incompatible data views on related prod-
ucts have to be reconciled. The upper part of Figure 5.1 on the facing page shows
the two basic mechanisms for addressing data integration: the first mechanism relies
on a shared data repository that describes shared information using some neutral
representation, whereas the second mechanism uses direct conversion from one data
format to the other. Both mechanisms need converters for the translation between
the heterogeneous data representations. For conversion among n data formats with
all possible combinations (worst case), the first mechanism needs n converters,
whereas the second needs n(n − 1). The shared data repository is obviously less
complex to be implemented, nevertheless, it requires a common agreement on a
neutral data format.
• A control integration mechanism has to be able to utilize the functionality exposed
by a tool in order to establish ways for other tools to trigger selected services. Such
a mechanism can either be realized through direct calls from a tool to the service
interface of the other, or incorporate some kind of message interface that mediates
calls from one tool to the other according to a specific protocol (middle part of
Figure 5.1 on the preceding page). Obviously, the second mechanism allows the
more effective coordination of the interactions between tools, and also reduces the
total number of connections, avoiding the so-called “spaghetti” effect.
• At the core of the mechanisms supporting process integration is found the repository
where the definitions of the specific process are stored (lower part of Figure 5.1).
Process definitions have to be disseminated to the tools in order to coordinate their
behaviour. Thus, process integration, similarly to control integration, can build on a
process engine component that coordinates interactions among tools according to
the interpretation of the process definitions. Alternatively, process definitions can
be directly interpreted by components plugged in the tools. The second solution,
provides adequate coordination inside each tool, but not among tools. Thus, tools
remain isolated and their interplay is not orchestrated.
5.1.2 Reengineering the PRIME Approach
Among the three dimensions of data, control and process integration, PRIME gives to
process integration a first citizen role. In contrast to the classical definition of process
integration, PRIME goes a step further and builds a mechanism that enables process-
integrated tools to provide integrated method guidance to the user directly from their
user interface. The process integration mechanism of PRIME has been presented and
illustrated on examples in Chapter 3. Figure 5.2 on the following page provides a high-
level overview of the old process integration mechanism that is based on the following
three key ideas:
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Figure 5.2: Overview of the PRIME process integration mechanism
1. The integration of contextual NATURE method definitions with tool models in
the so-called environment metamodel that lays the foundation for the process
integration of tools. Environment models, product descriptions and traces are stored
in the process repository (lower part of Figure 5.2).
2. In order for a tool to be process-integrable, it has to provide the 5 APIs (service
invocation, feedback information, command element, product display, selectability,
and selection notification) described in Section 3.2. Wrappers built according to
the PRIME generic tool architecture make use of the APIs in order to mediate calls
from the process engine to the tool and return back feedback information.
3. A generic process engine incorporates a process-aware control integration mecha-
nism that ensures the process-conform method execution inside tools according to
a comprehensive interaction protocol.
The PRIME approach has been validated in the frame of the IMPROVE project with the
prototypical process integration of the Visio based Flowsheet Editor. The first experiences
gained by the application of the approach suggested that the integrated method guidance
offered significant assistance to the work of the human actor. Weidenhaupt describes in
his thesis the detailed critical assessment from the side of the user, method engineer, and
application engineer [Weidenhaupt, 2001].
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However, some shortcomings showed up, especially in connection with the project
goals of the last two IMPROVE phases, that provided the starting point for reengineering
of specific aspects of the approach. The most prominent of them were the following:
• The generic tool architecture that has been employed for the construction of wrap-
pers was too restrictive concerning the process integrability of a tool: it assumed
that the tool was able to externally provide all six expected APIs. The requirements
behind these APIs corresponded to the requirements of the PRIME approach, before
the IMPROVE project (detailed in [Pohl, 1996]). They provided guidelines for
the ideal construction of a tool, in order to become a-priori process-integrated.
The Visio based Flowsheet Editor fulfilled them through its APIs and, thus, was
able to be fully process-integrated. Yet, it is clear that this is not the case for the
general case of a COTS or legacy tool. Such a tool can lie at a continuous spectrum
concerning the provision of external APIs, ranging from none, up to the provision of
all six. Yet, the latter end of the spectrum is the exception and not the rule. PRIME
did not consider at all the opportunity for a “looser” process integration and thus,
was unable to process-integrate any tool.
• Even when a tool was providing all six APIs, the construction of its wrapper was a
fairly formidable task. This was mainly due to the overloaded amount of data and
number of operations that the wrapper had to maintain according to the generic tool
architecture. For example, the wrapper had to load the whole contextual information
concerning the tool during its startup phase, and undertake the responsibility of
context matching and execution during the runtime. Thus, the wrapper builder,
instead of dealing with tool-specific information, had additionally to struggle with
the available method definitions, their integration with tool aspects, and matching
algorithms. Even worse, all these actions had to be performed at the level of source
code, without any kind of automated support, except than some code templates.
• The graphical realization of SLANG models corresponding to plan context def-
initions was greatly facilitated with the generic Plan Context Editor. The tool
wrapper builder, then, had to write the C++ code realizing the control and data flow
prescribed by the plan context. The crucial point of this source code was the product
transformations that were happening at SLANG places; they were often combining
heterogeneous data representations from different tools that had to be matched.
Since PRIME did not offer some kind of neutral representation of data, a converter
at the level of source code had to be written inside the wrapper for each individual
case of product matching.
• As an implication of the last two aspects, it was difficult to update the source code
of the wrappers in the case of process change. For example, newly-created method
definitions inside a tool required considerable changes in the context-managing
component of the corresponding tool wrapper.
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• A last observed shortcoming has to do with the monolithic architecture of the
PRIME implementation framework. The PRIME process engine was able to provide
method guidance to the logically-serializable actions that happen inside tools at
the same technical workplace. Thus, each human actor had to maintain a whole
PRIME installation at his technical place. This monolithic architecture was clearly
increasing the workload at the technical workplace that was negatively influencing
the scalability of the overall system. Moreover, PRIME was not distinguishing
the role and access rights of each human actor that does not mix well with the
requirements for confidentiality in cooperative design processes.
In order to alleviate the above problems, we reengineered several aspects of the proto-
typical PRIME approach, detailed in the next section.
5.2 The Reengineered Process Integration Framework
5.2.1 Goal and Requirements
There are many definitions for the term “reengineering” in the literature. One of the most
frequently-cited ones is that of Chikofsky et al.: “Reengineering, also known as both
renovation and reclamation, is the examination and alteration of an existing system to
reconstitute it in a new form and the subsequent implementation” [Chikofsky and Cross,
1990]. In full analogy, the main objective of the reengineering process of the PRIME
process integration framework was to alter its existing key ideas in order to provide
solutions to the problematic aspects identified in the previous section. We took special
care in order to bring changes that would not have impact to the overall functionality of
the system to the final user, so that it would be fairly easy to migrate existing process-
integrated tools.
The prominent requirements that the new process integration framework had to address
were:
• Openness. The reengineered framework should be open enough in order to allow
the maximum possible process integration degree of any existing tool, based on an
assessment of its capabilities.
• Pluggability. The process integration wrappers should be implemented as stan-
dalone, lightweight components that are decoupled from the process engine and
use a standardized protocol to communicate with it.
• Multi-user support. The process engine should be able to support a large set of
technical workplaces and efficiently manage the data read and produced by them,
according to enterprise rules and confidentiality policies.
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Figure 5.3: Pyramid showing the different abstraction levels of the reengineered process
integration framework (based on [Corradini et al., 2004])
• Data Representation. The different data models maintained in process-integrated
tools should be reconciled using a neutral data representation format that enables
the use of global data transformation methods, when transforming data from one
format to the other (i.e., during the enactment of a plan context).
In the following, we present the new solution ideas of the reengineered framework by
detailing the changes and extensions to existing ideas and components of the prototypical
PRIME approach. We present the new ideas classified along the three abstraction levels
shown in Figure 5.3 using a hierarchical pyramidical structure [Corradini et al., 2004]:
• The service and data accessibility level is the lowest abstraction level that provides
guidelines for the management of service and data heterogeneity. This level caters
to the data and service integration among tools and is, thus, related to the mentioned
data representation requirement.
• The next upper level, information management and coordination, manages the low
level interactions with tool services and the data they change. Thus, it contributes
to control integration that is provided by wrappers and relates to the openness and
pluggability requirements.
• The third and topmost level of tool orchestration deals with the flexible orchestra-
tion of the tools according to the specified process. Thus, it builds on the lower two
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levels in order to create the process integration mechanism. The core component
participating at this level is the process engine that provides method guidance inside
and among process-integrated tools according to the interpretation of method defi-
nitions. Thus, this abstraction level is also related to the openness and pluggability
requirements.
5.2.2 Service and Data Accessibility
This is the lowest level of abstraction that consists of tool services and data models. A
data model represents the structure of the data (products) that is maintained by a tool. For
example, a Flowsheet Editor centers on the data model of flowsheets that can be designed
and visualized through its user interface. A tool service embodies a business function
offered by a tool in order to allow the manipulation of its internal data model. Tool
services are exported by a tool as a number of API calls that can be externally invoked.
For the case of the Flowsheet Editor, for example, an external service that is part of its
API might allow the insertion of a new chemical component into the loaded flowsheet
diagram.
The available services and data models of a tool reveal the operations that the tool
vendor exposes in order to allow the external manipulation of the tool’s internal structures.
Since the decision of what to expose is solely based on the tool vendor, data models and
set of services provided by tools can vary considerably with regards to their representation
formalism, complexity, level of granularity, completeness, and technology. In order to
reconcile all the heterogeneous data formats exchanged between tools and uniformly
describe the services that work on them, data and service integration mechanisms have to
be employed.
The initial version of the PRIME framework has been developed considering the
requirements for data and service integration. The NATURE based metamodel supported
a loose notion of the services offered by a tool, and the product parts being input or output
by them. Yet, service and data integration were mainly aimed at relating tool descriptions
and method definitions, and not so much for the integration of tool-specific concepts
themselves. For example, although PRIME achieved data integration by keeping tool-
specific products in a logically centralized database, they were not described in a neutral,
global schema. Thus, an additional need was posed to contribute to the tool-centered
aspects of this integration by defining a common format for representing tool services and
data. In the following, we present the generic metamodel that we developed for service
and data integration, and illustrate it on a small example.
Generic Metamodel for Service and Data Integration
A tool service can be seen in analogy to a function of a programming language: it
represents the way to externally execute an independent, hidden portion of code within
the larger source code of a tool, in order to perform a specific task. A service is identified
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through its name that, most of the times, provides a short textual description of its
operation.
A service may require or return arbitrary number of input or output parameters, respec-
tively. Input parameters act as placeholders that must be replaced with values of specific
data type needed for the execution of the service. Output parameters, on the other hand,
are used to return information concerning the result of the service (e.g., changed products
or execution error codes). Input and output parameters are characterized by a unique
name, and the domain of the value type required. Thus, a tool service can be formally
represented using the following generic way:
ServiceName(in Parameters, out Parameters)
where, ServiceName is the name of the service, and in and out denote the respective
input and output parameter sets of the service. A Parameters set contains the name (pi),
domain (Dpi) and participation cardinality (cpi) triplet for each one of its n constituents:
Parameters = {(Dp1, p1, cp1), (Dp2, p2, cp2), . . . , (Dpn, pn, cpn)}
As a next step, a common agreement is required on the type of information that is
exchanged through services (i.e., the domains of service parameters). As we already
mentioned, this information is described using a tool-specific data model. A tool data
model describes the types of products that are maintained inside a tool. These products can
recursively contain other products. Further, each product can hold a number of attributes
that describe it, and can inherit some attributes from other products that it shares common
characteristics with. Thus, a common data representation formalism has to be able to
model common object-oriented aspects, like:
• Classification. Product objects are generally grouped into categories of the same
type (e.g., types of devices, chemical components, streams, or refinements).
• Specialization. A product type can inherit the properties and behaviour of another
product type and enrich it with new characteristics (e.g., a flowsheet refinement
class can be specialized into enrichment or decomposition).
• Attribution. A product object can hold pieces of information as attributes that
describe its characteristics (e.g., a flowsheet stream can be described by the flow
rate of each chemical component participating in it).
• Aggregation. A product object can be an aggregate of other more basic subcompo-
nents (e.g., a flowsheet diagram can contain process elements, streams and groups
of process elements).
Of course, a richer variety of dependencies among products can exist, according to
the individual case. Nevertheless, these additional dependencies are not important in the
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Figure 5.4: Generic metamodel for service and data integration
context of process integration, since they are manipulated by the internal mechanism of
the tool, and are not revealed through its exposed services. Figure 5.4 illustrates a generic
metamodel that has been built according to the above requirements for the homogeneous
representation of tool services and data.
The generic metamodel can explicitly represent services with elements of type Service.
A service can have input (association has_input) or output (association has_output)
parameters. Each parameter, modelled with the help of the element Parameter, expects
(association expects) one or more objects of a specific type (element Data Object).
A data object can be refined into products and attributes. A product (element Product)
can specialize another product (association specializes). A product that contains
other basic products (association has_subproduct) is instantiated as an element of type
Complex Product. A complex product can be recursively refined, until the level of basic
products (element Basic Product) comes.
Elements of type Attribute model the possible attributes that a product can carry
(association has_attribute). An attribute can be either atomic when it represents a sole
value (element Atomic Attribute), or composite (element Composite Attribute)
when it can be divided into smaller subparts with independent meanings (association
has_subattribute).
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Figure 5.5: Instantiation example of the generic metamodel for service and data integra-
tion
Example
Figure 5.5 illustrates how the generic metamodel can be applied for the representation
of concrete data models and services working on them. Specifically, it shows an excerpt
from the Flowsheet Editor’s data model, and a service that performs a certain action on
parts of it.
The information concerning a flowsheet diagram designed by the Flowsheet Editor
is maintained by its corresponding project document (represented with the help of the
element Project). A flowsheet project contains a Sheet describing the elements and
flow of materials in the chemical plant. A sheet aggregates process elements (instances of
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ProcessElement), and groups of them (instances of Group). A group can recursively
contain other groups that it can be refined into.
A process element is decomposed into process devices (ProcessDevice elements)
and streams (Stream elements). Moreover, Port elements can be attached at process
devices. Ports play the role of sources or sinks of streams that allow the flow of chemical
components (ChemicalComponent elements) from one process element to the other. In
order to demonstrate attribution, we attach to chemical components the three attributes
that characterize them: Name, Formula and IUPACName.
Services of the Flowsheet Editor can reflect actions that apply changes on instances
of the product model. For example, the lower part of Figure 5.5 on the previous
page shows the service AddChemicalComponent that inserts a new chemical compo-
nent to a currently selected stream. It has as input three attributes (NameParameter,
FormulaParameter and IUPACParameter) corresponding to the three attributes of a
chemical component, and returns the output parameter ChemicalComponentParameter.
5.2.3 Information Management and Coordination
This is the level of abstraction that deals with the efficient and effective handling of
tool-specific information exchange and service invocation dispatching, using the generic
metamodel of the previous abstraction level. In the ideal case, changes towards this
direction are realized through redevelopment or reengineering of the tool. Nevertheless,
the grey box (or black box in the worst case) degree that is possible for the a-posteriori
process integration of a tool can only be based on the (limited) knowledge concerning its
external interfaces.
As a solution, wrapping techniques should be employed in order to surround the tool
with a software layer that removes mismatches between the interfaces exported by a tool
and the interfaces required by the process integration mechanism [Weiderman et al., 2000].
Especially the modern service-oriented software engineering principles provide new
opportunities for the efficient development of such flexible tool integration mechanisms
(cf. Section 2.3.2).
Thus, the focal point of this abstraction level is a framework for the development of
process integration wrappers based on service-oriented principles. In the following, we
present the three key ideas of the framework, namely:
• a classification schema for the degree of process integration that can be achieved
for a tool based on its assessed capabilities (i.e., APIs exposed);
• a set of well-defined services as part of the control integration mechanism used for
the external communication with a tool wrapper;
• a component-based architecture for the realization of tool wrappers using the above
services that can be easily adjusted according to the capabilities of each tool.
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Degrees of Process Integration
As mentioned earlier, tools can offer different degrees of accessibility to their internal
structures and functions though the interfaces they expose. At one extreme, some of them
might not allow at all their external control and thus, their process integration potential
is restricted to a simple opening of the tool using parameters (like the WFMS reference
metamodel does). At the other extreme, though not so often, a tool might provide facilities
for external invocation of its services and changes of its user interface, or send back
notifications concerning its internal state. The last case of tool, is that required by the old
process integration mechanism. The most interesting and usual case though, is that of a
tool that lies somewhere in the middle of the spectrum. Such a tool, does not offer all the
necessary APIs for process integration but only a subset of them.
In order to address the problem of process integrating the latter case of tools that
do not fully comply to all process integration requirements, we extended the original
process integration framework with ideas towards a more flexible and easily adaptable
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Table 5.1: Correspondence between tool interaction levels for process integration and
PRIME APIs
Interaction Level API
A1 A2 A3 A4 A5 A6
Parameterization
Control X X X
Manipulation X X X X X X
Reimplementation X X X X X X
mechanism for the integration of a broader range of tool categories. To this end, we
identified a number of discrete interaction levels that can be established with external
tools and assigned to them corresponding degrees of process integration. Figure 5.6 on
the preceding page shows the four prominent degrees projected on a two-dimensional
Cartesian system. The horizontal axis represents the process integration spectrum from
non existing and loose, up to the extreme of full integration. The vertical axis represents
the four possible levels of interaction with a tool [Thomas and Nejmeh, 1992; Thomas,
1996]. Table 5.1 shows the correspondence between the tool interaction levels and the
PRIME APIs.
At the very first level of tool interaction (parameterization), a tool is embedded in the
process as a black box. The only possible ways of interacting with it is by providing input
information when it starts up. Such input is usually given in the form of command line
parameters that either initialize the internal tool state, or activate specific execution modes,
or even load a specific product. After the tool has been opened, it provides no means for
its external control (e.g., triggering of a service inside it), or return notifications of tool
events. Thus, the potential of such degree of process integration is limited to the on-time
opening of the tool. If the tool uses an open product format, then product information can
be loaded inside it, too.
In order to offer method guidance to such a tool, albeit externally, a specialized guidance
tool that is part of the generic PRIME architecture called Process Guide can be employed.
The idea behind Process Guide is similar to that of agenda managers widely used by
workflow management systems. The interface of Process Guide provides the user with
information concerning the available contexts that he can manually execute inside the
tool. It is, then, the responsibility of the user to correctly execute the context inside
the tool and document his action back in the Process Guide. Since the Process Guide
is fully process-integrated, the process engine can virtually control the consistency of
the guidance inside the tool and automatically trace the user’s actions. Nevertheless,
experience has shown that this kind of process support is highly complex and error-prone
because it depends on the user to firmly and on-time report his execution progress [Pohl
et al., 1999].
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With the second level of tool interaction (control), we introduce the notion of loose
process integration. Loose process integration corresponds to the most often addressed
case of commercial tools that restrict their external interactions to those of service in-
vocation and notifications of tool events. Such tools provide service invocation (A1),
feedback information (A2) and often selection (A6) APIs, but they provide no means
for extending their user interface with new command elements (A3), or increasing their
process sensitivity by highlight product shapes and choice alternatives (A4, A5 and A6).
Thus, a loosely process-integrated tool is not able to provide by itself integrated method
guidance. The guidance of the user inside the tool is restricted by the interaction patterns
prescribed by the tool vendor. Nevertheless, the loose process integration of a tool can
bring benefits in the following two cases:
• tool-spanning method fragments (plan contexts) offered as guidance alternatives
inside a fully process-integrated tool, can couple it with a loosely process-integrated
one, and allow control and/or information flow from one to the other;
• traces of specific tool actions captured from a loosely process-integrated tool can
be used as signals for the automated execution of other contexts.
The third level (manipulation) captures fully process-integrated tools like the Visio
based Flowsheet Editor, that can be fully manipulated both in terms of interactions with
operations and command elements. A fully process-integrated tool exploits all six APIs
and is able to faithfully follow the method definitions and accordingly guide the user
when he demands it. Obviously, full process integration brings the highest potential level
of integrated method guidance, albeit requires ideal tools that are not so often found in
the market.
For completeness reasons, the last level of (Re)implementation captures the tools that
have been implemented from scratch, or have been largely reimplemented in order to obey
in a hardwired way their intended process-aware behaviour (a-priori process integration).
(Re)Implementation guidelines for the a-priori process integration of tools, as well as
external guidance techniques for tools allowing limited interaction at the level of param-
eterization have been studied in the PRO-ART framework that preceded PRIME [Pohl,
1996]. In the context of the thesis, we concentrate on the adaptability of PRIME ideas
having to do with full process integration in order to further allow integration of tools in
a looser sense. In Section 8.2, we detail cases of such tools as parts of the reengineered
PRIME-IMPROVE environment.
Component-Based Process Integration Mechanism
As we mentioned above, the process integration degree of a tool can vary according to its
assessed capabilities. A tool offering no external interfaces, can only support rudimentary
process integration at the level of parameterization. If it further offers external interfaces
for service invocation and event notifications, it can be loosely-process integrated at the
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level of control. In the (relatively rare) case that a tool additionally provides ways to
externally manipulate its user interface and thus, increase its process sensitivity, it can be
fully process-integrated.
Thus, we were challenged to develop a process integration mechanism that is open
enough to provide effective support to all the above individual cases. Moreover, the
process integration mechanism should bear some further important characteristics:
• Encapsulation. Implementation details of the tool and its wrapper should be hidden
from the environment.
• Flexibility. Tool wrappers should be able to adapt to possible changes in the method
definitions with minimal effort and cost.
• Reusability. Even though tools may be integrated at different levels, they should
always reuse as much as possible standardized facilities of the mechanism.
As an answer to our challenge, we employed component-based techniques for the design
of the process integration mechanism. The major benefit of component-based design is
the ability to encapsulate fine-grained software artifacts in coarse-grained components that
export services corresponding to well-defined functionalities. Related exported services
are gathered in an interface specification of the component that provides an abstraction of
its behaviour. On the other hand, a component might require a number of services that
others must provide for the component to operate properly in a particular context.
Figure 5.7 shows a high-level component diagram of the process integration mechanism
using the UML 2.1 notation. Since the revision 2.0, among others, UML offers significant
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improvements oriented towards the specification of ports through which messages are
sent in or out of the class through provided and required interfaces respectively [Arlow
and Neustadt, 2005].
Figure 5.7 on the preceding page illustrates the two major components of the mech-
anism, namely the process engine and tool wrapper components. The process engine
component encapsulates the process engine framework object that interprets method
definitions and accordingly supports and monitors the activities inside process-integrated
tools. The tool wrapper component, on the other hand, encapsulates the tool wrapper
framework object that communicates with the tool using a tool-specific technology. Ad-
ditionally, Figure 5.7 on the facing page shows the ports of each side and the related
interfaces describing the services used for their message exchange.
The tool wrapper component implements the IToolControl interface that describes
the services used by the process engine in order to control the process performance inside
the tool. It includes the following services (shown at the left part of Figure 5.8 on the next
page):
• TriggerAction(). During a plan context interpretation, the process engine con-
tinually deduces the next context to be executed and matches the corresponding
tool action. Through this service, it can then directly broker the action identifier
with its input products, and request its invocation.
• CreateCommandElement(). This service enables the process engine to create the
command elements belonging to a tool according to the environment model. The
tool wrapper, then, creates corresponding command elements in the tool’s user
interface.
• SetCommandElementStatus(). Newly-created command elements are disabled
and cannot be invoked by the user. When the engine detects the activation of a situ-
ation in the tool, it uses this service to enable the command elements corresponding
to applicable contexts of this situation. Conversely, when the situation changes and
a context is no longer active, then the state of its corresponding command element
is set to disabled.
• LockRequest(). Before a plan context is enacted, the process engine sends a lock
request to all the tools of the performance domain. Practically, a lock request for
the tool wrapper means that it automatically disables all the command elements
inside the tool that have been created by the process engine.
• EndOfEnactment(). This message is sent to all the tool wrappers that have been
allocated through a lock request as soon as the enactment of a plan context finishes.
• AbortAccepted(). This service corresponds to the positive answer of the process
engine to the permission of the user to abort the currently enacted plan context.
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• AbortDenied(). This service is sent for signaling the refusal of the process engine
to an abort request.
The process engine component implements the IToolNotify interface that describes
the services used by the tool wrapper in order to send back notifications of interesting
events in the tool. The IToolNotify interface includes the following services (shown at
the right part of Figure 5.8):
• ToolStarted(). This service is used by the tool wrapper to inform the process
engine that the wrapped tool has just been started. This event is particularly
important in the case that the user opens the tool manually.
• GuidanceRequest(). Each newly-created command element in the tool holds
the identifier of the context corresponding to it. When a user invokes a command
element, the tool wrapper uses this service to request guidance from the process
engine for the context corresponding to the identifier.
• ActionNotification(). This service is used to notify the process engine of
events corresponding to tool actions. Such functionality is useful for plain tracing
reasons, or while in a plan context enactment for notifying the process engine that a
context has been executed, so that it can deduce the next.
• ProductStateChanged(). When a product state is changed inside a tool, its tool
wrapper brokers the information to the process engine. The process engine can,
then, apply a matching algorithm to find out if the new product state activates a
specific situation.
• AbortRequest(). It shows to the process engine the intention of the user to abort
the execution of the currently enacted plan context.
• ToolLocked(). When the tool wrapper receives a lock request, it disables the
newly-created command elements of the tool, and then uses this service to notify
the process engine that the tool is ready to be guided.
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Table 5.2: Services needed to be implemented for each reference degree of process
integration
Service Degree
Loose Full
IToolControl
TriggerAction() X X
CreateCommandElement() X
SetCommandElementStatus() X
LockRequest() X X
EndOfEnactment() X X
AbortAccepted() X
AbortDenied() X
IToolNotify
ToolStarted() X X
GuidanceRequest() X
ActionNotification() X X
ProductStateChanged() X
AbortRequest() X
ToolLocked() X X
The interface definitions provided above describe the maximum number of services
that can be exploited in the case of full process integration. In the case of loose process
integration, some of them are obviously not needed. For example, for the case of a
loosely process-integrated tool, no command elements are modelled in the environment
model, and the tool wrapper does not use the services CreateCommandElement() and
SetCommandElementStatus() blank. Thus, a tool wrapper component needs to provide
implementation only to the services that make sense for the specific integration case.
Table 5.2, gives an overview of the subsets of IToolControl and IToolNotify services
that make sense to be used for each one of the process integration degrees.
5.2.4 Tool Orchestration
This is the highest level of abstraction supporting the automated arrangement and coor-
dination of process-integrated tools. More specifically, in our case, the ultimate goal of
tool orchestration is to support integration and interoperability among several wrappers of
heterogeneous tools in response to the interpretation of NATURE environment models by
the process engine.
Thus, tool orchestration requires the definition of an interaction protocol for the ex-
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change of messages between the process engine and tool wrapper components and the
synchronization of their states. The first version of PRIME already included a well-defined
interaction protocol that specified the message flow between the two sides, as well as the
state transitions that were triggered by the delivery and receipt of such messages [Pohl
et al., 1999; Weidenhaupt, 2001].
In the following, we detail the changes that have been applied to the prototypical PRIME
interaction protocol in order to support our new component-based process integration
mechanism. To this end, we provide a description of the behavioural specification of
the process engine and the tool wrapper components subsequently, using UML 2.1 state
diagrams. The two components can collaborate by associating state transitions which
represent interactions between them through passing messages corresponding to their
services. In that case, a service constitutes, at the same time, execution action for the
transition of the caller component, and event trigger for the transition of the receiver
component.
Briefly, the noticeable requirements for the development of the new interaction protocol
have been the following:
• it should be service-oriented in the sense that, for the synchronization of the process
engine with tool wrappers, it should strictly rely on message passing using the
services described by their exposed interfaces;
• the states, possible state transitions and message passing order defined by the
interaction protocol should be easily adaptable for both the cases of fully and
loosely process-integrated tools.
Dynamic View of the Process Engine
Figure 5.9 on the facing page provides an overview of the behavioural specification of the
process engine component. Depending on the current process situation, a process engine
component can be in one of the following superstates:
• Process Enactment Inactive. The process engine remains in this superstate
as long as no guidance request is received.
• Process Enactment Active. In this superstate, the process engine is enacting a
plan context and thus, influencing the performance inside process-integrated tools.
When a PRIME based environment gets started, the process engine is inactive and gets
initialized at the Stand By state. At this state, it can either wait for dispatching events
from process-integrated tools, or get destroyed when the overall environment shuts down
(transition 27).
When a user starts a process-integrated tool, its wrapper sends a ToolStarted() event
to the process engine. On receipt of this event, the process engine performs transition 2
5.2 The Reengineered Process Integration Framework 115
Process Enactment Inactive
Stand By
7
8
Received
Guidance Request
119
10
Process Enactment Active
Enacting Plan Context
Waiting for
Lock Responses12
Checking
Abort Request
Deducing
Next Context
13
Deducing
Tool
H
2523
27
26
22
24
1
14
Retrieving Tool
Command Elements
3
Created 
Command Elements
5
4
6
2
15
Initializing
Tool
16
Triggering
Action
20
1819
21 17
Figure 5.9: Dynamic view of the process engine component behaviour
and enters the Retrieving Tool Command Elements state. Then, the process engine
queries the NATURE based environment model for any command elements assigned to
the respective tool category. If no command elements are found, then this means that the
tool is loosely process-integrated and the process engine returns back to the Stand By
state (transition 4).
If one or more command elements are found (transition 5), the process engine sends
a CreateCommandElement() event to the tool wrapper. As a next step, the process en-
gine (being at the Created Command Elements state) matches the command elements
providing the choices of the standard context that is intended to be active when the tool is
manually started. This is accomplished by transition 6 that gets the process engine back to
the Stand By state. Simultaneously, a SetCommandElementStatus() message is sent
to the tool wrapper that indicates the command elements that have to be enabled.
If the tool is fully process-integrated and the user selects a graphical product, the
process engine receives a ProductStateChanged() message and enters the Received
Guidance Request state, following transition 7. During this transition, the new situation
is matched (if any), and the command elements of the alternatives of the choice contexts
that are based on this situation are retrieved and sent to the tool wrapper through a
SetCommandElementStatus() message.
When using a fully process-integrated tool, a user can further interact with the newly-
created command elements in the tool and trigger their respective contexts. These contexts
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can be executable, choice or plan contexts that are either performed by the same tool, or
by another. In the prototypical PRIME process integration mechanism, the tool wrapper
was able to query the repository in order to find out whether a context is provided by
itself, and in that case, execute it on its own. Otherwise, the process engine had to be
informed by sending an ECCCRequest message. In the new approach, the tool wrapper is
an autonomous component that maintains only tool-specific information that is exchanged
with the process engine through its well-defined interfaces. Thus, the tool cannot proceed
on its own and all requested contexts are sent to the process engine in order to identify
them and dispatch them accordingly.
Thus, when the user clicks a command element displaying the intention of a context, the
tool wrapper sends a GuidanceRequest() message to the process engine. If the process
engine is currently in the Process Enactment Active state, the tool request is queued.
If the process engine is in the Process Engine Inactive state, it performs transition
8 and enters the Received Guidance Request state. Then, based on the evaluation of
the requested context type, the state transitions can continue in one of the following three
ways.
If the user has activated an executable context, the process engine requests the execution
of the assigned context action sending a TriggerAction() message (transition 10) and
gets back to the Stand By state. If the user has activated a choice context, transition 11 is
performed and the process engine again goes back to the Stand By state. During transi-
tion 11, the tool command elements of the tool that provide the choice context alternatives
are retrieved, and the tool wrapper is notified through a SetCommandElementStatus()
message.
Finally, if the user has activated a plan context, transition 12 is performed that sends
a LockRequest() message to tool wrappers of all the running process-integrated tools
that have to be allocated for the enactment. The process engine now enters the Process
Enactment Active superstate and specifically the Waiting for Lock Responses
state. When all the running tool wrappers have responded with a ToolLocked()message,
the plan context interpreter gets started entering the Enacting Plan Context superstate
(transition 13).
While the plan context interpreter deduces the next executable or choice context to
be executed, the process engine remains in the Deducing Next Context state. When
the next context is found, the process engine enters the (Deducing Tool) performing
transition 14 and searches for the appropriate tool to execute the context. The process
engine, then, proceeds depending on whether the assigned tool is already started or
not. If it is not started, then the process engine, before executing the context, asks the
control integration mechanism to start it (transition 16), and then initializes it while at
the Initializing Tool superstate (not shown for sake of brevity, but is identical to the
initialization procedure described above for the tools that are started manually). If the
tool is already started, then the process engine can go further to the context execution
(transition 17).
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Now, two ways can be followed depending on the context type. If the context is
executable, the suitable tool action is matched and a TriggerAction() message is sent
to the tool (transition 19). The process engine, then, remains at the Triggering Action
state until the tool returns an acknowledgement of the action execution and its result
(ActionResponse() message). The return message triggers transition 20 that informs
the plan context interpreter to retrieve the following deduced context.
If the context represents a choice, then the process engine matches the command
elements of the context’s alternatives and informs the tool wrapper accordingly sending
a SetCommandElementStatus() message (transition 21). Now, the process engine
suspends the plan context interpreter and becomes inactive in order to wait for the response
of the user. If the user’s choice corresponds to a plan or a choice context, then transitions
continue according to the transition sequences that we already described above (starting
with transition 8). The selection of an executable context, an ActionNotification()
message is sent to the process engine that triggers transition 22 and resumes the enactment
of the last plan context.
The user can request the process engine to abort the execution of a plan context through
an AbortRequest() message. This message, triggers transition 23 in the process engine.
Then it checks whether an abort is possible (at the Checking Abort Request state). If
an abort is allowed, then it sends back an AbortOK() message, destroys the plan context
interpreter instance and enters the Stand By state (transition 24). If an abort is not
allowed, the process engine sends an AbordDenied() message to the tool wrapper, and
goes back to its last running state (transition 25).
When the plan context enactment finishes, an EndOfEnactment() message is sent to
all the currently allocated tool wrappers (transition 26), and the process engine returns to
the inactive state.
Dynamic View of the Tool Wrapper
Figure 5.10 on the next page depicts a complete view of the states and state transitions
specifying the dynamic behaviour of the tool wrapper component.
The Running superstate denotes the normal execution state of the tool that the user can
interact with it. More precisely, in the Unrestricted Running state the tool behaviour
is not restricted by the process engine and the user can freely interact with it. In the
Guided Running state, on the other hand, the tool has been allocated by the process
engine for the enactment of a plan context. Thus, in this state the user is enforced to
follow the NATURE method definitions.
The initialization of the tool wrapper depends on whether the tool has been started
manually by the user, or automatically by the process engine. In the first case, the tool
wrapper performs transition 28 and enters the Unrestricted Running. In the second
case, transition 29 is performed and the Guided Running state becomes active.
In both of the states, a ToolStarted() message is sent back to the process engine.
Additionally, there are specific states and state transitions that are common and, thus,
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assigned to the Running superstate:
• If the tool is fully process integrated, after its initialization the process engine
sends a CreateCommandElement() message in order to instruct the wrapper to
construct the new command elements. This message triggers transition 30 that
uses tool-specific A3 API calls to create the elements inside the tool GUI, and the
wrapper then returns to its previous state.
• When the process engine wants to adapt the command elements of the tool as
a response to a matching of either a choice or a standard context, it sends a
SetCommandElement() message to the tool wrapper. This message triggers transi-
tion 31 that uses A3 API calls to change the state of the existing command elements.
Finally, the tool wrapper returns to its previous state.
• Executable contexts might have to be executed in a tool requested either by another
tool, or by the process engine itself during the enactment of a plan context. In
both cases, the process engine matches the appropriate tool action and sends a
TriggerAction() message to the tool wrapper. The tool wrapper then, performs
transition 32 and executes the action using A1 API calls. The tool wrapper, then,
enters the Executing Action state until it receives feedback information con-
cerning the action through A2 API events. On receipt of the event, transition 33
is performed that sends back a ActionNotification() message to the process
engine, and the tool wrapper returns to its previous running state.
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Table 5.3: Message exchange based on service requests for the collaboration of tool
wrapper and process engine components
Transition Pair Message Trigger (Service Request)
28→ 2 ToolStarted()
5→ 30 CreateCommandElement()
6→ 31 SetCommandElementStatus()
35→ 7 ProductStateChanged()
7→ 36 SetCommandElementStatus()
34→ 8 GuidanceRequest()
10→ 32 TriggerAction()
11→ 31 SetCommandElementStatus()
12→ 37 LockRequest()
38→ 13 ToolLocked()
19→ 32 TriggerAction()
33→ 20 ActionNotification()
21→ 31 SetCommandElementStatus()
33→ 22 ActionNotification()
39→ 23 AbortRequest()
25→ 41 AbortDenied()
24→ 40 AbortAccepted()
26→ 42 EndOfEnactment()
• Last, a user can interact with the new command elements inside the tool and trigger
the respective contexts. In that case, the tool wrapper gets notified through A6 API
events and transition 34 is performed. Transition 34 sends a GuidanceRequest()
message with the required information to the process engine, and the tool wrapper
returns to its previous running state.
While at the Unrestricted Running state, the following two state transitions can
happen:
• While interacting with a fully process-integrated tool, the user can select (highlight)
the visual representation of products in the tool GUI. The selection of these products
might influence the current situation of the tool (i.e., there exists situation that is
based on the new product states). In that case, the tool wrapper gets informed
through A6 API events, and sends a ProductStateChanged() notification to
the process engine (transition 35). Then, it waits at the Product Selected state
for the process engine response. On receipt of a SetCommandElementStatus()
message, the transition 36 is triggered and the command elements of the feasible
alternatives of the active choice contexts are enabled (through A5 API calls).
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• Lets suppose that the user requests the enactment of a plan context. Then, if a
tool is fully process-integrated and not yet locked (i.e., the new plan context is not
nested inside a currently active plan context that has already allocated the tool), the
tool wrapper receives a LockRequest()message and enters the Lock Requested
state (transition 37). At this state, all the new command elements inside the tool get
disabled and the tool wrapper sends back a ToolLocked() response to the process
engine (transition 38) and enters its Guided Running state.
While at the Guided Running state, the user can request the process engine to abort
the execution of a plan context, through an AbortRequest() message (transition 39).
The tool wrapper, then, enters the Requested Abort state and waits for the process
engine response. On positive response (AbortAccepted() message), the tool wrapper
gets back to its Unrestricted Running state (transition 40). If the process engine
refuses (AbortDenied() message), transition 41 is performed and the tool wrapper
returns to its Guided Running state.
Finally, when the process engine finishes the enactment of the plan context, each
allocated tool wrapper receives an EndOfEnactment() message that triggers transition
42 and the tool wrapper returns to the Unrestricted Running state. When the user has
finished working with the tool, the tool wrapper is destroyed (transition 43).
Table 5.3 on the preceding page summarizes the coupled transitions of the process
engine and tool wrapper components, and their related message exchange.
5.3 Conclusions
In this chapter, we presented the reengineered PRIME process integration mechanism
that provides the foundation for achieving flexible a-posteriori process integration of
commercial tools. The development of the new process integration mechanism was driven
by the requirements elaborated in Section 5.2.1. The solutions that we brought to each of
these requirements were:
• The openness of PRIME considering the range of commercial tools that can be
process-integrated has been increased with the introduction of the idea of loose
process integration.
• Pluggability is guaranteed by the component-based architecture for tool wrappers
that export specific services according to the evaluation of the process integra-
bility of the tool (full vs. loose). Thus, tool wrappers are decoupled from the
process engine and their interactions are based on service requests managed via
an interaction protocol. The interaction protocol is looser in comparison with the
prototypical PRIME one, in order to increase its flexibility towards both fully and
loosely process-integrated tools.
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• Common data representation is guaranteed using our neutral metamodel for data
integration. Then, service integration among tools is achieved by correlating service
parameters with their common data representations using the neutral metamodel.
The last requirement, multi-user support, is achieved with the reengineered architecture
of the PRIME implementation framework, that can deliver process support to multiple
technical workplaces based on the distribution of contextual information according to
extended environment models. The reengineered implementation framework is presented
in Chapter 7.

6 Direct Reuse of Captured
Experiences
In taking counsel make the
past a guide to the future; for
the unknown is most speedily
discerned by means of the
known.
(Isocrates)
6.1 Motivation
In the following, we discuss knowledge management issues concerning engineering
design. Furthermore, we describe the knowledge transformation dimension of the existing
PRIME approach, and motivate its extension towards direct reuse of captured experiences.
6.1.1 Knowledge Management in Engineering Design
As we already stressed in the motivation of the thesis (cf. Section 1.1.2), engineering
design is an inherently creative process. The human actor is demanded to exploit his
knowledge background in order to provide a solution to the problem behind his assigned
task. This knowledge background might depend on various factors which are dominant
to different degrees, such as previous experience, education, know-how and guidelines
disseminated from the company, or even pure instinct.
Sometimes a followed solution might work well and bring the anticipated results,
whereas sometimes it might not perform well and lead to poor results. The success
of the first solution indicates that the human actor was able to correctly determine the
requirements of the problem at hand, and successfully apply specific knowledge to solve
it. Thus, sharing and reusing the successful solution avoids solving problems from scratch.
On the other hand, in the second case, the human actor’s knowledge was inadequate
to help him confront the situation. The failure might be due to lack of experience in
analogous situations, misunderstanding, or even be part of experimentation in order to
find the optimal solution. The knowledge of this failure itself is an important asset that
has to be communicated to the co-workers of the human actor as a “warning” for similar
situations in the future.
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As a consequence, a critical factor for design excellence and innovation is the efficient
and effective creation, maintenance and dissemination of a company’s knowledge to its
best advantage. Knowledge Management (KM) is a scientific discipline that stems from
the management theory and concentrates on the systematic creation, leverage and reuse of
knowledge resources in a company [Liebowitz, 1999; Awad and Ghaziri, 2003; Chatti
et al., 2006]. Many definitions exist for KM. Out of them, we distinguish the definition
of Wiig: “Knowledge Management is the systematic, explicit, and deliberate building,
renewal, and application of knowledge to maximize an enterprise’s knowledge-related
effectiveness and returns from its knowledge assets” [Wiig, 1997]. In practice, KM em-
ploys concepts, methods and tools from various areas for the manipulation of knowledge
like Artificial Intelligence and Data Mining (for the identification and classification of
knowledge), Database Management (for the storage of knowledge), Business Process
Reengineering and Redesign (for the improvement of existing processes), CSCW (for the
distribution of knowledge), and Media (for the visualization and annotation of knowledge).
A very popular approach to KM, at the organizational level that we are interested in, is
the theory of Nonaka and Takeuchi [Nonaka and Takeuchi, 1995]. Based on observations
of the different kinds of information that western and eastern companies rely on, Nonaka
and Takeuchi have built a framework that consolidates both views along two dimensions
of knowledge creation:
• The ontological dimension amplifies the knowledge created by individuals up to
the level of team, and further to the level of company. Finally, filtered company
knowledge can be outsourced to other companies.
• The epistemological dimension distinguishes interactions between explicit and tacit
knowledge.
The distinction between the types of explicit and tacit knowledge has been firstly
introduced by Polanyi [Polanyi, 1983]. Tacit knowledge is carried in a person’s mind
and derives from direct experience and interaction. Thus, tacit knowledge has to do with
mental models that are difficult to be formalized and communicated. Explicit knowledge,
on the other hand, is more systematic and can be articulated using a formal language.
Explicit knowledge is, as a rule, generated by embodying tacit knowledge in material
carriers [Bettoni and Schneider, 2002]. Nonaka and Takeuchi describe in their framework
the knowledge creation process as an iterative process through knowledge transformation
and conversion between explicit and tacit knowledge, according to the following four
processes (Figure 6.1 on the next page):
1. socialization that transforms implicit knowledge into implicit knowledge (called
sympathized knowledge);
2. externalization that converts sympathized knowledge into explicit knowledge (called
conceptual knowledge);
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Figure 6.1: Knowledge transformation and conversion processes according to the SECI
model [Nonaka and Takeuchi, 1995]
3. combination that transforms conceptual knowledge into explicit knowledge (called
systematic knowledge);
4. internalization that converts systematic knowledge into implicit knowledge (called
operational knowledge).
The knowledge creation model of Nonaka and Takeuchi is often referred as the SECI
model formed from the initials of the four processes. During the socialization process,
knowledge creation occurs implicitly through learning by observation, imitation and
practice in the context of a social community. The externalization process explicates
implicit knowledge by capturing and annotating it. As a step further, the combination
process analyses, reorganizes existing explicit knowledge, and codifies it using a modelling
language. Finally, the internalization process applies explicit knowledge to the context
of the human actor. These interactions between tacit and explicit knowledge start at
the individual level of the ontological dimension and continue up to the highest level of
inter-company. Thus, the resulting knowledge creation process can be represented as a
spiral that becomes amplified over organizational boundaries.
Figure 6.2 on the following page maps the SECI model into the engineering design
practice using concepts from the cooperative information systems framework described
in [Jarke, 2002; Jarke and Klamma, 2002]. We distinguish the cooperative design practice
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Figure 6.2: Cooperative knowledge management in the engineering design practice
(based on [Jarke and Klamma, 2002])
domain where the actual design process is being enacted, and the design know-how
domain that captures the formalized company knowledge. The socialization process is
restricted inside the design practice domain and is implicitly supported through informal
communication, imitation and observation from one person to the other. During the
externalization process, lessons learned from work practice can be made available to
the company through tracing and documentation in organizational memories. Then,
formalized knowledge can be crystalized from the documented knowledge by domain
experts during the combination process. Combined knowledge constitutes an important
organizational asset of the company that can be brought back to the work practice through
sharing and coordination, during the internalization process.
6.1.2 Extending the PRIME Design Support
The creativity, complexity and unpredictability characterizing a design process compli-
cates the identification and formalization of its fine-grained process knowledge. Process
support should, therefore, alleviate this shortcoming by eliciting new engineering ways of
working and improving the existing ones based on capitalized knowledge from previous
design lifecycles. Such knowledge dissemination and reuse can lead to a number of po-
tential benefits, like reduced design overhead, avoidance of useless iterations over costly
process parts, and increased final product quality. As a side effect, human expertise is
effectively utilized for the learning process of human actors with little or no acquaintance
with a design problem.
PRIME has been developed based on the above assumptions. It tackles the creativity
problem by providing effective process support based on the interpretation of well-
understood method fragments that model precise ways of working dominating the design
practice. The overall PRIME process support chain can be summarized as follows:
1. The process support chain starts with the knowledge acquisition phase. Here,
domain experts (i.e., process engineers) define the specifications, requirements, and
design methodologies of the addressed scenarios. This domain knowledge is, then,
formalized as NATURE method fragments that are stored in a process repository.
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2. Method definitions are integrated with tool models in environment models. These
environment models are enriched with runtime semantics (i.e., SLANG extensions)
and can get mechanically interpreted by the process engine, when method guidance
is demanded.
3. The interpretation of environment models can control the enactment at the technical
workplace through the process-integrated tools that the human actor interacts with.
4. Design history in process-integrated tools is automatically recorded and organized
in traces using a concrete traceability structure based on the NATURE process
metamodel [Pohl, 1996]. Finally, captured traces are stored in the process repository.
The method definitions stored in the process repository of PRIME represent the cap-
italized knowledge of the company that is provided to its workers on demand. This
knowledge constitutes a valuable strategic asset that is disseminated to the design human
actors in appropriate situations through their process-integrated tools. Further, the stored
traces at the end of the chain describe the real design lifecycle in a systematic way. Except
for the prescribed process parts, they further capture the “unrestricted” parts where no
well-known way of working exists and the human actor’s decisions are solely based on
his tacit knowledge.
As a consequence, PRIME support can be situated in the adapted SECI model for
cooperative design practice of Figure 6.2 on the preceding page. The design practice
is facilitated by process-integrated tools. On the other hand, the design know-how is
accumulated in the process repository. The method definitions of the process repository
constitute the systematic knowledge that is de facto knowledge provided by domain
experts, whereas captured traces provide evidence of personal, implicit knowledge in a
“transmittable” form (conceptual knowledge) [Mentzas and Apostolou, 1998].
Concerning the four knowledge creation processes, the socialization process stays
outside of the scope of PRIME, since it requires some kind of social network and collabo-
ration environment. Similarly, even though PRIME maintains systematic knowledge, the
process for providing it (combination process) is based on external interviews, observa-
tions and discussions between domain experts. Nevertheless, the two processes producing
or consuming implicit knowledge are fully supported by PRIME. The internalization of
method definitions is supported via method guidance inside process-integrated tools. On
the other hand, externalization of human choices, mental models and technical skills is
empowered through (nearly) automated traceability. Figure 6.3 on the following page
illustrates the above contributions of PRIME to design knowledge transformation.
Reuse of lifecycle experiences and products has drawn a lot of attention in the (software)
engineering domain, as a means of increasing final product quality and productivity, while
at the same time reducing overall cost of operations [Lim, 1994]. Several improvement
paradigms have been proposed that employ reuse through feedback loops in order to
improve quality for various processes at different levels [Humphrey, 1990; Basili et al.,
2001]. As a special form of experience-based reuse, traceability in (software) product
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Figure 6.3: PRIME support to design knowledge transformation and its extension to-
wards direct experience reuse
lines engineering has recently drawn a lot of attention [Bayer and Widen, 2001; Pohl
et al., 2005]. In this context, traceability facilitates the development and maintenance of a
product family, while at the same time offering the potential for discovering commonalities
and variabilities of the product family artifacts, and learning from them.
Traceability, always advocated but rarely adequately practiced in (non-software) engi-
neering, can help the human actor to greatly benefit from reusing knowledge extracted
directly from traces of the past that apply to his current context. Observation and com-
parative analysis of the captured traces can set the foundation for experience-based
dissemination and reuse of design knowledge. In the short term, for empowering the
human actor to reuse best practices abstracted from design experiences. In the long run,
for providing accountability of good and bad practices, as well as lessons learned.
As a result, we were challenged to provide support to the human actor when in highly
creative process parts where no formalized way of working exists. In such cases, the
human actor can be supported by a context-based internalization of design knowledge
clustered in experiences from the past (captured traces). Figure 6.3 illustrates the relevant
extension in the SECI model of the PRIME design support.
6.2 The Trace Reuse Schema
Our general traceability approach is a combination and extension of different models and
software technologies that builds on earlier work on software requirements engineering.
In this section, we present the traceability reuse schema we integrated in PRIME that
is based on this prior work. More specifically, we provide an overview of the PRIME
traceability metamodel for the recording of information and, subsequently, we describe
the mechanisms for the reuse of selected elements of the recorded information.
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Figure 6.4: The PRIME traceability metamodel [Ramesh and Jarke, 2001]
6.2.1 The PRIME Traceability Metamodel
Traceability has been first practiced for the development of complex, large-scale computer
intensive systems as a means to ensure that the design of the system meets the originally
anticipated set of requirements [Ramesh et al., 1997]. Thus, traceability requires the
recording and linkage of objects that describe the development lifecycle, like [Pohl, 1996]:
• process execution objects for describing the sequence of performed process steps,
as well as the context of the decisions that have led to them;
• product evolution objects having to do with the states of a changed product, as well
as the dependencies between different parts or states of the product;
• relationships between process execution and product evolution;
• agents (i.e., human actors and tools) that perform the process steps or maintain the
requirement sources.
In order to provide experience-based process improvement, there is a need to record
all above kinds of information and situate them in some kind of metamodel according to
which the traces are captured. In the case of PRIME, we use the reference traceability
metamodel of Figure 6.4 that has been abstracted from a large number of industrial stud-
ies [Ramesh and Jarke, 2001]. This traceability metamodel defines traces as products that
satisfy the desired traceability properties [Jarke, 1998]. Trace objects can be distinguished
between product-related and process-related ones.
The product-related objects describe properties and relationships between design
objects. Such objects have to do with product evolution itself, and are independent of
the process that created them. A product-related object can be either a high-level object
(e.g., a requirement or a policy), or a low-level object (e.g., a concrete design object).
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High-level objects define constraints or goals that are satisfied by a number of low-level
objects. Shared constraints of goals also imply a dependency between low-level objects
(e.g., generalization and aggregation).
The process-related objects represent information concerning the process execution
(history of actions). Process execution cannot be recovered from the product evolution
alone. In this context, low-level objects document the temporal sequence of actions
(evolves-to link) leading to new and improved objects. On the other hand, high-level
objects capture the rationale (rationale link) behind the evolution of low-level objects.
Finally, the traceability metamodel captures the human dimension of the design process,
that is, the role of the stakeholder who contributed to the fulfilment of a requirement, as
well as the media sources for the documentation or display of requirements.
As a consequence, captured traces contain three classes of information that can be
shared by human actors and reused:
• product traces that reveal product design configurations from the past;
• media sources that capture the requirements behind design alternatives from the
current project or related experiences;
• process traces that provide evidence of process evolution and major design decisions
met.
In the next three sections, we provide our main contributions to each one of the above
aspects of reuse.
6.2.2 Direct Reuse of Product Traces
Product traces are modelled employing the neutral data format (metamodel) described
in Section 5.2.2. This metamodel provides constructs for the description of classes of
products, their (own or inherited) attributes, as well as aggregation relationships with other
products. Further, Figure 5.5 on page 105 shows an excerpt from the data representation
of a Flowsheet Editor’s project using the metamodel. A project trace instantiates the
above model with concrete values, as Figure 6.5 on the facing page exemplifies. More
specifically, this figure depicts the trace of a flowsheet diagram that the reaction expert is
working on. He has refined the flowsheet up to the level of decomposition, and selected
to realize the reaction process through a boiling reactor (CSTR). For simplicity, we
only illustrate two of the five available streams, and do not show the attributes of the
participating chemical components.
Product traces recorded during design are stored in the process repository that can be,
for example, implemented using a relational, ontological, or XML database. Of course,
the use of each one of the database types requires an appropriate mapping of the neutral
data format to a relevant database-specific schema. Then, special query classes can be
defined that enable the human actor to selectively retrieve specific product configurations
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Figure 6.5: The trace of a Flowsheet Editor’s project
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that he is interested in. Such queries should contain two kind of information for the
retrieval:
• Product properties. The prominent information needed for the retrieval is the class
that the desired product belongs to, as well as the values of any attributes that the
product itself or aggregated products should carry. If the specified class is a parent
of other subclasses, then these subclasses should also be considered.
• Actor information. In order to preserve sensitive company information, the query
should contain the role of the human actor who is interested for the retrieval. Then,
the repository should return only information that the calling actor is really allowed
to handle (i.e., the retrieved traces should have been generated by co-workers from
the same department).
As an example, the following O-Telos query retrieves all the recorded project traces
whose reaction processes have been realized by CSTR.
QueryClass AllFBWProjectsWithCSTR isA FBWProject with
constraint
c1: $ exists re/ReactionExpert (this created_by re) $
c2: $ exists r/ReactionRealizationGroup c/CSTRDevice
((this has_group r) and (r in_refinement c)) $
end
6.2.3 Categorization and Annotation of Media Sources
The turbulent changes of business and technology landscapes have forced contemporary
companies to continually strive for increased innovation and customer satisfaction. As
a consequence, companies have to adapt systematic approaches to change management
in order to accelerate the envisioned changes, while at the same time minimizing their
impact. Implementing change management requires the iterative application of four major
reengineering processes [Jarke et al., 1998a; Haumer et al., 1998]:
1. Reverse analysis. A model that captures the concepts and rationale behind the
actual system must be elicited.
2. Change definition. The desired conceptual changes must be integrated in the current
model, in order to define the desired model for the new system.
3. Change implementation. The new system must be designed, implemented and
tested based on the changed conceptual model.
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Figure 6.6: Links between goals, scenarios and models [Jarke et al., 1998a; Haumer
et al., 1998]
4. Legacy integration. The legacy context of the existing system must be additionally
taken into account in order to reuse prior knowledge and avoid a conflicting system
implementation.
Whereas models can provide a valuable means to formally describe a system design
process, often they are hard to be understood by stakeholders who cannot imagine how the
new system will improve their work practice [Jarke, 1999]. Thus, the need is becoming
obvious to extend the traditional case models with the subtle distinctions and exceptions
found in reality. In that case, scenarios can play an important role as intermediate design
artifacts that contribute to an expanded change process, as shown in Figure 6.6.
Scenarios describe possible sequences of events that capture parts of the actual or
envisioned system usage. Thus, scenarios can be developed during either of the reverse
analysis or change implementation processes. In the first case, scenarios can help to
discover goals of the change process and further refine them into concrete requirements.
In the latter case, scenarios concerning the future system can validate requirements against
reality and, at the same time, they can facilitate refinement of requirements in exceptional
situations.
Traditional scenario delivery mechanisms rely on formal representations such as UML
interaction diagrams, or even textual representations for the description of scenarios [Rol-
land and Achour, 1998; Becks and Köller, 1999]. Nevertheless, research in participatory
design and human-computer interaction indicates that in technical domains with complex
system interfaces, such as found in computer-aided design, these mechanisms fail to give
an adequate overall picture of the system behaviour and impact. More precisely, research
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results have shown that mechanisms using rich media for the description of scenarios
have an obvious advantage in understandability and closeness to reality. Thus, they help
to achieve a better stakeholder involvement [Suchman and Trigg, 1992; Brun-Cottan and
Wall, 1995; Haumer et al., 1998; Jarke, 1999].
The interplay between use cases, scenarios and goals becomes even more interesting
when dealing with design processes where the end product use cases and goals differ
substantially from the use cases of intermediate steps in the product and process chain.
Then, the use cases of the end product become goals for the product quality at intermediate
process steps.
Because of the creative nature of design, quite often, a product evolution step can
be achieved following several design alternatives for the implementation of the process
step that changes the considered product. As a consequence, product quality can only
be adequately measured when the quality of the intermediate step itself is considered.
Process quality, in turn, can to some degree be evaluated using sophisticated mathematical
models. Yet, this kind of evaluation often leads to clumsy models that cannot be adequately
understood by human actors and do not give a sufficient representation of the reality.
In such settings, rich media are ideal for the evaluation of process and product quality.
Since simulations or physical experiments that create rich media can be quite labour-
intensive to produce, traceability and reuse of both rich media descriptions of scenarios
and the goals they are related to become of crucial importance: on the one hand, the
visualization of rich media enables the experienced human actor to evaluate a proposed
decision alternative with respect to the actual goals and relevant domain ontologies; on the
other hand, alternatives that the human actor finds particularly interesting, in the positive
or the negative sense, can be annotated with media arguments that support or object to the
alternative respectively.
In order to interpret the above role of rich media from the viewpoint of traceability
and reuse, there is a need to situate them in some kind of structure according to which
the media sources are categorized and annotated. In the following, we outline such a
reference model that we have adapted for our case.
Reference Model
Figure 6.7 on the facing page shows a UML diagram of our reference model for the reuse
of media sources. This reference model integrates two partial models for the purposes
of categorization and argumentation of media sources, respectively. The model for the
categorization of media sources is based on an ontological classification schema for media
sources [Klamma et al., 2005]. On the other hand, the argumentation model captures the
design rationale and is represented using concepts of the prototypical PRIME IBIS based
decision model supporting the agreement dimension [Pohl, 1996].
The overall model can be interpreted as follows. The central concept of the model
is that of Media Source. A media source handles the different supported rich media
types that can be used to capture a scenario. Rich media types can be either 2D or stream
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Figure 6.7:Model for the categorization and argumentation of media sources
objects (not shown in Figure 6.7) [Haumer, 2000]. 2D objects are static, time-independent
objects such as images, whereas stream objects are time-dependent media that can be
either video, or audio streams, or a combination of them.
A media source can be related to (association related_to) a Categorization
Space. A categorization space represents a multi-dimensional description of the problem
with the current system that a media source focuses on. The aspects that a categorization
space aggregates are represented as instances of the Dimension element. In our context,
dimensions can be refined to either goals (Goal elements) or domain models (Domain
Model elements). A goal represents the stakeholder objective that the media source
provides evidence of. A domain model, on the other hand, describes domain knowledge
(i.e., material or machine properties) concerning the depicted design alternative.
Each system requirement that is supported by a media source, generates an Issue
that has to be tackled by the design group. An issue can be resolved through a number
of positions (Position elements) that respond to it (association responds_to). Each
position can be provided with arguments (Argument elements) that either support it or
object to it (association contra). Since in our case requirements are recorded in scenarios
described by media sources, the following three associations can be deduced:
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• an argument can be annotated with a media source that provides evidence of it
(association annotates);
• an association based_on links a position with the media sources that describe it;
• an issue is related to the categorization spaces of the media sources that reflect its
corresponding positions (association considers).
During the decision-making process, a Decision element represents a view of the
human actor on the IBIS argumentation space. A decision addresses an issue (association
resolves). In the case that several decisions resolve the same issue, then they are
organized in a revision graph through revises associations. The possible positions
in the argumentation space of an issue can be considered as supporting (association
supported_by) or declining (association declined_by) positions of a related decision.
Among these positions, there exists one that is chosen for the decision at a particular time
(association chosen). Additionally, a decision is associated with the particular arguments
of its chosen position that have been considered (association considers).
The parts of the reference model having to do with argumentation and decision mod-
elling (middle and right parts of Figure 6.7 on the preceding page) are formalized in [Pohl,
1996]. In the following we define the two associations based_on and considers using
the two O-Telos deductive rules R1 and R2.
R1 The attribute based_on of the metaclass Position accumulates the proper values
with the help of the deductive rule R1 that follows.
MetaClass Position with
attribute
based_on: MediaSource
rule
R1: $ forall m/MediaSource
(exists a/Argument ((m anotates a) and
((a pro this) or (a contra this)))) ==>
(this based_on m) $
end
R2 The attribute considers of the metaclass Issue accumulates the proper values
with the help of the deductive rule R2 that follows.
MetaClass Issue with
attribute
considers: CategorizationSpace
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rule
R2: $ forall m/MediaSource
(exists p/Position m/MediaSource c/CategorizationSpace
((p based_on m) and (p responds_to this)
and (m related_to c)) ==>
(this considers c) $
end
6.2.4 Reuse of Process Traces for Method Advice
Whereas method definitions are biased by perceptions, process traces provide an objective
abstraction of reality: they further describe the experience that was acquired by a human
actor in a specific problem context. Due to creativity of design, captured process traces
might considerably deviate from the method definitions and, thus, provide faithful evi-
dence of design change, innovation and evolution. Further, they describe fuzzy process
parts where the selection of a way of working is arbitrary and solely based on the tacit
knowledge that the human actor carries in his mind.
As an example, Figure 6.8 on the next page shows the traces of two arbitrary instances
of the same design process projected on an orthogonal Cartesian system. Its two axes
represent the process progress and product transformation dimensions, respectively. Along
the horizontal axis a number of input products are being processed in order to deliver a set
of final products. Along the vertical dimension, the completion of the process increases
until the design is 100% complete. Both instances start at a specific point (initial state)
where a number of initial products are available. By the end of the design (final state), the
final products are delivered.
In both of the traces exist certain chunks that tend to appear with a relatively high
frequency across several design processes and are therefore well-understood and can be
adequately defined. These might be parts of the process where a single way of working
is preferred by the overwhelming majority of the human actors because either it is the
only known way to produce acceptable results at the specific situations, or it constitutes a
prescribed company expertise asset that is enforced to them. These well-understood ways
of working are modelled as method fragments that can be offered to the human actor for
guidance following the steps of the aforementioned PRIME process support chain.
Yet, both traces evolve in a mostly unpredictable and poorly-structured way because
their human actors’ creativity. As a consequence, there exist even more parts (outside of
the dark boxes in Figure 6.8 on the following page) that cannot be adequately described.
These parts entail situations that the actions of the human actor are prone to change due
to high design dynamics that make the definition of precise method fragments impossible.
In such highly creative situations, the human actor can greatly benefit from method
advice. The main task of method advice is to exploit process traces of the PRIME
environment, generalize knowledge from the experiences indirectly captured inside them
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that apply to the current process situation, and mediate them for reuse. Then, it remains
in the hand of the human actor to evaluate the appropriateness of each one of the retrieved
proposals to his actual context, and decide which one, if any, fits better. A chosen
proposal, either in its original or altered form, can be manually enacted by the human
actor in process-integrated tools.
According to the above definition, method advice and method guidance can be seen
as two complementary strategies for the fine-grained support of design. The major
characteristics that distinguish them can be summarized as follows:
• Whereas method guidance exploits design expertise that is embodies in explicit
method definitions (method fragments), method advice extracts implicit knowledge
from the design practice (process traces).
• Method fragments offered for support during method guidance are interpreted by
the process engine and enacted through process-integrated tools. The human actor
can either follow the prescriptions, or cancel the enactment. Method advice, on
the other hand, recommends a number of alternative ways to proceed based on
the observed reality. Then, the human actor can either follow exactly a favoured
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alternative, or follow a revised version of a proposed alternative, or even neglect
them and draw a totally different path.
• Even though method guidance is mainly intended for process situations where no
method fragment can be offered for guidance, the human actor can additionally
profit at modelled process situations. In these situations, method advice can provide
evidence of interesting process discrepancies (i.e., deviations from the method
prescriptions). Detection of such process discrepancies is an important prerequisite
for process improvement.
Clearly, the most important problem behind method advice is the retrieval of the
appropriate process traces from the trace repository that satisfy the situation at hand.
Process traces are stored as hierarchical chunks using the NATURE metamodel: situations
addressed during a design session are captured as views on the actual design products; in
addition, steps from one situation to the other are represented using executable, plan, or
choice contexts.
Thus, in order to be able to realize the retrieval process, we primarily need a mechanism
supporting the comparison of the actual trace chunk with all the stored ones. More
specifically, the mechanism should provide two important features:
1. Precise functions for the estimation of the similarity of trace chunks based on the
evaluated similarity of their situational and contextual proponents.
2. An algorithm that employs the above similarity functions in order to retrieve the
most similar trace chunks to the actual situation, as well as sort them according to
their estimated degree of relevance.
Our research in this context reworks previous attempts to the reuse of lifecycle ex-
periences in engineering design processes, contributed by other researchers. Some of
them, concentrate on the experience reuse for specific design support tools by employing
the Case-Based Reasoning (CBR) paradigm for the retrieval, reuse and adaptation of
design episodes from the past [Maher and Pu, 1997; Champin, 2001; Bergmann, 2002].
A more recent approach introduces the Traces Based Reasoning (TBR) as a means to
exploit captured event sequences on the basis of pattern similarities, and provide them
to the human actor for reuse [Mille, 2006]. Our approach differs from the mentioned
contributions with respects to some of its key ideas:
• Most of the other approaches implement external experience repositories decoupled
from the running system, and the human actor has to manually provide a description
of the problem and query them. In contrast, PRIME method advice exploits the
process integration mechanism in order to continually monitor the actual situation
at the technical workplace and, on demand, directly present to the human actor
relevant traces from the past.
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• While the experience gathered by other CBR systems contains a pure description
of the problem and its related solution, PRIME exploits whole trace chunks that
further capture the temporal dimension of the solution in the form of precise steps.
Such a feature is also exhibited by TBR systems.
• In the PRIME approach the human actor does not have to explicitly document
the revision of a solution that he might need to change in order to reuse, as is the
case for the other contributions. A reused solution, in an original or revised form,
is automatically recorded by process-integrated tools without requiring any user
intervention.
In the following, we introduce and formalize the similarity functions, and sketch the
retrieval algorithm that is based on them.
Similarity Functions for Trace Chunks
Central issue of this section is the definition of functions that measure the similarity of
trace chunks. Before referring to these similarity functions in detail, it is necessary to
define a formal description for the concepts of trace chunk, situation and context. Then,
the described functions will be based on this formal basis.
Our formal model consists of two types of atomic elements: products and executable
contexts. All other complex elements are described as collections of atomic element:
every situation is defined as a set of atomic products under development; plan and choice
contexts are defined as tuples (ordered lists) of contexts representing the constituents of
the plan, or the chosen alternatives, respectively.
Then, a trace chunk can be defined as a tuple consisting of situations and contexts.
It starts with a situation signaling the start of the trace session and finishes with a final
context when the trace ends. Inside the trace chunk, situations and contexts are represented
as pairs in a way that a context is always linked with the situation that it is based on.
Based on the above, we define a formal model for the similarity of trace chunks, through
the following tuple:
Υ = (T, S,C,P,αS,αC,αT ) (6.1)
where:
• T is a set of trace chunks;
• S is the set of all situations appearing in trace chunks of T ;
• C is the set of all contexts appearing in trace chunks of T ;
• P is the set of all products that situations of S are based on.
• p ∈ P is a product, where p is atomic;
6.2 The Trace Reuse Schema 141
• s ∈ S is a situation represented as the set of the products that it is based on:
Ps = {p1, p2, . . . pk};
• c ∈ C is a context: if c is an executable context then it is atomic; if c is a plan
or choice context, then it is represented as a tuple of the contexts it contains:
c = (c1, c2, . . . , cm);
• t ∈ T is a trace chunk of length n that is represented as a tuple of the associated sit-
uations and contexts that it contains: t = ((s1, c1), (s2, c2), . . . , (si, ci), . . . , (sn, cn)),
where si ∈ S and ci ∈ C;
• αS : S × S→ [0, 1] is the similarity function of two situations;
• αC : C ×C → [0, 1] is the similarity function of two contexts;
• αT : T × T → [0, 1] is the similarity function of two trace chunks.
The similarity function αT , αS and αC have the following common properties (we
consider the case for αT , but equally applies to the other two):
∀x, y ∈ T,αT (x, y) ≥ 0 non-negativity
∀x, y ∈ T,αT (x, y) = αT (y, x) symmetry
∀x, y ∈ T, x = y⇔ αT (x, y) = 1 identity
∀x, y, z ∈ T,αT (x, z) ≤ αT (x, y) + αT (y, z) triangle inequality
In the literature, similarity search is often realized through distance measures for
quantifying the closeness of objects in a given domain [Zezula et al., 2006]. Instead, our
approach uses similarity functions whose result is restricted in the space of [0, 1]. A value
of 0 reveals no similarity. The more similar the objects are, the more the value increases,
until 1 that holds for identical objects.
In the following, the similarity functions for situations (αS), contexts (αC) and trace
chunks (αT ) are described in turn.
Similarity of Situations A situation is an abstraction of the current process state of a
human actor’s activity based on object states represented within the system. Thus, the
retrieval mechanism of trace chunks that fit to the design problem at hand, has first to
evaluate the “nearness” of the actual situation to arbitrary situations of the stored trace
chunks.
In our formal model (Equation 6.1 on the preceding page), a situation is represented
as a set of products. Thus, an appropriate similarity measure for situations has to be
applicable to the case of sets.
A similarity function for comparing the similarity diversity of sets is the Jaccard
similarity coefficient [Zezula et al., 2006]. This distance function is based on the ratio
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of the cardinalities of intersection and union of the compared sets. Such a function is
ideal for the case of situations that are distinguished by their sets of products. Jaccard’s
similarity coefficient for the comparison of two sets A and B is defined as follows:
dJ(A,B) =
|A ∩ B|
|A ∪ B| (6.2)
Thus, based on Equation 6.2, we finally get:
αS(s1, s2) =
|Ps1 ∩ Ps2 |
|Ps1 ∪ Ps2 |
(6.3)
where s1, s2 ∈ S and Ps1,Ps2 are the sets of products that s1 and s2 are based on,
respectively.
Similarity of Contexts Apparently, the Jaccard similarity coefficient is not suitable
for the case of contexts that are represented as tuples (the order plays an important role).
Additionally, in the generic case, a context can recursively contain other contexts at
arbitrary depths. Thus, it is not enough to parse the structure of a context in width,
but should be also considered in depth (i.e., using a depth-first or width-first traversing
algorithm). As an example, a plan context can contain further plan and choice contexts
except executable ones, increasing the complexity of its structure. Similarly, a choice
context can contain more than one sequential alternatives that have been selected when it
was active.
Thus, according to our formal model (Equation 6.1 on page 140), a complex (plan or
choice) context is represented as a tuple of atomic or complex contexts. These complex
contexts, in turn, can further contain a similar structure. As a result, we end up with a
multi-level tree structure that always contains executable contexts at the level of leaves,
and complex contexts at the level of intermediate nodes.
In the frame of method advice, contexts are differentiated by the final actions that
they trigger and change products in process-integrated tools. Such actions are related
to executable contexts and reveal the impact of the context selection on the design. For
example, two complex contexts that contain the same executable contexts at their leaves
that additionally appear at the same order, are considered as identical.
As a consequence, in order to introduce a similarity measure for contexts, we first have
to “relax” the possibly complex structure of a context by mapping it to its homomorphism
that is defined as follows:
h(c) = (ec1, ec2, . . . , ecn) (6.4)
where c ∈ C, n is the number of leaves of the context tree structure, and eci is the
executable context of the leaf at position i. Figure 6.9 on the next page shows an example
of context homomorphism for the case of a plan context.
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Figure 6.9: A homomorphism example for a plan context
The homomorphism form of a complex context can be seen as a word that contains
symbols from the vocabulary of all possible executable contexts. Thus, the calculation
of the similarity of two contexts can be deduced to the determination of the similarity of
their equivalent words.
A famous metric for the distance between two words is the Levenshtein distance, also
called edit distance [Levenshtein, 1965]. The edit distance between two words is defined
as the minimum number of atomic edit operations (insertion, deletion or replacement)
needed to transform one word to the other [Zezula et al., 2006].
The edit distance dL of two words x and y has the following properties:
• dL(x, y) ≥ |x − y|
• dL(x, y) = 0⇔ x = y
• dL(x, y) ≤ max{|x|, |y|}
Obviously, the result of the edit distance is not restricted in the [0, 1] interval. In order
to define a suitable similarity function αC, where αC = 1 − dL, it is necessary to make a
small modification to the distance that stems from the third of the above properties: we
normalize it by dividing with the maximum length of the two words.
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Figure 6.10: Generic representation of a trace chunk
Thus, the similarity function αC is defined as follows:
αC(c1, c2) = 1 − dL(h(c1), h(c2))max{|h(c1)|, |h(c2)|} (6.5)
where c1, c2 ∈ C and h is a homomorphism function that maps a context ci to the
deduced word of its leaves: w = ec1ec2 . . . ecn.
Similarity of Trace Chunks Contrary to situations and contexts, trace chunks have
a more coarse-grained structure. A trace chunk always begins with a situation, ends
with a context, and a situation always precedes a context. Figure 6.10 shows the generic
representation of a trace chunk. Thus, the comparison of two trace chunks involves the
comparison of situations or contexts that reside at the same relative position in each trace
chunk.
Lets suppose that we want to compare two arbitrary trace chunks t1 and t2 that both
have a length of n. We begin with the first situation s1,1 of t1 and compare its similarity
with the first situation s2,1 of t2. We repeat the comparison for every next context until the
level of the last situations (s1,n and s2,n respectively).
Then, the situation-based similarity of t1 and t2 can be defined as the average similarity
of all their n respective situations:
ΛS(t1, t2) =
∑n
i=1 αS(s1,i, s2,i)
n
(6.6)
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In the same way, we perform a comparison of the respective contexts comprising the
two trace chunks. Then, the context-based similarity of t1 and t2 can be defined as the
average similarity of all their n respective contexts:
ΛC(t1, t2) =
∑n
i=1 αC(c1,i, c2,i)
n
(6.7)
Finally, we define the similarity αT (t1, t2) of the two trace chunks t1 and t2 as the mean
of ΛS(t1, t2) and ΛT (t1, t2):
αT (t1, t2) =
ΛS(t1, t2) + ΛC(t1, t2)
2
(6.8)
The FIST Algorithm
Based on the aforementioned similarity functions, we construct in this section an algorithm
for the retrieval of trace chunks from the trace repository T that fit to the problem at hand.
We call it the FIST (Finding Similar Traces) algorithm.
Starting basis of the FIST algorithm is the actual situation sa of the process, as well
as the whole trace chunk ta of the actual session. The algorithm, then, takes as input the
threshold value λ and the scoping factor κ that are used as constraints for the similarity
calculation (explained below).
The main steps of the FIST algorithm are split in the four phases that follow.
Discovery Phase In this phase (Figure 6.11 on the next page), they are retrieved all
the situations from the trace repository T whose similarity to the actual situation sa does
not fall below the threshold value of λ , where |λ | ≤ 1. High values of λ denote very
similar situations and, thus, smaller number of found occurrences. On the other hand, low
values of λ relax the situation strictness and return more results.
This phase returns back the set Sˆ of similar situations in S, defined as follows:
Sˆ = {s ∈ S|αS(sa, s) ≥ λ } (6.9)
Scoping Phase The set Sˆ contains stored situations that are similar enough to the
actual one. This is an important criterion for the evaluation of similarity, albeit not enough
on its own. Situations inside process-integrated tools are modelled at a very fine-grained
level in accordance with the NATURE metamodel. Thus, similar situations might appear
at many different parts of the design process where the human actor executes irrelevant
activities. For example, a situation where a reaction process is selected and about to be
worked on can be addressed both by the design expert when creating the initial version of
the flowsheet and the reaction expert when he decides to refine the reaction process.
As a consequence, it is essential to additionally take into account the similarity of the
history of actions (executable contexts) that have led to the similar situations. Nevertheless,
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the number of the previous actions can be very big for really long traces, with a negative
impact on the complexity of the calculation. Thus, we do not consider the whole parts of
the trace chunks that lead to the similar situations, but fragments with at most κ contexts.
The value κ of the scoping factor is given in accordance with the length of the actual trace
chunk, so that it does not overcome it: 0 < κ ≤ |ta|.
The scoping procedure is applied for both the actual trace chunk ta and the trace chunks
in T that contain situations in Sˆ. We assume that the last ones are already grouped in the
set Tˆ . For an actual trace chunk ta of length n we get:
ta = ((sn−κ , cn−κ), (sn−κ+1, cn−κ+1), . . . , (sn, cn)) (6.10)
For the case of a trace chunk t of length n in the set Tˆ , we apply the scoping procedure
only once, for the similar situation that appears earlier in the chunk. This way, the correct
scoping for all subsequent similar situations is also retained. Lets suppose that the earliest
occurrence of a similar situation in t is at position i. Then if i ≤ κ , the trace chunk t
remains as is. In another case, it changes as follows:
t = ((si−κ , ci−κ), (si−κ+1, ci−κ+1), . . . , (sn, cn)) (6.11)
The overall scoping phase is illustrated in Figure 6.12 on the facing page.
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Figure 6.12: Scoping phase
Generation Phase In this phase (Figure 6.13 on the next page), we compare the
“scoped” fragments of the retrieved trace chunks against the “scoped” actual chunk, and
generate the set M of similar trace chunks. All of the considered trace chunks have
equal lengths of κ . Thus, we can use Equation 6.8 for the estimation of their similarity.
Additionally, we pose again the lower threshold value of λ in order to restrict the possible
results.
Thus, the generated set M of similar trace chunks is defined as follows:
M = {t ∈ Tˆ |αT (ta, t) ≥ λ } (6.12)
Sorting Phase In the previous phase, we generated the results of the FIST algorithm
that obey the factors λ and κ . Thus, theoretically, the result items could be directly shown
to the human actor. In this phase, we aim to organize the results in a way that we promote
the more relevant ones to the situation of the human actor (Figure 6.14 on page 149).
As a first attempt, the results can be organized according to their evaluated similarity.
This would be enough in the case that the result items were unique. Yet, this is not always
the case. For example, some trace chunks that are exactly repeated from the same or
across different human actors can appear several times in the set of results. The frequency
of appearance is an indirect indicator of the acceptance of a trace chunk by human actors.
148 6 Direct Reuse of Captured Experiences
Actual Trace Chunk
λ
similar
trace chunk
Trace Repository
similar
trace chunk
Actual Situation
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The frequent appearance of a trace chunk reveals that its sequence of actions works well
for most of them, in contrast to a trace chunk with low frequency that indicates poor
acceptance.
Thus, it makes sense to combine the weights of frequency and similarity of retrieved
trace chunks in order to show the results to the human actor sorted in a way that promotes
trace chunks that are both similar enough to the current one, and appear with a frequency
that is high enough. To this end, we employ the Bayes theorem to calculate the relevance
factor of each unique trace chunk, and sort them according to it [Mitchell, 1997].
The Bayes theorem can be used to calculate the posteriori probability P(h|D) that h
holds given the observed training data D as follows:
P(h|D) = P(D|h)P(h)
P(D)
(6.13)
where P(D|h) is the probability of observing D when h holds, P(h) is any background
information we have that h holds, and P(D) the probability that the observed data will
appear.
Now, we adjust the above formula for the calculation of the posteriori probability in
our context. We have an observed trace chunk ta and a situation sa. Then, our goal is to
determine the best hypothesis concerning an arbitrary trace chunk ti from the space of
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similar trace chunks M = {t1, t2, . . . , tn}, given our observed data. The probability P(M) is
constant and thus, we can ignore it since it does not depend on the ti. Further, we have
that P(M|ti) is the value of αT (ti, ta) that shows how near ti and ta are, and P(ti) is the
appearance probability f (ti) of ti in M.
Thus, we have:
P(M|ti) = αT (ta, ti) (6.14)
P(ti) =
f (ti)
Σnk=1 f (tk)
(6.15)
According to the above equations, the relevance factor of each case that is based on the
posteriori probability is calculated as follows:
R(ti|M) = αT (ta, ti) f (ti)
Σnk=1 f (tk)
(6.16)
Figure 6.15 on the next page illustrates the overall algorithm in pseudocode. It can
be easily proven that, given a trace repository of n trace chunks and m situations, the
complexity of the algorithm is polynomial (O(nm)) in the worst case:
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Algorithm FIST(ta, sa, λ , κ)
Require: ta , ∅, sa , ∅, |λ | ≤ 1, 0 < κ < |ta|
Ensure: M is the sorted list of matching trace chunks
Sˆ← ∅, Tˆ ← ∅, M ← ∅ {initialization}
for all si ∈ S do {discovery phase}
h← αS(sa, si)
if h ≥ λ then
Sˆ← Sˆ ∪ {si}
end if
end for
ta ← ((sn−κ , cn−κ), (sn−κ−1, cn−κ−1), . . . , (sn, cn)) {scoping phase}
for all ti ∈ T do
Find min( j) such that s j ∈ ti, s j ∈ Sˆ
if j ≤ κ then
ti ← ((s j−κ , c j−κ), (s j−κ−1, c j−κ−1), . . . , (sn, cn))
end if
Tˆ ← Tˆ ∪ {ti}
end for
for all ti ∈ Tˆ do {generation phase}
m← αT (ta, ti)
if m ≥ λ then
M ← M ∪ {ti}
end if
end for
for all distinct ti ∈ M do {sorting phase}
bi ← R(ti|M)
end for
Sort distinct ti ∈ M according to bi
return M {final output}
Figure 6.15: The FIST algorithm
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Table 6.1: Execution time of the FIST algorithm with various numbers of traces and
similarity factor values
Number of Traces Similarity Factor (%)
40 60 80
10 2,100 1,159 1,100
50 22,045 8,984 4,150
100 56,516 23,103 12,229
500 242,321 103,500 63,987
700 299,000 133,000 106,000
1000 500,143 206,539 130,760
• In the discovery phase, we search all the trace chunks in the trace repository for
similar situations. If all situations are similar, O(m) operations are required.
• In the scoping phase, trace chunks with similar situations are cut according to the
selected scoping factor. If all n trace chunks are such, and p is the length of the
longer out of them, the required operations are about O(np).
• In the generation phase, the found trace chunks are compared with the actual one.
For each trace a maximum of 2κ comparisons must be performed. Each comparison
involves calculating the edit distance that requires about p operations for trace
chunks of constant length p. Thus, the upper limit of the operations for all n trace
chunks is O(κ pn).
• Finally, the calculation of the posteriori probability for every trace chunk during the
sorting phase requires two operations. Thus, totally O(2n) operations are needed.
In the frame of the IMPROVE project, we made some performance experiments for the
FIST algorithm. Specifically, we investigated the scale-up behaviour of the algorithm for
some selected sets of process traces. The exact content of these traces does not play any
role for these experiments, since the analysis evaluates the performance of the algorithm
and not the quality of its returned results.
Table 6.1 shows the execution time of the FIST algorithm for six trace repositories
comprising 10, 50, 100, 500, 700 and 1000 traces, respectively. For each of them, different
measurements for three cases of similarity factors (40%, 60% and 80%), and a constant
scoping factor of 5 have been taken. Figure 6.16 on the next page graphically displays
how the FIST algorithm scales-up as the number of traces is increased one hundred times
from 10 to 1000. Based on the resulting plot, we can draw the following two important
conclusions:
• For the same number of traces, the higher the value of the similarity factor, the
smaller is the execution time of the algorithm. This behaviour is anticipated since
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Figure 6.16: Scale-up of the FIST algorithm
the similarity factor predetermines the selection of trace chunks in the first step of
the algorithm. A high similarity factor results to less found similar situations and,
subsequently, to severely shortened trace chunks in the next steps.
• For the same value of similarity factor, the execution time scales up quite linearly
with the number of traces. This conclusion is in harmony with the total polynomial
complexity that we calculated above for the phases of the FIST algorithm.
6.3 Summary
Originally, PRIME has been able to provide method guidance to the human actor based
on the interpretation of method definitions, and capture traces of the process according
to a concrete traceability structure. In this chapter, we considered the problem of further
exploiting the captured traces for direct reuse.
To this end, we described a schema that implements three kinds of reuse:
1. Captured product traces can be queried and interesting product configurations from
the past can be shown to the human actor for assistance, when demanded.
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2. Rich media sources documenting alternatives of design requirements can be cat-
egorized according to their underlying goals and domain ontologies. Then, the
human actor can observe them and draw interesting conclusions concerning process
and product quality. Media sources providing positive or negative evidence of
engineering alternatives (positions) can be used for their annotation.
3. In highly creative process parts that lie outside of the scope of method guidance,
process traces can be analysed and trace chunks that fit to the situation at hand can
be recommended to the human actor for reuse. For the realization of such kind of
method advice, we illustrated an algorithm that builds on a number of similarity
functions for NATURE situations and contexts.
In the following two chapters, we refer to the tool support for each of the mentioned
reuse cases, as well as illustrate them on detailed examples.

Part IV
Implementation and Application
Experiences
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7 The Reengineered PRIME
Framework
An ounce of action is worth a
ton of theory.
(Friedrich Engels)
T current chapter presents the reengineered PRIME implementation framework thathas been based on the three solution ideas described in the three previous chapters
respectively. Its structure is as follows. First, we introduce the overall architecture of the
framework. Then, we describe in detail the major components and tools of the architecture.
Subsequently, some implementation issues are touched. Finally, we conclude with a brief
summary.
7.1 Introduction
The reengineered PRIME implementation environment evolved over the last four years
(2001–2006) of the IMPROVE project. It is based on the prototypical PRIME frame-
work [Weidenhaupt, 2001] that has been reengineered in order to provide support to the
three solution ideas presented in the thesis.
Briefly, in comparison with its predecessor, the new framework features the following
additional characteristics:
• All the components of the old framework were residing at a single technical work-
place that they were providing flexible direct process support. The new framework
is implemented as a three-tier architecture that is able to provide process support
across several technical workplaces based on the interpretation of extended environ-
ment models (cf. Chapter 4). Additionally, the external coordination and monitoring
of the enacted process by the process manager is greatly facilitated.
• The old framework was only able to integrate tools that were fulfilling all of the
requirements for full process integration. In the new framework, the development
of the idea of loose process integration (cf. Chapter 5) dramatically expands the
range of process-integrable tools (i.e., towards the categories of COTS or legacy
tools).
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• The traces captured by the old framework were only meant to be exploited by the
process manager in order to backtrack the origin of design decisions that did not
perform well. In the new framework, captured traces can be shared and reused by
human actors in order to extend their knowledge and improve their performance
(cf. Chapter 6).
In order to support the above features, the architecture of the old PRIME framework has
been altered in a way that some of the existing components and tools have been realized
anew, and new ones have been introduced. In the following, we describe the generic
components and tools of the reengineered architecture in detail.
7.2 Overview of the Overall Architecture
Figure 7.1 on the facing page gives an overview of the overall architecture of the reengi-
neered PRIME framework. The architecture is centered on the principle of separation of
concerns according to the Dowson’s conceptual framework for PCSEEs (cf. Section 2.3.1).
The sole cornerstone of the modelling domain is the Process Data Warehouse (PDW)
that contains schemata appropriate for the storage of extended environment model defini-
tions and recorded traces (lower part of Figure 7.1 on the next page). The PDW cannot
be directly accessed by external components and tools. Only selected components of
the environment have the credentials to load or store information from the PDW using
suitable modules that serve as communication brokers.
The enactment domain centers on the process engine and the trace analyser components.
The process engine provides fine-grained method guidance based on the interpretation of
method fragments (middle part of Figure 7.1 on the facing page). The process engine is
able to spawn multiple instances and support several technical workplaces. In a similar
manner, the trace analyser can, on reuse request, analyse the recorded traces, retrieve
the ones fulfilling the criteria of the request, and send them back. The communication
of both components with the performance domain is realized through external interfaces
of the messaging subsystem. Further, the messaging subsystem allows the exchange of
coordination information with the Cooperation Console that is intended to be used by the
process manager for administrative purposes. Last, the repository interface coordinates
the access to the PDW.
The performance domain comprises the technical workplaces where parts of the design
process are enacted by human actors (upper part of Figure 7.1 on the next page). The
support provided to each human actor is based on the method definitions and other
resources complying to the access rights of his assigned role in the extended environment
model. The communication with the enactment domain is mediated by the Workplace
Agent that further maintains information concerning the actual design task. The rest of
the tools residing at the technical workplace have been process-integrated using wrappers.
These wrappers have been implemented according to a generic tool wrapper architecture
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that can be easily adapted for both fully and loosely process-integrated tools. Tools
embedded in the generic wrapper architecture can be either operational ones that support
specific steps of the design activity, or act as interfaces for reuse. Even though most of
the reuse interfaces are domain-specific, we implemented two generic ones, the Decision
Editor and Method Advisor that have been included in the PRIME framework.
In the following sections, we describe one by one the major components and tools of
each of the three domains of the architecture.
7.3 The Modelling Domain
7.3.1 The Process Data Warehouse
The PDW provides the infrastructure for the persistent storage of process, tool and product
models, and recorded traces [Jarke et al., 2000]. More specifically, the PDW contains:
• NATURE contextual process models whose plan context definitions have been
enriched with SLANG semantics in order to become interpretable by the process
engine [Klamma, 1994; Weidenhaupt, 2001];
• concrete tool models that are integrated with NATURE process models into envi-
ronment models as defined in Section 3.2;
• cooperation models that describe the overall design process and extend the environ-
ment models using the relationships and integrity constraints defined in Section 4.4;
• abstract product descriptions in extended environment models are refined in concrete
product models according to the neutral data model defined in Section 5.2.2;
• traceability, categorization and decision models as defined in Section 6.2.
Initially, for the implementation of the PDW, we experimented with simple XML files
that were employing suitable DTDs for the description of each one of the above models.
Later, we migrated to an ontology-based PDW that implements the approach described
in [Brandt et al., 2006].
In order to allow the integration of all the above domain models, the ontology-based
PDW is built on top of loosely-connected ontology modules that are held together by a
central Core Ontology (Figure 7.2 on the facing page). The Core Ontology introduces
top-level concepts and their relations that are divided into the following four prominent
areas of conceptualization:
• product area that includes concepts for the description of the type and version of
product resources, as well as their structural decomposition and dependencies;
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Figure 7.2: Simplified view of the Core Ontology and its elements that the PRIME
peripheral ontologies extend
• storage area that describes the storage location (e.g., document management sys-
tems and the file system) of product documents;
• descriptive area that contains concepts for the annotation and categorization of
product documents;
• process area that comprises concepts for the description of the process actions that
work on products, as well as their recorded traces.
Elements belonging to the above four domain-independent areas can be used as the basis
for the definitions of further peripheral ontologies that fit to the domain at hand. For our
case, we implemented such specialized ontologies for the description and storage of each
of the aforementioned repository models. Each peripheral ontology specializes selected el-
ements belonging to one of the four areas, as shown in Figure 7.2. Most of these peripheral
ontologies use a single element with a related name (e.g., the PRIME#DecisionElement
is the parent of all the elements in the ontology of the decision models). Only for the case
of the cooperation model two parent elements are used: the PRIME#WorkflowElement
is used for the elements that have to do with the workflow of the cooperation (e.g., tasks
and their routing elements) whereas the PRIME#UserElement is used for the elements
modelling the cooperating humans (elements of roles and human actors).
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Out of the four areas of conceptualization, only the storage area is not exploited by
the PRIME framework, but controlled by the repository mechanism itself. Elements of
this area are used for the description of the heterogeneous storage locations that products
manipulated by process-integrated tools are stored. Examples of such locations are the
document management system where the rich media used for reuse purposes reside, or the
relational database holding descriptions of flowsheet structures on behalf of the Flowsheet
Editor.
7.4 The Enactment Domain
Within the enactment domain reside two central components: the process engine that pro-
vides the infrastructure for the interpretation of method fragments, and the trace analyser
that processes reuse requests and returns matched traces. Both of the components use
a repository interface for accessing the PDW. Their interactions with the performance
domain are coordinated by the messaging subsystem. The messaging subsystem can
additionally enable interoperability with the Cooperation Console used for external admin-
istrative purposes. Thus, rather excessively, we describe in this section the Cooperation
Console.
7.4.1 The Process Engine
The prominent role of the process engine is that of the enactment mechanism that interprets
instantiated method definitions. These method definitions are modelled as NATURE plan
contexts enriched with SLANG runtime semantics in order to become interpretable. Based
on the interpretation of the instantiated method fragments, the activities carried out within
process-integrated tools at the performance domain can be supported in two possible
ways: on the one hand, the process engine continually monitors the current situation of
the process execution and adapts the user interface of process-integrated tools according
to the definitions of the applicable NATURE situation; on the other hand, when a human
actor decides that he wants to be methodically guided (in situations with modelled plan
contexts), he signals the process engine through specific tool command elements. Then,
the process engine takes control of the enactment in tools at the technical workplace and
enacts the requested plan context.
In order to support the additional ideas of cooperative extensions to direct process
support and the new process integration framework, the process engine architecture has
been implemented anew. The original process engine architecture has been extended with
parts for the maintenance of organizational and contextual data, as well as the access
and storage of information in the PDW. Thus, some components have been extended and
others have been newly-introduced, as shown in Figure 7.3 on the facing page. In the
following, we provide a top-down description of them.
7.4 The Enactment Domain 163
Process Engine
Context ManagerUser Manager
State Manager
Process Factory
Figure 7.3: Coarse view of the process engine architecture
State Manager The state manager is responsible for the maintenance of the internal
state of the process engine in response to events generated on receipt of messages from the
performance domain. Such events can belong to either of the following three categories:
• Tool-related events. The communication of process-integrated tools with the process
engine is based on the exchange of precise messages in accordance with the service-
oriented interaction protocol presented in Section 5.2.4. In the case of the receipt
of such external events, they are further mediated to the context manager and
processed. Conversely, internal events are sent from the context manager to the
state manager that are, in turn, processed and dispatched to process-integrated tools.
In both cases, the state manager preserves the conformance of the process engine
behaviour to the state diagram depicted in Figure 5.9 on page 115.
• User-related events. Apart from tool-specific information, the process engine
maintains organizational information concerning the human actor that is currently
logged in at a technical workplace. This information is received through user-related
events triggered by the performance domain. Then, the process engine is based on
it for the retrieval of enactment data from the PDW that complies to the current
human actor’s credentials.
• Coordination-related events. Like we mentioned above, the process enactment can
be externally coordinated, to some extent. This feature is based on the part of the
extended environment metamodel that maps NATURE contexts to administrative
tasks. Thus, the invocation of a coordination-related event from the administrative
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workplace having to do with the enactment of a specific task can directly initiate
the enactment of a mapped method fragment at the performance domain.
User Manager The task of the user manager is twofold. When a human actor logs in
at a technical workplace, the user manager is responsible to validate the login information
and, on success, keep record of the actor’s personal information (e.g., name), location
(e.g., unique workplace identifier), as well as organizational information (e.g., role and
department). All this information is statically stored inside the component and can be
read by other components of the process engine, on demand.
In the case of an external administrative request for the enactment of a specific task
at the workplace of a currently logged in human actor, an appropriate message is sent
to the user manager carrying the identifier of the task. The user manager, then, accesses
the PDW and checks whether the credentials of the current human actor allow indeed
the enactment of the task. If not, an error message is sent back to the administrative
workplace. In the opposite case, the user manager retrieves from the PDW information
concerning the task (e.g., description, duration, and goal) and sends it to the technical
workplace. If the task has a mapped context, the user manager additionally requests the
process factory to start enacting it (as soon as it becomes idle, if not already).
Context Manager The new process integration mechanism has been considerably
simplified in comparison with the original one. A process-integrated tool no more needs
access to contextual information; it just handles tool-specific data having to do with its
modelled services, products, command elements, and the identifiers of the context requests
assigned to command elements. As a consequence, the process engine exchanges strictly
tool-specific information with process-integrated tools, and it has to realize the matching
and execution of contexts at its side. According to the original process integration
mechanism, this was the task of the context manager module that each tool wrapper
included [Weidenhaupt, 2001]. In the new mechanism, the context manager has been
created anew and migrated inside the process engine with enhanced functionality. We
distinguish the following two prominent responsibilities of the context manager.
When a process-integrated tool starts-up at the technical workplace, the context manager
gets notified by the state manager. Then, as a first step, the context manager accesses
the user manager to get information concerning the currently logged-in human actor.
Afterwards, it retrieves from the PDW information concerning the tool that the current
human actor is allowed to access. For example, they are not retrieved command elements
corresponding to plan contexts that the actor is forbidden to access. The retrieved
information is forwarded to the state manager, sent to the process-integrated tool and
stored in its cache.
While the human actor interacts with a process-integrated tool, three kinds of informa-
tion are sent to the state manager and, then, dispatched to the context manager: product
state changes, command element selections and traces of tool actions. In each situation,
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the context manager follows a different plan of actions:
• In the case that a new product state change (e.g., selection) is received, the set
of current product states stored in the context manager are updated and the PDW
is searched for matching NATURE situation definitions. If no situation is found,
then the context manager returns. In the opposite case, the command elements
corresponding to choice contexts based on the closest matched situation are retrieved.
Then, the context manager sends back a message for the activation of the command
elements.
• When the human actor selects a command element, the identifier of the correspond-
ing context is transmitted to the context manager. Then, the context manager queries
the PDW for information concerning the type of the context. In the case of a plan
context, its identifier is transmitted to the process factory that adds the instantiated
plan context to the queue for interpretation. In the case of a choice context, the
command elements corresponding to its alternatives are retrieved, and appropriate
messages are sent to the related tool for their activation. Last, in the case of an
executable context, the context manager retrieves the associated tool action from
the PDW and requests its execution from the tool that it belongs to.
• In the case that the context manager receives the trace of a tool action and the
enactment of a plan context is currently active, the identifier of the associated
executable context is sent to the process factory. The process factory, then, matches
the executable context with the current enactment state and continues accordingly.
At the same time, the tool action information is recorded in the process repository.
A third responsibility of the context manager is triggered by the process factory and
will be described below.
Process Factory The main task of the process factory is the loading, instantiation
and interpretation of method fragments. During the enactment of a method fragment,
the process factory continually interprets it and recursively deduces the next language
element in the fragment corresponding to a NATURE context. Thus, the interpretation of
a language element has to be combined with the suitable enactment decision concerning
its corresponding context type. To this end, the process factory closely interacts with
the newly-introduced context manager for the mediation of its enactment decisions to
process-integrated tools:
• when the process engine starts the enactment of a new plan context, the context
manager is requested to lock the participating tools;
• the context manager unlocks the tools, as soon as it gets notified by the process
engine that the plan context enactment has finished;
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Figure 7.4: The two subcomponents of the trace analyser
• in the case of a choice context, the context manager changes the user interface of
the related tool according to the definitions of the choice context’s alternatives;
• if an executable context is addressed, the context manager simply executes the
corresponding action in the appropriate tool.
7.4.2 The Trace Analyser
The trace analyser is responsible for mining, on demand, recorded traces from the PDW in
order to identify reusable traces that match the request. The returned results can be either
product or process traces that are then used for direct product reuse (cf. Section 6.2.2)
or method advice (cf. Section 6.2.4), respectively. In the following, we describe the two
subcomponents of the trace analyser, shown in Figure 7.4, that are assigned these two
tasks.
Product Trace Retriever The product trace retriever deals with the operation of
selecting product traces from the PDW that are relevant for the current problem of the
human actor. The retrieval operation requires the following information as input for the
description of the problem at hand: the role that the human actor plays and a description
of the desired product characteristics. The actor’s role is necessary for the extraction
of organizational information that is exploited for filtering sensitive information. The
product characteristics define the type, structure and properties that the retrieved products
should fulfil.
The product trace retriever exports interfaces that expose selected product retrieval
operations suitable for each modelled case of reuse. Such operations accept a number of
parameters that correspond to the desired product properties for the reuse case. Based
on the value of its parameters, the operation can search the available recorded products
and return the ones that match them exactly (we do not yet use any similarity measure
for products). The returned products are represented using out neutral data model that
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makes it easy to load them in appropriate process-integrated tools. The invocation of
the operations, as well as the visualization of the results is done by domain-specific
product reuse interfaces at the technical workplace. In order to preserve confidentiality,
each retrieval operation allows to be called only from specific human actors carrying
appropriate roles.
Process Trace Retriever In analogy with the product trace retriever, the process trace
retriever analyses recorded process traces and retrieves suitable ones for the provision of
method advice at a technical workplace. Nevertheless, in this case, the retrieval component
has been implemented in a generic way and does not restrict to specific reuse cases. When
the user demands method advice, he can externally trigger the component that, in turn,
executes the FIST algorithm (cf. Section 6.2.4) for the retrieval of matching process traces.
The retrieval lifecycle is initiated on receipt of the threshold and scoping factor values
from the technical workplace. Then, the component interacts with the PDW to gather
additional information that the FIST algorithm needs to work on: it fetches the process
trace chunk of the current session that describes the temporal order of the session situations
and context pairs, as well as the actual situation. Next, the actual execution of the algorithm
starts. Only recorded process trace chunks that are allowed to be reused by the role played
by the human actor are considered. At the end of the algorithm, the sorted list of the
results is sent back to the technical workplace and visualized in the user interface of the
Method Advisor (described below).
7.4.3 The Repository Interface
Both the process engine and trace analyser components exchange information with the
PDW. The process engine loads extended environment models for the control of the
performance domain and saves monitored information concerning the actual process
execution. The trace analyser, on the other hand, searches the repository for traces that
fulfil certain conditions and proposes them for reuse. Both of the components, have
no direct access to the PDW. Instead, they retrieve or update the stored data using the
repository interface.
The repository interface exposes well-defined interfaces for the access of the PDW
information. These interfaces create an API layer that provides appropriate functions for
reading and writing repository information. The exposed interfaces can belong to either
of the two following two subcomponents of the repository interface (Figure 7.5 on the
next page).
Environment Model Manager The environment model manager provides interfaces
that can be used for accessing the stored extended environment models. Such access
operations are used by the following subcomponents of the process engine:
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Figure 7.5: Coarse view of the repository interface architecture
• the user manager retrieves organizational information concerning the currently
logged human actor;
• the process factory fetches the description of a method fragment that it is about to
enact;
• the context manager retrieves the stored model of a process-integrated tool that is
about to be started, or information concerning the mapping of contextual information
to tool-specific information and vice versa.
Trace Manager The trace manager provides interfaces suitable for reading and record-
ing traces. Subcomponents of both the process engine and the trace analyser use operations
of such interfaces:
• the context manager documents information concerning the performed actions or
dependencies of products changed during process execution;
• the product and process retriever components access recorded product or process
traces respectively that are qualified for reuse.
The architecture of the PRIME framework details only the structure of the models stored
inside the PDW and makes no assumptions concerning its implementation technology.
To this end, both of the above subcomponents contain abstract factories that define the
generic usage interfaces that each component exports. The abstract factory classes can be
specialized with concrete factories that implement the communication with the PDW using
a PDW specific protocol. Then, each client component just needs to access objects of the
concrete factories using the generic interfaces, without caring about the implementation
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details. Until now, we implemented two concrete factories: one for the prototypical
XML-based repository that we used at the early stages of the PRIME development, and a
second one for the ontology-based repository that was integrated later.
7.4.4 The Messaging Subsystem
According to the above description of the process engine and trace analyser components,
they exhibit different needs for their interaction with the performance domain. On the one
hand, a process engine instance controls and monitors the process execution at a single
technical workplace. Specifically, it cares for the management of user information, and
the maintenance of the interaction protocol conform communication with the process-
integrated tools residing at the workplace. Further, it has to dispatch coordination data to
and from the administrative workplace. Trace analyser, on the other hand, provides more
static services that can be triggered from several technical workplaces.
Thus, there is a need for an infrastructure that deals with the following communication
aspects:
• tools residing either at the technical or the administrative workplace should be
able to access methods exposed by the enactment domain, based on agreed-upon
protocols;
• a dedicated instance of the process engine should spawn for each technical work-
place and the state of the session should be managed (i.e., the process engine
instance should preserve its state);
• user authentication and role-based authorization for the access of sensitive resources
should be supported;
• services of the trace analyser should be made available, without the need to maintain
state across service calls;
• the process manager should be able to send or receive messages to or from a
specific technical workplace respectively, without having to wait for the other side
to respond (i.e., with asynchronous communication).
The messaging subsystem implements a control integration mechanism that facilitates
the above communication and coordination issues among the process engine, trace anal-
yser, and technical or administrative workplaces. It contains five subcomponents that
expose precise interfaces on behalf of either the process engine or the trace analyser,
shown in Figure 7.6 on the following page. In the following, we briefly present each
subcomponent and the well-defined interfaces that it provides or requires.
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Figure 7.6: The various subcomponents of the messaging subsystem and the interfaces
provided or required by them
Coordination Mediator The coordination mediator cares for the asynchronous ex-
change of messages between the enactment domain and the administrative workplace.
The interfaces that it works on are:
• IcooRequest (provided): contains methods for the delegation of tasks and data to
specific human actors.
• IcooTrace (required): contains methods that send back traces concerning the
process status.
User Mediator The user mediator mediates the asynchronous exchange of messages
between the user manager subcomponent of the process engine and the workplace manager
at a technical workplace. The interfaces that it works on are:
• IUserNotify (provided): used to send notification events concerning the currently
logged-in human actor, as well as the status of his task enactment (e.g., signal that a
task enactment has ended).
• IUserControl (required): used for sending authorization responses to the technical
workplace, and information concerning the next task to be enacted.
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Tool Mediator The tool mediator is responsible for the exchange of messages between
the process engine and the process-integrated tools. It works on the ItoolNotify and
IToolControl interfaces that have already been detailed in Section 5.2.3.
Product Trace Explorer The product trace explorer provides the services used by
product reuse interfaces at the technical workplace for the retrieval of product traces. It
provides a single interface, the IProductTraceExplorer that includes methods for the
query of product-related information recorded in the PDW.
Process Trace Finder The process trace finder provides the IProcessTraceFinder
interface, whose methods are used by the Method Advisor at the technical workplace for
the recommendation of process traces for method advice.
7.4.5 The Cooperation Console
To enable the process manager to control the enacted process, we developed the Coopera-
tion Console which facilitates the monitoring of its real-time status.
Since the process may span between several departments belonging to the same or
different companies, a process manager has to identify himself by his name and password
to enter the tool. This information is required for protecting sensitive information to be
accessed from inappropriate persons or companies.
Then, the process manager is provided with a visualization of the cooperative design
process using the C3 (Cooperation-Coordination-Communication) modelling formalism
that has been developed by partners from the Industrial Engineering and Ergonomics
Department at the RWTH Aachen University [Foltz et al., 2000]. C3 is a variant of UML
interaction diagrams for the description, promotion and visualization of cooperative work
processes along with the participating tools in each step. C3 models can be adequately
described using our cooperation metamodel(cf. Section 4.3.2). Thus, the displayed
C3 model of cooperation is nothing more than the corresponding part of the extended
environment model that has been loaded from the PDW. By right-clicking a task graphical
element, the process manager can view extended information concerning the task that is
stored as attributes in the extended environment model, like duration, goal, constraints
and preconditions.
Figure 7.7 on the next page shows a snapshot of the Cooperation Console. The form
at the background shows a loaded C3 model (more detailed description and example is
given in the next chapter). The C3 diagram can visually adapt to the status of the overall
process with the use of special colour codes for its graphical elements:
• elements that have already been enacted are drawn black;
• elements that have not yet been enacted are drawn gray;
172 7 The Reengineered PRIME Framework
Figure 7.7: The Cooperation Console
• elements corresponding to the currently enacted tasks are coloured red.
In the course of the process, the Cooperation Console is able to show more detailed
information to the process manager concerning the fine-grained process steps during a
task. More specifically, the process manager can right-click a task graphical element that
is either active or has been active in the past, and select a menu item that pops-up the
form at the foreground of Figure 7.7. This form, then, displays the complete history of
the involved human actor’s steps, organized chronologically according to its contextual
decomposition.
7.5 The Performance Domain
The performance domain comprises the technical workplaces that the design process
is enacted. At each technical workplace reside the process-integrated operational tools
or reuse interfaces. The exchange of messages between a tool belonging to either of
the two categories and the enactment domain is accomplished by the Workplace Agent.
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Figure 7.8: The Workplace Agent
The common architectural principles that have to be followed for the wrapping of a
process-integrated tool are gathered by the generic wrapper architecture specification.
7.5.1 The Workplace Agent
In the prototypical PRIME architecture, the Communication Manager was a tool aimed at
establishing the communication of each tool with the enactment domain and mediating the
exchanged messages [Weidenhaupt, 2001]. In the reengineered architecture, it has been
renamed to Workplace Agent in order to stress the existence of several such tools working
in parallel at different workplaces. Additionally, the Workplace Agent is responsible
for maintaining user information and exchanging messages with the enactment domain
concerning the enactment of tasks.
The set of tool-specific responsibilities of the Workplace Agent that adapt the existing
responsibilities of the Communication Manager to the new process integration framework
are:
• it provides to the human actor a list of the tools that he can directly launch;
• it maintains a table of all the currently active tools, which is used for the correct
delivery of a message from the process engine to the appropriate tool;
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• it dispatches tool requests (e.g., guidance requests) to the process engine;
• conversely, it dispatches process engine requests (e.g., request to execute an exe-
cutable context or activate a menu element) to the appropriate tool.
The set of introduced user-specific tasks of the Workplace Agent are:
• The human actor is able to “register” his workplace in the PRIME environment
by entering his name, password, assigned role and company. This information is
validated against the information in the extended environment model.
• It can show to the human actor descriptions of the tasks that he is delegated, and
provide him with means to notify the enactment domain of its start and finish. If
a task has a corresponding starting context, then it is automatically enacted in the
appropriate tool.
Figure 7.8 on the previous page shows a snapshot of the Workplace Agent’s user
interface. At the left part of the interface can be seen the name and role of the currently
logged-in human actor. Underneath, start and finish buttons are provided for the task
whose information is provided at the right part of the interface. Except for the task name
and description, the input and output information items of the task are described (for the
shown case no input information exists), as well as the engaged tool. The “run” button at
the right of the selected engaged tool (the Flowsheet Editor for the specific case) can be
used to launch it.
7.5.2 The Generic Tool Wrapper Architecture
The original process integration mechanism of PRIME has been based on a generic archi-
tecture for the wrapping of existing tools to the maximum possible extent (cf. Section 3.2).
In order to facilitate the flexible process integration of a diverse set of tools according to
the process integration mechanism introduced in Chapter 5, the original wrapper archi-
tecture has been defined anew. Before describing the wrapper architecture in detail, we
summarize the major requirements behind it:
• Technology encapsulation. The candidate process-integrated tools might employ
different, incompatible standards and technologies for data formats or communi-
cation protocols. Thus, the wrapper architecture should hide the technological
idiosyncracies of each tool from the process engine. Specifically, each wrapper
should rely on the IToolControl and IToolNotify interfaces for communicating
with the process engine. Moreover, these interfaces should be implemented using a
cross-platform technology that is able to mediate messages from the process engine
to the tool and vice versa.
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Figure 7.9: The generic tool wrapper architecture
• Reusability. The degree of process integration that can be achieved for a tool
depends on its exposed APIs. The wrappers of fully process-integrable tools
require extended interaction patterns (e.g., for introducing new command elements),
and thus have a more complex architecture, in comparison with the wrappers for
loose process integration. In order to reduce the expenditure of each tool wrapper
construction, the generic architecture should define reusable, easily adaptable
components that can be shared by wrappers of both loosely and fully process-
integrated tools. This way, generic wrapper templates can be realized that can be
easily adapted to the assessed capabilities of each tool, keeping the cost and time to
develop a new wrapper low.
• Evolvability. Most actively-developed tools (i.e., ones that have not entered the
legacy state) continually evolve. As an impact of market demands, customer
feedback and technological innovation, their vendors continually resolve bugs,
enrich or alter their functionality, change their data formats and update their APIs.
The wrapper of such a tool should be able to keep up with the tool evolution
in order to support its new features, when demanded. Another possible source
for evolvability in the older process integration mechanism were process-related
changes (e.g., modelling of new contexts).
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As shown in Figure 7.9 on the preceding page, the new tool wrapper architecture is based
on the tool wrapper component that includes a set of reusable subcomponents. The shown
subcomponents apply to the case of full process integration. For the case of looser process
integration, a subset of them can be realized. The tool wrapper communicates with both the
process engine and the wrapped tool through well-defined interfaces. The communication
with the process engine is managed by the IToolControl and IToolNotify interfaces
using a PRIME specific technology (see implementation issues at the end of the chapter).
On the other hand, the communication with the concrete tool is realized through interfaces
corresponding to the six or less APIs that the tool exposes, using a tool-specific protocol.
It follows a description of the main tool wrapper’s subcomponents.
State Manager Similarly to the process engine, the tool wrapper contains a state man-
ager that is responsible for the maintenance of the wrapper’s internal state in accordance
with the interaction protocol of Section 5.2.4. Functions of the required IToolNotify
interface are used for the sending of tool-triggered requests to the process engine, like the
feedback information concerning executed actions or interactions with the user interface
(e.g., product activations and command element selections). Conversely, requests from
the process engine (e.g., for the invocation of tool actions or the adaptation of the tool
user interface) are received through the functions of the IToolControl interface.
Data Converter Every process-integrated tool maintains an internal object, whose
structure is represented in the PDW using our neutral data format. Each time that the
process engine wants to invoke a tool service, its input parameters (if any) are described as
instances of the neutral representation of the object parts that correspond to the parameter
types. In order for the tool to comprehend the parameter value, it has to convert the neutral
data format to a tool-specific one. The opposite conversion is required when a tool sends
back product information as part of feedback information (e.g., result of a triggered action
or a product with changed state embedded in a situation instance). In both of the cases,
the data converter is responsible for the conversion operation from one format to the
other. Its functionality is triggered by the last two components of the tool wrapper that are
described below.
Action Adapter The action adapter is responsible for the mapping of actions in the
tool model to service invocations provided by the wrapped tool and vice versa. More
precisely, the action adapter uses a tool-specific protocol to communicate with the tool
for dispatching service invocations and receiving feedback information (A1 and A2 APIs
respectively). The communication with the state manager is based on the reference to
static mappings between tool actions and tool-specific services stored in the wrapper. On
request of a service invocation, the tool service corresponding to the received action is
looked up and invoked. Conversely, on receipt of feedback information, the corresponding
tool action is found and forwarded to the process engine with appropriate parameters. In
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both cases, when the conversion from the neutral data format to the tool-specific one or
vice versa is demanded, it is delegated to the data converter.
GUI Adapter The GUI adapter uses the appropriate APIs provided by the wrapped
tool in order to send or receive messages concerning changes in its user interface. Such
changes can be the introduction of new command elements (A3), the highlighting of a
product part (A4), the adaptation of existing command elements (A5), or the receival of
notifications about user selection of products or command elements (A6). For each newly-
introduced command element (A3), the GUI adapter holds a reference to the identifier of
the context that it corresponds to. Thus, on receival of a command element selection from
the tool (A6), the GUI adapter is able to deduce the corresponding context and request
its enactment from the process engine. As for the product information, the GUI adapter
does not need to maintain situation information itself. Whenever it receives an A6 call
corresponding to the user selection of a product part, its content is converted to the neutral
data format by the data converter, and the new state of the specific product instance is,
then, sent to the process engine. The process engine, then, is responsible to investigate
possible situation matchings.
To summarize, the generic tool wrapper architecture described above easily facilitates
the process integration of external tools according to their assessed capabilities (i.e.,
provided APIs). Concerning the initially posed requirements, technology encapsulation is
preserved by the action adapter, data converter and GUI adapter components that hide
details concerning the tool’s data format and communication protocol.
Further, reusability and evolvability are guaranteed by the modularity of the overall
architecture, as well as by the fact that the minimal static information related to the tool
has to be maintained by the wrapper (in comparison with the old wrapper architecture
that was maintaining contextual information). Further, each of the tool wrapper’s sub-
components are generic enough in order to be easily adapted for either fully or loosely
process-integrated tools, with minimal modifications. In the following, we distinguish the
reusability and evolvability degree of each subcomponent:
• The state manager can be reused by either fully or loosely process-integrated tools.
If the tool is fully process-integrated, then all the functions of its two exposed
interfaces are exploited. If not, then the appropriate subset of them remains with
empty implementation. The empty functions can be later reused in the case that the
capabilities of the considered tool evolve to those of a fully process-integrable one.
• The data converter can be reused by all process-integrated tools that maintain
an internal object (the most usual case). It requires the description of product
hierarchies and aggregations, as well as their attributes using our neutral data model.
Then, appropriate mappings must be built for the conversion between tool-specific
and neutral formats. In the case that the tool data format changes, then appropriate
changes have also to be made to this component.
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• The action adapter is required by both fully and loosely process-integrated tools.
In the case that the functionality of a tool evolves and additional actions in the
environment model appear, then only the static references to the corresponding tool
service invocations have to be added.
• The GUI adapter is demanded only by wrappers of fully process-integrated tools.
This component does not maintain some kind of static data concerning the state of
the tool GUI, but it is received dynamically when needed. Thus, the evolvability
requirement is easily guaranteed.
7.5.3 The Decision Editor
The prototypical PRIME framework included a Decision Editor for documenting the
human actor’s design rationale while making a selection among a choice context’s alterna-
tives. Its use has already been illustrated on two example scenarios from the IMPROVE
project in Section 3.5.
The Decision Editor employs the IBIS based decision model that we presented in
Section 6.2.3. As a consequence, in order to provide tool support for the annotation of
media sources, we embedded the existing Decision Editor in the new PRIME framework.
In the next chapter, we introduce the domain-specific tool for the exploration of media
sources and show how it closely interweaves with the Decision Editor.
7.5.4 The Method Advisor
The Method Advisor represents the client-side component of the process trace retriever.
Its main task is the request of method advice and the visualization of the retrieved process
traces.
Even though the Method Advisor constitutes a logically separated tool, it is physically
integrated in the Workplace Agent. Specifically, the Workplace Agent continually displays
to the human actor information concerning the last executed context, as well as the actual
situation and its embedded products. Moreover, the human actor can input the preferred
similarity and scoping factors for the invocation of the FIST algorithm. By the time that
the actor hits the method advice button, a request is sent to the enactment domain for the
execution of the FIST algorithm, based on the above information and parameter values.
Then, the returned process traces (if any) are visualized in the Method Advisor using
either a Petri net based or a tree-like structure.
The Petri net based visualization, shown in Figure 7.10 on the next page, depicts a
sequential, flat view of the trace chunks consisting of the addressed situations and the
contexts executed at each situation. This view has the advantage that the human actor has
a good overview of the history of events in the past, and can directly identify situations
relevant to his intended actions in the future. The tree-like view, on the other hand, ignores
situations and shows only context-specific information (Figure 7.11 on page 180). The
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Figure 7.10: Petri net based visualization of trace chunks in the Method Advisor
shown contexts are hierarchically organized according to their types and decomposition.
For example, a plan context consisting of other contexts is shown as an intermediate tree
node that can expand or collapse to show or reveal its children, respectively. Thus the
human actor can identify the followed method fragments and their dependencies, as well
as examine selection loops when choice contexts are active.
Whenever the human actor feels like to, he is able to change from one type of visual-
ization to the other. In both of the visualizations, the displayed trace chunks are sorted
according to their relevance factor calculated at the final step of the FIST algorithm,
and annotated with values of their timestamp, similarity, frequency and relevance factor.
Moreover, the displayed situations that are similar to the current one are highlighted, and
their exact similarity to the current situation can be shown by clicking on them.
7.6 Implementation Issues
The generic components and tools of the PRIME framework architecture illustrated in
Figure 7.1 on page 159 have been realized using the Java programming language. Java
was chosen because it is based on modern, state of the art standards and technologies
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Figure 7.11: Tree-like visualization of trace chunks in the Method Advisor
facilitating distribution (i.e., through Enterprise JavaBean (EJB) or Java Message Service
(JMS) [Sun Microsystems, 2007a,b]) and access to heterogeneous data sources (through
XML data representations and XSLT transformations [Sun Microsystems, 2007e]). Both
of the above features are heavily used by the architecture of the PRIME framework.
Another compelling benefit of Java is the portability of its code. As a consequence,
PRIME can run on any hardware platforms that Java supports, like Win32, Linux and
Unix, with minimal changes in its configuration files.
Figure 7.12 on the facing page sketches the structure of the PRIME framework where
each component is annotated with the concrete Java-based technology used for its realiza-
tion. The overall framework is implemented as a three-tier architecture. Each of the three
tiers (layers) encapsulates independent modules that correspond to each of the process
support domains depicted in Figure 7.1 on page 159:
• The data tier corresponds to the modelling domain and contains the PDW.
• The logic tier corresponds to the enactment domain. It comprises the functional
components of PRIME for the support of the enacted process (process engine
and trace analyser). Moreover, it contains the subsystems for accessing data and
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exchanging data with humans (repository interface and messaging subsystem).
• The presentation tier provides the user interfaces for interacting with PRIME (i.e.,
Cooperation Console and Workplace Agent), as well as process-integrated tools.
The PDW ontological data model builds on the Karlsruhe Ontology (KAON) tool
suite [Gabel et al., 2004; Oberle et al., 2004]. Contrary to the more widespread Ontology
Web Language (OWL) [Bechhofer et al., 2007], KAON provides efficient mechanisms
for the storage in other sources, like relational databases. Moreover, it supports direct
semantic queries on the repository at the cost of losing some of the expressiveness
of OWL. A specialized Java library (the PDW Lib) provides EJB based API that can
be used by external clients that need to access the PDW. Further, it uses the Apache
Slide document management system for the storage, versioning and management of the
product content manipulated by process-integrated tools [Apache Software Foundation,
2007]. Slide provides full WebDAV support that can be integrated in the file system that
process-integrated tools use for the storage of their products.
The components at the logic trier are encapsulated in a JBoss 4 application server that
implements the EJB 3.0 specification [Red Hat Middleware, 2007]. Thus, specialized
EJBs are used for the implementation of the messaging subsystem’s subcomponents that
coordinate the communication with the tools at the presentation layer, based on agreed-
upon protocols. Whenever the component has to hold the state across multiple method
invocations from the same client, stateful Session Beans (sfSB) are used (e.g., the Tool
sfSB used for communicating with process-integrated tools). In the opposite case, state-
less Session Beans (slSB) are employed (e.g., the process trace slSB built upon the trace
analyser). Both of the types of session beans implement communication in a synchronous
manner. If a component should not wait for the other side to respond (loosely-coupled
communication), Message-Driven Beans (MDB) take the responsibility for the guaranteed
delivery of asynchronous messages using JMS. When an asynchronous message needs
to be sent to multiple clients, a JMS topic mechanism is used (e.g., messages from User
MDBs to Workplace Agents). Otherwise, JMS queues are employed (e.g., messages from
the Coordination MDB to the Cooperation Console, and from Workplace Agents to User
MDBs). The role of the described beans show a clear relevance to the more conceptual in-
terfaces shown in Figure 7.6 on page 170. For the case of the IProductTraceExplorer
interface, no generic tool (reuse interface) exists for connecting to it, and a domain-specific
one should be built. Thus, exceptionally, we used CORBA for the implementation of
the related communication protocol [Object Management Group, 2007]. The CORBA
specification is supported by the majority of the programming languages and platforms
and, thus, does not pose any noteworthy implementation restrictions.
Products inside the logic layer of PRIME are modelled as XML streams that follow a
well-defined format. More specifically, product models are represented using a generic
DTD schema that corresponds to our neutral data format. Product instances, in turn, are
modelled using their models as a basis, filled with values. The use of XML brings two
7.7 Summary 183
major advantages in the context of the PRIME support. First, XSLT transformations can
be applied whenever the process engine needs to match two tokens (products) at mapped
places (situations) during the enactment of a SLANG model. Thus, the guidelines for
product transformations are not hardcoded at the code level. Instead, they are expressed
using XSLT stylesheets stored with the method definitions. Second, products are trans-
ferred as XML streams between the logic and presentation tiers. As a consequence, the
communication protocols need no explicit object-oriented representation of the transferred
product’s content. Then, at the wrapper of a process-integrated tool, the data converter
can simply employ reliable XML parsing APIs provided by Java (e.g., DOM or SAX) in
order to parse the product content.
At the presentation tier, tools import appropriate libraries for the communication with
the logic tier components (coordination, user, tool, and reuse libraries). A major challenge
at this layer has been the selection of an appropriate technology for the communication
of the Workplace Agent with heterogeneous process-integrated tools. An evaluation of
widespread engineering tools offered in the market revealed that most of them employ
COM/OLE technologies [Microsoft Corporation, 1995] for their external manipulation,
and a smaller subset of them, employs CORBA. Nevertheless, since COM/OLE is specific
to the Win32 platforms and programming languages, we have chosen the more language-
independent and cross-platform CORBA technology. Thus, we defined a CORBA IDL
description of interfaces corresponding to the ones of the new interaction protocol. Based
on this specification, wrappers can be built in any programming language supporting
CORBA (e.g., the C++ wrapper of the Flowsheet Editor).
7.7 Summary
In this chapter, we described the major components and tools comprising the reengineered
PRIME framework that is based on the three solution ideas described in Chapters 4–6.
The modelling domain of the overall architecture contains the ontology-based PDW
that implements suitable schemata for the storage of extended environment models and
recorded traces. The enactment domain prominently consists of the process engine and
the trace analyser for the provision of fine-grained method guidance and experience reuse,
respectively. Process execution takes place at the performance domain that comprises the
technical workplaces. Tools at the technical workplace are process-integrated according
to the new generic tool architecture that encompasses loose process integration.
Furthermore, we also sketched the implementation of the PRIME framework that can
be easily adapted for the creation of PRIME based environments that support different
design processes and tools. The PRIME framework employs Java technologies for
the communication between components, XML based representation of products and
CORBA wrapper templates for the integration of heterogeneous tools. On the whole, the
implementation of the generic parts of the PRIME framework comprises about 40.000
lines of code.

8 The Reengineered
PRIME-IMPROVE Environment
Example is not the main thing
in influencing others. It is the
only thing.
(Albert Schweitzer)
T reengineered PRIME approach described in the previous chapter has been employedfor the realization of the reengineered PRIME-IMPROVE environment that validates
our three solution ideas on the IMPROVE case study. The evaluation of the environment
was performed informally by our scientific partners from chemical and plastics engineering
institutes.
The structure of the chapter is as follows. First, we give an overview of the IMPROVE
case study. Then, we present the reengineered PRIME-IMPROVE environment. More
specifically, we describe the set of new operational tools and reuse interfaces that have
been process-integrated, along with the existing Flowsheet Editor that has been rewrapped.
The overall environment is, subsequently, illustrated on an application example. Finally,
we conclude with some critical remarks.
8.1 Overview of the IMPROVE Case Study
The IMPROVE case study deals with the conceptual design and polymer compounding
stages for the production of Polyamide6 from Caprolactam [Eggersmann et al., 2002].
Delving into the design process, it involves a broad range of small and large enter-
prises with different expertise and techniques ranging from conceptual modelling to
high-performance simulation and virtual reality. Thus, even though the domain may
be unfamiliar to many computer scientists, it provides a rich experimental field for the
management of heterogeneous, cross-organizational processes with a strong need for rich
media and process integration.
Figure 8.1 on the next page gives a simplified overview of the IMPROVE case study
using the C3 notation [Schneider and Westfechtel, 2007]. It shows the design workflow,
engaged roles and domain-specific process-integrated tools supporting some of the tasks.
Generally speaking, the addressed design process consists of three basic subprocesses:
reaction, separation and compounding. The overall process design including the three
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Figure 8.1: Overview of the Polyamide6 design process
subprocesses are carried out by the manager, reaction expert, separation expert and
compounding expert roles respectively, belonging to the same chemical engineering
company. The compounding subprocess cannot be handled by the chemical engineering
company alone. Rather a cooperating extruder manufacturer has to assist in its design.
To this end, a 3D simulation expert belonging to the extruder manufacturer analyses the
results of the one-dimensional simulation, and exploits his expertise to develop a suitable
three-dimensional simulation model.
During the first phase of the IMPROVE project, the prototypical PRIME-IMPROVE
environment was developed that centered around the fully process-integrated Flowsheet
Editor. The Flowsheet Editor served as the main communication medium among experts
and provides fine-grained method guidance during their tasks. More specifically, it was
initially employed by the manager in order to design the preliminary flowsheet diagram
with the reaction, separation and compounding subprocesses. Then, almost concurrently,
the reaction, separation and compounding experts refined the respective subprocesses
according to a number of possible alternatives for realizing each of them.
The reengineering of PRIME-IMPROVE has taken place during the last two phases of
the IMPROVE project. The main goal of its application has been the cross-organizational
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support of the design process, with emphasis on the plastics engineering domain. Thus,
concerning the existing Flowsheet Editor, it remains a central tool of the architecture.
Yet, extensions have been brought in order to better support the refinement of the ex-
truder configuration by the compounding expert. Moreover, other domain-specific tools
(commercial or home-made) facilitating the work of the 1D simulation expert have been
process-integrated in the environment. Last, support for the annotation of rich media traces
has been brought to the work of the 3D simulation expert. All these newly-introduced
tools are depicted in Figure 8.1 on the facing page using dark-coloured C3 tool elements.
In the sequel, we present the domain-specific tools of the reengineered PRIME-
IMPROVE environment and illustrate their use on an application example.
8.2 Tools of the PRIME-IMPROVE Environment
Except for the generic tools of the PRIME framework (Cooperation Console, Workplace
Agent, Decision Editor and Method Advisor), the new PRIME-IMPROVE environment
integrates a variety of domain-specific tools acting as either operational tools for design
(Flowsheet Editor) and simulation (MOREX), or reuse interfaces for rich media and
recorded products (TRAMP and FZExplorer). Functionality and user interface of these
tools are described below in turn.
8.2.1 Operational Tools
In this section, we describe the extensions to the fully process-integrated Flowsheet Editor
and the loose process integration of the MOREX simulation tool.
Flowsheet Editor
According to the IMPROVE case study, flowsheets are refined across various abstraction
levels following four rough steps. Initially, the Polyamide6 design process is enriched
with additional material streams (enrichment step). An enriched process can, then, be
further decomposed into the three subprocesses of reaction, separation and compounding
connected with additional streams (decomposition step). Next, each of the three sub-
processes can be specialized using a group of unit operations and their interconnections
(specialization step). Finally, the realization step represents the flowsheet at the equipment
level where several apparatuses realize the unit operations of the basic flowsheet structure.
As we already mentioned, our main goal with the reengineered PRIME-IMPROVE
environment has been the integration of the two disjoint domains of chemical and plastics
engineering. The impact of the compounding refinement on the plastics engineering
domain is exemplified with the interplay between the 1D and 3D simulation experts on the
initial configuration of the compounding subprocess proposed by the compounding expert.
The 1D simulation expert performs an one-dimensional simulation on the initial extruder
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Figure 8.2: Extension of the flowsheet refinement hierarchy with the intermediate ab-
straction level of functional zones
configuration and, based on the simulation results, changes the extruder configuration
accordingly. Then, the modified extruder configuration is propagated to the 3D simulation
expert who evaluates the configuration through a three-dimensional simulation.
In order to seamlessly integrate the steps followed between the two simulation experts,
we integrated the intermediate abstraction of functional zones into the flowsheet refinement
structure. As shown in Figure 8.2, functional zones are used for the specialization of
the compounding subprocess. On the one hand, the manager is able to already design
the preliminary version of the compounding subprocess and annotate it with information
about process boundary conditions such as mass flow and estimated viscosity. On the
other hand, the compounding expert obtains process and material parameters from other
experts using the central flowsheet document. These parameters help him to conceptually
configure the compounding subprocess.
Thus, the steps for the design of functional zones in existing flowsheets have been
considered for extending the process-integrated Flowsheet Editor. More specifically, the
Flowsheet Editor has been rewrapped according to the reengineered generic wrapper archi-
tecture in a way that most of its existing wrapping code providing extended functionality
is reused. For data integration, the existing flowsheet data model has been represented
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using our neutral data format (a cut-out is described in the example of Section 5.2.2),
and extended with concepts for modelling functional zones. The central part of Fig-
ure 8.3 on the preceding page shows the corresponding FunctionalZone element and
its specialization into the possible functional zone types. Similarly to the Extruder and
ScrewElement classes, the FunctionalZone class specializes the ProcessEquipment
element. A functional zone is modelled as a subproduct of the extruder that it specializes,
and holds a number of attributes (e.g., position, material number and model identifiers)
that are not shown in Figure 8.3 on the previous page. Last, a functional zone is related to
the screw elements used for its realization with a subproduct relation.
The realized wrapper retains to a large extent the existing full process-integrated
behaviour of the Flowsheet Editor, and enriches it with additional functionality aiming at
its integration in plastics engineering activities. The original Flowsheet Editor has been
based on Visio 2000. The new Flowsheet Editor has been migrated to the more current
Visio 2003 that offers increased stability and some additional capabilities (e.g., menu
items that do not have to do with the actual situation are really shown as disabled). As we
see later in the application example, method fragments have been defined for the design
of functional zones inside the Flowsheet Editor, as well as the exchange of information
with simulation tools.
MOREX
MOREX is a simulation tool for the one-dimensional analysis of compounding sub-
processes in twin screw extruders. It has been developed by the Institute of Plastics
Processing at the RWTH Aachen University [Schlüter and Haberstroh, 2002; Schlüter,
2003] and is commercially offered to the market by aiXtrusion GmbH [aiXtrusion, 2007].
More precisely, MOREX implements an extended one-dimensional model based on
physical and mathematical models for the investigation of the polymer behaviour in the
extruder’s flow channel. To this end, material, process and geometry parameters are
calculated. Additionally, for every functional zone of the extruder that is decomposed of
screw elements an energy and mass balance is formulated. Figure 8.4 on the facing page
shows the functional zones decomposition and the graphical result of the simulation in
the MOREX user interface.
Concerning the provision of the required process integration APIs, MOREX represents
a typical case for most of the commercially-available tools. It only exports COM APIs for
the external invocation of tool services, and the return of feedback information concerning
their enactment (APIs A1 and A2, respectively). There exist no ways to externally adapt
the user interface of MOREX, for example to add new command menu items or adapt
the existing command elements to the possible alternatives of a choice context. As a
consequence, MOREX has been loosely process-integrated.
To achieve the loose process integration of MOREX we first created a neutral product
model for the representation of its internal object. Then, we defined the services working
on parts of the product model using concepts of the tool metamodel. Finally, the resulting
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Figure 8.4: The MOREX simulation tool
tool model was integrated with NATURE method definitions. Since it is not possible
to externally manipulate the user interface of MOREX, only executable contexts corre-
sponding to its services have been related to its corresponding tool category. Yet, these
executable contexts can be invoked during the enactment of plan contexts launched via
the command elements of other fully process-integrated tools.
After the conceptual representation of MOREX, it followed the realization of its wrapper
according to the generic tool architecture. Since MOREX had to be loosely process-
integrated, the structure of the tool wrapper component has been adapted accordingly.
A mapping between the internal product description of MOREX and its neutral product
description in PRIME was implemented in the data converter. MOREX maintains XML
product information internally. Thus, the mapping was easily realized using an XSLT
transformation. Similarly, the action adapter was specialized in order to map tool action
invocations initiated by the process engine to the services provided by MOREX. The
GUI adapter was not implemented at all and the body of the IToolControl functions
that are relevant to it has been left blank. The overall wrapper has been implemented
as an external Java extension that uses the com4j library to invoke the COM services of
MOREX and subscribe to its events [Kawaguchi, 2007].
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8.2.2 Reuse Interfaces
In order to validate the product and media trace reuse cases described in Section 6.2,
we have implemented two domain-specific tools acting as interfaces for the respective
reuse cases. Both of these tools are home-made and created with the intention to be later
loosely-process integrated in the PRIME-IMPROVE environment. Thus, the steps for
their process integration are similar to the ones followed for MOREX.
FZExplorer
The user of MOREX can benefit from the reuse of experience-based knowledge behind
successful realizations of functional zones in extruder devices from the past. Being
unable to integrate such reuse support inside MOREX, the domain-specific FZExplorer
(Functional Zone Explorer) reuse tool has been realized to help the engineer selectively
reuse mappings between the (shared) functional zones flowsheet and the (discipline-
specific) screw configurations associated with one or more adjacent functional zones.
Whenever a user of MOREX needs advice for the configuration of a new functional
zone, he can launch FZExplorer providing the criteria for his reuse (e.g., desired type of
functional zone) as startup parameters. Then, FZExplorer retrieves the matching functional
zones from the product trace explorer in the enactment domain. More specifically, it
forwards the given parameters to suitable functions of the IProductTraceExplorer
interface that perform the appropriate query on the functional zone configurations stored
in the PDW.
The retrieved results (if any) are graphically visualized in the user interface of the
FZExplorer, shown in Figure 8.5 on the next page. A textual description of the retrieved
results is shown in a combo-box control at the upper part of the interface. For each
functional zone that is selected, a more detailed description of its properties, as well as a
graphical representation of the screw elements it consists of, are shown in the middle and
lower parts of the interface, respectively.
TRAMP
Complementary to the one-dimensional simulation inside MOREX, a more detailed anal-
ysis of flow effects in specific functional zones needs to be done with three-dimensional
Computational Fluid Dynamics (CFD) methods based on Finite Element Analysis (FEA).
The 3D simulation expert realizes these steps by creating and evaluating complex model of
the process with the help of specialized domain-specific tools (e.g., BEMFlow [Haberstroh
et al., 2007]). Based on the results of the simulation, the 3D simulation expert might take
appropriate actions to improve the product quality.
The rich media (mostly videos) of the flow through an extruder are a side effect of
running a three-dimensional simulation. Such media sources are extremely important,
as only their real-time visualization enables both the novice and experienced experts to
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Figure 8.5: The FZExplorer reuse interface
evaluate a proposed design alternative and judge its appropriateness with respect to the
actual goals and obstacles relevant to the next stage in the design. However, our setting
usually requires many simulations before a satisfactory solution can be found. Comparing
all the media with respect to multiple goals can take a long time even for a single design
step. The problem (but also the opportunities for good solutions and avoided waste of
time) grows when the reuse of similar situations is enabled, so even more videos must be
viewed and compared.
Drawing on the analogy of the well-known phenomenon of “zapping” rapidly across
television channels to find interesting ones, we developed a tool which allows semantic
zapping among multimedia products according to goals and domain ontologies. This
tool is called TRAMP (Tool for Representation and Annotation of Multimedia content in
Plastics engineering) and has been prototypically implemented for the visualization of
three-dimensional simulation traces in the IMPROVE project.
TRAMP uses a standardized XML based structure for the organization of simulation
results. More specifically, it organizes rich media traces and annotates them with infor-
mation according to the evolving MPEG-7 multimedia metadata standard [Manjunath
et al., 2002]. The annotations are based on goal hierarchies and domain models using
the relevant parts of the reference model for the reuse of media sources, described in
Section 6.2.3. More specifically, for the case study of the IMPROVE project, we have
distinguished the following goal hierarchies (tertiary effects) and domain (material and
machine) models:
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Figure 8.6: Semantic zapping across media scenarios in TRAMP
• Goal: mixing (general), mixing (quality), mixing (compatibility), mixing (viscos-
ity ratio), mixing (elongation viscosity), mixing (shear viscosity), mixing (flow
number), reactive extrusion, degassing, simple flow effects, melting, feeding.
• Material: thermoplastics, polymer-polymer blend, polymer-non-polymer blend,
rubber.
• Machine: single screw extruder, twin screw extruder (co-rotating), twin screw
extruder (counter-rotating), multi screw extruder, buss co-kneader, internal mixer,
static mixer.
Fig. 8.6 shows a snapshot of TRAMP. The three columns of buttons on the right were
generated from the domain models. The left column contains a list of relevant goals
(tertiary effects) to be achieved, whereas the other columns refer to the domain categories
of materials and machine types. By selecting a combination of buttons, the thumbnail
gallery gets filled with visualizations of one- and three-dimensional simulation results
relevant to the indicated combination of goals, materials and machine types. By dragging
one of these thumbnails into the center, the corresponding multimedia object gets enlarged
and (if a video) played, thus enabling human judgment. When changing the center object,
the context also shifts, so new similar objects can appear in the thumbnail gallery, old
ones can vanish and slowly the context of goal, materials and device metadata can shift as
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well. Last, media traces that the user finds particularly interesting can be dragged into his
personal collection area at the bottom left part of the tool.
8.3 Application Example
To demonstrate the reengineered PRIME-IMPROVE environment, a concise application
example was worked out that depicts a cut-out of the IMPROVE Polyamide6 design
process. In the rest of this section, we give an overview of the application example and
describe the support to its steps in turn.
8.3.1 Overview
Figure 8.7 on the next page summarizes the steps of the application example using the
C3 notation. Specifically, it depicts the engineering roles participating, the fine-grained
steps that they follow, the order of the steps using control flows, as well as the process-
integrated tools supporting the steps. The four engaged roles imply that the application
example spans four technical workplaces belonging to different companies. The actors
playing the roles of manager, compounding expert and 1D simulation expert reside at the
chemical engineering company, whereas the 3D simulation site belongs to the extruder
manufacturer. Whenever products maintained by process-integrated tools have to be
transferred from one workplace to the other, appropriate product flows are shown.
We have to emphasize that we are not aiming to consider the whole design process
sketched in Figure 8.1 on page 186. Instead, we cover selected parts of it that have to do
with the design and simulation of the compounding subprocess that the thesis ideas have
been validated in practice. For the shake of completeness, when needed, we explicitly
refer to other parts of the design process that the currently explained step depends on
(e.g., when a worked upon product was produced at an earlier stage not covered by the
application example). The illustrated steps belong to some of the design tasks shown in
Figure 8.1 on page 186. More specifically:
• Step 1 (“Refine Extruder”) describes the actions followed by the compounding
expert for the refinement of an extruder during the task “Determine Compounding
Parameters”.
• Step 2 (“Export Functional Zones”) corresponds to the export of simulation in-
formation to MOREX followed by the 1D simulation expert during the task “1D
Simulation Compounding with Degassing”. The next three steps also belong to the
same task.
• Step 3 (“Request Method Advice”) corresponds to the actions for the request of
method advice while working with MOREX.
196 8 The Reengineered PRIME-IMPROVE Environment
Compounding Expert 1D Simulation Expert 3D Simulation Expert
Refine 
Extruder1
Export 
Functional 
Zones
2
Request 
Method 
Advice
3
Request 
Functional 
Zone Reuse
4
Import 
Functional 
Zones
5
Annotate 
Decision with 
Media Traces
6
Flowsh
eet 
Editor
Flow
she
et 
Edi
tor
MO
REX M
etho
d 
Adv
isor
FZE
xplo
rer
MO
REX Flo
ws
hee
t 
Edit
or
MO
REX
TRA
MP
Dec
isio
n 
Edi
tor
Flowsheet
Figure 8.7: Steps of the application example
• Step 4 (“Request Functional Zone Reuse”) corresponds to the request of product
reuse using the FZExplorer.
• Step 5 (“Import Functional Zones”) corresponds to the import of simulation results
from MOREX back to the Flowsheet Editor.
• Step 6 (“Annotate Decision with Media Traces”) describes the actions of the 3D
simulation expert for the annotation of his decisions with interesting media traces
during the task “3D Simulation Compounding”.
The above steps are supported by the domain-specific process-integrated tools that
we have already described in this chapter, except for step 3 that employs the generic
Method Advisor. We do not demonstrate the rest of the generic PRIME tools used.
For example, the manager (not included in the example) is able to observe traces of
the whole cooperative process, both at a coarse- and a fine-grained level, using the
Cooperation Console. Actually, Figure 7.7 on page 172 displays the cooperation model of
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the application example in the Cooperation Console, as well as the process traces captured
during Step 1. Moreover, each participating expert uses the Workplace Agent for starting
his assigned tasks and launching process-integrated tools.
We suppose that local PRIME-IMPROVE installations reside at the sites of each of
the cooperating companies. Each of them contains modelling information and tools
corresponding to the tasks performed by the experts of the respective company. For
each PRIME-IMPROVE environment, the execution of concrete low-level tasks can be
requested by external management systems that coordinate the interorganizational flow
of work and documents among the experts. In the context of the IMPROVE project, the
latter challenge is addressed by the AHEAD management system that, in the last period
of the project, was extended towards interorganizational support using a delegation-based
approach [Heller et al., 2004, 2007].
8.3.2 Steps
In the following, we illustrate the use of parts of the PRIME-IMPROVE environment
on the application example’s steps. We suppose that four concrete actors play the roles
involved in the steps, and we refer to them using their (nick) names. More specifically:
• George plays the role of the compounding expert,
• Mary plays the role of the 1D simulation expert, and
• Myrto plays the role of the 3D simulation expert.
Step 1: Refine Extruder
The application example starts at the point when the reaction and separation subprocesses
have already been designed in parallel by the respective experts. Then, according to
the IMPROVE case study, the step for the refinement of the compounding subprocess
by the compounding expert (George) follows. The manager has already decided that
the compounding subprocess should be realized using a twin extruder. Thus, a pre-
liminary design of the extruder is already included in the central flowsheet document
that George loads through his process-integrated Flowsheet Editor (executable context
EC_FBW_LoadProject), and starts working on it.
Initially, George needs to go inside the various refinement levels of the flowsheet
diagram, up to the level of extruder decomposition. To this end, he requests three
subsequent invocations of the executable context EC_FBW_GoDownByDevice through
three subsequent selections of the menu item “Navigate into Refinement”.
Now, the Flowsheet Editor shows the initial configuration of the extruder that is
decomposed into three functional zones: “simple polymer flow”, “degassing of monomers”
and “addition of glass fibers”. Each functional zone type is recognized through a unique
colour assigned to it. All the possible functional zone types are grouped into a Visio
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Figure 8.8:Method guidance during the extruder refinement in the Flowsheet Editor
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Figure 8.9: Specification of extruder parameters in the Flowsheet Editor
stencil library attached to the right part of the Flowsheet Editor’s user interface (upper
part of Figure 8.8 on the preceding page). Looking at the extruder decomposition, George
realizes that an additional “degassing of air” functional zone should be added. Therefore,
he first selects the extruder group around the functional zones in order to activate the
situation AFDSheetAndRealizationActive. According to the method definitions, at
this situation the choice context CC_FBW_RefineExtruder can guide the addition of new
functional zones. George starts the enactment of the choice context through the menu item
“Refine Extruder” that has become enabled. Then, he drags the aforementioned functional
zone from the stencil library and drops it at the desired position inside the extruder group.
Moreover, he adds a new output stream for the degassed air and further connectors to
interconnect the inserted functional zone with the existing ones. When he is finished, he
stops the refinement operation through the menu item “Finish this Refinement Step”. The
final extruder configuration is shown at the lower part of Figure 8.8 on the facing page.
Furthermore, George needs to specify parameters relevant to the simulation of the
extruder. Since these parameters have to do with the extruder device itself, he first
goes one level out of its refinement by triggering the menu item corresponding to the
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executable context EC_FBW_GoUpByRefinement. Then, he highlights the extruder in
order to activate the situation OneFBWProcessElementSelected, and triggers the ap-
plicable executable context EC_FBW_EditElementData through its corresponding menu
item“Provide Element Data”. Through the opened dialog (Figure 8.9 on the previous
page), he sets the mass flow to 4.837 kg/h and the rotation speed to 300 1/min.
Step 2: Export Functional Zones
By the time that George finishes refining the extruder (i.e., the task “Determine Com-
pounding Parameters” is terminated), the 1D simulation expert (Mary) starts working on
the simulation of the extruder. Initially, Mary and George discuss all the necessary details
of the simulation using external asynchronous communication tools [Schüppen et al.,
2007]. Then, Mary is delegated the task “1D Simulation Compounding with Degassing”.
According to the cooperation model, this task consumes the flowsheet diagram that George
has been working on. The executable context EC_FBW_LoadGivenProject is related
to the delegated task through an association triggers_context. Thus, when Mary
activates the task through the Workplace Agent, this context is automatically enacted and
loads the flowsheet diagram in the Flowsheet Editor at her technical workplace.
Initially, Mary goes four times inside the refinement levels (triggering four times the
executable context EC_FBW_GoDownByDevice) of the flowsheet diagram and reaches the
level of the extruder refinement. At this level, Mary can see the four functional zones
added by George. These functional zones, as well as the extruder parameters should be
transferred to MOREX in order to start the simulation. To this end, Mary selects the
extruder group in order to activate the situation AFDSheetAndRealizationActive, and
shows her intention to transfer the extruder refinement by clicking the enabled menu
item “Export the Functional Zones”. With this action, a request is sent to the process
engine for the enactment of the plan context PC_FBW_ExportFunctionalZones. This
plan context reads the extruder configuration from the Flowsheet Editor and loads it in
MOREX (Figure 8.10 on the facing page).
Figure 8.11 on page 202 illustrates the SLANG model corresponding to interpretation
of the plan context PC_FBW_ExportFunctionalZones, using the notation employed by
the Plan Context Editor of the old PRIME framework [Weidenhaupt, 2001]. According
to this notation, plan contexts and choice contexts are modelled as SLANG subnets that
can recursively contain other subnets. Executable contexts are modelled as transitions
(depicted as rounded rectangles) and identified through their names. Unnamed transitions
are used at the beginning and the end of the plan context to model the distribution of
products to internal contexts and delivery of products from internal contexts, respectively.
Situations of contexts are modelled as places. Last, products are modelled as tokens that
can flow from one situation to the other (depicted as places).
The plan context PC_FBW_ExportFunctionalZones is activated when a Project
is open with an active Sheet, and a Refinement is selected. These products are sent
to the input situation of the executable context EC_FBW_GetFunctionalZonesData.
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Figure 8.10: Export of functional zones from the Flowsheet Editor to MOREX
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Figure 8.11: SLANG model of the plan context PC_FBW_ExportFunctionalZones
This context retrieves and outputs the products FunctionalZonesData, MassFlow and
Rotations that have to be transferred to MOREX, as well as retains the products
Sheet, Project and Refinement of the current situation. The three former prod-
ucts are forwarded to the executable context EC_MXP_ImportFunctionalZonesData
that creates a new project in MOREX and loads the received information. The three
latter products are output by the enacted plan context so that the situation remains un-
altered. A control token flowing from the output situation of the executable context
EC_MXP_ImportFunctionalZonesData to the output situation of the plan context, en-
sures that the overall enactment ends after the data has been loaded in MOREX.
Step 3: Request Method Advice
Mary has lately been assigned her current role and started working with MOREX. She
is still in the process of exploring the tool’s capabilities and experimenting with the
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Figure 8.12:Method Advice for the steps in MOREX
possible ways of adjusting the one-dimensional simulation. Thus, in the ideal case, a full
process integration of MOREX would provide her with all the necessary guidance for
proceeding in well-understood situations based on the enactment of method fragments.
Nevertheless, MOREX is loosely process-integrated. Even though other fully process-
integrated tools can interact with it (e.g., the Flowsheet Editor that has just exported the
extruder refinement to MOREX), MOREX is not able to methodically guide Mary.
Yet, in order to get a recommendation on how to proceed with the simulation in
MOREX, Mary decides to exploit PRIME method advice. First, she enters in the Work-
place Agent the desired values of the similarity and scoping factors for the execution of
the FIST algorithm. She decides to give a value of 80% to the similarity factor and select
a scoping factor of 6 in order to get back results that are close enough to her last steps.
Then, she presses the appropriate button that sends the request to the trace analyser.
Based on the process integration mechanism, PRIME retrieves the contextual history
and current situation SIT_MXPFunctionalZonesData of Mary’s session. This infor-
mation along with the two above factors are processed by the process trace retriever in
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Table 8.1: Properties of the four distinct groups of trace chunks returned by the Method
Advisor
Group Last Timestamp Similarity (%) Frequency Relevance Factor
1 15.09_07-07-2006 93 4 0,37
2 16.07_08-07-2006 100 3 0,3
3 16.16_09-07-2006 100 2 0,2
4 19.52_07-10-2006 100 1 0,1
order to apply the steps of the FIST algorithm and extract suitable trace chunks from
the PDW. Finally, ten trace chunk instances are returned that are categorized in four
distinct groups according to their evaluates relevance factors, and displayed sorted in the
Method Advisor’s user interface (Figure 8.12 on the preceding page). Table 8.1 shows
the properties of each group that are displayed at their headers in the Method Advisor.
We emphasize that, for reasons of private data protection, no information concerning the
identity of the human actors that have generated these traces is revealed.
Mary browses through each one of the groups in order to learn by observing their
underlying experience. The fourth group with the lowest frequency and relevance factor
is immediately ignored because the trace chunk ends with her current situation (i.e., the
expert immediately quits). The rest of the groups follow a somehow similar path with
small deviations. Specifically, all three of them represent a rough sequence of four steps,
each of them corresponding to various MOREX executable contexts. More specifically:
1. Change of process data:
• EC_MXP_FunctionalZoneInserted
• EC_MXP_FunctionalZoneDeleted
• EC_MXP_FunctionalZoneOrderChanged
• EC_MXP_ProcessDataEdited
2. Change of material data:
• EC_MXP_ActualMaterialChanged
• EC_MXP_RheologicalParametersChanged
• EC_MXP_MaterialDataEdited
3. Change of geometry data:
• EC_MXP_MachineChanged
• EC_MXP_GeometryDataEdited
4. Starting of the calculation:
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• EC_MXP_CalculationFinished
Based on the above steps, Mary gets an advice of how the simulation process in
MOREX should evolve, and starts enacting the steps manually.
Step 4: Request Functional Zone Reuse
While working with MOREX, the user has the opportunity to create functional zones
and enrich them with screw elements for the realization of the extruder’s geometry.
Empowered by the loose process integration of MOREX, on request of adding a new
functional zone, FZExplorer can be started and visualize functional zones from the past
corresponding to the desired type. Then, a selected functional zone in FZExplorer can be
sent back to MOREX and loaded in its current project.
In our specific case, Mary judges that a new “mixing and compounding” functional
zone should be added to the extruder refinement. The exact steps that Mary follows
in order to attain her goal under the control of PRIME can be summarized as follows
(Figure 8.13 on the following page):
1. The right part of the functional zones dialog of MOREX shows the available types
of functional zones that can be added to the extruder refinement. Thus, Mary selects
the “mixing and compounding” type.
2. Mary presses the already-existing MOREX button that shows her intention to add
the selected functional zone to the highlighted position of the existing extruder
refinement, shown at the left part of the dialog.
3. In Section 5.2.3, we claimed that traces of actions in loosely process-integrated tools
can be used as signals for the execution of other contexts. In this step, we exploit
this “workaround”. The button that Mary pressed in step 2 corresponds to the
MOREX action ACT_MXP_FunctionalZoneInserted. The MOREX wrapper,
subsequently to sending notification of that action to the process engine, forwards a
request for the enactment of the executable context EC_FZP_DataLoaded with the
currently selected functional zone type as parameter. The latter context, launches
FZExplorer, retrieves from the trace analyser the stored functional zones corre-
sponding to the request, and loads them in the user interface of FZExplorer.
4. Mary using the combo-box control at the upper part of the FZExplorer can observe
information concerning each of the returned functional zones.
5. Mary decides that the fourth displayed functional zone fulfills her needs. She,
then, presses the “Send” button at the bottom of the FZExplorer and sends it to
MOREX. Again, a workaround similar to that used for step 3 is used. This time,
the FZExplorer wrapper sends a notification of the EC_FZP_DataSent action as
normally. Additionally, a request for the invocation of the executable context
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Figure 8.13: Steps for the reuse of functional zones in MOREX with the help of FZEx-
plorer
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EC_MXP_SetActualFunctionalZone is sent, with the description of the selected
functional zone as parameter.
6. Finally, the selected functional zone, and the screw elements that it includes are
added to the actual extruder refinement, shown at the left part of the MOREX
functional zones dialog.
Mary still has to change material and geometry data of the extruder. After she completes
her changes, the final simulation calculation gets started. Because the results of the first
simulation reveal some potential problems with the current extruder configuration, Mary
iteratively changes the simulation model and reruns the simulation until its results are
satisfactory. We remind that, empowered by the loose process integration of MOREX,
all the followed steps are traced by PRIME. Thus, in future design cycles, they can be
provided to human actors who request method advice at similar situations.
Step 5: Import Functional Zones
The central flowsheet diagram maintained by the Flowsheet Editor plays the role of
the communication medium among the several experts. It consolidates the different
refinement types and levels and gives a comprehensive overview of the design status.
Thus, after the simulation in MOREX has been completed, Mary needs to propagate
the modified extruder configuration back to the Flowsheet Editor and update the central
flowsheet diagram.
In order to execute this step, Mary exploits the method guidance of PRIME to execute
this step. Currently, the Flowsheet Editor shows the old extruder refinement at the level
of functional zones that had been exported to MOREX in Step 2. Mary goes one time
out of the refinement (triggering once the executable context EC_FBW_GoUpByDevice)
and reaches the level of the extruder device. Then, she selects the extruder device in
order to activate the situation FBWExtruderSelected, and clicks the enabled menu item
“Import Functional Zones” to show her intention. This action sends a request to the process
engine for the enactment of the plan context PC_FBW_ImportFunctionalZones. This
plan context retrieves the extruder information from MOREX and loads it in the active
flowsheet diagram of the Flowsheet Editor. Figure 8.14 on the next page shows the result
of the plan context enactment in the Flowsheet Editor. Each functional zone is annotated
with its screw element information, and can be shown in XML format using a special
dialog. For example, part of the screw element configuration of the first “simple polymer
flow” functional zone of the imported extruder configuration is shown at the lower part of
Figure 8.14 on the following page. From now on, the imported functional zones constitute
captured experience assets that can be shared and reused in future design processes.
Figure 8.15 on page 209 illustrates the SLANG model corresponding to the plan con-
text PC_FBW_ImportFunctionalZones. The situation FBWExtruderSelected that
the plan context becomes activated is valid when a Project is open with an active
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Figure 8.14: Import of functional zones from MOREX back to the Flowsheet Editor
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Figure 8.15: SLANG model of the plan context PC_FBW_ImportFunctionalZones
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Sheet, and an Extruder is selected. These three tokens are mapped to the input situa-
tion of the executable context EC_FBW_CreateGroup that retrieves the corresponding
group of the extruder device. Simultaneously, two control tokens ensure that the
context EC_MXP_ImportFunctionalZonesData is triggered before the context exe-
cutable context EC_FBW_CreateGroup is executed. The former context retrieves the
extruder information from MOREX. As a next step, the latter context outputs the Group,
Sheet and Project tokens. These tokens with the name of the MOREX project
(Name) output from the executable context EC_MXP_ImportFunctionalZonesData
and a predefined value for the type of refinement (Refinement) are propagated to
the input situation of the executable context EC_FBW_RefineGroupWithData that cre-
ates a new refinement group in the extruder. Subsequently, this refinement group is
filled with the imported functional zones through the invocation of the execution con-
text EC_FBW_SetFunctionalZonesData. Except for the three Project, Sheet and
Refinement tokens from its predecessor, the input situation of this context is given
the functional zone data (FZData) and project screw elements data (ScrewData) output
by the executable context EC_MXP_ImportFunctionalZonesData. With the execution
of this context, the three Project, Sheet and Refinement tokens are output and the
enactment of the overall plan context is terminated.
Step 6: Annotate Decision with Media Traces
The termination of Mary’s task signals the delegation of activities out of the chemical
engineering domain into the plastics engineering domain. More specifically, the task
“3D Simulation Compounding” is delegated, under the control of the external AHEAD
management system, to the 3D simulation expert (Myrto) working for the extruder
manufacturer. After the two companies have exchanged the 1D simulation results of the
extruder, Myrto is ready to analyse the received information, generate the mesh required
for the 3D simulation, perform the actual simulation, and evaluate its result. Especially
the generation of the mesh model for the simulation requires extensive experience for the
evaluation of historical data gathered from previous sessions. Myrto can benefit from
the TRAMP tool that maintains a database of previous simulation results according to
domain-specific ontologies and goal hierarchies.
Initially, under the control of PRIME, Myrto launches TRAMP and starts semantically
zapping across 1D and 3D simulation results. One of her main concerns is to investigate
the appropriate value for the rotation speed of the extruder and document her decision.
To this end, she selects the goal “mixing general”, the material “thermoplastics” and the
machine type “co-rotating twin screw extruder” out of the available TRAMP dimensions.
Now, the TRAMP user interface only displays the simulation videos matching all three
above dimensions. Then, Myrto can play selected videos in order to evaluate them
more closely and judge whether they can provide her with any hint for her investigation.
Moreover, she can inspect each video’s stored MPEG-7 annotation that indicates the
parameters given for their visualized simulation.
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Figure 8.16: Semantic zapping across 3D simulation videos and argumentation of deci-
sion alternatives based on them
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She finally decides that four specific videos provide notable evidence that can influence
her decision. Thus, she drags them in her personal collection (upper part of Figure 8.16
on the preceding page). Then, the Decision Editor is launched and Mary starts recording
her decision for the selection of the extruder’s rotation speed (lower part of Figure 8.16 on
the previous page). Initially, she describes the issue underlying her decision (executable
context EC_DEC_CreateNewDecision): “Which is the optimal extruder rotation speed?”.
Next, she adds her final decision to “Set the rotation speed to 400 1/min” that is repre-
sented as a supporting position (executable context EC_DEC_CreateNewSuppPosition).
Then, she provides two of the selected videos as supporting arguments for this po-
sition (executable context EC_DEC_CreateNewProArgument, and another one as ob-
jecting argument (executable context EC_DEC_CreateNewConArgument). Addition-
ally, she adds a declining position corresponding to the initial assumption of the com-
pounding expert that the rotation speed should be set to 300 1/min (executable context
EC_DEC_CreateNewDeclPosition). This time, the fourth selected video serves the role
of an objecting argument.
8.4 Critique
In this chapter, we presented the applicability of the reengineered PRIME framework in
the frame of the IMPROVE project. We gave a brief overview of the IMPROVE case
study, and described the functionality and user interface of domain-specific tools that were
process-integrated for the support of specific parts of the case study. Next, we followed
the steps of an application example that illustrates the use of major parts of the overall
reengineered PRIME-IMPROVE environment. Briefly, we demonstrated the following
aspects that the old environment was lacking:
• multi-user support of PRIME across several technical workplaces;
• coupling of loosely process-integrated tools with fully process-integrated ones,
based on the interpretation of tool-spanning method fragments;
• method advice as a means for providing recommendation to the human actor on
how to proceed, while working with loosely process-integrated tools;
• the integration of tracing and decision support tools, with domain-specific process
steps that refer to the critical boundary between interdisciplinary and disciplinary
artifacts;
• semantically-driven selection and visualization of media traces underlying the
annotated comparison of design alternatives.
In further informal experiments with our environment by chemical and plastics engi-
neering researchers and practitioners, the efficiency gain of integrated method guidance in
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supporting their tasks has been quite substantial. Together with the automated capture
of process traces, according to their evaluation, a major step towards the reuse of design
experiences has been accomplished. Nevertheless, further critical feedback was given that
touched the following points:
• lack of real interorganizational support;
• issues of cooperation usually dealt with by CSCW systems, such as concurrency
control of parallel work and awareness, are not covered;
• the current product reuse schema is not generic enough and considers only specific
types of products (e.g., functional zones);
• the additional visualization of product dependencies in the Method Advisor would
allow the evaluation of the proposed chunks with respect to product quality;
• several generic tools of the old PRIME framework have not (yet) been process-
integrated in the new framework;
• the Flowsheet Editor lacks enriched functionalities found in commercial tools that,
nevertheless, do not make any sense without any commercial ambitions in the frame
of a research project.
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9 Conclusions and Outlook
It’s a job that’s never started
that takes the longest to finish.
(J.R.R. Tolkien)
T conclude this thesis, we briefly summarize our contributions and provide an outlookon future work.
9.1 Contributions of the Thesis
The chemical engineering domain brings out some problems in large-scale design which
are perhaps less clear in other more widely discrete domains such as mechanical or soft-
ware engineering. More specifically, the following idiosyncracies of chemical engineering
design processes hamper their computer-based process support:
• their process knowledge is often incomplete, ill-defined and subject to last-minute
changes;
• they are highly unpredictable and continually evolving;
• they employ highly heterogeneous tools that often resist interoperability (i.e., con-
stitute isolated islands of automation);
• they require extended synergy among several human actors with diverse skills and
knowledge backgrounds;
• they have a non-negligible impact on the later production stages and the overall
competency of the final product.
In the context of the IMPROVE project, a prototypical flowsheet-centered architecture
has been realized for the support of design processes, based on the PRIME approach.
PRIME introduced the idea of a-posteriori process integration of software tools that brings
the potential for flexible process support to the human actor at the technical workplace.
The goal of this thesis was, based on the above observations, to propose solutions for
extending PRIME in order to bring design knowledge to multiple technical workplaces in
a process-integrated manner, open the process integration mechanism towards more cases
of tools, and reuse captured experiences to avoid problem solving from scratch. Within
this problem context, the thesis contributions can be summarized as follows.
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Comparison of approaches to process support We examined the most prominent
approaches to process support found in the literature. Specifically, we identified
three broad families of process support systems that have greatly influenced the
modern trends, namely the families of workflow management systems, the process-
centered software engineering environments, and the more recent service-oriented
architectures. All three families were evaluated according to a classification schema
that identifies the basic dimensions of support level, enactment adaptability, integra-
tion level, process improvement and organizational scale. The PRIME framework
was also evaluated against this schema, and conclusions were extracted that moti-
vated the research behind the thesis.
Extended environment metamodel The first solution idea of the thesis was to provide
cooperative extensions to the direct process support in order to provide the delivery
of PRIME support to multiple workplaces, and facilitate the external coordination.
To this end, PRIME had to become aware of further dimensions like those of the
entities of the human actors, the roles that they carry, as well as the work items that
they are assigned. In order to capture the above information, the existing PRIME en-
vironment metamodel was extended with elements representing selected aspects of
cooperative work like roles, tasks and task routing elements. The resulting extended
environment metamodel was formalized using UML and the O-Telos language. The
four introduced interrelations that it builds on, create the necessary foundation for
confidentiality of information, and integration and consistency management with
the administrative level.
Flexible process integration Undoubtedly, the original process integration mechanism
of PRIME was able to provide integrated, flexible method guidance to the human
actor directly from inside his interactive software tools. Nevertheless, PRIME
was assuming a full degree of process integration that demanded precise APIs
to be exposed by a tool. Our experience showed that this was not the case for
many commercial tools participating in the design processes. Even in the case
that a tool was providing all required APIs, the construction of its wrapper was
a fairly formidable task. Thus, the second solution idea of the thesis aimed at
developing a comprehensive mechanism for the flexible process integration of a
broader category of tools. The reengineered mechanism defined detailed criteria for
determining whether loose or full process integration could be achieved by a tool.
Its development followed the steps of three hierarchical levels of abstraction. At
the first abstraction level (service and data accessibility), a neutral metamodel for
data and service integration among tools was defined. At the subsequent level of
information management and coordination, the idea of loose process integration
was contributed, as well as a flexible component-based mechanism for realizing the
necessary service-based interactions between the process engine and tool wrappers.
Last, at the higher level of tool orchestration, the original interaction protocol of
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PRIME was considerably revised in order to adequately facilitate both fully and
loosely process-integrated tools.
Reuse of recorded traces Domain experts from the IMPROVE project pinpointed us
the great benefit of the reuse of best practices in product design from the past, com-
plementing the process support based on well-known method fragments. PRIME
was already providing support for capturing the design history inside process-
integrated tools according to a concrete traceability structure. Yet, the reuse of
captured traces was not supported at all. As a consequence, the third solution
idea of the thesis centered on the development of concepts and methodologies for
the sharing and direct, situated reuse of recorded traces by the human actor while
executing his tasks. A trace reuse schema was developed based on three classes
of information: product traces, media sources, and process traces. Product traces,
modelled using our neutral data format, reveal experiences with product design
configurations from the past. The process repository can be directly queried on
demand by the human actor for product traces that he is allowed to access and fulfill
his desired criteria. Rich media generated during intermediate design steps are
ideal for the evaluation of final process and product quality. Thus, we introduced a
methodology for the annotation of major design decisions and their goals with the
media sources corresponding to their considered alternatives. Last, for the exploita-
tion of the third kind of information (process traces), we first defined a number of
similarity functions for the calculation of the similarity between NATURE trace
chunks. These functions were, then, combined for the construction of the FIST
algorithm that can be used for the retrieval of recorded process traces from the past,
matching the problem at hand.
Implementation framework The prototypical PRIME implementation framework had
to be reengineered in order to support our three solution ideas. At the modelling
domain, an ontology-based process repository is employed for the storage of mod-
elling schemata and captured traces. At the enactment level, user awareness was
brought to the process engine for the communication with multiple workplaces.
Further, a trace analyser was integrated in the same domain for the provision of
reuse services to human actors. The communication with technical workplaces at
the performance domain, is coordinated through the exchange of messages between
the Workplace Agent and the messaging subsystem, based on agreed-upon proto-
cols. Tools at technical workplaces are integrated according to a revised generic
tool wrapper architecture. Such tools can be either operational ones, or act as reuse
interfaces (e.g., the generic Method Advisor and Decision Editor). The Cooperation
Console is a specialized tool that was developed for the process manager to be able
to monitor the enacted process. The overall PRIME implementation framework has
been realized as a three-tier architecture using modern Java modern technologies
(e.g., EJB and JMS), and XML data representation.
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Validation in the IMPROVE project The reengineered PRIME framework has been
employed for the redevelopment of the PRIME-IMPROVE environment. The main
challenge was the validation of the novel PRIME ideas of multi-user support, loose
process integration and direct experience reuse. As part of this environment, the
process-integrated Flowsheet Editor was rewrapped, extended with additional func-
tionality, and operationally coupled with the loosely process-integrated MOREX
simulation tool. Moreover, the FZExplorer and TRAMP tools were implemented
and loosely process-integrated for the reuse of product traces and the annotation of
rich media sources, respectively. The overall environment has been validated on
various places of the IMPROVE case study that mostly have to do with the synergy
between experts from the chemical and plastics engineering domains.
9.2 Future Work
The experiments with the reengineered PRIME framework in the IMPROVE context
provided us with significant results and encouraging feedback from the research area.
Nevertheless, our solution ideas only tackle the tip of the iceberg of engineering design
support. Further research should be conducted in order to improve the quality of the
existing ideas, address open overarching issues, and more thoroughly validate our overall
approach. Among the possible future research directions, we distinguish the ones that
follow.
Real interorganizational support Through our application example detailed in Sec-
tion 8.3, it becomes clear that PRIME does not, yet, offer inherent support for
interorganizational cooperation (even though its underlying extended environment
models already consider it). This is mainly due to the current client-server im-
plementation model of PRIME that provides a central enactment server for the
support of several human actors that belong to the same company. In real world
scenarios, a design process can span among several geographically disperse engi-
neering teams. In such cases, the PRIME enactment mechanism might become
the bottleneck. Thus, more than one enactment mechanisms should be provided to
ensure adequate performance, each one residing at different company sites. Then,
only well-defined interfaces (e.g., using Web Services) should be available for their
intercommunication and exchange of process or product information, resulting to a
better preservation of confidentiality constraints.
Process integration with Web Services Our experience in the IMPROVE project
revealed that full and loose process integration, while conceptually building on the
same framework, should not necessarily use the same implementation technique.
Currently, the PRIME process integration mechanism is implemented using EJB and
JMS for service orchestration, and CORBA for communicating with tool wrappers.
In order to take advantage of contemporary standardization efforts, but also to
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enable better integration across organizational boundaries, the use of Web Services
for the loose process integration of legacy tools should be investigated.
Process redesign based on capitalized experiences Until now, we focused on the
experience reuse on a project basis. Equally important is the experience reuse on
a more corporate basis in order to provide feedback to the company and help it
improve its existing know-how. To this end, a methodology should be developed
for the bottom-up capitalization of knowledge by abstracting from individual expe-
riences across several project instantiations. More specifically, inadequate modelled
ways of working can be detected through the identification of method fragments
that perform poorly according to qualitative metrics. On the other hand, new ways
of working can elaborate with a statistical analysis of frequent process violations
and discrepancies. Such task will require significant further research in the area of
Data Mining.
Extended case studies The IMPROVE project provided a highly interdisciplinary
environment for the application of our ideas on a scenario with industrial relevance.
In the future, we are planning to investigate the transfer of our results to a real
industrial context. This will help us to further evaluate the usability and scalability
of our approach according to real-world requirements. Due to the generality of
the underlying concepts, the industrial case study does not have to restrict to the
chemical engineering domain; it can deal with equally creative processes in other
engineering domains.

Part VI
Appendices
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A Interfaces and Events for Process
Integration
In the following, we provide the specification of the CORBA interface and event APIs
that a tool wrapper built according to the generic tool wrapper architecture, exposes to the
outside world.
module i5 {
module prime {
module toolwrapper {
module corba {
enum EventType {
EVT_GUIDANCE,
EVT_SERVICE,
EVT_PRODUCTSTATE,
EVT_ABORT,
EVT_LOCK,
EVT_EXIT
};
enum StateType {
ST_SELECTED,
ST_MARKED,
ST_CHOSEN,
ST_LOADED,
ST_ACTIVE,
ST_INACTIVE
};
struct ProductStateObject {
long productId;
StateType productStateObjectType;
};
struct EventObject {
EventType eventObjectType;
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long serviceId;
long requestId;
ProductStateObject productState;
string outputParameterList;
};
struct ServiceObject {
long serviceId;
string inputParameterList;
};
struct CommandGroupObject {
long groupId;
string groupCaption;
};
struct CommandElementObject {
long elementId;
string elementCaption;
long groupId;
long requestId;
};
exception ToolWrapperException {};
interface ToolWrapper {
void startTool(in long toolId)
raises(ToolWrapperException);
oneway void stopTool();
void executeService(in ServiceObject serviceObject)
raises(ToolWrapperException);
void createCommandGroup(in CommandGroupObject
commandGroup) raises(ToolWrapperException);
void createCommandElement(in CommandElementObject
commandElement) raises(ToolWrapperException);
void setCommandElementStatus(in long elementId,
in long groupId, in boolean enabled)
raises(ToolWrapperException);
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boolean lockRequest() raises(ToolWrapperException);
void endOfEnactment() raises(ToolWrapperException);
void abortAccepted() raises(ToolWrapperException);
void abortDenied() raises(ToolWrapperException);
};
};
};
};
};

B Product Modelling
For the modelling of products in PRIME, we follow the Information Resource Dictionary
Standard (IRDS) framework [ISO/IEC, 1990; Nissen, 1999]. IRDS is organized along
the classification dimension of four semantic data model abstractions. More specifically,
it defines a layered universe of four levels, so that level n + 1 (called the defining level)
defines the language for the description of level n (called the defined level). In our context,
out of the four levels, we employ the following three ones in decreased level of abstraction:
the IRD definition level, the IRD level, and the application level.
As we already mentioned in the thesis, products in PRIME are modelled using the
generic metamodel for data integration, shown in Figure 5.4 on page 104. Further, in the
PRIME implementation framework, modelled products are represented using XML. Thus,
the generic metamodel, product models, and product instances are described in XML and
situated along the three above IRDS levels, as illustrated in Figure B.1 on the next page.
Meta modelling takes place at the IRD definition level. A generic product metamodel,
based on the generic metamodel for data integration, is defined using a well-defined
DTD specification. The product metamodel, then, plays the role of a generic, domain-
independent kernel for the description of products. The IRD level encapsulates the
domain-specific knowledge of precise product models by instantiating product metamodel
concepts. In other words, all product models are described using XML that conforms
to the product metamodel DTD. Instances of products worked on by process-integrated
tools are captured at the application level. Such product instances are described in XML,
according to the XML specification of their models.
In the sequel, we elaborate on the above product modelling schema; we provide the
definition of the product metamodel, as well as modelling and instantiation examples for
the product class of projects maintained by MOREX (cf. Section 8.2.1).
B.1 Generic Product Metamodel
The generic product metamodel is described through the DTD code that follows.
<!ELEMENT product (specializes?, attributes?, subproducts?)>
<!ATTLIST product
id CDATA #REQUIRED
name CDATA #REQUIRED>
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Figure B.1: PRIME product modelling within the IRDS framework
<!ELEMENT specializes (EMPTY)>
<!ATTLIST specializes
id CDATA #REQUIRED
name CDATA #REQUIRED>
<!ELEMENT attributes (attribute|compositeattribute)+>
<!ELEMENT attribute (EMPTY)>
<!ATTLIST attribute
name CDATA #REQUIRED
islist CDATA #REQUIRED>
<!ELEMENT compositeattribute (attribute+)>
<!ATTLIST compositeattribute
name CDATA #REQUIRED
islist CDATA #REQUIRED>
<!ELEMENT subproducts (subproduct+)>
<!ELEMENT subproduct EMPTY>
<!ATTLIST subproduct
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id CDATA #REQUIRED
name CDATA #REQUIRED
islist CDATA #REQUIRED>
B.2 MOREX Project Model
The class of MOREX projects comprises four simple attributes (project identifier, project
name, mass flow and number of rotations), and a list of functional zones. We have to
stress that MOREX maintains internally many more attributes, subproducts and interde-
pendencies between them. Nevertheless, due to its loose process integration degree, we
are only interested in a subset of them. In the following, we show the XML code for the
class of MOREX projects using the product metamodel DTD.
<product id="5" name="morexproject">
<attributes>
<attribute name="projectid" islist="false"/>
<attribute name="projectname" islist="false"/>
<attribute name="massflow" islist="false"/>
<attribute name="rotations" islist="false"/>
</attributes>
<subproducts>
<subproduct id="8" name="functionalzone" islist="true"/>
</subproducts>
</product>
The XML code that follows describes the structure of generic functional zone objects
that are included in MOREX projects.
<product id="8" name="functionalzone">
<attributes>
<attribute name="id" islist="false"/>
<attribute name="name" islist="false"/>
<attribute name="startpos" islist="false"/>
<attribute name="endpos" islist="false"/>
<attribute name="materialno" islist="false"/>
<attribute name="primarymodelid" islist="false"/>
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<attribute name="secmodelid" islist="false"/>
</attributes>
<subproducts>
<subproduct id="25" name="ScrewElement" islist="true"/>
<subproducts>
</product>
The generic FunctionalZone model plays a role similar to that of an abstract class in
object-oriented programming: it gathers the common structural properties of its descen-
dants that are automatically inherited by them. In our case, there exist eleven possible
functional zone types, as shown in Figure 8.3 on page 189. Thus, each of these types spe-
cializes the FunctionalZone model. For example, the following XML code represents
the definition of the type PolymerStream.
<product id="32" name="polymerstream">
<specializes id="8" name="functionalzone"/>
</product>
The XML code for the description of screw elements that a functional zone consists of,
is shown below.
<product id="25" name="screwelement">
<attributes>
<attribute name="position" islist="false"/>
<attribute name="length" islist="false"/>
<attribute name="diameter" islist="false"/>
<attribute name="flightsnumber" islist="false"/>
<attribute name="centerdistance" islist="false"/>
<attribute name="delta_r" islist="false"/>
<attribute name="delta_godet" islist="false"/>
</attributes>
</product>
There exist totally eighteen different types of screw elements. As an example, we give
below the XML code corresponding to the type R42/42.
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<product id="26" name="r42_42">
<specializes id="25" name="screwelement"/>
</product>
B.3 MOREX Project Instance
Below, the XML code of a MOREX project instance is shown.
<morexproject>
<projectid>D2E934F0-DB6A-4B08-A6D6-B501F6C20DB8</projectid>
<projectname>SFB_Project</projectname>
<massflow>4.837</massflow>
<rotations>500</rotations>
<polymerstream>
<id>1</id>
<name>Polymer Stream 3</name>
<startpos>0</startpos>
<endpos>0.104</endpos>
<materialno>0</materialno>
<primarymodelid>0</primarymodelid>
<secmodelid>0</secmodelid>
<r42_42>
<position>2</position>
<length>0.042</length>
<diameter>0.0306</diameter>
<flightsnumber>2</flightsnumber>
<centerdistance>0.0262</centerdistance>
<delta_r>0.0002</delta_r>
<delta_godet>0.0002</delta_godet>
</r42_42>
<r42_42>
<position>3</position>
<length>0.042</length>
<diameter>0.0306</diameter>
<flightsnumber>2</flightsnumber>
<centerdistance>0.0262</centerdistance>
<delta_r>0.0002</delta_r>
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<delta_godet>0.0002</delta_godet>
</r42_42>
<l20_10>
<position>4</position>
<length>0.01</length>
<diameter>0.0306</diameter>
<flightsnumber>2</flightsnumber>
<centerdistance>0.0262</centerdistance>
<delta_r>0.0002</delta_r>
<delta_godet>0.0002</delta_godet>
</l20_10>
<l20_10>
<position>5</position>
<length>0.01</length>
<diameter>0.0306</diameter>
<flightsnumber>2</flightsnumber>
<centerdistance>0.0262</centerdistance>
<delta_r>0.0002</delta_r>
<delta_godet>0.0002</delta_godet>
</l20_10>
</polymerstream>
<boilingdegassing>
<name>Boiling Degassing 1</name>
<startpos>0.216</startpos>
<endpos>0.5</endpos>
<materialno>0</materialno>
<primarymodelid>0</primarymodelid>
<secmodelid>0</secmodelid>
<r28_28>
<position>6</position>
<length>0.028</length>
<diameter>0.0306</diameter>
<flightsnumber>2</flightsnumber>
<centerdistance>0.0262</centerdistance>
<delta_r>0.0002</delta_r>
<delta_godet>0.0002</delta_godet>
</r28_28>
<r28_28>
<position>7</position>
<length>0.028</length>
<diameter>0.0306</diameter>
<flightsnumber>2</flightsnumber>
<centerdistance>0.0262</centerdistance>
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<delta_r>0.0002</delta_r>
<delta_godet>0.0002</delta_godet>
</r28_28>
<r28_28>
<position>8</position>
<length>0.028</length>
<diameter>0.0306</diameter>
<flightsnumber>2</flightsnumber>
<centerdistance>0.0262</centerdistance>
<delta_r>0.0002</delta_r>
<delta_godet>0.0002</delta_godet>
</r28_28>
<r28_28>
<position>9</position>
<length>0.028</length>
<diameter>0.0306</diameter>
<flightsnumber>2</flightsnumber>
<centerdistance>0.0262</centerdistance>
<delta_r>0.0002</delta_r>
<delta_godet>0.0002</delta_godet>
</r28_28>
</boilingdegassing>
</morexroject>
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