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Аннотация 
Введение. Внедрение систем технического зрения в повседневную жизнь становится все более популяр-
ным. Использование систем на основе монокулярной камеры позволяет решить большой спектр задач. 
Анализ монокулярных изображений является наиболее развивающимся направлением в области машин-
ного зрения. Это обусловлено общедоступностью цифровых камер и больших наборов аннотированных 
данных, а также мощностью современной вычислительной техники. Для того чтобы система компьютер-
ного зрения описывала объекты и предсказывала их действия в физическом пространстве сцены, необхо-
димо интерпретировать анализируемое изображение с точки зрения базовой 3D-сцены. Этого можно до-
стичь, анализируя жесткий объект как совокупность взаимно связанных частей, что представляет мощный 
контекст и структуру для рассуждений о физическом взаимодействии. 
Цель работы. Разработка автоматического метода ключевых точек объекта интереса на изображении. 
Методы и материалы. Предложен автоматический метод локализации ключевых точек транспортных 
средств на изображении, в частности номерного знака. Представленный метод позволяет зафиксировать 
ключевые точки объекта интереса на основе анализа сигналов внутренних слоев сверточных нейронных 
сетей, обученных для классификации изображений, и выделения объектов на изображении. Также метод 
позволяет детектировать части объекта без больших затрат на аннотацию данных и обучение. 
Результаты. Эксперименты подтвердили корректность выделения ключевой точки объекта интереса на 
основе предложенного метода. Точность выделения ключевой точки на номерном знаке составила 97 %. 
Заключение. Представлен новый метод выделения ключевых точек объекта интереса на основе анализа 
сигналов внутренних слоев сверточных нейронных сетей. Метод обладает точностью выделения ключе-
вых точек объекта интереса на уровне современных методов, а в отдельных случаях превосходит их. 
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Abstract 
Introduction. Computer vision systems are finding widespread application in various life domains. Monocular-
camera based systems can be used to solve a wide range of problems. The availability of digital cameras and 
large sets of annotated data, as well as the power of modern computing technologies, render monocular image 
analysis a dynamically developing direction in the field of machine vision. In order for any computer vision system 
to describe objects and predict their actions in the physical space of a scene, the image under analysis should be 
interpreted from the standpoint of the basic 3D scene. This can be achieved by analysing a rigid object as a set 
of mutually arranged parts, which represents a powerful framework for reasoning about physical interaction. 
Objective. Development of an automatic method for detecting interest points of an object in an image. 
Materials and methods. An automatic method for identifying interest points of vehicles, such as license plates, 
in an image is proposed. This method allows localization of interest points by analysing the inner layers of con-
volutional neural networks trained for the classification of images and detection of objects in an image. The 
proposed method allows identification of interest points without incurring additional costs of data annotation 
and training. 
Results. The conducted experiments confirmed the correctness of the proposed method in identifying interest 
points. Thus, the accuracy of identifying a point on a license plate achieved 97%. 
Conclusion. A new method for detecting interest points of an object by analysing the inner layers of convolutional 
neural networks is proposed. This method provides an accuracy similar to or exceeding that of other modern 
methods. 
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Введение. Внедрение систем технического 
зрения в повседневную жизнь становится все более 
популярным. Использование систем на основе мо-
нокулярной камеры позволяет решить большой 
спектр задач. Анализ монокулярных изображений 
является наиболее развивающимся направлением 
в области машинного зрения. Это обусловлено об-
щедоступностью цифровых камер и больших 
наборов аннотированных данных, а также мощно-
стью современной вычислительной техники. 
Для того чтобы система компьютерного зрения 
описывала объекты и предсказывала их действия в 
физическом пространстве сцены, необходимо ин-
терпретировать анализируемое изображение с 
точки зрения базовой 3D-сцены. Анализ жесткого 
объекта как совокупности взаимно связанных ча-
стей представляет мощный контекст и структуру 
для рассуждений о физическом взаимодействии. 
В настоящее время системы, основанные на 
сверточных нейронных сетях, обладают наиболь-
шей точностью при решении задач обнаружения и 
классификации объектов на изображении. Одним 
из важных факторов для дальнейшего прогресса 
является понимание представлений, которые изу-
чаются внутренними слоями нейронной сети. На 
данный момент существуют подходы, предназна-
ченные для попыток визуальной интерпретации 
работы сверточных нейронных сетей. 
Промежуточные выходы сигналов сверточных 
нейронных сетей часто могут быть связаны с се-
мантическими частями объектов [1]. Как показано 
в [1], ядра сверток в начальных слоях похожи на 
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маски фильтров, используемые во многих попу-
лярных низкоуровневых дескрипторах объектов. 
Более глубокие слои чувствительны к более аб-
страктным узорам на изображении [1]. Эти шаб-
лоны могут даже соответствовать целым объектам 
[2] или их частям [3]. 
Детекторы объектов реализуются в результате 
обучения сверточной нейронной сети для выпол-
нения классификации сцен [4]. Одна и та же сеть 
может выполнять как распознавание сцен, так и 
выделение объектов в одном прямом проходе без 
какого-либо специального обучения понятию объ-
ектов. 
Метод. Как правило, нейросетевые архитек-
туры, разработанные специально для классифика-
ции изображений, используются в качестве базо-
вой структуры (Backbone) [5] для других задач, 
включая обнаружение и сегментацию. 
Базовую структуру сверточной нейронной сети 
в общем виде можно представить как многосту-
пенчатый каскад последовательно объединенных 
операций свертки и функций активации (рис. 1). 
Такая структура на основе предварительно обу-
ченных классификационных моделей использу-
ется без полносвязных слоев и предназначена для 
извлечения из изображения абстрактных карт при-
знаков. Часто в качестве базовых структур исполь-
зуют такие предварительно обученные нейросете-
вые архитектуры, как ResNet [6], VGG [7], Mobile 
Net [8], SqeezNet [9] и т. д. 
В настоящей статье в качестве объекта инте-
реса рассматривается транспортное средство. Для 
визуализации предложенного метода будет ис-
пользована базовая структура сверточной нейрон-
ной сети VGG16, предназначенная для классифи-
кации изображений (рис. 2). Эта сеть оперирует со 
свертками 3×3 элемента, количество сверток ука-
зано в каждом слое. 
Предложенный метод был исследован для 
сверточных нейронных сетей, использующих 
наиболее распространенные функции активации 
ReLU и Leaky ReLU. ReLU предусматривает уста-
новку пороговых значений на 0: 








т. е. возвращает 0 при 0x   и линейную функцию 
при положительных значениях аргумента. Leaky 
ReLU описывается следующим образом: 








где α – малая константа. В настоящей статье рассмот-
рена реализация YoloV3 [10] с константой 0.1.   
Основные шаги алгоритма. 
Шаг 1. Изменение базовой структуры. Каж-
дый слой нейронной сети может быть потенци-
ально значимым и нести нужную информацию об 
интересующей семантической части объекта. Ана-
лизируя выходные сигналы каждого слоя нейрон-
ной сети, необходимо изменить ее архитектуру. 
Для анализа сигналов внутренних слоев к каждому 
активационному слою добавляется выход с после-
дующим масштабированием выходной матрицы до 
разрешения входного изображения (рис. 3). 
Преобразовав базовую структуру сверточной 
нейронной сети VGG16 предложенным методом, 
получим новую архитектуру (рис. 4). 
Измененная базовая структура на выходе 
имеет матрицу с размерами W × H × 4224, где W  
 
Рис. 1. Базовая структура сверточной нейронной сети 







Рис. 2. Базовая структура сверточной нейронной сети VGG16 
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и H – высота и ширина входного изображения со-
ответственно; 4224 – количество промежуточных 
сверток нейронной сети VGG16. 
Визуализируя сигналы, полученные на проме-
жуточных слоях сверточной нейронной сети, 
можно подтвердить сделанные в [1] предположе-
ния, что эти сигналы могут быть связаны с семан-
тическими частями объектов. В качестве примера 
на рис. 5 представлены примеры набора изображе-
ний Carvana [11], а на рис. 6 – некоторые промежу-
точные сигналы сверточных слоев, активирован-
ные на семантические части автомобиля. 
Шаг 2. Анализ сигналов внутренних слоев. Как 
видно из рис. 6, различные свертки могут активи-
роваться на семантически одинаковые части объ-
екта. Учитывая распространенные функции акти-
вации, автор настоящей статьи предлагает метод 
агрегации сигналов наиболее устойчивых сверток 
и их использования для выделения ключевых то-
чек объекта интереса. 
Для дальнейшего анализа активации отдельных 
сверток на определение семантической принадлеж-
ности к определенной части объекта интереса необ-
ходим набор аннотированных данных, указываю-
щих положения интересующей части объекта. 
Формально задачу выделения наиболее значи-
мых сверточных слоев и каналов можно описать 
следующим образом: пусть X – множество изобра-
жений I и масок A с разрешением H × W. Количе-
ство сверточных слоев равно T,   ,ijf I   1: ,i T  
 1: ij T  – функция активации i-го слоя, j-го ка-
нала. Выделим 1N  сверток наиболее устойчивых 
в области интереса: 
  11
ˆ : th & ,j ij ij Q Ni i Q Q Q     
и 2N  сверток, не активирующихся в интересую-
щей области: 
  22: th & ,j ij ij Ni i Q Q Q    
 
Рис. 6. Пример визуализации промежуточных выходов 
сверточных слоев нейронной сети VGG16 
Fig. 6. Samples of visualization of the intermediate outputs of 
the convolutional layers of the neural network VGG16 
 
Рис. 5. Пример изображений набора данных Carvana 
Fig. 5. Sample of the Carvana dataset images 
 
Рис. 3. Добавление выходного канала в базовую структуру 








Рис. 4. Базовая структура сверточной нейронной сети VGG16 после преобразования 
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где Q – доля сосредоточения активации в области 
интереса; 
    








k H l W
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ijI A X
k H l W
f I k l A k l
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Порог 10 th 1   выбирается экспериментально: 
например, 1th 1  будет указывать на полное со-
средоточение активации в области интереса и от-
сутствие активации вне этой области. Порог 
20 th 1   выбирается в зависимости от функции 
активации, используемой в анализируемой архи-
тектуре: например, при использовании функции 
активации RelU
 
2th 0  будет указывать на полное 
отсутствие активации нейрона в области интереса. 
Таким образом, элементы, не входящие в мно-
жества ˆji  и ,ji  могут быть удалены из базовой ар-
хитектуры. 
Шаг 3. Агрегация. Агрегируя выходные сиг-
налы базовой структуры нейронной сети, получим 
тепловую карту интересующей части объекта 
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    
Шаг 4. Выделение маски и ключевой точки. 
Чтобы получить маску интересующей части объекта, 
используется пороговая фильтрация 
 ,  th,B F x y   
где порог th выбирается экспериментально, макси-
мизируя целевую метрику. 
Координаты ключевой точки определяются вы-
ражением  , ,  argmax ,  .x yx y F x y  
Результаты. В настоящей статье в качестве 
объекта интереса выбран номерной знак автомо-
биля. Выделение номерного знака – одна из наибо-
лее распространенных задач определения автомо-
биля. Для решения задачи выделения номерного 
знака разработано много различных подходов 
[1214], а также сформированы наборы изображе-
ний с подробной аннотацией. 
Задачу выделения номерного знака на изобра-
жении принято делить на 2 случая: 
– поиск номерного знака на части изображения, 
содержащей только одно транспортное средство; 
– поиск номерного знака на всем кадре без 
предварительного выделения автомобиля. 
В настоящей статье рассматривается задача 
локализации номерного знака, а также определе-
ние его ключевой точки на части изображения, со-
держащей только одно транспортное средство. Ре-
зультаты выделения по разработанному методу 
сравниваются с результатами, даваемыми тремя 
широко распространенными подходами к выделе-
нию номерных знаков: 
1. Метод Виолы–Джонса [12]. Метод обнару-
жения объектов на изображении, предложенный 
Полом Виолой и Майклом Джонсом, основан на 
применении каскада простых классификаторов на 
основе признаков Хаара. Функции Хаара исполь-
зуются в качестве сверточного ядра при рассмот-
рении смежных прямоугольных областей. Не-
смотря на то, что метод был предложен в 2001 г., 
он до сих пор широко используется в задачах по-
иска номерных знаков на изображении в реальном 
времени. В настоящей статье представлена реали-
зация [15]. 
2. Warped Planar Object Detection Network 
(WPOD-Net) [13] – сверточная нейронная сеть, 
разработанная для задачи выделения номерного 
знака и его ключевой точки. Нейронная сеть 
предсказывает восьмиканальную карту объектов, 
которая кодирует вероятности наличия объекта и 
параметры аффинного преобразования для вырав-
нивания номерного знака по вертикали и по гори-
зонтали. Архитектура сети имеет в общей слож-
ности 21 сверточный слой, причем 14 находятся 
внутри остаточных блоков. В настоящей статье 
представлена реализация [15]. 
3. Mask-RCNN [14] – архитектура современ-
ной сверточной нейронной сети для сегментации 
объектов на изображениях. Mask-RCNN представ-
ляет собой конвейер "сегментации с использова-
нием распознавания", который можно представить 
в виде следующих модулей: 
– генератора особенностей (features extractor) 
на основе базовой структуры ResNet [6], формиру-
ющего трехмерную абстрактную матрицу призна-
ков входного изображения; 
– Region Proposal Network – сети генерации ре-
гионов. Извлекает потенциальные регионы, кото-
рые могут содержать объекты интересов; 
– полносвязных слоев – сети, которая для каж-
дого региона вырезает из матрицы особенностей 
соответствующую этому региону часть, выдавая 
класс объекта и уточненный описывающий объект 
 прямоугольник, а также формирует маску объ-
екта интереса. 
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В настоящей статье представлена реализация [17]. 
В качестве тестируемых моделей используются 
две распространенные архитектуры сверточных 
нейронных сетей, предназначенных для классифи-
кации изображений,  VGG16 и SqueezeNet (1_0), 
а также распространенная модель выделения объ-
ектов YoloV3. В настоящей статье используется 
реализация [18]. 
Экспериментальная проверка предложенного 
метода проводилась с использованием двух набо-
ров изображений: 
1. Внутреннего набора, включающего более 
13 000 изображений, на которых содержалось более 
21 000 автомобилей. Данные были получены с ка-
меры фотовидеофиксации на дорогах Москвы. 
Для каждого изображения вручную были разме-
чены границы автомобиля и номерного знака. Раз-
решение каждого изображения 2448 × 2048. Изоб-
ражения получены при различной освещенности, 
различных погодных условиях и представлены в 
градациях серого. Пример изображения с разме-
ченной аннотацией приведен на рис. 7. 
2. Chinese City Parking Dataset (CCPD) [19] – 
набора изображений от городской компании по 
управлению парковками в одной из провинциаль-
ных столиц Китая. CCPD предоставлял более 
250 тыс. уникальных изображений, на которых 
присутствовали номерные знаки с подробными 
аннотациями. В качестве тестовой выборки было 
выбрано 70 000 изображений случайным образом. 
Разрешение каждого изображения составляло 
720 × 1160 × 3 (ширина × высота × каналы). В ан-
нотации содержались 4 точки углов номерного 
знака. CCPD содержало изображения при различ-
ной освещенности и окружающей среде в разную 
погоду. Изображения в CCPD получены с разных 
позиций и углов. Пример изображения с размечен-
ной аннотацией приведен на рис. 8. 
В качестве калибровочных данных (шаг 2) ис-
пользовалось 100 изображений для каждого из 
наборов данных. 
Пусть А, B – точная и вычисленная маски номер-
ного знака соответственно  ,   .nA B S R   Для 
определения точности локализации ключевой точки 
номерного знака используется метрика качества 
TP + TN
acc ,
TP + TN + FP + FN
  
где TP, TN, FP, FN – количества истинных положи-
тельных, истинных отрицательных, ложных поло-
жительных и ложных отрицательных решений соот-
ветственно. Решение считается истинно положи-
тельным, если  ,  .x y A  В табл. 1 приведена точ-
ность локализации ключевой точки номерного знака. 
Точность определения номерного знака при различ-
ных значениях фиксированного порога пересечения 








где А, B – точная и вычисленная маски номерного 
знака. 
 
Рис. 8. Пример визуализации аннотаций набора 
изображений CCPD 
Fig. 8. The sample of the visualization of annotations 
of CCPD image set 
 
 
Рис. 7. Примеры визуализации аннотаций внутреннего 
набора изображений 
Fig. 7. Samples of visualization of the annotations 
of an internal set of images 
Табл. 1. Сравнительные результаты определения 
ключевой точки 




CCPD Внутренний набор 
WPOD-NET 0.97 0.66 
VGG19 0.97 0.95 
Sqeeznet 0.93 0.93 
YoloV3 0.93 0.96 
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Точность характеризуется метриками качества 
precision (точность) и recall (полнота): 
TP TP
precision = ; recall = .
TP + FP TP + FN
 
В табл. 2 приведена точность определения но-
мерного знака распространенными методами для 
базы изображений CCPD и внутренней базы изоб-
ражений.
В табл. 3 приведена точность определения номер-
ного знака предложенным методом на изображе-
ниях внутренней базы и базы CCPD для трех раз-
личных сверточных нейронных сетей. Примеры 
выделения номерного знака разработанным мето-
дом представлены на рис. 9 и 10. На рис. 11 пред-
ставлен результат работы предложенного метода 
на изображениях, содержащих несколько объектов 
интереса. 
Табл. 2. Сравнительные результаты определения номерного знака известными методами 
по изображениям базы CCPD и внутренней базы 
Table 2. Comparative results of the license plate detection using known methods 
on the images of CCPD database and internal database 
Метод определения 
0I U  
0.1 0.3 0.5 0.7 
Метрика качества – precision 
База изображений 
CCPD Внутренняя CCPD Внутренняя CCPD Внутренняя CCPD Внутренняя 
Mask-RCNN 0.98 0.92 0.98 0.92 0.98 0.92 0.86 0.91 
Виолы–Джонса 0.75 0.89 0.67 0.87 0.26 0.65 0.02 0.49 
WPOD-NET 0.98 0.96 0.98 0.96 0.92 0.95 0.39 0.89 
Метод определения 
0I U  
0.1 0.3 0.5 0.7 
Метрика качества – recall 
База изображений 
CCPD Внутренняя CCPD Внутренняя CCPD Внутренняя CCPD Внутренняя 
Mask-RCNN 0.76 0.91 0.76 0.91 0.75 0.91 0.66 0.91 
Виолы–Джонса 0.25 0.71 0.24 0.71 0.09 0.66 0.01 0.49 
WPOD-NET 0.97 0.77 0.96 0.77 0.90 0.77 0.38 0.72 
 
Табл. 3. Сравнительные результаты определения номерного знака предложенным методом 
с использованием различных нейронных сетей по изображениям базы CCPD и внутренней базы 
Table 3. Comparative results of the license plate detection using proposed method with various neural networks 
on the images of CCPD database and internal database 
Нейронная сеть 
0I U  
0.1 0.3 0.5 0.7 
Метрика качества – precision 
База изображений 
CCPD Внутренняя CCPD Внутренняя CCPD Внутренняя CCPD Внутренняя 
VGG16 0.95 0.98 0.93 0.96 0.85 0.86 0.75 0.69 
SqeezNet 0.93 0.93 0.91 0.91 0.83 0.83 0.70 0.70 
YoloV3 0.94 0.97 0.92 0.93 0.82 0.81 0.69 0.66 
Нейронная сеть 
0I U  
0.1 0.3 0.5 0.7 
Метрика качества – recall 
База изображений 
CCPD Внутренняя CCPD Внутренняя CCPD Внутренняя CCPD Внутренняя 
VGG16 0.95 0.98 0.93 0.95 0.85 0.86 0.75 0.68 
SqeezNet 0.93 0.93 0.91 0.91 0.83 0.83 0.70 0.70 
YoloV3 0.93 0.96 0.91 0.93 0.82 0.80 0.68 0.66 
Метод автоматического определения ключевых точек объекта на изображении  
An Automatic Method for Interest Point Detection 
Известия вузов России. Радиоэлектроника. 2020. Т. 23, № 6. С. 6–16 
Journal of the Russian Universities. Radioelectronics. 2020, vol. 23, no. 6, pp. 6–16 
 
13 
Времена анализа одного изображения опи-
санными в статье нейросетевыми архитектурами 
представлены в табл. 4. Разрешение входного 
изображения составляло 512 × 512 пикселей. 
Анализ производился на видеокарте NVIDIA 
GeForce GTX 1650. 
Табл. 4. Сравнение времен анализа нейронных сетей 
Table 4. Comparison of analysis time of neural networks 










   
    
Рис. 9. Результат применения предложенного метода к изображениям базы CCPD 
Fig. 9. The result of applying of the proposed method to the images of the CCPD database 
    
    
    
Рис. 10. Результаты применения метода к внутренней базе изображений 
Fig 10. The results of applying the proposed method to the internal image database 
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Вывод. В статье представлен новый метод 
автоматической локализации ключевых точек 
объекта интереса на изображении. Разработан-
ный метод не требует больших наборов анноти-
рованных данных и обучения нейросетевой мо-
дели, позволяет повысить информативность ме-
тодов анализа изображений на основе сверточ-
ных нейронных сетей. Работоспособность и кон-
курентоспособность метода по отношению к из-
вестным алгоритмам выделения номерного 
знака WPOD-NET, Haar Cascad, Mask-RCNN 
проверены тестированием на открытой базе 
изображений CCPD, а также на внутренней базе 
изображений. 
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