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INTRODUCTION 
Population dynamics is a branch of science that studies an ensemble of 
irreducible units with mutual interaction. Due to this interaction the 
population will show a spatio-temporal evolution in some state space. 
In general three important aspects can be recognized in such an 
evolution: structure, process and function. 
Of these aspects structure is the most elementary. It specifies number 
and/or classes of units and their connections. As such it only gives a 
schematic representation of the population and can be visualized by e.g. a 
diagram or connectivity matrix. 
Whereas structure describes the time invariant frame of the ensemble, 
the processes represent its dynamics. At this point, physics and mathemat-
ics may be required to formalize the evolution of each unit and the popu-
lation as a whole. 
Depending on configuration and dynamics of the interaction, the 
processes may be subdivided into several levels or components. As an 
example, to the communication of units an external process may be assigned, 
whereas an internal process may be appointed to the assimilation of the 
influence of external processes on a unit's future behaviour. 
The conglomerate of structure and process, together with a possible 
interaction with an external environment, assigns a function to the popula-
tion. Function gives a meaning to, or a goal for the coherent evolution of 
the interacting units. Such a global aspect can be rather qualitative and 
may be not rigorously definable. For nonautonomous populations it should 
give the direction of transformation of information from input to output. 
Although in function all single unit properties are absorbed, function in 
its turn may completely obscure individual contributions. That is, micro-
dynamics are not recognized in macroscopical features. 
The inspiration for the present study is found in neural interaction 
and the preceding considerations may be filled in as follows. Structure is 
provided by a set of mutually connected neurons. In principle, for 
processes several levels (molecular, cellular) may be taken as a basis. In 
this case the electrophysiological variables of action potentials (external 
processes, responsible for the communication) and membrane potentials 
(internal processes, giving the state of the neuron) are chosen. 
Such a population of interconnected neurons may stand for the brain or 
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a part of it. By function one or more aspects may be meant that are per-
formed by the transformation from sensory signals via internal representa-
tion into a behavioural response. 
In our study we will only concentrate on the relation between 
structure and process. Although our approach will be theoretical and model 
based, it is aimed at concrete results that can be applied in the 
experimental field. The following outline gives a schematic survey of the 
topics that will be discussed. 
Heural interaction equations 
Equations are formulated that describe the dynamics of interacting 
neurons (chapter 1). In this formalism a compromise has to be made be-
tween physiological realism, completeness and mathematical transparency. 
These considerations give rise to a conflicting situation: the former 
tends to lead to inclusion of many -, the latter to as few as possible 
state variables. As a compromise a kind of minimal model has to be con-
structed. In short we mention that in the chosen approach a neuron is 
the irreducible entity to which two experimentally relevant processes 
are assigned: a generator variable (membrane potential, internal 
process) and an action variable (action potential, external process). 
Microdynamics of the single neuron 
A neuron exerts influence on and is influenced by other units of the 
population where it is embedded. The action variable takes care of these 
communications. In this way, per neuron two kinds of transformations of 
activity take place: assimilation of input action potentials into a 
state variable and . generation of output action potentials by the 
generator potential. The (micro)dynamics of this assimilation and 
creation of neural activity determine nature and properties of state and 
action variables (chapter 2). 
Structure 
An important dichotomy in an interacting population is absence or 
presence of connectivity cycles. Absence of recurrent connectivities 
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provides an ordering of the ensemble whose evolution may then be 
investigated in a successive way: unit after unit, from begin (input 
side) to end (output side). Presence of connectivity cycles will 
severely complicate a 'solution' since neurons may not be considered 
dissociated but should be studied coherently with all units in the same 
cycle. Recall here that in such configurations the physical concepts of 
cause and effect lose their intuitive meaning and may be obscured in the 
overall response. 
The central topic in this setup will be the relation of connectivity 
between neurons (structure) to correlation of the neural activities 
(processes). This relationship points at two approaches. In a forward 
approach, the effect of structure on the processes is investigated. On the 
other hand, in the inverse way (system identification) it is aimed at the 
derivation of structure from processes. Especially this procedure may be of 
significant experimental importance. Not only in neurophysiological but in 
many fields of system theory an observer may be confronted with the 
activity of interacting units without apriori insight in the underlying 
connection scheme. In general this states the problem to what extent 
processes provide information about structure. 
Our study will be model based and leads to application of results of 
the mathematical theory of random point processes (in short, a point 
process or 'a system of random points' may be seen as a repeated occurrence 
of an impulsive phenomenon; these occurrences may evolve irregularly in 
time). For the present context, important keywords of this theory will be: 
characteristic functional, correlation functions and sample function densi-
ties. 
The outlined dichotomy in structure will be found in the processes in 
a translated form. It turns out that in populations with connectivity 
cycles the point processes are 'self exciting', i.e. a particular configu-
ration of the past explicitly influences the future evolution of the proc-
ess. Somewhat loosely it may thus be stated that such processes have a 
recurrent time course. It will be seen that in solving such a process 
(here: deriving correlation functions of the neural pulse sequences) im-
plicitly formulated expressions will be found (chapters 4, 5). 
Non-self-exciting processes may be expected for the activity of model 
neurons not contained in connectivity cycles. In this case the correlation 
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functions will be explicit formulas expressed in synaptic connectivities 
and characteristics of input processes (chapter 3). 
It has also been possible to derive connectivity from correlation 
functions. This essentially provides the aim of this thesis: identification 
of nonlinear, self exciting synaptic interaction. 
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CHAPTER 1: Stochastic formulation of neural interaction 
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1. Introduction 
The structural and functional element of the nervous system is the neuron: it collects, 
transforms and disperses the information. Information processing in single neurons has 
been studied extensively both experimentally and theoreticaUy. With regard to the 
representation of the sensory environment, neurons in peripheral parts of sensory 
system can be functionally characterized by their receptive field. The receptive field 
being defined as the set of stimuli to which the neuron responds. Especially for the visual 
system [39, 56] the auditory system [3,4] and the somatosensory system [2, 50, 32], 
this is a widely used and effective approach. In all three cases, the receptive field is a 
dynamical function of both spatial and spectral aspects of the stimulus. As a con-
sequence, sensory neurons may be characterized by their spatio-spectro-temporal 
receptive field [46]. At the output side of the nervous system, the motor neurons take 
care of the realization of behaviour. In an analogous way they may be characterized by 
the effective field, defined as the set of behavioural responses upon which the neuron 
has some effect. In order to explain receptive and effective fields of single neurons [68] 
convergence and divergence of signals in neural populations is sufiicient; there is no 
general reason to invoke complicated forms of interaction between neurons. 
Neurons in central parts of the nervous system are correlated in their activity with 
sensory stimuli and with behavioural responses. However, many of these neurons 
cannot simply be characterized by a combination of receptive and effective field, in a 
sensory-motor space. More subtle and complex factors are relevant [21, 1]. In order to 
10 PETER JOHANNESMA and HENK VAN DEN BOOGAARD 
understand neurons responding to aspects of the stimulus which, as such, are not 
physically present, more complex forms of neural interaction have to be considered. 
Action potentials generated in a given neuron influence the dendritic and somatic 
potentials in different neurons giving rise again to action potentials, some of them 
returning to the first neuron, but most of them spreading selectively through a popu-
lation. In this way, a partly stimulus induced, partly population determined dynamic 
pattern of neural activity will develop. In fact, in most parts of the nervous system a 
continuous activity is going on, both inside neural populations and between them. 
For theoretician and experimenter, neural interaction forms a fascinating subject, 
both in itself and as an example of a multidimensional nonlinear system. The history 
starts essentially with McCulloch and Pitts' work [ 51 ] on neurons as switching elements. 
Beurle [6] considered the spread of activity through a neural population, especially 
studying the influence of excitation and inhibition on stability and periodic activity 
patterns. Caianiello [9] formulated neuronic equations and with co-workers derived 
properties of neural nets [10-13]. These equations were essentially nonlinear because 
of the stepwise condition for the generation of the action-potential. As a consequence, 
the characteristics of the neural population, e.g., firing frequency and spatio-temporal 
oscillations, are not structurally stable. This implies that small changes in the parameters 
of the net may lead to large changes in its functional aspects. 
The second type of approach is similar to the first one as far as it incorporates the 
linear spatio-temporal summation in the neuron of the output signals of the other 
neurons. However, the output variable of the neuron is not an action potential, an 
all-or-none event, but the rate or average frequency of the action potential [35-37, 
17-19,69,27,20,25, 38,40,60-62, 66, 59]. In this formulation an assumption is made, 
usually implicitly, of some form of spatial and/or temporal averaging. The input-output 
characteristic of a neuron now becomes sigmoidal in form. As a consequence, several 
forms of structural instability are eliminated and piecewise linear approximations are 
made possible. On the other hand, the description and results only apply to some form 
of averaged behaviour of neurons. An even more general approach was taken by Amari 
[5] who considered statistical ensembles of neural populations and directed his attention 
to the characteristics of neural dynamics averaged over these ensembles. 
The aim of this paper is the formulation of information processing in a neuron in such 
a way that neural interaction equations can be derived from it. Neurons are assumed 
to generate all-or-none events, while account is taken of the fact that the relation of input 
and output of a neuron is generally of a stochastic nature [29, 42, 43, 14, 15, 64, 65, 
41, 57]. The mathematical formulation is based on the assumption of linear, deter-
ministic, spatio-temporal summation of action potentials into generator potentials 
(Section 2) and nonlinear stochastic generation of the action potential based on 
instantaneous value of generator potential and generator current in the neuron 
(Section 3). Stochastic integral equations are formulated for the description of neural 
interaction (Section 4). It is shown that a formulation as a set of coupled stochastic 
differential equations is only possible under restrictive and physiologically implausible 
assumptions. Finally, some aspects of the dynamical behaviour of a neural population 
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are sketched and the relation of neural activity patterns with synaptic connectivity is 
indicated (Section 5). 
The formulation of the stochastic equations for neural interaction is a necessary 
prerequisite for the study of the relation of structure and processes in a neural popu­
lation. An important problem in brain research is the determination of synaptic 
connectivity in a neural population from the measurement of correlations in the neural 
activity pattern. The relations of connectivity and correlation cannot be treated ade­
quately without an explicit model for neural interaction. This paper is intended to supply 
a theoretical foundation for the analysis of experimental data [24]. 
2. The Generator Potential 
The neuron receives, transforms and disperses signals. Dendrites form the receptive 
parts of the neutron: they weigh and summate the pulses from other neurons. The soma 
forms the central part of the neuron where dendritic potentials (~ 1 mV) are integrated. 
The resulting somatic or generator potential may give rise to the action potential: a large 
change (~ 100 mV) in potential with a short fixed duration (~ 1 ms). The probability 
of generation of an action potential increases monotonically as function of somatic 
potential and somatic current. The axon forms the dispersive part of the neuron: it 
transmits the action potential, sometimes over long distances and many ramifications. 
The synapses form the points of contact between axons and dendrites allowing the 
exchange of signals between neurons. A given neuron may receive information from one 
up to more than a thousand other neurons and emit its pulses to a comparable number 
of neurons. 
The description of neural interaction is based on two complementary processes: 
global integration of action potentials z, of neuron /, into the generator potential uk of 
neuron к and local transformation in neuron к of the generator potential uk into the 
action potential zk. The spatio-temporal integration of the action potentials is in the 
first approximation linear and deterministic. This is summarized as follows: 
ASSUMPTION 1. The generator potential is determined by deterministic, linear, 
spatial and temporal integration of the action potentials. 
As a consequence, it can be written in the form 
«*«)=Σ [àswkl{s)z,{t-S) (2.1) 
where 
uk(t) = generator potential present in neuron к at time t, 
Zi(s) = action potential generated in neuron / at time s, 
wkAs) = synaptic weight function representing the effect of an action potential generated 
by neuron / at time t - s upon the generator potential of neuron к at time t. 
Because of causality, νν
λ/(ί) = 0 for s < 0. The form of yvkl(s) depends on mutual 
distance of the neurons, type of synapse and position of the synapse on the dendritic 
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tree of neuron к. The summation in Equation (2.1) extends over all neurons / = 1, К 
belonging to the population, the integral is taken from - oo to + oo. A sketch of the 
integration of action potentials into generator potential is given in Figure 1. The 
influence of a sensory stimulus, visual, auditory or other type, can be incorporated into 
A В 
ι/"" ' 4 -- I/'" " 4 , \s r " 4 
I I 
1 
4.---
U _... -4 
• t 
Fig 1 Linear spatio-temporal transformation of action potentials z//) into generator potential uk(t) (A) 
time course of synaptic weight functions wkl{s), (B) action potentials of different neurons and the associated 
influences on generator potential of neuron к, (C) time course of generator potential u* composed by addition 
of individual contributions uk, shown in В 
Equation (2.1) by the addition of a term vik{t). The sensory potential μλ(ί) is only 
different from zero for primary sensory neurons. For these neurons usually wkl{s) will 
then be zero. Equation (2.1 ) now becomes 
uk{t) çj* Μ Φ Χ ί - j) + f*(í)· (2.2) 
For the auditory and visual system x)k(t) may be approximated by a nonlinear second 
degree functional of the stimulus x(i) [43, 33]. 
In vector form, using the bra and ket notation (Schiff, 1955), Equation (2.2) can be 
written 
l«(t)> = f di vvCOkC-*)) + !K<)> (2.3a) 
where w is now a matrix of functions. 
If time is defined in discrete steps Δί = Δ then the previous equations for the 
spatio-temporal integration of the action potentials should be replaced by a summation 
|M(WA)> = X и<лА) \z(jn - Μ)Δ> + |ι?(»ιΔ)>. (2.3b) 
Making use of'*' for convolution, Equation (2.3) can be written in compact form 
м> = w * z> + t>>. (2.4) 
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Equation (2 4) gives the dependence of the generator-potentials on the action potentials 
a linear spatio-temporal weighting of the action potentials results in the present value 
of the generator potential 
If nonlinear aspects are included in the spatio-temporal integration [54], then 
Equation (2 4) should be extended such as to include second and possibly even higher 
order terms in |z> The explicit equation up to second order reads in continuous time 
"*(') = »*(0 + Σ l·1* ^ХФЛ' - *) + 
+ Σ Σ f & Í dr "Wir, s)zl(t - r)ijt - ,) (2 5) 
I m J J 
In the compact form valid for both continuous and discrete time Equation (2 5) reads 
«> = t,) + w, * z> + w2 * * z> <z (2 6) 
where i> is the stimulus vector, w, is the connectivity matrix, w2 is a tensor of rank 
3 representing multiplicative effects of action potentials or the generator potential, z> 
is neural activity vector, and ζ> (ζ is combination matrix of neural activity pattern 
3. The Action Potential 
The formulation of the equation for the generation of the action potential is derived from 
assumptions based on generally accepted physiological evidence for spike generating 
neurons [28] This assumption is summarized as follows 
ASSUMPTION 2 The action potential is a stochastic, all-or-none variable whose 
probability of generation depends only on the local and instantaneous value of generator 
potential and generator current 
Different choices can be made for the description of the all-or-none character of the 
action potential The action potential having a short fixed duration and a large fixed 
amplitude, can be considered as an impulse as well as a binary variable In both cases 
we shall assume that its area equals unity For the impulse description the action 
potential has an infinitely short duration, at the same moment assuming an infinite 
amplitude A sequence of action potentials is then given by 
¿(0 = Σ δ ( ' - ϋ O D 
where 
/„ = moment of occurrence of action potential and 
ö(i) = delta function defined by 
f d j / ( i )S( f -*)=ƒ( / ) (3 2) 
for an arbitrary continuous function f(t) [58] The sequence of action potentials is 
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regarded as a series of events or points in time forming a realization of an underlying 
stochastic point process [16, 63]. 
DEFINITION 
ΡΔ ι(ζ H, ù) = PlUt, t + At) = z ιι(0 = и, ù(i) = и] (3.5) 
is the probability that the integral Ζ of the action variable ζ taken over the interval 
(f, t + At) assumes the value ζ given that the generator potential 11(f) equals и and the 
generator current ù(i) equals и at time t. 
Here Ζ is defined by 
• J . ds Z(t,t+At)= diz(j). (3 5a) 
Quite generally. Equation (3.5) may be rewritten in the form 
ρ_(ιι,Η;Δ/) 
P^,u,u)= - - (3 6) 
Σ.-β (м, И; Δ/) 
where the 2 are real-valued, nonnegative functions; the denominator assures that the 
probabilities summate to one. 
Somewhat more loosely stated, Ρ represents the probability that ζ action potentials are 
generated in the interval (/, t + At) In terms of point processes ζ would be considered 
as the increment of the counting variable and indicated as ΔΖ or ΔΝ [63] In order that 
u(t) may be considered as the generator current, the implicit assumption has been made 
of an appropriate impedance. Because of causality the time derivative m ù(t) has to be 
taken as the left derivative. 
u(t) = um . (3.7) 
v
 ' AJO ¿ v ' 
In order to simplify the notation, the index к indicating the neuron has been omitted. 
The definition given in Equation (3 5) and (3.6) assumes that the generation of action 
potentials m the interval (i, t + At) depends only on generator potential and current at 
time t of the beginning of the interval. This will only be correct for small durations Δί 
of the interval. 
In fact, Δί should be so small that the probability of occurrence of more than one 
action potential in (i, t + Δί) can be neglected. As a consequence, in Equation (3.6) only 
the values ζ = 0,1 need to be taken in consideration where ζ = 0 indicates the absence 
of an action potential and ζ = 1 indicates the presence of an action potential. 
The function Q,(u, it; At) is taken to be proportional with (Δί). Since Q2 should be 
nonnegative, we can write it in exponential form. The more explicit form is now 
ρ > , ώ; Δί) = exp[zq(u, Ù)] At2, ζ = 0,1, (3.8) 
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where q is a real-valued function of и and u. The probability of generation of an action 
potential results from the substitution of Equation (3.8) into Equation (3.6) 
^ ( 1 1 и, u) = ε 'Δί (3.9a) 
where 
Afa, Δί) = Χ ε^(Δί)-" = 1 + 6" Δί. 
г = 0,1 
Since Δί is small, in the first order of Δί we then have 
ΡΔ,(11 и, A) - e« Δί, 
Ρ Δ , (0 |« ,ύ)=1-ε«Δί . 
(3.9b) 
(3.10a) 
(3.10b) 
Given the assumption of either a finite or infinitesimal duration of the action potential, 
a second assumption has to be made concerning the representation of time. Time may 
be regarded either as a continuous vanable allowing the limit for Δί 1 0 in Equation (3.7) 
or as a discrete variable changing only with finite increments Δί. From Equation (3.10) 
it may then be concluded that in continuous time formalism, the probability of an action 
potential in a time interval Δί equals ехр^(м, и) ht (or, i.e., in other words: the 
probability density is exp {q{u, ù)) while in the discrete case it is exp q{u, и) (absorp Δί 
into the exponent). 
The discrete/continuous time assumption on one hand and infinitesimal/finite dura­
tion of the action potential on the other leads to four possible formal descriptions of the 
generation of action potentials. The properties of those models are summarized in 
Figure 2. 
time increment At 
duration Δ 
of 
action potential 
intimtesimal 
infinitesimal timte 
Ι M I I 4 , J U - U 4 ! 
— I — 1 
point process point process 
in I in 
continuous time ¡ discrete time 
I 
finite π m π π 
— t 
binary process 
in 
continuous time 
n.m.n.n 
binary process 
in 
discrete time 
Fig 2. Four different formulations of the generation of the action potential based on the choice of time 
increment Al and duration Δ of action potential. 
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Both the point process in continuous time (1) and the binary process in discrete time 
(2) have been used for the descriptions of neural activity. The point process in discrete 
time (3) is experimentally not relevant and theoretically equivalent to the binary process 
in discrete time (2). The binary process in continuous time (4) is closest to experimental 
data, however, it leads to complicated mathematical formulations and the resulting 
process in this case will not be Markov. As such, it does not supply a proper foundation 
for the description of the behaviour of a population of neurons. As a consequence, the 
theoretical approach will concentrate on formulations 1 and 2. 
In this section, the probabilities Q. have been taken to be proportional with Ar. The 
sequences of action potentials have been modelled in a point process (like) way, i.e., a 
monotonous, integer-valued counting process may be associated with them. 
Both the form of the action variable and its probability of generation can be chosen 
to be more general. This problem is studied extensively in a companion paper [7]. 
3 1 THE POINT PROCESS IN CONTINUOUS TIMF 
The description of a sequence of neural events based on experimental data in many cases 
takes the form of a renewal process: the neural events being interdependent but not 
anymore the intervals between events. Further refinements can then be made by taking 
into account the correlation of intervals or higher-order correlation of events [16, 30, 
63, 65]. These descriptions are directed to single neurons forming part of a neural 
population. In the present paper, however, we aim at a formulation of neural interaction 
equations where the correlation of neural events, both for a given neuron and among 
different neurons, results from the interaction. Refractory effects usually embedded in 
the renewal assumption, are in our approach the result of negative feedback represented 
in the diagonal coupling elements wkk. As a consequence, we start from the simple form 
contained in Assumption 2 leading to a Poisson process as the base for the generation 
of neural events. 
At this stage, Equation (3.10) can be recognized as the description of a modulated 
Poisson process with intensity function 
(г) = ехр ?(м(0,«(0). (3.11) 
3.2 THE BINARY PROCESS IN DISCRETE TIME 
In this formulation, the neural event has a finite duration Δ. This is well in agreement 
with the experimental results where 1 ms may be taken as a characteristic value. It 
should be realized that this implies that during Δ at most, one event may occur, however 
the moment of initiation of the neural event can be considerably more precise [48, 34]. 
In order to circumvent mathematical complications, the time increment Δί should not 
be taken to be smaller than Δ. The simplest description results if Δί and Δ are taken 
as equal: 
Δί = Δ. (3.12) 
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In order not to eliminate important experimental facts, especially with respect to 
directional hearing, the resolution Δί has to be smaller than 1 ms. In this case, the 
theoretical formulation then may be based upon a smaller effective duration Δ of the 
action potential. The value Δί = 0.1 ms appears to be acceptable for a wide range of 
experimental situations. 
The probability of generation of an action potential is given by Equation (3.9). Since 
Δ/ is fixed, it can be normalized to 1 and we arrive at the equation 
я(г|м, и') = Л~ ' e\pzq(u, и'), ζ = 0,1 (3.13) 
where 
Λ(<7)= X expzí7 = l + e* (3.14) 
2 = 0,1 
for the probability of presence (z = 1) or absence (z = 0) of an action potential during 
a time interval of unit duration. 
Since time is considered to change with finite increments u' replaces it. The increment 
u' is defined by 
м'(0 = «(0 - и ( ' - 1). f e M. 
An equivalent formulation, somewhat further away from physiology but more tightly 
connected to the formalism of difference equations, is given by the interpretation 
и = M(Í), и' = м(/ - 1). The probabilistic description as given here forms a generalization 
of the deterministic switching process based on a threshold device. A sketch of the form 
of P(z q) is given in Figure 3. The intensity ν for the Poisson process in continuous time 
is an exponential function of q while the probability π for the switching process in 
discrete time is a sigmoidal function of q. 
It will be shown in Section 5 that under certain conditions for the synaptic coupling 
functions wkl{s) both models have the Markov property: a Markov process for the point 
process in continuous time (1), a Markov chain for the binary process in discrete time 
Fig. 3. Probability of generation of event as function of value of generator variable q. η = probability of 
event for the binary process in discrete lime; I - π = probability of no-event for binary process in discrete 
lime; ν = probability density of event for point process in continuous lime. 
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4. Stochastic Formulation of Neural Interaction 
In this section the equation given in Section 2 for the spatio-temporal integration of the 
action potentials and in Section 3 for the stochastic generation of the action potentials 
will be combined into a complete set of stochastic equations describing the development 
of the neural activity patterns. First, the equations are given in integral form, then after 
an assumption concerning the synaptic connectivity they are transformed to a set of 
differential equations. 
4.1. INTEGRAL FORM OF NEURAL INTERACTION 
The integration of action potentials given by Equation (2.2) leads to the generator 
potential u. The generation of the action potential ζ as given by Equation (3.9) or 
Equation (3.13), however, depends on the generator function ^(Μ^,Μ,Ι). Experimental 
evidence [47] indicates that q^ is monotonically increasing as a function of both 
potential Μ
Α
 and current ùk. In a good approximation it may be taken as a linear 
combination 
Як = rk +/.kuk + μ κ υ κ (4.1) 
where rk represents the spontaneous activity of neuron k and /.k and //t its sensitivity 
for potential and current. 
In order to simplify the equations a change of variables is made based on the 
assumption expressed in Equation (4.1): 
Vk = ;4"Α + / Ά 
vk = Wk + nA 
W
u
= 'krtu + іі
к к
і 
Rk = rk + \nM. (4.2) 
If the synaptic connectivity wkl(s) is continuous in s = 0, then 
^ДО) = 0. (4.3) 
Now Equation (2.4) for the generator potential uk and Equation (3.9)-(3.10) for the 
action potential zk, can be expressed in the new variables. The neural interaction 
equations in integral form become 
U.C) = VkU) +l\às WtteWt - s) (4.4) 
PbÁh Uk) = Л,- ' exp zk{Uk + Rk) (4.5) 
Ak= Σ txpzk(Uk + Rk). (4.6) 
The generation of pulses in neuron к depends only on the generator variable Uk in 
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this neuron. As a consequence, the stochastic action variables г
к
 are independent and 
the joint probability factorizes in the product of the individual probabilities. 
/>«ζ|Δί | t / » ^ ^ ( z j 14). (4.7) 
For an arbitrary vector |a> and zk = 0 or 1, the following identity can be proven 
£ e x p < z | a > = n Σ e x P z* f l* (4·8) 
<z * 2^ = 0,1 
where the summation at the left-hand side extends over all 2K possible configurations 
of the neural activity pattern < ζ . 
Use of Equations (4.7) and (4.8) allows us to write the stochastic neural interaction 
equations in the compact form 
U> = V) + W * z>, 
P«z |Ai | {/>) = A- )exp<z|C/+Ä>> 
Λ= χ exp<ziC/+Ä>. 
(4.9) 
(4.10) 
(4.11) 
This set of coupled stochastic nonlinear integral equations forms the description of 
the dynamical behaviour of state variable |t/> and activity pattern |z> of the neural 
time 
z.ft) t . A t 
t . A t 
time • 
Fig. 4 Diagram of signal processing in neural interaction. Incoming sequences z,(i) of action potentials 
arc temporall) integrated and spatially summatcd into the generator potential Uk(t) which again in a 
stochastic way gives rise to the action potential zk(i + Дг) SEG indicates the stochastic event generator 
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population. The equations represent the binary process for finite Δί, where they can be 
simplified by the normalization Δί = 1 leading to Rk = rk. The point process is given 
by taking the limit Δί 1 0. Since Δ/ occurs both in Ρ and in Λ, the limit has to be taken 
carefully. However, the result is simply for each neuron a Poisson process with intensity 
modulated by the sensory stimulus and/or the neural interaction. The set of coupled 
equations cannot be solved but, however, certain general properties as well as statistical 
results can be acquired. A physiologically-based sketch of the signal flow for a popu­
lation of two neurons is given in Figure 4. A formal diagram of the different stages of 
information processing in a neural population is given in Figure 5. 
Um < Zm <-'-' U n^ < Zm «-i Dm 
X / X ;• 
ui' < z\ *•' υ ι < z, <--- u, 
X /- X > 
U k < z'k ч ^ U k <s z k «-- U k 
|U"> = W к | z ' ) | U ' > = W * | ζ > 
p b < z ; j u k ) p k ( 2 k i u k ) 
< 
t i m e 
\ ig •> hornul dugram ot stochastic information processing in the nervous s\stcm (<- - ) 
I > = II * r> deterministic linear transformation of action variable r ) into generator variable V >, 
(« Í ^ I U Í ί-л) stochastic nonlinear transformation of generator variable Lk into action variable ~k 
In oi dei to induce a close analog} between formal diagram and mathematical equation the direction of time 
is taken Iront right to left In order to simplify the diagram, temporal integration is limited to the preceding 
moment in time Nol.mon r = r ( / ) r - r ( ; + fit) : = r(/+ 2Δ/) 
The variable R appearing in the pulse-generating probability represents the amount 
of spontaneous activity of neuron k. A change of R in the population would supply a 
form of threshold control [8, 52]. 
4 2. DIFFERbNTIAL FORM OF NEURAL INTERACTION 
In order to connect our equations to the state-space description used in system theory, 
a differential formulation is given for the development of the generator variable. For this 
purpose two additional assumptions have to be made. The first one is a partial 
factorisation of the spatial and temporal aspects of the coupling function; the second 
one is related to the form of the temporal integration. 
NEURAL INTERACTION 21 
(1) The temporal aspect of the synaptic weight functions is identical for all synapses 
terminating on a given neuron 
Wkl(s) = WkMs). (4.12) 
(2) The coupling dynamics are in the form of first- or higher-order 'leaky integration' 
At(i) = ^ " 1 e x p ( - M , akeU. (4.13) 
The combination of Equations (4.4), (4.12) and (4.13) now supplies a set of coupled 
linear differential equations for the evolution of the generator potential, which can be 
written in compact form as 
LU> = L V) + W z> (4.14) 
combined with Equations (4.10) and (4.11), 
where W = scalar matrix indicating strength of synaptic coupling, 
L = diagonal matrix of linear differential operators representing the dynamics 
of transformation of action potentials ζ into generator variable U. 
The foregoing considerations lead to the conclusion that neural interaction can be 
represented as stochastic differential equations if the synaptic weight functions have 
identical dynamics of the form given in Equation (4.13) for all synapses received by a 
given neuron. 
It should be realized that all previous assumptions were based on physiological 
evidence with the exception of the spatio-temporal factorization expressed in Equation 
(4.12). This one deviates significantly from the evidence on dendritic signal processing. 
The dynamic influence of the location of the synapse on dendrite or soma is not 
considered [55, 54, 49]. This implies that the differential form as given here is much 
more restricted than the integral form. For discrete time, an analogous procedure based 
on Equation (2.3b) making use of comparable assumptions, leads to a set of coupled 
difference equations which is analogous with Equation (4.14). 
5. Structure and Processes of a Neural Population 
Neurodynamics considered as the dynamical behaviour of the neural population is given 
by the spatio-temporal pattern of the neural state variables. In this section four aspects 
of neurodynamics are considered: 
(1) definition and dimension of state space 
(2) patterns of synaptic connectivity 
(3) macroscopical aspects of neural dynamics 
(4) relation of correlation and connectivity. 
5.1. DEFINITION AND DIMENSION OF STATE SPACE 
For an autonomous neural population, the sensory stimulus V equals zero. The 
differential form for the development of the generator potential based on Equation (4.14) 
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then simply reads 
¿ * ϋ Γ * = Σ » ' * Α (5.1) 
/ 
where 
-Μΰ 
L
'
= À4ÏJ ( 5 · 2 ) 
is a linear differential operator of order Jk. If the activity zk of neuron Λ is a deterministic 
function of the generator potential Uk, then this system has a state space given by 
(£/,,£/,,. . ., l/2, ü i , . . . . I/*, £/*,...) (5.3) 
with dimensionality 
D= f Jk. (5.4) 
* = 1 
If all neurons have an equal order of dynamics 
Jk = J, k=\,K (5.5) 
the dimension of the state space equals 
D = KJ. (5.6) 
Since Uk represents a linear combination of generator potential uk and generator current 
ùk, it is physiologically acceptable to use as an approximation a first-order dynamics 
in terms of Uk for each neuron. This implies J = 1 and, as a consequence, D = К ; the 
state variable is then t/(r)> = (£/,, i /2 , . . . , Uk)T. 
In the deterministic situation, the system follows a unique trajectory l/(i)> in the 
state space determined by its internal dynamics and the effect of the sensory input. The 
dynamical behaviour is characterized by stable points, limit cycles, regions of attraction, 
ergodicity, chaotic behaviour, etc. 
Since the neural population behaves stochastically as expressed in Equation (4.10), 
the stochastic system has a double type of dynamics. If the state variable С/> is defined 
as in Equation (5.1), then knowledge of the state variable gives the transition probability 
to a value of the action variable |z> which again determines the new value C/'> of the 
state variable. This is illustrated in Figure 6. 
As a consequence, the stochastic neural population can be considered as a Z)-di-
mensional Markov process. The dynamical behaviour which has actually been realized 
is given by a single trajectory in a Z)-dimensional state space. The future of the system 
has, however, the appearance of a tree where from any branch new branches may sprout. 
As such it is, a distribution of the trajectories of which especially average and variance 
as function of time are of special interest. The transition distribution governing the 
stochastic growth of trajectories can be described by a master equation [7]. A sketch 
of the dynamical behaviour is given in Figure 7. 
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Sensory 
Stimulus 
Neural 
Activity 
Behavioural 
Response 
|z> < ^ ^ ^ |u> ι |z> < |u> 
| Y > I Y > 
time 
Fig 6 Abstract diagram of signal processing involved in the neural transformation of sensory stimulus into 
behavioural response < з stochastic, ^ ^ ^ ^ — deterministic 
U, \ ч »· 
\ 
ί ' 
Fig 7 Trajectories in state space A sketch is given of trees of possible trajectories for the stochastic 
behaviour of a neural population 
It should be realized that generator potentials and action potentials play a difFerent 
role The generator potentials Uk and the appropriate derivatives together form the state 
variable [/> Knowledge of U} at time t = 0 supplies a sufficient set of initial 
conditions In combination with the set of parameters W and R, this determines the 
stochastic dynamics of the system In terms of the activity pattern z>, such a simple 
statement cannot be made 
5 2 PATTERN Ob SYNAPTIC CONNECTIVITY 
Both qualitative and quantitative aspects of the neurodynamics will be strongly depen­
dent on the choice of the synapto-dendntic weighting functions Wkl(s) as they appear 
in Equation (4 9) This choice should be guided by anatomical and physiological insight 
into the neural population under consideration Cortex, cerebellum or hippocampus 
have different patterns of connectivity As a first approximation, here some general 
principles are given which are, partly based on biological arguments and partly directed 
towards mathematical transparence 
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The starting point is given by Equation (4.4). While not strictly necessary, we make 
the assumption that the dynamical aspects of the neural connectivity are identical for 
all synapses: 
WkHs) = Wklh{s). (5.7) 
As a consequence, Equation (4.4) simplifies into 
l/*(t) = Vk(t) + Σ Wkl [ ás his) z,« - j) (5.8) 
which describes the combined influence of action potentials and sensory stimulus on 
the generator potential The synaptic connectivity matrix W should include refracto-
riness, excitation and inhibition. For the representation of refractoriness of the neuron, 
excitatory center and inhibitory surround of its connections (Rodieck and Stone, 1965), 
the following form for the connectivity W can be taken 
Wkl < 0 if к = /, 
Wkl>Q if lit - / | small, 
Wkl<0 if \k- /I large. 
This leads to a distribution of synaptic weights as sketched in Figure 8. 
5 3 MACROSCOPICAL ASPECTS OF NEURAL DYNAMICS 
For a homogeneous neural population, all neurons are identical with respect to their 
internal parameters- kk = λ, μΙι = μ and rk = г in Equation (4.2). For the synaptic 
connections Wki(s) some type of homogeneity may also be assumed. This assumption 
can take two forms' 
(a) the sum of all incoming synapses on neuron к is independent of it 
Σ WM = a(s), (5.9a) 
(b) the sum of all outgoing synapses on neuron / is independent of / 
Σ Wk¿s) = b{s). (5.9b) 
While the first assumption does not lead to further conclusions, the second one does. 
Starting from Equation (4 4) and using (5.9b), it can be shown that 
U(t) = V(t) + | ds bis) zit - s) (5.10) 
where U, V and ζ are the population average of generator potential, stimulus and action 
potentials as given by 
ί/(0 = 1 Σ tf*(0, vu) = i Σ УМ * ) = i Σ zk{t). (5.11) 
К к К к К к 
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Fig 8 Sketch of synaptic weight coefficients (a) one-dimensional as function of distance к-I, (b) 
two-dimensional. 
A special case of assumption (b) is when the total effects of an outgoing potential equals 
zero: the excitation is compensated by inhibition and refractory influences. This is the 
case if b(s) = 0. In this situation, Equation (5.10) reduces to 
U(t) = V(t). (5.12) 
Equation (5.12) implies that in the absence of sensory stimulation, the average generator 
potential U is a time invariant characteristic of the neurodynamics. In the presence of 
a sensory stimulus, the average generator potential simply reflects the average sensory 
stimulus. Equation (5.9b) with b(s) = 0 also leads to a relation for the firing intensities. 
Starting from Equations (4.5) and (4.6), using Equations (4.1) and (4.2), and taking the 
limit Δί i 0 leads to 
Π v*(0 = exp|ç £/*(') + J -
Invoking Equation (5.9b)-(5.13) gives 
ΠνΛ0 = «ρ*(Κ(ί) + ι·) 
к 
(5.13) 
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or 
Ι Σ l°g Ъ(0 = У(0 + г (5.14) 
К к 
which indicates that the population average of the logarithm of the firing intensity is 
simply related to the stimulus influence. 
For arbitrary neural populations, the partition function Л as defined in Equation 
(4.11) supplies a relation between microscopic and macroscopic variables. For this 
purpose we introduce a scalar parameter β in Equations (4.10) and (4.11); then 
P((z At ¿/>) = Λ 'exp/Kz U+R) (5.14a) 
and 
Mß £ / » = ! < . - e x P/ ; < z U+R}. (5.14b) 
The parameter β represents the sensitivity of the pulse intensity with respect to the 
generator potential and, because of Equation (4.9), also with respect to the sensory 
stimulus. 
The conditional entropy of the neural population is a measure for the uncertainty 
concerning the activity pattern <z| for a given set of generator potentials [/>. It is 
defined as 
Him) =-Σ Л<* | Δί 11/» In Ρ « z| Δί II/». (5.15) 
It can then be directly venfied that the conditional entropy Я can be denved from the 
partition function by the equation 
H{Uy) = (\-ß()\nA(ß I / » (5 16) 
Also, the expected value η > of the activity pattern ζ > can be denved from the partition 
function Λ b> differentiation The equation reads 
/?> = E z> = l V> 1ηΛ(0 [/>) (5 17) 
where the gradient V> is taken with respect to the generator potential i/>. 
As à consequence, the partition function Л supplies both the expected development 
of the trajectories in any given point t/> in state space as well as the uncertainty or 
possible divergence of this development 
5 4 SYN APT 1С CONNFCTIVITY AND NEL RAL CORRELATION 
In neurophysiological experiments it is, in principle, possible to measure the correlation 
between sensory stimulus V>, intracellular potential t/>, and neural pulses z>.The 
NEURAL INTERACTION 27 
inverse problem must be solved in order to formulate a quantitative model of the neural 
population under study. This problem is the determination of the synaptic connectivity 
matrix W from the correlation functions. A necessary prerequisite is the a priori 
formulation of a qualitative model. This has been given in Section 4 resulting in 
Equations (4.9)-(4.11). The starting point here will be Equation (4.9) which describes 
the linear spatio-temporal integration of sensory stimulus and neural pulses into the 
generator potential. 
Fourier transformation of Equation (4.9) replaces the temporal convolution by a 
spectral multiplication leading to 
, ΰ(ω) > = | (ш) > + W(ü>) 2(ω) >. (5.18) 
In order to determine W or W from Equation (5.18), we multiply Equation (5.18) with 
<z , the transpose and complex conjugate of z>; this leads to 
Û><i = Vy(ì + W z><z (5.19) 
Now expectation is taken of Equation (5.19) with respect to ζ > and U > ; then we can 
solve for W 
Щи) = (e(cü) - Я М /Ч«) (5.20) 
where ρ(ω) = £·{|ΰ(ω)><2(ω) }, 
Α(ω) = £{|Κ(ω)><ζ(ω)'}, 
Ρ(ω)=£{ |ζ(ω)><ζ(ω)}. 
Inverse Fourier transformation leads directly to 
Ôlt/(T) = £ j d i U , ( r ) z / ( r - T ) (5.21a) 
as the correlation of pulses of neuron / with the intracellular potentials of neuron k, 
RU{T) = E [аі\
к
{і)гМ-і) (5.21a) 
as the correlation of pulses of neuron / with the stimulus induced potential in neuron 
к and 
?
κι
(τ) = E Í dr ζ
Α
(0ζ/('-τ) (5.21c) 
as the correlation of pulses of neuron / with the pulses of neuron k. 
Equation (5.20) gives, in principle, the solution of the inverse problem: the determi­
nation of the structure W from the correlation functions Q, R and Ρ of the neural 
processes. Because of the linear nature of Equation (4.9) no triple or higher-order 
correlations arc needed; pair-correlations are sufficient. However, for an exact solution 
all pair-correlations of stimulus, intracellular potential and action potentials of all 
neurons are needed. Experimentally, this appears only possible with optical recording 
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techniques; use of the current electrical recordings with (multiple) micro-electrodes 
makes approximations of Equation (5.20) desirable. 
6. Discussion 
The formulation of neural interaction equations is based upon the deterministic linear 
spatio-temporal integration of action potentials into generator potentials. As a result, 
linear integral equations describe the combination of intercellular action potentials into 
the intracellular generating potentials. On the other hand, the action potentials arise 
from the stochastic nonlinear local instantaneous evaluation of the generator potential. 
For a model in continuous time, the action potentials can be appropriately modelled by 
a point process, for a description in discrete time, a switching process appears more 
suitable. For both situations a common expression for the probability (density) of pulse 
generation has been formulated. The synaptic weights are considered as arbitrary 
functions of time, however sufficiently continuous and differentiabie. Simplifications of 
the equations occur if the dynamics of integration are only dependent on the receiving 
neuron. In this case, a set of coupled differential equations has been formulated for the 
description of neural interaction. A conservation law can be formulated if, moreover, 
the synaptic weights of each emitting neuron summate to zero. The partition function 
gives the base for statistical measures over the neural population as a whole. 
The equations presented here supply a theoretical foundation for the study of neural 
interaction. The stochastic behaviour of the neural population can be represented in a 
finite-dimensional state space and described as a Markov process. Further elaborations 
can be made by the study of the stochastic development of the state variable; this 
investigation is based upon the formulation of a 'master equation' [7]. In this approach, 
the transition probabilities for the state variable are considered. Under conditions of 
high convergence, a diffusion equation can be formulated. 
For the input-output transition function of a single neuron not included in any 
recurrent cycle the theory of point processes supplies explicit equations (Boogaard et al., 
in preparation). 
A second point of interest is the general structure of the connectivity matrix W. An 
example has been given in this paper for the general characteristics of the neural state 
vector and activity pattern for connectivity W such that the weights of outgoing synapses 
summate to zero. In case W is triangular, or can be brought into this form by a 
renumbering of the neurons, the neural population is purely reactive: no closed loops 
are present. In this situation the neural activity pattern forms a representation of the 
sensory environment which can be investigated by means of the receptive fields of the 
individual neurons [45,46, 23]. If the connectivity matrix cannot be written in triangular 
form, the neural population contains closed loops. In this case, the neural population 
is creative: an active dynamic model of the environment can be formed including the 
activity of neurons which are not directly activated through the stimulus. The neural 
population, or creative parts of it, behaves as a functional unit. Here, the concept of 
neural assembly [52] becomes relevant; single unit recording may be insufficient for the 
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characterization of the stimulus sensitivity of the neuron. The receptive field of a neuron 
is not anymore stimulus invariant [3,4] and concepts as a multi-unit receptive field or, 
even more general, the sensory interpretation of neural activity patterns [44] have to be 
invoked. 
A fundamental aspect of brain research is the relation of structure and process. What 
type of measurements and computations allow the determination of the neural con­
nectivity matrix Wl In Section 5.4, it has been shown how the connectivity W can be 
determined from the correlations of sensory stimulus, intracellular potentials and neural 
pulses. A necessary condition would be the simultaneous recording of all these variables 
for all neurons involved in a connected subassembly. However, in experimental 
neurophysiology recordings can only be made from several (2-20) neurons simul­
taneously [31, 1, 23, 24]. Moreover, these recordings are made extra-cellularly. This 
implies information regarding the neural activity pattern z, but not of generator potential 
U. A task for theoreticians is then clearly to investigate the approximate relations of 
activity pattern ζ and connectivity matrix W. 
Large-scale interactive simulation of neural nets, preferably using parallel compu­
tation, may form a useful connection between experimental data and mathematical 
equations. 
While anatomy studies the structure of the nervous system and physiology the 
processes, ethology gives insight into its function. Neural interaction plays a role in 
perception, cognition and behaviour. Explicit hypotheses concerning this role have to 
be made [26, 53] in order to fill in the abstract description of neural interaction. 
The dichotomy of neural populations into reactive and creative appears to be of strong 
influence both onto the mathematical formulations as well as for the functional 
characteristics (Johannesma et al., in preparation). 
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Based on neural interaction equations a random walk model for the stochastic 
dynamics of a single neuron is introduced. In this model the somatic potential 
corresponds to a state in the state space and action potentials provide the 
mechanism causing transitions. Time is made discrete, consisting of small finite 
increments At; assumptions are made about the transitions within such an 
increment and the associated probabilities arc formulated. These quantities 
depend on At and on parameters derived from neural interaction equations. 
Moreover the model is chosen so that the sequence of somatic potentials is a 
Markov chain. By appropriately scaling the parameters, in the limit as At —» 0, a 
master equation for the probability in continuous time is obtained. Depending on 
the parameters, the master equation describes the evolution of a deterministic, a 
diffusion, or a discrete process. An interpretation for the diffusion and discrete 
processes is outlined. The conclusion is that the stochastic equations for neural 
interaction lead to a master equation representing a diffusion or a discrete process 
depending on the number, size of synaptic connectivity coefficients, and probabil-
ity distribution of neural activity. An example is included describing how a master 
equation may be used to derive properties of the single neuron's output process. 
1. Introduction 
IN a companion paper (Johannesma & van den Boogaard, 1985) a mathematical 
model has been introduced for the dynamics of a neural net. Based on the 
information transforming function of the nervous system, for each neuron three 
stages were taken into consideration. It was pointed out that the dendrites receive 
information from external sources, i.e. sensory stimuli, or from internal ones, i.e. 
action potentials from other neurons. In the soma the input is assimilated 
resulting in a time-dependent somatic potential which generates action potentials 
randomly. Finally the axon transmits the action potential to other neurons in the 
population. 
After some simple approximations, but still maintaining realism, a coupled set 
of stochastic differential equations of the type of 
<£U=WZ + 2V (1.1) 
has been derived. In (1.1), where time arguments have been omitted, the meaning 
of the symbols is as follows. 
U = (U1, и
г
,..., V
n
)·, Uk is the stochastic somatic potential of the fcth neuron 
which has outcome uk at time t. 
£ is a diagonal matrix of linear differential operators. 
© Oxford University Press 1984 
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И/= [ w,,],,,, 2 „ ; И/ is the connectivity matrix in which w,, denotes the strength 
of the synaptic coupling of neuron j to neuron i. 
Z = ( Z , , Z 2 , . . . , Zn); Zk is the stochastic activity of the fcth neuron. 
і? = ν = (vi, V2, • • •, v
n
); vk represents the influence of a stimulus on neuron k. 
In this paper it will be assumed that the soma is simply a first-order leaky 
integrator, hence 
2=1^-+В (1.2) 
dt 
where 
'
 =
 [δ,, I,,,-1.2, ...π ; the Kronecker δ,, is defined by: δ,, = 0 if іф j , δ,, = 1 if i = j . 
β
 =
 [ ί , 1 ) ] 1 , ) = ι-2, .„; В is the decay matrix. 
β must be positive-definite or at least semidefinite. 
From physiology it is known that there is no direct interaction of the Uk ; these 
are related only by the action variables Zk via the connectivity matrix. Therefore 
В may be assumed to be diagonal, i.e. ο , ,^,δ, ,^Ο. 
Combination of (1.1) and (1.2) gives a coupled set of stochastic first-order 
differential equations: 
^=-Bu + WZ + v (1.3) 
df 
In this paper a formulation of stochastic neural activity is given and its effect on 
the probability development of the somatic potential is studied. For simplicity, 
only the case of a single neuron is studied, however, it is possible to extend the 
applied approach to a multineuron population. 
For the formulation of the single neuron's dynamics a random walk model is 
chosen. In this approach time is made discrete, consisting of increments At, and 
assumptions are made about changes of the somatic potential in such an incre­
ment due to neural activity. This will be done with a probability distribution in 
such a way that the stochastic neural activity does not depend explicitly on its 
past. As a consequence, the sequence of somatic potentials which arises, defined 
only on the set of discrete times t
n
: = t 0 + η At, is a Markov chain and the somatic 
potential becomes a state variable. We shall concentrate on the question of 
whether, knowing the local time dynamics, it is possible to take the limit as 
At —* 0 and obtain a well defined stochastic process in continuous time. The 
mathematics of this formal limit procedure is based on an appropriate scaling of 
the distribution of U as mediated by Z. This approach imposes restrictions on 
the microdynamical parameters and leads to the formulation of a global time 
transition probability density function (pdf). These functions satisfy a differential 
(-difference) equation. In the literature, these equations, describing the develop­
ment in time of the probability of occupation of the states of a system, are 
called master equations, (see e.g. van Kampen, 1981). The expressions 'stochastic' 
or 'kinetic' equation are sometimes used too. 
In the sequel, interest will mainly be concentrated on the relation of the 
infinitesimal dynamics to the master equation. However, we will also present ar 
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example that shows how the dynamics of a U(') process (characterised by a 
master equation) affect the characteristics of the output process Z(·). 
In this paper, stochastic variables will be assigned capital italic letters, and their 
realizations the corresponding small letters. 
2. The infinitesimal dynamics 
In this section, the dynamic equation for a single neuron is rewritten in an 
appropriate mathematical form and assumptions are formulated about the 
dynamics of the stochastic neural activity. 
For a single neuron the state equation is given by 
^-U=-bu + v + wZ. (2.1) 
df 
See (1.3) where η = 1 and the connectivity matrix W and decay matrix fl have 
been reduced to the scalars b and w respectively. In (2.1) time arguments have 
been omitted and the external input υ is supposed to be a deterministic and 
continuous scalar function. 
The common mathematical method of representing the stochastic differential 
equation (2.1) is 
dl/ = (-bu + i ))df+wdN (2.2) 
where 
Ν ( ί ) : = ί Z(s)ds (t&r0) 
J(i» . i) 
is the activity counting process. For the evolution of U in time, the dynamics of 
the activity Ζ have to be known. Now, by definition 
AN(t):=N(t + At)-N(t)= f Z(s) ds (2.3) 
where both sides of (2.1) are integrated over the time interval [t,t + At), with 
at>0 but sufficiently small. This leads to the incremental equation 
AU:= U(t + áí)-u(t) = (-bu + v)At+wAN (Δί>0); (2.4) 
see (2.2). Formally, on the right hand side of (2.4) higher-order terms of At may 
be present. Here as in every other expression in this paper, irrelevant higher-
order expressions of At are omitted. 
Equation (2.4) emphasizes that forward-time dynamics are taken into consider­
ation and also shows how (2.1) is to be interpreted. 
In the present model (see Johannesma and van den Boogaard, 1985), the 
neural activity depends stochastically on the generator potential, whereas it 
successively affects the generator potential deterministically. In (2.3) this means 
that knowledge of the dependence of u on the random variable AN is required. 
From electrophysiological recordings it is known that neural activity consists of a 
sequence of strong, brief signals, almost identical in form. Therefore Ζ can be 
modelled by Dirac delta pulses with a probability proportional to At of occurrence 
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within a time interval of length At. If the associated pulse intensity function 
happens to be deterministic the stochastic counting process N(·) is simply a 
Poisson counting process. However, the intensity may be dependent on the 
somatic potential, and then much more difficult counting processes will result. 
In this paper a more general proceeding is presented which will include the 
delta pulses model. It will be assumed that the activity AN depends on the time 
increment At and may be positive (excitation), negative (inhibition), or absent. 
Each realization has its own probability. These probabilities may depend on At 
and also be modulated by the value u of the somatic potential U. Explicitly: 
ASSUMPTION 1: 
AN{t) = OAfx (a 3=0) (2.5a) 
О is a random variable depending on At and the instantaneous value of the 
generator variable u. Q is defined by the distribution: 
Р [ О = 1 : 1 / ( 0 = и ] = ф 1(4»:и), 
P[Q = 0 :[/(()= κ] = ψ 0 (Δΐ: Μ ), (2.5b) 
P[Q = - 1 : U ( í ) = u ] = i M ¿ t : u ) , 
Assumption 1 has been introduced as a generalization of two important special 
cases: 
(i) if the exponent a = 0 and the probabilities ψ±1(4ί : и) are proportional to 
At, the delta pulse model is obtained. 
(ii) a deterministic model is obtained if α = 1 and Ψι{Αί : u)= 1. 
In the following it will be seen, however, that for all α e [0, 1] and appropriate 
probabilities ψ±ι(4( : и), it is possible to construct a reasonable nontrivial stochas­
tic process [/(·). Figure (lb) shows AN as a function of both the time increment 
At and exponent a. It is seen that for every α > 0 the counting increment AN will 
converge to zero as ¿li tends to zero. However if a = 0 , in arbitrarily small time 
increments finite transitions may occur. In the figure this possibility of performing 
a jump is reflected in the discontinuity at At = 0 for α = 0. 
Combination of (2.4) and (2.5) gives the possible transitions of the somatic 
potential with the associated probabilities: 
P[AU=(-bu + v)At + qwAta: U(t)= и] = ф„Ш : u) (2.6) 
See Fig. 1(c). 
The probability functions i]/Q(At : u) are non-negative and sum up to 1. They 
have been chosen independent of time but this is not an essential assumption 
because in a nonstationary case, it is still possible to proceed in the same way as 
here. 
From neurons, it is known that their activity has an all-or-none character, but 
no bipolarity has ever been found. The model as defined by (2.6) allows steps in 
both the positive and negative u directions. This would mean that the model does 
not describe a real neuron if, quite strictly, AN = О At" represents the activity of 
the neuron itself and the sign of О may be positive at one time and negative at 
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another. This consideration is neglected for the time being; in Section 6, however, 
it will be discussed in more detail and the consequences of restricting О to either 
{0,1} or {—1,0} are considered. 
So far, At has been supposed to be a small, fixed positive number. Therefore 
(2.6) is a stochastic difference equation which, starting at time i0, is defined on the 
discrete set of times i k := t0+kAt (kel^ 0). Since the outcome of Uk:= U(tk) 
completely determines the distribution of Uk+1, the sequence (l/0, Ux, U2,...) is 
a Markov chain and the somatic potential is a state variable. 
The random variable Q may assume positive and negative values and the 
successive realizations (U|C)™=0 are a random walk in IR in which the stochastic 
neural activity AN causes the step from uk to uk+i. As this transition is generated 
by Uj,, the somatic potential may as well be referred to as the generator potential. 
In fact, in the rest of this paper the expressions 'somatic' and 'generator' 
potential will be used interchangeably. 
The discrete-time process as described so far is summarized by three figures. 
Figure 1(a) gives the block diagram of the system generating the random walk; 
Fig. 1(b) shows the At dependence of the three possible realizations of ANk: = 
AN(tk) at time tk and in Fig. 1(c) the outcome of Uk+X resulting from Ok: = 0(tk) 
is given. See (2.6). 
The stochastic dynamics of the model neuron have been defined in (2.6): 
knowledge of the value н of U at a given time provides the distribution at time At 
later. As long as the time increment At is not changed, the stochastic chain 
{Vk)k=0 is well defined but in the passage to the limit as At —» 0 one may find that 
the dynamics are badly scaled. So the question arises as to how the activity AN 
and probabilities i/>±l (At : u) have to be scaled so that in the limit as At —» 0, a 
well-defined process in continuous time is derived. This scaling problem will be 
investigated in Section 4. To carry out this formal limiting procedure the tech­
nique outlined in the next section will be used. This results in the formulation of a 
master equation, i.e. a differential equation describing the evolution of probability 
in time. This master equation will have time as a continuous parameter; it may be 
interesting to realize that by then a kind of cyclic procedure has been completed. 
This started with the interaction equation in continuous time which was made 
discrete in order to formulate the dynamics of neural activity. Next, in the limit as 
the time increment At —> 0, we obtain the ultimate result, i.e. a pdf giving the 
distribution of the generator potential with time again as a continuous variable. 
3. The master équation of a Markov process 
Suppose t/(·) is a one-dimensional Markov process with a transition pdf 
ƒ(·, · : je, s). This means that the probability that U(t) e (их, u^], given that U{s) = 
χ (s « t), equals ƒ"; f(u, t : x, s) du. 
Conservation of probability leads to the following integral equation: 
f{y,t + At:x,s)= f f(y,t + At:u,t)f{u,t:x,s)àu (4 t>0) (3.1) 
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FIG. 1. Discrete-time random walk describing a single neuron's dynamics, a. System diagram showing 
the transformation of input of a neuron to stochastic neural activity. The state of the system is defined 
on and can only change at discrete times tk = (0 + k4t The linear low pass filter is a leaky integrator 
with impulse response h(s) = w exp (-bs). b. The possible outcomes of the neural activity 
4Л/
к
 : = Oj 4l™ as a function of 4( for several values of a. Notice the discontinuity at 4( = 0 for α = 0. 
с. The three possible transitions from uk to L/k+1 The transitions depend on M and are a combination 
of stimulus influence u k4t, decay, — buk At and stochastic neural activity 4N k . 
This equation is known as the forward Smoluchowski (or Chapman-Kolmogorov) 
integral equation (Middleton, 1960; Stratonovich, 1963). In Fig. 2 the meaning of 
(3.1) is illustrated: transitions from χ at time s to y at time f + 4f have to go 
through allowed values u at the intermediate time t. By using the validity of (3.1) 
for 4f arbitrarily small it is possible to show that ƒ(· , · : x, s) satisfies a differential 
equation: 
ar 
/(u, t : x, s) = X (-i)
k
 a" 
fe! auk 
[a k (u, f)/(u, r :x, s)] (3.2) 
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This equation has several names. It is known as 'master equation' but the terms 
'stochastic' or 'kinetic equation' are also used (Stratonovich, 1963). The func-
tions ak( · , ·) are the incremental moments and from the derivation of (3.2) they 
turn out to be: 
äk(u,t;At) 
а
к
(и, f) = hm — 
MIO ш 
(3.3) 
(3.4) 
The âk( · , ·; At) are defined by 
äk(u,t;At):= \ (y-u)kf(y, t + At : u,t)dy 
and they specify the moments of the change in the spatial coordinates correspond-
ing to a small change in time At. 
Since äk(u, t; At) is the expectation of U(t + At)- U(t) if U(t) = и it is possible 
to rewrite (3.3) as 
ak(u, t)= lim 
Δι id 
E[(AU)k: l/(t)= и] 
At 
(3.5) 
which shows the relation between the increments AU and the incremental 
moments ak(·, ·). As an example, from (3.5) it can be seen that the drift α 1 (·, ·) 
t+àt 
FIG. 2. Conservation of probability. Transitions from χ at time s to y at time Ι + ΔΙ have to go through 
allowed values u at intermediate time r. 
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gives the rate of change of the expected value of U, and the dispersion α2(·, ·) 
represents the rate of change in the variance of U. 
As a recapitulation we thus have that the development of the Markov process 
U(·) is given by the transition pdf fi·,·: χ, s) which may be derived in the 
following way: 
(1) find the infinitesimal transition probability density ƒ(·, t + At : u, t). This 
local time expression has to be derived from the stochastic dynamics of the 
system considered. 
(2) derive the incremental moments. For that the functions a k ( · , ·) have to be 
calculated as prescribed by (3.3)-(3.4) or (3.5). 
(3) solve the partial, linear differential equation (3.2). For 'general' coefficients 
ak(·, ·) there will be no rigorous analytic methods giving explicit solutions. 
In that case numerical methods may be used. 
Here it should be remarked that an alternative approach can be taken from the 
experimental point of view. In practical circumstances, not knowing the infinitesi­
mal dynamics, it may be necessary to measure fi·,· : χ, s), or a sufficient number 
of the incremental moments, e.g. drift and dispersion, directly. 
For a Markov process it is known that all the joint distribution functions can be 
expressed in terms of the initial distribution and the first-order transition proba­
bility densities. Therefore these two distributions are sufficient to give a complete 
statistical characterization of the stochastic process. 
4. The incremental moments of the single neuron's stochastic potential 
The general theory of Section 3, outlining the derivation of a master equation is 
now applied to the single neuron model as formulated in Section 2. From (2.6) the 
infinitesimal transition pdf ƒ'(·, t + At : и, t) can be derived as 
fiy, t + at : u, 0 = Σ ФцШ ••и)8{у-и-[і-Ъи + )Лі + ц\ ЛГ]} (4.1) 
where δ(· - y0) is a delta distribution or Dirac delta 'function' defined by 
8(y-y„My)dy:= μ^()), 
for every'conimuous function μ(·). 
Equation (4.1) expresses that the time local pdf is composed of the three 
possible transitions q e {-1, Ü, 1}, each multiplied by the corresponding probability 
ψ4(4ί : u). The transitions consist of: (i) a change in и proportional to decay 
— huât (ii) a stimulus influence ν Δι and (iii) a step induced by the arriving action 
potential with size qwát". See also Fig. 1(c). 
Substitution of (4.1) into (3.5) gives for the incremental moments: 
М и , t)= lim — E\[i-bu + v)át + wQáta]k : 1/(0 = и] 
л,io At 
к 
= Σ ak¡iu, ν, w) lim ¿ Г ^ - ' - ' Е Г О ' : 1/(0= и] (4.2) 
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where the abbreviation 
akl(u,V, w)•.= (.)w^(-Ьu + v)k-^ 
is used. For the evaluation of (4.2) the conditional expectations 
E [ 0 1 : I / ( t ) = u ] = Σ q'</'q(¿r:u) = «/'1(4t:u) + ( - l N ' - 1 ( 4 t : u ) (4.3) 
46<-ι.ο,η 
have to be known. Since 
\ψ
Λ
(Δί • u b i ^ U r : и)|а£іМЛг : u) + iA-i(4f : м ) « 1 (4.4) 
the conditional expectations EfQ' : U(t)=u] are bounded. Here it will be as­
sumed that their limit exists as Δί —* 0 and, moreover, asymptotically they can be 
separated into a spatial and a time-dependent part: 
ASSUMPTION 2 
^ ( ¿ ί ^ - ψ - Λ Δ ί ι ΐ ί ^ Λ Μ Μ ί 0 , β 5*0 (4.5a) 
ψ 1 (4ί:Η) + ψ_1(4ί:Μ) = β 2(Μ)Δί 1 ' , γ&Ο (4.5b) 
As a consequence of (4.4), for Δt sufficiently small it follows that 
Ig.aOla^egaOiMr«! 
which implies 
0 « y =s β. (4.6) 
Now it is possible to formulate the following theorem. 
THEOREM. Let ψ+ 1(4ί : и) satisfy (4.5); then the conditions 
O^y^ß, a + ß5z\, 2а + уЗ=\ (4.7) 
are necessary and sufficient for the existence of all incremental moments a t ( · , ·) 
defined by 
where 
ak(u, t) = Hm -j- [ (y - u)k/(y, ( + Δί : и, Г) dy (4.8) 
ΛΐίοΔί J 
/(у, r + 4t : м, r)= Χ φ
ч
(Δt:u)Ь{y-u-[(-bu + υ)Δt + wqΔta]i. (4.9) 
4<Μ-ι,ο.ιι 
Proof. Substitute E[0 ' : U(t) = u]= g^u) Δίβ (j odd), or g2(u) ΔΓ (ƒ even), into 
(4.2) and evaluate expressions with lowest Δι order (which has to be non-
negative). 
The incremental moments are found to be: 
«1,(14, f) = -t>M + i> + w g 1 ( u ) 8 0 , 1 + e „ 
M u , 0 = 1 k / чг /, ч (4.10) 
lw ,'g2(u)60-k„+>_1 (fc even). 
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In fact, from (4.7) and (4.10) it may be concluded that not only the existence of 
drift and dispersion implies the existence of all incremental moments but the 
latter are also uniquely determined by α,(·, ·) and c^i', ·). Moreover it should be 
noted that a k ( · , ·), fc3=3 depends rigorously on the exponent a: if a > 0 they are 
all zero (see also Pawula, 1967), if a = 0 the odd moments are related to the drift, 
and the even ones are proportional to the dispersion. 
The theorem shows that the conditions (4.7) allow the derivation of a master 
equation from the Markov chains specified by (2.6), and (4.5) by taking the limit 
as At —» 0. In the remainder of this paper, we often refer to these random walk 
models and therefore, for convenience, the abbreviation M(át) is introduced for 
all the Markov chains defined by (2.6), (4.5), and (4.7). The master equations 
arising from /W(4f) will be studied in the next section. Attention will especially be 
paid to how the global-time master equation is classified by the scaling parameters 
α, β, 7 and functions gi(·) and g2(·) which have been introduced to model the 
dynamics in infinitesimal time increments. 
5. Classification of the stochastic processes 
We now analyse the classes of master equations that are found by the limit 
procedure in Section 4. The 'deterministic quantity' —bu + v is set equal to zero in 
order to focus attention completely on the stochastic dynamics. As a consequence, 
the infinitesimal transition pdf ƒ(·, t + At : u, t) of (4.1) becomes: 
f(y,t + At:u,t)= Σ Ф
ч
(Аі:иШу-и-у цАП. (5.1) 
qe{-1.0.1> 
Now it is possible to subdivide the set of Markov chains M(At) into four classes. 
In the limit as At —» 0 these classes give the following stochastic processes 
respectively: 
(a) Inert Process 
If α + β > 1, 2α + y > 1 all incremental moments a k ( · , ·) are zero. This implies 
that the transition pdf ƒ ( · , · : χ, s) satisfies: 
f / U t : χ, s) = 0 (5.2) 
of 
Therefore the pdf is time-independent and the process shows no dynamical 
behaviour. 
(b) Dynamic Deterministic Processes 
If α + β = 1 and 2α + у > 1, the incremental moments a k ( · , ·) (k 3=2) are zero. 
As a consequence the master equation is given by 
- f(u, t : x, s) = -— [a^u, t)f(u, t : x, s)] (5.3) 
dt du 
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It is assumed that £,(·) is not constantly zero, as otherwise this leads to (a). The 
solution of (5.3) is 
Пи,і:х,з) = Ъ[и-Ш] (5.4a) 
where £,(·) satisfies 
ftL«) = aMAt),t]=WRAtxU)l L(s) = x. (5.4b) 
Equation (5.4) shows that if the initial pdf is a delta distribution, i.e. f(u,s) = 
b(u-x), the probability will remain delta distributed for all times t > s : f(u, ( ) -
8[и —£r(0]· The converse is also true if ξ
χ
(·) is a continuous function. So (5.3) 
represents a process where all realizations starting in дс at time .v cover the same 
trajectory with the same speed, i.e. a deterministic motion. It should be remarked 
that if the initial distribution of a deterministic process is not a delta distribution, 
its shape may change as time develops. Only if α Дм, ·) does not depend on u, is 
the probability invariantly distributed. 
(c) Diffusion Processes 
If α > 0 , α + 0 3s l,and 2a + y=\, the incremental moments ak(·, ·) (k 3=3) are 
zero. The master equation is a diffusion equation 
— /(и, f :x , s)= -—[fl.Oi, ί)/(и, t :х,ь)] + \—-2Іа2(и,(Щи,І : χ, s)] (5.5) 
where 
аДм, ί)= ννκ,Μδ,,.^,,,,, a2(u, t)= W2R2(M). (5.6) 
Equation (5.5) is also known as a Fokker-Planck equation. For general functions 
α,Κ·), α2(·,·) the calculation of the pdf by solving the Fokker-Planck equation 
is a difficult problem and is beyond the scope of this paper. For solutions of dif­
fusion equations see e.g. Stratonovich (1963) or Titchmarsh (1962). 
(d) Discrete Processes 
If α = (), β 5=1, and γ = 1 , all even-indexed incremental moments ak(', ·) are 
different from zero. Therefore the stochastic process U(·) will be discontinuous. 
In fact, as a consequence of a = Ü, realizations of the generator potential will 
perform jumps and these sample functions are not continuous. In this way (J(·) 
may be called a discrete process. The counting process N(·) is integer-valued and 
from (2.3) it is seen that the activity Z(·) is a sequence of delta pulses causing the 
generator potential to change instantaneously with magnitude w. Formally, the 
master equation of a discrete process derived from Μ(Δΐ) is given by (3.2) where 
, , i ^ g i d O V ö - i (к odd), 
а
к
(м, t) = < (5.7) 
lw*g2(M) (k even). 
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However, to obtain these afc(·, ·) by an inverse Taylor expansion, it is possible to 
rewrite the master equation as a differential-difference equation: 
- /(M, Í : χ, s) = -g2(M)/(u, Г : χ, s) + è(-g,(M + w)S0_li_í + g2(u + w)) dt 
x/(u + w, t :x, s) + ^ (g1(u-w)Ôo.0.^ + g2(u - w))/(u - w, t : x, s). (5.8) 
The differential equation (5.8) has nonlocal arguments which are a consequence 
of the possibility that (Д·) performs instantaneous jumps of size w. 
The given subdivision of M(at) into four classes has been based upon the 
choice of m for 
{fcs=m : а
к
(м, í) = 0} 
where m has been chosen as 1,2,3, oo respectively. No Markov processes have 
been found such that for given m > 2 : (!„,(·, · ) ^ 0 and ak( · , ·) = 0 if k>m. This 
property is not exceptional because in the literature it is known that for a Markov 
process either all а
к
(', ·) = 0, к 3=3 or infinitely many incremental moments are 
different from zero. See Pawula (1967) and Soong (1973). 
a. inert processes b. dynamic-deterministic processes 
с diffusion processes d. discrete processes 
FIG. 3. Characteristic exponents space. These figures give the location of the four classified stochastic 
processes arising from the At scaling of step magnitude (dt°) and probabilities (4fe, áty) in the 
random walk model of this paper. The numbering of the four figures corresponds to that of the 
classification in Section 5. 
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The set M(at) has been defined to consist of all discrete-time random walks 
described by (2.6) and (4.5) for which, in the limit, as the time increment At -» 0 a 
master equation can be derived. For that, the conditions given in (4.7) appeared 
to be necessary and sufficient. From the classification it will be clear that for 
arbitrary functions g^·) and g2(*)&0, not identically zero, the nature of the 
stochastic processes derived from M(At) is completely determined by the expo­
nents α, β, and -γ. For this reason the set 
D := {(α, β, y) e R3 : а з= 0, 0 « у « β, a + β ^ 1, 2α + у 3= 1} 
will be named and the characteristic exponents space (CES). Figure (3) provides 
perspective illustrations of the location of the four classified processes in the 
(α, β, у) space. Actually only the boundary dD of CES is given but this is not a 
severe deficiency because all non-inert processes are situated on dD. 
6. The single neuron in relation with random walk models 
The preceding sections can be summarized by stating that under certain 
conditions a sequence of discrete time Markov chains, indexed by the time 
increment At, converges in distribution to a continuous time Markov process when 
the time increment At —» 0. Although starting from the neural interaction equa­
tions the procedure used was quite general. In this section we return to neural 
activity and its relation with the results found in the preceding sections is 
discussed. 
In the strict sense, (2.1) is obtained from (1.3) by the choice η = 1 and describes 
a single neuron which has been completely isolated from the population in which 
it is located. Equation (2.1) then shows that the neuron receives only its own 
activity with the consequence that the stochastic somatic potential is (causally) 
affected by the activity it generates. In Section 2 we mentioned that the input 
which a neuron receives from another neuron has a fixed sign: a connection is 
either excitatory or inhibitory. To apply this to the random walk model of Section 
2 we require that for neural pulse generation either $¡(At : u) or φ-^Αί : u) 
should be zero. Without loss of generality we set φ.ι(Αί : м) = 0. Passing through 
Section 4, in (4.5) the first consequence is found to be 
β = Ύ, gi(-)=g2(-) = :g(·) (6.1) 
However, if (6.1) holds, (4.6) is evidently satisfied and (4.10) proves that the 
existence of the drift α,(·, ·) implies the existence of all incremental moments. 
For CES this means that the restriction to the plane β = y has to be made. From 
Fig. 3 it then follows that no diffusion processes can now be found. This implies 
that to obtain a nondeterministic process for the generator potential, a = 0 and 
β = 1 should be chosen and as a consequence the master equation is again a first 
order partial differential equation with nonlocal arguments: 
— f (и, t : χ, s) = — [(bu - ν) f (и, t : χ, s ) ] - g(u)/(u, t : χ, s) + 
dt du 
g(u-w)f(u-w,t:x,s), (6.2) 
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see (5.8) above, Ricciardi (1982), and Section 7 where in a special case this 
equation will be used to derive some features of the output process Z(·). Master 
equation (6.2) describes the time development of a discrete process (Д·) which 
emits delta pulses; see Section 5 (a = 0, class (d)). The pulse counting process N(·) 
assumes non-negative integer values and therefore represents a point process; 
every time the neuron emits an action potential, N(·) increases by one. Equation 
(2.4) also shows that the stochastic generator potential is instantaneously changed 
with magnitude w. This change will gradually decay, but in the meanwhile it will 
influence the future of both the generator process l/(·) and the point process 
N(·). In the mathematical literature, such a point process, evolving with after­
effects, is called 'self-exciting' (Snyder, 1975). It should be realized, however, that 
in the case of a neural-activity counting process this mathematical expression is 
not committed to the physiological term 'excitation'. The term self-exciting only 
indicates that, in a way, the point process influences its own future. Formally both 
w > 0 (excitation) and w < 0 (inhibition) generate a self-exciting point process. 
However, in the present case, if (2.4) describes the dynamics of a neuron the 
choice w < 0 allows the incorporation of refractoriness: immediately after genera­
tion of an action potential the firing probability is decreased. Here it has implicitly 
been assumed that the larger the generator potential the larger the probability, 
which means that the intensity function g(·) is supposed to be monotonically 
increasing. 
So far, (2.1) has been interpreted in a strict sense, meaning that this equation 
describes the dynamics of a single, isolated neuron which is only influenced by its 
own activity and an external stimulus. A wider interpretation is possible under the 
assumption that the transition steps are not only a result of the neuron's own 
action potentials, but are caused by the compound activity of a population in 
which the neuron is embedded. In that case excitation and inhibition are possible, 
and as a resulti both ψ^Αι : u) and ψ-\(Αί : и) may be different from zero. 
Because the transitions of the generator potential are now caused by external 
sources it is not clear if these probabilities are still allowed to depend on u. On the 
other hand, if the ψ^Αί : и) depend explicitly on the generator variable, this may 
be interpreted as a somatic potential dependent sensitivity of the cell membrane 
to incoming activity. 
In contrast to the strict sense interpretation, a wide-sense interpretation of 
(2.1), following Section 4, makes it possible to derive a diffusion equation for the 
evolution of the generator potential. In the literature the diffusion approach to 
stochastic neural activity is not unusual (Holden, 1976; Johannesma, 1968; 
Ricciardi, 1976, 1979, 1982). 
In the approach of Johannesma it is assumed that the input of a neuron consists 
of many independent, very small, contributions of short duration. Effectively this 
means that the compound activity of all the other neurons is modelled by a 
gaussian white noise and in this way (2.1) becomes a Langevin fluctuation 
equation. The passage to a Fokker-Planck equation is obvious and is demon­
strated in many texts on stochastic processes (Middleton, 1960; Stratonovich, 
1963). The model as presented by Johannesma (1968) is of a threshold-reset type 
but it is possible to show that the diffusion process discussed there can also be 
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found as one of the continuous-time stochastic processes derived in this paper. 
Threshold and reset have to be incorporated by an appropriate choice of transition 
probabilities and the introduction of a boundary condition. 
7. Interval distribution of a single neuron's spontaneous activity 
The discussion in Section 6 concentrated on two interpretations of the single 
neuron's state equation (eqns (2.1, 2.6)). 
In the wide-sense interpretation, the neuron was embedded in a large popula­
tion and performed a diffusion motion in the state space due to the integrated 
activity of the environment. 
In the strict sense the neuron is only subjected to its own activity and the 
neuron's 'motion' performs jumps. 
These two interpretations are not completely exclusive. In fact, in the strict 
sense the discrete process will tend to a diffusion process if the jumps are 
sufficiently small. Effectively this means that the incremental moments ak(u, t) = 
w
kg(u) are neglected for icsO. Such a diffusion approximation has often been 
used in the literature. See e.g. Johannesma (1968) who uses this 'clipped' master 
equation for the derivation of first-passage-time distributions. 
In this section we present an example where the master equation is used to 
reveal some properties of the output process. However, we will not insert a small 
connectivity condition but rather adopt an appropriate pulse-generating non-
linearity g(·). 
Our example will discuss a strict sense model neuron as characterized by (6.2). 
Only the autonomous evolution of an isolated neuron is taken into account, i.e. 
the input ΐ)(·) = 0. On the other hand, the output will not be zero but a 
self-'exciting' point process N(·). The intensity of this point process is g[l/(·)] 
which thus means that in a small time interval [r, t + di) a pulse is generated (i.e. 
dN(f):=N(r + d r ) - N ( f ) = l ) with probability g M d f if U(t) is known to be u. 
The shape of g(·) will characterize the point process N(·) rather heavily. In the 
present example we think qualitatively of the following dynamics: if the somatic 
potential is below a certain level then it is not possible to activate the neuron. 
Above that threshold the neuron's excitability is not so critically dependent on the 
somatic potential. Quantitatively this may be formulated by 
g(u) = {0 * U<-d> W>0). (7.1) 
6
 \v if u3*-d, 
Note that the neuron need not fire immediately after an upward value of и in 
excess of - d ; in the active region u^d there is a probability but not a certainty 
of generating events. 
To include refractory properties of the output pulse sequence a mechanism 
should be incorporated that drives output events apart. Therefore the autocon-
nectivity w should be negative (see (6.2)), or equivalently we should substitute 
- w (w > 0) for w in (6.2). 
The model proposed so far is summarized in Fig. 4. It is the continuous time 
version of Fig. 1 where α = 0, υ(·) = 0, φ^Δί : и) = 0 and ψ_ι(4ί : и) = g(u) At. 
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FIG 4. A model for spontaneous activity A neuron generates a sequence of delta pulses Z(·) which 
are linearly filtered by an inhibitory 'autoconnectivity' w(·) This filtered point process is fed back to 
the pulse generator Z(·) is thus a self-'exciting' point process In this case w(r) = -w exp (-bf) (0=0) 
and the nonlinear pulse generator is given by K(U) = 0 if u<-d, g(u) = v if u » - d See Section 8 
This figure is a special case of Fig 1 αι = 0, ι>(·) = 0, ^,(41 u) = 0 and φ ,(41 u)=g(u)4t In 
order to stress that we deal with an autonomous neuron the model has been isolated by a dashed box 
and the spatial configuration of event generator/inhibitory linear filter has been used. 
Without going into details, we state some remarks (see also Fig. 5). 
(i) For all f, 
U(t)e[-d-w,0)=:S. (7.2) 
Although initially (7.2) may not hold, as soon as U(t) is in S it cannot escape. 
(ii) Only if the autoconnectivity — w is less than the threshold — d, i.e. 
w>d, (7.3) 
giu)fiu) giu+w)fiu+w) 
t — 
FIG S Motion of U(·) in state space S In the example of Section 8 the state space is bounded and 
may be subdivided into three disjoint regions S = S,USuUSm This subdivision is based on g(u)f(u) 
and/or g(u + w)/(u + w) all or none being zero As a consequence each region allows a particular 
interpretation of the dynamics, see remark (n), Section 8 
Only in the active region S I may U(· ) generate pulses Immediately after emission of an event U(· ) 
is reset to U(')-w in S,,, and will gradually decay, through the passive mediums S,,] and Su, to S, 
As soon as the next event is generated the procedure will start from the beginning 
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will every output event be followed by a dead time. See e.g. Fig. 5. This figure 
shows that then the state space S may be subdivided into three regions: in 
S i : = [ - d , 0 ) the future is stochastic and the past deterministic. In region 
S1I: = [—w,ii) the future and past are deterministic and in S r a : = [ _ ¿ _ w > — w^ 
the future is deterministic and the past stochastic, respectively. 
(iii) The region-associated dynamics outlined in (ii) correspond to the following 
forms of the master equation for [ƒ(·) in each region. 
df д 
S,: -£(u,t:x,s) = — [buf^u, t : χ, s)]-vfiiu, t : χ, s), (7.4a) 
dt du 
Sn: ^(u,t:x,s) = ^-[buf
n
(u,t:x,s)], (7.4b) 
dr du 
df d 
Sn,: 4 S (И, t : χ, s) = — [buf
m
(u, t : χ, s)]+ i>/,(u + w, f : x, s). (7.4c) 
d( du 
See (6.2) and (7.3). 
(iv) Equations (7.4a-c) are relatively easily solved in the stationary situation: 
Si: /,(u) = с^У'1 (7.5a) 
S,,: ƒ„(«) = ст^ (7.6b) 
S,,,: ^ " ^ ^ v 1 - ! - ^ - ! ) ( 7-5 c ) 
where с is a constant such that JR /(u) du = 1. This gives 
(ν) As an example, it is now possible to derive the intensity λ of the output 
point process N(·): 
A = E [ g ( L 7 ) ] = [ g ( u ) / ( u ) d u ^ g + l n ( l ^ ) - J [ 1 ? ^ d € ] ' . (7.6) 
The first-passage-time distributions derived by Johannesma (1968) in his 
threshold-reset diffusion model give the interval distribution of the output se-
quence of action potentials. In what follows we will investigate what this interval 
distribution is like for the present model. 
In our approach, the generator potential Ό is immediately reset after genera­
tion of an output event to U - w and then, as long as no more events are 
generated, gradually decays towards zero with time constant 1/b (see Fig. 5). The 
waiting time Τ for the next event is then the sum of two components, TA(L0 and 
T
s
. The dead period TA([/) is the time required to reenter the active region § ! 
after the jump to U— w in the passive region 5
Ш
. Time T
s
 is the survival time in 
S, after entrance. T
s
 is simply exponentially distributed (/
s
(r) = ve"1") and is 
52 HENK VAN DEN BOOGAARD and PETER JOHANNESMA 
independent of TA(L0· Also TA(U) is bounded, 
(see Fig. 5) and its distribution density depends on that of U. It has to be realized 
however that U in (7.7) is not specified by the distribution in (7.5) but should be 
'corrected' for the condition that an output event has been generated. It can be 
shown that the distribution of this conditional generator potential is 
g(u)f(u) 
'dNíTi-i ÍKg(w)/(M)d 
with the consequence that TA(t7) is distributed according to 
/
А
(0 = е , »(-^+е'») / Ь " 1 
for (7.9) 
(i)= JRg(«)/( u bd\d) 
(7.8) 
- l n - < r ^
r
l n ! b a о 
Because of the independence of TA(L0 and T s the distribution / τ(·) of Τ is the 
convolution of /A(·) and /s(·): / τ ( · ) = /A * /s(·)· We will however give the distribu­
tion of the scaled time T:=bT which allows a reduction of parameters: 
0 if τ < 1 η - , 
/ ί ( τ Η 
where 
(f + g j f " 1 ^ if l n g < T * l n ^ l + g), (7.10a) 
p:=vlb, 8 = d / w € ( 0 , l ) . (7.10b) 
See Fig. (6) which shows /f(·) for some values of p. 
We may conclude that the scaled interval distribution of the output point 
process generated by the present model neuron may be classified by two parame-
ters ρ and δ, and 
(a) includes an absolute refractory period depending on δ only, 
(b) has an exponential tail given by p, 
(c) tends to a delta distribution as ρ Ι » and collapses when p | 0 ; moreover, 
(d) /f(·) does not give a complete characterization of the point process N(·) 
since N(·) is not an ordinary renewal process. 
It is not useful to compare the interval distribution(s) found here with those 
derived by Johannesma (1968). In the first place the models are rather different: 
we would need to compare small versus large connectivity w, noise input versus 
no external input and deterministic (threshold/reset to a fixed level, e.g. -w — d) 
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FIG. 6. Interval distributions. This figure shows for some ρ the interval distribution given by (7.10a) 
(δ = 0-6). Further explanation is given in the text. Section 8. 
versus stochastic ('threshold'/backward jump of fixed size — w) pulse generator. 
Secondly, the diffusion approach by Johannesma (1968) resulted in a renewal 
output point process and for this rather than the interval distribution, it was the 
moments/cumulants of the waiting time which were derived. Here an explicit 
interval distribution has been found although the output is not a renewal process. 
System Identification 
In the preceding a forward approach has been considered: given a model we 
derive one or more observables. In our example, the point process N(·) may be 
considered as an observable and two features of N(·) have been derived exp­
licitly, the intensity λ. and the interval distribution /τ(")· 
On the other hand it may happen that observables are known/measured and 
one wants to use these to infer the generating system. In this inverse approach the 
problem will be how to combine the available data so that, as explicitly as 
possible, the system quantities are identified. 
System identification means in our example that ο, υ, w, and d should be 
derived from an observation of the point process N(·). Actually this means that in 
the present case we must estimate parameters. 
There remains the problem of what operations may be applied to a realization 
of N(·) so that suitable expressions for the parameters are found. We will show 
that for our model, the interval distribution /
τ
(·) already supplies sufficient 
information for an optimum reconstruction of the parameters. 
In order to deal with a concrete situation, a simulation of the model has been 
performed on a digital computer (VAX 11/780). The following values of the 
parameters have been used: b = 50, v= 100, w = 3, and d = 1. In 1000 time units 
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FIG. 7 Interval distribution derived from a simulation A simulation of the model discussed in Section 
8 has been performed Figure 7(a) shows the interval distribution of the output point process N(·) 
Parameter ρ is the minimum length of all found intervals Fig 7(b) shows the logarithm of the inter­
val distribution f7(.) Clearly Fig 7(b) reveals that the tail of fT{·) is exponential The dotted line 
represents the linear regression line applied to the set of points (t. In fT(t)), t e (0-03 ,0 09). Parameter 
r is the intersection point of this regression line with the I = 0 axis Further explanation is given in the 
text. Section 8 
this yielded 27883 output events which corresponds to an output intensity 
λ = 27-88 events per time unit. Note that according to (7.6) the 'theoretical' value 
of λ is 27.82. The simulation gave the interval distribution given in Fig. 7(a) (see 
also Fig. 6, ρ = 2). 
Since at this moment b is supposed to be unknown it has of course not been 
possible to perform the scaling T=bT along the abscissa. 
Our parameter identification procedure runs as follows: 
(1) recall that the tail of the distribution of Τ is simply exponential, so ν = pb is 
quite easily found from the slope of In ƒ, (·) for large arguments. See Fig. 
7(b) which gives ν = 99-7. 
(2) extrapolation of the linear tail of 1η/
τ
(·) gives an estimation of the 
intersection point 
r^lnjpi/J^Î + DV-'df]; (7.11) 
see again Fig. 7(b). The simulation gave r = 7.23. 
(3) Equation (7.11) embodies two unknown variables: ρ and δ. A second 
relation associating δ and ρ is thus required and may be supplied by the 
minimum of all interval lengths 
1 , 1 p i 
p : = m i n T ) = - l n - = - l n - . 
D O P O 
According to the simulation, ρ = 2-20x 1СГ2; see Fig. 7(a). 
(4) Combination of (7.11) and (7.12) shows that ρ satisfies 
ф(р):-рЦ
Е + «ф(^)] " 1 f--1dí = - e ' 
(7.12) 
(7.13) 
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where ρν = 2·\9 and (l/v)er = 13-8. It will be clear that no analytical 
solution of (7.16) is available and so a numerical method should be used. 
See e.g. Fig. 8 which shows how ρ may be solved graphically: ρ = 206, so 
b = vlp = 48-4 and as a consequence of (7.12), δ = 0-345. 
Since the interval distribution with respect to w and d depends only on their 
ratio δ = d/w it will not be possible to derive separately the 'autoconnectivity' w 
and threshold d from M*)· In fact, any characteristic of the output point process 
N(·) will have this deficiency since it can be shown that N(·) depends only on the 
parameters v, b, and δ (see e.g. λ in (7.6)). 
Note that in our identification procedure no use has been made of the explicit 
form of /
τ
(·) on the interval 
[N>H)]· 
Given an actual estimation of b, p, and δ this allows a check of the correctness of 
the assumed model: substitute the parameters in the distribution of (7.10) and 
compare the outcome with the result found 'experimentally'. 
The system identification outlined here is rather heavily based on the explicit 
assumptions in the chosen model. Apart from the relevance of the chosen 
connectivity w(·) and pulse generator g(·), the assumption υ(·) = 0 is rather 
restrictive. 
5 0 ι 1 1 1 1 
t 
Φ {Pi 
ePv 
0 
I ι ι ι I 
0 ρ-» 4 
FIG. 8. Solution of (7.13). The equation 
φ(ρ): = ρ\ [í + exp^jV-'dfЛе' 
(ρ, ν, r are known parameten, here 2-20x IO-2, 99-7, 7·23 respectively) cannot be solved analytically 
with respect to p. This figure shows the graph of ψ(·) and allows estimation of the ρ for which 
ф(р)=(1/ )е'. 
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An external input may strongly bias the output process N(·). As an example, if 
in the present model the stimulus is not neglected and may assume large values 
(e.g. υ(·) is a sequence of delta pulses and represents the input of another neuron) 
there may no longer be an absolute refractory period, although a nonhomo-
geneous pulse generator may still provide relative refractoriness. A wish to prolong 
an absolute dead period will then require adjustments of the self-inhibition 
mechanism. 
A non-dead input is not only realistic and relevant but may also reveal 
important properties of the model's transformation dynamics. The evaluation of 
such properties (e.g. interval distributions, cross/autocorrelation functions) will in 
general involve complicated mathematical problems and will not be discussed 
here. Nevertheless we believe that the dead input model of this section offers 
useful insight into the dynamics since it links (part of) the statistics of the external 
action variable with · those of the internal state variable (whose evolution is 
governed by a master equation). 
8. Condnsions and discussion 
In this paper, the neural interaction equations described in Johannesma & van 
den Boogaard (1985) have been restricted to a single neuron, and the description 
of the development in time of the generator potential by a pdf has been 
investigated. To derive such a density function the stochastic dynamics of the 
neuron have to be known. To model these dynamics, time was considered in 
finite, but small, discrete increments At. It is assumed that within such an 
increment the generator potential changes by AU which is the combined effect of 
stochastic neural activity, decay, and a deterministic stimulus. The transition AU 
can assume three values and the associated probabilities are chosen in such a way 
that the sequence of the somatic potential which arises becomes a first-order 
Markov chain (random walk). 
The discrete time description has been introduced to model the neuron's 
dynamics, however, there is no experimental evidence that in neural interaction 
time is involved as a discrete variable. Moreover a discrete time model may 
produce undesired effects, e.g. artificial synchrony. 
Taking the limit as At —> 0 completes the transition from the neuron's dynamic 
equation (2.1) to a master equation. To apply such a formal limiting procedure 
the incremental moments have to exist and in that case a master equation has 
been derived. 
In our approach, discrete-time Markov chains were considered which are 
described by three exponents. One exponent expresses that the stochastic activity 
AN causes transitions proportional to a power of the time increment At ; the other 
two exponents connect the mean and variance of the sign О of AN with At. 
Taking the limit as At —* 0 it has been shown that the stability of the lowest order 
dynamics, i.e. drift and dispersion, implies the existence of all incremental 
moments. In this way a master equation is derived which describes the evolution 
of the probability of a Markov process in continuous time. Given the At expo­
nents the characteristic exponents space CES immediately shows what kind of 
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stochastic process in continuous time is found as At —» 0. Finding a deterministic, 
diffusion, discrete, or even divergent (i.e. not all the incremental moments exist) 
process is a result of the simultaneous scaling of magnitude and probability of the 
transitions. 
To introduce a diffusion equation, in the literature one often starts with a 
random walk too. See e.g. Feller (1970), Cox & Miller (1965), and Middleton 
(1960). In their approaches the displacements Au within a time increment At are 
proportional to >Mf (i.e. α = |) and the probabilities φ±^(Αί : и) are chosen in such 
a way that β = I and γ = 0. A conclusion of this paper is that for every α € (0 , £], 
transition probabilities ψ±ι(4( : и) can be found such that as At tends to zero, a 
diffusion equation can be derived. For this purpose the displacement Au and 
probabilities ψ±ι(4ί : и) have to be chosen as follows: 
ψ± 1(4ί : u) = ( W y 1 " W H , t)±al(u, t)(w At)"^1], 2w 
Au = (wAt)a> a e ( 0 , e ] , a + ß^l. (8.1) 
Equation (8.1) shows how the drift аД·, ·) and dispersion α 2 (·, ·) determine the 
infinitesimal transition probabilities. Strictly speaking it may be assumed that 
β = 1 —α as β > 1 - α affects the diffusion equation resulting from (8.1) in the 
same way as α 1 ( · , ·) = 0 does. Equation (8.1) allows three conclusions: 
(i) Different α, β (у = 1 — 2а) parameters from the infinitesimal time dynamics 
may yield the same diffusion equation. 
(ii) If At—»0 the probabilities of making a step to the right or left are 
(asymptotically) equal, i.e. 
ψ ¿at : u) hm — = 1. 
Λ,ιοΦ-úAt : и) 
(iii) If 0 < а < ^ , Шпдцо ψ±1(4ί : м) = 0. In the approaches of Feller, Cox & 
Miller, and Middleton, i.e. а =3, the probabilities ψ±ί(Αί : и) converge also 
to the same limit for At —* 0 (see (ii)) but in their cases this limit differs 
from zero and is proportional to the drift. 
In Section 6 it was mentioned that in the literature treating stochastic activity of 
neurons, the somatic potential of a neuron is often modelled by a diffusion 
process (Johannesma 1968; Holden 1976; Ricciardi, 1976, 1979, 1982). The 
model, consisting of a white noise input to a leaky integrator with constant 
threshold followed by an instantaneous reset mechanism (Johannesma, 1968), can 
be included in the content of this paper. The white noise was thought to be the 
result of the compound activity of many neurons, most of them independently 
contributing a small fraction. However, the random walk model of this paper 
excludes a diffusion equation for the evolution of the generator potential in 
continuous time for a single neuron which is only subjected to a deterministic 
stimulus and its own activity. In this case the master equation is a first-order 
partial differential equation with nonlocal arguments. This is a consequence of a 
neural activity modelled by a sequence of delta functions. Moreover the activity 
counting process N(·) turns out to be a self-exciting point process. 
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In experimental situations it is easier to record the extracellular action poten­
tials of a neuron than the intracellular somatic potential. In this paper attention 
was almost completely concentrated on the evolution of U('). However, knowing 
the statistics of the latter, it is possible to derive properties of the counting 
process. See the model studied in Section 7. 
For a small population and/or rather strongly interconnected neurons the 
diffusion approach as outlined by Johannesma (1968) may not hold. However, the 
random walk approach of this paper can be extended to describe the dynamics of 
a few- or multi-unit population. Again, under certain conditions, a master 
equation can be derived which now gives the simultaneous development of the 
somatic potentials of all involved neurons. The single neuron model in the strict 
sense as outlined in Section 6 indicates that it should be assumed that the neurons 
receive and emit delta pulses and that neuron к either excites (wlk > 0) or inhibits 
( w U c < 0 ) a neuron I to which it is connected. In this way all the associated, 
individual counting processes are a number of mutually 'exciting' point processes 
whose evolution is closely associated with that of the generator potentials. 
Not only is the extension to a multineuron ensemble possible, but also the 
model of a single neuron's dynamics can still be generalized. For example the 
connectivity and transition probabilities may be time-dependent or even stochas­
tic quantities. This would not be very unrealistic as, in general, almost all 
biological systems show stochastic fluctuations. Taking these fluctuations into 
account the compound probability distribution of all parameters involved should 
be found in order to determine the dynamics of the generator process [ƒ(·). In 
general the fluctuations may destroy the Markov property of l /( · ) and not only 
the first order transition pdf, i.e. the master equation, but (all) higher-order 
densities will have to be known to give a complete statistical characterization of 
the generator process. 
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TRANSFORMATION OF POINT PROCESSES, 
CORRELATION FUNCTIONS AND SYSTEH IDENTIFICATION 
Henk F.P. van den Boogaard, Gerard H.F.M. Hesselmans and 
Peter I.M. Johannesma 
Department of Medical Physics and Biophysics 
University of Nijmegen 
The Netherlands 
In this paper properties of a point process transforming system are 
studied. The system consists of two stages: a linear filter operates on an 
input point process and is followed by an instantaneous nonlineanty 
generating the output point process. As such ]t may be a model for a neuron 
transforming a presynaptic sequence of action potentials into a postsynap-
tic sequence. 
Almost all the time the nonlinear pulse generator is chosen to be 
exponential. For this multiplicative model it is possible to express output 
auto- and input/output cross-correlation functions into the filter and 
input correlation functions by closed analytical forms. 
If moreover the input is a Poisson or Gauss-Poisson process, system 
identification is possible using second order correlation functions. The 
identification methods are applied to computer simulations of the model. 
A qualitative result is given for general pulse generating nonlinean-
ties. 
1. Introduction 
It is supposed that in the nervous system information is represented 
in the intracellular generator potentials and transmitted in sequences of 
action potentials moving from one neuron to another. With respect to the 
information processing the neuron may be considered as an irreducible 
element. It transforms collected action potentials into a new sequence of 
events. Meanwhile it imposes its characteristics upon the spread of 
information. 
On a larger scale, the simultaneous activity of a population of 
interconnected neurons will be the result of individual neural properties 
and derivatives of relevant sensory stimuli. The state of the population 
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will however not only depend on these more or less internal features but 
also the external configuration, i.e. the connectivity structure of the 
population, will contribute significantly to an actual activity pattern. As 
an example, due to a particular connectivity matrix, an activation pattern 
may evolve with global directed flows, regional reverberations and/or local 
circuit currents. 
The preceding statements indicate that the activity of an individual 
neuron will not only depend on its own intrinsic parameters but is also 
modulated by the characteristics of all neurons which in a direct or 
indirect way are connected to it. Therefore it may seem that responses of a 
single neuron in various (e.g. stimulus) circumstances do not match. Such a 
diversion of a single neuron's behaviour is known from electrophysiological 
experiments. For example, receptive fields of auditory neurons are not 
always invariant with respect to stimulus conditions (Johannesma and 
Eggermont [l3], Aertsen et al. [2]) and the strength of the neural 
correlation may also depend on the stimulus (Eggermont et al. [7]). That 
is, the responses of the neuron do not allow a normalisation such that a 
stimulus invariant characterization of the neuron is found. 
The behaviour of a neuron may thus be influenced significantly by a 
population in which it is embedded. To understand a single neuron it may 
then be necessary to study the whole or a sufficiently large subset of a 
population. Such a study may be qualitative or quantitative. In a 
qualitative approach one may e.g. consider stimulus sensitivity/selectivi­
ty, multi-unit activity patterns or facilitation effects. 
In this paper attention is focussed upon quantitative aspects of 
neural activity, especially correlation functions and connectivities. Our 
approach will be theoretical. The model that will be used is adopted from 
Johannesma and van den Boogaard [IA]. In short it states that the 
interaction between neurons is based on two complementary stadia: 
spatio-temporal integration of input action potentials into a generator 
potential and next a local generation of an output action potential on 
basis of the generator potential. The appropriate mathematical formulation 
will be given in section 2. Basically all input and output activities are 
represented by stochastic point processes. Such a description of neural 
activity by sequences of events is quite common (Perkel et al. [22], 
Brillinger [4,5], Knox and Poppele [іб]). 
The main subject of this paper is the analysis of the 'multiplicative 
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model' which has already casually been mentioned by Brillinger [4]. We aim 
at the derivation of explicit expressions for correlation densities (sec­
tion 5,6,7) such that these functions allow a quantitative system identifi­
cation (section 8). To do so, some techniques from the mathematical theory 
of point processes are required. Therefore a brief summary of this theory 
is included in section 3 and appendix A. 
Unfortunately the wish to study the dynamics of multiple, interconnec­
ted (model)neurons on one hand, and still obtain manageable closed forms 
for the correlation functions on the other, proves to be too ambitious in 
the present context. This is mainly a consequence of the nonlinear model. 
Therefore we concentrate on a single neuron's input/output dynamics but oc­
casionally multivariate extensions are outlined. 
Although we are inspired by neurophysiological considerations we be­
lieve that our results may be of importance for all fields interested in 
transformation of stochastic point processes. 
2. The Bodel 
For the transformation of input point processes into an output point 
process (pp) the model as presented by Johannesma and van den Boogaard [l4] 
has been chosen. Its dynamics may be summarized as follows. A neuron к 
performs a linear spatio-temporal integration on the input. This integra­
tion results in a stochastic process U. (·) which represents the state of 
neuron k. In turn this analogue variable generates output pulses. This 
generation is stochastic, instantaneous and may be nonlinear. As a result 
the output pp is a modulated Poisson process. 
The mathematical formulation of the preceding reads 
Uk(t) = Σ^ ƒ w^U-cídN^U) (2.1a) 
P[>Nk(t) = l|iys) = uk(s) , s < t] = gk(uk(t))At + o(At) (2.1b) 
where 
ΔΝ (t): = Ν (Ι+ΔΙ) - Nk(t) 
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See Fig. 1 for an illustration of the model. In (2.1) is: 
the increment over a time interval Lt of the pulse counting ANk(t): 
process N.(·) (we will use the names point- and counting-
process interchangably). 
linear synaptic connectivity from neuron I to neuron k. 
g (U (·)):= the stochastic intensity, or rate, of pp N^(·) at time t. 
The functions g, (·) are nondecreasing and nonnegative. 
"„<·>' 
Here and everywhere else the symbol ':=' or '=:' means by definition where 
the colon sided expression is defined by the opposite side. The 'P' stands 
for probability and 'E' denotes expectation. Stochastic variables are 
designed by a capital boldface letter while realisations are given by the 
corresponding small letter. 
As At tends to zero, say At = dt, the increment dN. (t) may only assume 
the values 0 or 1 with probablities g. (u. (t))dt and 1 - g. (u. (t))dt respec­
tively. 
The terminology dN. (t) = 1 denotes that neuron к has fired at time 
t whereas dN (t) = 0 represents absence of activity. In an informal way 
it is possible to write dN (t) r Ζ (t)dt where the 'function' Ζ.(·) is 
given by Ζ (t) = Σ. 6(t - Τ .) ; Τ are the stochastic points of time 
where neuron к fires. The neural activity is thus represented as a sequence 
of delta pulses and the generator potential is a filtered pp or a 
N k ( · ) 
Л/^ЛУ 
Uh,(·) 
U k ( ·) \ Uk2(·) 
w k 1 ( . ) 
w k 2 ( . ) 
I l l I I I . 
N, ( ) 
.1 I I L L L 
N2(.) 
,^ЧУ^\ 
Ч,<·) 
W k | ( · ) _U M i l l 
N, (·) 
FIG. 1. The Bodel. Flot, ig From right to l e f t . Input point processes N ^ · ) , Ν2(·),...,Νι( •) are 
l inearly Filtered, i.e. Hcjit) = ƒ w k j (t-s)dNj(s), and sunmated to a generator potential: 4,(1) = 
Ej Ukj t t) . By an instantaneous, nonnegative nonlinearity gut·) the output point procesa \S') le 
generated. 
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superposition of some of them: U (t) = Σ wi,((t " ^o )· ^ h e synaptic 
connectivity functions should be sufficiently 'decent'. 
More or less implicitly it has been imposed that all involved pp's do 
not emit multiple events (dN, (t) < 1). In the sequel the much stronger 
'conditional orderliness' property will be assumed. For details of this 
rather complicated concept see Snyder [24], Cox and Isham [б]. 
Equation (2.1) gives the transformation dynamics of our model. Two 
stadia may be distinguished: a linear one, i.e. the transformation of 'all 
or none' valued inputs into an analogue generator potential, and a 
nonlinear one, i.e. the instantaneous generation of output events. In the 
last, nonlinear stage the inputs are mixed and it will be here that input 
events interact. 
For the given model the following questions may arise at this moment: 
1. What are suitable characterizations of the pp's7 
2. The generation of events has conditonally been defined. What are the 
unconditional firing probabilities7 These intensities may be important 
in case that only the pp's are observed and not the 'hidden' generator 
processes. 
3. What is the relation between input pp's, connectivities, pulse genera­
ting nonlineanties and output pp's7 More specifically, how will corre­
lation functions depend on the system parameters7 
4. The inverse way: if correlation functions are known is it possible to 
identify the pp transforming system (system identification)7 
For the general case (see (2.1)), these questions are too ambitious 
and to avoid that our approach results in technical details, voluminous and 
idle expressions and/or non closed, implicit forms we insert the following 
simplifications: 
a. The input is a univariate pp. In the sections 7, B, however, a slight 
generalisation to a bivanate input will be discussed. To avoid as much 
as possible the use of sub/superscripts, we will in the univariate case 
use the notation N(·) for the input- and M(0 for the output pp. 
b. The input N(·) is in no way affected by the output M(·). Although N(·) 
may still be as good as arbitrary, especially the cases that it is 
Poisson or Gauss-Poisson (see section 5) are taken in consideration. 
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c. The pulse generation will mainly assumed to be exponential, i.e. 
g(u) = ν exp (au) (2.2) 
This choice is rather specific but from a neurophysiological point of 
view not completely unrealistic. Evidence may e.g. be found from 
Grashuis [9] who reports such a firing behaviour for some primary 
auditory neurons, albeit at low stimulus intensities. See also 
Johannesma and van den Boogaard [IA]. 
The definition of g(·) by (2.2) results in a 'multiplicative model' 
(Bnllinger [4]) for the transformation of N(·) into M(·). For the 
related, but simpler 'linear model', i.e. g(u) = otu + p see e.g. 
Bnllinger [4]. 
In the following we will for brevity adapt the notation $ for this 
"pp-input, linear filter w(·), nonlinear pulse generator g(·), pp output" 
model. After an introduction in pp theory (next section and appendix A) 
transformation properties of ? will be studied in section 6, 7 and 8. 
3. Representations of point processes 
From elementary probability theory it is known that a random variable 
may be characterized by its distribution function, moments or cumulants. 
For a point process N(·) these descriptions may be generalized to sample 
function densities, product densities and cumulant densities respectively. 
Each of them gives a complete statistical representation of a pp. Here as 
everywhere else in this paper N(·) is assumed to be an orderly pp. 
1. The sample functton densities 
The sample function densities (Snyder [24]) or path densities of a pp 
N(·) on a bounded domain Ό are the analogue of an ordinary probability 
distribution function. It consists of a set of densities ip (·)} ., where 
l r
n neN0 
ρ (t. .....t ) At. At0 ... at gives the probability of a realisation of 
η 1 η 1 2 п э ' 
Ν(· ) with an event in each interval [t ,t +At ) (i = 1,n) and nowhere else 
on time domain Ό. Formally: 
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P[AN(t )=1,...,AN(t )=1 ; N[0]= n] 
ρΑ^,Ι.,.,.Λ ¡V) = lim ! -ν (3.1) 
η 1 Ζ Π ΑΙ. in ài. Δ 1 _ . . . û t 
max hl АО 1 2 η 
J 
P[dN(t1)=1 dN(tn)=1 ; N[0]=n] 
= :
 d t - . - . d t 
1 η 
Аз usai is AN(t.) = N(t .+At.)-N(t.) and N[Pj gives the t o t a l number of 
events on Ό. The time instants l.,l7,...,l are supposed to be mutual 
d i f ferent but Pn(*) is for coinciding arguments defined by the 
appropriate l i m i t . Since N(·) is orderly such a continuation w i l l not 
introduce delta function contributions. 
Because of orderl iness, (3.1) may equivalently be wr i t ten as 
mu.) 
P n ( t 1 , t 2 , . . . , t n ; P ) = lim 
max Δ^+Ο L J " j 
dN(t.) 
[ ANUJ 1 Γ 1 
Г г, dNCt.) 1 r
 Ί [4=1 - Э Е Ч N [ ^ = n J * TW--»] 
(3.2) 
In advance, see also the equations (3.3) and (3.4) 
The path densities may be useful in the analysis of sparsely 
distributed events or processes evolving in a nonstationary way caused by 
e.g. onset phenomena. 
2. The produot densities 
The sfd give the probability of a particular configuration of events. 
The (factorial) product densities f (·) (η e Ν ) also specify the probabi­
lity of a realisation of N(·) with events prescribed in the neighbourhood 
of η points of time, however, regardless of point occurrences anywhere 
else. That is 
P[ÄN(t1)=1,...,AN(tn)=l] 
f„(ti »t-x · · · >t„) = υ"1 τι—*τ TÍ 
η 1 2 η .. ._ At. At_ ... ΔΙ 
max Μ АО 1 2 η 
PtdNU.,):! dN(t
n
)=l] (3.3) 
dt....dt 
1 η 
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Compare the right hand sides of (3.1) and (3.2) with (3.3), (3.4). For 
orderly processes, (3.3) may equivalently be written as 
n
 AN(t.) 
f (t.,t~,...t ) = lim Ε[π" , J ] (3.4) 
n 1 2 Π
 m Qv Af in J
=1
 &і max At.+0 
J 
-• ^ % 
dN(t .) 
J_l 
dt. J 
J 
See Snyder [24]. The product densities are closely related with some 
generating functionals (Kuznetsov and Stratonovich [19], van Kampen [15]). 
Here we consider the important characteristic functional. (See e.g. Snyder 
[24], Srinivasan [25]). 
3. The aharaoteristie functional· 
The characteristic functional of a pp N(·) is defined by 
Φ[ίζ]:= E[exp i ƒ Ç(e)dN(a)] = Ε[π exp i ξ(Τ.)] (3.5) 
where ζ(·) belongs to a suitable class of functions and (Т.,T„,T-,...} is 
the random set of point occurrences of N(·). It is possible to show that, 
provided that ζ(·) is appropriately chosen, the right hand side of (3.5) 
may be expanded into the product densities: 
Φ[ϊξ] = 1 + Σ°
= 1 ^j- ƒ de,,....ƒ d 3 k fk(e1 s k) & (exp i SÍBj) - 1) 
(3.6) 
(see e.g. van Kampen [15], Kuznetsov and Stratonovich [l9] and equation (3) 
of appendix A). The characteristic functional provides a complete 
characterization of a pp. Obviously it is a generalisation of the 
characteristic function known from elementary probability theory. Note in 
this context the analogy between product densities and moments. 
In a reverse way it would have been possible to define the product 
densities from the expansion (3.6) of the characteristic functional. In 
such a way it is possible to introduce: 
4. The cumulant densities 
CORRELATION FUNCTIONS AND SYSTEM IDENTIFICATION 71 
The (factorial) cumulant densities (as well known as correlation 
densities, see Kuznetsov and Stratonovich [l9]) {h.(·)}.
 N of a pp N(·) 
are found by an expansion of the logarithm of the characteristic functio­
nal: 
An Φ[ιζ] = Σ °
= 1 ^j-ƒ ds.,...ƒ dsk hk(s1,...,9k) n j_ 1 (exp iÇCSj) - 1) (3,73) 
and so 
^ιξ] = exp E k. 1 ^- ƒ ds 1..J ds k h k(s 1 s k) Π (exp ιζ(8 ) -і)(з 7b) 
The product- and cumulant densities are symmetric in their arguments. In 
first instance they are, like the sfd, only defined for non coinciding 
arguments but again their range is extended to include diagonal arguments 
too by filling in the appropriate limit. Since N(·) is orderly we have that 
the f (·) and h (·) are regular, i.e. they do not contain delta 
η η 
function contributions. 
Formulas exist that express a given characterization into another. See 
appendix A that gives a complete compendium of formulas. It will be seen 
there that the derivation of a set of equations relating two characteriza­
tions may be based upon functional differentiation of the characteristic 
functional and equation of corresponding orders. 
For experimental data it is not difficult to estimate low order 
product/cumulant densities. As an example, Fig. 2(b) shows a Pen Stimulus 
Time Histogram of an auditory neuron's response to a Gaussian wide band 
noise stimulus. The neuron was located in the auditory midbrain of a frog 
(Rana temporaria L.). The stimulus had a 12-seconds period: 4 seconds of 
noise (89 dB SPL) alternating with 8 seconds of silence (Fig. 2(a)). The 
histogram in Fig. 2(b) has been found by pooling and averaging the neuron's 
response to 200 presentations of a stimulus period. In this way an esti­
mation of the first product (= first cumulant) density is found. Fig. 2(c) 
gives the second order structure of the neuron's response. In this pseudo 
3D figure the scaled auto-correlation density S(·,·) defined by 5 ( Ц , Ц ) : = 
bAt.,t ) / { \ \ . { t . ) b . ( t )) of the output pulse sequence is shown. The figure 
shows that for non approaching t., t. (i.e. t. * t_) and t ,t_ * 4 sec the 
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FIG. 2. Correlation fviKtione of an auditory neu-
ron'a rasponee to a nolae etiiMJlue. 
Fig. 2(a) givea the preeence or abaence of a wide 
band (5 kHz) noiae etimulue during в period of 12 
aeconds. In the on-eituation the intenaity ia B9 
(fi SPL. 
Fig. 2(b) ehowa the PSTH of the neuron'e reeponee. 
Thie hietogrei gives an estimation of the first 
order product deneity fi(') (= firat order cu-
•ulant density h^·)). In the construction of 
the PSTH the average hae been tsken over 200 pre­
sentations of the stimulus, yielding 23715 events. 
Fig. 2(c) givea sn estimation of the scaled auto­
correlation density (SACO, see section 3 and 6) of 
the neuron'e reaponae. 
output has an auto-correlation not essential different from zero (the 
relative noisy structure in the 3D figure for t.,tj > 4.25 sec. is of 
course caused by the relative small firing intensity of the neuron for 
these times). Moreover Sit..t.) proves to be also negative for times t1 
(and/or t„) slightly greater than 4 sec, say t ε [4.000,4.050] sec. It 
should be realized here that until about 50 msec, after stimulus offset the 
neuron's firing intensity is still large enough to guarantee the signifi­
cance of this negativeness. This shows that for this neuron stimulus offset 
causes a negative valued auto-correlation function at that moment. On the 
other hand Fig. 2(c) also slightly seems to suggest that stimulus onset 
induces a positive valued auto-correlation function at that time. 
The neuron's activity of this example will not represent a strict 
stationary pp. In the construction of the figures 2(b,c) a periodic 
stationarity, induced by the stimulus, has been assumed. Strictly spoken 
this assumption should statistically be checked as e.g. adaptation 
mechanisms may easily ruin a stationary behaviour. 
Nevertheless in the following we will consider only stationary pulse 
sequences. Stationarity offers many advantages, both theoretical and 
experimental. In fact most estimation and identification problems are only 
satisfactorily treated if at least some sense of stationarity is present. 
a 
I - іг 
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4. TransforBation of correlation densities 
Correlation is a concept that in one way or another expresses an 
interdependency between two or more features. Such an association measure 
will be far from unique or universally applicable. In general a suitable 
expression for correlation may depend significantly upon the nature of the 
phenomena and the actual questions under consideration. A correlation 
measure should have an intuitive and interpretative meaning. 
Presence of correlation states that processes are related and 
therefore information of one may reduce the 'uncertainty' of the others. 
This may provide important applications in estimation or prediction 
problems. 
The goal of this paper is to derive estimations of connectivities from 
correlation functions. In advance see section 8. 
Here correlation stands for the association of interacting pulse 
sequences and is quantified by the common used auto/cross-correlation 
functions. These functions will be a mixture of on one hand the statistics 
of the input process, and system parameters on the other. The analysis of 
this relation for our model $ (i.e. connectivity w(·) followed by pulse 
generator g(·)) is the aim of the sections 5-7, section 8 discusses 
associated system identification problems. 
S transforms one pp N(·) into another, say M(·). Mathematically our 
model would completely be characterized if the joint characteristic 
functional (jcf) of the bivanate process (Ν(·),Μ(·)) would be known. It 
can be shown that only a linear model, i.e. g(u) = αυ+β allows an explicit 
evaluation of this jcf. In that case it may be used that M(·) is 
conditionally a Poisson process and application of conditional expectation 
immmediately reduces the jcf into a univariate functional acting on the 
input process N(·). As a consequence all output auto- and input/output 
cross-correlation functions are easily expressed into the input character­
istics. 
In a nonlinear model the correlation densities will have to be derived 
in a more direct way. As an advantage we have that insight about the link 
of pp's and system is increased. A disadvantage is that only low order 
correlation densities can conveniently be expressed in the input- and 
system parameters. 
The pp transforming system ¡5 will be analysed in the next three 
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sections: Section 5 briefly discusses the input processes that are taken in 
consideration. The resulting first and second order auto-correlation 
densities of the output are derived in section 6. Finally, section 7 gives 
the second order cross-correlation function of input and output pp. 
5. Input auto-correlation densities 
As a compromise between explicity and generality we will in the 
following take only two classes of input pp's in consideration: Poisson and 
Gauss-Poisson (GP) point processes. 
A Poisson process has the important property that its counting process 
N(· ) has independent increments. In this way it is the pp analogue of a 
Wiener process which however evolves with continuous sample paths. The 
Poisson process is completely described by its intensity h.t·) and all 
other cumulant densities are zero. 
GP processes (see Milne and Westcott [20]) are a generalisation of 
Poisson processes in the sense that not only the intensity but also the 
second order auto-correlation density h„(·,·) is not zero; all higher 
order cumulant densities are zero. The densities h (·) and h»(·,·) 
may not arbitrarily be chosen. It can be shown that they should satisfy: 
for any (Borei) subsets А, В of R: 
0 < ƒ ds1 ƒ ds2 h2(s1,s2) < m m (ƒ h^síds, ƒ h^sjds) (5.1) 
A B A B 
See Milne and Westcott [20]. A (stationary) GP process may be constructed 
in the following way: translate each point Τ of a Poisson sequence 
N(·) by X , where the set (X } _ is a sequence of independent identical 
distributed random variables. For convenience assume that all X are 
Τ
 1 
nonnegative. In this way a translated process N (·) is found with events at 
Τ + X . Pooling of Ν(·), N (·) gives a GP process with intensity h..(·) = 
2λ and auto-correlation density tuts-jS-) = h-ijs.-s-l) = X(h(t)+h(-T)). 
Here λ is the intensity of the original Poisson pp, h(·) is the probability 
distribution density of X and τ = s_-s1. This GP process is stationary, 
however, any nonstationary GP process may be constructed in a similar way. 
Equation (5.1) shows that h9(·,·) > 0, so events of a GP sequence 
TABLE 1 
path 
densities 
product 
densities 
characteristic 
functional 
cumulant 
densities 
Poisson point process 
ρ = exp - J ds h.is) 
n > l !
 »n^ l V " 
ρ0
π
ϋ=ι W 
f
n
( ,i V = ""»i W 
*[ιξ] = exp J de h^a) (e«p ι і',э) - 1) 
h2(·,·) = 0 
η > 3: h
n
(·,·...,·) = 0 
Geuss-Poieaon point process 
ea = exp qo , qa = - ƒ ds h^s) + -1 J d91 ƒ dSj hjts^Bj) 
P i a ) :: Po 4 1 ( t ) • 4 1 ( t ) = h 1 ( t ) " 1 d 3 h2 ( s> t ) 
Pjtt^tj.tj) = P0[ql(t1)q1(t2)q1(t1)+42(t2>tJ)+q1(t2)42(tJ,t2)*q1(tj)q2(t,,l2)J 
f/t) = h^t) , ^(tj.tj) s h 1(t 1)h 1(t 2Kh 2(t 1,t 2) 
fjtt^tj.t,) = hi:b1)h1(t2)h1(tJ)*h1(t1)h2(t2,t,)*h1(t2)h2(tj,t1)thl(tj)h2(tvt2) 
*[ιζ) = exp [ƒ ds h^s) (exp ι î(s) - 1) + 
i / de, У d 3 2 hjls^sj) (exp ι ζ( 3 ι) - 1)(exp ι ζί^) - 1)] 
h2(·,·) > 0 and ƒ ds h2(s,·) * h^·) 
η > 3: h (·,·...,·) = 0 
η 
TABLE 1. Characterizations of Poisson and Gsuss-Poisson point processes. The point processes end 
their cheracterizations are considered on some bounded time domain, say V. for compactness of 
notations explicit dependencies on V are omitted. All intégrela are performed over V : ƒ := ƒ 
This table gives en extraction of the formulas of appendix A and represents the special case that 
all cumulant denaitiea or order greater then 2 are zero. 
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are positively correlated. It may be interesting to realize that for a GP 
process gaps (i.e. intervals \) such that N[l/] = 0) appear to be positively 
correlated too: 
P[N[A]=O, N[B]=O] - P[N[A]=O] P[N[B]=O] 
P[N[A]=0] P[N[B]=0] E exp Í ds1 I ds2 h2(s1's2) " 1 > 0 
A В 
(5.2) 
In (5.2), A and В are disjoint intervals. In advance we mention that this 
property will be used in section 6. 
As already mentioned before, we will only take Poisson and GP processes 
in consideration as input. Quite generally it would have been possible to 
continue this classification and discuss input pp's for which h (·) = 0 if 
к > n. For any η ε N such a pp seems to exist but it is not clear what 
consistency relations (see e.g. (5.1)) should be satisfied (Milne and 
Westcott [20]). Moreover a physical interpretation of such a pp will not be 
available if η > 2 (apart from repeated random translations of a Poisson 
sequence followed by pooling). 
The choice of the form of the input pulse sequence is rather heavily 
based on the cumulant densities formalism. The reason of this choice 13 
that the pp is classified by only a few parameters with a clear 
interpretation. Moreover, as will be seen later, these parameters occur in 
a very managable way in the output (correlation) densities which will 
increase insight in the transformation properties of model $ . 
The Poisson and GP process are very tractably described by means of 
cumulant densities. In the other pp representations that are discussed in 
section 3 and appendix A, only a Poisson process is relatively easily 
formulated. The GP process assumes rather difficult forms in both the path 
densities and product densities formalism. See Table 1 which gives a survey 
of the characterization of a Poisson and GP pp in the several representa­
tions. In the following sections we will however only make use of the cumu­
lant densities formalism. 
6. Output auto-correlation densities 
Doubly stochastic Potsson processes 
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A Poisson process may be regarded as a special case of a GP process 
and section 5 then states that the input N( ·) is restricted to GP pp's. 
Inspection of model $ shows that also the output process belongs to a 
rather specific class: M(·) is a doubly stochastic Poisson (dsP) process 
(Snyder [24], Cox and Isham [б]). It should be remarked that this is essen­
tially a consequence of model $ and in no way a result of the chosen input: 
any N(·) causes M(·) to be a dsP process albeit that Μ(·)'3 complexity will 
increase as N(·) becomes more 'general'. 
Without going into details we may give an implicit definition of a dsP 
process (say M(·)) by formulating a generation algorithm: (1) obtain a rea­
lisation x(·) of a stochastic process X(·) > 0 of pre-assigned structure. 
(11) Generate an (inhomogeneous) Poisson process with intensity x(·). The 
probability of an event in [t,t+At) depends thus only on x(t) and ¿t and 
not on any of the preceding point occurrences. 
So given x(·) will M(·) be a Poisson process but unconditionally it is 
not. For more detailed discussions of dsP processes see e.g. Snyder [24] or 
Cox and Isham [б]. 
First order output auto-correlation density 
Equation (2.1b) gives the conditional intensity of pp M(·). It links 
the firing probability of the output process with the history of all its 
inputs. The first product density (= first cumulant density) is the 
unconditional firing probability which equals the average over all input 
events, i.e. 
f1(t) = h1(t) = Ε Η ^ 3
 =
 E[g(U(t))] (6.1a) 
= E[g(/ w(t-s)dN(s))] (6.1b) 
= v[E exp ƒ w(t-s)dN(s)] (6.1c) 
Here as in the sequel of this paper we will use subscripts in case of input 
characteristics (e.g. f,.(·), Ь Л · ) , h7(·,·) ....) and superscripts for out-
1 1 2 put characteristics (e.g. f (·), h (·), h (·,·) . — ) . 
In (6.1) the assumptions of a univariate input process and exponential 
pulse generation have successively been used. The scaling factor α (see 
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(2.2)) has been absorbed in the connectivity w(·). 
The right hand side of (6.1c) is very similar with the definition of 
the characteristic functional (see (3.4) and appendix A). Only the i ε С is 
absent and ξ(3) = w(t-s). In fact (6.1c) gives a so called Laplace functio­
nal for which an expansion like the ones given in appendix A for Φ[ · ] will 
also hold for appropriately chosen connectivity w(·). In that case, formula 
5 in appendix A shows how the output intensity h (·) is related to the 
input cumulant densities. If, as a special case, the input N(·) is a 
Poisson process: 
h1(t) = ν exp ƒ h^s) (exp w(t-s) - l)ds (6.2a) 
= ν exp h1 * W(t) (6.2b) 
where * stands for convolution product and the generalized connectivity 
W(· ) is defined by W('):= exp w(·) - 1. This abbreviation will in the 
sequel of this paper standardly be used. 
Equation (6.2) shows that the output rate depends exponential on the 
input rate and even 'doubly exponential' on the connectivity w(·). Remark 
the special case ЬЛ·) = 0 and/or w(·) = 0 which disconnect M(·) from 
N(·). 
If N(·) is a GP process the output intensity reads: 
h1(t) = ν exp (ƒ ds h.jCsMt-s) + | ƒ ds.jWU-s.,) ƒ ds^U-s^h^s., ,s2)) 
(6.3a) 
= ν exp h1 * W(t) · exp j (W л W) « h2(t,t) (6.3b) 
Formula (6.3) shows that the output intensity h (·) may be separated 
into the product of an input-intensity based part and an input auto-corre­
lation based part. 
Equation (6.3) also indicates that an excitatory (i.e. w(·) > 0) GP 
process causes a larger output rate than a Poisson input with the same in­
tensity. However, the same holds for an inhibitory connectivity (w( ·) < 0). 
See Fig. 3. As an intuitive explanation it may be argued that in contrast 
to excitation, where output events will mainly be generated during presence 
of input activity, in case of inhibition it are the gaps N[·] = 0 that 
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FIG. 3. Output intensity of the model neuron ее 
Function of connectivity and correlation structure 
of the input. The deehed curve shows qualitatively 
how the output intensity depends on size of the 
connectivity when the input is a Poisson process. 
The solid curve represents the case that the input 
is a Gauas-Poiseon process with the sane intensi­
ty. This figure shows that the aenaitivity of ths 
model neuron does not only depend on the connec­
tivity but also on the auto-correlation atructure 
of the presynaptic pulse sequence. 
tí , 
Ш' / 
0
.e] / 
<- inhibition ; excitation -»• 
participate most effectively to output events. Recall here that for a GP 
process these gaps are positively correlated (see equation (5.2)). 
Second order output auto-correlation density 
In general a pp is not specified by its intensity alone. To get an 
idea of the 'eigen' structure at least the second order auto-correlation 
density should be known. For our model it is possible to derive this 
density in the same way as the intensity since M( ·) is a dsP process with 
random intensity X(·) = ν exp U(·). 
The second order product density f (·,·) of M(·) is then: 
f2(t1,t2) = E[x(t1)X(t2)] = v
2
 E[exp ƒ (w(t1-s)+w(t2-s))dN(s)] (6.4) 
The right hand side of (6.4) has again the form of a Laplace functional 
and its cumulant expansion will again terminate at к = 2 if N(·) is a GP 
process. 
For convenience we assume that N(·) is a stationary GP proces with 
intensity λ and 2nd order correlation density h (·). 
After some formula manipulating it can be shown that the scaled auto­
correlation density (SACD) of the output, defined by 
s(t1,t2) 
h (t2,t2) 
h 1(t 1)h
1(t 2) 
f 2 ^ , ^ ) - f 1(t 1)f
1(t 2) 
f 1(t 1)f
1(t 2) 
(6.5) 
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is a function of τ = t.-t. and satisfies 
5(τ) = exp (λ ƒ W(s)W(s+i:)d3 
+ jj d31 ƒ ds2h2(|s2-s1|){W(s1)W(s1+T)W(82)W(s2+T)+2W(s1)W(s1+T)W(s2) 
+ 2W(s1)W(s1+t)W(s2+T)+2W(s2+T)}) - 1 (6.6) 
This complex expression becomes much more tractable if N(·) is a stationary 
Poisson pp, this means that h2(·) = о and the SACD of M(·) becomes 
S(T) = exp λ ƒ W(s)W(s+-c)ds -1 (6.7) 
Since for a general connectivity w(·) the SACD's of (6.6) and (6.7) will be 
different from zero we may conclude that the output M(·) is not a Poisson 
process (nor a GP process as can be shown if third order output correlation 
densities are taken in consideration). 
Fig. 4 shows the SACD of (6.7) for some connectivities w(·). The 
choice w(t) = - exp -t, t > 0, gives an interesting result because it shows 
that even in case of inhibition the SACD of M( ·) is nonnegative. In fact, 
from (6.7) it is obvious that any connectivity with a fixed sign results in 
о 
t 
S(T) 
0 
-n?ñ 
V(t) ь 
1 
W — 
l
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Г
 
1 1 , c , 
FIG. 4. Scaled auto-correlation densities. This 
Figure shows three exemples of the SACD of the 
output point process оГ the model. The input is a 
Poisson point procese with intensity λ = 1; the 
pulse generator is exponentiel (see equation 
(6.7)). For the connectivity the functions (a) 
w(t) = exp -t, Cb) w(t) = -exp -t end (c) w(t) = 
sin(2mt) exp -t (t > 0) heve been chosen. 
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a global positive second order autocorrelation density for M(·). Remark 
that an arbitrary w(·) at least causes a local positive valued output 
auto-correlation, i.e. for τ sufficiently close to zero is 5(τ) > 0. This 
means that M(·) generates events who are inclined to cluster and may ap­
proach arbitrarily close. It will be clear that this is a consequence of 
the absence of any refractory mechanism. 
The preceding conclusions about the sign of the SACD rely rather 
heavily upon (6.7) which originates from exponential pulse generation. 
However, it is possible to generalize both pulse generation and form of the 
connectivitiy. The result is more qualitative than quantitative and may be 
derived from the next theorem: 
THEOREM: If 
(i) w..(·), w9(·) are functions, both nonnegative or both 
nonpositive and such that ƒ |w.(s)lds < => (j = 1,2), 
(ii) g 1(·), Qn(') are functions, both nondecreasing òr both 
nonincreasing, 
(iii) N(·) is a (Gauss) Poisson counting process, 
then for all s, t: 
εον[ 9 ι(/ w^t-aîdNCs)) , g2CÍ w2(t-s)dN(s)) ] > 0 (6.θ) 
In this theorem it has implicitly been assumed that the involved functions 
are chosen in such a way that the COVariance in the left hand side of 
(6.8) is finite. 
The proof of the theorem is postponed to Appendix B. Here we 
concentrate upon some relevant remarks: 
1. For our model with the exponential pulse generator the theorem confirms 
the conclusions derived from (6.7) (N(·) Poisson, g.(u)=g„(u)=exp u) . 
Moreover it states also that the complicated argument of the exp in 
(6.6) should be nonnegative for a negative connectivity w(·). 
2. The theorem does not require that the functions q . { ' ) , g,(·) 
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FIG. Ъ. Scaled auto-correlation density with nega­
tive valuea. Thia figure эИом the SACO of the 
output point praceaa of the model trtiere the pulee 
generator la given by g(u) = 1 + со ( Н и ) ( е 
f i g . 5(b) J. The input is a Poisson procese with 
intensity λ = 1 end the connectivity is w(t) : 
-exp-t (see f i g . 5 ( B ) ) . Thia exanple dedonatrstea 
that the SACD of the output nay sssune negetive 
values when the pulse generator is not nonotonous. 
See eguation ( 6 . 8 ) . 
-1 5 T-» 15 
4. 
have to be nonnegative in order to obtain a nonnegative covariance. 
Only when they represent a pulse generating nonlinearity they should be 
nonnegative. On the other hand, remark that the demand of monotony is 
essential. See Eig. 5. 
In Fig. 6 a physical meaning of the theorem is outlined. It shows a 
simple 'common input' model. Due to a common input N(·) there exists a 
correlation between the nonmutual interacting pulse sequences N.C·) 
and N-(·). The theorem then states that the cross-correlation 
function of the spike trains N ^ · ) , N2(·) is nonnegative if the 
input sequence N(·), connectivities w(·) and pulse generating non-
linearities g(·) satisfy the conditions (i), (ii), (iii). 
Continuation of item 3. It is easily seen that the common input 
cross-correlation is nonpositive if (i) one of the connectivities is 
U1 llL(^o).nirr> иі 
Ν,Ι ) V _ y ' 
П
 - Ч 9,(1) J_ 
FIG. 6. Common input correlation. Although the 
point proceases N^·) and Ηι{·) do not nvitual-
ly interact they may be correlated due to a comnon 
input point proceaa N(·). 
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nonnegative (excitatory), the other nonpositive (inhibitory) and the 
pulse generators have the same monotonous behaviour, òr (ii) the 
connectivities are both inhibitory (or both excitatory) and the pulse 
generators are opposite monotonous. 
As a rough sunmary we may thus state that the sign of the common input 
cross-correlation function is the product of the signs of the 
connectivities and signs of the derivatives of the pulse generators. 
5. The SACD of (6.6) and (6.7) is not sensitive for time delays in the 
connectivity. This means that the connectivity W5(«):= w(· -δ), 6 > 0 
gives the seme output SACD as w(·) does. The reason of this property is 
the stationarity of the input process. 
So far the second order statistics of the output pp M(·) have been 
taken in consideration. It has been assumed that the events of the input pp 
are at most in second order correlated. This does not hold for the output 
pp. In fact it is possible to show that, e.g. in case of excitation by a 
Poisson input, the output cumulant densities h (τ.,τ_,...,τ .) grow fast 
(with respect to the order η of the density) in the neighbourhood of the 
diagonal τ. = τ„ = ... = τ . = 0. Once more this confirms that the output 
process is not a system of nonapproaching random points. 
Point process vs. random noise input 
We will end section 6 with a short comparison of the found pp results 
with those arising from a continuous noise stimulus. In this case the 
generator potential satisfies 
U(t) = ƒ w(t-s) Y(8)ds (6.9) 
where Y(·) is a stochastic process. Analogous to the pp case it is assumed 
that only the first and second order correlation functions of Y(·) are 
different from zero, i.e. Y(·) is Gaussian e.g. stationary with mean μ and 
auto-correlation function k(·). The output of our system remains a pp. 
Inserting exponential pulse generation it is again possible to use an 
expansion of the characteristic functional into the correlation functions 
of the process (See Stratonovich, [26]). It is found that the intensity and 
SACD of the output pp then read: 
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h = ν exp (μ ƒ ds w(s) + ^ - ƒ ds1 w ^ ) ƒ ds 2 w(s2) k( ^ -s.,})) (6.10a) 
S(t) = exp ƒ ds1 wCs^ ƒ ds2w(s1+T)k( 132-3^) - 1 (6.10b) 
Remark that because of scaling with respect to the intensity, the mean μ of 
the input has disappeared from the SACD. 
Both (6.6) and (6.10) are a result of a second order input and the 
question may arise how these equations are related. Comparing the 
expressions in the exponents it may be concluded that they only match for 
3 4 2 
small connectivity w(·), i.e. |Κ(·)| , |Κ(·)| « j W O j and an auto-cor­
relation of the noise Y(·) given by 
kit) = λ δ(τ) + h2(x) (6.11) 
Physically this means that for small connectivities w(·) it is possible to 
approximate the generator potential U(·) by a Gaussian process. 
Mathematically this is made explicit by the following result: If N (· ) 
is a stationary GP counting process with intensity αλ and auto­
correlation density a»h (·) then for any absolute integrable w (·): 
w (t-s) distribution 
J " V i — d V s > - Γα λο ao Ï S ^ ' wo(t-s)Xo(s)d3 (6.12) 
where X (·) is a stationary Gaussian process with mean zero and auto-
correlation function (= 2nd cumulant density = auto-covariance density) 
к(т) = λ δ(τ) + h (τ) (See (6.11)) and a := ƒ w (s)ds. Remark that k(·) 
О О 0 0 
is the complete covariance density of N (·) for α = 1. One may state аз 
well that X(·) is the sum of two independent Gaussian processes, both with 
mean zero. One of them is white with power density λ , the other has 
auto-covariance density h (·). 
7. Input/Output cross-correlation densities 
In section 6 the self structure of the output of our pp transforming 
model has been studied. A link of input and output is provided by cross-
correlation densities. These densities may give a measure of the relation 
between the processes since they specify the statistics of joint occurren-
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ces of events. 
Most important is the also intuitively clear second order cross-
correlation density (or cross covariance density) defined by 
.1, ., P[dN(s)=1,dM(t)=l] P[dN(s)=l] PÍdM(t)=lT , . 
n^sjt;:-
 dg dt " da ' dt u , u 
So the cross-covariance function is the difference between the density that 
simultaneously N(·) at time s and M( · ) at time t emit events and the pro-
duct of the associated marginal densities. 
In our model the input N(·) is not influenced by the output M(·). 
Using conditional expectation (Snyder [24]) it is then possible to show 
that 
Ρ[άΝ( 5)=ΜΜα)=ΐ] E[dN(3)dM(t)] E[dN(s)g(J w(t-o)dN(a)) J , . 
ds dt ds dt ds K ' 
It turns out that for exponential pulse generation, g(u) = exp u, for every 
pp N(·) it is possible to express the right hand side of (7.2) into its 
cumulant or product densities. We mention two methods. The first method is 
based on conditional product densities, the second one uses functional 
differentiation. 
(1) Since 
E[dN(s) exp ƒ w(t-o)dN(a)] = E[exp ƒ w(t-a)dN( σ) |dN(s)=1 ]P[dN(s)=1 J 
(7.3) 
the characteristic functional of the conditional pp N*( ·) defined by 
dN*(a):= dN(a)| , a * s (7.4) 
|[dN(s)=l] 
has to be calculated. The product densities Γ^*(·) of N*( ·) satisfy 
fb.^S.t ,t ,...,t ) 
rk # ( t1' l2 V - f]Îs) ( 7 · 5 ) 
which may be substituted in the product density expansion of the 
characteristic functional (see formula 3 in appendix A). For the left 
hand side of (7.3) (apart of the factor v) the right hand side of 
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(7.7a) will then be found. 
A similar approach could be provided by making use of the 
conditional cumulant densities h,*(·) of N*(·) but unfortunately, no 
managable relation seems to exist between the h.*(·) and h (·). 
(2) A powerful tool is supplied by 'functional differentiation' 
(Stratonovich [26]), Srinivasan [25], van Kampen [15]). Here this 
technique may be applied in the following way: 
E[dN(s) exp ƒ w(t-a)dN(o)] = E[¿w(t-3) exP -i w(t-a)dN(a)] 
=
 6w(t-s) Е^ е х р i "(t-a)dN(a)] (7.6) 
Formally the several operations performed in (7.6) should be proved 
but this is beyond the scope of this paper. 
As known from section 3 and appendix A it is possible to expand the 
characteristic functional in product or cumulant densities. Chosing the 
former, (7.6) will give 
F 1 , ., E[dN(s)dM(t)] ,. , l r , > t-, -, \ 
^(sît):: -1—d3 dt J- = vexp w(t-s) ·[ ^  (s) + (7.7a) 
C i Ь\і d o i — -f Ч rk
+
i(8'ei»"-0k),IIj=i w ( t - ö j ^ 
On the other hand, the cumulant expansion yields: 
E r ^ f f t n -. exp w(t-S) - ^ Ш І - („,(.)
 +
 (7.7b) 
Equation (7.7b) may be used to derive a very treatable expression for the 
scaled cross-correlation density (SCCD) of N(·) and M(·) defined by: 
P[dN(s)=1,dM(t)=l]-P[dN(s)=l]P[dM(t)=l] E[dN(s)dM(t)] 
Q ( s ; t ) : =
 PLdN(s)-1JPLd"M(TlTn = ELdN(s)JELdM(t)J " 1 
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Θ7 
hhs;t) 
= — • i (7.8) 
h1(s)h4t) 
The SCCD will be a function of τ = t-s only if N(·) is stationary and in 
the present case it satisfies: 
Q(T) = - 1 + (7.9) 
1 *" 1 к 
exp W(T) (1 + ^ - Е
к
_ 1 £7 ƒ ds 1..J ds)< h k + 1 ( τ-s.,,..., τ-3|<)·Π^1 WCs^)) 
As usual the generalized connectivity is defined by Ι«Ι(·):= exp w( ·) -1. 
We recall that so far, every result derived in this section holds for 
an arbitrary (albeit that the (7.9) assumes stationarity) input process 
N(·) such that the right hand side of the (7.7) and (7.9) is convergent. 
IF N(·) is a Poisson process, apart from trivial cases, the most 
simple expression for Q(·) is found: 
Q(T) = exp W(T) - 1 = W(T) (7.10) 
See also Brillinger [4]. Equation (7.10) shows that in a causal system 
i.e. w(t) = 0 if t < 0, the present occurrence of an input event is not 
correlated with a given output event in the past: Q(T) = 0 if τ < 0. This 
is of course a special case of the independency of future and past of a 
Poisson process. 
Future and past of a GP process are not independent and indeed the 
SCCD, which now reads 
Q(t) = exp W( T ) - 1 + e x P h
w ( T )
 ƒ h2(T-s) W(3)ds (7.11) 
- W(T) + libili.
 h «(,) h 1 2 
does not vanish for τ < 0. See Fig. 7 for some numerical examples. 
The relative transparent expressions which have been found for the 
SCCD's are essentially founded on exponential pulse generation. A general 
choice of g(· ) will not allow such explicit results even if the input 
process is 'elementary' e.g. stationary and Poisson. This shows that 
succesful inverse procedures, i.e. estimation of connectivities from 
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FIG. 7. Scaled cross-correlation densities. This 
figure shows three examples of the SCCD of input 
and output processes of the model. The input is a 
Gauss-Poisson point process with intensity h. = 1 
and auto-correlation density h9(T) = 0.5 exp -ΙτΙ. 
The connectivity is of the form Ja) w(t) = exp -t, 
(b) w(t) = -exp -t, (c) w(t) = sin (2*0 exp -t 
(t > 0). See equstion (7.11). 
input/output correlation functions will only be possible for fortunate 
'choices' of pulse generation, e.g. linear (Brillinger [4]) or exponential 
(section 8). 
Multiple input 
So far only second order correlation functions have been studied. For 
a complete description of the co-statistics of input and output also the 
higher order cross-product/cumulant densities would be required. Again, 
only if the pulse generation is exponential it is possible to calculate 
these densities sufficiently explicit. This calculation will, however, not 
be discussed here. 
The cross-product/cumulant densities describe the interdependency of 
the pp's N(·) and M(·) but may also be important for other, associated 
pp's. As an example, see Fig. 8 where a neuron (3) receives input from two, 
all or not mutual connected neurons (1) and (2). It can be shown that any 
representation of point process N,(·) depends on all auto- and cross-
correlation densities of N (·) and N (·). 
If neuron (3) exponentially generates events it is again possible to 
derive quite explicit results for the auto-correlation densities of N,(·) 
and the N ^ · ) , N,(·) or N (·), N (·) cross-correlation functions. 
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FIG. 8. KUtivanete input. A model neuron (3) 
receives two input point ргосе з N^(· ) and 
N2(a ). As a consequence its dynamics may depend 
on all сгoss-cumul ant densitі оГ the input 
processes, 
• I III Ш Ц д д Ы 
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FIG. 9. NetMork of three model neurons without connectivity cycles. 
These densities will be expressed in the joint cumulant densities of the 
bivariate pp (МЛ·), N_(·)). For a special case, see the last paragraph of 
section 8. 
Moreover, if N.C·) and N„(·) interact in a nonmutual way (see 
Fig. 9), it may even be possible to express any (multivariate) correlation 
density into the auto-correlation densities of the univariate input N-] ( · ) 
of this population of three neurons. This will be a rather technical pro­
blem and falls beyond the scope of this paper. 
Order of SE and PESE 
As a final very interesting remark we want to mention a kind of 
correlation invariance property of model 5. This property only holds if 
g(·) is an exponential function. The input N(·) and output M(·) are assumed 
to be univariate pp's. 
In short we then have that the conditional input process N*(·), 
defined by 
dN*(t):= dN(t)| 
|[dM(t )=1,...,dM(t )=l] 
1 к 
t * t (7.12) 
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has the same auto-correlation structure as the unconditional input N(·). As 
an example, if N(·) is a Poisson (GP) process then N*(·) is a Poisson (GP 
respectively) process. A stationary N(·) will, however, result in a 
nonstationary N*(·). 
Although the preceding looks rather formal it is strongly related to 
the neurophysiological important concept Pre Event Stimulus Ensemble (PESE) 
introduced by Johannesma [l1,12]. As such the PESE is a subensemble of the 
Stimulus Ensemble (SE) that gives the characterization of the input. 
Somehow loosely it may be stated that the PESE is that part of the SE to 
which the neuron is best inclined to fire. 
In the present context the SE is the input pp N(·), the PESE 
corresponds with N*(·) and our invariance property shows that SE and PESE 
have the same degree of auto-correlation but differ in in their temporal 
form. For a detailed discussion see Hesselmans et al. (in preparation). 
8. Systей identification 
An interesting problem in neurophysics is the derivation of the 
connectivity structure of a neural population from activity patterns. In 
such an identification procedure one may aim at qualitative features like 
excitation or inhibition, stimulus sensitivity, mutual interaction of pulse 
sequences. On the other hand, also quantitative features like strength and 
timeconstants of connectivities and pulse generating mechanism may be 
desired. It will be clear that the qualitative approach may be carried out 
in a model free way while the quantitative method will require a model. 
The previous part of this paper was heavily model based and so far 
only forward problems have been investigated. Main attention has been paid 
to the derivation of the quantitative natured correlation functions. These 
correlation functions depend upon several system parameters. In this 
section the inverse problem is studied, i.e. deduce connectivity from cor­
relation functions. 
In experimental situations the estimation of second order correlation 
functions from recorded data is a standard procedure (Aertsen et al. [2], 
Abeles [i]). Sometimes even third order characteristics of one or more 
pulse sequences are taken in consideration (Perkel et al. [23]). Higher 
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order correlation functions will hardly be regarded because of lack of 
suitable graphical representations, absence of a sufficient number of 
events for the construction of a reliable histogram and nonstationary 
properties of the spike trains. Moreover, such high order correlation 
densities may loose significance and/or intuitive meaning. 
It is our goal to derive connectivities from correlation functions. As 
a consequence these functions should contain the connectivity sufficiently 
explicit. In our context this points at exponential pulse generation. 
Moreover, in order to give our approach also a practical significance a 
demand is incorporated that only first and second order correlation 
densities may be used. 
Following the approaches of sections 4-7 we successively consider a 
Poisson and a GP pp input. 
System identification; Poisson pp input 
Inspecting the formula's derived in section 6 and 7 it will be clear 
that inverse results are most easily found if the input is a Poisson 
process and use is made of the SCCD. In this case we have: 
W(i) = Q(T) ·>-• W(T) = An ( 1 + Q ( T ) ) (8.1) 
See equation (7.10). 
t -
Q(T) 
FIG. 10. Croea-correlet ion end c o n n e c t i v i t y . This 
f i g u r e compares the SCCD found in a s imulat ion 
(shaded atepfunction) wi th the one according to 
theory (smooth curve). See sect ion 8 and in 
p a r t i c u l a r equation ( 6 . 1 ) . 
0 r T -
w
 I ?*УУз-п 
1 I I I 
-0025 0 τ-* 01 
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Fig. 10 shows a histogram that gives an estimation of the SCCD 
found in a simulation of the present model. The simulation has been per­
formed on a digital computer (VAX 11/780); time resolution has been chosen 
10 time units (tu), intensity of the input Poisson process λ = 
50/tu. (connectivity w(t) = exp -40t and pulse generator g(u)=7.5 exp u). A 
duration of 600 tu resulted in 30252 input- and 23669 output events. These 
values are comparable with the expected 3.00 10^ input- and 600·7.5· 
exp 50 J (exp -40t - 1)dt = 2.37 10 output events. The binwidth in Fig. 
10 is Z.10" tu. Remark that the result of the simulation is in accept­
able agreement with the smooth curve which represents the 'generalized' 
connectivity W(·) = exp w(·) - 1. 
The possibility to use the cross-correlation function for the 
derivation of w(·) would experimentally be a fortunate situation as this 
is based upon knowledge of both an input- and output sequence of events. 
The question arises if it is possible to estimate the connectivity from 
only the output sequence. Equation (6.7) shows that if the input is a 
Poisson pp with intensity λ, the function >L(»):= /λ (exp w( ·) - l) 
sat isf ies: 
ƒ W
x
(o) W4((H.i)dc = Лп(1 + S(-i)) (8.2) 
which in the Fourier domain reads: 
|ν^(ω)|2 = ƒ exp - ίωτ Ап(1 + 5(τ)) dr (8.3) 
Given the right hand side of (8.3) it would be possible to find 
arbitrarily many W
x
(·) which satisfy that equation (see also remark 5 in 
section 6 ) , however, inserting the causality condition (W(T) = 0 if τ < θ) 
a modulus (|\(·)|) - phase (ф^ (·) = 1 An [Μ
χ
{ . ) / | \( ·) | ]) relation exists 
Ф
й
( « ) = — / 2-2 d z ( 8 · 4 ) 
λ ο ζ -ш 
See Papoulis [2l]. Combination of (8.3) and (8.4) shows that the 
connectivity W^(·) is then found by an inverse Fourier transform: 
Ь ) =
 2*1 e x p i (шЬ+Фл (ω)) · |Wb(ü))| do) (8.5) 
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Unfortunately, knowing both 4 (·) and output intensity h.rv exp λ ƒ W(a)da, 
it is not yet possible to reconstruct both input intensity λ and rate 
factor v. However, only the value of the third order output product density 
along its diagonal would be required too to derive λ, ν as well. 
The above outlined estimation of W(·) on basis of output data only, is 
clearly much more tedious as the one which used the scaled 
cross-correlation function. Moreover the former method is much more 
sensitive to noise and/or statistical fluctuations. As an example, 
evaluation of the right hand side of (Θ.3) may give negative values for 
ω sufficiently large. This may limit the domain on which W(·) is satis­
factorily estimated with the consequence that the final result for 
КЛ·) is less accurate. 
The SACD-based identification method has been applied to the above 
described simulation data. In Fig. 11(a) the estimation of the SACD is 
found and Fig. 11(b) shows j^i·)) 2 as prescribed by (8.3). Note that this 
estimation indeed assumes negative values. The final result, W(·), is seen 
in Fig. 11(c) (shaded stepfunction). Comparing this estimation with the 
apriori substituted W(t) = exp (exp -40t) - 1 shows that the reconstruction 
FIG. 11. Auto-corre lat ion and c o n n e c t i v i t y . This 
f i g u r e shows en example of system i d p n t i f i c a t i o n 
on basis of the SACD of the output point process 
of the model. A s imulat ion has been performed and 
t i g . 11(a) shows the SACD S(·) of the output point 
process. For the parameters of the model see sec-
t ion 8. 
Fig. 11(b) gives the Fourier transform of in (1 + 
S(.)). 
In Fig, 11(c) an estimation of the connectivity 
H(·) (shaded stepfunction) is found that has heen 
2 derived from the function Iw.(*)! shown in Fig. 
11(c). The smooth curve gives the connectivity 
that had been substituted in the simulation. For 
discussion see section B. 
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is acceptable but not exceptional accurate. A possibility to improve the 
result may be an increase of the simulation duration which because of the 
law of large numbers may decrease statistical fluctuations in S(·) and 
w
x
(·). 
System identifiaation ; GP pp input 
If the input is a stationary GP process it is not possible to derive 
the connectivity from output intensity and SACD even if pulse generation is 
exponential. See (6.6) which would contain two unknown functions, W(·) and 
h 7(·). Moreover, even if in one way or another the input 
auto-correlation density would be known it is still far from obvious how 
the connectivity should be solved from the severe nonlinear equation 
(6.6). However, for small W(·), i.e. |W(.)p, |w(·))* « |W(')|2, и 
would be possible to derive W(·) from h2(·) and S(·). The procedure is 
analogous to the previous Poisson case; the alternative version of (Θ.3) 
now reads: 
(λ + h2(ü))) |W(ü))|2 = ƒ exp - ιωτ An(l + 5(τ)) άτ (8.6) 
See equation (6.10) and (6.11). 
If the input GP process has been observed too it is possible to 
derive h_(·) and next solve (Θ.6) with respect to W(·). 
A much more effective approach in this case is however provided by 
making use of the SCCD as given in (7.11): 
Q(x) = W(t) + ν1τ\* 1 I W(a) h2(x-o)do (8.7) 
To solve this square equation with respect to W(·) it may be possible to 
use a recursive method. As an example of such an iteration we have chosen 
λ = 1, huit) - γ exp (-Ы) and for some values of w(·) (w(t) = exp -t, 
w(t) = - exp -t or w(t) = sin 2irt: exp -t; t > 0) the SCCD as prescribed by 
(8.7) has been calculated. See Fig. 7. Next, the reversed way, the follow­
ing recursion 
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Κ
ο
(τ) = Q(T) 
λ Q(T) - ƒ W (o) h,(x-o)dff 
W
n
+
1 ( T ) = X , J W
n
(a) h2(x-g)dg -
Л
 ^
( τ ) ( Β
·
8 ) 
has been applied to check whether or not the originally substituted W(· ) 
would be recovered from the inserted h2(·) and 'found' SCCD. Note that in 
the 'Ansatz' of this algorithm the autocorrelation of the input is 
neglected. In fact it even holds the alternative start with a zero 
connectivity (say W_i(·) = 0) leads to the same procedure. 
Our examples appear to converge to the correct solutions. See Fig. 12 
for the case w(t) = - exp -t. 
This method to reconstruct the connectivity W(·) from the input 
2 
auto-correlation functions λ, S(·) = |-ι_(·)/λ and cross-correlation 
function Q(· ) has also been applied to the data of a simulation of the 
present model. In this simulation the values λ = 50, 5(τ) = 0.2 exp -20|τΙ, 
w(t) = exp -40t (t > 0) and g(u) = 7.5 exp u have been substituted. In 600 
tu 29870 input- and 24949 output events were found. The estimations of the 
functions S(·) and Q(·) derived from these pulse sequences are found in 
Fig. 13(a,b) (shaded stepfunctions). Compare these histograms with their 
'theoretical' values (smooth curves). Fig. 13(c) shows the connectivity 
W(·) derived from the correlation functions. In this case instead of the 
rather slow algorithm of (8.Θ) (see Fig. 12), the much faster converging 
recursion W^·) = Q(·), W
n + 1(·) = 1/2 (Wn(·) + e[wn](·)) has been 
used. 
0.25 ι 1 1 1 1 1 1 1 
FIG. 12. Recuraion. This figure gives an example 
where the nonlinear correlation-connectivity rela­
tion of equation ( .7) іэ solved with respect to 
M ( · ) . The recursive method prescribed by equation 
(В. ) has been used end this figure shows Wn(·) 
for som η ε N. The perenieters of the model may be 
found in section Θ. 
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H G . 13. Croaa-correlation end connectivity. A si­
mulation of β model neuron has been performed 
where the input is a Gauas-Poisson process. The 
found input and output pulse sequences are used to 
reconstruct the connectivity. The parameters of 
the model may be found in main text, section 8. 
In Fig. 13(a) both the in the simulation substitu­
ted 'theoretical' SACD (smooth curve) as the one 
derived from the actual input pulse sequence (sha­
ded stepfunction) are shown. 
In Fig. 13(b) both the theoretical SCCD of input 
and output (smooth curve) as the one found in the 
simulation are shown. The anooth curve in Fig. 
13(c) represents the in the simulation substituted 
generalized connectivity H(·) = exp w(·) - 1. The 
shaded histogram shows the generalized connectivi­
ty that hjs been derived from the input SACD 
(Fig. 13(a)) and input/output 5CC0 (Fig. 13(b)). 
For detalla see main text, section Θ. 
-0 025 0 
The agreement between the estimated and inserted connectivity will be 
clear albeit that the former proves to be slightly smaller than the latter 
(see also Fig· 13(b)). This may be due to the used algorithm which 
subsitutes a pulse in a time increment At (here 10"^ time units) with 
probability g(u)At/(l + g(u)At) (here g(u) = 7.5 exp (u)). This quantity 
should be very small with respect to 1, however, if at some times the input 
is very clustered g(u)At may become relatively large* At such times the 
actual pulse generator may be a significant underestimate of the substitu­
ted g(·). 
System identificaІгоп; multiple input 
The preceding reconstruction of the connectivity from the SCCD in the 
GP input case offers an interesting extension to a multiple input system, 
Consider a neuron (3) that receives input from two others (1), (2) as 
illustrated in Fig, 8. It is assumed that the stationary рр'з М Л · ) , 
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N_(·) are Poisson processes with intensities λ-, λ_ respectively and their 
mutual dependence is completely described by their SCCD Qi2(·)· All 
higher order crosscumulant densities are supposed to be zero. 
Here, for i,j =1,3 the SCCD Qii(·) are defined by 
E[dN.(s)dN.(s+T)]-E[dN.(s)]E[dN.(s+T)] 
V ^ = Qji (- T ) : = '1 ELdN.isijEldN^s.x)] 1 ( 8 · 9 ) 
The W3i(·), W32(·) are linear, causal filters and neuron (3) exponenti­
ally generates events. 
It is possible to show that the SCCD's Оэі(·), 0з2(*) satisfy: 
α 3 1 ( τ ) = ^ { τ ) + λ 2 ^ 3 1 ( τ ) + 1 ^ W32(s)Q21(T-s)ds 
(B.10) 
Q 3 2 ( T ) = W 3 2(t) + \ ^ { M 3 2 { t ) + 1) J W31(8)Q12(T-s)ds 
See also (8.7). If all SCCD's are known it is possible to derive VTj^·), 
W32(·) from (8.10), e.g. by a (bivariate) recursion method analogous to 
the (univariate) one of (Θ.8). 
This section has shown some examples of system identification based on 
correlation functions. It has been observed that for the estimation of 
connectivities a sufficient number of correlation functions should be 
known. The cross-correlation approach proved to be more straightforward and 
accurate than the method which uses the statistics of the output events 
only. 
It will be clear that the presented efficiency of correlation 
functions for system identification depends rigorously on the 
pulse generating mechanism. Only for a linear (see e.g. Bnllinger [4]) or 
an exponential pulse generator (this section) rather explicit relations 
between connectivity and correlation functions seem to be available. A 
general nonlinear model will not allow a straightforward identification of 
the system by means of correlation functions anymore. 
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9. Conclusione and diacuaeion 
In this paper a model has been studied that transforms one pp into 
another. The model consists of a linear filter followed by a nonlinear 
pulse generator. An essential assumption implicit in all found results has 
been the nonmutual interaction between input and output: the output ia a 
result of the input, however, on the other hand, the output does not effect 
the input or itself in any way. As a consequence the output pp ia a doubly 
stochastic Poisson process. Sometimes such a modulated Poisson process 
which does not influence its future is as well known as s Cox pp. 
The preceding paragraph immediately stresses s shortcoming of the 
model with respect to a biophysical system like e.g. a neuron who generates 
action potentials. Neurons have a refractory period, i.e. a dead time 
immediately after generation of an event. Such an absolute absence of 
activity indicates a self exciting evolution of the neural pp. Remark here 
that the mathematical concept 'self exciting' (Snyder [24]) includes β 
physiological self inhibiting development too. 
Another main basis of the present paper is the choice of exponential 
pulse generation (i.e. a multiplicative model haa been assumed). As a first 
choice this is not unreasonable. The exponential function haa the 
advantages that it is positive (so inhibitory inputs do not have to be 
excluded), it is increasing (so the larger the input the larger the firing 
probability) and mathematically it allows the derivation of analytical 
cloaed forms for the correlation functions (characteristic functional). 
Moreover, from a physiological point of view, exponentiel pulse generstion 
is not completely unrealistic. See e.g. Grashuis [9] who reports such a 
firing behaviour for some (peripheral) neurons at low input intensities. 
Except for linear or exponential pulse generation it ia hardly or not 
possible to perform system identificstion based on correlation functions. 
This is mainly due to the absence of sufficient explicit relations between 
system parametera and input/output correlation functions. In the forward 
approach, however, for a general pulae generator g( ·) it is possible to 
derive expressions for the correlation functions that allow rather 
straightforward numerical evaluations. Again the characteristic functional 
proves to be very useful. As an example, for a univariate input the 
generator potential U(·) satisfies: 
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U(t) = ƒ w(t-a)dN(s) (9.1) 
The stochastic process U(·) ia described by its distribution functions 
p.(u,t), рЛи. (t. ;u?,t ), .... whose Fourier transforms (characteristic 
functions) with respect to the 'spatial' arguments are: 
E[exp iu) U(t)] = E[exp i ƒ ω w(t-s)dN(s)] 
E[exp i ω1 Uít^ · exp i ω 2 U(t2)] 
= E[exp i ƒ ((ω1 wít^s) + ω 2 w(t2-a) )dN(s) ] (9.2) 
For the evaluation of the characteristic functionals in the right hand 
sides of (9.2) it ia again possible to use e.g. the cumulant expansion. By 
inverse Fourier transforms it is then possible to derive the distribution 
functions of U(·). Since the output pp will again be doubly stochastic 
Poisson, its first two cumulant densities read: 
h1(t) = E[g(U(t))] = ƒ du g(u) p(u,t) (9.3a) 
h 2(t 1,t 2) = C O V t g d K t ^ . g d K ^ ) ) ] 
= / du1 giu^ ƒ du 2 g(u2) (p2(u1 ,t1;u2,t2)-p1 (u1 .t^ ·ρ2(υ2,12)) 
(9.3b) 
In thia forward approach one will rapidly be resticted to numerical 
techniques even if 'simple' processes N(·) and connectivities w(·) are 
substituted. Moreover it will be clear that an inverse approach, i.e. 
system identification by means of correlation functions, will not be 
available here. At best, qualitative results may be formulated, see e.g. 
the theorem in aection 6. 
The system identification techniques in section В have been based on a 
cumulant density description of the pp's. It msy also be possible to use 
the sample function density (sfd) which is the most elementary 
characterisation of a pp. In this case a particular pattern of input and/or 
output events should be taken in consideration in order to estimate system 
parameters. Often a maximun likelihood estimation (see e.g. Snyder [24]) is 
applied. In such an approach parameters are estimated by maximizing the 
Ρ-,ίω.Ο = 
P 2(w 1it 1^ 2,t 2) 
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probability density of an observed configuration of events with respect t o ^ 
these parameters. 
A possible advantage of a maximum likelihood estimation approach in 
our model would be an absence of the aesthetical necessity of exponential 
pulse generation. Moreover, not so much the nature of the underlying pp's 
(Poisson, GP, ....) is important, only the configuration of the observed 
data is required. In this context, note that our model formulates the 
transformation of an input sfd into an output sfd (see equation (2.1)). 
A disadvantage of a maximum likelihood proceeding is that only a few 
unknown parameters should be present since otherwise quite rapidly both 
mathematical/theoretical derivations and their numerical (computer) 
evaluation may grow extremely voluminous. Compare this with the relative 
simplicity of the correlation functions method which hardly imposes 
restrictions upon the connectivity. 
Our model assumes that input processes are linearly filtered and 
mixing does not occur until the nonlinear pulsgenerator g( ·) (see (2.1)). 
As a consequence the generator potential U(·) does not contain explicit 
interaction components (of course implicit dependencies may exist due to 
mutual correlations in the input sequences of events). Such a first order 
approximation may in some circumstances be inappropriate, e.g. neurons are 
known whose multivariate inputs perform synaptic interaction (Koch et al. 
[i?]). In that case one may propose 
uk ( t ) = h ¡ v ( t- e ) d Nji ( 8 ) + zi,J¡ »^-vt-'iKWW 
+ (9.*) 
i.e. U^i·) becomes a Volterra expansion of the input sequences N¿(·). 
For a complete characterization of the υ^(·) and Ν^·) one may again 
derive characteristic functionals. However, this may involve severe 
mathematical difficulties. As an example, for an ordinary univariate pp 
N(·) a standard expression (in product/cumulant densities) of 
Φ(ίζ):= E[exp i ƒ dNís^ ƒ dN(s2) ξ ^ , β ^ ] (9.5) 
is not even known. 
Alternatively it may be possible to rewrite g.(U.,(·)) into an 
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orthogonal (with respect to the input pp's) kernel expansion. See e.g. 
Krausz [18] who discusses a univariate Poisson process input. The orthogo­
nal kernels may then be derived from input/output cross-correlation densi­
ties. 
Finally we mention an important and interesting remark. In this paper 
input/output correlation functions have been derived for a non-self-exci-
ting neuron model. Suppose a population of such units is constructed but 
such that no connectivity cycles are present (see Fig. 9 and the last 
paragraph but one of section 7). From graph theory (see e.g. Нагагу [ю]) 
it is known that in that case units have to be present without input from 
the population. Given a statistical characterization of these 'input' 
neurons, by a successive approach it is possible to calculate any 
correlation function of the joint activities of any subset of participating 
units. Essential is the successiveness property which is a consequence of 
the possibility to impose a kind of ordination upon the population. This 
ordination in its turn is, as will be clear, a result of the absence of 
connectivity cycles. More implicitly it has been assumed too that the 
connectivity matrix has been chosen in such a way that no instabilities 
have been introduced in the dynamics of the population. Effectively this 
means that sufficient inhibition should be incorporated in the connectivity 
structure. The connectivity size may also (гііз)аррго е the procedure of 
this paper to take only second order correlation densities into account. 
Especially small and sparsely distributed connectivities may allow such a 
second order approach and explain main features. In a population with 
large, excitatory connectivities also higher order correlation functions 
have to be taken in consideration. Although within our model these 
densities may in the same way be derived as the first and second order 
ones, they become less surveyable and will be deprived of an intuitive 
meaning. 
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Appendix A: Relatione between representations of a point process 
In section 3 three representations of a point proces Ν(·) have been 
discussed: sample function densities (path densities), product densities 
and cumulant (or correlation, see Kuznetsov and Stratonovich, [19]) 
densities. 
One functional of N(·) has already been taken in consideration: the 
characteristic functional as well known as product densities generating 
functional. Other well known functionals are the probability generating 
functional (see e.g. Westcott [27]) or 'deriving functional' (Kuznetsov and 
Stratonovich [19J, van Kampen [15J). All these functionals are closely 
related. 
The generating functionals may be used to derive formulas expressing 
one representation of the pp into another. The results are found in the 
following compendium of formulas. 
The formulas 1-2, 3-4, 5-6 will connect the characteristic or 
probability generating functional with successively, the path-, product­
and cumulant densities. These formula's in their turn will provide the 
equations (7-12) which relate one set of densities with another. 
Both N(·) and its characterizations are considered on a bounded time 
domain P. The dependency upon Ό of the several formulas is not explicitly 
mentioned. All integrations are performed over Ρ : ƒ := J^. 
Every item given below is associated with the corresponding label 
found in Diagram 1. 
1. a. The characteristic functional is 
Φ[ϊζ] := E [exp i ƒ C(3)dN(s)] 
= p
o
 +
 ί = 1 kf ' d 8 i · · · / d \ Р ^ 3 ! 3 | < ) e x p i Ej=1 S^j) 
b. The proability generating functional is 
ФЫ := Ε [ Π ^ η ( Τ . ) ] = φ[Αη η] 
=
 ρ
ο
+
 Ci ri-' *ν · · ' d3k p ^ v - ' V nj=i η ( ν 
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8 
path 
densities 
Pn(-),nelN 
i 
• 1 
Τ 
generating 
functionals 
Φ [ ι ί 1 . vh] 
/ 4 5 \ 
12 
N 6 \ \ 
product 
densities 
ƒ„(•), r u N 
JQ. 
9 
11 
t 
cumulant 
densities 
hniO.nfOM 
DIAGRAM 1. Relatione between representations of a point ргосезз. The foroiulaCs) associated with a 
transformât ion from one representation to another are found in appendix A; see the corresponding l a b e l . 
2
·
 pn(ti V --кщт'" ! т ( г т ф [ л ] I
 n 
1 η 1η=0 
3. Φ [ ί ζ ] = 1 + Σ °
= 1 ¿J-ƒ d s , . . . ƒ ds|< Г к ( 3 1 s k ) n j = 1 ( e x p i ζ ( Β ^ - i ) 
1 η 1ξ=0 
5. Φ [ ΐ ζ ] = exp [ Σ °
= 1 ¡ ι - / dsv..¡ dsk h k ( a 1 , . . . , B k ) n| j= 1(exp H i a ) - l ) ] 
6
'
 hn(ti V = ( - і ) П ^7Т· · · к(П1пф[іі]\ 
1 η 1ζ=0 
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7
·
 f n ( t 1 t n ) = ( - І ) П δ ζ ΐ ψ ' · · δζΤΓ^ (po + 
= p n ( t 1 , . . . , t n ) + Е ^ ^ / de1..J d3 k p n + k ( t 1 , . . . , t n ,s 1 sk) 
See (4) and (1) respectively. 
8
·
 p n ( t l tf? = 6ÏÏO" · ' ' δίίίΓΤ [ 1 + 
Ί Π 
C i ¿Γ' d s i- d s k fk(si V nï=i b(-j) -i)]|^o 
= r^t,,...,^)
 + Σ-=1 i = l L / d s r . J dsk f n + k ( t 1 , . . . , t n , s 1 , . . . , s k ) 
See (2) and (la) respectively. 
9. f n ( t 1 , . . . , t n ) = (-i)n gj^-j . . . -ЩГ^І 
e x p Zk=1 И" ^ d s i · · · / dsk h k ( s V " , s k ) n j = 1 ( e x p i ^ ( s j ) " 1 ^ 
(k^ (k2) (kn) 
= Е
к,+2к„+...+пк =п5^...Ь h1 h2 ' - ^ п 
1 2 η 1 η 
See (4) and (t) respectively (к!) (кг) (k
n
) r 
where h. h- .. .h is a product of k. factors Ь Л · ) , к- factors 
h2(· ,·), etc. 
The S. . permutes the time variables t1,t-,...,t over this partition, 
t"] · · . tp AL Π 
however, only permutations are allowed that do not give identical coinci­
dent results (terms give coincident results if they merely differ by the 
order of variables inside individual h's or by the order of factors h). The 
number of such different terms is 
к.Кг!) 2k 7! ... (n!)
 nk ! 
As an example: 
f^t) = h (t) , f 2(t 1,t 2) = h 2(t 1,t 2) + h 1(t 1)h 1(t 2) 
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f3(t1,t2,t3) = hjCtptj^) + h2(t1,t2)hl(t3) + h2(t2,t3)h1(t1) 
+ h2(t3,t1)h1(t2) + h1(t1)h1(t2)h1(t3) 
1 0
·
 h
n
( t1 tn ) = ( " 0 δ ζ Τ ψ ·'· 6&(t
n
) 
^
 + 5 :k=1 Wl d s r · ^ d 8k \^,...,в
к
) nj
=1(exp iÇCsj) - 1)]| 
ki+k7+.. .+kn-1 
= Σ, . . (-1) (k.+k„+...+k -1)! · 
ki+k2+...+nk
n
=n 1 2 η 
(к,) (кг) (k
n
) 
5
Ы . . Л
П
 ri f2 •••fn 
See (7), (3) respectively. 
As an example: 
h^t) = f^t) , h2(t1,t2) = f2(t1,t2) - f1(t1)f1(t2) 
h3(t1,t2,t3) = f 3(t 1 tt 2,t 3) - f2(t1,t2)f1(t3) - f2(t2,t3)f1(t1) 
- f2(t3,t1)ri(t2) + 2f1(t1)ri(t2)f1(t3) 
" ·
 h n ( t 1 ' 'n 5 = ( - І ) П δζΤφ" ·· · δξΓΤΤ *" К + 
Е
к=1 кГ ^ d s 1 . . . / d s k p k ( s 1 , . . . , s k ) ехр i Σ .^ С(з^))| 
See (6), (1) respectively. 
Evaluation of the right-hand side of (11) gives precisely the right hand 
side(s) of (7) substituted in the right-hand side of (10). 
δ 
1 2
·
 р
п( к і S,) = ôfiTt^r ··· 6 ^ Г 7 е х р ί 
Zk=1 F" ^ d s i · · · ^ d s k Ч ^ 3 ! ' · · · ' ^ 5 П і=1 ^ S j ) - 1 ) ] | 
η=0 
see ( 2 ) , (7) respect ive ly 
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г « Г,-, (kl)„ (k2) „ (kn)l 
= Po Ek1+2k2+...+nkn=n^t1...tn 141 42
 L
 · · · Чп
 n
 J 
where ρ = exp q r
o о 
4 i ( t 1 " - t I »
> S
=
h
n ,
( t 1 - " t n , ) + 
Σ
Ι=1 4 τ - / d e1···/ d si hm+A ( t1' —^р.· 8!····» 8! 5 
m > 0 , h := О 
о 
Compare these expressions with those given in (9) and (8). 
Appendix B: Coanon input correlation 
In this appendix the following theorem is discussed: 
If (ι) N(·) is a Poisson cluster point process 
(n) д-Л·), g7(·) are nondecreasing functions 
(in) ζ 1(·), ζ.ί·) are nonnegative functions 
such that COV [g (ƒ ζ (o)dN(a)) ,qA\ ζ (a)dN(a))] is finite then 
COV [g^J C1(a)dN(a)),g2(/ ^(c)dN(o))] > 0 (1) 
By a Poisson cluster process a point process (pp) is meant here that may be 
constructed in the following way: N " (·) is a (for convenience 
orderly) Poisson counting process with a bounded intensity. Each event of 
Ν Ρ (·) initiates, independently from all other point occurrences, a 
realisation of a new (orderly) pp with the position of that point as 
(cluster) center. Pooling all pp's, including N ^ (·) a realisation of 
the cluster pp is found. 
In the next paragraphs an outline of the proof of this theorem is 
constructed. Only the main line is taken in consideration; technical 
details are mentioned but not extensively worked out. 
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B1 Until mentioned otherwise it is assumed that q*('),q7(') are bounded func­
tions, i.e. for some Α ε R : Ig. (· ) I, Ig^i' ) I * A· Moreover, the С Л · ) , 
ζ_(·) are supposed to be step functions which are zero outside a bounded 
interval I, i.e. 
ζ
ι
( σ )
 =
 Σ
ϊι *и · \ ^ > hM - ί ι ξ 4 · 1i2j(a) ( 2 ) 
where 
r ι n 1 ι ι n 2 
l i . . } , li,.} are partitions of I, 
1 ( · ) i s an i n d i c a t o r f u n c t i o n d e f i n e d by 
y°) 
0 i f a f V 
1 i f a e V 
ЧУ Ï2J > 0 
It is possible to choose a partition {ij} ._.. of I, к sufficiently large, 
such that both ζ.ί') and ξ9(·) are constant on the interior of each I. and 
the (Borei Lebesgue) measure of each I. is smaller than, say 2/k times the 
2 ^ 
measure of I : 11 .1 < -r- · III. 
B2 Inserting the forms of ζ.(·), ξ_(·) as given in (2) into our covariance 
expression it is found that 
MV [g^J ξ1(σ)αΝ(σ)),92υ ζ2(σ)αΝ(σ))] = 
COV [91(Σ*=1 14Η.),^.__λ Ч.Н.)] (3) 
where 
Ν.: = ΝΓΙ.1 = the number of events of N(·) in interval I.. 
J L J J 
с к 
It is possible to write the g.[E._. ζ. .N.J (i = 1,2) in a more general form 
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g i ( j > 1 tiJ NJ ) = Gi( Xr X2'--" Xlc) W 
k+1 The X e N is a vector random variable defined by 
Х
о
: = ( Ν ^ , Ν ^ , Ν ^ Ν ^ ) (5) 
where 
Nj P : = Ν [i,] = number of events of the Poisson pp Ν p (·) in Ij. 
N J (m,j=1,k):= the number of events in I originating from cluster 
centers in I . 
J 
Note that the random vectors {X,} _1 are independent. Moreover, the Gii·) 
are nondecreasing in any argument N " , N ** , and we are left to prove that 
COV [G1(X1,X2,...,Xk),G2(X1,X2,...,Xk)] > 0 (6) 
In the next paragraph's the following formula w i l l be used 
Х^У.ХК [Γΐ(Χ1 \)'F2^ \U= ( 7 ) 
X 2 . . . X k [ C S ; [ F 1 i X 1 — ν · Γ 2 ( Χ 1 ' · " · ν ] 1 + ( 7 a ) 
E x 
k-1 
L X A + 1 ...X k [ Хд LLXl...Xi.l L r 1 , - A 1 ' , ' , ' V J ' L X i . . . X j l _ 1 L W " , , A 
(7b) 
Σ1--2 E A + 1 . . . k [  [ E i . . .Хд_1 t F 1 Í X1 ' · · · ' ' ' k ^ ^ X - i . . .Хд.-) ^Z^ X1 ' ' ' ' , Xk^ Щ 
+ CZ ^ . . . X ^ ^ l ^ l \)]'\..Л^ [^V-'^H (7c) 
The random vectors X (j = 1,k) are assumed to be independent and apart 
of the finiteness of the left hand side of (7) no particular conditions for 
the functions F (·) are required. 
The proof of (7) may be given by induction. Both the case к = 2 and 
the induction step follow by inspection. 
B4 In this paragraph term (7c) will be analysed. Using conditional expectation 
with respect to N £ P and abbreviating Ε
χ χ
 [ G., (Χ. ,Χ,,... ,Χ ) ]=:G *(Χ.) 
we may write: 
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COV [G1»(Xk)tE2*{Xk)] = Εχ [G1»(Xk)G2*(Xk)] - Εχ [θ1*(Χ|<)]Εχ [G2»(Xk)] 
Аі^ К К К 
к к 
x.[W2* (viN£p ) > 2h2 - π ϊ
=
ι tEx [ v ( v k p ) = o K 
к 
[Gi*(Xk)|N^)=l]p1+Eχ [G/ÍX^lN^^jlq ) 
к (8a7 
+ E 
+ EX 
where 
P
o
: =P[NÌP)=0] , p,: = ^ = 1 ] 
q2: = E*=2 P[NliP)=n] (Bb) 
After substitution of ρ =1-p1-q_ in the right hand side of Eq. (8a), 
rearranging the found expression (with respect to terms of order 0(1), 
terms of order 0(p.) and a remainder R. of order o(p.)) and using 
Nk
p)
=0 <-»· Xk=0 is is found: 
C0V[G1*(Xk),G2*(Xk)] = ρ, Εχ [(G1»(Xk)-G1*(0))(G2*(Xl<)-G2*(0))|N^)=l] 
Xk k (9a) 
+ Rk (9b) 
Remark that a term of order 0(1) is absent in (9). Term (9a) is nonnegative 
because G1*(·) and G9*(·) are nondecreasing in their arguments. 
B5 The in paragraph B4 given procedure has been applied to term (7c). It may 
however similarly be applied to every term present in the summation in the 
right hand side of (7). All the time a nonnegative expression of the type 
(9a) and a remainder term R. (A=k,k-1,... ,1) will then be found. Because of 
f \ 
the boundedness of both g^·), g9(·) and the intensity of N " (·) and 
1 
R0= 0 (q,)= 0 (—=·) it is possible to find B, independent of Л such that all 
к Η к 
remainders IR.I < —«• . Therefore E.-R. may be made arbitrarily small by 
taking к sufficiently large. 
This completes the proof of the validity of (6). 
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B6 
B7 
In the paragraph B1 it has been assuned that С Л · ) , &>(') a r e stepfunc­
tions. The inequality (1) will now also be true for a large class of func­
tions ξ^·), ξ,Λ') (e.g. almost everywhere continuous, absolutely inte­
grable) which are the limit of a sequence of stepfunctions. Moreover, the 
range where ζ 1(·), ξ-ί·) may be different from zero may become an unbounded 
interval by 'carefully' taking domains I of increasing length in considera­
tion. 
The boundedness of the С Л · ) , G_(·) (and so of g 1(·), 9ο(·)) is not essen­
tial since from literature the following theorem is known: 
If GOV [G1(X1,X2 Xk),G2(X1,X2....,Xk)] > 0 (10) 
Χ·) X2.. ·Χ|< 
for all bounded, nondecreasing functions G..(·), G_( ·) then this will also 
be true for all nonbounded nondecreasing functie 
this covanance is finite. See Esary et al. [θ]. 
ions G.i·), G„(·) for which 
BB As a special case of this appendix the theorem formulated in section 5 is 
found after substitution of a Gauss-Poisson process for N(·) and ξ (·) = 
w (t-·). Note that because of term (9a) the inequalities (10) and (1) also 
hold if д Л · ) , дЛ·) are both nonmcreasing functions. 
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TRANSFORMATION OF POINT PROCESSES, 
CORRELATION FUNCTIONS AM) SYSTEM IDENTIFICATION. 
II. Self exciting point processes 
Henk van den Boogaard 
Department of Medical Physics and Biophysics 
University of Nijmegen 
The Netherlands 
The properties of a system that transforms one point process into 
another are studied according to the following model: an input point 
process is linearly filtered and followed by an instantaneous (exponential) 
nonlineanty that generates the output process. As such it may be a model 
for a neuron that transform a presynaptic sequence of action potentials 
into a postsynaptic spike train. 
An important distinction in the model is the all or not incorporation 
of feedback (refractory mechanism). Whereas the model without feedback has 
been discussed in a preceding paper [з], in the present approach a 
refractory mechanism will be included. 
For general form of the connectivities no 'tractable1 form may be 
derived for the input/output cross/auto-correlation densities. However, if 
connectivities are not too large and pulse generation is exponential, 
suitable approximations for the relation correlation-connectivity are 
available. These nonlinear relations may be used to perform system 
identification. 
All these considerations are illustrated and supported by computer 
simulations. The correlation densities based system identification is 
moreover applied to sequences of action potentials generated by neurons in 
the auditory midbrain of the frog in response to a Poisson distributed 
click train stimulus. 
1. Introduction 
In a paper by Johannesma and van den Boogaard [10] a model has been 
introduced for the dynamics of a population of interconnected neurons. 
Based on physiological evidence, the model gives a mathematical description 
of neurons collecting incoming action potentials and assimilating these into 
an internal state variable. On basis of its internal state the neuron will 
generate output activity which in its turn may find its way over the 
population. In these two stadia, the transformation of input(s) to state 
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variable has been assumed to be deterministic and realized by a linear 
filtering over the past. On the other hand the successive generation of 
action potentials is supposed to be instantaneous and stochastic. 
On the level of a single neuron this model has already been elaborated 
in papers by van den Boogaard and Johannesma [2] (master equation) and van 
den Boogaard et al. [э] (nonrefractory model). In the approach of the 
latter, both input and output of the neuron are represented by a stochastic 
point process (pp). It has been shown that if pulse generation is exponen­
tial it is possible to derive rather explicit expressions for the output-
and input/output-correlation functions. Moreover if the order of autocorre­
lation of the input sequence of events does not exceed 2 (i.e. a Poisson or 
a Gauss-Poisson pp) it is even possible to perform system identification on 
the basis of second order correlation densities. In their approach it has 
quite restnctively been assumed that the output process is not subjected 
to feedback. As a consequence the output is a doubly stochastic Poisson 
(dsP) and not a self exciting pp (see e.g. Cox and Isham [4], Snyder [іб]). 
For completeness we recall the definition of dsP and self exciting 
pp's. Here and everywhere else in the paper we restrict ourselves to the 
class of pp's that have a complete intensity function (Cox and Isham [4], 
Snyder [16]). 
A pp N(·) will be called dsP if there is a real valued nonnegative 
stochastic process X(·) of pre-assigned structure such that the complete 
intensity function 
X(t|H[N](t),H[x](t)): = 
lim др P[N(t+At)-N(t) > 0 Ι H [NJU) ,X(s) = x(s) for —<s<t] = x( t ) 
лио
 ( 1 1 ) 
for any specification H[N](t) of the pp up to and including t (H[N](t) is 
the history of Ν(·),Η [x](t) the history of X(·) until time t). See Cox and 
Isham [4]. By x(·) a realisation of process X(·) is meant. 
Equation (1.1) shows that point occurrences of N(·) are only 
implicitly (via X(·)) mutually dependent but do not explicitly interact 
since the complete intensity function does not depend on the history of 
N(·). 
As a consequence of the preceding, a dsP process N(·) is conditionally 
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a Poisson process and it may be important to realize that two successive 
stadia may be associated with the evolution of N(·). First, some stochastic 
process X(·) > 0 provides a realisation x(·) on the whole time domain of 
interest which, secondly, serves as the intensity of an inhomogeneous 
Poisson process. We believe that this description gives a reasonable 
physical/intuitive meaning of the definition in (1.1). 
We will call any pp N(·) that is not dsP in the sense of (1.1) a self 
exciting pp. Self exciting are thus those processes where an explicit 
mutual interaction of the events occurs. Examples of such pp's are the well 
known renewal processes, Poisson cluster processes (e.g. Gauss-Poisson pp) 
and Markov birth/death processes (see e.g. Snyder [16]). 
For a dsP process N(·) it is easily seen that its second cumulant 
density h_(·,·) (or second order auto-correlation density) is nonnegative 
for close approaching arguments (recall that the auto-covanance function 
of any stochastic process is maximal and positive for zero time shift). 
This means that point occurrences of N(· ) may not only approach arbitrarily 
close but are also inclined to cluster. 
Such a behaviour may be unrealistic or incomplete for physical 
examples like counters with a dead time, waiting time distributions in 
queues with a minimum non zero service time, and, our interest, sequences 
of action potentials generated by neurons. 
As has already been mentioned before, in the paper of van den Boogaard 
et al. [з], feedback of the output pp has been omitted and as a consequence 
refractory mechanisms of the neuron have been neglected. In this paper we 
will however 'repair/revaluate' the model of the neuron and investigate the 
consequences of incorporation of (relative) refractoriness. Again, only a 
single neuron is taken in consideration. 
Following the model of Johannesma and van den Boogaard [Ю] we arrive 
then at the following point process transforming system: 
U(t) = ƒ wN(t-s)dN(s) - ƒ wM(t-s)dM(s) (1.2a) 
P[AM(t)=l|U(s)=u(s), s < t] = g(u(t))At + o(At) (1.2b) 
(see Fig. 1) where, 
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Ν(·) 
Μ(·) 
wN(.) 
g(·) 
the input pp (counting process) 
the output pp, AM(t):=M(t+At)-M(t) 
synaptic connectivity of the input to the neuron 
the inhibitory 'autoConnectivity' of the neuron, wM(·) > 0 
a monotone, nonnegative function which represents the pulse 
generator; g(·) may be identified with the complete intensity 
function of M(·) since 
X(t|H[N](t),H[M](t)):= lim -^ P|>(t)=1 |N(s) ,M(s) for s < tj 
At+O 
= яІ\ w^t-y -^(t-T )) (1.3) 
where {T.}.
 7 , {T } . 7 are the point occurrences of N(·) and M(·) 
respectively. As has been done in [3j, input characteristics (such as point 
occurrences, correlation functions) will be labelled with aub-, output 
characteristics with superscripts. 
Clearly the equations (1.2) and (1.3) show that M( ·) is a self 
exciting pp albeit that the mathematical concept 'self exciting' does all 
but not coincide with the physiological concept of excitation. In fact a 
terminology of 'self inhibiting' would provide here a much better 
TIG. 1. The nodel. Flow is from right to left. A linear filter i^t') operetee on an input point 
procesa N(B) thereafter an inetantaneoue nonnegative nonlinearity g(*) generatea the output point 
procesa Μ(·). In the model, a refractory aechanian la included by feedback of H(.) via en inhibitory 
'autoconnectivity' -н («). 
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reflection of the present situation. Nevertheless we want to preserve 
compatibility with mathematical literature and use quotes if necessary. 
In mathematical literature the model of (1.2) is very well known for a 
linear pulse generator g(·) and (necessarily) -wM(·) > 0. See Hawkes [6,7] 
who derives pointspectra (Fourier transforms of the second order cross/ 
auto-correlation densities) for a population of mutually connected point 
processes. All elements of his population are connected by linear filters 
and fire according to a linear pulse generator. Although such a collection 
of mutual exciting pp's allows the derivation of explicit forms for the 
correlation functions, it has the severe restriction that only excitatory 
connectivities may be present which, moreover, should be sufficiently 
bounded in order to avoid instabilities. Especially the 'autoconnectivi-
ties' are nonnegative which even introduces 'opposite-refractory' effects. 
For a nonlinear pulse generator g(·), so far no closed analytical ex­
pressions have been found for the correlation densities of the self exci­
ting model specified by (1.2). The corresponding non self exciting system 
(i.e. wM(·) = θ) has proved to be much more tractable, see van den Boogaard 
et al. [з] who assumed exponential pulse generation. This assumption will 
also be included in the present paper where the self exciting model is 
discussed. Unfortunately the present nonlinear self exciting model does not 
allow such a mathematical rigorous proceeding as has been possible in [з| 
and we are much more restricted to approximations and simulations. In fact, 
this paper should be seen as, albeit rather extended, a prolonged discus­
sion of [з]. 
In short, the following topics will be studied. Sections 2, 3 
discuss the necessity/desirability of incorporation of a self inhibitory 
mechanism since otherwise quite easily instabilities may occur in a 
population of interconnected model neurons. In section U, it will be seen 
that in order to obtain a system of non approaching random points for the 
output pp M(·) (which as such will improve the stability of the population 
in which it is embedded), immediately after generation of an output event, 
the self inhibition should be sufficiently effective. 
Sections 5-Θ provide the hard core of this paper and may, if 
desired , be studied independently from the preceding. In this part 
formulas are derived for second order input/output correlation densities 
which are expressed in the synaptic connectivities (5). These relations may 
be inverted, i.e. it is possible to perform system identification based on 
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correlation densities (7). In this approach it has been assumed that 
connectivities are small, however, simulations show that the derived 
correlation-connectivity relations (in concreto (5.4)), although approxima­
tions, are useful for a large range of the synaptic connectivities (6). 
Finally we believe that the results presented here are not only very 
interesting but may be of considerable practical significance too, since 
opportunities are provided for identification of nonlinear synaptic 
interaction. As an example see section В where the correlation-connectivity 
relations are applied to sequences of action potentials of auditory neurons 
in the auditory midbrain of the frog. 
2. Instabilities in non 'self exciting' populations 
Apart from a physiological desirability of incorporation of a 
refractory mechanism there is a mathematical argument that may object a non 
self exciting model. This argument arises from stability criterions in the 
situation that a population of interconnected non refractory model neurons 
is taken in consideration. In that case care should be taken that 
sufficient inhibition is incorporated. In fact, if pulse generation is 
exponential and only excitation is present, already a system of two 
serially connected elements will be divergent for a (stationary) Poisson pp 
input (see Fig. 2 where wM(·) = 0) in the sense that the intensity of the 
output pp M(·) has no finite expectation. 
The reason of this 'explosion' is found in a too large intensity 
function of N(·) due to possible, by coincidence initiated, dense 
concentrations of K(·) point occurrences. Recall here that the intensity of 
N(·) depends exponentially upon the one of K(·) (see van den Boogaard et 
al. [з]). Successive excitation and exponential pulse generation will then 
be fatal. 
Instabilities like the one outlined here may easily be removed by an 
appropriate adjustment of the pulse generator. As an example, a linear or 
bounded function g(·) > 0 may provide a well defined evolution of an 
arbitrarily large population. 
Nevertheless we will maintain exponential pulse generation since it 
offers mathematical advantages (characteristic functional) and is not 
deprived of some physiological realism. See e.g. Grashuis [5] who reports 
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FIG. 2. Instabilities in a population of non ββΙΓ exciting model neurons. If d ) the input K(«) of 
the eysten symbolized by this figure is β stationary Poisson point process, (11) the linesr filters 
«!,(·), 4g(*) ere nonnegativef (in) the pulse generators α.(·), 9ut")
 a r e
 exponential then the point 
process MC') will be divergent (in the sense that its intensity has no finite expectation) if the 
inhibitory autoconnectivity *Μ(· ) 1 8 ebeent. 
an exponential firing behaviour of some peripheral neurons at low stimulus 
intensities. 
As a consequence we will have to enforce stability by sufficient self 
inhibition. In the self exciting model given in (1.2), a 'decent' auto-
connectvity (say 0 < ЧіД*) ^  mt alnost everywhere continuous, lim wM(t) = 0 
and ƒ wM(t)dt < <•>) causes a relative refractory evolution of M(·). That is, 
immediately after generation of an output event, the probability density of 
successive events will be reduced but not set to zero. As long as no other 
output events are generated the intensity will gradually recover to the 
value it would have in the abscence of that spike. In the limit, the event 
will even be 'forgotten' (finite memory). Although output events may still 
approach, the associated probability density can be made arbitrarily small. 
Somehow more rigorously, events may be driven apart by an absolute 
refractory period. If wM(·) would be given by wM(t) = » 1,- .\(t) (or has 
a component of that form), every output event will be followed by a silent 
period of minimal length Δ. Dependent on the form of wM( ·) on [д,
ш) it is 
even possible to incorporate both absolute and relative refractory 
properties. 
In this paper we will mainly concentrate on the relative refractory 
model. Only in section 7 where system identifcation will be applied to 
neural data, an absolute refractory period is taken in consideration. For 
more notes and simulations of absolute/relative refractory pp's see e.g. 
Johnson and Swami [il]. 
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3. The output intensity of the relative refractory model 
Our model (see (1.2), g(u) = ν exp u) has the property that 
immediately after generation of an output event, say at time 0, the future 
intensity, say at time t > 0, is reduced by a factor exp - wM(t) < 1. As 
such^C·):: exp - *
Μ
(·) represents the recovery function. See also Johnson 
and Swami [ 11]. 
If wM(·) = 0, or equivalently r( ·) = 1, the non self exciting (expo­
nential) model is found. In van den Boogaard et al. [з] it has been shown 
that in that case the output intensity depends exponentially upon the input 
intensity. In this section the consequences of a non zero autoconnectivity 
are investigated. It will be asumed that the input process N(·) is statio­
nary and 0 < w.-i·) < » . 
M 
Given the pulse generating nonlinearity g(·) it is easily seen that 
the intensity h of M(·) satiesfies 
h1 = E[dM(t)] = E [ g ( u ( t ) ) ] = v E [ e x p u ( t ) ] (3.D 
where U(·) is the stochastic generator potential as prescribed by 
(1.2a). Note that this substitution provides a link of h with the charac­
teristic functional of the bivariate pp (Ν(·),Μ(·)). Unfortunately this 
immediately states an implicitly defined problem: to derive h , all cross 
cumulant densities h (·) of (Ν(·),Μ(·)) are required. If connectivities 
(and/or correlation densities) are small this may provide succesful 
approximation procedures; in advance see section 5-8 and appendix B. 
If stability is investigated, e.g. the behaviour of h for large input 
excitation (i.e. w (·) > 0 and/or h + «) , this method will fail and for 
this reason consider the following alternative way. 
Taking expectations of both left and right hand sides of (1.2a) we obtain: 
E[U(t)] = a Nh 1 - a M E[g(U(t))] 
(3.2) 
=
 aN h1 " a M h 
where h is the intensity of the input pp N(·) and 3^ := ƒ wN(t)dt, 
V = I wM ( t ) d t· 
The exponential form of g ( · ) allows the deduction of an lower 
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estimation of the output intensity. For that, recall Jensen's Inequality 
(see e.g. Billingsley [l]) which reads: 
φ(·) is a convex function 
X a random variable 
Ε[Φ(Χ)] > Φ(Ε[Χ]) 
(3.3) 
As a special case of Jensen's Inequality: 
E[exp U] > exp E[u] (3.4) 
and combination of the equations (3.1), (3.2) and (3.4) gives 
in — + a., h > a., h. 
ν Μ N 1 
(3.5) 
Equation (3.5) shows that if the input N(·) is excitatory (wN(·) > θ) with 
1 
a large intensity h., also the output intensity h will be large. The expo­
nential model with linear feedback will thus not saturate. 
Intuitively it may be clear that in case of large input excitation, 
the output intensity h = ν E[exp U] will dominate the mean generator 
potential E [ U ] . As a consequence, from the equations (3.2) and (3.5), we 
may expect (still with the assumption: 0 < wii(,)iv'M(·) <
 ш ) 
, . h1 aN lim г— = — 
hit» 1 aM 
(3.6) 
Unfortunately, however, no rigorous proof of this conjecture is available 
here. 
Evidence may however be found from simulations. As an example see 
1 
Fig. 3. Fig. 3(A) shows the intensity h of Μ(·) as a function of the 
intensity h- of N(·) for two cases of input process N(·) : (a) N(·) is a 
Poisson process directly connected to M(·), see Fig. 1; (b) N(·) is 
generated from a Poisson process K(·) by a non self exciting model, see 
Fig. 2. In these examples, somehow arbitrarily the parameters have been 
chosen as follows: w ^ t ) = 2 exp -50t, gN(u) = 10 exp u, wN(t) = 2 exp -25t 
g (u) = 25 exp u, w (t) = 5 exp -50t. Recall from [з] that the N(·) of 
model (b) is by no means a Poisson process but has a rather strong auto 
correlation structure. 
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FIG. 3. Output intensity h1 es function of input intensity h-j in a relative refractory model. By 
emulations the relation between output and input intensity of the relative refractory model of 
Fig. 1 has been investigated. 
In Fig. 3(A), for two claases of input process N(· ), h1 is shown for some values of h^. The 
squares represent the case that N(·) is a Poisson process, the crosses denote the case that N(«) is 
generated from a Poisson process K(·) according to the syston of Fig. 2. For the made choice of 
parameters see main text, section 3. 
Fig. 3(B) gives the ratio hVh·) as function of the input intensity. 
Fig. 3(C) compares E[U] (lower sequence) with ají1 (upper sequence; rhombs ι N( •) is a Poisson 
process; plusses: Ν(·) is generated according to Fig. 2 where K(a) is a Poisson process). The figure 
shows that the larger the input intensity, the more a.h'1 dominates E[U]. For more comeents see 
section 3. 
Fig. 3(8) shows h /h1 as a function of the input intensity h-. In both 
cases this quantity indeed converges to a./a... in this case 0·θ. 
. N M 
Fig. 3(C) gives both E[U] and ^  h as a function of h,.. Also this 
figure confirms that although the mean generator potential increases as the 
input excitation becomes larger, it nevertheless is of minor importance 
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with respect to the mean output intensity. 
Note that in these figures, despite of the rather strong 
auto-correlation structure of N(·) in case (b), hardly any difference is 
seen with the data of case (a). It is possible that in the present self 
exciting model, the output intensity is quite dominantiy determined by the 
input intensity and does not so much depend on the higher order 
auto-correlation structure. In fact it should be realized that in the 
preceding discussion, culminating into (3.6), only use has been made of the 
intensity h . 
Moreover (3.5) and (3.6) do not essentially depend on the assumption 
of exponential pulse generation. They may be true for any 'convex' pulse 
generator g(·) that increases faster than linear. 
In section 2 it has already been outlined that a population of 
interconnected, exponentially firing neurons without refractory mechanism 
need not be stable. The univariate approach of this section is easily 
extended to a multiple input model. In that case, given the validity of 
the conjecture of (3.6), the output intensity of the neuron will 
(asymptotically) roughly be a weighted sum (over the connectivities, see 
the right hand side of (3.5)) of the input intensities. 
This would give the important conclusion that a finite population of 
relative refractory, exponentially firing model neurons is stable in the 
sense that the expectation of all output intensities is finite (of course 
it is required that all drivers of the population have a bounded 
intensity). However, no saturation effects will be present and much 
excitation in the network may cause large intensities at the output side. 
It may be argued however that addition of any absolute refractory period 
will immediately introduce sigmoidei input/output relations. 
4. Second order output auto-correlation density for approaching ti«e 
arguaents 
In the preceding section it has been observed that the output 
intensity of the relative refractory model has a pseudo-linear relation 
with the input intensity when the latter is large. Recall that in the non 
refractory model this relation is exponential. We may thus conclude that 
the self inhibition rather effectively tends to drive output events apart. 
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In this section some notes are formulated about the second order 
auto-correlation density of the output pp M(·). As will be known this 
density is given by 
, P[dM(t.)=1,dM(t,)=l] - P[dM(t.)=l]P[dM(t_)=l] 
h 2 ( t
v
t 2 ) = 3 dt1 dt2 —
 ( 4
·
1 ) 
and it gives an impression to what extent bi-occurrences of events are 
more or less probable than the marginal point occurrences, i.e. whether or 
not M(')-events are inclined to cluster. 
Especially we are interested in the question if the self inhibition 
causes M(·) to be a system of non approaching random points. This requires 
that h (t. ,t_) is negative for It^-t-1 sufficiently small. 
It is possible to give a formula for the joint occurrence density 
f2(t ,t ) = P[dM(t1)=1,dM(t2)=l]/dt1dt2 albeit that the result is not 
very explicit. Use is made of the path densities (or sample function 
densities, Snyder [17]) of the bivariate process (Ν(·),Μ(·)). In this 
approach г (·,·) is derived from all configurations of N, M-events in the 
time interval [0,t_] which yield M-events at least at times t.. and t» 
(0 < t1 < t 2) : 
f 2 ( t 1 , t 2 ) = E A [ ^ = o E ; = 0 L k J l [ A ( . ) , w M ( . ) ] ] (4.2-) 
where the functional L .[·,·] is defined by 
t. 
ƒ' ds? . 
91 
t., t 
••/1 <ч/ 
3k-1 ь 1 3k+A-1 
'k+l 
AU.,) exp - Σ ^ wM(t1-s.) (4.2b) 
,k+i A(t2) exp - (w^tj-t.,) + Ej** w M( t2- Sj )) (*-2c) 
n ^ | A(s.) exp - (»»„(Sj-t.,) + E . ^ « „ ( B J - B . ) ) (4.2d) 
exp - }2ds A(s) exp - (w^s-t.,) + Ekt* wM(s-s )) (4.2e) г2j. .,., _.._ г.. ,_ ι s „k+i 
о 
In (4.2): 
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(i) the abbreviations 
t 
Y(t):= ƒ wM(t-s)dN(s) and N 
О 
(ii) A(t):= ν exp Y(t) 
have been inserted. Y(·) is thus the contribution of the external 
input to the generator potential of the neuron and Λ(·) is the 
stochastic output intensity in absence of self inhibition. For times 
t < 0 both the input N(·) and output M( ·) have been silent: the 
evolution of these pp's starts at time t = 0. 
Equation (4.2) may be understood in the following way: given a 
particular realisation of the input (which is assumed not to be affected by 
the output), L. . gives the probability to find к M-events in L0>ti) ar,d I 
M-events in (t.jt.) (see formula 4.2d) and M-events at the selected times 
t. and t_ (4.2b and 4.2c respectively). Expression (4.2e) reflects the 
demand that no events are generated at times 
te [0,t2] - {s1 ,s2,..,s|<,t1 ,sk+1,..,sk+A,t2} . Finally the desire to find 
the probability density of M-events at t- and t_, irrespective of all other 
point occurrences culminates into (4.2a). All possible configurations of 
N(·) events have been absorbed in the E, (expectation with respect to 
A(·)) operator, i.e. use has been made of conditional expectation (see e.g 
Snyder [16]). 
If wM(·) = 0, i.e. no self inhibition, it is easily verified that 
(4.2a) becomes 
f^ t,,^ ) = ЕдО^Ш^)] (4.3) 
which is a familiar result for the in that case doubly stochastic Poisson 
process M(·). See van den Boogaard et al. [З] who succeeded to express the 
right hand side of (4.3) into the correlation densities of the input 
process N(·) by closed analytical forms. 
Unfortunately, in the present self exciting case it seems not to be 
possible to reformulate (4.2) into a compact and surveyable expression of 
the input correlation densities (or any other characterization of the pp). 
Somehow tractable are limit like procedures of which we discuss two 
cases: small connectivities (see section 5, 6, 7) and approaching time 
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arguments t1,t„ (this section). 
If in (4.2) time t« tends to t., in the limit all L-f·,·], I > 1 
may be neglected and it is not difficult to see that the result is: 
h 2(t 1,t 2) = exp (- * м и 2 - ^ ) ) E[X
2(t1)] - E O C ^ ) ]
2
 ( t ^ t ^ (4.4) 
where 
U(t) = ƒ wN(t-s)dN(s) - ƒ wM(t-s)dM(s) 
X(t):= ν exp U(t) 
In the stationary case, t +», equation (4.4) may be written in the form 
h2(T) = exp (- W M ( | T | ) ) E[X2] - E[X] 2 (τ * 0) (4.5) 
In order to obtain that the output process M(·) is a system of nonapproach-
2 
ing random points it should hold that h (0) < 0. If the autoConnectivity 
wM(·) is right continuous at zero it may be derived from (4.5) that wM(0) 
has to satisfy: 
w
u
(0) > An [1 + ί-ì2] = in (1 + с 2) > 0 (4.6) 
π μ 
2 
where μ, σ and с are respectively the mean, variance and coefficient of 
variation of the random variable X. Because of causality (i.e. w
u
(t) = 0 if 
M 
t < θ) this means that w (·) has to behave steplike in zero and as a conse­
quence immediately after generation of an M-event the intensity X(·) is 
reduced by a factor r(0) = exp - wM(0) < 1. In its own the condition (4.6) 
need not be sufficient (as will be seen in the simulations below), however, 
it may be argued that w (·) sufficiently large will indeed induce a 
2 
negative auto-correlation density h (·) around zero. Аз an example, see 'a 
limit case' where 
-, τ ε (Ο,Δ) 
«„(τ) = (4.7) 
0 else 
2 1 2 
which gives h (τ) = - (h ) for τ Ε (-Δ,Δ). 
The discussion outlined here is confirmed by simulations of the 
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FIG. 4. Scaled output auto-correlation densities I . In this figure SACD's of the output point 
process M( a ) found from simulations of the self exciting model are shown where the autoConnectivity 
is of the form w M (t) = и exp -fit, t > 0. All other system parameters are fixed and may be found 
in section 4. The sifflulationa have been carried out with a resolution of 1 0 - ^ and duration of 300 
(arbitrary) time m i t e . Thia gave 5011Θ input events; the number of output events is given in the 
graph's of the SACD's. The horizontal and vertical acaling is as indicated in the l e f t under corner 
(a = 0.3, 0 = Θ0). for discussion see main text, section 4. 
model. Results are found in the figures 4 and 5 which show the scaled auto­
correlation density (SACD) S(·) of M(·) for a variety of autoConnectivities 
w..(·). The correlation density S(·) is defined by 
M 
Sí·): h
2(-) 
(h 1) 2 
(4.8) 
see e.g. van den Boogaard et al. [з]. 
All the SACD's of Fig. 4 result from the model where input N(·) 
(Poisson with intensity h. = 100), connectivity w(·) (w (t) = exp - 40t) 
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and pulse generator (g(u) = 10 exp u) are fixed but for the autoconnectivi-
ty wM(·) the substitutions w (t) = α exp - ßt , t > 0, α e {0.5, 1, 2} and 
β ε {20, 40, 80} have been chosen. 
In this example all autoconnectivities are discontinuous at zero and 
we may investigate how 'succesful' they are in generating an output point 
process of non approaching random points. 
Clearly Fig. 4 shows that the discontinuity of wM(·) at zero should 
be sufficiently large tò drive neighbouring output events apart: see the 
column where α = 0.5 where S(·) assîmes rather large values around zero. In 
most cases the refractory mechanism is totally masked by the input 
excitation; only if the time constant of the self inhibition is 
sufficiently large, refractory effects may become visible albeit in the 
flank of the histogram (see a = 0.5, β = 20). Note that the larger the time 
constant of the self inhibition the sharper and more pronounced the peak in 
S(·) at zero. 
As the discontinuity in wM(·) increases, the self inhibition gradually 
drives away the clustering features induced by the input. In intermediate 
cases the SACD still consists of both a positive and a negative valued 
part. See e.g. α = 1.0, β = 20 where local events attract, remote events 
repel and α = 2.0, β = 20 for an opposite situation. For α = 1.0, β = 40 
the self inhibition seems to cancel the influence of the input (this 
property is not a pure consequence of w^C·) = wu(·) but much more a 'fortu­
nate' result of chosen parameters h. , *.,{'), w
u
(·) and v). 
1 Ν M 
For large α (see the right column, α = 2) the behaviour of the SACD is 
dominated by the self inhibition albeit that a small time constant (with 
respect to that of the range of the input) may not be able to suppress 
remote attraction of output events caused by the input (see β = 80). 
Fig. 5 shows results of simulations where the autoConnectivity is of 
the form wM(t) = α exp - β ^ (1 - exp -ß2t) (t > 0, α ε {i, 2, 4} , β., = 25, 
β« = 12.5). The input is a Poisson process with intensity 50 and may be 
excitatory (E: wN(t) = exp -50t), absent (0: w^X·) = 0) or inhibitory (I: 
w..(t) = - 0.3 exp -50t). In all these cases the pulse generator is given by 
g(u) = 50 exp u. 
Here, in contrast to the preceding example, the autoConnectivity is 
1 2^ -3 
continuous in zero and most effective at a time t = τ — in(l + — 1 = 32 10 
ß2 Pi 
after generation of the M-event. 
As has been concluded from (4.5), the SACD of M(·) should at least be 
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FIG. 5, Scaled output auto-correiation densities I I . In this figure SACO'a of the output point 
proceae M(*) are shown where both eize of input connectivity and eutoconnectivity have been varied. 
The eutoconnectivity is of of the form w^Ït) = α exp -25t (1 - ежр -12.5t) and for the input exci­
tation (E: H^Ct) - exp - 5 0 t ) , absence (0: w^Ct) = 0) and inhibition ( i : w^ít) = -0.3 exp -5Gt ) 
has been chosen. The input 18 a Poisson procesa with intensity 50 which gave 30251 events in 600 
t i m units. The pulse generator ia given by g(u) = 50 exp u. The тжлЬег of output events is found at 
the graph of each SACD. The horizontal scaling is indicated in the l e f t inde г corner; the v e r t i c a l 
scaling Is identical per row and narked in the l e f t column. 
This figure shows that i f the eutoconnectivity is not stepwise at χ = 0, output events мау cluster 
for any type (E, 0, I ) of input. 
positive around zero. Note that this property is confirmed by the 
simulations albeit that the results in case of excitation are more 
pronounced than in the silent and inhibitory input cases. 
132 HENK VAN DEN BOOGAARD 
5. Auto/cross-correlation densities for »all connectivities 
The preceding sections suggest that for the self exciting model of 
this paper no 'usable' forms seem to be available for the output 
(input/output) auto (cross) correlation densities. Of course the concept 
'usable' is rather subjective , here it is meant in the sense that it is 
preferred that the correlation densities are expressed in such a way in the 
connectivities that it offers explicit opportunities for the inverse 
approach, i.e. derive the connectivities from correlation densities. 
In this section it will be seen that if it is assumed that the 
connectivities are not too large it is possible to derive rather accurate 
approximations of the correlation densities which in their turn are very 
suitable to perform system identification (see section 7 and 8). 
The idea is based on expansions of correlation densities around the 
'point' wM(·) = wN(·) = 0. To carry out such an expansion several methods 
seem to be available of which three will be mentioned. The first method is 
based upon sample function densities and is equivalent to the second one 
that originates from expansions of the pulse generator. These methods have 
the advantage that they may be applied to any choice of the (smooth) pulse 
generator g(·). The third method we will mention heavily relies on exponen­
tial pulse generation and will use (conditional) characteristic functio-
nals. It will be seen that such a special choice of an exponential g(·) 
will 'richly' be rewarded and provides approximations of the correlation 
densities with a large range of accuracy. 
5.1 Ехрапзгоп of sample function densbties 
As an example, we very shortly discuss how a (e.g.) second order 
approximation of the Scaled Auto-Correlation Density (SACD, see (4.8)) 
of the output may be found. For this purpose,write 6w (·) for the input-
and ew..(·) for the autoconnectivity. 
M 
For a second order approximation of S(·) one may then expand every 
L.. [лД· )»ewM( ·) ] (see (4.2)) as far as second-order 6, ε terms and con­
centrate the rest in a remainder term. This procedure corresponds with a 
Taylor expansion of L, .[·,·] whereafter summation over k, I and expectation 
over the statistics of the input process N(·) have to be carried out in 
order to find τ (·) and next h (·)· 
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Since L |[л.(·),ewM(·)] depends in a very complex way upon 6 and e 
this method is tedious and the next method is far to be preferred since it 
offers the same results in a much more straightforward way. 
5.2 Expansion of the pulse generator 
Again we write the connectivities in the form 6w N(·), cwM(·) and as 
before the aim is to expand the correlation densities into a δ, ε senes, 
up to (e.g.) second order. The idea of the following method is to proceed 
in successive steps, where in zeroth order the pulse generator is 
approximated by a constant, in first order by a linear - and in second 
order by a square function. In every undating stage, the approximations of 
the correlation densities derived in the preceding step are used to find 
the next order approximations. 
For the method itself, and a complete compendium of formulas for the 
output SACD and input/output Scaled Cross Correlation Density (SCCD) Q(·) 
defined by 
hi (τ) f] (τ) 
α(τ):= - Ц - = - Ц - - 1 (5.1) 
h,, h f,, f 
the reader is referred to appendix A. Here we mention the second order 
results for Q(·) and S(·). Recall that the pulse generator is exponential, 
i.e. g(u) = ν exp u and N(·) is a stationary point process. 
Q U ) = Ô[W N(T) + -£- ƒ wN(s)h2(T-s)dsJ 
1 9 9 ^N 1 7 
+ 2" δ [wN(t) + 2 -^— ƒ wN(s)h2(t-s)ds + т— ƒ w.,(s)h2(x-s)ds 
+ h - / ds^is.,) ƒ ds 2w N(s 2) h3(T-s1,T-s2)] 
(5.2a) 
-δε[ν ƒ wM(s)wN(t-s)ds + ^ - ƒ d s ^ C s ^ ƒ ds 2w N(T-s 2)h 2(s 2-3 1 )] 
and 
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S(T) = -e W M ( | T | ) + } e 2 [ w 5 ( |τ|) + 2v ƒ wM(s) w M (| | T | - S | )ds] 
(5.2b) 
+ δ [ h 1 ƒ wN(s)wN(s+T)ds + ƒ ds..wN(s,.) ƒ d32W N (s 2 +T)h 2 (s 2 -s 1 ) ] 
Before these equations are discussed we mention a third way to derive Q(·) 
and S(·) for not too large connectivities. 
5.3 Conditional oharaoteristia funationals 
In this procedure, in order to express the cumulant densities Q(·), 
S(·) into the connectivities, optimal use is made of the very close 
relation of exponential pulse generation with the characteristic functional 
(cf). The idea is based on the (cross)cumulant densities expansion 
φ[ΐζ
Ν
,ίξ
Μ
]:= E[exp i (ƒ ξ
Ν
(3)αΝ<3) + ƒ ÊM(s)dM(s))] 
= exP [2к+Л=1 ïïTÏT ^ d s i · · · / à \ I d s · · · / d s · 
(5 .3 ) 
h k ( s 1 , . . . , s k ; s , . . . , s ) ·Π (exp i ζ
Ν
( 3 )-1 )·Π (exp i £ M ( s J ) - l ) ] 
of the cf of the bivanate pp (Ν(·),Μ{·)). In fact for our purpose much 
more the conditional cf's Φ*[·,·]:= *[·»*]Ijuf 1-1 a n d 
**["»*]:= *[*i*]IHNC 1-1 s h o uld be taken in consideration. For the results 
and a detailed discussion see appendix B. Here we mention two equations 
which connect the scaled cumulant densities with the connectivities: 
Q(t) = (І+ІРЫ) exp h1 ƒ Q(x-0)WM(a)do - 1 (5.4a) 
SM = ( 1 + W M ( | T | ) ) (ΐ+ί(τ)) exp [h1 ƒ S( |τ|.σ)ΚΜ(σ)ασ (5.4b) 
+ h1 ƒ (Q(a)-(í'(c))WN(a+T)da] - 1 
In these formulas the 'generalized' connectivities W (·), W (·) are defined 
by: 
WN(t):= exp W N ( T ) - 1 , W (τ):= exp (- w^t)) - 1 (5.5a) 
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and (Р(·), ;?(·) are respectively the SCCD and SACD of the non refractory 
model (i.e. wM(·) = 0). For the relation of <P(·) and S0(·) with the input 
connectivity W.,(·) and the auto-correlation densities of N(·), see van den 
Boogaard et al. [з] . 
Recall from the derivation of (5.4) (see appendix В and in particular 
the equations (3) and (9)) that these equations do not provide the exact 
second order scaled correlation densities but an approximation, at least 
correct up to second order in W-.C·) and К
и
(·). More specific: in correct 
form Q(·), S(·) will depend on all (cross)cumulant densities h.(·;·) of the 
bivanate pp (Ν(·),Μ(·)), however in the given approximations the h (·), 
1 2 h.(·) and h (·) have been included whereas all other cumulant densities (of 1 о 
third and higher order) have been neglected. For a detailed discussion see 
appendix B. 
It is possible to rewrite the equations (5.4) in a more compact form. 
Analogously to the relations in (5.5a) it is defined 
q(-):= *n(l+Q(·)) , s('):= An(l+S(·)) (5.5b) 
<f (·):= An(l-rfP(·)) , s0(0:= An(l+S0(·)) (5.5c) 
and after addition of 1 and taking the logarithm of both left and right 
hand side of (5.4) is is found 
q(t) = (f (τ) + h1 ƒ Q(T-a)WM(a)dc 
= tf (τ) + h1 Q * WM(i) (5.6a) 
S(T) = ¡P(I) - W M(|T|) + h1 ƒ 5(|τ|-σ) WM(o)da 
+ h1 ƒ (Q(a)-Cp(a))WN(o+T)da (5.6b) 
= #(τ) - ν*
Μ
(|τ|) + h1 S * W M(|T|) + h^Q-tf ) o W N ( T ) 
Here, * stands for convolution -, о for correlation product of functions. 
Contrary to (5.2) in the equations (5.4) or (5.6) the correlation 
densities are implicitly formulated. However, use may be made of the 
assumed smallness of the connectivities to derive an explicit, albeit 
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'Ansatz' solution of (5.4): 
Q(T) = (l+(f (τ)) exp h1 ƒ lf> (і-аЩо)<іа - 1 (5.7β) 
5(τ) = ( 1 + W M ( | T | ) ) (ΐ+ί(τ)) exp h1 ƒ К м( 0) у | |τ |-α| )do - 1 (5.7b) 
Here we have used that in first order with respect to W^i·), >/..(·) it holds 
Ν M 
that Q(·) = WN(·) and S(·) = ν<Μ(|·|) (see appendix B, in particular the 
equations (11), (12)). 
In the compact form the equations (5.7) become: 
q(O = cf (T) + h1 ƒ QP(T-c)WM(a)da 
(5.8a) 
= <f (τ) + h1 (f * W M ( T ) 
β(τ) = ί (τ) - W M ( | T | ) + h1 ƒ y σ) w ( | |τ |_σ| )do 
(5.8b) 
= ί ( τ ) -w M(|T|) + h 1 ( W M » W M + W M o W M ) (|τ|) 
Note that in this shape the equations (5.8), look already rather similar to 
those of (5.2). 
Surmarizing remarks and conclusions 
Reviewing the equations (5.2)-(5.8) the following comments may be 
formulated: 
1. It has been shown that to derive the second order scaled correlation 
densities Q(·), S(»),all cross-cumulant densities of the bivariate pp 
(Ν(·),Μ(·)) are required. In particular for an approximation of these 
densities based on characteristic functionals an implicit (or recursive, 
see (5.4)) formulation is found. Note that the implicit equation for 
q(·) does not include S(·) whereas the one for S(·) contains both S( ·) 
and Q(·). 
That implicit forms are found for the correlation densities is all but 
surprising since it is essentially the consequence of a model with a 
recurrent connectivity. Quite generally we believe that there is strong 
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relationship between connectivity cycles (structure), self exciting 
(processes) and recurrent/implicit relations (representations). 
The relations (5.2) are not implicitly formulated but merely represent a 
kind of Volterra expansion of (5.4) at the point fw.X ·) ,w.,( ·)) = 0. 
Ν M 
Recall that such an expansion may have a limited range of validity or 
accurateness. 
Whereas (5.2) is a solution of (5.4) correct up to second order in 
wN(·) and w M(·), the equations (5.7), provide a kind of second order 
solution in the generalized connectivities Ч Д · ) , W.,(·). 
-* Ν M 
The range of applicability of the approximations of S(·) and Q(·) will 
not be given here but is summarized in section 9 after the simulations 
of the model in the next sections. At this stage however we believe that 
we should make clear the meaning of the generalized connectivities. A 
(dimensionless) connectivity W(·) (input connectivity W (·) or autocon-
nectivity WM(·)) may be understood in the following way. If in absence 
of an event the neuron's firing intensity would be X(·) and after 
its reception (say at time 0) be changed into X (·) then ΔΧ(·)/Χ(·) 
= W(·) where ΔΧ(·):= X (·) - Χ(·). In other words, W(·) gives the 
e
 3 
relative increase or decrease of the neuron's firing intensity due to 
the event. 
Although, as already noted in remark 1, all sets of approximations are 
equivalent as the connectivities tend to zero, the equations (5.4) have 
the advantage that they link the SACD and SCCD of the self exciting model 
in a very pronounced way with those of the associated nonrefractory model 
of [3]. 
The equations (5.2b), (5.7b) and (4.5) are consistent in the sense that 
if both τ and connectivities are small (4.5) will result in S(t) = 
W(ITJ),which corresponds to the first order parts of all S(·) approxi­
mations of this section. 
Equation (5.2) shows that in first order the self inhibition w (·) does 
not effect the SCCO. If the input is a Poisson process it even holds 
that in a first approximation Q(·) equals the (generalized) input 
connectivity (see also van den Boogaard et al. [З]). 
On the other hand, in first order, the input connectivity does not 
effect the SACD of the output pp. In fact, as a first approximation the 
output SACD S(·) may be set equal to the inhibitory autoConnectivity 
Κ
Μ
(|·Ι) of the model neuron. The absence of first order WN(·) terms in 
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5(·) might already have been expected from the results of the non self 
exciting model which show that any input pp N(·) will give an output 
SACD of second order in W (·) (as an example see (6.1)). 
. According to (5.7b), in second order, the SACD of the output pp M(·) 
factorises into the product of a pure input dependent part (?(τ)+ΐ) and 
a pure self inhibition dependent part. In (5.2b) and (5.8b) this 
property is recognized in the absence of the input/output mixing 
e o-term. 
In item (5) it has already been seen that in first order S(·) does not 
depend on the input connectivity *
Ν
(·) As a consequence of all this, 
as far as second order, an inhibitory input connectivity (say 
-wN(·)) will give the sahie output SACD as the reversed, excitatory 
input (wN(·)) does. As an illustration, see the results of a 
simulation given in Fig. 6. 
. Up to second order, the SCCD Q(·) does not factorise into an input 
dependent - and output dependent part. See e.g. the mixing εδ-term in 
(5.2a) and (f * W..(·) in (5.Ba). From these equations it may be 
argued that self inhibition tends to 'sharpen' the SCCD with respect to 
the non self exciting evolution. As an example, suppose that N(·) is a 
Poisson process and wN(·) is either nonnegative or nonpositive. In 
that case the first occurring ε-correction is -εδ w * w. (·) which has a 
Μ N 
sign opposite to that of DP(·) (which in this case equals W (·)). See 
Fig. 7. 
SACD 
- а з I 1 1 1 1 
-0.05 τ-» 0.05 
FIG. 6. Scaled output auto-correlation densities 
for inhibitory end excitatory input. According to 
the theory of section 5, ss far as second order, 
the output SACD S(·) is not sensitive for the sign 
of the input connectivity. This figure shows the 
SACD of M( ·) obtained from simulations where 
wM(t) = 0.3 exp -5Dt, g(u) = 50 exp и and N(·) 
is β Poisson process with Intensity 50. The input 
connectivity is either excitstory (non shsded 
histogram, *
Ν
(ι) = 0.3 exp -50t) or inhibitory 
(shaded histogram, w (t) = -0.3 exp -50t). In 
600 time inits 30251 input events end 30662 
(excitstion) or 18816 (Inhibition) output events 
were found. 
Within statistical fluctuations these eatimationa 
of the seeled output suto-correlation densities 
are not significantly different. 
SELF EXCITING POINT PROCESSES 139 
SCCD 
FIG. 7. 'Sharpening' of input/output SCCD by aelf 
inhibition. Thie figure ehowe two examples (input 
excitation, input inhibition) which compare the 
input/output 5CCO of the modal with- and without 
self inhibition. 
In fig. 7(A) the atepfunction givee the SCCD found 
in a simulation of the modal where w(t) = 
w (t) = 0.3 exp -SOt, g(u) = 50 exp u and N(·) 
ia a Poieson process with intensity 50. The smooth 
curve gives H (·) which ia the SCCD if self 
inhibition ia absent (*„(·) = θ). 
In Fig. 7(B) the input ia inhibitory: w^ft) = 
-0.3 exp -50t (the other system parameters have 
not been changed). Curve I givea (ƒ*(·) = W^(·). 
Curve II shows Q(·) sccording to equation (5.2a). 
In this case, Q(·) and ¡f(.·) differ too little to 
illuatrate the difference by a simulation. 
The preceding discussion hi 
approximations of S(·) and Q(·). In the next sections results of 
simulations are shown and it is investigated to what extent these 
approximations provide reliable estimations of the 'true' correlation 
densities. The so found range of accuracy of the approximations will 
finally be summarized in section 9. 
6. Similationa of the self exciting model 
In this and the following section, the usefulness of the equations for 
the correlation densities derived in the preceding section will be 
investigated. For this purpose simulations of the model have been performed 
and their results are compared with the derived approximations. 
For convenience, all input processes have been assumed to be Poisson. 
As a consequence the input correlation densities h.(·), к > 2 are zero (see 
(5.2)) and S 0 ^ ) , (ƒ(·) read: 
-04 
0.1 
s been concentrated on sets of 
If (τ) = W N ( T ) <->· <p (τ) = W M(T) (6.1) 
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# ( τ ) = exp h1 ƒ WN(a)WN(a+T)de - 1 ++ #(τ) = ^  WN o WN(x) 
(see van den Boogaard et al. [З]). 
The simulations (performed on a digital computer, VAX 11/7B0) have 
been carried out with a temporal resolution of 10 -* (arbitrary) time 
units (tu). The duration Τ has been chosen in such a way that for the 
process with the largest intensity about 3.10^ events have been 
collected. Time Τ and N(T), M(T), the numbers of input-, output events, are 
found in the figures or legends. The binwidth in the given histograms is 
2.10-3 tu. 
To preserve overview a pointwise survey of the examples is given. 
Consecutively it is started 'with (5.2), and via (5.7) we will arrive at 
(5.4). In all figures, the correlation densities found in the simulations 
are given by a histogram whereas those according to the derived 
approximations are represented by smooth curves. 
Approximation (5.2) vs (5.7) 
a. In Fig. В the approximations (5.2) and (5.7) are compared with the 
correlation densities found in a simulation. In this simulation the 
parameters are chosen as follows: wN(t) = wM(t) = 0.3 exp - 50t (t > 0) 
and h. = ν = 50. In this confrontation also the first order 
approximations (i.e. Q(x) = w (τ), S(i) = - W M ( M ) according to (5.2) 
and Q(t) = W (τ), 5(τ) = W M(| TI) according to (5.7)) have been taken in 
consideration. 
SACD SCCD 
П С . Θ. Firet and second order approximatione of 
the scaled correlation deneltiea according to 
(5.2) and (5.7). For choice οΓ the paranetere in 
the model see main text, section 6, каліріе в. 
Row A givee the first (I) and second (11) order 
approximations of S(·) and Q(·) according to 
(5.2). Row В according to (5.7). For comments see 
main text. 
-tul 1 ' ' • ' ' ' 1 
-005 , - α°5 ο τ— 005 
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Fig. 8 shows that for both correlation densities the second order 
versions (labeled II) provide a better approximation than the first order 
ones (labeled I). On the other hand the approximations (5.7) expressed in 
the generalized connectivities (B) seem to be more accurate than those of 
(5.2) (A). 
For that reason, until example c, all 'theoretical' correlation 
densities will be derived as prescribed by (5.7). N(·) is a Poisson process 
with intensity 50 and, unless stated otherwise, the output intensity 
scaling parameter ν is 50. 
Range of aoouraay of (5.7). I 
b. In Fig. 9 it is examined until what size of the connectivities (5.7) 
provides reliable approximations of the correlation densities. 
In this example wN(t) = wM(t) = e exp -50t where e = 0.1, 0.3, 0.5 or 
1.0. To get an idea of the meaning of ε, it should be realized that 
every time that an input impulse is received, the neurons firing 
intensity is immediately increased by a factor 1.11, 1.35, 1.65, 2.72 
respectively. Alternatively every emission of an output event is 
followed by a decrease of the intensity by a factor 0.90, 0.74, 0.61, 
0.37 respectively. See remark 2 in section 5. 
Fig. 9 suggests that as long as ε < 0.3 the 'theoretical' cumulant 
densities (5.7) are in acceptable agreement with their 'experimental' 
associates. Remark that the results in the e = 0.1 case are somehow less 
pronounced because of the here relatively dominant 'statistical back­
ground noise'. 
At ε = 0.5 deviations become significant albeit that so far the 
'theoretical' SCCD is much more acceptable than the output SACD. 
If ε = 1.0 the disagreement is evident. Especially the divergence in the 
SACD is dramatical: whereas the simulation shows that M(·) is a system 
non approching random points, the approximation (5.7) is misleading 
since it would make us believe that M(·) events tend to cluster. 
Range of accuracy of (5. ?). II 
c. Fig. 10(A-C) shows examples of simulations where the connectivities 
w M(·), wM(·) are not set equal. 
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_., Ν(600)"30251.Μ(600)-29742 
O.i ι 1 1 [ 
SCCD 
Β 
Ν(60θ)-30251, Μ(60θ)-30662 
0.1 ι 1 г 
- 0 . 3 
S(T) 
0-1 Ν(500)-25153, Μ(50θ)=26645 
- 0 . 4 
0.6 
Ν(500)-25154, Μ(500)-2Θ198 
- 0 . 4 
- 0 . 0 5 0.05 
0.4 
Q(T) 
0.05 
FIG. 9. Approximation of scaled correlation densities according to equation (5.7), These 
approximations are compared with the ones found in simulations where **M(t) = *N(t) = ε exp -50t, 
с = 0.1, 0.3, 0.5, 1.0 (see rem A-0 respectively). See main text, section 6, example b. 
In Fig. 10(A) wN(t) = 0.4 exp -50t and wM(t) = 0.1 exp -50t. 
This simulation results in a SACD which within the background noise may 
not be recognized to be different from zero. Also (5.7) confirms that 
input excitation and self inhibition are in such a way balanced that 
within the noise the auto-correlation density of the output process is 
deprived of structure. 
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0.2 
Q ( T ) 
Ο χ _ » . 0.05 
FIG. 10. Approximation of scaled correlation densities according to equation (5.7). See main text, 
section 6t example c. 
Note that this example moreover suggests that to equilize the SACD the 
required self inhibition may be relatively small with respect to the 
input excitation (or inhibition, see Fig. 6). Another example of an 
equilized output SACD will be seen in the next section, Fig. 14. 
In Fig. 10(B) the values of 4.(·), wu(") 0^ Гід. 10(A) have been 
exchanged: w (t) = 0.1 exp -50t, w(t) = 0.4 exp -50t. 
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Fig. 10(C) shows an example where in contrast to the preceding cases the 
input is inhibitory: wN(t) = -0.3 exp -50t, wM(t) = 0.3 exp -50t. 
One more it is chosen wM(t) = wM(t) = 0.5 exp -50t but in 
contrast to the corresponding example of Fig. 9(C) the output intensity 
h is reduced by the choice ν = 10. Fig. 10(D) shows that this re­
duction provides a much better approximation of the correlation densi­
ties as the ones in Fig. 9(C). 
So far, the examples suggest that for time constants 20 mtu (milli time 
units) and ν = 50 the size of the connectivities should not exceed (say) 
0.5 in order to obtain reliable approximations of S(·), Q(·) from (5.7). 
However not only size but also form of the autoconnectivity may be impor­
tant. This is illustrated in the next example. 
Approximation (5. 7) vs (5. 4) 
d. In Fig. 11 the scaled correlation densities are shown found in a 
simulation where w.,(t) = 0.3 exp -50t, wM(t) = 2 exp -50t (1 -
exp -25t) and ν = 50. The maximum of *„(') is 0.30 for t=1/25 Xr\ 3/2 
π 
= 16 mtu. 
Fig. 10(A) shows that especially for S( ·) the approximations based on 
(5.7) are rather poor. 
Recall that (5.7) has been formulated as an 'Ansatz' solution of the 
implicit equation (5.4). In this transition the Q(·) and S(·) in the 
exponent of right hand sides of (5.4) have been replaced by their first 
order approximations, i.e. S(·) = Ν
Μ
(|·|) and Q(·) = W N ( · ) . This substi­
tution will only have sense if the correlation densities do not 
essentially differ from these first order approximations: see Fig. 
11(B). Note that in this example the differences are not negligible. 
By a recursive method (5.4) has been solved with respect to Q(·), S(·) 
(see appendix B4) and the result is found in Fig. 11(C). The resemblance 
with the correlation densities as found in the simulation is evident. 
e. For an alternative example see also Fig. 12 where the time constants of 
the autoconnectivity have been enlarged: w (t) = 2 exp -25t (1 - exp 
-12.5t). Still the maximum of w..(·) is 0.3 (for t = 32 mtu) but the self 
M 
inhibition has a much more significant tail. In Fig. 12 only the SACD is 
shown since very similar to the situation of Fig. 11, the 
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SACD 
N(600) ·30?6\ , М(бОО).24517 
SCCD 
В Sir) 
FIG. 11. Approximation оГ scaled correlation denaitiea accordinq to equation (5.4). See main text, 
section 6, example d. 
approximation (5.7) of the SCCO is already so accurate that the gain 
with respect to (5.4) is less spectacular. 
flange of aaewaey of (5.4) 
f. A further example of the approximation (5.4) of the scaled correlation 
densities is found in Fig. 13. Once more, the model of Fig. (9CD) has 
been chosen, i.e. w.,(t) = w.,(t) = ε exp -50t where ε = 0.5οΓε = 1. N M 
Fig. 13(B) shows that if ε = 1.0 the SACD still deviates but that 
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Approximation оГ scaled correlation deneities 
eccording to equation (5.4) 
Left : Fig. 12, see example e in section 6 
Right : Fig. 13, eee example f in eaction 6 
contrary to Fig. 9(D), the estimation of S(·) according to (5.4) is suf­
ficiently reliable to confirm that M(·) is a system of non approaching 
random points. 
At this moment we may conclude that of the derived approximations of 
Q(·) and S(·) the one formulated in (5.4) is far to be preferred. The 
preceding simulations may already give an idea of the h., ν and 
connectivity domain where this equation will provide reliable estimations 
of the 'true' correlation densities. This domain will however not be 
sketched here but is outlined in section 9 when some more simulations have 
been discussed in section 7 and 8. 
Although (5.4) provides the best results it does not make the 
procedures of section 5.1, 5.2 completely redundant. It should not be 
forgotten that the latter may be applied to any pulse generator that allows 
a Taylor expansion whereas (5.4) is essentially based on the multiplicative 
model. It should be remarked however that if Taylor expansions are used, 
care must be taken with respect to the range of convergence of such 
series. Moreover interchanges of expectation and summation may be 
accompanied with severe convergence problems which will however not be 
discussed here. 
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7. Systea identification aid correlation densities 
So far, in this paper a forward approach has been taken in 
consideration: given the model and an input pp, properties of the output 
process have been derived. An important and interesting problem is the 
inverse way: knowing input/output characteristics, identify the underlying 
system that transforms the given input into the observed output process. 
In general, such an identification procedure will result in the 
formulation of a nonlinear equation of which a solution is required. The 
nature and complexity of this problem depends on the structure of the input 
process, dynamics of the transforming system, and the representation of the 
input/output processes. 
In our approach, the model that governs the transformation of input-
to output pp is given by three functions, i.e. the connectivities W (·), 
К
и
(·) and the nonlinear pulse generator g(·). Since the pulse generator is 
π 
assumed to be exponential, g(u) = ν exp u, two 'free parameters' remain. 
In the preceding section it has been shown that only if the 
connectivities are small, it is possible to derive explicit expressions for 
second order correlation densities albeit that the formulas are approxi­
mations and have a limited range of applicability. Within this range, to 
perform system identification, we are then left with the question what 
correlation densities are required and how connectivities may be 
derived. 
The aim of this section is the derivation of connectivities from 
correlation densities. Since two unknown functions w.,(·), w^C·) 
N M 
must be estimated, we may expect that also two 'independent' correlation 
densities are required. We will use the scaled correlation densities S(·) 
and Q(·) and employ the connectivity-correlation relations given in (5.4). 
In the examples that follow we have assumed that the input N(·) is a 
Poisson process. As a consequence (5.4) may be written in the form: 
Q(T) = ( 1 + W N ( T ) ) exp h
1
 ƒ Q(T-a)WM(a)da - 1 (7.1a) 
5 ( τ ) = ( 1 + W M ( | X | ) ) exp [h 1 ƒ S( | T|-a)WM(a)da + h,, ƒ Q(o) WN(c+T)da] - 1 
(7.1b) 
It will be clear that these two nonlinear and coupled equations do not 
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allow an analytical solution For the connectivities Ч ^ · ) , VA'). 
However note that iF the expressions in the exponents in (7.1) were known, 
it would be rather easy to express the W^i·), WM(·) in the correla-N4 "M4 
tion densities. This points at the Following recursion: 
W N
( 0 ) U ) = 0 , w£0) (τ) = 0 
W N
( n + 1 ) CO = (UQCO) exp - h1 ƒ Ο(τ-σ) WM ( n )(c)dc - 1 
W M
( n + 1 ) (T) = ( ΐ + 5 ( τ ) ) exp - [h1 ƒ 5(|τ|.σ) щц1п\а)аа 
+ h1 ƒ Q(a) W N
( n )(c W-T) da] - 1 
(7.2) 
τ > 0 η > 1 
IF τ < 0 the connectivities are because oF causality set to zero. Remark 
that in (7.2) the 'Ansatz' that connectivities are zero in the First step 
immediately results in connectivity equals correlation. 
The Formulas in (7.2) prescribe the derivation oF connectivity From 
correlation. For the inverse way, i.e. solve (7.1) with respect to S(·) and 
Q(·) iF the connectivities are known, see equation (13) oF appendix В and 
the simulations shown in section 6. 
To carry out the procedure oF (7.2) one has to rely on numerical 
techniques. It is all but sure that For given S(·), Q(·) (7.2) prescribes a 
N f ' M M i S M M(4M)<USt 
ЫІмфзогзі MlBod-
Î 
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convergent recursion. It is however out of the scope of this paper to 
derive existence and convergence theorems and we only mention that in all 
examples that follow our method proved to be succesful. 
An example of the identification of connectivities from correlation 
functions is found in Fig. 14. A simulation has been performed where 
wN(t) = O.B exp -50t, wM(t) = 0.4 exp -50t and h
1
 = ν = 50. The 
correlation densities Q(· ) and S(·) are found in Fig. 14(A). Remark that 
the self inhibition in such a way balances the input excitation that with 
respect to the 'noise' level, the SACD does not essentially differ from 
zero. As a consequence, if only M(·) would have been recorded, an ignorant 
observer may believe that M(·) evolves independently from other neurons and 
in a Poisson like way. 
For known M(·) and N(·), (7.2) may be applied and the results for 
WM(·) and WN(·) are shown in Fig. 14(8) (stepfunctions). These estimations 
agree with the apriori substituted connectivities (smooth curves). 
In the following way it is also possible to estimate parameter v. If 
again all N(·) and M(·) correlation densities of order greater than two 
ι 
are neglected, the following approximation of h will be found 
h1 = h exp [h1 ƒ WM(s)ds + h
1h 1 ƒ ds1 W^s.,) ƒ ds 2 W M(s 2) Qis^-s^ 
+ 1 (h 1) 2 / ds1 W M(s 1) ƒ ds2 WM(s2) S ^ - s ^ ] 
(7.3) 
where h is the intensity of the output process of the non self exciting 
Ν(?οο«ί·3Η'ί M(ÌOOOÌ-'Ì 
t 
A SI 
г - — ^ ~ Γ 
^ t 
T(sec)-* 05 0 т(бвс)-* as 
ІЖІ -• 05 Ο 'I·"! -» 05 
Syeten identification baaed an correlation 
danaitiee. 
From left to right: Fig- 14, Fig. 15 and Fig. 16. 
For diacuaaion е nain text, section 7. 
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model. In the present case, since N(· ) is a Poisson process: 
h = ν exp h 1 ƒ WN(s)ds (7.4) 
The equations (7.3), (7.4) are immediate consequences of exponential pulse 
generation and application of the characteristic functional. Note that they 
state that the output intensity is the product of 'a non self exciting 
part', a via Q(·) output-input mixed part ànd a via S(·) pure self exciting 
part. 
Knowing the correlation densities and the connectivities it is thus 
possible to derive v^nd in the example of Fig. 14 this gave ν = 53.4. 
It will be clear that the range of the size of the connectivities for 
which this form of system identification has sense is confined within the 
limits of validity of the forward approach of section 5 and 6. An idea of 
these limits may already be obtained from the simulations of section 6. In 
this section we check the robustness of the approximations for a slightly 
generalized system: apart from a relative refractory autoconnectivity we 
incorporate an absolute refractory period. 
In Fig. 15 results of a simulation are found where w,,(t) = 0.5 exp 
-50t and h. = ν = 50. In the autoconnectivity an absolute refractory 
period of 4 mtu has been included: wM(t) = •> if 0 < t < 4.10 and wM(t) = 
0.5 exp -50t if t > 4.10 . Fig. 15(A) shows that the absolute refractory 
period is recognized in S(·) by the plateau at level -1 around τ = 0. Fig. 
15(B) gives the connectivities (stepfunctions) derived from the correlation 
densities together with the ones substituted in the model (smooth curves). 
Deviations are seen which indicate that in this case the effects caused by 
neglection of higher order correlation densities are not completely 
insignificant. Nevertheless we believe that the identified connectivities 
still provide a good idea of the 'true' ones. Such a resemblance may 
quickly vanish as the absolute refractory (dead) period Δ increases. In 
1 1 
fact, as long as h Δ << 1 (say h Δ < 0.2, see Fig. 15), i.e. the 
dead period is much less then the mean pulse interval, inclusion of a dead 
time may well be seen as a perturbation of the relative refractory model. 
More generally it will hold that for given connectivities the smaller 
the intensities are, the better the approximations of (5.4) will satisfy. 
As an example a simulation has been performed where rather large 
connectivities have been chosen: wM(t) = 17.5 exp -40t
1
 (1-exp -10t1) -
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4 exp - 7.51' (1-exp -31') (t1 = t - 20.10-3, t > 20 mtu) and wM(t) = 4 exp 
-50t, t > 5 mtu. An absolute refractory period of 5 mtu is included and 
N(·) is a Poisson process with intensity 16. The factor ν has considerably 
been decreased with respect to its value in all preceding simulations: ν = 
4. Fig. 16(B) shows that also in this case the connectivities are 
satisfactorily reconstructed from the correlation densities (Fig. 16(A)); 
only a slight deviation in the input connectivity Κι(·) is seen. 
The example in Fig. 16 may look rather peculiar however it has been 
included in preparation for the next section where inverse approaches are 
applied to neural data. 
8. Neural data and systea identification 
The preceding examples have been included as an introduction to the 
application of our identification procedure to sequences of action 
potentials generated by neurons. These data have been obtained according to 
the following set up: action potentials have (extracellularly) been 
recorded from single units in the auditory midbrain (Torus Semicirculans) 
of the grassfrog (Rana Temporaria L.) in response to sound clicks presented 
at the (contralateral) ear. These clicks have a very short temporal 
duration (• 0.5 msec) with peak intensity 100 dB SPL. Apart from a minor 
dead time (0.5 msec) the click sequence can be represented by a homogeneous 
Poisson point process with intensity of 16 pulses per second. 
According to the format of this paper we will call the input process 
of sound clicks N(·) and the neuron's response, i.e. its sequence of action 
potentials, is denoted by M(·). The temporal shape of the action potentials 
is practically identical and with such a short duration that a sequence of 
nerve impulses may well be seen as a realisation of a stochastic point 
process. 
Formally it is all but sure that the identification method of this 
paper may be applied on the correlation densities S(·) and Q(·) derived 
from Ν(·), M(·). First of all, these densities/intensities should not be 
too large but, much more restrictive, the validity of the model (equation 
(1.2), g(u) = ν exp u) may be uncertain. Not only the design of the 
individual neuron (exponential pulse generation with linear feedback wM(·)) 
but also the assumption that the connection from ear, via peripheral - to 
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more central parts of the brain, is approximated by *.,(·) may be unrealis­
tic. for many neurons such assunptions may easily be rejected, e.g. on base 
of large latencies, very strong lock of the response with the stimulus 
pointing at large connectivities, non stationary behaviour or 'calamities' 
like a periodic firing behaviour. 
On the other hand, approximately a quarter of a 'randomly' collected 
set of neuron pulse sequences gave correlation densities S(·), Q(·) which 
looked worthwile to make at least an attempt to perform system identifica­
tion. Here four examples are shown: see Fig. 17. 
In short we may note that in all these cases the SACD of the neuron's 
activity show an absolute refractory period of about 4-6 msec. After offset 
of the dead time, the neuron's firing intensity quickly increases and is 
soon considerably larger than the level of the mean intensity and reaches 
its maximum about 20-30 msec later. Thereafter S(·) gradually tends to zero 
(unit 270, 260 and 265), sometimes accompanied with a change of sign (unit 
270). The SACD of unit 258 shows a short peak followed by a long negative 
tail. 
The scaled cross correlation densities Q(·) all show a biphasic time 
course. In two cases (unit 25Θ, 270) excitation is followed by a sustained 
inhibitory effect whereas for the units 260, 265 inhibition is primary 
before global excitation becomes dominant. Note that, as may be expected 
from a causal system which is stimulated by a Poisson pulse sequence, the 
SCCD's Q(x) are (statistically not different from) zero for τ < 0. 
In the rows В of Fiq. 17 the connectivities W./·), W.,(·) as derived 
N M 
from the correlation densities in row A are shown. Remark that despite of 
the rather fast 'recoveries' in the SACD's after the dead time, for all 
examples pure inhibitory auto-connectivities are found. It is seen that the 
absolute refractory period is followed by dominant relative refractory 
effects whose time constant vanes from approximately 40 msec (unit 270) to 
a 100 msec (unit 260). These are rather large values and one may speculate 
whether the time courses of the WM(·) represent inhibition originating from 
only the neuron or are a combined result of interaction with other neurons. 
Perhaps the shortest time constants may still be explained by presynaptic 
(self) inhibition (presynaptic inhibition is known to have a considerably 
longer time course than postsynaptic inhibition, see e.g. Schmidt [15]) 
caused by e.g. auto-collateral connections. In case of the large time 
constants recurrent inhibition (via one or more interneurons; comparable 
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FIG. 17. Correlation and connectivity derived from neural data. The activity of auditory neurons in 
the midbrain of the frog in response to a sequence of random sound clicks has been recorded. The 
stimulus evolves ss s Poisson point procesa with intensity 16/sec. Input/output (scaled) 
cross/auto-correlation densities have been derived and this figure shows the results for four 
neurons (rows A). From these correlation densities, estimations of the generalized connectivities 
MM(')> W N Î O have been calculated: see rows B. 
Details and further discussion may be found in section B. 
with Renshaw inhibition for motoneurons) may be possible. 
It is immediately observed that the found 'forward connectivity' W-i·) 
hardly deviates from the SCCD. This is essentially a consequence of the 
rather small output intensity h^  (in our examples h"! < 3.5/зес) and 
hi Q * W
 M(· ) will be of minor importance (see (7.1) and Fig. 16). Note 
that the latencies in the neuron's response to the Poisson sequence of 
sound clicks varies from 12 to a 20 msec, so we may expect at least three 
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neurons between periphery and the neuron in the midbrain. 
Finally, apart from the question whether or not it has sense to apply 
the model/approach of this paper to the neural data, it will hold that (at 
least for the units 25B, 260, 270; the SACD of unit 265 assumes probably 
too large values) _if the found SACD's, SCCD's would have resulted from a 
multiplicative model with linear feedback the connectivities obtained by 
the inverse approach would provide acceptable estimations of the true 
ones. See Fig. 16. The connectivities in this figure have been chosen in 
such a way that they resemble the ones found for unit 258. Note that the 
SACD's of Fig. 16 and the one of unit 258 differ somehow which may indicate 
that indeed our single neuron model does not provide an optimal fit for 
this neuron that will be embedded in a population. On the other hand how­
ever we believe that these SACD's are not so different that on this base 
the neuron model should be rejected. 
9. Conclusione and discussion 
This paper continues the discussion of van den Boogaard et al. [з] 
and gives an analysis of incorporation of a refractory mechanism in the 
model of [3,10]. As a first consequence, the output of the model is a self 
'exciting' point process. 
In short the conclusions may be sunmarized as follows. Incorporation 
of self inhibition stabilizes the model (= linear filter followed by 
exponential pulse generation and self inhibition by a linear feedback): 
instead of an exponential relation between input and output intensity, the 
output intensity then depends in a quasi linear way on the input intensity 
as the latter becomes large. Although not discussed here it may easily be 
shown that in the absolute refractory model the output intensity will even 
saturate. 
We have not been able to 'solve' the self exciting point process in 
such a mathematically rigorous way as has been possible for the associated 
non self exciting model of [з]. The main difficulty of self exciting point 
processes has proven to be the recurrent relations that appear as soon as 
one wants to characterize the process by (e.g.) its correlation densities. 
From a physical point of view such implicit relations might already have 
been expected from the chosen model: see the connectivity cycle wM( ·) 
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in Fig. 1. In short, and quite generally, we believe that the following 
concepts are highly related or even equivalent: connectivity cycles 
(structure), self 'exciting' processes (evolution or dynamics), recurrent/ 
implicit relations (mathematical representations). 
For small connectivities and/or small firing intensities, it has been 
possible to derive approximations for second order cross/auto correlation 
densities (SCCD and SACD) of a single, self 'exciting' neuron. Three 
methods have been mentioned of which the one based on characteristic 
functionals turned out to be most powerful (equation (5.4)). This is of 
course a consequence of the close relationship of exponential pulse genera­
tion and characteristic functional on one hand and correlation densities on 
the other (see e.g. Kuznetsov and Stratonovich [12], Stratonovich [l?]). 
The approximations based on characteristic functionals are essentially 
of second order in the sense that all (joint) correlation densities up to 
as second order are included; all others have been neglected, except that, 
somehow more generally, it has been incorporated that as the self inhibition 
tends to zero, the exact correlation densities of the non self exciting 
model are recovered. For a detailed discussion see appendix B4. 
The main interest of derivation of cross/auto correlation densities 
(or any other representation, for a short survey see van den Boogaard et 
al. [з]) of mutually 'exciting' point processes is to obtain a hold on the 
relation between process and structure. This includes a forward approach, 
i.e. knowing the structure of a pp transforming system derive cross/auto 
correlation densities, and an inverse approach, i.e. identify structure 
(e.g. connectivities) from correlation functions. 
For the single self 'exciting' neuron model of this paper it has been 
possible to perform system identification. For not too large connectivities 
and/or small firing intensities the mentioned approximations of the second 
order correlation densities may be used. See section 7 for simulations and 
section 8 for neural data. It has been shown that inclusion of an absolute 
refractory evolution of the output process M( ·) need not to be fatal for 
our identification procedure as long as the duration of the dead time is 
significantly less than the mean interval of the pulse sequence. 
All these conclusions are centered around equation (5.4) which 
essentially provides the hard core of the paper. Reviewing the results of 
section 5-8 we may now give an outline of the range of its validity. For a 
generalized connectivity W(·) (i.e. W,,(·) or WM(·)) and intensity 
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h the following criteria seem to be important (a) - 1 < W(·) < 1, see the 
power series in W(·) of the arguments in the exponents of equation (1) and 
(4) in appendix B. The closer W(·) to zero, the less the contribution of 
higher order terms will be. (b) - 1 < w(·) < 1, see the simulations of the 
relative refractory models. Note that this corresponds to the fact that 
2 
for -1 < w < 1 exp w may still well be approximated by 1+W+1/2 w . (c) 
the equations (1), (4) of appendix В suggest that to neglect higher order 
correlation densities not only W(·) should be small but also its mass or 
impact should not be too large. The simulations give the idea that this may 
be translated into h ƒ |W(s)|ds < 1. (d) If an absolute refractory period Δ 
is present the output intensity h should not be too large. Fig. 15 suggests 
hb < 0.2. If both an absolute and relative refractory mechanism is included 
(Fig. 16,17) then the demand hA < 0.2 will still hold if however Δ is re­
defined to contain the most dominant part of relative refractoriness too. 
Accounting for item b, i.e. - 1 < w(·) < 1 we may e.g. Δ define to be the 
size of the region R where W(·) is sufficiently larger than - 1, say 
R := {t > 0| w(t) > - 1}. Recall w(·) = in (1 + W(·)). 
The assumption of small connectivities in the neuron model is all but 
unique or exceptional. In literature such approximations have widely been 
incorporated in single neuron models. See e.g Johannesma [9], Holden [θ] 
and Ricciardi [13,14]. In their approaches attention is concentrated upon 
the development of the generator potential U(·) which evolves as a Markov 
process. This allows the possibility to derive a master equation for the 
time dependent probability distribution of U(·) (see also van den Boogaard 
and Johannesma [2]). Because of small connectivities the master equation 
is, or is approximated by a diffusion equation,and properties (e.g. inter­
val distributions) of the counting process M(·) may often only rather cum-
bersomely be derived. 
Apart from small connectivities,these Markov process/master equation 
approaches have disadvantages which the point process/correlation densities 
approach of this paper has not. As an example we may mention that for the 
model of (1.2), in order to derive a master equation, it is required that 
the input is an independent increment process. Hence, if N( ·) is a point 
process it should necessarily be a Poisson process. 
Moreover, the demand that U(·) evolves according to a Markov process 
puts severe restrictions upon the dynamics of the model. In concreto, U(·) 
has to satisfy a stochastic differential equation which requires very 
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special forms of the connectivities w^i·) and w M(·). Finally, in many cases 
the master equation may contain nonlocal arguments and will hardly ever be 
solvable in a sufficiently explicit and suitable form. As a consequence, in 
second instance, no usable characterization of the output point process 
M(·) will be available. 
On the other hand it should be admitted that also a Markov process 
approach may have advantages. As an example we want to mention that in 
simulations such a process is very desirable because of the presence of 
state variable(s). In that case the state of the system at time t+Ät may be 
derived from the one at time t and no explicit knowledge of the past is 
required. 
Finally we want to mention that the approach of this paper has been 
restricted to a single neuron model. We believe however that it may quite 
easily be extended to a multi neuron population. If connectivities are not 
too large, and the population is in a kind of equilibrium (in the sense 
that per neuron the total amount of received excitation and inhibition is 
of the same order) again valuable approximations based on second order 
correlation densities may be derived. In this way it may be possible to 
obtain important insight in the close relation of processes in - , and 
structure of a population of mutually 'exciting' (model) neurons. 
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Appendix A. Second order approximation of scaled ciaulant densities by 
expansion of the pulse generating nonlinearity. 
In this appendix a complete compendium of formulas is given that is 
required to derive the second order approximations of the scaled cor­
relation densities S(· ) and Q(·) as given by equation (5.2a,b) in section 
5. As already mentioned there, a successive methode is used: for the 
evaluation of n-th order results, the already constructed expressions of 
(n-1)th order are used. In this approach, the pulse generator g( ·) (here 
g(u) = ν exp u) is approximated by its n-th order Taylor expansion, say 
g (·). For convenience, in the successive steps the label indicating the 
actual order of approximation will be omitted. The input N(·) is assumed to 
be stationary. 
Recall that (in n-th order): 
f1 . h1 =
 E[dM(t)j
 s E [ g j 6 j „ Ν ( 1-_ σ ) α Ν ( σ )_ ε ƒ WM(t-ff)dM(o))] (1) 
f 1 , ï E[dN(3)dM(s+T)1 
Г ' - ds dx 
E[dN(s) g
n
(6 ƒ wN(t-a)dN(a)-E ƒ wM(t-a)dM(o) )] (2) 
ds 
hllx) 
hJ(T) = f](T) - f1^ , Q(T) = -Цр- (3) 
h^' 
f2{x) _ E[dM(3)dM(s+T)1 w 
ds dx 
E[dM(s)g
n
(6 ƒ wN(s+x-a)dN(a)-e ƒ wM(s+T-a)dM(o) )] 
=
 ds 
h2(T) = f2(x) - (f 1) 2 , 5(τ) = Ц 4 ( 5 ) 
(hV 
The connectivity wN(·) is the filter that connects the input to the neuron 
and -w^C· ) is the inhibitory autoconnectivity, w (·) > 0. See also Fig. 1. 
π M 
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In the starting point, η = 0, g(u) = g (u) = ν and point process M(·) 
is Poisson with intensity ν and independent of N(·), so: 
n= 0: h1 = ν (6a) 
h2(·) = 0 <-+ S(·) = Q (6b) 
h](·) = 0 «- Q(·) = 0 (6c) 
First order approximation of the scaled oorrelation densities 
In this case, η r 1, g(u) = g1(u) = v(1+u) and according to eqaution 1 
1 EfdMCt)! 
n
 " dt 
= E[v(l+6 ƒ wN(t-a)dN(a)-e ƒ wM(t-ff)dM(a) )] (7a) 
=
 V
 ^
 a1N h1 - ε a 1 M ^ 
where 
a 1 N : = ^ w N ( t ) d t ' a1M : = ^  W M ( t ) d t 
In advance, for later use, we define slightly more generally: 
\H'-- (/ w¡(t)dt)A , aJM:= (ƒ wJ(t)dt)A 
1 
In first order with respect to ε and δ the cross-product density f1(") 
will be: 
. ν E[dN(s)(l+6 ƒ w (s+-t-a)dN(a)-E ƒ wu(s+T-a)dM(o))] 
'!<*> = s 
о 
r ν (h.j+Ô wN(T)h1 + 6 a ^ C h ^ + δ ƒ wN( α)\\Λχ-α)ά(3-ζα.^\^ι ) 
Substitution of th is expression into (3) , together with (7a) the following 
formula for the scaled cross-correlation density Q(·) is found 
n=1: 0(τ) = 6 ( W N ( T ) + -^- ƒ WN(c)h2(T-a)da) (7b) 
It should be remarked that the right hand side of (7b) only gives the first 
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order ε, 6 terms of the quotient of the left hand side. The here omitted 
second order ε, δ expressions will be included in the next step. 
The auto-product density f (·) of M(·) reads up to first order (see 
(4), τ > 0 ) 
_ E[dM(s)(l+6 ƒ w (s+t-o)dN(c)-e ƒ w (s+t-ff)dM(a)) ] 
f (τ) = ν ^ 
= ν (h + δ a 1 Nvh - ε ν W M ( T ) - ε a 1 M ν ) 
and as a consequence of (5), (7a) and the symmetry of f (·) : 
n=1: S(-r) = - ε *«
Μ
(|τ|) (7c) 
Second order approximations of the scaled correlation densities 
Here g(· ) is approximated by qΛ^) defined by g_(u) = v(l+u+1/2u2). 
In this case the output intensity is given by 
h1 = E[v(l+6 ƒ κ
Ν
(ΐ-σ)αΝ(σ)-ε ƒ wM(t-c)dM(a) + 
\ δ 2 ƒ w^t-^dNto.,) ƒ wN(t-a2)dN(a2) 
-εδ / w^t-a^dNCa.,) ƒ wM(t-a2)dM(a2) 
+ 1 e 2 J w^t-a^dMCa^ ƒ wM(t-a2)dM(o2))] 
After subst i tut ion of the correlat ion densities of (7) and omission of a l l 
2 2 
terms of o(e ), ο(εδ) and ο (δ ) i t w i l l be found that 
h = ν [1+δ 3 1 Ν ^ - ε a1 M ν(1 + δ a ^ ^ - ε a ^ v ) 
+ y δ ^ Ζ Ν Ν ^ Ι Ν ^ ! 5 + -ί ά σ Γ Ν ( σ 1 ) ^ d ( ^ w N
( a 2 ) h 2 ( < J 2 " t I 1 ^ 
-
ε δ a1Na1Mvh1 + 
ϊ
 E
^
a 1 M 2 v 2 + a 2 M v ) ] ( 8 а ) 
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1 9 9 9 
v[l+6a 1 Nh 1- ea 1 Mv + j ε (3 a1Mv +a 2 Mv) - 2еб a 1 Na 1 M vh1 
+ 2 δ ía1N íb^ +a2Nh1 + J" da1wN(',1) ^ d<,2 wN(o2)h2(t,2"a1 ^^ 
1 2 The product densities Γ.(·) and f (·) may similarly be derived albeit that 
the calculation becomes even more tedious than the preceding one because of 
the occurrence of triplets of the infinitesimal counting increments dN(·) 
and dM(·). Again neglecting terms of greater order than two with respect to 
1 2 
ε, δ the cumulant densities h.C·) and h (·) will be: 
h](i) = 6v [>
і М ( дЫ+ М м*Ь 2(т)] 
-εον [h1wM*wN(T)+ / dOjU^Coj) ƒ da2wN(a2+i) h ^ ^ + a ^ 
+
 aiM h1 wN ( T ) + a1M wN* h2 ( T )] 
+ J 6 2 0 . ^ 2 Ы + 2 a ^ C h ^ ^ C x ) + 2 wN(t)«wN*h2(T) 
+ w
2
*h2(T)+2 a 1 Nh 1w N*h 2(x) (8b) 
+ ƒ da 1w N(a 1) ƒ do2wN(o2)h3(T-a1fT-a2)] 
h2(T) = ν2[-ε W M ( | T | ) 
+
 Ь
2 ( 4 а
і м V N * + , ' ί ( Ι τ Ι ) + 2v^ dawM
(<l)
 ν ΐ Ι
τ
Ι-
σ
Ρ) 
-2 ε δ 3 1 ΝΗ ι Μ Ν(|τ|) . ( с) 
+ 6 (h1 ƒ da wN(a)wN(cn-x)+/ d o ^ ^ ) / dc2wN( σ2+τ )h2(a2-o1 ))] 
where * stands for convolution product. 
1 1 Evaluation as far as second order of the quotients h1(»)/(h h ] and 
2 1 2 
h ('Vfh ) result in the scaled correlation densities Q(·) and S(·) as 
given in section 5, equation (5.2). Note that these scaled densities are in 
a significantly less complicated way expressed in the connectivities than 
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the unsealed densities h..(·) and h (·) are. 
Finally we recapitulate the remark in the main text of section 5 that 
approximations of Q(·) and S(·) may be derived much more straightforwardly 
by making use of conditional characteristic functionals. This topic will be 
discussed in appendix B. Although in that approach approximations of S(·) 
and Q(·) will be found that are expressed in the 'generalized' connectivi-
ties 4,(·):= exp -wM(·) - 1 and W..(«):= exp wN(·) - 1, the conversion to 
second order w.,(·), wM(·)- expressions will yield exactly the results of 
this appendix. 
Appendix B. Approxiaations of scaled cuMJlant densities by conditional 
characteristic fmctionals. 
Whereas in appendix A approximations of the scaled cumulant densities 
have been derived by expansion of the pulse generating nonlineanty g(·), 
in this section we will use much more explicitly the exponential form of 
g(·) and apply the cumulant expansion of the characteristic functional. 
Again it will be assumed that the pp transforming system is time invariant 
and the connectivities w..(·), wM(·) are small. 
In order to keep overview, this appendix has been subdivided into four 
sections. Section B1 will result in an equation which (an approximation of) 
the scaled input/output cross-correlation density has to satisfy (equation 
(3)). In B2 such a formula is derived for the scaled output autocorrelation 
density (equation (9)). These two basic equations will be closer investi-
gated in section B3i resulting in a kind of second order approximations of 
S(·) and Q(·) expressed in W M(·), W..(·). A recapitulation and discussion of 
the whole procedure is found in part B4. 
B1 The scaled cross-ewnulant density 
To derive the SCCD Q(·) the following formula manipulation has been 
carried out which essentially is based on exponential pulse generation and 
cumulant density expansions of characteristic (or Laplace) functionals: 
P[dN(s)=1,dM(s+T)=l] 
q(t) = - 1 
P[dN(s)=l]p[dM(s+T)=l] 
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P[dM(s+O=1|dN(s)=l ] 
= • - 1 
P[dM(s+T)=l] 
E[exp( ƒ wN( t- f f)dN(a) - ƒ w M ( t - f f )dM(a) ) |dN(s)=1] 
E[exp( ƒ wN ( t -o)dN(a) - ƒ wM( t-a)dM(o) ) ] 
(t=S+T) 
= -1 + exp wN(x) exp ( ^ + А _ 1 ^у jrí d a 1 / d a 2 . . J d ^ J d a / d a ...J da 
( h k # ( a 1 , . . . , a k ; a , . . . , σ | s ) - h k ( ( J 1 ak;o σ ) ) 
π5=ι v 1 - ^ 5 ·πΐ=ι y t - ^ 5 ) (1) 
In formula 1: 
о 
h.^C'ls) are the cumulant densities of the conditional Invariate point 
process ( N(*). M(*))| d N( s) = 1 
h, (·) are the cumulant densities of the bivanate point process 
(N(.),M(.)). 
As usual the generalized connectivities W..(·), WM(·) are 
defined by 
WN(.):= exp wN(.) - 1 
WM(.):= exp -wM(.) - 1 
Very unfortunately (1) states an implicit problem: to derive the 
second order cross-cumulant density Q(·), all cross-cumulant densities have 
to be known. Recall that we already met this problem in section 3 where the 
input intensity of the relative refractory model has been discussed. 
Neither as it has been possible to derive an explicit expression for 
the output intensity in terms of the connectivities and input correlation 
densities, we may not hope to find an exact and closed analytical form for 
Q(·) expressed in the input correlation functions and system parameters. 
Nevertheless (1) may form the basis from which an approximation of Q(·) may 
be extracted. At this point we should mention which strategy is kept in 
mind in this approximation procedure: 
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a. If in the formula that expresses Q(·) in the connectivities and the 
input correlation densities the self inhibition is set to zero, Q(·) has 
to become equal to (Я(·). CP(·) is the SCCD of the model where *..(·) = 0 
(see van den Boogaard et al. [з]). 
b. If on the other hand w..(·) is not zero, we aim at a small connectivities 
π 
approximation of the argument of the exponent of the right hand side of 
(1), however such that not any term of order less than three (with 
respect to Κ
Ν
(·),Κ„(·)) is neglected. 
c. All h ('jsj-h. (·) terms which allow conversion to Q(·) or S(·) are 
included. 
Regarding item a, note that if W (·) = 0 only the (k,A), A = 0 
combinations contribute in the sun in the exponent of the right hand side 
of (1). This sum will after exponentiation and multiplication with the 
factor exp ν<..(τ) result in 1+(f (τ) since this situation exactly represents 
the non self exciting model. 
For argument с only one (k,A) combination seems to be readily found: 
(k,A) = (0,1). This combination gives the contribution: 
ƒ (hj(a )s)-h1)WM(t-0)da 
= h1 ƒ Q(a-s)WM(t-a)da (2) 
= h1 ƒ Q(T-a)WM(a)da 
At this point the (0,1) and all (k,0) combinations in the sum in the 
exponent of the right hand side of (1) have been encountered. We now argue 
that all other (k,A) combinations will offer a contribution of a W.,(·), 
4<(')-order that exceeds two (see b): if W.,(·) = 0 the pointprocesses 
A A N(*),M(·) are disconnected (and independent) and all К_(«Із), h (·) are 
A A 
zero for which k,A > 1. As a consequence h (»Isí-h, (·) is for small WN(·) 
at least o(1) with respect to (wrt) WN(·). The successive multiplication 
with k-Wj·) and A-Wu(·) factors is then 'fatal'. 
Ν M 
The preceding results in the following equation for an approximation 
of Q(.): 
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s + τ 
Q(T) = (l+(f (τ)) exp h1 ƒ Q(T-O) WM(a)da - 1 (3) 
B2 The scaled output auto-correlation density 
Analogous to the procedure to derive Q(·) as given in B1, an approxi­
mation of S(·) is derived. Following the approach of (1) we have (τ > 0): 
P[dM(s)=1,dM(s+T)=l] 
S(x) = 1 
P[dM(s)=l]PLdM(s+T)=l] 
P[dM(3+T)=1|dM(s)=1J 
=
 !
 1 , 
P[dM(3+T)=l] 
E[exp(/ w N (t-ff)dN(a) - ƒ wM(t-o)dM(o) )|dM(s)=1 ] 
=
 ELexpU wN(t-o)dN(ff) - J w M (t-a)dM(a)JJ " 1 
= - 1 + exp wM(T).exp (£^+ д _ 1 ^ г JT ƒ d ^ .. .ƒ d t ^ ƒ do ... ƒ da 
( h k (σ1 σ1<;σ ,.,.,α | s ) - h k ( a 1 , . . . , a k ; a ,...,σ ) ) 
nÜ=1 W N ( t - < I j ) * ΠΪ=1 W M ( t - e J ) ) W 
In this formula, h. («Is) are the cumulant densities of the conditional 
bivanate process ( N( ·) ,M( ·)) ldM(g)-i · 
Again our aim is to derive an approximation of S(·) such that, 
analogous as in the preceding section, (a) the substitution wM(·) = 0 
immediately results in 5(·) = S0(·) where SP(·) is the SACD of the output 
of the associated non self exciting model, (b) the equation found for S(·) 
is at least correct as far as second order wrt W.^·), W..(·) when these con-
nectivities are small, (c) all h. (•Is)-h. (·) terms are included that allow 
conversion to S(·) or Q(·). 
Argument (c) immediately points at the combinations (k,A) = (1,0) and 
(k,A) = (0,1). The former results in the contribution: 
ƒ (h°*(o|s) - h°) W (t-o)de 
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= h1 J Q(s-a) WN(t-o)dö (5) 
= h1 ƒ Q(a) WN(w--c)da 
whereas (k,i) = (0,1) provides 
ƒ (h¡*(o|s) - hl) WM(t-a)da 
= h1 ƒ S(|a-s|) HM(t-ff)dci (6) 
= h1 ƒ 5(|τ-σ|) WM(a)da 
Regarding criterium a, substitute W..(·) = 0 and only the terms arising 
o* from (k,A) = (k,0) may still contribute. Only if also in the h. ('Is) the 
limit of wM(·) to zero is taken, a recognizable result is found: multiply 
(h°*(a1,...,ak|s)-h°(a1,...,ak))jw (. ) = 0 with n'j=1 W^t-Oj), carry out 
integration and after exponentiation the result will have to be 
á5 (τ) + 1 (7) 
since the here elaborated part exactly represents the non self exciting 
model. 
It should be remarked that the parts of S(·) given in (5) and (7) have 
one factor in common namely the (k,A) = (1,0) part for which WM(·) = 0 
This gives a correction term 
- h 1 ƒ CP(a) WN(«-T)do (B) 
See (7) with the substitution W..(·) = 0. 
PI 
So far the following (k,X) combinations have been encountered: (1,0), 
(0,1) and the W (·) = 0 part of all (k,0), к > 2. It may be argued that all 
other (k,A) combinations will provide expressions at least of third order 
wrt W..(·) ,W M(·). So our bookkeeping is complete as far as second order (see 
criteriiri b). 
Combination of the equations (4-8) results in the following approxima­
tion of S(·): 
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S ( T ) = ( 1 + W M ( | T | ) ) (ΐ+ί(τ)) exp (h1 / 5(|т|-о)уσ)ασ 
(9) 
+ h1 ƒ (Q(a)-(f (a))WN(o«)da) - 1 
B3 'Ansatz ' solutions of (3) and (9) 
In appendix A first and second order approximations of the scaled 
correlation densities have been derived by means of expansion of the 
pulse generating nonlinearity. These approximations have been expressed in 
the connectivities w N(·), w M(·). In the preceding sections B1, BZ also 
approximations of S(·) and Q(·) have been deduced, however in this case use 
has been made of characteristic functionals and the found formulas are 
expressed in the generalized connectivities W.,(·)» ^ц/")· Moreover not so 
much the densities themselves but two coupled equations (3) and (9) have 
been found. 
Unfortunately it is not possible to solve these equations analytically 
and one should rely on numerical methods. In advance see (13) in section 
B4. 
The aim of this section is to bring the results of appendix A and the 
sections B1, B2 together. In fact this means that the solutions of the 
equations (3) and (9) are required as far as second order in W..(·), W
u
(·). 
From the paper of van den Boogaard et al. [з], recall that (Ρ(·) 
satisfies 
f (τ) = W N ( T ) + (10) 
и т)
 1 к 
—-ь^-\--і й ' d3i··· -f d9k \
+
ι
(τ
-
8
ι
 T
-
Bk),nj=1 W 
which shows that (Pi·) is of first order in W.,(·) as the latter tends to 
N 
zero. Therefore as an 'Ansatz' solution of (3): 
Q(T) = O-Mf (τ)) exp h1 ƒ da (f (χ-σ) v y σ) - 1 (11) 
To proceed in a similar way for S(· ) recall that SP(·) is already of 
second order in W( · ) and, according to (11), 0(·)-0ο(·) is of order 
W N*W M(·). Since (9) states that in first order S(·) = ν<Μ(|·|) as an 
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'Ansatz' solution for S(·) we have 
S(T) = ( 1 + W M ( | T | ) ) (1+Í(t)) exp h1 ƒ WM(||T|-o|)HM(a)de - 1 (12) 
Formally the right hand sides of the (11) and (12) are not exactly of 
second order with respect to WN(·), WM(·) and an expansion of З'Ч·), Q0(·) 
and the exponent would provide higher order terms. Nevertheless, in this 
instance, we maintain this form of the equations since they include the 
non self inhibitory model and as such closely relate it with the self 
exciting system. 
B4 Recapitulation, discussion and conclusions 
In this appendix use has been made of the characteristic functional in 
order to derive expressions for the input/output cross-correlation and 
output auto-correlation densities of the self exciting model formulated in 
section 1. The fact that characteristic functionals have been taken in 
consideration is not a coincidence but closely related with exponential 
pulse generation. 
Unfortunately it has not been possible to derive exact results for the 
scaled correlation densities S(·) and Q(·) and it has been aimed at 
suitable approximations. In fact our approach has been rather pragmatic: in 
the exponents of the right hand sides of Eq. (1) and (4) only those (k,A) 
terms in the sun in the exponent have been taken in consideration that 
enable the substitution of 'known' expressions; all others were neglected. 
The results are two implicit and coupled equations (3) and (9). Very 
unfortunately, for known connectivities W-X·), W M(·), no solutions in 
closed analytical forms seem to be available for these equations. Numeri­
cally, however, at least for the examples/simulations of this paper, the 
following recursion proved to be convergent and yielded a solution 0
Ш
(·), 
SJ.') for q(·) and S(·) prescribed by (3), (9). 
0,(0:= (f (О 
(13a) 
Q
n
+
1 (- ) : = C<K(·)] ' n > 1 
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(13b) 
and 
and 
ν·):=νν|.|) 
where the functionals !„[·], Î J ·] are defined by 
Сд[ф]('с): = (1+,Р('1)) « Ρ ^ S da φ(τ-σ)ν<
Μ
(σ) - 1 (13c) 
ΐ5[φ](τ):= (l+WM(|x|)) (ΐ+ί(τ))· (13d) 
exp [h1 ƒ φ(||τ|-σ|)ν(
Μ
(ο)ασ + h1 ƒ (0и(о)-(Г (σ) )WN(o+T)do] - 1 
for any function φ(·) such that the right hand side's of (13cd) are 
convergent. 
From the derivation of (3) and (9) it follows that although they 
provide approximations of S(·) and Q(·), they are at least correct as far 
as second Иц,(·), Κ,(·) order. For a 'second order solution' of Q(·) and 
S(·) see (11) and (12). Remark however that according to the simulations of 
section 6 and 7, the range of correctness of the Q (·), S (·) is substan­
tially larger than that of S(·), Q(·) prescribed by (11) and (12). 
Equation (13) provides a solution of the forward problem: given the 
model, i.e. an characterisation of the input process and knowledge of the 
system parameters W M(·), WN(·) it is possible to derive the correlation 
densities S(·), Q(·). For the inverse problem, i.e. knowing input and 
output process, derive the connectivities, see section 7 where this problem 
is studied and a recursive procedure has been applied too. 
As a final, serious remark recall that the approach of this paper is 
based on cumulant density expansions of (conditional) characteristic 
functionals, however, formally the validness/convergence of such expansions 
should be proven. This is a very difficult problem since once more one 
will be confronted with the dilemma already met a few times before that to 
find a cumulant density, already all cumulant densities should be known. 
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MAXIMUM LIKELIHOOD ESTIMATIONS IN A NONLINEAR SELF EXCITING MODEL 
Henk van den Boogaard 
Department of Medical Physics and Biophysics 
University of Nijmegen 
The Netherlands 
A nonlinear model generating a self exciting point process is formula­
ted. The identification of the model is discussed using maximun likelihood 
estimations. Simulations have been performed and parameters are estimated 
numerically. (Dis)advantages with respect to identification approaches 
based on correlation densities are outlined. 
1. Introduction 
In the literature several techniques and models for the identification 
of point process systems have been presented. 
Very succesful have been the linear point process transforming models. 
In this approach a nonnegative linear filter acts on an input point process 
whereafter this filtered point process serves as the intensity of an output 
point process. Sometimes feedback via a linear nonnegative autoconnectivity 
is included. These processes are well known as Hawkes' linear self exciting 
point processes. See Hawkes [7,θ], Cox and Isham [б], Ozaki [10]. 
Hawkes [7,8] has shown that for a population of linear mutually 
exciting point processes it is possible to derive analytical closed forms 
for the Fourier transforms of second order correlation densities (point 
spectra). In this way, processes of the population (represented by correla­
tion functions) are expressed in structure (given by the connectivities; 
here as everywhere else in this paper, a connectivity is a linear filter 
connecting one point process with another). 
On the other hand one may be interested in the derivation of structure 
from processes. On a single unit level this inverse approach, well known as 
system identification, has e.g. been discussed by Bnllinger et al. [4,5], 
van den Boogaard et al. [1,2,3] and Ozaki [io]. 
Bnllinger [5] applied the linear model, however without feedback, to 
the activity of neurons from an Aplysia network in order to identify 
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synaptic interactions between nerve cells. 
Van den Boogaard et al [2,3] have analysed a multiplicative model 
(i.e. the pulse generator is not linear but exponential) and expressed 
correlation functions into connectivities. These relations were used to 
perform system identification. Whereas in [2], like Brillinger they assumed 
that no feedback is present, in a subsequent paper [з] they 'repaired' the 
model and again relations between connectivity and correlation were 
derived. In this refractory, self exciting neuron model it had to be 
assuned, however, that connectivities are not too large. Like Brillinger 
[5], they also applied their results to the activity of nerve cells. 
Instead of making use of correlation densities, Ozaki [10] identified 
a point process system by maximun likelihood estimations. He discussed an 
autonomous, self exciting Hawkes' model which was supposed to be known 
apart from three parameters. 
In this paper we will closely follow this approach, however, in our 
model pulse generation is exponential and feedback is negative. This model 
has been adopted from a general form given by Johannesma and van den 
Boogaard [9] which gives a stochastic formulation of neural interaction. On 
a single unit and univariate input level it has already been discussed in 
detail in [l,2,3] but nevertheless, for later use, we recapitulate its 
mathematical formulation. 
A point process N(·) is transformed into anoter point process M(·) 
according to: 
U(t) = ƒ wN(t-s)dN(s) - ƒ wM(t-s)dM(s) 
(1.1) 
P[ûM(t)=1|U(s)=u(s), s < t] = g(u(t))ut + o(At) 
In equation (1.1) is: 
= input point process (counting process) 
= output point process, AM(t):= M(t+At)-M(t) 
= synaptic connectivity of the input to the neuron 
= the inhibitory 'autoconnectivity', wu(·) > 0 and represents the 
π 
refractory mechanism of the neuron. 
g i · ) ^ a monotonous nonnegative nonlinearity generating the output point 
process. 
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Here and everywhere else the symbol ': = ' or ' = :' means 'by definition' 
where the colon sided expression is defined by the opposite side. The 'P' 
stands for probability and 'E' denotes expectation. Stochastic variables 
are designed by a capital letter while realisations are given by the 
corresponding small letter. 
As already mentioned before it has been possible to derive input/out­
put correlation functions of this point process transforming system and use 
these to perform system identification. However in [3] it has been seen 
that the refractory model required that connectivities and firing intensi­
ties are not too large. In the present paper this restriction is abandoned 
and it is seen that maximum likelihood estimations may provide an alterna­
tive way to perform identification of self exciting point process systems. 
In the next sections this technique will be applied to simulations of 
the model and although in this case only a simple example is taken in con­
sideration, we believe that the concept may be fruitful in many identifica­
tion problems of nonlinear, self exciting, stochastic systems. 
2. fexiaim likelihood eatieations 
A point process may be characterized by several representations. Most 
elementary are the sample function densities, or path densities, where the 
point process is described by probability densities of precisely prescribed 
point occurrences (=: configurations). The correlation densities provide a 
more sophisticated representation. In that case also densities of particu­
lar realisations are specified, however, regardless of events anywhere 
else. As such, in contrast to path densities, in a correlation formalism 
averages have been taken over realisations. 
Taking averages may provide severe difficulties in the sense that 
series may be found that do not allow summation into a compact and explicit 
expression. As an example the model of (1.1) may be mentioned when input/ 
output correlation densities are required that have to be expressed explic­
itly in the connectivities. This problem has been tackled in [з] and it has 
been seen that usable forms of these correlation densities are available on­
ly if the connectivities are small albeit that they are approximations. 
Moreover a keen use had to be made of the close relation of exponential 
pulse generation with the correlation functions. 
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While the use of correlation densities for large connectivities was 
not succesful we will investigate the possibilities to identify the system 
by means of the much more basal sample function densities. The choice of 
this representation is not merely a random guess but inspired by the fact 
that our model, like all others in literature, is essentially formulated in 
a sample function densities format. That is, (1.1) essentially governs the 
transformation of a particular input configuration of events into an output 
configuration. 
The sample function densities connecting input and output configura­
tions of events will also contain the parameters of the model, e.g. the 
connectivities. To perform system identification, for a given realisation 
of input and output events these parameters may be estimated by those 
values that fit best with the observed configurations. 
This points to maximum likelihood estimations (MLE; see e.g. Snyder 
[il]). For our model the idea runs as follows. 
On a time interval T, say [0,t] the configuration С = {t1,t_,...ft } 
of ordered input- and и = {t ,t ,..,t } of output events has been obser­
ved. Suppose that the system that transforms N(·) into M( ·) is given by 
(1.1) where the connectivities Ч,/·), W M ( * ) anc' pulsgenerator g(·) are 
classified by a few (with respect to n,m) parameters. Say wN(·) = w.. (·), 
w (·) = w M (·) and g(·) = g (·). The x,y,z belong to some parameter space. 
Given the input configuration С , it is then possible to write 
M 
down the probability density of the output configuration С : 
p ; ( c M i c N » T ' 4 x ( o ' 4 y ( , , ' 9 z ( - ) î 
.1a) 
<=1 azfrj wN,x(tS* - ^<к W t J t 3 ) ) (2-1a 
t 
exp - ƒ ds g (Σ . w.. (s-t.) - Σ. w
u
 (s-tJ)) (2.1b) 
0 ζ J N.x J J M,y ' 
Equation (2.1) is an immediate consequence of the model as specified by 
(1.1). Remark that expression (2.1a) is the part of ρ that is associated 
M 
with occurrence of MiO-events in С whereas (2.1b) represents the silence 
of M(.) at T-C^ . 
In a maximum likelihood estimation it is common practice to derive the 
values of the (multidimensional) parameters x,y,z such that for given 
(У, CK the right hand side of (2.1) is maximal. Equivalently one may 
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maximize its logarithm, i.e. the likelihood function (Snyder [11]): 
L(CM|CN s T ;wN>x(-),wM>y(.),gz(.)) 
:= -*np;¡(cM|cN ;T !«
Ν > χ
( ·) ,*
м>у
( ·) ,g
z
(·)) 
= Σ"
1
 . in g [τ. w.. (tl<-t.) - Σ... w
u
 (1 к-^)) k=1 ^z1· j N,xv j j<k Mfy ' 
t (2.2) 
- I 9 z ^ j W N , x ( s - t j ) "ij wM(y(s-tJ))ds 
To simplify the example, the procedure has been carried out on data 
obtained from simulations of an autonomous model: the input N(·) = 0, or 
equivalently, 
w N > x(.) = 0. (2.3) 
For the pulse generator we will assume an exponential form: 
g (u) = γ exp u (2.4) 
This assumption results in a multiplicative model and is inspired by the 
approach of van den Boogaard et al. [2,3] (see also Br il linger [4]). In 
their analysis of the model they made use of correlation densities but had 
to restrict to small connectivities. The intention of this paper is to show 
that MLE may provide an alternative identification approach if connectivi­
ties are not small. 
Substitution of (2.3) and (2.4) into (2.2) gives 
i-(cM|wMjy(.),r) 
(2.5) 
= m An γ - E 1 < j < l < < m w M f y<t
k
-t J) - Г ƒ ds exp - £ . w M > y(s-t
J) 
Note that for given autoconnectivity w.. (·) it is rather easy to derive 
M,y 
the maximum of this likelihood function with respect to γ. This maximum will 
be found where 
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У-- ü
 Г
 (2.6) 
I ds exp - Σ w.. (s-tJ) J M,y 
This allows elimination of γ in our maximization problem: substitution of 
(2.6) into (2.5) shows that the maximum of 
L(CM|wM)y(·)) = m (*n m -1) -
(2.7) 
J:i
<
j<l«m w M , y ( t k - t J ) - ™ *i (ƒ de exp - ^ wM>y(9-tJ)) 
has to be located with respect to the y-parameters. 
At this moment the dependency of w., (· 
M,y 
Although many forms are possible we follow the choice of Ozaki [10J 
M ) on y is required. 
W M (t) = "„pit)" a exp - ßt (t>0) (2.Θ) 
M,y αβ 
This parametnzation has also a practical reason. As a consequence of the 
form (2.8) of w M (·), the generator potential U(·) (see (1.1)) will M,y 
evolve according to a Markov process. This property offers important 
advantages in simulations of the model. See also [1,3] and section 3. 
Combination of (2.8) and (2.7) results in a likelihood function of the 
form 
M 
L(C |α,β) = m (An m-1 ) -
si<;j<k<m e x p " ß(tk-tJ) - m I" J<e.ß> ( 2 · 9 ) 
where 
t 
J(a,ß):= ƒ ds exp (-α ¿ V H(s-tJ) exp -ß(s-tJ)) (2.10) 
о J" 
and H(·) is Heaviside's stepfunction. 
The L of (2.9) is differentiable in α and β and its maximum will be 
located where these derivatives are zero. Unfortunately this gives two 
nonlinear and coupled equations which cannot be solved analytically. As a 
consequence one will be restricted to numerical methods. 
In the next section the here formulated MLE identification approach 
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will be applied to simulations of the model and parameters will be 
estimated numerically. Finally, section 4 compares MLE with identification 
on the basis of correlation densities and discusses prerequisites of both 
methods. 
3. Simulations and пшкгісаі estimations 
Simulations of the model have been performed where three different 
combinations of the parameters have been chosen: β = 50, γ = 200 and α e 
{2.5, 5.0, 7.5}. For each (α,β,γ) combination four independent simulations 
have been performed. Next, the parameters were 'forgotten' and should be 
recovered by maximization of (2.9). To get an idea of accurateness and 
speed of converge also the number m of events has been varied: m ε {250, 
500, 1000, 2500}. 
As already mentioned in section 2 it is not possible to express the 
location of (α,β) where L of (2.9) is maximal in an analytical way in the 
M point occurrences С . In this case we applied a numerical method where 
at each updating stage only function values of L have been calculated. 
In this procedure it is unavoidable that J(a,ß) has to be calculated. 
This raises the largest problem since evaluation of this integral has to be 
carried out sufficiently accurate which will be an extensive job, 
especially if the time t, or number m of events, is large. Remark that this 
'bottleneck' is absent in Ozaki's [ΐθ] estimation procedure of Hawkes' 
linear self exciting process. 
Whereas in the simulation of M(·) the time resolution has been Ю - ' 
time irits (the mean intensity of M(·) has been 40.4, 28.7, 24.1 for α = 
2.5, 5.0, 7.5 respectively) in the evaluation of J(a,ß) the time increment 
ds = 2.Ю -' time units. This should be sufficiently accurate since it is 
one tenth of the time constant 1/ß = 20.10 of the autoconnectivity. 
For all realisations CM = {t1 ,t2,... .t"1} , m ε {250, 500, 1000, 2500} , 
only one global maximum of the right hand side of (2.6) was observed and 
its location in α, ß, y-coordinates is given in Table 1 and Fig. 1. It is 
seen that in most of the cases, the more events that are taken in conside-
ration, the more accurate the estimation of the triple (α,β,γ) is. Note 
however that the convergence of the estimations to the 'true' parameters is 
slow for increasing m. 
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the nimber m of events; see main text and Table 1. As outlined in section 3, for each triple (α,β,γ) 
four independent simulations have been cerned out and the maximun likelihood estinations have been 
pooled: the 'x' correspond to the choice о = 2.5 in the simulation, the '+' belong to α = 5 and 'O' 
represents α = 7.5. In all these esses β = 50 and γ = 2D0. 
To improve the accuracy of an estimation it is possible to increase m 
until some tolerance limits are not exceeded anymore. It should be remarked 
however that the larger m the larger the computation times will be which 
may become significant if bottlenecks of the form (2.10) are present. In a 
practical situation a compromise between accurateness and computation times 
will have to be chosen. In this sense a choice of about 1000 events may be 
acceptable for the present self exciting model. 
TABLE 1 
simulation 1.1 
1.2 
1.3 
simulation 2.1 
2.2 
2.3 
simulation 3.1 
3.2 
3.3 
simulation 4.1 
4.2 
4.3 
true 
parameters 
α β γ 
2.50 50.0 200 
5.00 50.0 200 
7.50 50.0 200 
2.50 50.0 200 
5.00 50.0 200 
7.50 50.0 200 
2.50 50.0 200 
5.00 50.0 200 
7.50 50.0 200 
2.50 50.0 200 
5.00 50.0 200 
7.50 50.0 200 
number of events 
250 
α ρ γ 
2.84 40.6 376 
6.93 65.8 148 
6.85 46.4 224 
2.23 48.5 188 
5.53 55.1 182 
7.66 46.6 258 
2.79 56.6 170 
5.04 43.4 296 
7.89 47.6 258 
2.65 59.4 165 
4.55 48.4 197 
7.18 46.5 236 
500 
α β γ 
2.65 40.5 371 
6.02 62.5 151 
6.78 46.8 223 
2.55 49.2 217 
5.13 53.4 188 
8.68 55.3 188 
2.56 50.8 188 
4.84 43.9 262 
9.20 59.1 158 
2.67 64.1 152 
4.67 46.6 224 
7.13 46.9 233 
1000 
α p γ 
2.57 41.7 299 
4.80 49.1 195 
7.13 48.4 208 
2.48 45.8 232 
5.06 49.0 223 
8.44 54.2 189 
2.54 53.8 173 
4.90 44.1 264 
7.93 53.0 175 
2.66 59.5 162 
5.22 51.4 205 
7.58 48.5 232 
2500 
ο β γ 
2.50 44.4 261 
4.81 47.0 209 
7.04 48.2 202 
2.52 46.6 230 
4.99 48.5 221 
7.89 50.7 206 
2.55 51.5 192 
5.15 48.1 226 
7.44 49.6 197 
2.57 51.1 197 
4.94 48.9 211 
7.64 49.7 210 
TABLE 1. Maximum likelihood estimations. The table gives the estimations of 
a, p, γ as function of the number m of events. See main text, section 3 and 
Fig. 1. 
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FIG. 2. Correlation and connectivity. A simulation 
of the node! оГ equation (1.1) haa been performed. 
The acaled output auto-correlation density S(*) 
and input/out acaled croaa-correlation density 
QC" ) are shown in Fig. 2(A). These densities may 
be used to reconatruct the (generalized) connecti­
vities 4j(') and ("¿.С·). See the stepfunctiona in 
Fig. 2(B). The anooth curves reepresent connecti­
vities aiiiatituted in the simulstion. For details 
see main textt section 3. 
In the following way we may compare the accuracy of MLE with an 
identification based on correlation densities. For the latter, as reference 
an example in [з] is chosen where a simulation of the model of (1.1) has 
been performed where N(·) is a Poisson process with intensity 50, w^Ct) = 
0.Θ exp -50t, wM(t) =0.4 exp -50t and g(u) = 50 exp u. The second order 
correlation densities estimated from the simulation were used to derive the 
connectivities. See Fig. 2 which is a copy of Fig. 14 of van den Boogaard 
[з]. Fig. 2(A) shows the output scaled autocorrelation density S(·) and 
scaled input/output crosscorrelation density Q(·), whereas in Fig. 2(B) the 
estimations of the generalized connectivities W./·):: exp *..(·) - 1 and 
W
u
(*):= exp - w^i·) - 1 are found (stepfunctions; the smooth functions are 
π M 
the connectivities substituted in the simulation). 
The generalized connectivities may easily be converted to *..(·), wM(·) 
and should then both be of the form w „(t) = α exp - ßt. By a least mean 
op 
square criterium the following values of the parameters were found: Ofj = 
0.793 (0.9%), p N = 53.θ (BS), α^ = 0.423 (6Й) and β = 52.6 (5%). Already 
in [з] the output intensity scaling parameter γ has been estimated to be 
53.4 (7й) (between parenthesis the relative deviations of the estimations 
have been given). 
In the correlation densities formalism about 2.5 10^ events have 
been used. This is 10 times larger than the choice m = 2500 in MLE. Fig. 
2(B) shows that on the whole time domain the reconstructed generalized 
connectivities are very acceptable estimations of the connectivities 
substituted in the simulations: the 'temporal' variance is small. On the 
other hand Fig. 1 shows that the variance in the MLE estimations are still 
rather large, even if m = 2500. Somehow qualitatively it looks like that 
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the mean of at least four (but presumably more) m = 2500 MLE's of a given 
(α,β,γ) combination may have the same order of accuracy as an estimation of 
the connectivity on the basis of correlation densities for m = 2.5 10* 
events. 
4. Conclusione and discussion 
The central topic of this paper has been the identification of a 
nonlinear aelf exciting point process (see (1.1)) by maximum likelihood 
estimations. This approach intends to provide an alternative of the ones in 
[2,3,4,5]. In those papers connectivities have been derived from correla­
tion functions, however, it required the assumption that connectivities 
(and so correlation densities) are not too large and/or self inhibition is 
absent. 
Although the results of this paper have shown that for maximum 
likelihood no assumptions about size of the connectivities are required it 
also has its shortcomings. Its most important disadvantage will be that to 
perform system identification the model will have to be known apart from a 
few parameters. For a connectivity this may mean that apriori something of 
its form has to be known. If no apriori knowledge of connectivities is 
present they will have to be estimated by some more or less fortunately 
chosen parametrization. As an example, in the context of the model of this 
paper, for a connectivity w(·) (wN(·) or *Μ(·)) one may try 
Μ α ) = Σ>ι V[(j-mt,jAt) ( t> ( 4 · 1 ) 
where the indicator function 1 (·) is defined by 
0 if t ¿ V 
1 (t) = (4.2) 
v
 1 if t e V 
Equation (4.1) means that the connectivity w(·) is approximated by a 
stepfunction with binwidthAt. Another possibility may be: 
w(t) = Σ3 α φ (t) (4.3) 
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where the {φ.(·)}.
 M is a complete and if necessary orthogonal set of 
functions. The question will remain what orthogonal set should be chosen, 
maybe the Фі(·) should be closely related with correlation densities 
since in first approximation correlation equals connectivity (see [2,3]). 
For a choice of J one may then estimate the parameters ο·], 
α2»···>α0 such that the model optimally fits the observed (point) 
processes. The most important problem will be the location of the dj 
where the likelihood function is maximal. This problem will be equivalent 
with the solution of J nonlinear, coupled equations in the aj. In 
general, like in the example of section 2, no analytical solution will be 
available and numerical methods will have to be used. For practical 
situations this may require efficient algorithms and fast computer pro­
cessors. Remark that the larger J is, the more extensive these computer 
calculations will be, but also the more precise the estimation of w(·). 
Such a discrepancy has also been encountered in the choice of the number m 
of output events in section 2. 
As already mentioned before, MLE are based on the sample function den­
sities (sfd) representation of a point process. The sfd govern the trans­
formation of input configurations of events into an output configuration. 
Since point process transforming models usually are formulated in a condi­
tional way it is in general not difficult to write down these densities. 
For given realisations the associated sfd will depend on the connectivi­
ties. To perform system identification by MLE this density has to be maxi­
mized with respect to the connectivities. This states an extremal problem 
where the technique of functional differentiation (see e.g. Stratonovich 
[l2]) may be useful and points at a parametrization of w(·) as given by 
(4.1). 
An advantage of MLE to correlation densities based identification 
methods is that the auto-correlation structure of processes is not required 
to be simple. In the approaches of [2,3,5] especially Poisson (or Gauss-
Poisson) processes appeared to be 'favorite' because of their sufficient 
randomness. The MLE technique uses observed realisations and not the ex­
plicit correlation structure. It should be realized however that in MLE 
correlation will nevertheless implicitly be present. In pure form MLE is 
nothing but the law of the large numbers which requires that dependencies 
of subsequent observations should be sufficiently weak and/or the number of 
observations sufficiently large. These dependencies are of course 
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closely related to the correlation functions of the point processes. 
As a final question, one may wonder if it is possible to combine both 
the correlation densities - and the maximum likelihood approach in the 
identification of point process systems. No clear answers seem yet to be 
available. Maybe that maximum entropy estimations may provide such a link. 
Given a particular realisation, in this approach not so much the sample 
function density but the expectation of its logarithm is maximized. The 
reader is referred to Snyder [il] for an example. The idea is to derive an 
estimation of the parameters of the model such that given some observe 
input/output characteristic, the most 'uncertainty' remains stored in the 
model. Maybe that in the present correlation - sfd context this should be 
translated into: given observed (e.g. second order) correlation densities, 
what choice of the parameters maximizes the entropy. We want to emphasize 
that at this moment it is all but clear if this point of view is fruitful 
and the idea should closer be investigated. 
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SUH4ARY 
An investigator interested in neural interaction may study this 
subject from several points of view. 
Inspired by anatomy he may be interested in the structure of the 
nervous system in the sense of 'hardware' connections from one cell to 
another, or more macroscopically from one part or nucleus of the brain to 
another. 
In a system theoretical approach an observer may pay attention to the 
electrophysiological processes that are going on in the brain. Here especi-
ally the transformation of processes will be studied, e.g. on a cellular 
level,and use will be made of all kind of data analysis techniques. 
The nervous system may also be investigated on a functional level: 
what is the meaning and function of the brain in the conversion from obser-
vation of a sensory outer world into a behavioural response. 
In this thesis attention has been focussed on the system theoretical 
approach and the central question has been the relation between connectivi-
ty (of nerve cells) and correlation (between activity of nerve cells). More 
generally formulated, what is the association of structure and process in a 
population of mutually interacting neurons. 
For this a model has been proposed (chapter 1) formulating the inter-
action between units. In these neural interaction equations two stages in 
the information processing have been emphasized. On one hand a neuron as-
similates input action potentials into a membrane (or generator) potential. 
On the other hand the generation of action potentials is supposed to be 
stochastic and governed by an instantaneous nonlineanty acting on the 
generator potential. As such the latter may be seen to represent the state 
of the neuron. 
In the analysis of the neural interaction equations a continuous time 
model has been chosen. Depending on the stochastic dynamics of action 
potentials and their influence on the membrane potential it is possible to 
construct several kind of stochastic processes describing the time course 
of the state variable (chapter 2). In short, if the input of a neuron con-
sists of many small, sufficiently independent contributions, the state 
variable evolves (all or not approximately) according to a diffusion 
process. For strongly connected populations the description of a filtered 
point process seems to be more appropriate. In that case neural activity is 
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represented by sequences of delta pulses and a model of mutually 'exciting' 
point processes has been constructed. 
After the more preliminary chapters 1,2 the point process formalism is 
chosen in the analysis of the neural interaction equations. It turns out 
that, apart from the already known linear model, only the assumption of 
exponential pulse generation (multiplicative model) allows the derivation 
of explicit equations for input/output correlation functions of a model 
neuron. The reason is that exponential pulse generation immediately points 
at the characteristic functional of a point process and in its turn this 
functional is closely related with correlation functions. 
For 'solving' such a population of model neurons an essential cri-
terion is presence or absence of connectivity cycles. In a network without 
recurrent connections it is in principle possible to proceed in a succes-
sive way. In this context recall that the connectivity matrix of such a 
system may be put in a triangular form by an appropriate numbering of its 
units. To 'crack' the population, in the first step neurons without input 
from the population should be taken in consideration.In all next steps, 
those remaining neurons are tackled that are innervated by one or more 
preceding shifts. 
If connectivity cycles are present such a procedure will fail since 
within a cycle neurons may not be dissociated but have to be investigated 
simultaneously. On a larger scale, on the level of the condensed population 
(i.e. macro structures are demarcated such that all neurons within a con-
nectivity cycle are put into a 'box') a successive approach may again be 
possible. 
Neurons that are contained in a connectivity cycle will evolve with 
after effects in the sense that activity of the past explicitly influences 
its own future. In this way the neurons activity is a self 'exciting' point 
process. In this thesis attention has been concentrated on the single 
neuron model. Also on this level the neuron may already evolve in a self 
exciting way if a refractory mechanism is incorporated. In the present con-
text refractoriness is modelled by a negative, linear feedback of the out-
put process to the input of the neuron (= connectivity cycle or order 1). 
If refractoriness is neglected (chapter 3) the single unit model may 
be solved in the sense that it is possible to express output auto- and in-
put/output cross-correlation functions into the connectivities and input 
auto correlation densities (exponential pulse generation). Moreover it is 
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possible to perform system identification and parameter estimation. These 
conclusions may be extended to a population if it does not have connectivi­
ty cycles. 
If refractoriness is included (chapter 4) it is not possible to solve 
the single unit as rigorously as the non-self-exciting model. If however 
connectivities and/or firing intensities are not too large it is possible 
to derive suitable approximations for second order correlation densities 
which on the other hand may also well be used to perform system identifica­
tion. This technique, i.e. the identification of nonlinear synaptic inter­
action on basis of correlation functions, has been applied to experimental­
ly obtained stimulus-event data. These results provide the hard core of 
this thesis and may be seen to be concentrated in equation (5.A) (or 
equivalenti/ (5.6)) of chapter 4: 
Q(i) = (1 + < Р Ы ) exp h1 Q * WM(x) - 1 
5(τ) = (1
 +
 у |τ|)(ΐ + #(τ)) exp (h1 S * «
Μ
(|τ|) + h^Q-ff )οΗ
Ν
(τ) ) - 1 
For the meaning of the symbols and range of accuracy of these approxima­
tions the reader is referred to chapter 4. 
The preceding discussion relies on exponential pulse generation. It is 
not clear if for nonlinear or nonexponential models correlation densities 
will be optimal too to perform system identification. For small connectivi­
ties expansion of the pulse generating nonlineanty may be taken in consi­
deration but care must be taken with respect to the range of convergence of 
such connectivity series. 
One alternative approach has been discused: maximum likelihood estima­
tions (chapter 5). This method appears to be suitable if the stochastic 
system is known apart from a few parameters. Maximum likelihood is not for­
mulated in correlation densities but essentially based on sample function 
densities. Recall that sample function densities provide the most elemen­
tary representation of a point process and in the literature all point 
process transforming models are formulated in this format. That is, the 
dynamics are specified by a joint probability density of input and output 
configurations. To lift such a description to a correlation densities based 
formulation, appropriate averages over such configurations have to be 
taken. This may be accompanied with severe mathematical difficulties (e.g. 
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in case of self exciting point processes, chapter 4 ) . 
As already mentioned before, connectivity cycles will result in self 
exciting point processes. In chapter 4 it has been seen that in the deriva-
tion of intensities (or higher order correlation densities) recurrent ex-
pressions will be found (i.e. the density satisfies an implicity defined 
relation). In fact, to derive one correlation density, all correlation den-
sities of the self exciting process already must be known. On the mathemat-
ical level this is the analogue of the physical phenomenon that in feedback 
systems cause and effect are mixed. As a final, qualitative conclusion it 
may be stated that connectivity cycles (structure) induce a self exciting 
evolution of the neural activity (processes) which will be accompanied by 
recurrently prescribed correlation densities (mathematical representation 
of the processes). 
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Het zenuwstelsel van de meeste levende wezens bestaat uit een groot 
aantal cellen (neuronen) die met elkaar verbonden zijn. Via deze verbin-
dingen (synapsen) kunnen zij, hoewel aan hun plaats gebonden, met elkaar 
kommuniceren. Deze kommunikatie geschiedt door middel van kortdurende elek-
trische pulsen (aktiepotentialen) die een cel na ontvangst kunnen aktiveren 
om zelf een aktiepotentiaal uit te zenden (excitatie); deze zal zich dan op 
zijn beurt een weg zoeken over het zenuwnetwerk. Een andere mogelijkheid is 
echter dat ontvangst van aktiviteit de cel juist remt in het zelf genereren 
van aktiviteit (inhibitie). 
Men kan proberen wiskundige modellen te maken die beschrijven hoe een 
zenuwcel door ontvangst van aktiviteit gestimuleerd of geremd wordt in het 
zelf uitzenden van aktiepotentialen. Een zenuwcel reageert echter in het 
algemeen zo komplex dat een alles omvattende modellering onmogelijk moet 
worden geacht. Ook voor een goede benadering van de werkelijkheid zal nog 
altijd een model vereist zijn met zeer veel variabelen en parameters. Een 
ernstig nadeel van zo'n ambitieuze aanpak is dat men het overzicht zal ver-
liezen en snel vastloopt in de wiskundige analyse die ze met zich mee 
brengt. 
Nu hoeft een wiskundige beschrijving van een fysisch fenomeen ook niet 
perfekt te zijn; belangrijker is het verkrijgen van inzicht hoe het in de 
werkelijkheid zou kunnen zijn. 
Ala kompromis tussen enerzijds realiteitszin en anderzijds inzicht en 
overzicht, zal men in het algemeen streven naar een soort minimale be-
schrijving. 
Voor onze interesse, wisselwerking van zenuwcellen, is zo'n beschrij-
ving geformuleerd in hoofdstuk 1. Er is een wiskundig model opgesteld, ge-
baseerd op twee fysiologische variabelen: de elektrische potentiaal van het 
cellichaam (membraanpotentiaal) en de aktiepotentiaal (de pulsen die van de 
ene naar de andere cel gestuurd worden). Merk op dat dit een formulering op 
cellulair nivo is, intracellulaire processen zoals ionenstromen worden niet 
expliciet verrekend. 
Zoals reeds vermeld verzorgt de aktiepotentiaal de kommunikatie tussen 
cellen. De membraanpotentiaal geeft de toestand van een cel, dat wil zeggen 
diens geneigdheid om tot aktiviteit over te gaan. Deze alertheid is het 
resultaat van alle aktiepotentialen uit het verleden die de betrokken cel 
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heeft ontvangen. Samenvattend kan men dan zeggen: aktiepotentialen uit het 
verleden resulteren via membraanpotentialen in aktiepotentialen van de toe-
komst . 
In hoofdstuk 2 wordt op enkel-celnivo het model uit 1 nader geanaly-
seerd. Mogelijke generatiemechanismen en vorm van de aktiepotentiaal worden 
onderzocht. Afhankelijk van de dynamika die men daar kiest, wordt de toe-
stand van het neuron beschreven met een deterministisch proces, een diffu-
sie proces of een gefilterd puntproces. 
In alle volgende hoofdstukken 3-5 is gekozen voor het puntproces for-
malisme voor de beschrijving van neurale wisselwerking. Ik zal eerst probe-
ren een idee van de betekenis van een puntproces te geven en daarna de 
bruikbaarheid van dit konsept voor neurale aktiviteit duidelijk te maken. 
Een puntproces is een verschijnsel waarbij een nauw omschreven gebeur-
tenis zich in de loop der tijd herhaald voordoet. De tijdsduur van zo'n ge-
beurtenis wordt geacht klein te zijn ten opzichte van de tijdspanne tussen 
opvolgende gebeurtenissen. Men kan dan de evolutie van het puntproces weer-
geven door een geordende reeks getallen die de tijdstippen van opvolgende 
optredens weergeven (tijdreeks). De intervallen tussen optredens kunnen 
echter een onregelmatig en onvoorspelbaar verloop hebben; men spreekt dan 
van een stochastisch (dat wil zeggen: door 'toeval' bepaald) puntproces. 
Klassieke voorbeelden zijn de opvolgende tijdstippen op een dag waarop 
klanten het postkantoor betreden, inslagen van deeltjes uit een radioaktief 
preparaat zoals geregistreerd door een teller, of, nog alledaagser, de 
tijdstippen waarop in een voetbalwedstrijd een doelpunt geskoord wordt. 
De aktiepotentiaal van een zenuwcel heeft een pulsachtig verloop: duur 
is van de orde van 1/1000 sekonde en de grootte kan oplopen tot 70 mV. Op-
volgende aktiepotentialen zijn voldoende van elkaar gescheiden om een reeks 
pulsen van een cel die in de loop van de tijd is waargenomen op te vatten 
als een puntproces. 
Een neuron kan dan worden gezien als transformator van puntprocessen: 
een aantal (afhankelijk van de hoeveelheid andere cellen waarvan het be-
trokken neuron aktiviteit ontvangt; elke 'input'-cel biedt één puntproces 
aan) binnenkomende reeksen aktiepotentialen wordt omgezet in één uitgaande 
pulsreeks. Zoals reeds eerder opgemerkt vormt de membraanpotentiaal de 
schakel tussen die reeksen. 
Aan de transformatie van pulsreeksen kunnen twee belangrijke konsepten 
toegekend worden: de konnektiviteit en korrelatie. Een konnektiviteit be-
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schrijft het effekt (in de loop van de tijd) dat een puls van een inkomende 
reeks heeft op de membraanpotentiaal van het ontvangende neuron. Korrelatie 
geeft een maat in hoeverre de ene pulsreeks lijkt op een andere. Wiskundig 
zijn zowel konnektiviteit als korrelatie funkties van de tijd. Het zal dui-
delijk zijn dat konnektiviteit en korrelatie erg veel met elkaar te maken 
hebben. 
In de praktijk is het met mikro-elektrodes mogelijk om de aktiviteit 
van zenuwcellen te meten en dan hieruit korrelatiefunkties te berekenen. De 
vraag rijst dan of deze grootheden iets kunnen zeggen over de koppelingen 
tussen de neuronen. Ofwel, herleid de struktuur (bedradingsschema) uit de 
processen (reeksen aktiepotentialen). In wetenschappenlijke termen heet dit 
probleem systeemidentifikatie. Dit vraagstuk is het centrale thema van het 
voorliggende proefschrift waarvan de resultaten nu als volgt samengevat 
kunnen worden. 
In de analyse van de dynamika van een populatie met wisselwerking 
blijkt het wel of niet aanwezig zijn van rekurrente verbindingen een be-
langrijk onderscheid te geven. Met een rekurrente verbinding wordt bedoeld 
dat het mogelijk is een of meerdere neuronen in de populatie aan te wijzen 
zodanig dat de richting van Synapsen volgende, het mogelijk is een aantal 
andere cellen af te lopen en dan op het neuron te eindigen waar men begon. 
Op enkel-celnivo vertaalt rekurrentie zich naar de aanwezigheid van terug-
koppeling, dat wil zeggen, het toekomstig gedrag van de cel hangt expliciet 
af van zijn gedrag uit het verleden. 
De afwezigheid van konnektiviteitslussen biedt het grote voordeel dat 
het mogelijk is de populatie te ordenen. Wil men nu op een of andere manier 
de populatie 'doorrekenen' dan kan dat op een suksessieve manier gebeuren: 
van cel naar cel, van begin naar eind. 
Indien echter een aantal neuronen wel rekurrent verbonden zijn gaat 
zo'n procedure niet meer op. Dit is makkelijk in te zien wanneer men zich 
realiseert dat de aktiviteit van een neuron in zo'n keten via de andere 
cellen zichzelf beïnvloedt. Als gevolg is er binnen zo'n cyklus geen begin 
of eind, ofwel de begrippen oorzaak en gevolg verliezen hun intuïtieve be-
tekenis. Voor het 'oplossen' van de dynamika van zo'n populatie moeten dan 
alle cellen binnen de lus simultaan bestudeerd worden. 
Met voorafgaande duidt erop dat lussen in de struktuur van een popula-
tie tot gevolg hebben dat de aktiviteiten van de neuronen via het verleden 
hun eigen toekomst beïnvloeden. Zulke processen worden vaak voorzien van 
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het Engelse bijvoeglijk naamwoord 'self exciting' hetgeen heuristisch ver­
taald kan worden met 'zich zelf opwindend'. Deze naamgeving kan enigszins 
misleidend zijn aangezien ook processen die zichzelf onderdrukken self ex­
citing worden genoemd. In dat geval zou de uitdrukking 'self inhibiting' 
beter zijn. Echter, heel waarschijnlijk, hadden de wiskundigen die 'self 
exciting' hebben uitgevonden per ongeluk zich nog nooit in het gedrag van 
zenuwcellen verdiept. Inderdaad is de pulsreeks van een zenuwcel een mooi 
voorbeeld van een self inhibiting puntproces: elke keer dat het neuron 'ge­
vuurd' heeft volgt een tweeledige periode van herstel. Na een dode tijd 
(absoluut refraktaire periode) waarin überhaupt geen hernieuwde aktiviteit 
gegenereerd kan worden, volgt een periode waarin de geneigdheid tot vuren 
minder is dan 'normaal' (relatief refraktaire periode). 
In de wiskundige analyse van het model van hoofdstuk 1 is het in het 
met-self-exciting-geval goed mogelijk expliciete formules af te leiden 
voor de korrelatiefunkties van de pulsreeksen (hoofdstuk 3). Deze formules 
drukken korrelatie uit in konnektiviteit maar het is mogelijk deze relatie 
om te draaien: kennende de processen is het binnen het model mogelijk de 
struktuur te herleiden: systeemidentifikatie. Weliswaar is systeemidentifi-
katie in hoofdstuk 3 slechts toegepast op een enkel, met self exciting mo-
delneuron, echter de procedure laat zich voortzetten tot een populatie zon-
der konnektiviteitslussen dankzij diens natuurlijke ordening. 
Zoals reeds vermeld heeft een reeks aktiepotentialen van een echt neu-
ron een self 'exciting' karakter door de aanwezigheid van refraktaire ef-
fekten. In hoofdstuk 4 wordt het minder realistische met self exciting mo-
del van hoofdstuk 3 gerepareerd en door een negatieve terugkoppeling (auto-
konnektiviteit) van een refraktair mechanisme voorzien. Hier zijn we bij de 
kern van dit proefschrift aangeland: de dynamika van het self exciting neu-
ron volgens het in hoofdstuk 1 geformuleerde puntprocessenmodel. In meest 
kompakte vorm kan het resultaat worden samengevat in formule (5.4) van 
hoofdstuk 4. Deze formule koppelt de dynamika (gegeven door de korrelatie-
funkties Q(·) en S(·)) met de struktuur (gegeven door de konnektiviteiten 
W..(·) en WM(·)) van het refraktaire modelneuron. Ook hier is het weer moge-
lijk geweest de relatie korrelatie-konnektiviteit naar beide zijden op te 
lossen: dat wil zeggen, beschrijving van processen uit struktuur en identi-
fikatie van struktuur uit processen. De hier ontwikkelde techniek is ver-
volgens toegepast op stimulus-response data van 'echte' neuronen uit de 
middenhersenen van de bruine kikker. 
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Enige beperkende kanttekeningen moeten nog worden gezet. In onze iden-
tifikatieprocedure is aangenomen dat de invloed van het ene neuron op het 
andere met te groot 13. Daarnaast werd verondersteld dat het pulsgenere-
rende mechanisme van een bepaalde vorm (exponentieel) is. Aan deze aannamen 
zal in de praktijk met altijd voldaan worden met de mogelijke konsekwentie 
dat systeemidentifikatie op basis van korrelatiefunkties met meer mogelijk 
is. Alternatieve technieken dienen dan ontwikkeld te worden; misschien zijn 
dat maximun likelihood schattingen die met gebaseerd zijn op korrelatie-
funkties maar op de fundamentelere padfunkties. In hoofdstuk 5 is een een-
voudig voorbeeld uitgewerkt. 
In de voorafgaande paragraaf is echter niet de belangrijkste beperking 
aangegeven. Essentieier lijkt de restnktie dat in het hele proefschrift 
slechts de dynamika van één modelneuron geanalyseerd is. Voor het begrijpen 
van hersenen (of welk ander kooperatief/kompetatief werkend ensemble dan 
ook) zal kennis van één neuron niet voldoende zijn maar moet het simultane 
gedrag van grote groepen 'mutual interacting' cellen (assemblies) bestu-
deerd worden. 
Ik voorzie mogelijkheden de techniek die tot (5.4) leidde uit te brei-
den naar minstens met al te grote groepen neuronen met wisselwerking en op 
die manier verband te leggen tussen multivariate korrelaties en konnektivi-
teiten. Misschien dat daarna het toepasen van statistische technieken over 
de (self exciting) populatie belangrijk inzicht kan geven in het funktio-
neren van het meest komplexe maar tevens boeiendste puntprocessen 
transformerende systeem: de hersenen. 

201 
CURRICULUM VITAE 
Ik ben op 18 januari 1955 geboren te Boekei, Noord Brabant. 
Na vier jaar Mulo А, В (Vught/Uden) volgden drie jaar VWO aan het Mgr 
Zwijsen College te Veghel waar het eindexamen Atheneun В in 1974 werd 
afgelegd. In september van dat jaar startte ik mijn studie Wiskunde aan de 
Katholieke Universiteit te Nijmegen (=: KUN). Het kandidaatsexamen werd 
afgelegd op 4 november 1976. De afstudeerrichting in de doktoraalfase was 
Zuivere Wiskunde met als hoofdvak Meetkunde. De bijvakken waren Analyse en 
Sterrenkunde. De sknptie binnen het hoofdvak werd voltooid o.l.v. Prof. Dr 
J.H. de Boer. In dit afstudeeronderzoek werden de lokaal vrije schoven van 
O-modulen van rang 2 op IP^ CC) korresponderende met het 1-instanton ( = 
minimum energie oplossing van de Yang-Mills vergelijking) gekonstrueerd. 
Van 1 oktober 1980 tot 1 oktober 1984 ben ik werkzaam geweest als 
wetenschappelijk medewerker op het Laboratorium voor Medische Fysika en 
Biofysika (KUN). Onder leiding van Dr P.I.M. Johannesma en Prof.Dr J.J. 
Eggermont heb ik in die periode gewerkt aan een wiskundig model voor 
neurale wisselwerking. De resultaten van het onderzoek zijn weergegeven in 
deze dissertatie. Het projekt werd gesubsidieerd door de Nederlandse 
Organisatie voor Zuiver Wetenschappelijk Onderzoek (ZWO). 

Stellingen 
1. Zonder exponentiële funkties was dit proefschrift niet mogelijk 
geweest. 
2. Voor de overgang van een random walk in diskrete tijd naar een 
diffusieproces in kontinue tijd neemt men in de literatuur altijd een 
model waarbij de verplaatsing Δυ evenredig is met de vierkantswortel 
van het tijdsinkrement At: AU ~ At a, a = 1/2. Hoofdstuk 2 van dit 
proefschrift laat zien dat het voor elke α ε (0,1/2] mogelijk is een 
diffusieproces uit een random walk te konstrueren mits men op de 
juiste manier overgangskansen naar At schaalt. 
3. De kumulantdichtheden h
n
(·), η ε IN, van een stochastisch (punt)proces 
zijn op de volgende manier uitgedrukt in de produkt (of moment) 
dichtheden f|<(·), к ε W, van dat proces: 
η 1' 2' ' η ki+2k2+.•.+nk
n
=n 
.(k 1 +k 2 +... +k nH)!S t l... t nf/
klV k 2 )...fn ( k n ) 
waar Γ| '2 •••^η e e n Produkt is van к-) faktoren fi(·), k2 
faktoren f2(·,·) .... enz. De íti...t vormt de som van niet samenval-
lende permutaties van de tijdsvariabelen t"| ,t2,. · · ,tn over deze 
partitie. 
4. Indien men puntprocessen N: [R+ + tN0 klassificeert op basis van het 
aantal kumulantdichtheden ongelijk aan nul, bezit het exponentiële 
neuronmodel (hoofdstuk 3 van dit proefschrift) een invariantie-eigen-
schap in de zin dat het Peri Event Stimulus Ensemble (PESE) tot de 
zelfde klasse behoort als het Stimulus Ensemble (SE). Bovendien is het 
mogelijk de kumulantdichtheden van het PESE expliciet uit te drukken in 
die van het SE. Afgezien van de triviale konnektiviteit in het model, 
zal een stationair SE resulteren in een niet-stationair PESE. 
5. In de dynamika van een populatie met wisselwerking staan (i) konnekti-
viteitslussen (struktuur), (ii) self-'exciting' tijdsevolutie van toe-
standsvariabelen (processen) ên (iii) impliciet geformuleerde wiskun-
dige uitdrukkingen (representatie) in nauw verband met elkaar. 
6. Het is waarschijnlijk dat het wiskundige begrip 'variëteit met struk-
tuur' en de op dat onderwerp ontwikkelde theorie, konseptueel inzicht 
kan verschaffen in eigenschappen van neural assemblies. 
7. Het optreden van chaotisch gedrag in met-lineaire dynamische systemen 
doet vermoeden dat voor vele biologische, chemische en fysische proces-
sen een representatie door gemiddeldes tot onjuiste en misleidende kon-
klusies kan leiden. 
8. Menig 'zuivere' wiskundige zou zijn resultaten toegankelijk kunnen 
maken voor toepassingsgerichte natuurwetenschappers door een aangepaste 
layout en stijl, veelvuldige presentatie van praktische voorbeelden en 
het in ruime mate toevoegen van verhelderende illustraties. 
9. Het tot zinken brengen van het aktieschip 'Rainbow Warrior' van de 
milieu-organisatie Greenpeace werd met de Franse slag uitgevoerd. 
10. Gezien de enorme meerderheid van koeien van het Maas/Rijn/IJssel-ras 
met overmaat bonte oren ten opzichte van soortgenoten met overmaat 
witte oren, mag men aannemen dat voor dit ras een bonte oorkleur 
genetisch dominant opgeslagen is. 
11. Indien klubs uit het betaalde voetbal per seizoen het geld gemoeid met 
hun meest kostbare spelerstransfer ten goede zouden doen komen aan hun 
supporters in de vorm van begeleiding, opvang en klubhuisfaciliteiten, 
zou dit een aanzienlijke reduktie van voetbalsupportersagressie 
opleveren. 
12. De eis dat stellingen bij een proefschrift op een los vel ingevoegd 
dienen te worden geeft naar mijn mening een korrekte weergave van de 
importantie die men hen moet toekennen ten opzichte van het 
onderzoeksmateriaal weergegeven in het eigenlijke proefschrift. 
nijmegen, 31 oktober 1985 henk van den boogaard 


