The surface normals of a 3D human model, generated form multiple viewpoint capture, are refined using an iterative variant shape-from-shading technique to recover fine details of clothing. The method requires the images to consist of a number of uniformly coloured surface patches.
Introduction
Realistic 3D reconstruction of the full human body is a important task for both film and game production. In most cases the realism of the model is captured by the coloured texture map pasted on the underlying surface, whilst the 3D geometry only represents the overall shape. The fine details -e.g.: wrinkles and folds of clothing -are too small to be recovered by either stereo or visual hull [2] techniques. Our motivation is to further widen the applicability of human models by representing small scale features and using these to enhance the visual appearance of the models in augmented reality applications. Special attention is paid to the effect of changing illumination.
The proposed method refines only the surface normals without changing the 3D shape using a variant shape-fromshading technique. General shape-from-shading techniques assume the surface of the objects to be modelled Lambertian and the direction of illumination known. In the case of a studio illumination, the direction of the illumination is not known. In a studio scene, there are several high intensity lights and ambient illumination reflecting from the background. The proposed technique applies an iterative algorithm to approximate the direction of an ideal point illuminant.
Iterative normal-from-shading
The presented technique segments the object in uniformly coloured regions. These regions are processed separately. First, the intensity values within each region are normalised to the [0 1] interval, mapping the minimum intensity of the region to 0 and the maximum to 1. Second, the image gradient is calculated in every point of the region. Third, surface normals are estimated in every point of the image similarly to [1] assuming an illumination perpendicular to the image plane. Finally the estimated normals are compared to the surface normals of the original 3D model and the best rotation to overlay them is calculated using least-square. This rotation is applied to the illumination direction followed by the re-estimation of the rotation between the calculated and the original normals. This process is continued until the change of the illumination direction is bellow a predefined threshold.
Results
The illustration depicts 3 frames of a video sequence followed by the 3 frames showing enhanced surface details on the upper body of the actor. The ripples are changing according to the movement of the right arm. In the 3 right hand side images, the illumination is artificial and rotating from left to right emphasising the changing appearance of the clothing. During the relighting of the model the original shape was used to produce the cast shadows however the enhanced surface normals were applied during shading. The lower body retains the original level of details of the visual hull reconstruction process without enhancing the normals.
The results show that using the proposed technique it is possible reconstruct detailed surface features enabling realistic relighting of studio scenes. We are currently working on improving realism.
