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LOCALIZED DENSITY MATRIX MINIMIZATION AND LINEAR SCALING
ALGORITHMS
RONGJIE LAI AND JIANFENG LU
ABSTRACT. We propose a convex variational approach to compute localized density
matrices for both zero temperature and finite temperature cases, by adding an entry-
wise ℓ1 regularization to the free energy of the quantum system. Based on the fact that
the density matrix decays exponential away from the diagonal for insulating system or
system at finite temperature, the proposed ℓ1 regularized variational method provides
a nice way to approximate the original quantum system. We provide theoretical analy-
sis of the approximation behavior and also design convergence guaranteed numerical
algorithms based on Bregman iteration. More importantly, the ℓ1 regularized system
naturally leads to localized densitymatrices with banded structure, which enables us to
develop approximating algorithms to find the localized densitymatrices with computa-
tion cost linearly dependent on the problem size.
1. INTRODUCTION
Efficient calculation of the low-lying spectrum of operators plays a central role in
many applications. In particular, in the context of electronic structure theory, given a
discretized effective Hamiltonian (such as the current iterate in a self-consistent itera-
tion), the goal is to obtain the density matrix corresponds to the number of electrons.
For zero temperature, the density matrix is the projection operator onto the low-lying
eigenspace; for finite temperature, the density matrix is given by the Fermi-Dirac func-
tion acting on the Hamiltonian [20,29].
In this work, we extend the variational approach for localized density matrix in our
previous work [17] to finite temperature, by adding entrywise ℓ1 penalty to the free en-
ergy of the quantum system (which, in the context of density functional theory, corre-
sponds to the linear version of the Mermin functional [23]). We also theoretically show
that the proposed localized density matrix approximates, via the Frobenius norm, the
true density matrix linearly depends on the regularization parameter 1/η. In addition,
convergence guaranteed numerical algorithms are also designed to solve the proposed
problems based on Bregman iteration.
More importantly, this paper focuses on efficient algorithms to minimize the vari-
ational problem for localized density matrix both at zero and finite temperature. In
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particular, we develop linear scaling algorithms such that the computational cost scales
linearly as the dimension of the matrix. The key idea is to exploit the decay of the den-
sity matrix away from the diagonal, the ℓ1 regularized localized density matrices enable
us to approximate the original variational problem by restricting to bandedmatrices.
Linear scaling algorithms have been a focused research direction in electronic struc-
ture calculation since 1990s. Closely related to our context is the density matrix mini-
mization (DMM) algorithms, first introduced by Li, Nunes, and Vanderbilt [18] andDaw
[6], and have been further developed since then, see e.g., the reviews [3, 11]. These al-
gorithms are based on the fact that for insulating system or systems at finite tempera-
ture, the density matrix decays exponentially away from the diagonal (see e.g., [1,7,15]).
Thus, one may require the density matrices to satisfy prescribed sparsity structures,
such as banded matrices for 1D problem. As a result, the degree of freedom and the
computational cost becomes linear scaling. Another closely related class of methods
is the purification method of density matrix (see e.g., [21, 22, 24, 28] and a review [25]).
Unlike the approach of DMM and that we take in this work, these methods are not vari-
ational.
We emphasize a crucial difference between our approach and the previous works:
Our variational problem is still convex even after truncation! This is in stark contrast to
the previous formulations where the convexity is lost by using purification [22] or other
techniques to approximate the inverse of density matrix [4]. This loss of convexity often
introduces local minimizers to the variational problem and also issues of convergence.
We note that even when the ℓ1 regularization is dropped from our variational problem,
it is still convex and different from the standard DMMalgorithms. In fact, it would be of
interest to explore this convex formulation, which will be considered in our future work.
The rest of the paper is organized as follows. In the next section, we introduce the
variational principles for localized density matrix for both zero and finite temperature
cases, with their approximation properties. In Section 3, we introduce the Bregman iter-
ation type algorithms to solve these minimization problems. Linear scaling algorithms
are discussed in Section 4. We validate the algorithms through numerical examples in
Section 5. Some conclusive remarks are discussed in Section 6.
2. LOCALIZED DENSITY MATRIX MINIMIZATION
In this work, wewill consider a family of energy functionals with parameters β and η:
(1) Eβ,η = tr(HP )+
1
β
tr
{
P lnP + (1−P ) ln(1−P )
}
+
1
η
P1
where · denotes the entrywise ℓ1 norm of a matrix and H and P are n×n symmetric
matrices, which are respectively the (discrete) Hamiltonian and density matrix in the
context of electronic structure calculation. Here β is the inverse temperature and η is
the parameter for the ℓ1 regularization.
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Recall that the starting point of [17] is the convex variational principle for density
matrix
(2)
min
P∈Rn×n
E∞,∞(P )= min
P∈Rn×n
tr(HP ),
s.t. trP =N , P = PT, 0¹P ¹ I ,
where the notation A ¹ B denotes that B − A is a symmetric positive semi-definite ma-
trix. Note that the constraint 0 ¹ P ¹ I is the convexification of the idempotency con-
straint P = P2, which gives the same minimizer for non-degenerate problems (see e.g.,
[17, Proposition 1]). Indeed, denote {λi ,φi }
n
i=1
the eigenvalue and eigenvector pairs of
H with the assumption λN <λN+1, the solution of (2) is given by
(3) P∞,∞ =
N∑
i=1
φiφ
T
i ,
the projection operator on the subspace spanned by the first N eigenvectors.
The variational principle (2) corresponds to the physical zero temperature case (and
hence the inverse temperature β=∞), for finite temperature, weminimize the free en-
ergy
(4)
min
P∈Rn×n
Eβ,∞(P )= min
P∈Rn×n
tr(HP )+
1
β
tr
{
P lnP + (1−P ) ln(1−P )
}
s.t. trP =N , P =PT, 0¹P ¹ I ,
where we have used the Fermi-Dirac entropy
(5) ϕ(x)= x lnx+ (1− x) ln(1− x), x ∈ [0,1].
Note that
ϕ′(x)= lnx− ln(1− x),(6)
ϕ′′(x)= x−1+ (1− x)−1,(7)
and hence ϕ′′(x) ≥ 4 for x ∈ [0,1]. Therefore, trϕ(P ) is strictly convex with respect to P
and the minimizer of (4) exists and is uniquely given by
(8) Pβ,∞ =
[
1+exp(β(H −µ))
]−1
=
n∑
i=1
ρiφiφ
T
i ,
where ρi is the occupation number of the i -th eigenstate, given by
ρi =
1
1+exp(β(λi −µ))
∈ [0,1], i = 1, . . . ,n,
and µ is the Lagrange multiplier for the constraint trP = N , known as the chemical po-
tential. It is determined by
n∑
i=1
1
1+exp(β(λi −µ))
=N .
For a fixed Hamiltonian matrix, µ is then a function of β. It is not difficult to see that
(9) lim
β→∞
µ(β)=
1
2
(λN +λN+1),
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which lies in between the highest occupied and lowest unoccupied eigenvalues.
In [17], the following ℓ1 regularized version of the variaional principle (2) is proposed
as a convexified model for compressed modes introduced in [27].
(10)
P∞,η =arg min
P∈Rn×n
E∞,η = min
P∈Rn×n
tr(HP )+
1
η
P1,
s.t. trP =N , P =PT, 0¹P ¹ I ,
where  ·1 is the entrywise ℓ1 matrix norm and η is a penalty parameter for entrywise
sparsity. The variational principle provides P∞,η as a sparse representation of the pro-
jection operator onto the low-lying eigenspace. Numerical experiments in [17] demon-
strate the localization of P∞,η for the above ℓ1 regularizedmodel.
For the finite temperature, applying the same ℓ1 regularization to enhance sparsity,
we arrive at
(11)
min
P∈Rn×n
Eβ,η(P )= min
P∈Rn×n
tr(HP )+
1
β
tr
{
P lnP + (1−P ) ln(1−P )
}
+
1
η
P1
s.t. trP =N , P =PT, 0¹P ¹ I .
Since this variational principle is strictly convex, the minimizer exists and is unique.
We will call the minimizing density matrix obtained by the above variational prin-
ciples the localized density matrix (LDM). We provide in the remaining of this section
some approximation results of LDM as the parameter η→∞.
Theorem 1. Assume H is non-degenerate that λN < λN+1 and denote P∞,∞ the mini-
mizer of (2). Let P∞,η be a minimizer of (10), we have
(a) 0≤ E∞,∞(P∞,η)−E∞,∞(P∞,∞)≤
1
η
P∞,∞1.
(b) ‖P∞,η−P∞,∞‖
2
F ≤
2
η
P∞,∞1
(λN+1−λN )
.
In particularly, lim
η→∞
E∞,∞(P∞,η)= E∞,∞(P∞,∞), and lim
η→∞
∥∥P∞,η−P∞,∞∥∥F = 0.
Remark. Recall that the minimizer of (10) might not be unique [17], nevertheless the
theorem applies to any minimizers.
Proof. It is clear that E∞,∞(P∞,∞) ≤ E∞,∞(P∞,η) as P∞,∞ minimizes the energy E∞,∞.
On the other hand,since Pη is an optimizer of (10), we have,
E∞,∞(P∞,η)≤ E∞,∞(P∞,η)+
1
η
P∞,η1 ≤ E∞,∞(P∞,∞)+
1
η
P∞,∞1
which yields the statement (a).
To show (b), we denote {λi ,φi }
n
i=1
the eigenpairs of H and recall that
P∞,∞ =
∑
1≤i≤N
φiφ
T
i .
Moreover, asP∞,η is symmetric andhencediagonalizable, wedenote {σi ,vi }
n
i=1
its eigen-
pairs, with P∞,ηvi = σi vi . Note that
∑
i σi = N and σi ∈ [0,1] since P∞,η satisfies the
constraint of (10).
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Using the property of trace, we calculate
tr(HP∞,η)=
n∑
i=1
〈φi ,HP∞,ηφi 〉 =
n∑
i=1
λi 〈φi ,P∞,ηφi 〉 =:
n∑
i=1
λi si ,
where the last equality defines the shorthand notation si = 〈φi ,P∞,ηφi 〉. Since 0 ¹
P∞,η ¹ I and trP∞,η =N , we have
0≤ si ≤ 1, and
n∑
i=1
si =
n∑
i=1
〈φi ,P∞,ηφi 〉 = trP∞,η =N .
We now estimate, based on these properties of {si },
1
η
P∞,∞1 ≥ E∞,∞(P∞,η)−E∞,∞(P∞,∞)
=
n∑
j=1
λ j s j −
N∑
j=1
λ j ≥
N∑
j=1
λ j (s j −1)+
n∑
j=N+1
λ j s j
≥ λN
N∑
j=1
(s j −1)+λN+1
n∑
j=N+1
s j = (λN+1−λN )
N∑
j=1
(1− s j ).
This yields
(12) N −
N∑
j=1
s j =
N∑
j=1
(1− s j )≤
1
η
P∞,∞1
(λN+1−λN )
.
We complete the proof of (b) by∥∥P∞,η−P∞,∞∥∥2F = tr((P∞,η−P∞,∞)2)
= tr(P2∞,η)−2tr(P∞,∞P∞,η)+ tr(P
2
∞,∞)
≤ tr(P∞,η)−2tr(P∞,∞P∞,η)+ tr(P∞,∞)
= 2N −2
n∑
i=1
〈φi ,P∞,∞P∞,ηφi 〉
= 2
(
N −
N∑
j=1
s j
)
≤
2
η
P∞,∞1
(λN+1−λN )
.

For the finite temperature case, we have the following analogous result.
Theorem 2. Denote Pβ,∞ and Pβ,η the minimizer of (4) and (11) respectively, it holds
(13) 0≤ Eβ,∞(Pβ,η)−Eβ,∞(Pβ,∞)≤
1
η
Pβ,∞1,
and also the estimate
(14) tr
(
max
(
β−1,
∣∣H −µ∣∣)(Pβ,η−Pβ,∞)2)≤ 1
η
Pβ,∞1.
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Remark. Note that as immediate consequence of (14), we have the estimate in Frobe-
nius norm
(15)
∥∥Pβ,η−Pβ,∞∥∥2F ≤ 1ηPβ,∞1min(β,maxi ∣∣λi −µ∣∣−1).
Taking the limit β→∞, as the chemical potential µ→ 12 (λN +λN+1), we get
lim
β→∞
min
i
∣∣λi −µ∣∣→ λN+1−λN
2
.
Therefore, we recover the estimate for zero temperature case (assuming λN <λN+1).
Proof. By optimality of Pβ,η and Pβ,∞, we have Eβ,∞(Pβ,∞)≤ Eβ,∞(Pβ,η) and
(16)
1
η
Pβ,∞1 ≥ Eβ,∞(Pβ,η)−Eβ,∞(Pβ,∞)
= tr
(
(Pβ,η−Pβ,∞)H
)
+β−1 tr
(
ϕ(Pβ,η)−ϕ(Pβ,∞)
)
.
Hence, we obtain the first conclusion (13) of the theorem.
Recall that ϕ′(x)= lnx− ln(1− x) and hence by explicit calculation using (8)
ϕ′(Pβ,∞)= ln
(
Pβ,∞(I −Pβ,∞)
−1
)
=−β(H −µ).
Therefore
tr
(
(Pβ,η−Pβ,∞)H
)
= tr
(
(Pβ,η−Pβ,∞)(H −µ)
)
=−β−1 tr
(
ϕ′(Pβ,∞)(Pβ,η−Pβ,∞)
)
,
where we have used that trPβ,η = trPβ,∞ = N in the first equality. Substitute into (16),
we get
(17)
1
η
Pβ,∞1 ≥β
−1
[
tr
(
ϕ(Pβ,η)−ϕ(Pβ,∞)
)
− tr
(
ϕ′(Pβ,∞)(Pβ,η−Pβ,∞)
)]
Note that the right hand side is the Bregman divergence of ϕ. For x, y ∈ [0,1], we have
ϕ(x)−ϕ(y)−ϕ′(y)(x− y)= x(lnx− ln y)+ (1− x)(ln(1− x)− ln(1− y)),
which is the Fermi-Dirac relative entropy. Following a similar calculation in [14, Theo-
rem 1] (see also an improved version in [9]), we minimize x ∈ [0,1] for fixed y and find
x ln
x
y
+ (1− x) ln
1− x
1− y
≥
ln
1−y
y
1−2y
(x− y)2.
Explicit calculation verifies that for y ∈ [0,1], we have
ln
1−y
y
1−2y
≥max
(∣∣ln 1− y
y
∣∣,1).
Hence, combining with (17) and using Klein’s lemma [30, Theorem 2.5.2], we arrived at
the estimate (14)
1
η
Pβ,∞1 ≥ tr
(
max
(
β−1,
∣∣H −µ∣∣)(Pβ,η−Pβ,∞)2).

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3. NUMERICAL ALGORITHMS FOR LDMS
3.1. Bregman iteration for LDMs. In [17], a numerical algorithm has been proposed
to solve (10) based on Bregman iteration. Bregman iteration was first introduced into
information science for solving total variation related problems as an analog of “adding
back thenoise” in imagedenoising [26]. Split Bregman iterationhas been later proposed
in [13] based on the idea of variable splitting. These algorithms have since received in-
tensive attention due to its efficiency inmany ℓ1 related constrained optimization prob-
lems [34, 35]. The equivalence of the Bregman iteration with the alternating direction
method ofmultipliers (ADMM),Douglas-Rachford splitting and augmented Lagrangian
method can be found in [5,8,33,35].
Let’s first recall the algorithm proposed in [17]. By introducing auxiliary variablesQ
and R, the optimization problem (10) is equivalent to
(18)
min
P,Q ,R∈Rn×n
1
η
Q1+ tr(HP )
s.t.Q =P, R =P, trP =N , 0¹R ¹ I ,
The method of Bregman iteration suggests to approach (18) by solving:
(Pk ,Qk ,Rk )= arg min
P,Q ,R∈Rn×n
1
η
Q1+ tr(HP )(19)
+
λ
2
‖P −Q+Bk−1‖2F +
r
2
‖P −R+Dk−1‖2F
s.t. trP =N , 0¹R ¹ I ,
Bk =Bk−1+Pk −Qk ,(20)
Dk =Dk−1+Pk −Rk ,(21)
where variables B,D are essentially Lagrangian multipliers and parameters r,λ control
the penalty terms. Solving Pk ,Qk ,Rk in (19) alternatively leads to algorithm 1, proposed
in [17].
1 InitializeQ0 =R0 =P0 ∈C = {P ∈Rn×n | P =PT, trP =N , 0¹ P ¹ I },B0 =D0 = 0
2 while “not converge" do
3 Pk = Γk −
tr(Γk)−N
n
, where Γk =
λ
λ+ r
(Qk−1−Bk−1)+
r
λ+ r
(Rk−1−Dk−1)−
1
λ+ r
H .
4 Qk = Shrink
(
Pk +Bk−1,
1
λη
)
= sign(Pk +Bk−1)max
{
|Pk +Bk−1|−
1
λη
,0
}
.
5 Rk =V min{max{Λ,0},1}V T , where [V , Λ]= eig(Pk +Dk−1).
6 Bk = Bk−1+Pk −Qk .
7 Dk =Dk−1+Pk −Rk .
Algorithm 1: Zero temperature localized density matrix minimization
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Similarly, the LDM for the finite temperature case proposed in (11) can also be solved
based on Bregman iteration. By introducing auxiliary variablesQ and R, the optimiza-
tion problem (11) is equivalent to
(22)
min
P,Q ,R∈Rn×n
1
η
Q1+ tr(HP )+
1
β
tr
{
P lnP + (1−P ) ln(1−P )
}
s.t.Q =P, R =P, trQ =N , 0¹R ¹ I .
Note that we have explored the flexibility of the augmenting approach to impose the
trace constraint on Q , which is equivalent of imposing the constraint on P . The mini-
mization (18) can be iteratively solved by:
(23)
(Pk ,Qk ,Rk )= arg min
P,Q ,R∈Rn×n
1
η
Q1+ tr(HP )+
1
β
tr
{
P lnP + (1−P ) ln(1−P )
}
+
λ
2
‖P −Q+Bk−1‖2F +
r
2
‖P −R+Dk−1‖2F
s.t. trQ =N , 0¹R ¹ I ,
Bk =Bk−1+Pk −Qk ,
Dk =Dk−1+Pk −Rk ,
where variablesB,D andparameters r,λhave the similar roles as in (19). SolvingPk ,Qk ,Rk
in (23) alternatively leads to the following three sub-optimization problems.
1◦ Pk = arg min
P∈Rn×n
tr(HP )+
1
β
tr
{
P lnP + (1−P ) ln(1−P )
}
+
λ
2
‖P −Qk−1+Bk−1‖2F
+
r
2
‖P −Rk−1+Dk−1‖2F .
2◦ Qk = arg min
Q∈Rn×n
1
η
Q1+
λ
2
‖Pk −Q+Bk−1‖2F , s.t. trQ =N .
3◦ Rk = arg min
R∈Rn×n
‖Pk −R+Dk−1‖2F , s.t. 0¹R ¹ I .
Note that the sub-minimization problem 3◦ of algorithm 2 can be solved explicitly, sim-
ilarly as before
Rk =V min{max{Λ,0},1}V T , where [V , Λ]= eig(Pk +Dk−1).
To solve the sub-problem 2◦ of algorithm 2, let’s denote by Qo the off-diagonal part of
Q and write Qd as the diagonal vector of Q . Namely, we have Q = Qo +diag(Qd ). We
also use similar notations for all other matrices. Then the solution of the sub-problem
2◦ can be written asQk =Qko +diag(Q
k
d
), whereQko andQ
k
d
are given by (denotingMk =
Pk +Bk−1)
Qko = Shrink
(
Mko , (λη)
−1
)
= sign(Mko )max
{∣∣∣Mko ∣∣∣− (λη)−1,0} ,(24)
Qkd = arg minQd∈Rn
1
η
‖Qd‖1+
λ
2
‖Qd −M
k
d ‖
2, s.t. 1TQd =N .(25)
here, 1 is a n×1 vector with all elements 1. Note that (25) is a convex optimization prob-
lem with size n, which can be efficiently solved using the following Bregman iteration.
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(26)
Qk ,s
d
= Shrink
(
λ
λ+ r
Mkd +
r
λ+ r
(v s−1−bs−1),
1
(λ+ r )η
)
.
v s =Qk ,s
d
+bs−1−
1
n
(
1T (Qk ,s
d
+bs−1)−N
)
.
bs = bs−1+Q
k ,s
d
− v s .
Next, we propose to iteratively solve the sub-minimization 1◦ in algorithm 2.
(27) Pk = arg min
P∈Rn×n
tr(HP )+
1
β
tr
{
P lnP + (1−P ) ln(1−P )
}
+
λ
2
‖P −Qk−1+Bk−1‖2F
+
r
2
‖P −Rk−1+Dk−1‖2F .
Note that this is a convex problem, and hence the existence of uniqueness of Pk is guar-
anteed. By the KKT condition, Pk satisfies
(28) H +
1
β
(lnPk − ln(1−Pk ))+λ(Pk −Qk−1+Bk−1)+ r (Pk −Rk−1+Dk−1)= 0.
Equivalently, we may write the above equation as
(29) Pk =
[
1+exp
(
β
(
H +λ(Pk −Qk−1+Bk−1)+ r (Pk −Rk−1+Dk−1)
))]−1
.
Thus a natural iterative scheme to solve for Pk is given by
Z l+1 =
1
1+exp(βY l )
;(30)
Y l =H +λ(Z l −Qk−1+Bk−1)+ r (Z l −Rk−1+Dk−1).(31)
The following proposition gives the convergence of the above scheme.
Proposition 3. Assumeβ(λ+r )< 4. Given any symmetricmatricesQ ,R,B,D ∈Rn×n , the
iteration scheme
Z l+1 =
1
1+exp(βY l )
;
Y l =H +λ(Z l −Q+B)+ r (Z l −R+D)
converges exponentially as l →∞:
(32)
∥∥∥Z l −Z ∗∥∥∥= (β(λ+ r )/4)l ∥∥Z 0−Z ∗∥∥ ,
where Z ∗ is the unique solution of (27).
Proof. Denote the Fermi-Dirac function
φβ(x)=
1
1+exp(βx)
.
We have then
max
x
∣∣∣φ′β(x)∣∣∣=maxx
∣∣∣∣∣ βexp(βx)(1+exp(βx))2
∣∣∣∣∣≤β/4.
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Therefore,∥∥∥Z l+1−Z ∗∥∥∥= ∥∥∥φβ(Y l )−φβ(Y ∗)∥∥∥≤ β
4
∥∥∥Y l −Y ∗∥∥∥= β(λ+ r )
4
∥∥∥Z l −Z ∗∥∥∥ ,
where Y ∗ =H+λ(Z ∗−Q+B)+r (Z ∗−R+D). The proposition then follows by iterating
with respect to l . 
In summary, we arrive at algorithm 2 for (11).
1 InitializeQ0 =R0 =P0 ∈C ,B0 =D0 = 0
2 while “not converge" do
3 while “not converge" do
4 Y k ,l =H +λ(Z k ,l−1−Qk−1+Bk−1)+ r (Z k ,l−1−Rk−1+Dk−1).
5 Z k ,l =
1
1+exp(βY k ,l )
.
6 Pk = Z k ,l .
7 Qk =Qko +diag(Q
k
d ), whereQ
k
o andQ
k
d
are given by (24) and (25).
8 Rk =V min{max{Λ,0},1}V T , where [V , Λ]= eig(Pk +Dk−1).
9 Bk = Bk−1+Pk −Qk .
10 Dk =Dk−1+Pk −Rk .
Algorithm 2: Finite temperature localized density matrix minimization.
Remark. In practice, it is not necessary to require all inner iterations convergence in
algorithm 2. In our numerical experiments, we run all the inner iterations in algorithm
2 within a given small number of steps, as Z l converges exponentially by Proposition 3.
Theorem 4 (Convergence of Algorithm 1 and Algorithm 2).
(1) The sequence
{
(Pk ,Qk ,Rk )
}
k generated by algorithm 1 from any starting point
converges to a minimum of the variational problem (10).
(2) The sequence
{
(Pk ,Qk ,Rk )
}
k generated by algorithm 2 from any starting point
converges to a minimum of the variational problem (11).
Proof. The convergence of algorithm 1 is proved in [17]. The proof in fact also applies
verbatim to algorithm 2 as it is written for generic convex energy E (P ). 
While the minimization problems (10) and (11) are convex and the proposed algo-
rithms converge to the minimizers by theorem 4, it is also clear that the computational
efficiency of the algorithms 1 and 2 is limited by the eigen-decomposition in the step
of eigenvalue thresholding, and also the inner iteration in the finite temperature case.
The computational cost for standard eigen-decompsition algorithm is O(n3), which is
rather expensive for large scale calculations. In the next section, inspired by ideas from
linear scaling algorithms for electronic structure, we propose approximate algorithms
to solve (10) and (11) by replacing eigendecompsition with polynomial functions acting
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on matrices. The resulting algorithms have computational cost linearly scaled with the
matrix size n.
4. APPROXIMATION BY BANDED MATRICES AND LINEAR SCALING ALGORITHMS
Based on results indicated in theorems 1 and 2, the proposed LDM serves as a nice
approximation of the true densitymatrix. More importantly, similar tomany ℓ1 regular-
ization methods developed for compressed sensing problems, the minimizing density
matrices are expected to have certain sparse structure. More precisely, we denote the
set of all banded matrices with band width w as
(33) Bw =
{
P = (pi j ) ∈R
n×n
|P = PT ,pi j = 0, ∀ j ∉N
w
i
}
,
where N w
i
denotes as a w-neighborhood of i . In particular, for the 1D examples con-
sidered later in this paper, the neighborhood is chosen as
N
w
i = { j ∈ {1,2, . . . ,n} |
∣∣i − j ∣∣ mod n ≤w},
for an given band width w ∈
{
0,1,2, · · · , [n
2
]
}
(w is typically chosen much smaller than
n/2). For example, consider a banded discretized Hamiltonian H (e.g., a central differ-
ence discretization of Hamiltonian − 1
2
∆+V ), numerical results in [17] suggest that the
LDM is banded with a small band width. We remark that, however, theoretical valida-
tion of this observation is still open and remains to be investigated in future works.
This motivates the following variational problems to approximate the LDMs pro-
posed in (10) and (11) by simply constraining the problems on the set of banded ma-
trices.
(34)
min
P∈Rn×n
E
w
∞,η(P )= min
P∈Rn×n
tr(HP )+
1
η
P1,
s.t. trP =N , P = PT, 0¹P ¹ I , P ∈Bw .
(35)
min
P∈Rn×n
E
w
β,η(P )= minP∈Rn×n
tr(HP )+
1
β
tr
{
P lnP + (1−P ) ln(1−P )
}
+
1
η
P1
s.t. trP =N , P =PT, 0¹ P ¹ I , P ∈Bw .
Note that the above two optimization problems are still convex. This is in contrast to the
usual minimization problems developed in the literature of linear scaling algorithms
[4,22].
The advantage of considering banded matrix is that it allows for linear scaling algo-
rithms. Let us consider first the eigenvalue thresholding:
(36) R =V min{max{Λ,0},1}V T , where [V , Λ]= eig(M).
Observe that the above formula can be written as a matrix function
(37) R = h(M), where h(x)=min{max{x,0},1}=min{1/2(|x|+ x),1}.
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The standard evaluation of the matrix function h using spectral theory needs diagonal-
ization as in (36). The key idea is to approximate general matrix functions by polyno-
mials, as the polynomials acting onmatrix only involves products and sums, which can
take advantage of the bandedness of the matrix. This type of algorithms has been ex-
plored extensively in the literature of linear scaling algorithms (see [12] and the review
articles [3,11,25]).
More specifically in the current context, we will approximate the hard thresholding
functionh(x)=min{1/2(|x|+x),1} using theChebyshev polynomial approximation [32].
Recall that the standard Chebyshev polynomials approximationminimizes the L∞ error
on the interval [−1, 1], hence, wewill first rescale thematrix such that its eigenvalue lies
in the interval.
For this, we first use the power method to estimate the largest eigenvalue λmax and
the smallest eigenvalue λmin ofM . An affine scaling ofM gives s(M), whose eigenvalue
is in [−1,1], where
s(M)=
2
λmax−λmin
(M −λmin)−1.
Note that its inverse is given by
s−1(M)=
λmax−λmin
2
M +
λmin+λmax
2
.
We approximate
h(M)= h ◦ s−1(s(M))≈ TmHT (s(M)),
where TmHT is the Chebyshev polynomial approximation of h ◦ s
−1 on [−1,1]. Figure 7(a)
illustrates the Chebyshev polynomial approximation of h (i.e., h◦s−1 assuming the scal-
ing function s is identity) by 40degree polynomials. Higher degree polynomial is needed
if M has a larger spectrum span. In our numerical tests, it seems that fixing the degree
be 40 gives satisfactory result for the test examples.
As acting Tm
HT
on s(M) involvesmatrix products whichwill increase thematrix band-
width. The resulting matrix is projected (with respect to Frobenius norm) on the space
Bw to satisfy the constraint. This projection is explicitly given by the truncation opera-
tor Tw :R
n×n →Bw which sets all matrix entries to 0 outside the w-band.
To sum up, the eigenvalue thresholding can be approximated by algorithm 3. For
bandedmatrix with bandwidthw , the computational cost of this algorithm isO(nm2w)
which scale linearly with respect to the matrix dimension n. Therefore, for matrices in
Bw , this algorithm has much better computational efficiency in particular for matrices
of large size.
Replacing the eigenvalue thresholding in algorithm 4 by algorithm 3, we obtain the
following algorithm for computing LDM in the zero temperature case. We remark that
all the steps in algorithm 4 preserves the bandedness of the matrices: For the approx-
imate eigenvalue thresholding, this is guaranteed by the explicit projection step; it can
be easily checked for the other steps. Hence, the iterates of the algorithm (Q ,R,P,B,D)
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1 P̂ = EigenThresviaChebyPoly(P,m)
Input: P ∈Bw , m
Output: P̂ ∈Bw
2 Estimate λmax and λmin of P using the power method.
3 Compute Tm
HT
(x) as the Chebyshev polynomial approximation of
h
(
λmax−λmin
2 x+
λmin+λmax
2
)
.
4 Pnew =
2
λmax−λmin
(P −λmin)−1.
5 P̂ =TwT
m
HT (Pnew ).
Algorithm 3: A linear scaling algorithm for eigenvalue thresholding.
1 InitializeQ0 =R0 =P0 ∈C
⋂
Bw ,B
0 =D0 = 0, choosemet .
2 while “not converge" do
3 Pk = Γk −
tr(Γk)−N
n
, where Γk =
λ
λ+ r
(Qk−1−Bk−1)+
r
λ+ r
(Rk−1−Dk−1)−
1
λ+ r
H .
4 Qk = Shrink
(
Pk +Bk−1,
1
λη
)
.
5 Rk =EigenThresviaChebyPoly(Pk +Dk−1,met ).
6 Bk = Bk−1+Pk −Qk .
7 Dk =Dk−1+Pk −Rk .
Algorithm 4: A linear scaling algorithm for computing LDM at zero temperature.
will remain in Bw as the initial condition lies in the set. Thus, the whole algorithm is
linear scaling.
For the finite temperature case, we need a further approximation for evaluating the
Fermi-Diracmatrix function (1+exp(βY ))−1, as direct computation also involvesmatrix
diagonalization, which is O(n3). Following the same procedure as in algorithm 3, we
can achieve a linear scaling algorithm by a Chebyshev polynomial approximation of the
Femi-Dirac function φβ(x)= (1+exp(βx))
−1.
This leads to an algorithmFermiDiracviaChebyPoly(Y ,m) for approximating the Fermi-
Dirac operation by simply replacing the hard thresholding function h(x) with the Fermi-
Dirac function φβ(x) in algorithm 3. Hence, we omit the details. Figure 7(b) shows the
approximation of φβ(x) for β = 10 with a degree 40 polynomial. Nice agreement is ob-
served. We remark that if the temperature is lower (so that β is larger), a higher degree
polynomial is needed as the function φβ(x) has larger derivatives. In fact, as β→∞,
φβ converges to a Heaviside function with jump at x = 0. Thus, we arrive at the follow-
ing algorithm 5 for computing LDM of the finite temperature case with linear scaling
computation cost with respect to the matrix size n.
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FIGURE 1. (a): Chebyshev approximation of h(x) with m = 50 degree
polynomial. (b): Chebyshev approximation of φβ(x) for β = 10 with
m = 40 degree polynomial.
1 InitializeQ0 =R0 =P0 ∈C
⋂
Bw ,B
0 =D0 = 0, choosem f d ,met
2 while “not converge" do
3 while “not converge" do
4 Y k ,l =H +λ(Z k ,l−1−Qk−1+Bk−1)+ r (Z k ,l−1−Rk−1+Dk−1).
5 Z k ,l =FermiDiracviaChebyPoly(Y k ,l ,m f d ) .
6 Pk = Z k ,l .
7 Qk =Qko +diag(Q
k
d ), whereQ
k
o andQ
k
d
are given by (24) and (25).
8 Rk =EigenThresviaChebyPoly(Pk +Dk−1,met ).
9 bk =Bk−1+Pk −Qk .
10 dk =Dk−1+Pk −Rk .
Algorithm 5: A linear scaling algorithm for computing LDM at finite temperature.
We remark that since polynomial products are applied to approximate thehard thresh-
olding function and the Femi-Dirac operation, approximation errors have been intro-
duced in each iteration of the proposed algorithms 4 and 5. Therefore, the convergence
proof used in theorem 4 as we discussed in [17] can not be directly applied, although
our numerical results in Section 5 illustrate satisfactory approximation to model 2 and
model 4. Note that similar issues arise in theoretical understanding of convergence of
other iterative linear scaling algorithms, for example [10].
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5. NUMERICAL EXPERIMENTS
In this section, numerical experiments are presented to demonstrate the proposed
models and algorithms for LDM computing for at zero and finite temperatures. We con-
duct numerical comparisons of our results between LDM computation with and with-
out the linear scaling algorithms, which indicates satisfactory results of the proposed
linear scaling algorithms based on approximation by bandedmatrices. We further illus-
trate efficiency of the proposed linear scaling algorithms. All numerical experiments are
implemented byMATLAB in a PC with a 16G RAM and a 2.7 GHz CPU.
0 10 20 30 40 50 60 70 80 90 100
−1
−0.5
0
0.5
 potential function
0 5 10 15 20 25 30−0.8
−0.6
−0.4
−0.2
0
0.2
Banded Energy gap
(a) (b)
FIGURE 2. (a): The potential function in the modified Kronig-Penney
model. (b): The spectrum of the (discretized) Hamiltonian operator.
In our experiments, we consider the proposed models defined on 1D domain Ω =
[0, 100] with periodic boundary condition. In this case, the matrix H is a discretization
of the Schrödinger operator 12∆+V defined on Ω. Here, ∆ is approximated by a cen-
tral difference on [0, 100] with equally spaced 400 points. In addition, we consider a
modified Kronig–Penney (KP) model [16] for a one-dimensional insulator. The original
KP model describes the states of independent electrons in a one-dimensional crystal,
where the potential function V (x) consists of a periodic array of rectangular potential
wells. We replace the rectangular wells with inverted Gaussians so that the potential is
given by
(38) V (x)=−V0
Nat∑
j=1
exp
[
−
(x− x j )
2
δ2
]
,
whereNat gives the number of potential wells. In our numerical experiments, we choose
Nat = 10 and x j = 100 j/11 for j = 1, . . . ,Nat. The potential is plotted in Figure 2(a).
For this given potential, the Hamiltonian operator H = − 12∆+V (x) exhibits two low-
energy bands separated by finite gaps from the rest of the eigenvalue spectrum (See
Figure 2(b)).
The first experiment demonstrates the proposed methods at zero temperature for
an insulating case, where we set parameters as η = 100,N = 10,met = 50. Figure 3(a)
illustrates the true density matrix
∑
1≤i≤10φiφ
T
i
obtained by the first 10 eigenfunctions
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{φi }
10
i=1
of H . Figure 3(b) plots the density matrix obtained from the proposed model
using algorithm 1. As one can observe from Figure 3(b), the LDM provides a quite good
approximation to the true density matrix. Note that the LDM with a larger η imposes a
smaller penalty on the sparsity, and hence the solution has a wider spread and closer to
the true density matrix. The approximation behavior is stated in theorem 1. We also re-
fer our previous work [17] formore numerical discussion about this point. Figure 3(c, d)
illustrate computing results of LDM using algorithm 4 with band sizew = 10,20 respec-
tively. Aswe can see from the results, amoderate size of bandwidth canprovide satisfac-
tory approximation for the LDM. In addition, we also conduct quantitative comparisons
between algorithm 1 and algorithm 4 in table 1, where P and Pw are results obtained
from algorithm 1 and algorithm 4 respectively. The relative energy error
|tr(HP )−tr(HPw )|
|tr(HP )|
and the comparable relative differences between
‖P−Pw‖F
‖P‖F
and
‖Tw (P )−Pw‖F
‖P‖F
indicate that
results obtained by linear scaling algorithm 4 can provide good estimation of the LDM
created from algorithm 1.
For the finite temperature case, it is known that the true density matrix decays expo-
nentially fast along the off-diagonal direction. In the second experiment, we test the al-
gorithms for thefinite temperaturemodelwith potential free case andmodifiedKP case.
We set parameters η= 100,β = 1,met = 40,m f d = 20 for both cases. Figure 4(a) and Fig-
ure 5(a) illustrate the corresponding true densitymatrices described by
∑
i ρiφiφ
T
i
using
(8), whose non-zero entries concentrate on a narrow band along the diagonal direction.
Figure 4(b) and Figure 5(b) plot the density matrix obtained from the proposed model
using algorithm 2. It is clear that the LDM performs reasonably good approximation to
the true density matrix. Figure 4(c, d) and Figure 5(c, d) illustrate computing results of
LDMusing algorithm 5with band sizew = 10,20 respectively. Aswe can see from the re-
sults, amoderate size of bandwidth canprovide satisfactory approximation for the LDM
as the true density matrix has exponential decay property. In addition, we also conduct
quantitative comparisons between algorithm 2 and algorithm 5 in table 1. The relative
energy error
|tr(HP )−tr(HPw )|
|tr(HP )|
and the comparable relative differences between
‖P−Pw‖F
‖P‖F
and
‖Tw (P )−Pw‖F
‖P‖F
indicate that results obtained by linear scaling algorithm 5 can provide
satifactory estimation of the LDM created from algorithm 2.
In the third experiment, we test the computation cost of the proposed algorithms for
approximating the eigenvalue thresholding and the Fermi-Dirac operation. Using dif-
ferent matrix sizes, the EigenThresviaChebyPoly designed by algorithm 3 is applied to
approximate the step of hard thresholding eigenvalues used in the algorithm 1 step 5.
Similarly, we also test FermiDiracviaChebyPoly for different matrix sizes for the Fermi-
Dirac operation. Red curves in Figure 6 (a, b) report log-log curves of the average com-
putation cost for both cases with respect to different matrix sizes, where blue curves
illustrate the corresponding linear fitting for the computation cost curve. For banded
matrices, It is clear that the computation costs for both approximation algorithms based
on Chebyshev polynomials are linear scaling to the matrix sizes.
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FIGURE 3. Result comparisons of the zero temperature case with KP
potential (n = 400,N = 10). (a). The true density function obtained
by the first N eigenfunctions of H . (b). Solution of the localized den-
sity matrix with η = 100 using algorithm 1. (c), (d). Solutions of the
localized density matrices (η= 100) using algorithm 4 with w = 10,20
respectively.
We next report comparisons for the computation cost of all proposed algorithms,
wherewe set parameters the same as those used in the first and the second experiments.
We first conduct comparison between algorithm1and algorithm4 for the zero tempera-
ture case withmatrix size chosen from 103 to 104. Figure 7 (a) reports the log-log plots of
average time consumption of each iteration for both algorithms. From the slope of the
corresponding linear fitting curves, it is clear to see that the original proposed algorithm
1 has computation cost cubically dependent on the matrix size, while the algorithm 4
based on the banded structure has computation cost linearly dependent on the matrix
size. As we can observed from Figure 7 (a), the linear scaling algorithm can significantly
reduce the computation time when n is larger than certain moderate size. Similarly, we
also conduct comparison between algorithm 2 and algorithm 5 for the finite tempera-
ture case, where matrices size has been chosen from 102 to 2.5×103 . The slopes of the
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FIGURE 4. Result comparisons of the finite temperature case with KP
potential (n = 400,N = 10,β = 1). (a). The true density function ob-
tained by the first N eigenfunctions of H . (b). Solution of the localized
density matrix with η= 100 using algorithm 2. (c), (d). Solutions of the
localized density matrices (η= 100) using algorithm 5 with w = 10,20
respectively.
corresponding linear fitting curves also indicate that the proposed algorithm 5 has lin-
ear scaling dependent on the problem size, while the original algorithm 2 is cubically
scaling to the problem size. Therefore, we can take the linear scaling advantage of the
proposed algorithm 4 and algorithm 5 based on the banded structure for problems with
large size.
6. CONCLUSION AND FUTURE WORKS
This work extends our previous work [17] for constructing LDMs to the finite temper-
ature case by adding an ℓ1 regularization to the energy of the original quantum system.
As it has been shown that the density matrix decays exponential away from the diag-
onal for insulating system or system at finite temperature, the LDMs obtained by the
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FIGURE 5. Result comparisons of the potential free finite temperature
case(n = 400,N = 10,β = 1). (a). The true density function obtained
by the first N eigenfunctions of H . (b). Solution of the localized den-
sity matrix with η = 100 using algorithm 2. (c), (d). Solutions of the
localized density matrices (η= 100) using algorithm 5 with w = 10,20
respectively.
proposed convex variational models provide good approximation to the original den-
sity matrices. Theoretically, we have conducted analysis to the approximation behav-
ior. In addition, we also design convergence guarantteed numerical algorithms to solve
the proposed localized density matrix models based on Bregman iteration. More im-
portantly, by observing that the ℓ1 regularized system can naturally create a localized
density matrix with banded structure, we design approximate algorithms to find the
localized density matrices. These numerical algorithms for bandedmatrices have com-
putation complexity linear scaling to the matrix size n.
This paper mainly focuses on proposing variational methods for LDMs, theoretically
analyzing its properties and designing numerical algorithms. Thus, we only test some
simple examples in the experimental part to illustrate the proposed modes and algo-
rithms. In particular, we have taken a naive finite difference discretization. All codes are
20 RONGJIE LAI AND JIANFENG LU
|tr(HP )−tr(HPw )|
|tr(HP )|
|Eβ,η(P )−Eβ,η(Pw )|
|Eβ,η(P )|
‖P−Tw (P )‖F
‖P‖F
‖P−Pw‖F
‖P‖F
zero temperature
(β=∞,η= 100,
modified KP)
w = 10 1.00×10−1 6.36×10−2 1.46×10−1 2.32×10−1
w = 15 4.30×10−2 5.28×10−2 2.24×10−2 3.27×10−2
w = 20 4.97×10−3 1.20×10−2 1.01×10−3 1.56×10−2
finite temperature
(β= 1,η= 100,
modified KP)
w = 10 8.31×10−3 1.44×10−2 3.86×10−3 8.46×10−3
w = 15 5.87×10−4 5.78×10−4 2.51×10−4 5.38×10−4
w = 20 9.40×10−4 4.12×10−4 1.36×10−4 3.05×10−4
finite temperature
(β= 1,η= 100,
potential free)
w = 10 2.13×10−3 2.78×10−2 4.04×10−3 5.99×10−3
w = 15 3.03×10−6 1.03×10−3 2.66×10−4 4.81×10−4
w = 20 1.42×10−5 6.82×10−4 1.54×10−4 2.35×10−4
TABLE 1. Approximation error using bandedmatrices with η= 100 for
all cases.
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FIGURE 6. (a): Time consumption of EigenThresviaChebyPoly(P,40)
with different sizes of matrix P and fixed bandwidthw = 10. (b): Time
consumption of FermiDiracviaChebyPoly(P,40) with different sizes of
matrix P and fixed band width w = 10.
implemented in MATLAB for test purpose and are not optimized. In our future work,
wewill further accelerate the computation from several aspects. First, we can discretize
the system using better localized basis to reduce the problem size [2,19,31]. Second, we
can improve the implementation for better computation performance. In addition, we
will explore theoretical analysis for decay properties of the LDM in future works.
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