Abstract-We consider the notion of input-to-state multistability, which generalizes input-to-state stability to nonlinear systems evolving on Riemannian manifolds and possessing a finite number of compact, globally attractive, invariant sets, and in addition satisfies a specific condition of acyclicity. We prove that a parameterized family of dynamical systems whose solutions converge to those of a limiting system inherits such input-to-state multistability property from the limiting system in a semiglobal practical fashion. A similar result is also established for singular perturbation models whose boundary-layer subsystem is uniformly asymptotically stable and whose reduced subsystem is input-to-state multistable. Known results in the theory of perturbations, singular perturbations, averaging, and highly oscillatory control systems are here generalized to the multistable setting by replacing the classical asymptotic stability requirement of a single invariant set with attractivity and acyclicity of a decomposable invariant one.
I. INTRODUCTION

A. Background
T HE analysis of intrinsic robustness of stability properties with respect to perturbations and input disturbances constitutes a widely recurrent theme in nonlinear system theory. The preservation of stability in regular perturbations, i.e., small changes of the vector field continuously depending on a given parameter, has been investigated since the 1940s and summarized in [35, Chapter VI] and [12, Section 56] . Singular perturbation theory is typically referenced whenever time-scale separation plays a major role in control engineering problems [15] , [16] . Robustness of asymptotic stability in differential inclusions and complete hybrid systems under admissible perturbation radiuses are addressed in [3] and [5] , respectively. Averaging techniques are largely employed to yield practical stability results under rapidly varying input disturbances [24] . In particular, practical stabilization techniques by means of high oscillatory controls have been developed in [17] - [19] , [21] , and [30] . More recently, Moreau and Aeyels [19] and Teel et al. [32] used a Lyapunov and a trajectory-based approach to prove the robustness of time-varying nonlinear systems whose solutions continuously depend on a small parameter, thus enclosing most of the hitherto-presented robustness problems in a semiglobal practical framework.
Studying intrinsic robustness of stability properties in the presence of exogenous disturbances has been made possible by replacing the uniform asymptotic stability requirement with the input-to-state stability (ISS) property [25] , [26] . Building upon [19] , the Moreau et al. [20] have shown that ISS is preserved-in a semi-global practical fashion-in families of systems whose solutions continuously depend on a small parameter. Similarly, in singular perturbation models, ISS of the whole system can be inferred from the ISS of the reduced one [4] , [31] .
However, all aforementioned contributions focus on the stability of a single connected attractor, e.g., an equilibrium point, whereas dynamics of interest in system biology, mechanics, and electronics sometimes require a global analysis of the socalled "multistable" systems. The term encompasses a variety of nontrivial dynamical behaviors-almost global stability, multiple equilibria, periodicity, almost periodicity, chaos-and commonly refers to the existence of a compact invariant set which is simultaneously globally attractive and decomposable as a disjoint union of a finite number of compact invariant subsets. Typically, such set is not Lyapunov stable and, for this reason, the standard aforementioned approaches fail to work in a multistable setting. However, Efimov [7] and Nitecki and Shub [22] have shown that the most natural way of conducting a global multistability analysis is to relax the Lyapunov stability requirement-rather than the global attractiveness-of the invariant set, under the relatively mild additional assumption of acyclicity and decomposability of the invariant set. The notion of multistability arising from this assumption and detailed in Section II has led-within the context of systems subject to exogeneous disturbances-to the concept of input-to-state multistability [1] , which generalizes ISS to multistable systems evolving on Riemannian manifolds.
B. Contributions
The object of our study is twofold. First, in Section III, we are concerned with the preservation of the aforementioned notion of input-to-state multistability in families of nonlinear timevarying systems Σ ε , whose solutions satisfy continuity with respect to the parameter ε > 0 while their vector fields might not. It is assumed that such solutions converge uniformly on compact time intervals, as ε ↓ 0, to those of a systemΣ which qualifies as input-to-state multistable with respect to an acyclic invariant set W and some input u. Our first contribution establishes semiglobal practical input-to-state multistability of Σ ε with respect to W, i.e., solutions departing from arbitrarily large initial conditions and subject to arbitrarily large inputs asymptotically approach a geodesic ball centred at W whose radius is proportional to the norm of the input whenever ε is small enough. The starting point of this study is [19] , where Moreau and Aeyels only focused on the stability of the origin for systems evolving in Euclidean space. This result builds upon and generalizes [19] to multistable systems with exogenous inputs evolving on Riemannian manifolds. It also encompasses [22, Theorem 2] where conditions are proposed for ruling the so-called "Ω-explosions" in families Σ ε whose vector fields are specifically time invariant, smooth over the manifold, and continuous in ε. Furthermore, assuming the continuity of solutions-and not vector fields-with respect to ε finds immediate application in systems where averaging techniques are employed or where practical stabilization is achieved by means of highly oscillatory controls [19] .
Our second contribution, addressed in Section IV, focuses on singular perturbation models and establishes their semiglobal practical input-to-state multistability under the hypothesis of having a uniformly asymptotically stable boundary-layer subsystem and an input-to-state multistable reduced subsystem. By making use of our first aforementioned contribution on perturbations, this result generalizes [4] to multistable systems with external inputs evolving on Riemannian manifolds. Similarly, as in [15, Theorem 11.4] , we also show the role played by hyperbolicity of fixed points into establishing semiglobal input-to-state multistability in a nonpractical fashion. Among the possible applications, multistable singular perturbation models are ubiquitous in genetic regulatory networks where the transcription dynamics (RNA production) is generally much faster than the translation one (production of proteins). In fact, the system biologist typically ignores the first one and resorts to the analysis of the second, and our contribution provides a plausible theoretical foundation for this accepted methodology. When r ≥ 0 is a constant, L(r) will denote the space of all signals v ∈ L(U) such that v ≤ r. Let Δ and Δ k , respectively, denote a time-shifting operator on L(r) and its iteration, where Δu(t) := u(t + 1) for any u ∈ L(r) and any t ∈ R in the domain of u. If M is a manifold, g its Riemannian metric, and x ∈ M, then |v| g denotes the Riemmanian norm of some v ∈ T x M.
C. Notation
: |y| D ≤ r}. If M is a manifold, x M ORIG ∈ M denotes the "origin" of M. If M = R n , then x M ORIG = x R n ORIG = 0. If M
II. PRELIMINARIES
A. Convergence of Trajectories
Let M be an n-dimensional, connected, and complete Riemannian manifold without boundary and let g be the Riemannian metric associated with M. 1 Let U ⊆ R m denote the m-dimensional space where the input signals take values. Consider two vector fields f ε (·, ·, ·) ∈ X(R, M, U; M) and g(·, ·) ∈ X(M, U; M) with f ε being parametrized by a small ε > 0. Consider the following family of systems evolving on M and parameterized by ε:
the following nonautonomous autonomous system on M:
and their following autonomous counterparts:
where f ε , g satisfy the following mild regularity conditions and assumption on convergence of solutions of Σ ε -uniformly on compact time intervals-to those ofΣ as ε ↓ 0.
Assumption 1 (regularity of vector fields):
For each ε, f ε (t, x, u) is continuous in t ∈ R ≥0 , x ∈ M, and u ∈ U, and is locally Lipschitz continuous on M uniformly with respect to t. Vector field g(x, u) is locally Lipschitz continuous for x ∈ M, uniformly in u ∈ U.
Let φ ε (t, x; u) and ψ(t, x; u), respectively, denote the unique solutions of systems (1) and (2) with initial condition at x ∈ M and input u ∈ L(U).
Assumption 2 (Convergence of solutions under forcing):
For any triple (T, r, d) of strictly positive real numbers and compact set K ⊂ M, there exists a strictly positive real number ε such that, for all ε ∈ (0, ε ), all x ∈ K, and all u ∈ L(r), there exists a y ∈ M such that φ ε (t, x; u) exists ∀t ∈ [0, T ], and
1 A manifold M is said to be connected if it is not the union of two disjoint open sets, is said to have no boundary if every point belonging to M has a neighborhood which is homeomorphic to R n , and is said to be complete if every Cauchy sequence of points in M converges in M. The property of geodesical completeness is the property of every maximal geodesic γ(t) on M being extendible for all t ∈ R. Geodesical completeness relates to the notion of completeness of M as a metric space via the Hopf-Rinow theorem [6] and implies compactness of all closed and bounded sets of M.
Remark 1:
The aforementioned convergence on compact time intervals goes beyond the continuity of solutions for vector fields continuously depending on a parameter ε. In fact, since the continuity of f ε wrt is not required, Assumption 2 is also applicable to fast time-varying systems as in averaging theory [19] , [32] and to highly oscillatory systems as in [30] .
B. Multistability
Instrumental in the proof of our main results will be the notions of decomposition and filtration ordering for a number of compact and invariant sets of the autonomous system (4), as in the following.
Definition 1: A decomposition for a compact and invariant set W is a finite family of disjoint, compact, and invariant sets W 1 , . . . , W N -referred to as the atoms of the decomposition-
The basins of attraction and repulsion for a set W are defined as
Definition 4: Let W 1 , . . . , W N be a decomposition of a compact and invariant set W.
The existence of a filtration ordering automatically rules out the existence of 1-and r-cycles, i.e., homoclinic trajectories and heteroclinic cycles among the atoms of W. This property is instrumental in the construction of smooth Lyapunov functions for (4) [1] , [9] , [22] .
In this paper, we focus our attention to a specific set compact and invariant set W admitting some decomposition W 1 , . . . , W N . Let α(x) and ω(x), respectively, denote the α-and ω-limit sets of x ∈ M.
Definition 5: A W-limit set for (4) is any compact and invariant set W satisfying the inclusion
If, in addition, the given decomposition W 1 , . . . , W N admits a filtration ordering, then W is called an acyclic W-limit set. Remark 3: The term "acyclic" refers only to the requirement of having neither heteroclinic nor homoclinic cycles among the atoms of the decomposition, and must not be confused with the presence of any limit cycles within each atom, which is actually allowed. In fact, if an homoclinic/heteroclinic cycle to some atom W i existed, one would typically resort to a coarser decomposition where W i and the entire homoclinic/heteroclinic cycle to W i are embedded together in a larger single atom.
Remark 4:
The existence of a W-limit set automatically entails compactness of all α-and ω-limit sets ofΣ 0 .
Remark 5: The identification of the W-limit set typically is a nontrivial operation. While in planar systems it might be straightforward to apply standard techniques such as Poincaré-Bendixson theorem to identify W and certify its acyclicity, in systems of higher dimensions one must resort-whenever possible-to other properties such as monotonicity [2] (e.g., in biological systems), passivity, and dissipativity (e.g., in mechanical systems).
Assume that W is a globally attractive W-limit set for (4). Then, for i ∈ {1, . . . , N}, we can define the sets as follows:
Lemma 1: The following properties are true for all i ∈ {1, . . . , N}:
1) A i and B i are closed, invariant, and
3) there exist a closed neighborhood A i of A i and a closed neighborhood B i of B i such that, for any i: 
III. PERTURBATION THEORY
A. Semiglobal Practical Input-to-State Multistability
In this section, we focus on a notion of multistability for systems with external inputs and provide sufficient conditions for a parameterized family of nonlinear systems to preserve such property in a semiglobal practical fashion. Such notion of multistability will be a generalization [1] of the classical definition of ISS [25] , [26] .
Definition 6: System (2) is said to be input-to-state stable with respect to set S and input u if there exist a class-KL function β and a class-K ∞ function η u satisfying
Angeli and Efimov [1] have introduced the following notion of multistability for systems with external inputs.
Definition 7: System (2) is said to be input-to-state multistable wrt set W and input u if W is an acyclic W-limit set for (4) and there exists a class-K ∞ function η u satisfying the asymptotic gain (AG) property [1] , [10] and no class-KL function β exists so as to satisfy (8) ; thus, one must relax the Lyapunov stability requirement and use asymptotic estimates like (9) . However, due to the filtration property, no solution of (4) is attracted in backward time to the atom W 1 , whereas in forward time, W 1 attracts all solutions in a small enough neighborhood, and for this reason it is always asymptotically stable, at least locally.
The semiglobal practical counterparts of Definitions 6 and 7 are, respectively, given by the following definitions.
Definition 9: Flow φ ε is said to be semiglobally practically input-to-state stable wrt set S and input u ∈ L(U) if there exist a class-KL function β and a class-K ∞ function η u such that
Definition 10: Flow φ ε is said to be semiglobally practically input-to-state multistable wrt set W and input u ∈ L(U) if there exists a class-K ∞ function η u such that
Definition 11: Flow φ ε is said to be semiglobally practically multistable wrt set W if
We prove in Theorem 1 that input-to-state multistability of ψ implies semiglobal practical input-to-state multistability of φ ε . This is a three-step procedure where acyclicity of W plays a major role.
1) We first prove semiglobal practical ISS wrt the larger set A N , so as to bound solutions of φ ε whenever the norm of the input and the initial condition are bounded, for ε is small enough. 2) Second, we prove that acyclicity of W and the AG property imply a property of acyclicity under forcing, i.e., the absence of homoclinic and heteroclinic cycles among the elements B(W i ,η u (r)) for some K ∞ gainη u , whenever u ≤ r. 3) Finally, we assume by contradiction that φ ε is not semiglobally practically input-to-state multistable, and therefore there exist solutions that, no matter how small we select ε as, will always escape the B( Proof: By virtue of Lemma 1, A N is compact and globally asymptotically stable (GAS) on M along the solutions of the autonomous system (4). Furthermore, since W ⊆ A N , it holds that |q| A N ≤ |q| W for all q ∈ M, and thus the AG property (9) wrt to W implies the AG property wrt A N , i.e.,
(13) GAS of A N and the AG property (13) (2) is input-to-state multistable wrt an acyclic W-limit set W and input u, the flow φ ε is semiglobally practically input-to-state stable wrt set A N and input u.
Proof: By virtue of Lemma 2, system (2) is ISS wrt set A N and input u. Then, this Lemma follows via [20, Corollary 1] , which can be easily adapted to the manifold case.
Acyclicity under forcing is formalized in Definitions 12 and 13 and Lemma 4.
Definition 12: Let r ≥ 0 and
is the minimum distance among the atoms of its decomposition, is said to be acyclic under forcing if there exists a class-K ∞ gainη u such that, for any
Lemma 4: If system (2) is input-to-state multistable wrt set W and input u, then W is acyclic under forcing.
Proof: The Lemma is a direct consequence of Lemmas 12 and 13.
We are now ready to state our main result. Theorem 1: Let Assumptions 1 and 2 hold. If (2) is inputto-state multistable wrt set W-limit set W and input u, then (1) is semiglobally practically input-to-state multistable wrt set W and input u.
Proof: See Appendix A. 
Proof: By compactness of W, there exists Q ≥ 0 such that (15) implies the existence of some T ε,x,u > 0 such that
Now, let r := lim sup t→+∞ |u(t)| and
First, we observe that ũ = r + h. Second, since (16) holds, we can apply (11) toφ ε in order to have
Letting ι → 0 yields (14) . Remark 7: Theorem 1 establishes a result for flows φ ε -and not for vector fields f ε -that are continuously depending on ε. For this reason, Theorem 1 applies to systems where averaging techniques [24] are typically employed or where practical stabilization is achieved by means of highly oscillatory controls [19] .
Remark 8: Acyclicity of W in Theorem 1 is a necessary condition for semiglobal practical input-to-state multistability of φ ε , as illustrated by the counterexample to Corollary 3 in Section V-B.
B. Averaging Application
A straightforward application of Theorem 1 and Corollary 1 lies in averaging theory, whose basic notions we recall in the following.
Definition 14: Consider the continuous vector field f ∈ X(R × M). The average of f is the vector fieldf ∈ X(M), defined asf
2) f (t, x) is locally Lipschitz continuous in x uniformly in t; 3) the limit in the definition of the average of f is uniform on compact sets K ⊆ M, namely for all compact sets K and all ε > 0 there existsT > 0 such that
Consider the time-varying systeṁ
and the corresponding averaged systeṁ
we recall here the following classical result in averaging theory [19] , [24] , [33] .
If f is a KBM-vector field andf is its average, then the solutions of (18) converge uniformly on compact time intervals to the solutions of (19), i.e., Assumption 2 is satisfied with φ ε and ψ, respectively, denoting the unique solutions of systems (18) and (19) .
By virtue of Corollary 1, we have the following result.
Corollary 3:
If f is a KBM-vector field,f is its average, and (19) is globally multistable wrt an acyclic W-limit set W, then (18) is semiglobally practically multistable wrt W.
IV. SINGULAR PERTURBATIONS
A. Singular Perturbations: General Nonautonomous Case
Let X be a n x -dimensional, connected, and complete Riemannian manifold without boundary. Let Z be a n z -dimensional Euclidean space. Let Θ ⊆ R m denote the m-dimensional space where the input signals take values. We are now going to focus on the so-called singular perturbation models evolving on X × Z, and having the following state-space description:
where
and Y ε (t, w; θ) denote the unique solution of system (20) with initial condition at w := (x, y) ∈ X × Y and input θ ∈ L(Θ). Setting ε = 0 yields the following so-called quasisteady-state model:
The following assumption is made on the quasistate model. Under such assumption, and due to time-scale separation, it makes sense to consider the so-called reduced systeṁ
and its autonomous counter-parṫ
Furthermore, by defining y := z − h(x, θ) and τ := t ε it becomes possible to consider the so-called boundary-layer system
In particular, the singular perturbation model (20) in the new coordinates x and y reads as
We prove in Theorem 2 that, if the boundary layer system (24) is globally asymptotically stable uniformly in x and θ and the reduced system (22) is input-to-state multistable wrt set W and input θ, then the singular perturbation model (25) satisfies a semiglobal practical input-to-state multistability property. In analogy with the proof of Theorem 1, this is a three-step procedure where acyclicity of W plays a major role.
1) We first prove in Lemma 5 that a semiglobal practical ISS property holds wrt A N for subsystem (25a) and wrt to the origin for subsystem (25b); therefore, solutions of (25b) are ultimately bounded. 2) Second, by making use of Theorem 1 and Lemma 7, we prove input-to-state multistability of (25a) wrt to input θ andỹ := B −1 (x)y, for an appropriate state-dependent smooth gain B(x). 3) Finally, boundedness of solutions allows us to conclude semiglobal practical input-to-state multistability of (25a) wrt to θ, y. Lemma 5: Assume that 1) the reduced system (22) is input-to-state multistable with respect to an acyclic W-limit set W and input θ; 2) the equilibrium y = 0 of the boundary layer system (24) is globally asymptotically stable, uniformly wrt x(·) and θ(·). Let A N := i∈{1,...,N } R(W i ) be defined along the solutions of the autonomous system (23) according to Definition 2. Then, there exist two class-KL functions β x , β y , a class-K ∞ function γ , and, for any pair of positive real numbers (d 1 , d 2 ), there exists an ε > 0 such that, for any ε ∈ (0, ε ], any initial condition w := (x, y) ∈ X × Y and any absolutely continuous function
Moreover, if g does not depend on θ, then θ(t) can simply be measurable and there is no requirement on θ whenever it exists. 
Moreover, if g does not depend on θ, then θ(t) can simply be measurable and there is no requirement on θ whenever it exists.
Proof: See Appendix B.
Remark 9:
As shown by our counterexample in Section V-C, acyclicity of W is a necessary condition for establishing the results of Theorem 2, i.e., semiglobal practical input-to-state multistability of singular perturbation model (25) .
B. Singular Perturbation: Hyperbolic Autonomous Case
In this section, we provide sufficient conditions for multistability of singular perturbation models where inputs are not present and the invariant set W consists of hyperbolic fixed points only. Let f ∈ X(X , Z, R ≥0 ; X ) and g ∈ X(X , Z, R ≥0 ; Z). Consider the following state-space description:ẋ
with state (x, z) ∈ X × Z and parameter ε ≥ 0. Setting ε = 0 yields the following so-called quasisteady-state model:
The following assumption is made on the quasistate model.
Assumption 4:
The algebraic equation 0 = g(x, z s , 0) possesses a unique real root: z s = h(x) for each value of x ∈ X .
As in Section IV-A, we consider the so-called reduced systeṁ
and, by defining y := z − h(x) and τ := t/ε, the boundarylayer system
In particular, the singular perturbation model (30) in the new coordinates x, y reads as 
Since theŪ i s are pairwise disjoint, it follows from (28) that solution X ε eventually enters some ith open neighborhood, i.e., 
for all x ∈Ū i and all y ∈ Y. Following [15, Theorem 11.4] , it can then be proved that the Lyapunov function
decreases along the solutions of (34) for any i ∈ {1, . . . , N}, i.e., there exist ε ≤ ε 0 and constants a 1 , a 2 , a 3 , a 4 , and a 5 > 0 such that, for all ε ∈ (0, ε ) and all i ∈ {1, . . . , N}, there exist a x , a y > 0 satisfying
for all x ∈Ū i and all y ∈ Y. Fix w = (x, y) ∈ X × Y and ε ∈ (0, ε ). Finally, due to (38) and (39), the convergence of (35) and (36) simply follows from (40) and LaSalle's invariance principle. Lemma 6: Assume that the reduced system (22) is multistable with respect to an acyclic W-limit set W. In particular, assume that f (x, h(x), 0) ∈ X 2 (X , X ) and that each atom in the decomposition of W, i. 
(41) Proof: Hyperbolicity of fixed points and the C 2 -differentiability condition on vector field f (x, h(x), 0) imply, via [13] , 2 the existence of an open neighborhoodŪ i of W i and a C 1 -diffeomorphism m :Ū i → R n with m(W i ) = 0 such that the linearized flow 3X (t, ·) generated in local coordinates bẏ
and the nonlinear flow X(t, x) generated by (23) are
for all x ∈Ū i and all t ≥ 0 such that X(t, x) ∈Ū i . In particular, the diffeomorphism m can be chosen in such a way to obtain the following decomposition of linearization (42): where Σ S (respectively Σ U ) has eigenvalues in the open left (respectively right) half of the complex plane. Then, there exist matrices P S , P U , Q S , Q U 0 such that
LetṼ i : R n → R be defined as
By taking the time derivative of (45) along the trajectories of (44), we obtain for any x ∈ Range ḣ
where c 0 is a positive constant and λ Q S and λ Q U denote the minimum eigenvalues of Q S and Q U , respectively. Let V i (x) := V i (m(x)). By virtue of C 1 conjugacy (43) and inequality (46), the time derivative of V i along the trajectories of the autonomous nonlinear system (23) reads as 
(47) for all x ∈Ū i , with c i := c 0 c 1 .
V. EXAMPLES
A. Toggle Switch With mRNA Dynamics
Within the system biology community, the genetic toggle switch has become a classical example of gene-regulatory circuit exhibiting bistable behavior [11] . It consists of two promoters, i.e., the region of DNA where RNA polymerases start transcription, and two repressors, i.e., often proteins which bind to promoters to turn OFF the transcription of the gene encoded. As stated in [11] , in the toggle switch each promoter is inhibited by the repressor that is transcribed by the opposing promoter. Let x 1 and x 2 be the concentrations of repressors 1 and 2, respectively, and let z 1 and z 2 be the concentrations of mRNA for repressors 1 and 2, respectively. In literature (see [34, Chapter 2] for a general presentation), dynamics of trascription (production of mRNA) and translation (production of proteins by ribosomes) are typically simplified into the following model:
where δ i , κ i , γ i > 0 are constant rates and f i is defined in the following. In the toggle switch, due to cross repression, the presence of x 1 and x 2 inhibits the transcription of gene 2 and 1, respectively. Repression dynamics is captured by production rates f 1 (·) and f 2 (·) in (48) and represented in the standard Hill function form as
with some n ∈ N. Typically, transcription dynamics are much faster than translation, i.e., α i =α i /ε and δ i =δ i /ε for i ∈ {1, 2}, thus yielding a time-scale separation between (48) and (49). The steady-state value of (48) is
which satisfies Assumption 4. Let
. The boundary-layer system (33) then reads as
and is clearly exponentially stable, uniformly in x. Reduced system (32) reads aṡ
where β i := κ i α i /δ i for i ∈ {1, 2}. For the choice of parameters β i = 1, k i = 1/2, γ i = 1, and n = 4 with i ∈ {1, 2}, system (51) has a globally attractive W-limit set containing two hyperbolic stable equilibria and a hyperbolic saddle point, i.e., W := {(x,ȳ), (ȳ,x), (1/2, 1/2)}, wherex 0.058 andȳ 0.999, respectively, are the smallest and greatest real solutions of equation (x − 1)(1 + 16x 4 ) 4 + 16x = 0. It is easy to show that (51) has another invariant set: the separatrix {x = (x 1 , x 2 ) ∈ X : x 1 = x 2 }. Furthermore, by making use of Bendixson's criterion, since the divergence of (51) is −γ 1 − γ 2 = −2 everywhere on X , there is no closed orbit in X , and thus W is an acyclic W-limit set. By virtue of Theorem 3, we can conclude that for arbitrarily large initial conditions w = (x, z) ∈ X × Z, there exist α i , δ i with i ∈ {1, 2} such that
for any α i > α i and any δ i > δ i , and where X α,δ and Z α,δ denote the flow of (48)-(50).
B. Counterexample for Theorem 1
We are now going to show that acyclicity of the W-limit set of (2) is a necessary condition for semiglobal practical multistability of (1) . Consider the following system in polar coordinates:
with state z = (r, θ) ∈ R × S and disturbance d : R ≥0 → R being measurable and locally essentially bounded. The autonomous systemż = g(z, 0) has the following α-and ω-limit sets: the origin w 1 = (0, ·) and the point w 2 = (r, θ) = (1, 0). Let W = w 1 ∪ w 2 be the W-limit set and observe that such decomposition is not acyclic due to the presence of a homoclinic cycle to w 2 whose image on the plane is Γ := {(r, θ) : r = 1, θ ∈ S}, as depicted by the phase portrait in Fig. 1 . In order to prove that acyclicity of W is a necessary condition, we show 
that there exists a disturbanced(t) such thatż = g(z,d(t/ε)) is not semiglobally practically multistable wrt W, yet g(z,d(t))
is a KBM-vector field with average g(z, 0). To this aim, let
Observe thatd(t) comprises a sequence of square pulses that have unit length, unit amplitude, and are increasingly spaced in time, thus
(t) = 0.
Since such limit does not depend on z, we conclude that g(z,d(t)) qualifies as a KBM-vector field with average g(z, 0).
In order to prove thatż = g(z,d(t/ε))
is not semiglobally practically multistable wrt W, we show that
Let d 1 = 1.5 and d 2 = 0.1. Pick an arbitrarily small ε > 0. Observe thatd(t/ε) comprises a sequence of square pulses that have length ε, unit amplitude, and are increasingly spaced in time.
Pick any z 0 = (r 0 , θ 0 ) ∈ Γ \ {(1, 0)}. Then, sinceṙ = 0 anḋ θ = sin 2 (θ/2) +d(t/ε) > 0 whenever θ = 0, solution φ ε (t, z) gets arbitrarily close to (1, 0). In particular, without loss of generality, there exists k 1 ∈ N such that θ ε (εk 1 ) ∈ [−ε/2, 0). At t = εk 1 , a square pulse of length ε and amplitude 1 is applied toθ, thus yielding θ ε (εk 1 + ε) ≥ ε/2. Sinceθ > 0, a solution starting at θ ε (εk 1 + ε) follows the homoclinic orbit; thus, there exists t 1 ≥ εk 1 + ε such that θ(t 1 ) > d 2 , and there exists k 2 ∈ N such that k 2 > k 1 and θ ε (εk 2 ) ∈ [−ε/2, 0). By iterating the arguments above, we can construct an increasing sequence of times {t n } n ∈N such that θ(t n ) > d 2 for all n ∈ N. Such sequence is unbounded due to |θ| being bounded at all times. We can thus conclude that lim sup t→+∞ |φ ε (t, z 0 )| W > d 2 .
C. Counterexample for Theorem 2
In this section, we show by means of a counterexample that acyclicity of the W-limit set of (2) is necessary for establishing the results of Theorem 2. Consider the following system in cylindrical coordinates:
with state x ∈ S and z ∈ R. Assumption 3 is satisfied with z s = h(x) := sin(x/2) 2 . The boundary-layer system (24) reads as
and its origin y = 0 is globally asymptotically stable, uniformly in x ∈ S. It is then straightforward to show that reduced systeṁ
has w = {0} as the only α-and ω-limit set. Then, we may select W = w as W-limit set. Observe that our decomposition of W is not acyclic due to the presence of a homoclinic cycle to w whose image on the circle is the circle itself. In order to prove that acyclicity of W is a necessary condition, we show that (28) is not verified, i.e.,
Let d 1 = 1.5 and d 2 = 0.1. Select any n ∈ N and any ε n ∈ (0, 1/n). In particular, we are going to show that for any ε small enough, system (54)-(55) admits the existence of a limit cycle whose image on the x coordinates is S, and, thus, there exists a bounded X ε solution which is not eventually captured into the neighborhood B[W, d 2 ]. To this end, we will show that, for any ε small enough, there exists a bounded region R ε of the (θ, z) cylinder where (54)-(55) has no fixed point and which captures any entering solution of (54)- (55) for all forward times. Finally, by an application of the Poincaré-Bendixson theorem, we will conclude that all such solutions must converge to a limit cycle. Let R ε be the region of the cylinder S × R bounded above by the C 1 curvec ε : S → S × R and below by the piecewise-C 1 curve c ε : S → S × R. Curvec ε is defined as the mapping θ → (θ,γ ε (θ)), where θ ∈ S andγ ε (θ) := sin 2 (θ/2) + ε (1/4) . Then, in order for all solutions of (54)-(55) with initial condition atc ε (θ) to enter R ε from above, the following transversality condition must be verified:
It is easy to show that such condition is satisfied for all θ ∈ S and all ε ∈ (0, ε 0 ), where ε 0 := 3.16. Now, define γ ε (θ) := ε 3 sin 2 ((θ − 3 √ ε)/2) and ν ε (θ) := −γ ε (π) cos (θ). Then curve c ε is defined as the continuous concatenation of the following four C 1 curves:
where θ ε > 0 will be defined later. In order for all solutions of (54)-(55) with initial condition at c(θ) to enter R ε from below, the following transversality conditions must be satisfied:
It is straightforward to prove that there exists a small enough ε 1 ∈ (0, ε 0 ] such that conditions (60)- (62) are satisfied for all ε ∈ (0, ε 1 ]. Regarding (59), it can be shown that there exists a small enough ε 2 ∈ (0, ε 1 ] which allows the use of linear approximation sin(
, which in addition implies
. It follows by continuity that, for all such ε s, there exists θ ε > 0 such that
We are now going to prove that
We are now going to consider θ ∈ [−2 arcsin(ε 3/2 ), 0). Let ε 3 ∈ (0, ε 2 ] be such that linear approximation sin(s) s can be used for all s ∈ [− arcsin((ε 3 ) 3/2 ) − (ε 3 ) 1/3 , 0]. Under such approximation and given that θ < 0, we have
Expression (65) is positive if
The two roots of the polynomial in (66) are given by
Since ε 5/2 dominates over ε 3 for all ε s small enough, one of the roots in (67) becomes negative; thus, there exists ε 4 ∈ (0, ε 3 ] such that (66) is satisfied for all ε ∈ (0, ε 4 ] and
Since ε 5/4 dominates over ε 3/2 for all ε s small enough, there exists ε 5 ∈ (0, ε 4 ] such that, for all ε ∈ (0, ε 5 ], conditions (64) and (68) overlap. In addition, (63) holds, and we can thus conclude that (59) is satisfied for all ε ∈ (0, ε 5 ].
Since R ε does not contain a fixed point, we conclude by the Poincaré-Bendixson theorem that system (54)-(55) admits the existence of a limit cycle for all ε ∈ (0, ε 5 ].
VI. CONCLUSION
Moreau et al. [19] , [20] have shown that parameterized families of nonlinear systems whose solutions converge to those of an ISS system inherit ISS in a semiglobal practical fashion. Similarly, Christofides and Teel [4] and Khalil [15] have shown that singular perturbation models inherit ISS from the reduced subsystem, whenever the boundary-layer subsystem satisfies uniform asymptotic stability.
In this paper, we have first considered a notion of multistability based on the existence of a compact, invariant, globally attractive set whose decomposition in compact and invariant subsets satisfies specific acyclicity conditions. Second, we have recalled the notion of input-to-state multistability introduced in [1] . Finally, we have extended the aforementioned results on perturbation theory and singular perturbations to the case of inputto-state multistable systems, respectively, in Theorems 1 and 2. Throughout this process, we obtained a convergence result in singular perturbation models where the reduced subsystem globally converges to hyperbolic fixed points only (Theorem 3).
A central role in the proof of our main results is played by acylicity of the invariant set, as highlighted in [9, Section V.C] and Section V-C of this paper. The proposed perturbation theory finds immediate applications in systems where averaging techniques would typically be employed, and in highly oscillatory control systems as those studied in [30] . Singular perturbations of multistable systems are typically ubiquitous in gene-regulatory circuits when nonneglecting RNA dynamics.
APPENDIX A PROOF OF THEOREM 1
Letη u ,η u , and η u be given by Corollary 6, Lemma 4, and Definition 7, respectively. Letη u be the class-
Following [1] and subsequent publications [8] , the input-tostate multistability of (2) wrt set W and input u entails the practical global stability (pGS) property, namely the existence of a class-K ∞ function β and a constant Q ≥ 0 such that
Let η u be the class-
Semiglobal practical input-to-state multistability reads as
Assume by contradiction that
Contradiction hypothesis (71) reads as
By virtue of Lemma 3, the flow φ ε is semiglobally practically input-to-state stable wrt compact set A N , and thus there existsd 1 > 0 such that, for all n s large enough and all t ≥ 0, |φ ε n (t, x n ; u n )| ≤d 1 . Without loss of generality, we are now going to consider the following sequences defined for all n ∈ N:x n := φ ε n (t n,1 , x n ; u n ),ũ n (·) := u n (· + t n,1 ), and t n,m := t n,m +1 , for all n, m ∈ N. For such sequences, property (72) reads as
Furthermore, we have that
However, due to |x n | ≤d 1 andũ n ∈ L(d u ), we may select a subsequence ofx n s andũ n s such that lim n →+∞ ũ n = d u for some d u ≤ d u and lim n →+∞xn =:x for somex ∈ B(W, d 1 ).
For such subsequences of thex n s andũ n s, property (74) implies thatx
Two cases arise:
We may further pass to two subsequences of thex n s andũ n s in order to have property (73) holding true together with
and
By virtue of Corollary 4, we can select a strictly decreasing sequence of positive constants {d κ,i } i∈N and an input v ∈ L(
and, for any i ∈ N ∪ {0}, there exist n i ∈ N and a subsequence of the ε n s,x n s, andũ n s such that
By making use of [14, Lemma 10.4.4] , input-to-state multistability of (2) entails the asymptotic gain property
Then, by combining (78) and (79), we have that
However, recall that (76) holds with t n,m ≥ m for all m ∈ N. Therefore, for all n ≥ n T d 2 / 4 , there exists a maximal time
Claim 1: lim n →+∞ τ n = +∞. Proof: By virtue of (80) and without loss of generality, we can select a nondecreasing subsequence of n i s such that |φ ε n (t,
, all n ≥ n j , and all j ∈ N. It then follows that τ n > T d 2 /4 + j + 1 for all n ≥ n j and all j ∈ N. It thus follows that lim n →+∞ τ n = lim j →+∞ τ n j ≥ lim j →+∞ j = +∞.
Let y n := φ ε n (τ n ,x n ;ũ n ) for all n ∈ N large enough. By definition of τ n , it holds that y n ∈ ðB(W, η u (d u ) + d 2 /2), and thus there exists a subsequence of the y n s such that
Property (81) reads as 
Claim 2: There exists L > 0 such that |ψ(t,ȳ 1 ;
holds for all ns large enough. The combination of the latter inequality and property (84) 
By virtue of Claim 2 and Corollary 6, it holds that
The latter property implies that
for someT < 0. It follows from (69) and (85) that
However, due to (82), our definition of η u , and the fact that d u ≥ d u , it holds that 
. We may further pass to two subsequences of thex n s andũ n s in order to have property (73) holding true together with
By virtue of Corollary 4, we can select a strictly decreasing sequence of positive constants {d κ,i } i∈N and an input v 0,f ∈ L(d u +θ/2) such that lim i→+∞ d κ,i = 0, lim sup t→+∞ |v 0,f (t)| = d u and, for any i ∈ N ∪ {0}, there exist n i ∈ N and a subsequence of the ε n s, x n s, and u n s such that
By making use of [14, Lemma 10.4.4] , input-to-state multistability of (2) entails the asymptotic gain property (d u +θ) ) for n large enough).
By combining (90) and (92), we have that
Select i = Tθ in (93) to obtain |φ ε n (t,
and all n ≥ n Tθ . However, recall that (88) holds with t n,m ≥ m for all m ∈ N.
, it follows for all n ≥ n Tθ that there exists a maximal time
before which the φ ε n are contained in B(
Claim 3: lim n →+∞ τ n = +∞. Proof: By virtue of (93) and without loss of generality, we can select a nondecreasing subsequence of n i s such that |φ ε n (t,x n ;ũ n )| W h 0 ≤η u (d u +θ) for all t ∈ [i, i + 1], all n ≥ n i , and all i ∈ N with i ≥ Tθ . Since the n i s are nondecreasing, we have that |φ ε n (t,x n ;ũ n )| W h 0 ≤η u (d u +θ) for all t ∈ [ Tθ , Tθ + j + 1 ], all n ≥ n j , and all j ∈ N. It then follows that τ n > Tθ + j + 1 for all n ≥ n j , and all j ∈ N. It thus follows that
Let y n := φ ε n (τ n ,x n ;ũ n ) for all n ∈ N large enough. By definition of τ n , it holds that y n ∈ ðB(W h 0 ,η u (d u +θ)), and thus there exists a subsequence of the y n s such that
Property (94) reads as 
Then, from (96), we have that |φ ε n (t, y n ; Δ τ n u n )| W h 0 ≤ η u (d u +θ) holds for all n large enough. The combination of the latter inequality and property (84) with i ∈ N such that i ≥ī
By virtue of Claim 4 and Corollary 6, and due to the fact that η u (d u +θ) < D/2, we can conclude that
By virtue of Corollary 4, we can select a strictly decreasing sequence of positive constants {d κ,i } i∈N and an input v 1,f ∈ L(d u +θ/2) such that lim i→+∞ d κ,i = 0, lim sup t→+∞ |v 1,f (t)| = d u and, for any i ∈ N ∪ {0}, there exist n i ∈ N and a subsequence of the ε n s, y n s, and u n s such that
Since 
Define v 1 ∈ L(d u +θ/2) as the concatenation: v 1 (s) := v 1,b (s) for all s < 0 and v 1 (s) := v 1,f (s) for all s ≥ 0. By virtue of (97) and (99), we have that
(Iteration step): By relabeling x n := y n , and due to our contradiction assumptions (76) and (77), it is possible to show along the lines of Step 2 that solutions φ ε n enter and escape the ball B(W h 1 ,η u (d u +θ)) for ns large enough. It is then possible to show along the lines of Step 3 that there exist an input v 2,b ∈ L(d u +θ/2) and a pointȳ 2 
for all j ∈ N. However, the existence of such sequences together with the fact that the number of atoms in the decomposition of W is finite contradicts Lemma 4. Q.E.D.
APPENDIX B PROOF OF THEOREM 2
Recall that compactness of A N and inclusion W ⊆ A N imply the existence of Q > 0 such that
Let β x , β y , and γ be given by Lemma 5. Let B : X → R m ×m and b : R ≥0 → R > 0 be given by Lemma 7. Pick any
Let ε 0 boe the ε (d 1 ,d 2 ) given by Lemma 5. It then follows from (100) and Lemma 5 that the solutions of (25) are bounded for all forward times, i.e.,
hold for all t ≥ 0, ε ∈ (0, ε 0 ], and any w = (x, y) ∈ X × Z and
Observe that (105) immediately proves (29) . By virtue of Lemma 7, system (113) is input-to-state multistable wrt set W and inputs θ andỹ. Due to the continuity of f wrt to ε, we observe that the solutions of the perturbed systeṁ
converge uniformly to those of system (113) on compact time intervals, i.e., the flows of (106) and (113) 
for any ε ∈ (0, ε 1 ], any |x| ≤ d 1 , and anyỹ, θ ∈ L(d 1 ).
We are now going to prove Theorem 2 by selecting ε := min {ε 0 , ε 1 } and by picking ε ∈ (0, ε ], w = (x, y) ∈ X × Z,
In particular, due to b(·) being nonincreasing and due to definitions (101)- (103) and (108) 
is input-to-state multistable wrt set W and inputs θ andỹ. In particular, there exist two class-K ∞ functions η θ and ηỹ such that 
APPENDIX C CONVERGENCE OF PERTURBED SOLUTIONS UNDER FORCING
Lemma 8: Let Assumptions 1 and 2 hold. Assume that (2) is input-to-state multistable with respect to set W and input u. Let {x j } j ∈N , {u j } j ∈N , and {ε j } j ∈N , respectively, be a sequence of states, input signals, and positive reals satisfying 
