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ABSTRACT 
It is shown how a least squares problem subject to equality constraints can be replaced by an un- 
constrained least squares problem. Constraints and equations may be non linear. Results seem to 
be too complicated to be applied to general cases but can quite successfully be used for special 
problems like the closing of balances for instance. 
1. INTRODUCTION 
The work reported in this paper originated from a 
problem of dosing balances. Let ml ,  m2 .... , mn 
be experimentally obtained values for physical 
parameters ul ,  u 2 ..... u n which are known tO satisfy 
balance-equations (material and energy balances e.g.), 
gl (Ul '  .... Un) = 0 ..... gp (u 1 ..... Un) = 0. 
Due to experimental errors, the observed quantities, 
ml,  .... m n will not satisfy the balance equations and 
it is tried to replace them by other values, x I .... , x n 
which do satisfy the balance quations and which lie 
close to the observed m I ..... m n, in the sense that 
mj)2/sj 2
j= l  (x j -  
is minimal. The s. 2 are estimates of the variances on mj. 
J 
Hence, x I ..... x n are found as solutions of a mini- 
mization problem with equality constraints which is 
a special case of : 
m~m~ (x), ~0 : F, n -~ ~, 
(1) 
~n_~ RP, p < subject o G (x) = 0p, G : n 
A more complete description of the balance closing 
problem may be found e.g. in [13] and [10] where 
also a method is given for linear constraints G. 
For linear constraints, there is no basic difficulty for 
balance closing and the solution can be found in 
closed form using pseudoinverses. See [12], Chapter 
7, or [5]. 
A discussion on a class of  methods for solving (1), 
based on Lagrangian and penalty functions may be 
found in [2] and more can be found in [9, 4, 7]. These 
methods have the advantage that they can be used 
when a routine is available for unconstrained mini- 
mization or least squares. Most of  them replace (1) 
by a sequence of unconstrained problems and some, 
also reported in [1], replace (1) by one single uncon- 
strained minimization : 
rain ~(x) = ¢ -~ ~0. G" +G)+ lq(G,MG>. (2) 
X Z 
• has been called an exact penalty function in [2]. 
(,~ denote ordinary inner products in R n and RP, a 
prime denotes derivation (~0" is the gradient of ~0, G" is 
the Jacobian of G) and superscript +is the Moore- 
Penrose pseudoinverse. 
We shall not dwell here on necessary and/or sufficient 
conditions for (1) to have a solution. We assume that 
(1) has a solution x0, that all derivatives used below 
exist and that G" has full rank p in a neighbourhood of 
x 0. M is chosen to be a p, p matrix, positive definite 
around x 0. Several choices for M are possible [1], but 
only : 
M = G "+r G "+ 
will be considered here. 
For this choice, the differential of ~is given by : 
d~ = (PN(G') ~0"+ (qI -~0") G'+G, dx} + 
([PN(G,)(dG,)r G,+r_ G "+ (dG')] G'+G, qG'+G - ~0") 
(3) 
where PN(G') is the orthogonal projection onto the 
nullspace N(G ") of G'. 
In (3), results from [3] have been used on the different- 
iation of pseudoinverses. 
At x0, the relations 
G(xo) = Op, VN[C,(XO) ] ¢'(x o) = O n 
are satisfied and hence, there follows from (3) that x 0 
is a stationary point for • for any value of the scalar 
q. However, x0 is not necessarily a minimizing point 
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for all values of q. The second order derivative ~"(x0) 
is defined by : 
<~"(x0) dx, dx) = <dq~'(Xo) ,. dx) 
= ([dG'(x0)]rG'+r(x0) ~0"(x0) , S R dx) 
+ ( {PIq~"(x0)PN + PR [qI - ~"(x0)]P R }dx, dx) 
(4) 
In (4) N and R denote nullspace and range of G'(x0) 
and G'r(x0),  P denotes orthogonal projection and S R 
orthogonal reflection with respect o R. 
For x 0 to be a minimum of 4~ it is sufficient hat ~'" 
is positive semi definite in a neighbourhood of x 0. 
Hence, assuming continuity, q should be chosen 
such that (4) is positive for all dx. As (4) is quite in- 
volved, an exact determination of q will be impossible 
in most cases. 
When the constraints are linear : 
Gx-b  = 0p, G '= G 
is constant and dG 'vanishes o that 
For the special problem of closing balances, ¢'" is easy 
to obtain and with approximation (7), no convergence 
problems occurred in the practical problems treated. 
2. CONSTRAINED LEAST SQUARES PROBLEMS 
Let F = (fl "'" fm )r be a (nonlinear) mapping from 
R n to R m. The problem is to solve Fix ) = 0 m in the 
least squares ense, x being restricted by G(x) = 0p with G 
" as above :
F(x) = 0m, LSS, 
(x) = 0p (8) 
Problem (8) can of course be written as a minimization 
problem : 
IGi 
n ~(x) =<'F,F 
x) = Op 
(9) 
p . . . . . .  1p ~J d--and can be solved with an algorithm for equality- (~"(x0)dx,dx) = (( l~0 (x0)PN+PR[qI-~0 ~x0) 1 RJaX, xj . . . . .  
constrained mmlmlzarlon. 
is) 
As R n = R(G'r) • N(G 3, N(G') i R(G'r), any dx can 
be decomposed as dx = dx 1 + dx 2 with (dxl, dx2) = 0, 
dx 1 ~ R(G'r), dx 2 ~ N (G'). 
Relation (5) becomes : 
(c~"(x0)dx,dx) = <~0"(x0)dx2,dx 2) 
+ <[qI - ~"(x0) ]dx 1,dx I > 
so that it is sufficient o choose 
q ~ ll~o"(Xo)ll 
to make/I~"(x0) positive definite. The norm o f~"may 
be any matrix norm. For the case of nonlinear 
constraints 
For the case of unconstrained least squares, it is general- 
ly accepted that it is better not to apply a general 
minimization algorithm to ~0 =(F,F~, the argument 
being that no advantage is taken of the special structure 
of~0 (sum of squares). However, in [8], it has been 
shown that there are exceptions to this rule. 
In the case of constrained least squares, the following 
question arises : is it possible to replace (8) by one 
single unconstrained least squares problem (the equi- 
vahnt of an exact penalty function) and ff so, would 
it be better to solve this new least squares problem 
instead of applying a general algorithm to (9). 
With ~ = (F,F) and ~0"= 2F'rF,  the exact penalty 
function for (9) is : 
q ~ 2 ll~o"(Xo)[l (6) 
is suggested in [1]. 
The advantage of the exact penalty function method 
is, of course, that an equality constrained minimization 
is replaced by one single unconstrained minimization, 
at the expense, however, of  a more complicated object- 
ive function. 
A distinct disadvantage is that, unless algorithms are 
used that require function evaluations only, the 
gradient of • contains econd order derivatives of 
and the constraint functions, as follows from (3). 
Unless estimated by differences, the gradient of • can 
be approximated by 
g~% PN(G ") ~0"+ (qI - ~0") G'+G (7) 
neglecting the more involved second term in (3). 
Notice that the approximation (7) is correct in all 
points x that satisfy the constraints G(x) = 0p. 
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1 (G,+G, G,+G). (10) g~(x) = (F,F) - 2(F'rF, G'+G) + -~q 
Consider R m+p in which a vector will be written as a 
pair (y;z.) with y e R m and z ~ RP • ~ can then be 
written as 
~= ((F;G), M(F,~)) (10') 
where M is a linear mapping in IR re+p, dependent on 
x :  
M(y;z) = (y - F'G'+z; - G '+rF ' ry  + 1/2 q G'+rG'+z). 
(ii) 
M is always self-adjoint. 
We now show that (10) can be written as the squared 
length of a vector (Ul;U2) in Nm+n, Ul e IR m, u 2 ~IR n. 
Consider therefore 
Ul = X1F + X2G, X1 : ~m~+ H(m, X2 : ~p -~ IR TM 
u2 = X3 F + X4G, X3 : K(m -~ ~(n, X.z$ : IRP -+ IR n 
278 
where the X's are linear mappings to be determined 
such that : 
~p= ((Ul;U2) , (ul;u2))= ((F;G), M(F;GT> (12) 
Substitution of ul ,  u 2 leads to 
T T 
~= ((F;G), (X:X~. F + XIX2G + X3X3F 
• r X :X l  F r ¢ + X:X4G)) + X3X4G; + X2X2G + X4X3F 
which, after identification with (10 "7, using (11 ) leads 
to  : 
r + X:X3 = im X1X 1 
ix:x 2 + X3X 4 = -F 'G "+ 
r r 1 G ,+TG,+ 
+ X4X 4 = X2X2 ~ q 
(13) 
We look for a solution of(137 with X 2 = 0. 
S ,stem (13) then reduces to : 
T T 
XlX 1 = I m - X3X 3 
X;X 4 = -F 'G "+ 
X:X4 = 2 cl1 _ G,+TG ,+. 
This suggests the following solution :
1 _~1/2 X 4 = (~ ~U G'+ 
1 g)-l/2 F'¢, x3 = -(3 
while X 1 must satisfy :
X:X 1 = Im-  ( lq ) - i  F 'F "r" (14) 
The right hand side of (14) must be positive semi- 
definite and this leads to the condition :
q~ 2 II F'1122 • (157 
For such values of q, decompositions (14) are 
possible (e.g. square root or Choleski) and the exact 
penalty function • can be written as a sum of 
squares as in (12). Minimization of such • is equivalent 
to the least squares problem :
l U l= X1F = 0 m 
u2= ,.(~q)- l /2 F',rF + (½q)1/2 G,+G = On (167 
where X 1 satisfies (14). 
Conclusion : For any q satisfying (15), the exact 
penalty function (10) can be written as a sum of 
m + n squares. When moreover, q is sufficiently large 
so that x0, a solution of (8) and (97, is a minimizing 
point for ~, then x 0 may be found by solving (16) in 
the least squares ense. 
In this way, equality constrained least squares problems 
may be solved via one single unconstrained least 
squares problem. 
Although this may appear attractive,equation (16) has 
the disadvantage that the number of equations i in- 
creased to m + n. A function evaluation is quite 
complex not to speak of the Jacobian of (16), which 
requires derivatives of X 1. When needed, derivatives 
o fu  1 must be estimated by differencing except for 
special problems like e.g. a constant X 1. For u 2 the 
following approximation might be used. The 
differential of u 2 is given by 
du 2 _ ( lq ) -1 /2  (dF')rF "1 ,-1/2 = - t~q) F ' rF 'dx  
1 _~1/2 + (2 ~t) [PN(G') (dG ")TG'+rG'+G 
- G '+taG'7 G'÷G + PR(G ,r) dx] 
Neglecting second order derivatives results in : 
' 1 .~-i/2 1 .,~1/2 
u2 ~ - (2 "i) F'rF"+ (2 "Is PR(G'r) • (17) 
This approximation is exact when F is linear and for 
points lying on the constraint surfaces G(x) = 0p. 
3. APPLICATION TO THE PROBLEM OF CLOSING 
BALANCES 
For this particular case, F is linear and equation i 
rei~Is : 
~i - P i_  0, i = 1, 2, ..., m, m < n, 
si 
where/~i are the observed values, si the corresponding 
standard eviations and gi the first m components of x. 
F' is constant with zero off-diagonal entries. Diagonal 
- -1  . 
entries are s i , 1 = 1, 2, ..., m. 
According to (15), q must satisfy : 
2 
q > 2 m.ax {s; }. 
1 
For such q, the matrix in (14) 
1 .r Im - (2 q)-I F'F 
is positive semi-deFinite. Being diagonal, (14) can be 
solved taking the square root. Hence, X 1 is a constant 
diagonal matrix with 
2 i q)-111/2 -1 
[si - (5  s i , i=  1,2 ..... m 
as diagonal entries. 
The derivatives o fu  1 in (16) can now be calculated 
exactly while for u:,  the approximation (17) can be 
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taken. An approximate Jacobian of (16) is : 
i iag{[2-(1q)- l ] l /2s_2, i=l,...,m} '~0 
' 2 1 I . . . .  
(lq)-l/2diag{s~2, i=X ..... m;0 ..... 0}+(lq) I /2G'+G 
which is exact in all points on the constraints G(x) = 
0p. 
4. EXAMPLES 
Balance closing problems, resulting from practice, 
have been solved successfully with Fletcher's method 
(exact penalty function (10) and with system (16)). 
These problems are too complex to be reproduced 
here. The following simple examples will be given 
instead :
~1-//1 2 ~2-//2 2 ~3-//3 2 
(F ,F )  = + + [ 
subject o ~1 - cos ~3 = 0 
2 sin ~3 = 0 
For the observed values//, three sets were chosen, 
resulting in three problems : 
~1 #2 //3 
Problem i 0.6 0.8 0.7 
Problem 2 1.0 0.65 0.727 
Problem 3 0.74 0.9 0.73 
The two constraints define a helix in R 3 and the 
meaning of the problem then is to Fred the point on 
the helix whose squared weighted istance to the 
point of observations is as small as possible. 
The problems have been solved with three methods. 
Method 1 
Powell's method as given in [11];each minimization 
was considered as a least squares problem and solved 
with Marquardt's method [6]. 
Method 2 
exact penalty function method by Fletcher. Function" 
(10) was minimized with the Davidon-Fletcher- 
PoweU algorithm. 
Selected value for q was 4 max {l/s 2 }. 
J 
Method 3 
constrained least squares replaced by unconstrained 
least squares (16) and solved with Marquardt's method. 
Value taken for q was the same as for method 2. 
In all three methods, the observed values were taken 
as initial guess. 
For method 2, gradients were approximated with (7), 
neglecting second order derivatives of the constraint 
functions. Similarly, for method 3, the Jacobian of 
(16) was approximated using (17). 
For balance dosing problems, it may generally be 
expected that the effort for evaluation of F and its 
derivatives i negligible with respect to the work 
needed for evaluation of the constraint functions and 
their derivatives. 
The number of evaluations of G and G" was therefore 
selected for comparison purposes. Results are 
summarized in Table 1. 
TABLE 1 
Approximate weighted squared istances from the 
o.bserved point to the closest point on the helix are 
2.9; 5.8 and 1.3 respectively. 
Calculated 
Problem Correct !Method 1Method 2 Method 3 Observed Initial 
i solution values 
.744935 .744933 .744930 .744942 .6 
1 .6671369.667146 . 67140 .667129 .8 
.7303587.730358 .730357 .730348 .7 
iG = i30 18 3 
G'= !29 18 3 
.7705751.770575 .770585 .770576 1.0 
2 .6373492.637354 .637339 .637347 .65 
.6910533.691054 .691056 .691051 .727 
G = 104 18 4 
{G'= 66 18 4 
7383756.738379 .738345 .738376 .74 
3 .6743896.674392 .674412 .674389 .9 
.7401377.740139 .740147 .740137 .73 
,G = 56 17 3 
iG'= 42 17 3 
constraint 
ValUeS 
-0.165 
0.155 
0.253 
-0.014 
-5.E-3 
0.233 
5. CONCLUSIONS 
1. It is possible to replace an equality constrained least 
squares problem by another unconstrained least 
squares problem at the expense of more involved 
function and gradient evaluations. 
2~ The examples demonstrate hat cases exist where it 
is advantageous to solve equality constrained least 
squares problems by single unconstrained least 
squares rather than by method for general function 
minimization subject o equality constraints. 
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