This paper is motivated by the work of Altman and Shimkin 1]. Customers arrive at a service center and must choose between two types of service; a channel that is shared by all currently in it, and a dedicated line. The mean service cost (or time) for any customer entering the shared resource depends on the decisions of all future arrivals up to the time of departure of that customer, and so has a competitive aspect. The system keeps a record of the (discounted) mean sample service costs (or times) for the shared resource, as a function of the number there when a new arrival joins, and the arriving customers use this to make their decisions. The decision rule of each arriving customer is based on its own immediate self interest, given the available data on the past performance. They select the service with the smallest estimated service cost. But, if the current estimate of the cost for the shared resource equals that of the dedicated line, any decision is possible. The procedure is a type of learning algorithm. The long term behavior of the arrivals and its e ect on the system averages is of interest. The convergence problem is one in asynchronous stochastic approximation, where the ODE has a set-valued right hand side. The set value arises due to the arbitrariness of the decision at certain values of the current estimates. It is shown that, asymptotically, the performance of the learning system is that for the symmetric Nash strategy, despite the allowed arbitrariness and lack of coordination. AMS subject numbers: 62L20, 90D15, 93E05, 93C40, 60F17
Introduction
This paper is motivated by the work of Altman and Shimkin 1] who considered the following model of a competitive decision making process. A system has two resources, which we can call (without loss of generality) a mainframe computer and an (in nite) bank of personal computers (PCs). Customers arrive according to a renewal process. There are two classes of customers. Each customer of class 1 is free to select either the mainframe or the PC, but class 2 customers must have their work done on the mainframe. An alternative interpretation of the same problem arises in communications, where the arriving class 1 customer has the choice of seeking service on a channel whose capacity is shared equally by all current users (sometimes called \best e ort" service) or requesting a dedicated channel, with known mean service time (sometimes called \guaranteed service"). The main motivation here and in 1] concerns the e ects of individual decision making in a communications system, but following 1], we stick to the generic \mainframe-PC" terminology. It will be shown that a natural decision process which is based purely on the immediate self interest of each arriving class 1 customer leads to a stable (Nash) equilibrium. Such results are expected to be of broad interest for competitive resource sharing problems.
The service time model. The mean service time for a class 1 customer on any of the PCs (equivalently, on the dedicated channel) is < 1: The set of all such service times are mutually independent and independent of the times on the mainframe.
Customers who are on the mainframe at any time share the capacity equally. Hence, the more there are, the slower the progress for each customer. We allow the total service rate to depend on the number of customers. In particular, suppose that there is ( ) > 0 such that if is the number of customers being served in the mainframe at time t, the instantaneous service rate for any one of them is 0 < ( )= < 1 in the sense that, for > 0, P customer i departs on t; t + ) data to t = ( ) + o( ); i ; (1:1) and the analogous conditional probability of more than one departure on any interval t; t + ) is o( ): It is assumed that the instantaneous service rate per customer ( )= is strictly decreasing as increases. There is an upper limit B to the number of customers that the mainframe can accommodate. There is no queueing, and service begins immediately on arrival.
The Nash equilibrium. The decision problem is competitive in the sense that the e ect of the decision to join the mainframe depends on the decisions of all future customers who arrive before that customer departs, and these future arrivals are not obliged to cooperate in any way. Each will make the decision that it believes to be in its own immediate best interests.
We say that there is a symmetric strategy if all class 1 customers have the same rule for joining the mainframe. This rule is allowed to depend only on the number there on arrival (and not any other past data) but it might be randomized. In this paragraph, we suppose that the process started at time ?1: A symmetric strategy is said to be a symmetric Nash equilibrium strategy if no single arriving class 1 customer can reduce its mean service time with any other strategy (which is admissible in the sense that it can depend on only the present and past data), provided that all of the future class 1 customers use this symmetric strategy. It is shown in 1] that there is a unique symmetric Nash equilibrium strategy and it corresponds to a threshold strategy: I.e, there are numbers L < B and q 2 0; 1] such that a class 1 customer will always join the mainframe if there are fewer than L there on arrival, will never join if there are more than L , and will join with probability q (conditioned on all past data) if there are exactly L .
Let w ( ) denote the mean service time for a class 1 customer who arrives and joins the mainframe when it has customers, assuming that all future class 1 arrivals follow the symmetric Nash equilibrium strategy. Then 1] showed that there is a > 0 such that w ( + 1) ? w ( ) ; all < B ? 1:
The \learning" problem." The original draft of 1] introduced a stochastic approximation type of learning algorithm. It was based on equally weighting all past data, and aimed at probability one convergence. A complete proof was not given, and some of the assumptions are unlikely to be realized in practice. A more thorough analysis under exible behavioral assumptions will be given here. Our freer assumptions complicate the problem. The development is a good application of general results in asynchronous stochastic approximation, where the right side of the ODE is set valued. The general methodology is applicable to many similar types of problems. Up to the present, set valued right hand sides had appeared mainly in applications of the Kiefer{Wolfowitz procedure to the monte carlo minimization of convex functions, where the derivative is replaced by the set of subgradients 6, pages 16,123-125].
The learning process starts at time 0. Generally any arriving class 1 customer does not know what future arrivals will do. To aid the decision making process, the central system keeps track of weighted sample service time data. Let w n ( ) denote the actual sample service time of the n?th class 1 customer who enters the mainframe when there are currently there. We will say that it enters at level . The superscript > 0 is a parameter of the learning algorithm which is to be described. Weighted (discounted) recent averages v n ( ) are maintained. In its simplest form, we use ( < B) Thus, the one step discount factor in the memory is 1? ( ): From the point of view of stochastic approximation (SA), the algorithm is asynchronous 6], since only one component (i.e., the estimate for a single level ) can be updated at a time, and there is no synchronization between the updates at the various levels. The discounting puts a greater weight on recent data and is more realistic than weighting equally all data from the \beginning, " whenever that is.
One expects that in a properly functioning system, there will be small 0 > 0 such that v n ( + 1) ? v n ( ) 0 ; all < B:
(1:4) Such a monotonicity property was proved (for large enough n) in 1], under their more restrictive assumptions. Owing to our exible behavioral assumptions (to be de ned below), and the possibly greater time dependence, this monotonicity property is harder to prove. Without any loss of realism or applicability, we will impose it on the algorithm. Thus, let 0 < 0 << (where is de ned in (1.2)) and de ne the constraint set (in the space of of B-dimensional vectors)
In addition, in practice one would not accept sample averages v n ( ) that were much too large to be meaningful estimates of the true mean. Thus, for some w which is larger than max w ( ); de ne G 2 = fv( ) : v( ) w; all g: Finally, de ne the constraint set G = G 1 \ G 2 . The vector of allowed estimates of the estimated service times ( < B) will be con ned to this set G.
We write ( ) in the form ( ) = ( ); where > 0. The ( ) allow a possibly di erent discounting for each occupancy level, which is useful owing to the di erent arrival rates to the mainframe at the di erent values of . More generally, with little additional complication, we could let ( ) depend on the current (discounted) arrival rates at the various levels as well, although this will not be done to avoid overcomplicating the development. The actual algorithm can now be written as
(1:5)
where G denotes the restriction to the set G. This restriction to G makes the algorithm more realistic. It follows from the analysis that the possible limit points of the algorithm are strictly interior to the constraint set, so that the constraint is (asymptotically) irrelevant. The initial condition v 0 ( ) is an arbitrary point in the constraint set.
The constraint set G 2 is not actually necessary in the proofs, but it is quite realistic and does simplify the argument a little.
In the method of 1], class 1 arrivals at level randomized their decision in a predetermined way (identical for all arrivals) when the current estimate of the cost of joining the mainframe at was \close" to , and all data from some xed initial time (no matter how old it was) was weighted equally. Thus, there is an implicit assumption of stationarity in the arrival processes of the two classes of users. The algorithm here allows tracking of slow variations, and complete individual choice when there is a \toss-up" between the options.
Simulations of their proposed method were reported in the original draft and showed good behavior. The algorithm proposed here should behave very similarly under similar assumptions on the arrival processes. There might be asymptotically vanishing \chattering" of the ODE at the threshold point, but this will not a ect the overall behavior.
An extension of the result in 1]. The analysis in 1] used the mean expected waiting time on entry as the cost that each class 1 customer would like to minimize. But, their proof of the existence, uniqueness and characterization of the symmetric Nash equilibrium strategy is actually valid for a more general cost structure. For example, might be the mean time on the PC, plus a charge for using it. In general, is just a reference level: the perceived expected cost for using a PC. The perceived costs of using the mainframe and the PC might be based on di erent considerations. The expected cost for joining the mainframe at level can also be generalized. Given entry at level , it can be the expectation of any function of the path from the time of entry to the time of departure which is strictly monotone in the associated mean service time. For one example, let the cost be the sum of the mean and the variance of the expected waiting time at entry.
Our results also hold for this extended format. But, to keep the development simple, the mean waiting time format will be used.
The decision procedure. A class 1 arrival at level (the occupancy level of the mainframe on arrival of the customer) compares the current estimate (the latest available at the time of arrival) v n ( ) to . If v n ( ) < ; then the customer joins the mainframe. If v n ( ) > ; the customer elects the PC. If v n ( ) = ; the decision is completely arbitrary in that the customer might or might not join the mainframe: There is no general rule. This arbitrariness is realistic since one cannot expect each customer to follow the same rule. This arbitrariness makes the problem more interesting, since the asymptotic analysis of the associated SA yields ODEs with set-valued righthand sides.
One can complicate the problem further by allowing some arbitrariness in the decisions in a small neighborhood of ; something that would occur in practice. The analysis is quite similar, but with a greater degree of \chattering" possible.
If a customer elects the PC, then the waiting time is not a ected by any other in uence. Since the service on the mainframe does depend on the decisions of other users, other factors than the mean service time might be of interest, (for example, the variance of the service time), depending on the \risk" or \cost" sensitivity of the customer. This is the motivation for the discussion of the more general setup in the past paragraph. Additionally, delays in making the latest data available will not change the results, provided that ( delay) goes to zero as ! 0. Asymptotic analysis and weak convergence. The most appropriate approach to the asymptotic analysis of the SA (1.5) is the weak convergence method, discussed extensively in 6]. Since the step size does not go to zero as n ! 1 (although it will be small), probability one methods are not appropriate.
The path space for the continuous time interpolations (to be introduced below)
is the usual space of IR B ?valued functions on the time interval 0; 1) which are right continuous, have left hand limits and are continuous at 0, with the Skorohod topology 2, 3] . The main result is that, asymptotically, for small and large time, the behavior of the arriving customers is arbitrarily close to what would hold under the symmetric Nash equilibrium strategy. Hence the overall e ect of the individual strategies is asymptotically the same as that under the symmetric Nash equilibrium strategy.
The Stochastic Approximation Algorithm: Notation and Assumptions
Comments on the interpolation time scale. In classical SA with constant step size, one deals with iterations of the form (or of the form that is projected onto a constraint set) n+1 = n + Y n ; where Y n is the observation, n is IR r ?valued for some integer r, and all components of the vector are updated at each time. A related form is where the components are updated at di erent times, but in a synchronous manner; perhaps the i?th component being updated at steps rm + i; m = 0; 1; : : :: In this classical case, the ODE method works with the natural (right continuous and piecewise constant) interpolated process ( ), de ned by (t) = n ; t 2 n ; n + ): The real time between updates is irrelevant to the convergence analysis. In this particular synchronized case, the iterate (i.e., the discrete) time and the interpolated time are related by the scale factor for all components.
In the asynchronous case of this paper, the estimates for di erent values of are updated not only at di erent times but at di erent and random \rates."
There is no common time scale for the sequences fv n ( ); n < 1g for di erent . Because of this, it is usual to work with the iteration and to de ne the interpolation in a (scaled) real time scale, (as opposed to the classical iterate time scale), and we now introduce the associated notation, using the general scheme in 6]. See also 4, 5] . Part of the complication of the following notation is due to the fact that we are concerned with the behavior of the algorithm at large real time, hence with data that appears in an arbitrary interval of real time, and not iterate time for some particular . We could use the equivalent algorithm
andŵ n ( ) is de ned in the obvious manner. But the essential details are no simpler than with our approach, which separates the basic steps in a more e ective manner.
A continuous time interpolation. The analysis is to be asymptotic in time as well as in , and this time must be real time or suitably scaled real time. Because of this, we de ne the SA and its interpolation, starting from an arbitrary real time . This use of is the main notational complication. The interpolations which are introduced below are of the iterates which are done on the real time interval ; 1).
Let us recall some de nitions from 6, Chapter 12], whose methods and results we will adapt to the present problem. Letw ; n ( ) denote the sample service time of the n?th departure after real time of a customer (class 1 or class 2) that joined the mainframe at level . Starting at any real time , the stochastic approximation (1.5) can be rewritten as Note that these interpolations are in a scaled real time. Here the time origin corresponds to real time .
An alternative interpolation. There is an alternative form for the SA and the interpolation which gives the same results but which is more convenient, since it allows the conditions to be stated more naturally. In (1.5) and (2.1), the estimates are updated at the times of departure of customers (of any class) from the mainframe. Consider the following alternative. Let w ; n ( ) denote the sample service time of the n?th customer of any class who joins (not departs from) the mainframe after real time and at level . we will work with that form.
Additional assumptions. Let n denote the times between the arrivals to the system, and i;n the set of times between arrivals of class i. Suppose that f n g are mutually independent, f i;n ; n; ig is uniformly integrable (2:7) and lim !0 sup n P f n g = 0: of the left side are in the set on the right side. This is a consequence of the fact that the mean values of the busy periods of the mainframe are bounded uniformly over all the possible decisions, and the uniform integrability (2.7). These facts will be used in the proof.
Comment on weak convergence. It is shown in 6] that, under broad conditions, the mean time that the solution process will spend in a small neighborhood of the limit point of the ODE is at least of the order of e K= for some K > 0, which is quite large for small ; and that it will spend an asymptotically negligible amount of time away from a small neighborhood of this point. There is no alternative to weak convergence when the step size is constant. But, even for the algorithm where n ! 0 and probability one convergence might be possible, once one introduces a stopping rule, it is the distributional information at the stopping time and on the path before that time that matters, and not the possibility of eventual probability one convergence.
Theorem. Under the assumptions above and in the last section, the set fv ; ( ); ; ( ); ; g Proof. Weak Convergence. We will use the general scheme of proof developed in 6, Chapter 12], to which the reader is referred for a full background discussion and further illustration of the notation, although the proof here is self contained. For the sake of completeness, the general approach will be outlined, although it follows closely the approach in the reference. The following de nitions will be needed. Let N ; ( ; t) denote times the number of customers who joined the mainframe at level in the real time interval ( ; + t= ]. The functions N ; ( ; t) and ; ( ; t) are inverses in the sense that N ; ( ; ; ( ; t)) = n ; for t 2 n ; n + ):
There are two time scales that are to be used and which facilitate the proof. The one of ultimate interest for the asymptotic analysis of the SA is the real time scale (times ), starting at an arbitrary real time , and is the same for all values of . This is the scale in which thev ; ( ) were de ned. For each , and starting at arbitrary real time , there is also the \iterate" time scale. It will be seen that some computations are best done in the iterate time scale, for each separately, with the results then transferred to the real time scale. The formula (3.6) will enable us to move between the time scales.
In contrast to (2.6), de ne the interpolation (in the iterate time scale, shifted by ) v ; ( ; t) = v ; n ( ) for t 2 n ; n + ): (3:12) It is simpler to deal with the tightness and weak convergence of processes such as S ; ( ; t) in (3.11) (an iterate time scale form), than with the analogous term in the real time scale form (3.12), since the latter has a random upper limit of summation N ; ( ; t)= ? 1. Thus we start by working with the processes appearing on both sides of (3.11), which are interpolations de ned in \iterate time" for each separately, and then use a time change argument to get the desired result for the processes appearing in (3.12), for < B; which are the interpolations in the real time scale. The procedure is straightforward, and exactly what one does for the synchronous algorithm, except for the time change argument.
The uniform integrability and independence (2.7) implies that f ; n ( ); ; ; n; g is uniformly integrable. Here and below, the Lipschitz constants are bounded, uniformly in all variables. In addition, (2.8) implies that the minimal derivative that the limit paths can have is positive. These results and the inverse relationship (3.6) imply that fN ; ( ; ); ; g is tight for each and that all weak sense limit paths are Lipschitz continuous and strictly increasing.
Owing to the properties of the service rates ( )= and the upper bound B to the mainframe occupancy, the set fw n ( ); ; n; g is uniformly integrable. This implies that the set fw ; n ( ); ; ; n; g is uniformly integrable.
(3:14) (3.14) implies that the sequence fS ; ( ; ); ; g is tight and that the weak sense limits are Lipschitz continuous, for each . The analogous assertion holds for the re ection terms Z ; ( ; ) in (3.7). The processS ; ( ; ) is an interpolation of a martingale with variance O( t), and it is easy to see that it converges weakly to the \`zero" process. It will be ignored henceforth, without loss of generality.. Putting the above tightness and continuity assertions together, we can assert that, for each , fv ; ( ; ); ; g is tight and that all weak sense limits are Lipschitz continuous. Now, these tightness and Lipschitz continuity assumptions and the relationship (3.8) imply that fv ; ( ; ); ; g is tight and that all weak sense limits are Lipschitz continuous, with the analogous assertion holding for the processes de ned by the various sums on the right side of (3.12). 2 The Lipschitz property as a consequence of the uniform integrability follows from the Corollary to Theorem 2.1 in Chapter 7 of 6].
Characterization of the weak sense limit processes. We now turn to the characterization of the limit processes, again using time change arguments and the inverse relations (3.6), (3.8) For simplicity of notation, we use ; to index this convergent subsequence. It will be seen that the results do not depend on the chosen subsequence.
Equations (3.6), (3.8) and (3.9) and the weak convergence imply that (for each ) N( ; ( ; t)) = t; It will be seen below that for < B w( ; t) 2 W( ;v( ( ; t)):
Formula (3.21) is intuitively reasonable: The term on the left is de ned in terms of the service times at iterate time t (for level , scaled and in the limit). This corresponds to real time (scaled and in the limit) ( ; t), and the value of the weak sense limit of thev ; ( ) at this time is justv( ( ; t)). The details are given below.
De ne w( ; t) = w( ; ?1 ( ; t)). Then a time change argument, together with (3.21) and the argument leading to (3.20), yields where w( ; t) 2 W( ;v(t)): Pursuing this argument yields the limit relation
Outline of the proof of (3.21). Consider S ; ( ; t). Now, E ; ; It can be shown that the derivative of the constraint function _ Z( ; t) satis es the following properties, for almost all t. It is zero ifv( ; t) < w (the upper bound), and ifv( + 1; t) ?v( ; t) > 0 andv( ; t) ?v( ? 1; t) > 0 . If v( + 1; t) ?v( ; t) = 0 and _ v( ; t) > 0; then _ Z( ; t) 0 (to assure that the constraintv(t) 2 G 1 is satis ed). Ifv( ; t) ?v( ? 1; t) = 0 and _ v( ; t) < 0; then _ Z( ; t) 0. The details are omitted. These facts will be used in the stability arguments below.
Stability and convergence of the threshold. Now that the form of the ODE is known to be (3.4b), we need to deal with its asymptotic properties. We use a Liapunov function argument analogous to that in 1] but accounting for the projection onto G and whatever arbitrariness of choice there might be. The constraint set G 1 on the SA implies that v( + 1; t) ?v( ; t) 0 ; < B:
The upper bound w can only help the stability, and to simplify the notation, we suppose thatv( ; t) < w. Let us de ne, as we may,v(B; t) = w (B) = 1:
First, we do the case where for the integer de ned in the theorem w ( ) = : (3:25) Then the symmetric Nash equilibrium strategy is for an arriving class 1 customer to always join the mainframe when the level is ? 1 or smaller, never to join when the queue has more than , and to join with some probability (conditioned on the past data, and the same for all class 1 customers) q , when the queue level is .
De ne the Liapunov function This is somewhat remarkable, owing to the allowed arbitrary behavior of the arriving customers when they arrive at a queue level such thatv( ; t) = : This convergence and the uniform monotonicity in of thev( ; t) imply that (for small and large t) the empirical behavior of the class 1 customers will be essentially that of the symmetric Nash equilibrium strategy, when the level on arrival is not . The individual strategy at = will not necessarily converge due to the arbitrariness of the possible decisions there. However, (3.30) implies that the overall e ects, averaged over all customers who enter at level , does converge.
The convergence (3.30) and the uppersemicontinuity of the sets W( ; v) in v implies that w( ; t) converges to the set W( ; w ) as t ! 1. The convergence ofv( ; t) might not be monotonic. There can be (asymptotically negligible) chattering about the limit value w ( ) due to the range of values in the set W( ; w ): Now, consider the case where there is no integer such that w ( ) = ; i.e., where w ( ) > . Then the symmetric Nash equilibrium strategy is for arriving class 1 customers to always join the mainframe when the level is ?1 or fewer, and never to join when the level is or more. In this case, W( ; w ) reduces to a point w( ; w ); the mean service time in the mainframe under this strategy.
The main additional di culty with the proof in this case is that we no longer know where the threshold associated withv(t) is with respect to that associated with w ( ): Consider the casev( ; t) < w ( ): Then The arrows in the gure will be seen to indicate the direction of movement of v( ? 1; t) and ofv( ; t) determined by the ODE. By an argument analogous to the Liapunov function stability argument used above, it can be seen that the arrow labeled b holds, even with the projection. Conversely, ifv( ; t) > w ( ); then the arrow labeled a holds, even with the projection. At the point = ?1, the arrows c and d hold. We still need to deal with the intervals labeled e and f. But we do know that in the limit as t ! 1,v( ? 1; t) converges to the interval e andv( ; t) converges to the interval f. If the limits ofv( ? 1; t) as t ! 1 are strictly less than , and the limits ofv( ; t) are strictly greater than , then the strategy converges to that associated with w ( ): Thus, suppose the contrary. First, suppose that some limit point ofv( ? 1; t) equals : Then, by (3.24), the limit point at must be at least + 0 . Then, the associated thresholds and another Liapunov function argument imply that (3.28) holds with replaced by ? 1, and when jv( ? 1; t) ? j is small, provided that v( ? 1; t) ? v( ? 2; t) > 0 (3:32) An argument analogous to that which was used to show that we can suppose that (3.29) holds shows that we can suppose that (3.32) holds if jv( ? 1; t) ? j is small. We can conclude that any limit point must be strictly below . Analogously, the limit forv( ; t) is not possible. Thus the limits ofv( ?1) are strictly below the line and in the interval e and those ofv( ) are strictly above the line and in the interval f. Hence, for large enough t, the strategy is just the symmetric Nash equilibrium strategy.
The conclusions do not depend on the chosen weakly convergent subsequence. The relationship (3.27). Recall that W( ;v(t)) in (3.27) is the set of all possible expected service times for entries at level , when the v?function is xed at the valuev(t) for all time. De nev =v(t): The inclusion (3.27) can be shown by a standard stochastic ordering argument, and we outline the details for the case wherev( ) < w ( ) = . The other cases are handled in analogous ways. For the purposes of computing the expected service times for a customer entering at level (or at any other level), we can construct the probability space in the following way. This special construction does not alter the range of mean values of the service times. In our construction, there are two systems (i.e, two mainframes and banks of PCs), the rst governed by the symmetric Nash equilibrium policy which is the threshold strategy associated with fw ( ); < Bg, and the second which is governed by the decision based on the v?functionv( ) = fv( ); < Bg. We use s to denote time.
There is a single input process, with each customer splitting into two, with one going to the rst and the other to the second system. The members of each pair are identi ed with one another. At time 0, both systems are at level and a customer arrives, splits into two and joins both. This is the customer whose range of expected service times we need to compute.
If there is a departure from the mainframe, then the identity of the departing customer is chosen randomly among those in the system, but with the following convention, which correlates the departures in the two systems. Let i (s) denote the number of customers in the mainframe of system i at time s. Suppose that 1 (s) 2 (s): This is true at time 0. As long as 1 (s) 2 (s), it will be seen that we can suppose that any customer in the mainframe of the rst system is also in that of the second one. If a customer from the mainframe of the second system departs and that customer is in the mainframe of the rst system also, then that customer departs from the rst system as well (at the same time). This is guaranteed by the following rule for choosing the departures. In an interval s; s + ), each customer in the mainframe of system 2 leaves with probability ( 2 (s)) = 2 (s) + o( ). If that customer is also in the mainframe of system 1, then that customer will also leave system 1. Each remaining customer in system 1 will leave with conditional probability ( 1 (s)) = 1 (s)]? ( 2 (s)) = 2 (s)]+ o( ).
It can easily be seen that the above protocol implies that the mainframe of the second system will never have fewer customers than the mainframe of the rst, provided that any customer that enters the mainframe of the rst also enters the mainframe of the second. That we can assure this latter proviso is guaranteed by the assumption thatv( ) < w ( ): This will be illustrated below in connection with Figure 3 .3, and the discussion concerning it. Then, we have not changed the expected service times for either of the two systems for the initial arrival at level , the customer of concern. Also, the service times for the second system for the customer of concern are no less than those for the rst system.
Comments on Figure 3 .3. The proof that we can allow any arrival to the mainframe of system 1 into that of system 2 as well without changing the set of possible service time distributions is essentially obvious from the following illustration, and we make only a few remarks so that the general idea is clear.
Other cases, such as (3.31), are treated similarly. Let class 1 customers who arrive at system 1 at level join with probability q 2 0; 1]: For speci city and to avoid trivialities, suppose thatv( + 1) = .
Recall that the initial level of both mainframes is . Points 3 and 4 are arrivals from class 2, and points 1,2 and 5 are from class 1. There are departures at the times labeled d i . The system is initialized at level . The solid line is the occupancy level for system 1 and the dotted line for system 2 (where it di ers from that of system 1). The customer of concern is number 1, and must be accepted by system 2 sincev( ) < . System 1 accepts with probability q . Suppose an acceptance (the worst case). Customer number 2 cannot be accepted by system 1, but system 2 can either accept or reject, at will, sincê v( +1) = . The worst case for our comparison is a rejection, and we suppose that this will always be the case. Customers 3 and 4 must be accepted by both systems. There are departures from both systems at times d i ; i = 1; 2; 3. These must be the same customers from both. System 2 must accept arrival number 5 sincev( ) < , but system 1 does so with probability q , and it does not (again, the worst case for our comparison). It can now be seen that whatever the choices that are made within the allowable ranges, system 2 will never have fewer customers than system 1. 
