Transcoding is a key technique for reducing the bitrate of a previously compressed video signal. A high transcoding ratio may result in an unacceptable picture quality when the full frame rate of the incoming video bitstream is used. Frame skipping is often used as an efficient scheme to allocate more bits to the representative frames, so that an acceptable quality for each frame can be maintained. However, the skipped frame must be decompressed completely, which might act as a reference frame to nonskipped frames for reconstruction. The newly quantized discrete cosine transform (DCT) coefficients of the prediction errors need to be re-computed for the nonskipped frame with reference to the previous nonskipped frame; this can create undesirable complexity as well as introduce re-encoding errors. In this paper, we propose new algorithms and a novel architecture for frame-rate reduction to improve picture quality and to reduce complexity. The proposed architecture is mainly performed on the DCT domain to achieve a transcoder with low complexity. With the direct addition of DCT coefficients and an error compensation feedback loop, re-encoding errors are reduced significantly. Furthermore, we propose a frame-rate control scheme which can dynamically adjust the number of skipped frames according to the incoming motion vectors and re-encoding errors due to transcoding such that the decoded sequence can have a smooth motion as well as better transcoded pictures. Experimental results show that, as compared to the conventional transcoder, the new architecture for frameskipping transcoder is more robust, produces fewer requantization errors, and has reduced computational complexity.
One straightforward approach for implementing transcoding is to cascade a decoder and an encoder [8] [9] [10] [11] , commonly known as pixel-domain transcoding. The incoming video bitstream is decoded in the pixel domain, and the decoded video frame is re-encoded at the desired output bitrate according to the capability of the clients' devices and the available bandwidth of the network. This involves a high processing complexity, memory, and delay. As a consequence, some information reusing approaches [9] , [10] have been proposed. For example, motion vectors extracted from the incoming bitstream after decoding can be used to reduce the complexity of the transcoding significantly. In addition, the video quality of the pixel-domain transcoding approach suffers from its intrinsic double-encoding process, which introduces additional degradation.
In recent years, discrete cosine transform (DCT) domain transcoding was introduced [12] [13] [14] , under which the incoming video bitstream is partially decoded to form the DCT coefficients and downscaled by the requantization of the DCT coefficients. Since DCT-domain transcoding is carried out in the coded domain where complete decoding and re-encoding are not required, the processing complexity is significantly reduced. The problem with this approach, however, is that the quantization errors will accumulate, and a prediction memory mismatch at the decoder will cause poor video quality. This phenomenon is called "drift" degradation, which often results in an unacceptable video quality. Thus, several techniques for eliminating "drift" degradation [12] [13] [14] have been proposed. DCT-domain transcoding is a very attractive approach for many video applications. However, it is impossible to achieve the desired output bitrate by performing only requantization. In other words, if the bandwidth of the outgoing channel is not enough to allocate bits with requantization, frame skipping is a good strategy for controlling the bitrate and maintaining the picture quality within an acceptable level. It is difficult to perform frame skipping in the DCT-domain since the prediction errors of each frame are computed from its immediate past frames. This means that the incoming quantized DCT coefficients of the residual signal are no longer valid because they refer to the frames which have been dropped. This problem has not been fully considered in the literature. However, several frame-skipping techniques in pixel domain for bitrate reduction of compressed video have been devised in recent years [9] [10] [11] . For instance, frame-skipping transcoder proposed in [9] , [10] made use of the motion vector refinement scheme when the frame-rate conversion is needed. The refinement scheme suggested a forward dominant vector selection (FDVS) method to compose an outgoing motion vector from the incoming motion vectors of the skipped frames. In [11] , a frame control scheme was proposed to dynamically adjust the number of skipped frames according to the accumulated magnitude of motion vectors such that the transcoded sequence can present a much smoother motion. These techniques are useful for frame-skipping transcoders in the pixel-domain. In this paper, we provide a computationally efficient solution to perform frame skipping in a transcoder, mainly in the DCT-domain, to avoid the complexity and the quality degradation arising from pixel-domain transcoding. In addition, a frame-skipping control scheme with dynamic behavior is proposed, which can adaptively skip the unnecessary frames according to the motion information and the re-encoding errors due to transcoding. As a result, our proposed frame-skipping transcoder which has an architecture of low-complexity can provide a smoother and better transcoded sequence.
The organization of this paper is as follows. Section II of this paper presents an in-depth study of re-encoding errors in the frame-skipping transcoder. The architecture of the proposed dynamic frame-skipping transcoder is then described in Section III. Simulation results are presented in Section IV. Finally, some concluding remarks are provided in Section V. Fig. 1 shows the structure of a conventional frame-skipping transcoder in pixel-domain [8] [9] [10] . In the front encoder, the motion vector, , for a macroblock with pixels in frame , the current frame, is computed [15] [16] [17] [18] [19] [20] by searching for the best matched macroblock within a search window in the previous reconstructed frame, , and it is obtained as follows:
II. FRAME-SKIPPING IN PIXEL-DOMAIN TRANSCODING
where and are the horizontal and vertical components of the displacement of a matching macroblock, and represent a pixel in and , respectively. For the sake of convenience, we use the same convention for other symbols for the rest of this paper; i.e., if represents a frame or error signal at time , its corresponding value at spatial location is denoted by . In transcoding the compressed video bitstream, the output bitrate is lower than the input bitrate. As a result, the outgoing frame rate in the transcoder is usually much lower than the incoming frame rate. Hence switch SW is used to control the desired frame rate of the transcoder. Table I summarizes the operating modes of the frame-skipping transcoder.
Assume that is dropped. However, is required to act as the reference frame for the reconstruction of such that
where represents the reconstruction errors of the current frame in the front-encoder due to quantization, and is the residual signal between the current frame and the motion-compensated frame (4) Substituting (4) into (3), we obtain an expression for , (5) In the transcoder, an optimized motion vector for the outgoing bitstream can be obtained by applying the motion estimation such that
where denotes a reconstructed frame of the previous nonskipped reference frame. The superscript " " is used to denote the symbol after performing the frame-skipping transcoder. Although the optimized motion vector can be obtained by a new motion estimation, it is not desirable because of its high computational complexity. It has been a common practice to reuse incoming motion vectors. The performance is considered almost as good as a new full-scale motion estimation, and the scheme was assumed in many transcoder architectures [9] , [10] . Let us represent the new motion vector as . Hence, the reconstructed pixel in the current frame after the end-decoder is (8) where and represents the requantization errors due to the re-encoding in the transcoder, then,
This equation implies that the reconstructed quality of the nonskipped frame deviates from the input sequence to the transcoder. The effect of re-encoding errors is depicted in Fig. 2 where the "Salesman" sequence was transcoded at half of the incoming frame rate. This figure shows that re-encoding errors lead to a drop in the picture quality of about 3.5 dB on average, which is a significant degradation.
III. HIGH-QUALITY FRAME-SKIPPING TRANSCODER WITH DYNAMIC CONTROL SCHEME
In [21] , we proposed a direct addition of the DCT coefficients in frame-skipping transcoding to avoid re-encoding errors and to reduce the complexity for macroblocks coded without motion compensation. In this paper, we present a new frame-skipping transcoding architecture which is an extension of the work of [21] . The new architecture has three new features: 1) a direct addition of the DCT coefficients for macroblocks without motion compensation (non-MC macroblocks); 2) a feedback loop for error compensation within motioncompensated macroblocks (MC macroblocks); 3) an intelligent control scheme for a dynamic selection of the most representative and high-quality nonskipped frames. The architecture of the proposed transcoder is shown in Fig. 3 . The input bitstream is first parsed with a variable-length decoder to extract the header information, coding mode, motion vectors and quantized DCT coefficients for each macroblock. Let us define the incoming residual signal with quantization errors due to the front encoder as and its quantized DCT coefficients as . Each macroblock is then manipulated independently. Two switches, and , are employed to update the DCT-domain buffer, , for the transformed and quantized residual signal depending on the coding mode originally used in the front encoder for the current macroblock being processed. The switch positions for different coding modes are shown in Table II . For non-MC macroblocks, the previous residual signal in the DCT-domain is directly fed back from to the adder, which adds the input residual signal to update . Note that all operations are performed in the DCT-domain, thus the complexity of the frame-skipping transcoder is reduced. Also, the quality degradation of the transcoder introduced by is avoided. When the motion compensation mode is used, motion compensation, DCT, inverse DCT, quantization and inverse quantization modules are activated to update . One problem with these MC macroblocks is that re-encoding errors will be generated, which introduces quality degradation in the transcoded sequence. Thus, the feedback loop in Fig. 3 tries to compensate for the re-encoding errors introduced in the previous frames. Note that switch is used to adjust the frame rate and refresh for the nonskipped frame. This switch is controlled by the proposed dynamic control scheme which makes use of both the motion vectors and re-encoding errors. Table III shows the frame-skipping modes of the proposed transcoder. The advantages of the DCT-domain buffer arrangement, together with the details of other methods, are described in the following subsections.
A. Direct Addition of DCT Coefficients for Non-MC Macroblocks
In Fig. 4 , a situation in which one frame is dropped is illustrated. We assume that represents the current non-MC macroblock and represents the best matching macroblock with . Since is coded without motion compensation, the spatial position of is the same as that of , and represents the best matching macroblock with . Since is dropped, for , we need to compute motion vector and prediction errors in the DCT-domain, , by using as a reference. Since the motion vector in is zero, then Re-encoding can lead to additional errors, but this can be avoided if is computed in the DCT-domain. In Fig. 4 , pixels in can be reconstructed by performing the inverse quantization and inverse DCT of and adding this residual signal to pixels in which can be similarly reconstructed by performing the inverse quantization and inverse DCT of and adding this residual signal to pixels in the corresponding . The reconstructed macroblocks and are given by (11) and (12) Using (11) and (12), the prediction errors between the current non-MC macroblock and its corresponding reference macroblock in , , can be written as (13) By applying the DCT for and taking into account the linearity of DCT, we obtain the expression of in the DCT-domain (14) Then the newly quantized DCT coefficients of prediction errors are given by (15) Note that, in general, quantization is not a linear operation because of the integer truncation. However, and are divisible by the quantizer step-size. Thus, we obtain the final expression of the prediction errors in the quantized DCT-domain by using as a reference (16) Equation (16) implies that the newly quantized DCT coefficient can be computed in the DCT-domain by adding directly the quantized DCT coefficients between the data in the DCT-domain buffer, , and the incoming DCT coefficients, whilst the updated DCT coefficients are stored in , as depicted in Fig. 3 , when switches and are connected to and , respectively. Since it is not necessary to perform motion compensation, DCT, quantization, inverse DCT and inverse quantization, complexity is reduced. Furthermore, since requantization is not necessary for non-MC macroblocks, re-encoding errors mentioned in (9) are also avoided.
For a real-world image sequence, the block motion field is usually gentle, smooth, and varies slowly. As a consequence, the distribution of motion vector is center-biased [18] [19] [20] , as demonstrated by the typical examples as shown in Table IV which shows the distribution of the coding modes for various sequences including "Salesman," "Foreman," "Carphone," "Table Tennis," and "Football." These sequences have been selected to emphasize different amount of motion activities. It is clear that over 70% and 50% of the macroblocks are coded without motion compensation for sequences containing low and high amount of motion activities, respectively. By using a direct addition of the DCT coefficients in the frame-skipping transcoder, the sequence containing more non-MC macroblocks can reduce the computational complexity and re-encoding errors more significantly.
B. DCT-Domain Buffer Updating for MC Macroblocks With Error Compensation
For MC macroblocks, direct addition cannot be employed since is not on a macroblock boundary, as depicted in Fig. 5 . In other words, is not available from the incoming bitstream. Fig. 5 partially. The two-dimensional (2-D) inverse DCTs are implemented using one-dimensional (1-D) row transforms followed by 1-D column transforms. All eight rows for each required block receive a 1-D inverse DCT, but only the columns that have pixels overlapping to are subjected to a 1-D inverse DCT. In most cases, the approach significantly reduces the required number of column inverse DCT.
Each segment of the reconstructed pixels in can be obtained by adding its prediction errors to its motion-compensated segment of the previous nonskipped frame stored in , as shown in Fig. 3 . After all pixels in are reconstructed, we need to find the prediction errors, . Actually, is equal to the reconstructed pixel in subtracted from its corresponding MC macroblock from the previous nonskipped frame stored in , denoted as in Fig. 5 . In order to locate , we need to find a motion vector of . Again, is not on a macroblock boundary; it is possible to use the bilinear interpolation from the motion vectors , , , and which are the four neighboring macroblocks, , , and , of to come up with an approximation of [11] . However, the bilinear interpolation of motion vectors leads to inaccuracy in the resultant motion vector because the area covered by the four macroblocks may be too divergent and too large to be described by a single motion vector [9] , [10] . Thus, the forward dominant vector selection (FDVS) method is used [9] , [10] to select one dominant motion vector from four neighboring macroblocks. A dominant motion vector is defined as the motion vector carried by a dominant macroblock. The dominant macroblock is the macroblock that has the largest overlapped segment with . Hence, can be computed and it is transformed and quantized to . In Fig. 5 , the newly quantized DCT coefficient of a MC macroblock can then be computed by adding to the incoming and it is quite similar to that of the non-MC macroblock as mentioned in (16) except the formation of . For non-MC macroblocks, is available from the incoming bitstreams. Conversely, requantization is performed for the formation of in MC macroblocks, which will introduce additional re-encoding errors such that the reconstructed frame after the end-encoder is (17) Note that, as compared with in (9), is the re-encoding due to frame instead of frame . Both of these errors will degrade the quality of the reconstructed frame. Since each nonskipped P-frame is used as a reference frame for the following nonskipped P-frame, quality degradation propagates to later frames in a cumulative manner. If the accumulated magnitude of re-encoding errors is large, it means that the quality of the transcoded sequence is degraded significantly. This is illustrated in Fig. 6(a) which shows how re-encoding can lead to accumulated errors. According to the figure, is introduced for the formation of and such errors have the effect of degrading the reconstructing quality of . When pixels in are used as a reference for the subsequent nonskipped frame, for example, in Fig. 6(a) , will further affect the formation of and finally this error is accumulated in . These accumulated errors become significant in the sequence containing a large amount of MC macroblocks.
With the possibility of having re-encoding errors in MC macroblocks, it is obviously important to develop techniques to minimize the visual degradation caused by this phenomenon. Thus, a feedback loop is suggested as shown in Fig. 3 to compensate for the re-encoding errors introduced in the previous frames. The forward and inverse DCT and quantization pairs in the feedback loop are mainly responsible for minimizing re-encoding errors. For these MC macroblocks, the quantized DCT coefficients are inversely quantized. An inverse DCT is then performed to form with a re-encoding error, which subtracts where the frame rate of the incoming bitstream was 30 frames/s and then transcoded to 10 frames/s. The front encoder for encoding "Salesman," "Foreman," and "Carphone" was H.263 TMN8 [26] ; while MPEG2 TM5 [27] was used to encode "Table Tennis" and "Football."
the original to generate the re-encoding error, . The re-encoding error is stored in can be written as (18) where is the quantization step-size and the floor function, , extracts the integer part of the given argument . Since the motion vectors are highly correlated in the successive frames [22] , [23] , it is observed that the spatial positions of MC macroblocks in certain frames are very close to the spatial positions of MC macroblocks in its subsequent frames. Thus, re-encoding errors stored in are added to the prediction errors of MC macroblocks in the following P-frame to compensate for the re-encoding errors. For example, as shown in Fig. 6(b) ,
is added to such that it is able to compensate for the re-encoding errors for the formation of . Note that the feedback loop for error compensation cannot ensure the elimination of all the re-encoding errors generated by MC macroblocks and there still exists a certain amount of re-encoding errors after frame-skipping transcoding. However, these re-encoding errors are continuously accumulated in such that most of them can be compensated for in the subsequent frames if the spatial positions of MC macroblocks between successive frames are highly correlated.
In order to reduce the implementation complexity of the MC macroblock, a cache subsystem is added to the proposed transcoder, as depicted in Fig. 3 . Since motion compensation of multiple macroblocks may require the same pixel data, a cache subsystem is implemented to reduce the redundant inverse quantization, inverse DCT and motion compensation computations. We have found that the arrangement is significant since the frequency of caching hits is high. This is due to the fact that the locality of motion often exists within each frame.
C. Buffer Arrangements for Multiple Frame Skipping
In Fig. 3 , it can be seen that three frame buffers were arranged in deriving the proposed architecture of frame-skipping transcoder.
is used to store the previous nonskipped frame. Since the main feature of the proposed transcoder is to operate the frame skipping in the DCT domain, the quantized DCT coefficients are updated in . To enhance the performance of the proposed transcoder, is employed to store re-encoding errors to compensate for the accumulated errors. When multiple frames are dropped, the proposed frame-skipping transcoder can be processed in the forward order, thus eliminating the requirement for multiple buffers in and which could be required to store the quantized DCT coefficients and re-encoding errors of all skipped frames, respectively. Fig. 7 shows a scenario when multiple frames are dropped. Assume that is the first nonskipped frame. At the beginning, the contents of and are initialized to zero. When is input to the transcoder, we directly store the incoming in since there is no skipped frame between and . The stored coefficients of are used to update the DCT coefficients of the next skipped frame. This means that when is dropped, the proposed transcoder updates the DCT coefficients of prediction errors for each macroblock according to its coding mode. From (16) , for non-MC macroblocks, is obtained by a direct addition of in to the incoming of . On the other hand, it is necessary to perform the re-encoding of non-MC macroblocks in order to compute which is added to the incoming for the formation of , as mentioned in Section III-B, is then updated with the new . Simultaneously, re-encoding errors are stored in . For the next incoming frame , with error compensation can be iteratively computed as (19) Again, the re-encoding of of non-MC macroblocks will generate accumulated errors which are stored in . This iterative process has the advantage that only one pair of and is needed for all skipped frames. The flexibility of multiple frame-skipping provides the fundamental framework for dynamic frame-skipping as described in the following.
D. Dynamic Frame-Skipping Transcoder
Our proposed frame-skipping transcoder also develops a strategy for determining the length of the skipped frame such that it can reduce the quality degradation as well as minimize the motion jerkiness perceived by human beings. Traditionally, a motion vector is used to serve as a good indicator for dynamic frame skipping [11] . When multiple frames are dropped in the frame-skipping transcoder, re-encoding errors in MC macroblocks cannot be avoided entirely even though a feedback loop is applied to compensate for the accumulated errors, as mentioned in the previous section. It is observed that human eyes are sensitive to this type of quality degradation. Thus, it is necessary to regulate the frame rate of the transcoder by taking into account the effect of re-encoding. The goal of the proposed dynamic frame-rate control scheme is to minimize the re-encoding errors as well as to preserve motion smoothness. To obtain a quantitative measure for frame-skipping, let us define a frame-skipping metric, , which is a function of the accumulated magnitude of the motion vectors USED TO ENCODE "TABLE TENNIS," AND "FOOTBALL" and re-encoding errors due to transcoding for the macroblocks of the current frame. The metric is given by (20) where is the total number of macroblocks in the current frame. Re-encoding errors after error compensation are obtained by adding all requantization errors for the th macroblock which can be written as (21) where is the size of macroblock and the corresponding motion activity is given by (22) where and are the horizontal and vertical components of the motion vector of the th macroblock which uses the previous nonskipped frame as its reference.
If the value of following a nonskipped frame exceeds a predefined threshold, , this incoming frame should be kept.
in (22) is used to detect the activity level of the th macroblock. If has a significant value, this implies that the incoming frame contains a certain amount of motion activities. It is reasonable that the frame-rate control scheme be used to keep this frame since the previous nonskipped frame is not sufficient to represent the current frame. As a consequence, it is much better that the incoming frame be refreshed. However, we cannot guarantee the quality of the reconstructed frame due to re-encoding errors in the transcoder in cases where only the motion activity is used. Since the quality of the selected frame directly affects the motion smoothness of the transcoded sequence, it is usually beneficial to maintain the selected frame at a good reconstruction quality. The conventional algorithm fails to meet this objective. Thus, in (20) is used to measure re-encoding errors in the incoming frame. Also, a larger value of implies more re-encoding errors, and it will reduce the value of such that the incoming frame is not kept even though it contains a certain amount of motion activities. Note that the threshold, , is simply set according to the target frame rate of the transcoder, . The feedback signal from the output buffer to the dynamic control scheme in Fig. 3 is used to stabilize the outgoing frame rate of the transcoder, , by adjusting the value of dynamically. Initially, is set to its initial value . can then be updated as follows: 
IV. SIMULATION RESULTS
Simulations have been performed to evaluate the overall efficiency of various frame-skipping transcoders. Two sets of experiments were carried out. First, in the front encoder, the first frame was encoded as intraframe (I-frame), and the remaining frames were encoded as interframes (P-frames). In the first simulation, bi-directional frames (B-frames) were not considered. Second, we demonstrate the performance of the proposed transcoder when the incoming bitstreams were encoded with B-frames. In both simulations, picture-coding modes were preserved during transcoding.
A. Performance of the Proposed Techniques on Frame-Skipping Transcoder
The first set of experiments aims at evaluating the performances of the proposed techniques including the direct addition for non-MC macroblocks (DA), the error compensation for MC macroblocks (EC) and the dynamic selection of nonskipped frames by employing the incoming motion vectors and the re-encoding error when applied to the frame-skipping transcoder. Different front encoders were employed to encode two sets of video sequences with different spatial resolutions and motion characteristics. "Salesman," "Foreman," and "Carphone" are typical videophone sequences in QCIF (176 144) format, which are used to show the performance of the proposed frame-skipping transcoder in multipoint video conferencing [7] . H.263 is currently the best standard for practical video conferencing and its range of target bitrates is about 10-2048 Kb/s. Since H.263 could be superior to H.261 at any bitrate [24] , [25] , an H.263 TMN8 front encoder [26] was employed to encode "Salesman," "Foreman," and "Carphone" at different bitrates (64 Kb/s and 128 Kb/s). On the other hand, "Tennis" and "Football" in SIF (352 240) containing high motion activities were encoded by a MPEG2 TM5 front encoder [27] at different bitrates (1.5 Mb/s and 3 Mb/s), but only P-frames were generated. For all testing sequences, the frame-rate of the incoming bitstream was 30 frames/s.
To verify the performances of the proposed techniques, extensive simulations were carried out. Results of the simulations are used to compare the performance of a reference transcoder which is a conventional pixel-domain transcoder (CPDT) by employing FDVS to compose an outgoing motion vector from the incoming motion vectors of the skipped frames [9] , [10] , named as CPDT FDVS. Table V shows the simulation conditions for different transcoders examined. Note that BiVS represents the bilinear interpolation vector selection for composing an outgoing motion vector [11] . The detailed comparisons of the average PSNR between CPDT FDVS and the proposed transcoders including DA FDVS, DA BiVS EC, and DA FDVS EC are tabulated in Table VI in which the frames are temporally dropped by a factor of 1, 2, and 3. We show that both DA FDVS, DA BiVS EC and DA FDVS EC outperform CPDT FDVS in all cases. The results are more significant for the non-MC macroblock because a direct addition of the DCT coefficients should not introduce any re-encoding errors. Also, Fig. 8 shows that the proposed transcoders have a speed-up of about 4.5-10 times faster than that of CPDT FDVS. This is because the probability of the non-MC macroblock happens more frequently in typical sequences, and we can achieve significant computational savings while maintaining good video quality on these non-MC macroblocks. In addition, the cache system in the proposed transcoders can reduce the computational burden of re-encoding the MC macroblocks. Table VI and Fig. 8 also compare the average PSNR and complexities of two transcoders using different approaches for composing outgoing motion vectors: DA FDVS EC and DA BiVS EC. As shown in Table VI , DA FDVS EC is consistently better than DA BiVS EC at various outgoing frame rates. It is significant to note that the inaccuracy of the resultant motion vector of BiVS affects the average PSNR of the MC macroblock. Also, the complexity of DA BiVS EC is slightly higher than that of DA FDVS EC as shown in Fig. 8 . Therefore, FDVS is more suitable for frame-skipping transcoders.
In Table VI , it can be seen that DA FDVS EC has a PSNR improvement over DA FDVS. This result is expected since the feedback loop of DA FDVS EC is enabled which can reduce the re-encoding errors of MC macroblocks. In other words, the average PSNR of the MC macroblock of DA FDVS EC is better than that of DA FDVS. The advantage of error compensation is significant for sequences containing high motion activities. In the "Salesman" sequence, the average PSNR of DA FDVS EC is almost the same as that of DA FDVS. However, DA FDVS EC significantly outperforms DA FDVS for all "Foreman," "Carphone," "Table Tennis," and "Football" sequences which contain certain amount of motion activities. There is also about 0.3 dB improvement of the non-MC macroblock in high moving sequences in which they are transcoded into half of the incoming frame rate. Let us use Fig. 9(b) to give a clearer account of this phenomenon. For DA FDVS, pixels in region have re-encoding errors since these pixels are located at the MC macroblocks of . These errors can be accumulated to the non-MC macroblock in . The PSNR improvement of the non-MC macroblock of DA FDVS EC is due to the contribution from the feedback loop of error compensation in which requantization errors are stored in and is fed back to the quantizer to compensate for the requantization errors introduced in the previous frame. In Fig. 9(a) , we plot the average PSNR improvement of the non-MC macroblock for different skipping factors. For sequences containing high motion activities such as "Foreman" and "Carphone," significant improvement in average PSNR, of about 0.85 dB and 1.25 dB, have been achieved when the frames are temporally dropped by a factor of 2 and 3, respectively. The reason for this is illustrated in Fig. 9 (c) when the skipping factor is equal to 2. Pixels in both regions and will contribute accumulated errors in the non-MC macroblock of and the effect of accumulated errors is serious. However, the technique of error compensation can reduce these accumulated errors. The results of " Table Tennis" and "Football" sequences appear to be similar to that of the above, as shown in Table VI . On the other hand, the improvement for the "Salesman" sequence is not remarkable, because the sequence has only low motion activities.
Even though DA FDVS EC can greatly improve the overall performance as compared with CPDT FDVS, the abrupt change in PSNR is significant, as shown in Fig. 10 and it affects the motion smoothness of the transcoded sequence which probably introduces a flickering effect. Although the fluctuation of PSNR is not an exact measure of the flickering effect, it is fair to say that the flickering effect can be reduced by a smaller fluctuation of PSNR. DA FDVS EC is further enhanced by incorporating the proposed frame rate control scheme , named as DA FDVS EC . We have set the parameters and in to 20 and 5, respectively, for the rest of the comparison. The PSNR performance of DA FDVS EC in transcoding various video sequences is shown in Tables VII, VIII, and Fig. 10 , for which the target frame rate was set to 7.5 frames/s. In Tables VII and VIII,  DA FDVS EC increases the average PSNR of the proposed transcoder by about 0.2-0.3 dB while it reduces the fluctuation of PSNR, as depicted in Fig. 10 . The figure also shows that outperforms the conventional frame-rate control scheme by using the incoming motion vectors only, [11] . This is because can reduce re-encoding errors by preserving the high quality reference frame with high motion activities. These results show that is able to strengthen our new architecture of frame-skipping transcoder and provides the decoded sequence with a smoother motion as well as better transcoded pictures.
B. Results With Bi-Directional Frames (B-Frames)
In this simulation, "Tennis," "Football," and "Stefan" sequences were encoded by a MPEG-2 TM5 front encoder with the structure "IBBPBBPBBP …" as the group of pictures (GOP). The bitstreams were then transcoded into lower frame rates. In Fig. 11 , frames are presented in the display order, but are numbered in the encoding order. Considering that the first input frame to the transcoder is and its second one is . The dynamic transcoding of P-frames involves the process of selecting the most representative frames according to the frame-skipping metric mentioned in Section III-D or the conventional scheme . The next incoming bidirectional frames, and , are predicted from and . Due to this dependence, the selection of B-frames, and , has to be postponed after their referenced frames, and , are transcoded. One straightforward approach to selecting a B-frame, which depends upon its referenced P-frames, is discussed as follows.
1) If one of its referenced frames is not selected, this B-frame is dropped. For example, as illustrated in Fig. 11 , when is not selected, all frames which reference to such as , , and are dropped. 2) If both of its referenced frames are selected, the B-frames between their reference frames may also be significant. In such cases, for each B-frame, we can approximate its value of frame-skipping metric, by assuming this metric between the frames is uniform in a short period of time, such that the frame-skipping metric of B-frame is a scaled version of its corresponding metric of P-frame. In Fig. 11 , and are selected. Then, the frame-skipping metrics of and become and , respectively. If the scaled metric of B-frame is larger than , this B-frame is selected. Otherwise, it is dropped.
In transcoding the B-frame, the quantized DCT coefficients of nonskipped B-frames can be directly obtained from the incoming bitstream because both of its reference frames are available. Besides, since a B-frame is not used as reference for further prediction, it is not necessary to update all buffers in the frame-skipping transcoder. This technique can be easily integrated into the DA FDVS EC and DA FDVS EC , and the results are shown in Fig. 12 and Table IX . It is seen that the proposed DA FDVS EC has about a 2.5-dB PSNR improvement as compared to that of DA FDVS EC . The complexity of DA FDVS EC is also less than that of DA FDVS EC . These demonstrate the effect of the proposed frame-skipping transcoder when the incoming bitstream contains B-frames.
V. CONCLUSIONS
In this paper, we have proposed a new architecture for a lowcomplexity and high quality frame-skipping transcoder. Its low complexity is achieved by: 1) a direct addition of the DCT coefficients for macroblocks coded without motion compensation to deactivate most of the complex modules of the transcoder and 
THE FRONT ENCODER WAS MPEG2 TM5 [27] WITH GOP STRUCTURE OF "IBBPBBP …"
2) a cache subsystem for motion-compensated macroblocks to reduce the redundant IDCT and inverse quantization. Furthermore, we have also shown that a direct addition of the DCT coefficients on macroblocks without motion compensation and error compensation on motion-compensated macroblocks can reduce significantly the re-encoding errors due to transcoding. The overall performance of the proposed architecture produces a better picture quality than the conventional frame-skipping transcoder at the same reduced bitrates.
Furthermore, our proposed frame-skipping transcoder can be processed in the forward order when multiple frames are dropped. Thus, only one DCT-domain buffer is needed to store the updated DCT coefficients of all skipped frames. By using such a mechanism, a new frame-rate control scheme for the proposed transcoder is also suggested in this paper. Since the quality of the nonskipped frame impacts directly the motion smoothness of the transcoded sequence, it is beneficial to force the frame-rate control scheme to select frames which have good quality for reconstruction. The proposed scheme can dynamically adjust the number of skipped frames depending upon re-encoding errors as well as the accumulated magnitude of all of the motion vectors in the current frame. Experimental results show that our proposed dynamic frame-rate control scheme provides a decoded sequence with a smoother motion as well as better transcoded pictures.
