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ABSTRACT
GALACTIC BULGE FEEDBACK AND ITS IMPACT ON
GALAXY EVOLUTION
SEPTEMBER 2009
SHIKUI TANG
B.Sc., BEIJING NORMAL UNIVERSITYA
M.Sc., BEIJING NORMAL UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Q. Daniel Wang
Galactic bulges of early-type spirals and elliptical galaxies comprise primarily old
stars, which account for more than half of the total stellar mass in the local Universe.
These stars collectively generate a long-lasting feedback via stellar mass loss and Type
Ia supernovae. According to the empirical stellar mass loss and supernova rates, the
stellar ejecta can be heated to more than 107K, forming a very hot, diffuse, and iron-
rich interstellar medium. Conventionally a strong galactic wind is expected, especially
in low- and intermediate-mass early-type galaxies which have a relatively shallow
potential well. X-ray observations, however, have revealed that both the temperature
and iron abundance of the interstellar medium in such galaxies are unexpectedly low,
leading to the so-called “missing feedback” and “missing metal” problems.
As an effort to address the above outstanding issues, we have carried out a se-
ries of hydrodynamic simulations of galactic bulge feedback on various scales. On
vi
galactic halo scales, we demonstrate that the feedback from galactic bulges can play
an essential role in the halo gas dynamics and the evolution of their host galaxies.
We approximately divide the bulge stellar feedback into two phases: 1) a starbusrt-
induced blastwave from the formation of the bulge built up through frequent major
mergers at high redshifts and 2) a gradual feedback from long-lived low mass stars.
The combination of the two can heat the surrounding gas beyond the virial radius and
stop further gas accretion, which naturally produces a baryon deficit around Milky
Way-like galaxies and explains the lack of large-scale X-ray halos.
On galactic bulge scales, we study the collective 3-dimensional effects of super-
novae with their blastwaves resolved. We find that the sporadic explosions of super-
novae can produce a wealth of substructures in the diffuse hot gas and significantly
affect the spectroscopic properties of the X-ray-emitting gas. The differential emis-
sion measure in the temperature space has a broad lognormal-like distribution. Such
distribution enhances the X-ray emission at both low and high energy bands. We
further show that the SN Ia ejecta is not well-mixed with the ambient medium and
the X-ray emission is primarily from the shocked stellar wind materials which in
general have low metallicities. These 3-dimensional effects provide a promising expla-
nation to the above “missing feedback” and “missing metal” problems. In addition,
we demonstrate that the supernova iron ejecta forms a very hot bubbles, which have
relatively larger radial velocities driven by buoyancy, resulting in a smaller iron mass
fraction in the bulk outflow. These distinct properties give a natural explanation to
the observed positive iron abundance gradient which has been a puzzle for decades.
vii
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GLOSSARY
A list of astronomy terminologies and abbreviations, which are frequently used
in this dissertation, is alphabetically complied for a quick reference. These concise
annotations, instead of comprehensive definitions, are just used to clarify the literal
meaning of each item used here.
baryonic matter: is a small-portion ingredient of the universe that also includes
dark matter and dark energy according to the current understanding. The
stars, dust, clouds, and planets are different forms of the baryonic matter.
bulge: is a tightly packed groups of stars with little of gas. Although the term
in astronomy almost exclusively refers to the central group of stars found in
most spiral galaxies, in this dissertation I hardly differentiate it with those low
and intermediate-mass elliptical galaxies in terms of their common properties of
stellar feedback.
CGM (circum-galactic medium): refers loosely as the surrounding medium that
has been thermally and/or chemically influenced by the galaxy and is located
beyond the galactic disk and bulge. The IGM is used only for the medium that
is not chemically enriched by starburst and later feedback. Thus the CGM also
includes part of the ISM, e.g., the galactic corona or galactic halo gas.
dark matter: is an ingredient of the universe, a hypothetical matter that is un-
detectable by its emitted radiation, but whose presence can be inferred from
gravitational effects on visible matter, such as the rotation curve of a galaxy.
elliptical galaxy: is a type of galaxy that has an approximately ellipsoidal shape and
a smooth, nearly featureless brightness profile. It contains old stellar populations,
just like a bulge. The stellar feedback process in an elliptical galaxy is regarded
similar to that in a bulge.
FLASH: is a modular, parallel multiphysics simulation code capable of handling gen-
eral compressible flow problems found in many astrophysical environments. The
version to date is FLASH3.2. Both FLASH2.5 and FLASH3.2 have been used on
different projects presented in this dissertation. See http://flash.uchicago.edu/
for detail.
galaxy: contains numerous stars, gas, and dust that make up the visible universe.
Galaxies are divided into many groups, such as spiral galaxies and elliptical
galaxies, according to their shapes or spectral properties. The luminosities of a
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galaxy in different wavelength bands are denoted as, for example, LB for blue
band, LX for X-ray band. Generally “the Galaxy” means our galaxy, the Milky
Way.
halo: is the extension of an observable galaxy. I use this term to refer loosely the
region between the observable galaxy and its surrounding intergalactic space.
IGM: intergalactic medium (see CGM).
ISM (interstellar medium): is a diffuse form of baryonic matter (gas and dust) that
spreads between stars within a galaxy. The physical and chemical properties of
the ISM can be used to infer the stellar feedback processes.
metal: in astronomy refers any elements heavier than hydrogen and helium. Metal-
licity (or abundance) is used to indicate how much metals an object has. Gen-
erally values of the Sun’s photosphere (i.e., the solar abundance) are used as the
reference units.
star: is the major component of a galaxy. A star runs thermonuclear fusion in its
core and radiates. Massive stars evolve quickly and die as Type II supernovae.
Low mass stars evolve slowly, with a portions of their mass returning back to
interstellar space via stellar wind. The end product of a sun-like star is a white
dwarf. White dwarf can accrete ISM and gains mass until its mass exceeds a
critical point and explodes as a Type Ia supernova.
supernova (pl. supernovae): is the explosive manner at the end of a star’s life. Type
II supernova, produced by massive stars, is associated with star formation.
Type Ia supernova emerges when a white dwarf accretes enough matter to
reach the Chandrasekhar limit of about 1.38 solar masses, a critical point that
the support of the bulk of its plasma through electron degeneracy pressure can
no longer balance the gravity pull.
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CHAPTER 1
INTRODUCTION
Since this dissertation contains several closely related projects focused on different
aspects of the galactic feedback issue, I first give a general introduction to outline the
scientific background, motivation, and methodology of the research. A more specific
introduction will be further given to each project in the corresponding chapter.
1.1 Galactic Bulge Feedback and Galaxy Evolution
The understanding of the formation and evolution of galaxies, the building blocks
of the universe, has becomes one of the major tasks of modern astronomy since the
late of last century. Many powerful ground- and space-based telescopes, such as
Keck I and Keck II, Hubble space telescope (HST), Chandra X-ray telescope, and
Plank spacecraft, covering broad wavelengths from gamma ray to radio waves, have
made numerous groundbreaking discoveries in this field. Observationally the proper-
ties of galaxies have been learned from various large surveys [e.g., Two-degree-Field
Galaxy Redshift Survey (2dF), Two Micron All Sky Survey (2MASS), Chandra Deep
Field (CDF), Cosmological Evolution Survey (COSMOS), the Great Observatories
Origins Deep Survey (GOODS), Hubble Deep Field and Hubble Ultra Deep Field
(HDF/HUDF), Sloan Digital Sky Survey (SDSS), etc.]. With the aid of supercom-
puter, theorists are able to simulate the formation and evolution of galaxies from the
first principles (e.g., Katz et al. 1992; Navarro, Frenk & White 1996). In such simu-
lations, the baryonic matter is accreted into dark matter halos and cools radiatively
to assemble galaxies. The direct confrontation of observations with theoretical pre-
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dictions on galaxy scales, however, reveals many problems and puzzles. One widely
discussed astrophysical concern is the so-called “overcooling problem”, which states
that many more stars form in simulations than are observed today.
To alleviate this problem, a number of feedback mechanisms have been proposed,
which may significantly affect the formation and evolution of a galaxy, depending on
its halo mass, gas content, and/or star formation rate. The radiative heating by the
extragalactic UV background may prevent or significantly reduce the accretion of the
integergalactic medium (IGM) onto a galaxy, but only effective in small halos with
masses Mh . 10
10M⊙ at low redshifts (e.g., Quinn et al. 1996; Gnedin 2000). The
intense UV radiation from a starburst galaxy may further drive dusty materials into
a so-called momentum-driven galactic wind (e.g., Oppenheimer & Dave´ 2008 and ref-
erences therein). In addition, supernovae (SNe) and stellar winds from massive stars
may help to mechanically blow gas out of such galaxies (e.g., Strickland & Stevens
2000), and are shown to be very effective in galaxies with halo mass Mh . 10
11M⊙
and much less effective in massive halos (MacLow & Ferrara 1999). For massive
galaxies and clusters of galaxies (Mh & 10
13M⊙), the gravitational heating and active
galactic nucleus (AGN) feedback are believed to be more important, particularly in
terms of balancing or reducing the cooling of accreted gas (e.g. Wyithe & Loeb 2003;
Johansson et al. 2009). On galaxy scales, the feedback from galactic bulges, which
contain an extremely crowded aggregation of numerous stars that continuously pro-
vide mass and energy feedback to the interstellar medium (ISM), have a cosmic-life
long impact on the evolution of galaxies.
The quantitative study of the feedback has become one of the most important tasks
in contemporary astronomy. Thanks to their proximity and isolation, many nearby
bulge-dominated early-type galaxies can serve as the optimal objects to scrutinize
our understanding of the galactic stellar feedback. Though consisting of primarily old
stars, bulges of early-type spirals (Sb-Sa) as well as S0 and elliptical galaxies (e.g.,
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Fig.1.1) are a major source of the feedback in the form of stellar mass loss and Type
Ia supernovae (SNe Ia). Empirically, a bulge continuously ejects mass and energy
at the rates of about 1041[LB/(10
10LB,⊙)] ergs s
−1 and 0.2[LB/(10
10LB,⊙)]M⊙ yr
−1,
respectively. Each SN Ia can contribute a great deal of iron to the interstellar medium,
whose iron abundance is expected to be ZFe = Z∗,F e+5(MFe/0.7M⊙), where Z∗,F e is
the iron abundance of the stars whileMFe is the iron mass yield per Type Ia SN (e.g.,
Knapp et al. 1992; Mannucci et al. 2004). Both the mass loss and Type Ia SN rates
should be substantially greater at high redshifts when bulges were young (e.g., Ciotti
et al. 1991). Because of the concentrated SN heating, the gas from the feedback
should be very hot and emitting X-rays. However, it has been shown repeatedly that
the X-ray-inferred gas mass and energy are far less than those empirical predictions
(e.g., David et al. 2006), i.e., much of the stellar feedback is missing! This “missing
stellar feedback” problem becomes particularly acute in low LX/LB bulge-dominated
galaxies (Typically Sa spirals, S0, and low-to-intermediate mass elliptical galaxies;
e.g., David et al. 2006; Li et al. 2006, 2007; Li & Wang 2007).
(a) (b) (c)
Figure 1.1 Illustrations of bulge-dominated galaxies: (a) NGC4697 (Type E6) in optical
(gray-scale) and in the Chandra ACIS-S 0.3-7 keV band (contours). The X-ray intensity
image is adaptively smoothed to achieve a S/N ratio of ∼ 3 to show large-scale low-surface
brightness emission. (b) Tri-color images of NGC 5866 (S0): HST ACS F555W (red),
F435W (green), and F658N (blue), showing various dusty spurs from the cool gas disk of
the galaxy. (c) Chandra 0.5-1.5 keV intensity contours of the diffuse X-ray emission overlaid
on the SDSS R-band image of NGC 5866 (Li, J. et al. 2009). Removed point-like X-ray
sources are marked by crosses. The large dashed ellipse outlines the bulge region, while the
small ellipse marks the disk.
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Conventionally, a global galactic wind is expected under the SN heating in low-
and intermediate-mass galaxies. It is convenient to construct a one-dimensional (1D)
steady-state supersonic wind model, assuming that the specific energy of the stellar
feedback (per mass) of a galaxy is large enough to overcome its gravitational bounding
and that the circum-galactic medium (CGM) pressure (thermal or ram) is not im-
portant (e.g., Mathew & Baker 1971; Bregman 1980; White & Chevalier 1983). This
simple wind model depends primarily on two feedback parameters: the integrated
energy and mass input rates of evolved stars. However, the model in general fails
miserably when compared with Chandra observations of low LX/LB galactic bulges:
it predicts a too low luminosity (by a factor of ∼ 102), a too high temperature (by a
factor of a few), and a much too steep radial intensity profile. This kind of conflict
is obviously shown in M31 and M104 for which high quality data are available (Li &
Wang 2007; Li et al. 2006). Only few very gas-poor and/or low-mass bulges, hence
very faint in X-ray emission, still seem to be consistent with the wind model (e.g.,
Trinchieri et al. 2008). Clearly, a more sophisticated model needs to be developed to
explain the diffuse X-ray emission from the bulk of the galaxies.
A key problem with the steady-state supersonic wind model is the lack of the
consideration of a realistic CGM environment. With a typical X-ray-inferred temper-
ature, the hot gas observed in a galactic bulge would not be able to escape from the
gravitational potential of a typical galaxy in the consideration. This confinement of
the hot gas can drastically affect its dynamics and also the CGM. As I will demon-
strate in Chapter 2, the luminosity depends sensitively on both the bulge age and
the galactic environment. This dependence and variance may then explain the ob-
served large dispersion in the X-ray to B-band luminosity ratio of low LX/LB elliptical
galaxies.
However, these 1D models still miss some important three-dimensional (3D) ef-
fects. In such models the mechanical energy input of SNe is always treated as pure
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thermal energy smoothly injected into the ISM. In reality, however, SNe, sporadic
in both time and space, should naturally produce inhomogeneity in the ISM. The
density and temperature inhomogeneity may significantly affect the X-ray spectrum
and luminosity, which are proportional to the density square. Furthermore, whether
or not the SN ejecta of each individual SNR can be well mixed with the surround-
ing material is crucial to address the apparent low abundance puzzle of the hot gas.
These 3D effects need to be quantified in order to correctly interpret the existing
observations.
In this dissertation, I focus on the bulge feedback on the hot gas dynamics in and
around a galaxy as well as the interplay with intergalactic medium. I have performed a
series of simulations to study the heating, cooling, dynamics, and chemical enrichment
of the hot gas. Comparisons of the simulations with X-ray imaging and spectroscopic
observations of galactic bulges are made to test our understanding of various physical
processes involved and to develop a well-tested model of the feedback in the context
of galaxy formation and evolution. The aim of this research is to address such issues
as: How is the structure of the hot gas regulated by the bulge feedback? How do the
structure and dynamics affect the X-ray measurements of the thermal and chemical
properties of the hot gas? Where is the “missing” baryonic matter of the galaxies
located? What role does the feedback play in galaxy formation and evolution in
general?
1.2 Organization of the Dissertation
The main content of each following chapter is directly taken from the original
manuscripts of four published papers and one paper in preparation, with modification,
when necessary, to fit in the flow of the arguments of the entire dissertation. Here I
outline the motivations and major results for each chapter.
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In Chapter 2, I will show the impact of stellar feedback on CGM and hence the
galaxy evolution through a series of 1D hydrodynamic simulations, which combine the
effects from both the initial starburst and the subsequent stellar evolution as well as
the mass accretion history of the galaxy. These simulations have demonstrated that
the combined feedback can maintain a global gas outflow, produce a baryon deficit
in large-scale galactic halos, and stop the hot accretion entirely for certain galaxies.
The scenario outlined in our simulations provides a promising solution to several
long-standing problems in understanding the nature of Milky Way-like galaxies: the
outflow naturally accounts for the missing stellar feedback; the expected very hot
low-density gaseous halo further allows for the confinement of so-called high-velocity
clouds; the low baryon content explains the “missing baryon” problem, as inferred
from the lack of detectable X-ray emission and absorption in large-scale gaseous halos
around galaxies.
In Chapter 3, 4, and 5, I will introduce a comprehensive method to study 3D
effect of sporadic SN heating on the dynamics of hot gas. The detailed evolution of
individual SNR in hot tenuous medium is first examined in Chapter 3. The evolution
cannot be well described by the self-similar Sedov-Taylor solution, which assumes a
cool ambient medium (hence with no energy content). I have generalized the SNR
evolution as a function of both the ambient density and temperature and concluded
that the SNR heating in hot gas is distributive. The mechanical energy of such SNRs
may not dissipate locally, instead it may propagate to large distances in sound waves
and may steepen into dissipative shocks when encountering with cold clumps, forming
interstellar/intrahalo “tsunamis”. These “tsunamis” provide a promising mechanism
for transporting energy from inner regions of galaxies to large-scale gaseous halos
as well as for slowing down the cooling of the halo gas. This distributed heating
provides a possible solution to both the “missing stellar feedback” problem and the
“over-cooling” problem in current galaxy formation theories.
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In Chapter 4, I will elaborate a technique that dynamically models the subgrid evo-
lution of SNRs based on the mean temperature and density of the ambient medium.
I have devised a scaling scheme that can be used to describe the subgrid evolution of
SNRs using a library containing a limited number of 1D simulated remnants. This
scheme can properly produce both the thermal and kinetic structures of each SNR
as well as the iron ejecta distribution. The incorporation of the sub-grid evolution of
the SNR into a large-scale 3D simulation can optimize the use of the computational
time and enlarge the covered dynamical range.
In Chapter 5, I will present the results of 3D simulations of supersonic bulge winds
using the SNR embedding scheme. These simulations show several important 3D ef-
fects. First, the bulk of the X-ray emission comes from relatively low temperature and
low abundance gas shells associated with SN blastwaves. SN ejecta is not well mixed
with the ambient medium, at least in the simulated bulge region. These properties
may partly account for the apparent lack of evidence for the iron enrichment in the
soft X-ray-emitting gas in low LX/LB galaxies. Second, the inhomogeneity in the gas
density and temperature (at a typical radius) increases the diffuse X-ray luminosity
(by a factor of a few) and substantially alters the spectral shape, which can again
lead to artificially lower metal abundances in a model fit with a simplistic thermal
plasma. Third, the 1D and 3D simulations give substantially different averaged radial
temperature profiles; the inner temperature gradient in the 3D simulation is positive.
This interesting phenomenon is apparently caused by the combined effects of the
broad temperature distribution as well as the preferential expansion and heating of
SNR shocks into lower density outer regions.
In Chapter 6, I give a close examination of the iron ejecta of Type Ia SNe, focus-
ing on the effect of inhomogeneous iron distribution on the hot gas properties. We
examine the collective effects of hot iron bubbles created by individual supernovae
inside a galactic bulge, and study the dependence of iron ejecta dynamics on the
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global flow speed, i.e., the interstellar medium either in a supersonic bulge wind or a
subsonic outflow state. We find that in both situations hot bubbles have relatively
larger radial velocities driven by buoyancy, resulting in a smaller iron mass fraction
in the bulk outflow, which gives a natural explanation to the observed positive iron
abundance gradient which has been a puzzle for decades.
As a note to end this introduction, although “I” is used in this chapter, “we”
instead of “I” will be used in the following chapters to honer the contribution of
various collaborators in these studies. I beg the pardon for any possible confusion
caused.
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CHAPTER 2
FEEDBACK FROM GALACTIC STELLAR BULGES AND
HOT GASEOUS HALOES OF GALAXIES
2.1 Introduction
It is believed that galaxies form in dark matter halos, which grow through grav-
itational instability from the density fluctuations seeded in the early universe. The
baryonic matter is then accreted into the dark matter halos and cools radiatively to
assemble galaxies. Although the structure and the evolution of dark matter halos are
fairly well understood with the use of analytic modeling (Press & Schechter, 1974;
Bond et al. , 1991; Sheth et al. , 2001) and N -body simulations (Navarro, Frenk &
White, 1996; Jing & Suto, 2000; Moore et al. , 1998), galaxy formation still remains
a challenging problem as it is a complex process involving simultaneous actions of
many physical mechanisms.
One of the long-standing problems in galaxy formation is that, in the absence
of heating sources, the majority of baryonic matter in the Universe is predicted to
have cooled into dark matter halos by the present time (e.g. White & Rees 1978;
White & Frenk 1991), while in reality only a small fraction of the baryonic matter
associated with galaxies is observed in the cold (stars plus cold gas) phase (Maller
& Bullock 2004; Mo et al. 2005; Fukugita & Peebles 2006; Sommer-Larsen 2006).
This “over-cooling” problem implies that feedback must have played a very impor-
tant role in shaping galaxies. A number of feedback mechanisms have been proposed,
which may significantly affect the formation and evolution of a galaxy, depending on
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its halo mass, gas content, and/or star formation rate. The radiative heating by the
extragalactic UV background may prevent or significantly reduce the accretion of the
intergalactic medium (IGM) onto a galaxy, which is effective only in small halos with
masses M < 1010M⊙ at low redshift (Quinn et al. , 1996; Gnedin, 2000; Hoeft et al. ,
2006). The intense UV radiation from a starburst galaxy may further drive dusty ma-
terials into a so-called momentum-driven galactic wind. In addition, SNe and stellar
winds from massive stars may help to mechanically blow gas out of such galaxies, and
are shown to be effective in galaxies with halo mass less than 1011M⊙ and become
much less effective in massive halos (MacLow & Ferrara , 1999). For massive galaxies
and clusters of galaxies, the AGN feedback is believed to be more important, par-
ticularly in terms of balancing or reducing the cooling of accreted gas (e.g. Wyithe
& Loeb 2003; Croton et al. 2006; Lu & Mo 2007). The importance of these feed-
back mechanisms are, however, much less clear in the evolution of intermediate-mass
galaxies (with halo masses ∼ 1012M⊙) as are concerned here, presumably because
each of the feedback mechanism can play some role in affecting the gas accretion and
star formation (e.g., Mo & Mao 2002; Toft et al. 2002; Shankar et al. 2006; Dave´ &
Oppenheimer 2007).
Energetically, the ongoing galactic feedback appears to be sufficient to balance
the cooling. Indeed, much of the expected mechanical energy from supernovae (SNe)
feedback is “missing” at least from X-ray observations (David et al., 2006; Li et al.,
2006, 2007; Li & Wang , 2007). In general, the observed X-ray emission consists
of several components: 1) relatively bright X-ray binaries with neutron star and
black hole companions (∼ 1036 − 1038 ergs s−1), which may be detected individually
in nearby galaxies; 2) numerous cataclysmic variables (CVs) and coronally active
binaries (ABs) (∼ 1030−1033 ergs s−1), which are too faint to be detected individually,
but can be constrained based on near-IR emission (Revnivtsev et al. , 2006; Li et al.,
2007); 3) diffuse hot gas heated chiefly by Type Ia SNe. The typical observed diffuse
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X-ray emission only accounts for a few percent of the expected SN energy input (e.g.,
Li et al. 2007; Li & Wang 2007), the majority of which is undetected. In the low
LX/LB bulge-dominated galaxies (typically Sa spirals, S0, and low mass ellipticals)
there is little cool gas to hide or radiate the energy in other wavelength bands. Thus
the missing feedback problem in these galaxies becomes particularly acute. Naturally,
one would expect that the missing energy in such galaxies is gone with a galactic
outflow, which could have a profound impact on the halo gas and the accretion of the
IGM. Of course, this impact should evolve with time and depend on the formation
process of the galaxy. For example, if a bulge forms primarily in a starburst (SB), it
can induce an initial blastwave propagating into the surrounding medium. The heated
circum-galactic medium (CGM)can then affect the impact of the later feedback from
stellar mass loss and Type Ia supernovae (SNe) as well as from star formation and
AGN. Therefore, one needs to study the interplay of the stellar feedback and the gas
accretion of the galaxies to understand their evolution.
Existing studies have shown the importance of the stellar feedback, though they
are limited by the over-simplified treatments or are for some specific targets. On the
one hand, existing models for galactic bulge outflows/winds include little considera-
tion for the evolving gravitational potential and gaseous circum-galactic environment
(e.g., Mathew & Baker 1971; White & Chevalier 1983; Lowenstein & Mathews 1987;
Ciotti et al. 1991; David et al. 1991; Pellegrini & Ciotti 1998). In these galactic wind
models, the stellar feedback mainly includes the energy input from SNe (primarily
type Ia) and mass input from evolving stars. The specific energy, the ratio of energy
input rate to mass input rate, characterizes the gas state. A galactic wind (i.e., gas
leaving the galaxy supersonically) can be sustained when the specific energy of the
input mass is greater than the gravitational potential if initially there is only negligi-
ble amount of gas inside the galaxy. On the other hand, in simulations of large-scale
structure formation, the treatment of the stellar feedback is limited by the spatial
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resolution. A more sophisticated model that incorporates the stellar feedback in an
evolving galaxy has been investigated by Brighenti & Mathews (1999) with 1-D hy-
drodynamic simulations. They found that the core-collapse SNe in an initial SB can
substantially affect the gas dynamics beyond 1Mpc. But the work was done specifi-
cally to explain the hot gas properties of the luminous elliptical galaxy NGC 4472. In
this high-mass galaxy, later feedback is found to be unimportant, partly because the
authors adopted a low SN rate (0.03 SNu; one SNu unit denotes one SN per 1010 LB⊙
per century). In this case, the gas dynamics is dominated by a cooling flow.
In the present paper, we introduce a stellar feedback model in which the feedback
is closely associated with the formation history of the galactic bulges. In this scenario,
we divide the evolution of a bulge into three stages: 1). At high redshifts, as the host
dark matter halo assembles, the central galaxy builds up a bulge through frequent
major mergers. 2). As a consequence of the violent mergers, a SB in the bulge is
triggered. The intensive starburst powers a blastwave to heat and rarefy the CGM.
3). At low redshift, the galaxy is in a quiescent phase as its host halo accretes mass
gently. However, as the low-mass bulge stars die off from the main sequence, Type
Ia SNe provide a long-lasting energy input to the CGM and this gradual feedback
maintains a hot gaseous halo. This scenario naturally connects the stellar feedback
and the general formation history of a galaxy. We find that such a feedback can
profoundly affect the evolution of the model galaxies. In particular, the overcooling
and missing-energy problems can be naturally explained. Here we demonstrate the
effects of the feedback based on a 1-D model of galaxies, although limited 2- and 3-D
simulations have also been carried out to check multi-dimensional effects. Instead of
modeling the detailed interaction between feedback sources and the ISM, we simply
assume all the feedback energy is thermalized in the hot gas of the central halo. Our
aim here is to capture qualitatively the feedback effects on the structure, physical
state, and dynamics of the hot gas around bulge-dominated galaxies on scales greater
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than galactic bulges/disks. For the dynamics of hot gas on such a scale, the detailed
mechanisms of the feedback, i.e., how the SNe thermalize the ISM in the first place,
is not important. And the efficiency of the thermalization is represented by a free
parameter which in principle should be determined from observations.
The organization of the paper is as follows. We first describe the main physical
ingredients of our model and numerical methods (§2). We then present the results
of a reference galaxy model and its variations (§3). In §4, we discuss how the results
provide a potential solution to the overcooling and missing energy problems, as well
as the caveats of the present model. We summarize our results and conclusions in §5.
2.2 Galaxy Model and Methodology
We set up hydrodynamical simulation models to investigate the effects of the
feedback from a galactic stellar bulge on galaxy formation. We focus our study on the
early-type spirals and the typical low−LX/LB elliptical galaxies in fields or in small
groups (such as the MW and M31). Our fidicuial galaxy has an intermediate/massive
galactic bulge and a dark matter halo with mass∼ 1012M⊙ at the present time. In the
following, we first describe how such a galaxy assembles mass, and then introduce the
recipe to model the stellar bulge formation and its feedback. Finally we describe the
numerical codes and methods. Throughout the paper, we adopt the ΛCDM cosmology
with Ωm = 0.3, ΩΛ = 0.7 and H0 = 100 km/s/Mpc. We assume the universal cosmic
baryon fraction to be fb = 0.17.
2.2.1 The Growth of Dark Matter Halo
It has been shown by high resolution N -body simulations that within the virial
radius rvir the density profile of a collapsed dark matter halo can be well described
by the NFW profile (Navarro, Frenk & White, 1996),
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ρNFW(r) =
4ρ0
(r/rs)(1 + r/rs)2
, (2.1)
where rs is a characteristic radius and ρ0 a characteristic density of the halo that
is related to the collapse time of the halo. The shape of such a profile is usually
characterized by the concentration parameter, defined as c = rvir/rs. Since a virialized
halo is defined as a spherical region with a mean density that is ∆vir times the mean
density of the Universe, the characteristic density can be written as
ρ0 =
1
12
ρcritΩm∆vir
c3
ln(1 + c)− c/(1 + c)
, (2.2)
where ρcrit is the critical density of the Universe. For the cosmology we adopted here,
∆vir = 340 at z = 0 (Bryan & Norman , 1998). For a given cosmology, a virial
mass, and a given time, the density profile of a dark matter halo is determined by the
single parameter, c. Simulations have demonstrated that dark matter halos assemble
their mass through an early fast accretion phase followed by a slow one (Wechsler
et al., 2002; Zhao et al., 2003a). This two-phase assembly history can be fairly well
described by an exponential function (Wechsler et al., 2002),
M(a) =M0e
−2ac( 1a−1), (2.3)
where M0 is the halo mass at the present time, a is the expansion scale factor [i.e.,
a = (1 + z)−1, z is the redshift], and ac is the scale factor at the halo “formation
time” that separates the two accretion phases. Both N -body simulations (Bullock
et al., 2001; Wechsler et al., 2002; Zhao et al., 2003a,b) and analytical model (Lu
et al., 2006) have shown that the halo concentration parameter is closely related to
the formation time ac. For a halo that is still in its fast accretion regime, c ∼ 4; for
a halo identified at a > ac, c ∼ 4a/ac.
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Figure 2.1 Dark matter density profiles of a galaxy of 1012M⊙ at z = 0 at four
representative redshifts: Simulation without stellar feedback (grey squares); NFW
profile at z = 0 (dashed blue lines); the fitting formula (solid red lines); Simulation
including stellar feedback (§2.2) (three-dot-dashed cyan lines).
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We make use of the 1-D simulation code developed by Lu et al. (2006) to reproduce
the mass distribution of a growing dark halo embedded in the cosmic density field.
Following Lu et al. (2006) and Lu & Mo (2007), we setup the initial perturbation
at zi = 100. The perturbation profile is set up in such a way that the subsequent
accretion history of the halo follows exactly the average mass accretion history given
by Eq.(2.3). The halo’s virial mass is 1012M⊙ at the present time. To be consistent
with the statistical properties of dark halos in cosmological simulations, we choose
the formation time ac = 0.3. The resulting halo has a concentration of about 13,
which is typical for halos of such a mass. The advantage of adopting this approach is
that, at any redshift, the density profiles both within and outside the current virial
radius are modeled realistically. Fig. 2.1 shows the density profiles of the simulated
halo at four different redshifts. We further find that the evolution of our simulated
profile can be fitted with the following formula:
ρ(r, t) =


4ρ0/ [x(1 + x)
2] , x = r/rs for r ≤ rv
ρ(rv, t)[
8
9
(
r
rv
)α(t)
+ 1
9
(
r
rv
)−1
], for r > rv
(2.4)
where t is the cosmic time in Gyr; rv is the halo virial radius at time t and rs is
the scale radius of the NFW profile at z=0; α(t) = −46 + 9.4t − 0.58t2 is a time-
dependent index obtained from fitting the simulated profiles at r & rv. This formula
(illustrated as the solid red lines in Fig. 2.1) characterizes the simulated profiles to an
accuracy of 5% in the interested region. We adopt this fitting formula to simplify the
gravity calculation of the dark matter in Eulerian-based hydro-dynamical simulations.
Although the deposition of the cold gas in the halo center may make the the halo
contract (Blumenthal et al., 1986; Choi et al., 2006), our test with the same 1-D
simulation code but including the gravity of the cool gas shows that the change of
the dark matter distribution is only in the central several kpc, and that our main
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Table 2.1. Model galaxy parameters
Parameter Value
Halo mass M0 (M⊙) 10
12
SB time tsb (Gyr) (z = 1.8) 2.5
SB gas mass Msb (M⊙) 5× 10
10
SB energy deposit region Rsb (kpc) 50
Bulge stellar mass M∗ (M⊙) 3× 10
10
Bulge scale rb (kpc) 0.7
Age of galactic bulge t0 (Gyr) 10
Bulge blue band luminosity (LB,⊙) 5× 10
9
results on the halo gas properties are not expected to be affected significantly by such
contraction.
2.2.2 Stellar Bulge Feedbacks
We approximate the stellar feedback into two phases: (1) a blastwave generated
by the initial SB that forms the stellar bulge and (2) a gradual injection of mass and
energy through stellar mass-loss and Type Ia SNe in the bulge. Additional feedback
may arise from the galactic disk, if present (although cool gas there may consume
much of the input energy), and from AGNs. We do not deal with these complications
here, which may be incorporated into the above two phases approximately within the
uncertainties in our adopted feedback parameters. The key parameters are the initial
SB energy feedback ESB and the evolution of the Type Ia SN rate and mass loss rate.
2.2.2.1 Starburst feedback
We assume that the bulk of bulge stars forms in a single SB at the time tsb right
after the fast-accretion regime of the dark matter halo, when the inner halo is well
established. In this regime the gas cools in a time-scale much less than the halo
dynamical time-scale; dense gas clouds are thus expected to form rapidly, leading to
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the SB (Mo & Mao , 2004). The SB converts a fraction of the cooled mass Mb into
bulge stars with a total mass M∗ comparable to that observed in our MW or M31.
The adopted values are listed in Table 2.1.
We parameterize the SB energy feedback with an estimate of the mechanical
energy input from core-collapsed SNe (M & 8M⊙). This estimate depends on the
initial mass function (IMF) of stars formed in the SB. Assuming the commonly used
Salpeter IMF over the mass range of 0.08-100 M⊙, the number of stars with individual
masses greater than 8M⊙ is N>8 = 6.8 × 10
−3M∗. The total energy deposited into
the large-scale surrounding is
ESB = ηEsnN>8 = 6.81× 10
−3ηM∗Esn, (2.5)
where Esn (=10
51 ergs) is the energy released by each SN. The parameter η character-
izes the “efficiency” of SB feedback, which in principle accounts for the uncertainties
in the assumed IMF, Esn, possible energy release from other sources (e.g., AGN), and
the radiative dissipation within the SB region. The radiative dissipation, for example,
depends on the unknown details of the interaction between the SB and the ISM (e.g.,
its porosity; Silk 2003). And a probably more realistic IMF with a low mass turn-over
(e.g., Miller & Scalo 1997; Kroupa 2001) can give about 10% higher energy input.
In addition, the UV radiation released by massive stars at the main sequence stage is
also a considerable energy source for the feedback, and the total radiation energy is
comparable to or even larger than the mechanic energy output from the SN explosion
of the massive stars (Schaerer, 2003). The UV radiation may contribute to the ion-
ization of the ambient medium, but is mostly re-radiated away at lower frequencies.
A fraction of the radiation may escape from star forming regions, but is expected
to contribute little to the energy balance in the circum-galactic medium, especially
its hot component with T & 106 K. We have assumed that the medium is ionized
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initially, which could be due to the combination of the extragalactic background and
the escaped ionizing radiation from the model galaxy. Probably the most important
dynamic effect of the UV radiation is its momentum inserted on dust, which may
help to drive the expansion of the gas away from the galaxy. This contribution is
absorbed into the efficiency parameter η, which is treated as a free parameter in our
model and can only be calibrated and determined by observations.
2.2.2.2 Gradual feedback
Following the core-collapsed SNe of massive stars is the long-lasting but relatively
gentle feedback from stars of lower masses. Within the uncertainties in stellar evolu-
tion models the energy input rate from Type Ia SNe can be approximated as (e.g.,
Ciotti et al. 1991; Brighenti & Mathews 1999)
LSNIa(t) = Esn
(
LB
1010
)
R0
100
(
t
t0
)−p
erg yr−1, (2.6)
where t is the age of stellar population, and LB is the blue band luminosity of the
stellar population at the present age t0 (Table 2.1), which can be determined from a
stellar evolutionary model (e.g., Maraston 2005). The Type Ia SN starts ∼ 0.1Gyr
(Greggio , 2005; Mannucci et al. , 2006; Aubourg et al., 2007) after the starburst.
Since the stellar properties in galactic bulges are similar to those in ellipticals, we
set R0=0.12 (SNu) which is the average local SN Ia rate for E/S0-type galaxies
(Cappellaro et al 1999; Cox 2000, p467).Depending on the choice of models of SNIa
progenitors (Greggio , 2005), p ∼ 1.0− 1.5.
Most of the stellar mass loss occurs at early time through the relatively fast
evolution of intermediate-mass stars. The mass loss rate of a stellar population is
given by the product of the stellar death rate and the average mass that is lost by each
dying star. We use an updated calculation obtained from Maraston (2005, Fig. 22),
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Figure 2.2 The cumulative stellar mass loss of a stellar population (normalized to one
M⊙ with the Salpeter IMF) as a function of its age. The solid black line denotes the
data taken from Maraston (2005) Figure 22.; the dashed red line is the fitting; the
dotted blue line is the component with the same power index as used in Ciotti (1991).
which directly relates mass loss to the total initial mass of a stellar population. The
cumulative stellar mass loss of a normalized stellar population with initial mass of
1 M⊙ can be fitted by the following formula:
M(< t) = 0.349− 0.122t−0.3 + 0.0737e−t/0.158, (2.7)
which matches the numerical result to an accuracy of 1% from 0.1Gyr to 15Gyr. An
alternative formula introduced in Ciotti et al. (1991) gives the same shape as that
of Eq. (2.7) for t > 1Gyr.
It is worth comparing the relative energetics of the stellar feedback during the SB
and the later gradual phase. There is 6.8× 10−3 SNe II per solar mass for a standard
Salpeter IMF. For a general power law decay of the SNe Ia rate, the number of SNe
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Ia per solar mass is 10−3R0(M/LB)
−1n
Ia
, where (M/LB) is the mass to light ratio,
and
n
Ia
=
∫ t0
tem
(
t
t0
)−p
dt. (2.8)
With the reasonable ranges of SNe Ia emerging time tem (e.g, 0.1-0.5Gyr) and p (e.g,
1.0-1.4), n
Ia
≃ 100 with an uncertainty about a factor of two. The M/LB for a single
stellar population with standard Salpeter IMF is about 7 at 10 Gyr (Maraston , 1998).
Thus the number of SNe Ia per solar mass is ∼ 1.7 × 10−3
(
R0
0.12
) (
7
M/LB
) (n
Ia
100
)
. SB
feedback in principle provides much more energy in a short time than the gradual
feedback does in the life time of a galactic bulge. Note that the time in Eqs. (6)-
(8) is based on “stellar clock” and modeled independent of cosmology. We assume
that the “stellar clock” is consistent with the concordance cosmology model (where
H0 = 70km s
−1Mpc−1), and scale the time unit in Eqs. (2.6) and (2.7) accordingly in
our simulations.
2.2.3 Methods for Gas Evolution Simulations
We adopt the 1-D Lagrangian hydrodynamical code (Lu & Mo , 2007) to simu-
late the accretion of the gas and dark matter during the fast assembly regime. As
introduced in §2.2.1, we use 1000 and 100,000 shells to represent gas and dark mat-
ter, respectively. Before the mass collapses into the virial radius the two components
follow each other. When a gas shell is shocked roughly at the virial radius, the gas is
decoupled from the dark matter flow and is heated up to the virial temperature (see
also Birnboim & Dekel 2003). The gas then cools radiatively. When the temperature
falls below 2×104K, the gas shell is considered to be cold and is dropped out from the
hot phase. We re-distribute the cold gas according to a Hernquist profile (Hernquist,
1990) with the scale radius of 0.7 kpc. We terminate the 1-D Lagrangian simulation
at z = 1.8 when the fast-accretion regime is over. This simulation provides both the
mass of the dropped-out gas (Mb) and the density, temperature, and velocity profiles
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of the remaining hot gas. The output of gas properties from the Lagrangian code is
adopted as the initial condition for our feedback simulations.
After the fast assembly epoch, the bulk of the galactic bulge has been built up
and the SB is triggered. The mass and the SB feedback energy are deposited instan-
taneously and uniformly in form of thermal energy within the radius RSB = 50 kpc,
which is about the virial radius of the halo at the assumed SB epoch (Table 2.1).
The included gas is assumed to be well mixed with the ejecta of the SNe and is thus
considered to be SB-enriched. We have experimented various methods to deposit the
SB energy (e.g., kinetic vs. thermal energy as well as radius) and find that they don’t
make significant differences as long as no additional dissipation is allowed before the
deposited energy emerges into the large-scale surrounding. As we focus on the po-
tential impact of the SB on the ambient hot gas over much larger physical and time
scales, the detailed evolution of SB itself or its immediate interaction with the cold
gas in the bulge is not important (e.g., Strickland & Stevens 2000; Fujita et al 2004).
With the feedback included, we conduct our hydrodynamical simulations using
the widely-used FLASH code (Fryxell et al. , 2000). This Eulerian based code makes
it easier to handle the position-wise mass and energy input. The mass and energy
input source terms, specified by Eq. (6) and (7), are handled by the operator split
method in FLASH, i.e., at each time step it first solves the Eulerian equations at
each pixel without mass and energy input source terms, then explicitly updates the
values at each pixel to account for the corresponding mass input and net energy
input (heating plus cooling) during that time step. The gravity force includes the
dark matter halo with a time-dependent density profile described by Eq. (2.4) and a
fixed Hernquist profile for the stellar bulge with a total mass of Msb (Table 2.1). The
gravity is dominated by the bulge stellar mass at small radii and by dark matter at
large radii. The gas self-gravity is thus ignored.
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The radiative cooling of the gas depends on its metallicity as well as its local
density and temperature in the simulations. We assign representative metallicities
of 0.01, 0.1, and 1 solar to the IGM, the SB-enriched gas, and the Type Ia SN-
enriched stellar material. A 0.1 solar abundance of the SB-enriched gas corresponds to
roughly a yield of 0.02M⊙ metals per solar mass of the SB. The metallicity-dependent
cooling function is adopted from Sutherland & Dopita (1993). Radiative cooling is
switched off for gas of temperature below 2 × 104K, which could be maintained by
the radiation heating. The different metallicities are also used to track the individual
gas components.
We have chosen a set of models to illustrate how the dynamics and observational
properties of the hot gas depend on the SB energy output efficiency (η), the gradual
stellar feedback evolution, and the treatment of cold gas. The model parameters are
summarized in Table 2.2. The reference model (Model Ref.) adopts the canonical
values, which sets the reference for comparison with other models. We demonstrate
the effects of η in Model VA, the varied gradual mass loading in Model VB, and the
varied Type Ia SN feedback evolution in Model VC and VD. The effect of cool and
hot gas coupling on the gas dynamics is examined in model VE.
Our simulation radius is 2Mpc around a model galaxy, including all the region
that the feedback can influence. Because gas at this radius is still participating in the
Hubble expansion, an “outflow” (zero-gradient) boundary condition is adopted, and
the standard “reflection” boundary condition is used at the center.
2.3 Results
In this section, we first focus on the fiducial model and then check the variance due
to the changes in the model parameters. We further give the immediate predictions
of our model on the halo gas fraction and X-ray brightness.
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2.3.1 Dynamical Structures and Evolution
2.3.1.1 Reference Model
Fig. 2.3 illustrates the gas properties of the reference model galaxy at three rep-
resentative redshifts. Soon after the SB (e.g., z=1.4; dot-dashed line), a blastwave
(corresponding to the jump at r ∼ 102.5 kpc in all the four panels) is driven into
the accretion flow of the galaxy. This accretion flow is most apparent in the radial
velocity panel (i.e., the negative velocity just in front of the blastwave). At larger
radii, the gas is still trailing the Hubble expansion. Later, the blastwave, though
weakening, catches up the trailing gas (i.e., no negative velocity at z = 0.5 and 0.0).
The blastwave heats the gas to a temperature of & 106 K, over a region extending well
beyond the virial radius at z ∼ 1.4 (Rvir ∼ 80 kpc) and even at z = 0.0 (Rvir ∼ 200
kpc). Consequently, after this pre-heating by the SB-induced blastwave, no virial
shock forms.
The SB heating also allows for the transportation of the later stellar feedback away
from the galactic bulge. Without the SB heating and the resultant rarefaction of the
surrounding gas, the energy from the Type Ia SNe would be radiated away around
the bulge and the gradual feedback could never launch a galactic bulge wind. With
the low density of the ambient gas due to the expansion, the gradual stellar feedback
develops into a galactic bulge wind, at least in early time when the SN rate is high.
This wind reaches a velocity up to ∼ 103 km s−1 at z = 1.4 and ∼ 800 km s−1 at
z = 0.0 as the rate decreases. The wind is reverse-shocked at a quite large radius (the
innermost jumps of the profiles in Fig. 2.3). The reverse-shock first moves outward
and then starts to move back toward the center as the Type Ia SN rate declines
with time. The reverse-shocked wind material has a temperature of ∼ 107 K. This
temperature is determined by the specific energy of the feedback, minus the galaxy’s
gravitational potential that the wind needs to climb through. The radiative cooling
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Figure 2.3 Radial profiles of density, temperature, pressure, and velocity of the gas
around the simulated reference galaxy at three representative redshifts: z=1.4 (dot-
dashed blue lines), 0.5 (long-dashed red), and 0.0 (solid black). The filled gray region
in the top panel marks the radial range of the SB-enriched material at z=1.4. In the
lower z profiles, this range has collapsed and is seen as the narrow spikes. Vertical
lines in the uppermost panel indicate where the virial radius lies at a given color-coded
redshift. Those lines are drawn in other plots with the same meaning.
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of the wind is negligible (see Table 2.2 and later discussion in §4.2). Therefore, the
SB heating enables the impact of the Type Ia SN-driven feedback over global scales
around the galaxy.
In return, the long-lasting Type Ia SN-driven feedback helps to maintain and
even to enhance the low-density hot environment produced by the SB. First, the
inauguration of the Type Ia SN-driven feedback about 0.1 Gyr after the SB generates
a forward shock, which can be seen in Figure 2.3 (bottom panel) as a small velocity
jump just behind the SB blastwave. This shock propagates fast in the SB-heated gas
with little radiative energy loss (Tang & Wang, 2005) and quickly overtakes the SB
blastwave. Secondly, the Type Ia SN-driven stellar feedback prevents the SB-heated
gas from falling back toward the galactic center to form a cooling flow, which would
generate too large an X-ray luminosity to be consistent with observations.
Sandwiched between the shocked bulge-wind material and the blastwave-heated
IGM is the SB-enriched gas (e.g., marked as the gray region for the z = 1.4 density
profile). The two contact-discontinuities around the gas are apparent in the density
and temperature profiles of Fig. 2.3. The SB-enriched gas has a relatively high den-
sity and a low temperature; and the gas has a cooling time scale of ∼ 1Gyr even
with the assumed moderate metallicity. The gas can cool to the lowest temperature
allowed (2 × 104K in our simulation) first, as represented by spike-like features in
the density profiles at lower redshifts. This collapsed dense shell is subject to various
hydrodynamical instabilities (if not prevented by the presence of magnetic field); the
fragmented cool gas may be decoupled from the hot gas flow.
2.3.1.2 Dependence on the SB feedback efficiency
The most uncertain parameter in our reference model is η, which determines the
magnitude of the energy feedback during the SB phase. In Model VA we reduce the
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Table 2.2. Models of stellar feedback
Model R0 η p
aLX (10
36ergs s−1) fb
(SNu) (r≤2kpc) (r ≤rvir) (r≤rvir) (r≤2rvir)
Ref. 0.12 0.5 1.4 0.25 0.45 0.045 0.040
VA 0.12 0.25 1.4 0.25 18.6 0.047 0.111
VBb 0.12 0.5 1.4 5.7 50.0 0.047 0.082
VC 0.06c 0.5 1.6 1.2 2.8 0.046 0.041
VD 0.35c 0.5 1.0 0.038 0.064 0.045 0.039
VEd 0.06 0.25 1.4 3.8 1673 0.163 0.168
aLX is calculated in the 0.3-2.0 keV band, assuming solar abundance. r is the
galactocenter radius in units of kpc.
bthe mass loss rate determined by Eq. (2.7) is doubled.
cR0 is normalized to give the same total energy input as the reference model.
dThe “dropout” recipe is applied (§2.3.1.4).
SB feedback efficiency to η = 0.25. The results are compared with those from the
reference model in Fig. 2.4 at z = 0. Naturally, a smaller η value gives a slower
and weaker SB blastwave, hence a relatively higher density and faster cooling of the
interior gas. The velocity becomes negative around virial radius and the material
blown away earlier is being re-accreted into the halo.
This relatively high density circum-galactic environment affects the dynamics of
the Type Ia SN-driven feedback, which is confined to a smaller region (Fig. 2.4). An
interesting feature of this model is the higher temperature of the reverse shocked bulge
wind material, which has not lost much of its energy in climbing out the gravitational
potential of the galaxy. The reverse shock is moving inward and is only about 20 kpc
away from the center of the galaxy at z = 0. When it eventually reaches the center,
the bulge wind will be quenched. After that, a cooling flow of previously reverse-
shocked bulge wind material will form. The cooling flow, together with the infall of
the already cooled SB-enriched shell may trigger a new SB in the bulge. In general,
the smaller η is, the earlier the reverse shock front moves back to the center.
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Figure 2.4 Radial profiles at z=0 for three models: the reference model (long-dash
red lines); Model VA (solid black lines); and a model started with the gas free initial
condition (three-dot-dashed blue lines). The gas-free initial condition corresponds to
that of Ciotti et al. (1991), and is discussed in section 4.2. The noticeable wiggles in
the profiles of temperature and density are generated by the unstable cooling when
the dense shell of SB material forms.
28
2.3.1.3 Dependence on the gradual feedback
A reduced Type Ia SN energy input rate (e.g., due to a smallerR0 and/or ESN than
the assumed) has a similar effect as that of a reduced SB feedback on the galactic
gas dynamics: the decrease of energy input cannot support a galactic wind or an
outflow and even results in an inflow at later time. We test a model with half of the
rate adopted in the reference model, and find that the reverse shock and the cooled
SB-enriched dense shell moved back to the center about 2Gyr ago. The resultant flow
has an artificially cold core with a high inner density, similar to the figures shown
in Ciotti et al. (1991, fig. 2) and Pellegrini & Ciotti (1998, Fig. 3), which consumes
nearly all the energy feedback locally near the bulge center in the 1-D single phase
modeling. Such a cold core should undergo a nuclear starburst providing additional
feedback. We do not intend to address such complicated situations here.
A reduction in the mass loss rate has the opposite effect. With the same energy
input, but a smaller mass loss rate, the specific heating of stellar ejecta would increase,
helping to launch a stronger bulge wind which has a lower gas density. A reduced
mass loss rate would also decrease the diffuse X-ray emission since it is proportional
to the density square. In reality the mass loss rate is most likely larger than the value
calculated from Eq. (2.7), which is based on a single burst of star formation scenario.
In addition to the mass loss from evolving stars, mass-loading from other sources
may also be important, though very uncertain. Such sources include the evaporation
of cool gas clumps (e.g., cloudlets formed from the leftover of the SB, cold inflow
streams from the IGM, etc.). In Model VB we double the stellar mass loss rate given
by Eq. (2.7). In this model the inner bulge wind region has shrunk to a radius less
than 20 kpc at z = 0 (dotted grey line in Fig. 2.5). Inside the shocked bulge wind
region the density is about twice that of the reference model, and the density profile
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is leveling off outside. An even larger mass loss rate can quench the inner bulge wind
quickly, inducing an inflow by z = 0.
Figure 2.5 Comparison of the radial density and temperature profiles inferred from
the models with various gradual feedback parameters at z = 0: the reference model
(solid black lines), model VB (dotted grey lines), model VC (dashed red lines), model
VD (three-dot-dashed blue lines).
The gas dynamics is also affected by how the Type Ia SN rate evolves (e.g, the
choice of p). The inner bulge wind can be established more easily initially in a model
with faster evolutionary trend (i.e, with a larger p). To examine this effect we adopt
p = 1.6 in model VC, and adjust R0 to ensure that this model has the same total
amount of SNe Ia energy input as the reference model. The profiles at z = 0 are shown
in Fig. 2.5 (dashed red lines). In this model more SNe Ia explode at early time so
that the initial blastwave is stronger and can drive the outermost shock front further
away than the reference model does. But at z = 0 the resultant bulge wind region is
smaller and the temperature is lower because less energy is available to maintain the
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galactic flow at the late stage. A similar test is done for p = 1.0 (Table 2.2 model
VD). Though initially the blastwave is weaker and the outermost shock front has a
smaller galactocentric radius, this model maintains a much stronger bulge wind at
z = 0 because it has a higher Type Ia rate at the present time.
2.3.1.4 Dependence on the treatment of cooled gas
The effect of the collapsed dense shell on the hot gas flow depends on the cou-
pling of the cooled and hot gases. While the physical processes will be studied in our
2-D modeling (Tang & Wang 2008, in preparation), here we examine the effect in
an extreme case by adding a simple “dropout” recipe in our simulation to decouple
the cooled gas from the hot gas flow. When a gas pixel cools below the minimum
temperature allowed, we dropout 99% of its mass and increase its temperature ac-
cordingly to keep the pressure unchanged. Using this recipe, the dropout does not
generate numerical perturbation into the simulation and conserves the energy in the
flow. Simulations with or without the dropout can thus be used to demonstrate the
full range of possible dynamic effect. The dropout in general has little effect on the
gas dynamics, if the cooled gas shell is located at a large radius. This is the case
for the reference model (Fig. 2.6). With the dropout, the flow just becomes a little
“lighter”. But because the gravitational potential is shallow at the large radius, the
effect is small.
On the other hand, if the cold dense shell gets close to or actually falls toward the
center, the effect on the gas flow can be substantial. The shell imposes a weight that
the enclosed hot gas needs to hold, which can result in increased radiative cooling
and eventually quench the bulge outflow. As mentioned previously, for models with
a reduced R0 or η the dense shell moves back to the center and forms an artificially
cold core before z = 0. When this weight is removed through the dropout, the bulge
outflow becomes faster and the radiative cooling becomes slower. The gas evolution
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Figure 2.6 Demonstration of the “dropout” effect on the reference model at z=0: the
reference model (solid black lines), the reference model with the “dropout” included
(dashed red lines).
of the Model VE with the “dropout” enabled is shown in Fig. 2.7. In this model, the
stellar ejecta is confined in a region less than 100 kpc, the initial inner bulge wind is
quickly quenched and turns into a subsonic outflow. The outflow is stagnated around
half of the virial radius (i.e., stagnation is defined as the outflow velocity becomes
zero), and an accretion flow is built up near the virial radius. Thus a density enhanced
region is formed between half of the virial radius and the virial shock. Effective cooling
first occurs in SB-enriched material because it has a relatively high density and low
temperature (see also Fig. 2.3). Most of the dropout occurs at radius larger than
100 kpc in this simulation. By dropping out the cooler gas, the galactic flow can
stay in a quasi-static state for quite a long time, i.e., as for the specific case (model
VE) the density and temperature profiles are hardly changed for half of the Hubble
time. The outermost shock front (actually powered by SNe Ia which overtakes the
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blastwave of SB) is still riding on the turnaround Hubble flow at z = 0. Note that
a global galactic wind would still be maintained by the gradual stellar feedback if it
were started from a gas free initial condition (Fig. 2.7).
2.3.2 Baryonic content and X-ray Emission
The stellar feedback results in a baryonic mass deficit within the virial radius. The
radial variation of the local baryonic fraction (the baryon to total gravitational mass at
each galactocentric radius) of the reference model is shown in the left panel of Fig. 2.8,
and the corresponding accumulative baryonic fraction (the total baryonic mass to the
total gravitational mass within that radius) is shown in the middle panel. The dash-
dot blue line denotes the radial variation at the starburst time tsb. The variation
of the local baryonic fraction at this time follows the fluctuation of the simulated
dark matter profile given by the 1-D Lagrangian code (see Fig. 2.1). The cumulative
fraction shows that the baryonic mass fraction decreases nearly monotonically and
reaches the universal value around the virial radius. At z=0, the baryon fraction
drops down to about 5% near the virial radius and reaches the minimum value at
the contact-discontinuity between the materials from the two feedback phases. The
baryon fraction then increases outward and finally reaches the universal fraction at
the forward blastwave (located at a distance about 6 times the virial radius). This
increase is largely due to the SB-enriched material and the CGM swept up to a large
radius by the galactic wind. Within the virial radius, the hot gas contribution is
negligible, as shown by the dash red line (the inner part has been scaled up by a
factor of 103 in the plot for easy visualization).
The amount of baryonic mass within the virial radius depends on feedback pa-
rameters, such as the strength of the SB and the gradual stellar feedback evolution.
The cumulative baryonic mass fraction of Model VA, for example, is shown in the
right panel of Figure 2.8. With the reduced SB efficiency, the baryonic mass fraction
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Figure 2.7 Radial profiles of Model VE (with the “dropout” enabled) at three red-
shifts: z=0.5 (three-dot-dashed blue line), z=0.1 (dashed red lines), and z=0.0 (solid
black lines). The dotted grey lines in the top two panels denote the corresponding
profiles if model VE starts from a gas free condition.
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Figure 2.8 The local baryonic fraction as a function of the dimensionless galactocentric
radius in the unit of virial radius for the reference model (left panel); the accumulated
baryonic fraction as a function of the radius for the reference model (middle panel)
and Model VA (Table 2.2, right panel). The dot-dashed blue lines are for the total
baryonic mass fraction at the starburst time tsb. The solid black lines are for the
total baryonic mass fraction at z=0. Dashed red lines denote the contribution of the
hot gas, with the inner part increased by a factor of 103 for ease visualization. The
baryonic fractions reach to the universal value fb=0.17 near the forward shock front
located at a few times of the virial radius. The dotted gray lines in the right panel
denote the corresponding results of the reference model for directly comparison with
Model VA.
at z = 0 is higher around the virial radius than that of the reference model. In Table
2.2 we list the baryonic mass fractions for all the models within one and two virial
radii, respectively. For models with strong SB feedback (i.e., Models Ref., VC, and
VD), the baryonic fractions within one virial radius are about 5%, and the fractions
are even lower within two virial radius, which demonstrates that a large fraction of
the baryonic mass is expelled out to a region beyond two virial radius. In Model VE
the baryonic fraction is slightly less than the universal value because of its reduced
stellar feedbacks.
The X-ray luminosities are listed in Table 2.2 for all the models. We assume that
the hot gas is in collisional ionization equilibrium and calculate the luminosities based
on the 0.3-2.0 keV emissivity as a function of temperature, which are extracted from
the xspec software for three different metallicity we adopted. The luminosities within
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2 kpc characterize the diffuse X-ray emission from the inner bulge wind. The X-ray
luminosity of the reference model in the inner region is ∼ 2.5× 1035 ergs s−1, and in
Model VE the X-ray luminosity is ∼ 4× 1036 ergs s−1. The X-ray luminosities within
the virial radius vary dramatically with respect to different models. In the reference
model it is only ∼ 4.5× 1035 ergs s−1, whereas in Model VE the luminosity is as high
as ∼ 2× 1039 ergs s−1.
2.4 Discussion
We now discuss the implications of the above results in connection to the issues
mentioned in §1 and the additional work that is needed to further the study of the
feedback scenario proposed here.
2.4.1 The Over-cooling Problem
Our simulations demonstrate that the total accreted baryonic mass can be largely
reduced when the stellar feedback from both an initial SB and a later input from
evolving stars is implemented self-consistently in the halo (galaxy) formation scenario.
Except in Model VE, the baryonic mass fractions are only about 5% within virial
radius, consistent with an inferred low baryonic fraction in the Milky Way (roughly
about 6%, e.g., McGaugh 2007; Fukugita & Peebles 2006; Sommer-Larsen 2006;
Maller & Bullock 2004). In our reference model, the radiative cooling after the SB
is small because of the low density and high temperature of the halo gas. Here the
feedback is treated self-consistently for both the internal heating of the intrahalo gas
(within a galaxy’s virial radius) and the external “pre-heating” of the surrounding
IGM. The rarefaction of the pre-heated IGM substantially reduces and even reverses
the accretion. The degree of the rarification can be characterized by the baryonic
deficit around a galaxy (e.g., Fig. 2.8).
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The amount of cooling by the gaseous halo at present can, in principle, allow for
placing constraints on η. For a too small η, the gas would not be sufficiently pre-
heated to reduce the accretion into the halo, and the baryonic mass fraction would be
much closer to the cosmic universal value, as shown in Model VE. The total cooling
rate1 of the gas around the reference galaxy is only a few of 1037 ergs s−1, the bulk
of which arises from the accumulated reverse-shocked bulge wind material, located
outside of the virial radius (see Fig. 2.9 left panel). For the model with a lower η
value, the cooling would be more efficient and occurs in regions closer to the bulge.
In general, no over-cooling problem occurs in our model of galaxy evolution with the
proper stellar feedback included.
Figure 2.9 Left Panel: Cumulative X-ray luminosities as functions of galactocentric
radius in the 0.3-2.0 keV band for the reference model (solid black line) and the
model VE (solid black line). Right panel: The corresponding surface brightness of
the X-ray emission, the dot-dashed gray line denotes the stellar surface brightness
with an arbitrary normalization. The values of the reference model are multiplied by
the marked factor for easy visualization.
1The bolometric luminosity is calculated based on cooling function with solar abundance (Suther-
land & Dopita, 1993), and less than 10% is radiated in 0.3-2.0 keV band.
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2.4.2 Dynamic state of hot gas
Probably the most thorough study of hot gas outflows around ellipticals is by
Ciotti et al. (1991). They examined the gas dynamics inside a static galactic halo
with a gas free initial condition that assumes no gas is present in the galaxy when
the type Ia SN feedback begins. Such a condition may be produced approximately
by an intensive initial SB and possibly AGN feedback in the galaxy central region,
as demonstrated in the present paper. Their 1-D model galaxies evolve through up
to three consecutive evolutionary states: an initial wind, a transition to subsonic
outflow, and a finial inflow phase. X-ray faint ellipticals are suggested to be in their
wind phase, and brightest ellipticals should mostly be in the inflow regime. The
subsonic outflow is shown to be unstable and short-lived.
Our simulations have shown that the SB feedback is able to produce a low-density
environment near the galactic bulge, which is similar to the “gas-free” condition as-
sumed in Ciotti et al. (1991). But we note that the stellar bulge feedback material
does not leave the galaxy freely. Much of the feedback energy may be thermalized well
inside the virial radius, forming a hot gaseous halo. The bulge wind solution applies
only within the reverse shock front, shown by dot-dashed blue lines in Figure 2.4,
for example. When the reverse shock moves inward, the wind becomes less and less
developed and may eventually turn into a global subsonic outflow. We find that this
subsonic outflow is stable, in contrast to the result of Ciotti et al. (1991). The unsta-
ble and short life of the subsonic outflow in their model is apparently caused by the
use of the “outflow” outer boundary condition, which is generally not consistent with
the changing properties of the galaxy and its environment. The “outflow” boundary
condition has no effect on the internal flow, as long as the outflow is supersonic. But
if subsonic, however, the outflow tends to be suppressed by the artificial force inserted
by the leveled off pressure at the boundary. The same force would amplify an inflow
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and quickly quench the inner bulge wind/outflow. In our model, no boundary con-
dition needs to be assumed for the bulge wind/outflow, because it occurs well inside
the spatial range of the simulations.
The stability of the subsonic outflow state has strong implications for understand-
ing the large scattering in LX/LB ratios of galactic bulges. The distribution of the hot
gas in the state depends not only on the feedback in the bulge, but also on the con-
dition in outer regions of the galactic halo, which is a manifestation of the large-scale
environment and formation history of a galaxy. This dependence can create a large
diversity in the X-ray luminosities of such galaxies. The X-ray luminosity of a galaxy
during the subsonic outflow phase, for example, increases with time because mass is
accumulating in and around the galactic bulge. Therefore, one may expect a positive
correlation between the galaxy age and X-ray luminosity for galaxies. In addition,
the X-ray luminosity of a galaxy in a higher density environment is expected to be
higher. Indeed such correlations are observationally indicated (e.g., O’Sullivan et al.
2001; O’Sullivan & Ponman 2004). However, published results on X-ray luminosities
from elliptical galaxies typically suffer from substantial confusion with stellar con-
tributions (primarily cataclysmic variables and coronally active binaries; Revnivtsev
et al. 2008, and references therein). Careful data analysis similar to that undertaken
for the M31 bulge (e.g., Li & Wang 2007) and comparison for the dynamic state of
the hot gas are needed to test our explanation for the large dispersion of the X-ray
luminosities.
2.4.3 The Missing Stellar Feedback Problem
For the bulge outflow to be the solution of the missing feedback problem, a suffi-
cient mechanical energy output from both the SB and Type Ia SNe is needed. A weak
SB (e.g., a too small η value) would not create an environment with a low enough
density for a lasting galactic bulge outflow. Even with a large SB feedback, a too low
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SNe Ia rate would lead to the blowout gas being re-accreted into the halo. Once an
inflow is developed near the bulge, the feedback from SNe Ia would be consumed lo-
cally, producing a luminosity comparable to the input, which is disfavored by current
observations.
While our 1-D model may provide a reasonably good characterization of the large-
scale impact of the stellar bulge feedback, the bulge wind/outflow is inefficient in
producing diffuse X-ray emission. In particular, we find that the X-ray luminosity
from the 1-D wind/outflow is considerably lower than what is observed from galactic
bulges. Observationally the reported “diffuse” X-ray emission of our Galactic bulge
and the one in M31 are about 1038 ergs s−1 (Shirey et al. , 2001; Takahashi et al. ,
2004; Li & Wang , 2007). For all the models, the X-ray emission from the inner region
is no more than a few of 1036 ergs s−1. Although ∼ 60% of the energy is radiated
within half of the virial radius in Model VE, its X-ray emission near the bulge region
is only a few times 1036ergs s−1. Note that in Model VE about 40% of the total
energy input is used to remove the stellar mass ejecta out of the gravitational well at
z = 0 and a less fraction is required at early time. It is also worth pointing out that
the diffuse X-ray surface brightness of a bulge wind is generally steeper than that of
stellar mass/light as demonstrated in Fig. 2.9 right panel (see also Ciotti et al. 1991,
fig. 6). Only Model VE, in which the gas flow is now in a subsonic outflow state,
has a flatter surface brightness, consistent with observations of X-ray-faint early-type
galaxies (e.g., O’Sullivan & Ponman 2004).
The X-ray faintness of the bulge wind could be caused by our over-simplified 1-D
model. A careful analysis of the X-ray emission from the M31 bulge indicates the
presence of a truly diffuse component with a 0.5-2 keV luminosity of∼ 2×1038 ergs s−1
(Li & Wang 2007). However, this component has a substantially lower temperature
(∼ 0.3 keV) and a bipolar morphology in and around the bulge. These facts indicate
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that much of this soft X-ray component arises from the interaction of hot gas with
cool gas and that the 1-D approximation is too simplistic, at least in the immediate
vicinity of the bulge region, which may be expected because of the presence of cool
gas in the galactic disk. A detailed study shows that this interaction may indeed
be important, especially for the calculation of X-ray emission, which is sensitive to
presence of density structures. We are carrying out detailed 2-D and 3-D simulations
of the M31 bulge region and comparisons with corresponding X-ray observations. The
results will be reported in separate papers.
2.4.4 Additional Remarks and Caveats
Stellar feedback is an important process in the co-evolution of galactic bulge and
host galaxy. The two-stage stellar feedback model we have introduced in this paper
naturally sets up the stellar feedback from a galactic bulge in the context of the
assembly history of the host galaxy/halo. In the first stage, violent protogalaxy
mergers in the fast-assembly regime trigger a starburst which quickly releases feedback
energy through core-collapsed explosions to expel a large fraction of the circum-
galactic gas; in the second stage, the old stellar population in the bulge provides a
long-lasting feedback via Type Ia SNe to keep the gaseous halo hot. In this model,
the SB feedback and the gradual feedback are roughly synchronized with the early
violent merger stage and the later gentle accretion stage of the host galaxy, which
is a generic picture of galaxy formation in the CDM model. A similar co-evolution
scenario has been proposed for AGN feedback (Croton et al. , 2006). In their scenario,
a central massive black hole builds up its mass during galaxy mergers, and the black
hole appears as a “quasar”; when a static hot halo forms in the latter time, the
cooling halo gas fuels the central massive black hole to make it active in a so-called
low-energy radio mode. Although our stellar feedback model and the AGN feedback
scenario are aimed at two different processes in galaxy formation, they share some
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common features. Firstly, the feedback processes happen in two distinct regimes, an
early energetic but short-term blow-out and a late low-energy level but long-lasting
heating. Secondly, the feedback and the galaxy formation are modeled in a co-evolving
fashion. However, our stellar feedback model is proposed for the MW-sized galaxies,
whereas the AGN scenario is for more massive galaxies, which contribute to the bright
end of the galaxy luminosity function.
Much of existing work on stellar feedback is focused on whether a SB could drive
a galactic superwind (e.g., MacLow & Ferrara 1999; Silk 2003; Fujita et al 2004).
In the model we have examined here, the question whether a SB-driven outflow can
escape or not is not particularly relevant, because the galaxy is evolving and the
galaxy environment is not gas-free. More relevant is the cooling time scale of the
SB-heated material. This cooling time depends on the detailed physical processes
involved in the interplay between massive stars and the ISM, which our simple model
does not take into account. Depending largely on the assumed value of η, the SB-
heated material may have already fallen back to the center or is still hanging in
regions outside the galactic virial radius. Our choice of the initial condition of the SB
material (the distribution scale) guarantees that the cooling time-scale is long enough
for the Type Ia SN-driven wind to develop an outflow. It is the rarification of the
halo gas by the SB feedback that helps the Type Ia SN-driven outflow to gently blow
out the accreted material and replenish the ISM with mass from evolving stars.
We mainly focus on a simultaneous solution to solve the “over-cooling” and “miss-
ing energy” problems in intermediate-mass (∼ 1012M⊙) galaxies with a substantial
stellar bulge component. The combination of the SB and gradual stellar feedbacks is
demonstrated to be a viable way to solve the problems. In the following we discuss
briefly the limitations of our model.
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How galactic stellar bulges really form remains a question of debate. It is likely
that there are multiple formation paths. A popular paradigm is the formation through
galaxy merges (instead of a monolithic collapse), which typically happen at high
redshifts. In fact, our halo growth model is based on the average mass accretion
history from N -body simulations (e.g., Wechsler et al. 2002; Zhao et al. 2003a,b).
After the last major merger, a bulge evolves nearly passively, except for some minor
mergers. If the bulk of bulge stars are formed in a SB during the last major merge,
our model still applies. However, if the bulge stars forms primarily from pre-existing
stars by mergers (the so-called dry mergers), a direct application of our model would
not be appropriate.
We have considered galaxies in “isolation”. This approximation may be reasonable
for field galaxies, especially at high redshifts. But as shown in our simulations, the
stellar feedback may have significant effects on scales considerably larger than the
virial radius of individual galaxies. Such impact may be sufficient to influence the
IGM environments of member galaxies in groups. For example, much of the gas in the
Local Group, which contains two MW-like galaxies with a substantial stellar bulge
component, may have been heated to a temperature of ∼ 107 K (e.g., Fig. 2.3). Such
hot gas with too low a density to be easily detected is consistent with the existing
observations. But the stellar energy feedback in groups containing galaxies with more
massive halos (e.g., giant ellipticals) may have relatively minor effects, compared to
the gravitational heating.
In our numerical model, mass accretion is assumed to be smooth. In reality,
however, the accretion is more complicated. N -body simulations of cosmic structure
formation have shown that dark matter halos acquire their masses mainly through
lumpy mergers rather than smooth accretion. The SPH galaxy formation simulations
have further indicated that the gas accretion comes from both a smooth “hot” mode
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and a clumpy “cold” mode (Keresˇ et al. , 2005). As discussed in Voit et al. (2003),
lumpy accretions may give rise to higher entropy in the IGM than smoothed accretion,
and hence may result in less cooling. In addition, since denser clumps are difficult to
be shock-heated (e.g. Voit et al. 2003; Poole et al. 2006), the gas accretion in different
modes may lead to a multi-phase medium, which may alter the assembly history of
the central galaxy, and hence changes the evolution of the stellar feedback and the
thermal properties of the halo gas (Mo & Miralda-Escude, 1996; Maller & Bullock ,
2004; Kaufmann et al, 2006). While the details of such a multi-phase medium are
still poorly understood, the clumpy accretion alone cannot solve the “overcooling”
and “missing energy” problems, unless additional pre-heating is injected into the gas
before it is accreted (e.g., Lu & Mo 2007). The expectation is that the multi-phase
medium may increase the gas accretion rate onto the central galaxy, hence boosting
the predicted X-ray luminosity. The cold accretion may also be responsible to some
of the observed HVCs around our Galaxy (e.g., Sembach et al. 2003), in addition
to those that might be produced by the cooled feedback material discussed in §3.1.4.
The observed HVCs show a range of metallicity with the mean of ∼ 0.1 solar, as is
kind of expected from the initial SB chemical enrichment assumed here and is often
used as a canonical value, although the number of good measurements is still very
limited. While this consistency is encouraging, more work is needed to understand
the HVC production in our scenario, probably based on careful 3-D simulations, and
on a systematic comparison between simulations and observations in terms of mass
and velocity distributions, for example.
For spiral galaxies, additional cool gas may be channeled into the bulge regions
via gravitational perturbations because of the presence of a stellar bar. The heating
of the gas (e.g., by thermal conduction) may lead to mass-loading of the hot gas,
increasing the X-ray luminosity and reducing the temperature of the gas. We will
study such effects in a separate paper.
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2.5 Summary
We have examined the potential impacts of the galactic stellar bulge feedback
on the hot gaseous structure and evolution around intermediate-mass galaxies with
substantial bulge component. These are typically early-type spirals such as the MW,
M31 and ellipticals with low LX/LB ratios, indicating ongoing mass and energy
outflows. The feedback in such a galaxy is approximately divided into two phases: 1)
a SB-induced blastwave from the formation of the bulge and 2) a gradual energy and
mass injection from evolved bulge stars. Our 1-D model deals with the feedback in
the galaxy evolution context, approximately accounting for the dark matter accretion
history. We have carried out various simulations with this model to demonstrate the
impacts and their dependences on key assumptions and parameters used. Our major
results and conclusions are as follows:
• The blastwave initiated during the SB and maintained by subsequent Type Ia
SNe in a galactic bulge may heat the IGM beyond the virial radius, which may
stop further gas accretion. The heated gas expands and produces a baryon
deficit around the galaxy.
• The high temperature and low density of the remaining gas in the galactic halo
produces little X-ray emission, consistent with existing observations. Thus the
inclusion of both the SB and Type Ia SN feedbacks may provide a solution to
the theoretical over-cooling problem.
• With the low-density circum-galactic gaseous environment, the gradual stellar
feedback, powered by Type Ia SNe alone, can form a galactic bulge wind, espe-
cially when the bulge is young. Much of the tenuous hot halo is occupied by the
thermalized bulge wind material. The bulge wind region shrinks and likely turns
into a subsonic outflow as the SN rate decreases. This wind/outflow naturally
explains the missing stellar feedback problem of galactic bulges.
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• We find that a subsonic outflow from a galactic bulge can be a long-lasting state,
the properties of which depend sensitively on the environment and formation
history of the galaxy. This dependency may account for the large dispersion in
the X-ray luminosities of galaxies with similar LB.
• The condensation of the gas injected during the SB may provide an explanation
of HVCs observed with moderate metal enrichment.
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CHAPTER 3
SUPERNOVA BLAST WAVES IN LOW-DENSITY HOT
MEDIA: A MECHANISM FOR SPATIALLY
DISTRIBUTED HEATING
Most supernovae are expected to explode in low-density hot media, particularly
in galactic bulges and elliptical galaxies. The remnants of such supernovae, though
difficult to detect individually, can be profoundly important in heating the media
on large scales. We characterize the evolution of this kind of supernova remnants,
based on analytical approximations and hydrodynamic simulations. We generalize the
standard Sedov solution to account for both temperature and density effects of the
ambient media. Although cooling can be neglected, the expansion of such a remnant
deviates quickly from the standard Sedov solution and asymptotically approaches
the ambient sound speed as the swept-up thermal energy becomes important. The
relatively steady and fast expansion of the remnants over large volumes provides
an ideal mechanism for spatially distributed heating, which may help to alleviate the
over-cooling problem of hot gas in groups and clusters of galaxies as well as in galaxies
themselves. The simulations were performed with the FLASH code.
3.1 Introduction
Supernovae (SNe) are a major source of the mechanical energy input in galaxies
and possibly in the intergalactic medium (IGM). On average, an SN releases about
1051 ergs of kinetic energy carried by the ejecta which drive a blastwave into the
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ambient medium. How far this blastwave goes and how fast the energy is dissipated
depend sensitively on the density and temperature of the medium. Core-collapsed
SNe represent the end of massive stars, the bulk (if not all) of which form in OB
associations. The energy release from such an association, highly correlated in space
and time, has a great impact on the surrounding medium. Initially, the energy release
from the OB association is primarily in form of intense ionizing radiation from very
massive stars, which tends to homogenize the surrounding medium (McKee et al. ,
1984). After a couple of 106 years, fast stellar winds start to play a major role in
heating and shaping the medium, creating a low-density hot bubble (Weaver et al.,
1977), probably even before the explosion of the first SN in the association. Later,
after about 5× 106 years of the star formation (if more-or-less coeval), core-collapsed
SNe become the dominant source of the mechanical energy input into the already hot
surrounding (Monaco , 2004). This combination of the concerted feedbacks, lasting
for ∼ 5 × 107 years — the lifetime of an 8M⊙ star, leads to the formation of a
so-called superbubble of low-density hot gas enclosed by a supershell of swept-up
cool gas (e.g., Mac Low & McCray 1988). The expansion of such a superbubble is
expected to be substantially faster than typical OB association internal velocities of a
few km s−1. Therefore, a majority of core-collapsed SNe (∼ 90%) should occur inside
their parent superbubbles (e.g., Higdon et al. 1998; Parizot et al. 2004 and references
therein). SNe from lower mass stars (e.g., Type Ia; e.g., McMillan & Ciardullo 1996),
particularly important in early-type galaxies and possibly in galactic bulges and halos,
are also expected to occur mostly in low-density hot media. The interstellar remnants
of such SNe are typically too faint to be well observed individually. But in terms of
both heating and shaping the global ISM/IGM, such “missing” remnants are probably
more important than those commonly-known and well-studied supernova remnants
(SNRs). Though spectacular looking, they are atypical products of SNe (e.g., from
run-away massive stars), which happened to be in relatively dense media.
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Surprisingly, there has been little work toward the understanding of the SNR
evolution in hot media with relatively high pressure. Almost all the existing studies
assume an ambient medium with both low temperature and low pressure (e.g., T .
104K, nT . 104 cm−3K; Chevalier, 1974; Cioffi et al. , 1988; Shelton, 1999) or relative
high in temperature but still low in pressure (e.g, T ∼ 106−7K, nT ∼ 103−4 cm−3K;
Dorfi & Volk 1996). If both the ambient gas temperature and pressure are low (e.g.,
T . 104 K, nT . 104 cm−3K ), much of the SNR evolution may then be described by
the self-similar Sedov solution (Sedov , 1959), which assumes that both the thermal
energy and radiative cooling of swept-up gas are negligible. The ambient gas with both
high temperature and high pressure makes two differences: (1) the shock is weak due
to the high sound speed and (2) thermal energy of the swept-up gas is not negligible.
Sedov (1959, P238-251) made a linear approximation to the pressure effect, but did
not account for the high temperature effect (Gaffet, 1978). Dorfi & Volk (1996)
briefly mentioned the behavior of an SNR shock asymptotically reaching the sound
speed, but studied primarily the cosmic ray acceleration. McKee & Ostriker (1977)
considered the SNR evolution in a cloudy medium, including thermal evaporation.
Although the inter-cloud medium in this case is hot (T ∼ 106K), the average ambient
pressure is still low (nT ∼ 103 cm−3K). The characteristic temperature and pressure
inside galactic bulges and elliptical galaxies are about 2∼3 orders of magnitude higher
than the values used in these SNR studies (Spergel & Blitz, 1992; Morris & Serabyn,
1996 and references therein). Shigeyama & Fujita (1997) simulated an SNR in a hot
medium with relative high pressure (n=0.1cm−3 and T ≈107K), but focused only on
the ejecta. In short, we are not aware of any simple description or simulation of the
SNR evolution in the hot media typically for galactic bulge and elliptical galaxies.
We have closely examined the SNR evolution in the relatively low-density and
high pressure hot media. The evolution of such an SNR is significantly different from
those in a relatively dense and cold environment. While the low density means that
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Table 3.1. Simulation Parameters
Parameter Case A Case B Case C
n0 0.2 0.01 0.002
T0(K) 5×10
6 107 5×107
rinit( pc) 1.0 5.0 2.0
cs(km/sec) 339 479 1071
tc (Myr) 0.035 0.053 0.024
Mswept(M⊙) 874 437 87
tM=2(Myr) 0.016 0.024 0.011
the SN energy loss rate is slow, the high pressure makes the swept-up thermal energy
dynamically important. Furthermore, the expansion speed of the blastwave is always
above the sound speed of the hot ambient medium with the value of a few hundred
km s−1. Therefore, the SNR can expand to a large volume and distribute its energy
in a rather uniform fashion. In the following, we demonstrate these effects, based
chiefly on 1-D high-resolution hydrodynamic simulations.
3.2 Simulation Setup
Our simulations use the newly released FLASH code (version 2.4), which allows
for modular, adaptive-mesh, and parallel simulations and solves the hydrodynamic
equation explicitly (Fryxell et al. 2000 and references therein) To accurately capture a
shock front, we use a uniformly spaced grid with a spatial resolution of about 0.01 pc.
We assume that the SN explosion is spherically symmetric and the ambient medium
is uniformly distributed with identical temperature (T0) and density (ρ0=n0mp). The
number density of particles is n = n0/µ where µ ≈ 0.6 for fully ionized gas with the
solar abundance. An SN energy Esn (= 10
51 ergs) is deposited inside a small radius
rinit. The ambient gas is assumed to be mostly ionized. The cooling is neglected in
the simulations (further discussion in §4). Table 3.1 lists the setup parameters (T0,
n0 and rinit) of a few representative cases, which are characteristic of the Galactic
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bulge (A), giant elliptical galaxies (B), and rich clusters of galaxies (C). The table
also lists various inferred parameters to be discussed in the following sections.
We have experimented with various energy deposition schemes (Cioffi et al. , 1988;
Chevalier, 1974). If the explosion energy is initially deposited as heat uniformly in a
small volume, a Sedov solution can be quickly reached. On the other hand, depositing
the energy in the form of kinetic energy leads to many small-scale structures due to
various internal shocks especially inside the ejecta. With or without ejecta (assumed
to have a total mass of 1.4 M⊙) do affect the evolution before the swept-up mass
becomes dominant compared with the ejecta. However, a specific choice of the initial
conditions does not significantly affect our conclusion on the overall structure and
evolution of the SNRs.
We output simulation results every 100 years. The radius of the outer shock front
(Rs) corresponds to the position where the gradients of the pressure and velocity are
the largest. The shock front velocity (Vs) is estimated from the Rs difference between
two consecutive steps. Therefore, the accuracy of the local Rs and Vs estimates is
limited by the finite resolution in both time and spatial step sizes. An adaptive
smooth of the Vs evolution is performed to reduce the step-by-step fluctuation. The
uncertainties in these calculations in individual steps do not affect the actual evolution
of these parameters, which are determined by the internal hydrodynamic solutions in
the simulations.
3.3 Results: Outer Blastwave Evolution
Figure 3.1 shows the evolution of Rs and Vs for the three cases listed in Table
3.1. In all cases, the initial free-expansion stage is short and ends when the swept-up
mass roughly equals to that of the ejecta. The expansion then more-or-less follows
the self-similar Sedov solution:
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Figure 3.1 The evolution of Rs (left-hand panel) and Vs (right-hand panel) for three
cases. The colored (light) solid curves, marked with Case A, B, and C (Table 3.1),
are the simulation results; dotted straight lines are the corresponding analytic Sedov
solutions. The heavy solid curve in the right panel represents the evolution of the
contact discontinuity. The diamond marks the values of Rs and Vs at time tc. The
horizontal dash-dotted lines in the right-hand panel denote the corresponding sound
velocities of ambient media. The bottom of each panel shows the relative error of the
simulated results to the generalized analytic approximations (Eqs. 3.2 and 3.4) for
Case A (solid curve), B (dashed curve), and C (dash-dot-dotted curve).
VSedov =
2
5
ξ
(
Esn
ρ0t3
)1/5
, (3.1)
where ξ=1.14 for gas with γ=5/3. But, the Sedov phase does not last long if the
ambient medium has a high temperature. The evolution gradually deviates from
the Sedov solution, as the blastwave expansion asymptotically approaches the sound
speed of the ambient medium. Based on these asymptotical behaviors (neglecting
the brief free-expansion phase), we find that the following expression gives a simple
generalization of the Sedov solution, approximately characterizing the blastwave evo-
lution in a low-density hot medium (to an accuracy of . 3%; see the bottom panels
of Figure 3.1):
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Vs = cs
(
tc
t
+ 1
)3/5
(3.2)
where cs is the sound speed of the ambient medium, and tc is a characteristic time
which can be obtained from the Sedov solution by equaling VSedov and Vs when t≪ tc:
tc =
[(
2
5
ξ
)5
Esn
ρ0c5s
]1/3
. (3.3)
From Eq. (3.2), one can easily estimate the Mach number M = Vs/cs of the
blastwave as function of time, e.g., M ≈ 1.5 at t = tc and a strong shock (i.e.,
M > 2) for t < 0.46tc, or about a few 10
4 years. For ease of reference, Table 3.1 also
lists the time and the swept-up ambient mass when M = 2. Note that Eq. (3.1) is
not valid even before t = tc. Subsequently, the blastwave expands with a low Mach
number and will eventually be dissipated by radiative cooling and turbulent motion,
which cannot be accounted for here in 1-D simulations, however. But the expansion
speed would not fall below the sound speed.
By integrating Eq. 3.2, we further derive the blastwave radius,
Rs(t) =
∫ t
0
cs
(
tc
t′
+ 1
)3/5
dt′
=
5
2
cstc
(
t
tc
)2/5
F
(
−
3
5
,
2
5
;
7
5
;−
t
tc
)
, (3.4)
where F is the generalized hyper-geometric function.
The characteristic parameter tc has a clear physical meaning. Within the radius
Rc ≡ Rs(tc) ≈ 2.89cstc, the ambient thermal energy swept up by the blastwave is
4
3
piR3c
n0kT0
µ(γ − 1)
=
0.247piξ5
γ(γ − 1)
Esn ≃ 1.8Esn, (3.5)
53
where µ=0.6. Therefore, tc characterizes the time when the swept-up thermal energy
is about twice the explosion energy. Note that for a given Esn, Rc depends only on
the ambient pressure, but tc depends on both the density and the temperature.
Eqs. (3.2) and (3.4) generalize the Sedov solution, by accounting for both temper-
ature and density effects of the ambient medium. The temperature effect is reflected
in the explicit dependence of the SNR evolution on cs. When cs → 0 (thus tc →∞),
Eqs. (3.2) and (3.4) become the Sedov solution. In general, Rs is determined by
M , which depends only on t/tc (Eq. 3.2), and Rc. In other words, M is uniquely
determined by Rs for a given Rc. Eqs. (3.2) and (3.4) show that both Vs and Rs
could have substantially larger values than what are predicted by the Sedov solution,
while M is generally low. Therefore, the SNR blastwave heating is locally gentle and
is over a large volume in the low-density hot medium.
3.4 Results: Interior Structure of the Supernova Remnants
Figure 3.2 illustrates the radial structure of our simulated SNRs (Case A as an
example). At the early stage (before time a) the SNR maintains a strong shock
and the post-shock gas moves forward at a speed greater than the sound speed of
the ambient gas. A low pressure region gradually develops inside the SNR due to
the adiabatic expansion, as shown in the pressure panel. Remarkably, both density
and temperatures can fall below the ambient values. Therefore, the cooling rate,
hence the X-ray emission, of this region can be very low. The pressure at the SNR
center reaches the minimum at time b. Later, the post-shock gas starts to flow back
and the central pressure increases, gradually approaching the value of the ambient
medium (time c-e). But, the under-pressure region behind the widening blastwave
front remains. Figure 3.3 shows the conversion of the explosion energy to the thermal
and kinetic energy of the swept-up medium as a function of time, which depends
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Figure 3.2 Solid curves show the structures of Case A with energy deposited as pure
thermal energy at (a) 0.018/1.87, (b) 0.058/1.33, (c) 0.098/1.20, (d) 0.20/1.10, and (e)
0.30/1.07 Myr/Mach number. For comparison, the dash-dotted (red) line illustrates
the result at the same time as (e) from a simulation in which Esn is deposited in form
of kinetic energy.
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weakly on the specific initial conditions except for the first several 103 years (§2). In
addition to the explosion energy, the blastwave also redistributes the thermal energy
of the swept-up ambient medium.
While the energies are redistributed widely, the ejecta are confined within rela-
tively small regions. Figure 3.1 (left-hand panel) includes the evolution of the contact
discontinuity between the ejecta and the swept-up ambient medium of Case A with
1.4 M⊙ ejecta. The discontinuity reaches a maximum of only ∼ 10 pc, consistent
with the result of Shigeyama & Fujita (1997). Therefore, the metal enrichment of an
SNR may still be localized even in a low density medium, unless an interaction with
another SNR or a global flow such as a galactic wind redistributes the ejecta.
We have neglected the cooling effect. Using the collisional ionization equilibrium
(CIE) cooling rate, we estimate the total radiative energy loss to be less than 5% up
to 0.2 Myr. The undisturbed ambient gas itself radiates even more efficiently than the
swept-up gas by SN blastwave. The potential deviation from the assumed CIE should
be small, because the ambient medium considered here is already highly ionized.
3.5 Discussions
The above results show that the evolution of an SNR in a low-density hot medium
has several distinct properties: 1) The blastwave always moves at a speed greater than,
or comparable to, the sound wave and can thus reach a much larger radius than that
predicted by the Sedov solution; 2) Because the remnant never gets into a snow-plow
radiative phase, the radiative cooling is typically negligible; 3) The swept-up thermal
energy is important, affecting the evolution of both the blastwave and the interior
structure; 4) Because the Mach number of the blastwave is typically small, its heating
is subtle and over a large volume.
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Figure 3.3 The evolution of thermal and kinetic energies of Case A SNR: I — Esn as
pure thermal energy without ejecta; II — Esn as pure thermal energy with 1.4 M⊙
ejecta; and III — Esn as kinetic energy with 1.4 M⊙ ejecta.
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The large-scale distributed heating by such SNRs may have strong implications
for solving the energy balance problems in studying diffuse hot gas. The most no-
table problem is perhaps the apparent lack of predicted cooling flows in groups and
clusters of galaxies (Mathews & Brighenti, 2003; Peterson et al. , 2003). Various
existing proposals for the solution (e.g., AGN heating and thermal conduction) have
only limited success and many uncertainties. Fundamentally, a distributed heating
mechanism is required to balance the cooling (e.g. Roychowdhury et al. 2004). In-
deed, heating due to sound waves generated by buoyant bubbles from AGN energy
injections has recently been proposed as a solution (Ruszkowski et al. , 2004a,b). But
none of these proposals are likely to explain the more acute over-cooling problem in
individual galaxies, where the cooling time scale of hot gas is even shorter. As shown
above, blastwaves produced by SNe, Type Ia in particular, may provide a natural
mechanism for the heating required to balance, or at least alleviate, the cooling of
the diffuse hot gas around individual galaxies, possibly even in the IGM (Domainko
et al., 2004).
Clearly, the above discussion is very much limited by our 1-D simulations of indi-
vidual SNRs. We are currently carrying out 3-D simulations to study the evolution
of hot gas in galactic bulges. These simulations will account for the cooling as well
as the spatial inhomogeneity generated by the global galactic gravity and by the in-
teraction among multiple SNRs. The spatial distribution and physical properties of
the gas will then be determined self-consistently.
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CHAPTER 4
SCALABILITY OF SUPERNOVA REMNANT
SIMULATIONS
The simulation or solution of the supernova remnant evolution may be scaled from
one interstellar environment to another. We systematically examine this scalability,
the use of which is so far still very limited in astrophysical literature. We show
how the scalability is affected by various constraints imposed by physical processes
and initial conditions, and demonstrate the use of the scaling as a powerful tool
to explore the interdependence among relevant parameters, based on a minimum
set of simulations. In particular, we devise a scaling scheme that can be used to
adaptively generate numerous seed remnants and plant them into three-dimensional
hydrodynamic simulations of the supernova-dominated interstellar medium.
4.1 Introduction
Supernovae (SNe) are believed to play a central role in regulating the structure as
well as the physical and chemical states of the interstellar medium (ISM) in galaxies
(e.g., McKee & Ostriker 1977). A detailed modeling of how SN remnants (SNRs)
interact with the ISM in general requires a sophisticated three-dimensional (3D) hy-
drodynamic simulation, which needs to cover a large dynamic range from the evolution
of individual SNRs to a possible galaxy-wide outflow (e.g., Ciotti et al. 1991; Li et al.
2007; Li & Wang 2007; Tang et al. 2009a). It would be computationally very expen-
sive, if even possible, to simulate the evolution of each SNR on sub-parsec scales in
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such a simulation. We note that the SNR evolution in general cannot be described
by the self-similar Sedov-Taylor solution, which neglects the SN ejecta and assumes a
cool ambient medium (hence with no energy content). In fact the evolution depends
on both the density and temperature of the ambient medium (Tang & Wang, 2005).
Tang et al. (2009b) have shown that we can adaptively embed individual structured
SNR seeds into the 3D simulation grid on such scales that their thermal and chemical
evolution are adequately represented by detailed one-dimensional (1D) simulations.
The SNR seed embedding, worked with an adaptive mesh refinement scheme, can
effectively extend such a 3D simulation to include the subgrid evolution of SNRs.
Here the subgrid evolution means that the structure of SNR seeds results from the
evolution on scales much smaller than the highest spatial resolution available in the
3D simulations. The size of an embedded SNR seed cannot be too big (in order to
use the 1D simulation properly) or too small (to be within the limited dynamic range
of the 3D simulation). Therefore, we should adaptively select suitable SNR seeds
according to the local density and temperature (values and gradients) of the environ-
ments. For each selected SNR seed, we need the 1D radial density, temperature, and
velocity profiles, with proper normalizations to guarantee the mass, momentum, and
energy conservations of the embedding into the 3D simulation (Tang et al., 2009b).
Each 3D simulation needs, for example, more than 104 SNR seeds for a bulge of an
even moderate stellar mass ∼ 1010M⊙, as in our Galaxy or M31, over a few times
their dynamic time scales (∼ 108 years).
How can we efficiently generate such numerous SNR seeds? In principle, we could
draw the seeds (with some interpolations) from a library of the profiles in a grid of
the three parameters: SNR radius as well as the density and temperature of the am-
bient gas (the explosion energy and ejecta mass are assumed to be the same for all
SNe; otherwise a large parameter space is required for such a library). Clearly, this
approach of generating and using such a large library is not elegant, if practical. We
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find that the seeds can be generated more efficiently from a very limited number of 1D
SNR simulations if they are scalable. This scalability is similar to the homology rela-
tion, which is used in studying the interior structure of stars in complete equilibrium
(both hydrostatic and thermal; e.g., Kippenhahn & Weigert 1994). But the study of
SNRs further needs to consider the time-dependant evolution. The scalability of SNR
evolution was probably first introduced by Sgro (1972) and was also briefly discussed
by Chevalier (1974).
Here we present a systematic examination of the scalability and provide specific
application examples. We explore how the SNR simulation for one physical setup can
be scaled to another in totally different environments, when the underlying governing
equations are the same. In §2 we show how to deduce the scaling relation starting
from the basic gas dynamics equations and what the constraints of the scaling are.
In §3 we apply the scaling to specific cases of the SNR evolution. In particular, we
demonstrate how we use the scaling to generate SNR seeds for the 3D simulations
with a few 1D simulations and how to correctly interpret the simulated relations.
Finally in §4, we discuss the potential use of the scaling scheme in a broader context.
4.2 Scaling Scheme
4.2.1 Basic Idea
The evolution of an SNR can be described by the following equations:
∂ρ
∂t
+∇ · (ρv) = 0, (4.1)
∂ρv
∂t
+∇ · (ρvv) +∇P = 0, (4.2)
∂ρe
∂t
+∇ · [(ρe+ P )v] = L, (4.3)
p = RµρT, (4.4)
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where ρ, v, and P denote density, velocity vector, and pressure; the total specific
energy e= p
(γ−1)ρ
+ 1
2
v2; the symbol L denotes radiative cooling. And Rµ is the
equivalent ideal gas constant1 and T is the gas temperature. The scaling scheme can
be found by converting each variable2 Q as QλiQ (where λ can be any positive value)
and solving them for iQ (to recover the equations before the conversion). When L,
which in general does not affect the dynamics of SNRs especially in the early stage,
is ignored for simplicity, it can be found that the same solution holds as long as
iρ − it = iρ + iv − iL, (4.5)
iρ + iv − it = iρ + 2iv − iL = ip − iL, (4.6)
iρ + ie − it = iρ + ie + iv − iL = ip + iv − iL, (4.7)
ip = iρ + iT . (4.8)
It is easy to show that only three indices are independent. If we consider iL, it, and
iM to be independent, other indices can then be expressed as
iv = iL − it, (4.9)
ie = 2iL − 2it, (4.10)
iρ = iM − 3iL, (4.11)
ip = iM − iL − 2it, (4.12)
iE = iM + 2iL − 2it, (4.13)
1Note that Rµ = k/µmp, where k is the Boltzmann constant, mp is the proton mass, and µ is
the average atomic weight. The value of µ depends on the gas ionization state and might change
with temperature. For hot gas µ only weakly depends on temperature so Rµ can be approximated
as a constant. And as long as the scaling is within a limited temperature range, the small variation
in µ can be neglected.
2These variables include fundamental quantities such as length (L), time (t), and mass (M) and
other physical quantities such as density (ρ), pressure (p), velocity (v), specific energy (e), total
energy (E), etc.
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iT = 2iL − 2it. (4.14)
Eqs. (4.9)–(4.13) show that the scaling relation of the physical quantities can be
directly inferred from their dimensions based on the basic units of mass, length, and
time. Indeed there is no constraint on the choice of iL, it, or iM from the governing
equations (1)–(3) without radiative cooling term L (i.e., so-called Euler similarity
in Ryutov et al. 1999). But iT is restricted by iL and it through the equation of
state. This constraint is given because Rµ is fixed (to a number with non-vanishing
dimension), which reduces one degree of freedom for the scaling of the pressure,
density, and temperature. In other words, although we have four basic units for the
ideal gas hydrodynamics (i.e., mass, length, time, and temperature), we are only able
to freely change three of them when scaling from one case to another, e.g., iM and
two other indices from the pool of iL, it, and iT .
The constraint from the radiative cooling term L = −n
H
neΛ(T ) in the energy
equation depends on the form of emissivity Λ(T ). For optically thin primordial gas of
temperature larger than 5× 106K, for example, the emissivity can be approximated
as Λ(T ) = Λ0T
1/2 where Λ0 ∼ 10
−27 erg cm3 s−1K−1/2 and the constraint becomes
iM + 3it − 5iL − 0.5iT = 0. (4.15)
In general Λ(T ) does not have such a simple power law form, so the scaling relation
is
iT = 0; iL = it; iM = 2it (4.16)
when combined with Eq. (4.14), which gives the unique scaling relation adopted by
Sgro (1972). This scaling relation also makes Esnn
2
0 an invariant (i.e., iE + 2iρ = 0)
as used in Shelton et al. (1999). For SN exploding in diffuse hot gas, energy loss by
radiation is a tiny fraction and will not affect the structure evolution, the constraint
from eq. (4.15) or eq. (4.16) can be ignored for study of SNR scaling.
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4.2.2 Additional Constraints
Additional physical constraints other than those from the governing equations
may need to be placed on the scalability. For example, the scaling requires iE=0 if
all SNe would have the same explosion energy. Note that we have three degrees of
freedom for all the power indices, if the number of the constraints on problems is less
than three (i.e., at least one index is free to change), the solution of one problem can
be scaled to another; otherwise the solution pertains only to a particular problem.
Implicit constraints on the scaling relation may be imposed by initial conditions
as well. Specifically, when we scale one solution [ρa(ra, ta), Ta(ra, ta), ...] to another
[ρb(rb, tb), Tb(rb, tb), ...], the corresponding initial condition needs to be scaled in the
same way. For example, a particular scaling relation can be determined by specifying
iM , iL, and it, which in turn determines iv, iρ and other indices via Eqs. (4.9)–(4.14).
This scaling relation demands that the corresponding initial conditions should be
related by
ρb(rb, tb0) = ρa(ra, ta0)λ
iρ , (4.17)
vb(rb, tb0) = va(ra, ta0)λ
iv , (4.18)
and other quantities for
rb = raλ
iL , tb0 = ta0λ
it . (4.19)
It is such demands on the initial condition that often make one problem be unique
from others (limiting the scalability of their solutions), even if all have the same
governing equations and characteristic quantities such as total energy and mass (see
§3.5 for further discussion). In the following we assume that the scalable solutions do
have the required initial conditions unless being explicitly expressed otherwise.
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4.3 Application Examples
We use the evolution of SNRs as a simple example to demonstrate how the above
described scalability can be used. The scalability of an SNR solution or simulation
depends on its evolutionary stage and on the properties of the ambient medium.
4.3.1 Sedov-Taylor Solution
If the ejecta mass can be neglected and the ambient gas temperature can be
approximated to be zero, then the evolution of the SNR can be described by the Sedov-
Taylor solution, which depends only on the explosion energy Esn and the ambient
gas density ρ0. The solution can be obtained either numerically (Taylor , 1950) or
analytically (Sedov 1959). In particular the self-similar solution of the shock front,
rsh(t) = ξ
(
Esnt
2
ρ0
)1/5
, (4.20)
is widely used, where ξ ≃ 1.15 for ideal gas with the specific heat ratio γ=5/3. From
the scaling point view, following Eq. (4.11) and (4.13), we have 5iL = iE+2it−iρ (i.e.,
r ∝ E1/5t2/5ρ−1/5), which just the same relation shown in Eq. (4.20). Furthermore, for
the same remnant, we have iE=0 and iρ=0, hence iL=0.4it, iv=−0.6it, ip=−1.2it, and
other indices following Eqs. (4.9)–(4.14). It shows that for a self-similar solution all
the non-zero indices are proportional to it. This allows the scaling from one solution
at any particular time to another.
Of course, the Sedov-Taylor solution applies only when the SN ejecta and ambient
temperature can be neglected. Otherwise, this self-similar solution cannot be applied.
But the scaling may still be useful.
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4.3.2 SNRs in Hot Gas
If the ambient temperature is not negligible, a generalized formula for the SNR
shock front can be expressed as (Tang & Wang, 2005)
rsh(t) =
∫ t
0
cs
(
tc
t
+ 1
)3/5
dt, (4.21)
= ξ
(
Esnt
2
ρ0
)1/5
F
(
−
3
5
,
2
5
;
7
5
;−
t
tc
)
, (4.22)
where cs is the sound speed of the ambient medium, F is the generalized hyper-
geometric function and is equal to 1.16 when t = tc which is defined as
tc =
[(
2
5
ξ
)5
Esn
ρ0c5s
]1/3
. (4.23)
This modification accounts for the energy content of the swept-up ambient medium.
Note that Eq. (4.22) is very similar to the Sedov-Taylor solution Eq. (4.20) except
for the modification term F . When t > tc, the shock front evolution significantly
deviates from the Sedov-Taylor solution. If the temperature of the ambient medium
is zero, then tc → ∞, F = 1, and Eq. (4.22) is the same as Eq. (4.20). The solution
in this case is no longer self-similar. The reason is that the evolution requires iE=0,
iρ=0, and ip=0. Thus all the indices are fixed to be zero. The internal profiles change
with time and cannot be scaled from one time to another.
But the solution is still scalable between remnants evolving in different environ-
ment. As illustrated in the following, one simulation in a particular environment is
sufficient to infer specific SNR solutions in other environments with different ambient
density and/or temperature.
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4.3.3 SNR Seed Generation for 3D Simulations
The scalability has a particularly important application in planting SNR seeds
in 3D simulations of the ISM. Suppose that each SNR in such a 3D simulation has
the same explosion energy (i.e., iE=0)
3. For convenience, we choose iM and iρ the
remaining two free indices, which can be directly measured in the simulation. The
scaling relation can then be simplified as
iE = 0, (4.24)
iM = −iT , (4.25)
iL = −iT/3− iρ/3, (4.26)
it = −5iT/6− iρ/3, (4.27)
iv = 0.5iT . (4.28)
Therefore, we can build a library of SNR templates. Each consists of the radial
profiles of density, temperature, and velocity when the SNR has a certain shock front
radius or age. These templates can be obtained from a 1D simulation of an SNR
evolving in a uniform ambient medium of density ρa and temperature Ta. Using the
library and the above scaling relation, we can generate SNR seeds at any time and at
any position of the 3D simulation. The time and position of each SN can be realized
randomly according to the Poisson statistics and the stellar distribution of a galactic
bulge, for example. The procedure to embed an SNR seed into the 3D simulation is
as follows:
3In principle, the explosion energy can vary as well and the resultant scaling relation can be
obtained in a similar way, and we do not need to expand the parameter space of the SNR library.
Without losing generality, however, we have assumed the canonical value Esn = 10
51 erg for Type
Ia SNe.
67
1) At the time step just after the SN and around its position, determine a spher-
ical region of radius rmax, within which T and ρ are sufficiently uniform so that a
1D SNR seed is a reasonable approximation (in practice, a fraction of the radius
rb = ηrmax may be used, where η < 1);
2) Calculate the average density ρ¯ and (mass-weighted) temperature T¯ in that re-
gion, and then determine the iT and iρ: iρ = logλ(ρ¯/ρa) and iT = logλ(T¯ /Ta),
which then determines iL (Eq. 4.26);
3) Search in the library for an SNR template which has the shock front radius of
ra ≃ rbλ
−iL and get the corresponding SNR age ta;
4) Wait to a future elapsing time tb of the simulation, when tb ≃ taλ
it is just satis-
fied, and read from the library the template (which may be interpolated to account
for the difference between tb and taλ
it , though not necessary if the time step is
sufficiently small, compared to the tb);
5) Scale each profile Q of the template according to QλiQ ;
6) Plant the scaled profiles into the 3D simulation by replacing the values within
rb of the SN position (see Tang et al. 2009b for more details).
As the result, we have an adaptively configured SNR seed in the 3D simulation. This
seed has a dynamically self-consistent structure expected for the SNR evolving in
the local ambient medium, which is particularly important for accurately tracing the
SNR structures and SN ejecta (see §3.4). We can therefore incorporate the sub-grid
evolution of the SNR into the large-scale 3D simulation, which optimizes the use of the
computational time and enlarges the covered dynamical range Tang et al. 2009b. It
is not clear how such realism of the SNR seed and the adaptiveness of its planting can
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be realized in other simple way (e.g., assuming a uniform thermal energy deposition
or other arbitrary profiles).
4.3.4 SN Ejecta and Scalable Initial Condition
When an SNR is young, the mass of the SN ejecta can be considerable. Assuming
that the ejecta mass (Mej) is the same for SNRs in consideration, we have iM=0
additionally. From Eqs. (4.24)–(4.28), we get iT=0 and iL=it=–iρ/3. This means that
such an SNR evolving within an ambient medium of density ρa and temperature Ta can
be scaled to another SNR of the density ρb = ρaλ
−3iL but of the same temperature;
these two SNRs have their ages linked by tb = taλ
iL and have the same swept-up
masses and energies.
The same scheme introduced in the previous section can also be used for embed-
ding SNR seeds including the ejecta. But in this case the library of SNR templates
needs to be expanded because the scaling is now only accurate for SNRs evolving
under the same ambient temperature. We can tabulate a series of SNRs simulated
for a temperature grid. An interpolation may be used to generate any needed seed
for a particular ambient gas temperature. If the grid is sufficiently fine, then such
interpolation may not even be needed. For example, a logarithmical grid interval of
0.02 (i.e., only 50 SNR simulations are needed to cover an order of magnitude tem-
perature range) would introduce an uncertainty of < 2% in the ejecta mass, if the
template with the nearest grid temperature is used. Such a small variation of the
ejecta mass has a negligible effect on the SNR inner structure.
As indicated in §2.2, the scalability of an SNR solution also requires that its initial
condition (i.e., SN ejecta profiles) to be scalable with respect to the surrounding
medium. We find that such an initial condition can be set up within the uncertainty
of SN ejecta models. We adopt the density and velocity profiles of a post-deflagration
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stellar remnant of a Type Ia SN as proposed by Dwarkadas & Chevalier (1998):
ρ(r) = ρse
1−r/rs , v(r) = vs
r
rs
, (4.29)
where ρs and vs are the corresponding values at the characteristic radius rs. The
ejecta extends to a radius ri so that
∫ ri
0
4pir2ρ(r)dr =Mej, (4.30)∫ ri
0
2pir2ρ(r)v(r)2dr = ESN . (4.31)
Outside ri is the ambient gas with an assumed uniform density ρa. To make the
initial condition scalable, we set two dimensionless parameters,
fi = ρ(ri)/ρa, (4.32)
and
fm = 4piρar
3
i /Mej, (4.33)
to be the same for all SNRs in the consideration. The four Eqs. (4.30)–(4.33) thus
determine the four parameters: rs, ri, ρs, and vs. From these equations, it is also
easy to show that
2x3(e1/x − 1)− 2x2 − x = (3fifm)
−1, (4.34)
vs =
(
ESN
1.5fmfiMejβ
)1/2
, (4.35)
where x ≡ rs/ri and β = 24x
3(e1/x−1)−(24x2+12x+4+x−1). Thus x and vs depend
only on the assumed constants, fi and fm. Similarly, the ratio, ρs/ρa = fie
1/x−1, is
again the same for various ambient densities.
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To make the initial free expansion a good approximation to be described by
Eq. (4.29), we need to have fm much less than one (e.g., 10
−4 in our examinations;
no significant difference is found if fm=10
−6). The parameter fi (adopted to be 10)
determines the shape of the initial ejecta profile; a larger fi (which would result in a
larger rs), for example, and would give a flatter ejecta profile (i.e., more ejecta mass
is distributed near ri). But different choices of fi (between 1 and 100) produce neg-
ligible effects. The same method can also be used to produce other forms of scalable
initial ejecta profiles, e.g., a power law ρ(r) ∝ r−n (e.g., Truelove & McKee 1999), or
even a uniform distribution.
4.3.5 SNR Reverse Shock
With the scalable initial condition for the SN ejecta, we can further study how
the evolution of an SNR reverse shock depends on various physical parameters. We
demonstrate this by studying the return time of the reverse shock (tR, i.e., when it
reaches the center). Specifically, we examine the relation between tR and the SN
ejecta mass Mej. In general, this relation cannot be determined in a pure analytical
form, but can be easily identified in simulations.
Ferreira & de Jager (2008) have examined the relation based on a series of simula-
tions, in which the SN ejecta is initially distributed uniformly within a radius of 0.1 pc
and has a radial velocity increasing linearly outward. They show tR ∝ M
3/4
ej , in con-
trast to tR ∝M
5/6
ej predicted by Truelove & McKee (1999) from a simple dimensional
analysis. Ferreira & de Jager (2008) suspect that this deviation may be caused by the
non-zero ambient temperature assumed for the SNRs in their simulations. However,
we find that the deviation is most likely due to their choice of the initial ejecta distri-
bution, which is not scalable. Their initial condition for their tR −Mej examination
requires iE=0, iρ=0, and iR=0 (due to the specific choice of the initial ejecta radius),
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Figure 4.1 The relation between the reverse shock return time tR and the ejecta mass
Mej for Mej = 0.7, 1.4, 2.8, and 5.6M⊙. The solid line denotes the expected relation
tR ∝ M
5/6, while the dotted line the relation tR ∝ M
−3/4 from Ferreira & de Jager
(2008).
hence iM=0. Therefore, each of their simulations is specific to a particular choice of
Mej and is not scalable to different Mej value.
Using the scalable initial condition introduced in Eqs. (4.29)–(4.31), the simu-
lations become scalable. Given iE=0 and iρ=0, it is easy to show it =
5
6
iM (i.e.,
tR ∝ M
5/6). Based on four testing simulations with different Mej we identify their
return times. The simulated relation of tR versus Mej is shown in Fig. 4.1. This
result is exactly the same as the expected from the scaling relation. The relations of
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tR versus Esn and ρa can be obtained similarly. Finally, we have
tR ≃ 10
4
(
ρa
mp
)−1/3(
Mej
1.4M⊙
)5/6(
Esn
1051 ergs
)1/2
year. (4.36)
where mp = 1.67× 10
−26 g cm−3. The same scaling relation was also obtained for the
revere shock to reach the mantle of a core-collapse supernova exploded in a uniform
medium (Reynolds & Chevalier, 1984).
4.4 Discussion
We have described how a hydrodynamic solution or simulation may be scalable
and how the scalability may be used to find out the underlying dependence on various
physical parameters. In particular, we have demonstrated how to apply the scaling
method to adaptively generate SNR seeds in large-scale 3D simulations of the ISM.
We have also discussed how an assumed initial condition may affect the scalability,
and specifically how the initial ejecta mass and its distribution are related to the
return time of the SNR reverse shock.
Potentially, the scalability can be applied to a broad range of topics. In the
applications that we have discussed, the ambient medium is assumed to be uniform
on the relevant scales. But the scaling method is still valid for any ambient medium
with scalable profiles such as a power law density profile (e.g., ρ ∝ r−2 generated
previously by a stellar wind). The medium may also be clumpy. As long as the
inhomogeneity does not significantly affect the overall dynamics, which is normally
true in the early stage of SNR evolution, the scaling method may still be applicable.
We have focused on SNRs in the hot tenuous medium for simplicity and for the
need of our practical research projects on galactic bugles. But such SNRs are not
limited to those from Type Ia SNe. Most of SNRs from core-collapsed SNe may also
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evolve in hot gas within superbubbles, because massive stars are born mostly in OB
associations. This kind of SNRs are typically difficult to detect (e.g., Jiang et al.
2007), except for situations in which radiation from pulsar wind nebulae dominates
(e.g., Crab Nebula and SNR G54.1+0.3; Lu et al. 2002). Luminous SNRs that are
dominated by shock-heated hot gas typically originate from run-away stars and hap-
pen to be in a relatively dense ambient medium. Such SNRs probably represent a
minority of the entire SNR population. In the late evolution of such an SNR, the
cooling becomes important. Even in this case, the scaling method may still be useful
(§ 2.2; Sgro 1972; Chevalier 1974; Shelton et al. 1999).
One may also find useful applications of the scheme that we have developed to
adaptively generate SNR seeds and to embed them into large-scale 3D simulations
of the ISM. In particular, existing simulations of the structure formation in the uni-
verse typically use various recipes to model the subgrid astrophysical processes. Such
recipes are often hardly calibrated with any observations and/or are implemented in
over-simplistic ways, constrained by the limited dynamic ranges available in these
simulations. We believe that this problem may be circumvented by the application
of a scheme similar to ours, which allows for a more realistic modeling of the sub-
grid evolution of important processes (e.g., individual SNRs, superbubbles around
massive stellar clusters, superwind bubbles around galaxies, and feedback from active
galactic nuclei into the intragroup/cluster medium). Bridging such subgrid evolution
to the global hydrodynamics of the structure formation is badly needed to bring the
simulations closer to the reality.
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CHAPTER 5
TYPE IA SUPERNOVA-DRIVEN GALACTIC BULGE
WIND
Stellar feedback in galactic bulges plays an essential role in shaping the evolution of
galaxies. To quantify this role and facilitate comparisons with X-ray observations, we
conduct three-dimensional (3D) hydrodynamical simulations with the adaptive mesh
refinement code, FLASH, to investigate the physical properties of hot gas inside a
galactic bulge, similar to that of our Galaxy or M31. We assume that the dynamical
and thermal properties of the hot gas are dominated by mechanical energy input from
supernovae (SNe), primarily Type Ia, and mass injection from evolved stars as well
as iron enrichment from SNe. We study the bulge-wide outflow as well as the SN
heating on scales down to ∼ 4 pc. An embedding scheme that is devised to plant
individual SN remnant (SNR) seeds, allows to examine, for the first time, the effect
of sporadic SNe on the density, temperature, and iron ejecta distribution of the hot
gas as well as the resultant X-ray morphology and spectrum. We find that the SNe
produce a bulge wind with highly filamentary density structures and patchy ejecta.
Compared with a one-dimensional (1D) spherical wind model, the non-uniformity of
simulated gas density, temperature, and metallicity substantially alters the spectral
shape and increases the diffuse X-ray luminosity. The differential emission measure
as a function of temperature of the simulated gas exhibits a log-normal distribution,
with a peak value much lower than that of the corresponding 1D model. The X-ray
luminosity depends sensitively on the mass loss rate from evolved stars. The bulk
of the X-ray emission comes from the relatively low temperature and low abundance
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gas shells associated with SN blastwaves. SN ejecta are not well mixed with the
ambient medium, at least in the bulge region. These results, at least partly, account
for the apparent lack of evidence for iron enrichment in the soft X-ray-emitting gas
in galactic bulges and intermediate-mass elliptical galaxies. The bulge wind helps
to explain the “missing” stellar feedback in such galaxies. But the resultant diffuse
emission is more than one order of magnitude less than that observed in the Galactic
and M31 bulges, indicating that gas in these bulges is in a subsonic outflow state
probably due to additional mass loading to the hot gas and/or due to energy input
rate that is substantially lower than the current estimate.
5.1 Introduction
Bulges of early-type spirals and elliptical galaxies comprise primarily old low-mass
stars, which account for more than half of the total stellar mass in the local Universe
(Fukugita et al., 1998). These stars collectively generate a long-lasting feedback
via mass injection from evolved stars (mainly red giant branch stars and planetary
nebulae) in the form of stellar winds and energy input from Type Ia SNe. Because of
the SN heating, the ISM should be mostly in X-ray-emitting plasma inside galactic
bulges, where little cool gas is present (e.g., Mathew & Baker 1971; Sage et al. 2007).
Observations have shown that the X-ray-inferred gas mass and energy are far less
than those empirical predictions (e.g., Sato & Tawara 1999; David et al. 2006). In
other words, the bulk of stellar feedback expected is not observed (Wang , 2007). This
“missing” stellar feedback problem becomes particularly acute in so-called low LX/LB
(i.e., the ratio of X-ray luminosity to blue band luminosity; see Kim et al. 1992) bulge-
dominated galaxies (typically Sa spirals, S0, and low mass ellipticals). After removing
the contribution from point sources in those relatively deep Chandra observations,
the remaining “diffuse” X-ray component generally shows a soft spectrum, indicating
a thermal origin (Irwin et al. , 2002; O’Sullivan et al. , 2003), and its luminosity is
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only a few percent of the expected Type Ia SNe energy input (Li & Wang , 2007; Li
et al., 2007). The inferred total mass of the X-ray-emitting gas falls far short of what
is deduced from the stellar mass loss over the galaxy’s lifetime (David et al., 2006).
The presence of a bulge-wide outflow may solve the “missing” stellar feedback
problem (e.g. Tang et al. 2009a). The 1D solution of an SN-heated bulge outflow,
however, has problems. The physical state of the gas outflow mainly depends on the
mass and energy input rates as well as the gravitational field. Within those low LX/LB
galactic bulges of typical mass and energy input rates, a hot bulge wind1 should be
present theoretically (e.g., Mathew & Baker 1971; Ciotti et al. 1991). However,
observations of the diffuse hot ISM are apparently at odds with the theoretical wind
models in nearly all aspects. Firstly, the predicted X-ray luminosity in a bulge wind
scenario is a few orders of magnitude smaller than the observed (e.g., Tang et al.
2009a). Secondly, the expected wind temperature is about ∼1 keV or higher, while
the observation-inferred gas temperatures are substantially lower (e.g., David et al.
2006; Li & Wang 2007). Thirdly, the estimated X-ray surface brightness profile of the
wind should be steeper than that of starlight (Ciotti et al. , 1991), but the observed
profiles of diffuse emission distributions are fairly extended in most low LX/LB bulges
or ellipticals (e.g. fig. 7 in Sarazin et al. 2001; fig. 5 in Li et al. 2007). Furthermore,
the predicted mean iron abundance of the diffuse hot gas is 3–7 times solar because of
the Type Ia SN enrichment (e.g., Ciotti et al. 1991; Sato & Tawara 1999), whereas
the observed spectra usually indicate near- or sub-solar iron abundance.
Some, if not all, of the listed discrepancies may arise from various oversimplifi-
cations of the existing 1D models (e.g., Mathew & Baker 1971; White & Chevalier
1983; Lowenstein & Mathews 1987; Ciotti et al. 1991). In such models the mechan-
1Hereafter in our paper we use the term wind specifically for a supersonic outflow and outflow
for an outflow in either supersonic or subsonic state.
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ical energy input of SNe is always treated as pure thermal energy smoothly injected
into the ISM. In reality, however, SNe, sporadic in both time and space, should natu-
rally produce inhomogeneity in the ISM. The density and temperature inhomogeneity
may significantly affect the X-ray spectrum and luminosity, which are proportional
to the density square. Explosive energy injection in a hot tenuous medium can be
transported away in form of sound wave, so the SN heating is not local (e.g., Tang
& Wang 2005). Furthermore, whether or not the SN ejecta of each individual SNR
can be well mixed with the surrounding material is crucial to address the apparent
low abundance puzzle of the hot gas. These effects need to be quantified in order to
correctly interpret the existing observations.
In this work, we present a pilot study to explore the properties of hot gas in galac-
tic bulges by conducting 3D hydrodynamic simulations. In these simulations, SNe
are randomly generated that statistically and spatially follow the stellar light distri-
bution. Based on the mean temperature and density of the surrounding medium,
we adaptively determine the appropriate sizes of individual SNRs and generate their
density, temperature, and velocity profiles from a library of 1D simulated SNR tem-
plates. We then plant such structured SNR seeds into the 3D simulation grid and let
them evolve. We terminate the simulation when it reaches a statistically steady state.
The 3D simulations not only provide us with the dynamical structures of SNRs, but
also enable us to trace the thermal and chemical states of the bulge wind material.
The organization of the paper is as follows. In §2 we describe the main physical
ingredients of the bulge wind model and the numerical methods. The results are
presented in §3 and discussed in §4. We summarize our results and conclusions in §5.
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5.2 Model and Method
5.2.1 Model Basics
We model hot gas inside a galactic bulge that originates from continuous stellar
injection in the form of stellar winds, and is heated by sporadic Type Ia SNe. The
dynamics of the hot gas is described by the following equations:
∂ρ
∂t
+∇ · (ρv) = ρ˙∗(r) + ρ˙SN(r, t), (5.1)
∂ρv
∂t
+∇ · (ρvv) +∇P = −ρ∇Φ, (5.2)
∂ρE
∂t
+∇ · [(ρE + P )v] = −ρv · ∇Φ + SSN(r, t) + S∗(r)− ntneΛ(T ), (5.3)
P = nkT (5.4)
where ρ, v, P , T , and E denote density, velocity vector, pressure, temperature,
and total specific energy of the hot gas; and Φ is the gravitational potential field;
nt and ne are the number density of ions and electrons; n = nt + ne is the total
number density; Λ(T ) is the normalized cooling function taken from Sutherland &
Dopita (1993), assuming an optically thin plasma with solar abundance; ρ˙∗ and S∗
denote the mass and energy input from evolved stars. The mass and energy input
from individual SNe, ρ˙SN(r, t) and SSN(r, t), are explicitly expressed as a function of
position and time.
We adopt parameters appropriate to the bulge of the Milky Way. The stellar
mass distribution of the bulge follows the potential-density pair of the Hernquist
profile (Hernquist, 1990):
Φbulge(r) = −
GMbulge
r + rs
, ρbulge(r) =
Mbulge
2pi
rs
r
1
(r + rs)3
, (5.5)
where rs is the scale radius and Mbulge is the total mass of the bulge. Here we set the
Mbulge and rs to be 2.4 × 10
10 M⊙ and 0.42 kpc (e.g., Kent 1992; Zhao 1994; Blum
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1995; Wolfire et al. 1995; Lepine & Leroy 2000). According to the mass model of
the Milky Way (e.g., Wolfire et al. 1995), the Galactic bulge provides the dominant
gravitational force within 3 kpc where the bulge wind forms. Other components, such
as the galactic disk and dark matter halo, have negligible effects on the gas dynamics
within the bulge and are thus ignored in our simulations.
The stellar mass loss from evolved stars, ρ˙∗(r), follows the stellar mass distribution.
The total stellar mass loss rate of the bulge (M˙ =
∫
ρ˙dV ) is constrained by current
theoretical predictions and related observations, although the true value cannot be
observed directly inside the bulge. It is inferred from our knowledge of the stellar
population and evolution, together with observations of the mass loss of similar stars
in the solar neighborhood. Estimates of the stellar mass loss rate may vary by more
than a factor of two. Assuming a single stellar population with a standard Salpeter
initial mass function, Ciotti et al. (1991) found that the stellar mass loss rate can be
approximated as
M˙ = 0.25L10t
−1.3
10 M⊙ yr
−1, (5.6)
where L10 is the current optical blue-band luminosity in units of 10
10LB,⊙ of the stellar
population and t10 is its age in units of 10Gyr. Adopting a blue-band luminosity of
2 × 109LB,⊙ (Cox 2000, p571) and an age of 10Gyr for the bulge, we have M˙ ≃
0.05 M⊙ yr
−1. Maraston (2005, fig. 22) directly relates mass loss to the total mass
of a stellar population (see also Tang et al. 2009a), which gives M˙ ≃ 0.07M⊙yr
−1.
Another estimate based on observations of asymptotic giant branch stars gives M˙ =
0.64L10 M⊙yr
−1, consistent with the stellar mass loss rate inferred for a sample of nine
ellipticals from mid-IR observations (Athey et al. , 2002). Thus, M˙ for the Galactic
bulge can be as high as 0.13 M⊙ yr
−1. We therefore run models with different mass
loss rates, as discussed in §2.3.
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The energy feedback of the stellar bulge is dominated by the mechanical energy
from Type Ia SNe. Following the convention, we assume that each SN releases
1051 ergs mechanic energy. We take the Type Ia SN rate of E-S0 galaxies to be
0.12 SNu (SNu is defined as one SN per 1010 LB,⊙ per century; Cappellaro et al 1999;
Cox 2000, p467), which gives about one SN per 3000 year in our Galactic bulge.
The energy input from the stellar wind, S∗(r), is assumed to be thermalized to their
stellar kinematic temperature T∗ ≡ µmpσ
2/3k ≃ 3× 105K, corresponding to a stellar
velocity dispersion around 100 km s−1 (Eckart et al. , 1993). Overall this energy is
almost negligible compared with that from SNe.
Each SN also ejects an adopted (Chandrasekhar) mass of 1.4M⊙. Though the
total amount of SN ejecta is much less than that of the mass loss from evolved stars,
the SN ejecta contribute most of the metals, especially iron. In order to trace how
these iron-rich ejecta mix with the stellar wind material, we additionally incorporate
a separate advection equation
∂ρχi
∂t
+∇ · (ρχiv) = 0, (5.7)
where χi is the mass fraction of the ith component, with the constraint
∑
i χi = 1.
In the present simulations we have two components, the iron mass and the rest of gas
mass. The iron mass from SNe, assumed to be 0.7M⊙ per SN (Nomoto et al. , 1984), is
part of the SN ejecta. The iron mass fraction in stellar wind material is fFe,⊙ = 0.1%
(i.e., the nominal solar). The iron abundance can trace the SN enrichment. Any zone
with iron abundance greater than the solar value is enriched by SNe. Thereafter we
refer the iron ejecta as purely from SNe.
The simulations are performed with FLASH (Fryxell et al. , 2000), an Eulerian
astrophysical hydrodynamics code with the adaptive mesh refinement (AMR) capa-
bility, developed by the FLASH Center at the University of Chicago. FLASH solves
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the Euler equations and uses the piecewise-parabolic method to deal with compress-
ible flows with shocks. It has been demonstrated that AMR is effective at retaining
the statistics of turbulence and results from AMR simulations agree surprisingly well
with those from simulations performed on uniform grids (e.g., Kritsuk et al. 2006).
We thus take the advantage of the AMR capability to accurately include the sporadic
heating of individual SNRs.
5.2.2 One Dimensional Model
To help set up the 3D simulations, we first simulate a 1D model. Assuming
that the energy and mass inputs are continuous in time and spherically symmetric
in space, we may simplify Eqs. (1)–(3) into a 1D problem. For a specific galactic
bulge, the crossing time —the time required for the gas to flow from the center to the
outer boundary— is a few million years (assuming a size of a few kpc for the bulge),
significantly shorter than the evolutionary time scale of the stellar energy and mass
input rates. Therefore, the problem can be regarded as time-independent. The bulge
outflow can reach a steady state if radiative cooling does not affect the dynamics.
We run the 1D simulations by using a gas-free initial condition and by continuing
to add corresponding energy and mass in each zone. FLASH handles the mass and
energy inputs with an operator split method. At each time step it first solves the
Eulerian equations without the source terms, then explicitly updates the solution to
account for the corresponding source terms. To properly conserve the mass, momen-
tum, and energy, we implement this procedure in three steps: first, we update the gas
density according to the amount of mass input in that step; next, we modify the gas
velocity to satisfy momentum conservation; finally, we modify the gas temperature to
conserve the total energy. We verified that this implementation can exactly produce
the analytical solution of a star cluster wind (Canto et al., 2000).
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The system eventually evolves to a steady state. Such a steady outflow solution
can be analytically derived without including cooling (White & Chevalier, 1983). If
the 1D bulge outflow solution has a sonic point, a subsonic outflow can then develop
into a supersonic outflow (i.e., a bulge wind). The final state of such a wind does
not depend on the specific initial condition. Under certain conditions (e.g., due to
significant radiative cooling or low specific energy input; see §4.2 for more discussion),
the sonic point may not exist and the gas outflow may be sensitive to the boundary
condition as well as the initial condition. The use of the outflow (sometimes called
zero-gradient) boundary condition would then introduce an artificial force inserted
by the leveled-off pressure that would produce perturbation, propagating inwards on
a time scale comparable to the crossing time. This situation would also occur if a
simulation region were too small to include the sonic point (if present). Thus we use
the 1D solution to make sure that the sonic point is included in the 3D simulation
domain (a cubic box).
5.2.3 Three Dimensional simulations
Two 3D simulations are performed to examine the properties of galactic bulge
winds. Their key parameters are listed in Table 5.1 for quick reference. The major
difference between these two simulations is the mass loss rate: 0.05 M⊙ yr
−1 for
Model A (the 3D reference model) and 0.1 M⊙ yr
−1 for Model B, representing the
uncertainty in the mass loss rate (§2.1) or extra mass loading expected in galactic
bulges (§4.2; see also Li et al. 2009). The highest spatial resolutions are ∼ 3.9
and 4.9 pc respectively for the two models. The effective single-grid resolution of
the simulations are 10243 and 20483 zones. The steady wind flow established in the
1D model is used as the initial flow with an iron mass fraction of the solar value
(f = 0.1%).
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In the 3D realizations, SNe explode randomly according to a Poisson process with
the mean overall rate. Their spatial distribution statistically follows the stellar density
distribution. It would be computationally very expensive, if even possible, to simulate
the evolution of each SNR on sub-parsec scales within the bulge-wide flow. Instead,
we adaptively plant individual structured SNR seeds into the 3D simulation grid and
then let them evolve. We do not simply adopt the Sedov solution, which is generally
not appropriate for an SNR evolving in a hot tenuous medium (Tang & Wang, 2005),
especially when the dynamics of the SN ejecta are considered. According to a scaling
scheme detailed in a separate paper (Tang & Wang, 2009c), the structure of an SNR
can be scaled from a template SNR simulated in a different ambient medium setting.
We have constructed a library of template SNRs from 1D simulations, assuming a
selection of ambient gas temperatures and densities. Each entry of this library consists
of the density, temperature, and velocity profiles at a particular age and a forward
shock radius.
We apply the scaling scheme to dynamically generate the profiles of each SNR seed.
Specifically, we select a spherical region around each SN location within which the
density and pressure are sufficiently smooth, using the Lo¨ner’s error (FLASH User’s
Guide; Lo¨ner 1987) as the estimator. We made extensive experiments to decide how
many points are needed to represent the structure of an SNR and find that at least 500
zones (i.e., spheres of at least five zones radius) are needed to reasonably well represent
a structured SNR seed. This in turn requires the minimum embedding radius to be at
least 20 pc, given the spatial resolution that is achievable in our simulations. With the
embedding radius determined, we calculate the mean density and gas-mass-weighted
temperature of the enclosed gas to find the most suitable template in the library and
to form the required SNR seed (Tang & Wang, 2009c).
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Table 5.1. Model Parameters
Model M˙ E˙sn rsonic ∆L L
(M⊙ yr
−1) (1040erg s−1) (kpc) (pc) (kpc)
A 0.05 1.1 1.0 3.9 4
B 0.1 1.1 1.8 4.9 10
The planting of an SNR seed also takes a few steps. First we refine the affected
region to the highest refinement level. Then we normalize the SNR structures to
ensure the conservations of mass, momentum, and energy within that region (see
Appendix A for details). Finally, the innermost region that encloses 0.7 M⊙ is traced
as the pure iron ejecta of the embedded SNR. This embedding procedure is well
parallelized and allows for linear scaling up to at least 1024 processors.
To save computing time, one may simulate only one octant of the bulge by adopt-
ing a reflecting boundary condition at the surfaces across the center. A test run,
however, shows that a reflecting boundary condition introduces correlated wave in-
teractions when an SN explodes near the reflecting boundaries. This effect is not
physical and difficult to quantify. It is most serious near the bulge center where three
reflecting boundaries intersect and the stellar density, hence the rate of the SNe, is
the highest. Thus we resort to simulating the whole bulge, which is centered inside
the simulation domain. However, we only simulate one octant at full resolution, while
the highest resolution in the rest of the grid is degraded by a factor of four, except
for regions where SNRs seeds have just been embedded. These regions are forced to
have the full resolution in all octants, and are held for 105 years before returning to
the default AMR. We use refinement estimators acting on the density and pressure
to determine whether a block needs to be refined or derefined, adopting the default
criterion suggested (in FLASH User’s Guide, i.e., refining a block if any estimator is
greater than 0.8 and derefining it if all estimators are less than 0.2). Regions outside
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the sonic radius (which is obtained from the 1D model) are allowed to have a lower
refinement level that gradually decreases with radius. This approach circumvents
the reflection boundary problem at the expense of about 60% more computing time,
which is acceptable. In addition, it allows us to examine the resolution effect within
a single run.
A statistically steady state of such a 3D simulation can be reached after a few
crossing times. We quantify the establishment of the steady state of a 3D bulge wind
by examining the relative variation of its global quantities such as the total mass and
energy. Here we define the variation as the change of a given quantity relative to its
initial value, i.e., the relative difference between 3D and 1D. The variation of the total
mass within 2.0 kpc of Model A is shown in Fig. 5.1a by the solid line. Compared to
its initial value, the total mass increases to ∼ 7% on average and fluctuates around
this value with a period of ∼ 10Myr, comparable to the flow crossing time. As
expected, the mass variation within the inner 1.2 kpc radius, displayed as the dashed
line in the figure, has a shorter fluctuation period. The expected iron mass fraction,
if fully mixed with stellar wind material, is 0.35% (∼ 3.5 times the solar abundance)
in Model A. We show the variation of the iron abundance (in the solar units) in
Fig. 5.1c. It takes about 5Myr for the hot gas inside 2 kpc to gain the expected iron
mass. The variation of the iron abundance is smaller than that of total mass, mainly
because it actually only reflects the ratio of total iron mass to the total gas mass. By
introducing random SN events in the 3D simulations, the globally conserved quantities
are no longer constant as they should be in a 1D spherical steady flow. Only when
a hydrodynamic steady state is established in the simulations (i.e., the fluctuation
has reached a statistically stable level) is the comparison between 1D and 3D results
meaningful.
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Figure 5.1 Variation of the total gas mass panel (a) and energy panel (b) relative
to their initial values and iron abundance panel (c) in Model A. Dash blue lines
show the variation within 1.2 kpc; other lines show the variation within 2.0 kpc. The
three-dots-dash red line in panel (b) denotes the variation of the total thermal energy.
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We check the resolution effect based primarily on X-ray luminosity, which is par-
ticularly sensitive to the density structure in the simulations. We find that the X-ray
luminosity difference between the high resolution octant and the other seven octants
is rather small. This is partly because the majority of the emission arises from indi-
vidual SNRs which are resolved at the same resolution in all the octants. To examine
the resolution effect more directly, we resume Model A with an increased spatial res-
olution by a factor of two, and let it only evolve for 0.1Myr, limited by the available
computing time. This simulation produces finer structures of the bulge gas, and the
resultant X-ray luminosity increases about 3% in the high resolution octant and about
10% in the other seven octants. We also check the importance of the effect on ra-
diative cooling of the varying metallicity due to the non-uniform distribution of iron
ejecta. We computed X-ray emission from one model using the local iron abundance
in each zone determined from the iron mass fraction rather than using a constant
metallicity. We show in Table 5.2 that the total luminosity, and thus the radiative
cooling, remains comparable to models that assume uniform solar metallicity (see
also § 3.3), although the iron Kα line is strongly enhanced. These tests demonstrate
that we use sufficiently high spatial resolution and a sufficiently detailed model of the
cooling to ensure that our results are robust.
5.3 Results
In this section we present the gas properties extracted from the 3D hydrodynam-
ical simulations. We first detail the results of Model A (Fig. 5.2) and then present
Model B (Fig. 5.3) for comparison. Data near the outer region are excluded in our
analysis to avoid any potential artifacts introduced by the assumed outer boundary
condition of the simulations. We show time-dependent gas properties such as global
structures, individual SNRs, and X-ray luminosities as well as various time-averaged
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measurements. The average is made over a time span ranging from 15 to 30Myr,
when the simulations have reached quasi steady states (see Fig. 5.1).
5.3.1 Structures
Fig. 5.2 shows snapshots of the simulated density, temperature, pressure, and iron
ejecta mass fraction of Model A in the z = 2pc plane. Sporadic SN events produce
non-uniformity in the bulge wind. The prominent features are various shell-like and
filamentary density structures. These shell-like structures of SNRs are easily identified
in the outer region, where the explosions are less frequent and each SNR can evolve
individually to a large volume before colliding with others. Individual SNRs near the
bulge center appear more compact because of the high gas density and pressure and
frequent interactions with adjacent remnants. Evolved remnants tend to be dispersed
and advected outward. Higher temperature regions in general represent low-density
interiors of SNRs. The distribution of the pressure is much smoother than those of
the density and temperature (Fig. 5.2d), as has also been found for the SN driven
ISM in the Galaxy (de Avillez & Breitschwerdt, 2005; Mac Low et al., 2005; Joung
& Mac Low, 2006) and in starbursts (Joung et al., 2008). The shell-like structures
in the pressure map correspond to the expanding blastwaves. Inside each SNR, the
pressure is nearly uniform, as expected from the Sedov (1959) solution. The spatial
distribution of iron ejecta is far from uniform, as illustrated in Fig. 5.2c. Regions with
the lowest iron mass fraction are primarily filled with stellar wind material with little
mixing with the iron ejecta. Gas with an intermediate iron mass fraction represents
iron ejecta diluted by constantly injected stellar wind material (or mildly by numerical
mixing). Though being diluted and fragmented, the iron ejecta is advected out of the
bulge, hardly mixing with the bulk of stellar wind material. Hence, the ISM is not
uniformly enriched by SN ejecta within the bulge. Similar results are also present in
Model B (see Fig. 5.3).
89
Figure 5.2 Snapshot of Model A in the z = 2pc plane, showing (a) density, (b)
temperature, (c) iron mass fraction, and (d) pressure. All plots are logarithmically
scaled according to the color bars. Note that the upper right quarter region in each
panel denotes the data from the octant at full resolution.
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Figure 5.3 Snapshot of Model B in the z = 2.5 pc plane. All plots have the same
meaning as in Fig. 5.2.
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Figure 5.4 Two sample realizations of density, temperature, and velocity profiles along
x-axis. The 1D results (gray lines) are included for comparison.
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Fig. 5.4 shows sample density, temperature, and velocity profiles of the hot gas
at two representative times. Individual troughs shown in the density profiles repre-
sent interiors which are surrounded by peaks (i.e., expanding shells of SNRs). The
temperature profiles are nearly anti-correlated with the density profiles: a peak in
temperature usually corresponds to a trough in density at the same locus, which is
equivalent to the smooth pressure profiles (e.g., Mac Low et al. 2005; Joung & Mac
Low 2006). As SNRs evolve, the loci of peaks and troughs change with time. Multi-
ple evolved SNRs appear to be wave-like. This wave-like flow driven by sporadic SNe
produces the fluctuations in the globally conserved quantities (Fig. 5.1).
We demonstrate the evolution of a few SNRs (labeled as I, II, and III) very close
to the bulge center in Fig. 5.5 taken from the high resolution study. The forward
blastwave of SNR I is evident in the density panel at 103 year. The pure iron core has
a radius of about 10 pc at this time. The blastwave expands faster toward the lower-
right region, where a lower density cavity has been created by an earlier SNR (labeled
as II). SNR I is unusual in that it occurs right at the bulge center. Because of the high
stellar wind injection rate there, its iron ejecta are diluted quickly. SNRs away from
the center are less affected by the stellar wind dilution. SNR II, for example, at an age
of 2× 104 year still has an iron mass fraction of ∼ 6%, corresponding to 60 times the
solar abundance. The collision between SNR I and II is also evident in the lower-right
subpanel of each group. The evolved shapes of these SNRs are asymmetric because
of both the inhomogeneous environment and interactions with other SNRs.
5.3.2 Time-Averaged Distributions
Fig. 5.6 shows the time-averaged gas mass and volume distributions in the high res-
olution octant as functions of temperature and density in two regions: 0 < r < 0.6 kpc
and 0.6 < r < 1.2 kpc. The distributions in both regions are broad. As expected,
the mass distribution is biased toward the lower temperature and higher density side
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Figure 5.5 A sample SNR (centered at I) evolving near the bulge center. The density,
temperature, iron fraction, and pressure are grouped into four large panels; each panel
gives snapshots at four ages: 103, 2.0 × 104, 4.0 × 104, 9.0 × 104 year, ordered from
left to right and top to bottom. All values are logarithmically scaled according to the
color bars.
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Figure 5.6 Gas mass (solid black) and volume (dash blue) distributions in the
temperature-density space in two regions: r ≤ 0.6 kpc (left panel) and 0.6 < r <
1.2 kpc (right panel). Contours are normalized to their peak values and labelled loga-
rithmically. The shaded regions denote the 50% coverage for the mass (solid shading
region) and volume (hatched shading region) centered on their respectively peak val-
ues. The corresponding results of the 1D model are shown by the three-dots-dashed
magenta line in each panel.
relative to the volume distribution. Relatively cold dense gas (e.g., distributed in the
upper-left corner of Fig. 5.6a) occupies negligible volume, lying outside the 1% con-
tour level of the gas volume distribution. To see the results more quantitatively, we
show their marginal distributions in temperature and density respectively (Fig. 5.7).
The volume distribution resembles a power law with an index of roughly −2 at the
high-temperature end. The mass distribution is similar to the volume distribution
but peaks at a lower temperature.
Fig. 5.8 shows the differential emission measure (EM) as a function of temperature
within a radius of 1.2 kpc. The EMs from the low- and high-resolution regions are
nearly identical around the peak value. The bulk of the broad EM distribution,
peaked at ∼ 3.7 × 106K, can be approximated by a log-normal distribution, with
small deviations mostly at the high temperature end. The grey region in the figure
encloses the 50% intervals below and above the mean of the whole region.
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Figure 5.7 Gas mass (thick solid) and volume (thick dash) distributions as functions
of temperature (left-panel) and density (right-panel) within r < 1.2 kpc. The corre-
sponding distributions of the 1D model are shown in thin magenta lines.
5.3.3 X-ray Emission and Spectra
We calculate the luminosities and spectra using the standard software package
XSPEC based on the EM distributions. For the hot gas considered here, we adopt
the standard MEKAL model (Mewe et al , 1985; Liedahl et al., 1995) for plasma in
collisional ionization equilibrium. Fig. 5.9 shows a synthesized spectrum of Model A
assuming a solar abundance. The luminosities in a few bands of Model A are listed in
the 4th row of Table 5.2. The corresponding spectra and luminosities of Model B are
presented in Fig. 5.9 and in Table 5.2 as well. The luminosity of Model B in the low
energy band increases dramatically; e.g, in the 0.2-0.5 keV band it is more than 60
times larger than that of Model A. This increase is due to the combination of higher
density and lower temperature (hence higher emissivity) of the weak bulge wind (see
§4.2 discussion). Of course, the X-ray emission depends on the metal abundance as
well. If an abundance expected for stellar material fully mixed with SN ejecta were
adopted, the luminosities in the three bands would increase by a factor of a few, as
listed in Table 5.2.
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Figure 5.8 Time-averaged EMs as a function of temperature: the whole simulation
region (solid black line); the low resolution octants (dash-dot blue line); the high
resolution octant (short dash red line); and the 1D model (three-dots-dashed magenta
line). The EMs of the low and high resolution regions are linearly scaled to the whole
region according to their respective volumes. The grey region marks the 50% range
around the mean EM of the whole region. Long-dash cyan line is a log-normal fitting
with the mean log10 T = 6.57 and the standard deviation of 0.24. The bin size of the
temperature is 0.01 on the logarithmic scale.
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Figure 5.9 Time-averaged spectra within r < 1.2 kpc (solid black line) of Model A (top
panel) and Model B (bottom panel), compared with their corresponding 1D model
(dashed magenta line) and arbitrarily normalized spectra of isothermal plasma with
a temperature of 0.8 keV or 0.4 keV. The solar abundance is used to generate all the
spectra.
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Figure 5.10 Distribution of the emission measure (solid line), as well as the luminosi-
ties in the 0.3-2.0 keV (dash red line) and the 2.0-5.0 keV (three-dots-dash blue line)
bands as functions of the iron mass fraction.
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Table 5.2. Time-averaged X-ray Luminosities
Enery band(keV) 0.2-0.5 0.5-2.0 2.0-10 Iron Kα
(erg s−1) (1036) (1036) (1036) (1032)
(A) 1D: Z⊙/3.5Z⊙ 0.092/0.22 0.72/2.42 0.022/0.066 0.095/0.31
(A) 3D: Z⊙/3.5Z⊙ 0.39/1.18 1.22/4.14 0.021/0.062 4.1/13.8
(A) 3D: ZFe 0.41 1.89 0.035 56.6
(B) 1D: Z⊙/1.8Z⊙ 3.44/5.32 10.8/18.5 0.03/0.05 · · · / · · ·
(B) 3D: Z⊙/1.8Z⊙ 26.8/49.8 29.09/50.4 0.066/0.10 7.9/13.5
Note. — For each model the X-ray emissions are calculated using two
metallicities: 1.0 and 3.5 solar for Model A; and 1.0 and 1.8 solar for Model
B. In the third row we instead use the local iron abundance ZFe, determined
from the iron mass fraction, while other elements are held fixed at solar
abundance.
Since the iron ejecta are in fact not well mixed with the surrounding material,
we examine the effect of the non-uniform metal distribution on X-ray emission. The
normalized EM distribution as a function of the iron abundance is plotted in Fig. 5.10
as the solid black line. It shows that about 80% of the EM comes from the material
with the iron abundance less than 1.5 times solar. The corresponding distribution
of the luminosity in the 0.3-2 keV band nearly follows that of the EM. But the
distribution of the luminosity in the 2.0-5.0 keV band is affected considerably by gas
with higher iron mass fractions (corresponding to SNR interiors that in general have
higher temperatures). Thus the majority of the X-ray emission from the bulge wind
comes from the stellar wind material that is hardly enriched by SNe ejecta. In the
following, we thus adopt the solar abundance for our calculations.
Fig. 5.11 shows the time variation of the 0.3-2.0 keV luminosity of Model A in
two concentric regions: an inner region with r < 0.6 kpc, and an outer region with
0.6 < r < 1.2 kpc. The luminosity in the inner region has a larger fluctuation (up to
a factor of 3) than that in the outer region. The X-ray emission from the region with
r > 1.2 kpc is negligible. The total 0.3-2.0 keV X-ray luminosity is only∼ 1036 ergs s−1
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Figure 5.11 Illustration of the 0.3-2.0 keV luminosity fluctuation as a function of time
in the region within r ≤ 0.6 kpc (three-dots-dash blue line), between 0.6 ≤ r ≤ 1.2 kpc
(dash red line), and the total volume (solid black line).
with a fluctuation less than a factor of two. Thus overall the X-ray emission of the
diffuse gas is not significantly affected by the sporadic SN heating.
Fig. 5.12 illustrates the 0.3-2.0 keV surface brightness profile at several represen-
tative times. The brightness varies by more than an order of magnitude near the
center. Compared with the stellar surface density profile (gray line), the X-ray pro-
files are generally steeper. Fig. 5.13 shows the X-ray surface brightness maps in three
representative bands (0.3-0.7, 0.7-2.0, and 2.0-5.0 keV). The maps in the two lower
energy bands do not show significant structures; those small features are typically
not associated with individual SNRs. In the 2.0-5.0 keV map, individual SNRs are
recognizable because they are the primary source of the hard X-ray emission.
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Figure 5.12 Sample projected radial intensity profiles in the 0.3-2.0 keV band. The
gray line shows the assumed stellar surface density distribution with an arbitrary
normalization.
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Figure 5.13 Representative intensity maps at full numerical resolution in the three
energy bands. The unit of x and y axis is kpc. The intensity is in the units of
ergs s−1 sr−1 and is logarithmically scaled.
5.3.4 Energy Distribution
From the 3D realization, we can further quantify the thermal, kinetic energies
as well as the turbulent motion of the hot gas. Fig. 5.14 shows the distributions of
kinetic and thermal energies as a function of temperature at four different regions.
The energy distribution peaks at 5 × 106K. At temperature below 5 × 106K, the
energy is dominated by the thermal energy near the center (0 < r ≤ 0.4 kpc), while
the thermal and kinetic energies contribute almost equally at large radii (r > 1.2 kpc).
Note that for ideal gas with the ratio of specific heat γ = 5/3, the Mach number is
1.34 (i.e., supersonic flow) when its thermal energy equals to its kinetic energy. The
thermal energy of much hotter gas, primarily low-density hot SNR ejecta, is always
much larger than its kinetic energy, which means that the SNR ejecta leave the
simulation region subsonically. The difference between the total kinetic energy and
its radial component reveals the energy contained in non-radial motion. Inside the
scale radius (0 < r ≤ 0.4), ∼ 30% of the kinetic energy is in non-radial motion. This
fraction is less than 2% in the outer shell (1.2 < r ≤ 1.6). As a whole, > 80% of
the thermal and kinetic energy of the bulge wind is stored in gas with temperature
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Figure 5.14 Time-averaged thermal (Ei) and kinetic energy (Ek; Ek,r is the radial
component) distributions versus the gas temperature in four radial ranges as marked
at the bottom of each panel.
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between 106.5K to 107.5K. The hotter gas (T > 107.5K) contains < 5% of the total
energy.
5.4 Discussions
5.4.1 Comparison between the 1D Model and 3D Simulation
Figure 5.15 Radial profiles of density (a), velocity (b), temperature (c), and pressure
(d) sampled at four times. The solid lines (t=0.0Myr) show the 1D results. The
density profile is weighted by volume and the other profiles are weighted by mass.
The arrow in panel (b) marks the sonic point of the 1D model.
Fig. 5.15 compares averaged radial profiles for the density, temperature, velocity,
and pressure in a few snapshots of Model A with the corresponding 1D results. The
velocity and pressure profiles averaged in radial bins follow the 1D results excellently.
In the 3D simulation there is no unique location of the sonic point to divide the
supersonic flow from subsonic flow since the velocities and temperatures vary greatly
from point to point. Nevertheless, the average hot gas outflow does become supersonic
at ∼ 1.0 kpc, close to the 1D sonic point (marked by the arrow). The density and
temperature profiles deviate significantly from the corresponding 1D results in the
inner region (r < rs). In particular, the density profile tends to be more centrally
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peaked in the 3D simulations. This temporary accumulation of stellar wind material
is largely due to the continuous mass injection and the lack of prompt heating. The
variation of the density profiles, especially near the center, is closely coupled with the
realization of SN events. At large radii the density and temperature profiles become
nearly identical to the 1D results. Since the radiation of the bulge wind is negligible,
the identical radial profiles at large radii are expected due to the conservation of mass
and energy. Thus the nature of sporadic SN explosions does not affect the overall
gas dynamics on large scales. In Fig. 5.16 we compare the profiles of the octant at
full resolution to profiles of three low resolution octants. The figure suggests that
the profiles show numerical convergence at a level better than the random variance
among realizations.
Figure 5.16 Radial profiles of density (a), velocity (b), temperature (c), and pressure
(d) sampled at four octants. The solid black lines show the results of the octant at
full resolution, and other lines of three octants of low resolution.
On average the gas temperature in the 3D simulation has a lower and flatter profile
than that in the corresponding 1D result. In the 1D model, the gas temperature is
the highest at the center and decreases outwards monotonically. In contrast, the
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average gas temperature in a 3D simulation can be much lower at the center than in
the surroundings, because of non-uniformly distributed SN heating. The distribution
of SN heating depends on the ambient medium. An SN that explodes in a dense
environment like the bulge center, heats a small region to a rather high temperature.
The small amount of overheated gas advects outward and carries a large fraction of
the SN energy with it, while leaving much of the central gas unheated. The unheated
gas accumulates around the bulge center, resulting in a relatively steep density profile
near the bulge center (see Fig. 5.15 panel a). The large density gradient makes it even
harder for the SN heating to be uniformly distributed near the center, so it tends to
be transported to outer low density regions (see also Hnatyk & Petruk 1999). Thus a
low-temperature inner region naturally forms under the sporadic SN heating scenario.
Figure 5.17 A sample radial temperature distribution weighted by volume (denoted
as wv), by mass (wm), and by emission measure (wem). The long dash line denotes
the 1D temperature profile.
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It is also worth noting that the temperature profile depends on the weighting
methods, as shown in Fig. 5.17. The EM-weighted value, which closely resembles that
inferred from X-ray observations, is relatively low because it is primarily determined
by the low-temperature denser material (see §3.2). In comparison, the temperature
profiles from different weighting methods are identical in the 1D model. This is
because in the 1D model, all quantities such as temperature, density, and pressure are
monotonic functions of radius. Therefore the density has a one-to-one correspondence
to the temperature, which also explains the single-line gas distribution of the 1D model
in the temperature and density space (Fig. 5.6).
The integrated gas properties of Model A are also significantly different from those
of the 1D model, such as the EM distributions, spectra, X-ray luminosities, etc. In
the 1D model the EM peaks at ∼ 8× 106K and is truncated sharply at low or high
temperatures (three-dots-dashed magenta line in Fig. 5.8), while the EM distribution
of Model A peaks at a lower temperature and is much broader. But the difference
between the spectral shape of Model A and the corresponding 1D model is small in the
0.7-3.0 keV band (see Fig. 5.9). Model A has slightly higher (about 30% more) X-ray
luminosity in this band. At lower (< 0.7 keV) and higher energy bands (> 3.0 keV),
Model A gives much higher photon fluxes, especially for some line features, such as
OVII (22.0A˚, 0.56 keV) and helium-like iron Kα (FeXXVKα; 6.7 keV), largely due to
the much broader temperature distribution. It is worth noting that the FeXXVKα
line emission in Model B increases but the line in its corresponding 1D model is
missing because of the relatively low and narrow gas temperature distribution in the
1D model.
5.4.2 Observational Implications
There are two direct predictions from the 3D simulations that help to understand
partly the observational puzzles faced by the 1D wind model. First, the relatively
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Figure 5.18 Simulated Chandra ACIS spectra of the X-ray emission from the mod-
eled bulge gas, based on the differential EM shown in Fig. 5.8. About 600 and 104
photons are generated for the upper and lower panels, respectively. The solid red line
denotes the fit of an isothermal plasma model while the dash-dot blue line denotes
the simulated spectrum. The normalization is arbitrary.
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low emission-weighted gas temperature is consistent with the results inferred from
the diffuse X-ray emission in galactic bulges and elliptical galaxies (e.g, Sarazin et al.
2001; David et al. 2006; Li & Wang 2007). Second, the SN Ia ejecta are not fully
mixed with the stellar wind material inside the galactic bulge, and most of the X-ray
emission is contributed by the stellar wind material shocked by SN blastwaves. Thus
the X-ray spectra in general reflect only the metal abundance of the stellar wind
material, which is consistent with the apparent solar metallicity inferred from the
diffuse X-ray emission in a large sample of ellipticals (e.g., Humphrey & Buote 2006).
Figure 5.19 Dependence of the 0.5-2.0 keV luminosity on β. The linked diamonds
denote the results with a fixed M˙ , while the crosses mark the results with a fixed E˙.
The 3D simulations results are marked by the star for Model A and the triangle for
Model B. Gray lines denote the corresponding scaling relationship (see §4.3).
In addition, the broadening of the gas temperature distribution can also affect the
determination of metallicity. A low metal abundance could be obtained by fitting the
X-ray spectra of such gas with an isothermal plasma model. This effect is demon-
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strated in Fig. 5.18. We simulate the X-ray spectrum based on the MEKAL model
in XSPEC, adopting the approximate log-normal EM distribution (see §3.2) and a
solar abundance. The data points in the upper panel show a simulated spectrum
of about 600 photons. If we fit this simulated spectrum with a single-temperature
MEKAL model, the resulting abundance is only about half solar (0.49 ± 0.17). The
fit is statistically acceptable (with χ2 = 42.4/41), partly due to the small counting
statistics. If the simulated spectrum contains 104 photons instead, the fit is no longer
acceptable (with χ2 = 213/91) and the best fit tends to give a much lower abundance
(about one-third solar). A two-temperature component model can significantly im-
prove the fit, and the abundances are in general less than one solar, although they
are not strongly constrained. Thus the abundance is likely underestimated by fitting
an X-ray spectrum of gas with broad temperature and density distributions (see also
Strickland & Stevens 1998).
Given the low resolution and small signal-to-noise ratio of X-ray spectra typically
available for diffuse hot gas, it is difficult to distinguish gas with a broad temperature
distribution from an isothermal plasma, especially within a narrow energy band.
In Fig. 5.9 we plot an arbitrarily normalized spectrum of a single-temperature hot
plasma (0.8 keV for Model A and 0.4 keV for Model B, where the EM distribution
of the corresponding 1D model peaks). The spectra of the 3D simulation and the
isothermal plasma model are similar in the 0.5–2.0 keV band. This approximation
gives a potential shortcut to fit the X-ray observations coarsely with only one or
two gas components, which are not necessarily able to reveal the actual physical
and chemical state of the ISM. With higher resolution spectra, line diagnostics may
provide additional useful information to reveal the gas properties.
However, the models still predict far lower X-ray luminosities than observed. The
observed diffuse X-ray luminosity in the 0.5–2 keV band of our Galactic bulge and
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M31 bulge is about 1038 ergs s−1 (Shirey et al. , 2001; Takahashi et al. , 2004; Muno
et al. , 2004; Li & Wang , 2007). Using the reference mass and energy input rates,
the bolometric X-ray luminosity predicated by the 1D wind model is no more than
1036 ergs s−1. The inhomogeneous structures of the gas density and temperature in
Model A increase by no more than half an order of magnitude the luminosity in the
0.5-2 keV band (Table 5.2). This under-prediction of the observed luminosity remains
a serious problem for the models.
The parameter with the strongest influence on the luminosity of the bulge wind
is the stellar mass loss rate. As demonstrated in Model B which has a doubled mass
input rate, its mean gas density increases while the temperature decreases. The X-ray
emission increases by a factor of ∼ 20 in the 0.5-2.0 keV band. This enhancement
is due to the increase of both density and emissivity. To quantitatively understand
this trend, let us first consider a scaling relation of the bulge wind. The specific
heating β = E˙/M˙ determines the mean central gas temperature of the wind solution.
In a steady flow, the velocity u ∝ β0.5 (e.g. White & Chevalier 1983), so long as
gravitational potential energy remains unimportant. We have ρ ∝ M˙β−0.5 from the
mass conservation equation, and T ∝ β from the energy conservation equation. For
gas with a temperature between 0.5 and 1.0 keV, the X-ray emissivity in the 0.5–
2.0 keV band is roughly inversely proportional to the temperature [e.g., Λ(T ) ∝ T−0.7
based on the MEKAL model]. The total X-ray emission is then L ∝ ρ2Λ(T ) ∝
M˙3.7E˙−1.7. For winds with the same β the velocity and temperature profiles are the
same, and density profiles differ only in their normalization, which is proportional to
M˙ . We thus use β/β∗ to denote the separate change of either M˙ or E˙, e.g, L ∝ M˙
3.7 is
equivalent to L ∝ (β/β∗)
−3.7 for a fixed energy input, and L ∝ E˙−1.7 to L ∝ (β/β∗)
−1.7
for a fixed mass input. Fig. 5.19 shows the luminosity in the 0.5–2 keV as a function
of β based on a suite of 1D simulations. In this plot the luminosities are normalized
to that of a 1D reference model (L∗ ∼ 10
36ergs s−1; corresponding to Model A). The
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scaling relations of L versus M˙ and E˙ closely match the simulations when β/β∗ is
larger than 0.5. In the adopted galactic bulge, if the specific energy approaches one-
third of the reference value, the simulated luminosities increase sharply and no longer
follow the scaling relation, because the gravitational potential becomes dynamically
important for such a small β. The corresponding results of Models A and B are also
plotted in Fig. 5.19 to show the effects of gas inhomogeneity. The ratio of the 0.5-2.0
keV luminosity of Model A to that of the corresponding 1D model is about 2, and
the ratio is about 3 for Model B.
Let β be fixed at the reference value in Model A, the velocity and temperature
profiles of the wind should remain the same and LX ∝ M˙
2. Hence, both E˙ and M˙
need to increase by an order of magnitude in order to boost the X-ray luminosity to
match that observed in the M31 bulge. Although a bulge wind with a reduced β
can significantly increase the diffuse X-ray emission as demonstrated in Model B, it is
unlikely to be the best solution. In the presence of a reasonable dark matter halo with
properties like that of the Milky Way galaxy (e.g., Mhalo ≃ 10
12M⊙, rvirial ≃ 250 kpc,
an NFW profile with a concentration parameter of 15), ∼ 120% of the available energy
input in Model B is required for the escape of all the stellar ejecta to beyond the virial
radius. Thus the bulge wind in Model B is not energetic enough to escape the galaxy
potential well and the bulge wind material must accumulate within the virial radius.
This accumulated material may form a considerable circum-galactic medium (CGM)
that could eventually quench the bulge wind (Tang et al., 2009a).
The gas outflow might be subsonic in the vicinity of galactic bulges and other
ellipticals with low LX/LB ratios under the interaction between the bulge wind and
CGM. The subsonic state is necessary to explain both the large luminosity (compared
to the wind model prediction) and the extent of the diffuse X-ray emissions. Even if a
bulge wind has the energy to escape the halo virial radius, the wind can be reversely
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shocked and stalled by the CGM. When the reverse shock propagates inward within
the sonic point, the bulge wind turns into a globally subsonic outflow. Such a subsonic
state can be quasi stable for a long time with proper treatment of the boundary the
galactic flow (Tang et al., 2009a). A proper 3D simulation including the entire CGM
is possible, though computationally very expensive at present.
Other effects, which are ignored here for simplicity, can further affect the X-ray
luminosity of the galactic bulges. A vertically collimated bulge wind can be a promis-
ing way to significantly boost the X-ray luminosity, particularly for objects such as
M31 with a considerable mass in the galactic disk. Motivated by the observed bipo-
lar diffuse X-ray emission in the M31 bulge (Li & Wang , 2007), we have found in
preliminary simulations that a vertically collimated wind, confined by the surround-
ing gaseous disk, will have significantly higher X-ray emission (by up to an order of
magnitude). The major reason is that the density diverges much slower in the colli-
mated wind than in the spherical wind. Additionally, mass-loading from the nuclear
spiral via thermal evaporation in M31 bulge may enhance the X-ray emission (Li
et al. , 2009). We plan to address these issues in a separate paper (Tang & Wang in
preparation).
The infall of cool gas clouds could be an additional source of mass-loading in stellar
bulge feedback. The importance of this source is uncertain, however, as it depends on
the infall rate and angular momentum of the clouds, which are hardly constrained so
far. The origin of observed high-velocity clouds around our Galaxy is also unknown.
A substantial fraction of them may originate from condensation of the ejected material
during early starbursts that are responsible for the formation of galactic bulges (Tang
et al., 2009a), particularly for those of α-element enhancement and nitrogen depletion
which indicates the primary metal enrichment from Type II SNe (e.g., Tripp et al.
2003; Collins et al. 2007). Depending on the exact evolutionary state of such ejected
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material around a particular galaxy, the infall rate could be sufficient to produce the
mass-loading required to explain the X-ray observations of a galactic bulge.
5.4.3 Galactic Outflow and Galaxy Evolution
Bulge outflows, which continuously provide mass and energy feedback to galac-
tic surroundings, can have important impacts on galaxy formation and evolution.
In existing models and simulations of cosmic structure formation, galaxies tend to
contain too many baryons in the form of stars and cold gas to be consistent with
observations. Related to this so-called over-cooling problem (e.g., White & Frenk
1991; Katz et al. 1992) is the predicted massive hot gaseous halos, which are not
detected (e.g., Toft et al. 2002; Li et al. 2006; Yao & Wang 2007; Rasmussen et al.
2009). These problems are most likely caused by an inadequate treatment of various
galaxy feedback processes combined with inadequate numerical resolution. In partic-
ular, existing simulations of the structure formation either do not account for or do
not have sufficient resolution to resolve outflows from galactic stellar bulges. These
should be the primary source of mechanical energy output from early-type spirals
as well as in low- and intermediate-mass ellipticals. In fact, the observed gas mass,
X-ray luminosity, and metal content in such a galaxy are typically much less than
what are expected from the stellar feedback alone (e.g., David et al. 2006; Li & Wang
2007). These discrepancies imply that outflows are indeed required to remove the
excess stellar feedback out of the bulges.
These outflows can significantly affect the thermal, density, and chemical struc-
tures of gaseous halos and hence the evolution of the galaxies. Indeed inclusion of the
stellar feedback (primarily from Type II SNe) has been shown to be important in pro-
ducing extended galactic disks comparable to those observed (e.g., Governato et al.
2007; Mayer et al. 2008; Scannapieco et al. 2008). It has also been shown that the
combination of a starburst and gradual stellar feedback in a Milky Way-sized galaxy
115
can produce and maintain a low-density hot gaseous halo (Tang & Wang 2009c; see
also Kim et al. 2009). The low density is caused by a local baryon deficit; about half
of the total gaseous mass, as expected from the cosmic baryon-to-dark matter ratio,
could have been pushed out to regions beyond the virial radius by the galaxy. On the
other hand, the temperature of the gas can reach values considerably greater than the
virial temperature of the halo. As a result, X-ray emission of the gas, and hence its
cooling rate, can be very low, in agreement with the lack of detection in existing obser-
vations. The presence of such a low-density hot gaseous halo around the Milky Way
is consistent with constraints from observations of high-velocity cool gas clouds: their
needed pressure confinement, the low ram-pressure and viscous heating/evaporation
rate (e.g., density . 10−5 cm−3), and the OVI-bearing interfaces (Sembach et al. ,
2003).
The simulations presented here provide the first 3D realization of stellar bulge
feedback processes, from energy and mass injection to launch of a large-scale wind.
But this is only an important test to reconcile the results from the feedback modeling
and from the X-ray observations. We are currently conducting further simulations to
check how the observations can be best explained. In particular, we are investigating
both the 3D realization of the bulge feedback in a subsonic outflow context and the
interplay of the feedback with the mass-loading. These detailed tests are essential to
the development of physical recipes that may be implemented in large-scale cosmic
structure simulations.
5.5 Summary
In this work, we have explored the properties of the structured hot gas created
by sporadic SN explosions inside a galactic bulge by conducting detailed 3D hydro-
dynamical simulations. Our main results are as follows:
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• A galactic wind may be generated in a galactic bulge with the standard em-
pirical stellar mass loss and Type Ia SN rate. The gas properties fluctuate in
time particularly in the central region lying within the sonic radius of the wind,
where individual SN explosions strongly influence the density and temperature
distributions. At larger radii, the spherically average profiles of the 3D simula-
tions follow those of the 1D models. Therefore the 1D treatment of a galactic
bulge wind flow is a reasonable approximation on large scales.
• Sporadic SN explosions produce 3D filamentary and shell-like structures in the
gas. These structures result in broad density and temperature distributions,
compared to the 1D model. Furthermore, the relatively low temperature of the
structures leads to an emission measure-weighted temperature that is signifi-
cantly lower than the expected value inferred from the specific heating and has
a relatively flat radial distribution throughout the bulge region, consistent with
observations.
• Iron ejected by SNe does not mix well with the surrounding gas within the bulge
region and has a relatively high temperature and low density, so it contributes
primarily to emission in the energy band > 2 keV. The diffuse soft X-ray emis-
sion comes from shells associated with SN blastwaves, which are hardly enriched
by SN ejecta and have a metallicity close to the ambient gas that originates in
stellar winds. This, together with the temperature broadening, helps to explain
the apparent sub-solar abundance of the soft X-ray-emitting gas in galactic
bulges/ellipticals.
• Compared with the 1D spherical wind model, the structured hot gas in 3D
simulations can boost the X-ray emission in an intermediate energy band (e.g.,
0.5-2.0 keV) by a factor of a few. This increase is more significant at the lower
or higher energy bands due to the broad distributions of both temperature and
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density. In order to produce the luminosity and surface brightness distribution
similar to the observed diffuse X-ray emission, the bulge outflow likely needs to
be in a subsonic state and/or an angularly confined configuration.
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CHAPTER 6
SNR EJECTA EVOLUTION AND IRON ABUNDANCE
MEASUREMENT
Type Ia supernovae are the primary iron provider of the hot gas in galactic bulges
and low- and intermediate-mass elliptical galaxies. We explore how the Ia ejecta
evolve in such an environment and how this affect X-ray observations of the hot gas.
We first study the evolution of the iron core of a supernova evolving in a hot ambient
medium of uniform density and temperature. The iron core is reverse-shock heated
and forms a hot region filled with plasma of high temperature and low density. Before
fully mixed with the ambient medium, the hot iron core produces little iron-related
X-ray emission and hence contributes little to the iron abundance observationally.
We then examine the collective effects of hot iron bubbles created by individual
supernovae inside a galactic bulge, and study the dependence of iron ejecta dynamics
on the global flow speed, i.e., the interstellar medium either in a supersonic bulge wind
or a subsonic outflow state. Because of its large buoyancy, the hot ejecta can quickly
reach substantially high outward velocity than the ambient medium, dominated by
mass loss from evolved stars. The ejecta is gradually slowed down and mixed with
the medium only at large radii. We find that in both situations hot bubbles have
relatively larger radial velocities driven by buoyancy, resulting in a smaller iron mass
fraction in the bulk outflow, which gives a natural explanation to the observed positive
iron abundance gradient which has been a puzzle for decades.
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6.1 Introduction
The X-ray emission of hot gas depends heavily on the properties of metals (i.e.,
atoms heavier than helium), especially the iron element. Due to the enrichment
of Type Ia supernovae, the primary iron provider in the universe, the hot gas in
galactic bulges and elliptical galaxies is expected to have a super-solar iron abundance.
Because of the concentrated supernovae events in the stellar bulge, the hot gas there
should have the highest iron abundance. Away from the galactic bugle, the iron-
rich hot gas might be diluted by mixing with infalling low-abundance gas. Thus a
monotonically decreasing iron abundance profile as a function of galactic radius is
also expected (e.g., Buote 2000a; Borgani et al. 2008) and is indeed observed in the
intragroup and intracluster media.
However, the X-ray-inferred iron abundances on smaller scales seem to be in the
odds with the predictions. First, the low iron abundance of hot gas in galactic bulges
and elliptical galaxies deduced from X-ray observations has been remained a mystery
for decades. Most previous ROSAT and ASCA studies, partly due to their low spec-
tral resolutions (e.g. Strickland & Stevens 1998), have obtained solar or sub-solar
iron abundances in the central regions of galaxies (e.g., Buote 2000b) where the
metal enrichment should be most pronounced. With the superb spatial and spectral
resolution of the Chandra and XMM-Newton X-ray satellite observatories, the iron
abundance measurements can be made more accurately. But the inferred abundance
of the hot gas is still about one solar abundance (e.g., Humphrey & Buote 2006),
which is consistent with the metallicity of stellar populations. Therefore the iron
contribution from Type Ia supernovae seems missing.
Another remarkable puzzle of the hot gas in elliptical galaxies is the apparent
drop of the iron abundance observed toward the galactic central regions, where the
stellar density and supernova rate are the highest. Examples of such abundance drops
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include M87 (Gastaldello & Molendi 2002), NGC 4636 (Loewenstein & Mushotzky
2002), NGC 4472, NGC 5846 (Buote 2000), and NGC 5044 (Buote et al. 2003). If
such abundance drops are real, it would then indicate that only a small portion of
the metals produced by Ia SNe is observed in X-ray.
The gradient of iron abundance can shed light on the star formation history of a
galaxy and the dynamical evolution of the hot gas. Though different research groups
prefer different initial mass function, metal yields, and other inherent parameters
when modeling the galaxy formation history, nearly all chemical-gas-dynamical mod-
els produce a negative metal abundance profile with a maximum value at the center
(e.g., Borgani et al. 2008; Fabjan et al. 2008). Accounting for the stellar feedback in
galactic bulges and low- and intermediate-mass elliptical galaxies with shallow grav-
itational potential, a simple spherically symmetric galactic outflow model will give a
constant abundance profile (e.g., Mathew & Baker 1971; Ciotti et al. 1991). Never-
theless, the observed positive abundance gradient in the galactic bulges and elliptical
galaxies disagree with existing models.
Brighenti & Mathews (2005) explored the possibility that the iron produced by
Type Ia SNe may have radiatively cooled and avoided detection by X-ray and optical
observations, through a 1D parameterized analytical model. Because of its large
radiative emissivity iron-rich supernova ejecta may cool rapidly to low temperatures
where it may be difficult to observe. This scenario assumes that the iron-rich gas
cools to low temperatures before it is diluted or mixed with the ambient medium.
To avoid the rapid cooling, the dilution or mixing time scales (e.g., reducing the
iron abundance below 100 solar; Brighenti & Mathews 2005) should be less than
the cooling time scale. They also demonstrated the critical time scale, which gives
the upper limit of the mixing time to avoid the rapid cooling of the iron-rich gas,
is inversely proportional to ambient pressures. For typical values of hot gas, the
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iron-rich gas can mix with the surrounding gas, unless large scale magnetic fields are
present to prevent the diffusion of iron ions. In addition, there are no known elliptical
galaxies with stellar iron abundance greater than solar, which does not support the
selective cooling of iron-rich gas. Thus the scenario of selective cooling of iron-rich
gas does not necessarily provides an optimal explanation.
Here we report 3D hydro-dynamic simulations of hot gas in galactic bulges to
explore the evolution of iron ejecta and how it affects the abundance measurements.
In our existing studies, we have found that the emission measure distribution of
hot gas in the temperature space is very broad and close to be lognormal. The
measurement of the abundance can be partly biased, at least by a factor of two, by
fitting X-ray spectra with a one-temperature plasma model (Tang et al. 2009b). In
the following we systematically demonstrate that the inhomogeneous iron distribution
can further reduce the observable iron content and produce the positive gradient.
This chapter is organized as following. We first introduce the distinct properties
of the iron-rich plasma in §2. We demonstrate the evolution of Type Ia SNe in a
uniform ambient medium in §3, using one-dimensional simulations that can resolve a
pure iron core of SN Ia in detail. In §4 and §5 we show the dynamical properties of
the patchy iron hot bubbles and the positive gradient of iron abundance in a galactic
bulge, based on two 3D simulations. We discuss and summarize our results in §6.
6.2 General Properties of iron-rich plasma
Before we show the dynamical evolution of SN Ia ejecta, let’s first highlight some
special properties of the iron-rich plasma. We elaborate the method to calculate the
iron-related X-ray emission and demonstrate how the iron-rich regions can affect the
iron-related X-ray emission and the determination of iron abundance.
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For simplicity we only consider elements of hydrogen, helium, and iron, and ignore
other elements which make no significant effects on our estimates. The mass fractions
of hydrogen, helium, and iron are α
H
, α
He
, and α
Fe
, respectively. The ratio of α
He
to
α
H
is fixed at 0.39, the solar value. Let z
Fe
=α
Fe
/αH denoting the mass abundance of
iron (for the Sun, z
Fe⊙
= 1.83×10−3; note that the iron mass abundance in solar unit
is defined as ZFe=zFe/zFe,⊙), the number densities of the three ions are
nH = ραH/mp, nHe = 0.098nH , nFe = nHzFe/A, (6.1)
respectively, where A ≡ 56 is the iron atomic number and mp is the proton mass. We
assume that the hydrogen and helium are fully ionized for the gas to be considered.
The mean charge of iron as the function of temperature can be parameterized as
(Brighenti & Mathews, 2005)
Z¯(T ) = [2.074(1− φ) + 3.387φ] log T + 8.136(1− φ)− 13.12φ, (6.2)
where
φ =
1− tanh[log(T/106.5)/0.55]
2
. (6.3)
The total number density is
nt = 2nH + 3nHe + (1 + Z¯)nFe = nH [2.29 + zFe(1 + Z¯)/A], (6.4)
and the number of electrons is
ne = nH + 2nHe + Z¯nFe = nH(1.2 + zFeZ¯/A). (6.5)
The gas density is
ρ = mp(nH + 4nHe + AnFe). (6.6)
For pure iron gas, n
Fe
= ρ/Amp and ne = Z¯nFe .
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Figure 6.1 The radiative coefficients of pure iron plasma (ΛFe; solid lines; which is
decreased by a factor of 103 for easy visualization), solar abundance gas without iron
(ΛnoFe; long-dash lines), and solar abundance gas (Λ⊙; dash-dot lines), extracted from
XSPEC using the MEKAL plasma model. The adopted solar abundance pattern is
defined in Anders & Grevesse 1989. The black and colored lines denote the coefficients
in 0.3-2.0 keV band, and the corresponding gray lines in the bolometric band. Note
that Λ⊙ = ΛnoFe + 4.68× 10
−5ΛFe.
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Assuming the hot gas is optically thin, the total cooling efficient of the gas can
be computed as the summation of iron-free rate ΛnoFe(T ) and pure iron rate ΛFe(T ).
The rate ΛnoFe(T ) is defined so that nenHΛnoFe(T ) gives the energy radiated per unit
time and unit volume without considering the iron-related emission; while Λ
Fe
(T ) is
defined so that nenFeΛFe(T ) is the iron-related energy radiated per unit time and unit
volume. Fig. 6.1 shows ΛnoFe(T ) and ΛFe(T ), extracted from XSPEC package using
the MEKAL plasma model (Mewe et al , 1985; Liedahl et al., 1995).
It is vital to understand how the inhomogeneity can affect the iron emission. The
iron luminosity is
L
Fe
=
∫
n
Fe
neΛFe(T )dV. (6.7)
Following the argument made by Brighenti & Mathews (2005), let’s consider a tank
of gas with a fixed volume V and a uniform iron abundance initially, and imagine
that gas containing iron element occupies a decreasing fraction till all iron aggregates
together but the pressure (p) and temperature (T ), and total iron mass (M
Fe
) remain
constant. In term of iron mass fraction α
Fe
, the density of gas containing the iron
element changes as
ρ =
p
T
mp
k
[
2.29
1.39
(1− α
Fe
) +
1 + Z¯
A
α
Fe
]−1
, (6.8)
and the electron density varies as
ne =
ρ
mp
[
1.2
1.39
(1− α
Fe
) +
Z¯
A
α
Fe
]
, (6.9)
=
p
kT
0.86(1− α
Fe
) + Z¯α
Fe
/A
1.65(1− α
Fe
) + (1 + Z¯)α
Fe
/A
. (6.10)
It is evident that the electron density weakly depends on α
Fe
, ne,noFe ≃ 0.52p/kT for
the iron-free plasma (α
Fe
=0), and ne,pure ≃ p/kT for pure iron plasma (αFe=1). The
ratio of these two extreme (ne,pure/ne,noFe) is Z¯/0.52(1+ Z¯) ≃ 1.8 (for Z¯ greater than
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10; corresponding to gas temperature larger than 106K according to Eq. 6.2). Since
the total iron mass is fixed (
∑
n
Fe,idVi = MFe), the total iron luminosity gradually
increases as iron segregates from the other elements. Since
ne
nt
=
1.2A(1− α
Fe
) + 1.39α
Fe
Z¯
1.39A(1− α
Fe
) + 1.39α
Fe
(1 + Z¯)
, (6.11)
for iron-free plasma ne/nt = 0.86, and for pure iron plasma ne/nt ∼ 1 . To produce the
same pressure (i.e., nt is the same for a fixed temperature), the higher iron abundance
the plasma is, the higher electron density should be. And LFe,pure/LFe,uni ≃ 1.16,
where LFe,pure and LFe,uni denote the iron related X-ray emission by the same amount
of iron mass in a pure iron bubble and uniformly distributed, respectively.
If the gas density remains constant during the iron segregation, the total iron
luminosity will slightly decrease and the ratio of LFe,pure/LFe,uni asymptotically reaches
the value of 1.39Z¯/1.2A. This is evident because the iron-rich gas provides less
number of electrons per unit mass. Therefore, for a given amount of iron mass, the
key factor that determines the amount of LFe is the electron density. In addition,
the increase of gas temperature can largely weaken the iron related emission in X-
ray bands. As shown in Fig. 6.1, compared with the bolometric ΛFe, the ΛFe in
the 0.3-2.0 keV band, in which X-ray observations are most sensitive to, is greatly
reduced. If the iron-rich gas preferentially resides in such a lower-density and higher-
temperature phase, which is generally true for SN Ia iron ejecta evolved in a galactic
bulge as we will show in the following, the total observable iron-related emission will
be significantly reduced.
6.3 SNR Dynamics in a Uniform Ambient Medium
The SNR evolution is commonly divided into several distinct stages: 1) the free
expansion of the SN ejecta; 2) the ejecta-dominated stage; 3) the Sedov-Taylor stage;
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Figure 6.2 The density, temperature, pressure, and velocity profiles of an SNR evolved
in an ambient medium of T0=10
7K and ρ=0.01mp (g cm
−3) at three different ages:
8× 103 yr (dash-three-dots blue line), 1.2× 104 yr (dash red line), 3.9× 104 yr (solid
black line). The arrows in the density panel denote the corresponding front radius of
the pure iron core.
4) and the later radiative evolution stage which can be sub-divided into the pressure-
driven snowplow stage and a possible momentum-conserving snowplow stage (Cioffi
et al. , 1988). The transition among these stages may be not sharp and not all the
SNe will go through all the stages, largely depending on the ambient environment.
The ejecta-dominated stage can last quite a long time for those SNe in a hot
tenuous ambient medium, and the Sedov-Taylor stage can even be by-passed (Tang
& Wang, 2005). The SN Ia ejecta are heavily iron-enriched and their thermal state
is of particular interesting. To explore how these ejecta evolve, we first examine
the evolution of SNRs in a hot ambient medium typical for galactic bulges, using
one-dimensional simulations with high spatial resolution (down to about 0.02 pc). A
realistic initial profile of the SN ejecta is essential for such study since it does affect
the thermal state of the ejecta. We adopt the method as introduced in Chapter 4.3.4.
The innermost region that encloses 0.7M⊙ is traced as pure iron ejecta.
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Figure 6.3 The emission measure-weighted temperatures (left column) and volume-
weighted density square (right column) of iron ejecta (solid black line),out-layer ejecta
(dash red line), and swept-up material (dash-dots blue line). The ambient tempera-
ture is 106K in the upper panels and 107K in the bottom panels. The ambient gas
density is ρ = 0.01mp (g cm
−3).
The evolution of SN ejecta is demonstrated in Fig. 6.2 in an ambient medium of
temperature T0=10
7K and mass density ρ=0.01mp (g cm
−3). The size of the iron
ejecta is about 15 pc at the age of 104 years and increases slightly after that. It takes
about 104 years before the iron ejecta is fully thermalized by the reverse shock. Then
the whole iron core turns into a tenuous hot bubble, with a relatively low density and
high temperature.
We calculate the evolution of emission measure-weighted gas temperature for the
inner iron core of SN ejecta, the outer layer of SN ejecta, and the shocked surrounding
medium, respectively. In Fig. 6.3 (left column) we show the results of two SNRs
evolved in the ambient medium of different temperatures: 106K (upper panels) and
107K (bottom panels). In both cases the swept-up material can be heated to more
than 108K by the strong SN blastwave in its early stage, and then the averaged
temperature decreases due to the adiabatic expansion of the shock-heated material
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and more swept-up ambient mass by the weakening blastwave. The outer layer of
SN ejecta is heated by the reverse shock and has a temperature higher than that of
the swept-up material after SNR is about a few thousands years old. The pure iron
core is reverse-shock heated later and has a temperature about twice of that of the
out-layer ejecta.
Figure 6.4 The cooling time scales as a function of radius of an SN Ia evolved in an
ambient gas density of ρ0 = 0.01mp (g cm
−3) and temperature T0 = 10
7K. The line
style has the same meaning as used in Fig. 6.2.
The volume-weighted emission measures (<n2>vw =
∫
n2dV/
∫
dV ) are also shown
in Fig. 6.3 (right column). It is interesting to note that the <n2>vw of swept-up mass
is just slightly larger than n20 (note that the volume-weighted emission measure of the
undisturbed ambient medium <n20>vw= n
2
0) for most of the time. In a hotter ambient
environment (e.g., the bottom subplots in Fig. 6.3 with T0 = 10
7K), the <n2> of
swept-up mass is even close to n20, because the SN blastwave quickly approaches the
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sound speed (Tang & Wang, 2005). However, the <n2>vm of the pure iron ejecta is
about two orders of magnitude less than that of the undisturbed ambient medium.
The higher temperature and smaller density of the SN ejecta can reduce its X-ray
luminosity more than one order of magnitude, assuming the SN ejecta in a collisional
ionization equilibrium state. If most of the iron ejecta in galaxies exists in such a
localized hot bubbles in the ISM, the resultant iron-related X-ray emission can then
be significantly reduced, mimicking a hot gas of low iron abundances when inferred
from its X-ray emission.
The further evolution of such an SNR in the uniform ambient medium is plain,
before the radiative cooling could become important. The radiative cooling time scale
as a function of radius is plotted in Fig. 6.4. In general, the radiative cooling time
scale is sufficiently long to avoid the selective dropping of iron, as we will address
further in the following.
6.4 SNR Ejecta Dynamics in Galactic Bulges
In reality, the evolution of SN Ia ejecta in ISM is much more complicated than
what the 1D simulation depicts above. Due to the sporadic nature of supernova events
both in time and in space, the iron ejecta in ISM is inherently inhomogeneous. Two
major processes can help to homogenize the iron distribution. One is the dilution
due to mass injection from evolved stars (or evaporation of cloudlets). Since galactic
bulges consist of stars in random motions and the number density of stars is generally
high, we assume that the stellar mass injection in galactic bugles smoothly follows the
stellar mass distribution and can be fully mixed with existing hot gas. For example,
in a galactic bulge of mass 3×1010M⊙ like the one in our galaxy or M31, the current
mass loss rate is about 0.05M⊙/yr. Adopting a Hernquist stellar bulge profile with
a scale radius of rs (e.g., 0.7 kpc for M31 bulge), the profile of mass input rate is:
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ρ˙(r) =
0.05
2pi
rs
r(r + rs)3
(M⊙kpc
−3yr−1). (6.12)
The time to accumulate 5.4 M⊙ (which dilutes a pure iron core to iron abundance of
100 solar, a typical value to avoid rapid radiative cooling as investigated in Brighenti
& Mathews 2005 ) for an SNR is about 4Myr (i.e., a characteristic dilution time scale
for such an SNR) at r=0.1 kpc and about 60Myr at r=0.5 kpc (we take the iron ejecta
size to be 15 pc estimated from Fig. 6.2). The dynamic time for gas moving (i.e., the
bulk motion) from the galactic center up to 2 kpc is about 5Myr for a bulge wind
model with typical mass and energy input parameters. Thus the SNR core might still
have a high iron abundance when transported out of the bulge region.
Another process is the mixing of the iron ejecta with the ambient medium. The
density of the iron-ejecta-rich regions is always smaller than the surrounding medium,
and is subjected to the Rayleigh-Taylor instability (e.g., Sedov 1959; Wang & Cheva-
lier 2001), though the growth of the instability can be affected by the presence of a
large scale magnetic field (e.g. Raley et al. 2007) which is neglected here. The passage
of supernova blastwaves also transforms the iron ejecta distribution and accelerates
the mixing process, especially inside a galactic bulge region where the stellar density
is very high. In our Euler-based hydrodynamical simulations the mixing is inherently
included.
6.5 Results from 3D simulations
Based on the method detailed in Chapter 5.2, we have performed two 3D simula-
tions (GA, GB) to examine the global properties of iron ejecta and the consequential
effects on the hot gas in an M31-like galactic bulge. The parameters of the galaxy
model is the same as those listed in Table 2.1. The mass and energy input rates
are 0.075 M⊙ yr
−1 and 1.2 × 1040 erg s−1, respectively, adopted from Model VE in
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Figure 6.5 The iron ejecta evolution of a few SNe, represented by the iron mass
abundance (in solar unit) logarithmically scaled according to the color bar on the
right side. Regions related to the same SN ejecta are marked with the same letter.
The elapsed time of the middle and right panels relative to the left panel is 0.86 and
1.52Myr, respectively.
Chapter 2. The only difference between simulations GA and GB is the setup of the
initial condition: GA starts from a bulge wind solution as we detailed in Chapter 5.2;
whereas GB starts from a subsonic outflow state generated from the output of Model
VE at a low redshift in Chapter 2.3. By comparing results from GA and GB, we
intend to show the dependence of iron ejecta properties on global flow speed. Both
simulations cover a large galactocentric radius so the effect of outer boundaries can
be neglected, even in a subsonic outflow state (e.g., Tang et al. 2009b). According to
the mass and energy input rates, the initial iron mass abundance of the hot gas is 2.7
solar, given iron is uniformly mixed in the hot gas. We evolve the two simulations till
the averaged radial profiles of iron distribution (within the region of r < 10 kpc that
we are interested in) have reached a statistically steady state (see Chapter 5.2.3).
6.5.1 Iron Ejecta Dynamics in Bulge Winds
The dynamical processes of iron ejecta in simulation GA are illustrated in Fig. 6.5
by three snapshots for a few supernovae. Each sub-panel is a two-dimensional cut of
the iron mass fraction from the 3D bulge wind simulation, covering a physical size of
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0.6 kpc × 0.6 kpc. We use the logarithmic iron mass abundance to demonstrate the
evolution of iron ejecta. The region labeled with “A” in the left panel, for example,
delineates the iron ejecta of a newly embedded SNR at that time. Its evolution is
affected by the blastwaves from other SNe as manifested in the middle panel. After
about 1.5Myr, this iron ejecta is diluted and its abundance is about 10 solar. Note
that time scale determined from our 3D simulations includes effects from both the
dilution and mixing (see Chapter 5.2.3 for details). It turns out that the dilution
time scale is greatly shorter than the cooling time scale.
Fig. 6.6 shows the averaged number density, temperature, and pressure profiles of
the hot gas with different iron abundance ranges, as labeled in Fig. 6.6. As expected,
the higher the iron abundance of the gas is, the smaller the number density and higher
temperature are. Except for the group with the highest iron abundance, other three
groups have more or less the same pressure profile over all radii, which indicates that
these gas has reached an approximate thermal pressure equilibrium. The fact that
the distribution of gas pressure is smoother than that of gas temperature and density
has also been reported for SN driven ISM in the Galaxy (de Avillez & Breitschwerdt,
2005; Mac Low et al., 2005; Joung & Mac Low, 2006) and in starbursts (Joung et al.,
2008).
The radial profiles of the averaged iron abundance, weighted by three means, are
shown in Fig. 6.7. The mass-weighted iron abundance, defined as
< ZFe,mw >=
1
α
Fe,⊙
∑
i ρifi∆Vi∑
i ρi∆Vi
(6.13)
where fi is the iron mass fraction at each zone of volume ∆Vi, represents the actual
amount of iron mass in the hot gas. The emission measure-weighted iron abundance,
< ZFe,emw >=
1
α
Fe,⊙
∑
i ne,inH,ifi∆Vi∑
i ne,inH,i∆Vi
, (6.14)
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Figure 6.6 The averaged electron number density, temperature, and pressure profiles
of gas with different iron abundance in simulation GA: ZFe ≤ 3ZFe,⊙ (solid black
line); 3 < ZFe ≤ 10 (dash-dot cyan line); 10 < ZFe ≤ 100 (dash-three-dots red line);
ZFe > 100 (long-dash blue line).
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Figure 6.7 The weighted iron abundance profiles by mass, luminosity, and emission
measure as labeled. The dash-dot gray line denotes the expected value if iron ejecta
are uniformly mixed with stellar mass loss. The meaning of solid light-gray line is
explained in §5.1.
is the simplest way to estimate the equivalent abundance and compare with observa-
tional results. The emission-weighted iron abundance,
< ZFe,ew >=
1
α
Fe,⊙
∑
i ne,i(nH,iΛnoFe + nFeΛFe)fi∆Vi∑
i ne,i(nH,iΛnoFe + nFeΛFe)∆Vi
. (6.15)
is another proxy to the spectroscopic measure of the iron. The <ZFe,ew> might be
overestimated at large radii because SN iron cores are unresolved in our simulation
(i.e., the spatial resolution in regions of r > 5 kpc is reduced by a factor of four),
which numerically mixes the iron ejecta over a larger volume and effectively results
in a higher ne in the iron ejecta region. Although the absolute values weighted by
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the three means are different, the gradient trends of the weighted iron abundances
are the same: a positive gradient with a minimum value at the center! The lower
limit of the abundance is set up by the metallicity of stellar mass loss, i.e., one solar
abundance in our simulation.
6.5.2 Iron Ejecta Dynamics in Subsonic Outflows
The scenario of hot gas in a subsonic outflow state is preferred in order to ex-
plain observations of diffuse X-ray in galactic bulges and low- to intermediate-mass
ellipticals (e.g., David et al. 2006; Li et al. 2007; Li & Wang 2007; Li et al. 2009;
Tang et al. 2009a,b). The subsonic outflow state might form due to the confinement
by CGM and IGM during the galaxy evolution (Tang et al., 2009a), while a galactic
wind should be launched if such confinement is ignored (e.g., Mathew & Baker 1971;
Ciotti et al. 1991; David et al. 2006).
In simulation GB we explore the iron ejecta dynamics in a subsonic outflow. The
averaged electron number density, temperature, and pressure profiles are shown in
Fig. 6.8. It is evident that the properties of the hot gas with different iron-abundance
ranges are very similar to those detailed for simulation GA in the previous subsection,
except the profiles are much flatter. The density is about one order of magnitude
higher at larger radii in the subsonic flow. The radial profiles of the iron abundance
of simulation GB are shown in Fig. 6.9. The positive gradient trends are still present,
and the values weighted by the three means are very close now.
6.6 Discussion
6.6.1 Iron Abundance Gradient
The desired positive gradient of the iron abundance is produced naturally in our
3D simulation. We find that the positive gradient shown in Fig. 6.7 can be caused by
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Figure 6.8 The averaged electron number density, temperature, and pressure profiles
of hot gas in simulation GB; all lines have the same meaning as shown in Fig. 6.6.
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Figure 6.9 The weighted iron abundance profiles in simulation GB; all lines have the
same meaning as shown in Fig. 6.7.
the different radial velocities of the gas with varied iron abundances, as demonstrated
in Fig. 6.10. Gas with higher iron abundance generally has a larger net outward radial
velocity. Velocities of gas component with ZFe > 100 fluctuate widely, because they
correspond to young SNRs which are not yet fully accelerated by buoyancy (to be
discussed later). The gas component with 10 < ZFe ≤ 100, corresponding to those
fully developed SNRs, has the largest velocities.
Therefore the iron-rich gas preferentially flows outward faster, resulting in a re-
duced iron mass fraction in the bulk outflow. For an illustration, let the hot gas
contain two components in a toy model: the component “1” is iron-free whereas the
component “2” is pure iron. The two components have the same pressure at all radii
138
Figure 6.10 The averaged radial velocities of gas with different iron abundances of
simulation GA (left) and simulation GB (right). The line styles are the same as those
in Fig. 6.6.
but different velocities. The flux of each component at radius r is
F1 = 4pir
2ρf1v1, (6.16)
F2 = 4pir
2ρf2v2, (6.17)
where F , f , and v represent the mass flux, mass fraction and velocity of a gas com-
ponent; ρ is the total mass density of the gas. The iron abundance at each radii
is
ZFe =
1
α
Fe,⊙
f2
f1 + f2
(6.18)
≃
1
α
Fe,⊙
F2
F1
v1
v2
(6.19)
∝
v1
v2
, (6.20)
Note that the total iron mass is no more than a few percent of the total gas mass,
i.e. f2 << f1 is adopted in Eq. 6.19. According to the mass conservation, F1 and F2,
determined by the stellar mass and iron mass input regardless the iron clumpiness,
are constant; and the ratio F2/F1 equals to the expected iron mass fraction. Thus
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the faster the iron-rich gas component moves outward relative to the bulk outflow,
the lower the iron abundance of the hot gas should be.
The effect of differential velocities in simulation GA on the iron abundance gra-
dient is demonstrated in Fig. 6.7. Let the gas with ZFe ≤ 3 be component “1” and
the gas with 10 < ZFe ≤ 100 be component “2”, whose velocities have been shown
in Fig. 6.10 (i.e., the solid black line and the dash-dot cyan line). The relation de-
termined by Eq. (6.19) is overlaid in Fig. 6.7. it is evident that the trends calculated
from the weighted abundance profiles more or less follow this simple estimate, regard-
less the absolute values. The reason of a sub-solar abundance at small radii is that we
ignore the iron content of the “1” component in Eq. (6.19) (i.e., it is not an iron-free
component in our simulation; nor pure iron in component “2”). The same reason is
for the relative smaller iron abundance at larger radii. The corresponding effect in
simulation GB is also demonstrated in Fig. 6.9. The trend of a positive gradient near
the center can still be seen, though the values determined by Eq. (6.19) are much
lower and decrease toward large radii. The reason is that in the subsonic flow a much
larger fraction of SN iron ejecta is located in the component with ZFe ≤ 3, as shown
in Fig. 6.11.
Figure 6.11 The mass fraction of SN iron ejecta that are located in the hot gas with
different iron abundance in simulation GA (left) and simulation GB (right). The line
styles are the same as those in Fig. 6.6.
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6.6.2 Buoyancy
The acceleration of the iron-rich gas should be due primarily to the buoyancy,
since the density of iron-rich gas is generally one to two orders of magnitude less than
that of the ambient gas (see Fig. 6.2 and 6.6). The buoyant acceleration for a hot
bubble is
abuoy = −g
(
ρ¯amb
ρ¯hb
− 1
)
, (6.21)
where g is the gravitational acceleration; ρ¯amb is the average density of the ambient
gas at the location of the hot gas bubble with an average density of ρ¯hb.
For the adopted galactic bulge model, the gravity force at 0.5 kpc is g ≃ 90 km s−1Myr−1.
Let ρ¯amb/ρ¯hb ≈ 10, in about 0.2Myr the hot bubble can gain a velocity about
150 km/sec, a typical velocity difference between the iron-rich gas and the bulk of the
flow. As an individual hot bubble moves outward and its mean density approaches
the ambient density, the acceleration vanishes. The hot bubble will be continuously
mass-loaded by stellar mass injection and mix with ambient medium under instabil-
ities (see §4), which gradually decreases the density contrast relative to the ambient
medium and slows down the acceleration. Note that the buoyancy is more effective
near the galactic center or wherever g is large.
In addition, the hot bubble also experiences a drag, corresponding to an acceler-
ation
adrag = −vˆhb ·
1
2
CAhbv
2
hbρamb/mhb, (6.22)
where Ahb, mhb, and vhb is the maximum cross-section area, mass, and velocity of
the hot bubble, respectively. The coefficient C is suggested to be around 1 (e.g.,
Jones et al. 1996). Our detailed examination of individual hot bubbles verifies their
estimates.
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6.7 Summary and Conclusion
We have examined the evolution of SN iron ejecta both in an idealized uniform
ambient medium and in more realistic galactic bulges. The inhomogeneous iron distri-
bution in the hot gas, inherited from sporadic supernova explosions, can significantly
bias the determination of iron abundance through X-ray spectroscopic studies, espe-
cially by using a simple plasma model. Our simulations of the iron dynamics in the hot
gas have demonstrated that the iron ejecta generally has a lower density and higher
temperature, compared with the surrounding medium. The resultant iron-related
X-ray emission is greatly reduced, which mimics an apparent low iron abundance.
The hot iron bubbles move outward faster under the buoyancy, both in a bulge
wind and in a subsonic outflow. The differential motion is the largest near the galactic
inner region, where the gravitational acceleration and the density contrast between
hot iron bubbles and the ambient medium are high. The iron abundance in the bulk of
the interstellar medium effectively decreases, which provides a natural and promising
explanation to the positive iron abundance gradient problem shown in many elliptical
galaxies and groups.
It would be great if we can quantitatively compare our model predictions with
the observational results of a specific galaxy, instead of the general trend. The probe
of diffuse X-ray emission in galactic bulges and low- and intermediate-mass ellipti-
cal galaxies, however, is very difficult due to the low surface brightness. And the
contamination from stellar contribution makes it extremely difficult to determine the
abundance reliably (e.g., David et al. 2006; Humphrey & Buote 2006; Li & Wang
2007).
We have focused on the dynamics of SN Ia iron ejecta inside an M31-like galactic
bulge. Whether the iron can be fully mixed and homogenized with the interstellar
medium or not on a much larger scale (e.g., in galactic halos or the intergalactic
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space) is an interesting question needed to be further addressed. However, such
an examination should consider both the galaxy evolution history and the galactic
environment, accounting for the enrichment from starburst when the bulge is young
and the mixing with primordial gas accreted from intergalactic medium.
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CHAPTER 7
EPILOG
The interstellar medium conveys a lot of information of the evolution of galaxies as
well as their host halos. With the breakthrough observational results from Chandra
and Newton, we now realize that even in the simple galactic bulges and ellipticals,
granted by their regular appearance in optical, the physical and chemical states of
the ISM are still far more complicated than previously assumed.
Our pilot study has successfully, at least qualitatively, provided a natural expla-
nation to the low temperature, sub-solar metallicities, and positive iron abundance
gradient puzzles of the hot gas, particularly in the galactic bulges of early-type spirals
and low- and intermediate-mass ellipticals. However, much more quantitative exami-
nations and the realization of detailed subgrid physical processes such as the interplay
between hot gas and cool gas or dust, are badly needed, especially in order to explain
the gas properties in individual galaxies. With newly assembled superclusters with
a capability of petaflops, about one thousand times faster than what I used for this
dissertation, such dedicated simulations will undoubtedly deepen our understanding
of the galaxy formation and evolution.
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APPENDIX A
SNR EMBEDDING SCHEME
After all quantities of zones within the affected region are replaced by the dynam-
ically generated SNR profiles, we make additional adjustments to conserve the mass,
momentum, and energy, accounting for the geometrical effect due to discrete zones
and the possible net bulk motion of gas in that region. Some symbols are introduced
in the following adjustments for clarity: “M” denotes the total mass; “MVX”, “MVY”
and “MVZ” are momentum in X, Y and Z directions, respectively; “EK” is the total
kinetic energy; “EI” is the total thermal energy; the subscripts “0” and “1” denote the
values before and after the SNR seed is planted, “2” stands for the adjusted values.
The symbols followed by (i, j, k) denote the values at each zone. In all the calculation
a sub-zone method (e.g., subdividing a zone to determine whether a zone is partially
within the affected region) is used in order to achieve high accuracy.
(a) Conservation of mass. It is accomplished by simply multiplying a factor,
fdens = M2/M1 = (M0 +Mejecta)/M1, to the density of scaled SN profile:
ρ
2
(i, j, k) = fdens × ρ1(i, j, k) . (A.1)
M0 =
∑
i,j,k
ρ
0
(i, j, k)∆Vi,j,k (A.2)
M1 =
∑
i,j,k
ρ
1
(i, j, k)∆Vi,j,k (A.3)
Mejecta denotes the SN Ia ejecta and is 1.4 M⊙. The summation (Σi,j,k) is over the
SNR affected regions. Note that the change of mass will also affect the conservations
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of other values such as momentum and energy so this step must be done first. In
general, fdens is very close to one, which is guaranteed by the dynamically generated
SNR profile.
(b) Conservation of momentum. There is no net momentum in each direction
for the SNR seeds. However, the region to embed the SNR may contain non-zero
momentum, especially when an SNR actually explodes in an outflowing wind region.
Taking the momentum in the X direction as an example: the initial net momentum
in X direction is
MVX0 =
∑
i,j,k
ρ
0
(i, j, k)vx,0(i, j, k)∆Vi,j,k , (A.4)
In order to conserver the momentum, we add a bulk motion
vx,1 =
MVX0
M2
(A.5)
to the embedded SNR velocity profile
vx,1(i, j, k) = vx,sn(i, j, k) + vx,1 . (A.6)
MVX1 =
∑
i,j,k
ρ2(i, j, k)vx,1(i, j, k)∆Vi,j,k , (A.7)
Here vx,sn is the velocity profile of the SNR template. Let fvx = MVX0/MVX1, thus
vx,2(i, j, k) = fvx × vx,1(i, j, k) . (A.8)
The same procedure is also applied to Y and Z direction.
(c) Conservation of energy. The kinetic energy of the region is
EK0 =
1
2
∑
i,j,k
ρ0(i, j, k)
(
v2x,0(i, j, k) + v
2
y,0(i, j, k) + v
2
z,0(i, j, k)
)
∆Vi,j,k (A.9)
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After adjusting the mass and momentum, the updated kinetic energy is:
EK2 =
1
2
∑
i,j,k
ρ2(i, j, k)
(
v2x,2(i, j, k) + v
2
y,2(i, j, k) + v
2
z,2(i, j, k)
)
∆Vi,j,k . (A.10)
The energy conservation is achieved by adjusting the thermal energy accordingly:
p2(i, j, k) = fEIp1(i, j, k), (A.11)
where
f
EI
=
EI0 + EK0 + Esn − EK2
EI1
, EI0 =
∑
i,j,k
p0(i, j, k)
γ − 1
∆Vi,j,k, EI1 =
∑
i,j,k
p1(i, j, k)
γ − 1
∆Vi,j,k.
(A.12)
Note the original random motion of mass inside the affected region is implicitly con-
verted to thermal energy. The clumpy environment is also smoothed out by this
scheme, and the embedded SNR is spherical symmetry related to the SNR center.
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APPENDIX B
IMPLEMENTATION OF SOURCE TERMS
In FLASH code the source terms (except gravitational related terms) are handled
by an operator split method. At each time step the FLASH first solves the Eulerian
equations without considering the source terms. The handling of source terms are
explicitly updated by user defined subroutines through the stubbed interfaces. Taking
the continuous input of mass (δM in internal units of mass) and energy (δE in internal
units of energy) at each zone (of volume ∆V ) during each time step as an example,
to properly conserve the mass, momentum, and energy in each zone, we implement
this procedure in three steps:
ρ1 = ρ0 + δM/∆V, (B.1)
v1 = ρ0v0/ρ1, (B.2)
e1 = (ρ0e0 + δE/∆V )/ρ1, (B.3)
where ρ, v, and e denote density, velocity, and energy per unit mass, respectively. The
subscript “0” and “1” denote the value before and after the mass and energy inputs
are updated. Other quantities such as temperature and pressure are also updated
using the equation of state.
An analytical solution exists for a spherically symmetric wind, assuming that
the energy and mass are uniformly dumped inside a radius (Chevalier, 1974; Canto
et al., 2000). We verified that our implementation can exactly produce the analytical
solution (see Fig. B.1).
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Figure B.1 Verification of the operator splitting method to handle the source terms
on a spherically symmetric wind model, in which the energy and mass are uniformly
distributed inside a radius (0.7 kpc). The black line is the analytical solution and
dashed red line is the simulation result.
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