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Abstrat
This paper is a detailled study of the oding of real trees by real valued funtions that is
motivated by probabilisti problems related to ontinuum random trees. Indeed it is known
sine the works of Aldous [5℄ and Le Gall [33℄ that a ontinuous non-negative funtion h on
[0, 1] suh that h(0) = 0 an be seen as the ontour proess of a ompat real tree. This
partiular oding of a ompat real tree provides additional strutures, namely a root that is
the vertex orresponding to 0 ∈ [0, 1], a linear order inherited from the usual order on [0, 1]
and a measure indued by the Lebesgue measure on [0, 1]; of ourse, the root, the linear order
and the measure obtained by suh a oding have to satisfy some ompatibility onditions.
In this paper, we prove that any ompat real tree equipped with a root, a linear order and
a measure that are ompatible an be enoded by a non-negative funtion h dened on a
nite interval [0,M ], that is assumed to be left-ontinuous with right-limit, without positive
jump and suh that h(0+) = h(0) = 0. Moreover, this funtion is unique if we assume that
the exploration of the tree indued by suh a oding baktraks as less as possible. We also
prove that a measure-hange on the tree orresponds to a re-parametrization of the oding
funtion. In addition, we desribe several path-properties of the oding funtion in terms of
the metri properties of the real tree.
MSC 2000 subjet lassiations: Primary: 54F50, 60B99, 26A99; seondary: 05C05, 05C12,
06A05, 26A46, 54B15, 54C30, 54E35, 54E45, 54E70, 54F05.
Key words and phrases: real tree, ontinuum random tree, height proess, ontour proess,
oding of a tree, linear order.
1 Introdution
Real trees form a lass of loop-free length spaes, whih turns out to be the lass of limiting
objets of many ombinatorial and disrete trees. More preisely, we say that a metri spae
(T, d) is a real tree if it satises the following onditions:
∗
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• For all σ, σ′ ∈ T , there is an isometry fσ,σ′ : [0, d(σ, σ
′)] → T suh that fσ,σ′(0) = σ and
fσ,σ′(d(σ, σ
′)) = σ′. We introdue the following notation
[[σ, σ′]] := fσ,σ′([0, d(σ, σ
′)]) .
• If q is a ontinuous injetive map from [0, 1] into T , we have
q([0, 1]) = [[q(0), q(1)]] .
Let us introdue some notation: we denote by ]]σ, σ′]], [[σ, σ′[[ and ]]σ, σ′[[ the images of resp.
(0, d(σ, σ′)], [0, d(σ, σ′)) and (0, d(σ, σ′)) by fσ,σ′ . For any σ ∈ T we denote by n(σ, T ) the degree
of σ, namely the (possibly innite) number of onneted omponents of T\{σ}. For onveniene
of notation, we often denote n(σ, T ) simply by n(σ) when there is no risk of onfusion. We denote
by
Lf(T ) = {σ ∈ T\{ρ} : n(σ, T ) = 1} and Br(T ) = {σ ∈ T\{ρ} : n(σ, T ) ≥ 3}
respetively the set of leaves of T and the set of branhing points of T . By onvention, the root
ρ is neither a leaf nor a branhing point. We also denote by Sk(T ) the internal skeleton of T :
Sk(T ) = T\Lf(T ). We an easily prove that for any sequene σn, n ≥ 1, that is dense in T , we
have
Sk(T ) =
⋃
n≥1
[[ρ, σn[[ . (1)
Sine T is ompat, we easily show that Br(T ) is at most ountable (see Lemma 3.1 in [20℄). We
shall also need to introdue the length measure of a real tree (T, d) denoted by ℓT . The length
measure is dened on the trae on Sk(T ) of the Borel sigma-eld of T and it is haraterized by
ℓT (]]σ, σ
′[[) = d(σ, σ′) .
The length measure an also be seen as the one-dimensional Hausdor measure on T .
Real trees have a haraterization alled the four points ondition that asserts that if (X, d)
is omplete path-onneted metri spae then it is a real tree i
d(σ1, σ2) + d(σ3, σ4) ≤ (d(σ1, σ3) + d(σ2, σ4)) ∨ (d(σ1, σ4) + d(σ2, σ3)), (2)
for all σ1, σ2, σ3, σ4 ∈ T . The four points ondition has been rst investigated independently by
K. A. Zarekii [45℄, J.M.S. Simões Pereira [43℄ and P. Buneman [8℄. See A. Dress, V. Moulton
and W. Terhalle [12, 13, 14℄ and also [10, 38℄ for general results onerning real trees. We also
refer to the works of D. Aldous [4, 5℄ and of J-F. Le Gall [34℄ for a rst study of the Brownian
Continuum Random Tree (CRT for short) that is oded by the normalized Brownian exursion.
We refer to S. N. Evans [21℄ for the rst expliit use of real tree to onstrut random trees (see
also [22, 23℄); the reader interested in appliations to phylogeneti models may onsult the books
of J. Felsenstein [24℄ and of C. Semple and M. Steel [42℄; in a dierent diretion, for appliations
to Super-Brownian motion, see [33, 32℄; see also [29, 11℄ for a study of the Brownian motion on
the Brownian CRT. We refer to the work of J-F. Le Gall and Y. Le Jan [35℄ for the denition
of Lévy trees that are random real trees generalizing Aldous's Brownian CRT; see also [36, 17℄
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for appliation to general superproesses and [15, 18, 19, 20, 44℄ for fratal and probabilisti
properties of Lévy trees. We refer to the work of D. Aldous, J. Pitman and G. Miermont [1, 2, 3℄
for a detailed aount on inhomogeneous ontinuum random trees (inhomogeneous ontinuum
random trees generalize the CRT and they are the possible saling limits of interesting disrete
ombinatorial trees in onnetion with random mappings). See the papers of B. Hass and G.
Miermont [39, 40, 25℄ for fragmentation proesses linked with real trees. Let us also mention
that in [26℄ T. Lyons and B. Hambly use real trees and tree-like paths for rough path integration
theory.
It has been shown by S.N. Evans, J. Pitman and A. Winter in [22℄ that the set of isometry
lasses of ompat real trees endowed with the Gromov-Hausdor distane is a omplete separable
metri spae. However there seems to be no natural way to hoose a representent in a given
isometry lass. This ontrasts with the disrete ase. Indeed, if we onsider a nite ordered
rooted tree that is a nite planar graph without yle with a distinguished vertex, then it is
possible to label its verties with words written with positive integers (see [41℄). More preisely,
set U = {∅}∪
⋃
n≥1(N
∗)n, where N∗ is the set {1, 2, . . .} of positive integers and where ∅ stands
for the empty word; an ordered rooted tree an be viewed as a subset τ of U satisfying the
following onditions:
(i) ∅ ∈ τ and ∅ is alled the root of τ .
(ii) If v = (v1, . . . , vn) ∈ τ then, (v1, . . . , vk) ∈ τ for any 1 ≤ k ≤ n.
(iii) For every v = (v1, . . . , vn) ∈ τ , there exists kv(τ) ≥ 0 suh that (v1, . . . , vn, j) ∈ τ for every
1 ≤ j ≤ kv(τ).
If v = (v1, . . . , vn) ∈ τ , then |v| = n is its height in τ , that is its distane from the root (so we
set |∅| = 0). Observe that U is linearly (or totally) ordered by the lexiographial order denoted
by ≤. If τ is nite, then we an list its verties in an inreasing sequene with respet to the
lexiographial order, namely ∅ = v(0) < v(1) < . . . < v(#τ − 1). We dene the height proess
of τ by
Hn(τ) = |v(n)| , 0 ≤ n < #τ .
Clearly H(τ) haraterizes the tree τ and in partiular for any 0 ≤ m ≤ n < #τ , the youngest
ommon anestor of v(m) and v(n) is situated at height min{Hk(τ);m ≤ k ≤ n}. Thus, the
distane between v(m) and v(n) is given in terms of H(τ) by
dist(v(m), v(n)) = Hm(τ) +Hn(τ)− 2 min
m≤k≤n
Hk(τ).
One of the aim of this paper is to provide a similar oding for ompat real trees and also an
uniqueness result for suh a representation. It turns out that the relevant lass of oding funtions
for ompat real trees are the left-ontinuous with right-limit funtions: suh funtions are alled
aglad funtions in the standard probabilisti terminology (aglad standing for ontinu à gauhe
et ave limite à droite in frenh). We shall explain further why the set of aglad funtions is
the right lass of oding funtions to onsider (see Comment 1.1).
Let us be more spei: for any M ≥ 0, let us denote by HM the set of non-negative aglad
funtions h on [0,M ] suh that h(0) = h(0+) = 0 and h(t) − h(t+) ≥ 0, t ∈ [0,M). The set
3
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H = ∪M≥0HM is alled the set of height funtions and if h ∈ HM , ζ(h) = M is alled the lifetime
of h. Let h ∈ HM . For every s, t ∈ [0,M ], we set
mh(s, t) = inf
r∈[s∧t,s∨t]
h(r)
and
dh(s, t) = h(s) + h(t)− 2mh(s, t).
We an easily show that for any s1, s2, s3, s4 ∈ [0,M ] we get
dh(s1, s2) + dh(s3, s4) ≤ (dh(s1, s3) + dh(s2, s4)) ∨ (dh(s3, s2) + dh(s1, s4)). (3)
In partiular, it implies the triangle inequality by taking s3 = s4. We introdue the equivalene
relation ∼h dened by s ∼h t i dh(s, t) = 0 (or equivalently i h(s) = h(t) = mh(s, t)). Let Th
be the quotient spae
Th = [0,M ]/ ∼h .
The funtion dh indues a distane on Th that is also denoted by dh. Thus, (Th, dh) is a metri
spae satisfying the four points onditions. Denote by ph : [0,M ] −→ Th the anonial projetion.
ph is ontinuous when h is ontinuous and then (Th, dh) is ompat and path-onneted. Now
observe that this onstrution an be done with any non-negative funtion on [0,M ] but the
resulting metri spae may not be path-onneted (take for instane an inreasing funtion with
a unique positive jump). We shall prove in Lemma 2.1 that if h ∈ HM , then (Th, dh) is a ompat
real tree.
Observe that the onstrution of (Th, dh) provides interesting additional strutures:
• Firstly, the onstrution provides a speial vertex ρh = ph(0) alled the root of the tree. Th
an be viewed as family tree and the root as the anestor of the family; it indues a partial
order 4 given by
σ 4 σ′ i σ ∈ [[ρh, σ
′]].
This order is alled the genealogial order assoiated with the rooted tree (Th, dh, ρh).
• Seondly, the onstrution provides a relation ≤h on the tree that is indued by the usual
order on [0,M ]. More preisely,
σ ≤h σ
′
i inf p−1h ({σ}) ≤ inf p
−1
h ({σ
′}).
The relation ≤h is atually a linear (or total) order (antisymmetry is the only non ob-
vious point to prove: to that end use Lemma 2.2). This order is the analogue of the
lexiographial order on disrete rooted ordered trees.
• Thirdly, the onstrution provides a measure µh that is the measure on Th indued by the
Lebesgue measure λ on [0,M ]. More preisely, for any Borel set A in Th:
µh(A) = λ
(
p−1h (A)
)
.
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We all a rooted, linearly ordered and measured ompat real tree a strutured ompat real
tree. In this paper we investigate the problem to know whih of the strutured ompat real trees
an be obtained by suh a onstrution. More preisely, we say that two strutured ompat real
trees (T, d, ρ,≤, µ) and (T ′, d′, ρ′,≤′, µ′) are equivalent i there exists an isometry f from (T, d)
onto (T ′, d′) that preserves roots (i.e. f(ρ) = ρ′), that preserves orders (i.e. f(σ1) ≤
′ f(σ2) as
soon as σ1 ≤ σ2) and that preserves measures (i.e. µ
′ = µ ◦ f−1). Let us introdue notation
σ ∧ σ′ for the branhing point of σ and σ′ that is dened by
[[ρ, σ ∧ σ′]] = [[ρ, σ]] ∩ [[ρ, σ′]] .
Let assume that (T, d, ρ,≤, µ) is equivalent to a strutured tree obtained by the oding via
a height funtion h; of ourse the order and the measure have to satisfy some ompatibility
onditions. More preisely, we laim that neessarily, ≤ and µ have to satisfy the following
onditions:
• (Or1) For any σ1, σ2 in T , if σ1 ∈ [[ρ, σ2]], then σ1 ≤ σ2.
• (Or2) If σ1 ≤ σ2 ≤ σ3, then γ ∈ [[ρ, σ2]] where γ stands for the branhing point of σ1 on
the subtree spanned by ρ, σ2 and σ3, namely:
[[ρ, γ]] = [[ρ, σ1]] ∩ ([[ρ, σ2]] ∪ [[ρ, σ3]]) .
(see Figure 1 and Remark 1.1).
• (Mes) For any distint σ1 and σ2 in T suh that σ1 < σ2, we have
µ({σ ∈ T : σ1 < σ < σ2}) > 0.
This laim shall be proved in Lemma 2.3. A linear order satisfying (Or1) and (Or2) is said to
be ompatible (with the metri and the hoie of a root) and a measure satisfying (Mes) is also
said to be ompatible (with the metri, the root and ≤).
Remark 1.1 If ≤ satises (Or2), then σ1 ≤ σ2 ≤ σ3 implies
d(σ1, σ3) ≥ d(σ2 ∧ σ3, σ3)
and γ = σ1 ∧ σ2. 
Remark 1.2 Observe that if µ satises (Mes), then its topologial support supp(µ) is T . But
the onverse is not true: see Figure 2. 
Remark 1.3 We shall desribe in Proposition 2.6 all the ompatible orders that an be dened
on a given rooted ompat real tree. We also explain in Setion 2.2 that there is a natural
way to pik uniformly at random these ompatible orders. More preisely, on any xed rooted
5
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ρρ
γ γ
σ1 σ′1
σ2σ2 σ3σ3
σ2 ∧ σ3σ2 ∧ σ3
Figure 1: In the rst ase we an nd an order ≤ that satises (Or2) and σ1 < σ2 < σ3, while in the
seond ase, it is not possible to nd an order ≤ that satises (Or2) and σ′
1
< σ2 < σ3.
ompat real tree (T, d, ρ) we shall onstrut a random ompatible order denoted by ≤Sh suh
that for any σ1, . . . , σn distint elements of T , the random ordering indued on {σ1, . . . , σn} by
≤Sh is uniformly distributed among all the distint orderings of {σ1, . . . , σn} indued by linear
orders satisfying (Or1) and (Or2) (see Proposition 2.7 for details). This random order ≤Sh is
alled the uniform random shuing of (T, d, ρ). We shall also prove in Proposition 2.8 that a.s.
any nite Borel measure µ on T whose topologial support is T satises (Mes) with respet to
(T, d, ρ,≤Sh). 
Remark 1.4 Observe that dierent funtions in H may orrespond to the same strutured tree:
onsider for instane h1 ∈ H1 that is the non-dereasing, ontinuous and pieewise linear height
funtion suh that h1(1/3) = h1(2/3) = 1/2 and h1(1) = 1, and dene h2 by
h2(t) = 1[0,1/2](t)h1(2t) + 1(1/2,1](t)h1(2(1− t)).
See Figure 3. First note that h2 ∈ H1 and then observe that h1 and h2 ode the same strutured
ompat real tree (T, d, ρ,≤, µ) where T is [0, 1], d is the usual distane on [0, 1], ρ is 0, ≤ is the
usual order on the line and µ = 2/3λ+1/3δ1/2 (here λ stands for the Lebesgue measure on [0, 1]
and δ1/2 is the Dira mass at 1/2). 
As in the disrete ase where the height proess only visits the verties one in the lexio-
graphial order, we get uniqueness of the oding by requiring that the height fontion baktraks
6
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ρ
σ σ
′
σ ∧ σ′
Figure 2: Assume that σ, σ′ are two distint leaves of the ompat rooted real tree (T, d, ρ) and assume
that a bush is grafted on eah vertex of a dense subset of the subtree T ′ = [[ρ, σ]]∪[[ρ, σ′]]. Thus, T \T ′ (that
is the dashed part of the tree) is dense in T . Then, there exists a nite Borel measure µ whose topologial
support is T and suh that µ(T ′) = 0. Now assume that the bushes grafted on ]]σ∧σ′, σ]] are all on the left
and that the bushes grafted on [[σ ∧ σ′, σ′]] are all on the right so that ]]σ ∧ σ′, σ′[[= {ξ ∈ T : σ < ξ < σ′}.
Now, observe that µ does not satisfy (Mes).
as less as possible. More preisely, let h ∈ H; for any σ ∈ Th, set
ℓ(σ) = inf p−1h ({σ}) and r(σ) = inf{t > ℓ(σ) : ph(t) 6= σ}.
We shall prove in Lemma 2.2 that ph(ℓ(σ)) = σ and the left-ontinuity of h implies that
ph(r(σ)) = σ. So, we all the two sets
F (h) =
⋃
σ∈Th
[ℓ(σ), r(σ)] and S(h) = [0, ζ(h)]\F (h)
resp. the set of times of rst visit and the set of times of latter visit. We shall prove in Lemma
3.7 that F (h) and S(h) are Borel sets of the real line. We introdue the following property:
• (Min) The height funtion h ∈ H is said minimal i λ(S(h)) = 0.
One of the two main results of the paper is the following.
Theorem 1.1 Let (T, d, ρ,≤, µ) be a strutured ompat real tree suh that ≤ satises (Or1)
and (Or2) and suh that µ satises (Mes). There exists a unique h ∈ H satisfying (Min) suh
that (T, d, ρ,≤, µ) and (Th, dh, ρh,≤h, µh) are equivalent.
This theorem is proved in Setion 3.
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Figure 3: h1 and h2 are two funtions oding the same strutured ompat real tree. Observe that
F (h1) = [0, 1] and that F (h2) = [0, 1/2]. Thus, h1 satises (Min) while h2 does not.
Corollary 1.2 Let (T, d) be a rooted ompat real tree. There exists a ontinuous funtion c ∈ H
suh that (Tc, dc) and (T, d) are isometri.
Proof of Corollary 1.2: We rst x a root ρ ∈ T . We an always nd a probability measure
µ whose topologial support is T : onsider for instane a sequene σn, n ≥ 1, that is dense in
(T, d) and dene
µ(dσ) =
∑
n≥1
2−nδσn (dσ) .
As already mentioned in Remark 1.3, we an always nd a linear order ≤ on T suh that the
strutured tree (T, d, ρ,≤, µ) satises (Or1), (Or2) and (Mes). Denote by h the oding height
funtion assoiated with (T, d, ρ,≤, µ) by Theorem 1.1. It implies in partiular that (T, d, ρ,≤)
and (Th, dh, ρh,≤h) are equivalent. We onlude thanks to Lemma 4.2 proved in Setion 4 that
asserts that with any h ∈ H, we an always assoiate a (non-unique) ontinuous c ∈ H suh that
(Th, dh, ρh,≤h) and (Tc, dc, ρc,≤c) are equivalent. 
Remark 1.5 The result of the orollary has been proved independently by J-F. Le Gall [31℄ by
an approximation proedure. 
Comment 1.1 Let (T, d, ρ,≤, µ) be a strutured ompat real tree suh that ≤ satises (Or1)
and (Or2) and suh that µ satises (Mes). Assume that all the mass of µ is on the leaves of T ,
namely
µ(Sk(T )) = 0 . (4)
Let h ∈ H be suh that (Th, dh, ρh,≤h, µh) is equivalent to (T, d, ρ,≤, µ). Sine
p−1h (Lf(T )) ⊂ F (h) ,
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h automatially satises (Min). Consequently, there is a unique height funtion that odes a
strutured ompat real tree (T, d, ρ,≤, µ) that satises (Or1), (Or2), (Mes) and (4). (Let us
mention that it is the ase of the Continuum Random Tree that is oded by the normalized
Brownian exursion (see [4, 34℄)).
We have shown in the proof of Corollary 1.2 that it is always possible to nd a ontinuous
height funtion c ∈ H that odes (T, d, ρ,≤) where ≤ satises (Or1), (Or2). But if we x µ on T
satisfying (Mes), there may be no ontinuous funtion oding the strutured tree (T, d, ρ,≤, µ).
For instane, assume that µ satises (4) and denote by h the unique height funtion that odes
(T, d, ρ,≤, µ); hoose t ∈ (0, ζ(h)) suh that
ph(t) ∈ Lf(Th) and h(t) > 0 .
Dene h′ ∈ H by
h′(s) = 1[0,t](s) h(s) +
1
2
1(t,ζ(h)](s) h(s) .
It is easy to hek that µh′(Sk(Th′)) = 0. Thus, h
′
is the unique height funtion that odes
(Th′ , dh′ , ρh′ ,≤h′ , µh′) and obviously h
′
is not ontinuous at t. 
In view of the previous orollary and of Lemma 4.2 in Setion 4, let us note that there are
many height funtions oding the same ompat real tree. More preisely, let h′ ∈ H and let ϕ
be an inreasing ontinuous mapping from a nite interval [0,M ] onto [0, ζ(h′)]. Then, observe
that the funtion dened by h = h′ ◦ ϕ is in HM and also observe that the two ordered rooted
ompat real trees (Th, dh, ρh,≤h) and (Th′ , dh′ , ρh′ ,≤h′) are equivalent. The time-hange ϕ only
aets the measures µh and µh′ . Of ourse a measure-hange does not always orrespond to a
re-parametrization of the oding funtions: onsider for instane h1 and h2 as in Remark 1.4
and observe that h2 annot be obtained from h1 by a time-hange, while h1 and h2 ode the
same strutured tree (T, d, ρ,≤, µ). However, if we require that the height funtions h and h′
both satisfy (Min), then we an have a preise result explained in the following theorem that is
proved in Setion 3.
Theorem 1.3 Let (T, d, ρ) be a rooted ompat real tree and let ≤ be a linear order satisfying
(Or1) and (Or2). Let µ and µ′ be two nite Borel measures on T that both satisfy (Mes).
Denote by h and h′ the height funtions assoiated with resp. (T, d, ρ,≤, µ) and (T, d, ρ,≤, µ′)
by Theorem 1.1 (h and h′ then satisfy (Min)). Then, there exists a non-dereasing and left-
ontinuous mapping ϕ : [0, µ(T )] → [0,∞) suh that
ϕ(0) = 0 , and h = h′ ◦ ϕ .
Moreover, the following assertions are true:
• (i) The time-hange ϕ is unique i for any σ ∈ T , µ({σ})µ′({σ}) = 0, namely i µ and µ′
do not share any atom.
• (ii) If µ′ has no atom, then ϕ is ontinuous.
• (iii) If µ has no atom, then ϕ is inreasing.
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• (iv) For any t ∈ [0, ζ(h)) suh that ϕ(t) < ϕ(t+),
h′(u) = h(t) , u ∈ [ϕ(t), ϕ(t+)] .
Remark 1.6 Observe that if µ({ρ}) = 0 and µ′({ρ}) > 0, then ϕ(0+) > 0. 
Comment 1.2 If h, h′ ∈ H are as in Theorem 1.3, then h is ontinuous i h′ is ontinuous. As
already mentioned, Lemma 4.2 asserts that any ordered ompat tree (T, d, ρ,≤) an be oded
by a ontinuous height funtion c ∈ H. But the latter observation implies that in ertain ases,
it is impossible to nd suh a ontinuous funtion satisfying (Min). Consider for instane a
Y-shaped tree rooted at the foot of the Y (namely a tree with two leaves and a root distint
from the branhing point of the leaves) equipped with any of the two ompatible orders. This
tree annot be oded by a ontinuous funtion satisfying (Min) (see Figure 4). See Setion 4 for
detailled results about ontinuity properties of height funtions.
More generally, properties of h as a path (i.e. properties that do not depend on any
parametrization of h) only onern (T, d, ρ,≤). In that vein, we prove in Proposition 4.1 that
the total length ℓT (T ) of a ompat real tree (T, d) is nite i there exists a height funtion h
with bounded variation that odes (T, d). 
PSfrag replaements
ρ
σ
σ′
σ ∧ σ′
0 r(σ) t0 ℓ(σ
′)
h
Figure 4: Set t0 = inf{t ∈ (r(σ), ℓ(σ
′)) : h(t) = dh(ρ, σ ∧ σ
′)}. Observe that if h is ontinuous, then
t0 > r(σ) but note that neessarily, (r(σ), t0) ⊂ S(h). Thus, h does not satises (Min).
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Comment 1.3 Observe that if h, h′ ∈ H are as in Theorem 1.3 and if µ and µ′ have no
atom, then there exists a unique inreasing and ontinuous time-hange ϕ mapping [0, ζ(h)]
onto [0, ζ(h′)] and suh that h = h′ ◦ ϕ. 
Comment 1.4 In Aldous's terminology, a ontinuum tree is a rooted ompat real tree (T, d, ρ)
equipped with a probability measure µ that satises the following onditions:
• (CT1) The topologial support of µ is T .
• (CT2) The measure µ is non-atomi.
• (CT3) The measure µ is supported by the set of leaves of T , namely µ(Sk(T )) = 0.
First, let us mention that the denition of a ontinuum tree given here is slightly dierent from
the denition given by Conditions (a), (b), () p. 253 and Assumption (17) p. 265 in [5℄: however
the dierene is inessential for our purpose. Next, observe that (CT1), (CT2), (CT3) imply a
ertain topologial onstraint on (T, d, ρ), namely that the leaves are dense in T :
Lf(T ) = T . (5)
Conversely, if T satises (5), then we an nd a probability measure µ suh that (T, d, ρ, µ) is a
ontinuum tree (See Proposition 4.4).
Let us put the uniform random shuing ≤Sh on (T, d, ρ) and denote by hSh the height funtion
assoiated with (T, d, ρ,≤Sh, µ) by Theorem 1.1. As a diret onsequene of Proposition 4.3 and
Remark 4.2 in Setion 4, a.s. the height funtion hSh is ontinuous and a.s. it is the unique
element of H that odes (T, d, ρ,≤Sh, µ). Moreover, by Theorem 1.3 and Comment 1.3, a.s. for
any µ′ on T satisfying (CT1), (CT2) and (CT3), the height funtion h′Sh oding (T, d, ρ,≤Sh, µ
′)
is obtained from hSh by a unique inreasing ontinuous time-hange ϕ. 
The paper is organized as follows: in Setion 2.1, we desribe all the possible linear orders
satisfying (Or1) and (Or2); in Setion 2.2, we dene the uniform random shuing of a ompat
rooted real tree; in Setion 2.3 we prove topologial properties of ompatible linear orders. Setion
3 is devoted to the proofs of Theorem 1.1 and Theorem 1.3. In the last setion, we disuss speial
properties of height funtions and we make the onnetion with an earlier result of Aldous (namely
Theorem 15 in [5℄) that provides a randomized onstrution of height funtions in the speial
ase of ontinuum trees. We onlude Setion 4 with a probabilisti example illustrating the
eet of order-hange on height funtions.
2 Compatible linear orders.
2.1 Constrution.
Let (T, d, ρ) be a rooted ompat real tree. In this setion we onstrut all ompatible linear
orders on T . But rst, let us prove the following proposition.
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Lemma 2.1 For any h ∈ H, (Th, dh) is a ompat real tree.
Proof: Let us prove that if h is in HM , then (Th, dh) is path-onneted. Reall that ph stands
for the anonial projetion from [0,M ] onto Th; note that ph is not neessary ontinuous; set
ρh = ph(0); let t0 ∈ [0,M ] and set σ = ph(t0); for any s ∈ [0, h(t0)] dene σ(s) = ph(i(s)) where
i(s) is given by
i(s) = sup{t ∈ [0, t0] : h(t) ≤ s} .
Sine h is aglad without positive jump, h(i(s)) = h(i(s)+) = s. Moreover, it is also easy to
hek that
σ(0) = ρ , σ(h(t0)) = σ and dh(σ(s), σ(s
′)) = |s− s′| , s, s′ ∈ [0, h(t0)]. (6)
Thus, (Th, dh) is path-onneted.
Let us prove now that (Th, dh) is ompat. Let σn, n ≥ 1, be a Th-valued sequene; let
tn ∈ [0, ζ(h)] , n ≥ 1, be suh that ph(tn) = σn; we an always nd a monotone subsequene
tkn , n ≥ 1, that onverges to t ∈ [0, ζ(h)] (say). If tkn , n ≥ 1, is non-dereasing, then the
left-ontinuity of h implies that dh(tkn , t) goes to 0 and onsequently,
lim
n→∞
dh(σkn , ph(t)) = 0 .
Assume that tkn , n ≥ 1, is non-inreasing. By denition h(t+) ≤ h(t) and set
t′ = sup{s ∈ [0, t] : h(s) ≤ h(t+)} .
Then observe that dh(tkn , t
′) goes to 0, whih implies that
lim
n→∞
dh(σkn , ph(t
′)) = 0 .
Thus, it proves that (Th, dh) is ompat. Use the four points ondition to omplete the proof of
the lemma. 
Next let us prove that for any h ∈ H, the relation ≤h is an order that satises (Or1), (Or2)
and that the measure µh satisfy (Mes). Reall that
ℓ(σ) = inf p−1h ({σ}) .
We need the following lemma.
Lemma 2.2 For any σ ∈ Th, we have ph(ℓ(σ)) = σ.
Proof: If h is ontinuous at ℓ(σ), then the result is obvious. Assume that h(ℓ(σ)) > h(ℓ(σ)+)
and suppose that ph(ℓ(σ)) 6= σ. Then, by denition of ℓ(σ), there is a dereasing sequene tn,
n ≥ 1, onverging to ℓ(σ) suh that ph(tn) = σ. Then, h(tn) = d(ρ, σ) for any n ≥ 1, and
lim
n→∞
h(tn) = h(ℓ(σ)+) = d(ρ, σ) < h(ℓ(σ)) .
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Set s0 = sup{s ∈ [0, ℓ(σ)) : h(s) ≤ h(ℓ(σ)+)}. Observe that mh(s0, tn) = h(ℓ(σ)+), n ≥ 1. It
implies that ph(s0) = ph(tn) = σ. But learly s0 < ℓ(σ) whih ontradits the denition of ℓ(σ).
Thus, ph(ℓ(σ)) = σ, whih ompletes the proof of the lemma. 
This lemma implies that the relation ≤h is antisymmetri, whih is the only non-obvious
point to justify in order to prove that ≤h is a linear order.
Proposition 2.3 Let h ∈ H. Then, ≤h satises (Or1) and (Or2) and µh satises (Mes).
Proof: Let σ1, σ2 ∈ Th be suh that σ1 ∈ [[ρh, σ2[[. Set
t0 = sup{0 ≤ s ≤ ℓ(σ2) : h(s) ≤ dh(ρh, σ1)}.
Sine h is aglad without negative jump, we get h(t0) = dh(ρh, σ1) = h(t0+). Thus by the
previous lemma
mh(t0, ℓ(σ2)) = h(t0) = dh(ρh, σ1) < dh(ρh, σ2) = h(ℓ(σ2))
and ph(t0) = σ1. Then ℓ(σ1) ≤ t0 < ℓ(σ2). Thus, σ1 ≤h σ2, whih proves that ≤h satises (Or1).
Let us prove that ≤h satises (Or2): let σ1 ≤h σ2 ≤h σ3, whih implies that ℓ(σ1) ≤ ℓ(σ2) ≤
ℓ(σ3) by denition. By the previous lemma, ph(ℓ(σi)) = σi, i ∈ {1, 2, 3}. Consequently,
dh(ρh, σ1 ∧ σ3) = min
ℓ(σ1)≤t≤ℓ(σ3)
h(t) ≤ min
ℓ(σ1)≤t≤ℓ(σ2)
h(t) = dh(ρh, σ1 ∧ σ2) ,
whih implies (Or2).
Let us prove that µh satises (Mes): let σ1 <h σ2. By Lemma 2.2, we get mh(ℓ(σ1), ℓ(σ2)) =
dh(ρh, σ1 ∧ σ2). The left-ontinuity of h implies that there exists t0 ∈ [ℓ(σ1), ℓ(σ2)) suh that
∀t ∈ [t0, ℓ(σ2)] , h(t) > mh(ℓ(σ1), ℓ(σ2)) .
Choose t ∈ (t0, ℓ(σ2)] and set σ = ph(t). Observe that for any s ∼h t and any s
′ ∈ [0, ℓ(σ1)]
mh(s
′, ℓ(σ2)) ≤ mh(ℓ(σ1), ℓ(σ2)) = dh(ρh, σ1 ∧ σ2) < mh(t, ℓ(σ2)) = mh(s, ℓ(σ2)).
It implies that inf p−1h ({σ}) ≥ t0 ≥ ℓ(σ1) and thus σ1 <h σ. Consequently,
(t0, ℓ(σ2)) ⊂ p
−1
h ({σ : σ1 <h σ <h σ2}),
whih implies (Mes) sine t0 < ℓ(σ2). 
Let (T, d, ρ) be a rooted ompat real tree. To avoid trivialities, we assume that T is not a
point. We now onstrut a ompatible linear order on T . To that end we need to introdue some
notation: for any σ ∈ T , we denote by Cσ the set of the onneted omponents of T\{σ} that do
not ontain the root ρ. Observe that Cσ is empty i σ is a leaf. We also introdue the following
set I
I = {∅;N∗; {1, . . . , n} , n ∈ N∗} .
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We think of I as a familly of indexing sets. More preisely, with any σ ∈ T we assoiate Iσ ∈ I
and a bijetion Cσ from Iσ onto Cσ suh that
Cσ = {Cσ(k) , k ∈ Iσ}.
Reall that Br(T ) stands for the set of branhing points of T and that ρ /∈ Br(T ), by onvention.
For any σ ∈ Br(T ) ∪ {ρ} hoose a linear order on Iσ that is denoted by ⊳σ. Set O = {⊳σ , σ ∈
Br(T ) ∪ {ρ}}. We dene a binary relation ⊳o on T in the following way: let σ and σ
′
be two
distint elements of T .
• (Def1) If σ∧σ′ ∈ {σ, σ′} then we set σ⊳oσ
′
if σ ∈ [[ρ, σ′]] and we set σ′⊳oσ if σ
′ ∈ [[ρ, σ]].
• (Def2) If σ∧σ′ /∈ {σ, σ′}, then σ∧σ′ ∈ Br(T )∪{ρ} and there exist two distint integers k
and k′ in Iσ∧σ′ suh that σ ∈ Cσ∧σ′(k) and σ
′ ∈ Cσ∧σ′(k
′); then we set σ⊳oσ
′
if k⊳σ∧σ′ k
′
and σ′⊳oσ if k
′ ⊳σ∧σ′ k.
Proposition 2.4 ⊳o is a linear order satisfying (Or1) and (Or2).
Proof: By denition, for any σ, σ′ in T , we either have σ⊳oσ
′
or σ′⊳oσ so that the relation ⊳o is
linear. Let us prove that ⊳o is antisymmetri. Suppose that σ⊳oσ
′
and σ′⊳oσ; if σ∧σ
′ ∈ {σ, σ′}
then (Def1) easily implies that σ = σ′; suppose that σ ∧ σ′ /∈ {σ, σ′}; then with the notation of
(Def2), we should have k⊳σ∧σ′ k
′
and k′⊳σ∧σ′ k, whih implies that k = k
′
; thus σ and σ′ would
be in the same onneted omponent of T\{σ ∧ σ′}, whih is impossible by denition of σ ∧ σ′.
Let us prove that ⊳o is transitive. Let σ1, σ2, σ3 ∈ T be suh that σ1⊳oσ2 and σ2⊳oσ3. To
avoid trivialities, we assume that σ1 ∧ σ3 /∈ {σ1, σ3} and that σ1 and σ2 are distint. Let γ be
suh that
[[ρ, γ]] = [[ρ, σ1]] ∩ ([[ρ, σ2]] ∪ [[ρ, σ3]]) .
First assume that σ1 ∧ σ2 ∈ [[σ1 ∧ σ3, σ1]]. Then σ2 ∧ σ3 = σ1 ∧ σ3 and σ1 and σ2 are in the same
onneted omponent of Cσ1∧σ3 . There exist two distint integers k and k
′
in Iσ1∧σ3 suh that
σ1, σ2 ∈ Cσ1∧σ3(k) and σ3 ∈ Cσ1∧σ3(k
′) .
By denition, σ2⊳oσ3 implies k ⊳σ1∧σ3 k
′
. Sine σ2 ∧ σ3 = σ1 ∧ σ3, we also get σ1⊳oσ3. In
addition, observe that γ = σ1 ∧ σ2 so that (Or2) is veried.
If we assume next that σ2 ∧ σ3 ∈ [[σ1 ∧ σ3, σ3]], then we an show by similar arguments that
σ1⊳oσ3 and that γ ∈ [[ρ, σ2]].
It remains to onsider the ase σ2 ∧ σ3 ∈ [[ρ, σ1 ∧ σ3[[: if σ2 = σ2 ∧ σ3, then σ2 ∈ [[ρ, σ1]].
By (Def1), it implies σ2⊳oσ1; we have shown that it implies σ2 = σ1 whih ontradits the
assumption that σ1 and σ2 are distint. Thus, σ2 6= σ2 ∧ σ3. Consequently, σ1 and σ3 are in the
same onneted omponent of Cσ2∧σ3 ; so there exist two distint integers k and k
′
in Iσ2∧σ3 suh
that
σ1, σ3 ∈ Cσ2∧σ3(k) and σ2 ∈ Cσ2∧σ3(k
′) .
But σ2⊳oσ3 implies k ⊳σ2∧σ3 k
′
and σ1⊳oσ2 implies k
′ ⊳σ2∧σ3 k, whih rises a ontradition.
Thus, we annot have σ2 ∧ σ3 ∈ [[ρ, σ1 ∧ σ3[[.
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We have proved that ⊳o is a linear order satisfying (Or2). Observe now that (Or1) is a diret
onsequene of (Def1), whih ompletes the proof of the proposition. 
Consider now a ompatible ≤ linear order on (T, d, ρ). Let σ0 ∈ T be suh that T\{σ0} has
at least two onneted omponents C and C ′ that do not ontain the root ρ.
Lemma 2.5 Either σ ≤ σ′ for any σ ∈ C and any σ′ ∈ C ′, whih is denoted by C ≤ C ′; either
σ′ ≤ σ for any σ ∈ C and any σ′ ∈ C ′, whih is denoted by C ′ ≤ C.
Proof: Suppose that we an nd σ1, σ3 ∈ C and σ2 ∈ C
′
suh that σ1 < σ2 < σ3. Let γ be as
in (Or2). We have σ1 ∧ σ3 ∈ C; it implies γ ∈ C. Thus γ /∈ [[ρ, σ2]], whih ontradits (Or2).
Exhange the role of C and C ′ in the previous argument to omplete the proof of the lemma. 
The lemma implies that for any σ ∈ Br(T ) ∪ {ρ}, we an nd a linear order ⊳σ on Iσ suh
that for any k, l ∈ Iσ that satisfy k ⊳σ l, we have Cσ(k) ≤ Cσ(l). Consequently, we have proved
the following proposition.
Proposition 2.6 Any ompatible linear order on (T, d, ρ) is of the form ⊳o, where
O = {⊳σ , σ ∈ Br(T ) ∪ {ρ}}
stands for a ertain hoie of linear orders on the Iσ's , σ ∈ Br(T ) ∪ {ρ}. Moreover, this
representation of ≤ is unique.
As a onsequene of this proposition, two ompatible linear orders are obtained one from
another by re-ordering eah set of indies Iσ , σ ∈ Br(T ) ∪ {ρ}.
2.2 Uniform random shuing of real trees.
In this setion we explain how to pik a ompatible linear order uniformly at random. Let
(Ω,F ,P) be a probability spae on whih all the random variables that we onsider are dened.
Let S be a set. We formally dene a random order ≤ on S as a random mapping F : Ω×(S×S)→
{0, 1} suh that F (ω;σ, σ′) = 1{σ≤σ′}(ω) and suh that ω → F (ω; ·, ·) is (F ,G)-measurable, where
we have set
G = E⊗(S×S) with E = {∅, {0}, {1}, {0, 1}} .
Example 2.1 Consider for instane S = N and denote by O the random uniform order dened
by the following property: for any k1, . . . , kn distint elements of N, the random ordering on
{k1, . . . , kn} indued by O is uniformly distributed among the n! possible ones. O is unique in
distribution and it an be onstruted as follows: let Un, n ∈ N be i.i.d. random variables that
are uniformly distributed on [0, 1]; we set nOm i Un ≤ Um, m,n ∈ N, where ≤ stands here for
the usual order on [0, 1] (see Lemma 10 in [5℄). 
We shall give a similar onstrution for the uniform random ompatible order on a xed rooted
ompat real tree (T, d, ρ) alled the shuing of T : Reall that Br(T ) is at most ountable; let
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{Uσ,k ; σ ∈ Br(T ) ∪ {ρ} , k ∈ Iσ} be a (ountable) family of i.i.d. random variables that are
uniformly distributed on [0, 1]. Dene O = {⊳σ , σ ∈ Br(T ) ∪ {ρ}} by
k ⊳σ l iff Uσ,k ≤ Uσ,l .
We dene the random uniform shuing of T by ≤Sh= ⊳O.
Proposition 2.7 For any σ1, . . . , σn distint elements of T , the random ordering of the set
{σ1, . . . , σn} indued by ≤Sh is uniformly distributed among the orderings of this set indued by
linear orders satisfying (Or1) and (Or2).
Proof: This is a onsequene of the onstrution of ⊳O given in the previous setion and of the
result asserted in Example 2.1. The details are left to the reader. 
Observe that this proposition implies that ≤Sh is unique in distribution. We now prove the
following proposition:
Proposition 2.8 Almost surely, any nite Borel measure µ whose topologial support is T sat-
ises (Mes) with respet to ≤Sh.
Proof: Let µ be a nite Borel measure whose topologial support is T and let σ1 and σ2 be
suh that σ2 /∈ [[ρ, σ1]]. Thus by denition of ≤Sh, P(σ1 <Sh σ2) ≥ 1/2. Let us x ω0 ∈ {ω ∈ Ω :
σ1 <Sh σ2}. There are two ases to onsider: suppose rst that µ(]]σ1 ∧ σ2, σ2[[) > 0; then sine
we have xed ω0 ∈ {ω ∈ Ω : σ1 <Sh σ2}, we get
]]σ1 ∧ σ2, σ2[[⊂ {σ ∈ T : σ1 <Sh σ <Sh σ2},
whih implies that µ ({σ ∈ T : σ1 ≤Sh σ ≤Sh σ2}) is non-zero.
Let us now suppose that µ(]]σ1 ∧ σ2, σ2[[) = 0. Sine the topologial support of µ is T ,
there exists a sequene sn , n ≥ 1, of branhing points in ]]σ1 ∧ σ2, σ2[[ that is dense in this set;
then for any n ≥ 1, denote by kn ∈ Isn the index suh that σ2 ∈ Csn(kn). Fix n ≥ 1, and
take σ ∈ Csn(k) with k ∈ Isn\{kn}. Suppose that σ ≤Sh σ2. Then, Lemma 2.5 implies that
Csn(k) ≤Sh Csn(kn) and sine we have xed ω0 ∈ {ω ∈ Ω : σ1 <Sh σ2}, (Or2) implies that
σ1 <Sh Csn(k). Consequently
µ ({σ ∈ T : σ1 <Sh σ <Sh σ2}) ≥ µ (Csn(k)) > 0 .
Thus, if we x ω0 ∈ {ω ∈ Ω : σ1 <Sh σ2} and if µ ({σ ∈ T : σ1 <Sh σ <Sh σ2}) = 0, then
• (a) µ(]]σ1 ∧ σ2, σ2[[) = 0.
• (b) The denumerable set
{sn , n ≥ 1} = Br(T )∩]]σ1 ∧ σ2, σ2[[
is dense in ]]σ1 ∧ σ2, σ2[[.
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• () For any n ≥ 1, and any k ∈ Isn\{kn}, we have Csn(kn) ≤Sh Csn(k). Thus, by denition
of ≤Sh, it implies that
Usn,kn(ω0) < Usn,k(ω0) , k ∈ Isn\{kn} , n ≥ 1 .
Let σ, σ′ ∈ T suh that σ ∈ [[ρ, σ′[[; for any s ∈ Br(T )∩]]σ, σ′[[, denote by k(s) ∈ Is the index suh
that σ′ ∈ Cs(k(s)). Dene
Aσ,σ′ =
⋂
s∈Br(T )∩]]σ,σ′[[
{ω ∈ Ω : Us,k(s)(ω) < Us,k(ω) , k ∈ Is\{k(s)}},
with the onvention Aσ,σ′ = ∅ if Br(T )∩]]σ, σ
′[[= ∅. Clearly, if # Br(T )∩]]σ, σ′[[= ∞, then
P(Aσ,σ′) = 0. Thus, if we set
B =
⋃
{Aσ,σ′ : σ, σ
′ ∈ Br(T ) ∪ {ρ} : σ ∈ [[ρ, σ′[[ and # Br(T )∩]]σ, σ′[[=∞ } ,
then P(B) = 0 sine Br(T ) is at most ountable. Now observe that (a), (b) and () imply that
{ω ∈ Ω : σ1 <Sh σ2} ∩ {ω ∈ Ω : µ({σ ∈ T : σ1 ≤Sh σ ≤Sh σ2}) = 0} ⊂ B,
whih implies the proposition sine B does not depend on µ, σ1 or σ2. 
2.3 Topologial properties of ompatible linear orders.
In this setion we prove properties of ompatible linear orders that shall be needed in the next
setion. Let ≤ be a ompatible linear order on the rooted ompat tree (T, d, ρ). By Proposition
2.6, ≤ is of the form ⊳O, for a ertain hoie O = {⊳σ, σ ∈ Br(T )∪ {ρ}} of linear orders on the
indexing sets Iσ , σ ∈ Br(T ) ∪ {ρ}.
Let us rst introdue some notation. Fix σ ∈ T . Reall that Cσ = {Cσ(k), k ∈ Iσ} stands
for the set of the onneted omponents of T\{σ} that do not ontain the root. Consider the
onneted omponents of T\[[ρ, σ]] that are grafted on [[ρ, σ[[: by Lemma 2.5, either all the points
of a suh omponent are smaller than σ, either all points of the onneted omponent are greater
than σ. So we denote by C−σ = {C
−
j , j ∈ J
−
σ } the set of onneted omponents grafted on [[ρ, σ[[
that are smaller than σ and we denote by C+σ = {C
+
j , j ∈ J
+
σ } the set of onneted omponents
grafted on [[ρ, σ[[ that are greater than σ. For any j ∈ J±σ we denote by γ
±
j the point of [[ρ, σ[[ on
whih the omponent C±j is grafted. Observe that {γ
±
j } ∪ C
±
j is the losure of C
±
j . Note that
dierent omponents may be grafted on the same point. We thus get
T\[[ρ, σ]] =
⋃
C∈C−σ ∪Cσ∪C
+
σ
C .
Lemma 2.9 The following assertions are true.
• For any j1 ∈ J
−
σ , any k ∈ Iσ and any j2 ∈ J
+
σ , we get
C−j1 ≤ Cσ(k) ≤ C
+
j2
.
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• For any j1, j2 ∈ J
−
σ suh that d(ρ, γ
−
j1
) < d(ρ, γ−j2), we get
C−j1 ≤ C
−
j2
.
• For any j1, j2 ∈ J
+
σ suh that d(ρ, γ
+
j1
) > d(ρ, γ+j2), we get
C+j1 ≤ C
+
j2
.
Proof: This is a diret onsequene of (Def1) and (Def2). 
We onsider the family of subsets of T denoted by Lσ, σ ∈ T , and dened by
Lσ = {σ
′ ∈ T : σ′ ≤ σ}.
These subsets are alled the left sets of T . We rst prove the following proposition.
Proposition 2.10 For any σ ∈ T , Lσ is a ompat set.
Proof: Observe that
T\Lσ =
( ⋃
C∈Cσ
C
)
∪
 ⋃
C+∈C+σ
C+
 .
Thus T\Lσ is an open set, whih proves the proposition. 
Proposition 2.11 Every (≤ )-monotone sequene in T is onvergent.
Proof: Let σn ∈ T , n ≥ 1, be a (≤ )-monotone sequene. Suppose that it has two distint limit
points σ and σ′. Assume that σ < σ′ and hoose σ0 ∈]]σ ∧ σ
′, σ′[[. Denote by C and C ′ the two
distint onneted omponents of T\{σ0} that ontain respetively σ and σ
′
. Note that C also
ontains the root ρ. Sine the sequene is monotone, we an nd n1, n2, n3 ≥ 1, suh that
σn1 < σn2 < σn3 , σn1 , σn3 ∈ C
′ and σn2 ∈ C.
It rst implies that σn1∧σn3 ∈ C
′
. Then observe that [[ρ, σn2 ]] ⊂ C, whih implies that σn2∧σn3 ∈
C and whih ontradits (Or2). Thus, the sequene has only one limit point. 
We rst onsider a non-dereasing sequene σn ∈ T , n ≥ 1, that onverges to σ. We
distinguish three ases:
• Case (I): σn < σ, for all n ≥ 1.
• Case (II): σn = σ, for all suiently large n ≥ 1.
• Case (III): σ < σn, for all suiently large n ≥ 1.
We also set D = {σ′ ∈ T : σn < σ
′ , n ≥ 1}. We prove the following lemma.
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Lemma 2.12 The following assertions are true.
• In Case (I), we get ⋃
n≥1
Lσn = Lσ\{σ} and
⋂
σ′∈D
Lσ′ = Lσ.
• In Case (II), we get ⋃
n≥1
Lσn = Lσ =
⋂
σ′∈D
Lσ′ .
• In Case (III), we get σ /∈ Lf(T ) and
⋃
n≥1
Lσn = Lσ ∪
(⋃
k∈K
Cσ(k)
)
=
⋂
σ′∈D
Lσ′ ,
where we have set
K = {k ∈ Iσ : ∃n ≥ 1 , ∃l ∈ Iσ : σn ∈ Cσ(l) and k ⊳σ l}
if σ ∈ Br(T ) ∪ {ρ} and K = Iσ = {1} if n(σ) = 2.
Proof: Let us rst onsider Case (I): suppose that there exists σ′ suh that σn < σ
′ < σ for all
n ≥ 1. Dene γn by
[[ρ, γn]] = [[ρ, σn]] ∩
(
[[ρ, σ′]] ∪ [[ρ, σ]]
)
.
Then we get γn ∈ [[ρ, σ
′]] by (Or2), whih implies that d(γn, σ) ≥ d(σ ∧ σ
′, σ). Thus, for any
n ≥ 1,
d(σn, σ) = d(σn, γn) + d(γn, σ) ≥ d(σ ∧ σ
′, σ) > 0,
whih rises a ontradition. This prove the rst point of the lemma.
The rst equality in Case (II) is obvious. Suppose there exists σ′′ ∈
⋂
σ′∈D Lσ′\Lσ. Then, σ
′′
is a minimal element of D. But we an always nd ξ ∈ T suh that σ < ξ < σ′′. It implies that
ξ is also a minimal element of D distint from σ′′, whih is absurd sine ≤ is linear. It proves
the seond equality in Case (II).
Let us onsider Case (III): We rst suppose that there are n0 ≥ 1, and j0 ∈ J
+
σ suh that
σn0 ∈ C
+
j0
. Reall that γ+j0 stands for the point of [[ρ, σ[[ on whih the onneted omponent C
+
j0
is grafted. Lemma 2.9 implies that for any n ≥ n0, σn is in a onneted omponent of C
+
σ that
is grafted on a point of [[ρ, γ+j0 ]]. Thus, for all n ≥ n0
d(σn, σ) > d(γ
+
j0
, σ) > 0 ,
whih rises a ontradition. It shows that the sequene σn, n ≥ 1, has no term in any of the
onneted omponents of C+σ . It implies that σ /∈ Lf(T ) and that
⋃
n≥1
Lσn ⊂ Lσ ∪
 ⋃
k∈Iσ
Cσ(k)
 .
19
T. Duquesne. Coding of ompat real trees
By similar arguments we also get
⋃
n≥1
Lσn ⊂ Lσ ∪
(⋃
k∈K
Cσ(k)
)
.
We now prove the reversed inlusion: suppose that there are k0 ∈ Iσ, n0 ≥ 1 and σ
′ ∈ Cσ(k0)
suh that
σn0 ∈ Cσ(k0) and σn < σ
′ , n ≥ 1 .
Then, σn ∈ Cσ(k0) for any n ≥ n0 and by denition of K we get K = {k ∈ Iσ : k⊳σ k0}. Sine
σn0 ≤ σn < σ
′
, (Or2) implies that σn0 ∧ σ
′ ∈ [[σ, σn ∧ σ
′]] and onsequently
d(σn, σ) ≥ d(σn ∧ σ
′, σ) ≥ d(σn0 ∧ σ
′, σ) > 0 ,
whih rises a ontradition. So, it proves that if σn0 ∈ Cσ(k0), then Cσ(k0) ⊂
⋃
n≥1 Lσn . This
implies
Lσ ∪
(⋃
k∈K
Cσ(k)
)
⊂
⋃
n≥1
Lσn ,
and the rst equality of Case (III) follows. Let us prove the seond equality of Case (III): learly,
we have ⋃
n≥1
Lσn ⊂
⋂
σ′∈D
Lσ′ . (7)
Suppose now that there is a point σ′′ in
⋂
σ′∈D Lσ′ suh that σn < σ
′′
for all n ≥ 1. It implies
that σ′′ ∈ D. Sine σ′′ is in
⋂
σ′∈D Lσ′ , we have σ
′′ ≤ σ′, σ′ ∈ D. σ′′ is the minimal point of D
(there is at most one sine the order is linear). Thus, for any ξ ∈ T , if ξ < σ′′, then ξ /∈ D and,
by denition, there exists n0 ≥ 1, suh that ξ ≤ σn0 . This implies⋃
n≥1
Lσn = Lσ′′\{σ
′′} . (8)
But the rst equality of Case (III) implies that
⋃
n≥1 Lσn has to be a ompat set, whih on-
tradits (8). So it proves that there is no point σ′′ in
⋂
σ′∈D Lσ′ suh that σn < σ
′′
for all n ≥ 1.
This, ombined with (7), implies ⋃
n≥1
Lσn =
⋂
σ′∈D
Lσ′ ,
whih ompletes the proof of the Lemma. 
Consider now a non-inreasing sequene σn ∈ T , n ≥ 1 that onverges to σ. Set
G = {σ′ ∈ T : σ′ < σn , n ≥ 1} .
We prove the following lemma.
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Lemma 2.13 We have ⋂
n≥1
Lσn = Lσ ∪
 ⋃
k∈Iσ\K
Cσ(k)
 ,
where we have set
K = {k ∈ Iσ : ∃n ≥ 1 , ∃l ∈ Iσ : σn ∈ Cσ(l) and l ⊳σ k}
if σ ∈ Br(T ) ∪ {ρ}, K = Iσ = ∅ if σ ∈ Lf(T ) and K = Iσ = {1} if n(σ) = 2 (observe that Iσ\K
may be empty). Moreover, if G is non-empty and if σn = σ for all suiently large n, then we
get ⋃
σ′∈G
Lσ′ = Lσ\{σ} ⊂ Lσ =
⋂
n≥1
Lσn .
Otherwise, we get ⋃
σ′∈G
Lσ′ =
⋂
n≥1
Lσn .
Proof: The arguments are similar to those used to prove Lemma 2.12. The details are left to
the reader. 
We shall need the following lemma in Setion 3.
Lemma 2.14 The olletion of sets { ∅ ; T ; Lσ , σ ∈ T } is a π-system that generates the Borel
sigma-eld of T .
Proof: Clearly, {Lσ , σ ∈ T} is losed under nite intersetion. This implies that
{ ∅ ; T ; Lσ , σ ∈ T }
is a π-system. Denote by A the sigma-eld generated by this π-system. Let σ ∈ T . Dedue from
Lemma 2.12 that any onneted omponent of T\{σ} is in A (the details are left to the reader).
Let r > 0 and denote by B(σ, r) the losed ball with radius r and with enter σ. Then,
T\B(σ, r) = {σ′ ∈ T : d(σ, σ′) > r}.
Let C be a onneted omponent of T\B(σ, r). There exists σ0 suh that d(σ, σ0) = r and suh
that C ∪ {σ0} is the losure of C. It implies that C is a onneted omponent of T\{σ0}. Thus,
any onneted omponent C of T\B(σ, r) is in A. So is T\B(σ, r), for any σ ∈ T and any r > 0,
whih easily ompletes the proof of the lemma. 
3 Constrution of the height funtion.
In this setion we prove Theorem 1.1 and Theorem 1.3. Let us onsider a rooted ompat real
tree (T, d, ρ) equipped with a ompatible linear order ≤ and a ompatible measure µ. To avoid
trivialities, we assume that T is not a point. Observe that (Mes) implies
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• (In): For any σ < σ′ we get
µ(Lσ) < µ(Lσ′) .
Let us set M = µ(T ). Observe that
M = sup{µ(Lσ) , σ ∈ T}.
Sine T 6= {ρ}, M is positive. For any t ∈ [0,M ], we dene
Gt = {σ ∈ T : µ(Lσ) ≤ t}.
We use the following notation:
mt = sup
σ∈Gt
µ(Lσ) and Mt = inf
σ∈T\Gt
µ(Lσ),
with the onvention that mt = 0 if Gt = ∅ and that Mt = M if Gt = T . Observe that Gt = T
i t = M . Clearly, mt ≤ t ≤Mt. We also introdue
Dt =
⋂
σ∈T\Gt
Lσ ,
if t < M and Dt = T if t = M . Here is the key lemma used in the proof of Theorem 1.1.
Lemma 3.1 Fix t ∈ [0,M ]. The following assertions are true.
• (i) µ(Gt) = mt and µ(Dt) = Mt.
• (ii) There exist σ− and σ+ suh that σ+ ∈ [[ρ, σ−]] and suh that
− for any non-dereasing sequene σ−n , n ≥ 1, that satises
lim
n→∞
µ(Lσ−n ) = mt
one has
lim
n→∞
d(σ−n , σ−) = 0 and Gt\{σ−} ⊂
⋃
n≥1
Lσ−n ⊂ Gt ;
− for any dereasing sequene σ+n , n ≥ 1, that satises
lim
n→∞
µ(Lσ+n ) = Mt
one has
lim
n→∞
d(σ+n , σ+) = 0 and
⋂
n≥1
Lσ+n = Dt .
• (iii) We also get
Dt\{σ−} ⊂ Gt ⊂ Dt.
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Remark 3.1 There is no non-dereasing sequene σ−n , n ≥ 1 satisfying the ondition of (ii) i
Gt = ∅. In this ase, we set σ− = ρ, by onvention. Note also that is no dereasing sequene σ
+
n
, n ≥ 1 satisfying the ondition of (ii) i Mt = M . In this ase, we set σ+ = σ−, by onvention.
Proof: First note that Gt ⊂ Dt. Suppose that there exists σ˜ ∈ Dt\Gt: then, by denition of
Dt, for any σ
′ ∈ T\Gt, we get σ˜ ≤ σ
′
. Consequently, σ˜ is the minimal element of T\Gt. Observe
next that (In) implies that σ < σ˜ for any σ ∈ Gt. Thus we have proved that
- either T\Gt has no minimal point and then Gt = Dt,
- either T\Gt has a minimal point denoted by σ˜ and then
Gt = Lσ˜\{σ˜} and Dt = Lσ˜. (9)
We distinguish several ases in the proof:
• Case 1: Suppose that there exists σ∗ ∈ Gt suh that mt = µ(Lσ∗). Then, by (In) we get
Gt = Lσ∗ . We rst laim that
Dt = Gt = Lσ∗ . (10)
Clearly Lσ∗ ⊂ Dt. Suppose that there exists σ
′ ∈ Dt\Lσ∗ . Then, σ
′
is the minimal element of
T\Gt. Then by (9), Gt is not ompat, whih rises a ontradition. Then it implies (10) and (i)
and (iii) follow.
Let σ−n , n ≥ 1 be as in the lemma. By Lemma 2.11, it has a limit that we denote by σ−.
We laim that
σ− = σ∗ . (11)
Indeed, by Lemma 2.12, σ− is in the losure of
⋃
n≥1 Lσ−n and sine σ
−
n ∈ Lσ∗ for any n ≥ 1, we
get σ− ∈ Lσ∗ . Suppose that we are in Case (I), Case (II) or Case (III) with σ− /∈ Br(T )∪ {ρ} of
Lemma 2.12. Then, the losure of
⋃
n≥1 Lσ−n is exatly Lσ− and (In) implies that
mt = µ
⋃
n≥1
Lσ−n
 ≤ µ(Lσ−) ≤ µ(Lσ∗) = mt.
Thus, mt = µ(Lσ−) = µ(Lσ∗) and σ− = σ∗ by (In) again.
Assume now that we are in Case (III) of Lemma 2.12 with σ− ∈ Br(T ) ∪ {ρ}. We keep the
same notation. We easily get
⋃
n≥1
Lσ−n =
⋃
n≥1
Lσ−n = Lσ− ∪
(⋃
i∈K
Cσ−(i)
)
⊂ Lσ∗ .
Suppose that σ− 6= σ∗. Then σ− < σ∗. It implies that σ∗ is in T\[[ρ, σ−]]. Let C be the onneted
omponent of T\[[ρ, σ−]] suh that σ∗ ∈ C. Clearly, we get
Lσ− ∪
(⋃
i∈K
Cσ−(i)
)
≤ C .
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Observe that it is always possible to nd σ′ ∈ C suh that σ′ < σ∗. So we get⋃
n≥1
Lσ−n = Lσ− ∪
(⋃
i∈K
Cσ−(i)
)
⊂ Lσ′ ⊂ 6= Lσ∗ .
But (In) implies
mt = µ
⋃
n≥1
Lσ−n
 ≤ µ(Lσ′) < µ(Lσ∗) = mt,
whih is impossible. Consequently, (11) holds and we also have proved that
Lσ−\{σ−} ⊂
⋃
n≥1
Lσ−n ⊂ Lσ− = Gt. (12)
Observe that σ∗ = σ− does not depend on any sequene σ
−
n , n ≥ 1 satisfying the assumptions
of the lemma. Consequently, (12) remains true for any suh sequene. We next laim that
∀σ′ ∈ T\Gt , µ(Lσ′) > Mt . (13)
Indeed, suppose that there is σ′ ∈ T\Gt suh that µ(Lσ′) = Mt. It implies
Mt = µ(Lσ′) > t ≥ mt = µ(Lσ−) .
Thus, σ− < σ
′
by (In). But we an always nd σ′′ suh that σ− < σ
′′ < σ′. Sine Gt = Lσ− , it
implies that σ′′ ∈ T\Gt and then by (In)
Mt ≤ µ(Lσ′′) < µ(Lσ′) = Mt,
whih is impossible. Therefore (13) holds.
Let σ+n , n ≥ 1, satisfying the assumptions of the lemma. By Lemma 2.13, it has a limit that
we denote by σ+. Let σ
,+
n , n ≥ 1, satisfying the same assumptions. (13) implies that for any
n ≥ 1,
µ(Lσ+n ) and µ(Lσ,+n ) > Mt and limn→∞
µ(Lσ+n ) = limn→∞
µ(Lσ,+n ) = Mt.
So, by (In) we an onstrut a sequene σ,,+n , n ≥ 1, that also satises the assumptions of the
lemma and suh that it ontains an innite number of terms of the two sequenes σ+n , n ≥ 1,
and σ,+n , n ≥ 1. Lemma 2.13 implies that σ
,,+
n , n ≥ 1, is onvergent. Therefore the limit of σ
,+
n
, n ≥ 1 has to be also σ+. Thus, σ+ does not depend on a hoie of a sequene satisfying the
assumptions of the lemma.
Let us x suh a sequene σ+n , n ≥ 1. We laim that
Dt =
⋂
n≥1
Lσ+n . (14)
Indeed, observe rst that
Dt ⊂
⋂
n≥1
Lσ+n .
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Suppose that there is σ′ ∈
⋂
n≥1 Lσ+n \Dt. Then, we have µ(Lσ+n ) ≥ µ(Lσ′) for any n ≥ 1. It
implies that Mt ≥ µ(Lσ′), whih atually implies Mt > µ(Lσ′) by (13). Thus, σ
′
is in Gt. But,
it implies
Lσ′ ⊂
⋂
T\Gt
Lσ = Dt,
whih rises a ontradition. Consequently (14) holds true.
To omplete the proof of the lemma in the rst ase, it remains to prove that σ+ ∈ [[ρ, σ−]]:
we learly have
Lσ+ ⊂
⋂
n≥1
Lσ+n = Dt.
Thus, µ(Lσ+) ≤ Mt, whih atually implies µ(Lσ+) < Mt by (13) and we get σ+ ∈ Gt = Lσ− .
Observe now that σ+ ∈ T\Lσ− as the limit of the σ
+
n 's. Thus,
σ+ ∈ Lσ− ∩ T\Lσ− ⊂ [[ρ, σ−]],
whih ompletes the proof of the lemma in Case 1.
• Case 2: We now suppose
∀σ′ ∈ Gt , µ(Lσ′) < mt . (15)
By arguments similar to those used to prove uniqueness for σ+ in Case 1, we prove that there
exists σ− ∈ T suh that any non-dereasing sequene σ
−
n , n ≥ 1, that satises the assumptions
of the lemma onverges to σ−.
Consider suh a sequene σ−n , n ≥ 1, and note that⋃
n≥1
Lσ−n ⊂ Gt .
Suppose there exists σ′ ∈ Gt\
⋃
n≥1 Lσ−n . Then for any n ≥ 1, µ(Lσ′) ≥ µ(Lσ−n ) and we get
µ(Lσ′) ≥ mt, whih ontradits (15). Consequently,⋃
n≥1
Lσ−n = Gt . (16)
We distinguish two subases whether it exists σ∗ ∈ T\Gt suh that µ(Lσ∗) = Mt or not.
− Case 2.1: Suppose there exists suh a σ∗ ∈ T\Gt. Then σ∗ is the minimal element of T\Gt
and by (9) we get
Dt = Lσ∗ and Gt = Lσ∗\{σ∗} (17)
and we get
σ˜ = σ∗ = σ− . (18)
Assume that there exists σ+n , n ≥ 1, a dereasing sequene satisfying assumptions of the lemma.
It has a limit denoted by σ+. By previously used arguments, we an prove that any dereasing
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sequene satisfying assumptions of the lemma onverges to σ+. Reall that we have Dt = Lσ∗ =
Lσ− . Suppose that there is σ
′ ∈
⋂
n≥1 Lσ+n \Dt. Then we get by (In)
Mt = µ(Lσ−) < µ(Lσ′) ≤ µ
⋂
n≥1
Lσ+n
 = Mt,
whih is absurd. It implies Dt = Lσ∗ = Lσ− =
⋂
n≥0 Lσ+n . By (17) and by the form of
⋂
n≥1 Lσ+n
given by Lemma 2.13, either σ− = σ+, either σ− is in a onneted omponent of T\{σ+} that
does not ontain the root. Thus, it shows
σ+ ∈ [[ρ, σ−]] ,
whih ompletes the proof of the lemma in Case 2.1.
− Case 2.2: We suppose that (13) holds. By arguments similar to those used previously, we
prove that there exists σ+ ∈ T suh that any dereasing sequene σ
+
n , n ≥ 1, that satises the
assumptions of the lemma onverges to σ+. Consider suh a sequene σ
+
n , n ≥ 1. We laim that
Dt =
⋂
n≥1
Lσ+n = Gt . (19)
First note that Dt ⊂
⋂
n≥1 Lσ+n . If σ ∈
⋂
n≥1 Lσ+n , then µ(Lσ) ≤ µ(Lσ+n ) for any n ≥ 1. So
µ(Lσ) ≤Mt and thus, σ ∈ Gt by (13). But learly Gt ⊂ Dt, whih ompletes the proof of(19) .
It remains to prove
σ+ ∈ [[ρ, σ−]] . (20)
First, observe that by (19), σ+ ∈ Gt. But it is the limit of the σ
+
n 's that are in T\Gt. Thus,
σ+ ∈ T\Gt ∩Gt .
Reall (16). Then by Lemma 2.12. Dedue that
T\Gt ∩Gt ⊂ [[ρ, σ−]] ,
whih implies (20) and the proof of the lemma is ompleted. 
Denition 3.1 (Exploration mapping assoiated with µ) For any t ∈ [0,M ], we set φ(t) = σ−,
where σ− is dened by Lemma 3.1 and Remark 3.1.
Lemma 3.2 The exploration mapping φ is left-ontinuous with right-limits. Moreover, φ(0+) =
ρ and for any t ∈ [0,M), φ(t+) ∈ [[ρ, φ(t)]].
Proof: Fix t ∈ (0,M ]. We rst prove that φ is left-ontinuous at t. We dene t0 by
t0 = sup {µ(Lσ) , σ ∈ T : µ(Lσ) < t} .
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Reall that
mt = sup {µ(Lσ) , σ ∈ T : µ(Lσ) ≤ t} .
We distinguish three ases:
- Case 1: t0 < mt. Then, learly t = mt = µ(Lφ(t)) and Gt = Lφ(t). Next observe that for
any s ∈ [t0, t), Gs = Lφ(t)\{φ(t)} and thus φ(s) = φ(t), whih implies that φ is left-ontinuous
at t.
- Case 2: t0 = mt < t. If s ∈ [mt, t], then ms = mt and φ(s) = φ(t), whih also implies that
φ is left-ontinuous at t.
- Case 3: t0 = mt = t. Thus we an nd an inreasing sequene σ
−
n , n ≥ 1, onverging
to σ− = φ(t) and suh that limn→∞ µ(Lσ−n ) = t. Let tk , k ≥ 1, be any inreasing sequene of
[0,M ] onverging to t. We rst laim that
lim
k→∞
mtk = t . (21)
Clearly mtk ≤ tk < t. Set t
−
n = µ(Lσ−n ). By denition, t
−
n = mt−n . Sine t
−
n < t, then for any
n ≥ 1, we an nd kn ≥ 1, suh that t
−
n ≤ tkn , whih implies that mt−n = t
−
n ≤ mtkn . Thus, (21)
follows sine limn→∞mt−n = mt = t.
Without loss of generality we an assume that the sequene mtk , k ≥ 1, is inreasing. Use
Lemma 3.1 at eah tk to nd a sequene γk , k ≥ 1, suh that
d(γk, φ(tk)) ≤ 2
−k and 0 ≤ mtk − µ(Lγk) < 2
−k ∧
(
mtk − µ(Lγk−1)
)
(22)
(observe that strit inequality is possible beause mtk−1 < mtk). Then, we get
µ(Lγk−1) < µ(Lγk) ≤ mt = t ,
whih implies that γk , k ≥ 1, is an inreasing sequene of Gt. Moreover by (21), we get
limk→∞ µ(Lγk) = t = mt. Lemma 3.1 implies that limk→∞ d(γk, φ(t)) = 0 and, by denition
of the sequene γk , k ≥ 1, it implies that limk→∞ d(φ(tk), φ(t)) = 0. This proves that φ is
left-ontinuous at t in Case 3.
Existene of right-limits of φ at t ∈ [0,M) is treated similarly: if t < Mt, then for any
s ∈ [t,Mt), we learly have ms = mt, Ms = Mt and φ(s) = φ(t). Thus, φ has a right-limit at t,
whih is φ(t).
If we now assume that Mt = t, then we an nd a dereasing sequene σ
+
n , n ≥ 1, onverging
to σ+ and suh that limn→∞ µ(Lσ+n ) = Mt = t. Let tk , k ≥ 1, be any dereasing sequene of
(0,M ] onverging to t. Set t+n = µ(Lσ+n ) , n ≥ 1. We an nd two inreasing subsequenes of
indies n(1, k) , n(2, k), k ≥ 1 suh that
t+n(1,k+1) = µ(Lσ+
n(1,k+1)
) < tn(2,k) < t
+
n(1,k) = µ(Lσ+
n(1,k)
) .
Consequently
t+n(1,k+1) ≤ mtn(2,k) ≤Mtn(2,k) ≤ t
+
n(1,k) . (23)
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It implies that mtk , k ≥ 1 onverges to t. Without loss of generality we an assume that mtk ,
k ≥ 1 is a dereasing sequene. Use Lemma 3.1 at eah tk to nd a sequene γk , k ≥ 1 suh
that
d(γk, φ(tk)) ≤ 2
−k and 0 ≤ mtk − µ(Lγk) < 2
−k ∧
(
µ(Lγk−1)−mtk
)
. (24)
Then, by (23) and (24)
t < mtk+1 < µ(Lγk) < µ(Lγk−1) ≤ mtk−1 ,
whih implies that γk , k ≥ 1 is a dereasing sequene of T\Gt suh that limk→∞ µ(Lγk) = Mt = t.
Lemma 3.1 implies limk→∞ d(γk, σ+) = 0. By denition of the sequene γk , k ≥ 1, it implies
that limk→∞ d(φ(tk), σ+) = 0. This proves that φ has a right-limit at t and also that φ(t+) = σ+,
where σ+ is the point assoiated with t as dened in Lemma 3.1.
It remains to prove that φ is right-ontinuous at 0. If µ({ρ}) > 0, then M0 > 0 = m0 and we
are in Case 1 or in Case 2. Assume that µ({ρ}) = 0. Fix a sequene tk, k ≥ 1 that dereases to
0. Let σn, n ≥ 1, be a dereasing sequene of T suh that {ρ} =
⋂
n≥1 Lσn . (In) implies that
lim
n→∞
µ(Lσn) = µ({ρ}) = 0 .
Let n ≥ 1. For all suiently large k we get tk < µ(Lσn), whih implies that φ(tk) ∈ Dtk ⊂ Lσn .
Then any limit point γ of the sequene φ(tk) , k ≥ 1, is in Lσn , for any n ≥ 1. This implies
that ρ is the only limit point of the sequene φ(tk) , k ≥ 1 and the proof of the lemma is now
ompleted. 
Let us set
h(t) = d(ρ, φ(t)) , t ∈ [0,M ].
Clearly h is left-ontinuous with right-limit; we also have h(0) = h(0+) = 0. Reall that
φ(t) = σ− and that if φ(t) 6= φ(t+), then φ(t+) = σ+ with the notation of Lemma 3.1. Sine
σ+ ∈ [[ρ, σ−]], we get h(t+) ≤ h(t) (note that if φ(t) = φ(t+), then φ(t+) is not neessarily equal
to σ+). Thus, h is in HM .
Proposition 3.3 There exits an isometry h from (Th, dh) onto (T, d) suh that (ρh) = ρ and
suh that
ξ1 ≤h ξ2 =⇒ h(ξ1) ≤ h(ξ2) .
Proof: We rst laim that for any t1 < t2 < t3 in [0,M ],
d(ρ, φ(t2)) ≥ d(ρ, φ(t1) ∧ φ(t3)) . (25)
First observe that if t2 ∈ [mt1 ,Mt1), then learly φ(t2) = φ(t1). By left-ontinuity, we also get
φ(Mt1) = φ(t1). Similarly, if t2 ∈ [mt3 ,Mt3 ], then φ(t2) = φ(t3) . Consequently, (25) holds for
any t2 ∈ [mt1 ,Mt1 ] ∪ [mt3 ,Mt3 ].
Let us assume that Mt1 < t2 < mt3 , whih implies
mt1 < mt2 < mt3 . (26)
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By Lemma 3.1, we an nd three non-dereasing sequenes σ−n (i) , n ≥ 1, i ∈ {1, 2, 3} suh that
σ−n (i) ∈ Gti , limn→∞
d(σ−n (i), φ(ti)) = 0 , limn→∞
µ(Lσ−n (i)) = mti .
Inequality (26) implies that for all suiently large n, µ(Lσ−n (1)) < µ(Lσ−n (2)) < µ(Lσ−n (3)) and
by (In)
σ−n (1) < σ
−
n (2) < σ
−
n (3) . (27)
Set σ0 = φ(t1) ∧ φ(t3) and let γ be suh that
[[ρ, γ]] = [[ρ, φ(t2)]] ∩ ([[ρ, φ(t1)]] ∪ [[ρ, φ(t3)]]) .
Suppose that γ ∈ [[ρ, σ0[[. Then φ(t2) ∧ φ(t3) = φ(t2) ∧ φ(t1) = γ. Then φ(t2) ∧ σ0 = γ. Now
observe that for any σ ∈ T
2d(σ ∧ σ0, σ0) = d(σ0, σ) + d(ρ, σ0)− d(σ, ρ) .
Thus, the appliation σ → d(σ ∧ σ0, σ0) is ontinuous. Consequently, for all suiently large n
d(σ−n (2) ∧ σ0, σ0) >
2
3
d(γ, σ0) and d(σ
−
n (i) ∧ σ0, σ0) <
1
3
d(γ, σ0) , i ∈ {1, 3} . (28)
Let γn be suh that
[[ρ, γn]] = [[ρ, σ
−
n (1)]] ∩
(
[[ρ, σ−n (2)]] ∪ [[ρ, σ
−
n (3)]]
)
.
(28) implies that for all suiently large n, the point γn is not in [[ρ, σ
−
n (2)]], whih ontradits
(27) by (Or2). Then, γ /∈ [[ρ, σ0[[ and γ is neessarily in [[φ(t1), φ(t3)]]. Then, we get
d(ρ, φ(t2)) = d(ρ, σ0) + d(γ, σ0) + d(γ, φ(t2)),
whih implies (25).
We keep notation σ0 = φ(t1) ∧ φ(t3) and we now prove that
inf
t∈[t1,t3]
d(ρ, φ(t)) = d(ρ, σ0) . (29)
To avoid triviality we suppose that σ0 /∈ {φ(t1), φ(t3)}. By Lemma 3.1 and the form of Dt1 and
Gt3 given by Lemmas 2.12 and 2.13 we get Dt1 ⊂ Gt3 , whih implies that φ(t1) < φ(t3). Let σn,
n ≥ 1, be a sequene in ]]σ0, φ(t3)]] that dereases to σ0. By Lemma 3.1 and the form of Dt1 and
Gt3 given by Lemma 2.12 and Lemma 2.13, we get for all n ≥ 1,
Dt1 ⊂ 6= Lσn ⊂ 6= Gt3 .
Set sn = µ(Lσn) , n ≥ 1. The previous observation implies that for any n ≥ 1,
t1 ≤Mt1 ≤ sn ≤ mt3 ≤ t3 .
Set t = µ(
⋂
n≥1 Lσn) = limn→∞ sn. Then t ∈ [t1, t3]. Next, by denition of φ, we have φ(sn) =
σn. Sine the sequene sn , n ≥ 1, dereases to t, we get φ(t+) = σ0. This, ombined with (25)
implies (29).
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Now observe that (29) easily implies that for any s, t ∈ [0,M ],
d(φ(s), φ(t)) = h(s) + h(t)− 2 inf
u∈[s∧t,s∨t]
h(u) = dh(s, t) . (30)
Reall that ph stands for the anonial projetion from [0,M ] to Th. It implies that if ph(s) =
ph(t), then φ(s) = φ(t). Thus, it makes sense to dene h : Th → T by h(ξ) = φ(s) for any
s ∈ p−1h ({ξ}). Then (30) implies that h is an isometry from (Th, dh) onto (T, d). Moreover we
get h(ρh) = ρ.
It remains to prove that h is inreasing: let σ ∈ T\{ρ}. It is always possible to nd an
inreasing sequene σ−n , n ≥ 1, that onverges to σ. Lemma 2.12 Case (I) implies that⋃
n≥1
Lσ−n = Lσ\{σ}
and thus
lim
n→∞
µ
(
Lσ−n
)
= µ (Lσ\{σ}) .
Lemma 3.1 implies that φ(µ(Lσ\{σ})) = σ. Now observe that if φ(t) = σ, then Lemma 3.1
easily implies that
Lσ\{σ} ⊂ Gt .
Thus,
µ (Lσ\{σ}) ≤ µ(Gt) = mt ≤ t .
It proves that for any σ ∈ T
inf φ−1({σ}) = µ(Lσ\{σ}) . (31)
Consequently, if σ1 < σ2, then
inf φ−1({σ1}) = µ(Lσ1\{σ1}) ≤ µ(Lσ1) ≤ µ(Lσ2\{σ2}) = inf φ
−1({σ2}) .
Apply this inequality to σ1 = h(ξ1) and σ2 = h(ξ2) and observe that
inf φ−1({σi}) = inf p
−1
h ({ξi}) , i ∈ {1, 2}
to omplete the proof of the proposition. 
We next prove the following proposition.
Proposition 3.4 We have µ = µh ◦ 
−1
h . Furthermore the funtion h satises (Min).
Proof: We rst introdue some notation. Fix σ ∈ T and reall notation Cσ and C
+
σ from Setion
2.3. By Lemmas 2.5 and 2.9, all the onneted omponents in Cσ and C
+
σ an be ordered by ≤.
Dene the following olletion Σσ of families of onneted omponents:
Σσ =
{
S ⊂ Cσ ∪ C
+
σ : ∀C ∈ S , ∀C
′ ∈ Cσ ∪ C
+
σ : (C
′ ≤ C) =⇒ (C ′ ∈ S)
}
.
We next dene the two following sets of real numbers:
Aσ =
{
µ(Lσ) +
∑
C∈S
µ(C) , S ∈ Σσ
}
and Bσ =
{
µ(Lσ) +
∑
C∈S∩Cσ
µ(C) , S ∈ Σσ
}
.
We rst prove the following lemma
30
T. Duquesne. Coding of ompat real trees
Lemma 3.5 For any σ ∈ T , one has
F (h) ∩ φ−1({σ}) = [µ(Lσ\{σ}), µ(Lσ)] , (32)
S(h) ∩ φ−1({σ}) ⊂ Bσ\{µ(Lσ)} , (33)
and
φ−1([[ρ, σ]]) ∩ (µ(Lσ),M ] ⊂ (Aσ\{µ(Lσ)}) ∩ S(h) . (34)
Proof: For any t ∈ [µ(Lσ\{σ}), µ(Lσ) ), we get mt = µ(Lσ\{σ}) andMt = µ(Lσ); the denition
of φ and (31) imply that
[µ(Lσ\{σ}), µ(Lσ)] ⊂ F (h) ∩ φ
−1({σ}) . (35)
Let t ∈ φ−1({σ}) ∩ (µ(Lσ) , M ]. Thus
µ(Lσ) ≤ mt ≤ t ≤Mt . (36)
Let σ−n , n ≥ 1 be a non-dereasing sequene suh that
lim
n→∞
µ(Lσ−n ) = mt .
Then Lemma 3.1 implies that limn→∞ d(σ
−
n , σ) = 0 and
Dt\{σ} = Gt\{σ} ⊂
⋃
n≥1
Lσ−n ⊂ Gt ⊂ Dt . (37)
Suppose that the sequene σ−n , n ≥ 1 orresponds to Case (I) or Case (II) in Lemma 2.12. Then
(37) implies
Gt\{σ} = Dt\{σ} = Lσ\{σ} .
It implies that Mt = µ(Dt) ≤ µ(Lσ), whih ontradits (36). Then, σ
−
n , n ≥ 1 orresponds to
Case (III) in Lemma 2.12. Consequently
Dt = Gt = Lσ ∪
(⋃
k∈K
Cσ(k)
)
, (38)
with the same denition of K ⊂ Iσ as in Lemma 2.12. Thus it implies
mt = µ(Gt) = µ(Dt) = Mt = t .
Set S = {Cσ(k) , k ∈ K}. The denition of K in Lemma 2.12 implies that S ∈ Σσ. Thus,
t = µ(Gt) = µ(Lσ) +
∑
k∈K
µ(Cσ(k)) ∈ Bσ\{µ(Lσ)} .
Let k0 ∈ K and σ
′ ∈ Cσ(k0). Observe that
Lσ ⊂ Lσ′ ⊂ Gt .
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Set t′ = µ(Lσ′). Then µ(Lσ) < t
′ ≤ t and φ(t′) = σ′ 6= σ. It implies that t ∈ S(h). It ompletes
the proof of (32) and (33).
Let us prove (34). First note that
φ−1([[ρ, σ[[) ∩ (µ(Lσ) , M ] ⊂ S(h)
and (33) implies that φ−1({σ}) ∩ (µ(Lσ) , M ] ⊂ S(h) . Thus
φ−1([[ρ, σ]]) ∩ (µ(Lσ) , M ] ⊂ S(h) .
Let t ∈ (µ(Lσ) , M ] be suh that h(t) = σ
′ ∈ [[ρ, σ[[. Then t ∈ φ−1({σ′}) ∩ S(h). By (33), it
implies that t ∈ Bσ′\{µ(Lσ′)}. Then there exists S
′ ∈ Σσ′ suh that
t = µ(Lσ′) +
∑
C′∈S′
µ(C ′) . (39)
Sine σ′ ∈ [[ρ, σ[[, there is C0 ∈ S
′
suh that σ ∈ C0. Reall from Setion 2.3 notation C
+
j and
γ+j , j ∈ J
+
σ and set
A = {C+j , j ∈ J
+
σ : d(σ, γ
+
j ) < d(σ, σ
′)}
and
B = {C+j , j ∈ J
+
σ : d(σ, γ
+
j ) = d(σ, σ
′) and C+j ∈ S
′} .
Observe that Cσ ∪A ∪B ∈ Σσ and that
Lσ′ ∪
( ⋃
C′∈S′
C ′
)
= Lσ ∪
 ⋃
k∈Iσ
Cσ(k)
 ∪( ⋃
C′′∈A∪B
C ′′
)
.
It implies that t ∈ Aσ\{µ(Lσ)} and it ompletes the proof of the lemma. 
Observe that by (31), we get φ(t) ≤ σ for any t ∈ [0, µ(Lσ\{σ})]. If σ
′ ∈ C with C ∈ C−σ ,
then we get
Lσ′ ∪
 ⋃
C′∈Cσ′
C ′
 ⊂ Lσ\{σ} . (40)
Thus, by (33) applied to σ′ we get
supφ−1({σ′}) ≤ µ(Lσ′) +
∑
C′∈Cσ′
µ(C ′)
and (40) implies
supφ−1({σ′}) ≤ µ(Lσ\{σ}) .
Consequently,
φ−1 (Lσ\[[ρ, σ]]) =
⋃
C∈C−σ
φ−1 (C) ⊂ [0, µ(Lσ\{σ})] .
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This, ombined with (34), implies that
[0, µ(Lσ)] ⊂ φ
−1(Lσ) ⊂ [0, µ(Lσ)] ∪Aσ . (41)
We need the following lemma.
Lemma 3.6 For any σ ∈ T , Aσ is a Lebesgue null set.
Proof: First observe that
µ(Lσ) = inf Aσ ≤ supAσ = µ(Lσ) +
∑
C∈Cσ∪C
+
σ
µ(C) = µ(T ) = M .
Set for any C ∈ Cσ ∪ C
+
σ , S(C) = {C
′ ∈ Cσ ∪ C
+
σ : C
′ < C}. Clearly S(C) and S(C) ∪ {C} are
in Σσ. Thus, the real numbers a(C) and b(C) given by
a(C) = µ(Lσ) +
∑
C′∈S(C)
µ(C ′) and b(C) = µ(C) + a(C)
are in Aσ. Observe now that Aσ ∩ (a(C), b(C)) = ∅, where Aσ stands for the losure of the set
Aσ. Thus ⋃
C∈Cσ∪C
+
σ
( a(C), b(C) ) ⊂ [µ(Lσ), µ(T ) ]\Aσ . (42)
Note that
λ
 ⋃
C∈Cσ∪C
+
σ
( a(C), b(C) )
 = ∑
C∈Cσ∪C
+
σ
µ(C) = µ(T )− µ(Lσ) .
Thus, (42) implies that λ(Aσ) = 0, whih ompletes the proof of the lemma. 
The previous lemma and (41) imply that for any σ ∈ T ,
λ
(
φ−1(Lσ)
)
= µ(Lσ) .
Thus, µ = λ ◦ φ−1 by Lemma 2.14. Consequently µ = µh ◦ 
−1
h , by denition of h.
Lemma 3.7 For any h ∈ H, the set of times of rst visit F (h) and the set of times of latter
visit S(h) are Borel sets of the line.
Proof: As already notied, we have p−1h (Lf(Th)) ⊂ F (h). Thus,
S(h) ⊂ p−1h (Sk(Th)) . (43)
Let t ∈ [0, ζ(h)]. We set
Et =
{
s ∈ [t, ζ(h)] : h(s) = inf
t≤u≤s
h(u) and h(s) < h(t)
}
.
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Clearly, Et is a (possibly empty) Borel set of the line. Suppose that Et 6= ∅. Let s ∈ Et. Set
ℓ = sup{u ≤ t : h(u) ≤ h(s)}. Then
h(ℓ) = h(s) = inf
ℓ≤u≤s
h(u) ,
that is ph(ℓ) = ph(s). Now observe that sine h(t) > h(s), ph(t) 6= ph(s). Thus, s ∈ S(h) sine
ℓ < t ≤ s. So we get
Et ⊂ S(h) .
Let tn, n ≥ 1, be a sequene that is dense in [0, ζ(h)] and let s ∈ S(h). Then, there exists
s′ < s suh that ph(s
′) = ph(s). Sine ph(s) is not a leaf, there exists tn ∈ (s
′, s) suh that
h(tn) > h(s). Then
h(s) = inf
tn≤u≤s
h(u) < h(tn) ,
whih implies that s ∈ Etn . We thus have proved that
S(h) =
⋃
n≥1
Etn , (44)
whih implies the lemma. 
It remains to prove that h satises (Min). Observe that for any t ∈ [0, ζ(h)], one has
Et ⊂ φ
−1([[ρ, ph(t)]]) ∩ (µ(Lph(t)),M ] ⊂ Aph(t) .
Then (44) implies
S(h) ⊂
⋃
n≥1
Aph(tn) ,
whih implies (Min) by Lemma 3.6. This ompletes the proof of the proposition. 
The following proposition ompletes the proof of Theorem 1.1.
Proposition 3.8 Let h1, h2 be two funtions in H that satisfy (Min) and suh that the two
strutured trees
(Th1 , dh1 , ρh1 ,≤h1 , µh1) and (Th2 , dh2 , ρh2 ,≤h2 , µh2)
are equivalent. Then, h1 = h2.
Proof: To simplify notation we assume that
(Th1 , dh1 , ρh1 ,≤h1 , µh1) = (Th2 , dh2 , ρh2 ,≤h2 , µh2) = (T, d, ρ,≤, µ).
First observe that ζ(h1) = ζ(h2) = µ(T ) = M . Set for any σ ∈ T and for i ∈ {1, 2}
ℓi(σ) = inf p
−1
hi
({σ}) and ri(σ) = inf{t > ℓi(σ) : phi(t) 6= σ}
and reall that by Lemma 2.2, phi(ℓi(σ)) = σ. By denition, if σ
′ < σ, then ℓi(σ
′) < ℓi(σ), for
i ∈ {1, 2}. Thus
phi ([0, ℓi(σ))) = Lσ\{σ} , σ ∈ T , i ∈ {1, 2}. (45)
34
T. Duquesne. Coding of ompat real trees
Observe that
phi ([ℓi(σ), ri(σ)]) = {σ} , σ ∈ T , i ∈ {1, 2}. (46)
Let t ∈ (ri(σ),M ] be suh that phi(t) ∈ Lσ; observe that t is neessarily a time of latter visit.
Thus,
p−1hi (Lσ) ∩ (ri(σ),M ] ⊂ S(hi) , σ ∈ T , i ∈ {1, 2}. (47)
Then (45), (46) and (47) imply for i ∈ {1, 2}
[0, ℓi(σ)) ⊂ p
−1
hi
(Lσ\{σ}) ⊂ [0, ℓi(σ)) ∪ S(hi) and [0, ri(σ)] ⊂ p
−1
hi
(Lσ) ⊂ [0, ri(σ)] ∪ S(hi).
Consequently,
µ(Lσ\{σ}) = λ
(
p−1hi (Lσ\{σ})
)
= ℓi(σ) and µ(Lσ) = λ
(
p−1hi (Lσ)
)
= ri(σ),
sine h1 and h2 satisfy (Min). (46) then implies that h1 and h2 oinide on the set
F (h1) = F (h2) =
⋃
σ∈T
[µ(Lσ\{σ}), µ(Lσ)]
that is a set of full Lebesgue measure in [0,M ] and h1 = h2 follows sine h1 and h2 are left-
ontinuous. 
We now prove Theorem 1.3.
Proof of Theorem 1.3: Reall that h (resp. h′) stands for the isometry that maps the
strutured tree (Th, dh, ρh,≤h, µh) (resp. (Th′ , dh′ , ρh′ ,≤h′ , µh′)) onto (T, d, ρ,≤, µ) (resp. onto
(T, d, ρ,≤, µ′)). Obviously, µ(T ) = ζ(h) and µ′(T ) = ζ(h′). Let us denote by φ (resp. φ′) the
exploration mapping from [0, µ(T )] (resp. [0, µ′(T )]) onto T assoiated with µ (resp. µ′) as in
Denition 3.1. Reall that Theorem 1.1 implies that
h ◦ ph = φ and h′ ◦ ph′ = φ
′ . (48)
Let us rst prove the existene of the time-hange. Reall that (32) implies
F (h) =
⋃
σ∈T
[µ(Lσ\{σ}) , µ(Lσ) ] and F (h
′) =
⋃
σ∈T
[µ′(Lσ\{σ}) , µ
′(Lσ) ] . (49)
Sine h and h′ satisfy (Min), F (h) and F (h′) are sets of full Lebesgue measure. Thus, they are
dense in resp. [0, ζ(h)] and [0, ζ(h′)]. Observe that it is possible to nd a non-negative appliation
ϕ˜ on F (h) that is non-dereasing and suh that for any σ ∈ T
• (a) ϕ˜(µ(Lσ\{σ})) = µ
′(Lσ\{σ}) ;
• (b) if µ({σ}) > 0, then ϕ˜ is left-ontinuous on (µ(Lσ\{σ}), µ(Lσ)] and ϕ˜(µ(Lσ)) ≤
µ′(Lσ) .
Remark 3.2 If µ({σ})µ′({σ}) > 0, then observe that we an nd innitely many ϕ˜ satisfying
(a) and (b). 
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We dene ϕ by
ϕ(t) = sup{ϕ˜(s) , s ∈ F (h) and s ≤ t} , t ∈ [0, µ(T )] .
Observe that ϕ and ϕ˜ oinide on F (h). Consequently ϕ(0) = ϕ˜(0) = 0.
Let t ∈ (0, µ(T )]. We laim that there exists an inreasing sequene sn ∈ [0, µ(T )], n ≥ 1,
onverging to t and suh that
lim
n→∞
ϕ(sn) = ϕ(t) . (50)
Sine ϕ is non-dereasing, the previous laim easily implies that ϕ is left-ontinuous at t. Let
us prove (50): the result is lear if t /∈ F (h); the only non-trivial ase to onsider then, is when
t = µ(Lσ\{σ}), σ ∈ T\{ρ}. It is always possible to nd an inreasing sequene σn ∈ [[ρ, σ[[,
n ≥ 1, that onverges to σ and suh that µ({σn}) = 0 , n ≥ 1. Thus, Lemma 2.12 implies⋃
n≥1
Lσn\{σn} =
⋃
n≥1
Lσn = Lσ\{σ} . (51)
Set for any n ≥ 1, sn = µ(Lσn\{σn}). Clearly, ϕ(sn) = ϕ˜(sn) = µ
′(Lσn\{σn}) and (51) implies
lim
n→∞
ϕ(sn) = lim
n→∞
µ′(Lσn\{σn}) = µ
′(Lσ\{σ}) = ϕ(t)
whih implies (50).
Thus, we have onstruted a non-dereasing, left-ontinuous mapping ϕ : [0, ζ(h)] → [0,∞)
that oinides with ϕ˜ on F (h) and suh that ϕ(0) = 0. Moreover, (a) and (b) imply that
φ = φ′ ◦ ϕ on F (h) by (49). It easily implies h = h′ ◦ ϕ on [0, ζ(h)] sine h and h′ ◦ ϕ are
left-ontinuous and sine F (h) is dense in [0, ζ(h)].
Let us prove the uniqueness result and the other points of Theorem 1.3. To that end, we
need the following proposition.
Proposition 3.9 Let (T, d, ρ) be a rooted ompat real tree and let ≤ be a linear order satisfying
(Or1) and (Or2). Let µ and µ′ be two nite Borel measures on T that both satisfy (Mes).
Denote by h and h′ the height funtions assoiated with resp. (T, d, ρ,≤, µ) and (T, d, ρ,≤, µ′) by
Theorem 1.1 (h and h′ then satisfy (Min)). Assume that ϕ : [0, ζ(h)] → [0,∞) is non-dereasing,
left-ontinuous and suh that
ϕ(0) = 0 and h = h′ ◦ ϕ .
Then for any σ ∈ T , we get
ϕ(µ(Lσ\{σ})) = µ
′(Lσ\{σ}) and ϕ(µ(Lσ)) ≤ µ
′(Lσ) .
Proof of Proposition 3.9: To simplify notation, we set f = −1h ◦ h′ ; then f maps the rooted
ordered ompat real tree (Th′ , dh′ , ρh′ ,≤h′) onto (Th, dh, ρh,≤h). We rst want to prove
h ◦ ph = h′ ◦ ph′ ◦ ϕ . (52)
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First, let us x s1, s2 ∈ [0, ζ(h)] and let us set σ1 = ph(s1) and σ2 = ph(s2). For any σ ∈ Th,
denote by tσ ∈ [0, ζ(h)] a time suh that ph(tσ) = σ; assume that tσ1 = s1 and tσ2 = s2. We
then dene G from Th to Th by
G(σ) = f(ph′(ϕ(tσ))) , σ ∈ Th . (53)
We rst get for any σ, σ′ ∈ Th
dh(G(σ), G(σ
′)) = dh′(ph′(ϕ(tσ)), ph′(ϕ(tσ′))) = dh′(ϕ(tσ), ϕ(tσ′ ))
for f is an isometry. Then, note that
dh′(ϕ(tσ), ϕ(tσ′ )) ≥ dh(tσ, tσ′) = dh(σ, σ
′)
sine h = h′ ◦ ϕ. Thus, for any σ, σ′ ∈ Th
dh(G(σ), G(σ
′)) ≥ dh(σ, σ
′) .
Sine the metri spae (Th, dh) is ompat, standard arguments imply that G is atually a
bijetive isometry (see Theorem 1.6.15 (2) in [9℄). It rst implies that ph′ ◦ ϕ is surjetive:
ph′ ◦ ϕ ([0, ζ(h)]) = Th′ . (54)
It also implies that dh(G(σ1), G(σ2)) = dh(σ1, σ2). So, we have proved
dh(s1, s2) = dh′(ϕ(s1), ϕ(s2)) , s1, s2 ∈ [0, ζ(h)] . (55)
Let us prove that G preserves ≤h. To that end, we need to prove the following lemma.
Lemma 3.10 Let h, h′ ∈ H and ϕ : [0, ζ(h)] → [0,∞) be as in Proposition 3.9. Let t ∈ [0, ζ(h))
be suh that ϕ(t) < ϕ(t+). Then
h′(u) = h′(ϕ(t)) = h(t) , u ∈ [ϕ(t), ϕ(t+)] .
Proof of Lemma 3.10: We introdue
s0 = inf{s ∈ [ϕ(t), ζ(h
′)] : h′(s) 6= h′(ϕ(t))} ,
with the onvention that inf ∅ =∞. Suppose that s0 < ϕ(t+). Then, F (h
′)∩ (s0, ϕ(t+)) is non-
empty for F (h′) is dense in [0, ζ(h′)] by (Min). Consequently, we an nd s ∈ F (h′)∩ (s0, ϕ(t+))
suh that h′(s) 6= h′(ϕ(t)). There exists u ∈ [0, ζ(h)] suh that ph′(ϕ(u)) = ph′(s) sine ph′ ◦ϕ is
surjetive. Set σ = ph′(s). If ϕ(u) < s, then ϕ(u) ≤ ϕ(t) and sine s ∈ F (h
′), it implies
[ϕ(u), s] ⊂ [µ′(Lσ\{σ}), µ
′(Lσ)]
by (49). Consequently, we get σ = ph′(r), r ∈ [ϕ(u), s]. But s0 ∈ [ϕ(u), s], whih rises a
ontradition. Thus, ϕ(u) > s. It implies that u > t and ϕ(u) > ϕ(t+). Sine dh′(ϕ(u), s) = 0,
we get
h′(ϕ(u)) = h′(s) = inf
r∈[s,ϕ(u)]
h′(r) ≤ h′(ϕ(t+)+) = h(t+) . (56)
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Now dedue from (55) that for any ǫ > 0
dh(t, t+ ǫ) = dh′(ϕ(t), ϕ(t + ǫ)) .
Observe that
lim
ǫ→0
dh(t, t+ ǫ) = h(t)− h(t+)
and that
lim
ǫ→0
dh′(ϕ(t), ϕ(t + ǫ)) = h
′(ϕ(t)) + h′(ϕ(t+)+)− 2
(
h′(ϕ(t+)+) ∧ inf
r∈[ϕ(t),ϕ(t+)]
h′(r)
)
= h(t) + h(t+)− 2
(
h(t+) ∧ inf
r∈[ϕ(t),ϕ(t+)]
h′(r)
)
.
Consequently,
h(t+) ≤ inf
r∈[ϕ(t),ϕ(t+)]
h′(r) . (57)
Then (56) and (57) both imply that h′(s) = h(t+) for infr∈[s,ϕ(u)] h
′(r) ≤ h′(s). Sine we have
supposed that h′(s) 6= h′(ϕ(t)), we get
h′(s) = h(t+) < h(t) = h′(ϕ(t)) .
Now set
u0 = sup{u ∈ [0, ϕ(t)) : h
′(u) ≤ h′(s) = h(t+)} .
Clearly,
h′(u0) = inf
r∈[u0,s]
h′(r) = h′(s) = h(t+) .
Thus, dh′(u0, s) = 0. Sine s ∈ F (h
′), we get [u0, s] ⊂ [µ
′(Lσ\{σ}), µ
′(Lσ)]. Thus, for any
r ∈ [u0, s], we get ph′(r) = σ. But s0 ∈ [u0, s] and
h′(s0) = h
′(ϕ(t)) > d(ρ, σ) = h′(s) .
Thus, ph′(s0) 6= σ, whih rises a ontradition. It then proves that s0 ≥ ϕ(t+), whih implies
the lemma. 
Let us omplete the proof of the proposition. Let t ∈ (0, ζ(h)] suh that for any s ∈ [0, t),
ph(s) 6= ph(t). Then, the previous lemma implies that
ph′(u) 6= ph′(ϕ(t)) , u ∈ [0, ϕ(t)) . (58)
(Suppose indeed that there exists u ∈ [0, ϕ(t)) suh that ph′(u) = ph′(ϕ(t)) whih is equivalent to
dh′(u, ϕ(t)); there exists s ∈ [0, t) suh that ϕ(s) ≤ u ≤ ϕ(s+); the previous lemma implies that
dh′(ϕ(s), u) = 0; thus dh′(ϕ(s), ϕ(t)) = 0; (55) implies dh(s, t) = 0, whih rises a ontradition.)
Consequently, we get for any s1, s2 ∈ [0, ζ(h)],
ph(s1) ≤h ph(s2) =⇒ ph′(ϕ(s1)) ≤h′ ph′(ϕ(s2)) . (59)
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Thus, by denition of G
σ1 ≤h σ2 =⇒ G(σ1) ≤h G(σ2) . (60)
Let us prove that (60) implies (52): Let us suppose that there exits σ ∈ Th suh that
G(σ) 6= σ. Then, eiher G(σ) <h σ, either σ <h G(σ). Dene reursively the sequene G
n(σ) ,
n ≥ 1, by Gn+1(σ) = G(Gn(σ)) and G1(σ) = G(σ). In both ases the sequene Gn(σ) , n ≥ 1,
is (≤h)-monotone and thus onvergent, by Proposition 2.11. Now, observe that dh(G(σ), σ) =
dh(G
n+1(σ), Gn(σ)), whih ontradits G(σ) 6= σ.
So, we have proved that G(σ) = f(ph′(ϕ(tσ))) = σ. By (55), this identity does not depend
on the hoie of tσ in p
−1
h ({σ}). Consequently
f(ph′(ϕ(t))) = ph(t) , t ∈ [0, ζ(h)] ,
whih implies (52).
Let us now omplete the proof of Proposition 3.9: reall from (31) that for any σ ∈ T
µ(Lσ\{σ}) = inf{t ≥ 0 : h(ph(t)) = σ} .
Then, (58) and (52) imply
ϕ(µ(Lσ\{σ})) = inf{t ≥ 0 : h′(ph′(t)) = σ} = µ
′(Lσ\{σ}). (61)
This proves the rst point of Proposition 3.9.
Let us prove the last one. Fix t ∈ [µ(Lσ\{σ}), µ(Lσ)]. (52) implies that
σ = h′(ph′(ϕ(t))) = h(ph(t)) , t ∈ [µ(Lσ\{σ}), µ(Lσ)] .
Suppose that ϕ(t) /∈ F (h′). Thus, ϕ(t) > µ′(Lσ) by (49). Sine ph′(µ
′(Lσ)) = ph′(ϕ(t)) = σ,
there exists s ∈ (µ′(Lσ), ϕ(t)) suh that ph′(s) 6= σ. Set ph′(s) = σ
′
. It is easy to hek that
p−1h′ ({σ
′}) ⊂ (µ′(Lσ), ϕ(t)) .
Sine ph′ ◦ ϕ is surjetive, we an nd u < t suh that
ϕ(u) ∈ (µ′(Lσ), ϕ(t)) and σ
′ = h′(ph′(ϕ(u))) . (62)
It implies
ϕ(µ(Lσ\{σ})) = µ
′(Lσ\{σ}) ≤ µ
′(Lσ) < ϕ(u) ≤ ϕ(t) .
Thus, u ∈ [µ(Lσ\{σ}), t]. (32) then implies that
σ = h(ph(u)) = h′(ph′(ϕ(u))) ,
whih ontradits (62). Thus, it proves that ϕ(t) ∈ F (h′) and (49) implies that ϕ(t) ≤ µ′(Lσ),
whih ompletes the proof of the proposition. 
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Let us omplete the proof of Theorem 1.3: Observe that (iv) is Lemma 3.10. Let us prove
(ii): if µ′ has no atom, then Proposition 3.9 implies
ϕ(F (h)) = F (h′) = {µ′(Lσ) : σ ∈ T} ,
whih implies that ϕ is ontinuous sine F (h) and F (h′) are dense.
Let us prove (iii): assume that µ has no atom. let t1 < t2 be in (0, µ(T )); there exist σ1 < σ2
in T suh that
t1 < µ(Lσ1) < µ(Lσ2) < t2 ,
for F (h) = {µ(Lσ);σ ∈ T} is dense in [0, µ(T )]; it implies by (In) that
ϕ(t1) ≤ ϕ(µ(Lσ1)) = µ
′(Lσ1\{σ1}) < µ
′(Lσ2\{σ2}) = ϕ(µ(Lσ2)) ≤ ϕ(t2)
and thus ϕ(t1) < ϕ(t2), whih ompletes the proof of (iii).
Finally, let us prove (i). Assume that µ and µ′ do not share any atom. Thus, Proposition
3.9 and (49) imply that ϕ is uniquely determined on {0} ∪ F (h). Consequently, ϕ is uniquely
determined on [0, ζ(h)] for F (h) is dense in [0, ζ(h)] by (Min) and for ϕ is left-ontinuous. This
proves one impliation of (i); the onverse of (i) is a onsequene of Remark 3.2. 
4 Properties of height funtions.
In this setion we give some simple properties onerning the regularity of height funtions in
terms of properties of the orresponding trees. We also make the onnetion with an earlier
probabilisti approah by Aldous.
Let (T, d) be a real tree. Reall the denition of the length measure ℓT on T from the
Introdution setion. Observe that ℓT only relies on the metri struture. That the tree has
nite length should be read from any height funtion oding the tree. More preisely, let
h ∈ HM . We set for any 0 ≤ a ≤ b ≤M
v(h, [a, b]) = sup
∑
1≤i≤n
|h(ti)− h(ti−1)| ,
where the supremum is taken over all subdivisions t0 = a < t1 < . . . < tn = b. The (possibly
innite) quantity v(h, [a, b]) is then the total variation of h over [a, b]. Let r ∈ [0,M ] and let
t0 = 0 < t1 < . . . < tn = r. We denote by Spanh(t1, . . . , tn) the subtree of Th spanned by the
verties ph(t1), . . . , ph(tn) and the root ρh:
Spanh(t1, . . . , tn) =
⋃
1≤i≤n
[[ρh, ph(ti)]] .
Fix ǫ > 0. For any 1 ≤ i ≤ n− 1 , we an nd si(ǫ) ∈ [ti, ti+1] suh that
h(si(ǫ)) ≤
ǫ
n
+ inf
s∈[ti,ti+1]
h(s) . (63)
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Now, think of the rooted ordered subtree Spanh(t1, . . . , tn) as a planar tree, namely a tree
embedded in the lokwise oriented half-plane; imagine a partile that ontinuously moves on it
at unit speed, that starts at the root ρh and that baktraks as less as possible. The total amount
of time needed by the partile to over the tree and to go bak to the root is twie the total
length of Spanh(t1, . . . , tn). More preisely the funtion reording the distane of the partile
from the root is the pieewise linear ontinuous funtion with slope +1 or −1 that goes through
the values
0 , h(t1) , inf
s∈[t1,t2]
h(s) , h(t2) , . . . , inf
s∈[tn−1,tn]
h(s) , h(tn) , 0 .
If we look at the partile until it visits for the last (and perhaps also the rst) time ph(tn),
then all the point of Spanh(t1, . . . , tn) have been visited twie or more exept the points of
]]ρh, ph(tn)[[\Br(T ), the leaves of Spanh(t1, . . . , tn) and possibly the root. Dedue from the pre-
vious observations that∑
1≤i≤n
|h(ti)− h(ti−1)| ≤ dh(ρh, ph(t1)) + dh(ph(t1), ph(t2)) + . . . + dh(ph(tn−1), ph(tn))
≤ 2ℓT (Spanh(t1, . . . , tn))− h(r)
sine dh(ρh, ph(tn)) = h(r). Now dedue from (63) that
h(t1) + |h(t1)− h(s1(ǫ))| + |h(t2)− h(s1(ǫ))|+ . . . + |h(tn)− h(sn−1(ǫ))| ≥
dh(ρh, ph(t1)) + dh(ph(t1), ph(t2)) + . . . + dh(ph(tn−1), ph(tn)) − ǫ .
Consequently
v(h, [0, r]) = 2ℓT (ph([0, r])) − h(r)
for
sup ℓT (Spanh(t1, . . . , tn)) = ℓT (ph([0, r])) ,
where the supremum is taken over all the subdivisions t0 = 0 < t1 < . . . < tn = r. This implies
the following proposition.
Proposition 4.1 Let (T, d) be a ompat real tree. ℓT (T ) is a nite quantity i there exists a
height funtion h ∈ H with bounded variation suh that (T, d) and (Th, dh) are isometri.
Remark 4.1 It is easy to hek that if the length ℓT (T ) is nite then Hausdor and paking
dimensions agree and are equal to 1. 
We now disuss ontinuity properties of height proesses. Let us rst prove the following
lemma.
Lemma 4.2 Let h ∈ H. We an always nd a ontinuous c ∈ H suh that (Th, dh, ρh,≤h) and
(Tc, dc, ρc,≤c) are isometri.
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Proof: Let us rst mention that c is in general not unique and that it may never satisfy (Min)
(see Comment 1.2). Here we provide one possible funtion c by interpolating the jumps of h in an
order-preserving way. Denote by tn , n ≥ 1, a sequene of [0, ζ(h)] ontaining all the jump-times
of h; set
ψ(t) = t+
∑
n≥1
2−n1[0,t](tn) and Λ(s) = inf{t ∈ [0,M ] : ψ(t) > s}.
Clearly ψ is inreasing and right-ontinuous on [0,M ]. Thus, Λ is well dened and ontinuous
on [0,M + 1). Moreover, lims→M+1Λ(s) = M . Set a = ψ(Λ(s)−) and b = ψ(Λ(s)). If a < b,
then a ≤ s ≤ b and for any u ∈ (a, b), we get Λ(u) = Λ(s). In that ase dene
θ(u) = (h(Λ(s)) − h(Λ(s)+))
u− a
b− a
.
If otherwise a = b, then set θ(s) = 0. Then, dene c(s) = h(Λ(s)) − θ(s), s ∈ [0,M + 1]. Chek
that c is ontinuous and that (Th, dh, ρh,≤h) and (Tc, dc, ρc,≤c) are isometri. 
Let (T, d, ρ,≤, µ) be a strutured tree suh that ≤ satises (Or1) and (Or2) and suh that
µ satises (Mes). Reall that φ : [0, µ(T )] → T stands for the exploration mapping assoiated
with µ dened in Denition 3.1. Fix t ∈ [0, µ(T )]. It is easy to hek that φ(t) 6= φ(t+) i no
subtrees are grafted on the right side of the branh ]]φ(t+), φ(t)]]. Namely, φ(t) 6= φ(t+) i
{σ ∈ T : φ(t) < σ and σ ∧ φ(t) ∈]]φ(t+), φ(t)[[ } = ∅.
Thus, the height proess h ∈ H assoiated with the strutured tree (T, d, ρ,≤, µ) by Theorem
1.1 is ontinuous i for any σ1 ∈ T and for any σ2 ∈]]ρ, σ1[[,
{σ ∈ T : σ1 < σ and σ ∧ σ1 ∈]]σ2, σ1[[ } 6= ∅. (64)
It implies that the leaves of T are dense:
Lf(T ) = T . (65)
(Indeed let γ ∈]]σ2, σ1[[ and x ǫ > 0; (64) implies that Br(T ) is dense in ]]σ2, σ1[[; sine (T, d)
is ompat, there are only nitely many onneted omponents of T\]]σ2, σ1[[ with a diameter
larger than ǫ; Thus the set of points in ]]σ2, σ1[[ on whih are grafted the onneted omponents
of T\]]σ2, σ1[[ with diameter ≤ ǫ is dense in ]]σ2, σ1[[; onsequently we an nd a leaf σ ∈ Lf(T )
in suh a omponent suh that d(σ, γ) ≤ 2ǫ; it implies that the leaves are dense in the skeleton
of T , whih proves (65).)
Conversely, we prove the following proposition.
Proposition 4.3 Let (T, d, ρ) be a ompat rooted real tree suh that Lf(T ) = T . Then a.s. for
any nite Borel measure µ whose topologial support is T , the height proess hSh assoiated with
the strutured tree (T, d, ρ,≤Sh, µ) by Theorem 1.1 is ontinuous.
Proof: Clearly, Lf(T ) = T implies
∀σ1 ∈ T , ∀σ2 ∈]]ρ, σ1[[ , ∃σ ∈ T\[[σ2, σ1]] : σ ∧ σ1 ∈]]σ2, σ1[[ .
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Arguments similar to those used in the proof of Proposition 2.8 imply that a.s. the ordered tree
(T, d, ρ,≤Sh) satises (64). The details are left to the reader. 
Remark 4.2 Although (65) does not depend on any measure on T , note that if there exists a
measure µ on (T, d, ρ) suh that
suppµ = T and µ(Sk(T )) = 0 , (66)
then (T, d, ρ) satises (65). Observe that if in addition µ is non-atomi, then any height funtion
h ∈ H oding (T, d, ρ,≤, µ) fulls (Min) and is therefore unique. 
Conversely we have the following proposition.
Proposition 4.4 Let (T, d, ρ) be a ompat rooted real tree suh that Lf(T ) = T . Then there
exists a probability measure µ on T that satises (CT1), (CT2) and (CT3).
Proof: We onstrut suh a probability measure thanks to a spei splitting of T that we rst
explain: Let Q∅ = (q
(∅)
n ;n ≥ 1) be a dense sequene of distint leaves of T . Let Cok , k ≥ 1 be
the onneted omponents of T\[[ρ, q
(∅)
1 ]] listed in suh a way that for any 1 ≤ k < l,
min {n ≥ 1 : q(∅)n ∈ C
o
k} < min {n ≥ 1 : q
(∅)
n ∈ C
o
l } .
Fix k ≥ 1. Denote by Ck the losure of C
o
k and denote by σk the vertex of [[ρ, q
(∅)
1 ]] suh that
Ck = C
o
k ∪ {σk}. We also dene Qk = (q
(k)
i ; i ≥ 1) by q
(k)
i = q
(∅)
n(i), where n(i), i ≥ 1, is the
inreasing sequene of indies n ≥ 1 suh that q
(∅)
n ∈ Cok . Then, we have dened
Split ( ((T, d, ρ);Q∅) ) = ( ((Ck, d, σk);Qk) ; k ≥ 1) .
We reursively dene ((Cu, d, σu);Qu) for any word u ∈ U in the following way:
Split ( ((Cu, d, σu);Qu) ) =
(
((C(u,k), d, σ(u,k));Q(u,k)) ; k ≥ 1
)
,
where (u, k) stands for the onatenation of the word u with the single letter word k. Observe
that for any u = (v,w) with v,w ∈ U we get
Cu ⊂ Cv (67)
and
σu ∈ C
o
v if w 6= ∅ , (68)
where Cov stands for the interior of the ompat set Cv. Note that for any n ≥ 1⋃
u∈U
|u|=n
Cou = T\
⋃
u∈U
|u|≤n
[[ρ, q
(u)
1 ]] (69)
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and by (68) we also get ⋃
u∈U
|u|=n
Cu ⊂
⋃
v∈U
|v|=n−1
Cov . (70)
Thus ⋂
n≥1
⋃
u∈U
|u|=n
Cu = T\
⋃
u∈U
[[ρ, q
(u)
1 ]] . (71)
Now observe that
{q
(u)
1 ; u ∈ U} = {q
(∅)
n ; n ≥ 1} . (72)
Then we get by (1) ⋂
n≥1
⋃
u∈U
|u|=n
Cu = Lf(T )\{q
(∅)
n ; n ≥ 1} . (73)
Denote by U∞ the set of the positive integers valued sequenes. Let v∞ = (v∞(n);n ≥ 1) be in
U∞. Set un = (v∞(1), . . . , v∞(n)) and dene the non-empty ompat Cv∞ by
Cv∞ =
⋂
n≥1
Cun ⊂ Lf(T )\{q
(∅)
n ; n ≥ 1}.
Suppose that Cv∞ ontains two distint leaves σ and σ
′
. There exist n, n′ ≥ 1 suh that
d(σ, σ ∧ q(∅)n ) <
1
3
d(σ, σ ∧ σ′) and d(σ′, σ′ ∧ q
(∅)
n′ ) <
1
3
d(σ′, σ ∧ σ′) .
It implies that there exist two distint words u, u′ ∈ U suh that
σ ∈ Cou , σ
′ ∈ Cou′ and C
o
u ∩ C
o
u′ = ∅ ,
whih rises a ontradition. Consequently Cv∞ redues to a single point denoted by ξ(v∞).
Moreover, dedue from (73) that ξ dene a bijetive map from U∞ onto Lf(T )\{q
(∅)
n ; n ≥ 1}.
In addition observe that for any u = (k1, . . . , kn) ∈ U with k1, . . . , kn ≥ 1, we get
ξ−1
(
Cu ∩ (Lf(T )\{q
(∅)
n ; n ≥ 1})
)
= {v∞ ∈ U∞ : v∞(i) = ki , 1 ≤ i ≤ n} .
It implies that ξ is measurable when U∞ is equipped with the sigma-eld generated by the
appliations v∞ → v∞(n) , n ≥ 1, and when Lf(T )\{q
(∅)
n ;n ≥ 1} is equipped with the trae of
the Borel sigma-eld.
Let p = (pi; i ≥ 1) be a probability distribution on the positive integers suh that pi > 0 ,
i ≥ 1. Let V = (κn;n ≥ 1) be a sequene of i.i.d random variables distributed in aordane with
p. Denote by µ the distribution of ξ(V ). Clearly µ satises (CT3). Let σ = ξ(v∞). Observe
that
µ({σ}) = P(ξ(V ) = ξ(v∞)) = lim
n→∞
P(v∞(i) = κi ; 1 ≤ i ≤ n) = 0 .
Thus, µ satises (CT2).
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For any n ≥ 1 we set un = (v∞(1), . . . , v∞(n)), then {σ} =
⋂
Cun , by denition of ξ(v∞) = σ.
It implies that the diameter of Cun goes to zero. Thus, for any ǫ > 0, there exists n(ǫ) suh that
Cun(ǫ) is ontained in the open ball B(σ, ǫ) entered at σ with radius ǫ. Consequently,
µ(B(σ, ǫ)) ≥ µ(Cun(ǫ)) = pv∞(1)pv∞(2) . . . pv∞(n(ǫ)) > 0 ,
whih implies (CT1). This ompletes the proof of the proposition. 
Let us onsider a ontinuum tree (T, d, ρ, µ). We now make the onnetion with an earlier
work of Aldous (namely Theorem 15 in [5℄) that provides a randomized onstrution of the height
funtion of ontinuum trees. This onstrution detailed in the proof of Theorem 15 in [5℄ an be
rephrased as follows:
• Let Σn, n ≥ 1, be an i.i.d. sequene of points in T with distribution µ. Sine (T, d, ρ, µ) is
a ontinuum tree, then a.s. the Σn's are distint leaves and they form a dense subset of T .
• We equip the ontinuum tree (T, d, ρ, µ) with the random uniform shuing ≤Sh that is
assumed to be independent of the sequene Σn , n ≥ 1.
• We set Σ0 = ρ. For any n ≥ 0, we dene a random number Un in [0, 1] as follows:
 We set U0 = 0; we also assume that U1 is independent of the sequene Σn , n ≥ 1, and
that U1 is uniformly distributed in [0, 1].
 Suppose that U1, . . . , Un have been dened; there are two ases. Either there exists a
pair k1, k2 ∈ {0, . . . , n} suh that Σn+1 is the unique point σ ∈ {Σ0, . . . ,Σn+1} suh that
Σk1 <Sh σ <Sh Σk2 ; in that ase, pik Un+1 uniformly at random in the losed interval
whose ends are Uk1 and Uk2 . Either
∀k ∈ {0, . . . , n} , Σk <Sh Σn+1 ;
in that ase, pik Un+1 uniformly at random in the interval [max0≤k≤nUk , 1].
Now set for any t ∈ [0, 1],
f(t) = lim sup
ǫ→0
{d(ρ,Σn) , n ≥ 0 : Un ∈ [t− ǫ, t+ ǫ]} .
Then Theorem 15 [5℄ implies that a.s. f is a ontinuous funtion suh that (Tf , df ) and (T, d)
are isometri and it is lear from Theorem 1.1 that f is the (unique, by Proposition 4.3 and
Remark 4.2) height funtion assoiated with the strutured tree (T, d, ρ,≤Sh, µ).
Consequently, all height funtions onstruted thanks to Theorem 15 in [5℄ oinide with
the onstrution given by Theorem 1.1: in partiular, it is the ase of the normalized Brownian
exursion that enodes the Continuum Random Tree; it is also the ase of the height funtions
of the Inhomogeneous Continuum Random Trees given in [2℄ and of the height funtions of the
genealogial tree of stable fragmentations in [25℄.
Lévy trees introdued by Le Gall and Le Jan in [35℄ generalize the Brownian tree. They
are onstruted via the oding by the so alled Height Proess that is a loal-time funtional of
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a spetrally positive Lévy proess. Lévy trees an be seen as family trees of ontinuous states
branhing proesses that have been introdued by Jirina and Lamperti (see [28, 30℄ and also
[7℄). The Lévy trees are the saling limits of the disrete Galton-Watson trees (see [15, 17, 18℄
for a detailed aount on that topis). When the underlying branhing proess a.s. dies out in
nite time, then the Height Proess is ontinuous with ompat support and the Lévy tree oded
by this proess is a ontinuum tree (T,d, ρ,m). Moreover, given (T,d, ρ,m) the order indued
by the Height Proess orresponds to a uniform random shuing. Consequently, if we x the
strutured tree (T,d, ρ,≤,m) oded by a sample path of the Height Proess, then the height
funtion given by Theorem 1.1 oinides with the Height Proess itself.
In all these examples of random trees, order does not really matter. Let us end the paper with
an example of random tree where the role played by the order is ruial. Let X = (X(t), t ≥ 0)
be a Lévy proess without negative jumps and started at X(0) = x > 0. We assume that X
does not drift to +∞ so that the stopping time M given by
M = inf{t ≥ 0 : X(t) = 0}
is a.s. nite. Let us set
h(t) = X(M − t) , t ∈ [0,M ] .
Then, h ∈ H. We denote by (T,d, ρ,≤, µ) the random strutured tree oded by h. When X is
a ompound Poisson proess with unit drift, then X an be interpreted as the load of a Last-
In-First-Out M/G/1 queueing system and the underlying tree is given by the following rule: we
say that Client (a) is the hild of Client (b) if Client (b) was urrently served when Client (a)
arrived in the line (see [35, 37℄ for more details). The underlying tree an also be seen as the
life-time tree of a Crump-Mode-Jagers branhing proess (see [27℄ or [16℄ for a onnetions with
Lévy proesses).
Here we onsider the ase of a Lévy proessX for whih points are regular and instantaneaous,
namely a.s.
∀ǫ > 0 , inf
0≤s≤ǫ
X(s) < X(0) < sup
0≤s≤ǫ
X(s) .
It is equivalent for the Lévy proess to have innite variation paths (we refer to the book of
Bertoin [6℄ Chapter VII Corollary 5 for details). By an easy time-reversal argument, we an
show that for any t0 > 0, a.s. we get
∀ǫ > 0 , inf
t0≤s≤t0+ǫ
X(s) < X(t0) and inf
t0−ǫ≤s≤t0
X(s) < X(t0) .
This implies that a.s. µ is a non-atomi measure and that µ(Sk(T)) = 0. Thus, (T,d, ρ, µ) is a
ontinuum random tree.
Now, x (T,d, ρ,≤, µ) and denote by ≤sh a random uniform shuing of (T,d, ρ, µ). Then,
Proposition 4.3 implies that the new height funtion hSh assoiated by Theorem 1.1 with
(T,d, ρ,≤sh, µ) is ontinuous. Thus, it is a ontinuous rearrangement of the Lévy proess
X = (X(t); 0 ≤ t ≤ M) oding the same measured ompat rooted real tree. Exepted in
the Brownian ase, the distribution of hSh does not seem to be simple to haraterize.
46
T. Duquesne. Coding of ompat real trees
Referenes
[1℄ Aldous, D., Miermont, G., and Pitman, J. Brownian bridge asymptotis for random
p-mappings. Eletroni J. Probab. 9 (2004), 3756.
[2℄ Aldous, D., Miermont, G., and Pitman, J. The exploration proess of inhomogeneous
ontinuum random trees and an extension of Jeulin's loal time identity. Probab. Th. Related
Fields 129 (2004), 182218.
[3℄ Aldous, D., Miermont, G., and Pitman, J. Weak onvergene of random p-mappings
and the exploration proess of inhomogeneous ontinuum random trees. Probab. Th. Related
Fields 133 (2005), 117.
[4℄ Aldous, D. J. The ontinuum random tree I. Ann. Probab. 19 (1991), 128.
[5℄ Aldous, D. J. The ontinuum random tree III. Ann. Probab. 21 (1993), 248289.
[6℄ Bertoin, J. Lévy Proesses. Cambridge Univ. Press, 1996.
[7℄ Bingham, N. H. Continuous branhing proesses and spetral positivity. Stohasti Pro-
ess. Appl. 4 (1976), 217242.
[8℄ Buneman, P. A note on the metri properties of trees. J. Combinatorial Theory Ser. B 17
(1974), 4850.
[9℄ Burago, D. Burago, Y., and Ivanov, S. A Course in Metri Geometry, vol. 33. AMS,
Boston, 2001.
[10℄ Chiswell, I. Introdution to Λ-trees. World Sienti Publishing Co., In, River Edge,
2001.
[11℄ Croydon, D. Measure and heat kernel estimates for the ontinuum random tree. preprint
(2005).
[12℄ Dress, A. Trees, tight extensions of metri spaes, and the ohomologial dimension of
ertain groups: A note on ombinatorial properties of metri spaes. Adv. Math. 53 (1984),
321402.
[13℄ Dress, A., Moulton, V., and Terhalle, W. T-theory: an overview. European J.
Combin. 17 (1996), 161175.
[14℄ Dress, A., and Terhalle, W. The real tree. Adv. Math. 120 (1996), 283301.
[15℄ Duquesne, T. A limit theorem for the ontour proess of onditioned Galton-Watson
trees. Ann. Probab. 31, 2 (2003), 9961027.
[16℄ Duquesne, T., and Lambert, A. Work in progress. - (2005).
[17℄ Duquesne, T., and Le Gall, J.-F. Random Trees, Lévy Proesses and Spatial Branhing
Proesses. Astérisque no 281, 2002.
47
T. Duquesne. Coding of ompat real trees
[18℄ Duquesne, T., and Le Gall, J.-F. Probabilisti and fratal aspets of Lévy trees. To
appear in Probab. Theorey and Rel. Fields (2004).
[19℄ Duquesne, T., and Le Gall, J.-F. The Hausdor measure of stable trees. preprint
(2005).
[20℄ Duquesne, T., and Winkel, M. Growth of Lévy trees. preprint (2005).
[21℄ Evans, S. Snakes and spiders: Brownian motion on real trees. Probab. Theory Related
Fields 117, 3 (2000), 361386.
[22℄ Evans, S., Pitman, J., and Winter, A. Rayleigh proesses, real trees, and root growth
with re-grafting. To appear in Probab. Th. Rel. Fields (2005).
[23℄ Evans, S., and Winter, A. Subtree prune and re-graft: a reversible real tree valued
Markov proess. preprint (2005).
[24℄ Felsenstein, J. Inferring Phylogenies. Sinauer Assoiates, Sunderland, Massahusett,
2003.
[25℄ Haas, B., and Miermont, G. The genealogy of self-similar fragmentations with negative
index as a ontinuum random tree. Eletr. J. Probab. 9 (2004), 5797.
[26℄ Hambly, B., and Lyons, T. Uniqueness for the signature of a path of bounded variation
and ontinuous analogues for the free group. Preprint (2004).
[27℄ Jagers, P. General branhing proesses as Markov elds. Stoh. Pro. Appl. 32 (1989),
213224.
[28℄ Jirina, M. Stohasti branhing proesses with ontinous state-spae. Czeh. Math. J. 8
(1958), 292313.
[29℄ Krebs, W. Brownian motion on the ontinuum tree. Probab. Theory Rel. Fields 101, 3
(1995), 421433.
[30℄ Lamperti, J. The limit of a sequene of branhing proesses. Z. Wahrsh. Verw. Gebiete
7 (1967), 271288.
[31℄ Le Gall, J.-F. 2005. Manusript notes.
[32℄ Le Gall, J.-F. Brownian exursions, trees and measure-valued branhing proesses. Ann.
Probab. 19 (1991), 13991439.
[33℄ Le Gall, J.-F. A lass of path-valued Markov proesses and its appliations to superpro-
esses. Prob. Th. Rel. Fields 95 (1993), 2546.
[34℄ Le Gall, J.-F. The uniform random tree in a Brownian exursion. Probab. Theory and
Related Fields 96 (1993), 369383.
48
T. Duquesne. Coding of ompat real trees
[35℄ Le Gall, J.-F., and Le Jan, Y. Branhing proesses in Lévy proesses: the exploration
proess. Ann. Probab. 26-1 (1998), 213252.
[36℄ Le Gall, J.-F., and Le Jan, Y. Branhing proesses in Lévy proesses: Laplae fun-
tionals of snakes and superproesses. Ann. Probab. 26 (1999), 14071432.
[37℄ Limi, V. A LIFO queue in heavy tra. Ann. Appl. Probab. 11 (2001), 301331.
[38℄ Mayer, J., and Oversteegen, L. A topologial haraterization of R-trees. Trans.
Amer. Math. So. 320 (1990), 395415.
[39℄ Miermont, G. Self-similar fragmentations derived from the stable tree I: splitting at
heights. Probab. Theory Relat. Fields 127, 3 (2003), 423454.
[40℄ Miermont, G. Self-similar fragmentations derived from the stable tree II: splitting at
nodes. Probab. Theory Relat. Fields 131, 3 (2005), 341375.
[41℄ Neveu, J. Arbres et proessus de Galton-Watson. Ann. Inst. H. Poinaré 26 (1986),
199207.
[42℄ Semple, C., and Steel, M. Phylogenetis, vol. 24 of Oxford Leture Series in Mathematis
and its Appliations. Oxford University Press, Oxford, 2003.
[43℄ Simões Pereira, J. M. S. A note on the tree realizability of a distane matrix. J.
Combinatorial Theory 6 (1969), 303310.
[44℄ Weill, M. Regenerative real trees. preprint (2005).
[45℄ Zarekii, K. A. Construting a tree on the basis of a set of distanes between the hanging
verties. Uspehi Mat. Nauk 20, 6 (1965), 9092.
49
