The data model of standard sparse coding assumes a weighted linear summation of latents to determine the mean of Gaussian observation noise. However, such a linear summation of latents is often at odds with non-Gaussian observables (e.g., means of the Bernoulli distribution have to lie in the unit interval), and also in the Gaussian case it can be difficult to justify for many types of data. Alternative superposition models (i.e., links between latents and observables) have therefore been investigated repeatedly. Here we show that using the maximum instead of a linear sum to link latents to observables allows for the derivation of very general and concise parameter update equations. Concretely, we derive a set of update equations that has the same functional form for all distributions of the exponential family (given that derivatives w.r.t. their parameters can be taken). Our results consequently allow for the development of latent variable models for commonly as well as for unusually distributed data. We numerically verify our analytical result assuming standard Gaussian, Gamma, Poisson, Bernoulli and Exponential distributions and point to some potential applications.
Introduction
Sparse Coding is a well-known latent variable algorithm which seeks to infer structural primitives from data. The data model of sparse coding algorithms consists (in its by far most common form) of a set of latent variables whose generative fields linearly superimpose to determine the mean of a Gaussian distribution. In more details, given a set of H independently distributed latent variables s h , and a set of D observed variables y d , the standard sparse coding model is given by:
where W h = (W 1h , . . . , W Dh ) T is commonly referred to as the generative field of unit h, and the matrix containing all generative fields, W = ( W 1 , . . . , W H ), is commonly referred to as the model's dictionary. Here, Θ = (Λ, W, σ 2 ) denotes all parameters of the model and the term 'sparse' refers to a sparse distribution that is used as prior distribution p( s | Θ). The canonical choice for such a distribution is the Laplace distribution (see, e.g., [1, 2] ). Other choices include the Cauchy distribution (which was used by [1] , alongside Laplace), student-t [3] , Bernoulli [4, 5] , categorical [6] , or spike-and-slab [7, 8, 9] .
Sparse coding is a standard and active field of research with a high relevance for computational neuroscience and tasks such as feature learning, denoising, inpainting, compression and compressive sensing [10, 11] . Furthermore, the theory of sparse coding has close links to deep learning approaches (e.g. [12] ). The predominant approach to infer the generative fields W are deterministic algorithms which exploit the specific form of (1) and (2) . The Lasso approach [2] , for instance, is based on a maximum-a-posterior (MAP) estimate of the latent vector s (whose elements are taken to be Laplace distributed). Given the data points y, the corresponding MAP estimates s can then be computed (approximately) by solving a convex optimization problem. Given the MAP estimates, the W matrix is updated using standard closed-form updates for W , see for instance [1, 2] . MAP approaches are less suitable for sparse coding models that use priors with richer structure (e.g. [3, 7] ) where approximate inference approaches such as sampling or variational optimization are applied instead. For many types of data, the generative fields inferred by standard sparse coding have been interpreted as structural primitives of the corresponding data [13] .
Presumably most prominently, the generative field inferred from whitened image patches have been linked to edges [1] .
Not all data is subject to Gaussian noise, however, and the linear superposition of generative fields does often not reflect the true generative process of the data. In fact, it has been argued, e.g., for images [14] or for cochlear representations of sounds [15, 16, 17] , that a linear superposition model is difficult to motivate. Non-linear as well as non-Gaussian generalizations have consequently been of interest previously.
Non-linear sparse coding. Generalizations to non-linear superposition models have, for instance, been investigated in the form of non-linear ICA [18] and we can regard standard ICA as a noiseless limit of standard sparse coding [19] . The practical realizations of non-linear ICA make use of a post-linear non-linearity (i.e., a linear superposition followed by a sigmoidal non-linearity). Other lines of research investigated non-linearities in the form of a maximum in place of the sum [15, 16, 20, 17] .
Non-Gaussian sparse coding. Likewise, sparse coding approaches for non-Gaussian observation noise have been of considerable interest. Related work includes factor analysis with Poisson noise [21] , exponential family PCA [22] , and non-negative matrix analysis (NMF), where non-Euclidean distances are frequently used (see, e.g., [23] and references therein). As an important reference for this work, the approach by [24] defines a sparse coding approach for noise distributions of the exponential family. The work chooses the link function such that mono-modalities of the model posteriors are maintained. As a result, they apply the standard MAP-based (hard) EM approximation to train the generative fields. While efficient algorithms are obtained in this way, it could be argued that choosing link functions in order to maintain the monomodality of the posterior does not necessarily result in a superposition model that captures the true generative process well. Furthermore, in MAP-based training framework learning is usually restricted to the generative fields -like for standard sparse coding, neither prior parameters nor parameters of the noise model are inferred. Cross-validation may be used in addition but is only feasible for very few additional parameters.
Notably, most approaches considered so far, either change the non-linearity in sparse coding or the noise model. An exception is work by [16] who use the maximum non-linearity together with a Poisson noise model. Furthermore, approaches such as noisy-OR Bayes nets with sparse binary activations [25, 26] , Boolean Factor Analysis (BFA) [27] or shallow Sigmoid Belief Networks (SBN) [28, 29] could be considered as sparse coding models with Bernoulli noise and non-linear superposition (in the form of the noisy-OR non-linearity or in the form of a post-linear superposi-tion for SBNs; also compare approaches such as [30] ).
A central challenge for non-linear sparse coding is the derivation of dictionary update equations, a task which is difficult to address in general. The work by [24] provides results for exponential family noise models but (as discussed above) the superposition model is entangled with the noise model assumptions for the sake of maintaining MAP based training. In this work, we for the first time do derive dictionary update equations for a fixed superposition model (the maximum superposition) which are applicable to all noise distributions of the exponential family.
A Family of Non-Linear Sparse Coding Models
We will first define the family of generative models we seek to optimize. We will use noise distributions p(y; η) of the exponential family given by:
where h(y) is a given function, T (y) represents the sufficient statistic of the data that carries out all the information required for inferences and η and A( η) are natural parameters and log-partition, respectively. Moreover, T (y) = (T 1 (y), . . . , T L (y)) T and η = (η 1 , . . . , η L ) T are assumed to be vectors with L elements when distribution p(y; η) is a L-parameters distribution.
As an important tool to later derive parameter update equations, we will use the mean value parameterization of the exponential family (e.g. [31, 32] ), i.e., we will consider parameters w = (w 1 , . . . , w l ) T defined by
The mapping (4) is bijective and its inverse is well defined in non-degenerated cases 1 . Assuming invertibility from now on, the inverse of mapping (4) exists and will be denoted by Φ, i.e.,
Let us now consider a set of N data points, Y = { y (1) , . . . , y (N ) } where each datum y (n) is a vector with D entries. As latent variables s we consider H dimensional vectors with binary entries, s h ∈ {0, 1}. Concrete example algorithms will (for simplicity) assume these latents to be distributed according to H independent Bernoulli distributions. The analytical results derived in the following will, however, also apply for general binary latents s. They could hence also be used in conjunction with more complex priors, e.g., priors given by deep models with binary variables such as SBNs, noisy-OR and so forth. As for standard sparse coding, we assume all observables to be distributed equally but allow for any distribution of the exponential family:
and where Θ denotes the parameters of the model. For model (6) to (8) , the latent variables s couple to the observed variables y through the function η( s, Θ) (the function can be considered as a link function in a broader sense, we elaborate a bit in Appendix A). For standard sparse coding, the latents set the mean of the observables using a matrix W ∈ R D×H . Here we will seek to couple latents and observable in an analog but more generally applicable way. To facilitate our notation, let us assume two-parameter distributions from now on (L = 2) as applies, e.g., for Gaussian or Gamma distributions. Arbitrary L will be treated later on. For the L = 2 case, the mean value parameters w will be denoted by w 1 =W and w 2 =V . The notation serves for gaining some intuition because, e.g., for Gaussian or Gamma distributions,W can be thought of as the parameter for the mean andV as a parameter of the variance (or of the second moment). We require parametersW andV for each observable, and they will depend on the latents s. Using the function Φ( w) of (5) we now define the link from latents to observables as follows:
Example 1: To provide intuition for the link defined by (9) consider Gaussian observation noise.
In the Gaussian case sufficient statistics and natural parameters are given by T = (y, y 2 ) T and η = ( µ σ 2 , −1 2σ 2 ) T (where µ and σ 2 are the normal Gaussian parameters). By expressing the mean value parameters w in terms of the natural parameters η, we get:
The inverse mapping Φ of (10) can be computed in closed-form (in this case) and is given by:
By using definition (9) , the coupling of latents to observable is consequently given by:
In order to recover standard linear sparse coding, we can complete the definition of η d as follows.
Using parameters Θ = (σ 2 , W ) with σ 2 ∈ R + and W ∈ R D×H we define:
This results in:
i.e., we recover the standard sparse coding parameterization with µ d = (W s) d as the mean of observable d and σ 2 as its variance.
Non-linear Superposition Model. In the example above, the latents determined the means of the observable distributions via the matrix W ∈ R D×H : the mean of observable d was given by (W s) d . Following the discussion above, we here instead follow [16] and demand that the means of the observable distributions depend on the maximum instead of the sum. Concretely, given a matrix M (Θ) ∈ R D×H and latent vector s, we demand that the mean of observable y d is given by:
For many members of the exponential family, defining the matrix M (Θ) is straight-forward. For instance, for the Gaussian or the Gamma distribution, we can take M ∈ R D×H to be directly in Θ (i.e., trivially a function of Θ) and define:
By definition ofW d ( s, Θ) and independent of our choice forV d ( s, Θ) we then obtain:
which shows that our choice (17) satisfies our demand (16) almost trivially. Note that (20) follows from (19) simply by the definition of Φ( w) in Eq. 5. Furthermore, our derivation relied on the sufficient statistics T 1 (y) being equal to y, see (18) . In general, however, this is not the case (e.g., none of the sufficient statistics of the Beta distribution is proportional to y). We therefore require a more elaborate definition of the matrix M (Θ) to satisfy the demand (16) .
Let us first define a matrix M (Θ) before we show that it fulfills (16) for all exponential family distributions. We consider (as part of the model parameters Θ) two matrices W, V ∈ R D×H and define M (Θ) ∈ R D×H as follows:
Using matrix M (Θ) we can now define our mappingsW d ( s, Θ) andV d ( s, Θ) as follows:
Definitions (21) and (23) represent a generalization of the superposition model (17) suitable for the whole exponential family. To see this we derive:
In virtue of (21) and (23), we do not have to require that there exists a sufficient statistics T 1 (y) = y, so the definition applies for all exponential family distributions. If T 1 (y) = y, we get
The definitions ofW d ( s, Θ) andV d ( s, Θ) are relatively technical. However, they do define a link η d ( s, Θ) for the generative model which is a consistent generalization of the non-linear coupling (17) used in previous studies [16] . Independently of the choice of the noise distribution, the link η d ( s, Θ) defined by (21) and (23) ensures that the latents change the means of the observables always according to the maximum superposition model. The link from latents to observables remains is in this sense consistently defined for all noise distributions of the exponential family.
The definition of the link η d ( s, Θ) finalizes the definition of the family of generative models we here consider. In analogy to previous models defined using the maximum non-linearity [16] we will refer to the data model defined by (6) to (8) with (9), (21) and (23) as exponential family MCA model (ef-MCA). While the ef-MCA data model is very general, we will later see that the chosen parameterization results in generic equations for parameter updates. Before, let us consider a canonical example of the family. 
Using (5) with Φ given by (11) we again obtain η d ( s, Θ) as given by (12) but this time with thē W d ( s, Θ) andV d ( s, Θ) as in (30) . In terms of a the normal Gaussian parameterization we would thus obtain as noise model:
The matrix V thus allows for the latents to also parameterize the variance. We will later see how this parameterization can also be changed back to the normal parameterization using a matrix σ 2 dh = V dh − W 2 dh instead of V dh (which is more familiar). Note, however, the transition from a scalar variance (as usually used) to a matrix as variance. Such a generalization makes the data model more flexible and already represents a generalization compared to previous approaches (compare [34, 20] ). If we wanted to enforce scalar variances, we could defineV d ( s, Θ) as in (14) but we consider the definition (23) from now on.
Parameter Optimization
Having defined the family of ef-MCA data models, we now seek parameters Θ that optimize a given model for a given set of data points y (1) , . . . , y (N ) .
Maximum Likelihood
We follow a standard maximum likelihood approach and seek parameters Θ that optimize the log-likelihood L(Θ) = n log(p( y (n) | Θ). Instead of maximizing the likelihood directly, we optimize a lower bound. For an ef-MCA model the bound is given by:
where H(q) is the Shannon entropy term. The distribution q (n) can be the exact posterior q (n) ( s) = p( s | y (n) , Θ) for tractable models or a variational approximation. In the latter case, the bound F(q, Θ) is the variational lower bound a.k.a. free energy [35] or ELBO [36] . The lower bound can be optimized iteratively w.r.t. distributions q (the E-step) and w.r.t. the model parameters Θ (the M-step). The central challenge we have to address for ef-MCA data models is the derivation of parameter update equations which maximize the lower bound.
Parameter Update Equations
Following the standard procedure, we will set the derivatives of F(q, Θ) w.r.t. all model parameters to zero, and derive parameter update rules from the resulting equation system. The derivatives of F(q, Θ) will contain derivatives ofW d ( s, Θ) andV d ( s, Θ). Note that for these derivatives the following applies:
where
which follows simply from considering the cases h = h(d, s, Θ) and h = h(d, s, Θ) separately.
Function A dh ( s, Θ) has a useful property that we will exploit further below: (23) . For any arbitrary function g(.) and any arbitrary s ∈ {0, 1} H , we have
and likewise
The property has been used before [16, 34] but Lemma 1 is a generalization.
We can now prove the main result of this study: we derive concise equations for W and V that guarantee that all derivatives of F(q, Θ) w.r.t. W dh and V dh vanish. These equations can then be used for parameter updates in an EM algorithm.
Theorem 1 Consider an ef-MCA data model (6)-(8) with p(y; η) being an exponential family distribution with L = 2. Let the parameters Θ contain the matrices W, V ∈ R D×H and let η d ( s, Θ) be defined as in Eqns. (9) and (23) . Then the derivatives of the free energy (31) w.r.t. all dictionary elements W dh and V dh are zero if for all d and h applies:
and
where A dh ( s, Θ) is given by (34) .
Proof 1
We provide the full proof in supplementary materials and a proof sketch in the following.
Taking the derivatives of F(q, Θ) results in:
By using the exponential family form (8) of p(y; η), by using ∂ ∂η l A( η) =< T l (y) > p(y; η) , and by exploiting Lemma 1, we obtain:
Combining these results and using from (5) that applies w l =< T l (y) > p(y; Φ(w 1 ,w 2 ) , we obtain:
If equations (37) and (38) are satisfied observe that all summands vanish, which proves the claim.
Fulfilling equations (37) and (38) guarantees vanishing derivatives, and in practice the equations can be used to increase the free energy to (possibly local) maxima. We do note, however, that we have not strictly proven that equations (37) and (38) do correspond maxima (and not minima or saddle points). Also observe that the equations (37) and (38) do not represent closed-form solutions for W and V because the right-hand-sides also depend on W and V through the function A dh ( s, Θ). Following [16] for Poisson and [34] for Gaussian noise, we can, however, use equations (37) and (38) in the fixed-point sense, i.e., we update:
where also q (n) = q (n) ( s; Θ old ) depends on the old parameters. If repeated updates result in the values of W to converge, then the converged W fulfills (37) (and the same applies for V ).
To complete the parameter updates, we also can derive updates for the prior parameters π. Those derivations do not involve the specific form of the observables' distribution. We can therefore use previous derivations [5, 20] and update π as follows:
We derived Theorem 1 for the case of L = 2, i.e., for two parameter distributions of the exponential family. This choice was for notational convenience only. Considering the proof of Theorem 1, it can easily be observed that it generalizes for any number L. We provide the general proof in the Appendix A.
Numerical Verification and Example Applications
We now numerically verify the derived update equations using different well-known distributions of the exponential family as examples. Concretely, we use Bernoulli, Poisson, Exponential, Gaussian and the Gamma distributions and optimize the corresponding ef-MCA model with EM. The result of Theorem 1 is used for the M-steps. For the E-steps, we use the full posteriors when the used models are sufficiently small and apply recent approximations, that are optimized for discrete latents, otherwise. The used EM algorithm is detailed in Appendix B.
Previous analytical results using the maximum non-linearity derived update equations individually for the Poisson distribution [16] and for the Gaussian distribution [20, 34] . Theorem 1 verifies the use of the updates (41) for these previous algorithms, but they do not motivate additional numerical studies for these two noise distributions. For the Bernoulli distribution, only preliminary results have been obtained for the maximum non-linearity [37] , so far, while extensive numerical experiments were reported for models such as noisy-OR [25, 26, 38] , BFA [27, 39] or SBNs [40, 29] which exclusively focus on Bernoulli distributions as observation noise.
Artificial Data
We use a standard artificial data set, the bars test [41, 16] , to verify and evaluate the derived update equations. We are particularly interested in how well the updates can recover the true generating parameters. For data generated by the corresponding data model itself, parameters should (for sufficiently many data points and modulo symmetries) be recovered with very high accuracy. To this, we use H = 10 basis functions W h in the form of horizontal and vertical bars each occupying 5 pixels on a D = 5 × 5 grid. The latents are then (according to the prior) sampled independently with probability π h for h = 1, . . . , H, and the corresponding generative fields are non-linearly superimposed according to the max function defined in (23) .
We generated a number of N = 1000 datapoints and added noise in the form of values drawn iid from an exponential distribution. On the data set, we then optimized an ef-MCA model with noise distribution equal to the exponential distribution. The resulting Exp-MCA algorithm is then applied and the results are illustrated in Fig. 1 . For the displayed run, learned parameters are very close to those of the generating parameters with small differences due to finite sample size effects. As observed, the update equations of Theorem 1 give rise to a robust and reliable algorithm that monotonically increase the log-likelihood of the data to at least a local likelihood optima (note that we use full posteriors here). As can be expected, in some cases the algorithm converges to local optima (see Appendix D for more details).
More Realistic Data
After the initial verification above, let us now point to some applications on real data. Applications often require large models such that computing full posteriors becomes infeasible. To scale algorithms to larger sizes, we do apply variational approximations in the form of truncated posteriors. Truncated posteriors have previous been used for MCA [34, 42] and we here use a fully variational variant [38] that has the additional benefit of being 'black box' (see Appendix B for details).
Natural Image Patches. As first application to natural data, let use use the model of Example 2 (Sec. 2), i.e., Gaussian-MCA (G-MCA). As discussed previously, the G-MCA model has two matrices that we can optimize using Theorem 1, one for the mean W and a combination of V and W for the variance of the Gaussian. To facilitate interpretation, one can reparameterize the matrices back to the normal Gaussian parameters by setting σ 2 dh = V dh −W 2 dh (see Appendix A for details). We trained a G-MCA model on a set of N = 100, 000 ZCA-whitened image patches [43] . To the set of patches of size D = 12 × 12 we applied a model with H = 1, 000 components and learned individual dictionaries for component means (W dh ) and variances (σ 2 dh ). After learning, we observed a large variety of GFs for the component means (including the familiar Gabor-like and globular fields) as well as a large variety of GFs for component variances. The observed variety of variance GFs stands in contrast to a uniform variance with equal value for all latents as assumed by standard SC or previous MCA versions. Fig. 2 illustrates 30 examples of such GFs (the full dictionary is provided in the supplementary material).
Noise Type Estimation. As another example application, we consider the problem of determining the unknown type of noise in a given dataset. This problem is of utmost importance for data analysis in a number of applications and it has been actively researched (see, e.g., [44, 45, 46] ). Further discussion on related work is provided in the supplementary material D.5). The result of Theorem 1 does in principle allow for developing approaches to determine the type of the data distribution. As a proof of concept in this direction, we show how, e.g., Gaussian-and Gamma-MCAs can be used to determine which of the two corresponding noise distributions is better suited to a given data set.
Visual data. In order to do so, we first consider the standard "house" image ( Fig. 3-A) , to which we either add Gaussian or Gamma noise. We then apply Gaussian-and Gamma-MCA and compare their free energies (as approximations of their log-likelihoods) on the different data sets. We 1 and 2 and we further discuss the second-moment update of Gamma-MCA in the supplementary material). From Tab. 1 we observed that the free energy of the Gaussian-MCA is higher for the data with Gaussian noise than the free energy of the Gamma-MCA and vice versa. Since we apply the models with the same number of model parameters, we can directly use the free energies (as approximate likelihoods) for model selection, i.e., we do not have to consider penalty terms (as, e.g., used for AIC or BIC criteria, e.g. [47] )
Acoustic data. A another type of noise estimation, we used data with a natural noise source without artificially added noise. We considered audio examples from the CHiME dataset [48] and fit Gaussian-and Gamma-MCA models to amplitude spectrograms (see Appendix D.6 for details). The consistently higher free energies observed for Gamma-MCA (Tab. 2) suggest that the Gamma distribution is a better noise model for the considered data rather than the Gaussian. This is consistent with noting that amplitude spectrograms model signal energies in time-frequency bins.
Our results show that presented updates can supply sufficiently flexible and precise algorithms for noise estimation also at large scales. Model selection using further types of noise distributions can proceed along the same lines but a more elaborate treatment (compare, e.g., [45] ) exceeds the purposes of this study.
Denoising. Finally, we use the presented updates to denoise images corrupted by non-Gaussian noise. This task can be considered more difficult compared to the removal of additive white Gaussian noise which numerous established denoising algorithms are optimized for. Like conventional approaches, we use the 'house' image which we now corrupt by Exponential or Poisson noises ( Fig. 3) . We then fit Exponential-, Poisson-and Gaussian-MCA models to the corrupted images and estimate the non-noisy image using the estimator y (n) Table 3 shows the reconstruction performance for the considered models in terms of Peak Signal to Noise Ratio (PSNR) and noisy and denoised images ae shown in Fig. 3 .
Consistent with the higher PSNRs, we observe that, e.g., Poisson-MCA better recovers the structure of the original image when the noise is Poisson. This further highlights the importance of tasks such as noise type estimation and model selection, and further emphasizes the necessity and applicability of the presented SC model. Moreover, note that here we did not rigorously optimize performance of the MCA algorithms (e.g., using extensive parameter tuning). In general, task specific averaging procedures or additional methods to avoid local optima can be further exploited. However, the examples may serve to sufficiently illustrate the usefulness of the derived, generally applicable update equations.
Discussion
Learning algorithms which represent data using a dictionary representation have found very widespread use in Machine Learning, Statistics and Artificial Intelligence applications. A central element of all these algorithms is the update equation for the dictionary elements. Maybe most prominently, the specific form of dictionary updates suggested for non-negative matrix factorization (NMF) is a hallmark of one of the seminal papers for dictionary learning [49] . For any model with a non-linear superposition of generative fields, the derivation of dictionary updates is a challenge because closed-form solutions are typically not obtainable [28, 16, 27, 29] . For many types of data, a non-linear superposition is, however, more closely aligned with the true data generating process (see [15, 16, 14, 39, 17] for more discussions). If an algorithm aims to find a dictionary containing the true structural primitives for such data, then update rules derived from the corresponding non-linearities are required.
A non-linearity which may be considered a canonical alternative to the sum is the maximum. The maximum has been investigated for occlusion like non-linearities in image data [16, 34, 14] as well as for masking based non-linearities in sounds [15, 16, 17] . While it would be challenging to address the maximum non-linearity with any gradient based approaches, it has convenient analytical properties which can be exploited. These properties allowed us here to derive our main result, a general set of parameter update equations applicable to any distribution of the exponential family (given that derivatives w.r.t. parameters can be taken). We are not aware of any linear or non-linear latent variable model for which similarly general update equations have been derived. Most relatedly, exponential family SC [24] used MAP-based optimization and distributions of the exponential family with numerical results only for single-parameter distributions. To maintain trainability with MAP the latents were linked to the natural parameters linearly (i.e., the link differs between different noise distributions). In contrast, we here derived general update equations that update all parameters of exponential family distributions with one and two parameter distributions as numerical examples. Our approach consequently allows in principle for very flexible models with, e.g., categorical or Dirichlet distributions for observables (and multiple dictionaries to couple them to the latents). Preliminary example algorithms based on more standard distributions suggest that such novel future algorithms are feasible. Scalability is likewise possible, e.g., by using approximate posteriors for efficient E-steps (as in section 4.2).
Our example applications include structure finding in image patches, automatic estimations of noise distributions (also compare [46] and [45] who focus on estimating the domain of the observation variable) and denoising of data subject to non-Gaussian noise. In analogy to the use of standard sparse coding, the range of possible applications goes much further, of course. Future applications of our results could thus enable inpainting, denoising, compression, feature learning, or compressed sensing for data with in principle any exponential family noise distribution. Future work may also includes the use of more richly structured prior distributions. As the derived update equations apply in general for any binary latents, the independent Bernoulli prior could be replaced by a deep model. Binary latents for deep generative graphical models are very common such that, e.g., deep SBNs [28, 29] but also deep restricted Boltzmann Machines [50] may be used.
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Appendix A Additional Details on Parameter Update Equations

A.1 Proof of Theorem 1
In following, we present the proof of Theorem 1 in details. Before that, however, Lemma 1 and its proof is presented as it is a prerequisite to the upcoming details. This proof is the same as in [16] but here also applies forV d ( s, Θ). We reiterate Lemma 1 and its proof for completeness. (23) . For any arbitrary function g(.) and any arbitrary s ∈ {0, 1} H , we have
Proof For each pair (d, h) the following can apply:
First let h = h(d, s, Θ), then
Furthermore h = h(d, s, Θ) follows A dh ( s, Θ) = 0 which trivially satisfies the claim. The proof of equation (45) is also similar. Now we present Theorem 1 and its proof as following: 
Proof Consider a single dictionary element W dh and, for the sake of simplicity, Θ) . Then using the chain rule, one can get
.
Moreover, we know that for any regular distribution of the exponential family, A( η) satisfies (see [33] for more information):
Now, using Lemma 1 we obtain
(53) A dh ( s, Θ) . This is an important property of the Lemma 1 that alleviates the complexity of the aforementioned equations and enable us to provide simple update equations for the dictionaries W and V of the model. To this, we have
Note that above equation depends on parameter s of the hidden states only through function
where in the last equation we exploited our mean value parameterization defined for which applies:
that yields equations (48) and (49) that further completes the proof. The proof proceeds along the same lines for ∂F ∂V dh .
A.2 Parameter Update Equations -General Case
We derived Theorem 1 for the case of L = 2, i.e., for distributions of the exponential family with sufficient statistics T (y) of length two. This choice was for notational convenience only. Considering the proof of Theorem 1, it can easily be inferred that it applies for any L. We state this more formally in the following:
Instead of two matrices W and V , we have in general L matrices, which we will denote by W (1) to W (L) . Therefore, we have to generalize our definition of η d ( s, Θ), which is now given by:
Given matrices W (1) , . . . , W (L) ∈ R D×H we now have to define the mappings W (l) d ( s, Θ) for l = 1, . . . , L. In analogy to the L = 2 case, we do so again by first defining a matrix M (Θ) ∈ R D×H :
Using matrix M (Θ) we now define our mappingsW 
Also in the general case, the definitions (59) and (60) guarantee that the mean of observable d is given by
As the function η d ( s, Θ) models the influence of the latent variables on the observed variables, it is reminiscent of the link functions as, e.g., defined for generalized linear regression. Furthermore, our definitions (58) to (60) ensure that the means µ d of the observables are always given by a superposition defined by matrix M (Θ), which is likewise reminiscent of link functions for nonlinear regression. Our definition of η d ( s, Θ) via M (Θ) is less direct and we use a maximum superposition, which are notable differences to usual definitions of link functions (alongside other technical differences). The general role of coupling observed to latent variables (or response variables in regression) is also played by η d ( s, Θ) such that it may in a broader sense be referred to as a link function as well.
Now, for the equations (6)-(8) with (58) to (60) that generally define the family of ef-MCA data models, the following general theorem applies:
Theorem 2 Consider an ef-MCA data model (6) to (8) dh are zero if for all d, h, and l applies:
Proof Consider a single dictionary element W (l) dh for an arbitrary 1 ≤ l ≤ L and, for the sake of simplicity, letW Θ) . Then using the chain rule, one can
Moreover, we know that for any regular distribution of the exponential family, A( η) for l = 1, . . . , L satisfies (see [33] for more information):
) .
Now, using Lemma 1 we obtain
(65)
Note that above equation depends on parameter s of the hidden states only through function
A dh ( s, Θ). We have
where in the last equation we exploited our mean value parameterization defined in (4) that is
Therefore, independently of the choice of functions ∂ ∂w Φ l (W
that yields equation (61) and further completes the proof.
The general case does, of course, also include the L = 1 case and consequently Bernoulli, Exponential or the Poisson distribution. Strictly speaking, Theorem 2 does still not cover the entire exponential family in a sense simply because we only considered those distributions for which derivatives w.r.t. their parameters exist.
If a distribution does contain a sufficient statistics proportional to y, i.e. T 1 (y) = y, we obtain a further simplification.
Corollary 1 Prerequisites as for Theorem 2. If the distribution p(y; η) has sufficient statistics T 1 (y) = y, then the condition for W (1) dh (which we will denote by W dh ) is given by:
(69)
The corollary finally explains why the update equation for the original MCA data model [16] , which used Poisson noise, and the update equation for later MCA models [34, 14, 17] are identical and given by (69).
A.3 Parameterization of the Gaussian-MCA
For Gaussian-MCA (G-MCA) in Example 2, the generative model was shown to be given by:
We can use the update equations of Theorem 1 for W and V . To obtain some intuition, we can also define the function:
Because of the definition ofW d ( s, Θ) andV d ( s, Θ) in (23) we get:
The generative model then becomes:
The latents thus change the mean via the matrix W and the variance via the matrices V and W .
We can now use the update rules for V dh and W dh and compute the matrices σ 2 dh as a result. Alternatively, we can also combine the update rules for V dh and W dh to directly obtain an update rule for σ 2 dh :
This form of update is more familiar as it evaluates the square deviation from the mean given by W new dh . Also note that we first have to compute W new dh before updating σ 2 dh as we are familiar to from Gaussian mixtures and other sparse coding algorithms. For the G-MCA application of Sec. 4.2 we do show the matrices W dh and σ 2 dh for whitened natural image patches.
B EM for ef-MCA
The main focus of this study is the derivation of parameter update equations. For small scale ef-MCA models, exact posteriors can be computed and the parameters can be optimized. For larger scale problems, we require approximations, however. A concrete EM algorithm for the distributions is given in Alg. 1. For L = 1 distributions, dependencies are just onW . 
dh based on the relation of the natural parameters and the first moment of p(.); end end
For non-artificial data, large scale ef-MCA models require approximations for optimization. Here we use a recent variational approximation which uses the family of truncated posteriors as variational distributions (e.g. [38] ). Truncated posterior are of the form:
which approximate the full posterior by truncating sums over the whole latent space to sums over subsets K (n) which accumulate most of the posterior mass [51, 38] . The subsets K (n) can then be update, e.g., using evolutionary algorithms with fitness defined to be a monotonic function of the model joint p( s, y | Θ). The method is consequently 'black box' applicable to any distribution of the exponential family.
C Second-Moment Update of the Gamma-MCA
Consider Gamma distribution to be the noise of observables in the model (6)- (8) , meaning:
The natural parameters and sufficient statistics of the Gamma distribution for shape and rate parameters α, β > 0 are also given by:
Based on the mean value parameterization in (4) and (23), we set
where < y > p(y; η) represents the mean of observables and equals to η 1 +1 −η 2 . Also for any y ∈ (0, ∞) we have
where the Digamma function ψ(.) is given by:
with the Bernoulli numbers B 2n = (1, −1 2 , 1 6 , −1 30 , . . .). In short we can write
In order to compute the function Φ, substitute η 2 = η 1 +1 −W from the first equation to the second one to obtain:
Next, approximate the Digamma function with its first two terms to get
and thereby
(83)
Note that we only considered the first two terms of the Digamma function for mathematical conveniency. However, the approximation can be further improved by considering more terms of the summation in (81). Having the natural parameters in (83), one can write
Finally, for the Gamma distribution we have σ 2 = η 1 +1 η 2 2 that results in
Here, however, we were concerned with the variance of Gamma distribution as an scaler that requires averaging over different dimensions, i.e.,
Despite the approximation of the Digamma function, in practice, we observed that the aforementioned equation provides a good approximation of the second-moment statistics of the Gamma distribution. For the experiments above, however, we used the first three terms of the Digamma function for the approximation.
D Experimental Settings
D.1 The Bars Test
For the Bars test presented in the main text, we set π gen h = 2 10 for h = 1, . . . , H (two active bars on average per data point) and generated N = 1000 iid datapoints with the Exponential noise. Fig. (1) -A shows an example set of such a noisy data. Next, parameters of the Exponential-MCA model were optimized using update equations (41) and (42) . That is we initialized W by considering the data mean plus Exponential noise and rearranged it in the matrix form and performed amount of 50 EM iterations. We also set π init h = 3 10 for h = 1, . . . , H. In addition, in each EM iteration, the M-step fixed point equation (41) was (for simplicity) applied just once.
In our experiments, we observed that the best solutions recover all bars with high accuracy. A slight overfitting effect is some times observed that is mostly diminished by increasing the number of data points. Also we frequently observed that the algorithm cannot restore the true generative parameters, however. This can be seen as effect of local optima that further requires variational annealing schemes. Yet, these annealing approaches may not be appropriate to models with non-Gaussian observables. In this study, we used an easy set up and trained a Gaussian-MCA model first to provide an estimation of the model parameters. We then used this estimation for the initialization of the next MCA model. In practice, this yields a robust algorithm which is shown to perform well in avoiding local optima.
In addition to the local optima effect, the inherent complexity of the model can also affect the performance of the model. That is, for e.g., increasing the sparsity (πH) will decrease the reliability of the model. In following, we further evaluate the reliability of the Bernoulli-MCA model to extract the generative components when varying the average number of active causes.
D.2 Reliability For Binary Data
The bars test was first suggested for binary data [41] and a number of different algorithms assuming binary observables have been evaluated over the last two decades. One measure that has been of interest is how robust an algorithm is to the average number of active bars, and how often it reaches the global vs. any local optimum. The probability of converging to recover all bars has been termed 'reliability' of the algorithm [52] . We therefore briefly investigate reliability of Bernoulli-MCA for different levels of sparsity. For our purposes, we notably do not optimize learning to improve reliability (e.g., by introducing annealing procedures [34] ) but use the canonical form of Bernoulli-MCA with exact E-steps (i.e., full posteriors) and W update given by (41) . We generate datasets of overlapping bars as above using Bernoulli-MCA models with W dh ∈ {0.99, 0.01} and varying values of π (we assume π h = π for h = 1, . . . , H) that determine the average number of active bars per datapoint. For each value of π, we generate 200 different bars datasets each with N = 1000 data points and then fit a Bernoulli-MCA model. We compute 50 full EM-iterations and choose the same initialization of W dh and π as the bars test experiment above. Reliability is then measured in terms of the percentage of all trained MCA models that achieve a higher log-likelihood value than the ground truth models due to slight overfitting. Results are presented in Figure 4 . 31.5% 31.0% 23.5% 24.5% 11.0% 8.0% 1.5% Figure 4 : Differences of log-likelihoods between trained Bernoulli-MCA (B-MCA) models and ground truth parameters for bars test datasets. Average active number of bars πH is set by different prior probabilities 0.2 ≤ π ≤ 0.5 in steps of 0.05. Individual runs are shown with small offsets along the π-axis for better visualization. Percentages refer to the fraction of trained B-MCA models with higher log-likelihood than the B-MCA models used to generate the dataset.
As can be observed, the best runs always reach higher log-likelihood values than the generating parameters (due to slight overfitting). These runs do recover all bars patterns and the prior parameters. Even for values π = 0.5, i.e., for five out of ten bars per input on average, one to two out of 200 runs do extract all bars. The best runs in terms of likelihood can automatically be determined without knowledge of the ground truth such that the resulting method would yield a highly reliable approach to extract all bars for binary data (compare [52, 39]). Log-Likelihood Figure 5 : Comparison of the log-likelihood values for three different models applied on the same dataset. The data are Gamma distributed and trained with two different settings for the initialization. Red dots show the results of initializing at the ground truth values for the W and blue lines are for initializing at random positions. We trained 10 runs and as observed, Gamma-MCA and Gamma-MCA+ (starting with Gaussian-MCA model and then switching to the Gamma-MCA) models have higher likelihoods at the optimum solution (red dots) rather that the Gaussian-MCA model. Here, the red line presents the true log-likelihood value. Also blue lines illustrate the effect of local optima for the Gamma-MCA model and also beneficiary of the Gamma-MCA+ model.
D.3 Avoiding Local Optima
To assess the reliability of our procedure in avoiding local optima, here, we considered a set of Gamma distributed data together with the Gamma-and Gaussian-MCA models. We then applied three different algorithms on this dataset and compared their log-likelihood values. The task is intended to assess the performance of the Gamma-MCA model in avoiding local optima when trained first with the Gaussian-MCA model. We refer to this model as the Gamma-MCA+ model. As it can be observed from Fig. 5 , the Gamma-MCA+ model achieves better results in comparison to the other two models. That is training first with Gaussian-MCA and then switching to the Gamma-MCA helps achieving higher log-likelihood values and therefore can be employed as a robust approach in alleviating the local optima issue.
D.4 Natural Image Patches
The complete dictionary mentioned in Sec. 4.2 is depicted in Fig. 6 .
D.5 Noise Type Estimation -Related work
The problem of noise type estimation has been addressed in a number of contributions. Teymurazyan et al. for instance studied the problem of distinguishing the type of noise in Positron Emission Tomography (PET) data [44] . In PET radioactive fluids are injected into humans or animals in order to obtain images for diagnostics or scientific studies. As a result, knowing the type of noise is crucial for different image processing routines [44, 53] . Other related work focused on Machine Learning automation (e.g., [45, 46] ). In these contributions Bayesian methods to infer the type of data in categories such as categorical, ordinal, count, real-valued, positive real-valued or interval data are presented. The algorithm does not directly suggest a likelihood model for the data. That is, for instance, it is still necessary to find out the best likelihood function that can fit positive real-valued data such as Gamma, Inverse Gamma, Inverse Gaussian or an Exponential distribution. In addition, [46] aims to also infer the parametric likelihood model of the data and is shown to be more robust in working with missing, corrupted or anomalous data.
D.6 Noise Type Estimation -Technical details
For the noise type estimation experiment with natural noise sources (second example in Sec. 4.2), we used the following three sound files from the CHiME dataset: CR-lounge-200110-1711.s0-chunk46.48kHz.wav, CR-lounge-200110-1601.s0-chunk25.48kHz.wav and CR-lounge-200110-1601.s0-chunk7.48kHz.wav. Amplitude spectrograms were computed as follows: Time domain signals were resampled to 22.050Hz and cut into 2 seconds long mono segments. We then computed the STFT using a 2048-point FFT, 512 samples frame shift and Hann windowing. This resulted in spectrograms with 1025 frequency channels and 87 time steps. The amplitude spectrograms were cut into patches of size D = 12 × 12 resulting in N = 77 064 datapoints on which Gaussian-MCA and Gamma-MCA were trained.
Both with Gaussian-MCA and Gamma-MCA, very small values for σ were learned (between 0.1 and 0.2) which resulted in very high, positive free energies. Besides, we observed that the free energy values of Gaussian-MCA varied much stronger between the different sound examples compared to the free energies of Gamma-MCA (Tab. 2).
D.7 Denoising
For our denoising experiment, we used the House image with gray scales in the interval [0, 255].
We also employed the same sliding window averaging technique as in [38] and used H = 512, D = 12 × 12. Each algorithm is trained once for 1000 EM iterations without any annealing procedure or any further processing on the data. 
