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Abstract. The ηT pairing on supersingular is one of the most efficient
algorithms for computing the bilinear pairing [3]. The ηT pairing defined
over finite field F3n has embedding degree 6, so that it is particularly
efficient for higher security with large extension degree n. Note that the
explicit algorithm over F3n in [3] is designed just for n ≡ 1 (mod 12),
and it is relatively complicated to construct an explicit algorithm for
n 6≡ 1 (mod 12). It is better that we can select many n’s to implement
the ηT pairing, since n corresponds to security level of the ηT pairing.
In this paper we construct an explicit algorithm for computing the ηT
pairing with arbitrary extension degree n. However, the algorithm should
contain many branch conditions depending on n and the curve parame-
ters, that is undesirable for implementers of the ηT pairing. This paper
then proposes the universal ηT pairing (fηT pairing), which satisfies the bi-
linearity of pairing (compatible with Tate pairing) without any branches
in the program, and is as efficient as the original one. Therefore the pro-
posed universal ηT pairing is suitable for the implementation of various
extension degrees n with higher security.
Keywords: Tate pairing, ηT pairing, Duursma-Lee algorithm, efficient
implementation.
1 Introduction
Recently, bilinear pairings defined on elliptic curves such as Tate pairing and the
ηT pairing have been attracted to make new cryptographic protocols, for exam-
ple, identity-based cryptosystem [5], short signature [7] and efficient broadcast
cryptosystem [6], come true.
A standard algorithm for computing the Tate pairing is Miller algorithm
[12]. The computational cost of Miller algorithm is generally larger than that
of RSA or elliptic curve cryptosystems [2]. It is one of important research fields
in cryptography to improve the computational cost of pairings. Supersingular
curves with characteristic three has embedding degree 6, so that it is particularly
efficient for higher security. Some efficient variations of Miller algorithm in base
three have been proposed for computing Tate pairing on supersingular elliptic
curves over characteristic three [2, 10]. Duursma and Lee proposed a closed form
generated by divisor gR = 3(R)+(−3R)−4(O) for a pointR, which can efficiently
compute Tate pairing [8]. Barreto et. al. then proposed the ηT pairing which can
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reduce the iteration number of the main loop of Duursma-Lee algorithm [3]. The
computational cost of the ηT pairing is about half of the Duursma-Lee algorithm.
The ηT pairing is currently one of the fastest algorithm for computing the bilinear
pairing. It is easy to convert between Tate pairing and the ηT pairing (see [3] or
[4] for details).
This paper focuses on the ηT pairing defined over finite field F3n . Extension
degree n of F3n has to satisfy the following conditions due to several attacks:
n is an odd prime number, l is a large prime number with l|(36n − 1), where l
is the order of the subgroup of the elliptic curve used in pairing. The extension
degrees that satisfy these conditions are n = 97, 163, 167, 193, 239, 313, 353, ... .
On the other hand the explicit algorithm for computing the ηT pairing in [3]
deals only with n ≡ 1 (mod 12). Therefore, the previous researches on the ηT
pairing have been implemented in the case of n ≡ 1 (mod 12) [3, 4, 14]. To
our knowledge there is no literature that proposes the ηT pairing over F3n for
general extension degree n.1 Note that we should modify it if we try to construct
an explicit algorithm for n 6≡ 1 (mod 12), namely n = 163, 167, 239, 353, ... . It
is relatively complicated to construct an explicit algorithm for n 6≡ 1 (mod 12).
In this paper we present an explicit algorithm for arbitrary prime number n
with gcd(n, 6) = 1. The proposed explicit algorithm depends on the extension
degree n and the coefficients of the underlying curves, which is not suitable for
implementers of the ηT pairing. Therefore this paper proposes the universal ηT
pairing whose algorithm does not depend on n and whose computational cost
is same as the original ηT pairing. Moreover we present the explicit relationship
between Tate pairing and the universal ηT pairing, which make the universal ηT
pairing compatible with Tate pairing for arbitrary extension degree n.
The remainder of this paper is organized as follows: In Section 2 we explain
about the known properties of the ηT pairing. In Section 3 we describe the
proposed algorithms including an explicit algorithm for computing the ηT pairing
over arbitrary degree n and the universal ηT pairing. Proposition 1 shows the
relationship between Tate pairing and the universal ηT pairing. We then present
some timings of the universal ηT pairing in C language. In Section 4 we present
the proof of Proposition 1 and the correctness of algorithms appeared in Section
3. In Section 5 we conclude this paper.
2 Tate pairing over supersingular curve with
characteristic three
Let F3n be an extension field over F3 of degree n. Let Eb be the supersingular
elliptic curve defined by y2 = x3 − x + b with b ∈ {1, −1}. All supersingular
curves are isomorphic to this curve. The set of all points on Eb over F3n defined
by
Eb(F3n) = {(x, y) ∈ F3n × F3n : y2 = x3 − x+ b} ∪ {O},
1 In the case of the ηT pairing over F2n , MIRACL supports the general extension
degree using 4 branches [13].
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forms a group, where O is the point at infinity. Note that the extension degree
n should be gcd(n, 6) = 1, it then satisfies n ≡ 1, 5, 7, 11 (mod 12) [3]. In this
paper we deal with the arbitrary degree n with gcd(n, 6) = 1. We define b′ as
b′ =
{
b if n ≡ 1, 11 (mod 12),
−b if n ≡ 5, 7 (mod 12), (1)
then it is known that
#Eb(F3n) = 3n + 1 + b′3(n+1)/2. (2)
2.1 Tate Pairing
Let l be a large prime number, l |#Eb(F3n) and l | (36n− 1). Let P ∈ Eb(F3n)[l]
and let Q ∈ Eb(F36n)/lEb(F36n). Then Tate pairing e(P,Q) over Eb(F3n) is
a pairing, e : Eb(F3n)[l] × Eb(F36n)/lEb(F36n) → F ∗36n/(F ∗36n)l, and defined as
e(P,Q) = fP,l(Q), where fP,N is a function whose divisor is (fP,N ) = (N −
1)(P )− ((N − 1)P )− (N − 2)(O) for any positive integer N .
Since e(P,Q) ∈ F ∗36n/(F ∗36n)l, we require an arithmetic on F36n . A basis
{1, σ, ρ, σρ, ρ2, σρ2} of F36n over F3n gives an efficient arithmetic on F36n , where
σ and ρ satisfy σ = −1 and ρ3 = ρ+ b.
For a point Q = (x, y) ∈ Eb(F3n) the distortion map ψ is one-to-one homo-
morphism defined by
ψ(x, y) = (ρ− x, yσ) in Eb(F36n). (3)
Then e(P, ψ(Q)) is defined for P,Q ∈ Eb(F3n). Note that the representation of
e(P, ψ(Q)) has ambiguity since e(P,ψ(Q)) is contained in a coset of the residue
group F ∗36n/(F
∗
36n)
l. In order to remove this ambiguity, the final exponentiation is
required, which is a powering by (36n− 1)/l. Here we denote e(P, ψ(Q))(36n−1)/l
by eˆ(P,Q), then eˆ(P,Q) has bilinearity, namely eˆ(aP,Q) = eˆ(P, aQ) = eˆ(P,Q)a
for any non zero integer a. The bilinearity is used in many new cryptographic
applications such as identity-based cryptosystem [5], short signature [7] and
efficient broadcast cryptosystem [6].
Miller proposed an efficient algorithm for computing fP,l(ψ(Q)) on arbitrary
elliptic curve over arbitrary field [12]. Barreto et. al. [2] and Galbraith et. al.
[10] proposed Miller algorithm in base three using the following calculation of
function f at point Q ∈ Eb(F3n), f ← f3 · (l1l2)(Q), where l1, l2 are a tangent
line of Eb at Q and a line going through Q and 2Q, respectively.
Miller algorithm in base three is suitable for pairing on Eb(F3n) since cubing
operation and a computation of 3Q are virtually for free. Note that 3Q for
Q = (xq, yq) ∈ Eb(F3n) is calculated as follows:
3Q = (x9q − b,−y9q ) = φpi2(Q), (4)
where pi is the 3rd-power Frobenius map on Eb, namely pi(Q) = (x3q, y
3
q ), and φ
is a map defined as
φ(xq, yq) = (xq − b,−yq). (5)
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2.2 Duursma-Lee Algorithm
There is an important property of Tate pairing [10]. Let m be an integer such
that l |m and m | (36n − 1). Then fP,m(ψ(Q))(36n−1)/m = fP,l(ψ(Q))(36n−1)/l =
eˆ(P,Q).
Duursma and Lee effectively used this property to propose a closed algorithm
for computing Tate pairing on supersingular curves [8]. We know that l | (33n+1)
and (33n+1) | (36n−1) due to Eq.(2) and l|#E(F3n). In the algorithm 33n+1 is
set to N , where the Hamming weight of N in base three is very sparse. Duursma
and Lee then showed that the function l1l2 of Miller algorithm in base three is
equivalent to an explicit function
gR(x, y) = y3ry − (x3r + x− b)2, (6)
whose divisor is (gR) = 3R+ (−3R)− 4(O) for R = (xr, yr).
The function gR can be utilized to compute a function fP,3k+1 for any positive
integer k [11],
fP,3k+1 = g
3k−1
P g
3k−2
3P · · · g33k−2P g3k−1P . (7)
Setting k = 3n in Eq.(7), we see fP,33n+1(ψ(Q)) =
∏3n
i=1(g3i−1P (ψ(Q)))
33n−i .
Therefore we obtain
fP,33n+1(ψ(Q)) =
n∏
i=1
gpii(P )(pin+1−i(ψ(−Q)) (8)
due to (g3i−1P (ψ(Q)))3
3n−i
= (g3i−n−1P (ψ(Q)))3
2n−i
= (g3i−2n−1P (ψ(Q)))3
n−i
.
The explicit description of Duursma-Lee algorithm is derived from Eq. (8) and
thus it has n iterations in the main loop.
2.3 ηT Pairing
Barreto et. al. [3] proposed the ηT pairing to decrease the iteration number of
Duursma-Lee algorithm. Here we describe the ηT pairing on supersingular curve
over characteristic three. Let T be an integer such that
T = 3(n+1)/2 + b′. (9)
Then the ηT (P,Q) for P,Q ∈ Eb(F3n) is defined as ηT (P,Q) = f−P,T (ψ(Q)) if
b′ = 1 and ηT (P,Q) = fP,T (ψ(Q)) otherwise.
Setting k = (n + 1)/2 in Eq.(7), we see fP,3(n+1)/2+1 =
∏(n+1)/2
i=1 g
3(n+1)/2−i
3i−1 .
Barreto et. al. showed that the difference between f±P,T and fP,3(n+1)/2+1 is
represented by a function of a line l3P ′,b′P going through 3P ′ and b′P , where
P ′ = 3(n−1)/2P . Then ηT (P,Q) = l3P ′,b′P (ψ(Q))
∏(n−1)/2
j=0 g3iP (ψ(Q))
3(n−1)/2−i .
Moreover it can be rewritten as
ηT (P,Q) = l3P ′,b′P (ψ(Q))
(n−1)/2∏
j=0
g3−jP ′(ψ(Q))3
j
, (10)
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to remove the exponent 3(n−1)/2.
Eq.(10) is similar to Eq.(8), but only has (n+ 1)/2 iterations, which means
the cost of ηT pairing is about half of Duursma-Lee algorithm. Note that T =
3(n+1)/2 ± 1 is as large as |#Eb(F3n) − 3n − 1|, which is the absolute value of
the trace of Eb(F3n).
ηT (P,Q) itself is contained in a coset of the residue group F ∗36n/(F
∗
36n)
#Eb(F3n ).
Therefore one cannot use ηT (P,Q) in cryptographic protocols due to its ambigu-
ity. ηT (P,Q) requires the final exponentiation of powering by W to be a bilinear
pairing, where W is an integer defined as
W = (33n − 1)(3n + 1)(3n + 1− b′(3(n+1))) (= (36n − 1)/#Eb(F3n) ). (11)
There is an efficient algorithm for computing the final exponentiation in [15].
Let Z be an integer such that
Z = −b′3(n+3)/2. (12)
Then there is a relationship between the ηT pairing and Tate pairing,
(ηT (P,Q)W )3T
2
= eˆ(P,Q)Z . (13)
It is essential to find an algorithm for computing eˆ(P,Q)X for some integer X
that becomes a bilinear pairing. However, if we need to convert the ηT pairing
to Tate pairing via Eq.(13), there is an efficient conversion algorithm, see [4].
Note that the original algorithm for computing the ηT pairing in [3] in-
cludes computations of cube root computations. In general it takes the cost of
0.8∼2 multiplications [1], then we cannot neglect their costs. Beuchat et. al. gen-
erated an algorithm (Algorithm 2 in [4]) that has no cube root and outputs
ηT (P,Q)3
(n+1)/2
.
3 Proposed Explicit Algorithms
In this section we present an explicit algorithm for computing the ηT pairing
with arbitrary extension degree n. We then propose the universal ηT pairing
whose algorithm has no branch in the program.
3.1 ηT Pairing for Arbitrary n
An algorithm for computing the ηT pairing with arbitrary extension degree n
can be constructed from Eq.(10). Since both l3P ′,b′P and g3−jP ′ depend on the
extension degree n and the curve parameter b′, the explicit description of ηT
pairing has a complex form and causes many branches in the program. Lemma
5 of [3] explains about l3P ′,b′P in all cases, however g3−jP ′ is considered only for
n ≡ 1 (mod 12). In this section we investigate g3−jP ′ in details.
Note that g3−jP ′ needs a computation of P ′ = 3(n−1)/2P . In order to effi-
ciently compute P ′ we use Eq.(4), then we see
P ′ = φ(n−1)/2pi(n−1)(P ). (14)
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Algorithm 1 : Computation of ηT (P,Q)
3(n+1)/2 for arbitrary n
input: P = (xp, yp), Q = (xq, yq) ∈ Eb(F3n)
output: (ηT (P,Q))
3(n+1)/2 ∈ F ∗36n/(F ∗36n)#E
b(F3n )
1. b′ ←

b if n ≡ 1, 11 (mod 12)
−b if n ≡ 5, 7 (mod 12)
2. if b′ = 1 then yp ← −yp
3. R0 ←
8><>:
−yp(xp + xq + b) + yqσ + ypρ if n ≡ 1 (mod 12)
−yp(xp + xq − b) + yqσ + ypρ if n ≡ 5 (mod 12)
yp(xp + xq + b) + yqσ − ypρ if n ≡ 7 (mod 12)
yp(xp + xq − b) + yqσ − ypρ if n ≡ 11 (mod 12)
4. d←

b if n ≡ 1, 7 (mod 12)
−b if n ≡ 5, 11 (mod 12)
5. for i← 0 to (n− 1)/2 do
6. r0 ← xp + xq + d
7. R1 ←
−r20 + ypyqσ − r0ρ− ρ2 if n ≡ 1, 5 (mod 12)
−r20 − ypyqσ − r0ρ− ρ2 if n ≡ 7, 11 (mod 12)
8. R0 ← R0R1
9. yq ← −yp
10. xq ← x9q, yq ← y9q
11. R0 ← R30
12. d← d− b (mod 3)
13. end for
14. return R0
The explicit description of P ′ depends on not only the extension degree n but
also the curve parameter b arisen from φ in Eq. (5).
We present Algorithm 1 which is an explicit algorithm for computing the
ηT pairing with arbitrary n. The proposed explicit algorithm is based on the
variation of the ηT pairing discussed by Beuchat et. al. [4] which has no cube
root computation for n ≡ 1 (mod 12). Refer Section 4.1 for a proof of the
correctness of Algorithm 1.
The branches in Steps 1-4 and Step 7 are caused by l3P ′,b′P (Lemma 5 of [3])
and g3−jP ′ , respectively.
3.2 Universal ηT Pairing
Algorithm 1 has many branches that depend on the value of (n mod 12) and b′.
If there is an algorithm without branches, then it becomes more implementor-
friendly. Therefore Section 3.2 proposes the universal ηT pairing, η˜T (P,Q), that
has no branch and is as efficient as the original ηT pairing. The proposed algo-
rithm is given by Algorithm 2.
The following proposition describes the difference between the ηT pairing
(Algorithm 1) and the η˜T pairing (Algorithm 2).
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Algorithm 2 : Computation of fηT (P,Q) for arbitrary n
input: P = (xp, yp), Q = (xq, yq) ∈ Eb(F3n)
output: fηT (P,Q) ∈ F ∗36n/(F ∗36n)#Eb(F3n )
1. R0 ← −yp(xp + xq + b) + yqσ + ypρ
2. d← b
3. for i← 0 to (n− 1)/2 do
4. r0 ← xp + xq + d
5. R1 ← −r20 + ypyqσ − r0ρ− ρ2
6. R0 ← R0R1
7. yq ← −yp
8. xq ← x9q, yq ← y9q
9. R0 ← R30
10. d← d− b (mod 3)
11. end for
12. return R0
Proposition 1. Let n be an odd prime with gcd(n, 6) = 1, and let T , W and
Z be integers defined as Eqs.(9), (11) and (12), respectively. Then we have the
following properties of η˜T (P,Q) for P,Q ∈ Eb(F3n).
(i) η˜T (P,Q)W with final exponentiationW is a non-degenerate and bilinear pair-
ing.
(ii) η˜T (P,Q)W = eˆ(P,Q)U , where U = (3(n−1)/2 · V ZT−2 mod #Eb(F3n)) and
V is defined by the following table.
b = 1 b = −1
n ≡ 1 (mod 12) −1 1
n ≡ 5 (mod 12) 3(n+1)/2 − 2 3(n+1)/2 + 2
n ≡ 7 (mod 12) −1 1
n ≡ 11 (mod 12) −3(n+1)/2 − 2 −3(n+1)/2 + 2
The proof of Proposition 1 is described in Section 4.2. The final exponenti-
ation for η˜T (P,Q) is same as that for the ηT (P,Q) pairing, which is efficiently
computed by the algorithm from [15]. Due to Proposition 1-(i) we can apply the
η˜T pairing to cryptographic applications with a bilinear pairing. If necessary, we
can obtain Tate pairing eˆ(P,Q) from η˜T (P,Q) due to Proposition 1-(ii).
Note that η˜T (P,Q)W is included in the torus T2(F33n). Therefore the conver-
sion of η˜T (P,Q)W to eˆ(P,Q), a powering by U−1, can be efficiently performed
with arithmetic in T2(F33n), refer to [15].
Moreover, the proposed η˜T pairing has good properties, namely it has no
branch and no cube root computation unlike the original ηT pairing. The η˜T
pairing is as efficient as the variation of ηT pairing, which is one of the fastest
implementations of a bilinear pairing [4].
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3.3 Implementation Results
We implemented the η˜T pairing (Algorithm 2) in C language. It is implemented
on an AMD OpteronTM Processor 275 at 2.2GHz using 8GByte RAM.
We mainly follow the implementation described in [9]. The polynomial base
representation is used for F3n . Finite field F3 = {0, 1, 2} is encoded by two bits,
and an addition in F3 is programmed by 7 Boolean logic operations [9]. We
implemented the multiplication by the right-to-left sfift-addition algorithm with
the signed window method of width 3. The extended Euclidean algorithm is used
for the inversion. We deploy the final exponentiation using the torus proposed
by Shirase et. al. [15].
Table 1. Timing of operations on F3n and computation of the fηT pairing (µsec)
Extension degree (n) 97(SSE) 97 167 193 239 313
Addition 0.0083 0.0168 0.0210 0.0237 0.0265 0.0377
Cubing 0.0394 0.1610 0.2104 0.2694 0.3052 0.3943
Multiplication 0.5009 1.2056 2.9757 3.7164 5.3137 8.2219
Inversion 7.7111 12.0865 28.6980 39.7646 55.5295 95.9911fηTW (Alg.2+[15]) 479.63 1164.16 4406.26 6267.99 10753.17 21796.96
Table 1 presents the timing of the η˜T pairing for different extension degrees
n = 97, 167, 193, 239, 313. The timing is an average value for 1,000,000 randomly
chosen elements on the base field F3n or elliptic curve Eb(F3n). If we choose about
twice larger extension degree, then the η˜T pairing becomes about 5 times slower.
The η˜T pairing with n = 313 can be implemented in about 20 milliseconds. In
case of n = 97 we optimized our programming suitable for the streaming SIMD
extensions (SSE). The timing using SSE for the η˜T pairing with n = 97 achieves
under 0.5 milliseconds, which is more than twice as fast than the implementation
without SSE. The embedded field of extension degree n is F36n , and their bit size
are 923, 1589, 1836, 2273, 2977 for n = 97, 167, 193, 239, 313, respectively.
4 Proofs of Proposition and Algorithm
We prove the Proposition 1 and the correctness of Algorithm 1 described in this
paper.
4.1 Proof of Algorithm 1
In order to prove the correctness of Algorithm 1 we introduce Algorithm 3
which is an extension of the original ηT (P,Q) [3] to arbitrary extension de-
gree n. Denote by R(Alg.1)0,j and R
(Alg.3)
0,j the value in register R0 at the j-th
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Algorithm 3 : Computation of ηT (P,Q) for arbitrary n
(Including cube root version)
input: P = (xp, yp), Q = (xq, yq) ∈ Eb(F3n)
output: ηT (P,Q) ∈ F ∗36n/(F ∗36n)#E
b(F3n )
1. b′ ←

b if n ≡ 1, 11 (mod 12)
−b if n ≡ 5, 7 (mod 12)
2. if b′ = 1 then yp ← −yp
3. R0 ←
8><>:
−yp(xp + xq + b) + yqσ + ypρ if n ≡ 1 (mod 12)
−yp(xp + xq − b) + yqσ + ypρ if n ≡ 5 (mod 12)
yp(xp + xq + b) + yqσ − ypρ if n ≡ 7 (mod 12)
yp(xp + xq − b) + yqσ − ypρ if n ≡ 11 (mod 12)
4. for i← 0 to (n− 1)/2 do
5. r0 ←

xp + xq + b if n ≡ 1, 7 (mod 12)
xp + xq − b if n ≡ 5, 11 (mod 12)
6. R1 ←
−r20 + ypyqσ − r0ρ− ρ2 if n ≡ 1, 5 (mod 12)
−r20 − ypyqσ − r0ρ− ρ2 if n ≡ 7, 11 (mod 12)
7. R0 ← R0R1
8. xp ← x1/3p , yp ← y1/3p
9. xq ← x3q, yq ← y3q
10. end for
11. return R0
loop of Algorithm 1 and Algorithm 3, respectively. They are related by equation
R
(Alg.1)
0,j = (R
(Alg.3)
0,j )
3j+1 (see also Appendix II in [4]). Therefore we see that if
Algorithm 3 outputs ηT (P,Q) then Algorithm 1 outputs ηT (P,Q)3
(n+1)/2
. Then
it is sufficient to prove the correctness of Algorithm 3.
Recall that ηT (P,Q) for arbitrary n is defined using two values, l3P ′,b′P (ψ(Q))
and g3−jP ′(φ(Q))3
j
. We prove that g3−jP ′(φ(Q))3
j
, which corresponds to the j-
th loop of Step 5 and 6 in Algorithm 3, can be computed by Lemma 1.
Lemma 1. Let n be an odd prime. Then
g3−jP ′(φ(Q))3
j
=
{
−r20 + y(−j)p y(j)q σ − r0ρ− ρ2 if n ≡ 1 (mod 4),
−r20 − y(−j)p y(j)q σ − r0ρ− ρ2 if n ≡ 3 (mod 4),
for P = (xp, yp), Q = (xq, yq) ∈ Eb(F3n), where r0 is defined as
r0 =
{
xp + xq + b if n ≡ 1 (mod 6),
xp + xq − b if n ≡ 5 (mod 6).
Proof. See the appendix. ¤
Next we have
l3P ′,b′P (x, y) =
{
y + yp(x− xp)− b′yp if n ≡ 1, 5 (mod 12),
y − yp(x− xp)− b′yp if n ≡ 7, 11 (mod 12). (15)
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Algorithm 4 : Computation of ηT (P,Q) for arbitrary n
input: P = (xp, yp), Q = (xq, yq) ∈ Eb(F3n)
output: ηT (P,Q) ∈ F ∗36n/(F ∗36n)#E
b(F3n )
1. R0 ← −yp(xp + xq + b) + yqσ + ypρ
2. for i← 0 to (n− 1)/2 do
3. r0 ← xp + xq + b
4. R1 ← −r20 + ypyqσ − r0ρ− ρ2
5. R0 ← R0R1
6. xp ← x1/3p , yp ← y1/3p
7. xq ← x3q, yq ← y3q
8. end for
9. return R0
from Lemma 5 of [3]. Therefore the formula for R0 in Steps 1 and 3 can be ob-
tained due to Eqs. (1) and (15). Therefore we prove the correctness of Algorithm
3.
4.2 Proof of Proposition 1
We first prove Proposition 1-(ii). Let ηT (P,Q) be the output of Algorithm 4.
Denote by R(Alg.2)0,j and R
(Alg.4)
0,j the value in register R0 at the j-th loop of
Algorithm 2 and Algorithm 4, respectively. Then we see that
η˜T (P,Q) = ηT (P,Q)3
(n+1)/2
, (16)
since R(Alg.2)0,j = (R
(Alg.4)
0,j )
3j+1 . Due to Eqs.(13) and (16), it is enough to prove
that ηT (P,Q)W = ηT (P,Q)VW .
The difference between Algorithm 3 and 4 causes the corresponding difference
between ηT (P,Q) and ηT (P,Q). There are two differences, the first difference
is that Algorithm 3 has the program
“ if b′ = 1 then yp ← −yp”, (17)
and the second difference is that Algorithm 3 has the branches at Steps 1, 3,
5 and 6.
In order to investigate the first difference, we modify Algorithm 4 by
appending the program (17) before Step 1. We call this modified algorithm as
Algorithm 4’, and denote by η′T (P,Q) the pairing value from Algorithm 4’. The
relationship between ηT (P,Q) and η′T (P,Q) is obtained by Lemma 2.
Lemma 2. We have
ηT (P,Q)W =
{
(η′T (P,Q)
W )−1 if b′ = 1
η′T (P,Q)
W if b′ = −1
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Proof. We see that ηT is identical to η′T if b = −1. On the other hand, ηT is dif-
ferent from η′T if b = 1. We obtain ηT (P,Q) = η
′
T (−P,Q) since −P = (xp,−yp)
for P = (xp, yp) ∈ Eb(F3n). Bilinearity of ηT (P,Q)W products a relationship
ηT (P,Q)W = η′T (−P,Q)W = (η′T (P,Q)W )−1. ¤
Remark 1. ηT without the powering by W is not bilinear pairing. Then the
powering by W is required in the statement of Lemma 2.
The second difference causes the difference between η′T (P,Q) and ηT (P,Q).
We soon see that η′T (P,Q) = ηT (P,Q) if n ≡ 1 (mod 12). When n ≡ 5 (mod
12), a converting xq → xq − b, in other words Q→ φ4(Q), in Algorithm 2 gives
Algorithm 4. Then η′T (P,Q) = ηT (P, φ
4(Q)) if n ≡ 5 (mod 12). We easily see
also that the relationship between η′T (P,Q) and ηT (P,Q) for n ≡ 7, 11 (mod
12). Then we have
η′T (P,Q) =

ηT (P,Q) if n ≡ 1 (mod 12)
ηT (P, φ
4(Q))(= ηT (P,−φ(Q))) if n ≡ 5 (mod 12)
ηT (P,−Q) if n ≡ 7 (mod 12)
ηT (P, φ(Q)) if n ≡ 11 (mod 12)
(18)
Due to Lemma 2 and Eq.(18) we have the relationship ηT (P,Q)W and ηT (P,Q)W ,
ηT (P,Q)W =

(ηT (P,Q)
W )−1 if n ≡ 1 (mod 12), b′ = 1 (b = 1)
ηT (P,Q)
W if n ≡ 1 (mod 12), b′ = −1 (b = −1)
(ηT (P,−φ(Q))W )−1 if n ≡ 5 (mod 12), b′ = 1 (b = −1)
ηT (P,−φ(Q))W if n ≡ 5 (mod 12), b′ = −1 (b = 1)
(ηT (P,−Q)W )−1 if n ≡ 7 (mod 12), b′ = 1 (b = −1)
ηT (P,−Q)W if n ≡ 7 (mod 12), b′ = −1 (b = 1)
(ηT (P, φ(Q))
W )−1 if n ≡ 11 (mod 12), b′ = 1 (b = 1)
ηT (P, φ(Q))
W if n ≡ 11 (mod 12), b′ = −1 (b = −1)
(19)
Lastly in order to show that φ is a homomorphism of Eb(F3n), we show that
φ is represented as a scalar multiplication.
Lemma 3. For P ∈ Eb(F3n), φ(P ) is equal to a value in the following table.
b = 1 b = −1
n ≡ 1 (mod 12) 3nP 3nP
n ≡ 5 (mod 12) (−3(n+1)/2 + 2)P (3(n+1)/2 + 2)P
n ≡ 7 (mod 12) 3nP 3nP
n ≡ 11 (mod 12) (3(n+1)/2 + 2)P (−3(n+1)/2 + 2)P
Proof. See the appendix. ¤
Here we go back to the proof of Proposition 1. Lemma 3, Eq.(19), and
the bilinearity of ηT (P,Q)W yield Proposition 1-(ii). Finally we prove Propo-
sition 1-(i) in the following. V and 3(n+1)/2 are coprime to #Eb(F3n) with
V = ±1, 3(n+1)± 2, −3(n+1)± 2, which means that a powering by 3(n+1)/2 ·V is
a group isomorphism in F ∗36n . The η
W
T is a non-degenerate and bilinear pairing,
then the ηTW (= η3
(n+1)/2VW
T ) is also a non-degenerate and bilinear pairing.
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5 Conclusion
This paper provided an explicit algorithm for computing the ηT pairing with
arbitrary degree n. It has many branches based on extension degree n and the
curve parameter b. Therefore, this paper also proposed the universal ηT pairing
(η˜T pairing) which has no branch in the program and is suitable for the effi-
cient implementation for arbitrary extension degree n. Moreover we proved the
relationship between the η˜T pairing and the Tate pairing for arbitrary n.
Finally we summarize the relationship of pairings appeared in this paper in
the following table.
Pairing Properties
eˆ(P,Q) no branch and no cube root ([11])x?y Eq.(13)
ηT (P,Q)
W branches and cube roots (Sec.3.1)x?y powering by V Proposition 1)
ηT (P,Q)
W no branch and cube roots (Sec.4.2)x?y powering by 3(n+1)/2fηT (P,Q)W no branch and no cube root (Sec.3.2)
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A Some Lemmas
In the appendix we prove two lemmas appeared in this paper.
Lemma 1. Let n be an odd prime. Then
g3−jP ′(φ(Q))3
j
=
{
−r20 + y(−j)p y(j)q σ − r0ρ− ρ2 if n ≡ 1 (mod 4),
−r20 − y(−j)p y(j)q σ − r0ρ− ρ2 if n ≡ 3 (mod 4),
for P = (xp, yp), Q = (xq, yq) ∈ Eb(F3n), where r0 is defined as
r0 =
{
xp + xq + b if n ≡ 1 (mod 6),
xp + xq − b if n ≡ 5 (mod 6).
Proof. First we inspect how P ′ = 3(n−1)/2P (Eq.(14)) is represented. We see
that
φs(x, y) =

(x, y) if s ≡ 0 (mod 6),
(x− b, −y) if s ≡ 1 (mod 6),
(x+ b, y) if s ≡ 2 (mod 6),
(x, −y) if s ≡ 3 (mod 6),
(x− b, y) if s ≡ 4 (mod 6),
(x+ b, −y) if s ≡ 5 (mod 6),
(20)
for any (x, y) ∈ Eb(F3n) and any integer s due to Eq.(5). Then we have
φ(n−1)/2(x, y) =

φ0(x, y) = (x, y) if n ≡ 1 (mod 12),
φ2(x, y) = (x+ b, y) if n ≡ 5 (mod 12),
φ3(x, y) = (x,−y) if n ≡ 7 (mod 12),
φ5(x, y) = (x+ b,−y) if n ≡ 11 (mod 12).
The notation of a(i) means a3
i
. We see that
pin(xp, yp) = (xp, yp) (21)
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for P = (xp, yp) ∈ Eb(F3n) since xp and yp ∈ F3n . Then we have pin−1(xp, yp) =
(x(−1)p , y
(−1)
p ). Therefore we see
P ′ =
8>><>>:
(x
(−1)
p , y
(−1)
p ) if n ≡ 1 (mod 12),
(x
(−1)
p + b, y
(−1)
p ) if n ≡ 5 (mod 12),
(x
(−1)
p , −y(−1)p ) if n ≡ 7 (mod 12),
(x
(−1)
p + b, −y(−1)p ) if n ≡ 11 (mod 12).
Note that
φ3(x, y) = −(x, y), (22)
due to −(x, y) = (x,−y) and Eq.(20).
Next we use induction for j to prove Lemma 1. Definition equations of gR
and ψ, Eqs.(3) and (6), are utilized to prove Lemma 1 for j = 0.
Case of n ≡ 1 (mod 12): By P ′ = (x(−1)p , y(−1)p ),
gP ′(ψ(Q)) = (y(−1)p )
3yqσ − ((x(−1)p )3 − (ρ− xq) + b)2
= ypyqσ − (xp + xq + b− ρ)2 = −r20 + ypyqσ − r0ρ− ρ2,
where r0 = xp + xq + b.
Case of n ≡ 5 (mod 12): By P ′ = (x(−1)p + b, y(−1)p ),
gP ′(ψ(Q)) = (y(−1)p )
3yqσ − ((x(−1)p + b)3 − (ρ− xq) + b)2
= ypyqσ − (xp + xq − b− ρ)2 = −r20 + ypyqσ − r0ρ− ρ2,
where r0 = xp + xq − b.
Case of n ≡ 7 (mod 12): By P ′ = (x(−1)p , −y(−1)p ),
gP ′(ψ(Q)) = (−y(−1)p )3yqσ − ((x(−1)p )3 − (ρ− xq) + b)2
= −ypyqσ − (xp + xq + b− ρ)2 = −r20 − ypyqσ − r0ρ− ρ2,
where r0 = xp + xq + b.
Case of n ≡ 11 (mod 12): By P ′ = (x(−1)p + b, −y(−1)p ),
gP ′(ψ(Q)) = (y(−1)p )
3yqσ − ((x(−1)p + b)3 − (ρ− xq) + b)2
= −ypyqσ − (xp + xq + b− ρ)2 = −r20 − ypyqσ − r0ρ− ρ2,
where r0 = xp + xq − b.
We complete proving Lemma 1 for j = 0.
We suppose that Lemma 1 is held for j = j′. Then we easily see that Lemma
1 is also held for j = j′ + 1 with direct computations. ¤
Lemma 3. For P ∈ Eb(F3n), φ(P ) is equal to a value in the following table.
b = 1 b = −1
n ≡ 1 (mod 12) 3nP 3nP
n ≡ 5 (mod 12) (−3(n+1)/2 + 2)P (3(n+1)/2 + 2)P
n ≡ 7 (mod 12) 3nP 3nP
n ≡ 11 (mod 12) (3(n+1)/2 + 2)P (−3(n+1)/2 + 2)P
Universal ηT Pairing Algorithm 15
Proof. Let P = (xp, yp) be contained in Eb(F3n). Then we can use addition and
duplication formulae of elliptic curves (see [16] for details) to obtain equations{
pi(P ) + 2P = (xp − 1,−yp) if b = 1,
−pi(P ) + 2P = (xp + 1,−yp) if b = −1. (23)
The following calculations complete the proof.
Case of n ≡ 1 (mod 12), b = 1:
3nP = φnpi2n(P ) = φ(P ) by (4), (20), (21)
Case of n ≡ 1 (mod 12), b = −1:
3nP = φnpi2n(P ) = φ(P ) by(4), (20), (21)
Case of n ≡ 5 (mod 12), b = 1:
(−3(n+1)/2 + 2)P = −φ(n+1)/2pin+1(P ) + 2P by (4)
= −φ3pi(P ) + 2P by (20), (21)
= pi(P ) + 2P by (22)
= φ(P ) by (23)
Case of n ≡ 5 (mod 12), b = −1:
(3(n+1)/2 + 2)P = φ(n+1)/2pin+1(P ) + 2P by (4)
= φ3pi(P ) + 2P by (20), (21)
= −pi(P ) + 2P by (22)
= φ(P ) by (23)
Case of n ≡ 7 (mod 12), b = 1:
3nP = φnpi2n(P ) = φ(P ) by (4), (20), (21)
Case of n ≡ 7 (mod 12), b = −1:
3nP = φnpi2n(P ) = φ(P ) by (4), (20), (21)
Case of n ≡ 11 (mod 12), b = 1:
(3(n+1)/2 + 2)P = φ(n+1)/2pin+1(P ) + 2P by (4)
= pi(P ) + 2P by (20), (21)
= φ(P ) by (23)
Case of n ≡ 11 (mod 12), b = −1:
(−3(n+1)/2 + 2)P = −φ(n+1)/2pin+1(P ) + 2P by (4)
= −pi(P ) + 2P by (20), (21)
= φ(P ) by (23)
We complete proving Lemma 3. ¤
