Due to its low storage cost and fast query speed, hashing has been widely used for large-scale approximate nearest neighbor (ANN) search. Bucket search, also called hash lookup, can achieve fast query speed with a sub-linear time cost based on the inverted index table constructed from hash codes. Many metrics have been adopted to evaluate hashing algorithms. However, all existing metrics are improper to evaluate the hash codes for bucket search. On one hand, all existing metrics ignore the retrieval time cost which is an important factor reflecting the performance of search. On the other hand, some of them, such as mean average precision (MAP), suffer from the uncertainty problem as the ranked list is based on integer-valued Hamming distance, and are insensitive to Hamming radius as these metrics only depend on relative Hamming distance. Other metrics, such as precision at Hamming radius R, fail to evaluate global performance as these metrics only depend on one specific Hamming radius. In this paper, we first point out the problems of existing metrics which have been ignored by the hashing community, and then propose a novel evaluation metric called radius aware mean average precision (RAMAP) to evaluate hash codes for bucket search. Furthermore, two coding strategies are also proposed to qualitatively show the problems of existing metrics. Experiments demonstrate that our proposed RAMAP can provide more proper evaluation than existing metrics.
Over the past decades, many hashing methods have been proposed to improve retrieval accuracy. To evaluate these methods, many metrics, such as mean average precision (MAP), precision and recall at Hamming radius R, are used to evaluate the hash codes generated by hashing methods. MAP tries to evaluate the ranked list by averaging the precision at each position in the ranked list which is generated according to Hamming ranking. Precision and recall at radius R aim to calculate the accuracy of the returned points whose Hamming distance to the query is less than or equals to R. Almost all hashing algorithms [15, 19, 14, 24] utilize part or all of the above three metrics for evaluation.
However, we find that the above metrics have some problems. Firstly, all of them ignore the retrieval time cost which is an important factor reflecting the performance of search and should not be ignored. Secondly, MAP suffers from an uncertainty problem as the ranked list is based on integer-valued Hamming distance [7] . That is to say, there might exist different MAP values for the same set of hash codes for a dataset. Furthermore, MAP is not sensitive to Hamming radius because MAP only depends on relative Hamming distance. Thirdly, precision and recall at radius R cannot evaluate global performance because these metrics only depend on one specific Hamming radius. Hence, when we use these existing metrics to evaluate two hashing algorithms, it might be difficult to decide which algorithm is better.
In this paper, we focus on the evaluation metric for hashing, and try to solve the problems mentioned above. The contributions of this paper are listed as follows: a) We point out the problems of existing metrics which have been ignored by the hashing community. To the best of our knowledge, this is the first work to systematically analyze the problems of existing evaluation metrics for hashing. b) We propose a novel evaluation metric, called radius aware mean average precision (RAMAP), to evaluate hash codes for bucket search. c) We propose two coding strategies to qualitatively show the problems of existing evaluation metrics. d) Experimental results demonstrate that our proposed metric RAMAP can provide more proper evaluation than existing metrics.
Preliminaries

Notation
In this paper, we utilize boldface lowercase letters like w to denote vectors and boldface uppercase letters like W to denote matrices. The element at position (i, j) of M is denoted as M ij . We use 1 and 0 to denote a vector with all elements being 1 and 0, respectively. C t r denotes the combinatorial number of ways to pick t unordered outcomes from r possibilities, i.e., C t r = r! t!(r−t)! . Furthermore, 1(·) is used to denote an indicator function where 1(T rue) = 1 and 1(F alse) = 0. sign(·) is an element-wise sign function where sign(x) = 1 if x ≥ 0 else sign(x) = −1.
Assume that we have
. We use G ∈ {0, 1} N ×M to denote if a data point x i is a ground-truth neighbor of query y j . If x i is a ground-truth neighbor of y j ,
M ×Q to denote the Q-bits hash code for database points and query points, respectively. dist H (·, ·) is used to denote the Hamming distance between two hash codes. For learning based hashing [21, 6] , we utilize Z = {z k } L k=1 to denote training set. In practice, training set is usually sampled from the database set, i.e., Z ⊆ X. We utilize
L×Q to denote the binary hash codes for training set. Furthermore, for supervised hashing, the similarity S ∈ {0, 1} L×L is also available during training. If z k and z l are similar, S kl = 1, else S kl = 0.
Given a query hash code v j , we utilize b
to denote the j l -th bin where R denotes the Hamming distance between the query and the data points in this bin. We define r-Hamming ball as B (r) j . = {x i | ∀x i ∈ X, dist H (u i , v j ) = r} and set of ground-truth neighbors as N j .
Hash Codes based Retrieval
Hamming ranking and hash lookup are two important procedures for hash codes based retrieval. Compared with Hamming ranking procedure, hash lookup procedure can achieve sub-linear query speed. Hence it is more practical in real applications. The hash lookup procedure is shown in Figure 1 . In Figure 1 , the hash code of the query is denoted as v j = [0, 0, 1, 1] T , the data points in the database is reorganized as an inverted index table constructed from hash codes. T , hash lookup (bucket search) tries to retrieve enough candidates from the nearest tables. That is to say, this procedure will retrieve the bins {b
j2 . . . } sequentially until the enough candidates are gathered. Assume that the time cost for one bucket search operation is t 0 , Figure 1 presents the time costs when we increase the query Hamming radius.
Mean Average Precision (MAP)
MAP is a widely used metric for hashing [12, 24] . The core idea of MAP is to evaluate a ranked list by averaging the precision at each position. Given M queries {y j } M j=1 , MAP is calculated as follows:
where precision(k) denotes the precision at cut-off k in the ranked list. When we utilize MAP to evaluate a hashing algorithm, the Hamming distance between query and database is used to obtain the ranked list.
Precision and Recall
Other important metrics are precision and recall at Hamming radius R [16, 15] . The core idea of precision@R (recall@R) is to calculate the accuracy of returned samples where the Hamming distance between query and samples is less than or equals to R. Given M queries {y j } M j=1 , the precision and recall at R can be calculated as follows:
Radius Aware Mean Average Precision
In this section, we first analyze the problems of existing metrics. Then, we propose a new metric for evaluating hash codes.
Observations
We find that there are some problems when we utilize MAP to evaluate a hashing algorithm. We present an example in Figure 2 . In Figure 2 , we use an orange square to denote the query, i.e., v j . The semicircles denote the different Hamming distance away from the query. We design two coding strategies, i.e., "code #1" and "code #2", which are shown as data points from data #1 to data #7 in Figure 2 (a) and Figure 2 (b), respectively. Different colors are used to denote if a data point is a similar data (orange) of the query or not (blue). The number in each data point denotes the position of the data point in the ranked list.
The first problem is that MAP suffers from uncertainty problem [7] as the ranked list is based on integer-valued Hamming distance. Notice that the data points in the same r-Hamming ball are essentially unordered. If we change the position of these data points, e.g., example shown in green arrow in Figure 2 (a), we can get different MAP values. The second problem is that MAP only depends on relative Hamming distance. For example, the MAP values for code #1 and code #2 are exactly the same. However, code #1 is obviously better than code #2. The last problem is that the MAP ignores the retrieval time cost. For example, if we move the data #6 and data #7 to the 
Nj,0+Nj,1
fifth semicircle for code #1 (shown in red arrow in Figure 2 (a)), the MAP value will not change. However, we must spend more time to retrieve them when the Hamming distance away from the query is enlarged.
Although precision and recall can avoid uncertainty problem and don't depend on relative Hamming distance, there still exist some problems for these metrics. For precision and recall, we also present an example to show the weaknesses of them in Figure 3 . In Figure 3 , the notations of query and coding strategies are defined similarly to the notations defined in Figure 2 .
The first problem is that when we calculate the precision@R (or recall@R), the data points within different r-Hamming balls, where 0 ≤ r < R, are totally unordered. We point out that to avoid uncertainty problem, the data points within the same r-Hamming ball should be unordered, but the data points in different r-Hamming balls should be ordered. In other words, precision@R and recall@R fail to evaluate global accuracy. For example, for code #1, N However, we can find that precision@1 = 0.5 and recall@1 = 0.7 (assume that N + j = 10) for both strategies. Hence, for a specific Hamming radius R, we might can't differentiate which hash codes is a superior one based on precision@R or recall@R. The second problem is that precision and recall ignore the retrieval time cost. For example, if we add redundant and exactly same s-bits to the query v j and the database hash codes for query in code #1 (shown as red hash codes in Figure 3 (a) ), the precision and recall at radius R will not change. However, the retrieval time cost will increase obviously.
Radius Aware Mean Average Precision
According to the aforementioned observations, a proper evaluation metric for hashing should be able to avoid uncertainty problem and evaluate global accuracy. Furthermore, as the retrieval time cost is an important factor reflecting the performance of search, it should be considered.
We first present some related information about the precision at Hamming radius R for a given query v j in Table 1 . Then we have:
To introduce the effect of the retrieval time cost, we impose the time cost penalty on all precision@R. Specifically, when we retrieve to R-Hamming ball, the time cost is ( R r=0 C r Q )t 0 , we multiply precision(y j , R) by the rate of t 0 and ( R r=0 C r Q )t 0 . Then we reformulate the precision as follows:
Then we define the radius aware mean average precision as follows:
Based on the definition of RAMAP in (1), we can find that our proposed metric has the following advantages: a) RAMAP considers the effect of retrieval time cost and imposes the time cost penalty on the metric. b) RAMAP can avoid uncertainty problem as it only depends on accuracy at Hamming radius. c) RAMAP doesn't depend on relative Hamming distance. Hence, RAMAP is more proper for evaluating hash codes. d) RAMAP averages the precision at all Hamming radius r ≤ R when we calculate RAMAP@R. Thus RAMAP can provide more proper evaluation for hash codes.
Coding Strategy for Metric Comparison
To verify the superiority of RAMAP, we propose two coding strategies in this section, including a heuristic coding strategy and a learning based coding strategy. Through these two coding strategies, we point out that existing metrics can't provide a proper evaluation for hashing algorithm.
Heuristic Coding Strategy
Methodology Based on the observations in Section 3.1, we heuristically design a coding strategy to compare RAMAP with existing metrics. Specifically, given M query binary codes V = {v j }
M j=1
and N database binary codes
. We define two transformation methods to convert the U and V to extension codes as follows:
∀i ∈ {1, . . . , n},
where 1 ∈ {1} s , 0 ∈ {0} s and [a; b] denotes the vector concatenation operation. Then we can get three hash codes sets, i.e., {U , V }, {Ū ,V } and { U , V }. We name the first transformation method in (2) as same-extension method and the second method in (3) as different-extension method.
According to the definition of these hash codes, given any hash codes pairs {u i , v j }, {ū i ,v j } and { u i , v j }, we have the following equation:
Analysis According to the definition of these binary codes, we have the following observations: a) The coding strategy {U , V } is better than {Ū ,V } as the latter contains redundant s-bits without any information. b) The coding strategy {Ū ,V } is better than { U , V } as the Hamming distance in the latter hash codes is larger than the former. c) The MAP values for these three coding strategies will be exactly the same. d) The precision and recall for coding strategy {U , V } and {Ū ,V } will be exactly the same. e) If we didn't impose the time cost penalty on precision@R when we design the RAMAP, the RAMAP for {U , V } and {Ū ,V } will be exactly the same. f) According to the definition of RAMAP, we can find that the RAMAP of coding strategy {U , V } is better than that of {Ū ,V }, and the RAMAP of coding strategy {Ū ,V } is better than that of { U , V }.
Learning based Coding Strategy
To further demonstrate the superiority of our proposed RAMAP, we propose a learning based coding strategy to compare RAMAP with MAP, precision. Please note that in this section, the hash codes are redefined on {−1, +1} Q for simplicity, i.e., H . = 2H − 1, after learning procedure, all hash codes can be converted to the form of {0, 1}
Q .
Model Given a dataset
and the similarity S = {S kl } L k,l=1 , we adopt widely used squared loss [25, 16] to learn similarity preserving hash codes. The squared loss is defined as follows:
where
We utilize a deep neural network (DNN) to map the data points into R Q . Specifically, we adopt pre-trained Alexnet [10] on ImageNet [10] dataset as a backbone network and replace the last fullyconnection layer as a hash layer which projects the 4,096 features into R Q . We use g(z; Θ) to denote the output of DNN for input z, where Θ denotes the parameters of DNN. Then we define the hash function as f (z; Θ) = sign(g(z; Θ)). We name this method as deep squared hashing (DSH).
From problem (4), we can see that the core idea of squared loss is to pull similar pair closer and push the dissimilar pair farther through minimizing L + (H) and L − (H), respectively. That is to say, if we change the L + (H) as :
2 , where m Q. The relative Hamming distance will not change by minimizing J (H; Z, S, m) = J + (H; m) + L − (H). Hence, we construct a new approach by solving the following problem:
Like DSH, we adopt a modified pre-trained Alexnet to map input data into R Q . Then a sign function is adopted to generate hash codes. We call this method as m-deep squared hashing (m-DSH).
Learning As the existing of sign function, we can't adopt back-propagation (BP) algorithm to learn the parameters of DNN. Hence we replace sign(x) as tanh(βx) [2] . Then we can re-formulate the objective function in (4) as follows:
Then we adopt a mini-batch based BP algorithm to learn parameters Θ. The learning algorithm for m-DSH can be derived similarly. After learning, we utilize the equation v = sign(g(y; Θ)) to generate binary code for unseen sample y.
Analysis Compared DSH with m-DSH, we can find that: a) The goal of DSH is trying to map the
is pulled to m. c) Both of DSH and m-DSH are relative Hamming distance preserving hashing method. d) We can find that the MAP of DSH and m-DSH will be very close. e) We can find that the RAMAP of DSH will be better than that of m-DSH. f) As m-DSH can preserve relative Hamming distance, the precision@R = m of m-DSH might be as high as precision@R = 0 of DSH.
Experiments Analysis
To verify the superiority of our proposed metric, we carry out experiments based on two proposed coding strategies. The experiments are run on a workstation with Intel (R) Xeon(R) CPU E5-2620V4@2.1G of 8 cores, 128G RAM and an NVIDIA TITAN XP GPU.
Experimental Settings
We adopt CIFAR10 [9] for our experiments. CIFAR10 dataset contains 60,000 32×32 images which belong to 10 classes. Following the setting of existing hashing algorithms [12, 24] , we utilize 1,000 images (100 images per class) as query set and the remaining images as database set. For this dataset, two images will be defined as a ground-truth neighbor (similar pair) if they share the common label.
For the heuristic coding strategy, we utilize 4,096-dimensional deep features which are extracted by the pre-trained Alexnet [10] model on ImageNet [10] dataset . We adopt locality sensitive hashing (LSH) [4] to obtain basic hash codes. We set Q = 8 and s = 1, 8. And then we obtain the {Ū ,V } and { U , V } based on {U , V }.
For learning based coding strategy, 5,000 (500 images per class) images are randomly sampled from database set to construct training set. And we resize all images to 224 × 224 and use the raw pixels as the inputs. We utilize a pre-trained Alexnet as the backbone network. We set initial learning rate as 0.05 and reduce it to 0.025 after 200 epochs (we train our algorithms 400 epochs totally). We set weight-decay as 5 × 10 −5 and mini-batch size as 128. β will be enlarged by a factor of 1.005 per epoch to reduce quantization error. For these methods, all experiments are run five times with different random seeds and average accuracy is reported.
Experiments Results
Results for Heuristic Coding Strategy For the heuristic coding strategy, we compare RAMAP with MAP and precision, recall in Table 2 and Table 3 respectively. In Table 2 and Table 3 , we utilize "LSH" to denote the hash codes generated by LSH algorithm. We utilize "LSH SE " and "LSH DE " to denote the same-extension method and different-extension method, respectively. We omit some experiments results, e.g., RAMAP@R = 5, in these tables due to space limitation.
In Table 2 , we compare the RAMAP with MAP. We can see that the MAP values for LSH, LSH SE and LSH DE are exactly the same. That is to say, we can't decide which method is better according to MAP values. However, from RAMAP values, we can see that LSH and LSH SE are better than LSH DE . We can also find that LSH is better than LSH SE slightly.
In Table 3 , we compare RAMAP with precision and recall for LSH, LSH SE . We can find that precision, recall for LSH and LSH SE are exactly the same. However, based on the analysis in Section 4.1, LSH is better than LSH SE . In other words, based on precision and recall, we can't decide which hash codes is better in this case. Based on RAMAP, we can find that LSH is better than LSH SE , which conforms to the analysis in Section 4.1. Results for Learning based Coding Strategy For the learning based coding strategy, we set m = 4, 8, 12 for this experiment and we use "4-DSH", "8-DSH" and "12-DSH" to denote the corresponding m-DSH method.
In Figure 4 , we present the RAMAP and MAP for learning based coding strategy with binary code length being 48 bits and 64 bits. From Figure 4 , we can find that the MAP for all methods are very close. Hence, we can't decide which one is the best algorithm based on MAP. However, according to the RAMAP, we can clearly find that the best algorithm is DSH, the second best is 4-DSH, the third best is 8-DSH and the worst is 12-DSH. In Figure 5 , we present the number of query with empty bins for these methods with different Hamming radius. We can find that the retrieval procedure will suffer from the worst empty-bin problem if we adopt the learned hash codes of 12-DSH to construct inverted index table. That is to say, the worst method is 12-DSH, the second worst method is 8-DSH, the third worst method is 4-DSH and the best method is DSH, which is in accordance with the results of RAMAP and the analysis in Section 4.2.
Furthermore, we compare RAMAP with precision at Hamming radius R with binary code length being 48 bits and 64 bits in Figure 6 . From Figure 6 , we can see that although the precision values with low radiuses are differentiable, we still might be confused to choose a better algorithm as the precision values with high radiuses lead to confusion. For example, although the precision@R = 0, 1, 2 values of 4-DSH are lower than that of DSH, the precision values of 4-DSH are higher than DSH when R ≥ 3. Thus we will be confused to decide which one is better according to precision. While based on the RAMAP of these methods, we can find that DSH is better than 4-DSH, 4-DSH is better than 8-DSH and 12-DSH is the worst method. The reason why precision can't provide deterministic conclusion might be two-fold. On one hand, based on the model of m-DSH, the precision@R = m might be as high as the precision@R = 0 of DSH. However, precision@R = m ignores the precision@R = {0, . . . , m − 1}, i.e., precision fails to evaluate global performance. On the other hand, the precision ignores retrieval time. To verify this point, we utilize the learned hash codes to construct inverted index table and perform bucket search. We report the time cost (in millisecond) in Figure 7 . From Figure 7 , we can see that with the increasing of search radius, the time cost increases exponentially. That is to say, although precision values with high radius are higher than that with low radius (aforementioned confusion situation), it's impractical in real applications. Hence we can conclude that RAMAP is more proper to evaluate hashing algorithms.
Conclusion
In this paper, we systematically analyze the problems of existing metrics for the first time and propose a novel evaluation metric, called radius aware mean average precision, to evaluate hash codes for bucket search. We propose two coding strategies to qualitatively show the problems of existing metrics. Experiments verify that our proposed metric can provide more proper evaluation for hashing.
