Consider the reliable transmission of information over a discretetime memoryless channel with mismatched decoding, i.e., where the decoding metric is not necessarily matched to the channel's characteristics. This is a realistic model for time-varying channels or when implementation constraints dictate a given decoder which employs a specific fixed metric.
Hui [l] has derived a lower bound on the capacity of a discrete memoryIess channel (DMC) with mismatched decoding, hereafter referred to as Hui's capacity and denoted C H . Our first result in this work is an extension of this lower bound to an exponentid family of channels. This wider class of channels includes, as special cases, DMC's, finite-state channels, Poisson channels and Gaussian channels. Some of the results extend to exponential channels with memory (e.g., finite-state channels), but in this case a single-letter characterization of the achievable rates is not available.
Motivated by the matched decoding case, we prove that in the random coding regime, Hui's capacity is the highest achievable rate under mismatched decoding. This observation, as well as a sphere packing argument for bounding the maximum possible number of disjoint mismatched decoding spheres, support Hui's conjecture (recently proved by Balakirsky [2] for binary-input channels) that CH is the ultimate reliably transmitted rate. New bounds and interesting properties of CH are presented [3], and relations among C H , the generalized average mutual information (defined in terms of Gallager's bound in parallel to the matched case) and the generalized cut-off rate are established.
Some indicative examples of practical interest for continuous and discrete-alphabet memoryless channels with various mismatched metrics are worked out. In particular, a two-dimensional AWGN channel (with Gaussian inputs) subjected to a phase offset of 6' is considered. It is found that the deleterious effect of the phase offset 6' on CH manifests itself in attenuating the signal power by a factor of cos2 8 and in adding an equivalent noise term with power of sin2 8 times the signal power. This expression mimics the behavior of the uncoded complex channel with a phase offset.
We proceed to examine specific examples of encoding/decoding mechanisms motivated by the nature of the mismatch. It is demonstrated that the achievable reliable transmitted rate under mismatched decoding may depend on the performance criterion (bit error vs. message error probability) and on the coding strategy (randomized vs. deterministic), in contrast to the well-known behavior of the optimal matched-decoding scenario. As an example, consider a BSC with crossover probability of p < 0.5, where the decoder uses the mismatch metric adapted to a BSC with p' > 0.5 instead of p . In this case CH = 0 [l] , however, by using a variant of differential encoding one can achieve a positive rate with respect to the bit error probability (while the message error probability goes to unity). Moreover, a randomized strategy (e.g. assigning to any possible message, with equal probability, a properly selected binary codeword or its complement) leads to a positive achievable rate with respect to the message error probability. Thus, in several specific cases, with different error criteria and/or randomized coding strategies, reliable rates exceeding CH are achievable.
