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Abstrak—Algoritma Backpropagation dan K-Nearest 
Neighbor merupakan metode yang digunakan untuk klasifikasi 
yang bersifat suppervised, dimana kedua metode ini 
membutuhkan target dari data pola yang akan di latih. Untuk 
memecahkan masalah klasifikasi, berbagai macam metode telah 
diterapkan. Dibidang soft computing, mulai banyak 
dikembangkan juga teknik-teknik klasifikasi. Sehingga proses 
klasifikasi dapat dilakukan dalam waktu yang relatif lebih cepat 
dengan menggunakan algoritma klasifikasi yang tepat. Pada 
paper ini obyek penelitian yang digunakan adalah 10 jenis 
penyakit dengan gejalan awal demam. Terdapat 82 data pasien 
yang dibagi untuk data training  sebanyak 72 pasien dan sisanya 
digunakan untuk data testing. Fokus penelitian ini adalah pada 
tingkat akurasi atau succes ratio yang dihasilkan oleh masing-
masing metode. Dari hasil pengujian (testing) 10 data pasien 
diperoleh informasi bahwa hasil identifikasi terbaik untuk 
algoritma K-NN dengan menggunakan nilai K=3, K=7 dan K-9 
dengan akurasi sebesar 100%, sedangkan untuk algoritma 
backpropagation diperoleh tingkat akurasi untuk identifikasi 
penyakit sebesar 90% dengan nilai learning rate 0,1 dan nilai 
toleransi error sebesar 0,001. Dari hasil pengamatan tersebut 
maka dapat disimpulkan bahwa algoritma K-NN memberikan 
hasil identifikasi penyakit yang lebih baik dibandingkan 
algoritma backpropagation.  
Kata kunci—Akurasi; Backpropagation; Identifikasi; K-NN; 
penyakit; Supervised. 
I. PENDAHULUAN 
Ketepatan hasil dari suatu identifikasi data dalam dunia 
kedokteran sangatlah berpengaruh terhadap keputusan yang 
akan diambil oleh seorang dokter untuk melakukan tindakan 
terhadap pasien atau dalam melakukan analisa data untuk 
mendapatkan informasi yang akurat mengenai penyakit yang 
ada khususnya apabila terdapat gejala yang sama pada 
penyakit tersebut. (Sudharmaji, 2011) 
Salah satu gejala awal dari beberapa penyakit yang sering 
timbul dan dialami oleh masyarakat adalah demam. Sering 
masyarakat menganggap bahwa demam hanya merupakan 
indikasi dari sakit flu biasa padahal banyak beberapa penyakit 
yang cukup serius diawali dari gejala demam. (Sudharmaji, 
2011). Dunia kedokteran membutuhkan tingkat akurasi yang 
tinggi untuk melakukan diagnosa penyakit yang diakibatkan 
oleh gejala utama demam karena apabila penanganan klinis 
lambat terhadap penyakit tersebut maka dapat berakibat fatal. 
(Sudharmaji, 2011).  
Untuk melakukan diagnosa yang baik diperlukan sebuah 
metode pendekatan untuk melakukan identifikasi data 
berdasarkan gejala-gejala yang dialami oleh pasien sehingga 
dapat ditemukan diagnosa yang tepat. Ilmu kecerdasan buatan 
yang merupakan bagian dari data mining telah banyak 
digunakan dalam dunia kedokteran untuk membantu para 
medis didalam melakukan diagnosa penyakit. (Mahdi, 2011) 
Data mining saat ini menjadi bagian yang sangat penting di 
bidang kedokteran untuk melakukan pengambilan keputusan, 
hal ini berkaitan dengan data riwayat pasien yang terekam 
dalam data rekam medik. (Mahdi, 2011). Data pasien yang 
sangat komplek membutuhkan pengolahan dan analisa yang 
akurat untuk melakukan tindakan medik. Terdapat beberapa 
algoritma yang dapat digunakan untuk membantu klasifikasi 
maupun identifikasi diagnosa penyakit pada ilmu kecerdasan 
buatan adalah Jaringan Saraf tiruan, Fuzzy dan K-Nearest 
Neighbor. (Nugroho, 2007). Jaringan saraf tiruan merupakan 
salah satu cabang dari ilmu kecerdasan buatan yang 
mempunyai berbagai macam algoritma untuk penyelesaian 
masalah klasifikasi jenis penyakit diantaranya algoritma 
backpropagation. (Dhaneswara, 2004).  
Dari uraian diatas maka paper ini akan membandingkan 
kemampuan hasil identifikasi antara algoritma 
Backpropagation dengan algoritma K-NN. Parameter yang 
digunakan untuk mengukur kemampuan identifikasi suatu 
penyakit adalah akurasi dari data pengujian sistem.  
II. TINJAUAN TEORI 
A. Algoritma Backpropagation 
Algoritma backpropagation merupakan salah satu 
algoritma supervised pada neural network yang sering 
digunakan untuk melakukan pengenalan pola pada banyak 
bidang yang berkaitan dengan data yang tidak linier. (Karray, 
2004). Backpropagation dapat melatih jaringan untuk 
mendapatkan keseimbangan antara kemampuan jaringan untuk 
mengenali pola yang digunakan selama pelatihan serta 
kemampuan jaringan untuk memberikan respon yang benar 
terhadap pola masukan yang serupa (tapi tidak sama) dengan 
pola yang dipakai selama pelathan. (J.J.Siang,2009)   
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Beberapa penelitian mengenai neural network khususnya 
algoritma backpropagation yang diacu pada paper ini antara 
lain penelitian oleh Sudarmaji Dan Syamsu Windarti untuk 
melakukan identifikasi penyakit dengan gejala awal demam. 
Penelitian lain untuk proses Identifikasi dan peringatan dini 
daerah rawan ISPA pada Balita (Studi Kasus Kabupaten 
Bantul). menggunakan konsep JST backpropagation (Redjeki, 
2013). Pengenalan pola geometri wajah  menggunakan 
jaringan saraf tiruan perambatan balik. (R.Rizal, 2008). 
B. Algoritma K-NN 
K-Nearest Neighbor (K-NN) adalah suatu metode yang 
menggunakan algoritma supervised dimana hasil dari sampel 
uji yang baru diklasifikasikan berdasarkan mayoritas dari 
kategori pada K-NN. (Han, 2006). Metode k-nearest neighbor 
juga merupakan metode yang  berdasarkan pada pendekatan 
probabilistik (Syafitri, 2008). 
Metode K-Nearest Neighbor (KNN) merupakan salah satu 
dari metode pengambilan keputusan klinik atau Clinical 
Decision Support System (CDSS). (Mahdi,  2011). Konsep 
dasar dari KNN adalah mencari jarak terdekat antara data yang 
akan dievaluasi dengan K tetangga terdekatnya dalam data 
penelitian. 
Penelitian yang diacu mengenai K-NN antara lain oleh 
Ninki Hermaduanti Dan Sri Kusumadewi tahun 2008.  K-NN 
pada penelitian tersebut digunakan untuk menentukan status 
gizi seseorang. Penelitian lain yang diacu yaitu perbandingan 
metode K-NN dan C-NN untuk klasifikasi kualitas batik tulis 
oleh Safitri, 2008. Tinjauan pustaka lain yang digunakan yaitu 
tutorial perhitungan K-NN oleh Teknomo.   
Metode KNN ini memiliki algoritma yang tidak sulit. 
Algoritma metode ini adalah sebagai berikut (Han, 2006): 
a. Tentukan parameter K (jumlah tetangga terdekat). 
b. Hitung jarak antara data yang akan dievaluasi dengan 
semua data pelatihan. 
c. Urutkan jarak yang terbentuk (urut naik) dan tentukan 
jarak terdekat sampai urutan ke-K. 
d. Pasangkan kelas (c) yang berkesuaian.  
e. Carilah jumlah kelas dari tetangga yang terdekat tersebut, 
dan tetapkan kelas tersebut sebagai kelas data yang 
dievaluasi.  
III. METODOLOGI PENELITIAN 
Paper ini membandingkan kemampuan dua algoritma yang 
sama-sama mempunyai sifat supervised (terawasi). Data 
penelitian sebanyak 82 data dibagi menjadi 2 bagian yaitu data 
pelatihan sebanyak 72 data dan data untuk pengujian sebanyak 
10 data. Dari 10 jenis penyakit yang menjadi obyek penelitian 
menggunakan gejala-gejala sebanyak 39 gejala untuk tiap 
penyakitnya.  
Proses penginputan data untuk gejala yang ada pada sistem 
dilakukan klasifikasi nilai. Klasifikasi nilai bertujuan agar 
mempermudah user dalam memberikan informasi atau 
pengisian data historis penyakit. Klasifikasi input dilakukan 
dalam 4 tingkat yaitu : a) tinggi dengan nilai 0.9, b) Cukup 
dengan nilai 0.45, c) Sedang dengan nilai 0, d) Sedikit dengan 
nilai -0.45 dan e) Normal dengan nilai -0.9. Sedangkan input 
target berupa nilai yang berada pada rentang tertentu .  
Rentang nilai yang ada akan mewakili penyakit yang 
menjadi obyek penelitian ini yaitu sebanyak 10 penyakit 
dengan rancangan konversi nilai target dan keluaran sistem  
terlihat pada tabel 1. Konversi nilai yang digunakan 
menggunakan pendekatan nilai keluaran pada algoritma 
backpropagation yaitu pada interval [-1, 1].  
TABLE I.  KONVERSI NILAI 
 
Target yang diinputkan pada setiap data pasien merupakan 
nilai tengah dari rentang nilai keluaran yang ada. Gejala 
penyakit dan kategori nilai input terlihat pada tabel 2. 
TABLE II.  GEJALA PENYAKIT DAN KATEGORI NILAI INPUT  
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Rancangan untuk algoritma K-NN  dapat dilihat pada blok 
diagram yang ada gambar 1. Pada gambar 1 terlihat bahwa 
terdapat 3 tahapan yang dilakukan pada sistem identifikasi ini 
yaitu tahapan input, proses dan output. Tahapan input 
merupakan bagian penting sehingga dibutuhkan data yang 
baik dan valid. Data yang digunakan pada sistem terdiri dari 
data input dan target untuk setiap data pasien. Data input 
berupa gejala penyakit dengan nilai interval yang ditentukan 
sedangkan target berupa penyakit. Data yang diinputkan 
merupakan  data histori pasien yang telah terekam di rumah 
sakit. 
 
Gambar 1. Blok Diagram untuk K-NN 
Rancangan untuk algoritma backpropagation terdapat  
jumlah neuron masukan sebanyak 40 buah dengan 1 output 
JST yang ditunjukkan dengan arsitektur JST algoritma 
backpropagation nampak pada gambar 2.  
          
 
 
Gambar 2. Arsitektur Neural Network 
 
Rancangan sistem untuk algoritma backpropagation dapat 
dilihat pada blok diagram pada gambar 3. 
 
 
Gambar 3. Blok Diagram Neural Network 
 
Perbedaan hasil training pada kedua algoritma diatas 
nampak pada blok diagram untuk masing-masing algoritma. 
Pada K-NN hasil training berupa jarak (distance) sedangkan 
hasil training pada  backpropagation berupa bobot. Hasil dari 
training  pada kedua algoritma diatas akan digunakan untuk 
melakukan pengujian dari data yang telah dipisahkan dari data 
training.  
IV. HASIL DAN PEMBAHASAN 
Dari kedua algoritma diatas maka akan dipaparkan hasil 
perbandingan untuk melakukan identifikasi penyakit dengan 
gejala awal demam.  
A. Algoritma Backpropagation 
Dalam melakukan identifikasi penyakit algoritma 
backpropagation akan menggunakan bobot-bobot yang ada 
dari hasil proses pelatihan untuk digunakan pada proses 
pengujian dalam mendapatkan keluaran sistem. Bobot dalam 
algoritma backpropagation sangat penting peranannya 
sehingga diperlukan proses pelatihan (training) yang baik.  
Beberapa faktor yang mempengaruhi proses pelatihan antara 
Seminar Nasional Aplikasi Teknologi Informasi (SNATI) 2013   
Yogyakarta, 15 Juni 2013                                     I-4                                                                            ISSN: 1907 - 5022 
lain laju pembelajaran, toleransi kesalahan, jumlah neuron 
tersembunyi, momentum dan nilai bobot awal. Sistem 
identifikasi penyakit pada penelitian ini menggunakan data 
pasien untuk 10 jenis penyakit antara lain DBD, demam 
chikungunya, TBC, Tipus, Campak, Cacar Air, Flu Burung, 
Flu Babi, Influensa, dan SARS. Dari hasil pengujian yang 
dilakukan menggunakan algoritma backpropagation dengan 
parameter nilai laju pembelajaran dan toleransi nilai kesalahan 
maka diperoleh akurasi hasil identifikasi penyakit seperti pada 
tabel 3.  
TABLE III.  HASIL AKURASI ALGORITMA BACKPROPAGATION 
 
Berdasarkan hasil pengujian pada tabel 3 dapat dilihat 
bahwa nilai laju pembelajaran dan toleransi kesalahan 
memiliki hubungan terbalik dengan hasil iterasi dan akurasi 
hasil keluaran yang terbaik 90%. Memang terdapat distorsi 
dalam beberapa kasus, misalnya pada nilai toleransi kesalahan 
0.005 dan alpha 0.2 serta 0.3 bagian umum. Pada kasus 
tersebut iterasi nilai alpha 0.2 lebih kecil dibandingkan pada 
nilai alpha 0.3 tetapi nilai akurasinya tetap lebih besar dar 
pada alpha 0.3. Distorsi tersebut dapat terjadi karena pengaruh 
penentuan bobot awal pada proses pelatihan, namun demikian 
secara keseluruhan dapat disimpulkan bahwa semakin kecil 
nilai alpha maka jumlah iterasi dan akurasinya akan semakin 
meningkat.  
 
B. K-NN 
Sistem identifikasi penyakit menggunakan K-Nearest 
Neighbor pada penelitian ini menggunakan data pasien untuk 
diagnosa 10 jenis penyakit. Data pasien yang digunakan pada 
penelitian ini sebanyak 82 pasien. Proses pelatihan dilakukan 
dengan mencoba memberikan nilai K yang berbeda-beda 
dengan tujuan untuk mendapatkan hasil terbaik. Nilai K 
dimulai dari 2 sampai dengan 39, hasil pelatihan menghasilkan 
distance untuk setiap data pasien. Proses pelatihan 
menunjukkan bahwa nilai k terbaik pada nilai K=3, 7 dan 9. 
Tabel distance untuk tiap k dapat dilihat pada tabel 4. Tabel 
ini menunjukkan bahwa jarak terdekat untuk K=1 dan K=7 
berada pada data ke 66 sampai data ke 72 sedangkan untuk 
K=9 data terdekat dari sebelumnya ditambahkan pada data ke 
52 dan data ke 53. Dari hasil training tersebut selanjutnya akan 
dilakukan pengujian untuk melihat akurasi dari masing-
masing K yang digunakan yaitu nilai k=3, K=7 dan K=9.  
Setelah proses training dilakukan maka selanjutnya akan 
dilakukan proses pengujian.  Data pasien yang akan diuji ada 
jenis yaitu data sebanyak 10 data yang diambil secara acak 
dan data sebanyak 72 data training yang dijadikan obyek 
penelitian. Pengujian menggunakan hasil dari nilai K=3, K=7 
dan K=9.  
TABLE IV.  NILAI DISTANCE HASIL TRAINING 
 
Untuk 10 data yang diambil secara random juga dilakukan 
pengujian dengan hasil terlihat pada tabel 5, pada tabel ini 
nampak bahwa akurasinya 100%. 
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TABLE V.  HASIL PENGUJIAN DARI 10 DATA RANDOM 
 
 
Semua data uji yang terlihat pada kolom T (target) dapat 
dikenali dengan baik oleh jumlah K=3. K=7 dan K=9. 
 
V. KESIMPULAN DAN SARAN 
 
A. KESIMPULAN 
Dari hasil perbandingan dua algoritma yang bersifat 
supervised (terawasi) yaitu algoritma backpropagation dan K-
Nearest Neighbor untuk identifikasi 10 jenis penyakit dengan 
gejala awal demam maka dapat disimpulkan beberapa hal 
yaitu : 
1. Algoritma K-Nearest Neighbor (K-NN) mempunyai 
akurasi yang lebih baik dibandingkan dengan algoritma 
backpropagation dalam melakukan identifikasi penyakit. 
2. Proses training yang terjadi pada algoritma K-NN lebih 
cepat dibandingkan algoritma backpropagation. 
3. Variabel  gejala pasien yang tidak mempunyai nilai 
(missing value) akan mempengaruhi hasil suatu training 
menjadi lebih baik 
4. Penentuan interval input sistem akan mempengaruhi hasil 
identifikasi 
 
B. SARAN 
Beberapa hal yang perlu dilakukan untuk perbaikan hasil 
penelitian, maka disarankan antara lain: 
1. Data yang digunakan pada training perlu ditambah untuk 
memperkuat argumentasi kesimpulan di atas 
2. Obyek penyakit perlu dikurangi sehingga diharapkan dapat 
lebih baik dan fokus hasil identifikasinya. 
3. Perlu dilakukan penelitian untuk obyek yang lain sehingga 
kesimpulan lebih valid. 
4. Metode yang dibandingkan perlu ditambah misalkan naive 
bayesian. 
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