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Abstract In information filtering systems, the 
documents are sequentially presented to the users based 
on the user relevance values. This paper argues that the 
presented documents should be both important and 
relevant to the users. Based on this view, a structure 
based filtering framework is described, which considers 
the importance and relevance values of documents. An 
approach, which is used to calculate the importance 
values of documents, is proposed to improve the 
representation of user profiles. The experiment results 
and discussion are given.  
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1. Introduction 
 
As the World Wide Web grows exponentially, it 
becomes more and more difficult for the users to 
find the information they want.  In order to reduce 
this information overload, it is useful to prioritize 
the information. The prioritizing can take the form 
of highlighting items of high importance or deleting 
items that are not considered relevant. Information 
filtering is such an information identifying process 
in which documents are selected from a stream of 
incoming data to satisfy a relatively stable and 
specific information need. Information Filtering is 
traditionally divided into three types [8]:  
• Content-based filtering (also called 
cognitive filtering): where documents are selected 
based on correlation between the content of the 
documents and the user's preferences. Only the 
content and properties of a document contribute to 
the filtering, and each user operates independently. 
This is a traditional approach.  
• Social filtering (also called collaborative 
filtering): where documents are filtered for a user 
based upon the likes of other users with similar 
tastes. User profiles are used to compare with each 
other. Groups of similar profiles are identified and 
users belonging to one group will be presented the 
same set of documents. Social filtering systems 
need a number of participants and documents to 
efficiently work together, which is the major 
drawback.  
• Economic filtering: where documents are 
filtered based upon cost factors. Such factors can be 
the relation between cost and benefit of use, or the 
available network bandwidth and size of the 
documents.  
 
Hanani, Oard and Belkin et. al. [11, 12, 13] consider 
that a “good” information filtering can successfully 
indicate the relevance of incoming documents, and 
thus protect the user from not relevant information , 
and without missing relevant information . 
 
Summarily, all current filtering systems consider 
only the relevance to the users or cost of documents 
in different ways. However, a document maybe be 
relevant to the users but not important, or important 
but not relevant. We argue that a system should 
provide the users with relatively important and 
highly relevant documents. Generally, a document 
in the collection has the following characteristics:  
• Importance 
Importance indicates what the role of a document is 
in the whole document collection. Different 
documents have unequal roles. Some are influential, 
while the others are trivial. Suppose the users have 
access to a large set of documents to which the users 
are relevant, and the users wish to automatically 
rank the documents in terms of the “importance”. 
For example, we maybe survey the scientific 
literature, looking for papers on information 
retrieval. Of course, we want to read the most 
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influential papers firstly.  We are concerned here 
with not only the relevant content, but also their 
important roles in the large volume of relevant 
information.  
• Relevance  
Relevance is a confusing and much debated concept. 
The generally accepted theoretical 
conceptualization of relevance involves the 
relationship between a user's information problem 
or need and the information that can solve the 
problem. The operational conceptualization 
involves a user's decision to accept or reject 
information retrieved from an information system 
[2]. 
 
The importance involves the relationships between 
documents in the collection, while the relevance 
indicates the relationships between the documents 
and the users. 
 
In this paper, we propose a new approach, called a 
structure _based filtering, which combines both the 
importance and the relevance values of a document.  
Links between the documents provide a natural 
mechanism for quantifying notions of “importance”.  
More specially, a link can indicate the judgment of 
the author of one document as to the importance of 
another document. The proposed approach firstly 
extracts the link structure of a document collection. 
Then it employs a notion of centrality widely used 
in social network analysis to measure the 
importance values of documents. Finally, all 
documents in the collection are ranked by their 
overall ranking scores which are calculated with 
consideration of both the importance and the 
relevance values of the documents.  
 
2. Structure Based Filtering 
Framework 
 
The overall problem of information filtering can be 
broadly described as learning a map from a space of 
documents to the space of user relevance values. 
More precisely, we denote the space of documents 
as D and space of user relevance values as R. The 
objective is to learn a map RDf →:  such that f(d) 
corresponds to the ranking score of a document d. 
Given that such a map is known for all points in D, a 
finite set of documents can always be rank-ordered 
and presented in a prioritized fashion to the user [5]. 
In the framework, we decompose the map into two 
levels in two parallel lines as shown in Figure 1. The 
higher level in the first line represents a structure 
mapping f11 from the document space to a connected 
graph, where the nodes represent the documents, 
and the edges represent link relationships between 
the documents. That is, ),(:11 EVGDDf →× . This 
mapping is learned in an off-line setting, based on 
the link analysis of collection of documents. The 
lower level in the first line subsequently employs 
another mapping f12  from the structure graph G to a 
set of importance values of nodes  in the graph G, 
which measure how much the important roles of  
documents in the collection are, i.e., 
nRVf →:12 . 
 
Figure 1  The Mappings of the Structure based Filtering 
 
In the second line, the higher level partitions the 
document space into m classes by a clustering 
technique, i.e., },,{: 121 mCCDf → . The lower 
level then estimates the mapping f22 describing user 
relevance for the different classes, i.e., 
sm RCCf →},{: 122  [5]. The whole mapping f 
will be finished by combination of all those 
mappings. 
 
Figure 2 shows a conceptual architecture of 
structure based filtering systems. Basically, it is 
composed of four components: Document 
Collection, Metadata Extraction, Filtering Engine 
and User Profiles.  
Document Collection: It might be web sites, a set of 
databases, email folders and so on.  
Metadata Extraction: It extracts potentially relevant 
information, and passes it to a filter engine. A 
relation between documents can be established on a 
basis of various attributes of documents, such as 
whether there exists a reference between one 
document and another or they have common 
keywords. With this information, the characteristics 
of the document collection can be derived and 
analyzed. 
Document Structure: Based on the information from 
G(V,E) 
{C1,…, Cm} 
Rn(d) 
Rs(d) 
 
R(d) 
f11 f12 
f22 
 
f21 
 
D(d) 
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Figure 2  The Conceptual architecture of Structure based filtering Systems 
metadata extraction, Document Collection can be 
represented as a graph, where a node represents a 
document, and an edge represents the link 
relationship between two documents. 
Classification: The documents are classified into a 
finite number of classes by using a clustering 
technique. 
Document Ordering: The documents are ranked in 
terms of their ranking scores, which combine both 
importance and relevant values of documents. 
User Profile: A vector to represent user’s 
preference. More importantly, user profiles are used 
for comparing documents to find the important and 
relevant documents for users, and also for grouping 
the users. The importance values of documents are 
combined into user files as a common feature of 
every user. 
Presentation: The documents are sequentially 
presented to the user in a priority form. 
 
There is also a feedback mechanism in the 
framework to improve performance of the system. 
 
3. NodeRank: A Ranking for A Node 
in the Graph 
 
As mentioned before, the relationships between the 
documents in a collection can be extracted into a 
connected graph. After this, we need a function, i.e., 
f12  , to map every node of this graph into a real value 
of importance, which can indicate the important 
position of a corresponding document in the 
collection. Fortunately, we can employ the measure 
of “centrality” used in social network analysis as a 
basis of the mapping. 
 
Centrality refers to the importance of a particular 
node in a network. The measures of centrality have 
been developed to “attempt to describe and measure 
properties of ‘actor location’ in a social network” 
[3]. In a document collection, the relationships 
between documents are composed of a graph.  The 
importance of a document in such a graph can be 
measured by documents passed through it, or it can 
easily reach other documents in the collection.  Or it 
is itself directly connected to other documents. 
From this perspective, the role of a document can be 
a function of its position in a given network. 
 
There currently exists a variety of centrality 
measures developed, but the measures are roughly 
classified into three major types: degree, closeness, 
and betweenness centrality , which are defined as 
follows.  
 
Definition 1 (Freeman) Degree Centrality: Degree 
centrality of a node refers to the number of edges 
attached to the node.  
 
Obviously, Degree centrality can be normalized to 
range from 0 to 1, where 0 means the smallest 
possible and value 1 the highest possible centrality. 
The normalized measures are called relative 
measures of centrality: 
1
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nodes to a local node, so it is a local centrality. 
 
Definition 2 (Freeman) Closeness Centrality is the 
sum of geodesic distances, defined as the shortest 
path connecting two nodes, between a node and all 
others.  

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where d(u,v) is the shortest path between nodes  u 
and v , which  is equal to the number of edges 
between them. Measures of centrality based on 
closeness reflect a node’s freedom from the 
controlling actions of others, their capacity for 
independent action within the network. This 
measure actually indicates how far a node is from 
all others. A node with higher closeness score is less 
centralized one than a node with lower closeness 
score. The most central nodes can quickly interact 
with all other nodes because they are close to all 
others. 
 
Definition 3 (Freeman) Betweenness Centrality  of 
a node u is the sum of probabilities across all 
possible pairs of nodes,  and that the shortest path 
between nodes uj and uk pass through node u.  

=
−
=
=
n
j
j
k
jkguC B
1
1
1
' )( , 
2/)2)(1(
)()(
'
−−
=
nn
uC
uC BB  
Centrality measures based on betweenness reflect 
the intermediary location of a node along indirect 
relationships linking other nodes. Betweenness 
centrality “measures the extent to which a particular 
point lies ‘between’ the various other points in a 
graph: a point of relatively low degree may play an 
important ‘intermediary’ role and so be very central 
to the network” [4]. A node with high betweenness 
has a capacity to facilitate or limit interaction 
between the nodes it links. 
 
Closeness and Betweenness are the global 
centralities. 
 
Different centrality measures can give quite 
different results for the same network. It can happen 
that a node has low degrees, but high betweenness 
centrality. In order to overcome the drawbacks of 
single measure, the combination of degree, 
closeness and betweenness yields the following 
measure: 
)()()()( 321 uCwuCwuCwuR BCDn ++=    (1) 
where the weights w1, w2, and w3 sum to 1. For 
simplicity, we can give equal importance to three 
measures by having equal values of the weights. 
 
Based on above description, we give the follow 
definition 4. 
Definition 4 NodeRank: Let ),( EVG =  be an 
undirected and connected graph. Let f12 be a 
function which assigns a real value to a node of G. R 
n(u) is called a NodeRank of node u, and 
1)(0 ≤≤ uRn .  
Generally, a node has a high NodeRank score, if it 
has high degree, is easily accessible to (close to) all 
other nodes, and lies on several geodesics (shortest 
paths) between other nodes. 
 
4.  Document Rank: A Ranking for A 
Document in the collection with 
consideration of importance 
 
Based on previous description, the ranking score of 
a document to a given user is calculated as follows: 
)()()( dRdRdR sn ×=          (2) 
where Rn(d) is calculated by equation (1) , and Rs(d) 
is the relevance value of a document to a user.  
 
The calculations of Rs(d) are different in current 
filtering systems. The main techniques include 
relevance feedback and collaborative filtering, such 
as, the Rocchio’s vector space feedback model [9] , 
and Roberstson’s probabilistic networks[10]. 
 
We can also write equation (2) in the matrix form as 
follows: 
][][][ mmnmnsmn RRR ××× =       (3) 
Where  
 n : The number of users in the system 
 m: The number of documents in the 
collection 
 ][ mnsR × : A users-by-documents matrix, 
where its entry Rij is the ranking score of the j-th 
document for the i-th user. 
][ mmnR × : A diagonal matrix made up of the 
importance values of documents in the collection 
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The ranking scores of documents are composed of 
two parts: one is the importance value and another is 
the relevance value. From above formulas, it is easy 
to know the documents, which have both a highly 
important position in the collection and a highly 
relevant to users, will be presented in high priorities. 
 
From the perspective of the structure based 
information filtering, a document collection can be 
formally represented as a 5-tuple graph: 
),,,,( λµ fEVG =  where V is the set of nodes to 
represent the documents, VVE ×⊆ is the set of 
edges to indicate the relationships between the 
documents VLV: →µ  is a function assigning 
labels to the nodes, ℜ→Vf :  is a function 
assigning the important values to the nodes, and 
ℜ→E:λ , a function assigning weights to the 
edges.  In this definition, LV is the set of node labels. 
For simplicity, suppose the weight of every edge in 
the graph is 1, and we restrict our considerations to 
undirected and connected graphs. 
In summery, we have the following theorem. 
 
Theorem 1 Let D be a set of documents, and a 
mapping ℜ→Df :  . Let ℜ∈τ  be a positive 
real threshold value which is between 0 and 1. The 
following properties of the structure based filtering 
hold true: 
1. DddR ∈≤≤ ,1)(0  
2. })(|{ DddRdF ∈∧≥= ττ  
3. DF ⊆τ  
     4. )()( 21 dOdO < , if )()( 21 dRdR ≥  and 
τFdd ∈21,  
     5. 0)( =dO , if τFDd \∈  
where 
        τF : A set of remaining documents 
corresponding to τ after filtering 
         O(d) : The presented order number of 
document d , and a positive integer. If O(d) = 0, the 
document d  will be filtered . 
         R(d):  A ranking score of document d , which 
can be calculated by formulas (1) and (2) 
5. Experiment  
 
In this experiment, the structure of a small 
document collection on receipts is analyzed. Pages 
and links of this collection are gathered by using 
web crawling software named webCrawler. The 
results are shown in Figure 3. 
 
Table 1 illustrates the centrality indices and the 
ranking scores of the collection .The third column 
of Table 1 shows the Betweenness Centrality 
indices of the nodes. Betweenness Centrality 
indices “allow a research to compare different 
networks with respect to the heterogeneity of the 
betweenness of the members of the networks” [3]. 
As shown in Table 1, Recipes node is a prominent 
node with respect to those measures compared with 
the other nodes in the collection. From the table, 
different centrality index may lead to different 
interpretation. Node 1, for example, has the same 
Closeness centrality value as that of node 11, but 
big different in the Betweenness centrality. As 
mentioned before, different centrality measures 
have different focus aspects of structure of the 
network. Therefore, we use combination of them in 
equation (1) as the importance values, rather than a 
single centrality measure. 
 
Roughly, there are two kinds of documents in the 
collection: one is “hub” documents with many links, 
and another is “sink” documents with incoming 
links, but without out-going links[6][7]. In Figure 3, 
for example, Recipes( node 9) and Japanese Fried 
Rice(node7)are “Hub” documents, while Numerical 
Recipes(node1), Catmeal cookies (Node 6) , Eggs 
pepper( node 8) and Main Dishes (Node 10) are 
“sink” documents. “Hub” documents’ importance 
surpassed that these of other documents, so they 
have relatively high importance values. 
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Figure 3  The Structure of A Small Document 
 Collection on Recipes 
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Figure 4 Comparisons of Centrality Indices and 
Importance Values 
 
 “Hub” is a transitional document through which the 
users move to certain destinations, while “sink” 
tends to be a final destination. 
 
Figure 4 illustrates the centrality indices and 
importance values of documents in the collection. 
 
Suppose there are two users, and their relevance 
vectors, i.e. the user relevant values of the 
documents, are Rs1 and Rs2 as shown in the Table 1. 
We can then construct users-by-documents matrix 
Rs and the importance value of diagonal matrix Rn. 
Therefore, the ranking scores of documents are 
calculated according to formula (3): 
  
ns RRR =  
[ ]










=
⋅
⋅
⋅⋅
⋅⋅
0.2630
0.3030
0.1460 
0.98830.27140.9797
    0.17300.30930.7271 
      
[ ]
0.25990.08220.1430
0.04550.09370.1062
⋅⋅
⋅⋅
=  
The results are also shown in Table 1. Note that the 
order number for document 9 to be presented to the 
user 2 is only 8, although it has highest importance 
value in the collection. 
 
For the user 1, if the threshold τ = 0.06 is chosen, 
then documents 15 and 8 will not be presented. O1 
and O2 in Table 1 also give the ranking order of 
presentation of documents to users 1 and 2, 
respectively. 
 
6. Related Work  
  
There exists many information filtering systems.  
The main mechanisms of these systems involve 
three problems: how to represent the user’s 
information (query or profile) and the document set 
for effect comparison; how to compare above 
representations? How to use feedback mechanism 
to improve the performance of systems. Our 
approach focuses on linking the document 
collection to the users not for comparison, but for 
more accurately representing every user’s need. 
That is, to access the important and relevant 
information. Actually our approach models 
common features among diverse user profiles.  
 
The Information Lens system [14] created rules 
based on the structure of a mail message to filter 
mails. However, the extracted structure was within 
a document. Other link analysis of the structure of 
information include HITS and PageRank 
algorithms [7, 6], but they used the link structure to 
improve web search engines. 
 
Our approach differs from other approaches in that 
it combines the importance of a document into the 
relevance of the document as a use profile. The 
proposed approach explores the roles of documents, 
regardless of the content of documents. Our 
approach can efficiently filter the documents. 
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Table 1 Parameters in the Collection
7. Conclusion 
 
The presentation of user profiles is an important 
issue in information filtering systems. This paper 
proposes a new approach to determining the 
importance values of documents in the collection to 
form part of user profiles, on the assumption that 
every user needs both important and relevant 
documents.  This approach employs the concept of 
centrality used in social network analysis to explore 
different roles of documents, and then gives overall 
ranking scores of documents together with relevant 
values.  Our approach explicitly takes advantage of 
the link structure of documents. It thus does not 
depend on the contents of documents.  The future 
work will include more applications. 
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Node CD Cc CB Rn Rs1 Rs2 R1 R2 O1 O2 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
0.071 
0.214 
0.143 
0.214 
0.214 
0.071 
0.286 
0.071 
0.429 
0.071 
0.214 
0.214 
0.143 
0.286 
0.214 
0.368 
0.483 
0.438 
0.400 
0.389 
0.333 
0.467 
0.326 
0.560 
0.286 
0.368 
0.500 
0.389 
0.438 
0.483 
0.000 
0.212 
0.093 
0.104 
0.055 
0.000 
0.255 
0.000 
0.522 
0.000 
0.022 
0.114 
0.143 
0.103 
0.092 
0.146 
0.303 
0.225 
0.239 
0.219 
0.135 
0.336 
0.132 
0.504 
0.119 
0.201 
0.276 
0.225 
0.276 
0.263 
 0.7271    
0.3093     
0.8385     
0.5681     
0.3704     
0.7027     
0.5466     
0.4449    
0.6946     
0.6213     
0.7948     
0.9568     
0.5226     
0.8801     
0.1730     
  0.9797 
  0.2714 
  0.2523 
  0.8757 
  0.7373 
  0.1365 
  0.0118 
  0.8939 
  0.1991 
  0.2987 
  0.6614 
  0.2844 
  0.4692 
  0.0648 
  0.9883 
0.1062    
0.0937   
0.1887     
0.1358     
0.0811     
0.0949     
0.1837     
0.0587     
0.3501     
0.0739     
0.1598     
0.2641     
0.1176     
0.2429     
0.0455   
0.1430 
0.0822 
0.0568 
0.2093 
0.1615 
0.0184 
0.0040 
0.1180 
0.1003 
0.0355 
0.1329 
0.0785 
0.1056 
0.0179 
0.2599 
9 
11 
4 
7 
12 
10 
5 
14 
1 
13 
6 
2 
8 
3 
15 
4 
9 
11 
2 
3 
13 
15 
6 
8 
12 
5 
10 
7 
14 
1 
