In this paper we consider two difference schemes for numerical solving of a one-dimensional singularly perturbed boundary value problem. We proved an ε-uniform convergence for both difference schemes on a Shiskin mesh. Finally, we present four numerical experiments to confirm the theoretical results.
Introduction
We consider the semilinear singularly perturbed problem
where ε is a small positive parameter. We assume that the nonlinear function f is continuously differentiable, i.e. for k ≥ 2, f ∈ C k ([0, 1] × R), and that it has a strictly positive derivative with respect to y ∂f ∂y = f y ≥ m > 0 on [0, 1] × R (m = const).
The boundary value problem (1)- (2), under the condition (3), has a unique solution (see [15] ). Numerical treatment of the problem (1), has been considered by many authors, under different condition on the function f, and made a significant contribution. We are going to analyze two difference schemes for the problem (1)- (3) . These difference schemes were constructed using the method first introduced by Boglaev [1] , who constructed a difference scheme and showed convergence of order 1 on a modified Bakhvalov mesh. In our previous papers using the method [1] , we constructed new difference schemes in [3, 4, 6-9, 11, 14] and performed numerical tests, in [5, 12] we constructed new difference schemes and we proved the theorems on the uniqueness of the numerical solution and the ε-uniform convergence on the modified Shishkin mesh, and again performed the numerical test. In [13] we used the difference schemes from [12] and calculated the values of the approximate solutions of the problem (1)-(3) on the mesh points and then we constructed an approximate solution.
Since in the boundary layers, i.e. near x = 0 and x = 1, the solution of the problem (1)-(3) changes rapidly, when parameter tends to zero, in order to get the ε-uniform convergence, we have to use a layer-adapted mesh. In the present paper we are going to use a Shishkin mesh [16] , which is piecewise equidistant and consequently simpler than the modified Shishkin mesh we have already used in our mentioned papers.
Difference schemes
For a given positive integer N, let it be an arbitrary mesh 0 = x 0 < x 1 < · · · < x N −1 < x N = 1, with h i = x i − x i−1 , for i = 1, . . . , N.
Our first difference scheme has the following form
where
, we obtain next discrete problem
F y N = y N = 0, and y := (y 0 , y 1 , . . . , y N ) T is the solution of the problem
Second difference scheme has the following form
, we obtain second discrete problem
where Gỹ 0 =ỹ 0 = 0 (10)
andỹ = (ỹ 0 ,ỹ 1 , . . . ,ỹ n ) T is the solution of the problem
3 Theoretical background
In this paper we use the maximum norm
for any vector u = (u 0 , u 1 , . . . , u n ) T ∈ R N +1 and the corresponding matrix norm. The next two theorems hold Theorem 3.1.
[12] The discrete problem (7) for γ ≥ f y , has the unique solution y = (y 0 , y 1 , y 2 , . . . , y N −1 , y N ) T , with y 0 = y N = 0. Moreover, the following stability inequality holds
Theorem 3.2.
[5] The discrete problem (14) has a unique solutionỹ for γ f y . Also, for every u, v ∈ R N +1
we have the following stabilizing inequality
In the following analysis we need the decomposition of the solution y of the problem (1) − (2) to the layer component s and a regular component r, given in the following assertion. 
and
4 Construction of the mesh
The solution of the problem (1)- (3) changes fast near the ends of our domain [0, 1] . Therefore, the mesh has to be refined there. A Shishin mesh is used to resolve the layers. This mesh is piecewise equidistant and it's quite simple. It is constructed as follows (see [17] ). For given a positive integer N, where N is divisible by 4, we divide the interval [0, 1] into three subintervals
We use equidistant meshes on each of these subintervals, with 1 + 
which depends on N and ε. The basic idea here is to use a fine mesh to resolve the part of the boundary layers. More precisely, we have
If λ = N is very small relative to ε. This is unlike in practice, and in this case the method can be analyzed using standard techniques. Hence, we assume that
From (19) and (20), we conclude that that the interval lengths satisfy
and 1
Uniform convergence
We will prove the theorem on uniform convergence of the difference schemes (4) and (8) on the part of the mesh which corresponds to [0, 1/2], while the proof on [1/2, 1] can be analogously derived. Namely, in the analysis of the value of the error the functions e Lemma 5.1. Assume that ε C N . In the part of the Shiskin mesh from Section 3, when
, we have the following estimate
Proof. On this part of the mesh holds h i−1 = h i , so we have that
Because of Theorem 3.3, and the fact that ε 2 y ′′ = f (x, y), x ∈ (0, 1), we obtain
Again, due to Theorem 3.3 and Taylor expansion, the following inequalities hold
where ξ
). Finally, we have that
In the part of the Shiskin mesh from Section 3, when x i = x N/4 , we have the following estimate
Proof. Let us estimate F y N/4 ∞ , consider F y i in the following form
Let us first estimate the expressions from (27) using the nonlinear terms. Due to Theorem 3.3, and the fact that ε 2 y ′′ = f (x, y), x ∈ (0, 1), we have that
For the linear terms from (27), we have that
According Theorem 3.3, for the layer component s, we have that
For the regular component r, due to cosh x−1 sinh x = tanh x 2 and our assumption ε 1/N, we get that
Now, collecting (28), (32) and (33), the statement of the lemma is therefore proven.
Theorem 5.1. The discrete problem (7) on the mesh from Section 3 is uniformly convergent with respect to ε and
where y is the solution of the problem (1)- (3), y is the corresponding solution of (7) and C > 0 is a constant independent of N and ε.
Proof. We are going to divide the proof of this theorem in four parts. Suppose first that x i , x i±1 ∈ [0, λ], i = 1, . . . , N/4. The proof for this part of the mesh has already been done in [12, Theorem 4.2] . It is hold that
Now, suppose that
. Based on Lemma 5.1, we have that
In the case i = N/4, now based on Lemma 5.2, we have that
Finally, the proof in the case i = N/2 is trivial, because the mesh on this part is equidistant and the influence of the layer component is negligible. Therefore
Using inequalities (35), (36), (37) and (38), we complete the proof of the theorem.
Let us show the ε-uniform convergence of second difference scheme, i.e (8).
Lemma 5.3. Assume that ε C N . In the part of the Shiskin mesh from Section 3, when x i , x i±1 ∈ [x N/4 , 1/2], we have the following estimate
Proof. Let us rewrite Gỹ i in the following form
Using Theorem 3.3, Taylor expansion, assumption ε 1 N and the properties of the mesh from Section 3, let us estimate the expressions from (40). We get that
). Now using (40), (41),(42) and (43), we obtain (39). 
Proof. Using (12), let us write Gy i in the following form
In a similar way, as in the previously lemmas, we can get
Using the identity cosh x−1 sinh = tanh x 2 and Theorem 3.3, we have that
Due to Theorem 3.3 and assumption ε C N , hold the next inequalities
Now, using (45), (46), (47), (48), (49), (50), (51), (52) and (53), we obtain (44).
Theorem 5.2. The discrete problem (9) on the mesh from Section 3 is uniformly convergent with respect to ε and
where y is the solution of the problem (1)- (3),ỹ is the corresponding solution of (14) and C > 0 is a constant independent of N and ε.
Proof. Again, let us divide the proof on four parts. Suppose first that x i , x i±1 ∈ [0, λ], i = 1, . . . , N/4. The proof for this part of the mesh has already been done in [5, Theorem 4.4] . It is proved that
Secondly, suppose that x i , x i±1 ∈ [x N/4+1 , x N/2 − 1]. Due to Lemma 5.3, we have that
In the case i = N/4, based on Lemma 5.4, we have the following estimate
At the end, in the case i = N/2, the proof is trivial, because of the properties of the mesh and the layer component. Hence, it is true that
Using (55), (56), (57) and (58), we complete the statement of the theorem.
Numerical experiments
In this section we present numerical results to confirm the uniform accuracy of the discrete problems (7) and (14) . Both discrete problems will be checked on two different examples. First one is the linear boundary value problem, whose exact solution is known. Second example is the nonlinear boundary value problem whose exact solution is unknown. For the problems from our examples whose exact solution is known, we calculate E N as
for the problems, whose exact solution is unknown, we calculate E N , as
the rate of convergence Ord we calculate in the usual way
where Remark 6.1. In a case when the exact solution is unknown we use the double mesh method, see [2, 17, 18] for details.
Example 6.1. Consider the following problem
The exact solution of this problem is given by y(x) = e
The nonlinear system was solved using the initial condition y 0 = −0.5 and the value of the constant γ = 1.
Example 6.2. Consider the following problem
whose exact solution is unknown. The nonlinear system was solved using the initial condition y 0 = 1, that represents the reduced solution. The value of the constant γ = 4 has been chosen so that the condition γ f y (x, y),
where y L and y U are lower and upper solutions, respectively, of the problem (62). Because of the fact that the exact solution is unknown, we are going to calculate E n using (60).
Example 6.3. Consider the following problem
The exact solution of this problem is given by y(x) = e 
