Abstract. Continuous time random walks, which generalize random walks by adding a stochastic time between jumps, provide a useful description of stochastic transport at mesoscopic scales. The continuous time random walk model can accommodate certain features, such as trapping, which are not manifest in the standard macroscopic diffusion equation. The trapping is incorporated through a waiting time density, and a fractional diffusion equation results from a power law waiting time. A generalized continuous time random walk model with biased jumps has been used to consider transport that is also subject to an external force. Here we have derived the master equations for continuous time random walks with space-and time-dependent forcing for two cases: when the force is evaluated at the start of the waiting time and at the end of the waiting time. The differences persist in low order spatial continuum approximations; however, the two processes are shown to be governed by the same Fokker-Planck equations in the diffusion limit. Thus the fractional FokkerPlanck equation with space-and time-dependent forcing is robust to these changes in the underlying stochastic process. 1. Introduction. A continuous time random walk (CTRW) is a stochastic process where a particle arrives at a position, waits for a stochastic time, and stochastically jumps to a new position. The motion of the particle is governed by waiting time, and step length, probability densities [40] . Generalized CTRWs have been used as a stochastic basis for deriving fractional diffusion equations [16, 22, 36] , fractional Cattenao equations [12] , fractional reaction diffusion equations [53, 20, 39, 14, 52, 3, 49] , fractional cable equations [21, 27, 28] , fractional Fokker-Planck equations (FFPEs) [35, 46, 8, 3] , and fractional chemotaxis equations [26, 15] . The evolution equation for the probability density function (PDF) of the random walking particles in a CTRW can be written as generalized master equations (GMEs) [45, 24] . If the waiting times are exponentially distributed and the step length density is Gaussian, then in the diffusion limit the evolution equation for the PDF of the random walking particles is the standard diffusion equation. The CTRW also allows for anomalous diffusion in which the mean squared displacement increases slower (subdiffusion) or faster (superdiffusion) than linearly with time. The canonical case is a fractional power of time x 2 (t) ∼ t γ where γ = 1 [36] . Subdiffusion (0 < γ < 1) arises from CTRWs with power law waiting time densities such as Pareto or Mittag-Leffler waiting time densities. In this case, in the diffusion limit the evolution equation for the particle
Introduction.
A continuous time random walk (CTRW) is a stochastic process where a particle arrives at a position, waits for a stochastic time, and stochastically jumps to a new position. The motion of the particle is governed by waiting time, and step length, probability densities [40] . Generalized CTRWs have been used as a stochastic basis for deriving fractional diffusion equations [16, 22, 36] , fractional Cattenao equations [12] , fractional reaction diffusion equations [53, 20, 39, 14, 52, 3, 49] , fractional cable equations [21, 27, 28] , fractional Fokker-Planck equations (FFPEs) [35, 46, 8, 3] , and fractional chemotaxis equations [26, 15] . The evolution equation for the probability density function (PDF) of the random walking particles in a CTRW can be written as generalized master equations (GMEs) [45, 24] . If the waiting times are exponentially distributed and the step length density is Gaussian, then in the diffusion limit the evolution equation for the PDF of the random walking particles is the standard diffusion equation. The CTRW also allows for anomalous diffusion in which the mean squared displacement increases slower (subdiffusion) or faster (superdiffusion) than linearly with time. The canonical case is a fractional power of time x 2 (t) ∼ t γ where γ = 1 [36] . Subdiffusion (0 < γ < 1) arises from CTRWs with power law waiting time densities such as Pareto or Mittag-Leffler waiting time densities. In this case, in the diffusion limit the evolution equation for the particle forcing. The GMEs in this case are different from the GMEs that we derive when the force is evaluated immediately prior to jumping. In section 3 we consider the spatial continuum approximations of the GMEs, and in section 4 we consider the diffusion limits. The governing evolution equations are different in the low order spatial continuum approximation, but they converge to the same Fokker-Planck equations in the diffusion limit. In section 5 we have carried out numerical simulations of the GMEs in each case, and we identify differences that may be observed in experimental systems. We conclude with a summary in section 6.
Generalized master equations for biased CTRWs.
We consider a particle undergoing nearest neighbor jumps as a CTRW on a one-dimensional lattice. Generalizing the approach in Scher and Lax [45] , the flux density of particles arriving at position x i at time t after n + 1 steps is given by q n+1 (x i , t|x 0 , 0) = t 0 Ψ(x i , t|x i−1 , t )q n (x i−1 , t |x 0 , 0) dt
Here Ψ(x i , t|x j , t ) is the transition probability density of a particle jumping from position x j to position x i at time t given that the particle arrived at x j at the earlier time t . The initial flux density for a particle that begins at position x 0 at time t = 0 is defined as (2.2) q 0 (x i , t|x 0 , 0) = δ xi,x0 δ(t − 0 + ).
The total flux density of particles arriving at x i at time t is given by summing over all possible steps:
q(x i , t|x 0 , 0) = 
In general the effect of an external force in a CTRW model may be manifest through a change in the jump density [35, 9, 46, 8, 3] , or a change in the waiting time density [15] , or both. Here we suppose that the forcing is manifest through a bias in the nearest neighbor jumps. We also assume that the transition probability density is separable as Ψ(x i+1 , t|x i , t ) = p r (x i , t, t )ψ(t − t ), (2.4) Ψ(x i−1 , t|x i , t ) = p (x i , t, t )ψ(t − t ), (2.5) where p r (x i , t, t ) and p (x i , t, t ) are the respective probabilities for jumping right from x i to x i+1 and jumping left from x i to x i−1 at time t given the particle arrived at x i at the earlier time t and ψ(t − t ) is the waiting time density. In Appendix A we show that this separable form of the transition probability density can be obtained from a generalized rate equation. The subsequent analysis in this article could readily be Downloaded 11/01/15 to 139.86.9.85. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php generalized to include a spatial dependence on the waiting time density, i.e., ψ(x i , t − t ), but for notational convenience we have not carried this through here.
The particle must jump to the left or the right at each step so that
Note that the force, manifest through the left and right bias probabilities, is always applied at the end of the waiting time, but it may be evaluated at the start, time t , or end, time t, of the waiting time. We consider both possibilities below. It is conceivable that the force could be evaluated at intermediate times, but we have not considered this further here.
2.1.
Continuous time random walk trapping with nondelayed forcing. First, we review the case in which the external force field is evaluated at the same time instant that it is applied, i.e., at the instant of jumping t. We then have (2.8) and the conditional probability flux density for a particle to arrive at x i is given by
The conditional probability density, ρ(x i , t|x 0 , 0), that a walker, which started at x 0 at time t = 0, is at x i at time t, is given by
is the survival probability of a particle not jumping before time t from x i given it arrived at x i at the earlier time t . We now seek the evolution equation for the conditional probability density for a walker starting from x 0 at time t = 0 to be at x i at time t. The GMEs can be obtained by differentiating ρ(x i , t|x 0 , 0) with respect to t. However, it is first necessary to take care of the singularities in the arrival fluxes at t = 0 [3] . We thus define
In the following, for simplicity, we drop the conditional notation in ρ and q, i.e., ρ(x i , t) = ρ(x i , t|x 0 , 0) and q(x i , t) = q(x i , t|x 0 , 0). We can now differentiate (2.10) for the time evolution for the conditional probability density ρ(x i , t) to obtain We can replace the integrals over the products, ψ(t − t )q(x, t ), with integrals over products K(t − t )ρ(x, t ) by defining a memory kernel
The memory kernel is equivalently defined by the Laplace transform
Using (2.14) we now obtain the GMEs describing the evolution of the probability density for CTRWs with traps and nondelayed forcing:
The GME in (2.16) is a special case of the GME for non-Markovian processes. In [23] this GME was shown to apply to CTRWs provided that the Laplace transform of the memory kernel was given by sL{ψ(t)}/(1 − L{ψ(t)}). This is equivalent to the expression for the Laplace transform of the memory kernel in (2.15). A slight generalization of this result was obtained in the derivation of the space-fractional Fokker-Planck equation from a GME in [35] . The memory kernel for CTRWs was further generalized to include ageing in [1, 2] .
In the special case where there is a purely time-dependent bias, the GMEs, (2.16), are equivalent to the GMEs in [46] with the identification
The equivalence of (2.16) in this article and (7) in [46] , with the memory kernel in the latter equation, M (t), defined by (2.17), demonstrates that the GME formalism of Sokolov and Klafter for time-dependent forces can be derived from the CTRW with a bias force applied at the end of the waiting time. If there is no bias and the kernel depends on the spatial location, then (2.16) agrees with (9) of [48] .
Trap-time delayed forcing.
In the trap-time delayed case the particle's jump density at a site x i at time t is biased by the external force field evaluated at the earlier arrival time, t . In this case (2.19) and the conditional probability flux density for a particle to arrive at x i at time t is given by (2.20) . However, we can follow the approach in [7] defining the directed flux densities
where the subscript r/ denotes right or left, respectively. Substituting (2.21) into (2.20), we have equations for the left and right arrival fluxes at each site:
It also follows from the definition given in (2.21) and the conservation of probability,
We now define directional conditional probability densities
where Φ is the survival function defined in (2.11). It is easy to show, using (2.10) and (2.23), that
However, note that
The GMEs can be obtained by differentiating ρ(x i , t) with respect to t. Again we need to take care of the singularities in the arrival fluxes at t = 0. We thus define
is right side continuous at t = 0.
We then differentiate (2.24) to obtain
Further, by substituting (2.22) into (2.29), we have Similar to the preceding case (see (2.14)), we replace the integrals over the products ψ(t − t )q r/ (x, t ) with integrals over products K(t − t )ρ r/ (x, t ), arriving at the coupled sets of equations
By adding and subtracting the above equations we can obtain a reformulation as a coupled system in ρ, (2.25), and
This yields the GMEs describing the evolution of the probability density for CTRWs with trap-time delayed forcing:
It is possible to reduce this coupled system further to a set of GMEs in the single dynamical state variable ρ. First, we note that by rearranging (2.35) and substituting in (2.34) it is easy to identify
This can be written in the compact form 
It is straightforward to show, using Laplace transform methods, that the operator can equivalently be defined by
where the generalized function χ(t) is defined by
In the special case where
and the inverse operator
Note that it follows from (2.37) and (2.40) that
In the following we assume that there is no forcing at t = 0, i.e., p (x i , 0) = p r (x i , 0) for all x i , and hence ς(x i , 0) = 0 for all x i . Formally, taking the inverse of (2.36), we have 
Equation (2.43) can be further simplified using the result
which follows from the definition of K given in (2.15). Finally, we arrive at
Equation (2.45) is the major result of this section, providing the GME for CTRWs with trap-time delay forcing.
We note that if the bias probabilities do not depend on time, then (2.45) reduces to
Equation (2.46) is equivalent to the GMEs for biased CTRWs first derived in [35] .
3. Spatial continuum approximation. We now consider the spatial continuum approximations of the GMEs for both cases under the assumption that the external force, F (x, t), is derivable from a scalar potential V (x, t), i.e.,
and the bias probabilities are given by the (near thermodynamic equilibrium) Boltzmann weights [8] :
e −βV (xi+1,t) + e −βV (xi−1,t) . (3.3) Downloaded 11/01/15 to 139.86.9.85. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The spatial continuum approximation of the GMEs is then obtained by writing x = x i , x ± Δx = x i±1 and carrying out Taylor series expansions in x, retaining leading order terms up to O(Δx 2 ). The spatial continuum approximation of the GMEs, (2.16), for CTRWs with traps and nondelayed forcing, is given by
This compares with the spatial continuum approximation of the GMEs, (2.45), for CTRWs with trap-time delayed forcing:
It is straightforward to show that if F (x, t ) is replaced with F (x, t), then (3.5) is identical to (3.4).
Exponential waiting time density.
In the diffusion limit, the evolution of the PDF for CTRWs with exponential waiting time densities reduces to the standard diffusion equation. The homogeneous exponential waiting time density is given by
The parameter α relates to a characteristic waiting time, and its importance can be seen when taking the diffusion limit. The expected waiting time corresponding to the exponential density is given by τ = . Substituting these into (2.15) and inverting the transform gives the memory kernel
The spatial continuum approximation for the GMEs with exponential waiting time densities and nondelayed forcing reduces to
We now consider the spatial continuum approximation for the GMEs with exponential waiting time densities and trap-time delayed forcing. Starting with (3.5), using (3.7) for the memory kernel, and combining (2.37) and (2.38) with F (x, 0) = 0, we first write Now using the exponential property of the waiting time density, we can write (3.10) ∂ρ(x, t) ∂t
Finally, using integration by parts, we obtain the result
Mittag-Leffler waiting time density.
In the diffusion limit, the evolution of the PDF for CTRWs governed by power law waiting time densities at long times reduces to a fractional subdiffusion equation, and the variance scales sublinearly with time [36] . Here we consider the spatial continuum approximation for CTRWs, in an external space and time varying force field, with a Mittag-Leffler waiting time density [31] ,
where 0 < γ < 1 and
is a generalized Mittag-Leffler function. The standard Mittag-Leffler function, obtained with β = 1, has been used as a phenomenological physical model for relaxation, mediating between stretched exponential relaxation at short times and power law relaxation at long times, with α as the dissipation parameter [51] . The Mittag-Leffler waiting time density has power law behavior at long times, and it also leads to algebraically tractable results at short times. The Laplace transform of (3.12), which is readily found using equation (2.2.21) from [31] , is given by
In this case the Laplace transform of the memory kernel, (2.15), simplifies to ∂ρ(x, t) ∂t = Δx
Similarly, substituting (2.42), (3.12), and (3.16) into (3.5) yields
Using the Laplace transform properties of the Mittag-Leffler function (see, for example, [31] ) it can be shown that if F (x, t ) is replaced by F (x, t) in (3.19), then (3.19) reduces to the spatial continuum approximation for nondelayed forcing, (3.17).
Diffusion limit Fokker-Planck equations.
The diffusion limit is found by first introducing a jump length scaling parameter h and a waiting time scaling parameter τ , so that all jumps are made smaller by a factor h and all waiting times are made smaller by a factor τ , and then taking the limit h → 0 and τ → 0 with a properly defined scaling relation between h and τ [43] . Without loss of generality, in the case of nearest neighbor jumps, the scaling parameter of the jump length density can be taken to be the lattice spacing Δx. We introduce a waiting time scale parameter τ by noting that if ψ(t) is the waiting time density for a CTRW with waiting times
is the waiting time density for a CTRW with rescaled waiting times τT 1 , τT 2 , . . . .
It is a simple exercise to show that if ψ(t) is a PDF, then ψ τ (t) is also a PDF, and moreover, (4.2) lim τ →0 ψ τ (t) = δ(t).
We now consider a sequence of rescaled CTRWs and take the limit Δx, τ → 0. It is useful to define a rescaled survival probability function
and rescaled memory kernels defined by
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The following result then follows from (4.4) using (4.2) and (4.5) together with the combination theorem for limits of products,
L {χ τ (t)} .
In the diffusion limit, the GME for the spatial continuum approximation of rescaled CTRWs with nondelayed forcing, (3.4), can be written as
In the diffusion limit the GME for the spatial continuum approximation of rescaled CTRWs with trap-time delay forcing, (3.5), can be written as
The first terms on the right-hand side of (4.7) and (4.8) are identical, and they reduce to a pure diffusion term in the diffusion limit.
The second terms on the right-hand side of (4.7) and (4.8) appear to be different, but it can be shown that they are equivalent in the diffusion limit. The equivalence can be established using a sequence of steps based on the dominated convergence theorem and the combination theorem for distributions. Explicitly, starting with the second term on the right-hand side of (4.8), we have
The final step, leading to the second term on the right-hand side of (4.7), was found by taking the Laplace transform of the convolution, then using (4.6), and then taking the inverse Laplace transform of the convolution. Thus the second terms on the righthand sides of (4.7) and (4.8) are also equivalent in the diffusion limit.
In Appendix B we have established the equivalence between the diffusion limits of the stochastic processes defined by CTRWs with trap-time delayed forcing and nondelayed forcing using an entirely different method based on the convergence in probability of stochastic processes.
It is straightforward to show that the diffusion limit equation, (4.9), with the memory kernel corresponding to exponential waiting time densities, i.e., K τ (t) = Downloaded 11/01/15 to 139.86.9.85. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 1 τ δ(t), reduces to the standard Fokker-Planck equation
The diffusion limit equation, (4.9), with the memory kernel corresponding to Mittag-Leffler waiting time densities, i.e.,
where (4.13)
Note that when γ = 1, (4.12) is identical to (4.10).
In the supplementary material we have used (4.10) and (4.12) to derive algebraic results of the first moment,
and the variance,
of the evolution of the probability density with a space-and time-dependent force, F (x, t) = −x + sin ωt. For the standard Fokker-Planck equation,
we have
For the FFPE, 
In the next section we compare the diffusion limit results with numerical solutions of the associated GMEs, (3.4) and (3.5).
We are not aware of standard methods that can be used to obtain analytical solutions to general FFPEs of the form (4.12). However, some progress has been made on related nonlinear fractional partial differential equations using variational iteration methods [18] , Adomian decomposition methods [13] , and homotopy perturbation methods [38] .
Numerical comparisons.
In this section we carry out numerical integrations of the coupled GMEs for CTRWs with traps and nondelayed forcing, (2.16), and with trap-time delayed forcing, (2.45). The numerical integrations have been carried out for both exponential waiting time densities and Mittag-Leffler densities, given by
respectively. The GMEs were solved using an implicit time stepping method similar to [25] and, in the case of Mittag-Leffler waiting time densities, the fractional derivatives were approximated using the L1 scheme [41] . Dirichlet boundary conditions were employed with the PDF set to zero at each end of the spatial domain.
The external force field was taken to vary in both space and time as
In the case = 0, where the external force does not vary in time, the results from the numerical simulations for the first moment and the variance are indistinguishable for the nondelayed forcing and the trap-time delayed forcing, in agreement with the algebraic analysis. The further discussion below is based on the case = 1, i.e., the external force varies periodically in time.
The numerical solutions are characterized by parameters β, τ, Δx, Δt. The local accuracy of the L1 approximation to the fractional derivative is O(Δt 1+γ ), and the global error in the numerical method is O(Δt γ ) [25] . Convergence of the numerical solution to the exact solution of the GME is obtained in the limit Δt → 0. Convergence Downloaded 11/01/15 to 139.86.9.85. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php of the numerical solution to the diffusion limit of the GME requires numerical convergence, the limit Δt → 0, in addition to convergence to the diffusion limit, Δx → 0, τ → 0, and D = Δx 2 /2τ γ finite. In Figure 1 There are four features to observe in these plots: (i) There are differences between the numerical solutions of the GME at nonzero τ between the nondelayed forcing and trap-time delayed forcing. (ii) The solutions to the GMEs approach the diffusion limit in both forcing cases as τ is decreased for fixed D and β. (iii) The variance from the GMEs is less than the variance in the diffusion limit at very short times but is greater than the variance in the diffusion limit at longer times. (iv) Oscillations with a characteristic period of T ≈ 0.2 are present in the variance of the GMEs; however, the oscillations are not present in the diffusion limit. The oscillations are in phase in both the nondelayed and trap-time delayed cases.
In Figure 2 we show plots of the variance as a function of time obtained from the numerical solutions of the GMEs for both the nondelayed forcing case and the traptime delayed forcing case, with Mittag-Leffler waiting time densities and parameters γ = 2τ γ ≈ 0.0158. We have also plotted the variance based on the diffusion limit FFPE using the same D, β, γ.
Similar to the exponential case, the following features can be observed: (i) There are differences between the numerical solutions of the GME at τ > 0 between the two forcing cases. (ii) The numerical solutions to the GMEs approach the diffusion limit in both forcing cases as τ is decreased for fixed D and β. (iii) The variance from the GMEs is less than the variance in the diffusion limit at very short times but is greater than the variance in the diffusion limit at longer times. (iv) The numerical solutions of Downloaded 11/01/15 to 139.86.9.85. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the GMEs show oscillations with a characteristic period of T = 0.2. Oscillations with the same period are also present in the diffusion limit variance, but these oscillations are not in phase with the nondelayed and trap-timed delayed results.
Conclusion.
We have analyzed the behavior of two cases of space-and timedependent forcing on a particle whose underlying stochastic process is a continuous time random walk (CTRW). In both cases the force is applied immediately prior to jumping and it is manifest in a biased nearest neighbor jump. In the first case the time-dependent force is evaluated at the time immediately prior to jumping, while in the second case the force is evaluated at the beginning of the waiting time. We have derived the generalized master equations (GMEs) governing an ensemble of particles for both cases of forcing. The equations are different for the two cases, and the difference persists in a spatial continuum approximation. In both cases the GMEs converge to the same equation in the diffusion limit: a Fokker-Planck equation for biased CTRWs with an exponential waiting time density, and a fractional Fokker-Planck equation (FFPE) for biased CTRWs with a Mittag-Leffler waiting time density.
We have carried out numerical simulations that confirm agreement in the diffusion limit but show observable differences away from this limit.
Appendix A. A decoupled CTRW transition probability density for space-and time-dependent forcing. In this paper we have considered CTRWs with a biased jump density to model the effects of a time-dependent force. The transition probability density, Ψ(x, t|x , t ), for jumping from site x to site x at time t, given arrival at site x at time t , in this case is given by the product of a space-and time-dependent jump density and a waiting time density dependent on the residence time t − t . Explicitly,
In this appendix we show how this form of the transition probability density can be obtained from a generalized rate equation. We begin by assuming that in any small interval in time, [t, t + Δt), a particle that arrived at position x at time t and had not yet jumped until time t has a probability of jumping to an adjacent lattice Downloaded 11/01/15 to 139.86.9.85. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
This defines ω(x, t|x , t ) as the time-and space-dependent rate of change of this probability per unit time. In general this rate may change, depending on space-and time-dependent forcing. The probability that the particle does not jump in any arbitrarily small time interval between t and t, but then does jump at time t, can be written as
This can be simplified as follows:
Thus we obtain the CTRW transition probability density for space-and time-dependent forcing as
We can now identify
to be the jump probability density and the waiting time density, respectively. Note that ψ is not dependent on the arrival site, x, but only on the departure site, x . Downloaded 11/01/15 to 139.86.9.85. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Note that in general both the jump density and the waiting time density are affected by the space-and time-dependent force, through the dependence in ω(x, t|x , t ). However, if
and if the total rate of transitions to the left and right is not affected by the time dependence in the external force, then
Substituting (A.8) and (A.9) into (A.6) we obtain
and substituting into (A.7) we obtain
Thus, in this case, the jump density λ(x, t|x , t ) is affected by the time dependence in the force, but the waiting time density ψ(x , t − t ) is a function of the residence time t − t and is unaffected by the time dependence in the force. As a particular example consider a Pareto waiting time density with a purely time-dependent force. With nearest neighbor jumps denoted by + and −, the rates are given by
If we further assume that the sum, α 0 = α + (t) + α − (t), is independent of time, then (A.13)
Substituting these rates into (A.6) and (A.7), we obtain a jump density that is only dependent on t, Here, f is any function such that the above limit exists, and the ensemble average · is taken over all trajectories of the process r → (X r , T r ) which start at (x, t).
Since we have different processes (X r , T r ) for different scaling parameters , we reflect this in our notation as (X r , T r ) and write L for the corresponding generator. A spatial scale Δx and a time scale τ also enter the analysis through Ψ. Letting simultaneously → 0, Δx → 0, τ → 0 in a way which we specify below, we show that lim →0 L f (x, t) = Lf (x, t) exists for every smooth f with bounded support and that this limit is the same in both forcing cases.
The limiting operator L is itself the generator of a Markov process (X r , T r ). This shows that the scaling limits of the space-time trajectories have the same law, namely that of the process (X r , T r ) generated by L. From the equality of the space-time trajectories, one then infers the equality of the limiting CTRW trajectories using a continuous mapping approach as in [47] : On one hand, the sequence of the probability laws of the trajectories (X r , T r ) converges as → 0 to the probability law of (X r , T r ). On the other hand, the mapping Υ from trajectories of (X r , T r ) to trajectories of the CTRW is continuous (in a topological sense). Hence by the continuous mapping theorem, the sequence of probability laws of CTRW trajectories converges as → 0. The (unique) limit is given by Υ applied to the trajectories of (X r , T r ).
To show the equality of the limit L in both the nondelayed and trap-time delayed cases, we begin by calculating the infinitesimal generator of the continuous time One then repeats the same calculation, arriving at the same result with the traptime delayed forcing. The FFPE is then obtained from this infinitesimal generator by following the sequence of steps in [8] .
