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The isotropic gamma-ray background arises from the contribution of unresolved sources, including
members of confirmed source classes and proposed gamma-ray emitters such as the radiation induced by
dark matter annihilation and decay. Clues about the properties of the contributing sources are imprinted in
the anisotropy characteristics of the gamma-ray background. We use 81 months of Pass 7 Reprocessed data
from the Fermi Large Area Telescope to perform a measurement of the anisotropy angular power spectrum
of the gamma-ray background. We analyze energies between 0.5 and 500 GeV, extending the range
considered in the previous measurement based on 22 months of data. We also compute, for the first time,
the cross-correlation angular power spectrum between different energy bins. We find that the derived
angular spectra are compatible with being Poissonian, i.e. constant in multipole. Moreover, the energy
dependence of the anisotropy suggests that the signal is due to two populations of sources, contributing,
respectively, below and above ∼2 GeV. Finally, using data from state-of-the-art numerical simulations to
model the dark matter distribution, we constrain the contribution from dark matter annihilation and decay in
Galactic and extra-Galactic structures to the measured anisotropy. These constraints are competitive with
those that can be derived from the average intensity of the isotropic gamma-ray background.
DOI: 10.1103/PhysRevD.94.123005
I. INTRODUCTION
In 2012, the Fermi Large Area Telescope (LAT)
Collaboration measured for the first time the autocorrelation
angular power spectrum (auto-APS) of the diffuse gamma-
ray emission detected far from the Galactic plane [1]. In that
analysis, point sources in the first Fermi LAT source catalog
(1FGL) [2] and a band along theGalactic planewithGalactic
latitude jbj < 30° were masked in order to isolate the
contribution to the auto-APS from the so-called isotropic
gamma-ray background (IGRB).
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The IGRB is what remains of the gamma-ray sky after
the subtraction of the emission from resolved sources and
from the Galactic diffuse foreground induced by cosmic
rays [3,4]. It dominates the gamma-ray sky at large Galactic
latitudes and its intensity energy spectrum is found to be
compatible with a power law with a slope of 2.32 0.02
between 100 MeVand ∼300 GeV, and with an exponential
cutoff at higher energies [4]. These values for the spectral
slope and for the energy cutoff are those found when
“model A” from Ref. [4] is used to describe the Galactic
diffuse foreground emission. A different foreground model
for the Galaxy would lead to a slightly different energy
spectrum for the IGRB. Deviations can be as large as
20%–30% depending on energy.
The IGRB is interpreted as the cumulative emission
of sources (e.g., blazars, star-forming and radio galaxies)
that are too faint to be detected individually (see Ref. [5]
for a recent review and the references therein).1 Yet, its
exact composition remains unknown. It is expected to be
isotropic on large angular scales but it can still contain
anisotropies on small angular scales. Indeed, the contribu-
tion to the IGRB from unresolved sources imprints anisot-
ropies in the diffuse emission which can be used to infer the
properties of the contributing sources (see Refs. [6–15]
among others). For example, the detection of a significant
angular power in Ref. [1] determined an upper limit to the
contribution of unresolved blazars [10,11,16] to the IGRB.
Additional tools to reconstruct the nature of the IGRB are
the study of its cross-correlation with catalogs of resolved
galaxies [17–22], with gravitational lensing cosmic shear
[23] and with lensing of the cosmic microwave background
radiation [24]. Complementary information can also be
inferred by modeling its 1-point photon count distribution
[25–27].
The detection of the auto-APS presented in Ref. [1] was
based on ∼22 months of data. Since then, Fermi LAT has
increased its statistics by approximately a factor of 4.
Therefore, we expect that an updated measurement of the
auto-APS will significantly improve our understanding
of the IGRB. In the first part of this work, we perform
this measurement by analyzing 81 months of Fermi LAT
data from 0.5 to 500 GeV, extending the 1–50 GeV energy
range considered in Ref. [1]. This enables a more precise
characterization of the energy dependence of the auto-APS.
Indeed, looking for features in the so-called “anisotropy
energy spectrum” is a powerful way to single out different
components of the IGRB [28]. We also compute, for the
first time, the cross-correlation angular power spectrum
(cross-APS) of the diffuse gamma-ray emission between
different energy bins. The cross-APS additionally enhances
our ability to break down the IGRB into its different
components since it provides information about the degree
of correlation of the emission at different energies, which is
stronger if the emission originates from one single source
population (see, e.g., Refs. [29,30]).
In the second part of this paper, we focus our analysis on
one possible contributor to the IGRB, namely the emission
induced by dark matter (DM). If DM is a weakly interacting
massive particle (WIMP), its annihilation or decay could
generate gamma rays. The radiation produced in extra-
Galactic and Galactic DM structures could contribute to the
IGRB (see Ref. [5] and references therein) and, therefore,
the IGRB could be used to indirectly search for nongravita-
tional DM interactions. Indeed, both the measurement
of the IGRB energy spectrum [4] and of its auto-APS
[1] have been already used to set constraints on the possible
DM-induced gamma-ray emission [14,31–33].
In this work, we also update the predictions for the auto-
and cross-APS expected from DM annihilation or decay
with respect to Ref. [34]. The distribution and properties
of DM structures are modeled according to the results of
state-of-the-art N-body cosmological simulations. We also
employ well-motivated semianalytical recipes to account
for the emission of DM structures below the mass reso-
lution of the simulations. The latter is a significant part of
the expected signal, at least in the case of annihilating DM.
We take special care to estimate the uncertainties intro-
duced when modeling the clustering of DM, especially at
the smallest scales. Our predicted DM signal is then
compared to the updated Fermi LAT measurement of the
auto- and cross-APS. In the most conservative scenario,
this comparison provides an upper limit to the gamma-ray
production rate by DM particles, i.e. an upper limit to its
annihilation cross section or a lower limit to its decay
lifetime, as a function of DM mass.
The paper is organized as follows. In Sec. II we
provide details on the data set that will be used in
Sec. III, where we describe our data analysis pipeline.
We validate the latter in Sec. IVA on Monte Carlo (MC)
simulations of the unresolved gamma-ray sky. In Sec. V, we
present our results for the auto- and cross-APS, and we
describe the validation tests performed. Section VI provides
a phenomenological interpretation of our results in terms
of one or multiple populations of gamma-ray sources. In
Sec. VII we focus on DM-induced gamma-ray emission:
we provide details on how this signal is simulated,
distinguishing among different components and discussing
the main uncertainties affecting its calculation. In Sec. VIII
the auto- and cross-APS expected from DM are compared
to the measurements and exclusion limits are derived.
Finally, Sec. IX summarizes our conclusions.
II. DATA SELECTION AND PROCESSING
The data analysis pipeline proceeds similarly to what
was described in Ref. [1]. We use Pass 7 Reprocessed
Fermi LAT data taken between August 4, 2008, and
1Instead, the sum of the emission from the resolved and
unresolved sources is generally referred to as the extra-Galactic
gamma-ray background.
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May 25, 2015, (MET Range: 239557417–454279160), and
restrict ourselves to photons passing the ULTRACLEAN event
selection. Thus, we use P7REP_ULTRACLEAN_V15 as the
instrument response functions (IRFs). We place standard
selection cuts on the Fermi LAT data, removing events
entering the detector with a zenith angle exceeding 100°,
events recorded when the Fermi LAT instrument was
oriented at a rocking angle exceeding 52° and events
recorded while the Fermi LAT was passing through the
South Atlantic anomaly, or when it was not in science
survey mode. Since photons which pair-convert in the
front of the Fermi LAT detector have a better angular
resolution, we split our data set into front- and back-
converting events, running each data set through the same
data analysis pipeline. The front-converting events will
represent our default data set, with the corresponding
P7REP_ULTRACLEAN_V15 IRF. To produce flux maps we
bin the resulting Fermi LAT event counts and exposure
maps into HEALPIX-format maps2 [35] with angular bins
of size ∼0.06° (HEALPIX order 10, Nside ¼ 1024),
as well as into 100 logarithmically spaced energy bins
spanning the energy range between 104.46 MeV and
1044.65 GeV. The conversion of the exposure maps into
HEALPIX-format maps is performed with the GaRDiAn
package [36]. Flux maps are, then, built by dividing the
count map by the corresponding exposure map, in each
energy bin. The flux maps obtained with the fine energy
binning are later coadded into 13 larger bins spanning the
energy range between 500 MeVand 500 GeV. This is done
to ensure sufficient statistics within each energy bin. We
use the smaller energy bins to calculate the beam window
function and the photon noise within each larger energy
bin, as described in Sec. III.
III. ANISOTROPY ANALYSIS
A. Auto- and cross-correlation angular power spectra
An intensity sky map can be decomposed into spherical
harmonics as follows:
IðψÞ ¼
X
lm
al;mYl;mðψÞ; ð1Þ
where IðψÞ is the intensity from the line-of-sight direction
ψ and Yl;mðψÞ are the spherical harmonic functions. The
auto-APS Cl of the intensity map is given by the al;m
coefficients as
Cl ¼
1
2lþ 1
Xl
m¼−l
jal;mj2: ð2Þ
Similarly, the cross-APS between two intensity maps Ii
and Ij is constructed from the individual ail;m and a
j
l;m
coefficients, obtained from the decomposition in the two
energy bins, independently:
Cijl ¼
1
2lþ 1
Xl
m¼−l
ail;ma
j⋆
l;m: ð3Þ
The auto- and cross-APS are computed with specific
numerical tools as, e.g., HEALPIX and POLSPICE [37].
However, before applying Eqs. (2) and (3), the data set
must be prepared, accounting for possible masking, fore-
ground subtraction and pixelization. Additionally the
calculations are complicated by the finite angular resolution
of the instrument. In the following subsections, we sum-
marize how these aspects are taken into consideration.
B. Masking
We apply a mask to the all-sky data to reduce contami-
nation from Galactic diffuse foregrounds and from sources
already detected in the third Fermi LAT source catalog
(3FGL) [38]. The mask applied in our default analysis
excludes low Galactic latitudes (jbj < 30°). We also mask
each pointlike source in 3FGL with a disk whose radius
depends on the flux detected from the source between 0.1
and 100 GeV: for the 500 brightest sources we consider a
disk with a radius of 3.5°, for the following 500 sources a
disk with a radius of 2.5°, a disk with a radius of 1.5° for the
following 1000 sources, and, finally, a radius of 1.0° for the
remaining objects. Validation of the choice for the mask
will be performed in Sec. V C. The 3FGL catalog contains
three extended sources at moderate and high latitudes:
Centaurus A and the Large and Small Magellanic Clouds.
Centaurus A and the Large Magellanic Cloud are each
masked excluding a 10° region from their center in the
catalog. We employ a 5° mask for the Small Magellanic
Cloud. The fraction fsky of the sky outside the mask
is 0.275.
We also consider an alternative mask that covers the
same strip around the Galactic plane but only the sources in
the second Fermi LAT source catalog (2FGL) [39]. In this
case, we mask all the sources with a 2°-radius disk. The
validation for this choice is performed in Sec. V C and, in
this case, fsky ¼ 0.309.
As an illustrative example, the intensity sky maps of the
data between 1.0 and 2.0 GeV are shown in Fig. 1, both
unmasked (top panel) and with the default mask excluding
sources in the 3FGL (bottom panel).
C. Foreground cleaning
Despite applying a generous cut in Galactic latitude,
some Galactic diffuse emission remains visible in the
unmasked area of the sky map, particularly at low
energies (see Fig. 1). To reduce this contamination
further, we perform foreground cleaning by subtracting
a model of the Galactic diffuse emission. We use the2http://healpix.jpl.nasa.gov.
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recommended model for Pass 7 Reprocessed data analy-
sis, i.e. gll_iem_v05_rev1.fit.3 Details of the
derivation of the model are described in Ref. [40].
This foreground model, together with an isotropic
component, is fitted to the data in the unmasked region
of the sky and in each one of the 13 coarser energy bins,
using GARDIAN. The default mask is adopted when
fitting the diffuse components. The resulting best-fit
model is then subtracted from the intensity maps in
each energy bin to obtain residual intensity maps, on
which the anisotropy measurements are performed.
Figure 2 shows an example of the residual intensity
map for the data in the energy bin between 1 and 2 GeV.
We investigate the impact of foreground cleaning on the
auto- and cross-APS measurements in Sec. V C.
D. Noise and beam window functions
We calculate the auto- and cross-APS of the intensity
maps using the POLSPICE package [37] to deconvolve the
effect of the mask on the spectra and to provide the
covariance matrix for the estimated Cl.
Both the finite angular resolution of the instrument
[given by its point-spread function (PSF)] and the finite
angular resolution of the map (i.e., the pixelization scheme)
suppress the measured auto- and cross-APS at large multi-
poles (i.e. small angular scales). This effect is described
using the beam window function Wbeaml and pixel window
function Wpixl , respectively. We note that they affect the
signal but not the noise term CN (see Ref. [1]). We use the
beam and pixel window functions to correct the suppres-
sion at large multipoles so that our estimation for the auto-
and cross-APS is as follows4:
Csignal;ijl ¼
CPol;ujl − δijCiN
ðWbeam;il Wbeam;jl ÞðWpixl Þ2
; ð4Þ
where the i and j indexes run from 1 to 13 and label
emission in different energy bins. The case i ¼ j corre-
sponds to the auto-APS and the one with i ≠ j to the cross-
APS between energy bins. Also,CPol;ijl is the APS delivered
by POLSPICE, which is already corrected for the effect of
masking. The noise term δijCiN is equal to zero for the
cross-APS since it is due to shot noise from the finite
statistics of the gamma-ray events, which is uncorrelated
between different energy bins. We compute CiN from the
shot noise CkN of the 100 finely gridded intensity maps,
where
CkN ¼
hnkγ;pix=ðAkpixÞ2i
Ωpix
; ð5Þ
where nkγ;pix and A
k
pix are the number of observed events and
the exposure, respectively, in each pixel and for the kth
FIG. 2. Same as the bottom panel of Fig. 1 but with our model
for the Galactic foreground subtracted (see Sec. III C). The
residuals have been smoothed with a Gaussian beam with
σ ¼ 1°. The projection scheme is Mollweide.
FIG. 1. Intensity maps (in cm−2 s−1 sr−1) in Galactic coordi-
nates for energies between 1.0 and 2.0 GeV, shown unmasked
(top) and after applying the default mask removing sources in
3FGL, as described in Sec. III B (bottom). Data used here follow
the default processing (see Sec. II), but they include both front-
and back-converting events. Both maps have been smoothed with
a Gaussian beam with σ ¼ 0.5° and their projection scheme is
Mollweide.
3http://fermi.gsfc.nasa.gov/ssc/data/access/lat/
BackgroundModels.html.
4In the remainder of the paper, we commonly refer to this
estimator simply by Cl instead of C
signal
l .
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finely gridded energy bin. The averaging is done over the
unmasked pixels. Ωpix is the pixel solid angle, which is the
same for each pixel. See Appendix A for a derivation of
Eq. (5). The noise term CiN for the auto-APS in the ith large
energy bin is given by the sum of the noise terms in Eq. (5)
of all the finely gridded energy bins covered by the ith bin.
We note that Eq. (5) is more accurate than the shot noise
used in Ref. [1], i.e. CN ¼ hnγ;pixi=ðΩpixhA2pixiÞ.
The beam window function is computed as follows:
Wbeaml ðEÞ¼ 2π
Z
1
−1
dcosθPlðcosðθÞÞPSFðθ;EÞ; ð6Þ
where PlðcosðθÞÞ are the Legendre polynomials and
PSFðθ;EÞ is the energy-dependent PSF for a given set
of IRFs, with θ denoting the angular distance in the PSF.
We use the gtpsf tool in the SCIENCE TOOLS package to
calculate the effective PSF, as a function of energy,
averaged over the actual pointing and live-time history
of the LAT. The beam window functions are calculated
separately for the P7REP_ULTRACLEAN_V15 front- and back-
converting events. Finally, the pixel window function Wpixl
is computed using the tools provided in the HEALPIX
package for Nside ¼ 1024. Since we use the same map
resolution for all maps, the pixel window function does not
depend on the energy.
The pixel window function and the beam window
function for front and back events are shown separately
in Fig. 3, for the P7REP_ULTRACLEAN_V15 IRF at four
representative energies. They are also available at
https://www‑glast.stanford.edu/pub_data/552. Note that
the pixel window function (short-dashed gray line) has a
negligible effect up to multipoles of, at least, ∼500 and it is
subdominant with respect to the beam window functions at
all multipoles and energies. At energies below ∼0.5 GeV,
the beam window function leads to a strong suppression of
power for l ≳ 100, even with the front event selection.
Given that the PSF of the Fermi LAT varies significantly
over the energy range considered in this analysis, and in
some cases within the individual energy bins used when
computing the auto- and cross-APS, it is necessary to
calculate an effective beam window function for each
energy bin. Therefore, for the ith energy bin, we define
the average window function hWbeam;il i by weighting
Eq. (6) with the intensity spectrum of the events in that
bin outside the mask:
hWbeam;il i ¼
1
Ibin
Z
Emax;i
Emin;i
dEWbeaml ðEÞ
dIðEÞ
dE
; ð7Þ
where Ibin ≡ R Emax;iEmin;i dEðdI=dEÞ and Emin;i and Emax;i are the
lower and upper bounds of the ith energy bin. We
approximate the energy spectrum of the data by using
the measured differential intensity dI=dE outside the mask
in each intensity map for the finely binned energy bins.
IV. MONTE CARLO VALIDATION
OF THE BINNING OF THE APS AND
OF ITS POISSONIAN FIT
A. Autocorrelation angular power spectrum
In this section we describe in detail the procedure used to
bin the auto-APS estimated in Eq. (4) into large multipole
bins. Binning is required in order to reduce the correlation
among nearby Cl due to the presence of the mask.
In contrast with the analysis of Ref. [1], in the present
work the binned spectra Cl are taken to be the unweighted
average of the individual Cl’s in the bin. Also, the error σl
on Cl is computed by averaging all the entries of the
covariance matrix provided by POLSPICE in the block
corresponding to the bin under consideration. A dedicated
set of MC simulations of all-sky data are produced to
validate these choices and to additionally test alternative
binning schemes. The MC validation procedure is
described below.
1. Monte Carlo simulations
The simulations are performed for a single energy bin
from 1 to 10 GeV. We assume an underlying population of
sources with a power-law source-count distribution, i.e.,
dN=dS ¼ AðS=S0Þ−α. The parameters A, S0 and α are fixed
to the values 3.8 × 108 cm2 s sr−1, 10−8 cm−2 s−1 and 2.0,
respectively, in agreement with the best-fit results of
Ref. [26]. We consider sources with fluxes (in the energy
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range between 1 and 10 GeV) from 10−11 cm−2 s−1 to
10−10 cm−2 s−1. The upper value is roughly equal to the
3FGL sensitivity threshold. In this way, the level of
anisotropy expected from these sources is roughly equal
to that observed in the data when masking the 3FGL
sources. The lower value is not crucial since the auto-APS
is dominated by the sources just below the detection
threshold. From the source count distribution dN=dS, we
create a realization of the source population, producing
about 40,000 objects and assigning them random positions
in the sky. This creates a map with a Poissonian (i.e.,
constant in multipole) auto-APS, CP, whose value can be
computed by summing together the squared flux, Φ2i , of all
the simulated sources divided by 4π: CP ¼
P
iΦ
2
i =4π. This
is equivalent to the usual way of calculating CP by
integrating S2dN=dS over the range in flux mentioned
above. The resulting Poissonian auto-APS CP is
3.42 × 10−18 cm−4 s−2 sr−1. This is the nominal auto-
APS that we want to recover by applying our analysis
pipeline to the simulations.
We use the exposure (averaged in the energy range
between 1 and 10 GeV) for 5 years of data taking to
convert the intensity map into a counts map. The map
is also convolved with the average PSF for the
P7REP_ULTRACLEAN_V15 IRFs for front-converting events
(averaged in the 1–10 GeV range, assuming an energy
spectrum∝ E−2.3). The result is a HEALPIX-formatted map
with resolution Nside ¼ 1024 containing the expected
emission, in counts, from the simulated sources. Purely
isotropic emission is also included by adding an isotropic
template to the map, which was also convolved with the
IRFs and normalized to give the number of counts expected
from the IGRB measured in the 1–10 GeV energy range,
including the contamination from residual cosmic rays. For
simplicity we did not model the Galactic foregrounds. This
final map is then Poisson-sampled pixel by pixel 200 times
to yield 200 different realizations of the expected counts.
The auto-APS of each map is calculated with POLSPICE,
after applying the default mask used in the analysis of the
real data, i.e., excluding the region with jbj < 30° and the
sources in 3FGL, even though the simulation does not
include those sources. Finally, noise subtraction and beam
correction are also applied as described in Sec. III D.
2. Binning validation
We first validate our recipe to determine the binned auto-
APS. In this case, the standard analytic error σl on each Cl
(assuming that Cl follows a χ22lþ1 distribution [41]) is
σl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
ð2lþ 1Þfsky
s 
Cl þ
CN
W2l

; ð8Þ
with Wl ¼ Wbeaml Wpixl . We test three approaches to obtain
Cl: (i) computing the weighted average of the Cl in each
multipole bin, usingwl ¼ σ−2l as weight; (ii) computing the
weighted average of the Cl in the bin, with a weight
wl ¼ σ−2l , defining σl as in Eq. (8) but only with the noise
term CN=W2l; and (iii) computing the unweighted average
of the Cl in the bin. Note that in the first approach, the
weight wl depends on the data via the Cl term in Eq. (8),
while in the second and third methods there is no
dependence on the estimated auto-APS. The first method
is the one employed in Ref. [1].
In Fig. 4, we show a histogram of the binned Cl in the
bin between l ¼ 243 and 317 for the 200 MC realizations.
The nominal CP is denoted by the gray vertical solid line.
The solid black histogram refers to the case in which no
weights are used [method (iii)], while the dashed blue
histogram is for the weighted average with weights from
Eq. (8) [method (i)]. The results for method (ii) [i.e.,
weighted average but with only the noise term in Eq. (8)]
are not plotted but they are similar to the solid black
histogram. It is clear that binning the data by means of a
weighted average which includes the data Cl itself gives a
result which underestimates the nominal CP. On the other
hand, using the unweighted average (as we do in the current
analysis) or weighting using only the noise term gives
results compatible with the input. The intuitive reason for
this bias can be traced to the fact that method (i) uses the
measured auto-APS in the estimation of the error: at each
multipole the measured auto-APS fluctuates up and down
significantly. If we use Eq. (8) with the measured Cl to
 sr]-2 sr-2 s-4 [cmlC
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FIG. 4. Comparison between different methods to bin the auto-
APS measured in the bin between l ¼ 243 and 317 from the MC
simulations described in the text. The nominal CP is represented
by the vertical gray line. The solid black histogram shows the
distribution of the measured Cl for the 200 simulated realiza-
tions, where the binned auto-APS is computed by an unweighted
average. The dashed blue histogram denotes the case of a
weighted average with weights given in Eq. (8). The solid red
curve is a Gaussian distribution centered on the nominal CP and
with a standard deviation of 9.3 × 10−19 cm−4 s−2 sr−1, as esti-
mated with POLSPICE.
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weight the data at each multipole, a downward fluctuation
of Cl is assigned a smaller error bar and, thus, a larger
weight. This will lead to a downward biased Cl. Finally,
the histograms also show that the distribution of the Cl
obtained from the MC realizations is, to a good approxi-
mation, Gaussian. Indeed, it agrees well with the solid
red curve representing a Gaussian distribution centered
on the nominal CP and with a standard deviation of
9.3 × 10−19 cm−4 s−2 sr−1 (see below).
To assign an error σl to the binned auto-APS Cl we also
test three methods: (i) the unweighted average of σ2l from
Eq. (8) in the bin, (ii) the weighted average of σ2l from
Eq. (8) with weight wl ¼ σ−2l and (iii) the average of the
covariance matrix computed by POLSPICE in the bin.5
Differently from the estimation of Cl, the three methods
for the estimation of σl produce similar results. Thus, we
decide to choose method (iii) as our standard prescription.
This has also the advantage that, by averaging different
blocks of the covariance matrix provided by POLSPICE, one
can build a covariance matrix for the binned auto-APS. The
average of σl from method (iii) in the multipole bin
between l ¼ 243 and 317 over the 200 MC realizations
is 9.3 × 10−19 cm−4 s−2 sr−1, i.e. the value considered in
Fig. 4 for the standard deviation of the red curve. Our
validation with MC simulations shows that our estimate of
the errors is reliable and that higher-order effects, e.g. those
related to the bispectrum and trispectrum discussed in
Ref. [42], can be neglected. It remains interesting, none-
theless, to understand if a small bispectrum and trispectrum
can be used to independently constrain the sources con-
tributing to the IGRB.
3. Poissonian fit validation
Having validated the binning procedure for the measured
auto-APS, we are now interested in fitting the binned auto-
APS Cl with a constant value. Indeed, a Poissonian APS
CP (i.e. an APS that is constant in multipole) is a natural
expectation for the anisotropies induced by unclustered
unresolved point sources. One possibility is to infer CP by
minimizing the following χ2 function:
χ2ðCPÞ ¼
X
l
ðCl − CPÞ2
σ¯l
2
; ð9Þ
where Cl and σl are the the binned data and their errors, as
described in the previous section.
A second possibility is to consider a likelihood function
L that, up to a normalization constant, can be written as
follows:
logLðCPÞ ¼ −
X
l
logðσ¯lÞ −
1
2
X
l
ðCl − CPÞ2
σ¯l
2
: ð10Þ
This expression for the likelihood takes into account the
fact that σl also depends on CP, since σ¯l2 in Eq. (10) is
defined as the average of
σ2l ¼
2
ð2lþ 1Þfsky

CP þ
CN
W2l

2
; ð11Þ
over the specific multipole bin. In fact, for large multipoles,
the expected χ22lþ1 distribution of a given Cl can be
approximated by a Gaussian for which the mean and the
standard deviation are not independent but related as in
Eq. (11). Thus, the main difference between the χ2
minimization [as in Eq. (9)] and the likelihood method
is that, in the latter, σl depends on CP. Ignoring such a
dependence may bias the result of the fit.
The two methods described above are used to determine
the best-fit CP for the 200 MC realizations described above,
by considering 10 Cl in 10 bins in multipole uniformly
spaced in logl between l ¼ 49 and 706. As we discuss in
Sec. V, this multipole range excludes the large angular
scales where the reconstructed Cl are most uncertain due
to possible contamination of the Galactic foreground, and
the high-multipole range where the effect of the window
functions becomes too severe. The results are summarized
in Fig. 5: the vertical gray line is the nominal CP, while the
solid black histogram shows the distribution of the CP
determined by maximizing the logL of Eq. (10) if the
binned Cl’s are computed with no weights. This approach
produces a distribution that is approximately Gaussian and
centered on the nominal CP. On the other hand, if the
binnedCl are computed with the weights from Eq. (8), then
the maximization of logL underestimates the Poissonian
auto-APS (long-dashed blue histogram in Fig. 5). Making
use of the χ2 function in Eq. (9) instead of the logL in
Eq. (10) gives similar results, i.e. an unbiased distribution
for CP if the binned Cl are computed without weights
(short-dashed pink line) and an underestimation of the
nominal CP when weights are included (not shown in
Fig. 5).6 The error associated to the best-fit CP corresponds
to the 68% confidence-level (C.L.) region. We note that
the logL approach yields slightly smaller errors and we
decide to adopt this as our standard way to measure the
Poissonian auto-APS in the following. The average of the
error on the best-fit CP over the 200 MC realizations is
2.6 × 10−19 cm−4 s−2 sr−1, i.e. the value used as the stan-
dard deviation for the Gaussian function plotted as the solid
red line in Fig. 5, which is centered on the nominal CP.5POLSPICE returns the covariance matrix of the beam-
uncorrected Cl, denoted here by Vll0. In method (iii) the error
σ¯l
2 is defined as
P
ll0Vll0=ðW2lW2l0Δl2Þ, where the sum runs
over the l;l0 inside each multipole bin and Δl is the width
of the bin.
6Note that applying the logL or the χ2 approach to the
unbinned Cl provided by POLSPICE also leads to an under-
estimation of CP.
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B. Cross-correlation angular power spectrum
Similar checks to what is described above for the auto-
APS are performed for the cross-APS between two energy
bins. In this case, the standard analytical error is
σ2l ¼
1
ð2lþ 1Þfsky

C2l þ

C1;l þ
C1;N
W21;l

C2;l þ
C2;N
W22;l

;
ð12Þ
where Cl is the cross-APS and C1;l and C2;l are the auto-
APS for the two energy bins. Similarly, W1;l and W2;l are
the window functions for the two energies considered and
C1;N and C2;N are the two photon noises. After testing
different averaging schemes, we decide to use the same
method as for the auto-APS case, i.e. to bin the cross-APS
with an unweighted average and to estimate σl by
computing the block average of the covariance matrix
provided by POLSPICE.
Similarly, we tested the likelihood and χ2 approach to
derive the Poissonian best-fit CP to the cross-APS data. For
the likelihood approach, σ¯l2 is now defined as the average
of Eq. (12) after having replaced Cl by CP. As for the auto-
APS, we find compatible results between the two methods,
with the likelihood approach providing slightly smaller
errors. Therefore, in the following, we will quote
Poissonian cross-APS derived with this method.
We end this section by noting that the proper way to
estimate CP for the cross-APS would be to use the like-
lihood method but replacing the auto-APS C1;l and C2;l in
Eq. (12) with their Poissonian estimates C1;P and C2;P, and
to perform a joint likelihood fit to all three quantities,
i.e. CP, C1;P and C2;P. However, this approach would not
provide results that are significantly different than the ones
obtained as described above. In fact, at present, the noise
terms in Eq. (12) dominate over the signal terms, reducing
the effect of covariance between energy bins.7
V. MEASURED AUTO- AND
CROSS-CORRELATION ANGULAR
POWER SPECTRA OF THE ISOTROPIC
GAMMA-RAY BACKGROUND
Following the analysis described in the previous section,
we measure the auto- and cross-APS in 13 energy bins
spanning the energy range between 500 MeVand 500 GeV.
A. Autocorrelation angular power spectra
The auto-APS of the IGRB is shown in Fig. 6 for
two representative energy bins. The auto-APS for all 13
energy bins considered is shown in Appendix B and it is
available at https://www‑glast.stanford.edu/pub_data/552.
The y-axis range of Fig. 6 and in Appendix B has been
chosen to better illustrate the auto-APS in the multipole
range of interest, i.e. between l ¼ 49 and 706, divided
into 10 bins equally spaced in logl. The red circles
indicate the auto-APS for our reference data set (i.e.,
P7REP_ULTRACLEAN_V15 front events) and the default mask
covering the region with jbj < 30° and 3FGL sources, as
described in Sec. III B. Instead, the blue triangles refer to
the same data set but using the default mask covering only
2FGL sources (see Sec. III B). Note that the blue triangles
are systematically higher than the red circles, due to the
anisotropy power associated with the sources that are
present in 3FGL but still unresolved in 2FGL.
Figure 7 shows the auto-APS for the two same energy
bins but over a broader multipole range, i.e. from l ¼ 10 to
2000. This illustrates the behavior of the auto-APS above
and below the signal region used in our analysis, i.e.
between l ¼ 49 and 706. At large scales (i.e., low multi-
poles), there might be some residual contamination from
the Galactic foregrounds. This motivates our choice of
neglecting the APS below l ¼ 49. In Sec. V C the effect of
foreground contamination is discussed in more detail. On
the other hand, at high multipoles and at low energies
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FIG. 5. Comparison between different methods to measure the
Poissonian CP in the MC simulations, given the binned Cl. The
nominal CP is represented by the vertical gray line. The solid
black histogram shows the distribution of the Poissonian CP for
the 200 simulated realizations obtained by maximizing the logL
in Eq. (10) over the multipole range from 49 to 706. The binned
Cl’s in Eq. (10) are computed with no weights. If the weighted
average is considered, the distribution of CP is shown by the long-
dashed blue histogram, which is clearly biased low. The short-
dashed pink histogram shows the distribution of CP computed by
the minimization of the χ2 in Eq. (9) from Cl binned with no
weights. The solid red curve is a Gaussian distribution centered
on the nominal CP and with a standard deviation of
2.6 × 10−19 cm−4 s−2 sr−1, as estimated from the logL method.
7The noise terms in Eq. (12) are a factor of 4–5 larger than CP,
C1;P and C2;P. Therefore, not performing the joint likelihood fit as
described in the text generates an error of, at most, 10%–20% on
σl. The effect on the estimated best-fit Poissonian auto- and
cross-APS will be even smaller.
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(left panel), the size of the error bars increases dramatically
due to the strong signal suppression caused by the beam
window functions. Our signal region neglects any Cl above
706. At high energies (right panel), the effect of the beam
window function is more modest, even up to l ¼ 2000
(see Fig. 3). In principle, for high energies, we could
consider a signal region in multipole that extends to smaller
scales. However, we prefer to work with a window in
multipole that is independent of the energy bin and,
therefore, we choose the value of l ¼ 706 as a reasonable
compromise.
Note that each individual data point in Figs. 6 and 7 can
be negative, since our auto-APS estimator quantifies the
excess of power with respect to the photon noise CN. We fit
the auto-APS (between l ¼ 49 and 706) in each energy bin
to a constant value, in order to determine the Poissonian CP
(the possibility of a nonconstant Cl is considered later).
The fit is performed as discussed in the previous section.
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FIG. 6. Auto-APS of the IGRB for two representative energy bins (between 1.38 and 1.99 GeV in the left panel and between 50.0 and
95.27 GeV in the right panel) and for the reference data set (P7REP_ULTRACLEAN_V15 front events) using the reference mask which
excludes jbj < 30° and 3FGL sources (red circles). The blue triangles show the same but masking the sources in 2FGL. Data have been
binned as described in Sec. IVA. The solid red line shows the best-fit CP for the red data points, with the pink band indicating its
68% C.L. error. The dashed blue line corresponds to the best-fit CP for the blue data points. Note that only the results in our signal region
(i.e. between l ¼ 49 and 706) are plotted and that the scale of the y-axis varies in the two panels. Also, the blue triangles have been
slightly shifted horizontally with respect to the red circles to increase the readability of the plots. This will happen also in many of the
following plots.
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The best-fit CP’s are reported in Tables I and II for the
different energy bins and for the masks around 3FGL and
2FGL sources, respectively. They are also available at
https://www‑glast.stanford.edu/pub_data/552 and they are
reported as the solid red and dashed blue lines in Figs. 6, 7,
29 and 30, when masking sources in 3FGL and 2FGL,
respectively. In the former case, we also show the estimated
68% C.L. error on CP as a pink band. The significance of
the measured Poissonian auto-APS can be quantified by
computing the test statistics (TS) of the best-fit CP, defined
as the difference between the −2 lnL of the best fit and the
−2 lnL of the null hypothesis. The latter is obtained from
Eq. (10) by setting CP to zero. Assuming Wilks’s theorem,
TS is distributed as a χ2 distribution with 1 degree of
freedom and, thus, it can be used to estimate the signifi-
cance associated to CP. For the default data set masking
3FGL sources, the significance of the measured auto-APS
CP is larger than 3σ for all energy bins up to 21.8 GeV,
except between 5.00 and 10.45 GeV. The significance of
the detection is reported in italics in Tables I and II. In the
case of the mask around 3FGL sources, the highest
significance in the auto-APS is 6.3σ and it is reached in
the second energy bin, i.e. between 0.72 and 1.04 GeV.
The way the auto- and cross-APS depend on the energy
(i.e. the so-called “anisotropy energy spectrum”) is an
informative observable that can provide insight into the
emission causing the anisotropic signal. In fact, in the case
that the auto-APS is produced by a single population of
sources, the anisotropy energy spectrum allows their energy
spectrum to be reconstructed [28,43,44].8 If more than one
class of objects is responsible for the signal, then, by
detecting features in the anisotropy energy spectrum, it may
be possible to identify energy regimes where the different
classes dominate the signal.
The measured anisotropy energy spectrum for the auto-
APS is shown in Fig. 8. In the figure, the data points are
weighted by E4=ΔE2, where E is the log center of the
energy bin and ΔE is the width of the bin. This weighting
is introduced in order to compare the anisotropy energy
spectrum directly with the squared intensity energy spec-
trum of the sources responsible for the anisotropy signal.
Figure 8 compares the auto-APS CP for the case of the
mask excluding 3FGL sources (red circles) to that of the
mask excluding 2FGL sources (blue triangles). As already
mentioned, the amplitude of the auto-APS is lower when
we exclude the sources in 3FGL. In both data sets, the low-
energy part of the spectrum appears generally consistent
with a power law, while a feature is apparent around 7 GeV.
We comment further on the structure of the anisotropy
energy spectrum in Sec. VI.
B. Cross-correlation angular power spectra
Two examples of the cross-APS between energy bins are
shown in Fig. 9. The left panel is for the cross-APS between
bins at low energies. A clear correlation is detected in the
multipole range of interest (bounded by the vertical gray
lines in the figure). Note the effect of the beam window
function on the error bars at high multipoles, as in Fig. 7.
The right panel shows the cross-APS between two high-
energy bins. This combination does not correspond to a
significant detection, as the best-fit CP is compatible with
zero at a 2σ level.
The best-fit CP’s for the cross-APS between the ith and
the jth energy bins are shown in Appendix C, multiplied
by E2i E
2
j=ΔEiΔEj and for all the possible combinations of
energy bins. Cross-APS CP is detected in most combina-
tions of energy bins, with the ones failing to yield a
detection mainly involving the two highest energy bins.
Tables I and II report the detected cross-APS with their
significance.9 The largest detection significance is 7.8σ for
the case of the cross-APS between the energy bin between
1.99 and 3.15 GeV and the energy bin between 3.15
and 5.0 GeV.
The tables also report in bold the χ2 associated with the
best-fit CP according to the definition in Eq. (9). Figure 10
shows the distribution of the 91 χ2 of best-fit CP’s in the 91
independent combinations of the 13 energy bins. The solid
black line refers to the case when all sources in the 3FGL
are masked and the dashed blue line when only sources in
the 2FGL are masked. Both distributions are compatible
with that of a χ2 distribution with 9 degrees of freedom
(i.e. the 10 data points inside the signal region in multipole
minus 1 fitted parameter). The latter is represented by a
solid red line in Fig. 10. Only 3 (4) combinations of energy
bins have a χ2 larger than 16.9 (that would correspond to a
p-value of 0.05) when masking 3FGL (2FGL) sources.
Together with the auto-APS in Fig. 8, the cross-APS
provides an important handle to characterize the emission
responsible for the anisotropy signal. In particular, if the
latter is due to only one class of unresolved sources,
the auto-APS Ci;iP allows us to reconstruct their energy
spectrum and the cross-APS can be predicted as
Ci;jP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ci;iP C
j;j
P
q
. Alternatively, if we define the so-called
cross-correlation coefficients ri;j as C
i;j
P =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ci;iP C
j;j
P
q
, any
deviation from 1 when i ≠ j can be interpreted as an
indication of multiple source classes contributing to the
signal. In Fig. 11, we show the cross-correlation coeffi-
cients corresponding to the best-fit Ci;jP for the data set
obtained by masking 2FGL sources (left panel) and
masking 3FGL sources (right panel). In the former case,
8The anisotropy energy spectrum traces the intensity energy
spectrum of the sources responsible for the anisotropy signal only
if the clustering of the source population is independent of
energy.
9Note that in some cases the best-fit CP is negative. However,
whenever that happens the estimated error is large and the
measurement is compatible with zero.
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it is clear that the cross-correlation coefficients of low-
energy bins are systematically smaller than 1, when
correlated with high-energy bins. This is in qualitative
agreement with the findings of Ref. [16], in which the auto-
APS measured in Ref. [1] was explained by the sum of two
different populations of unresolved blazars at low energies,
while, above ∼10 GeV, the signal was compatible with
only one source class. Figures 33 and 34 in Appendix D
show, for each energy bin i, how the cross-correlation
coefficients ri;j depend on energy Ej.
When 3FGL sources are masked (right panel) the
situation is less clear as errors are larger (especially at
high energies) and the estimated CP more uncertain. We
further discuss the nature of our auto- and cross-APS in
Sec. VI. Note that in some cases the coefficients ri;j shown
in Fig. 11 are larger than 1, since only the best-fit values
are plotted. They are, however, compatible with 1, within
their uncertainty. Also, some coefficients are negative (and
they are associated with a black pixel). Although within the
error bars these negative ri;j are actually compatible with 0,
we note that negative values are allowed, in the case of
anticorrelations between two energy bins.
We finish this section by studying whether the binned
auto- and cross-APSCl are better described by an APS that
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changes with the multipole, instead of a constant value. We
fit the binned Cl with a power law,
10 i.e., Cl ¼ Aðl=l0Þ−α,
with l0 ¼ 100. We leave the normalization A free to vary
independently in all 91 combinations of energy bins but we
consider one common slope,11 i.e. α. The best-fit value of α
is −0.06 0.08 and it corresponds to a χ2 per degree
of freedom of 0.91. This should be compared to the global
(i.e. for all 91 combinations of energy bins) Poissonian fit,
which also has a χ2 per degree of freedom of 0.91.
Therefore, we cannot deduce any preference for the
power-law scenario.
C. Validation studies
We note that the uncertainties reported in the last section
only include statistical errors. It is therefore important to
estimate any systematic errors as, e.g., those related to the
analysis (such as the foreground cleaning and the use of the
mask) or to the characterization of the instrument, which
may affect the effective area and beam window functions.
We discuss possible sources of systematic errors in the
following sections.
1. Foreground cleaning
The Galactic diffuse emission is bright, especially at low
energies, and generally displays an approximate symmetry
around the disk of the Galaxy, leading to excess power
at low multipoles, corresponding to large angular scales.
The measured auto-APS calculated both with and without
performing foreground cleaning is shown in the left panel
of Fig. 12 (red dots and blue triangles, respectively) for a
selected energy bin at low energy. The default mask and
data set are used. The effect of foreground cleaning is
dramatic at low multipoles, significantly reducing the
measured Cl below l ∼ 50. On the other hand, our analysis
only considers multipoles larger than l ¼ 49, where the
effect of foreground cleaning is smaller, although still
important enough to be non-negligible. Above l ∼ 150,
however, it is clear that its impact becomes subdominant,
and the APS could be measured even without performed
any cleaning. This is confirmed by the right panel of
Fig. 12, where the best-fit Poissonian auto-APS for the case
with foreground cleaning and our signal region, i.e. l
between 49 and 706 (red circles, the same as in Fig. 8), is
compared to the best-fit CP for the case without foreground
cleaning but performing the fit only between l ¼ 143 and
706 (blue triangles), i.e. neglecting the first four bins in the
multipole inside our signal region. Errors at low energies
are larger for the uncleaned case than for the cleaned one.
This is due to the fact that, at low energies, only the few Cl
with l≲ 300 play a role in the determination of the best-fit
CP, since at larger l the beam suppression is too strong.
Therefore, cutting the signal region at l ¼ 143 means that
the best-fit CP is determined only by very few data.
Nonetheless, the two cases are found to be in good
agreement within their uncertainties at all energies. From
this we can conclude that the foreground cleaning is
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FIG. 11. Cross-correlation coefficients between energy bins. Each pixel in the panels corresponds to a pair ði; jÞ of energy bins and it is
colored according to the cross-correlation coefficient ri;j. By construction the panels are symmetric with respect to the diagonal. The
panel on the left refers to the default data set with a mask that covers the sources in 2FGL, while the one on the right is for the mask
covering 3FGL sources. Cross-correlation coefficients below 1 indicate that the signal is due to multiple populations of sources.
10The fit is performed with MINUIT2 v5.34.14, http://lcgapp
.cern.ch/project/cls/work‑packages/mathlibs/minuit/index.html.
11If the auto- and cross-APS are interpreted as produced by a
population of unresolved sources, they can be expressed in terms of
the three-dimensional power spectrum of the density field asso-
ciated with the sources of the gamma-ray emission [5,45,46]. The
latter determines the dependence on the multipole, and hence the
shape of the auto- and cross-APS. Normally, the three-dimensional
power spectrum is only mildly dependent on the gamma-ray
energy, which is encoded in the “window function.” Therefore,
the APS associated with different combinations of energy bins is
expected to have approximately an energy-independent shape. It is
therefore reasonable to assume a constant α.
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effective even down to l ∼ 50, therefore validating our
choice for the signal region in multipole.
Also, from the left panel of Fig. 12, it is clear that the
binned APS Cl without foreground cleaning is character-
ized by much larger error bars than with cleaning, at least
for l≲ 150. The reason for this can be understood by
looking at the covariance matrix of the binned auto-APS: in
Fig. 12 the errors on Cl are simply the square root of the
diagonal elements of the covariance matrix, while the full
covariance matrix is plotted in Fig. 13, for the data between
1.04 and 1.38 GeV, with (left panel) and without (right
panel) foreground cleaning. Each pixel in the panels
corresponds to a pair of bins in multipole and its color
provides the covariance between those two bins. We do
not directly plot the covariance matrix but, instead, each
element σi;j is divided by the square root of the product of
the corresponding diagonal elements ffiffiffiffiffiffiffiffiffiffiffiffiffiσi;iσj;jp . The main
difference between the two panels is at low multipoles,
where the case without foreground cleaning is character-
ized by a large covariance among different bins. This large
covariance causes the diagonal terms at l≲ 30 to correlate
with diagonal terms at higher multipoles. But multipoles
l≲ 30 are characterized by larger Cl (and, thus, also larger
errors) for the uncleaned data set than for the cleaned one.
This translates into large error bars also around around
l ∼ 50–100, for the case without foreground cleaning.
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Therefore, the introduction of the foreground cleaning
reduces the intensity of the signal at l≲ 50 and it
considerably removes the coupling between multipoles,
leading to smaller and weakly correlated estimated errors. It
also justifies the use of Eqs. (9) and (10) for the determi-
nation of the Poissonian APS, since they are valid only
under the hypothesis that covariances are negligible.12
2. Data selection
Next we consider the impact of our choice of data set.
As described in Sec. II, our analysis is based on
P7REP_ULTRACLEAN_V15 front events. For comparison,
we now show the results for two different event selections
using Pass 8 data, i.e., the most recent revision of the event-
level Fermi LAT reconstruction analysis [47]. In particular,
we will use the P8R2_ULTRACLEANVETO_V6 class, designed
to reduce the cosmic-ray contamination significantly. We
consider separately two event selections, i.e. only Pass 8
front-converting events and the so-called PSF3 events.
PSF3 is a new selection available with Pass 8 data and
it is characterized by an improved angular resolution. The
effective area for the PSF3 events is roughly a factor of 2
smaller than that for the front events, since PSF3 represents
the quartile of events with the best angular resolution, while
the front events constitute approximately half the total
events gathered by the LAT. The same analysis pipeline
applied to the Pass 7 data is employed to the Pass 8 data,
including foreground cleaning with the same Galactic
diffuse model (refitted to the Pass 8 events outside
the mask).
In Fig. 14 we compare the measured auto-APS in one
energy bin between the default data set (i.e., Pass 7, denoted
by red circles) and the two Pass 8 selections: Pass 8 front-
converting events in the left panel (orange squares) and
Pass 8 PSF3 in the right panel (blue triangles). The auto-
APS is shown over the multipole range between l ¼ 10
and 2000. The two Pass 8 data sets are overall in good
agreement with the default Pass 7 data set in the multipole
range used for analysis, marked by the two gray vertical
dashed lines in the figure.
In Fig. 15 we show the anisotropy energy spectra for the
three data sets discussed above. Their Poissonian auto-
APS agree well within the measurement uncertainties in
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the various energy bins. The sharp drop in CP around
∼7 GeV apparent in the Pass 7 data is less significant in
the Pass 8 PSF3 data and absent in the Pass 8 front data,
suggesting that the feature in the Pass 7 data may be the
result of a statistical fluctuation. Also, with Pass 8, the
auto-APS around 70 GeV has a larger value than with Pass
7, although the difference is only at the 2σ level and, thus,
not very significant. We stress that this is only a qualitative
comparison and a more thorough analysis of the Pass 8
data should be performed. With Pass 8, the measurement
of the auto-APS and cross-APS is expected to improve in
several ways, e.g. taking advantage of the new PSF classes
(from PSF0 to PSF3), especially at low energies where the
measurement uncertainties in the Pass 7 data are domi-
nated by the suppression induced by the beam window
functions and (potentially) by the leaking from bright
sources outside the mask (see Sec. V C 3). Also, new data
selections are available with Pass 8, characterized by
different balances between effective area and cosmic-ray
contamination. In fact, the improvement expected from
using Pass 8 PSF3 or Pass 8 front data can already been
seen in the reduction of the error bars for the blue triangles
and orange squares in Fig. 15, with respect to the red
circles, especially at around 100 GeV. A detailed study
with Pass 8 is beyond the scope of the present analysis and
is left for future work.
We further investigate the impact of event selection by
comparing the results obtained from the Pass 7 data using
front data only (i.e., our default choice) to the results
obtained using both the front and back data. Including
back-converting events in the analysis has the advantage
of increasing the statistics by enlarging the effective area
by a factor of ∼2. However, the average PSF for the
frontþ back data set is poorer than for the front events
alone, leading to a larger suppression due to the beam
window function and to a stronger leakage outside the mask
from bright pointlike sources. In this comparison it should
be kept in mind that the data sets are not independent since,
by definition, the frontþ back data set contains all the
front-converting events. Also, it is important to note that
due to the poorer PSF of the frontþ back data set, our
source-masking scheme may not be sufficiently effective
for that data set, particularly at low energies where the PSF
is broadest (see also the discussion in Sec. V C 3).
The left panel of Fig. 16 shows the auto-APS Cl in a
specific energy bin. Red circles refer to the Pass 7 front data
set and the blue triangles to the Pass 7 frontþ back one.
The right panel indicates the Poissonian auto-APS as a
function of energy, with the same color code. The measured
Cl is in good agreement between the two data sets at all
multipoles in our signal region. The same is true for the
Poissonian CP, except in the lowest energy bin, where
the frontþ back data yield a significantly higher CP. This
discrepancy is consistent with the possibility that, for the
frontþ back data set, the mask employed here (covering all
sources in the 3FGL) is not big enough to get rid of the
emission of the sources at low energies. Note that, also in
this case, the significance of the dip at ∼7 GeV is strongly
reduced.
3. Mask around resolved sources
We now investigate the effect of any possible leakage of
emission outside the mask around the resolved sources. We
recall that our default mask excludes (in addition to a
latitude cut of jbj < 30°) a disk with a radius of 3.5° around
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the 500 brightest sources in the 3FGL catalog, a disk with a
radius of 2.5° around the following 500 sources, one with
a radius of 1.5° for the following 1000 sources and, finally,
a disk with a region with a 1.0° radius around all the
remaining ones. This is what we refer to as our default
mask when covering the sources in 3FGL. However, in
order to validate our choice, we consider four additional
masks. They are defined as follows:
(i) the 4° mask excludes a disk with a radius of 4°
around the 500 brightest sources in the 3FGL
catalog, a disk with a radius of 3° for the following
500 sources, one with a radius of 1.5° for the next
1000 sources and one with a radius of 1° for the
remaining ones;
(ii) the 3.5° mask excludes a disk with a radius of 3.5°
around the 500 brightest sources in the 3FGL
catalog, a disk with a radius of 2.5° for the following
500 sources, one with a radius of 2.0° for the next
1000 sources and a disk with a radius of 1.5° for the
remaining ones;
(iii) the 2° mask covers a disk with a radius of 2.0°
around the 500 brightest sources and a disk with a
radius of 1.0° around the remaining sources;
(iv) and the 1° mask excludes a disk with a radius of 1.0°
around each source.
Our default mask is located between the 2° mask and the
3.5° mask, in terms of masked area. The specific details of
the masks considered are not the result of an a priori
analysis and, thus, they are somewhat subjective. However,
our goal is to identify a reasonable mask that is as small as
possible without suffering from leakage from pointlike
sources. As proved in the following, our default mask
provides a suitable choice.
Above a few GeV, where the PSF is narrower, we expect
the 1° mask to be sufficient to exclude the emission of the
sources detected in 3FGL. However, at low energies some
leakage may appear. Results are summarized in Fig. 17.
The left panel shows the measured auto-APS in the energy
bin between 1.04 and 1.38 GeV, for the 1.0° mask (orange
squares), for the 2.0° mask (blue triangles) and for the
default one (red circles). It is clear that there is a significant
contamination due to power leakage outside the 1.0° mask,
especially at l < 50, but up to l ∼ 80. The other two more
aggressive masks give consistent results in this energy bin.
In the right panel, we plot the anisotropy energy spectrum
for the 2° masks (blue triangle), for the default one (red
circle) and for the 3.5° mask (green squares). While, at high
energies, the three cases yield consistent results, the 2°
mask shows still an excess of power in the first energy bin.
On the other hand, results for the 3.5° mask are consistent
with our default mask. The anisotropy energy spectrum
for the 4° mask (not shown in Fig. 17 for clarity) is also
consistent with the default case. This validates our choice
of the latter as our fiducial mask when dealing with 3FGL
sources.13
A similar validation is performed on the mask covering
the sources in 2FGL. We find that cutting a 1° disk around
all 2FGL sources leads to some power excess at low
energies. However, extending the mask by covering a disk
with a radius of 2° for all sources is enough to get rid of the
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13We also test an additional mask that covers exactly the same
region of sky as our default mask for 3FGL sources but it also
masks the region around loop I and the Galactic lobes. The best-
fit CP’s with this more aggressive cut are compatible with the
default Poissonian CP’s in Fig. 8, within their statistical errors.
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leakage and there is no need of more aggressive masks as
for the case of 3FGL sources. This is probably due to the
fact that, when masking 2FGL sources, the measured power
spectra are intrinsically larger than when masking sources
in 3FGL (see Sec. V). Thus, the contamination from
leakage has a relatively minor impact.
D. Effect of the gamma-ray emission from the Sun
Steady gamma-ray emission from the Sun was detected
in the Fermi LAT data in Ref. [48] from 0.1 to 10 GeV.
Later, Ref. [49] extended the detection up to 100 GeV, also
establishing that the flux varies with time and anticorrelates
with Solar activity. Gamma rays are produced from the
interaction of cosmic rays with the Solar atmosphere [50],
as well as from inverse-Compton (IC) scattering of cosmic-
ray electrons and positrons with Solar photons [51–53].
The emission is quite difficult to see with the eye
because, even if quite significant, it is spread over the
path followed by the Sun in the sky, i.e. the ecliptic.
However, it may still induce some features in the auto- and
cross-APS.We test this possibility by masking the region of
1.5° above and below the ecliptic. The auto- and cross-APS
obtained after having introduced this additional mask are
compatible with our default case within their uncertainty.
Thus, we conclude that the effect of the Sun on the
measured anisotropies is negligible.14
E. Comparison with previous measurement
We conclude this section by comparing our new meas-
urement to the previous (indeed, the first) anisotropy
measurement from Ref. [1]. Our current analysis includes
many improvements with respect to the original one, both
from the perspective of the data set (as we now use Pass 7
Reprocessed events and IRFs, compared to the Pass 6
events used in Ref. [1]) and in terms of the analysis method,
including an improved calculation of the noise term CN, the
deconvolution of the mask (performed now with POLSPICE)
and a MC-validated procedure to bin the auto-APS in
multipole and to estimate its error. The improved data
set also allows us to measure the auto-APS with better
precision over a larger multipole range covering the
window between l ¼ 49 and 706, while the analysis in
Ref. [1] was restricted to l ¼ 155 − 504. We also extend
the energy range, spanning the interval between 500 MeV
and 500 GeV, compared to the original 1–50 GeV range.
Moreover, we use an improved diffuse model for fore-
ground cleaning, compared to what was available at the
time of Ref. [1].
In Fig. 18 we compare the anisotropy energy spectrum
reported in Ref. [1] for the mask covering the sources in
2FGL (gray squares) to our new measurement calculated for
the same mask but with our new default data set. We report
our results for the 13 energy bins used in this work (blue
triangles) and we also compute the auto-APS in the same 4
energy bins used in Ref. [1] (red circles). While there is a
slight trend toward a higher CP in our current measurement
compared to the original one, we find good consistency with
Ref. [1]. The only exception is the highest energy bin of the
original analysis, which is lower than the current measure-
ment and inconsistent at about 3σ. Many factors may lead to
the small systematic increase of the newCP in the first 3 bins
and to the larger difference in the last energy bin. However,
we attribute this trendprimarily to theway the data are binned
in multipole and to the way the Poissonian fit CP is
determined. As discussed in Sec. IVA, in this analysis we
follow a different procedure with respect to the original
analysis in Ref. [1], after having verified that the latter can
lead to a downward bias of both the Cl and the best-fit CP.
We end by noting that a concern about the auto-APS in
Ref. [1] being somewhat underestimated was raised already
in Ref. [55]. However, in that case it was claimed that the
correct anisotropy should have been a factor of 5–6 larger
than the measured one for each energy. In the light of the
present analysis, this is true only for the highest energy bin,
while for the others the difference is only of 20%–30%, and
not significant within error bars.
VI. INTERPRETATION IN TERMS
OF SOURCE POPULATIONS
In this section we provide a phenomenological
interpretation of our measurement in terms of different
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14The high-energy emission of the Moon peaked at about
200 MeV, with a similar intensity as the Sun [54]. However, at
higher energies, it has an energy spectrum that is steeper than that
of the Sun. Therefore, above 500 MeV, the effect of the Moon on
the APS measurement is expected to be negligible.
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populations of unresolved sources. The main observables
that we consider are the results of the Poissonian fits to the
auto- and cross-APS, i.e., the anisotropy energy spectrum.
We assume the sources responsible for the signal to be
pointlike and unclustered [7,10,16,19], and that they give
rise only to a Poissonian auto- and cross-APS. We also
assume each population to be characterized by a common
intensity energy spectrum FaðEÞ. The index a runs over the
number of source populations contributing to the signal.
The contribution of the ath source population to the auto-
APS will be proportional to FaðEiÞ2, while it will be
proportional to FaðEiÞFaðEjÞ in the case of the cross-APS.
Our choice of interpreting the auto- and cross-APS data in a
phenomenological way is motivated by the desire to be
model independent. Alternative interpretations in terms of
physically motivated models of astrophysical gamma-ray
emitters are ongoing. We start by considering one single
source population with a power-law spectrum, i.e.
FðEÞ ¼ A

E
E0

−α
; ð13Þ
with E0 ¼ 1 GeV. We fit both the best-fit Poissonian auto-
and cross-APS taken from Table I, i.e. for the mask around
3FGL sources. This scan and the following ones are
performed with MULTINEST 3.9 [56–58] with 20,000 live
points and a tolerance of 10−4 in order to provide a good
sampling of the likelihood. The prior probability is chosen
to be flat for all free parameters, between −15.0 and −5.0
for log10ðAÞ (and all the normalizations, measured in
cm−2 s−1 sr−1), between 0.0 and 5.0 for the slopes and
between 5.0 GeV and 500.0 GeV for the energy breaks
(see Eq. 14). The best-fit solution is reported in Table III
and is represented by a solid magenta line in the left panel
of Fig. 19. The best fit has a χ2 per degree of freedom which
is 1.52, corresponding to a p-value of 0.001.
Alternatively, we also consider a broken power law
parametrized as follows:
FðEÞ ¼

AðE=E0Þ−α if E ≥ Eb
AðE0=EbÞþα−βðE=E0Þ−β otherwise
: ð14Þ
In this case, the best fit is reported in Table III and shown as
a solid blue line in the left panel of Fig. 19. Its χ2 per degree
of freedom is 1.36 with a p-value of 0.01.
Then, we allow for the possibility of two independent
populations, starting with the case of two power laws. The
best-fit values are reported in Table III and the model is
represented by the solid yellow line in the right panel of
Fig. 19: one population explains the data points below a
few GeV and another one reproduces the data at higher
energies. The best fit has a χ2 per degree of freedom of
1.47, corresponding to a p-value of 0.003.
We also consider the possibility of two broken power
laws. With a χ2 per degree of freedom of 1.10, it represents
the best description to the data. The model is shown as a
solid black line in both panels of Fig. 19: one broken power
law reproduces the data at low energies (short-dashed black
line) and the other one at higher energies (long-dashed
black line). The best-fit solution for the cross-APS is shown
in Figs. 31 and 32 in Appendix C.
Finally, we also test the hypothesis of one population
emitting as a power law and one as a broken power law.
This interpretation is characterized by a χ2 per degree of
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FIG. 19. Anisotropy energy spectrum for the default data set masking the sources in 3FGL (red circles). The different lines correspond
to the best-fit models to the measured auto- and cross-APS with one or two populations of unresolved sources. The solid magenta line
and the solid blue one (left panel) are for one population emitting as a power law or as a broken power law, respectively. The solid yellow
line (right panel) is for two populations with power-law energy spectra. The solid green line (right panel) shows the best-fit in the case of
one population emitting as a power law and another as a broken power law. Finally, the thicker solid black line (present in both panels)
represents the case of two populations emitting as broken power laws. This is the scenario that best fits the data. In this case, the
contributions of the two components are shown as short-dashed and long-dashed black lines.
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freedom of 1.16 (with a p-value of 0.14) and it is
represented in the right panel of Fig. 19 by a solid green
line. The fit is slightly worse than the case with two broken
power laws, especially around 3–4 GeV.
The difference between the χ2 of the best-fit solution
for a model with one population and the same quantity for
the model with two populations can be used as a TS to
determine whether we can exclude the one-source-
population scenario. From the values of the χ2 in Table III,
the exclusion is at 95% C.L. in all cases.15 We can test how
the different interpretations perform also in a Bayesian
framework. Indeed, we can define the Bayes factor B as
the ratio of the so-called “evidence” for two competing
models (given the data) and it can be used to discriminate
between them. In particular, with lnB ¼ 0.5, there is no
preference between the interpretation with one or two
power laws (according to the Jeffrey’s scale [59]), while,
with lnB ¼ 3.1, there is a weak preference for the solution
with two broken power laws over the solution with one.
VII. SIMULATING THE GAMMA-RAY EMISSION
INDUCED BY DARK MATTER
From this section onwards we focus our attention on the
DM-induced gamma-ray emission: we first summarize how
we simulate this component, and then we analyze our mock
gamma-ray sky maps by computing their auto- and cross-
APS. This will constitute our prediction for the APS
associated with DM that will be compared to the measured
auto- and cross-APS presented in the previous sections.
The simulated DM signal needs to account for all DM
structures (halos and subhalos) around us, including the
emission generated in the halo of our own Milky Way
(MW). We divide the DM auto- and cross-APS into
different components that are discussed separately in the
following subsections (from Sec. VII A to Sec. VII E). We
follow closely the semianalytical procedure developed in
Ref. [34]; i.e., we directly employ catalogs of DM (sub)
halos from N-body simulations and complement them
with well-motivated recipes to account for the emission
of DM halos and subhalos below the mass resolution
of the simulations. As in Ref. [34], we make use of the
Millennium-II and Aquarius simulations, from the Virgo
Consortium [60–62] to simulate the Galactic and extra-
Galactic components, respectively.
We take particular care in estimating the systematic
uncertainties associated with the DM auto- and cross-APS.
In particular, each time we introduce a quantity that is not
TABLE III. Best-fit values for the parameters defining the populations assumed to describe the measured auto- and cross-APS. See the
text for the definition of the parameters. The normalizations (A, A1 and A2) are measured in cm−2 s−1 sr−1 and the energy breaks (Eb, Eb;1
and Eb;2) are measured in GeV. Errors are given at 68% C.L. The table also indicates the number of degrees of freedom Ndof (i.e., the
number of fitted data points minus the number of free parameters); the χ2 of the best-fit solution; the χ2 of the best-fit point per degree of
freedom; and the corresponding p-value.
Ndof χ2 χ2=Ndof p-value
One power law
log10ðAÞ α
−8.48þ0.01−0.01 2.29
þ0.02
−0.01 89 135.31 1.52 0.001
One broken power law
log10ðAÞ α β Eb
−8.49þ0.01−0.01 2.26
þ0.02
−0.02 >3.74 at
68% C.L.
92.20þ16.02−16.66 87 118.57 1.36 0.010
Two power laws
log10ðA1Þ α1 log10ðA2Þ α2
−8.52þ0.03−0.04 2.24
þ0.03
−0.05 −8.81
þ0.14
−0.22 3.27
þ0.78
−0.45 87 127.60 1.47 0.003
Two broken power laws
log10ðA1Þ α1 β1 Eb;1 log10ðA2Þ α2 β2 Eb;2
−8.58þ0.04−0.05 2.58
þ0.18
−0.12 >3.49 at
68% C.L.
3.26þ1.05−0.64 −8.64
þ0.04
−0.05 2.10
þ0.05
−0.05 >3.86 at
68% C.L.
84.65þ10.28−15.71 83 91.58 1.10 0.240
One power law and one broken power law
log10ðA1Þ α1 log10ðA2Þ α2 β2 Eb;2
−8.56þ0.06−0.09 2.71
0.26
0.18 −8.68þ0.10−0.13 2.08
þ0.88
−0.45 >3.89 at
68% C.L.
84.7910.6016.13 85 98.86 1.16 0.140
15In the comparison between one and two populations of
sources, if the number of additional degrees of freedom is 2 (as
for the case in which the sources in the second population emit as
power laws), then the 95% C.L. exclusion corresponds to a Δχ2
of 5.99. On the other hand, if the second population emits as a
broken power law, the number of additional degrees of freedom is
4 and the 95% C.L. limit is obtained for a Δχ2 of 9.49.
ANGULAR POWER SPECTRUM OF THE DIFFUSE GAMMA- … PHYSICAL REVIEW D 94, 123005 (2016)
123005-21
well determined, we consider a reasonable range of
variability for it and determine its impact on the final
DM signal.
We separately consider gamma-ray emission produced
by annihilations or decays of DM particles, organizing
our predictions in the form of HEALPIX maps with
Nside ¼ 512. This corresponds to 3,145,728 pixels and
an angular size of approximately 0.115°. The order is lower
than the one used in the data analysis (see Sec. III).
However, note that we will only compare our predictions
for the DM signal to the measured spectra below l ¼ 706,
i.e. for angular scales larger than 0.25°.
The gamma-ray flux (in units of cm−2 s−1) produced
by DM annihilations in the ith energy bin and coming from
the pixel centered towards direction nj can be written as
follows:
ΦðEi;njÞ ¼
hσannvi
8πm2χ
Z
ΔΩj
dΩn
Z
2.15
0.0
dz
cð1þ zÞ3
HðzÞ ρ
2
χðz;njÞ
×
Z
Eiþ1
Ei
dEγ
dNannγ ðEγð1þ zÞÞ
dE
× exp½−τEBLðEγð1þ zÞÞ; ð15Þ
where the integration dΩn extends over the pixel centered
on nj. For redshifts higher than ∼2, the evolution of the
DM density field, combined with the larger comoving
volume probed, attenuates the signal to a negligible level.
Interaction with extra-Galactic background light (EBL)
additionally reduces the emission from large redshifts.16
The EBL attenuation is modeled in Eq. (15) by the factor
expð−τEBLðEγð1þ zÞÞÞ, which is taken from Ref. [64]. The
thermal average of the cross section times the relative
velocity and the mass of the DM particles are expressed by
hσannvi and mχ , while c andHðzÞ are the speed of light and
the Hubble parameter. The function ρχðz;njÞ denotes the
DM density at redshift z towards the direction nj. The
photon yield dNannγ =dE determines the number of photons
produced per annihilation. Different mechanisms of
gamma-ray production contribute to dNannγ =dE. We specify
which contribution is included when we discuss the differ-
ent components of the total DM signal.
In the case of decaying DM, the expected gamma-ray
emission is written as follows:
ΦðEi;njÞ ¼
1
4πmχτ
Z
ΔΩj
dΩn
Z
2.15
0.0
dz
c
HðzÞ ρχðz;njÞ
×
Z
Eiþ1
Ei
dEγ
dNdecayγ ðEγð1þ zÞÞ
dE
× exp½−τEBLðEγð1þ zÞÞ: ð16Þ
Contrary to Eq. (15), Eq. (16) depends linearly on the DM
density and it features the DM decay lifetime τ, instead
of hσannvi.
A. Extra-Galactic resolved main halos
and subhalos (EG-MSII)
We label halos and subhalos as “resolved” if they are
present in the Millennium-II catalog [60] with a mass larger
than 6.89 × 108 M⊙=h. We employ the same procedure
used in Ref. [34] to fill the region below z ¼ 2.15 with
copies of the original Millennium-II simulation box (see
Refs. [29] and [34] for further details). This provides a
possible realization of the distribution of resolved extra-
Galactic DM halos and subhalos along the past light cone.
The sky map of their emission (i.e., what we call “EG-MSII”
in the following) is obtained by determining, for each pixel
in the map, which DM structures fall inside the angular area
of the pixel (completely or partially, according to their size)
and by summing together their gamma-ray flux. In the case
of annihilating DM, the annihilation rate of a DM halo or
subhalo is computed from Vmax and rmax (i.e., the maximal
circular velocity and the distance from the center of the halo
where this occurs) and by assuming that all DM structures
are characterized by a Navarro-Frenk-White (NFW) den-
sity profile [65]. A different choice of density profile would
affect the overall intensity of the DM-induced emission (by
a factor as large as 10, between extreme cases such as the
Moore [66] and Burkert [67] profiles [29,63]) but it would
not affect the shape of the auto- and cross-APS since only a
relatively small number of the halos in EG-MSII appear as
extended, i.e., covering more than one pixel in our sky map.
In the case of decaying DM, the decay rate of a halo
depends only on its mass, which is independent of the
choice of the density profile.
The Millennium-II and Aquarius N-body simulations
were performed assuming cosmological parameters
favored by WMAP 1. Adopting the most recent values
in agreement with the Planck mission [68] could modify the
clustering and abundance of DM structures in the simu-
lations. However, it was shown that the increased matter
density Ωm and the decreased linear fluctuation amplitude
σ8 (with respect to WMAP 1) have compensating effects
[69] and, therefore, we neglect the dependence of our
results on the cosmological parameters (see also Ref. [70]).
As in Refs. [29,34], the way the copies of the
Millennium-II simulation box are positioned around the
observer is a random process. Changing their orientation
modifies the distribution of resolved DM halos and sub-
halos, affecting the shape of the auto- and cross-APS for
EG-MSII. Reference [34] showed that this is just a 10%
effect that can be neglected in comparison with other
sources of uncertainty that will be mentioned later.
For EG-MSII, the photon yield dNannγ =dE includes the
primary gamma-ray emission (taken from Ref. [71]), i.e.
hadronization of particles produced in the annihilation,
16References [29,34,63] show that more than 90% of the
emission is produced below z ¼ 2.
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final state radiation and internal bremsstrahlung. We
also consider secondary emission, namely the photons
up-scattered by the IC of DM-induced electrons onto the
cosmic microwave background (see Ref. [34] for details).
In the case of decaying DM, the photon yield is determined
as dNdecayi ðEÞ=dE ¼ dNanni ð2EÞ=dE, where i stands for
either photons or electrons.
B. Extra-Galactic unresolved main halos
(EG-UNRESMain)
The emission of unresolved main halos (i.e. with a mass
smaller than 6.89 × 108 M⊙=h), all the way down to the
mass of the smallest self-bound halosMmin, is referred to as
“EG-UNRESMain.”Mmin depends on the nature of the DM
particle and on its interactions with normal matter but, at
least within the context of supersymmetric WIMPs, values
between 10−12 M⊙=h and 1M⊙=h are reasonable, while
Mmin ¼ 10−6 M⊙=h has become a popular benchmark
[72,73].
In order to estimate EG-UNRESMain, we assume that
unresolved main halos share the same clustering properties
of main halos with a mass between 1.39 × 108 M⊙=h and
6.89 × 108 M⊙=h. These main halos are just below our
threshold of resolved DM structures. They are barely
resolved in the Millennium-II simulations (with a number
of particles between 20 and 100) and they populate a
regime in mass where the linear halo bias reaches a plateau
[60]. Assuming that this remains true even below
1.39 × 108 M⊙=h, it is reasonable to think that unresolved
main halos will have a similar linear halo bias as the
main halos with a mass between 1.39 × 108 M⊙=h and
6.89 × 108 M⊙=h. Therefore, their emission can be
accounted for simply by artificially enhancing the emission
of the main halos between 1.39 × 108 M⊙=h and
6.89 × 108 M⊙=h. Such an enhancement is implemented
as follows:
Z
1.39×108 M⊙=h
Mmin
dM
dnhðMÞ
dM
LihðMÞ; ð17Þ
where dnh=dM is the main-halo mass function and LihðMÞ
is the gamma-ray flux produced by a single main halo with
mass M. The index i stands for “ann” or “decay,” accord-
ingly. The mass function is assumed to follow a power law
in mass, down to Mmin. Its normalization and slope are
fixed by fitting the abundance of main halos above the
mass resolution of Millennium-II, separately in the differ-
ent snapshots of the simulation, in order to reproduce the
redshift dependence of dnh=dM.
Accounting for the contribution of main halos below
the mass resolution of Millennium-II by enhancing the
emission of the main halos with a mass between 1.39 ×
108 M⊙=h and 6.89 × 108 M⊙=h is equivalent to assum-
ing that the two populations of DM halos share the same
spatial distribution. Following the formalism introduced in
Ref. [45] this is also equivalent to assuming that they are
characterized by the same two-halo term.
In the case of annihilating DM, the computation of Lannh
in Eq. (17) is very sensitive to the concentration of
the halo cðM; zÞ. Contrary to Ref. [34], we consider
only the concentration model described in Ref. [74]:
this model allows for cðM; zÞ to flatten as M decreases.
Consequently, it agrees with the results of the recent N-
body simulations in Refs. [75,76] and is a more accurate
model than the ones from Refs. [77,78]. At z ¼ 0 and for
Mmin ¼ 10−6 M⊙=h, Eq. (17) is 24 times larger than the
emission of all main DM halos with a mass between
1.39 × 108 M⊙=h and 6.89 × 108 M⊙=h. For Mmin ¼
10−12 M⊙=h (Mmin ¼ 1M⊙=h), the number is 28 (15).
For decaying DM, Ldecayh ðM; zÞ ¼ M and the enhance-
ment (with respect to the emission of DM halos with
a mass between 1.39 × 108 M⊙=h and 6.89 × 108 M⊙=h)
is 6.7, 6.5 and 5.8 for Mmin ¼ 10−12, 10−6 and 1 M⊙=h,
respectively.
C. Extra-Galactic unresolved subhalos
In order to account for the emission of the subhalos of
unresolved halos, we modify Eq. (17) as follows:
Z
1.39×108 M⊙=h
Mmin
dM
dnhðMÞ
dM
LihðMÞBiðM; zÞ: ð18Þ
The additional term BiðM; zÞ is the so-called boost factor,
describing how much the emission of main halos increases
when the contribution of their subhalos is included. Bdecay
is equal to 1 for all DM halos and redshifts, while the
value of BannðM; zÞ is quite uncertain. We consider two
scenarios that we believe bracket the current uncertainty
on BannðM; zÞ:
(i) LOW scenario: This prescription is the same as in
Ref. [34] and it is motivated by the parametrization
(performed in Ref. [79] and extended in Ref. [80]) of
the probability Pðρ; rÞ of finding a value of the DM
density between ρ and ρþ dρ in the data of the Via
Lactea IIN-body simulation. For this scenario and at
z ¼ 0, the overall enhancement in Eq. (18) (with
respect to the emission of DMmain halos with a mass
between 1.39 × 108 M⊙=h and 6.89 × 108 M⊙=h) is
160, 88 and 23 forMmin ¼ 10−12, 10−6 and 1 M⊙=h,
respectively.
(ii) HIGH scenario: This is the same as the LOW recipe
below 108 M⊙=h and it predicts a boost factor 5
times larger above that mass. Indeed, recent results
favor boost factors that are larger than the ones of
the LOW framework. Reference [81] developed a
semianalytic model that accounts for the mass
accretion rate of subhalos in larger host halos.
The model also describes the effect of tidal
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stripping and dynamical friction experienced by
subhalos. Including these effects increases the
boost factor by a factor of 2–5, relative to the
LOW scenario. A similar increase is expected when
one accounts for the fact that the concentration of
subhalos changes according to the distance of the
subhalo from the center of the host halo [82].
Finally, Refs. [83,84] developed a new statistical
method to describe the behavior of DM particles
in collapsed structures, based on the modeling of
the so-called particle phase-space average density
(P2SAD). Reference [85] demonstrated that, when
computed in the case of DM subhalos, the P2SAD
is universal over subhalos of halos with a mass that
goes from that of dwarf galaxies to that of galaxy
clusters. Employing a reasonable parametrization
of the P2SAD, Ref. [85] found boost factors that are
as much as a factor of 5 larger than the LOW case,
at least for massive DM halos.
The boost factor predicted in Ref. [85] for DM
halos with a mass below 108 M⊙=h is, however,
moderate (see their Fig. 517). Thus, when we
compute the emission of unresolved main halos
from 10−6 M⊙=h to 108 M⊙=h as in Eq. (18), and
we include the boost factor of Ref. [85], we find a
very similar result to that of the LOW scenario.
However, predictions are different for massive
DM halos: for objects with a mass larger than
108 M⊙=h a boost factor 5 times larger than
for the LOW case is viable. We assume that such
an increment is the same for all masses above
108 M⊙=h and we do not concern ourselves
with which mechanism (or combinations of mech-
anisms) is responsible for it among the ones
mentioned above, since those studies agree on an
increase of this magnitude. For the case with
Mmin ¼ 10−12 M⊙=h (Mmin ¼ 1M⊙=h), the HIGH
boost factor is defined to be a factor of 8.4 (2.1)
larger than the LOWone (see Fig. 5 of Ref. [84]18).
As in the case of resolved structures (EG-MSII), the
emission of unresolved halos and subhalos is computed
including the primary gamma-ray emission and that result-
ing from the IC scattering off the cosmic microwave
background. The total extra-Galactic signal is defined
as the sum of EG-MSII and EG-UNRESMain, boosted
for the emission of unresolved subhalos. We refer to the
total emission as “EG-LOW” and “EG-HIGH,” depending
on the subhalo boost factor scheme employed.
D. The smooth halo of the Milky Way
(GAL-MWsmooth)
As in Ref. [34], the emission of the smooth halo of the
MW (called “GAL-MWsmooth”) is modeled by assuming
that the MW halo follows an Einasto profile [86]:
log

ρ
ρs

¼ − 2
α

r
rs

α
− 1

: ð19Þ
The parameters in the above equation that provide
the best fit to the data of the highest resolution halo,
Aq-A-1, in the Aquarius simulation [61,62] are
ρs ¼ 7.46 × 1015h2 M⊙=Mpc3, rs ¼ 11.05 kpc=h and
α ¼ 0.170. This corresponds to a total MW halo mass of
1.34 × 1012 M⊙=h, defined as the amount of DM con-
tained in a sphere with an average density of 200 times the
critical density of the Universe. Observationally, the mass
of the MW DM halo remains uncertain: Fig. 1 of Ref. [87]
shows how different methods (including, e.g., MW mass
modeling, dynamics of different tracers and the study of
the orbits of Andromeda and the MW) suggest values that
go from 5.0 × 1011 M⊙ to 2.0 × 1012 M⊙. Halo Aq-A-1
described above is on the higher end of this range. In
order to account for the uncertainty on the MW mass, we
assume that ρs can vary from its nominal value of 7.46 ×
1015h2 M⊙=Mpc3 down to 1.87 × 1010h2 M⊙=Mpc3. The
latter corresponds to a MW mass that is 1=4 of the value
of Aq-A-1.19 Note that the intensity of the DM-induced
gamma-ray emission is proportional to ρ2s and to ρs for
an annihilating and decaying DM candidate, respectively.
On the other hand, the auto- and cross-APS of GAL-
MWsmooth are proportional to ρ4s for annihilation-induced
gamma rays and to ρ2s for decaying DM. Thus, the
uncertainty on the MW halo mass is a major systematic
for the predicted signal we are interested in.
Reference [61] also showed that a NFW profile provides
a reasonable fit to the Aq-A-1 data. We do not consider
this alternative here, since the difference compared to the
Einasto profile described above would be evident only
below ∼30° from the center of the MW, i.e. in a region
located inside the mask considered in the data analysis
(see Sec. III B and Refs. [34] and [88]).
In the case of GAL-MWsmooth, the photon yield is
computed while including primary emission and secondary
emission from IC. The latter is computed using a full model
for the interstellar radiation field of the MW, as described in
Ref. [34], and not just the IC scattering off the cosmic
microwave background. We also include the hadronic
17Note that the boost factor in Ref. [85] is defined in a different
way than in Ref. [34]. Whenever we take some information from
Ref. [85], we translate it into the same definition used in Ref. [34].
18Figure 5 of Ref. [84] refers to the boost factor of MW-like
DM halo. Assuming that similar results apply for all DM halos
with a mass larger than 108 M⊙=h is therefore an approximation.
19Since the observer is located approximately at a distance of
R0 ¼ 8.5 kpc from the center of the MW, the best-fit Einasto
profile to Aq-A-1 corresponds to a local DM density of
0.45 GeV=cm3. An uncertainty of a factor of 4 on ρs would
generate a variability of the same size on the local DM density.
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emission, produced in the interactions of DM-induced
protons with the interstellar medium (see Ref. [34]).
E. The subhalos of the Milky Way (GAL-AQ)
The last component to be considered is called GAL-AQ
and it accounts for the emission of the subhalos of the DM
halo of the MW. We derive this component from the
subhalo catalog produced in the Aquarius N-body simu-
lation. Structures with a mass larger than 1.71 × 105 M⊙
are treated as “resolved.” We place the observer at a
distance of R0 ¼ 8.5 kpc from the center of the MW and
we compute the sky map of the emission of resolved
Galactic subhalos by identifying which subhalos fall within
each pixel of the map and summing up their gamma-ray
flux. We neglect the contribution of unresolved subhalos
(i.e., with a mass smaller than 1.71 × 105 M⊙), as they do
not contribute to the auto- and cross-APS as argued in
Refs. [34] and [89].20
As in Ref. [34], only the primary gamma-ray emission is
considered when computing GAL-AQ.
Depending on the exact position of the observer on
the sphere with radius R0 and centered on the Galactic
Center, the distribution of resolved subhalos changes,
and so does the intensity of GAL-AQ and its auto- and
cross-APS. We estimate this variability by producing
100 realizations of GAL-AQ, changing, each time, the
position of the observer on the sphere. We compute the
auto- and cross-APS for each realization21 and note that,
for annihilating DM, the 10% quantile of the distribution
of the auto-APS (at l ¼ 400) among the 100 realizations
is a factor of ∼1.5 below the median, while the 90%
quantile is a factor of ∼2.3 above. See the gray band in
the left panel of Fig. 20. These numbers are 2.1 and 5.6
(1.4 and 2.2) at l ¼ 49 (l ¼ 706). We suspect that the
distribution gets more peaked (i.e. less variable) at large
multipoles because it becomes more sensitive to the inner
structure of DM subhalos (which is constant among the
realizations), instead of their distribution in the sky. In the
case of decaying DM, the 10% and 90% quantiles are
always less than a factor of 1.5 away from the median (see
the bands in the right panel of Fig. 20). The variability
induced by changing the position of the observer is an
important component in the total uncertainty of our DM
predictions and it will be considered in the following
sections.
When discussing GAL-MWsmooth (Sec. VII D), we
considered the effect of allowing the MW mass to
decrease by a factor of 4 with respect to the nominal
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FIG. 20. Dependence of the APS of the GAL-AQ component on the MW mass. Left: The lines show the auto-APS at a fixed
multipole (l ¼ 49 for the long-dashed red line, l ¼ 400 for the solid black one and l ¼ 706 for the short-dashed blue one) as a
function of the mass of the DM halo of the MW, in our simulation of GAL-AQ described in the text. The auto-APS is computed
between 0.5 and 0.72 GeV, for mχ ¼ 2.203 TeV with a thermal annihilation cross section hσannvi ¼ 3 × 10−26 cm3 s−1 and for
annihilations into bb¯. For each value of the MW mass, 100 realizations of GAL-AQ are computed for different positions
of the observer. The lines refer to the median of the distribution of the corresponding auto-APS, while the gray band denotes the
variability between the 10% and the 90% quantiles of the distribution. The band is present only for the case with l ¼ 400 for clarity.
Right: The same as in the left panel but for decaying DM. The auto-APS is computed in the same energy bin, for the same mχ
and a decay lifetime of 2 × 1027 s.
20However, unresolved Galactic subhalos are expected to
contribute to the intensity of the DM-induced emission. This
should be kept in mind when, in Fig. 23, we compute our
predictions for the DM-induced gamma-ray intensity.
21Here and for all the sky maps simulating the DM-induced
emission, the auto- and cross-APS are computed on the
masked gamma-ray sky with the anafast routine of
HEALPIX after having subtracted the monopole and dipole
contributions.
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value of Aq-A-1. This has an impact also on GAL-AQ
as the number of subhalos in a DM structure is found
to be proportional to the mass of the host halo [90,91].
If we define k as the fraction by which we decrease the
MW mass, we consider 16 values of k, from 0.0 to 0.25.
For each k, we randomly remove a fraction k of the
subhalos in the Aquarius catalog, to simulate a lighter
MW DM halo. For each value of k, we produce 100
realizations of GAL-AQ for different positions of the
observer. We compute the auto- and cross-APS for each of
the realizations. In Fig. 20, the lines show the median of
the distribution of the auto-APS of GAL-AQ (for a fixed
multipole) as a function of k (and, thus, as a function of
the MW mass). The left panel is for annihilating DM and
the right one for decaying DM. The solid black line is for
the auto-APS at l ¼ 400, while the long-dashed red
(short-dashed blue) one is for l ¼ 49 (l ¼ 706). The
colored band (when present) denotes the scatter between
the 10% and the 90% quantiles in the distribution among
the 100 realizations. For annihilating DM (left panel), the
band becomes larger as the map is populated by fewer and
fewer subhalos and, therefore, it depends more and more
on their distribution. The variability induced by our partial
knowledge of the MWmass is another important source of
uncertainty that will be considered in the following
sections.
For some values of the DM mass, annihilation cross
section and decay lifetime, the gamma-ray flux of some
DM subhalos in GAL-AQ may exceed the Fermi LAT
source sensitivity threshold. These DM subhalos would
appear as resolved sources in the sky and they would be
included in the 3FGL catalog. Since the auto- and cross-
APS are measured while masking the sources in 3FGL,
DM subhalos that are bright enough to be detected should
be neglected when simulating GAL-AQ. Being very
bright, they may be responsible for a significant fraction
of the auto- and cross-APS of GAL-AQ. Thus, neglec-
ting them may affect significantly our predictions for
GAL-AQ, as noticed in Ref. [33].22 In order to test this,
we define the so-called particle physics factors ΦannPP
and ΦdecayPP , which gather all the terms in Eqs. (15) and
(16) that do not depend on the DM distribution. More
precisely,
ΦannPP ¼
hσannvi
2m2χ
Z
mχ
Ethr
E
dNannγ
dE
dE ð20Þ
and
ΦdecayPP ¼
1
mχτ
Z
mχ=2
Ethr
E
dNdecayγ
dE
dE; ð21Þ
where we choose a reference energy Ethr of 0.1 GeV.
We consider reasonable ranges for the particle physics
factors that go from 10−30 to 10−25 cm3 s−1GeV−1 for
ΦannPP and from 10
−30 to 10−24 s−1 for ΦdecayPP .
23 These
are divided into 50 logarithmic bins and, for each bin,
we build 100 realizations of GAL-AQ, varying the
position of the observer. For each particle physics factor
and for each realization, we identify the subhalos
(if any) with an energy flux above 0.1 GeV that is
larger than the sensitivity flux in 3FGL at jbj > 10°,
i.e. 3 × 10−12 erg cm−2 s−1 [92]. We consider the energy
flux and not the number flux, since the Fermi LAT
sensitivity, expressed in terms of the energy flux, is more
independent of the shape of the gamma-ray energy
spectrum than when it is expressed by the number flux.
Also, we use the sensitivity obtained for point sources,
noting that the majority of the emission in a DM
clump comes from a region within its scale radius rs.
In a typical realization of GAL-AQ, almost all resolved
DM subhalos have a rs that corresponds to an angular size
smaller than 1 degree. This is a reasonable value for the
angular resolution of Fermi LAT at the energies of interest
here. Thus, DM subhalos in GAL-AQ are rarely extended
and the use of the point-source sensitivity is well
motivated.
In Fig. 21, the solid lines show the median (over the
100 realizations) of the number of subhalos that have
been excluded because they are too bright, as a function
of the annihilation (red line, bottom axis) and decay
(blue line, top axis) particle physics factor. At the upper
end of the range considered for ΦPP, this correction
affects between 500 and 2000 DM subhalos for annihi-
lating and decaying DM, respectively. These numbers
correspond to approximately 1%–2% of the total number
of subhalos considered in the Aquarius catalog.24 The
colored bands indicate the variability associated with
the 10% and 90% quantiles among the 100 realizations.
The dashed vertical lines are included as a reference and
they correspond to the particle physics factor for an
annihilating DM candidate with a mass of 200 GeV and
22One should also check that none of the DM halos or
subhalos in EG-MSII is bright enough to be detected individu-
ally. We do not perform such a test because, even if some
DM structures were to be removed, this would hardly affect
the prediction for the auto- and cross-APS of EG-LOW and
EG-HIGH.
23For a DM mass of 200 GeV and annihilations (decays)
into bb¯, the range mentioned above corresponds to a variation
between 3.0 × 10−28 cm3 s−1 and 3.0 × 10−22 cm3 s−1 for hσannvi
(between 1.6 × 1023 s and 1.6 × 1029 s for τ).
24Note that only 1010 unidentified sources are present in
3FGL [38]. Therefore, a particle physics factor that yields more
than 1010 DM subhalos with a flux larger than the 3FGL source
sensitivity should be excluded. As we will see in the following
sections, the region in the parameter space of DM that is not
excluded by the measured auto- and cross-APS does not
correspond to those extreme values of the particle physics
factor.
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hσannvi ¼ 10−24 cm3 s−1 (dashed red line) and for a
decaying DM candidate with the same mass and τ ¼
2 × 1026 s (dashed blue line). In both cases annihilations/
decays into bb¯ are considered and the values chosen for
hσannvi and τ correspond approximately to their exclu-
sion limits (for mχ ¼ 200 GeV and for the REF bench-
mark scenario, see Sec. VII F) as they will be computed
in the following sections. This tells us that, for a given
DM mass, the allowed region in the parameter space of
decaying DM would have almost no DM subhalos that
are too bright. On the other hand, the impact of bright
subhalos may be important in the case of annihilating
DM and this effect will be considered when deriving the
exclusion limits on hσannvi.
In Fig. 22 we see the effect on the auto-APS of
neglecting the DM subhalos in Aquarius that are too
bright. The left (right) panel shows the auto-APS
at a specific multipole, for an annihilating (decaying)
DM candidate as a function of ΦannPP (Φ
decay
PP ). The auto-
APS is multiplied by ðΦannPP Þ−2 and by ðΦdecayPP Þ−2, respec-
tively, so that deviations with respect to a horizontal
line indicate how much the auto-APS is suppressed due
to the excluded subhalos. Note that the default mask
covering the sources in 3FGL is used when computing
the auto-APS. The solid black line is for l ¼ 400,
while the red and blue ones are for l ¼ 49 and
l ¼ 706. They indicate the median over the 100 real-
izations, while the gray band (sometimes difficult to
see because it is too narrow) represents the variablity
between the 10% and 90% quantiles. As we anticipated
in Fig. 21, the effect of neglecting bright subhalos
starts to be important around 10−28 cm3 s−1GeV−1 in
the left panel and around 10−27s−1 in the right panel. The
same values of the particle physics factor marked by
the vertical lines in Fig. 21 are plotted in Fig. 22 by the
solid gray lines.
The effect of DM subhalos that are too bright is
accounted for by defining the following quantity:
κðΦPP;lÞ ¼
ClðΦPPÞ
ClðΦminPP Þ
; ð22Þ
where ΦminPP ¼ 10−30 cm3 s−1GeV−1 for annihilating DM
and ΦminPP ¼ 10−30 s−1 for decaying DM. κ is computed by
using the median over the 100 realizations. We will
employ it as a correction factor to account for the bright
DM subhalos that should be masked and it will be
multiplied by the APS of GAL-AQ with all the DM
subhalos.
F. Results
In this section we define some benchmark cases
that we will use in the following to discuss our main
results.
(i) REF: This is our reference case and it is
constructed by summing EG-MSII and EG-LOW,
with Mmin ¼ 10−6 M⊙. We also include GAL-
MWsmooth (for the nominal value of the MW
DMhalo, taken fromAq-A-1, of 1.34 × 1012 M⊙=h)
and the median of GAL-AQ over the 100 reali-
zations produced for the nominal MW DM halo
mass.
(ii) MAX: We build this case by maximizing all the
uncertainties considered (and discussed in the
previous sections). Thus, we take it as a good
estimate of the largest signal that can be associated
with DM (for a given value of the particle physics
factors and of Mmin). The MAX benchmark
is defined by summing EG-MSII, EG-HIGH (for
Mmin ¼ 10−6 M⊙), GAL-MWsmooth (for a nomi-
nal mass of the MW DM halo) and the 90% quantile
among the 100 realizations of GAL-AQ relative to
a 1.34 × 1012 M⊙=h MW.
(iii) MIN: Contrary to MAX, this benchmark is obtained
by tuning all the uncertainties considered above to
their minimal configuration. In particular, we sum
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FIG. 21. The solid lines show the number of the DM subhalos
in GAL-AQ with an energy flux above 0.1 GeV that is larger than
3 × 10−12 erg cm−2 s−1, i.e., the point-source sensitivity of Fermi
LAT in the 3FGL catalog [92]. The solid lines denote the median
over 100 independent realizations differing by the position of the
observer and they are plotted as a function of the particle physics
factor, in the case of an annihilating DM candidate (red line and
bottom axis) and for a decaying one (blue line and top axis).
In both cases, annihilations/decays into bb¯ are considered.
The colored bands indicate the 10% and 90% quantiles among
the 100 realizations. For reference, the ΦannPP for mχ ¼ 200 GeV,
hσannvi ¼ 10−24 cm3 s−1 and annihilation into bb¯ is marked
by the dashed red line. Finally, the dashed blue line corresponds
to the ΦdecayPP for mχ ¼ 200 GeV, τ ¼ 2 × 1026 s and decaying
into bb¯.
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EG-MSII, EG-LOW (for Mmin ¼ 10−6 M⊙),
GAL-MWsmooth (for a MW mass that is 1=4 of
the nominal value of Aq-A-1) and the 10% quantile
of the 100 realizations of GAL-AQ for a MW mass
that is 1=4 of the value of Aq-A-1.
In order to discuss the effect of changing Mmin, we
also compute the MIN and MAX benchmarks for
Mmin ¼ 10−12 M⊙ and Mmin ¼ 1M⊙.
Figure 23 shows our predictions for the intensity of the
DM-induced emission, averaged over the whole sky. The
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left panel is for annihilating DM with a mass of 212 GeV
and hσannvi ¼ 3 × 10−26 cm3s−1, while the right panel is
for a decaying candidate with the same mass and
τ ¼ 2 × 1027 s. Annihilations and decays produce gamma
rays via bb¯. The solid black line is for the REF scenario,
while the red and blue ones are for the MIN and MAX
benchmark (for Mmin ¼ 10−6 M⊙). Thus, the gray band
between the red and blue lines indicates how much our
predictions change when accounting for the uncertainties
mentioned above.
For annihilating DM, in the case of the REF benchmark,
the emission is contributed, almost equally, by EG-LOW
and GAL-MWsmooth. Thus, the difference between REF
and MAX comes entirely from the different subhalo boosts
employed to describe unresolved extra-Galactic DM struc-
tures (see Sec. VII C). The boost factor is larger at higher
redshifts and, therefore, at energies close to mχ , where the
emission is dominated by nearby sources, the red line
approaches the black one. On the other hand, in the LOW
scenario the contribution of GAL-MWsmooth is sup-
pressed and, therefore, the intensity of the LOW benchmark
is almost halved compared to REF.
Subhalo boosts do not affect the predictions for decaying
DM and, therefore, the REF and the MAX benchmarks
in the right panel overlap.25 The lower intensity of the
LOW case is, as before, due to the suppression of
GAL-MWsmooth.
In the left panel, the blue and red shaded areas indicate
how our predictions for MIN and MAX change when
allowingMmin to vary in the range mentioned above. These
uncertainty bands get larger for smaller energies, as the
signal becomes sensitive to the emission at higher redshifts.
Changing the minimal DM halo mass has a very minor
effect on decaying DM and, thus, the shaded bands are not
present.
The predictions of Fig. 23 can be compared with Fig. 12
of Ref. [34]: the main difference is the fact that our brightest
configuration (i.e. the MAX scenario) predicts almost 1
order of magnitude less gamma-ray flux than in Ref. [34],
given the new definition of the HIGH subhalo boost factor.
On the other hand, our predictions are compatible with the
results of Ref. [31].
In Fig. 24 we show the predicted auto-APS in the energy
bin between 1.38 and 1.99 GeV, for the same DM
candidates considered in Fig. 23. Note that these corre-
spond to particle physics factors that are quite low and
therefore none of the DM subhalos in GAL-AQ would be
resolved by Fermi LAT. We can then neglect the κ
correction discussed in Sec. VII E. The left panel is for
annihilating DM and the right one for decaying DM. The
predicted intensity APS is shown separately for the differ-
ent components discussed above. We also include the
Poissonian auto-APS measured by Fermi LAT in the same
energy bin (solid black line) and its estimated error (gray
band), for the mask around 3FGL sources. To compare the
measurement with the predicted DM signal, the latter needs
Multipoles
100 200 300 400 500 600 700
 
sr
]
-
2
 
sr
-
2
 
s
-
4
 
[cm
sk
y
/f lC
-2710
-2610
-2510
-2410
-2310
-2210
-2110
-2010
-1910
-1810
-1710
-2710
-2610
-2510
-2410
-2310
-2210
-2110
-2010
-1910
-1810
-1710
Fermi-LAT measurement (1.38-1.99 GeV)
GAL-MW smooth
Uncertainty on MW mass
GAL-AQ (median)
GAL-AQ (10% and 90% quantiles)
Adding uncertainty on MW mass
EG-LOW
EG-HIGH
Uncertainty on boost factor
Annihilation
 M-6=10
minb M,, b
-1
 s3 cm-26 10×v>=3annσ=212 GeV, <χm
Multipoles
100 200 300 400 500 600 700
 
sr
]
-
2
 
sr
-
2
 
s
-
4
 
[cm
sk
y
/f lC
-2610
-2510
-2410
-2310
-2210
-2110
-2010
-1910
-1810
-1710
Fermi-LAT measurement (1.38-1.99 GeV)
GAL-MW smooth
Uncertainty on MW mass
GAL-AQ (median)
GAL-AQ (10% and 90% quantiles)
Adding uncertainty on MW mass
EG-LOW
EG-HIGH
Decay
 M-6=10
minb M,, b
-1
 s27 10×=2τ=212 GeV, χm
FIG. 24. Left: Auto-APS in the energy bin between 1.38 and 1.99 GeV, for a DM candidate with a mass of 212 GeV, hσannvi¼
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25The contribution of GAL-AQ is subdominant.
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to be corrected for the presence of the mask. In the analysis
of the Fermi LAT data, this is done automatically by
POLSPICE (see Sec. III B), while we correct our predictions
by dividing the auto- and cross-APS obtained from the
masked sky by fsky, i.e., the fraction of the sky outside the
default mask defined in Sec. III B. Such a recipe is based on
the assumption that the masked region is characterized by
the same clustering properties of the unmasked one. We test
this hypothesis by computing the auto-APS of our simu-
lated sky maps with and without the mask. For the extra-
Galactic signal we find that, indeed, dividing the masked
auto-APS by fsky, we reproduce the unmasked one. On the
other hand, for GAL-AQ, the masked auto-APS is 0.43
times smaller than the unmasked one (approximately at all
multipoles). This factor is larger than fsky, which suggests
that the distribution of DM subhalos outside the mask is
slightly more isotropic than the distribution inside the
mask. This is to be expected since DM subhalos are more
clustered towards the center of the host halo. Finally, the
auto-APS of GAL-MWsmooth is significantly different if
we include the mask: the intensity of the auto-APS
decreases as we are covering the region which produces
the majority of the emission. Also, the morphology of the
mask induces some spurious fluctuations on the auto-APS.
A more sophisticated algorithm should be employed to
correct for these features. Alternatively, the wiggles would
be reduced by smoothing the edges of the mask. However,
we note that, in the signal region defined in Sec. III, the
GAL-MWsmooth component is not responsible for the
majority of the signal and, therefore, using the recon-
structed auto-APS of GAL-MWsmooth would not consid-
erably change our results. Therefore, for both the GAL-AQ
and the GAL-MWsmooth, we simply apply the 1=fsky
correction.
In the left panel of Fig. 24 we note that the dominant
contribution is GAL-AQ: the solid blue line is the median
over the 100 realizations with different observers (in the
case of a MW DM halo with the same mass as Aq-A-1),
while the filled blue band shows the variabilty between the
10% and 90% quantiles. If we also include the possibility
that the MW DM halo may be up to four times lighter
(see Sec. VII E and Fig. 20), the uncertainty band extends
downwards to include the shaded blue band. Over the
signal region, GAL-AQ is not constant and it decreases by
approximately a factor of 10. The extra-Galactic signal is
plotted in red and purple, for a LOW and HIGH subhalo
boost, respectively. This uncertainty gives rise to the
pink band that covers approximately 1 order of magnitude.
The extra-Galactic component becomes nearly constant for
l≳ 300 but, over the whole signal region, it decreases by a
factor of 10. Finally, the GAL-MWsmooth is plotted in
green and the green band indicates how much the signal
decreases when the mass of MW DM halo is allowed to
decrease by up to a factor of 4 with respect to the value of
Aq-A-1.
If we had considered Mmin ¼ 10−12 M⊙=h instead, the
intensity of EG-LOW and EG-HIGH would have been
approximately four times larger, while it would have
decreased by a factor of 50 if we had considered
Mmin ¼ 1M⊙=h. However, since the EG-LOW and EG-
HIGH are not dominant components, the effect of changing
Mmin on the total DM signal will not be as large.
In the right panel we follow the same color coding: the
main difference with respect to the case of annihilating DM
is the fact that the extra-Galactic contribution dominates the
signal for most of the measured signal region. There is no
uncertainty associated with the boost factor and, therefore,
the red and purple lines coincide. As in the left panel, the
auto-APS is nearly constant for l≳ 300 and it decreases
by a factor of ∼50 overall. Another important difference,
with respect to the case of DM annihilation, is the fact
that the auto-APS of GAL-AQ is much steeper, decreasing
by a factor of ∼600 from l ¼ 49 to l ¼ 716.
Independently of how the different components are
summed together,26 producing the different REF, MIN and
MAX scenarios described above, the total signal associated
with DM is not Poissonian but decreases at smaller angular
scales. This will be crucial when comparing our predictions
to the Fermi LAT data.
VIII. USING THE AUTO- AND CROSS-APS
TO CONSTRAIN DARK MATTER
ANNIHILATION AND DECAY
In this section we compare the predictions for the DM-
induced auto- and cross-APS obtained in Sec. VII with the
updated Fermi LAT measurement of the IGRB auto- and
cross-APS presented in Sec. V. Such a comparison will
allow us to determine whether the data are consistent with a
DM interpretation or how we can use them to constrain the
nature of DM. We follow two complementary approaches
that will be described separately in the following subsec-
tions. Neither method finds a significant detection of DM in
the auto- and cross-APS data and, therefore, the measure-
ment is used to derive exclusion limits on the intensity of
the DM-induced gamma-ray emission, as a function of mχ .
A. Conservative exclusion limits
This first strategy is motivated by the desire to be
conservative. In particular, the DM-induced APS, for
any energy bin or combination of bins, must not exceed
the measured data. For a certain benchmark case (among
REF, MIN and MAX) and for a certain value of Mmin,
imposing that constraint will translate into upper limits on
26In principle, one should include the cross-correlation be-
tween the different components considered. We do not expect any
correlation between extra-Galactic and Galactic emission. The
cross-correlation between GAL-MWsmooth and GAL-AQ was
computed in Ref. [93] and it is at least 1 order of magnitude
below the autocorrelation of GAL-AQ. We neglect it here.
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the intensity of the DM-induced signal or, by fixingmχ and
the annihilation/decay channel, into upper limits on hσannvi
for annihilating DM and into lower limits on τ for decaying
DM. We refer to these exclusion limits as “conservative.”
We consider 60 values of mχ between 5 GeVand 5 TeV.
For each value of mχ , we compute the DM-induced auto-
and cross-APS in the 13 energy bins defined in Sec. II, for
the three benchmarks described in Sec. VII F, for three
annihilation/decay channels (i.e., bb¯, τþτ− and μþμ−)27 and
for three values of Mmin (i.e., 10−12, 10−6 and 1 M⊙).
The APS associated with DM for energy bins i and j is
averaged over the signal region in multipole and we require
it to be smaller than the Poissonian APS measured for that
pair of energy bins plus 1.64 times its error:
hCi;jl;DMi < Ci;jP þ 1.64σCi;jP . Assuming that the measured
CP has a Gaussian probability distribution with a central
value of CP and a standard deviation of σCP , values further
away than 1.64 times σCP from the central value correspond
to a cumulative probability distribution larger than 0.95.
Thus, excluding them provides a 95% C.L. exclusion
bound. For each mχ , we take the most stringent limit
among all the combinations of energy bins.
Figure 25 shows the upper limits on the hσannvi (left
panel) and the lower limits on τ (right panel), as a function
of mχ , for annihilations/decays into bb¯ and for the different
benchmark scenarios considered above. The black line is
for REF while the blue and red ones are for MIN andMAX.
Thus, the gray band represents our total systematic astro-
physical uncertainty (for Mmin ¼ 10−6 M⊙) and it is as
large as approximately a factor of 5 or 2, for annihilating
and decaying DM, respectively. The limits have some
wiggles because, depending on the DM mass, the emission
peaks at different energies and different combinations of
energy bins are responsible for the exclusion limit. Solid
lines are obtained considering all the possible combinations
of energy bins, while for the black, blue and red dashed
ones only the auto-APS is employed. The figure shows that,
at large DM mass and both for annihilating and decaying
DM, the exclusion limits are driven by the cross-APS and
not by the auto-APS, approximately formχ > 200 GeV for
annihilating DM and for mχ > 700 GeV for decaying DM.
In the left panel, the red and blue shaded areas account
for the effect of changing Mmin between 10−12 M⊙ and
1 M⊙ and they are computed only for the MIN and MAX
scenarios. The effect is more important for the MIN case
since the emission from extra-Galactic DM structures
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FIG. 25. Conservative exclusion limits on annihilating and decaying DM from the new APS measurement. Left: The solid lines show
the upper limits on hσannvi derived from the auto- and cross-APS measured in Sec. III, as a function of mχ , for Mmin ¼ 10−6 M⊙ and
annihilations into bb¯. The limits follow the conservative approach described in the text. The black line is for the REF scenario, while the
red and blue ones are for MAX and MIN, respectively. The gray band between the MIN and MAX scenario represents our estimated
total astrophysical uncertainty for Mmin ¼ 10−6 M⊙, accounting for all the sources of uncertainty mentioned in Sec. VII. The red and
blue shaded bands describe the effect of changing Mmin between 10−12 M⊙ and 1 M⊙, for the MAX and MIN scenario. In the case of
the black, red and blue dashed lines, the upper limits are derived only by considering the measured auto-APS and neglecting the
cross-APS. For comparison, the long-dashed gray line marks the annihilation cross section for thermal relics from Ref. [94] and
the dashed-dotted gray line the upper limit obtained in Ref. [95] from the combined analysis of 15 dwarf spheroidal galaxies. Finally, the
short-dashed gray line shows the conservative upper limit derived in Ref. [31] from the intensity of the IGRB. Right: The same as in
the left panel but for the lower limits on τ for decaying DM. The short-dashed gray line represents the lower limit obtained in Fig. 6 of
Ref. [96] from the IGRB intensity, while the dashed-dotted gray one is obtained from the combined analysis of 15 dwarf spheroidal
galaxies in Ref. [97].
27See Ref. [34] on how to compute the emission for multiple
annihilation/decay channels without having to recompute, for
each case, the mock sky maps from the N-body simulations.
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contributes more to the total signal in this case (see Fig. 24).
If we include the variability on Mmin in our budget for the
systematic uncertainty, the systematic error grows to a
factor of 40. Compared to the conservative upper limits on
hσannvi derived by the intensity of the IGRB in Ref. [31],
our uncertainty is approximately a factor of 2 larger. The
long-dashed gray line is the thermal annihilation cross
section computed in Ref. [94]. The line marks the begin-
ning of the region where, for WIMP DM, one can find
annihilation cross sections that correspond to a relic DM
abundance in agreement with the Planck data [68].
Unfortunately, our conservative upper limits do not probe
this region, as they are, at least, a factor of 3 away from it.
Also, the REF upper limit is approximately 2 orders of
magnitude higher than the upper limit derived from the
observation of 15 dwarf spheroidal galaxies performed by
Fermi LAT [95] and included here as a gray dashed-dotted
line. Finally, it is a factor of 2 higher than the conservative
limits that can be derived from the intensity of the IGRB
(short-dashed gray line) [31], at least below 100 GeV.
Above this value, the IGRB intensity leads to an even more
stringent exclusion.
In the right panel, it can be seen that the lower limits on τ
derived here from the auto- and cross-APS are a factor of 5
less stringent than the lower limits obtained in Fig. 6 of
Ref. [96] from the IGRB intensity, in their conservative
scenario. The REF scenario is also at least a factor of 5 from
the dashed-dotted gray line showing the lower limits
obtained from the combined analysis of 15 dwarf spheroi-
dal galaxies in Ref. [97].
Figures 35 and 36 in Appendix E show the exclusion
limits on hσannvi and τ in the case of the τ and μ channels.
B. Fit to the data and realistic exclusion limits
In this section we describe our analysis of the auto- and
cross-APS using a two-component model that includes a
Poissonian term and a DM-induced one which, as we
noticed in Fig. 24, deviates from a Poissonian behavior.
The Poissonian component is interpreted as the APS of
unresolved astrophysical sources, even if we do not try to
predict its amplitude in terms of a specific model. This two-
component model will be used to fit the Fermi LATAPS as
a function of the multipole.
The fit minimizes the χ2 defined as
χ2 ¼
X
i;j;l
½Cli;j − Ci;jl;DM − Ci;jP;astro2
½σ¯li;j2
; ð23Þ
where the i, j indexes in the sum extend over all 91
independent combinations of energy bins and the l index
runs over the 10 bins in multipole contained in the signal
region. Cl
i;j indicates the APS measured in the ði; jÞ
combination of energy bins and in the l multipole bin,
while Ci;jl;DM and C
i;j
P;astro are the DM and Poissonian
components of our model in the same combination of
energy bins and in the same multipole bin. Finally, σ¯li;j is
the experimental error associated to C¯li;j and provided by
POLSPICE. The DM APS Ci;jl;DM are computed for the same
60 values of mχ as in the previous section, the same three
annihilation/decay channels, three benchmark scenarios
and three values of Mmin. The only remaining parameter
needed to calculate Ci;jl;DM is either hσannvi or τ: they will be
fixed to a specific value every time we compute χ2. On the
other hand, the 91 independent values of Ci;jP;astro in Eq. (23)
are left free in the fit. Putting the DM term to zero in
Eq. (23) defines our null hypothesis. In that case, the fit to
the Fermi LAT data leads us to the CP estimators discussed
in Sec. III, whose auto-APS is plotted in Fig. 8. Including
the DM component, for a fixed mχ , annihilation/decay
channel, benchmark scenario and Mmin, we repeat the
minimization of χ2 in Eq. (23), for different values of
hσannvi and τ.
We show an example in Fig. 26, for the case of the REF
scenario for a DM candidate with a mass of 768.1 GeV,
hσannvi ¼ 6.12 × 10−24 cm3 s−1 annihilating into bb¯. The
value of the annihilation cross section corresponds approx-
imately to the exclusion upper limit for that value of DM
mass, as will be computed later. The red circles show the
measured auto-APS as a function of l in the signal region
for one reference energy bin, i.e., the one between 10.4 and
Multipole
210
 
sr
]
-
2
 
sr
-
2
 
s
-
4
 
[cm lC
-50
-40
-30
-20
-10
0
10
20
30
40
50
-2110×
Measured auto-APS
Best-fit solution for the 2-components model
Poissonian fit (null hypothesis)
 best-fit for the 2-components modelP,astroC
-
-
-
-
-
0
1
2
3
4
5×
Energy bin [10.45-21.83] GeV
 M-6=10
minREF scenario, M
b, b-1 s3 cm-24 10×v)=6.1annσ=768.1 GeV, (χm
FIG. 26. Example of a fit to the binned APS Cl in our particular
energy bins, in terms of the two-component model described in
the text. The red circles show the measured auto-APS in
the energy bin between 10.4 and 21.8 GeV, as a function of the
multipole. The solid red line is the Poissonian best-fit APS in the
null hypothesis and the pink band denotes its estimated 68% C.L.
error. The dashed blue line denotes the best fit of the Poissonian
component when DM is included in the fit, for a DM mass of
768.1 GeV and a hσannvi of 6.12 × 10−24 cm3 s−1, annihilation
into bb¯ and a REF scenario with Mmin ¼ 10−6 M⊙. The best-fit
signal (Poissonian plus DM component) is plotted by means of
the blue triangles.
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21.8 GeV (when masking 3FGL sources). The solid red
line with the pink band denotes the best-fit CP in that
energy bin for the null hypothesis (i.e., without DM), while
the dashed blue line is the best-fit Poissonian component
CP;astro when the fit is done with the two-component model
(i.e. including DM). The dashed line is lower than the solid
one, since at these energies part of the signal is explained
by DM and, therefore, there is less need of a Poissonian
component. Energy bins not localized near the peak of the
DM emission are only slightly affected by the inclusion of
the DM term in the fit. The best-fit configuration for the
two-component model is plotted with blue triangles: the
inclusion of the DM term makes it multipole dependent so
that it decreases by a factor of ∼3 over the signal region.
We note that, including the DM component, it is possible
to find a configuration that improves the χ2 of the best-fit
point with respect to the null hypothesis, at least for
DM masses above a few hundreds of GeV. This is probably
due to the fact that the measured auto-APS is slightly
multipole dependent. We can quantify the improvement in
the fit provided by the DM component by building a two-
dimensional grid in ðmχ ; hσannviÞ for annihilating DM
and in ðmχ ; τÞ for decaying DM and plotting the TS Δχ2,
i.e. the difference between the χ2 of the best fit for the null
hypothesis and the χ2 of the best fit in the case of the two-
component model. This is shown in Fig. 27, where the left
panel refers to annihilating DM and the right one to
decaying DM (for the b channel and a REF scenario with
Mmin ¼ 10−6 M⊙). In both panels, the closed area indicates
the region where the two-component model is preferred
over the null hypothesis at a 68% C.L. The 90% and
95% C.L. regions are open and bounded by the
corresponding white lines.28 This tells us that including
the DM component in the model provides a better fit
to the auto- and cross-APS measured in Sec. III, with a
significance between 1 and 1.6σ. This is too small to
consider as significant. Thus, we conclude that the data do
not significantly prefer the addition of a DM component
and we use the measured auto- and cross-APS to derive
constraints on the DM signal.
The contour plots for the τ and μ channels can be seen
in Appendix E. In both cases, the 68% C.L. region is the
only closed one.
For each value of mχ , Mmin, annihilation/decay channel
and benchmark scenario, the exclusion limits on hσannvi
and τ are derived by scanning on hσannvi and τ until we find
the values that correspond to a best fit with a TS Δχ2 of
3.84 with respect to the null hypothesis. Such a value is
derived by assuming that Δχ2 follows a χ2 probability
distribution with one degree of freedom (i.e., hσannvi or τ)
and noting that values larger than 3.84 fall outside 5% of
the cumulative distribution probability. This recipe pro-
vides the 95% C.L. exclusion limits on hσannvi and τ that
are summarized in the left and right panels of Fig. 28,
respectively.
In the left panel, as in Fig. 25, the black, blue and
red solid lines correspond to the REF, MIN and MAX
scenarios. The difference between MIN and MAX covers
slightly more than a factor of 5. The blue and red shaded
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FIG. 27. Δχ2 between the best-fit solution for the two-component scenario and the best fit in the null hypothesis. Results presented
here refer to the REF scenario for annihilation/decay into bb¯ and Mmin ¼ 10−6 M⊙. Left: Each point in the ðmχ ; hσannviÞ parameter
space is colored according to its Δχ2, i.e. the difference between the χ2 of the best fit to the auto- and cross-APS in terms of the two-
component model and the χ2 of the best fit of the null hypothesis (i.e. no DM). The closed white contour marks the 68% C.L. region. The
90% and 95% C.L. regions are below the white open curves labeled “90% C.L.” and “95% C.L.” respectively. Right: The same as the left
panel but for decaying DM.
28The 68% C.L. area is obtained by identifying the region
where the best-fit solution for the two-component model has a TS
Δχ2 of 2.30 larger than the null hypothesis. The values are 4.61
and 5.99 for the 90% and 95% C.L. regions.
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regions around the solid lines of the same color indicate
how the upper limits change when we leave Mmin free to
vary. This extends the range of the total systematic
uncertainty to approximately a factor of 20. For compari-
son, the black dashed line is the REF upper limit in its
conservative version (from Fig. 25). Fitting the data with
the two-component model generates exclusion limits that
are approximately a factor of 10 stronger, at least at low
DM masses. As the mass increases, the method employed
in this section starts to perform progressively worse and the
solid black line gets closer to the dashed one. This is due to
the fact that, formχ > 150 GeV, the data slightly prefer the
interpretation with DM as opposed to the null hypothesis.
The figure also includes the thermal cross section from
Ref. [94] as a long-dashed gray line: our upper limit for the
REF case is slightly above it, below 10 GeV. It is also more
than a factor of 10 weaker than the upper limit derived
from the observation of 15 dwarf spheroidal galaxies in
Ref. [95]. Finally, the short-dashed gray line indicates
the exclusion limits obtained in Ref. [98] by studying the
intensity of the IGRB with a two-component model that,
similarly to what is done here, includes both a generic
model-independent astrophysical contribution and a DM
one. Our REF limit is slightly stronger than the short-
dashed gra4y line for mχ < 30 GeV, suggesting that the
study of the IGRB anisotropies could in principle be a more
effective way of constraining DM than the IGRB intensity.
However, for larger DM masses, our limit gets worse due,
again, to the fact that the data slightly prefer an interpre-
tation that includes DM.
The same color coding is used in the right panel for
decaying DM. With no dependence on Mmin, the band
of the systematic uncertainty covers a factor of 2, and the
REF upper limit is even 1 order of magnitude above the
conservative one, at least at 60–70 GeV. For larger masses
our limit worsens for the same reason as in the left panel.
As in Fig. 25, the short-dashed gray line is the lower limit
obtained from the analysis of the IGRB intensity from
Ref. [96]. The line refers to the case in which the IGRB is
modeled in terms of a component with a power-law energy
spectrum and a DM contribution. Above 20 GeV, where
both lines are available, the analysis of the IGRB intensity
is always more powerful than the anisotropy study per-
formed here. Finally, the dotted-dashed gray line is the
lower limit obtained from the analysis of 15 dwarf
spheroidal galaxies in Ref. [97]. Our REF scenario is
always below this line, at least by a factor of 2.
In Appendix E we include the exclusion limits for the τ
and μ channels.
When fitting with the two-component model, the 91
Ci;jP;astro’s can vary independently and they react to the
presence of the DM component by reproducing the
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FIG. 28. Exclusion limits on annihilating and decaying DM from the fit to the binned Cl in terms of the two-component model. Left:
The solid lines show the upper limits that can be derived on hσannvi as a function of mχ (for annihilations into bb¯ quarks and
Mmin ¼ 10−6 M⊙) by fitting the Fermi LAT data with a two-component model that includes astrophysical sources and DM (see text for
details). The black, blue and red lines correspond to the REF, MIN and MAX scenario. The blue and red shaded areas indicate how the
MIN and MAX upper limits change when leaving Mmin free to vary between 10−12 M⊙ and 1M⊙. The black dashed line is the REF
upper limit in the conservative case, from Fig. 25, while the long-dashed gray line is the thermal annihilation cross section from
Ref. [94]. The dotted-dashed gray line is the upper limit derived in Ref. [95] from the combined analysis of 15 dwarf spheroidals, while
the short-dashed gray line comes from the analysis of the IGRB intensity performed in Ref. [98]. Right: The same as in the left panel but
for the lower limits on τ, in the case of decaying DM. The short-dashed gray line represents the lower limit obtained in Ref. [96] from the
IGRB intensity. The line is taken from Fig. 5 of Ref. [96], where the IGRB is interpreted in terms of a component with a power-law
emission spectrum and a DM contribution. Finally, the dotted-dashed gray line is the upper limit from the analysis of 15 dwarf
spheroidal galaxies performed in Ref. [97].
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measured APS in those combinations of energy bins where
the DM component is subdominant. Therefore, it may be
difficult to interpret a best-fit set of Ci;jP;astro in terms of one
or more populations of actual astrophysical sources, e.g.
unresolved blazars or star-forming galaxies. A more physi-
cal approach can be obtained by considering the phenom-
enological description presented in Sec. VI. In this case, the
astrophysical component in the two-component fit is
described by means of the scenario with two broken power
laws (see Table III). The latter depends on 8 free parameters
instead of 91. We employ this revised version of the two-
component model to fit the binned auto- and cross-APS Cl
in all the combinations of energy bins. The exclusion limits
on hσannvi and τ are obtained by finding the configuration
that yields a χ2 that is larger by 3.84 than the best-fit χ2 of
the null hypothesis (i.e. no DM). The resulting upper limits
are compatible with the ones shown in Fig. 28 and,
therefore, we decided not to show them.
IX. DISCUSSION AND CONCLUSION
In this paper we measure the autocorrelation and cross-
correlation angular power spectrum of the diffuse gamma-
ray emission detected by Fermi LAT at high Galactic
latitudes in 81 months of observation. The measurement
builds on a similar analysis based on 22 months of data
and published inRef. [1].With respect to the latter, this work
takes advantage of the larger statistics, as well as of the
improved event reconstruction achieved for Pass 7
Reprocessed events and instrument response functions.
Other improvements, with respect to Ref. [1], consist of a
revised method for binning the data in multipole and to
compute the Poissonian auto- and cross-APS. We also
correct the estimate of the photon noise and we employ a
different method to account for the effect of the mask.
Finally, we consider a more recent model of the diffuse
Galactic foreground associated with the Milky Way (MW)
disk.
The second part of the paper focuses on the auto- and
cross-APS expected from annihilation or decay of DM. We
employ a hybrid approach to model the distribution of DM,
making use of catalogs of DM halos and subhalos from
state-of-the-art N-body simulations and combining them
with analytical recipes to account for DM structures below
the mass resolution of the simulations. The methodology
follows what was done in Ref. [34]. Compared to the latter,
this work discards the possibility of very large subhalo
boost factors induced by naïve power-law extrapolations
of the concentration parameter to low halo masses. We
also account for the uncertainty associated with the mass of
the MW, and we correct for the possibility of having very
bright Galactic DM subhalos that would be individually
resolved as gamma-ray sources.
The main results of this papers are summarized in the
following list.
(i) Detection of auto- and cross-APS: Because of the
instrumental improvements and of the refinements
in the analysis mentioned before, the measurement
presented here probes a larger energy range (com-
pared to the original analysis in Ref. [1]), between 0.5
and 500 GeV, divided into 13 energy bins. We also
compute, for the first time, the cross-APS between
different energy bins. We detect significant auto-APS
in almost all the energy bins below 21.83 GeV.
Significant cross-APS is also measured in most
combinations of energy bins (see Tables I and II).
(ii) Independence on angular multipole: Our results
cover a larger range of multipoles than the original
analysis, i.e., from l ¼ 49 to 706. In this multipole
range, the detected auto- and cross-APS are
consistent with being Poissonian, i.e. constant in
multipole. An alternative l-dependent model is also
employed to fit the data but there is no significant
preference for the l-dependent model over the
Poissonian interpretation. If future data sets were
able to detect a non-Poissonian behavior, it would
represent the first detection of scale dependence in
gamma-ray anisotropies. Such a result would pro-
vide valuable insight into the nature of the isotropic
gamma-ray background, e.g. an upper limit on the
contribution of sources like blazars or misaligned
active Galactic nuclei, which are associated with a
Poissonian APS. It would also probe other possible
sources like star-forming galaxies or dark matter
structures, from which we expect an l-dependent
auto- and cross-APS [8].
(iii) Detection of multiple source classes: The anisotropy
energy spectrum (i.e. the dependence of the auto-
and cross-APS on the energy) is not featureless and
it is best fitted by two populations of sources with
broken-power-law energy spectra. The interpretation
in terms of only one source population (whether
emitting as a power law or broken power law) is
excluded at 95% C.L. This suggests that the auto-
and cross-APS result from a class of objects emitting
mainly at low energies with a soft energy spectrum
∝ E−α1 with α1 ∼ 2.58, and a second population
of harder objects with α2 ∼ 2.10. The crossover
between the two source classes, according to our
fit, happens at approximately 2 GeV. The harder
spectral slope is compatible with that expected from
BL Lacertae [38], which are thought to dominate
the IGRB at high energies. At lower energies, the
spectral slope is similar to that of flat-spectrum radio
quasars [99] or of normal star-forming galaxies
[8,100] (see also Ref. [101]).
(iv) Presence of an high-energy cutoff: Our best-fit
interpretation shows a cutoff at around 85 GeV.
This may be related to the absorption of the extra-
Galactic background light, since a similar feature is
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detected in the intensity energy spectrum of the
IGRB in Ref. [4].29 If we were able to confirm that
the cutoff is associated with the EBL, this would be
the first time that the absorption by the EBL was
detected via anisotropies. One way to achieve such a
confirmation would be to detect a significant cross-
correlation between the same data set employed here
and a catalog of tracers of the large-scale structure of
the Universe. The possibility of binning the catalog
in redshift would allow us to perform a tomographic
analysis and to select the emission coming from
different comoving distances [21,22]. Alternatively,
the cutoff may be an intrinsic feature of the energy
spectrum of the sources responsible for the auto- and
cross-APS at high energies.
(v) Systematic uncertainties in the anisotropies induced
by annihilating DM: In the case of an annihilating
DM candidate, an uncertainty of a factor of 4 in
the mass of the MW induces a variation of a factor of
∼30 in the auto- and cross-APS associated with
Galactic subhalos. For a MW mass of the order of
1012 M⊙, Galactic subhalos dominate the expected
anisotropic signal from DM. If the MW is less
massive, i.e., a few times 1011 M⊙, the extra-
Galactic component starts to be important, at least
for large subhalo boost models. For DM annihila-
tions occurring in extra-Galactic DM halos and
subhalos, the uncertainties on the subhalo boost
factor (for a fixed Mmin) induce an uncertainty of a
factor of ∼20 on the expected auto- and cross-APS
from this component. The gamma-ray emission
produced by DM annihilations in the smooth halo
of the MW generates a negligible anisotropic
signal outside the adopted mask. The overall un-
certainty on the predicted DM-induced APS (for a
fixed Mmin) is of a factor of 20, similar to the one
estimated in Ref. [31] for the intensity of all-sky
gamma-ray emission. Changing the value of Mmin
from 10−12 to 1 M⊙ approximately doubles the
systematic uncertainty.
(vi) Systematic uncertainties in the anisotropies induced
by decaying DM: In the case of decaying DM, the
extra-Galactic signal dominates the expected auto-
and cross-APS and the prediction is independent
of the value of the subhalo boost factor. Decays in
the smooth halo of the MW or in its subhalos are
subdominant. The overall uncertainty (for a fixed
value of Mmin) is less than a factor of 2. Varying
Mmin over the range mentioned before has a negli-
gible effect in the case of decaying DM.
(vii) Conservative exclusion limits on DM: Requiring
that the DM-induced auto- and cross-APS does not
exceed the measurement in any energy bin or
combination of energy bins yields an upper limit
on hσannvi that is at least a factor of 2 less stringent
that the one obtained in Ref. [31] from the analysis
of the IGRB energy spectrum (for the REF scenario
and the b channel). In the case of annihilations into
bb¯, the constraint on the annihilation cross section
reaches a value as low as 10−25 cm3 s−1 for a DM
mass of 5 GeV and, therefore, it is approximately 2
orders of magnitude less constraining than the one
inferred from the observation of dwarf spheroidal
galaxies. For decaying DM, the lower limit on τ is a
factor of 5 weaker than the one from the IGRB
intensity [96] and, at least, a factor of 5 weaker
than the one from the analysis of dwarf spheroidal
galaxies [97] (for the REF case and decays into bb¯).
(viii) Exclusion limits from the two-component fit: Fitting
the data with a two-component model that includes
DM provides more constraining exclusion limits.
The resulting upper limit for annihilating DM
(in the REF scenario for a Mmin of 10−6 M⊙=h
and annihilations into bb¯) is still a factor of 10 less
constraining than the combined analysis of dwarf
spheroidals from Ref. [95]. However, below a DM
mass of 30 GeV, it is slightly better than what
was derived in Ref. [98] from the analysis of the
IGRB intensity energy spectrum in terms of a two-
component model. For decaying DM, the lower
limits on τ are, at least, a factor of 2 less stringent
than those obtained from the IGRB intensity energy
spectrum [96] or from the combined analysis of
dwarf spheroidals [97].
The exclusion limits on DM, although they do not
exclude new regions of the DM parameter space, are
complementary to those computed from the intensity of
the IGRB or from the observation of dwarf spheroidals and,
therefore, they provide independent information. Also, they
are expected to become more stringent as the measurement
of the auto- and cross-APS will improve during the
next few years. Beside making use of the data collected
after May 2015, future analyses will rely on Pass 8 data,
benefiting from the new event classes and data selections
available (see Sec. V C). Also, future catalogs of sources,
deeper than 3FGL, will explore faint sources that are now
unresolved and will improve our modeling of those source
classes. It will certainly be interesting to complement the
measurement of gamma-ray anisotropies performed here
with a similar observation at higher energies (which will be
possible in the near future with the Cherenkov Telescope
Array [102,103]) or in the sub-GeV regime (with future
29The cutoff in the IGRB energy spectrum detected in Ref. [4]
is at slightly higher energies, namely around 200 GeV, depending
on the model of the diffuse Galactic foreground employed.
Notice, however, that the measurement in Ref. [4] is performed
by masking the sources in the 2FGL, while the value of
Eb ¼ 85 GeV quoted above refers to the measurement after
masking the sources in the 3FGL. Thus, it is possible for the two
cutoffs to be located at different energies.
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satellites like ASTROGAM30 and ComPair [104]). Finally,
in a multimessenger perspective, the study of gamma-ray
anisotropies can be interfaced with similar analyses on
the high-energy neutrinos recently discovered by IceCube
[105–108]. Since the same sources that contribute to the
IGRB (e.g. blazars, star-forming or radio galaxies) are
also expected to emit neutrinos, the auto- and cross-APS
measured in this work represents a useful indication for
the minimal level of anisotropies that can be found in the
distribution of neutrinos. A quantitative estimate of
IceCube prospects to detect anisotropies can be found in
Ref. [109].
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APPENDIX A: DERIVATION
OF THE PHOTON NOISE CN
Let ni be the number of photons in a pixel i, n¯i be
its expectation value, and δni ≡ ni − n¯i be a fluctuation
around the mean. The photon flux is given by ni=Ai, where
Ai is the exposure in pixel i. Then, the photon flux per unit
solid angle is given by ni=ðAiΩpixÞ, where Ωpix is the solid
angle of pixel i.
The spherical harmonics coefficients al;m are
al;m ¼
Z
dΩi
δni
AiΩpix
Yl;mðΩiÞ; ðA1Þ
where Ωi denotes the direction of pixel i. The expectation
value of the product between two coefficients is
hal;mal0;m0 i ¼
Z
dΩi
Z
dΩj
hδniδnji
AiAjΩ2pix
YlmðΩiÞYl0m0 ðΩjÞ:
ðA2Þ
If δni is purely Poisson noise, hδniδnji=Ω2pix ¼
ðn¯i=ΩpixÞδðΩi − ΩjÞ where δ is the Dirac delta function.
Thus,
hal;mal0;m0 i ¼
Z
dΩi
n¯i
A2iΩpix
YlmðΩiÞYl0m0 ðΩiÞ: ðA3Þ
Now, we calculate the diagonal element, i.e., Cl ≡P
mhal;mal;mi=ð2lþ 1Þ, obtaining
Cl ¼
Z
dΩi
4π
n¯i
A2iΩpix
: ðA4Þ
30http://astrogam.iaps.inaf.it/.
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FIG. 29. Auto-APS of the IGRB for the first six energy bins and for the reference data set (P7REP_ULTRACLEAN_V15 front events) using
the reference mask which excludes jbj < 30° and 3FGL sources (red circles). The blue triangles show the same but masking the sources
in 2FGL, instead. Data have been binned as described in Sec. IVA. The solid red line shows the best-fit CP for the red data points, with
the pink band indicating its 68% C.L. error. The dashed blue line corresponds to the best-fitCP for the blue data points. The energy range
is indicated on the top of each panel. Note that only the results in our signal region (i.e. between l ¼ 49 and 706) are plotted and that the
scale of the y-axis can vary from panel to panel.
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FIG. 30. Same as Fig. 29 but for the last seven energy bins.
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FIG. 31. Dependence of the cross-APS on the energy. Each panel shows the best-fit Poissonian CP for the cross-APS between the ith
and the jth energy bins, as a function of Ej. Red circles are for the reference data set (P7REP_ULTRACLEAN_V15 front events) using the
default mask masking 3FGL sources, while the blue triangles show the result for the same data set and for the default mask excluding
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FIG. 32. Same as Fig. 31, for the last seven energy bins.
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FIG. 33. Dependence of the cross-correlation coefficients on the energy. Each panel shows the cross-correlation coefficients ri;j
defined in Sec. V B between the ith and the jth energy bins, as a function of Ej. Red circles are for the reference data set
(P7REP_ULTRACLEAN_V15 front events) using the default mask masking 3FGL sources, while the blue triangles show the result for the
same data set and for the default mask excluding 2FGL sources. The first six energy bins are shown in this figure and Ei is indicated in
the top of each panel. The solid black line shows the ri;j corresponding to the best-fit solution when data are fitted by masking 3FGL
sources and assuming two independent populations of sources with broken-power-law energy spectra (see Sec. VI).
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FIG. 34. Same as Fig. 33, for the last seven energy bins.
ANGULAR POWER SPECTRUM OF THE DIFFUSE GAMMA- … PHYSICAL REVIEW D 94, 123005 (2016)
123005-43
The latter is independent on multipole l and equivalent to
the definition of CkN in Eq. (5).
APPENDIX B: AUTOCORRELATION ANGULAR
SPECTRA FOR ALL THE ENERGY BINS
Figures 29 and 30 show the binned auto-APS Cl
obtained as described in Sec. III, for all 13 energy bins
considered. The auto-APS is shown only within the
signal region, i.e. between a multipole of 49 and 706.
Red circles refer to the data set obtained with our default
mask covering the sources in 3FGL and the solid red
line marks the corresponding best-fit CP. The pink
band denotes the 68% C.L. error on CP. The blue data
points are for the same data set but using the default
mask covering sources in 2FGL. The dashed blue line
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FIG. 35. Conservative exclusion limits on annihilating and decaying DM from the new APS measurement, for the τ channel. Left: The
solid lines show the upper limits on hσannvi derived from the auto- and cross-APS measured in Sec. III, as a function of mχ , for
Mmin ¼ 10−6 M⊙ and annihilations into τþτ−. The limits follow the conservative approach described in Sec. VIII A. The black line is
for the REF scenario, while the red and blue ones are for MAX and MIN. The gray band between the MIN and MAX scenario represents
our estimated total astrophysical uncertainty forMmin ¼ 10−6 M⊙, accounting for all the sources of uncertainty mentioned in Sec. VII.
The red and blue shaded bands describe the effect of changing Mmin between 10−12Mmin and 1 Mmin, for the MAX and MIN scenario,
respectively. In the case of the black, red and blue dashed lines, the upper limits are derived only considering the measured auto-APS and
neglecting the cross-APS. For comparison, the long-dashed gray line marks the annihilation cross section for thermal relics from
Ref. [94] and the dashed-dotted gray line the upper limit obtained in Ref. [95] from the combined analysis of 15 dwarf spheroidal
galaxies. Finally, the short-dashed gray line shows the conservative upper limit derived in Ref. [31] from the intensity of the IGRB.
Right: The same as in the left panel but for the lower limits on τ for decaying DM. The short-dashed gray line represents the lower limit
obtained in Fig. 6 of Ref. [96] from the IGRB intensity, while the dashed-dotted gray one is obtained from the combined analysis of 15
dwarf spheroidal galaxies in Ref. [97].
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FIG. 36. Same as Fig. 35 but for annihilations/decays into μþμ−.
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stands for the Poissonian best fit to the blue triangles.
Data are available at https://www‑glast.stanford.edu/
pub_data/552.
APPENDIX C: ANISOTROPY ENERGY
SPECTRUM FOR THE CROSS-CORRELATION
ANGULAR POWER SPECTRUM
Figures 31 and 32 show the best-fit CP for the cross-APS
as a function of energy. Red circles refer to the mask
covering 3FGL sources and blue triangles to the mask of
2FGL sources. The solid black line denotes the best-fit
solution discussed in Sec. VI, i.e., the one in terms of two
populations of unresolved sources with broken-power-law
energy spectra. The short-dashed and long-dashed black
lines indicate the two source populations independently.
Data are available at https://www‑glast.stanford.edu/pub_
data/552.
APPENDIX D: THE DEPENDENCE ON ENERGY
OF THE CROSS-CORRELATION COEFFICIENTS
Figures 33 and 34 show the cross-correlation coefficients
ri;j defined in Sec. V B in terms of the best-fit auto- and
cross-APSCP. Each panel shows ri;j at a specific energy Ei,
as a function of Ej. Red circles refer to the mask covering
3FGL sources and blue triangles to the mask around 2FGL
sources. The solid black line shows the cross-correlation
coefficients corresponding to the best-fit solution discussed
in Sec. VI in the case of two populations of unresolved
sources with broken-power-law energy spectra with
masked 3FGL sources. The fact that the blue triangles
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FIG. 37. Δχ2 between the best-fit solution for the two-component scenario and the best fit of the null hypothesis. Results presented
here refer to the REF scenario with Mmin ¼ 10−6 M⊙=h and annihilation/decay into τþτ− (top panels) or μþμ− (bottom panels). The
panels on the left are for annihilating DM and the ones on the right for decaying DM. Each point in the bidimensional parameter space is
colored according to its Δχ2, i.e. the difference between the χ2 of the best fit to the auto- and cross-APS in terms of the two-component
model and the χ2 of the best fit of the null hypothesis (i.e. no DM). The closed white contour marks the 68% C.L. region. The 90% and
95% C.L. ones in the left (right) panels contain all the regions below (above) the white open curves labeled “90% C.L.” and “95% C.L.”
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decrease with energy in the first panels, while they increase
towards 1 in the last panels, indicates the lack of correlation
between low and high energies. The same trend is noted for
the red circles, but with a lower significance.
APPENDIX E: EXCLUSION LIMIT ON DARK
MATTER FOR THE τ AND μ CHANNELS
Section VIII shows exclusion limits on the DM hσannvi
and τ in the case of annihilations/decay into bb¯. Here we
calculate the same exclusion limits for two additional
channels. Figure 35 shows the upper limits on hσannvi
(left panel) and on τ (right panel) as a function of the DM
mass mχ , in the case of annihilations/decays into τþτ−. The
exclusion limits are obtained following the conservative
approach described in Sec. VIII A. The solid black line
refers to the REF scenario, while the solid red and solid
blue ones stand for the MAX and MIN benchmarks. The
solid red and solid black lines almost exactly overlap in the
right panel. The dashed black, blue and red lines are
obtained considering only the auto-APS measurement. The
red and blue shaded bands indicate the variability of the
exclusion limits in the MAX andMIN scenarios whenMmin
is left free to vary between 1 M⊙ and 10−12 M⊙. The long-
dashed gray line in the left panel shows the thermal
annihilation cross section, as computed in Ref. [94], while
the dotted-dashed gray line is the upper limit obtained in
Ref. [95] from the analysis of 15 dwarf spheroidal galaxies.
Finally, the short-dashed gray line is derived from the
analysis of the IGRB intensity performed in Ref. [31]. On
the other hand, the short-dashed gray line in the right panel
of Fig. 35 is obtained from the study of the IGRB intensity
in Ref. [96] and the dotted-dashed gray line comes from the
observation of 15 dwarf spheroidal galaxies performed
in Ref. [97].
Figure 36 shows the same exclusion limits as in
Figure 35 but for annihilations/decays into the μþμ−.
Between approximately 20 and 200 GeV, the DM-induced
signal is dominated by the IC emission associated with the
smooth halo of the MW. That is the reason why the solid
black and red lines overlap, since the REF and MAX
scenarios only differ in the computation of the boost factor
for the extra-Galactic component. For the same reason the
blue and red shaded bands are reduced in width. Above
200 GeV, the IC emission for the extra-Galactic component
starts to contribute more and the solid black and red lines
deviate one from the other again.
The two-component model developed in Sec. VIII B is
used to fit the measured auto-APS and cross-APS, for
different values of DM mass, annihilation cross section or
decay lifetime. Figure 37 shows the TS defined as the
difference between the χ2 of the best fit for the null
hypothesis (i.e. with no DM) and the χ2 of the best fit
in the case with the DM component. The top panels are for
 [GeV]χm
10 210 310
]
-
1
 
s
3
v>
 [c
m
a
n
n
σ
<
-2610
-2510
-2410
-2310
-2210
-2110
-2010
v) (Steigman et al., 2012)annσThermal (
Fermi LAT dwarf Spheroidals (Ackermann et al., 2015)
Fermi LAT IGRB intensity (Ajello et al., 2015)
REF scenario
REF scenario (conservative)
MAX scenario
MIN scenario
 (MAX)
min
Uncertainty on M
 (MIN)
min
Uncertainty on M
-2610
-2510
-2410
-2310
-2210
-2110
-2010
-τ+τAnnihilation,
 [GeV]χm
10 210 310
 
[s]
τ
2610
2710
Fermi LAT IGRB intensity (Ando & Ishiwata, power-law, 2015)
Fermi LAT dwarf Spheroidals (Baring et al., 2015)
REF scenario
REF scenario (conservative)
MAX scenario
MIN scenario
-τ+τDecay,
FIG. 38. Exclusion limits on annihilating and decaying DM (for the τ channel) from the fit to the binned Cl in terms of the two-
component model. Left: The solid lines show the upper limits that can be derived on hσannvi as a function of mχ (for annihilation into
τþτ− quarks andMmin ¼ 10−6 M⊙) by fitting the Fermi LAT data with a two-component model that includes astrophysical sources and
DM (see text for details). The black, blue and red lines correspond to the REF, MIN and MAX scenarios. The blue and red shaded areas
indicate how the MIN and MAX upper limits change when leavingMmin free to vary between 10−12 M⊙ and 1M⊙. The black dashed
line is the REF upper limit in the conservative case, from Fig. 35, while the long-dashed gray line is the thermal annihilation cross
section from Ref. [94]. The dotted-dashed line is the upper limit derived in Ref. [95] from the combined analysis of 15 dwarf
spheroidals, while the short-dashed gray line comes from the analysis of the IGRB intensity performed in Ref. [98]. Right: The same as
in the left panel but for the lower limits on τ, in the case of decaying DM. The short-dashed gray line represents the lower limit obtained
in Ref. [96] from the IGRB intensity. The line is taken from Fig. 5 of Ref. [96], where the IGRB is interpreted in terms of a component
with a power-law emission spectrum and a DM contribution. Finally, the dotted-dashed gray line is the upper limit from the analysis of
15 dwarf spheroidal galaxies performed in Ref. [97].
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annihilation/decay into τþτ− and the bottom ones for the μ
channel. The ones on the right are for an annihilating DM
candidate and the ones on the left for decaying DM. They
all refer to the REF scenario with Mmin ¼ 10−6 M⊙=h. As
indicated in the labels, the white lines determine the 68%,
90% and 95% C.L. regions.
Assuming that the measured auto- and cross-APS are
well described simply by a Poissonian component, the
two-component model is used to derive exclusion limits
on DM as done in Sec. VIII B but in the case of
annihilations/decays into τþτ− (Fig. 38) and into μþμ−
(Fig. 39). In both figures the left panel is for annihilating
DM and the right one for decaying DM. The solid black,
red and blue lines show the REF, MAX and MIN scenarios
for Mmin ¼ 10−6 M⊙=h, respectively, and the blue and
shaded areas around the corresponding solid lines indicate
how the limits change when Mmin is left free to vary.
The dashed black line is the exclusion limit in the
conservative scenario, from Figs. 35 and 36. In the left
panels, the long-dashed gray line is the thermal annihi-
lation cross section from Ref. [94] and the dotted-dashed
line is the upper limit derived in Ref. [95] from
the combined analysis of 15 dwarf spheroidals. Also,
the short-dashed gray line comes from the analysis of the
IGRB intensity performed in Ref. [98]. On the other hand,
in the right panels, the short-dashed gray line represents
the lower limit from Fig. 5 of Ref. [96] from the IGRB
intensity. The dotted-dashed gray line is the lower limit
from the analysis of 15 dwarf spheroidal galaxies per-
formed in Ref. [97].
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