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Abstract
The Faber–Walsh polynomials are a direct generalization of the (clas-
sical) Faber polynomials from simply connected sets to sets with several
simply connected components. In this paper we derive new properties of
the Faber–Walsh polynomials, where we focus on results of interest in nu-
merical linear algebra, and on the relation between the Faber–Walsh poly-
nomials and the classical Faber and Chebyshev polynomials. Moreover,
we present examples of Faber–Walsh polynomials for two real intervals
as well as for some non-real sets consisting of several simply connected
components.
Keywords Faber–Walsh polynomials, generalized Faber polynomials, multi-
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1 Introduction
The (classical) Faber polynomials associated with a simply connected compact
set Ω ⊂ C have found numerous applications in numerical approximation [11,
12] and in particular in numerical linear algebra [4, 7, 21, 30, 31, 43]. The
main idea behind their construction, originally due to Faber [13], is to have
a sequence of polynomials F0, F1, F2, . . . , so that each analytic function on Ω
can be expanded in a convergent series of the form
∑∞
j=0 γjFj(z), where the
polynomials depend only on the set Ω. The definition and practical computation
of the Faber polynomials is based on the Riemann map from the exterior of Ω
(in the extended complex plane) onto the exterior of the unit disk. The Faber
polynomials therefore exist for simply connected sets only. For surveys of the
theory of Faber polynomials we refer to [5, 44].
In 1956, Walsh found a direct generalization of the Riemann mapping theo-
rem from simply connected domains to multiply connected domains, which now
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are mapped conformally onto a lemniscatic domain [45]; see Theorem 2.1 be-
low for a complete statement. Further existence proofs of Walsh’s lemniscatic
map were given by Grunsky [16, 17] and [18, Theorem 3.8.3], Jenkins [22] and
Landau [25]. We recently studied lemniscatic maps in [41] and derived sev-
eral explicit examples, which are among the first in the literature (see also the
technical report [40]).
In a subsequent paper of 1958, Walsh used his lemniscatic map for obtain-
ing a generalization of the Faber polynomials from simply connected sets to
sets consisting of several simply connected components [46]; see Theorem 2.3
below for a complete statement. While the literature on Faber polynomials is
quite extensive, the Faber–Walsh polynomials have rarely been studied in the
literature. One notable exception is Suetin’s book [44], which contains a proper
subsection on the Faber–Walsh polynomials as well as a few further references
(see also the technical report [40]).
Clearly, the mathematical theory and practical applicability of the Faber–
Walsh polynomials have not been fully explored yet. Our goal in this paper
is to contribute to a better understanding. To this end we derive some new
theoretical results on Faber–Walsh polynomials and give several analytic as well
as numerically computed examples. In our theoretical study we focus on results
that are of interest in constructive approximation and numerical linear algebra
applications, and on the relation between Faber–Walsh polynomials and the
classical Faber as well as Chebyshev polynomials. In our examples we consider
sets consisting of two real intervals, as well as non-real sets consisting of several
components. In particular, our numerical results demonstrate that the Faber–
Walsh polynomials are computable for a wide range of sets via a numerical
conformal mapping technique for multiply connected domains introduced in [32].
The paper is organized as follows. In Section 2 we give a summary of Walsh’s
results, and recall the definition of Faber–Walsh polynomials. We then derive
general properties of Faber–Walsh polynomials in Section 3. In Section 4 we
consider Faber–Walsh polynomials for two real intervals and particularly study
their relation to the classical Chebyshev polynomials. In Section 5 we show
numerical examples of Faber–Walsh polynomials for two different nonreal sets.
2 The Faber–Walsh polynomials
We first discuss Walsh’s generalization of the Riemann mapping theorem. For a
given integer N ≥ 1, let a1, . . . , aN ∈ C be pairwise distinct and let the positive
real numbers m1, . . . ,mN satisfy
∑N
j=1mj = 1. Then for any µ > 0 the set
L := {w ∈ Ĉ : |U(w)| > µ}, where U(w) :=
N∏
j=1
(w − aj)mj , (2.1)
is called a lemniscatic domain in the extended complex plane Ĉ = C ∪ {∞}.
The following theorem of Walsh shows that lemniscatic domains are canonical
domains for certain N -times connected domains (open and connected sets).
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Theorem 2.1 ([45, Theorems 3 and 4]). Let E := ∪Nj=1Ej, where E1, . . . , EN ⊆
C are mutually exterior simply connected compact sets (none a single point),
and let K := Ĉ\E. Then there exists a unique lemniscatic domain L of the
form (2.1) with µ > 0 equal to the logarithmic capacity of E, and a unique
bijective conformal map
Φ : K → L with Φ(z) = z +O
(
1
z
)
for z near infinity.
We call the function Φ the lemniscatic map of K (or of E), and denote ψ = Φ−1.
For N = 1 the set E is simply connected and a lemniscatic domain is the
exterior of a disk. Hence in this case Theorem 2.1 is equivalent with the Riemann
mapping theorem. In [41] we studied the properties of lemniscatic maps and
derived several analytic examples. In the subsequent paper [32], written jointly
with Nasser, we presented a numerical method for computing lemniscatic maps.
Both the analytic results from [41] and the numerical method from [32] will be
used in Sections 4 and 5 below.
In [46] Walsh used Theorem 2.1 for proving the existence of a direct general-
ization of the (classical) Faber polynomials to sets E with several components.
The second major ingredient is the following. For the unit disk, the monomials
wk are fundamental for Taylor and Laurent series of analytic functions, and the
zeros of wk are at the center of the unit disk. For a lemniscatic domain L, we
need a generalization of wk to a polynomial with zeros at the foci a1, . . . , aN of
L, and the multiplicity of each zero aj must correspond to its “importance” for
L, given by the exponent mj .
Lemma 2.2 ([46, Lemma 2]). Let L be a lemniscatic domain as in (2.1).
1. There exists a sequence (αj)
∞
j=1, chosen from the foci a1, . . . , aN , such that
|Nk,j − kmj | ≤ A for j = 1, 2, . . . , N, k = 1, 2, . . . , (2.2)
where Nk,j denotes the number of times aj appears in the sequence α1, . . .,
αk, and where A > 0 is a constant.
2. Any such sequence has the following property: For any closed set S ⊆ Ĉ
not containing any of the points a1, . . . , aN there exist constants A1, A2 >
0, such that
A1 <
|uk(w)|
|U(w)|k < A2 for k = 0, 1, 2, . . . , and any w ∈ S, (2.3)
where uk(w) :=
∏k
j=1(w − αj) =
∏N
j=1(w − aj)Nk,j .
For N = 1 a lemniscatic domain is the exterior of a disk, and we have αj = a1
for all j ≥ 1 and uk(w) = (w − a1)k. For N ≥ 2, the sequence (αj)∞j=1 is not
unique, but it can be chosen constructively from a1, . . . , aN ; see [46]. Note that
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a smaller constant A in (2.2) implies better bounds in (2.3). For N = 2 one
possible choice is αj = a1 if bjm1c > b(j−1)m1c, and αj = a2 otherwise, where
b·c denotes the integer part. We use this choice in our examples in Sections 4
and 5.1 below.
In the notation of Theorem 2.1, the Green’s functions with pole at infinity
for L and K = Ĉ\E are
gL(w) = log |U(w)| − log(µ) and gK(z) = gL(Φ(z)), (2.4)
respectively; see [41, 46]. For σ > 1 we denote their level curves by
Γσ = {z ∈ K : gK(z) = log(σ)},
Λσ = {w ∈ L : gL(w) = log(σ)} = {w ∈ L : |U(w)| = σµ}.
Note that Φ(Γσ) = Λσ. Further, we denote by int and ext the interior and
exterior of a closed curve (or union of closed curves), respectively. In particular,
we have
int(Λσ) = {w ∈ Ĉ : |U(w)| < σµ}, ext(Λσ) = {w ∈ Ĉ : |U(w)| > σµ}.
We can now state Walsh’s main result from [46].
Theorem 2.3 ([46, Theorem 3]). Let E, L and ψ = Φ−1 be as in Theorem 2.1.
Let (αj)
∞
j=1 and the corresponding polynomials uk(w), k = 0, 1, . . ., be as in
Lemma 2.2. Then the following hold:
1. For z ∈ Γσ and w ∈ ext(Λσ) we have
ψ′(w)
ψ(w)− z =
∞∑
k=0
bk(z)
uk+1(w)
, (2.5)
where
bk(z) =
1
2pii
∫
Λλ
uk(τ)
ψ′(τ)
ψ(τ)− z dτ =
1
2pii
∫
Γλ
uk(Φ(ζ))
ζ − z dζ (2.6)
for any λ > σ. The function bk is a monic polynomial of degree k, which
is called the kth Faber–Walsh polynomial for E and (αj)
∞
j=1.
2. Let f be analytic on E, and let ρ > 1 be the largest number such that f is
analytic and single-valued in int(Γρ). Then f has a unique representation
as a Faber–Walsh series
f(z) =
∞∑
k=0
akbk(z), ak =
1
2pii
∫
Λλ
f(ψ(τ))
uk+1(τ)
dτ, 1 < λ < ρ,
which converges absolutely in int(Γρ) and maximally on E, i.e.,
lim sup
n→∞
‖f −
n∑
k=0
akbk‖
1
n
E =
1
ρ
,
where ‖ · ‖E denotes the maximum norm on E.
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Note that the assertions about the Faber–Walsh polynomials hold for any
admissible sequence (αj)
∞
j=1 as in Lemma 2.2. In this article, if we do not
explicitly mention the sequence, the corresponding results hold for any such
sequence.
For N = 1 the Faber–Walsh polynomials reduce to the monic Faber polyno-
mials for the (simply connected) set E as considered in [11, 29, 42].
For an entire function f we have ρ =∞ and hence int(Γρ) = C in part 2. of
the theorem.
In our proof of Proposition 3.6 below we will use that for each given σ > 1
there exists positive constants C1, C2 independent of k such that
0 < C1|uk(Φ(z))| ≤ |bk(z)| ≤ C2|uk(Φ(z))| for z ∈ Γσ. (2.7)
Here the upper bound on |bk(z)| holds for all k and the lower bound holds only
for sufficiently large k; see [44, p. 253].
In (2.5)–(2.6) the Faber–Walsh polynomials are defined as the (polynomial)
coefficients in the expansion of the function ψ′(w)/(ψ(w) − z). Similar to the
(classical) Faber polynomials, the Faber–Walsh polynomials can also be defined
using the coefficients of the Laurent series of the conformal map ψ in a neigh-
borhood of infinity. Using this approach one can derive a recursive formula for
computing the Faber–Walsh polynomials. In the following result we state the
recursion that we have used in our numerical computations that are described
in Section 4.1. A variant of this recursion was first published in the technical
report [40].
Proposition 2.4. In the notation of Theorem 2.3, the Laurent series at infinity
of the conformal map ψ = Φ−1 has the form
ψ(w) = w +
∞∑
k=1
ck
wk
.
Then the Faber–Walsh polynomials are recursively given by
b0(z) = 1
bk(z) = (z − αk)bk−1(z) + βk−1,1(z), k ≥ 1,
where the βk,`(z) are polynomials given by β0,1(z) = 0 and
β1,`(z) = α1(`− 1)c`−1 − (`+ 1)c`, ` ≥ 1,
βk,`(z) = −c`bk−1(z)− αkβk−1,`(z) + βk−1,`+1(z), k ≥ 2, ` ≥ 1,
with c0 = 0.
3 On the theory of Faber–Walsh polynomials
In this section we derive several new results about Faber–Walsh polynomials.
We begin with an alternative representation, and then relate Faber polynomials
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for a simply connected set Ω to the Faber–Walsh polynomials for a polyno-
mial pre-image of Ω. Finally, we will show that the normalized Faber–Walsh
polynomials are asymptotically optimal.
Our first result is an easy consequence of Theorem 2.3.
Corollary 3.1. In the notation of Theorem 2.3, the kth Faber–Walsh polyno-
mial bk(z) is the polynomial part of the Laurent series at infinity of uk(Φ(z)).
Proof. By Theorem 2.1, the Laurent series at infinity of the lemniscatic map Φ
has the form Φ(ζ) = ζ +
∑∞
j=1
dj
ζj , and thus
uk(Φ(ζ)) =
k∏
j=1
(Φ(ζ)− αj) = pk(ζ) +
∞∑
j=1
d˜j
ζj
,
where pk is a monic polynomial of degree k. For z ∈ C and λ > 1 sufficiently
large, (2.6) yields
bk(z) =
1
2pii
∫
Γλ
uk(Φ(ζ))
ζ − z dζ =
1
2pii
∫
Γλ
pk(ζ)
ζ − z dζ +
1
2pii
∫
Γλ
∞∑
j=1
d˜j
ζj
1
ζ − z dζ
= pk(z).
The second integral vanishes by virtue of Cauchy’s integral formula for domains
with infinity as interior point; see, e.g., [28, Problem 14.14].
Note that in the case N = 1 this result reduces to the classical fact that
the kth Faber polynomial Fk(z) is the polynomial part of the Laurent series at
infinity of (Φ(z))k.
We will now consider sets E that are polynomial pre-images of simply con-
nected sets Ω. We first recall the following result from [41] about the corre-
sponding lemniscatic maps, where Ω = Ω∗ = {z : z ∈ Ω} means that Ω is
symmetric with respect to the real line.
Theorem 3.2 ([41, Theorem 3.1]). Let Ω = Ω∗ ⊆ C be a simply connected
compact set (not a single point) with exterior Riemann mapping
Φ˜ : Ĉ\Ω→ {w ∈ Ĉ : |w| > 1}, Φ˜(∞) =∞, Φ˜′(∞) > 0.
Let P (z) = αzn + α0 with α > 0, n ≥ 2, and α0 < min(Ω ∩ R). Then E :=
P−1(Ω) is the disjoint union of n simply connected compact sets, and
Φ : Ĉ\E → L = {w ∈ Ĉ : |U(w)| > µ}, Φ(z) = z
(µn
zn
[Φ˜(P (z))−Φ˜(P (0))]
) 1
n
,
is the lemniscatic map of E, where we take the principal branch of the nth root,
and where
µ :=
( 1
αΦ˜′(∞)
) 1
n
> 0, and U(w) := (wn + µnΦ˜(P (0)))
1
n .
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Note that we consider the Riemann map onto the exterior of the unit disk, so
that Φ˜′(∞) is positive, but is not necessarily 1. Therefore, the Faber polynomials
Fk associated with this map have the leading coefficients (Φ˜
′(∞))k, and will in
general not be monic.
We then obtain the following “transplantation result” for Faber–Walsh poly-
nomials, which is an analogue of a similar result for Chebyshev polynomials
shown in [15, 23]. For related results on polynomial pre-images see also [33, 35].
Theorem 3.3. In the notation of Theorem 3.2, denote the n ≥ 2 distinct
roots of the polynomial (U(w))n by a1, . . . , an. Then, the (kn)th Faber–Walsh
polynomial for E and (αj)
∞
j=1 = (a1, a2, . . . , an, a1, a2, . . . , an, . . .) satisfies
bkn(z) =
1
(αΦ˜′(∞))kFk(P (z)), (3.1)
for all k ≥ 0, where Fk is the kth Faber polynomial for Ω.
Proof. Theorem 3.2 implies that
n∏
j=1
(Φ(z)− aj) = (U(Φ(z)))n = µnΦ˜(P (z)) = 1
αΦ˜′(∞) Φ˜(P (z)).
Then, for k ≥ 0, we find
ukn(Φ(z)) =
n∏
j=1
(Φ(z)− aj)k = 1
(αΦ˜′(∞))k (Φ˜(P (z)))
k.
Considering on both sides the polynomial part of the Laurent series at infin-
ity, we find (3.1); see Corollary 3.1 for the Faber–Walsh polynomials, and, for
instance, [44, p. 33] for the Faber polynomials.
In Theorem 3.3 other choices of the sequence (αj)
∞
j=1 are possible: If (αj)
∞
j=1
satisfies ukn(w) =
∏n
j=1(w − aj)k for some k, then (3.1) holds for this k.
For a polynomial of degree 1 the situation is different from the one in Theo-
rem 3.3, since the polynomial then is a linear transformation and thus preserves
the number of components of a set. In this case we obtain the following stronger
result.
Proposition 3.4. Let the notation be as in Theorem 2.3, and let P (z) = αz+β
with α, β ∈ C and α 6= 0. Then the Faber–Walsh polynomials b˜k for P (E) and
(P (αj))
∞
j=1 satisfy bk(z) =
1
αk
b˜k(P (z)) for all k ≥ 0.
Proof. Let Φ : Ĉ\E → L be the lemniscatic map of E. Then P (L) is a lem-
niscatic domain and Φ˜ := P ◦ Φ ◦ P−1 is the lemniscatic map of P (E); see [41,
Lemma 2.3]. In particular, the polynomials uk(w) =
∏k
j=1(w − αj) for L and
u˜k(w˜) =
∏k
j=1(w˜ − P (αj)) for P (L) satisfy
u˜k(Φ˜(P (z))) = u˜k(P (Φ(z))) =
k∏
j=1
(P (Φ(z))− P (αj)) = αkuk(Φ(z)).
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Corollary 3.1 implies that b˜k(P (z)) = α
kbk(z).
We now show that Faber–Walsh polynomials are asymptotically optimal in
the sense of the following definition introduced by Eiermann, Niethammer and
Varga [9, 10] in the context of semi-iterative methods for solving linear algebraic
systems.
Definition 3.5. For a compact set E ⊆ C and z0 ∈ C the number
Rz0(E) := lim sup
k→∞
(
min
p∈Pk(z0)
‖p‖E
)1/k
is called the asymptotic convergence factor for polynomials from Pk(z0) := {1+∑k
j=1 aj(z−z0)j : a1, . . . , ak ∈ C} on E. A sequence of polynomials pk ∈ Pk(z0),
k = 0, 1, . . ., is called asymptotically optimal on E and with respect to z0, if
lim
k→∞
‖pk‖1/kE = Rz0(E).
For any compact set E and z0 ∈ C we have Rz0(E) ≤ 1, and Rz0(E) = 1 if
z0 ∈ E. More precisely, one can show that Rz0(E) < 1 if and only if z0 is in the
unbounded component of Ĉ\E.
Let E be a compact set as in Theorem 2.1 and let gK be the Green’s function
with pole at infinity for K = Ĉ\E, which is connected. Then the Bernstein–
Walsh Lemma (see, e.g., [36, Theorem 5.5.7 (a)] or [47, Section 4.6]) says that
any polynomial p of degree k ≥ 1 satisfies( |p(z0)|
‖p‖E
)1/k
≤ exp(gK(z0)) for all z0 ∈ C \ E.
Together with [36, Theorem 5.5.7 (b)] this yields
Rz0(E) = exp(−gK(z0)) =
µ
|U(Φ(z0))| (3.2)
(the second equality follows from (2.4)) and the lower bound
‖p‖E ≥ Rz0(E)k for any p ∈ Pk(z0). (3.3)
Both (3.2) and (3.3) have been shown for z0 = 1 /∈ E in [8], and the proof given
there can be easily extended to all z0 ∈ C\E.
Note that (3.2) is a formula for the asymptotic convergence factor for any
complex set E as in Theorem 2.1 and any z0 ∈ C\E. (For all other z0 we
have Rz0(E) = 1 as mentioned above.) Using (3.2) together with the numerical
method from [32] for computing lemniscatic maps gives a numerical method for
computing the asymptotic convergence factor for a large class of compact sets
and arbitrary constraint points. This method is used in our numerical examples
in Sections 4 and 5 below.
The inequality (3.3) belongs to the family of Bernstein–Walsh type inequal-
ities. They are widely used in the literature in particular in the context of
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iterative methods for solving linear algebraic systems; see, e.g., [6, 8, 39] and
the references cited therein. For E consisting of a finite number of real intervals
an improved lower bound for ‖p‖E , p ∈ Pk(0), has been derived in [39].
Proposition 3.6. In the notation of Theorem 2.3, let z0 ∈ C\E and let σ0 > 1
be such that z0 ∈ Γσ0 . Then
Rz0(E) =
1
σ0
and Rz0(int(Γσ)) =
σ
σ0
for 1 < σ ≤ σ0,
and the Faber–Walsh polynomials for E satisfy
lim
k→∞
( ‖bk‖E
|bk(z0)|
)1/k
=
1
σ0
= Rz0(E), (3.4)
lim
k→∞
( ‖bk‖Γσ
|bk(z0)|
)1/k
=
σ
σ0
for any σ > 1. (3.5)
Hence the normalized Faber–Walsh polynomials bk(z)/bk(z0) ∈ Pk(z0) are a-
symptotically optimal on E, and on int(Γσ) whenever 1 < σ ≤ σ0.
Proof. The Green’s function with pole at infinity for K = Ĉ\E is gK as in (2.4).
By the definition of σ0, we have gK(z0) = log(σ0), so that Rz0(E) =
1
σ0
by (3.2).
The Green’s function with pole at infinity for ext(Γσ) is gK(z)− log(σ). Hence,
for 1 < σ ≤ σ0, Rz0(int(Γσ)) = σσ0 by (3.2).
Let σ > 1. By (2.7) there exists constants C1, C2 > 0 such that for suffi-
ciently large k we have
C1|uk(Φ(z))| < |bk(z)| < C2|uk(Φ(z))|, z ∈ Γσ.
Apply Lemma 2.2 to bound |uk(Φ(z))|: There exist A1, A2 > 0 such that (2.3)
holds for w ∈ Φ(Γσ) = Λσ = {w : |U(w)| = σµ}. We thus have
C1A1(σµ)
k < |bk(z)| < C2A2(σµ)k, z ∈ Γσ. (3.6)
We then have bk(z) 6= 0 for z ∈ Γσ and, in particular, bk(z0) 6= 0 for sufficiently
large k. Now (3.6) implies limk→∞ |bk(z)|1/k = σµ for any z ∈ Γσ, and, in
particular,
lim
k→∞
|bk(z0)|1/k = σ0µ. (3.7)
Moreover limk→∞ ‖bk‖1/kΓσ = σµ, since (3.6) holds uniformly for z ∈ Γσ. This
establishes (3.5).
It remains to show (3.4). We have ‖bk‖E ≥ µk, since the Faber–Walsh
polynomials bk are monic of degree k and µ is the capacity of E; see [36, Theo-
rem 5.5.4]. Hence
µk ≤ ‖bk‖E ≤ ‖bk‖Γσ ≤ C2A2(σµ)k,
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where σ > 1 is arbitrary; see (3.6). This shows that
µ ≤ lim inf
k→∞
‖bk‖1/kE ≤ lim sup
k→∞
‖bk‖1/kE ≤ σµ,
and limk→∞ ‖bk‖1/kE = µ, since σ > 1 was arbitrary. Together with (3.7) we
obtain (3.4).
4 Faber–Walsh polynomials on two real inter-
vals
In this section we consider Faber–Walsh polynomials on sets consisting of two
real intervals.
Polynomial approximation problems on such sets have been studied in nu-
merous publications, dating back (at least) to the classical works of Achieser [2,
3], who derived analytic formulae for the Chebyshev polynomials and the Green’s
function in terms of Jacobi’s elliptic and theta functions. For a modern treat-
ment of this area with many references up to 1996 we refer to Fischer’s book [14].
It also contains an analytic formula for the asymptotic convergence factor for two
intervals and real z0 in terms of Jacobi’s elliptic and theta functions (through
its characterization with the Green’s function), as well as a MATLAB code
for its numerical computation [14, p. 130]. More recently, Peherstorfer and
Schiefermayr studied Chebyshev polynomials on several real intervals in [34],
and Schiefermayr derived bounds for the asymptotic convergence factor for two
intervals in terms of elementary functions [38]. Related approximation problems
have been studied in [20, 37, 39].
In this section we show how the Faber–Walsh polynomials fit into this widely
studied area. We first consider the case of two intervals of the same length. Here
the lemniscatic map is known explicitly, so that the Faber–Walsh polynomials
can be explicitly computed and related to the classical Faber and Chebyshev
polynomials. We then consider the general case of two arbitrary intervals, where
we compute the lemniscatic map and the Faber–Walsh polynomials numerically.
4.1 Two intervals of the same length
We consider the sets consisting of two real intervals of the same length which
are symmetric with respect to the origin, i.e.,
E = [−D,−C] ∪ [C,D] with 0 < C < D. (4.1)
The lemniscatic map of such a set is known analytically from [41].
Proposition 4.1. Let E be as in (4.1). Then
w = Φ(z) = z
(
1
2
+
DC
2
1
z2
± 1
2z2
√
(z2 − C2)(z2 −D2)
)1/2
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is the lemniscatic map of E, and the corresponding lemniscatic domain is
L =
{
w ∈ Ĉ : ∣∣w − D+C2 ∣∣1/2 ∣∣w + D+C2 ∣∣1/2 > √D2−C22 } . (4.2)
Moreover, the inverse of Φ is given by
z = ψ(w) = w
√
1 +
(
D − C
2
)2
1
w2 − (D+C2 )2
,
where we take the principal branch of the square root. Its Laurent series at
infinity is
ψ(w) = w +
∞∑
k=0
c2k+1
w2k+1
, (4.3)
where the coefficients are given by c2k = 0, k ≥ 0, and
c2k+1 =
1
2
(
D − C
2
)2(
D + C
2
)2k
− 1
2
k∑
j=1
c2j−1c2(k−j)+1, k ≥ 0. (4.4)
In particular, c1 =
1
2
(
D−C
2
)2
.
Proof. The construction of Φ and ψ is given in [41, Corollary 3.3]. It thus
remains to show the series expansion (4.3)–(4.4).
The function w 7→
√
1 +
(
D−C
2
)2 1
w2−(D+C2 )2
is analytic and even in L, and
thus has a uniformly convergent Laurent series at infinity of the form√
1 +
(
D − C
2
)2
1
w2 − (D+C2 )2
=
∞∑
k=0
dk
w2k
. (4.5)
Setting w = ∞ shows d0 = 1. Squaring (4.5) and expanding the left-hand side
into a Laurent series yields
1+
∞∑
k=1
(
D − C
2
)2(
D + C
2
)2(k−1)
1
w2k
=
( ∞∑
k=0
dk
w2k
)2
=
∞∑
k=0
k∑
j=0
djdk−j
1
w2k
.
For k ≥ 1 we see that(
D − C
2
)2(
D + C
2
)2(k−1)
=
k∑
j=0
djdk−j = 2d0dk +
k−1∑
j=1
djdk−j ,
and thus
dk =
1
2
(
D − C
2
)2(
D + C
2
)2(k−1)
− 1
2
k−1∑
j=1
djdk−j , k ≥ 1.
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Figure 1: Faber–Walsh polynomials bk for E = [−1,− 14 ] ∪ [ 14 , 1].
Since ψ(w) = w +
∑∞
k=0
dk+1
w2k+1
, we find that c2k = 0 and
c2k+1 = dk+1 =
1
2
(
D − C
2
)2(
D + C
2
)2k
− 1
2
k∑
j=1
djdk+1−j
=
1
2
(
D − C
2
)2(
D + C
2
)2k
− 1
2
k∑
j=1
c2j−1c2(k−j)+1
for k ≥ 0.
The definition of the lemniscatic domain in (4.2) shows the well-known fact
that the logarithmic capacity of E is given by 12
√
D2 − C2; cf. e.g. [1, p. 288]
or [19].
Using the series expansion (4.3)–(4.4) and the recurrence stated in Proposi-
tion 2.4, we can compute the Faber–Walsh polynomials for E and the sequence
(D+C2 ,−D+C2 , D+C2 , −D+C2 , . . .), were D+C2 and −D+C2 are the two foci of the
lemniscatic domain L in (4.2). In Figure 1 we plot the polynomials bk for the
set E = [−1,− 14 ] ∪ [ 14 , 1] and k = 4, 6 (left), k = 5, 7 (right). We observe
that the polynomials of even degrees k = 4, 6 have k + 2 extremal points on
E. This suggests that they are the Chebyshev polynomials for E, i.e., that
b2k(z) = T2k(z;E), where, for all j ≥ 0,
Tj(z;E) := argmin{‖p‖E : p monic and deg(p) = j}
is the (uniquely determined) jth Chebyshev polynomial for the compact set E.
We prove the following more general result, which for n = 2 gives the result for
two intervals.
Theorem 4.2. Let E = ∪nj=1ei2pij/n[C,D] with 0 < C < D. Then the Faber–
Walsh polynomials bnk for E and (αj)
∞
j=1 =
(
ei2pi(j−1)/n
(
Dn/2+Cn/2
2
)n/2)∞
j=1
are the Chebyshev polynomials for E, i.e.,
bnk(z) = Tnk(z;E), k ≥ 0.
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Proof. The result is trivial for k = 0, so we may consider k ≥ 1. The idea of
the proof is to consider E as a polynomial pre-image of [−1, 1] and to relate
both the Faber–Walsh polynomial and the Chebyshev polynomial for E to the
Chebyshev polynomials of the first kind.
The polynomial
P (z) =
2
Dn − Cn z
n − D
n + Cn
Dn − Cn =
2zn − Cn −Dn
Dn − Cn ,
satisfies E = P−1([−1, 1]), and the exterior Riemann map Φ˜ for [−1, 1] satisfies
Φ˜′(∞) = 2. Therefore, Theorem 3.3 shows that
bnk(z) =
(
Dn − Cn
4
)k
Fk(P (z)), k ≥ 0,
where Fk is the kth Faber polynomial for [−1, 1]. On the other hand, we have
Tnk(z;E) =
(
Dn − Cn
2
)k
Tk(P (z); [−1, 1])
from [15, Corollary 2.2]. For k ≥ 1, the kth Chebyshev polynomial for [−1, 1] is
Tk(z; [−1, 1]) = 1
2k−1
Tk(z),
where Tk(z) is the kth Chebyshev polynomial of the first kind; see e.g. [14,
Theorem 3.2.2]. Moreover, the kth Faber polynomial for [−1, 1] is given by
Fk(z) = 2Tk(z) for k ≥ 1; see [44, p. 37]. Thus
Tnk(z;E) =
(
D2 − C2
4
)k
2Tk(P (z)) =
(
D2 − C2
4
)k
Fk(P (z)) = bnk(z),
which completes the proof.
This theorem generalizes the classical relation of Faber and Chebyshev poly-
nomials on the interval [−1, 1]; see [44, p. 37]. For n = 2 the statement of the
theorem also holds for any two real intervals of equal length, which can be
seen as follows. Let E = [A,B] ∪ [C,D] with B − A = D − C > 0, and let
P (z) = z − B+C2 . Then E˜ = P (E) consists of two intervals of equal length
which are symmetric with respect to the origin. If we denote the Faber–Walsh
polynomials for E˜ by b˜n, we find
b2k(z) = b˜2k(P (z)) = T2k(P (z); E˜) = T2k(z;E),
where we used Proposition 3.4, Theorem 4.2 and [15, Corollary 2.2].
In Proposition 3.6 we have shown that the normalized Faber–Walsh polyno-
mials are asymptotically optimal. For sets E of the form (4.1) this result can
be strengthened as follows.
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Corollary 4.3. Let E = [−D,−C] ∪ [C,D] with 0 < C < D and z0 ∈
R\E. Then the normalized Faber–Walsh polynomials for E and (αj)∞j=1 =
(D+C2 ,−D+C2 , D+C2 ,−D+C2 , . . .) of even degree are optimal in the sense that
‖b2k‖E
|b2k(z0)| = minp∈P2k(z0) ‖p‖E , k ≥ 0.
Proof. By Theorem 4.2, the Faber–Walsh polynomials of even degree are the
Chebyshev polynomials for E. For z0 ∈ R\[−D,D], Corollary 3.3.8 in [14]
shows that the optimal polynomial is the normalized Chebyshev polynomial.
For z0 ∈] − C,C[, a little more work is required. First, it is not difficult to
show that T2(z;E) = z
2− D2+C22 with ‖T2(z;E)‖E = D
2−C2
2 , and that T2(z;E)
has the four extremal points ±C,±D. Therefore, the optimal polynomial is the
normalized Chebyshev polynomial; see [14, Corollary 3.3.6].
We point out that the argument in the previous proof is restricted to real z0,
since the proofs in [14] are based on the alternation property of the Chebyshev
polynomials for subsets of the real line.
Note that the normalized Faber–Walsh polynomials bk(z)/bk(z0) of odd de-
grees are not optimal: If z0 ∈ ]−C,C[, it is known that the optimal polynomial
is “defective”, i.e., the optimal polynomial for degree 2k + 1 is the same as for
degree 2k; see [14, Corollary 3.3.6]. If z0 ∈ R\[−D,D], the optimal polynomial
is the normalized Chebyshev polynomial ([14, Corollary 3.3.8]), while in general
the Faber–Walsh polynomials of odd degree are not the Chebyshev polynomials,
since they do not have k+ 1 extremal points on E [14, Corollary 3.1.4]; see the
example in Figure 1.
Let us continue with a numerical study of the maximum norm of the normal-
ized Faber–Walsh polynomials, where we focus on the constraint point z0 = 0.
We compute the Faber–Walsh polynomials bk,j , k = 1, 2, . . ., for the sets
Ej := [−1,−2−j ] ∪ [2−j , 1], j = 1, 2, 3, 4, (4.6)
and the sequence (D+C2 ,−D+C2 , D+C2 ,−D+C2 , . . . ) using the coefficients of the
Laurent series (4.3)–(4.4) and Proposition 2.4. Figure 2 (left) shows the values
‖bk,j‖Ej
|bk,j(0)| of the normalized Faber–Walsh polynomials for the sets Ej . A com-
parison with the values R0(Ej)
k shows that the actual convergence speed of
‖bk,j‖Ej
|bk,j(0)| to zero almost exactly matches the rate predicted by the asymptotic
analysis even for small values of k. Recall from (3.3) that Rz0(E)
k is a lower
bound on ‖p‖E for any p ∈ Pk(z0). The “zigzags” in the curves are due to the
fact that for even degrees bk,j(z)/bk,j(0) is the optimal polynomial (as shown in
Corollary 4.3), while for odd degrees it is not.
Let us discuss the asymptotic convergence factor of the set E from (4.1).
For two arbitrary real intervals and a real constraint point z0, the asymptotic
convergence factor can be expressed in terms of Jacobi’s elliptic and theta func-
tions [2]; see also [14]. Estimates of the asymptotic convergence factor in terms
of elementary functions have been derived in [38]. For the case of two intervals
14
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Figure 2: The values
‖bk,j‖Ej
|bk,j(0)| (left) and R0(Ej)
k (right) for the sets Ej
from (4.6).
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Figure 3: Asymptotic convergence factor Rz0([−1,− 12 ] ∪ [ 12 , 1]) as a function of
z0 ∈ C.
as in (4.1) and for an arbitrary real or complex constraint point z0 ∈ C\E, we
have from (3.2) and Proposition 4.1
Rz0(E) =
µ
|U(Φ(z0))| =
1√
2
D2−C2
∣∣∣z20 − D2+C22 ±√(z20 − C2)(z20 −D2)∣∣∣ ,
where the sign of the square root is chosen to maximize the absolute value of
the denominator. We thus obtain Rz0(E) in terms of elementary functions and
for all complex z0 /∈ E. For the special case z0 = 0 we have Φ(0) = 0 and hence
R0(E) =
√
D − C
D + C
.
In Figure 3 we plot the asymptotic convergence factor Rz0([−1,− 12 ] ∪ [ 12 , 1]) as
a function of z0 ∈ C.
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Figure 4: Asymptotic convergence factors Rz0(Ej) for Ej from (4.6) and z0 ∈
[−2, 2].
In Figure 4 we plot the asymptotic convergence factors Rz0(Ej) for the sets
Ej of the form (4.6) and real z0 ranging from −2 to 2. Note that when z0 is to
the left or the right of the two intervals, i.e. |z0| > 1, the asymptotic convergence
factors Rz0(Ej) are almost identical for all j, and they decrease quickly with
increasing |z0|. On the other hand, when z0 is between the two intervals the
asymptotic convergence factors Rz0(Ej) strongly depend on j, and for a fixed
z0 they increase quickly with increasing j. Moreover, Rz0(Ej) for |z0| < 2−j is
minimal when z0 = 0, i.e., when z0 is the midpoint between the two intervals.
4.2 Two arbitrary real intervals
In this section we consider the general case of two real intervals, i.e.,
E = [A,B] ∪ [C,D] with A < B < C < D. (4.7)
For such sets, the lemniscatic map and lemniscatic domain are not known ana-
lytically. We therefore compute the map and the domain numerically using the
method introduced in [32]. This methods needs as its input a discretization of
the boundary of the set E, which is assumed to consist of Jordan curves. The nu-
merical examples in [32] show that the method is efficient and works accurately
even for domains with close-to-touching boundaries, non-convex boundaries,
piecewise smooth boundaries, and of high connectivity.
We will apply two preliminary conformal maps in order to map Ĉ\E for the
set E in (4.7) onto a domain bounded by Jordan curves. The preliminary maps
are basically (inverse) Joukowski maps, as stated in the following lemma, which
can be proven by elementary means.
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(a) Original domain K = Ĉ\E (b) K1 = Φ1(K)
(c) K2 = Φ2(K1) (d) Lemniscatic domain L = Φ3(K2)
Figure 5: Construction of the lemniscatic map of [−1,−h]∪[h2, 1] with h = 0.15.
Lemma 4.4. Let α, β ∈ R with α < β. Then
Φ : Ĉ\[α, β]→
{
w ∈ Ĉ :
∣∣∣∣w − β + α2
∣∣∣∣ > β − α4
}
,
w = Φ(z) =
1
2
(
z +
β + α
2
±
√
(z − α)(z − β)
)
,
where we take the branch of the square root such that |Φ(z)− β+α2 | > β−α4 , is a
bijective conformal map which is normalized at infinity by Φ(z) = z +O(1/z).
We now construct the lemniscatic map of E = [A,B]∪ [C,D]. The construc-
tion is illustrated in Figure 5 for the set E = [−1,−h] ∪ [h2, 1] with h = 0.15.
First we apply Lemma 4.4 to the interval [A,B] to obtain the conformal map
Φ1, mapping K onto K1 = Φ1(K), which is the exterior of
{z1 : |z1 − w1| = r1} ∪ [C˜, D˜],
with w1 =
B+A
2 , r1 =
B−A
4 , C˜ = Φ1(C), and D˜ = Φ1(D); see Figure 5(b). In
a second step, let Φ2 be given by Lemma 4.4 for the interval [C˜, D˜]. Then Φ2
maps K1 onto the exterior of
Φ2({z1 : |z1 − w1| = r1}) ∪ {z2 : |z2 − w2| = r2},
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where w2 =
D˜+C˜
2 and r2 =
D˜−C˜
4 ; see Figure 5(c). This domain is bounded by
two analytic Jordan curves, which we parametrize by
η1(t) = Φ2(w1 + r1e
−it) and η2(t) = w2 + r2e−it, t ∈ [0, 2pi]. (4.8)
We then apply the numerical method from [32] to compute the lemniscatic
domain L and lemniscatic map Φ3 of K2 = Φ2(K1). As mentioned above,
the input of this method is a discretization of the boundary, which is easily
computable using the parameterization (4.8). The result is the lemniscatic map
Φ := Φ3 ◦ Φ2 ◦ Φ1 : Ĉ\E → L,
where Φ1 and Φ2 are given analytically as above, and Φ3 is computed numer-
ically. The output of the numerical method from [32] are the parameters of L
and the boundary values of Φ3 at the discretization points on the boundary.
The values of Φ3 at other points can be computed by Cauchy’s integral formula
for domains with infinity as interior point, applied to the function Φ3(z) − z,
which is analytic in K2 and vanishes at infinity. We thus have
Φ3(z) = z +
1
2pii
∫
∂K2
Φ3(ζ)− ζ
ζ − z dζ,
where the boundary is parametrized such that K2 is to the left of the contour;
see [32] for details on the practical computation of this integral. Note that this
numerical method extends to any finite number of intervals.
With the lemniscatic map Φ and lemniscatic domain L available, we can
compute the Faber–Walsh polynomials by
bk(z) =
1
2pii
∫
γ
uk(Φ(ζ))
ζ − z dζ =
1
2pii
∫
γ
∏k
j=1(Φ(ζ)− αj)
ζ − z dζ,
see (2.6), where γ is any positively oriented contour containing E and z in its in-
terior, and where the sequence (αj)
∞
j=1 is chosen from the foci of the lemniscatic
domain as indicated in the discussion below Lemma 2.2.
Figure 6 shows some computed Faber–Walsh polynomials of even (left) and
odd (right) degrees for the set E = [−1,− 14 ] ∪ [ 13 , 1]. Unlike in the case of two
equal intervals, the Faber–Walsh polynomials for two unequal intervals are in
general not Chebyshev polynomials, nor are the normalized Faber–Walsh poly-
nomials the optimal polynomials. We numerically compute the Faber–Walsh
polynomials bk,j for the sets
Ej := [−1,−2−j ] ∪ [3−1, 1], j = 1, 2, 3, 4. (4.9)
Figure 7 (left) shows the corresponding values ‖bk,j‖E/|bk,j(0)| for k = 1, . . . , 30.
As for the equal intervals, a comparison with the values R0(Ej)
k shows that the
convergence speed to zero of the norms matches closely the predicted asymptotic
rate, already for small values of k. Unlike in the case of two equal intervals,
18
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Figure 6: Faber–Walsh polynomials bk for E = [−1,− 14 ] ∪ [ 13 , 1].
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Figure 7: The values
‖bk,j‖Ej
|bk,j(0)| (left) and R0(Ej)
k (right) for the sets Ej
from (4.9).
the sequence of norms has a few irregular jumps, which are due to the lack of
symmetry in the problem. More precisely, all jumps happen when one of the
foci a1, a2 of the lemniscatic domain appears twice in a row in the sequence
(αj)
∞
j=1. This happens in the construction of the sequence as described below
Lemma 2.2, since for two unequal intervals the exponents m1 and m2 of the
lemniscatic domain are different.
Finally, the numerical method from [32] yields the lemniscatic map Φ, as
well as the parameters of the lemniscatic domain L. Therefore, the asymptotic
convergence factor can be numerically computed by its characterization (3.2).
In Figure 8 we plot the asymptotic convergence factor Rz0([−1,− 12 ] ∪ [ 13 , 1]) as
a function of z0 ∈ C.
In Figure 9 we plot the asymptotic convergence factors Rz0(Ej) for the sets
Ej from (4.9) and real z0 ranging from −2 to 2. Similar remarks as in the case of
two equal intervals apply, with one exception: Here the computation shows that
Rz0(Ej) for z0 ∈ [−2−j , 3−1] attains its minimum not at the midpoint between
the two intervals, but slightly to its left for j = 1, and to its right for j = 2, 3, 4.
A similar observation has already been made by Fischer [14, Example 3.4.5].
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Figure 8: Asymptotic convergence factor Rz0([−1,− 12 ] ∪ [ 13 , 1]) as a function of
z0 ∈ C.
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Figure 9: Asymptotic convergence factors Rz0(Ej) for Ej from (4.9) and z0 ∈
[−2, 2].
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5 Two non-real examples
In this section we give examples of Faber–Walsh polynomials for sets E that are
not subsets of the real line.
5.1 Two disks
We consider sets E consisting of two disks of the same radius, i.e.,
E = E(z0, r) := {z ∈ C : |z − z0| ≤ r} ∪ {z ∈ C : |z + z0| ≤ r},
where we take z0, r ∈ R with 0 < r < z0. The lemniscatic map of E(z0, r) is
known analytically from [41, Theorem 4.2], and the lemniscatic domain is of the
form
L = L(z0, r) = {w ∈ Ĉ : |w − a1|1/2|w + a1|1/2 > µ}
for some a1 > 0 and µ > 0. With these L and Φ we obtain the Faber–Walsh
polynomials for E(z0, r) and (a1,−a1, a1,−a1, . . .) by their integral representa-
tion; see also the discussion in Section 4.2.
In Figure 10 we plot the phase portraits of several Faber–Walsh polynomials
for E(1, 0.8); see [48, 49] for details on phase portraits. The figure shows that
the k roots of bk are all contained in E. We further compute the Faber–Walsh
polynomials bk,r for the sets
Er = E(1, r) for r = 0.5, 0.7, 0.9, (5.1)
and the sequence (a1,−a1, a1,−a1, . . .). In Figure 11 (left) we plot the values
‖bk,r‖Er
|bk,r(0)| for k = 1, . . . , 30. As in the case of two intervals, we observe that
the convergence speed to zero of the norms almost exactly matches the rate
predicted by the asymptotic analysis, already for small k. The numerically
computed asymptotic convergence factors (rounded to five digits) for the three
sets Er are R0(E0.5) = 0.9099, R0(E0.7) = 0.9839 and R0(E0.9) = 0.9999, which
in particular explains the slow convergence to zero for r = 0.7 and the (almost)
stagnation for r = 0.9.
Figure 12 shows the numerically computed asymptotic convergence factor
Rz0(E(1, 0.7)) as a function of z0 ∈ C.
5.2 A set with more components
In this section we will give another illustration of Theorem 3.3, starting from
a simply connected set of the form introduced in [24, Theorem 3.1]; see Fig-
ure 13(a) for an illustration.
Theorem 5.1 ([24, Theorem 3.1]). Let λ ∈ C with |λ| = 1, φ ∈ ]0, 2pi[ and
R ∈ [1, P [, where
P := tan(φ/4) +
1
cos(φ/4)
.
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Figure 10: Phase portraits of Faber–Walsh polynomials bk for E(1, 0.8) for
k = 3, 4, 10, 40.
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Figure 11: The values
‖bk,r‖Er
|bk,r(0)| (left) and R0(Er)
k (right) for the sets Er
from (5.1).
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Figure 12: Asymptotic convergence factor Rz0(E(1, 0.7)) as a function of z0 ∈ C.
Then Ω = Ω(λ, φ,R) is the compact set bounded by ψ˜({w ∈ C : |w| = 1}), where
ψ˜(w) =
(w − λN)(w − λM)
(N −M)w + λ(NM − 1) ,with N =
1
2
(
P
R
+
R
P
)
,M =
R2 − 1
2R tan(φ/4)
,
is a bijective conformal map from the exterior of the unit circle onto Ĉ\Ω and
satisfies ψ˜(∞) =∞ and ψ˜′(∞) = t = 1/(N −M) > 0. We further have λ /∈ Ω
and {λeiβ : φ/2 ≤ β ≤ 2pi − φ/2} ⊆ Ω.
Let us consider polynomial pre-images of such sets. As an example we con-
sider the set Ω = Ω(−1, 2pi/3, 1.1), which satisfies Ω = Ω∗. Let E = P−1(Ω)
with P (z) = zn; see Figure 13(a) and 13(b) for an illustration with n = 5. By
Theorem 3.2, the lemniscatic domain corresponding to E is
L = {w ∈ Ĉ : |U(w)| = |wn − tN |1/n > t1/n},
where the logarithmic capacity t of Ω is given as in Theorem 5.1. Since tN > 0,
the foci of the lemniscate are aj = e
2pii j−1n (tN)1/n for j = 1, 2, . . . , n. By
Theorem 3.3, the (nk)th Faber–Walsh polynomials for E and
(a1, a2, . . . , an, a1, a2, . . . , an, . . .)
are given by
bnk(z) = t
kFk(z
n), (5.2)
where the Fk are the Faber polynomials for Ω, which are explicitly known
from [24, Lemma 4.1]. There, the Faber polynomials are computed by a re-
cursion involving all previous Faber polynomials. The Faber polynomials for Ω
can also be computed by a short (three term) recursion; see [27]. The “miss-
ing” Faber–Walsh polynomials can be computed numerically using their defi-
nition (2.6), where we obtain the lemniscatic map Φ of E from ψ˜−1 by Theo-
rem 3.2. Note that ψ˜ is a composition of two Mo¨bius transformations and the
Joukowski map, so that its inverse is easily computable; see [24, Theorem 3.1].
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(b) E = P−1(Ω) with P (z) = z5.
Figure 13: Set Ω = Ω(−1, 2pi/3, 1.1), its pre-image E, and phase portraits of
Faber–Walsh polynomials for E of degrees k = 5, 10, 15, 20.
24
0 5 10 15 20 25 3010
−1
100
101
k
Figure 14: The values ‖bk‖E|bk(0)| and R0(E)
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Figure 15: Asymptotic convergence factor Rz0(P
−1(Ω)) as a function of z0 ∈ C,
where P (z) = z5 and Ω = Ω(−1, 2pi/3, 1.1).
We plot the phase portraits of the Faber–Walsh polynomials b5k for k =
1, 2, 3, 4 in Figure 13. For degrees 5 and 10 we observe that not all zeros of
the Faber–Walsh polynomial are in E, in contrast to the case of the two disks.
This follows from the relation (5.2) and the fact that the zeros of the Faber
polynomials F1 and F2 for Ω do not lie in Ω; see [26] for details on these
Faber polynomials. This also shows that the lower bound in (2.7) cannot, in
general, hold for all k. In Figure 14 we plot the values ‖b5k‖E/|b5k(0)| and, for
comparison, the values R0(E)
k, where R0(E) = 0.9803 (rounded to five digits).
From (3.2) and Theorem 3.2 the asymptotic convergence factor for E and
z0 ∈ C\E is given by
Rz0(E) =
µ
|U(Φ(z0))| =
1
|Φ˜(zn0 )|1/n
.
Figure 15 shows the asymptotic convergence factor for E as a function of z0 ∈ C.
Acknowledgements We thank the anonymous referees for helpful comments.
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