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Gamma oscillations synchronized between distant neuronal pop-
ulations may be critical for binding together brain regions devoted
to common processing tasks. Network modeling predicts that such
synchrony depends in part on the fast time course of excitatory
postsynaptic potentials (EPSPs) in interneurons, and that even
moderate slowing of this time course will disrupt synchrony. We
generated mice with slowed interneuron EPSPs by gene targeting,
in which the gene encoding the 67-kDa form of glutamic acid
decarboxylase (GAD67) was altered to drive expression of the
a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA)
glutamate receptor subunit GluR-B. GluR-B is a determinant of the
relatively slow EPSPs in excitatory neurons and is normally ex-
pressed at low levels in g-aminobutyric acid (GABA)ergic interneu-
rons, but at high levels in the GAD-GluR-B mice. In both wild-type
and GAD-GluR-B mice, tetanic stimuli evoked gamma oscillations
that were indistinguishable in local field potential recordings.
Remarkably, however, oscillation synchrony between spatially
separated sites was severely disrupted in the mutant, in associa-
tion with changes in interneuron firing patterns. The congruence
between mouse and model suggests that the rapid time course of
AMPA receptor-mediated EPSPs in interneurons might serve to
allow gamma oscillations to synchronize over distance.
Gamma-frequency (30- to 90-Hz) neuronal oscillations, oc-curring in a non-time-locked fashion in response to visual
stimuli, have been proposed to encode global features of spatially
extended stimuli (1). A crucial physiological question concerns
how synchrony arises, given the expected slow axonal conduction
times in the cortex, estimated to be as low as 0.10–0.15 mmyms
(2, 3).
Network simulations (containing model pyramidal cells, in-
terneurons, and axon conduction delays) predict that tight
synchrony between distant sites could arise as an emergent
property—without a central pacemaker—when interneurons
fire in doublets (4–7). Precise timing of the doublet interval—
determined in part by a-amino-3-hydroxy-5-methyl-4-isox-
azolepropionic acid (AMPA)-receptor mediated excitation from
pyramidal cells, especially cells at a distance from the postsyn-
aptic interneuron—provides a signal encoding phase lags be-
tween separated neurons; this signal would provide feedback to
nearby pyramidal cells, in the form of synaptic inhibition, which
would tend to correct for phase differences (ref. 8; Appendix,
which is published as supplemental data on the PNAS web site,
www.pnas.org).
Here we use a combination of simulation, transgenic, and
electrophysiological techniques to show that interneuron dou-
blets are necessary for two-site synchrony to occur and that they
critically depend on excitatory postsynaptic potential (EPSP)
kinetics in interneurons.
Experimental Procedures
Simulations. Network simulations of gamma oscillations were
performed by using the program described in Traub et al. (5).
Briefly, the network consisted of a 96 3 32 cell array of
pyramidal neurons, and a superimposed 4 3 32 array of inter-
neurons, representing a 1.92-mm extent of CA1. Each neuron
was modeled as a multicompartment object with soma, branch-
ing dendrites, and a segment of axon. Interneuron dendrites
contained active conductances, as in Whittington et al. (ref. 9;
see also ref. 10). AMPA and g-aminobutyric acid (GABA)A
receptor-mediated synaptic actions were simulated between the
various cell types, and interneurons contacted (i) axon initial
segment, (ii) the soma and proximal dendrites, or (iii) more distal
dendrites. Pyramidal axon conduction velocity was 0.5 mys,
giving a 3.84-ms conduction delay across the array. Gamma
oscillations were induced in the network by tonic excitatory
conductances (reversal potential 60 mV positive to rest), devel-
oping in the dendrites of pyramidal neurons (55–60 nS) and of
interneurons (5.0–5.2 nS) (6).
For analysis of the network effects of AMPA receptor-
mediated synaptic conductances on interneurons, the unitary
synaptic conductance was assumed to have the form Constant 3
t 3 exp(2tyt) nS (t 5 time in ms), where the constant and t were
parameters. Baseline value of the constant was 2.0 and of that of
t was 1.0. Simulations were run in which one or the other of these
values was altered, whereas other parameters (such as depolar-
izing conductances to pyramidal cells and interneurons, and
other synaptic conductance time courses) were kept fixed. A
unitary inhibitory postsynaptic current (IPSC) produced in an
interneuron by a presynaptic basket cell had the form Con-
stant 3 2.0 3 exp(2ty10) nS; a unitary IPSC produced in an
interneuron by a presynaptic dendrite-contacting interneuron
had the form Constant 3 0.2 3 exp(2ty50). For each simulation,
the program stored somatic potentials of selected cells, and
average potentials of groups of pyramidal cells, one group at
either end of the array. Synchrony was analyzed by computing
auto- and cross-correlations of these average signals. Simulations
ran on an IBM SP2 parallel computer with 12 processors. For
computing details, please contact R.D.T. at r.d.traub@
bham.ac.uk.
Targeting Vector. The targeting vector was the YCplac22 shuttle
vector containing a 21-kb NotI–SalI fragment of a murine gene
encoding the 67-kDa form of glutamic acid decarboxylase
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(GAD67), spanning parts of exon 1 up to intron 6 (about 19 kb
downstream of the start codon) (11). The dicistronic GluR-B-
IRES-lacZ cassette was introduced 30 bp upstream of the
translational start codon of the GAD67 gene by using homolo-
gous recombination in yeast (12). The rat glutamate receptor B
subunit (GluR-B) cDNA encoding the QyR site edited in the flip
configuration was used, and it contains 200 bp of the 59
untranslated region (13). The flip variant of the GluR-B subunit
was chosen because it endows the receptor with slower kinetic
properties than the flop variant (13, 14). The IRES-lacZ cassette
is described in Mountford et al. (15) and was cloned directly
downstream of the GluR-B translational stop codon. The tar-
geting vector was linearized at the unique NotI site, and after
electroporation of embryonic stem cells (R1) (16), two positive
clones were identified by Southern blot analysis with a 1.2-kb
SalI–NotI fragment as a probe, located directly upstream of the
59 end of the targeting construct. Clone 18-5 was injected into
C57BL6 blastocysts, and chimeric animals were backcrossed to
C57BL6 mice. Anatomical and electrophysiological analyses
were performed with heterozygous and wild-type littermates of
F2 and F3 backcrosses to C57BL6.
5-Bromo-4-chloro-3-indolyl b-D-Galactoside (X-Gal) Staining. X-Gal
staining was performed as previously described (17). Briefly,
mice were transcardially perfused with 4% paraformaldehyde
(PFA) in PBS. Brains were removed and postfixed in 4% PFA.
Sections (50 mm) were cut on a Vibratome and incubated
free-floating in X-Gal.
Immunocytochemistry. After X-Gal staining, the free-floating
sections were incubated overnight at 4°C with a rabbit anti-
GluR-B antibody (PharMingen, dilution 1:25) in 2% normal goat
serum diluted in Tris-buffered saline (TBS), pH 7.4. After
washing, the sections were incubated for 2 h at room temperature
with a Texas red-conjugated anti-rabbit IgG secondary antibody
(dilution: 1:100) (Jackson ImmunoResearch).
Electrophysiology. Transverse dorsal hippocampal slices (400 mm
thick) were prepared from brains of male mice after decapitation
following cervical dislocation, and maintained as described
previously (6). Brief tetanic stimuli (100 Hz, 200 ms, 8–30 V,
50-ms duration) at threshold for evoking gamma oscillations
were delivered simultaneously to the stratum radiatum proximal
to the cell body layer at two recording sites at either end of the
CA1 region (separation 0.7–1.1 mm) every 4 min throughout
each experiment. Posttetanic oscillations were studied as field
potentials recorded simultaneously by using glass micropipettes
filled with 2 M NaCl (resistance 1–10 MV), at the level of stratum
pyramidale at each site. Intracellular recordings were also taken
from pyramidal cells and electrophysiologically identified fast-
spiking stratum pyramidale interneurons by using electrodes
filled with 2 M potassium methylsulfate or potassium acetate
(resistance 50–90 MV).
Spontaneous EPSPs were recorded from fast-spiking stratum
pyramidale interneurons in the presence of R-CPP (20 mM) and
2-OH-saclofen (0.1 mM). Cell membrane potential was kept at
270 mV throughout. Fast inhibitory postsynaptic potentials
were not blocked, but no significant differences in fast inhibition
were seen in the experimental groups used (see text).
IPSCs were recorded by using single electrode voltage clamp
of pyramidal neurons in the presence of 2,3-dihydroxy-6-nitro-
7-sulfamoylbenzo[f]quinoxaline (NBQX; 20 mM), R-CPP (20
mM), and 2-OH-saclofen (0.1 mM). In addition, recording
pipettes contained 50 mM QX314 to block fast sodium spikes.
Data were taken from 8 cells from five wild-type mice, 15 cells
from three mice with a knock-in of Cre recombinase, and 13 cells
from five mice with the knock-in of GluR-B. Conductance
measurements were taken from IPSC responses stepped at 10
mV intervals between 280 mV and 240 mV holding potential.
Results
In Network Simulations, the Time Course of EPSCs on Interneurons
Must Be Relatively Precisely Tuned for Two-Site Synchrony to Occur,
Whereas the Strength of IPSCs on Interneurons Is Expected to Be Less
Critical. We first examined how synchronization in the model
depended on the time course of unitary AMPA receptor-
mediated EPSCs in interneurons, varying the parameter t in the
formula for a unitary EPSC: 2 3 t 3 exp(2tyt) nS (t 5 time after
onset of the EPSC, in ms). Fig. 1 summarizes data from 14 such
simulations. We show superimposed cross-correlations of local
average pyramidal cell (e-cell) signals, taken from opposite ends
of the array; and also autocorrelations of local average inter-
neuron (i-cell) signals. The qualitative behavior of the network
falls into three regimes, which we designate I, II, and III in the
figure. In regime II, there is a single well-defined peak in the
e-cell cross-correlation, near 0 ms, corresponding to synchrony
of the oscillations. In regime II, the i-cell autocorrelation has two
sharp side peaks at approximately 64 ms, indicating precise
Fig. 1. Two-site synchronization occurs only over a narrow range of values
for the decay time constant of interneuron AMPA-receptor-mediated EPSCs
(simulations). Data are taken from 14 simulations, each with identical param-
eters, except for tAMPA (designated t on the abscissa). The behavior of the
system can be divided into three regimes: I, with t # 0.9 ms, having poor
two-site synchrony; II, with 0.925 ms # t # 1.025 ms, having good synchrony;
III, with t $ 1.05 ms, again with poor synchrony. In each regime, we plot
superimposed cross-correlations of local average pyramidal cell voltages (e),
from opposite ends of the array, using each simulation in that regime; and also
superimposed autocorrelations of local average interneuron voltages (i),
again using each simulation in the regime. In regimes I and III, the pyramidal
cross-correlations lack a clear peak at 0 ms, and interneuron autocorrelation
has either small, single side peaks (I), or double side peaks (III) (arrows). In
regime II, in contrast, there is a sharp peak near 0 ms in the pyramidal
cross-correlation, and single, sharp side peaks in the interneuron autocorre-
lation, the latter corresponding to synchronized interneuron doublet firing.
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timing of interneuron doublets. Regime II corresponds to values
of t between 0.925 and 1.025 ms, an approximately 10% varia-
tion. With t outside this relatively narrow range, either too small
or too large, two-site synchrony is degraded, as indicated by the
breadth around 0, and multiple peaks, in the e-cell cross-
correlations (regimes I and III in Fig. 1). Correspondingly, the
i-cell autocorrelation is altered. In regime I, the side peaks
(arrows) are smaller than in regime II, signifying the occurrence
of fewer doublets when t is too small (i.e., when interneuron
EPSCs are somewhat smaller and faster). In regime III, addi-
tional side peaks (arrows) occur in the interneuron autocorre-
lation, indicating the existence of triplet firing, a consequence of
the somewhat larger and more prolonged interneuron EPSCs.
Fig. 1 implies that in our network model, stable two-site
synchrony occurs over a relatively narrow range of values of t,
and small changes in this parameter are predicted—in the
biological system—to degrade two-site synchronization. We
used molecular techniques to force the biological system from
regime II into regime III.
The model also makes predictions about the firing patterns of
the neurons, as synchrony becomes degraded. This is shown in
Fig. 5 (which is published as supplemental data on the PNAS web
site, www.pnas.org), where we illustrate further details from
representative simulations selected from Fig. 1, one simulation
from each regime.
Generation of a Mouse Line with Overexpression of GluR-B AMPA
Receptor Subunit in GABAergic Interneurons. Major determinants of
EPSP duration are electrotonic properties, including the loca-
tion of the synaptic contacts, and AMPA receptor kinetics. Low
expression of the GluR-B subunit in GABAergic interneurons is
one of the molecular bases for faster EPSPsyEPSCs in many
synapses (18–24) (for review see ref. 25). Hence, we overex-
pressed the GluR-B subunit in GABAergic interneurons of the
mouse, to prolong EPSPs in these cells.
To accomplish this, we generated mutant mice in which the rat
cDNA for GluR-B was targeted into an endogenous GAD67
allele by using homologous recombination in embryonic stem
cells (Fig. 2a). To facilitate the analysis of the mutant mice, the
targeting vector was designed such that the GAD67 gene-
targeted GluR-B cDNA is followed by an IRES-lacZ cassette
(15). Because the knock-out of both GAD67 alleles is lethal (26),
mice heterozygous for the altered GAD67 allele were used in this
study. These heterozygous mutant mice exhibited normal growth
Fig. 2. Generation of mutant mice with elevated GluR-B expression in GABAergic interneurons. (a) Schematic representation of gene segments of the wild-type
GAD67 allele, the targeting vector, and the targeted GAD67 allele. Positions of EcoRI (E), NotI (N), and SalI (S) restriction sites are indicated. The PCR fragment
used as probe for the Southern blot is indicated as a black bar. (Right) Southern blot analysis of tail DNA isolated from wild-type and heterozygous mice, digested
with EcoRI to distinguish wild-type (7-kb) and targeted (5-kb) alleles. (b–e) GluR-B immunostaining in wild-type (b and d) and combined immunostaining and
X-Gal staining in the mutant (c and e) hippocampus. Note the much higher GluR-B expression in LacZ-positive GABAergic interneurons compared with
neighboring pyramidal cells in the mutant CA1 region (c) and hilus (e). This expression was never seen in the corresponding areas in control animals (b and d).
(Scale bars, 100 mm.) so, Stratum oriens; sp, stratum pyramidale; sr, stratum radiatum; h, hilus. For higher magnification see Fig. 6 in the supplemental data.
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and reproductive behavior, and the brain showed no obvious
abnormalities to macroscopic and histological examination. The
animals were seizure-free.
The targeted insertion of the dicistronic GluR-B-IRES-lacZ
construct into the GAD67 allele did not alter the expression
characteristics of the GAD67 gene, as demonstrated by the
specific X-Gal staining in a subpopulation of neurons, the
putative GABAergic interneurons (not shown). LacZ-mediated
staining could clearly be identified in populations of neurons
known to be primarily GABAergic, including neurons of the
nucleus reticularis thalami, the septal nucleus, the inferior and
superior colliculus, the ventral lateral geniculate nucleus, the
Purkinje cells, and putative Golgi and stellate cells of the
cerebellum (not shown) (27, 28). The GAD67 promoter-
controlled restricted expression of the dicistronic construct in
interneurons was also confirmed by double-labeling experi-
ments, which showed that X-Gal staining occurred only in
GAD67-positive cells (not shown).
Immunocytochemistry revealed elevated GluR-B expression
in GABAergic interneurons. In fact, in the mutant, the highest
level of GluR-B is found in GABAergic interneurons (Fig. 2 c
and e), in contrast to wild type, where GluR-B expression in this
cell population is low (Fig. 2 b and d; see also Fig. 6, which is
published as supplemental data on the PNAS web site, www.
pnas.org).
As a further control, we also used a mouse line in which Cre
recombinase had been inserted in the same locus as the GluR-
B-IRES-lacZ cassette, 30 bp upstream of the translational start
codon of the GAD67 gene. These mice were used to test for
nonspecific effects of the genetic manipulations on synaptic
inhibition, as well as on cell-firing and oscillation patterns.
Interneuronal EPSPs, and the Local Synchrony and Two-Site Synchrony
of Tetanically Elicited Gamma Oscillations, in Mutant Mice as Com-
pared with Wild-Type Mice. Loss of one functional GAD67 allele,
in heterozygous mice, and in Cre-recombinase-inserted mice, did
not affect inhibitory neurotransmission. Monosynaptic pharma-
cologically isolated IPSCs from pyramidal cells showed no
significant difference in conductance, decay constant, or reversal
potential between each of the three groups (wild-type values
127 6 12 nS, 8 cells from five animals; GAD-Cre mutant values
135 6 22 nS, 15 cells from three animals; GAD-GluR-B mutant
values 129 6 16 nS, 13 cells from five animals; P . 0.05). These
measurements do not take into account any possible effects of
depletion of GABA stores. However, measurement of the mean
amplitude of inhibitory postsynaptic potentials (IPSPs) in the
train underlying the posttetanic gamma oscillations also showed
no significant difference, although the amplitude of IPSPs in any
given posttetanic gamma response varied much more in GluR-B
mutant mice than in wild-type mice (Fig. 3c). Specific values
were as follows: wild-type, 1.8 6 0.3 mV; GluR-B mutant, 2.1 6
0.7 mV (P . 0.05). The effects of subtle alterations of tetanically
elicited gamma oscillations, induced by subtle alterations in
IPSCs in interneurons alone, are not known experimentally; the
network model, however, suggests that oscillatory behavior is not
sensitive to this parameter (Fig. 7, which is published as sup-
plemental data on the PNAS web site, www.pnas.org).
Interneuronal properties and network oscillations were stud-
ied with simulations (as illustrated above) and with electrophys-
iological techniques (5, 6). Analysis of spontaneous AMPA
receptor-mediated EPSPs seen in 2-min epochs of data from five
wild-type and five mutant mice showed prolonged rise and decay
times (Fig. 3a). Although little difference was seen in the mean
values of these measurements, a significantly larger number of
longer slower-to-peak EPSPs was seen in the mutant (P , 0.05,
two-way nonparametric ANOVA). Single-shock stimulation
(5–20 V) of stratum oriens or stratum radiatum in wild-type mice
elicited either EPSPs alone or EPSPs leading to a single action
potential, whereas single stimulations (5–20 V) in the mutant
elicited EPSPs with spike doublets at intensities more than 10 V.
The incidence of doublets when single shock stimulation was
used was wild-type, 0y5 cells each from one mouse; mutant, 6y6
cells from five mice (data not shown). In simulations, small
Fig. 3. Firing properties of interneurons are altered by genetically manip-
ulated overexpression of GluR-B. (a) Spontaneous EPSP rise time and decay
time plots for stratum pyramidale fast-spiking interneurons, recorded from a
membrane potential of 270 mV. Data are shown as cumulative probability for
.4,000 EPSPs from five cells from five wild-type and five cells from five mutant
mice. Model data show change in unitary EPSC for parameters that best fit the
experimental data: ‘‘wild-type’’ unitary EPSC 5 t exp (2ty0.95) nS, ‘‘mutant’’
unitary EPSC 5 t exp(2ty1.05) nS. (Scale bars: 0.8 nS, 1 ms.) (b) Firing pattern
in response to a single proximal stratum radiatum stimulation. Traces show
response (from 270 mV) to increasing stimulus intensity (5–20 V) for inter-
neurons from wild-type and mutant. Note increasing intensities generate
double spikes in the cell from the mutant. (Scale bars: 50 mV, 40 ms.) Model
data show voltage responses for single interneurons (holding current 20.165
nA) receiving identical EPSC onto single compartments on each of three
dendrites. Each EPSC had the time course ct exp(2tyt), where t 5 0.95 for
control and 1.05 for mutant; c 5 16.1, 47.4, 83.8 nS (top to bottom). Note the
spike doublet in the mutant, but not in the wild type (as in experiment). (Scale
bars: 50 mV, 30 ms.) (c) Pattern of pyramidal cell phasic inhibitory input (upper
traces) and interneuron phasic excitatory input (lower traces) during postte-
tanic oscillations, in wild-type and in mutant mice. The interneuron was
hyperpolarized by injection of 20.2 nA current. [Scale bars (experiment): 2
mV, 100 ms.] Model data show GABAA conductance to an e-cell (upper traces)
and AMPA conductance to an i-cell. Note, in the ‘‘mutant,’’ the more variable
amplitude of GABAA inputs, and the variable width of the AMPA inputs. [Scale
bars (model): 150 nS, 100 ms.] (d) Example traces of interneuron firing patterns
during gamma-frequency oscillations following paired tetanic stimulation,
illustrating the increased incidence of doublet formation and the occurrence
of occasional spike bursts. Model data show voltage of a selected interneuron
from network simulations in the wild type and the mutant. The only difference
in parameters for these simulations was in interneuron EPSC time course
illustrated in a. [Scale bars (experiment and model): 20 mV, 100 ms.] Below are
histograms illustrating the probability of a doublet of interval x relative to the
sample mode. There are 45 doublets from wild-type data (n 5 three cells from
three animals) and 130 doublets from mutant data (n 5 five cells from five
animals). Model histograms were constructed by using ’110 doublet intervals
for simulations of ‘‘wild type’’ and ‘‘mutant’’ gamma oscillations, each pooled
from seven interneurons.
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increases in the time course of EPSC kinetics alone, using a
multicompartment interneuron model (29), gave similar results
(data not shown).
Interneurons from wild-type mice, recorded during two-site
stimulated gamma oscillation, fired in a pattern of single spikes
and spike doublets, as reported previously for rats (4, 6). In
contrast, interneurons from the mutant mice fired in doublets
and triplets during gamma oscillations (Fig. 3c). Analysis of
doublet intervals showed a median interval of 4.2 (3.8–4.8) ms
in slices from wild-type mice and 3.3 (2.9–4.7) ms in the mutant
mice (P , 0.05, two-way nonparametric ANOVA). Network
simulations of gamma oscillations were run, using the model of
3,072 pyramidal neurons and 384 interneurons used above. The
‘‘wild-type’’ simulation was from region II of Fig. 1 (tAMPA 5
0.95 ms), and the ‘‘mutant’’ simulation was from the left-most
portion of region III (tAMPA 5 1.05 ms). Thus, ‘‘wild-type’’ and
‘‘mutant’’ simulations differed only in the slightly different time
courses of interneuron EPSCs, as shown in Fig. 3a. The simu-
lations exhibited the same patterns of interneuronal firing as
observed in the experiments: singlets and doublets in wild type,
doublets and triplets in the mutant. As in the experimental
recordings, ‘‘mutant’’ doublet intervals were shortened, in sim-
ulations, compared with ‘‘wild-type’’ doublet intervals [wild-type
median interval 4.7 (4.3–4.9) ms, mutant median interval 4.1
(3.7–4.6) ms, P , 0.05 Mann–Whitney test].
Two-site stimuli, in the CA1 region of hippocampal slices from
wild-type mice, elicited gamma oscillations that were synchro-
nized between sites on a millisecond time scale (Fig. 4a), as
previously observed in rat hippocampal slices (4–6). In contrast,
two-site synchrony was disrupted in slices from the mutant mice.
Inspection of superimposed field potential traces from the two
sites indicated that the loss of synchrony is reflected in time-
varying phase lags between the sites (Fig. 4a), and not by
differences in mean frequency between the two sites. Exactly this
pattern was observed in network simulations, using the same
manipulation of interneuron EPSP time course illustrated in Fig.
3a (and Fig. 5a in the supplemental data). Synchrony was robust
in wild-type mice, with a median phase difference between sites
of 1.9 (1.0–3.0) ms (Fig. 4b, Inset); in the mutant mice, synchrony
was significantly less precise, with a median phase difference
between sites of 4.4 (2.0–7.0) ms (P , 0.05, two-way nonpara-
metric ANOVA). A similar detrimental effect on long-range
synchrony was observed in cross-correlograms from simulations,
including the prolonged EPSP time course illustrated in Fig. 3a.
As determined by these simulations, phase variations were
caused by the triplet firing of interneurons at one site, combined
with doublet firings at the other site. Disruption in synchrony was
not caused by differences in mean frequency between the two
ends of the array: in the control simulation, the left and right
sides of the array had mean frequency (determined by the first
rightward peak in the autocorrelation) of 42.4 and 39.5 Hz,
respectively; in the ‘‘mutant’’ simulation, the autocorrelations
exhibited multiple peaks, caused by the variable oscillation
intervals, but the main peaks corresponded to 53.2 Hz and 53.8
Hz for the two sides, respectively.
Discussion
Here we show how the firing of spike doublets with precise
interspike intervals acts to stabilize synchrony between two
oscillating neuronal sites and that synchrony is critically deter-
mined by EPSP kinetics in interneurons.
AMPA receptor-mediated currents rise and decay faster in
interneurons than in principal neurons, in part because of
different subunit profiles (30–32). Electrophysiological studies
indicate that, in hippocampus, pyramidalyinterneuron synaptic
connections are powerful and elicit action potentials at short
latency, even in resting conditions, when only one or a few
presynaptic cells fire (19, 24). Hence, such synaptic connec-
tions have the properties desired for providing precise timing
information.
In the mutant mice described here, whose interneurons ex-
press a larger-than-usual content of GluR-B, pyramidaly
Fig. 4. Population gamma oscillations have disrupted synchrony in the mutant mice. (a) Example traces. Paired stratum pyramidale field potential recordings
illustrated from the beginning of the posttetanic oscillatory response induced by paired tetanic stimulation. Recording site separation ’1 mm along the CA1
axis. Recordings are overlaid to illustrate temporal relationship between population spikes at the two sites. Oscillations from the mutant mice show a more erratic
temporal relationship between spike generation at each site. (Scale bars: 3 mV, 100 ms.) Model data show superimposed average voltage signals, from two ends
of the model array, for the two simulations (wild type and mutant). Each average was of 224 somatic pyramidal cell potentials, and the signals are inverted so
as to resemble the experimental field potentials. Note the tight synchrony in the wild type, contrasted with the jittering back and forth in the mutant. (Scale
bars: 50 mV, 100 ms.) (b) Pooled data showing pattern of phase relationship change in the mutant mice. Cross-correlations are taken from data as in a. Control
data show mean cross-correlation plot for data from each of six wild-type mice (gray curves) and the global mean from these plots (black line). Inset shows
distribution of modular phase relationships for 62 paired posttetanic gamma oscillations from 11 slices from six wild-type animals. Cross-correlation data from
slices from mutant mice are represented in the same manner (n 5 5 mice). Note erratic nature of central peak amplitudes. Inset shows distribution of modular
phase relationships from 74 posttetanic oscillations from 15 slices from five mice. Model data show cross-correlations of 200 ms of data from the average signals
shown in a.
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interneuron connections are more powerful (larger andyor
longer AMPA receptor-mediated synaptic currents); indeed,
single shocks elicit double action potentials in the mutant
interneurons, but only single spikes in wild-type, over the range
of stimulus intensities that we investigated. The network conse-
quence of this enhanced synaptic excitability of the mutant
interneurons is that, during tetanically elicited gamma oscilla-
tions, the second spike of each doublet is more likely to be
generated as a consequence of the enhanced local excitation and
thus contains no temporal information required to adjust long-
range synchrony. In addition, interneurons in the mutant fire
triplets as well as doublets and thus, as predicted by our model
(9) (Fig. 1), two-site synchrony of gamma oscillations is dis-
rupted. Evidently, excessive firing of interneurons interferes
with the precision of the feedback signals necessary to sustain
synchrony. Note, however, that interneuron triplet firing per se
need not necessarily disrupt synchrony, either experimentally
during beta (10- to 25-Hz) oscillations (5) or in models (33).
Disruption of synchrony in these experiments was induced by
overexpression of the GluR-B subunit in GABAergic interneu-
rons. Whereas a minority of GABAergic interneurons express
GluR-B at levels comparable with pyramidal cells (34), in most
GABAergic interneurons this subunit is expressed at signifi-
cantly lower levels. This expression pattern has been docu-
mented by in situ hybridization (35–37) and immunocytochem-
istry (34, 38–41). Low GluR-B expression in GABAergic cells
affects a number of AMPA receptor properties, including Ca21
permeability (31, 32, 42, 43), block by polyamines (44), and
single-channel conductance (22), and is the molecular basis for
certain novel forms of plasticity (44–46). Although GluR-B
incorporation into heteromeric AMPA receptors affects other
parameters in addition to kinetics, our experimental and mod-
eling data indicate that the slowing of EPSPs is the principal
factor by which overexpression of GluR-B in GABAergic inter-
neurons disrupts oscillation synchrony.
In summary, our data suggest that the rapid kinetics of AMPA
receptors in interneurons could be serving a distinct neurophys-
iological purpose: to allow precise synchronization of gamma
oscillations over long distances.
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