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Die vorliegende Arbeit beschäftigt sich mit der Frage, wie verschiedene Arten von 
Redundanz gemessen werden können und wie sich die Entfernung dieser Redundanzen auf 
die Größe des Quellcodes auswirkt. Des Weiteren wird untersucht, inwieweit verschiedene 
Programmierkonzepte und Features einen Einfluss auf Redundanzminderung besitzen.  Zu 
diesem Zweck wird zunächst eine Literaturstudie durchgeführt. Weiterhin wird eine 
Definition von intrinsischer Redundanz eingeführt. Zudem werden verschiedene 
Messverfahren analysiert und darauf basierend wird ein Verfahren zur Messung von 
Redundanz anhand der Tokenzerlegung erstellt.  
Für die Untersuchung der Redundanz des Quellcodes sowie die Auswirkung der 
Verwendung von Programmierkonzepten und Features auf die Redundanz, wird ein 
Experiment anhand eines mehrteiligen Code-Korpus mit funktional identischen Code-
Paaren durchgeführt. Zunächst wird dazu die bereinigte Tokenanzahl der Code-Fragmente 
gemessen, ohne dass ein bestimmtes Konstrukt verwendet wurde. Diese Messwerte werden 
dann mit den Messwerten der Code-Fragmente verglichen, in denen das betreffende 
Konstrukt angewendet wird. Es hat sich dabei gezeigt, dass es bestimmte Sprachkonstrukte 
gibt, die eine redundanzmindernde Wirkung besitzen. Für verschiedene Konstrukte zeigte 
sich außerdem, dass ihre Verwendung erst ab einer bestimmten Anzahl oder Größe der zu 
ersetzenden Code-Fragmente, eine redundanzmindernde Wirkung aufweist.   
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Dieses erste Kapitel legt die Motivation für die Thematik sowie die damit einhergehende 
Problemstellung dar. Des Weiteren, werden die grundlegende Vorgehensweise, die 
Forschungsfragen und die ausgewählten Forschungsmethoden genauer betrachtet. Das 
Einleitungskapitel schließt mit einem Überblick über den Aufbau der Arbeit. 
 
1.1 Motivation und Problemstellung 
 
Mit dem stetig steigenden Konsum digitaler Güter ist Software ein wichtiger Bestandteil des 
Alltags geworden. Besonders in kritischen Bereichen, wie beim autonomen Fahren und im 
medizinischen Sektor, ist es unerlässlich, dass die Zahl auftretender Fehler minimiert wird. 
Aber auch in der Wirtschaftswelt zeigt sich, dass eine hohe Verfügbarkeit und Leistung von 
Softwaresystemen unerlässlich sind, da eine Vielzahl an Unternehmen teilweise oder 
vollständig von ihren IT-Systemen abhängig ist. Ausfälle, Fehler oder Sicherheitslücken 
können daher sehr hohe finanzielle Verluste zur Folge haben. 
Um sicherzustellen, dass Systeme korrekt funktionieren, bedarf es daher einer hohen 
Softwarequalität. Diese lässt sich durch die Beschreibung verschiedener Eigenschaften der 
Software oder des Quellcodes ausdrücken. Eigenschaften wie Wartbarkeit, Effizienz, 
Akzeptanz beziehungsweise Benutzbarkeit, Zuverlässigkeit und Sicherheit können sich 
dabei sehr auf die Schreibweise des Quellcodes auswirken (vgl. [Sommerville 2010, S. 8]). 
Besonders die Möglichkeiten der Softwarewartung und der Modifikation des Quellcodes 
können durch Redundanzen, wie Dopplungen oder toten Code, beeinflusst werden. 
Für den Begriff der Redundanz existieren vielzählige Definitionen und Auslegungen, die 
zumeist gemeinsame Bestandteile besitzen, sich allerdings in ihrer Deutung und Anwendung 
unterscheiden. In der Regel gilt hierbei, dass Code als redundant gilt, wenn er durch eine 
geeignete Abstraktion, die Art des Refactorings oder eine Wiederverwendungstechnik in 
seiner Größe reduziert werden kann (vgl. [Leitao 2003]). 
Wichtige Begriffe in diesem Kontext sind beispielsweise Code-Clones, Code-Duplikation 
oder Ähnlichkeit. Diese gelten häufig als Formen der Redundanz, diese sind jedoch nicht 
vollständig deckungsgleich mit Redundanz. Die Code-Clones der Typen Eins bis Drei gelten 
dabei als textuell beziehungsweise strukturell redundant, ein Typ-Vier-Clone als funktionell 
beziehungsweise semantisch redundant, wie in Kapitel 2.2 näher erläutert wird(vgl. [Roy et 
al. 2007]). Diese vier Typen an Code-Clones machen schätzungsweise 30 Prozent des 
bestehenden Quellcodes aus (vgl. [Juergens et al. 2009]). Dabei ist anzumerken, dass diese 
prozentuale Angabe je nach verwendeter Quelle variiert. 
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Nach den Untersuchungen von [Juergens et al. 2009] lässt sich dabei kein direkter 
Zusammenhang zwischen den Eigenschaften von Korrektheit und Wartbarkeit und dem 
Anteil an Code-Clones in einem Projekt nachweisen. Dennoch gelten Code-Clones zumeist 
als schädlich. Dies wird durch eine Befragung von [Käfer et al. 2018] gestützt, in der 36 
Prozent aller Befragten angaben, dass Typ-Vier-Clone ein Problem darstellen, und dass 91 
Prozent ein Werkzeug zum Auffinden und Beseitigen von Typ-Vier-Clones verwenden 
würden. 
Neben den weit erforschten Code-Clones wird Boilerplate-Code als redundant angesehen, 
da dieser meist eine Art Schablone darstellt, die eine Struktur vorgibt oder an vielen Stellen 
implementiert werden muss (vgl. [o.V. 2016]). Boilerplate-Code beeinflusst, per Definition, 
nicht zwangsweise die Programmlogik, zeigt sich allerdings häufig als problematisch bei 
Änderungen, insbesondere was die Konsistenz von Änderungen angeht. 
Solche Redundanzen können durch Generatoren, aber auch manuell durch die Entwickler, 
entstehen. Während durch Generatoren erzeugte Redundanz im Hinblick auf Wartung, 
Lesbarkeit und Verständlichkeit des Codes weitgehend als unproblematisch angesehen 
werden kann, stellt sich dies für manuell eingeführte Redundanz anders dar. Manuell 
erzeugten Redundanzen können wissentlich oder unwissentlich in ein System eingepflegt 
worden sein. Häufig wird dabei auch von einem positiven Ansatz der Redundanz gesprochen, 
welche besonders auf die Fehlertoleranz der Software abzielt und somit die Zuverlässigkeit 
erhöhen soll (vgl. [Carzaniga et al. 2009]). Die negative Seite wird zumeist nur am Rande 
mitbetrachtet, welche zum Beispiel bei der Fehlertoleranz zu zusätzlichem Code führt und 
damit erhöhte Kosten für die Implementierung, das Testen und die Wartung erzeugen kann 
(vgl. [Mattavelli 2016] und [Ducasse et al. 1999]). Diese Kosten steigen bekanntermaßen im 
Verlauf der Entwicklung an, wodurch Redundanzen im Quellcode zu einem erheblichen 
Faktor werden können. 
Unter diesem Gesichtspunkt erscheint es relevant, die Quellcode-Redundanz genauer zu 
betrachten, da sie nicht nur einen Zusammenschluss aus Code-Clones, Duplikation und 
Boilerplate-Code darstellt. Des Weiteren können Redundanzen besonders durch die 
Weiterentwicklung der genutzten Programmiersprache beeinflusst werden, wie zum Beispiel 
durch die Einführung von neuen Schlüsselwörtern oder Features wie Templates oder 
Lambdas. Ebenso können Änderungen an der Struktur oder Schreibweise der 
Programmiersprache zu einer Vermeidung der Redundanz beitragen und gleichzeitig die 
Funktionalität des Systems erhalten. Neben diesen Änderungen an einem Sprachstandard 
existieren auch Konstrukte, wie sprachspezifische Idiome oder die allgemeinen 
Entwurfsmuster, die wesentlich zur Gestaltung des Quellcodes beitragen können. Damit 
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einhergehend entstehen die Fragen, wie man die Redundanz eines Quellcodes quantifiziert 
messen kann und ob die Entwicklung neuer Programmierkonzepte potentiell dadurch 




Um die These, dass Redundanz ein zentraler Treiber für die Evolution von 
Programmierkonzepten ist, untersuchen zu können, bedarf es einer konkreten Definition des 
Begriffes, einer Möglichkeit der Messung und eines Weges, Redundanz exakt zu 
identifizieren. Für eine konkrete Definition steht ein weitreichender Literaturkorpus zur 
Verfügung, in dem allerdings unterschiedliche Definitionen für gleiche oder ähnliche 
Begriffe gegeben werden. Ähnliches gilt auch für die Identifikation im Quellcode, sowie die 
Messung. Gerade durch die unterschiedlichen Definitionen und dem Fokus vieler 
Wissenschaftler auf Code-Clones als Untermenge der Redundanz ist ein gezieltes Auffinden 
von Redundanz momentan noch nicht möglich. Gleichermaßen beschränken sich Metriken 
und Messverfahren eher auf Code-Clones und Ähnlichkeit, wodurch sie nur eine bedingte 
Aussagekraft für Redundanz besitzen (vgl. [Kontogiannis 1997], [Walenstein et al. 2006], 
[Juergens 2011]). 
Um die Redundanz von Quellcode beziehungsweise Code-Fragmenten zu messen, ist es ein 
Ansatz, den Code in seine einzelnen Bestandteile, also in Tokens, zu zerlegt. Dies ermöglicht 
eine Vergleichbarkeit auf textueller Ebene sowie eine Charakterisierung der Redundanz in 
Form einer Anzahl von Tokens, die man mithilfe von Sprachkonstrukten einsparen kann.  
Anhand dieser Grundlage lassen sich vier Forschungsfragen ableiten:  
Forschungsfrage 1: Wie sieht eine konkrete Verfahrensweise zur Messung von Redundanz 
anhand von Tokens aus? 
Forschungsfrage 2: Welcher Zusammenhang besteht zwischen dem Einsatz bestimmter 
Sprachfeatures oder Konzepten und der Tokenanzahl? 
Forschungsfrage 3: Wie verändert sich die Tokenanzahl durch Eliminierung der 
Redundanzformen? 
Forschungsfrage 4: Wie sollten potentiell redundanzmindernde Sprachkonstrukte einer 
Programmiersprache eingesetzt werden, um Redundanzen zu verringern? 
Anzumerken ist hierbei, dass die zweite Forschungsfrage vorwiegend einer kritischen 
Betrachtung des Themas Redundanz dient. Somit soll ein Einblick gegeben werden, wie 
stark oder schwach bestimmte Sprachfeatures und Konzepte den Quellcode beeinflussen. 
Dazu wird auch ein Vergleich der theoretischen zur praktischen Anwendung herangezogen, 
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wie zum Beispiel der Anwendung von Best Practices und Style-Conventions (vgl. [Gabel/Su 




Zur Beantwortung der Forschungsfragen ist es zunächst notwendig, einen Überblick über 
die bisherige Bearbeitung der Thematik zu erhalten. Zu diesem Zweck wurde eine 
Literaturstudie nach [Kitchenham 2004] durchgeführt, welche die Grundlage für die spätere 
Untersuchung und Auseinandersetzung mit der Thematik bildet. Diese besteht aus den drei 
Phasen Planung, Durchführung und Berichterstattung. Die Phasen der Planung und 
Durchführung werden im weiteren Verlauf der Arbeit unter Punkt 2.1 noch weiter erläutert. 
Die Phase der Berichterstattung findet implizit im gesamten Rahmen der Arbeit statt. 
Aufbauend auf den erarbeiteten Grundlagen wurde ein kontrolliertes Experiment 
durchgeführt und anschließend ausgewertet (vgl. [Sjoberg et al. 2007]). Dabei besteht ein 
Experiment aus einer Art Behandlung in Form einer Veränderung der Bedingungen des 
Experiments, einer Ergebnismessung und bestimmten Versuchseinheiten, die in der Regel 
zufällig bestimmten experimentellen Gruppen zugeordnet werden. Die verschiedenen 
funktionellen Code-Paare stellen hier die unterschiedlichen Versuchseinheiten dar, welche 
in Punkt 4.1 und 5.2 genauer betrachtet werden. In Kapitel Vier und Fünf wird die 
Ergebnismessung dokumentiert. Die Behandlung ist durch die Anwendung des 
Messverfahrens inklusive der dazugehörigen Auswertung in den Kapiteln Vier bis Sechs 
genauer erläutert.   















Abbildung 1: Vorgehensweise anhand eines BPMN-Modells 
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1.4 Aufbau der Arbeit 
 
Die Arbeit ist in sechs Kapitel gegliedert. Kapitel Eins dient einer allgemeinen Einleitung in 
die Thematik sowie dem Aufzeigen der Forschungsschritte zur Erreichung des Ergebnisses. 
Im anschließenden zweiten Kapitel wird dargelegt, wie die Literaturstudie begleitend zur 
Untersuchung durchgeführt wurde. Anhand der erarbeiteten Ergebnisse werden 
grundlegende Begriffe definiert und der Begriff Redundanz wird kritisch im Vergleich zu 
seiner sonstigen Verwendung diskutiert. 
Im Kapitel Quellcode Tokenization wird zunächst auf den Begriff der Tokenization 
eingegangen und das verwendete Werkzeug Quex wird genauer betrachtet. Dazu werden die 
genaue Konfiguration und Verwendung des Tools zur Messung der Code-Fragmente 
aufgezeigt. Das vierte Kapitel beinhaltet zunächst die Herangehensweise und Erstellung des 
Verfahrens zur Messung der Redundanz sowie eine Abgrenzung zu den bestehenden 
Verfahren und Metriken, die für Ähnlichkeit, Code-Clones oder Redundanz in der Literatur 
existieren. Zudem soll dieses Kapitel dazu dienen, eine Reihe von Programmierkonzepten 
und Features zu betrachten, welche bei der Erstellung des Code-Korpus berücksichtigt 
werden. Einzelne Konzepte werden demnach ausgewählt und anhand der Tokenzerlegung 
betrachtet, um eine Schätzung aufzustellen, wie sich die Verwendung auf den jeweiligen 
Code auswirken kann. Zuletzt wird in diesem Kapitel dargelegt, wie der Testkorpus zur 
initialen Bestimmung des Verfahrens aufgebaut wurde und welche Ergebnisse das 
Messverfahren anhand dieses Testkorpus erzielt. 
Auf dieses Kapitel folgend wird im fünften Kapitel die durchgeführte Evaluation des 
Messverfahrens genauer betrachtet. Zur Evaluation der Messung diente ein zweiter Teil des 
Code-Korpus, der Evaluationskorpus. Um sich dem redundanten Code anzunähern, besteht 
dieser zum Teil aus Code-Clones aus ausgewählten Open Source Projekten, da Code-Clones 
als einzige Teilmenge der Redundanz durch Tools aufzufinden sind. Dazu wird erläutert, wie 
die Projekte ausgewählt und ausgewertet wurden. 
Den Abschluss dieser Arbeit bildet das sechste Kapitel, welches die Ergebnisse 
zusammenfasst und mögliche Fehler betrachtet. Die Arbeit schließt mit einem Überblick 









Dieses Kapitel legt die Definitionen der Begrifflichkeiten fest, die im weiteren Verlauf der 
Arbeit verwendet werden. Zu diesem Zweck wird erläutert, wie bei der Literaturstudie 
vorgegangen wurde und worin sich die Definition von Redundanz innerhalb dieser Arbeit 
von anderen in der Literatur existierenden Definitionen unterscheidet. 
 
2.1 Aufbau der Literaturstudie 
 
Die Literaturstudie beginnt in der Planungsphase mit der Ermittlung der Notwendigkeit für 
eine Literaturstudie. Diese Phase stellt fest, wofür die Studie genutzt wird, welche 
Datenbankwn durchsucht werden und welche Ein- und Ausschlusskriterien festgelegt 
werden (vgl. Kitchenham 2004]). 
Die Studie wird für drei Bereiche genutzt. Zunächst soll der Redundanzbegriff für die 
Verwendung in dieser Arbeit konkretisiert und abschließend vom Gebrauch in der Literatur 
abgegrenzt werden. Ebenso dient die Recherche der Gegenüberstellung von verschiedenen 
Messverfahren für Redundanz und Code-Clones. Letztendlich dient sie auch der Auswahl 
eines geeigneten Tools zur Code-Clone-Erkennung für die Vervollständigung des 
Evaluationskorpus. Zur Erstellung der Literaturstudie dienen die digitalen Datenbanken 
IEEE Xplore, ACM, arXiv sowie Google-Scholar. Die ausgewählten Dokumente unterliegen 
keinem zeitlichem Ausschlusskriterium, stammen aber aus dem Bereich der 
Softwareentwicklung und damit verwandten Themen. 
Das Prüfprotokoll, welches den zweiten Schritt der Planungsphase darstellt, dokumentiert 
die Auswahl der Dokumente anhand bestimmter Selektionskriterien. Hierbei wird der Titel, 
das Abstract und die Konklusion betrachtet und ihre Nützlichkeit für das Thema bewertet. 
Der Fokus liegt dabei auf der Quellcode-Redundanz und ähnlichen Begrifflichkeiten sowie 
der jeweiligen Messungsmöglichkeit. 
Die zweite Phase der Literaturstudie umfasst die direkte Durchführung der Recherche. Dazu 
wurden die digitalen Datenbanken mit einer Kombination von verschiedenen Suchwörtern 




Abbildung 2: Begriffsnetz der Literaturstudie 
 
Die so ausfindig gemachten Veröffentlichungen wurden anhand des Prüfprotokolls 
betrachtet. Die dabei ausgewählten Quellen beschränken sich auf die deutsche und englische 
Sprache. Exklusionen aus der Recherche waren hauptsächlich nur beim Thema Code-Clones 
nötig, wenn die beschriebenen Tools und Algorithmen unzureichend dargestellt oder nicht 
anwendbar waren. 
Die Datenextraktion, -synthese und -darstellung werden implizit in den jeweiligen 
Abschnitten der Arbeit dargestellt. Insgesamt wurden 124 verschiedene Veröffentlichungen 
aus dem Zeitraum von 1982 bis 2018 betrachtet und 56 als nützlich für die Arbeit eingestuft, 
neun wurden aufgrund von inhaltlichen Dopplungen ausgeschlossen. 
 
2.2 Definition der betrachteten Begrifflichkeiten 
 
Code-Fragment: Als Code-Fragment wird eine Menge von Zeilen an Code bezeichnet, die 
zusammen eine Grundeinheit des gesamten ausführbaren Quellcodes und die in ihm 
verankerten statischen Daten darstellt. Zumeist besteht ein Code-Fragment aus mindestens 
fünf Anweisungen (vgl. [Su et al. 2016] & [Sheneamer/Kalita 2016]). 
 
Ähnlichkeit (engl. similarity): Der Begriff Ähnlichkeit beschreibt, in welchem Maße sich 
Systeme, Code-Fragmente oder Anweisungen ähnlich sind. [Walenstein et al. 2006] 
beschreibt die Ähnlichkeit im konkreten Fall als den Grad, in dem sich zwei voneinander 
unabhängige Programme darin ähneln, eine bestimmte Aufgabe zu erfüllen. 
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Grundsätzlich wird zwischen zwei Typen der Ähnlichkeit unterschieden. Diese umfasst zum 
einen die gegenständliche beziehungsweise repräsentative Ähnlichkeit (engl. 
representational similarity), welche eine statische Form der Ähnlichkeit beschreibt (vgl. 
[Walenstein et al. 2006]). Dabei werden vorwiegend Anweisungen, Blocks, Klassen oder die 
Architekturebenen in Form von reinem Text, Tokens, abstrakten Syntaxbäumen oder 
Programmabhängigkeitsgraphen (engl. program dependence graph) verglichen (vgl. 
[Juergens et al. 2010]). So misst [Đurić/Gasevic 2013] zum Beispiel die tokenweise 
Übereinstimmung zweier Strings als die verdoppelte Länge aller Übereinstimmungen geteilt 
durch die Summe der Länge beider Tokensequenzen. Auf eine ähnliche Art und Weise 
verglich bereits [Baxter et al. 1998] mehrere Syntaxbäume von Programmen anhand der 
gemeinsamen und unterschiedlichen Knoten der Bäume. 
Der zweite Typ der Ähnlichkeit ist die semantische oder verhaltensorientierte Ähnlichkeit 
(engl. semantic/behavioral similarity), welche sich funktionell oder in der Ausführung 
zeigen kann. Funktionell ähnlich sind zwei Programme, wenn sie zwei ähnliche Funktionen 
implementieren, was meist am Input-Output Verhalten gemessen wird. In der Ausführung 
gelten dabei zwei Programme als ähnlich, wenn sie ähnliche Status, Statusänderungen oder 
ähnliche Strukturen im Bytecode aufweisen (vgl. [Walenstein et al. 2006] & [Juergens et al. 
2010]). 
[Juergens et al. 2010] führt dabei den Begriff „Simion“ ein. Dieser beschreibt ein Paar von 
Code-Fragmenten oder Programmen, welche semantisch ähnlich sind und jeweils 
unabhängig voneinander entstanden sind. Dieser Begriff grenzt sich von syntaktischen und 
semantischen Code-Clones ab, da beim Begriff Code-Clone in der Regel impliziert wird, 
dass es eine gemeinsame Instanz gibt, von der der Clone abgeleitet wurde. 
 
Code-Clone: Die Definition von Code-Clones hängt stark von der jeweils 
zugrundeliegenden Definition von Ähnlichkeit ab, da man im Allgemeinen unter Code-
Clones Programme oder Code-Fragmente versteht, die zueinander identisch oder ähnlich 
sind (vgl. [Roy et al. 2007]). In der Regel sind Code-Clones Duplikate, die sich auf 
syntaktische, semantische oder funktionale Weise auf den Quellcode auswirken. Diese 
Duplikate implizieren also den Vorgang des Kopierens und Einfügens von Code-Fragmenten, 
wodurch ein Clone entsteht. 
Es lassen sich vier unterschiedliche Typen an Code-Clones identifizieren. Dabei sind die 
Typen Eins bis Drei der repräsentativen Ähnlichkeit und Typ-Vier der semantischen 
Ähnlichkeit zuzuordnen (vgl. [Roy et al. 2007]): 
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- Typ-1: Identische Code-Fragmente mit Ausnahme von Variationen an Leerzeichen und 
Kommentaren. 
- Typ-2: Strukturell/syntaktisch identische Fragmente mit Ausnahme von Variationen an 
Bezeichnern, Literalen, Typen, Layout und Kommentaren. 
- Typ-3: Code-Fragmente mit Modifikationen wie geänderten, entfernten oder hinzugefügten 
Anweisungen, ebenso wie Variationen an Bezeichnern, Literalen, Typen, Kommentaren und 
Layout. 
- Typ-4: Code-Fragmente, die gleiche oder ähnliche Berechnungen durchführen, ohne dabei 
syntaktisch ähnlich zu sein. 
Für die Erkennung der verschiedenen Typen von Code-Clones gibt es zahlreiche Methoden 
und Tools, die an bestehenden Benchmarks getestet wurden. Diese Verfahren sind zum Teil 
analog zu den Messverfahren für Ähnlichkeit, sodass Detektionsverfahren über Text, Tokens 
und abstrakte Syntaxbäume existieren. In der Regel können diese Verfahren die Typen Eins 
bis Drei im Quellcode identifizieren. Für den Typ-Vier-Clone sind Programm-
abhängigkeitsgraphen oder metrikbasierte Ansätze nötig, welche aber noch nicht zu 100% 
korrekt Code-Clones entdecken können (vgl. [Roy et al. 2009]). Neben diesen bilden sich 
auch vielversprechende Ansätze aus dem Bereich Machine-Learning und Neuronale Netze 
heraus, welche womöglich mit einer sehr hohen Quote alle Typen von Code-Clones 
identifizieren können (vgl. [Alon et al. 2019]). 
Als eine besondere Art von Code-Clones sind an dieser Stelle Quellcode-Plagiate zu 
erwähnen. Diese Plagiate stellen in der Regel Code-Clones der Typen Eins bis Drei dar, 
welche besonders in der Lehre von Programmierung und Softwareentwicklung, bei 
Studenten auftreten (vgl. [Ligaarden 2007]). [Ligaarden 2007] erläutert zwölf strategische 
Änderungen, um Code-Plagiate zu verstecken und beschreibt anschließend Metriken eines 
abstrakten Syntaxbaumes, um diese Plagiate aufzuspüren. 
Neben diesen strategischen Änderungen existiert eine Vielzahl von Gründen, um 
Duplikation oder Code-Cloning zu betreiben. Zunächst gilt das Kopieren von Code als 
einfacher, schneller und effizienter als das Schreiben einer Methode oder Prozedur, wodurch 
ein Zeitlimit besser bewältigt werden kann (vgl. [Ducasse et al. 1999]). Damit einhergehend 
besteht die Möglichkeit, dass es zu kompliziert ist, eine geeignete Abstraktion ohne Code-
Clones zu finden, oder dass das Code-Cloning Bestandteil des Programmierstils des 
Entwicklers ist (vgl. [Baxter et al. 1998]). 
Ein sehr häufiger Grund für Code-Clones ist der Zufall. Dieser tritt auf, wenn mehrere 
Programmierer gleichzeitig eine ähnliche Funktion implementieren oder ein Entwickler dies 
zu unterschiedlichen Zeitpunkten tut. Dies wird besonders dadurch bekräftigt, dass 
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Programmiersprachen bestimmte Limitation aufweisen und dadurch ein bestimmter 
Workaround oder ein Idiom zur Lösung genutzt werden (vgl. [Baxter et al. 1998] & [Leitao 
2003]). Zuletzt ist noch die Zusammenführung ähnlicher Systeme zu erwähnen, bei der die 
Duplikationen nicht übergreifend identifiziert werden konnten (vgl. [Kaur/Maini 2015] & 
[Roy et al. 2007]). 
 
Boilerplate-Code: Unter Boilerplate-Code ist ein Quellcode zu verstehen, der als anfällig 
für Änderungen und leicht falsch zu machen gilt. Dadurch gilt er als lästig zu schreiben und 
zu lesen (vgl. [Lämmel/Jones 2003]). Die Aufgaben des Boilerplate-Codes sind dabei nicht 
unbedingt notwendig für die Programmlogik, jedoch essentiell für die Ausführung. Dies 
schlägt sich häufig in einer Art Schablone nieder, welches an vielen Stellen des Quellcodes 
implementiert werden muss, wie zum Beispiel bei Netzwerkprotokollen, Parsern oder 
Getter/Setter-Methoden (vgl. [o.V. 2016]). Anzumerken ist hierbei, dass zum Beispiel die 
Getter/Setter-Methoden zwar automatisch mithilfe von Entwicklungsumgebungen und Tools 
erzeugt werden und damit zu einer Verschlechterung der Lesbarkeit beitragen. In Java zum 
Beispiel müssen diese Methoden händisch oder automatisiert geschrieben werden, 
wohingegen sie in Kotlin optional sind und automatisch generiert werden. 
 
Idiome: Als Idiome werden syntaktische, grammatische oder strukturelle Konstrukte 
bezeichnet, welche besonders von erfahrenen Programmierern verwendet werden (vgl. 
[Snyder 1982]). Dabei dienen sie meist der Lösung eines semantisch wiederkehrenden 
Problems wie zum Beispiel der Iteration durch ein Array (vgl. [Allamanis/Sutton 2014]). 
Die meisten idiomatischen Ausdrücke und Konstrukte sind sprachspezifisch und können in 
Form von Sprachkonventionen, typischen Lösungsansätzen, Code-Strukturen oder der 
Implementierung von Entwurfsmustern auftreten. 
Zu unterscheiden sind Idiome vom Boilerplate-Code anhand der Art ihrer Verwendung. Ein 
Boilerplate-Code muss für bestimmte Funktionalitäten eingehalten werden, Idiome 
hingegen stellen oft eine Art Best-Practice dar. 
 
Redundanz: Abhängig von der Art der Betrachtung wird auch der Begriff der Redundanz 
sehr unterschiedlich ausgelegt (Siehe Punkt 2.3). Die hier verwendete Form der Redundanz 
wird in Abbildung 3 als Obermenge von Code-Clones, Boilerplate-Code und intrinsischer 
Redundanz dargestellt. Aufgrund dessen, dass Boilerplate-Code und Idiome einen festen 
Bestandteil von Programmiersprachen und Konventionen bilden, wodurch es zu einer 
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vielfachen Verwendung der Konstrukte kommt, können sie zur Redundanz hinzugezählt 















Abbildung 3: Redundanz betrachtet in Form eines Mengendiagrams 
 
Intrinsische Redundanz beschreibt Code-Fragmente, die aufgrund ihrer Schreibweise und 
enthaltenen Bestandteilen bereits redundanten Inhalt besitzen. Dies wird durch die 
allgemeine Begriffserklärung des Dudens impliziert, in dem die Redundanz als „das 
Vorhandensein von eigentlich überflüssigen, für die Information nicht notwendigen 
Elementen“ [o.V./Duden 2019] beschrieben wird. Mit dem Fokus auf eine direkte 
Codegröße, welche hierfür in Token gemessen wird, gilt: Ein Code-Fragment ist intrinsisch 
redundant, wenn es mithilfe eines oder mehrerer geeigneter Sprachkonzepte so umformuliert 
werden kann, dass weniger Tokens benötigt werden, aber die Funktionalität des Fragments 
und des Systems erhalten bleiben. Dies geschieht zum Beispiel durch die Einführung von 
Vererbung in Klassen oder der Anwendung von Templates anstatt einer typweisen 
Implementierung von Funktionen. Wird dazu ein zeitlich unbegrenzter Bereich betrachtet, 
ist es aus der Argumentation von [Chaitin 2001] folgend unmöglich, einen minimal 
redundanten Quellcode zu bestimmen, da durch die Weiterentwicklung der 
Programmiersprachen immer neue Konstrukte oder Schreibweisen eingeführt werden 
können, die die Größe des Quellcodes verringern können.  
Neben der intrinsischen Redundanz können Code-Fragmente auch textuelle oder strukturelle 
Dopplungen aufweisen, welche meist in Form der Code-Clone Typen Eins bis Drei auftreten. 
Des Weiteren können funktionell äquivalente Dopplungen auftreten. Diese zeichnen sich 
dadurch aus, dass zwei Code-Fragmente in ihrer Ausführung funktional äquivalent sind, 
wenn sie bei gleichem Input und Startstatus in einem gemeinsamen Endstatus oder Ergebnis 
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enden (vgl. [Mattavelli 2016]). Solche Zustände gelten als äquivalent, wenn sie identisch 
oder durch eine Beobachtung nicht zu unterscheiden sind. Die Programme/Code-Fragmente 
dürfen dabei während der Ausführung unterschiedliche Status erreichen, solange wie die 
beobachtbaren Effekte gleich bleiben (vgl. [Carzaniga et al. 2015] & [Hennessy/Milner 
1985]). 
Alle diese Formen an Dopplungen gelten daher als redundant, da es auch hier ein 
Sprachkonzept oder eine Möglichkeit zur Abstraktion gibt, sodass der Code mit weniger 
Tokens dargestellt werden kann, ohne Funktionalität zu entfernen. Dies baut auf dem 
Konzept von [Gabel/Su 2010] auf, bei denen die syntaktische Redundanz von Quellcode als 
Maß für Einzigartigkeit untersucht wurde. Dies wird anhand des allgemeinen Aufbaus der 
Grammatik einer Programmiersprache begründet, da diese spezifischen Verwendungen von 
Elementen, Strukturen oder idiomatischem Quellcode bestimmen. Als Beispiel wird hierzu 
Java angeführt, in welchem Statements innerhalb von Methoden, Methoden innerhalb von 
Klassendeklarationen stehen müssen, und Statements aus vordefinierten Schlüsselwörtern 
und Zeichensetzung bestehen (vgl. [Gabel/Su 2010]). 
Anhand der Wirkung von Redundanz auf den Quellcode und den Enwicklungs- sowie 
Ausführungsprozess wird auch von positiver und negativer Redundanz gesprochen. Eine 
positive Redundanz bezieht sich dabei auf Eigenschaften der Software wie gezielte 
Einführung von Fehlertoleranz und Robustheit durch Redundanz oder eine 
Selbstheilungsfähigkeit des Systems (vgl. [Carzaniga 2015]). Eine solche Redundanz wird 
bewusst bei N-Versionsprogrammierung verwendet. Dabei entstehen zwar höhere Kosten 
während der Entwicklung, diese lassen sich aber während der Laufzeit durch die 
Wiederherstellungsmöglichkeit des Systems kompensieren (vgl. [Mattavelli 2016]). Zudem 
kann es die Entwicklungszeit beschleunigen, indem der funktionierende Code nur noch 
angepasst werden muss, anstatt ihn neu zu schreiben (vgl. [Ducasse et al. 1999]). 
Die bewusste aber auch eine zufällige Einführung von Redundanz, kann auch negative 
Auswirkungen besitzen. Solche negative Redundanz kann zu einem erhöhten Bedarf an 
Wartungen führen. Das Beheben von Fehlern an vielen Stellen wirkt sich dabei besonders 
negativ auf die Kosten der Änderungen sowie deren Sicherheit und Konsistenz aus (vgl. 
[Ducasse et al. 1999] & [Imai et al. 2002]). Ebenso können Redundanzen die Compile-Zeit 
erhöhen und die erstellten Ausführungsdateien vergrößern, was gleichermaßen auch für 
automatisch generierte Redundanz gilt (vgl. [Ducasse et al. 1999]). Des Weiteren sorgt ein 
Anstieg an Quellcode meist auch zu einer Erhöhung der Komplexität des Systems. Dies 
erschwert somit die Lesbarkeit und Verständlichkeit, was wiederum in einer Erhöhung der 
Einarbeitungszeit für neue Entwickler resultiert (vgl. [Kaur/Maini 2015]). 
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2.3 Abgrenzung des verwendeten Redundanzbegriff zu seiner sonstigen 
Verwendung 
 
Der Begriff Redundanz beziehungsweise Code-Redundanz ist bereits weit verbreitet und 
unterliegt daher einer Reihe an Beschreibungen, welche sich zum Teil deutlich von der hier 
verwendeten Definition unterscheiden. 
Der naheliegendste Gebrauch umfasst fast ausschließlich Code-Clones, wodurch ein 
erheblicher Anteil der Redundanz nicht erfasst wird. Dabei werden Code-Clones als 
redundant angesehen, wenn sie durch eine neue Funktion oder ein neues Makro eliminiert 
werden können (vgl. [Imai et al. 2002]). Unter besonderer Betrachtung stehen dabei Typ-
Eins bis Typ-Drei-Clone, da sie je nach Auffassung als redundant [Imai et al. 2002] oder als 
nicht redundant [Mattavelli 2016] gelten können. [Mattavelli 2016] begründet dies anhand 
seiner Redundanzmetrik, welche den Unterschied von Funktionalität und Ausführung 
betrachtet. Daher, dass jene „Copy and Paste“-Clones zwar dieselbe Funktionalität erfüllen, 
aber auch dieselbe Ausführung besitzen, führt die Auswertung anhand seines 
Messverfahrens zu einem geringen Redundanzwert. 
Bei genauerer Betrachtung der Beschreibung des Duden [o.V./Duden 2019], welche bereits 
im vorherigen Punkt dargelegt wurde, gelten auch Code-Bestandteile wie ‚toter‘ oder 
unerreichbarer Code als redundant [Dandan et al. 2012]. Dies ist jedoch für die hier 
vorliegende Betrachtung nicht weiter von Nutzen, da ein Entfernen dieser Teile keine 
Auswirkung auf die eigentliche Funktionalität des Codes hat, aber immer in einer geringeren 
Tokenanzahl resultiert. 
Der Begriff Redundanz existiert ebenso im Bereich der Datenbanken, von wo aus er 
teilweise auf die Thematik Quellcode übertragen wird. Diese Beschreibung bezieht sich auf 
Dopplungen von Daten und Datenstrukturen, welche zumeist bewusst in Datenbanken, 
jedoch häufig unbewusst in den Quellcode eingeführt werden (vgl. [Juergens 2011]). 
[Juergens 2011] spricht von einer Art Kompressionspotential, welches sich aus der 
Informationstheorie ableiten lässt. Dabei ist anzumerken, dass bei diesem Potential nicht 
zwangsweise die Größe des Quellcodes im Vordergrund steht, sondern der Fokus vielmehr 
auf den Ausführungsdateien und der Kompilation der Programme liegt. Ähnlich zu diesem 
Gesichtspunkt betrachtet [Johnson 1993] die Redundanz. Hier heißt es, dass eine 
Charakteristik als redundant gilt, wenn diese mithilfe eines Datenkompressionsalgorithmus 
mit weniger Bits dargestellt werden kann (vgl. [Johnson 1993]). Der Kerngedanke dieser 
Betrachtungsweise, dass ein Code mit geringerer Größe darstellbar ist, wurde auch in der 
bereits erläuterten intrinsischen Redundanz berücksichtigt. 
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Ähnlich zur kleineren Darstellung von Quellcode wird auch die Test-Redundanz von 
[Koochakzdeh et al. 2009] betrachtet. Hierbei geht es um eine Ansammlung von Testfällen, 
welche durch direkte Dopplungen oder durch ihre mehrfache Abdeckung der 
Programmstatus redundant sind. Die Bezeichnung für semantische Redundanz beschreibt so 
einen Testfall, welcher nicht die Fehlerentdeckungsmöglichkeit der Ansammlung erhöht, das 
heißt, wenn er als Teilmenge eines anderen Tests nicht mehr zur allgemeinen Abdeckung der 
Fälle beitragen kann (vgl. [Koochakzdeh et al. 2009]). 
[Gabel/Su 2010] beschreiben die syntaktische Redundanz anhand der syntaktischen 
Elemente einer Programmiersprache. Als syntaktisch redundant wird dabei die Proportion 
an redundanten Tokens in einem Projekt bezeichnet. Diese Tokens sind dabei allerdings als 
Sequenz zu betrachten, wenn es für einen beliebigen Betrachtungsraum des Projektes eine 
Untermenge an Tokens gibt, die bereits existiert (vgl. [Gabel/Su 2010]). 
Diese Betrachtungsweise der Redundanz wurde bei [Lin et al. 2017] im Kontext der Code-
Komplettierung erweitert. Dazu werden die Redundanzen als identische Teile beschrieben, 
die mehrfach vorkommen. Das bedeutet, ein Statement ist redundant, wenn dieses mehr als 
einmal in der Code-Basis des Projektes auftritt. Durch diese Definition ist Quellcode im 
Allgemeinen als sehr stark redundant einzuschätzen. Auch hier wird auf eine Token-Ebene 
abstrahiert, wodurch auch unterschiedliche Ausdrücke als zueinander redundant 
eingeschätzt werden. Für eine Betrachtung von längeren Sequenzen an Tokens gilt dabei, 
umso länger die Sequenz, desto geringer die Redundanzrate des Quellcodes (vgl. [Lin et al. 
2017]). Demnach fokussiert sich diese Anschauung mehr darauf, wie häufig bestimmte 
Konstrukte im Code vorkommen und wie ähnlich sich bestimmte Sequenzen sind, und nicht 
wie sich der Code durch die Anwendung der Konzepte verändert. 
Außerdem ist in diesem Kapitel noch auf die Thematik der Ausführungsredundanz 
einzugehen, welche sich vom Prinzip her nicht von der bereits gegebenen Definition 
unterscheidet, sich allerdings nicht auf die Größe des Codes, sondern nur auf dessen 
funktionales Verhalten bei der Ausführung konzentriert. Im Themenfeld der positiven 
Redundanz bedeutet dies, dass ein System redundant ist, wenn es fähig ist, logisch 
einzigartige Funktionalitäten auf verschiedenen Wegen oder mehreren Instanzen 
auszuführen (vgl. [Carzaniga et al. 2009]). Die betrachteten Funktionalitäten werden dabei 
meist über eine Input-Output-Äquivalenz definiert, bei der die Ausführung der Programme 
und Methoden sich entweder in mindestens einem Ausführungsstrang oder den erreichten 
Status unterscheidet (vgl. [Goffi et al. 2017] & [Carzaniga et al. 2015]). 
Als Beispiel für eine solche Redundanz gibt [Mattavelli 2016] die Methoden put(K key, 
V value) und putAll(K key, Iterable< Extends V> values) aus der 
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Klasse AbstractMultimap<K, V> der Google-Guava-Bibliothek an. Diese beiden 
Methoden unterscheiden sich darin, dass putAll(k,c) eine Kollektion c an Werten, und 
put(k,v) nur einen einzigen Wert v erhält. Bei der Ausführung dieser beiden Methode 
mit demselben Key k und der Kollektion c, welche nur den Wert v enthält, sind sie damit 




3.  Quellcode-Tokenization/lexikalische Analyse 
 
Im folgenden Kapitel wird erläutert, wie das verwendete Tool Quex zur Erstellung eines 
Lexers konfiguriert und verwendet wurde. Zu diesem Zweck wird ein Einblick in die 
Thematik der Tokenization und der lexikalischen Analyse gegeben. 
 
3.1 Grundlage Tokenization 
 
Der Ursprung der Tokenisierung liegt im Unterteilen von natürlichen Sprachen in 
sogenannte Tokens. Als Tokenisierung bezeichnet man ein Segmentierungsverfahren, 
welches einzelne Wörter beziehungsweise logische Einheiten eines Textes erfasst (vgl. 
[Carstensen et al. 2010, S. 264]). Dieser Vorgang wird auch lexikalische Analyse oder 
Lexing genannt. Eine Segmentierung erfolgt bei natürlichsprachlichen Texten in Wörter und 
Interpunktionen (vgl. [Kaplan 2005]). 
Für den Quellcode von Programmen werden anhand des verwendeten Tokenizers sämtliche 
Kommentare, Leerzeichen und Tabulatoren entfernt und die Tokens exakter spezifiziert (vgl. 
[Drindan/Oepen 2007]). Diese Spezifizierungen erlauben es anschließend, Gruppen von 
Tokens zu bilden, welche eine ähnliche oder gemeinsame Bedeutung besitzen. Eine solche 
Gruppierung ist einer weiterführenden Analyse nützlich, wie es bei Parsern der Fall ist. 
[Basit et al. 2007] verwendete beispielsweise eine Unterteilung nach Operatoren, 
Schlüsselwörtern, Interpunktion, Symbolen und Zugriffsspezifizierer. 
In der Praxis sind Tokenizer meist bereits Bestandteil eines Parsers und erfüllen so eine 
vorverarbeitende Funktion. Die meisten frei zugänglichen Tokenizer, wie zum Beispiel der 
Stanford-Tokenizer1, sind bereits auf eine spezielle natürliche Sprache oder Programmier-
sprache eingestellt. Für eine optimale Tokenzerlegung ist es daher wichtig, dass eine 
Konfiguration des Tokenizers vorgenommen werden kann.  Zu diesem Zweck wurden 
sogenannte Lexer-Generatoren genauer betrachtet, welche zumeist anhand von regulären 
Ausdrücken (engl. regular expressions) konfiguriert wurden. Solche durch Generatoren 
erstellte Tokenizer gelten als weniger anfällig für Fehler und können schnellere und kleinere 
Tokenizer erzeugen als handgeschriebene Lexer (vgl. [Bumbulis/Cowan 1993]). 
Die meisten Lexer besitzen dabei eine bestimmte Vorgehensweise, welche sich je nach 
Implementierung unterscheiden kann. Die häufigsten Schritte beinhalten:  
1. Eine konkrete Definition an Schlüsselwörtern  
                                               
1 https://nlp.stanford.edu/software/tokenizer.html , letzter Zugriff 19.07.2019 
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2. Eine Identifikation von Nummern und Bezeichnern  
3. Eine Sonderbehandlung von Kommentaren 
4. Eine Zerlegung der Tokens anhand von Leerzeichen, Tabulatoren und ähnlichem  
5. Eine Möglichkeit zur Erkennung verschiedener Operatoren (vgl. [Kantorovitz 2004]). 
Zur Auswahl eines geeigneten Tools wurden drei Kriterien erstellt: 
1. Es muss möglich sein, den Tokenizer auf die Merkmale von C++ einzustellen, wie die 
Schlüsselwörter, Operatoren und Präprozessoranweisungen. 
2. Es muss eine geeignete Dokumentation für das Werkzeug zur Verfügung stehen, um den 
Tokenizer optimal konfigurieren zu können. 
3. Die Anpassung und Verwendung des Tools sollte sich für die Messung eignen. 
Für diese Auswahl wurden zunächst sieben verschiedene Tools betrachtet. Aufgrund der 
Eigenschaft des Lexer-Generators sind alle sieben auf die Sprachmerkmale von C++ 
einstellbar. Jedoch besitzen nur Quex, Flex und re2c eine vorimplementierte 
Konfigurationsdatei für C++. Die Dokumentation ist für diese drei Tools recht gut 
ausgeprägt. Letztlich wurde Quex ausgewählt, da es eine einfach anzupassende Lexer- sowie 
Konfigurationsdatei besitzt und sehr nah an dem von [Kantorovitz 2004] dargelegten 
Algorithmus arbeitet. 
 
3.2 Verwendung des Tools Quex 
 
Das ausgewählte Tool Quex wurde von F. Schaefer entwickelt und erstmals in Version 0.43.1 
am 02.08.2009 auf Sourceforge.net veröffentlicht. Die verwendete Version 0.69.4 stammt 
vom 19.05.2019 [Schaefer 2019]. Wie bereits erläutert, besteht die Konfiguration von Quex 
für die Tokenzerlegung aus zwei Dateien: einer Quexdatei, welche anhand von regulären 
Ausdrücken die einzelnen Tokens spezifiziert, und einer Lexer-C++-Datei, die die Ausgabe 
des Tokenizers regelt. 
In Anlehnung an die von [Basit et al. 2007] genutzte Zerlegung in Schlüsselwörter, 
Operatoren, Typen und Interpunktionen wurden die Tokens hier um die Gruppen von 
Präprozessoranweisungen, Nummern, Strings und Bezeichner erweitert. Sämtliche Gruppen 
orientieren sich dabei am C++17-Standard, wie in Programmtext 1 des Anhangs zu sehen 
ist. 
Zu den Schlüsselwörtern wie private und template werden auch die alternativen 
Repräsentationen der Operatoren wie and oder xor hinzugezählt. Dies begründet sich 
daraus, dass diese alternativen Repräsentationen als konkrete Schlüsselwörter definiert sind 
und so die Komplexität des Quellcodes erhöhen.  
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1 for (int i=1; i<=5; i++) 
2 cout << i*i <<endl; 
Die Operatoren sind somit maximal drei Zeichen lange Sequenzen in Form von 
arithmetischen Operatoren, Zuweisungen, Vergleichen, Bitmanipulationen und ähnlichem.  
Neben diesen zwei Gruppen sind auch die Präprozessoranweisungen wie #define, 
#include und #pragma sehr nah am C++-Standard konfiguriert. Dabei wird in der Regel 
nur die Präprozessoranweisung als solche erfasst, wobei #include mit der jeweiligen 
Bibliothek oder Headerdatei als ein Token betrachtet wird. 
Unterschiede zu [Basit et al. 2007] werden nun bei den Separatoren gemacht, welche aus 
Klammern sowie Interpunktion bestehen. Die Klammern [ und ] besitzen hierbei eine 
Sonderbehandlung, da diese im C++-Kontext für Arrays und Lambdafunktionen als 
Indexoperator verwendet werden und somit einen eher semantischen als syntaktischen Inhalt 
besitzen. Anders als die eckigen Klammern werden < und > genau dann als Separatoren 
aufgefasst, wenn diese im Kontext von Templates verwendet werden. Dies begründet sich 
damit, dass Größer- und Kleiner-als-Zeichen bei Templates als eine Art Klammer und nicht 
mehr als Vergleichszeichen dienen. 
Besonders ist an dieser Stelle auch die Verwendung des Doppelpunktes anzumerken, da 
dieser ausschließlich alleinstehend bei einer Initialisierung oder Vererbung genutzt wird. 
Trotz seiner Ähnlichkeit zu den Operatoren wird er dennoch zu den Separatoren gezählt. 
Des Weiteren gibt es die Gruppe der Bezeichner, welche durch eine beliebig lange Sequenz 
an Buchstaben, Zahlen und sonstigen Zeichen dargestellt werden. Diese referenzieren unter 
anderem Objekte, Funktionen oder Typen. 
Davon zu unterscheiden ist die Gruppe der Nummern, welche in verschiedenen Typen wie 
double oder int auftreten, und zuletzt die Gruppe der Strings, welche auch quotierte 
Zeichen wie ‘x‘ einschließt.  
Mithilfe der so konfigurierten Dateien wurde ein Lexer mit Hilfe des Build-Management-
Tools make erstellt. Dieser Lexer wurde im Nachfolgenden über die Kommandozeile 
ausgeführt. So erzeugt der Lexer mit dem Input von Quellcode Listing 1 den Output der 
Abbildung 3, welcher neben der Gesamtzahl der Tokens auch die Aufschlüsselung für die 






























4. Messverfahren der Redundanz 
 
Im folgenden Kapitel wird erläutert, wie zur Erstellung des Messverfahrens vorgegangen 
wurde. Zu diesem Zweck wird dargelegt, welche Anforderungen an den Testkorpus gestellt 
wurden und aus welchen Teilen dieser besteht. Des Weiteren wird erläutert, welche 
Unterschiede es zu anderen Messverfahren und Metriken gibt. Zudem werden einige 
Programmierkonzepte genauer analysiert, um eine Prognose für die Messung abzugeben. 
Das Kapitel schließt mit dem Ergebnis der exemplarischen Tests, welche am Testkorpus 
durchgeführt wurden. Damit umfasst dieses Kapitel die Beantwortung der ersten und der 
zweiten Forschungsfrage. 
 
4.1 Aufbau des Testkorpus 
 
Zunächst werden allgemeine Anforderungen an den Testkorpus sowie die einzelnen Code-
Fragmente aufgestellt. Diese leiten sich zum Teil aus dem von [Sjoberg et al. 2007] 
propagierten Vorgehen zu einem Quasi-Experiment ab. Es muss daher bestimmte 
Untersuchungseinheiten, eine Art der Behandlung und eine Ergebnismessung geben. 
Die Untersuchungseinheiten werden hierbei durch funktional äquivalente Code-Fragmente 
dargestellt. Nach der Bestimmung von [Hennessy/Milner 1985] sind diese äquivalent, wenn 
es keine Beobachtung anhand eines Wertes, einer Ausgabe oder eines Status gibt, um sie zu 
unterscheiden. 
Die Art der Behandlung wird hierbei durch die unterschiedlichen Gruppierungen im 
Testkorpus durchgeführt. Dieser besteht aus drei Teilen. Der erste Bereich besteht aus 
verschiedenen Implementierungen von Benchmark-Algorithmen (vgl. [Mattavelli 2016]) 
und Funktionalitäten, die ohne einen konkreten Bezug auf ein Programmierkonzept erstellt 
wurden. Die von [Mattavelli 2016] verwendeten Algorithmen sind dabei zwar in Java 
geschrieben, verwenden allerdings nur Schlüsselwörter oder andere Tokenarten, die der 
konfigurierte Lexer korrekt zuordnen kann. Der zweite Teil besteht aus verschiedenen Code-
Paaren, welche einmal mithilfe und einmal ohne die Anwendung eines Sprachkonzeptes 
formuliert worden sind. Der dritte Teil besteht aus Code-Paaren, die sich aufgrund eines 
Zeitbezuges von den anderen Gruppen abgrenzen lassen. Das bedeutet, dass Änderungen 
des C++-Standards werden betrachtet, wie zum Beispiel eine veränderte Schreibweise für 
verschachtelte Namensräume (engl. nested namespaces) und Inline-Variablen. 
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Zum Schluss bedarf es einer Ergebnismessung für das Experiment. Für den ersten Teil des 
Testkorpus wird zunächst betrachtet, wie sehr die Messungen ausschließlich aufgrund 
unterschiedlicher Implementierungen schwanken können. Für den zweiten und dritten Teil 
wird gemessen, wie sich der ‚zeitliche‘ Aspekt oder die Anwendung eines Konzeptes direkt 
auf die Werte auswirkt. 
An dieser Stelle ist anzumerken, dass die meisten Algorithmen und Code-Clone-Detection-
Tools anhand von Benchmarks wie der BigCloneBench oder der Bellon Benchmark getestet 
werden [Svajlenko 2018]. Das Problem dabei ist, dass Clones der Typen Eins bis Drei an 
sich unbrauchbar für die Untersuchung sind, wenn es keine Variante gibt, in der der Clone 
bereits entfernt ist. Denn entweder sind sie vollständig identisch oder entsprechen nicht mehr 
dem Kriterium, dass sie funktional identisch sein müssen. Ebenso würden die meisten Typ-
Vier-Clones nur zum ersten Teil des Testkorpus beitragen können, da der Fokus meist nicht 
auf sprachlichen oder zeitlichen Aspekten liegt. 
Neben den Benchmarks gibt es eine weitere Möglichkeit, redundante Code-Fragmente zu 
erstellen. Diese Möglichkeit stammt aus dem Bereich der Code-Plagiate und nutzt meist den 
von Studenten angefertigten Quellcode (vgl. [Ligaarden 2007]). Dieser Code ist zwar häufig 
funktional äquivalent, jedoch handelt es sich erstens um Java-Code, den der Lexer nicht 
vollständig korrekt verarbeiten kann. Und zweitens liegt hierbei der Fokus, wie bei den 
Benchmarks, nicht auf den sprachlichen und zeitlichen Aspekten. 
Insgesamt wurden für den Testkorpus 86 verschiedene Code-Fragmente ausgewählt. Diese 
verteilen sich auf 34 Code-Gruppierungen, welche zwischen zwei und sieben Code-
Fragmente enthalten. 
 
4.2 Erstellung des Messverfahrens 
 
Für die Messung der Redundanz existieren bereits einige Kennzahlen, die im Kontext der 
Code-Clones, der Ähnlichkeit und der Code-Plagiate entstanden sind. Diese betrachten meist 
eine bestimmte Anzahl an Statements oder Codezeilen als Maß [Juergens 2011] oder nähern 
sich der Redundanz anhand der Knoten im abstrakten Syntaxbaum wie bei [Ligaarden 2007] 
oder [Baxter et al. 1998]. 
Wie bereits im dritten Kapitel beschrieben, wurden zunächst eine Betrachtungseinheit sowie 
ein Messgerät ausgewählt. Dabei fiel die Wahl auf Quex und die Anzahl an Tokens. Die 
tokenweise Betrachtung von Quellcode wurde ebenfalls auf unterschiedliche Arten genutzt, 
wie zum Beispiel bei der Messung der Ähnlichkeit zweier Tokensequenzen (vgl. 
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[Đurić/Gasevic 2013]) oder der Metrik DFL(C), welche das Verringerungspotential einer 
Clone-Klasse beschreibt (vgl. [Kamiya et al. 2002]). 
Um sich der ersten Forschungsfrage anzunähern, wurden sämtliche Code-Fragmente des 
Testkorpus anhand des generierten Lexers analysiert, um die Aussagekraft der reinen 
Tokenanzahl zu betrachten. Es zeigte sich, dass die reinen Tokenanzahlen bereits eine 
gewisse Aussagekraft besitzen. Dies äußert sich darin, dass jene Code-Fragmente, welche 
mit einer veränderten Schreibweise oder einem anderen Sprachkonstrukt implementiert 
wurden, zumeist eine geringere Tokenanzahl aufwiesen. 
In den so betrachteten 27 Gruppen an Code-Fragmenten, also jenen, die zum zweiten und 
dritten Teil des Testkorpus gehören, gibt es sechs Fälle, in denen die Tokenanzahl 
gleichgeblieben ist und zwei Fälle, in denen die Tokenanzahl durch das Konstrukt größer 
wurde. Diese zwei Fälle entsprechen damit nicht der Vermutung, dass modernere Konstrukte 
die Tokenanzahl reduzieren. Die alleinige Betrachtung der Tokenanzahl wurde somit als 
unzureichend eingestuft, da ein erheblicher Anteil der Tokens nur zur Struktur, nicht aber 
zur Semantik des Quellcodes beiträgt. 
Für eine Unterscheidung zwischen einzelnen Tokentypen bringt [Basit et al. 2007] den 
Vorschlag, dass zwischen ähnlichen Tokens differenziert werden kann. Darauf basierend 
erscheint es als gute Möglichkeit, zwischen einzelnen Tokentypen zu differenzieren und sie 
potentiell sogar aus der Betrachtung zu streichen. 
Zu diesem Zweck wurde das Tool SourceMonitor ausgewählt. In der verwendeten Version 
3.5.8.15 ist es fähig, die eingelesenen Dateien nach bestimmten Kennzahlen zu analysieren. 
Diese Kennzahlen umfassen: Codezeilen, Anweisungen, Verzweigungen, Komplexität, 
Tiefe und Anzahl der Funktionen. Als besonders relevant gelten dabei die Anweisungen 
sowie die Anzahl der Funktionen, da diese eine gewisse Aussagekraft über die Funktionalität 
des Codes besitzen. 
Sämtliche Daten wurden mithilfe der statistikorientierten Programmiersprache R 2 
weiterführend analysiert. Ein besonderes Augenmerk fiel dabei auf die Korrelationen, die 
zwischen den Tokentypen und den Kennzahlen existieren. Dabei sind zunächst die Tokens 
für Nummern, Strings, Präprozessoranweisungen und Lambdas/ Arrays zu betrachten. Diese 
vier Typen machen, aufgrund ihres Vorkommens von 8.14% innerhalb des Quellcodes des 
Testkorpus, nur einen sehr geringen Teil der Gesamtheit aus. Dadurch kann über diese Typen 
keine genaue Aussage getroffen werden, da sie womöglich in einer anderen 
Quellcodezusammenstellung einen wesentlich bedeutenderen Anteil ausmachen würden. 
                                               
2 https://www.r-project.org/ , letzter Zugriff 16.06.2019 
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Trotz allem stellen sie jeweils einen Teil an Funktionalität dar, wodurch diese vier Typen 
Bestandteil des Messverfahrens bleiben. 
Ähnlich relevant für die Funktionalität der Programme sind auch die Schlüsselwörter, 
Operatoren und Bezeichner. Diese können die Funktionalität der Code-Fragmente sehr stark 
beeinflussen und besitzen eine positive Korrelation mit der Anzahl der Anweisungen und 
Funktionen. Die Operatoren besitzen dabei von diesen drei Typen die geringste Korrelation, 
da sie schließlich zum Teil innerhalb der Schlüsselwörter oder der Bezeichner verwendet 
werden. 
Zuletzt sind an dieser Stelle die Separatoren zu betrachten, die ebenso positiv korrelieren, 
jedoch schwächer als Keywords, Identifier und Operatoren. Zudem erzeugen Separatoren 
meist keinen semantischen Inhalt, sondern tragen nur zu einer Veränderung der Syntax 
beziehungsweise der Struktur bei. Zu diesem Zweck wurden die Separatoren aus der 
Messung herausgenommen, ähnlich wie dies auch beim Bau eines abstrakten Syntaxbaumes 
gemacht wird. Es wird daher von einer kursiv Tokenanzahl gesprochen. 
Bei der genauen Betrachtung der bereinigten Tokens existierten noch immer sechs Fälle, in 
denen die bereinigte Tokenzahl bei den Code-Fragmenten mit und ohne zeitlichen sowie 
sprachkonzeptuellen Aspekt gleich ist. Drei dieser Fälle sind dabei neu entstanden. Das Ziel 
der Bereinigung wurde damit erreicht, da es keinen gemessen Fall gibt, bei dem die 
bereinigte Tokenanzahl eines Code-Fragmentes mit angewendetem Konstrukt oder 
Schreibweise größer ist als ohne jenes Konstrukt.  
Somit sollte es möglich sein, mehrere äquivalente Code-Fragmente anhand ihrer Anzahl an 
bereinigten Tokens zu vergleichen. Ähnlich zu [Juergens 2011] und [Kamiya et al. 2002] 
wird mithilfe der bereinigten Tokens ausgedrückt, wie viele Tokens durch Nutzung eines 
bestimmten Konstruktes oder einer Schreibweise eingespart werden können.  
 
4.3. Abgrenzung zu bestehenden Messverfahren und Metriken 
 
Neben dem erläuterten Messverfahren für Redundanz existieren zahlreiche weitere Metriken 
und Messmöglichkeiten, die sich der Messung von Redundanz annähern. Wichtig ist dabei, 
dass zumeist nicht die Redundanzmessung, sondern die Ermittlung von Ähnlichkeit oder 
Code-Clones im Vordergrund steht. Damit handelt es sich häufig eher um eine 
Kennzeichnung von redundantem beziehungsweise gleichem oder ähnlichem Inhalt. 
[Baxter et al. 1998] näherte sich der Code-Clone-Erkennung anhand der Ähnlichkeit eines 
abstrakten Syntaxbaumes. Dazu wird ein Grenzwert mit der Formel 2*S / (2*S+L+R), 
festgelegt. S beschreibt die Anzahl an gemeinsamen Knoten, L und R die Anzahl an 
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unterschiedlichen Knoten im Teilbaum Eins und Zwei. Eine solche Code-Clone Erkennung 
kann dabei auch für die Redundanz genutzt werden, indem zumindest der Anteil an gleichen 
Teilen des Baumes betrachtet wird (vgl. [Baxter et al. 1998]). 
[Imai et al. 2002] erläutert eine Metrik für funktionale Redundanz, die auf der Clone-
Ausbreitung basiert. Dazu wird die Ähnlichkeit zwischen Funktionen berechnet und anhand 
eines Grenzwertes bestimmt, ob es sich bei den betrachteten Funktionen um Code-Clones 
handelt. Anhand des so entstandenen prozentualen Anteils an Clones (engl. clone percentage) 
wird die funktionale Redundanz als Anzahl der Codezeilen gemessen, die mehrfach in der 
Codebasis vorkommen (vgl. [Imai et al. 2002]. In Bezug auf das bereits besprochene 
Messverfahren ist es möglich, anhand der bereinigten Tokens darzustellen, um welchen 
Prozentsatz eine Code-Basis verringert werden könnte beziehungsweise, wie hoch der 
redundante Anteil ist. 
Auf eine sehr ähnliche Weise beschreibt [Kamiya et al. 2002] die Redundanz bei Code-
Clones. Die vorgestellte Messweise bezieht sich auf die Anzahl der Codezeilen, die durch 
ein Umschreiben der Clone-Klassen in einen gemeinsamen Code eingespart werden können. 
Dazu wird die Anzahl jener Elemente einer gegebenen Clone-Klasse betrachtet, die auf 
gleiche oder ähnliche Art an verschiedenen Stellen implementiert sind. Als 
Betrachtungsgröße wurden Codezeilen ausgewählt, da bei einer betrachteten Tokensequenz 
eines Code-Fragmentes eine identische Anzahl an Tokens gemessen wurde (vgl. [Kamiya et 
al. 2002]). Dieser Ansatz weist eine gewisse Ähnlichkeit mit den bereinigten Tokens auf. 
Dies begründet sich darin, dass das Umschreiben von ähnlichen oder gleichen Codeteilen 
durch die tokenweise Betrachtung ebenfalls abgedeckt ist. Ein so entfernter Codeteil mit x 
Tokens verringert die gesamte Anzahl um x, vermindert um die Anzahl der Tokens, die für 
das Umschreiben benötigt werden. 
Ebenfalls auf den Bereich der Code-Clones fokussiert, jedoch mit einem direkten Blick auf 
die Redundanz, bezieht sich [Juergens 2011] auf die Anzahl an redundanzfreien 
Quellanweisungen (engl. redundancy free source-statements (RFSS)). Diese umfassen die 
Anzahl an Statements des Systems oder des Code-Fragments, wenn geklonte Statements nur 
einmal mitgezählt werden. RFSS gibt damit die Größe eines Systems an, von dem alle 
geklonten Teile perfekt entfernt werden (vgl. [Juergens 2011]). Problematisch daran ist 
allerdings, dass es sich erstens hierbei nur um eine Schätzmöglichkeit handelt und zweitens, 
dass ähnlich wie bei [Kamiya et al. 2002] nur geklonte oder zumindest sehr ähnliche 
Codebestandteile berücksichtigt werden. Abgesehen davon, erscheinen RFSS als sehr gutes 
Maß zur Angabe von kleinstmöglichen Programmen. Also Programmen, sofern sich damit 
ausdrücken lässt, wie viele Statements, Tokens etc. benötigt werden, um eine in sich 
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redundanzfreie Funktionalität zu implementieren. Diese Verwendung würde allerdings aus 
Sicht der informationstheoretischen Datenkompression auf einige Probleme stoßen. Um es 
mit den Worten von [Chaitin 2001, S. 20] auszudrücken: „You can never calculate the 
program-size complexity of anything. You can never determine what the size of the smallest 
program is“. Dieser Ansatz kann von der Betrachtung der relativen Zufälligkeit auf 
Quellcode übertragen werden, da es so gut wie nie sicher ist, ob bereits die kleinstmögliche 
Formulierung eines Programms vorliegt, womit das Maß einer Funktionalität in RFSS nie 
endgültig sein kann. 
Im Kontrast zur Redundanz gibt es auch verschiedene Möglichkeiten, Ähnlichkeit zu messen. 
[Walenstein et al. 2006] unterscheiden bei der Messung nach syntaktischer und semantischer 
Ähnlichkeit. Die syntaktische Ähnlichkeit kann unter anderem anhand der Editierdistanz, 
der längsten gemeinsamen Teilsequenz, dem Vergleich von Metriken oder anhand ihres 
gemeinsamen Anteils an Information gemessen werden (vgl. [Walenstein et al. 2006]). Für 
die Redundanzmessungen sind jedoch Metriken ungeeignet, da diese zwar das Wesen des 
Codes, aber nicht den Vergleich zu einem anderen Code-Fragment erfassen. Die anderen drei 
Methoden sind zwar allesamt Bestandteil der Idee von bereinigten Tokens, dennoch können 
sie ein Code-Paar nicht vergleichen, sondern nur zueinander in Beziehung setzen. Die 
semantische Ähnlichkeit spielt für die in dieser Arbeit verwendeten Code-Paare nur eine 
untergeordnete Rolle, da die Paare bereits unter dem Kriterium der funktionalen Äquivalenz 
ausgewählt wurden und daher auch semantisch ähnlich sind. Dennoch besteht die 
Möglichkeit, die Ausführungsredundanz anhand eines Input-Output-Vergleiches zu messen. 
Auf diese Weise kann eine neue Funktionalität dahingehend eingeschätzt werden, wie viele 
Ausführungsmöglichkeiten bereits durch andere Methoden abgedeckt sind (vgl. [Walenstein 
et al. 2006]). 
Die Redundanz, unter dem Gesichtspunkt der Ausführungsredundanz, wurde relativ 
unabhängig von den Thematiken Ähnlichkeit und Code-Clones von [Mattavelli 2016] 
untersucht. Zudem wurde durch [Mattavelli 2016] eine Möglichkeit der Redundanzmessung 
entwickelt. Dazu werden die Funktionalitäten e der Code-Fragmente sowie deren Status 
während der Ausführung d verglichen. Die Werte e und d können dabei zwischen eins und 
null liegen. Wenn die Code-Fragmente funktionell äquivalent sind, dann ist e gleich eins, 
ansonsten ist der Wert geringer. Ähnliches gilt für d: wenn die erreichten Status zur 
Ausführung unterschiedlich sind, ist d gleich eins, wenn die Ausführungen identisch sind, 
gleich null. Die Redundanz R=e*d kann damit einen Wert zwischen eins und null annehmen 
(vgl. [Mattavelli 2016]). Zweiteres gilt nach der Definition von [Mattavelli 2016], wie im 
Gliederungspunkt 2.3 erläutert, nicht als redundant. Wie bei diesem Messverfahren 
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ersichtlich wurde, handelt es sich nicht um einen größenmäßigen Vergleich, sondern um eine 
verhältnismäßige Abschätzung, ob Redundanzen vorliegen. Dieser Unterschied entsteht 
ähnlich zu den anderen Betrachtungen aus den unterschiedlichen Definitionen sowie 
Verwendungen des Begriffes. 
Zuletzt soll an dieser Stelle auf die Untersuchung von [Lin et al. 2017] eingegangen werden, 
die sich der Redundanz über die Thematik der Einzigartigkeit (engl. uniqueness) nähert. 
Ebenfalls ist zu diesem Beispiel der Messung die verwendete Redundanzdefinition zu 
beachten, da bei [Lin et al. 2017] die Redundanz beschrieben wird als identische Teile, die 
mehrfach im Quellcode vorkommen. Besonders sticht diese Untersuchung heraus, da ihre 
Forschungsfragen eine gewisse Ähnlichkeit zu den hier gestellten Fragen aufweisen. Die 
Forschungsfragen lauten: „1. Wie redundant ist Quellcode?“ und „2. Inwieweit sind 
verschiedene Codekonstrukte redundant?“ (vgl. [Lin et al. 2017]). Zu diesem Zweck wurde 
der Quellcode von Open-Source-Java-Projekten in einzelne Tokens zerlegt und im 
Anschluss wurde diesen Tokens jeweils ein dazugehöriges Codekonstrukt wie zum Beispiel 
if-Bedingung, for-Bedingung oder Methodenaufruf zugeordnet. Auf diese Weise wurden 
zwei Sequenzen erzeugt, nämlich eine Tokensequenz und eine Tokentypensequenz, bei 
denen den jeweiligen Teilen der Sequenz ein bestimmtes Konstrukt zugeordnet werden kann. 
Diese Sequenzen wurden dann auf ihre redundanten Bestandteile untersucht. Dies geschah 
mit einer Variation der Sequenzlänge zwischen drei und 60 Tokens mit dem Ergebnis, dass 
Sequenzen von einer geringen Größe sehr redundant sind, beziehungsweise, dass häufig 
Dopplungen in der Größenordnung wie zum Beispiel einer Anweisung auftreten. Dieser 
Effekt verstärkt sich besonders bei einer Betrachtung der abstrahierten Tokensequenz anhand 
des Tokentypes. Auf eine ähnliche Weise wurde auch zur Beantwortung der zweiten 
Forschungsfrage vorgegangen. Die Codekonstrukte wurden zur Analyse einerseits einzeln 
bei Sequenzlängen zwischen drei und 60 Token ohne Abstraktion untersucht sowie bei einer 
Sequenzlänge von Neun allgemein gegenübergestellt. Bei den Sequenzlängen der einzelnen 
Konstrukte zeichnete sich ein ähnlicher Trend zur Betrachtung der Tokens ab, sodass mit 
steigender Sequenzlänge die Dopplungen abnehmen, aber bei einer geringen Sequenzlänge 
eine hohe Redundanz vorliegt. Bei dem Vergleich der Konstrukte untereinander stellen sich 
hierbei besonders die Konstrukte import, package und catch als wesentlich 
redundanter heraus (vgl. [Lin et al. 2017]). Auch wenn diese Betrachtung insgesamt einige 
Ähnlichkeiten zu der hier vorliegenden Arbeit besitzt, unterscheiden sie sich essentiell. Zum 
einen wird zwar auch von Redundanz gesprochen, allerdings umfasst die bei [Lin et al. 2017] 
zugrunde liegende Definition nur einen Teilaspekt der hier vorliegenden Definition. Des 
Weiteren wird nicht gemessen, wie viel Platz im Sinne von Zeichen oder Tokens eingespart 
27 
werden können, sondern lediglich wie häufig eine bestimmte Sequenz auf gleiche oder 
ähnliche Weise auftritt. Gerade dieser zweite Punkt kann sich dabei für die 
Redundanzbetrachtung als äußerst nützlich erweisen. Dies lässt sich damit begründen, dass 
das Wissen darüber, wie häufig und wie ähnlich bestimmte Konstrukte verwendet werden, 
damit einhergeht, welcher schätzbare Anteil aus einem System entfernt werden kann, wenn 
sich die Codekonstrukte ähnlich wie Code-Clones möglichst vollständig durch eine 
Umformulierung oder Zusammenfassung, entfernen lassen. 
Wie die Ausführungen dieses Kapitels zeigen, gibt es bereits Messmöglichkeiten für 
Redundanz gibt, diese sich jedoch fundamental von der, in dieser Arbeit erläuterten, 
Messung unterscheiden. Die jeweiligen Messverfahren sind zumeist darauf ausgelegt, 
Redundanzen zu erkennen oder darzulegen, um welchen Anteil sich der Quellcode ändert, 
wenn Dopplungen entfernt werden. Die bereinigten Tokens sind somit, im Rahmen der 
Betrachtung und der Literaturrecherche, das einzige Messverfahren, welches aufgrund 
seiner niedrigen Granularität auf die direkte Verwendung von bestimmten Konstrukten und 
Schreibweisen fokussiert und damit eine Erweiterung der Ansätze von [Kamiya et al. 2002] 
und [Juergens 2011] darstellt. 
 
4.4. Vorbetrachtung und Abschätzung der Messungen 
 
Dieses Unterkapitel dient einer ersten Betrachtung der zweiten Forschungsfrage, indem 
zunächst einige Konventionen und Prinzipien erörtert werden, die mit Redundanz in 
Verbindung stehen. Danach werden ausgewählte Programmierkonstrukte und 
Sprachfeatures anhand ihres Aufbaus und ihrer Zerlegung in Tokens genauer analysiert. 





Die Softwareentwicklung und vor allem das Schreiben von Quellcode unterliegen häufig 
einigen informellen Richtlinien. Ein Entwickler muss sich dabei nicht explizit daranhalten, 
jedoch handelt es sich zumeist um bestimmte Konventionen, die langfristig zu einem 
besseren Quellcode beitragen können. Diese Konventionen werden in Form von Prinzipien 
oder sogenannten Best-Practices ausgedrückt. Gerade durch ihre weitreichende Akzeptanz 
unter Entwicklern können diese Richtlinien einen wesentlichen Einfluss auf die Qualität des 
Codes und damit auch auf die Redundanz haben. Dabei stellt sich jedoch die Frage, 
inwieweit die jeweiligen Prinzipien und Konventionen die Redundanz beeinflussen. 
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Das womöglich bekannteste dieser Prinzipien, welches mit Redundanz in Verbindung steht, 
ist das DRY-Prinzip. Dieses Akronym steht für don‘t repeat yourself (or others). 
[Hunt/Thomas 2000, S. 27] argumentiert, dass „every piece of knowledge must have a single, 
unambiguous, authoritative representation within a system“. Sehr ähnlich zum DRY-Prinzip, 
wird es von [Duala-Ekoko/Robillard 2010] als „say everything once and only 
once“ bezeichnet. Durch eine Anwendung dieser Prinzipien müssen Änderungen nur an 
einem Ort durchgeführt werden. Das Modularisieren sowie die Wiederverwendung (engl.  
reuse) von Quellcode sind somit wichtiger als Copy and Paste und Neuschreiben (engl. 
rewriting) (vgl. [Wilson et al. 2014]). DRY fördert somit die Einführung von Abstraktionen 
und verringert theoretisch die Redundanz des Quellcodes. Zudem sinkt die 
Wahrscheinlichkeit, dass Änderungen, die an mehreren Orten durchgeführt werden müssen, 
vergessen oder übersehen werden. 
Das DRY-Prinzip steht im direkten Konflikt mit anderen Prinzipien der Softwareentwicklung, 
wie zum Beispiel dem KISS- oder dem YAGNI-Prinzip. KISS steht dabei für den Ausspruch 
„keep it simple, stupid“ oder „keep it short and simple“, was sinngemäß als „halte es so 
einfach wie möglich“ interpretiert werden kann. YAGNI, „you aren‘t gonna need it“, gilt als 
eine Variation von KISS (vgl. [Lee 2017]). Zusammen wirken sie DRY entgegen, da keine 
unnötige Abstraktion dem Quellcode hinzugefügt werden soll, wenn dies nicht wirklich als 
nötig erscheint. 
[Metz 2016] argumentiert, dass es manchmal besser ist, eine Duplikation zu erzeugen, als 
eine falsche Form der Abstraktion dem Quellcode hinzuzufügen. Zudem können bestehende 
Abstraktionen die Entwickler dazu anhalten, ebenfalls eine Abstraktion zu verwenden, was 
zu mehr Komplikationen führen kann (vgl. [Metz 2016]). [Clarke 2019] fügt hinzu, dass es 
sich im Entwicklungsprozess schwer einschätzen lässt, ob und wann eine Abstraktion 
sinnvoll ist. [Lee 2017] spricht sich dabei für das bekannte Anti-Muster WET (write 
everything twice) aus und erläutert, dass Code mindestens zwei Mal ohne Bedenken 
geschrieben werden kann. Ebenso argumentiert [Clarke 2019], dass ein Code-Fragment 
mindestens drei Mal existieren sollte, bevor eine Abstraktion eingeführt wird. Auf diese 
Weise hätte sich gezeigt, dass ein bestimmtes Feature wirklich wiederholt vorkommt und 
sich der Aufwand der Abstraktion lohnt (vgl. [Clarke 2019]). 
Diese sind nur drei Prinzipien, die von [Lee 2017] genannt werden. Es existieren noch 
weitere Prinzipien, die den Code beeinflussen können. Ein großer Teil davon, wie zum 
Beispiel das Open/Closed-Prinzip oder das Prinzip ‚separation of concerns‘ können den 
Quellcode beeinflussen, müssen aber nicht zwangsweise einen Einfluss auf die Redundanz 
haben. Ähnlich zu dem bereits genannten YAGNI-Prinzip erscheint es relevant, dass 
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Optimierungen nur genutzt werden, wenn sie auch wirklich eine allgemeine Verbesserung 
bewirken. Zum Beispiel für den Fall, dass eine Funktionsausführung beschleunigt werden 
soll, muss womöglich in Kauf genommen werden, Redundanzen einzuführen, wodurch die 
allgemeine Wartbarkeit des Codes verringert wird. Zudem gilt vor allem für weniger 
erfahrene Entwickler, dass sauberer Code wichtiger ist als cleverer Code. Dies zielt darauf 
ab, dass der Quellcode später einem Refactoring unterzogen werden kann (vgl. [Lee 2017]). 
Neben den Prinzipien sind auch die Best Practices für eine Beeinflussung des Codes relevant. 
Dazu zählen neben dem DRY-Prinzip verschiedene Konventionen, wie zum Beispiel für 
Kommentare oder Namensgebung, die die Qualität des Codes anheben können, dabei 
allerdings die Redundanz nicht verändern. Dennoch kann es einen positiven Effekt auf die 
Redundanz haben, Programme zugunsten von Verständlichkeit zu schreiben. [Wilson et al 
2014] gibt dazu als Beispiel die Verwendung von Variablen an, die sich ein Entwickler zur 
Implementierung merken muss. So sei es einfacher, sich eine Funktion area(point1, 
point2) zu merken als area(x1,y1,x2,y2) (vgl. [Wilson et al. 2014]). 
Ein Faktor, der sich wiederum negativ auf die Menge der Redundanz auswirken kann, ist die 
Fehlerbehandlung. Dies resultiert daraus, dass bestimmte Überprüfungen für Werte oder 
Ausführungen geschrieben werden, die potentiell nie nötig wären (vgl. [Wilson et al. 2014]). 
Dadurch würde der Quellcode unnötig vergrößert werden. Die Fehlerbehandlung ist dabei 
allerdings eine recht schwer einzuschätzende Thematik, da sie wesentlich zur Sicherheit der 
Programme beiträgt. 
Neben den bisher betrachteten Prinzipien benennt [Turner 2017] eine Vielzahl an Best 
Practices, die sich besonders auf die Faktoren Sicherheit, Wartbarkeit, Portabilität, 
Ausführbarkeit und Performanz auswirken. Diese umfassen beispielsweise die Verwendung 
von Stil- oder Namenskonventionen, die Vermeidung von Präprozessor-Makros oder die 
Vereinfachung von Quellcode. Dabei ist der durch diese Vorschläge entstehende Quellcode 
zum Teil nicht vollständig mit dem ursprünglichen Code vergleichbar, da zwar die 
Grundfunktionalität gleichbleibt, sich allerdings bestimmte Seiteneffekte ändern können, 
wie zum Beispiel bei der Vermeidung von globalen Variablen. Ein Teil der Best Practices 
beziehen sich ausschließlich auf Unterscheidungen der Verwendung von ‚char‘ zu 
‚string‘ oder dem Einsatz von ‚++i‘ über ‚i++‘ wenn diese möglich sind. Diese 
Erfolgsmethoden verändern dabei nicht oder nur minimal die Tokenanzahl. Allerdings 
können auch Empfehlungen wie die Reduzierung temporärer Objekte oder die Verwendung 
von Ausnahmen (engl. exceptions) einen größeren Einfluss auf die Codegröße besitzen (vgl. 
[Turner 2017]).  
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 1 #include <iostream> 
 2 using namespace std; 
 3 
 4 class square { 
 5     public: 
 6     double a;      
 7 }; 
 8 
 9 class rectangle: public square{ 
10    public: 
11    double b;     
12 }; 
13 
14 class trapezoid: public rectangle{ 
15   public: 













Insgesamt scheinen die Prinzipien und Best Practices in der Theorie eher neutral zur 
Redundanz zu stehen. So scheinen die Prizipien DRY, KISS sowie YAGNI insbesondere in 
ihrer Kombination die einzigen Prinzipien zu sein, die direkt Änderungen oder 
Abstraktionen fordern. Aus diesen Prinzipen heraus würde sich schätzen lassen, dass die 
Eliminierung von bestimmten Redundanzen erst ab drei Aufkommen von ähnlichen 
Bestandteilen die Tokenanzahl verringert. 
 
4.4.2 Betrachtung ausgewählter Konstrukte und Schreibweisen anhand von 
Tokenzerlegung  
 
Um einen Eindruck davon zu erlangen, wie sich bestimmte Konstrukte auf die Tokenanzahl 
auswirken, wurden einige elementare Konstrukte und Konzepte ausgewählt, die anhand der 
Tokenzerlegung betrachtet werden.   
Zunächst fällt daher der Blick auf eine der prägnantesten Faktoren einer objektorientierten 
Sprache: die Erstellung von Klassen und die Vererbung zwischen Klassen. Eine Klasse dient 
im Allgemeinen der Kapselung von Daten und Methoden und kann ihre Bestandteile an 
andere Klassen vererben. Aufgrund der Kerngedanken des Kapitels 4.4.1 sollte eine 
Vererbung erst sinnvoll anwendbar sein, wenn mindestens drei Verwendungen derselben 
















Quellcode Listing 2: Code-Paar mit gleichen Klassenattributen 
 
 1 #include <iostream> 
 2 using namespace std; 
 3 
 4 class square { 
 5   public: 
 6      double a;      
 7 }; 
 8 
 9 class rectangle{ 
10  public: 
11      double a; 
12      double b;     
13 }; 
14 
15 class trapezoid { 
16  public: 
17      double a;     
18      double b; 





  1 #include <iostream> 
 2 using namespace std; 
 3 
 4 class data{ 
 5   public: 
 6   data(char c) 
 7    {cout << c;} 
 8  data(int c) 
 9    {cout << c;} 
10   data(double c) 
11  {cout << c;} 
12 }; 
13 
14 int main() { 
15    data('A'); 
16    data(10); 
17    data(2.5); 
18 return 0; 
19 } 
 1 #include <iostream> 
 2 using namespace std; 
 3 
 4 template<class T> 
 5 class data{ 
 6   public: 
 7  data(T c) 




12 int main() { 
13 
14    data<char>('A'); 
15    data<int>(10); 
16    data<double>(2.5); 
17 return 0; 
18 } 
19 
Das Code-Paar deutet jeweils drei Klassen an, welche zur allgemeinen Anschauung nur 
Attribute enthalten. Der durch mit Vererbung erstellte Code in der rechten Spalte besitzt 
dabei 23 bereinigte Tokens und der Code in der linken Spalte 25 bereinigte Tokens. Werden 
nur die Zeilen bis einschließlich Zeile 13 betrachtet, besitzen beide Fragmente sogar nur 16 
bereinigte Tokens. Dies zeigt, dass bereits für ein kleines Beispiel die ‚Rule of 
Three‘ Anwendung findet. Jedoch ist dieses Beispiel recht konstruiert und bildet somit nicht 
zwangsweise die Praxis ab. 
Wird im Gegensatz dazu der strukturelle Aufbau betrachtet, lässt sich für die 
Vererbungsbeziehung ein Schema ausmachen. Vereinfacht ausgedrückt kostet die Erstellung 
einer Vererbung zwei Tokens, nämlich public und einen dazugehörigen Bezeichner. Dies 
spart dabei in den Unterklassen jene Anzahl an Tokens, der abstrahierten Methoden und 
Attribute, die nicht angepasst werden müssen. 
Ein durchaus ähnliches Verhalten kann auch bei den Zusammenfassungen von Statements in 
bestimmte Prozeduren oder bei der Erstellung von Templates beobachtet werden. Denn 
beide Konstrukte können genutzt werden, um Duplikationen aus dem Quellcode zu 
entfernen. Grundlegend gilt auch hier, dass die Anzahl an Tokens eingespart werden kann, 
die aus dem Code entfernt wird, abzüglich der Zahl der Tokens, die für die Implementierung 
des Templates sowie dessen Instanziierungen erforderlich ist. So benötigt zum Beispiel das 
Klassentemplate aus dem Quellcode Listing 3 zwölf bereinigte Token für seine 
Implementierung und drei für die jeweilige Instanziierung. Hingegen benötigt die Klasse 21 














Quellcode Listing 3: Implementierung eines Klassentemplates 
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 1 #include <iostream> 
 2 using namespace std; 
 3 
 4 int main() { 
 5  auto lambda = [] (int a) 
 6  { return a + 3; };                                      
 7  volatile int y3 = lambda(5); 
 8  return 0; 




 1 #include <iostream> 
 2 using namespace std; 
 3 
 4 int function (int a) { 
 5   return a + 3; 
 6 } 
 7 
 8 int main() { 
 9  volatile int y1 =function(5); 
10  return 0; 
11 } 
Es scheint sich dabei abzuzeichnen, dass die Entfernung von Duplikationen in Bezug auf die 
Codegröße sehr nah am DRY-Prinzip liegt. Somit erscheint es bereits bei nur einer Dopplung 
als sinnvoll, eine geeignete Abstraktion zu finden. Dies begründet sich damit, dass die hier 
gebrachten Beispiele eine relativ kleine Duplikation aufweisen und sich vermutlich bei einer 
größeren Duplikation die Anzahl der eingesparten Tokens erhöhen würde. Diese Schätzung 
bezieht sich darauf, dass es eine Möglichkeit gibt, die Dopplungen oder Code-Clones perfekt 
zu entfernen, was besonders bei Clone-Typen Drei und Vier nur bedingt möglich ist. Unter 
Einbezug der Prinzipien KISS und YAGNI sowie einer Kostenbetrachtung der 
Implementierungen ist zu vermuten, dass die Eliminierung dieser Redundanzform sich 
tatsächlich erst ab drei Wiederholungen lohnt. 
Neben diesen Möglichkeiten, die bereits seit der Einführung von C++ existieren, kamen im 
Rahmen des C++11-Standards Lambda-Ausdrücke hinzu. Als Ausdruck, der ein anonymes 
Funktionsobjekt spezifiziert, können bestimmte Codezeilen gekapselt werden, die an andere 
Methoden übergeben werden. Solch Lambda-Ausdrücke beziehungsweise anonyme 
Funktionen unterliegen in diesem Sinne der Restriktion, dass sie aufgrund ihrer Anonymität 
schwerer wiederholt zu verwenden sind als benannte Funktionen (vgl. [Smith 2008]). Aus 
diesem Grund liegt die Vermutung nahe, dass Lambdas nur einmal oder eine begrenzte 









Quellcode Listing 4: Gegenüberstellung eines Lambdas zu einer vergleichbaren Funktion 
 
Betrachtet man das Quellcode Listing 4, welches einen Lambda-Ausdruck und eine Funktion 
gegenüberstellt, ist festzustellen, dass das Lambda zwar weniger Zeilen, jedoch mehr 
bereinigte Tokens benötigt als die Funktion. Problematisch ist dabei der auf Token 
basierende Vergleich des Lambdas, da man ebenfalls den Vergleich mit einer 
Klassenmethode, wie zum Beispiel von Quellcode Listing 5, heranziehen kann. Die 
Funktionalität bleibt bei allen drei Fragmenten gleich, allerdings benötigt die Klasse mehr 
Tokens als die Funktion und das Lambda. Es erscheint gerade bei diesem Vergleich sehr auf 
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 1 #include <iostream> 
 2 using namespace std; 
 3   
 4 class Functor { 
 5   public: 
 6     int operator()(int a) { 
 7     return a + 3; 
 8     } 
 9 }; 
10  
11 int main() { 
12   Functor functor; 
13   volatile int y2 = functor(5); 
14   return 0; 
15 } 
den Vergleichspunkt anzukommen. So benötigt im direkten Vergleich die Funktion 22, das 












Quellcode Listing 5: Implementierung eines Funktor-Objektes 
 
Eine weitere Problematik mit Lambdas wird von [Mertz 2017] diskutiert. Demzufolge 
benötigt eine Funktion zwar einen gewissen Anteil an Boilerplate-Code, sorgt damit 
allerdings für eine erhebliche Verbesserung der Lesbarkeit der main-Funktion. Zudem 
können Programmierer dazu tendieren, größere Lambdas zu erstellen oder diese mit 
speziellen Erfassungen (engl. captures) zu versehen, wofür eher ein Funktionsobjekt 
verwendet werden sollte (vgl. [Mertz 2017]). Somit sollten Lambdas neben der geringen 
Anzahl ihrer Verwendungen auch eine bestimmte Codegröße nicht überschreiten. 
Äußerst ähnlich in ihrer Verwendung sind switch- und if/else-Statements. Aufgrund ihrer 
Syntax bilden sich nur geringe Unterschiede heraus. So bieten sich switch-Statements für 
Fälle an, in denen eine konkrete Variable in ihren unterschiedlichen Ausprägungen betrachtet 
wird. Ein solcher Fall tritt zum Beispiel bei einer unterschiedlichen Behandlung von Ports 
als Teil einer Netzwerk-Adresse auf, wie in Quellcode Listing 6 angedeutet ist.  
Dabei sind verschiedene Szenarien für die Ports zu betrachten. Bei der Verwendung des 
switch-Statements für die dargestellten Fälle in den Zeilen Drei bis Zwölf umfasst jeder Teil 
drei bereinigte Tokens unabhängig von den Ausführungen sowie einen gesamten Overhead 
von zwei bereinigten Tokens. Ein vergleichbares if-Statement besitzt keinen Overhead, 
benötigt allerdings jeweils vier bereinigte Tokens. Dementsprechend erscheint auch für das 
Ersetzen von if/else-Statements durch switch-Statements die ‚Rule of Three‘ Anwendung zu 
finden. Problematisch ist dabei, dass die Austauschbarkeit der Konstrukte nur für konkrete 
Fälle Anwendung findet, da ansonsten wie ab Zeile 13 dargestellt, entweder ein default 
oder ein hinzugefügtes if-Statement bestimmte Bereiche abfangen müssen.  
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 1 int port; 
 2   
 3 switch (port) { 
 4   case 20: 
 5      cout << "Port 20";  
 6    break; 
 7   case 22: 
 8      cout << "Port 22"; 
 9    break; 
10   case 80: 
11      cout << "Port 80"; 
12    break; 
13   default: 
14  if((port>=1024)&(port<=49151) 
15  { 
16  cout << " User Ports"; 
17  } 
18 } 
   
 
1 #define PI 3.14 
2 
3 void f(){ 
4 #define S0(X) S[X] 






1 constexpr auto PI =3.14; 
2 
3 void f(){ 
4 int x =10; 
5 auto S0= [&S] (decltype(x)X) 
6  {return S[X];} 















Quellcode Listing 6: Abruf von Netzwerkports 
 
Für die in den Gliederungspunkten 4.5 und 5.3.2 gemessenen Code-Fragmente scheint es 
zumindest aus dieser theoretischen Betrachtung einen klaren Trend für den gezielten Einsatz 
von einigen Konstrukten zu geben. Diese Konstrukte unterliegen in ihrer Verwendung zum 
Teil bestimmten Sprachrestriktionen, dennoch existieren viele Fälle, in denen ein 
Umschreiben der Code-Fragmente mit einem anderen Konstrukt die Tokenanzahl wesentlich 
beeinflussen kann. 
Neben den unterschiedlichen Konstrukten, die zur Zusammenfassung oder Umschreibung 
des Quellcodes dienen, existieren auch einige Sprachkonstrukte, mit denen 
Präprozessoranweisungen aus dem Quelltext entfernt werden können. [Kumar et al. 2012] 
bezeichnen diesen Vorgang als Demakrofizierung (engl. demacrofying) wodurch bis zu 80% 
aller Makros anhand von Konstrukten und Deklarationen des C++11-Standards aus dem 
Quellcode entfernt werden können. Fraglich ist dabei, ob sich dieser Vorgang auch in einer 
Verringerung der Quellcodegröße niederschlagen kann. Eine solche Demakrofizierung wird 








Quellcode Listing 7: Ersetzung der #define mit C++-Ausdrücken (vgl. [Kumar et al. 2012]) 
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Beide Quellcodes zeigen eine Art Objekt PI und eine Funktion S0. Die linke Seite setzt dies 
in Form von Makros und die rechte Seite in Form eines konstanten Ausdrucks und eines 
Lambdas um. Bei der Gegenüberstellung beider Code-Fragmente wird deutlich, dass sich 
die Tokenanzahl, zumindest für dieses Beispiel, nicht durch Entfernung der 
Präprozessoranweisungen verringert. Die von [Kumar et al. 2012] angeführten Beispiele 
weisen vielmehr eine vergrößerte Tokenanzahl nach Entfernung der Makros auf. Dies lässt 
sich vorwiegend darauf zurückführen, dass die C++-Ausdrücke neben den 
Zuweisungsoperatoren zusätzlich die verwendeten Typen deklarieren müssen. Dafür bieten 
die C++-Ausdrücke eine gewisse Sicherheit und Debuggbarkeit, die durch die Verwendung 
von Makros meist nicht gegeben ist.   
[Reid 2012] argumentiert, „it’s easier to construct a dangerous macro than a safe constant“. 
Allerdings existieren für diese Regel auch Ausnahmen, zum Beispiel zeigt Quellcode Listing 
8 eine Aufzählung von Konstanten über Makros sowie die Deklaration mithilfe einer 
Enumeration. Die Makros sind dabei aufwendiger zu erstellen und enthalten mehr Tokens, 
als die Enumeration, welche es zudem ermöglicht, einfacher neue Werte einzufügen und 
umzuordnen.  
Quellcode Listing 8: Aufsteigende Integer kostanten als Makro und Enumeration [Reid 2012] 
 
In Verbindung mit diesen Sprachkonstrukten und dem Refactoring steht auch die sogenannte 
Quellcodeverjüngung (engl. source code rejuvenation). Diese wird als 
Quellcodetransformation beschrieben, die veraltete Sprachfeatures und Idiome mit 
modernem Code ersetzt (vgl. [Pirkelbauer et al. 2009]). Durch den Einsatz von modernen 
Konstrukten, Features, Idiomen und Schreibweisen sollen auf diese Weise das Verhalten 
sowie die Lesbarkeit des Codes verbessert werden. Die Quellcode Listings 8 bis 10 zeigen 






Quellcode Listing 9: Initialisierung des Vektors über push_back [Pirkelbauer et al. 2009] 
 
1 #define firstNameRow 0 
2 #define lastNameRow 1 
3 #define adress1Row 2 
4 #define cityRow 3 
5 
6 







1 int a[]={1,2,3}; 
2 vector<int> vec(a,a+sizeof(a)/sizeof(int)); 
1 vector<int> vec = {1,2,3}; 
 
 




Quellcode Listing 11: Initialisierung eines Vektors ab C++11 [Pirkelbauer et al. 2009] 
 
Vergleicht man diese Code-Fragmente untereinander, dann benötigt die im C++11-Standard 
eingeführte Schreibweise die wenigsten Tokens. Potentiell lassen sich daher bei der 
Quellcodeverjüngung sowie dem Refactoring bestimmte Prozeduren erkennen, die durch 
ihre Anwendung die Redundanz des Quellcodes verringern.  
 
4.5 Durchführung exemplarischer Tests 
 
Die Messungen, die mithilfe des Testkorpus durchgeführt wurden, dienen zwei 
unterschiedlichen Zwecken. Zunächst wurden, wie in Kapitel 4.2 beschrieben, die Potentiale 
der Tokenbereinigung untersucht. Dabei stellten sich die bereinigten Tokens als effektives 
Mittel zur Redundanzmessung heraus. Zudem sind die Code-Paare des Testkorpus 
individuell auswertbar, wodurch eine gewisse Vergleichbarkeit geschaffen ist. Der 
Testkorpus ist in drei unterschiedlichen Teilen auswertbar. Diese ergeben sich aus dem in 
Kapitel 4.1 beschriebenen Aufbau, nämlich der Betrachtung der Benchmarkalgorithmen 
sowie Code-Paaren ohne jeglichen Bezug zu einem Konstrukt oder einer Schreibweise, 
Code-Paaren mit einem Bezug zu einem Konstrukt und zuletzt Code-Paaren mit dem Bezug 
auf eine bestimmte Schreibweise. 
Im ersten Teil des Testkorpus unterscheiden sich die Code-Paare nur anhand ihrer logischen 
Implementierung und unterliegen damit weder einem Konstrukt noch einer veränderten 
Schreibweise des Sprachstandards. Dazu wurden für die Betrachtung die 
Benchmarkalgorithmen von [Mattavelli 2016] ausgewählt. Dabei handelt es sich um 
verschiedene Implementierungen von Sortier- und Suchalgorithmen. Zu der Gruppe der 
Algorithmen wurde auch eine Gruppe an Code-Fragmenten hinzugezählt, bei der eine 
Funktionalität mithilfe unterschiedlicher Ansätze der Polymorphie umgesetzt wurde. 
Mithilfe dieses ersten Teiles des Testkorpus lässt sich somit einschätzen, wie stark die 
bereinigte Tokenanzahl nur durch eine andere logische Implementierung beeinflusst wird. 
Die Suchalgorithmen, welche mithilfe von linearer und binärer Suche implementiert sind, 
werden in Abbildung 5 dargestellt. Sie bestehen im Durchschnitt aus 60 bereinigten Tokens 













Abbildung 5: Boxplot der bereinigten Tokens der Suchalgorithmen 
 
Die Sortieralgorithmen, welche in Abbildung 6 dargestellt sind, bestehen aus dem Bubble-, 
Insertion-, Merge- und Quicksort-Verfahren. Sie bestehen im Durchschnitt aus 106,5 











Abbildung 6: Boxplot der bereinigten Tokens der Sortieralgorithmen 
 
Dabei ist zu erkennen, dass trotz einer gleichen Funktionalität die bereinigte Tokenanzahl 
stark schwanken kann. So beträgt die relative Standardabweichung der Suchalgorithmen 
25.2% und die der Sortieralgorithmen sogar 39.1%. Vorwiegend lassen sich diese 
Schwankungen anhand anderer Faktoren wie Geschwindigkeit oder Terminierung der 
Algorithmen erklären. Dabei ist jedoch für die weiteren Messungen in Betracht zu ziehen, 
dass vor allem für komplexe Code-Paare Schwankungen auftreten können, die weder von 
den verwendeten Konstrukten noch von einer Veränderung des Sprachstandards abhängen. 
Dieser Faktor kann sich besonders auf die Auswertung des Evaluationskorpus in Kapitel 5 
auswirken, da die Code-Fragmente des Testkorpus gezielt zur Verfahrenserstellung 
ausgewählt wurden und daher kaum Unterscheidungen der logischen Implementierung 
enthalten. 
So unterscheiden sich die Messungen der Code-Paare in Abbildung 7 nur durch eine andere 
Art der Polymorphie, die auf dasselbe Beispiel angewendet wurde. Dieser Fakt zeigt sich 
besonders darin, dass die Standardabweichung nur 6,269 Tokens bei einem Durchschnitt von 






































































Abbildung 7: Boxplot der Code-Paare mit unterschiedlicher Polymorphie  
 
Die daraus resultierende relative Standardabweichung beträgt im Vergleich zu den 
Algorithmen nur 6.4%, welche als Vergleichspunkt für jene Code-Paare herangezogen 
werden kann, die einer Veränderung durch ein Konstrukt oder den Sprachstandard 
unterliegen. 
Im zweiten Teil des Testkorpus wurden verschiedene Sprachkonstrukte wie Templates, 
Funktionen oder die Unterscheidung von if- zu switch-Verzweigungen gemessen. Das 
Ergebnis dieser Messung ist in Abbildung 8 dargestellt, welche jeweils das Code-Fragment 

















Abbildung 8: Messung der Code-Paare anhand der verwendeten Konstrukte 
 
Wie bereits in Kapitel 4.2 erwähnt wurde, gibt es im Testkorpus kein Code-Paar, bei dem die 
Anwendung eines Konstruktes zu einer Erhöhung der bereinigten Tokens führt. Des 
Weiteren kann man erkennen, dass bei den Code-Paaren Eins bis Sechs ein Umschreiben der 
if/else-Verzweigungen zu einem switch-Statement die bereinigten Tokens verringert. Dabei 
handelt es sich jeweils um die in Kapitel 4.4.2 beschriebenen Fälle, bei denen festgelegte 
Werte, wie beispielsweise Ports, direkt referenziert werden können. Die bereinigte 
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Schreibweise verschiedender Sprachausdrücke 
bereinigte Tokenanzahl mit alter Schreibweise bereinigte Tokenanzahl mit moderner Schreibweise
Tokenanzahl der switch-Statements ist durchschnittlich um 8% geringer, da der generelle 
Overhead, welcher für jede if-Verzweigung nötig ist, minimiert wurde. 
In den Code-Paaren Neun bis Zwölf wird jeweils eine Kapselung in Form einer Funktion 
vorgenommen oder Mehrfachaufrufe werden durch Schleifen ersetzt. Dies führt zu einer      
19% geringeren Code-Größe, wobei diese Berechnung stark durch das Beispiel Nummer 
Neun beeinflusst wird und daher bei einem größeren Datensatz wesentlich geringer ausfallen 
sollte. 
Zur Thematik der Objektorientierung stellen die Code-Paare 13 bis 17 verschiedene 
Klassenkapselungen dar, bei denen zumeist eine Abstraktion oder eine 
Vererbungsmöglichkeit eingeführt wurde. Diese Konstrukte erzeugen so eine 
durchschnittliche Verringerung des Codes um circa 10%, was grundsätzlich der Schätzung 
aus Kapitel 4.4.2 entspricht. 
Des Weiteren befassen sich die Code-Paare 19 und 20 mit einfachen Funktionstemplates, 
welche eine wesentliche Verringerung der bereinigten Tokens nach sich ziehen. Diese sowie 
die Beispiele Acht, Neun und 18 sind keiner allgemeineren Gruppe zuzuordnen, tragen 
allerdings zum Gesamtdurchschnitt aller Code-Paare bei. Es ergibt sich eine 
durchschnittliche Verringerung von 13% durch die Wahl eines bestimmten 
Programmierkonstruktes anstelle eines anderen. 
Der Testkorpus wird komplettiert durch eine Reihe von Code-Paaren, bei denen ein 
Ausdruck eines alten Sprachstandards durch den einer moderneren Version, wie C++ 14 oder 
17, ersetzt wird. Bis auf das Beispiel der constexpr, welches einen relativ großen 
Overhead mit sich bringt, beziehen sich die Beispiele jeweils ausschließlich auf einen 
minimalen Gebrauch der Änderungen. So ist in Abbildung 9 zu erkennen, dass die neuere 
Schreibweise keinen Einfluss auf die bereinigte Tokenanzahl besitzt, sich dabei allerdings 









Abbildung 9: Messung der Code-Paare mit verschiedenen Schreibweisen des Sprachstandards 
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Aufgrund der minimalen Ausdrücke lässt sich, im Gegensatz zu Abbildung 8, kein 
umfassender Rückschluss auf eine Codebasis oder ein Projekt ziehen, da sich die hier 
gezeigten Änderungen nicht prozentual auf einen größeren Maßstab übertragen lassen.  
Anhand der bisher betrachteten Ergebnisse ist anzunehmen, dass es eine Menge an 
Konstrukten und Weiterentwicklungen des Sprachstandards gibt, die zu einer 




5.  Evaluierung des Verfahrens 
 
Das vorangegangene Kapitel diskutierte die Erstellung des Messverfahrens. Im folgenden 
Kapitel wird erläutert, wie der zur Evaluierung des Verfahrens genutzte Evaluationskorpus 
aufgebaut wurde und aus welchen Quellcode-Fragmenten dieser besteht. Zudem wird die 
Tokenbereinigung am Evaluationskorpus getestet und es werden die Code-Paare ausgewertet, 
was der Beantwortung der Forschungsfragen dient. 
 
5.1 Auswahl geeigneter Tools und Projekte  
 
Um den Evaluationskorpus mit bislang ungetesteten Code-Paaren aufzubauen, bieten sich 
besonders Open-Source-Projekte an, aus denen redundanter Code mithilfe von Tools 
extrahiert werden kann. Wie bereits erwähnt wurde, existiert zum aktuellen Zeitpunkt kein 
Tool, welches hinreichend zur gegebenen Definition von Redundanz, einen Quellcode 
analysieren kann. Um sich der Thematik dennoch anzunähern, wird auf Code-Clones als 
Teilmenge der Redundanz zurückgegriffen. 
Da Code-Clones ein weit erforschter Bereich sind, existiert eine Vielzahl an Tools und 
Techniken um sie im Quellcode aufzufinden. [Roy et al. 2009] führten zu diesem Zweck 
bereits einen Vergleich der Tools und eine Evaluation anhand von Copy and Paste-Szenarien 
durch. So untersuchten [Roy et al. 2009] 22 Attribute der Tools. Fünf dieser Attribute 
erscheinen dabei im Rahmen dieser Arbeit als relevant für die Auswahl. Dazu zählen die 
allgemeine Verfügbarkeit des Tools, welche bevorzugt Open Source oder frei zur Forschung 
oder Evaluierung sein sollte. Des Weiteren sollten die Tools keine externen Abhängigkeiten 
zu einem größeren System oder einer Entwicklungsumgebung besitzen sowie die Analyse 
von C++-Code unterstützen. Ebenso ist es von Vorteil, wenn möglichst alle Clone-Typen 
aufgespürt werden und das Tool bereits hinreichend evaluiert ist. 
Die so untersuchten Tools wurden allesamt bereits evaluiert und verfügen zumeist über eine 
gute Unterstützung für die Code-Clone-Typen Eins bis Drei. Jedoch gibt es kein Tool für 
Typ-Vier-Clone, welches das Verfügbarkeitskriterium sowie das Kriterium der externen 
Abhängigkeit erfüllt. Besonders die auf Text-, Baum- oder Token-Analyse basierenden 
Verfahren sind sprachunabhängig oder unterstützen auf C aufbauende Sprache wie C++ oder 
C#. Unter Berücksichtigung der Szenarioanalyse von [Roy et al. 2009] sowie der 
hinzugezogenen Untersuchung von [Svajlenko 2018], in der verschiedene Tools anhand des 
Bellon-Benchmarks und des BigCloneBenchs getestet wurden, fiel die Wahl auf das Tool 
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Simian3 in Version 2.5.10. Dieses Tool erfüllt die genannten Kriterien und wurde seit der 





Programmtext 2: Konsolenaufruf des Tools Simian zur Clone-Detection für des Projekt OpenCV 
In Programmtext 2 ist zu sehen, wie Simian der Konsole ausgeführt wurde. Dabei werden in 
diesem Beispiel sämtliche C++-Dateien mit der Endung .cpp und .hpp auf Duplikationen, 
im Sinne der Typ-Eins- und Typ-Zwei-Clone, untersucht. Andere Dateiendungen, 
insbesondere Headerdateien mit .h Endung, werden zur Erstellung des Evaluationskorpus 
vernachlässigt, da diese eine andere Sprache, wie etwa C, enthalten können. Der 
Programmtext 3 des Anhangs zeigt einen verkürzten Output, welcher durch die Ausführung 
des Programmtext 2 erzeugt wurde. 
Für die Untersuchung der Code-Clones als Teil der Redundanz wurden nun Projekte gesucht, 
die anhand des Tools analysiert werden können. Für diese Auswahl gibt es zwei Kriterien, 
nämlich die Open-Source Eigenschaft sowie die vom Projekt verwendete Sprache, welche, 
aufgrund der späteren Messung mithilfe des Tokenizers, C++ sein sollte. Dabei muss das 
Projekt nicht vollständig mit C++ umgesetzt sein, jedoch muss es Teile an C++-Quellcode 
für die Analyse aufweisen. Ähnlich zum Vorgehen von [Gabel/Su 2009] wurden daher über 
Sourceforge und Git die Projekte Audacity4, Inkscape5 und OpenCV6 ausgewählt.  
 
5.2 Aufbau des Evaluationskorpus 
 
Ähnlich zu dem bereits beschriebenen Testkorpus unterliegt auch der Evaluationskorpus 
dem Prinzip, dass alle Code-Paare funktionell identisch sind, sodass jeweils ein Code-
Fragment das andere ersetzen kann. Zudem ist anzumerken, dass dieser Code nicht für die 
Erstellung des Messverfahrens genutzt wurde und damit keiner Messung oder Beurteilung 
unterzogen wurde.  
Den ersten Teil des Evaluationskorpus stellen die Code-Clones dar, die mithilfe von Simian 
aus den Open-Source-Projekten extrahiert wurden. Die verwendeten Clones wurden zufällig 
aus dem gesamten Ergebnis des Tools ausgewählt und beinhalten somit vorwiegend die 
                                               
3 https://www.harukizaemon.com/simian , letzter Zugriff 12.07.2019 
4 https://sourceforge.net/projects/audacity , letzter Zugriff 15.07.2019 
5 https://gitlab.com/inkscape/inkscape , letzter Zugriff 15.07.2019 
6 https://sourceforge.net/projects/opencvlibrary , letzter Zugriff 15.07.2019 
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Clone-Typen Eins bis Drei. Diese Code-Fragmente wurden im Anschluss anhand der 
Empfehlungen von [Fanta/Rajlich 1999], [Göde 2010] und [Zanoni 2012] überarbeitet. 
Diese Empfehlungen beziehen sich entweder auf den Umgang mit Code-Duplikation oder 
direkt mit Code-Clones und beinhalten konkrete Änderungen wie zum Beispiel das Einfügen, 
das Kapseln oder den Ausschluss einer Funktion (vgl. [Fanta/Rajlich 1999]) oder das 
Abändern oder Austauschen von Anweisungen mit dem Aufruf einer Methode (vgl. [Göde 
2010]). Auf diese Weise wird die Funktionalität des Codes nicht verändert und dennoch eine 
Verringerung der Tokenanzahl durch die Änderungen erwirkt. Dabei erscheint es zum Teil 
schwer oder gar unmöglich, Code-Clones durch Standardtechniken des Refactorings zu 
entfernen (vgl. [Duala-Ekoko/Robillard 2010]). Dies lässt sich vor allem damit begründen, 
dass sich Code-Clones der Typen Drei und Vier wesentlich vom Ursprungsquellcode 
unterscheiden können. So ist es zum Beispiel möglich, dass der Code-Clone unabhängig von 
seinem Ursprung weiterentwickelt wurde (vgl. [Duala-Ekoko/Robillard 2010]). Auf diese 
Weise besitzt der Code zwar ähnliche Bestandteile wie sein Ursprung und wird potentiell als 
Code-Clone identifiziert, dennoch besteht nur noch eine verminderte funktionale 
Ähnlichkeit. 
Diese Typen Drei und Vier sind dabei sehr von den Code-Clones der Typen Eins und Zwei 
zu unterscheiden, da man bei diesen Clones zumeist von direkten Duplikationen spricht, 
welche nur Änderungen an Leerzeichen, Kommentaren oder Benennungen aufweisen. Dies 
hat zu Folge, dass Clone-Typen Eins und Zwei sich vermutlich durch Funktionen, Klassen 
oder andere Konstrukte eliminieren lassen. 
Der zweite Teil des Evaluationskorpus besteht aus verschiedenen Code-Paaren, bei denen 
unterschiedliche Entwurfsmuster angewendet wurden. Die verwendeten Beispiele stammen 
von Sourcemaking.com7 und dienen dem Vergleich von Code-Fragmenten, die mit einem 
Entwurfsmuster umgesetzt sind, mit Code-Fragmenten, welche nur die Funktionalität 
imitieren und somit einen Workaround darstellen. Diese Betrachtung nähert sich somit einem 
Aspekt der von [Pirkelbauer et al. 2009] begründeten Quellcodeverjüngung an. Denn jene 
Code-Fragmente, die nur eine Funktionalität imitieren, stellen in einem gewissen Rahmen 
Idiome dar, wodurch eine angewendete Quellcodeverjüngung auf lange Sicht das 
Programmverhalten sichern und verbessern kann (vgl. [Pirkelbauer et al. 2009]). 
Der dritte Teil schließt direkt an die Thematik der Quellcodeverjüngung an und betrachtet 
daher einige Code-Paare, bei denen eine Optimierung, Verbesserung oder 
Präprozessorentfernung durchgeführt wurde. Dabei steht besonders, wie in Kapitel 4.4.2 
                                               
7 https://sourcemaking.com/design_patterns , letzter Zugriff 08.08.2019 
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diskutiert wurde, eine mögliche Abwägung im Vordergrund, da eine Entfernung von Makros 
oder ein Umschreiben zum Vorteil anderer Faktoren nicht zwangsweise in einer geringeren 
Codegröße resultiert. Dieser Teil der Quellcodeverjüngung wird durch eine Auswahl an 
Code-Paaren ergänzt, die mithilfe von Best Practices umgeformt wurden. 
Die restlichen Code-Paare für den vierten Teil umfassen, ähnlich zum Testkorpus, die 
Anwendung verschiedener Sprachkonstrukte oder modernerer Schreibweisen auf die Code-
Fragmente. Darunter befindet sich zum Beispiel Klassentemplates, Lambdas sowie eine 




5.3.1 Überprüfung des Verfahrens 
 
Das vorgestellte Messverfahren der Tokenzerlegung und Bereinigung um nicht semantische 
Anteile unterscheidet sich bereits von ähnlichen Messmethoden der Redundanz, wie in 
Kapitel 4.3 dargelegt wurde. Allerdings wurde es bislang nur anhand bekannter Code-Paare 
getestet. Der in 5.2 erläuterte Evaluationskorpus mit seinen vier Teilen wird in Abbildung 
10 dargestellt. Die unveränderten Code-Fragmente sind dabei die jeweilige linke Seite der 
Linien und die veränderten Code-Fragmente werden durch die rechte Seite der Linien 
repräsentiert. Eine ansteigende Linie bedeutet dabei, dass durch die Veränderung die Token- 
beziehungsweise die bereinigte Tokenanzahl ansteigt, eine abfallende Linie bedeutet eine 













Abbildung 10: Veränderungen durch Anwendung bereinigter Tokens 
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Zu sehen sind insgesamt 46 Linien jeweils für Tokens und für bereinigte Tokens. An vielen 
Stellen der Abbildung, aber besonders bei den Entwurfsmustern, erkennt man eine 
proportionale Verschiebung der Linien, was darauf hindeutet, dass nicht jede Änderung, die 
einer Verbesserung von Wartbarkeit oder Lesbarkeit dient, auch gleichermaßen die 
Redundanz beeinflusst. 
Darunter sind für die normalen Tokens 21 fallende, 24 steigende und eine gleichbleibende 
Gerade zu beobachten. Diese verändern sich durch die Tokenbereinigung zu 24 fallenden 
und 21 ansteigenden Geraden sowie eine andere gleichbleibende Gerade. Die Veränderungen 
der Geraden, treten dabei im Teil der Code-Clones und bei den Ausgewählten Code-
Fragmenten zur Präprozessorentfernung auf. Im Vergleich zu den Tokens tritt dieser 
Unterschied auf, da die bereinigten Tokens besser den semantischen Inhalt der Code-
Fragmente widerspiegeln. Gerade diese Nicht-Erfassung von Störelementen wie optionalen 
Separatoren sorgt damit für eine verbesserte Messmöglichkeit mit konkreten Zahlen. Auf 
diese Weise sollte es möglich sein, zwei funktional identische Code-Fragmente miteinander 
zu vergleichen und den am besten geeigneten Quellcode auszuwählen.  
Diese Aussagen unterliegen dabei folgenden Annahmen: 
1. Eine geringere Codegröße ist bei gleichbleibender Funktionalität für einen erfahrenen 
Entwickler besser als ein größerer Code. 
2. Separatoren und optionale Code-Bestandteile tragen nicht zu einer Verbesserung von 
Eigenschaften wie der Wartbarkeit oder Lesbarkeit bei.   
Zudem bleibt den bereinigten Tokens die Fähigkeit erhalten, die prozentuale Veränderung 
der Codegröße auszudrücken. Dadurch ist es möglich, dieses Messverfahren mit Verfahren 
der Redundanzermittlung zu kombinieren, um größere Codebasen zu analysieren. Zum 
Beispiel erscheint es naheliegend, die Messweise für Redundanz von [Mattavelli 2016] so 
zu nutzen, dass für alle Code-Fragmente ermittelt wird, wie viel funktionale Redundanz sie 
aufweisen. Im nächsten Schritt können diese Werte dann mit den jeweiligen Codegrößen der 
bereinigten Tokens verglichen werden, um zu ermitteln, in wie weit der Quellcode bei einer 
perfekten Eliminierung der Redundanz verringert werden kann.8  
Zur Beantwortung der ersten Forschungsfrage ergibt sich somit, dass eine Tokenzerlegung, 
wie sie in Kapitel 3 geschildet wurde, sowie eine Bereinigung dieser Tokenanzahl, um ihren 
nicht semantischen Inhalt zum Vergleich von Code-Paaren herangezogen werden kann. Eine 
solche Gegenüberstellung ermöglicht es, die Redundanz als Menge an bereinigten Tokens 
auszudrücken, die durch eine Umformung des Quellcodes eingespart werden kann.  
                                               
8  Eine perfekte Eliminierung bezieht sich dabei, ähnlich zur Benennung bei Code-Clones, auf eine 





























Entferung von Code Clones
Code Clone Code mit Eliminierten Clones
5.3.2 Auswertung des Evaluationskorpus 
 
Die in 5.2 beschriebenen Teile des Evaluationskorpus werden in diesem Kapitel unabhängig 
voneinander ausgewertet. Am Anschluss daran können die zweite bis vierte Forschungsfrage 
anhand der gezeigten Ergebnisse beantwortet werden.   
Zunächst einmal sollen die ausgewählten Code-Clones betrachtet werden. In Abbildung 11 
wird gezeigt, wie sich die bereinigte Tokenanzahl verändert, wenn die Clones entfernt 
werden. Das erste sowie dritte bis fünfte Code-Paar umfassen dabei lediglich eine Dopplung 
des Codes, wohingegen die weiteren Code-Paare mindestens drei gleiche oder zumindest 


















Abbildung 11: Entfernung von Code-Clones aus Open-Source-Projekten 
 
Für alle Code-Paare gilt hierbei, dass die Entfernung der Code-Clones zu einer Verringerung 
der bereinigten Tokenanzahl führt, wenn der Code mindestens dreimal auftritt. Wenn es nur 
einen weiteren Clone neben dem Ursprung gibt, führt dies zu einer Angleichung der 
Messwerte oder gar zu einer Vergrößerung der bereinigten Tokenanzahl nach dem Entfernen 
des Code-Clones. Dies resultiert zumeist aus dem Overhead, der durch die Einführung des 
Klasse, Funktion, Prozedur oder Ähnlichem entsteht. Besonders bei Code-Clones von 
kleinerer Größe kann ein Umschreiben den Code vergrößern. Es erscheint so, als ob sich die 
Aussage von [Metz 2016]9 und die „Rule of Three“ sich mit den Messwerten decken.  
Der zweite Teil des Evaluationskorpus, welcher aus verschiedenen Entwurfsmustern besteht, 
unterliegt bislang weder einem solchen Prinzip oder einer solchen Aussage. So zeigt sich in 
Abbildung 12, dass die Implementierung unterschiedlicher Entwurfsmuster keine direkte 
Auswirkung auf die Verringerung von Redundanz besitzt.   
 
                                               
































































Anwendung von Best Practices












Abbildung 12: Umsetzung von Entwurfsmustern 
Werden dabei nur gezielt der Iterator und die Template-Methode betrachtet, lässt sich 
zumindest bei diesen Entwurfsmustern eine Verringerung der bereinigten Tokenanzahl 
feststellen. Zu allen weiteren Entwurfsmustern ist anhand der durchgeführten Messung keine 
klare Tendenz festzustellen. Dies liegt insbesondere daran, dass Entwurfsmuster ähnlich zu 
Klassen einen gewissen Overhead für ihre Implementierung benötigen. Dadurch werden 
mehr bereinigte Tokens für die allgemeine Deklaration des Musters genutzt, jedoch lassen 
sich Ergänzungen mit geringerem Aufwand an Tokens hinzufügen. Aus diesem Grund 
besteht die Möglichkeit, dass eine langfristige Tokeneinsparung aufgrund der 
Entwurfsmuster erst durch eine erhebliche Codegröße beziehungsweise durch die 
Implementierung vieler verschiedener Bestandteile sichtbar wird.  
Der dritte Teil des Evaluationskorpus beschäftigt sich mit exemplarischen 
Implementierungen zur Thematik der Quellcodeverjüngung. Diese umfassen zunächst die 
Anwendung von Best Practices, da diese durch ihre weitreichende Verwendung unter 
















Abbildung 13: Messung der Tokenanzahl zur Anwendung von Best Practices10 
                                               








































Anwendung einer Art der Optimierung 
Vor Optimierung oder Refactoring Optimierter Code
Abbildung 13 stellt einen exemplarischen Ausschnitt an Best Practices dar, welche durch 


















Abbildung 14: Messung der Tokenanzahl bei der Optimierung von Quellcode11 
 
Dieser Ausschnitt zeigt, dass eine Tokenverringerung nicht zwangsweise mit Best Practices 
oder Optimierungen einhergeht. Dies ergibt sich vorwiegend daraus, dass die entstandenen 
Änderungen sich in der Regel nicht auf Redundanzvermeidung, sondern auf andere Faktoren 
des Quellcodes fokussieren. So ist in Abbildung 14 zu erkennen, dass das Refactoring eines 
größeren Code-Fragmentes zu einer erheblichen Einsparung an Tokens führen kann. Jedoch 
ist dies womöglich nur ein Nebeneffekt der angewendeten Technik und nicht sein 
Hauptzweck.  
Ähnlich zur Verminderung der Tokenanzahl, die ebenso als Nebeneffekt bei Best Practices 
auftritt, kann sich die gemessene Tokenanzahl auch, wie in Abbildung 13 Beispiel 4, erhöhen. 
Die Deklaration von Quellcodebestandteilen als const sorgt für eine erhöhte Sicherheit im 
Umgang mit den Variablen oder Funktionen, benötigt dabei allerdings für jede 
Konstantendeklaration ein weiteres Token. Gleichermaßen erhöht sich auch bei Beispiel 5 
der Abbildung 14 die Tokenanzahl, da beim manuellen Entrollen einer Schleife, die 
Performanz des Programmes im Vordergrund steht und dieser Vorgang auf Kosten der 
Programmgröße implementiert wird. 
Nach [Pirkelbauer et al. 2009] ist die Entfernung von Präprozessoranweisungen ein weiterer 
wichtiger Bestandteil der Quellcodeverjüngung. Zu diesem Zweck zeigt Abbildung 15, wie 
sich die Tokenanzahl durch Entfernung der Makros verändert.  
 
 
                                               














































Abbildung 15: Veränderung der Tokenanzahl durch Präprozessorentfernung 
 
Aus den Ausführungen und Beispielen12 von [Kumar et al. 2012], [Pirkelbauer et. al. 2009] 
und [Reid 2012] zeigt sich, folgendes: 
1. Die Entfernung von Makros ist entweder eingeschränkt oder nicht möglich. 
2. Präprozessorentfernungen werden meist mithilfe von Workarounds implementiert, um die 
Funktionalität des Codes zu erhalten. 
3. Es gibt zwar einige Möglichkeiten zur Einsparung von Tokens durch Demakrofizierung, 
der Code ohne Makro benötigt allerdings meist mehr bereinigte Tokens. 
Insgesamt erscheint die Quellcodeverjüngung zwar zur besseren Wartbarkeit des Quellcodes 
beizutragen, der Effekt der Redundanzverringerung entsteht jedoch eher als Nebenprodukt 
bei der Anwendung der Konzepte. Zudem wird für viele Optimierungen oder Refactorings 
ein größerer Code in Kauf genommen, um die gewünschten Effekte zu erzeugen. 
Der letzte Teil des Evaluationskorpus, der die Betrachtungen des Testkorpus erweitert, 
beschäftigt sich erneut mit einigen Konstrukten und Schreibweisen des Quellcodes, die 
potentiell redundanzmindernd wirken können. So ist in Abbildung 16 zu erkennen, dass die 
meisten Code-Paare, die Erwartungen der Redundanzminderung erfüllen. Besonders bei der 
Verwendung von Lambdas, also bei den Code-Paaren Vier bis Sieben, zeigt sich, dass die 
Tendenzen von [Mertz 2017] und [Smith 2008] bestätigen werden. Denn die direkte Nutzung 
von Lambdas an ihrer benötigten Stelle besitzt weniger bereinigte Tokens als die Definition 
einer Funktion oder Methode. Allerdings benötigt ein Lambda mehr bereinigte Tokens als 
eine Funktion, wenn die Funktionalität zur erneuten Verwendung bestimmt ist.  
 
 
                                               
12 Von den Autoren sowie zusätzlicher Literatur werden weitere Beispielcodes angegeben. Diese lassen sich 
allerdings auf die vier Code-Paare herunterbrechen, beziehungsweise ist das häufigste Beispiel der 
Demakrofizierung das Ersetzen von #define durch const, welches in den betrachteten Beispielen immer 









































s Anwendung von Konstrukten oder Schreibweisen 














Abbildung 16: Gemessene Tokenzahlen durch Veränderung der genutzten Konstrukte oder Schreibweisen  
Ebenso erfüllt  Beispiel 11 die Erwartung, die in Kapitel 4.4.2 festgesetzt wurde, denn auch 
wenn an dieser Stelle ein direkter Vergleich innerhalb eines if-Ausdrucks vorliegt, so führt 
die Ersetzung durch ein switch-Statement zu einer höheren Tokenanzahl.  
Zuletzt besitzt Beispiel 9 eine Erhöhung der bereinigten Tokenanzahl, da anstatt einer 
iterierenden for-Schleife, die Kopierfunktion der Standard Template Library (STL) 
implementiert wurde. Dabei liegt an dieser Stelle ein ähnlicher Workaround wie bei den 
Entwurfsmustern vor, denn unabhängig von der funktionellen Gleichheit beider Code-
Fragmente, ist die STL-Funktion einfacher einzubinden und zudem fähig, weitere Fälle 
abzudecken. 
Unabhängig von den durchgeführten Betrachtungen entstand im C++20-Standard der Drei-
Weg-Vergleichsoperator <=> (engl. three-way-comparison-operator). Dieser ist ein gutes 
Beispiel für Sprachfeatures, die bestehende Konstrukte ersetzen können. Als neu 
eingeführter Operator kann er zur Ersetzung bestehender Vergleichsoperatoren genutzt 
werden. Corentin Jabot 13  gab zu dieser Thematik bekannt 14 , dass die Integration des 
Operators in die Standard-Bibliothek in einer Reduzierung der Codebasis um 1.500 Zeilen 
Code resultiert. Auch wenn diese Aussage sich nicht direkt auf Tokens bezieht, ist 
anzunehmen, dass durch die eliminierten Zeilen auch die Tokenanzahl gesunken ist. 
Anhand dieser Betrachtungen sowie jene des Kapitels 4.5 sind die zweite bis vierte 
Forschungsfrage zu beantworten. Forschungsfrage 2: Es hat sich über alle Messungen 
hinweg gezeigt, dass es bestimmte Sprachfeatures und Konstrukte gibt, die eine 
redundanzmindernde Wirkung besitzen. So besitzen vorwiegend Templates und 
verschiedene Abstraktionen wie Klassen und Funktionen einen redundanzmindernden  
Effekt. Allerdings existieren für andere Features bestimmte Einschränkungen, wodurch 
                                               
13 C++ Entwickler und Mitglied des C++ Standardisierungsgremium 
14 https://twitter.com/Cor3ntin/status/1159250950978244613 
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diese nur in bestimmten Situationen eine Verringerung der Redundanz herbeiführen. Durch 
die Einführung neuer Sprachstandards entstehen neue Konstrukte oder Schreibweisen für 
bestehende Features. Dabei zeigten sich keine negativen Veränderungen durch die 
moderneren Schreibweisen, sondern ausschließlich neutrale oder redundanzmindernde 
Auswirkungen, wie in Abbildung 9 oder beim Drei-Weg-Vergleichsoperator gezeigt wurde. 
Neben den Sprachfeatures wurden auch verschiedene Konzepte betrachtet. Dabei zeigte sich, 
dass eine Vielzahl an Konzepten und Entwurfsmustern nicht zwangsweise zu einer direkten 
Reduzierung der Redundanz beitragen. Es ist allerdings nicht auszuschließen, dass 
insbesondere Entwurfsmuster langfristig durch ihre Strukturierung, Redundanzen reduzieren. 
Im Allgemeinen lässt sich für Konzepte der Programmierung keine klare Tendenz in Bezug 
auf Redundanz ableiten. 
Forschungsfrage 3: Für diese Forschungsfrage sind zum einen die intrinsische Redundanz15 
und zum anderen die Code-Clones zu betrachten. Zunächst stellte sich durch die Messungen 
heraus, dass durch die Verwendung von anderen Konstrukten oder moderneren 
Schreibweisen die bereinigte Tokenanzahl um durchschnittlich zehn bis 13 Prozent 
verringert werden kann. Dies betrifft dabei nicht zwangsweise den vollständigen Quellcode, 
sondern in der Regel nur die Code-Fragmente, die umgeformt werden können. Dabei besteht 
jedoch die Möglichkeit, dass mehrere Umformungen auf ein Code-Fragment angewendet 
werden können.  
Die Redundanzminderung bei Code-Clones ist stark davon abhängig, wie groß der Clone ist, 
wie oft dieser auftritt und wie er entfernt wird. Wie bereits argumentiert wurde, ist zunächst 
von einer perfekten Code-Clone-Entfernung auszugehen. Dies betrifft insbesondere die 
Code-Clone-Typen Eins und Zwei, da direkte Duplikate mit einem sehr geringen Overhead 
entfernt werden können. So umfasst das Projekt Audacity, wie in Abbildung 17 dargestellt, 
eine Vielzahl an Clone-Paaren von verschiedener Größe.  
Es ist zu erkennen, dass ein erheblicher Anteil an Code-Clones in diesem Projekt unter zehn 
Zeilen groß ist und dass größere Clones nur in einem geringen Umfang auftreten. Insgesamt 
treten 159 Clones16 auf, die zusammen 3.509 Zeilen Code umfassen. Ausgehend von einer 
perfekten Entfernung sollte es somit möglich sein, sämtliche 2.265 geklonte Codezeilen des 





                                               
15 Überschneidungen mit Code-Clones sind ausgeschlossen. 
















Abbildung 17: Verteilung der Code-Clones für ansteigende Tokenzahlen17 
 
Für die Clone-Typen Drei und Vier ist diese Abschätzung allerdings nur teilweise anwendbar, 
da in diesen Typen Änderungen vorkommen, die nicht durch eine gemeinsame Prozedur 
extrahiert werden können. Es ist daher zu schlussfolgern, dass die Entfernung von Code-
Clones immer in einer gleichbleibenden oder geringeren Tokenanzahl resultiert, wie im 
vorherigen Kapitel gezeigt wurde. 
Forschungsfrage 4: Wie in den vorherigen Kapiteln dargelegt wurde, sind bestimmte 
Bedingungen für den Einsatz verschiedener Sprachkonstrukte und Features nötig, damit 
diese einen redundanzmindernden Effekt besitzen. Nach der Argumentation des Kapitels 4.4 
sowie den getätigten Messungen zeigt sich, dass Konstrukte wie Templates, Klassen oder 
die Verwendung von Entwurfsmustern Redundanzen vermindern können. In der Regel muss 
dafür eine vielfache Wiederholung von gleichem oder ähnlichem Quellcode vorliegen. Eine 
allgemeine Aussage für diese Art Sprachfeatures ist zumindest anhand der Kombination des 
DRY-Prinzips und der „Rule of Three“ annähernd zu treffen. Eine strukturelle oder 
funktionale Dopplung sollte mindestens dreimal auftreten bevor sie mithilfe einer 
entsprechenden Abstraktion entfernt wird. Insbesondere für Entwurfsmuster erscheint es 
schwer, eine allgemeine Aussage zu tätigen, da die Muster recht unterschiedliches Verhalten 
darstellen und unterschiedlich implementiert sein können.  
Andere Konstrukte der Programmierung, die besonders die intrinsische Redundanz 
verändern können, unterliegen dabei bestimmten Einsatzkriterien. So kann ein switch-
Statement ein if-Statement redundanzmindernd ersetzen, wenn die Auswahlbedingungen 
durch den ‘==‘-Vergleichsoperator abgefragt werden. Gleichermaßen kann ein Lambda bei 
einer einmaligen Verwendung geringeren Aufwand als eine Klassenmethode erzeugen, 
                                               
17 Betrachtungsgröße in Zeilen aufgrund der Auswertung von Simian. 
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allerdings bei einer häufigen übereinstimmenden Nutzung den Code unnötig 
verkomplizieren und vergrößern.  
Für die Redundanzreduktion sollten dabei besonders Schreibweisen und Idiome 
berücksichtigt werden, die durch modernere beziehungsweise geänderte Sprachstandards 
entstehen. In der Regel erzeugen sie eine geringere Codegröße, da Änderungen, die nicht 
direkt einer funktionalen Verbesserung dienen, ihren Fokus verstärkt auf die Verbesserung 
der Wartbarkeit, Lesbarkeit und Aufwandsreduktion bei der Erstellung legen. Somit wird 






Dieses letzte Kapitel befasst sich mit den möglichen Fehlern der Messungen und der 
Argumentation, den Möglichkeiten das Messverfahren weiter zu entwickeln und zu nutzen, 




Im Rahmen der Messungen gibt es einige Probleme, die die Ergebnisse verfälschen können. 
Zunächst können Fehler an der Konfiguration des Tokenizers auftreten. Ein Fehler in der 
Aufzählung oder Untergliederung der einzelnen Tokens würde die einzelnen Ergebnisse 
verfälschen. Zu diesem Zweck wurde auf der Konfiguration für C von Quex aufgesetzt und 
sichergestellt, dass sämtliche Code-Fragmente des Testkorpus in ihre korrekten Tokens 
zerlegt wurden.  
Eine weitere Fehlerquelle stellt der verwendete Quellcode dar. Zunächst besteht die 
Möglichkeit, dass die ausgewählten Beispiele entweder zu klein sind, um sie mit anderen zu 
vergleichen oder einen zu großen Overhead besitzen, der die Messwerte unnötig verfälscht. 
Zu diesem Zweck wurden die einzelnen Bestandteile der Konstrukte in Kapitel 4.4.2 genauer 
untersucht, um zu zeigen, inwieweit Konstrukte einen Einfluss auf die Tokens besitzen. 
Des Weiteren wurde bei den Code-Beispielen auf verschiedene Quellen zurückgegriffen. 
Problematisch ist dabei, dass zum Beispiel unterschiedliche Definitionen und Auslegungen 
von Redundanz und Code-Clones zu unterschiedlichen Änderungen am Quellcode führen. 
Diese resultieren entweder in einer Veränderung der Funktionalität oder in einer 
abweichenden Kategorisierung der Code-Paare. Diese Problematik wurde eingegrenzt, 
indem die Code-Paare nach den Definitionen von Kapitel 2.2 eingeordnet wurden und ihre 
funktionale Gleichheit anhand ihrer Ausführung garantiert wurde.  
Als letzte Fehlerquelle am Quellcode ist die manuelle Umformung zu betrachten. Diese 
umfasst entweder eine fehlerhafte oder nicht optimale Implementierung der 
Redundanzentfernung. Nach der Argumentation von [Chaitin 2001] ist Quellcode nur so 
stark zu reduzieren beziehungsweise zu komprimieren, wie es der Wissensstand zu einem 
bestimmten Zeitraum zulässt. Um sonstige menschliche Fehler bei der Umformung zu 
vermeiden, wurde auf verschiedene Guidelines wie [Zanoni 2012] oder [Göde 2010] 
zurückgegriffen.  
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Zuletzt sind die Ergebnisse zum Teil von den genutzten Tools abhängig. Die eingesetzten 
Tools erstreckten sich dabei über die Tokenzerlegung, Messung und Erstellung des 
Messverfahrens sowie die anschließende Code-Clone-Analyse der Open-Source-Projekte. 
Die Auswahl der genutzten Tools unterlag jeweils bestimmten Kriterien, die bereits in 
Kapitel 3.1 und 5.1 erläutert wurden. Zudem wurden der Testkorpus sowie die Ausgaben 




Zunächst könnte die Tokenzerlegung genauer untersucht werden. So besteht womöglich ein 
tieferer Zusammenhang zu den verwendeten Sprachkonstrukten, wodurch eine 
Unterscheidung der Tokens nicht nur nach ihren Gruppen, sondern auch nach ihren 
konkreten Verwendungen untersucht werden könnte. Die jeweiligen Tokens könnten auf 
diese Weise unterschiedlich gewichtet werden. So kann ein Messverfahren womöglich 
genauer die Funktionalität widerspiegeln, wenn zwischen einer Funktion und einer Funktion 
höherer Ordnung unterschieden werden kann. Zudem wäre eine Erweiterung für funktional 
ähnliche Code-Fragmente erforderlich, da momentan die Messungen nur für funktionell 
identischen Code getestet wurden.  
Neben der Erweiterung des Messverfahrens könnte die Tokenzerlegung auch für das 
Auffinden und Beseitigen der Redundanz genutzt werden. Ähnlich zu [Kontogiannis 1997] 
kann das Messverfahren verwendet werden, um in Kombination mit anderen Metriken 
verschiedene Code-Fragmente zu analysieren und zu vergleichen.  
Über die theoretische Betrachtung hinaus kann untersucht werden, inwieweit Quellcode mit 
einer geringeren Redundanz sich auf Faktoren wie Wartbarkeit und Lesbarkeit auswirkt. Zu 
diesem Zweck können in erster Linie Entwickler hinzugezogen werden, die eine Beurteilung 
zu diesen verschiedenen Faktoren formulieren.  
Die so entstandenen Ergebnisse könnten dann Tendenzen liefern, wie wichtig eine geringe 
Redundanz im Vergleich zu anderen Qualitätseigenschaften ist. Daraus abgeleitet sollte es 
möglich sein, eine automatische Quellcodekomplettierung oder zumindest Codevorschläge, 
wie sie von einer Reihe an Entwicklungsumgebungen bereitgestellt werden, so einzustellen, 
dass ein optimaler Quellcode beziehungsweise durch Ad-hoc Transformationen generiert 
werden kann.  
Des Weiteren besteht noch die Möglichkeit, dass die Redundanz auf den Ansatz von 
neuronalen Netzen beziehungsweise künstlicher Intelligenz übertragen wird. Dies bezieht 
sich vorwiegend auf die Definition von Redundanz, wie sie Kapitel 2.3 diskutiert wurde, da 
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sie sich von anderen Definitionen, besonders durch die Betrachtung der intrinsischen 
Redundanz, abhebt. Potentiell könnte so ein neuronales Netz darauf trainiert werden, alle 
benannten Formen von Redundanz zu erkennen, beziehungsweise alle Formen zu erkennen, 
aus denen Redundanzen entfernt werden kann.  
Zuletzt sollte die Untersuchung des Einsatzes von Sprachkonstrukten und Features 
weitergeführt werden. Es wurde zwar gezeigt, dass es einige redundanzmindernde 
Konstrukte gibt, jedoch ist noch nicht genau klar, inwieweit Änderungen am Sprachstandard 
tatsächlich von Entwicklern genutzt werden. Zu diesem Zweck könnten zunächst Standard-
Bibliotheken oder solche, die sehr nah am Standard entwickelt wurden, dahingehend 
analysiert werden, wie schnell Änderungen des Sprachstandard umgesetzt werden, ob 
Funktionalitäten damit überarbeitet oder neu erstellt wurden und wie sich diese Änderungen 




Die vorliegende Arbeit beschäftigte sich mit verschiedenen Perspektiven der Redundanz 
anhand von Tokenzerlegung. Es konnte zunächst gezeigt werden, welche Formen von 
Redundanz existieren und worin sich die verwendete Definition von anderen unterscheidet. 
Die bisherigen Ansätze beziehen sich dabei zumeist auf Code-Clones oder Simions, 
weswegen die sogenannte intrinsische Redundanz neu definiert wurde.  
Darauf aufbauend wurden verschiedene Messverfahren für Quellcode analysiert und eine 
Methodik anhand der Zerlegung des Quellcodes in seine einzelnen Bestandteile präsentiert. 
Diese wurde im Anschluss getestet und evaluiert, wodurch erkenntlich wurde, dass anhand 
der Tokenzerlegung von Code-Fragmenten eine gewisse Vergleichbarkeit hergestellt werden 
kann. Es wurde zudem gezeigt, dass die Nutzung von bereinigten Tokens wesentliche 
Vorteile gegenüber der Nutzung der reinen Tokenanzahl besitzt. Diese bereinigten Tokens 
wurden im Anschluss zur Analyse unterschiedlicher Konstrukte, Features und Guidelines 
genutzt, wodurch sich ein redundanzmindernder Zusammenhang einiger Konstrukte und der 
Veränderung an bestehenden Features des Sprachstandards feststellen ließ.  
Die größte Herausforderung für die Untersuchung war dabei das Zusammentragen eines 
geeigneten Code-Korpus, da ein manuelles Formulieren des Quellcodes nur für diesen 
Korpus die Messungen wesentlich beeinflusst hätte. Der Rückgriff auf verschiedene Quellen 
unterlag dabei vorwiegend dem Kriterium der funktionellen Gleichheit der Code-Fragmente, 
wodurch der Betrachtungsraum stark eingegrenzt wurde.  
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Es wurde außerdem anhand einer theoretischen Analyse betrachtet, inwieweit Richtlinien 
oder Programmierprinzipien angeben, wann ein redundanter oder duplizierter Quellcode 
überarbeitet werden sollte. Die hinzugezogene Betrachtung der dafür verwendeten 
Konstrukte scheint dabei mit der Theorie übereinzustimmen. So sollten die meisten 
Abstraktionen erst bei drei gleichen oder ähnlichen Code-Bestandteilen eingeführt werden, 
um erstens redundanzmindernd zu wirken und zweitens, um sicherzustellen, dass die 
Abstraktion für die weitere Entwicklung nötig ist.                                                         
Der wichtigste Beitrag dieser Arbeit liegt in der grundlegenden Auffassung intrinsischer 
Redundanz sowie der Begründung einer Messmöglichkeit anhand von Tokenzerlegung, 
welche ihren Mehrwert in Form von fortführenden Forschungsarbeiten zeigen kann.
III 
// -*- C++ -*- vim: set syntax=cpp: 
start = PROGRAM; 
token { 
   FAILURE; 
   BACKLASHED_NEWLINE; 
} 
define { 
    // Pattern definitions for example application 
    P_WHITESPACE          [ \t\n]+ 
    P_IDENTIFIER          [_a-zA-Z][_a-zA-Z0-9]* 
    P_NUMBER              [0-9]*"."[0-9]+ |[0-9]+ 
    // String:  
    //    Quote " followe by either \" or something different from " and 
then a final " 
    P_STRING              "\""(\\"\""|[^"])*"\"" 
    P_QUOTED_CHAR_1       ("'\\''")|("'"[^'\n\t]?"'") 
    P_QUOTED_CHAR_2       "'\\"([0-7]+|[abcfnrtv\\])"'" 
    P_QUOTED_CHAR_3       "'\\x"[0-9a-fA-F]+"'" 
    P_QUOTED_CHAR         
({P_QUOTED_CHAR_1}|{P_QUOTED_CHAR_2}|{P_QUOTED_CHAR_3}) 
    P_INCLUDE_FILE1       "<"[^>]+">" 
    P_INCLUDE_FILE2       "\""[^"]+"\""    
} 
mode PROGRAM : 
<skip:       [ \r\n\t] > 
<skip_range: "/*" "*/"> 
<skip_range: "//" "\n"> 
{ 
    on_end_of_stream => QUEX_TKN_TERMINATION(LexemeNull); 
    on_failure       => QUEX_TKN_FAILURE(Lexeme);  
 //Präprozessor 
    brief(iL) PP_ { 
        "#"[ \t]*"include"[ \t]*{P_INCLUDE_FILE2} INCLUDE; 
        "#"[ \t]*"include"[ \t]*{P_INCLUDE_FILE1} INCLUDE; 
        "#"[ \t]*"undef"                          UNDEF; 
        "#"[ \t]*"define"                         DEFINE; 
        "#"[ \t]*"if"                             IF; 
        "#"[ \t]*"elif"                           ELIF; 
        "#"[ \t]*"ifdef"                          IFDEF; 
        "#"[ \t]*"ifndef"                         IFNDEF; 
        "#"[ \t]*"endif"                          ENDIF; 
        "#"[ \t]*"else"                           ELSE; 
        "#"[ \t]*"line"                           LINE; 
        "#"[ \t]*"operator"                       OPERATOR; 
        "##"[ \t]*"operator"                      OPERATOR; 
        "#"[ \t]*"pragma"                         PRAGMA; 
        "#"[ \t]*"error"                          ERROR; 
  "#"[ \t]*"warning"                        WARNING; 
        defined                                   DEFINED; 
    } 
    "\\\n"             => QUEX_TKN_BACKLASHED_NEWLINE(Lexeme); 
 //SEPARATORS 
 brief(iL) S_{ 
  // Brackets 
        "("   BRACKET_O;        ")"   BRACKET_C; 
        "["   CORNER_BRACKET_O; "]"   CORNER_BRACKET_C; 
        "{"   CURLY_BRACKET_O;  "}"   CURLY_BRACKET_C; 
   
 ":"   COLON; ";" SEMICOLON; "." DOT; "," COMMA;  
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Found 108912 duplicate lines in 8758 blocks in 801 files 
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Programmtext 3: Ausschnitt des Outputs der Ausführung von Programmtext 2 
//OPERATORS 
    brief(iL) O_ {   
      "?"   QUESTION_MARK; "?:" CONDITIONAL_ASSIGNMENT; "::" SCOPE; 
   // Arithmetic 
      "+" PLUS; "-"   MINUS; "*" MULT; "/"DIV;  
"++" INKREMENT;"--" DEKREMENT ; 
   // Assignment 
      "="   OP_ASSIGNMENT; "+="  ASSIGN_PLUS; "-=" ASSIGN_MINUS;  
    "*=" ASSIGN_MULT; "/=" ASSIGN_DIV; "%"   MODULO; "%=" MODULO_EQ; 
   // Conditional operators 
      "==" EQ; "!="  NOT_EQ; ">" GREATER; ">=" GR_EQ; "<" LESS;  
      "<=" LE_EQ; 
   // Bit operations 
      "~"   TILDE; "|" LOGICAL_OR; "^" EXCLUSIVE_OR; "&"   AMPERSANT;  
   // Logical operators  
      "||" OR; "&&" AND; "!" NOT; ".*" POINTER; "->*" POINTER;"->" POINTER; 
"<<" BITLEFT;">>" BITRIGHT; "<<=" LEFT_EQ ;">>=" RIGHT_EQ; 
      "&=" AND_EQ;"^=" XOR_EQ; "|=" OR_EQ; "#"   HASH; "##"  DOUBLE_HASH; 
    } 
  keyword_list(iuL) {  
alignas; alignof; asm; and; and_eq; auto; bitand; bitor; bool; break; 
case; catch; char; char16_t; char32_t; class; const; compl; 
const_cast; constexpr; continue; decltype; default; delete; do; 
double; dynamic_cast; else; enum; explicit; export; extern; false; 
float; for; friend; goto; if; inline; int; long; mutable; new; 
namespace; noexcept; not; not_eq; nullptr; operator;or; or_eq; 
private; protected; public; register; reinterpret_cast; return; 
short; signed; sizeof; static; static_assert; static_cast; struct; 
switch; template; this; thread_local; throw; true; try; typedef; 
typeid; typename; union; using; unsigned; virtual; void; volatile; 
wchar_t; while; xor; xor_eq;override;final; 
    } 
    brief(iL) { 
        {P_IDENTIFIER}  IDENTIFIER; 
        {P_NUMBER}      NUMBER; 
        {P_STRING}      STRING; 
        {P_QUOTED_CHAR} QUOTED_CHAR; 
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