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1. INTRODUCTION 
Consider the multiparameter eigenvalue problem 
Api = f hjSijui, i = l,..., n, 
j=l 
(l-1) 
where Sii , j = I,..., n, are bounded symmetric operators in a separable 
hilbert space Hi and Ai is a self-adjoint operator in Hi for i = I,..., n. An 
n-tuple (A, ,..., X,) of complex numbers is called an eigenvalue of (1 .l) if 
each equation has a nontrivial solution ui E Hi for these h’s. The corresponding 
element 24l @ ... @ ZP in the tensor product space H = &, Hi is called 
an eigenvector to this eigenvalue. (For further information on the tensor 
product see KallstrBm-Sleeman [4] or Atkinson [l]). 
If we impose the condition that the determinant 
for all ui # 0 in Hi ((., .)i denotes the inner product in Hi) it is easily proved 
that the eigenvalues of (1.1) must be real. With the further assumption that 
each Ai has compact resolvent and that zero is in the resolvent set, the 
following is known (Browne [2]): 
THEOREM 1. The system (1.1) h as a &numerable set of eigenvectors 
(u,l @ ... @ u~~)~,~ with the following completeness property: For each 
f = f l @ ... @f n with f i E D(AJ C Hi (domain of Ai) for which there are 
g, ,..., g, E H such that 
A<+f = i S;gj , i = l,..., n, 
j=l 
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we have the Parseval equality 
det{(Sijfi,fi)i} = f 1 det(Sijfi, u,~)~}/~ 
Wk=l 
(l-4) 
(Ai+ and S$ denote the operators induced in the tensor product space H by 
Ai and Sij respectively). 
The question of when (1.3) in soluble has to our knowledge not been 
investigated. It is the purpose of this paper to prove that, with a strengthening 
of condition (1.2), the system is always soluble. 
2. PROPERTIES OF THE INDUCED OPERATORS 
Every operator Sij in Hi has a corresponding induced operator Sz in 
H = OF=, Hi defined as follows: 
on separable elements and then extended by linearity and continuity. It is 
easily verified that S$ is bounded and symmetric on H and 
where jj . 11 denotes the tensor product norm in H and Ij Iji is the operator 
norm of Sij in Hi. 
Since Sij and S,, operate in different spaces when i # K the corresponding 
operators 5’; and S& in H will commute for all choices of j and I, 1 <<j, 
I < n. Hence it is possible to define in a unique way the determinant 
which is clearly a bounded symmetric operator on H. 
Our strengthening of (1.2) can now be stated: 
ASSUMPTION. 5’ is a positive dejnite operator in H, i.e., there is a constant 
C > 0 such that 
(Su, u) 3 c II u /12, UEH. (2.1) 
This implies, in particular, that S has a bounded inverse defined on H. 
From now on, all operators unless otherwise stated, will be considered as 
acting in H and the +-notation will be omitted. 
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787 
where Si, is the “cofactor” of Si, defined in the usual way. Similarly we may 
obtain 
f) Si,sik = Sjk , j, k = I,..., n, (2.2) 
i-1 
where aj, is the Kronecker-delta. Note, however, that if i # k it is not true 
that 
because the sum would formally correspond to a determinant where the 
kth row has been replaced by the ith. This determinant would in general not 
have the commutativity properties to make the definition of the determinant 
unique. 
We will also need the fact that Sij commutes with Si, for j, k = 1 ,..., n. 
This follows because SC, contains no elements from the ith row. 
3. SOLUTION OF THE LINEAR SYSTEM 
Consider now the linear system 
$lS,iuj=f~, i==l,..., n, (3.1) 
where fr ,..., fn are given vectors in H. We are seeking solutions u1 ,..., u, 
also in H. First, we may observe that if the system has a solution at all, 
it must be unique. This follows if we apply St, to 
and then sum over i, which gives 
the ith equation in (3.1) 
f f &Sij% = g1 &fi 
i=l j=l 
which by (2.2) reduces to 
Su, = $J Sikfi or Uk = S-l f Sitfi 
t 1 
(3.2) 
i=l i=l 
for k = l,..., n. The obvious thing to do then would be to insert these ulc’s 
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in (3.1) and verify that they are solutions. This, however, leads to sums of 
the form 
i sijs-ls,j 
j=l 
which cannot be reduced to simpler terms. Instead we try to prove the 
existence of a solution by an inductive argument. For this we need the 
following 
LEMMA 1. If S = det(S,) is positiwe definite on H there exists a linear 
combination of cofactors 
72 
1 @-lSjk some j = I,..., n, 
X=1 
which is positive dejinite on H. 
Proof. There is a pn # 0 in H,, such that at least one of (A&JP, $‘), 
k = l,..., n, is not equal to zero for otherwise we get a contradiction to the 
assumption that S is positive definite. Define elk = (S,,IJP, T”)~ , k = I,..., n, 
and assume that an # 0. Consider the determinant 
s,, .** Sl, 
T = Sn-l,l ... S,-,,, 
a1 *.. an 
operating on elements ur @ ... @ un-l. If we form the inner product in 
By=; Hi of Tul @ ..a @ u*-l and ur @ ... @ @-r we obtain 
(Tz2 @ a.. @ un-l, u1 @ a.. @ z+), 
(SllU1, 41 .a* (Sl&l, Ul)l 
= (Sl, $P-l, u~--l)n-l . . * 
b%l& @%A 
(Sn-l,nU~-l, U~-l),-l 
. . . (%df”, P), 
which by the assumption is 
i=l 
Hence T is positive definite on 0::; Hi and hence its induced operator on H 
is positive definite. 
We can now prove: 
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THEOREM 2. Suppose (2.1) holds. Then the system (3.1) has a unique solu- 
tion. 
Proof. Only the existence of a solution remains to be proved, as can be 
seen from the discussion leading to (3.2). We will first show that it can 
always be arranged that &,,, is positive definite. Let 0~~ ,..., 01, be chosen as in 
Lemma 1. Make the substitution 
Equation (3.1) is then transformed into 
s,,--1s,, S12-%Yln **’ s,, v1 
(! 
% %a fi 
cl, N) 0 
= . . 
Snl-~Snn Sn2-2Snn -** s,, w, fn 
This new system has the same derterminant as (3.1). The cofactor of S,, is 
however 
det 
l<Lj<"-1 ( 
which by Lemma 1 is positive definite (if 01, > 0, negative definite if ~1, < 0). 
Hence it is no restriction to assume that s,, is positive definite in (3.1). 
Assume now, for induction, that every (n - 1) x (n - 1) system with a 
positive definite determinant is soluble. Write (3.1) as 
n-1 
2 Sipi =fi - Sinu,, i = l,...,n - 1 (3.3) 
and 
g S,kUk = fn ’ (3.4) 
From the preceding discussion we know that (3.3), which has the determinant 
s,, , has the solution (see (3.2)) 
uk = sii z:Qnn,ik(fi - sin%)] , k = l,..., n - 1 (3.5) 
790 K8LLSTRijM AND SLEEMAN 
where i nn,ik is the cofactor of Sik in &,, . u& is obviously depending on u, . 
If we can choose u, such that (3.4) is satisfied we have a solution of (3.1). 
Substituting for uk from (3.5), in (3.4) we get 
which gives 
i 
n-la-1 
s7an - C C snkS2~n*,ikSin 
> 
u, =F,, 
k-l i=l 
where 
(3.6) 
(3.7) 
But S,, and 3;: commute (since S,, and Sfln commute) and hence the double 
sum in (3.6) is equal to 
k=l i=l 
But S,, commutes with every element in &,, and so the summation over k 
in (3.8) gives the determinant 
Sll **- Sl,,-1 
id a-’ in.+, (row number i) 
L*l **’ in-,,, 
S *** Sl,,-1 
=‘(-l)n-l+i ill i (row Sir **- Si,+r missing) 
S la.1 '.. sn.n-1 
= --sin . 
Hence the equation for u, reduces to 
or 
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which by (2.2) is S$Su, = F, from which it follows u, = S-?$,F, . 
Similarly, the expression (3.7) reduces to 
F, = 9;: i sinfi 
i=l 
which gives the final form to U, 
U, = S-l i S,*fi a 
i=l 
In the case n = 1 the solubility of (3.1) is obvious. In the argument above we 
have used second minors which means that the induction step is only valid 
when n > 3. To complete the induction it remains to prove the solubility for 
n = 2. This problem is considered under weaker hypotheses in Halmos 
[3, pp. 55-571. A proof can however be given along the same lines as above. 
Consider 
SllUl + SlZU2 =f1 Y 
S2,% -I- s22u2 =f2 3 
with S,, (= S,,) and S = SrlS,, - S&S,, positive definite. From the first 
equation 
% = KlYfl - SlPd 
and this inserted in the second equation gives 
(S22 - S2lS312) % =f2 - &&fl 
and by commutativity this reduces to 
whence 
s,;suz =f2 - sTl%,f~ 3 
U2 = WSllf2 - S,,fd. 
This completes the proof of the theorem. 
4. SOME CONSEQUENCES OF THE THEOREM 
If we now return to the multiparameter problem mentioned in Section 1, 
Theorem 1 can now be stated. 
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THEOREM 3. Under condition (2.1) the system (l.l), where the Ai have 
compact resolvents with zero in the resolvent sets, has a denumerable set of 
eigenvectors unzl @ ... @ umn, m = 1, 2 ,..., which form a complete orthogonal 
system in H with respect to the inner product generated by (1.2). 
Another by-product of the theorem is that it gives rise to some unexpected 
commutativity relations between elements in S. Let us for simplicity consider 
the case, n = 2. The proof in the previous paragraph showed that a solution 
of the 2 x 2 system is 
% = (Sl;' + ~,;1~,,~-%,)f1 - &l~12~-1&f2, 
uz = W%f2 - &fi)* 
On the other hand, when the solution exists it can be given, using Cramer’s 
rule, as 
% = Jv%fi - WJ, 
uz = s-1(sl,f2 - &lf& 
The expressions for ua are the same. But the two expressions for u1 must 
coincide for every choice of fi and fi . Hence 
s,;l + s,;lsl,s-ls,, = s-“s,, ) 
s,;“s,,slsl, = s-ls,, , 
which can be rewritten as 
s,ps,, - s,,s-w,, = I, 
s,,s-?s,, = s,ps,, . 
Similar, but considerably more complicated formulas can be derived in the 
n x n-case. Observe however that these relations appear only after the 
preliminary rearranging in order to get a positive definite cofactor. 
Finally we note that Theorem 2 extends easily to the situation where (2.1) 
is replaced by the weaker condition 
I(& u)I b c II u /12, UEH. (2.1’) 
This condition implies that S has a bounded inverse defined on the whole of 
H (but not conversely). With T defined as before it follows that for 
w =ul@...@u”-1, 
I(Tw, w)fi I = I(s(w 04% w OVN > C IIV lln It w Ilfi .
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Hence T has a bounded inverse on & Hi and thus its induced operator on 
H has the bounded inverse 
Now the induction step goes through as before and the solvability follows. 
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