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WHEN IS THE INTERSECTION OF TWO FINITELY GENERATED SUBALGEBRAS
OF A POLYNOMIAL RING ALSO FINITELY GENERATED?
PINAKI MONDAL
ABSTRACT. We study two variants of the following question: “Given two finitely generatedC-subalgebras
R1, R2 of C[x1, . . . , xn], is their intersection also finitely generated?” We show that the smallest value
of n for which there is a counterexample is 2 in the general case, and 3 in the case that R1 and R2
are integrally closed. We also explain the relation of this question to the problem of constructing al-
gebraic compactifications of Cn and to the moment problem on semialgebraic subsets of Rn. The
counterexample for the general case is a simple modification of a construction of Neena Gupta, whereas
the counterexample for the case of integrally closed subalgebras uses the theory of normal analytic
compactifications of C2 via key forms of valuations centered at infinity.
1. INTRODUCTION
Question 1.1. Take two subrings of C[x1, . . . , xn] which are finitely generated as algebras over C. Is
their intersection also finitely generated as a C-algebra?
The only answer to question 1.1 in published literature (obtained via a MathOverflow enquiry [aun])
seems to be a class of counterexamples constructed by Bayer [Bay02] for n ≥ 32 using Nagata’s
counterexample to Hilbert’s fourteenth problem from [Nag65] and Weitzenbo¨ck’s theorem [Wei32]
on finite generation of invariant rings. After an earlier version of this article appeared on arXiv,
however, Wilberd van der Kallen communicated to me a simple counterexample for n = 3:
Example 1.2. Let R1 := C[x2, x3, y, z] and R be the ring of invariants of the action of the additive
group Ga := (C,+) on R1 given by
y 7→ y + x3, z 7→ z + x2(1)
Then a result of Bhatwadekar and Daigle [BD09] shows thatR is not finitely generated overC. Neena
Gupta communicated this construction to Wilberd van der Kallen as an example of a Ga-action with
non-finitely generated ring of invariants. Van der Kallen noted that if R2 is the ring of invariants
of the action defined by (1) of Ga on C[x, y, z], then R2 = C[x, y − zx] and R = R1 ∩ R2, so
that it serves as a counterexample to question 1.1. Indeed, it is straightforward to see directly that
R = C[xα(y − zx)β : (α, β) ∈ S], where
S := {(α, β) ∈ Z2≥0 : either β = 0 or α ≥ 2}
is a non-finitely generated sub-semigroup of Z2.
A variant of example 1.2 in fact gives a counterexample to question 1.1 for n = 2:
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2 PINAKI MONDAL
Example 1.3. LetR1 := C[x2, x3, y] andR2 := C[x2, y−x]. ThenR := R1∩R2 = C[x2α(y−x)β :
(α, β) ∈ S′], where
S′ := {(α, β) ∈ Z2≥0 : either β = 0 or α ≥ 1}
is a non-finitely generated sub-semigroup of Z2.
Since question 1.1 holds for n = 1 (see e.g. assertion (1) of theorem 1.5), example 1.3 gives a
complete answer to question 1.1. In this article we consider a natural variant of question 1.1: denote
the subrings of C[x1, . . . , xn] in question 1.1 by R1, R2, and their intersection by R.
Question 1.4. IfR1 andR2 are finitely generated and integrally closed1C-subalgebras ofC[x1, . . . , xn],
is R also finitely generated?
Note that in each of examples 1.2 and 1.3 the ring R1 is not integrally closed, so that they do not
apply to question 1.4. Our findings are compiled in the following theorem.
Theorem 1.5.
(1) If the Krull dimension of R is one (or less), then the answer to question 1.1 is affirmative. In
particular, the answers to questions 1.1 and 1.4 are affirmative for n = 1.
(2) If the Krull dimension of R is 2, then the answer to question 1.4 is affirmative. In particular,
the answer to question 1.4 is affirmative for n = 2.
(3) There are counterexamples to question 1.4 for n ≥ 3.
Assertions (1) and (2) follow in a straightforward manner from results of Zariski [Zar54] and
Schro¨er [Sch00]. Assertion (3) is the main result of this article: the subrings R1 and R2 from our
examples are easy to construct, and our proof that they are finitely generated is elementary; however
the proof of non-finite generation of R1 ∩ R2 uses the theory of key forms (introduced in [Mon16a])
of valuations centered at infinity on C2.
Finite generation of subalgebras of polynomial algebras has been well studied, see e.g. [Gal57,
Nag66, EZ70, Eak72, Nag77, Waj82, GH85, DO08] and references therein. One of the classical
motivations for these studies has been Hibert’s fourteenth problem. Indeed, as we have mentioned
earlier, Bayer’s counterexamples to question 1.1 for n ≥ 32 were based on Nagata’s counterexamples
to Hilbert’s fourteenth problem. Similarly, the construction of example 1.2 is a special case of a
result of Bhatwadekar and Daigle [BD09] on the ring of invariants of the additive group (C,+). Our
interest in questions 1.1 and 1.4 however comes from two other aspects: compactifications of Cn and
the moment problem on semialgebraic subsets of Rn - this is explained in section 2.
Remark-Question 1.6. What can be said about questions 1.1 and 1.4 if C is replaced by an arbitrary
field K?
• Our proof shows that assertions (1) and (2) of theorem 1.5 remain true in the general case,
and assertion (3) remains true if p := characteristic(K) is zero. However, we do not know if
assertion (3) is true in the case that p > 0 - see remark 4.3.
• Examples 1.2 and 1.3 give counterexamples to question 1.1 if p = 0. However, if p > 0, then
the ring R would be finitely generated over K. Indeed, then R would contain (y − zx)p in
the case of example 1.2 and it would contain (y − x)p in the case of example 1.3; it would
1The integral closure of a subring R of a ring S is the set of all elements x ∈ S which satisfies an equation of the form
xd +
∑d
i=1 aix
d−i = 0 for some d > 0 and a1, . . . , ad ∈ R. A domain is integrally closed if it itself is its integral closure
in its field of fractions.
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follow that R2 is integral over R and therefore R is finitely generated over K (lemma 3.2).
Bayer’s [Bay02] construction of counterexamples to question 1.1 also requires zero charac-
teristic (because of its dependence on Weitzenbo¨ck’s theorem). In particular, we do not know
of a counterexample to question 1.1 in positive characteristics.
1.1. Organization. In section 2 we explain our motivations to study question 1.1. In section 3 we
prove assertions (1) and (2) of theorem 1.5, and in section 4 we prove assertion (3). Theorem 4.1 gives
the general construction of our counterexamples to question 1.4 for n = 3, and example 4.2 contains
a simple example. Appendix A gives an informal introduction to key forms used in the proof of
theorem 4.1, and appendix B contains the proof of a technical result used in the proof of theorem 4.1.
1.2. Acknowledgments. I would like to thank Pierre Milman - the mathematics of this article was
worked out while I was his postdoc at University of Toronto. I would also like to thank Wilberd van der
Kallen for providing example 1.2, and the referees for some suggestions which significantly improved
the quality of the exposition of this article. The first version of this article has been written up during
the stay at the Weizmann Institute as an Azrieli Fellow, and the later versions at the University of the
Bahamas.
2. MOTIVATION
2.1. Compactifications of affine varieties. Our original motivation to study question 1.1 comes from
construction of projective compactifications of Cn via degree-like functions. More precisely, given an
affine variety X over a field K, a degree-like function on the ring K[X] of regular functions on X
is a map δ : K[X] → Z ∪ {−∞} which satisfies the following properties satisfied by the degree of
polynomials:
(i) δ(K) = 0,
(ii) δ(fg) ≤ δ(f) + δ(g),
(iii) δ(f + g) ≤ max{δ(f), δ(g)}.
The graded ring associated with δ is
K[X]δ :=
⊕
d≥0
{f ∈ K[X] : δ(f) ≤ d} ∼=
∑
d≥0
{f ∈ K[X] : δ(f) ≤ d}td ⊆ K[X][t](2)
where t is an indeterminate. If δ satisfies the following properties:
(iv) δ(f) > 0 for all non-constant f , and
(v) K[X]δ is a finitely generated K-algebra,
then X¯δ := ProjK[X]δ is a projective completion of X , i.e. X¯δ is a projective (and therefore, com-
plete) variety that containsX as a dense open subset (see e.g. [Mon14, Proposition 2.5]). It is therefore
a fundamental problem in this theory to determine if K[X]δ is finitely generated for a given δ.
It is straightforward to check that the maximum of finitely many degree-like functions is also a
degree-like function, and taking the maximum is one of the basic ways to construct new degree-like
functions (see e.g. [Mon14, Theorem 4.1]). For example, an n-dimensional convex polytope P ⊂ Rn
with integral vertices and containing the origin in its interior determines a degree-like function on
K[x1, x−11 , . . . , xn, x−1n ] defined as follows:
δP(
∑
aαx
α) := inf{d ∈ Z : d ≥ 0, α ∈ dP for all α ∈ Zn such that aα 6= 0}
It is straightforward to see that δP satisfies properties (iv) and (v), so that it determines a projective
completion XP of the torus (K∗)n. It turns out that XP is precisely the toric variety corresponding to
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P . Moreover, δP is the maximum of some other ‘simpler’ degree-like functions determined by facets
of P - see fig. 1 for an example.
y
x
P
δP : x 7→ 1, x−1 7→ 1, y 7→ 1
y−1 7→ 1, x−1y−1 7→ 1
x2y−1 7→ 1, x−1y2 7→ 1
y
x
δ1(x
αyβ) = (α, β) · (0,−1)
= −β
y
x
δ2(x
αyβ) = (α, β) · (1, 1)
= α+ β
y
x
δ3(x
αyβ) = (α, β) · (−1, 0)
= −α
FIGURE 1. δP = max{δ1, δ2, δ3}
The preceding discussion suggests that the following is a fundamental question in the theory of
degree-like functions:
Question 2.1. Let δ := max{δ1, δ2}. If K[X]δ1 and K[X]δ2 are finitely generated algebras over K,
is K[X]δ also finitely generated over K?
In the scenario of question 2.1, identifying K[X]δ1 and K[X]δ2 with subrings of K[X][t] as in (2)
implies that K[X]δ = K[X]δ1 ∩ K[X]δ2 . Consequently, in the case that K = C and X is the affine
space Cn, question 2.1 is a special case of question 1.1, and our counterexamples to question 1.4 are
in fact counterexamples to this special case with X = C2.
2.2. Moment problem. Given a closed subset S of Rn, the S-moment problem asks for characteri-
zation of linear functionals L on R[x1, . . . , xn] such that L(f) =
∫
S f dµ for some (positive Borel)
measure µ on S. Classically the moment problem was considered on the real line (n = 1): given
a linear functional L on R[x], a necessary and sufficient condition for L to be induced by a positive
Borel measure on S ⊆ R was shown to be
• L(f2 + xg2) ≥ 0 for all f, g ∈ R[x] in the case that S = [0,∞) (Stieltjes [Sti95]);
• L(f2) ≥ 0 for all f ∈ R[x] in the case that S = R (Hamburger [Ham21]);
• L(f2 + xg2 + (1 − x)h2) ≥ 0 for all f, g, h ∈ R[x] in the case that S = [−1, 1] (Hausdorff
[Hau21]).
In the general case Haviland [Hav36] showed that L is induced by a positive Borel measure on S iff
L(f) ≥ 0 for every polynomial f which is non-negative on S. Since sums of squares of polynomials
are obvious examples of non-negative on S, Haviland’s theorem motivates the following definition.
Definition 2.2 (Powers and Scheiderer [PS01]). Given a closed subset S of Rn and a subset P
of R[x1, . . . , xn], we say that P solves the S-moment problem if for every linear functional L on
R[x1, . . . , xn], L is induced by a positive Borel measure on S iff L(g2f1 · · · fr) ≥ 0 for every
g ∈ R[x1, . . . , xn], f1, . . . , fr ∈ P , r ≥ 0.
In particular, the classical examples show that ∅, {x}, {x, 1−x} solves the moment problem respec-
tively for R, [0,∞), [0, 1]. In the case that S is a basic semialgebraic set, i.e. S is defined by finitely
many polynomial inequalities f1 ≥ 0, . . . , fs ≥ 0, Schmu¨dgen [Sch91] proved that {f1, . . . , fs}
INTERSECTION OF FINITELY GENERATED SUBALGEBRAS ALSO FINITELY GENERATED? 5
solves the S-moment problem provided S is compact. On the other hand, if S is non-compact,
then it may happen that no finite set of polynomials solves the moment problem for S (see e.g.
[KM02, PS01]). Netzer associated (see e.g. [MN14, Section 1]) a natural filtration {Bd(S) : d ≥ 0}
on the polynomial ring determined by S:
Bd(S) := {f ∈ R[x1, . . . , xn] : f2 ≤ g on S for some g ∈ R[x1, . . . , xn], deg(g) ≤ 2d}
In other words, Bd(S) is the set of all polynomials which ‘grow on S as if they were of degree at most
d’. The graded algebra corresponding to the filtration is
B(S) :=
⊕
d≥0
Bd(S) ∼=
∑
d≥0
Bd(S)td ⊆ R[x1, . . . , xn, t]
where t is a new indeterminate.
Theorem 2.3 ([Sch05], Netzer’s formulation (appeared in [MN14])). IfB0(S) = R andBd(S) is finite
dimensional for every d ≥ 0, then the S-moment problem is not solvable. In particular, if B0(S) = R
and B(S) is finitely generated as an R-algebra, then the S-moment problem is not solvable.
It is straightforward to produce open semialgebraic sets S which satisfies the assumption of theo-
rem 2.3. E.g. a standard tentacle is a set
{(λω1b1, . . . , λωnbn) | λ ∈ R, λ ≥ 1, b ∈ B}
where ω := (ω1, . . . , ωn) ∈ Zn and B ⊆ (R \ {0})n is a compact semialgebraic set with nonempty
interior; we call ω the weight vector corresponding to the tentacle. If S is a finite union of standard
tentacles with weights ω1, . . . , ωk ∈ Zn, then it is not too hard to see that
• B0(S) = R iff the cone {λ1ω1 + · · ·+ λkωk : λ1, . . . , λk ≥ 0} is all of Rn, and
• B(S) is finitely generated over R.
In fact all early examples seemed to suggest that B(S) was finitely generated whenever B0(S) = R,
at least for regular semialgebraic sets, i.e. sets that are closures of open sets, and it had been asked
whether this was indeed the case. In [MN14] this question had been answered in the negative. Our
construction in section 4 provides the basis of a particular class of examples in [MN14] consisting of
unions of pairs of (non-standard) tentacles. We now describe the construction. We suggest the reader
go over section 4.1 at this point.
Let p, q1, . . . , qk, ω1, ω2 be as in conditions (A)–(D) of section 4.1. Pick nonzero a1, . . . , ak ∈ R
and define f+(x), f−(x) as in (3) and (4). Note that as opposed to section 4.1, here f+(x) and f−(x)
are polynomials over real numbers. For each i ∈ {+,−}, pick positive real numbers ci,1 < ci,2 and
define
Si := {(x, y) ∈ R2 : x ≥ 1, ci,1 ≤ xω2/ω1(y − fi(x)) ≤ ci,2}
Let δ+, δ−, R+, R− be as in section 4.1. For i ∈ {+,−}, [MN14, Lemma 4.3] implies that f(x, y) ∈
Bd(Si) iff δi(f) ≤ pω1d. It follows that the map φ : t 7→ tpω1 maps B(Si) ↪→ Ri. It is straightfor-
ward to check that R+, R−, R+ ∩R− are integral over B(S+),B(S−),B(S+) ∩ B(S−) respectively.
Lemma 3.2 and theorem 4.1 then imply that B(S+) and B(S−) are finitely generated over R, but
B(S+ ∪ S−) = B(S−)∩B(S+) is not, even though B0(S+ ∪ S−) = R. Figure 2 depicts a pair of S+
and S− corresponding to example 4.2.
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FIGURE 2. S = S+ ∪ S−, where S+ = {(x, y) ∈ R2 : x ≥ 1, 0.5 ≤ x3(y − x3 −
x−2) ≤ 2} and S− = {(x, y) ∈ R2 : x ≥ 1, 0.5 ≤ x3(y + x3 − x−2) ≤ 2}
3. POSITIVE RESULTS IN DIMENSION AT MOST TWO
In this section we prove assertions (1) and (2) of theorem 1.5. The proof remains valid if C is
replaced by an arbitrary algebraically closed field. Moreover, if k is a field with algebraic closure k¯,
then a subring R of k[x1, . . . , xn] is finitely generated over k iff R ⊗k k¯ is finitely generated over k¯;
this, together with the preceding sentence, implies that assertions (1) and (2) of theorem 1.5 remain
true if C is replaced by an arbitrary field. We use the following results in this section.
Lemma 3.1 ([AM69, Corollary 5.22]). Let A be a subring of a field K. Then the integral closure of
A in K is the intersection of all valuation rings in K containing A.
Lemma 3.2 ([AM69, Proposition 7.8]). Let A ⊆ B ⊆ C be rings such that A is Noetherian, C
is finitely generated as an A-algebra, and C is integral over B. Then B is finitely generated as an
A-algebra.
Theorem 3.3 ([Zar54]). Let L be a field of transcendence degree at most two over a field k and R
be an integrally closed domain which is finitely generated as a k- algebra. Then L ∩ R is a finitely
generated k-algebra.
Theorem 3.4 ([Sch00, Corollary 6.3]). LetU be a (not necessarily proper) surface (i.e. 2-dimensional
irreducible separated scheme of finite type) over a field k. Assume U is normal. Then Γ(U,OU ) is a
finitely generated k-algebra of dimension 2 or less.
Recall the notation from theorem 1.5. In this section we write L for the field of fractions of R and
R¯j for the integral closure of Rj in its field of fractions, j = 1, 2. Moreover, we write R′j := R¯j ∩ L,
j = 1, 2.
3.1. Proof of assertion (1) of theorem 1.5. Assume w.l.o.g. tr. degC(L) = 1. Theorem 3.3 implies
that R′1 is finitely generated as a C-algebra. Let C be the unique non-singular projective curve over
C such that the field of rational functions on C is L. Then C ′1 := SpecR′1 is isomorphic to C \
{x1, . . . , xk} for finitely many points x1, . . . , xk ∈ C. Then the local rings OC,xj of C at xj’s are the
only one dimensional valuation rings of L not containing R′1. Let R¯ be the integral closure of R in L.
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Since R¯ ⊆ R′1, lemma 3.1 implies that
R¯ = R′1 ∩ OC,xj1 ∩ · · · ∩ OC,xjs
for some j1, . . . , js ∈ {1, . . . , k}. Then R¯ is the ring of regular functions on C \ {xj : j 6∈
{j1, . . . , js}}, and is therefore finitely generated over C. Lemma 3.2 then implies that R is finitely
generated over C. 
3.2. Proof of assertion (2) of theorem 1.5. Let L be the field of fraction of R. Due to assertion (1)
we may assume tr. degC(L) = 2. Theorem 3.3 implies that R
′
1 and R
′
2 are finitely generated over C.
Let Xi := SpecR′i and X¯i be a projective compactification of Xi, i = 1, 2. Let X¯ be the closure in
X¯1 × X¯2 of the graph of the birational correspondence X1 99K X2 induced by the identification of
their fields of rational functions, and X˜ be the normalization of X¯ . For each i, let pii : X˜ → X¯i be
the natural projection and set Ui := pi−1i (Xi).
Claim 3.5. R′i = Γ(Ui,OX˜).
Proof. Clearly R′i ⊆ Γ(Ui,OX˜). For the other inclusion, pick f ∈ Γ(Ui,OX˜). Since R′i is integrally
closed, it suffices to show that f is bounded near every point of Xi. Indeed, if x ∈ Xi, then f is
regular on pi−1i (x), and is therefore constant on all positive dimensional connected components of
pi−1i (x). 
The assumption that Ri’s are integrally closed together with claim 3.5 and theorem 3.4 imply that
R = R′1 ∩R′2 = Γ(U1 ∪ U2,OX˜) is finitely generated over C, as required. 
4. COUNTEREXAMPLES IN DIMENSION THREE
In this section we prove assertion (3) of theorem 1.5. In section 4.1 we describe the construction of
counterexamples to question 1.4 for n = 3, and in sections 4.2 and 4.3 we prove that these satisfy the
required properties.
4.1. Construction of the counterexamples. Let p, q1, . . . , qk be integers such that
(A) p is an odd integer ≥ 3,
(B) 0 ≤ q1 < q2 < · · · < qk < p,
(C) there exists j such that qj is positive and even,
and let ω1, ω2 be relatively prime positive integers such that
(D) p ≥ ω2/ω1 > qk.
Pick nonzero a1, . . . , ak ∈ C and set
f+(x) := x
p +
k∑
j=1
ajx
−qj(3)
f−(x) := f+(−x) = −xp +
k∑
j=1
(−1)qjajx−qj(4)
For each i ∈ {+,−}, let yi := y − fi(x) and δi be (the restriction to C[x, y] of) the weighted degree2
on C(x, y) = C(x, yi) corresponding to weights ω1 for x and −ω2 for yi, and
Ri := C[x, y]δi =
∑
d≥0
{g ∈ C[x, y] : δi(g) ≤ d}td ⊆ C[x, y, t](5)
2See appendix A.1 for a discussion of weighted degrees.
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Assertion (3) of theorem 1.5 follows from theorem 4.1 below.
Theorem 4.1.
(1) R+ and R− are finitely generated integrally closed C-algebras.
(2) R+ ∩R− is not finitely generated over C.
Let ∆d := {f ∈ C[x, y] : δi(f) ≤ d, i = 1, 2}, so that R+ ∩R− =
∑
d≥0 ∆dt
d. Then
(3) ∆0 = C.
(4) If ω2/ω1 < p, then each ∆d is finite dimensional (as a vector space) over C.
(5) If ω2/ω1 = p, then there exists d > 0 such that ∆d is infinite dimensional (as a vector space)
over C.
Example 4.2. Take f+ = x3 + x−2 and ω2/ω1 = 3. Then f− = −x3 + x−2. Let
g+,0 := y − x3, g−,0 := y + x3
g+,1 := x
2(y − x3) g−,1 := x2(y + x3)
Let G be a (finite) set of generators of the subsemigroup
{(α, β0, β1, d) ∈ (Z≥0)4 : α− 2β0 − β1 ≤ d}
of Z4. Corollary 4.7 below shows that
R+ = C[xαgβ0+,0g
β1
+,1t
d : (α, β0, β1, d) ∈ G]
R− = C[xαgβ0−,0g
β1
−,1t
d : (α, β0, β1, d) ∈ G]
On the other hand assertions (3) and (5) of theorem 4.1 imply that ∆0 = C but ∆d is infinite dimen-
sional over C for some d ≥ 1; in particular, R+ ∩R− is not finitely generated.
Remark 4.3. Our proof of theorem 4.1 remains correct if C is replaced by an algebraically closed
fieldK of characteristic zero. However, ifK has positive characteristic, we can only say the following:
(a) R+ andR− remain finitely generated integrally closedK-algebras (our proof for assertion (1)
of theorem 4.1 remains valid);
(b) if ω2/ω1 < p, then ∆0 = K and each ∆d is a finite dimensional vector space over K (in
the case ω2/ω1 < p, assertions (3) and (4) of theorem 4.1 are essentially consequences
of [Mon16b, theorem 1.4], which in turn is a consequence of computations of intersection
numbers of curves at infinity on certain completions (i.e. compactifications in the analytic
topology) of C2; the intersection numbers remain unchanged if C is replaced by an arbitrary
algebraically closed field K).
(c) if ω2/ω1 < p and a1, . . . , ak are contained in the algebraic closure of a finite field, then
R+∩R− is finitely generated overK (this is a consequence of the ‘explanation’ in parentheses
of assertion (b) and Artin’s result (see e.g. [Ba˘d01, Theorem 14.21]) that every two dimen-
sional algebraic space over algebraic closures of finite fields are quasi-projective surfaces). In
particular, in this case our construction does not produce a counterexample to question 1.4.
(d) In the remaining cases we do not know if any of assertions (2)–(5) of theorem 4.1 is true (since
our main tool, namely [Mon16a, Theorem 4.1], does not apply).
4.2. Proof of assertion (1) of theorem 4.1. We prove assertion (1) of theorem 4.1 only forR+, since
the statement for R− follows upon replacing each aj to (−1)qjaj .
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The fact that R+ is integrally closed follows from the observation that δ+(gk) = kδ+(g) for each
g ∈ C[x, y] and k ≥ 0, i.e. δ+ is a subdegree in the terminology of [Mon10] (see e.g. [Mon10,
Proposition 2.2.7]). We give a proof here for the sake of completeness.
Lemma 4.4. Let K be a field and η be a degree-like function on a K-algebra A such that η(gk) =
kη(g) for each g ∈ A and k ≥ 0. If A is an integrally closed domain, then so is Aη.
Proof. Let t be an indeterminate. Identify Aη with a subring of A[t] as in (2). Then the field of
fractions of Aη is K(t) where K is the field of fractions of A. Let h ∈ K(t) be integral over Aη.
Since the degree in t gives Aη the structure of a graded ring, and since A[t] is an integrally closed
overring of Aη, we may w.l.o.g. assume that h = h′td for some h′ ∈ A and d ≥ 0. Consider an
integral equation of h over Aη:
(h′td)k +
k∑
j=1
fjt
ij (h′td)k−j = 0
where fjtij ∈ Aη for each j. Consequently we may assume that ij = dj for each j = 1, . . . , k such
that fj 6= 0, and therefore
h′k = −
k∑
j=1
fjh
′k−j
It follows that
kη(h′) = η(h′k) ≤ max{η(fjh′k−j) : 1 ≤ j ≤ k}
≤ {η(h′k−j) + η(fj) : 1 ≤ j ≤ k}
≤ max{(k − j)η(h′) + dj : 1 ≤ j ≤ k}
where the last inequality follows from the definition of Aη and the observation that fjtdj = fjtij ∈
Aη. It follows that η(h′) ≤ d, which implies that h = h′td ∈ Aη, as required to prove that Aη is
integrally closed. 
Lemma 4.4 shows that R+ is integrally closed. Now we show that R+ is finitely generated over C.
Set q0 := 0 and define
g+,0 := y − xp(6)
g+,j := x
qj (y − xp −
j∑
i=1
aix
−qi), 1 ≤ j ≤ k,(7)
ω+,j := δ+(g+,j) =
{
−ω1(qj+1 − qj) if 0 ≤ j ≤ k − 1,
−ω2 if j = k.
(8)
Note that g+,j ∈ C[x, y] for each j = 0, . . . , k. Let z0, . . . , zk be indeterminates, S := C[x, z0, . . . , zk],
and ω+ be the weighted degree on S corresponding to weights ω1, ω+,0, . . . , ω+,k to respectively
x, z+,0, . . . , z+,k. Let pi+ : S → C[x, y] be the map that sends x 7→ x and zj → g+,j , 0 ≤ j ≤ k.
Note that
ω+(F ) ≥ δ+(pi+(F ))(9)
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for each F ∈ S. Let J+ be the ideal in S generated by all weighted homogeneous (with respect to
ω+) polynomials F ∈ S such that ω+(F ) > δ+(pi+(F )). Note that for each j = 0, . . . , k − 1,
zjx
qj+1−qj − aj+1 ∈ J+
Claim 4.5. J+ is a prime ideal of S generated by zjxqj+1−qj − aj+1, 0 ≤ j ≤ k − 1.
Proof. The fact that J+ is prime is a straightforward consequence of inequality (9) and the observa-
tions that both ω+ and δ+ satisfy property (ii) of degree-like functions (see section 2.1) with exact
equality. Let J˜+ be the ideal of S generated by zjxqj+1−qj − aj+1, 0 ≤ j ≤ k − 1. Then
S/J˜+ ∼= C[x, x−(q1−q0), . . . , x−(qk−qk−1), zk](10)
where the isomorphism is that of graded rings, the grading on both rings being induced by ω+. This
implies that J˜+ is a prime ideal contained in J+. Since J+/J˜+ is a prime homogeneous (with respect
to the grading) of S/J˜+, it follows that if J+ % J˜+, then J+ contains an element of the form xrzsk−α
for some α ∈ C and (r, s) ∈ (Z≥0)2 \ {(0, 0)}. Since this is impossible by definition J+, it follows
that J+ = J˜+, as required. 
Claim 4.6. For each f ∈ C[x, y], there exists F ∈ S such that pi+(F ) = f and ω+(F ) = δ+(f).
Proof. Let f ∈ C[x, y] and F ∈ S such that pi+(F ) = f . Inequality (9) implies that ω+(F ) ≥ δ+(f).
Assume w.l.o.g. ω+(F ) > δ+(f). It suffices to show that there exists F ′ ∈ S such that pi+(F ′) = f
and ω+(F ′) < ω+(F ). Indeed, if H is the leading weighted homogeneous form (with respect to ω+)
of F , then H ∈ J+. Claim 4.5 then implies that
H =
k−1∑
j=0
(zjx
qj+1−qj − aj+1)Hj
for some weighted homogeneous H0, . . . ,Hk−1 ∈ S. Setting
F ′ := (F −H) +
k−1∑
j=0
Hjzj+1
does the job. 
Corollary 4.7. Let Γ := {(α, β0, . . . , βk, d) ∈ (Z≥0)k+3 : αω1 +
∑k
j=0 βjω+,j ≤ d}. Then
C[x, y]δ+ = C[xαgβ0+,0 · · · gβk+,ktd : (α, β0, . . . , βk, d) ∈ Γ]. 
Since Γ is a finitely generated subsemigroup of Zk+3, corollary 4.7 proves assertion (1) of theo-
rem 4.1. 
4.3. Proof of assertions (2)–(5) of theorem 4.1. Let u, v, ξ be indeterminates. Let
φ(u, ξ) := f+(u
1/2) + ξu−ω2/(2ω1) = up/2 +
k∑
j=1
aju
−qj/2 + ξu−ω2/(2ω1)(11)
and η be the degree-like function on C[u, v] defined as follows:
η(g(u, v)) = 2ω1 degu
(
g(u, v)|v=φ(u,ξ)
)
.
Now consider the map C[u, v] ↪→ C[x, y] given by u 7→ x2 and v 7→ y. It is not hard to check
that for each i ∈ {+,−}, δi is an extension of η, i.e. δi restricts to η on C(u, v). Note that −η is a
discrete valuation on C[u, v] and −δ+,−δ− are discrete valuations on C(x, y). Since the degree of
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the extension C(x, y) over C(u, v) is 2, it follows from [ZS75, Theorem VI.19] that δ1 and δ2 are in
fact the only extensions of η to C[x, y]. Let
δ := max{δ+, δ−}.
Lemma B.3 then implies that C[x, y]δ is integral over C[u, v]η.
Now note that
v2|v=φ(u,ξ) = up + 2a1u(p−q1)/2 + · · ·+ 2aku(p−qk)/2 + 2ξup/2−ω2/(2ω1) + l.d.t.
where l.d.t. denotes terms with degree in u smaller than
 := p/2− ω2/(2ω1)
Note that  ≥ 0 due to defining property (D) of ω1, ω2. Define
hj =

v2 − up if j = 0,
hj−1 − 2aju−qj/2v if 1 ≤ j ≤ k and qj is even,
hj−1 − 2aju(p−qj)/2 if 1 ≤ j ≤ k and qj is odd.
(12)
It is straightforward to verify that
(a) η(h0) > η(h1) > · · · > η(hk) = 2ω1 ≥ 0.
(b) hk|v=φ(u,ξ) = 2ξu+ terms with degree in u smaller than .
It then follows that u, v, h0, . . . , hk is the sequence of key forms of η - see appendix A for an infor-
mal discussion of key forms, and [Mon16a, definition 3.16] for the precise definition. Property (C)
of q1, . . . , qk implies that hk is not a polynomial. This, together with observation (a) and [MN14,
theorem 4.13 and proposition 4.14] implies (see appendix A.4) that
(c) C[u, v]η is not finitely generated over C,
(d) η(f) > 0 for each f ∈ C[u, v] \ C,
(e) if  > 0, then {f ∈ C[u, v] : η(f) ≤ d} is a finite dimensional vector space over C for all
d ≥ 0,
(f) if  = 0, then there exists d > 0 such that {f ∈ C[u, v] : η(f) ≤ d} is an infinite dimensional
vector space over C.
Since R = C[x, y]δ is integral over C[u, v]η, observations (c)–(f) imply assertions (2)–(5) of theo-
rem 4.1. 
APPENDIX A. KEY FORMS: AN INFORMAL INTRODUCTION
A.1. The simplest of the degree-like functions on C[x, y] are weighted degrees: given a pair of
relatively prime integers (ω1, ω2) ∈ Z2, the corresponding weighted degree ω is defined as follows:
ω(
∑
α,β
cα,βx
αyβ) := max{αω1 + βω2 : cα,β 6= 0}
Assume ω1 and ω2 are positive. Then the weighted degree ω can also be described as follows: take
the one dimensional family of curves Cξ := {(x, y) : yω1 − ξxω2 = 0} parametrized by ξ ∈ C.
Each of these curves has one place at infinity, i.e. its closure in P2 intersects the line at infinity on
P2 at a single point, and the germ of the curve is analytically irreducible at that point. Then for each
f ∈ C(x, y), ω(f) is simply the pole of f |Cξ at the unique point at infinity on Cξ for generic ξ ∈ C.
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A.2. Now consider the family of curves Dξ := {(x, y) : y2 − x3 − ξx2 = 0}, again parametrized
by ξ ∈ C. Each Dξ also has one place at infinity, and therefore defines a degree-like function η on
C(x, y) defined as in the preceding paragraph: η(f), where f is a polynomial, is the pole of f |Dξ at
the unique point at infinity on Dξ for generic ξ ∈ C. Then it is not hard to see that
• η(x) = 2, η(y) = 3, η(y2 − x3) = 4,
• Given an expression of the form
f =
∑
α0,α1,α2
cαx
α0yα1(y2 − x3)α2(13)
where 0 ≤ α1 < 2 and α2 ≥ 0, one has
η(f) = max{2α0 + 3α1 + 4α2 : cα 6= 0}
A.3. Both ω from A.1 and η from A.2 are divisorial semidegrees on C[x, y] - these are degree-like
functions δ on C[x, y] such that there is an algebraic compactification X¯ of C2 and an irreducible
curve E ⊆ X¯ \ C2 such that for each f ∈ C[x, y], δ(f) is the pole of f along E. For a divisorial
semidegree δ, starting with g0 := x, g1 := y, one can successively form a finite sequence of elements
g0, . . . , gl+1 ∈ C[x, x−1, y], l ≥ 0, such that
• for each i = 1, . . . , l, gi+1 is a simple ‘binomial’ in g0, . . . , gi,
• δ(gi+1) is smaller than its ‘expected value’, and
• every polynomial f in (x, y) has an expression in terms of g0, . . . , gl+1 such that δ(f) can be
computed from that expression from only the knowledge of δ(g0), . . . , δ(gl+1).
The key forms of weighted degrees are simply x, y, and the key forms of η from A.2 are x, y, y2− x3
(since η(x) = 2 and η(y) = 3, the ‘expected value’ of η(y2 − x3) should have been 6, whereas its
actual value is 4).
A.4. A lot of information of a divisorial semidegree δ can be recovered from its key forms. The
results that we use in the proof of theorem 4.1 follow from [MN14, theorem 4.13 and proposition
4.14], and are as follows: if gl+1 is the last key form of δ, then
(i) The following are equivalent:
(1) δ(f) > 0 for every non-constant polynomial f on C[x, y],
(2) either δ(gl+1) > 0, or δ(gl+1) = 0 and gl+1 is not a polynomial.
(ii) The following are equivalent:
(1) C[x, y]δ is not finitely generated over C,
(2) δ(gl+1) ≥ 0 and gl+1 is not a polynomial.
(iii) Assume C[x, y]δ is not finitely generated over C.
(1) if δ(gl+1) > 0, then Ld := {f ∈ C[x, y] : δ(f) ≤ d} is a finite dimensional vector space
over C for each d ≥ 0.
(2) if δ(gl+1) = 0, then there exists d > 0 such that Ld is infinite dimensional over C.
APPENDIX B. INTEGRAL CLOSURE OF THE GRADED RING OF A DEGREE-LIKE FUNCTION
Definition B.1. Let K be a field and A be a K-algebra. A degree-like function δ on A is called
a semidegree if δ satisfies condition (ii) of degree-like functions (see section 2.1) always with an
equality. We say that δ is a subdegree if there are finitely many semidegrees δ1, . . . , δk such that for
all f ∈ A \ {0},
δ(f) = max{δ1(f), . . . , δk(f)}(14)
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Remark B.2. If δ is integer-valued on A \ {0} (i.e. δ(f) = −∞ iff f = 0), then δ is a semidegree iff
−δ is a discrete valuation.
Let A ⊆ B be K-algebras which are also integral domains. Assume B is integral over A and the
quotient field L of B is a finite separable extension of the quotient field K of A.
Lemma B.3. Let δ1, . . . , δm be semidegrees on A which are integer-valued on A \ {0}, and δ :=
max{δ1, . . . , δm}. For each i, 1 ≤ i ≤ m, let ηij , 1 ≤ j ≤ mi, be the extension of δi to B. Define
η := max{ηij , 1 ≤ i ≤ m, 1 ≤ j ≤ mi}. If A is integrally closed, then Bη is integral over Aδ. If in
addition B is integrally closed, then Bη is the integral closure of Aδ in the quotient field of Bη.
Proof. By construction, the restriction of η to A is precisely δ, so that Aδ ⊆ Bη. The last assertion
of the lemma follows from the first by lemma 4.4. We now demonstrate the first assertion. Let t be
an indeterminate. Identify Bη with a subring of B[t] as in (2). Let f ∈ B \ {0} and d′ := η(f). It
suffices to show that ftd
′ ∈ Bη satisfies an integral equation over Aδ. Let the minimal polynomial of
f over K be
P (T ) := T d +
∑
e
geT
d−e(15)
and L′ be the Galois closure of L overK. Since L′ is Galois overK, it contains all the roots f1, . . . , fd
of P (T ). Since L/K is finite and separable, each fi = σi(f) for some σi ∈ Gal(L′/K). For each
i, j, 1 ≤ i ≤ m and 1 ≤ j ≤ mi, let {η′ijk : 1 ≤ k ≤ lij} be the extensions of ηij to L′. Define
η′i := max{η′ijk : 1 ≤ j ≤ mi, 1 ≤ k ≤ lij}, 1 ≤ i ≤ m, and
η′ := max{η′i : 1 ≤ i ≤ m}.
Since each of δi, ηij and η′ijk’s is the negative of a discrete valuation, it follows that each η
′
ijk =
η′i11 ◦ σijk for some σijk ∈ Gal(L′/K) [ZS75, Theorem VI.12, Corollary 3]. It follows that for all
i, j,
η′i(fj) = max{η′i11 ◦ (σij′k′ ◦ σj)(f) : 1 ≤ j′ ≤ mi, 1 ≤ k′ ≤ lij}
= max{η′ij′′k′′(f) : 1 ≤ j′′ ≤ mi, 1 ≤ k′′ ≤ lij}
= η′i(f).
Note that η′i|K = δi for each i. Since each ge (from (15)) is an e-th symmetric polynomial in
f1, . . . , fd, it follows that for all i, 1 ≤ i ≤ m, and all e, 1 ≤ e ≤ d,
δi(ge) = η
′
i(ge) ≤ eη′i(f).(16)
Since η′|B = η, it follows that d′ = η(f) = η′(f). By definition of η′, there exists i, 1 ≤ i ≤ m, such
that d′ = η′i(f) ≥ η′i′(f) for all i′, 1 ≤ i′ ≤ m. It then follows from (16) that
δi(ge) ≤ ed′ for all i, 1 ≤ i ≤ m.(17)
Now recall that A is integrally closed, so that ge ∈ A for all e [AM69, Proposition 5.15]. Since
inequality (17) implies that δ(ge) ≤ ed′, it follows that geted′ ∈ Aδ for all e. Consequently ftd′
satisfies the integral equation
P˜ (T ) := T d +
∑
e
get
ed′T d−e
over Aδ. Therefore Bη is integral over Aδ, as required. 
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