ABSTRACT Robust sparse recovery aims at recovering a sparse signal or image from its compressed and contaminated measurements. Under the impulsive noise condition, the performance of traditional sparse recovery algorithms may deteriorate seriously for exploiting 2 -norm to model the non-Gaussian noise. In this paper, a novel formulation which combines the M-estimator and the non-convex regularization term is presented to address the issue of robust sparse recovery in the impulsive noise environment. Since the 2 -norm is highly sensitive to the large outliers appearing in impulse interference, we replace it with the robust M-estimators that have exhibited the powerful capability of suppressing impulsive noise in various scenarios. Meanwhile, the non-convex regularization is capable of overcoming the biased estimation problem induced by the convex 1 -norm regularization and thus can obtain more accurate reconstruction results. Furthermore, to solve the resulting non-convex formulation, an efficient first-order algorithm with low computational complexity is developed by utilizing the alternating direction method of multipliers framework and the half-quadratic optimization. The reconstruction experiments under the circumstance of impulsive noise are conducted to demonstrate the superior performance of the proposed algorithm over several typical sparse recovery algorithms.
I. INTRODUCTION
Compressive sensing (CS) [1] - [4] enables exact signal recovery from the under-sampled measurements at a rate much below the traditional Nyquist sampling rate, which has been widely applied in many fields such as sparse signal recovery [5] , magnetic resonance imaging [6] , image superresolution [7] and etc. Basically, the overall objective of CS is to reconstruct a sparse signal x ∈ R N from a small set of measurements y = Ax ∈ R M (M N ) generated by the measurement matrix A ∈ R M ×N which needs to satisfy the restricted isometry property (RIP) [8] .
The CS recovery problem is generally ill-posed due to M N , and there exist a lot of different solutions from the mathematical point of view. In order to obtain the sparse accurate solution, one can introduce helpful prior information
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to the CS recovery problem. For example, the 0 -norm sparse constraint, which calculates the number of nonzero components of the signal, can be employed to find the sparsest solution of CS recovery problem. However, as we all know, the 0 -norm minimization problem is NP-hard. Fortunately, benefiting from the equivalence of 0 and 1 minimization [1] , one can relax the non-convex 0 -norm sparse constraint into the convex 1 -norm and obtain the accurate solution by solving the following minimization problem, 
where λ is the regularization parameter balancing the weight between loss function and regularization term. Although the biased solutions that are not as accurate as desired. Second, comparing with the non-convex regularization, it needs more measurements to reconstruct the sparse signal of interest.
To overcome these two drawbacks, the non-convex q -norm regularization has been exploited to replace the 1 -norm in problem (1) . Consequently, comparing with the 1 -norm, the q -norm regularization can obtain unbiased solution under weaker conditions and it can reconstruct the sparse signals with fewer measurements. Generally speaking, the measurement noise which has a significant impact on the reconstructed result should be considered in CS program. Many traditional sparse recovery algorithms utilize the 2 -norm as the loss function for the residual error and these algorithms always assume that the noise contained in measurements follows the Gaussian distribution. However, in numerous actual scenarios, the measurements are frequently contaminated by impulsive noise due to some uncertainty, such as bit errors in the data transmission [9] , buffer overflow [10] and loss of data during the measurement procedure. Under these circumstances, the assumption of Gaussianity cannot be guaranteed and thus the performance of traditional recovery algorithms will degrade seriously.
In order to suppress the impulsive noise and obtain more accurate results, a variety of robust loss functions have been presented to replace the classical 2 -norm in recent years. Carrillo and Barner [11] substituted the 2 -norm loss function with the robust Lorentzian-norm and presented a Lorentzian-based iterative hard thresholding (LIHT) algorithm. In addition, the p -norm (0 < p < 2) has been utilized as the data-fitting term to study the robust sparse recovery problem in impulsive noise [12] , [13] . The results have shown that, with a proper choice of the parameter p, the p -norm loss function can suppress the impulsive noise effectively. Nevertheless, in practical application, the parameters in these loss functions such as the order p of the p -norm and the scale parameter γ of the Lorentzian-norm need to be adjusted for different kinds of noises. In [14] , the Huber loss function has been considered and two efficient approaches have been derived to solve the resulting robust formulation. Moreover, the 1 -regularized least-absolute ( 1 -LA) optimization problem [15] has been presented for sparse signal recovery in impulsive noise
To achieve more accurate recovery, Wen et al. [16] employed a generalized non-convex regularization to replace the 1 -norm regularization in optimization problem (2) . Recently, a research focusing on the comparison of several non-convex regularizations for 1 -norm loss based optimization problem was reported in [5] . It concluded that the q -norm regularization can achieve the best recovery performance among all compared non-convex regularizations.
Besides these robust loss functions, the Welsch M-estimator which is strongly associated with the correntropy has shown the great capacity of depressing the influence of impulsive noise in robust adaptive filtering [17] , [18] , robust face recognition [19] and robust low-rank matrix decomposition [20] . Furthermore, it has been demonstrated in [21] that the Welsch M-estimator can suppress large outliers more effectively than other types of M-estimators such as Fair M-estimator, log-cosh M-estimator, Huber M-estimator and 1 -2 M-estimator. Thus, In this work, we choose Welsch M-estimator to be the loss function of the residual error in CS optimization problem.
The main contributions of this paper are summarized as follows:
1) We propose a new formulation for robust sparse recovery in the impulsive noise environment, which exploits the Welsch M-estimator as the data-fitting term and utilizes a non-convex regularization as the sparse penalty term. 2) We make a detailed analysis of the reason why the proposed robust formulation can reduce the disadvantageous influence of impulsive interference effectively. 3) By means of the half-quadratic (HQ) optimization theory [21] and Majorization-Minimization (MM) strategy [22] , we develop an efficient first-order algorithm based on the alternating direction method of multipliers (ADMM) framework to solve the proposed non-convex formulation. 4) Extensive experiments on simulated sparse signals, MRI images and natural images are conducted to demonstrate the superiority of the proposed algorithm over several typical sparse recovery algorithms in impulsive noise. The remainder of this paper is organized as follows. Section II gives an introduction to some related backgrounds of this paper including non-convex regularization, proximity operator, maximum correntropy criterion and half-quadratic optimization theory. In section III, we present the new formulation for robust sparse recovery and analyze the reason why the proposed formulation can suppress the impulsive noise. Then, an efficient ADMM based first-order algorithm is developed to solve the proposed non-convex optimization problem in section IV. Section V demonstrates the efficiency via experimental results. Finally, in section VI, we sum up the paper and discuss the future work.
Notations: For a vector x, x p with p > 0 represents the
p . Particularly, the 1 and 2 -norm of x are defined as x 1 = i |x i | and
. For a matrix A, A T denotes its transpose. I stands for an identity matrix. ∇f (x) denotes the gradient of function f (x). ·, · and E(·) represent the inner product and expectation, respectively. N (0, σ 2 ) stands for a normal distribution which has zero-mean and variance σ 2 .
II. BACKGROUND
In this section, we revisit several relevant backgrounds of this paper such as the non-convex regularization, the proximity operator, the maximum correntropy criterion (MCC) and the half-quadratic (HQ) optimization theory.
A. NON-CONVEX REGULARIZATION AND PROXIMITY OPERATOR
In the past decade, non-convex regularization has gained increasing attention in signal processing and machine learning [23] for its superior performance to the convex regularization. Here, we summary several frequently used non-convex regularizations as follows:
1) q -norm regularization [24] :
where 0 < q < 1. 2) Minimax concave penalty (MCP) regularization [25] :
where a > 1 and µ > 0. 3) Capped-1 regularization [26] :
where µ ≥ 0. 4) Smoothly clipped absolute deviation (SCAD) regularization [27] :
where a > 2, and µ > 0. For non-convex regularized optimization problems, the proximity operator is critical for the derivation of efficient solving algorithms. Let P(x) : R N → R be a proper and lower semi-continuous function, then the proximity operator prox P,ξ (t) can be defined as
where ξ > 0 is a penalty parameter. To better understand the proximity operator, we take the q -norm regularization for example, which is widely used in CS problem. Let P(x) = |x| q , according to an efficient method proposed in [28] , the proximity operator (7) can be computed as
where τ is a threshold parameter that is given by
Some more proximity operators can be found in [23, Table 1 ].
B. MAXIMUM CORRENTROPY CRITERION
Recently, the correntropy [29] which is derived from the information theoretic learning has gained increasing attention in various applications such as robust compressive sensing [30] , robust adaptive filtering [17] , [18] and robust principal component analysis [31] . Correntropy denotes a local similarity measure between two random variables B and C, which can be expressed as
where E[·] represents the mathematic expectation, and κ(·, ·) is a kernel function [29] . In reality, it is not easy to determine the joint probability density of B and C. Given a set of samples
, the correntropy can be computed by its sample estimator
where κ σ is the Gaussian kernel function f (x) = exp(− x 2 2σ 2 ). The correntropy (10) has been widely utilized as a loss function in the fields of machine learning and signal processing, which is termed as the maximum correntropy criterion (MCC). Moreover, a new correntropy induced metric (CIM) was proposed in [29] 
where the error e j = b j − c j .
There is a significant correlation between correntropy and Welsch M-estimator ( (11) has the same formulation with the Welsch M-estimator [29] . Furthermore, the Gaussian function g(x) becomes the redescending M-estimators when it satisfies lim |x|→∞ f (x) = 0 [32] . In summary, minimizing the robust Welsch M-estimator of the residual error is equal to the maximum of correntropy.
C. HALF-QUADRATIC OPTIMIZATION
Half-quadratic optimization is developed based on the conjugate function theory [33] and plays a critical role in dealing with the following optimization problem in the fields of machine learning and signal processing [21] 
where (v) = M j=1 φ(v j ) and φ(·) denotes the potential loss function such as the M-estimator untilized in this work. P(·) represents a regularization term.
Let φ(v) : R N → R be a differentiable function, then the conjugate ϕ(p) : R N → R of the function φ(v) can be defined as [34] 
The half-quadratic optimization theory states that, if a potential loss function φ(v) satisfies the preliminary facts listed in [33] , then there exists a dual potential function (or conjugate function) ϕ(p), such that
where Q(v, p) is the half-quadratic function with multiplicative or additive form, and p denotes an auxiliary variable. Consequently, the minimization of loss function φ(v) is equal to the minimization of the augmented cost function,
which can be solved by minimizing v and p alternately. Furthermore, one thing should be noticed is that we are not concerned about the explicit form of the conjugate function ϕ(p) in the half-quadratic optimization, since the auxiliary variable p can be computed by the minimization function δ(·) uniquely [33] .
III. ROBUST SPARSE RECOVERY USING M-ESTIMATOR AND NON-CONVEX REGULARIZATION
In this section, we first present a novel formulation combining the Welsch M-estimator and the non-convex regularization to address the issue of robust sparse recovery in the impulsive noise environment. Then, we analyze the efficacy of the proposed robust formulation in reducing the disadvantageous influence of impulsive noise.
A. PROPOSED ROBUST FORMULATION FOR ROBUST SPARSE RECOVERY
For the purpose of suppressing the impulsive noise contained in compressed measurements effectively, we substitute the 2 -norm data-fitting term in traditional CS optimization problem (1) with the robust Welsch M-estimator. The theoretical feasibility of this substitution is guaranteed by the maximum correntropy criterion [29] and the robust statistics [32] . Meanwhile, we replace the 1 -norm sparsity penalty term in (1) with the non-convex regularization to overcome the biased estimation problem and obtain more accurate reconstruction results. More specifically, we consider the following optimization problem for robust sparse recovery
σ 2 ) represents the robust Welsch M-estimator. P(·) is a generalized non-convex regularization including the q -norm, minimax concave penalty (MCP), smoothly clipped absolute deviation (SCAD) and so on. Obviously, the proposed formulation (16) is a non-convex optimization problem since the data-fitting term and regularization term are both non-convex. However, it can be solved by the HQ optimization and ADMM framework.
We will present the detailed optimization algorithm in the next section.
B. ANALYSIS OF THE PROPOSED FORMULATION
In this part, we make a detailed analysis of the reason why the proposed robust formulation can reduce the disadvantageous influence of impulsive interference effectively. For the sake of intuitive understanding, we demonstrate the curves of three different loss functions: the 2 -loss, the 1 -loss and the Welsch M-estimator in Fig. 1 . As can be seen that the 2 -loss and the 1 -loss are both growing functions without upper bounds. The growth of 1 -loss function is much slower than that of 2 -loss, which indicates that the 1 -loss is less sensitive to impulsive interference than the 2 -loss function. When using the 2 -norm as the data-fitting term, the large outliers contained in residual error will have a great influence on the loss function thus leading to a derivation from the desirable optimal solution. By contrast, the Welsch M-estimator is restricted and has an upper bound 1. Hence, the Welsch M-estimator can suppress the impulsive noise effectively by truncating the large errors and thus obtain a desired optimal solution.
Furthermore, it should be noticed that the performance of Welsch M-estimator is only decided by a single parameter σ , which controls an observation region of the residual errors. And the Welsch M-estimator is sensitive only within a observation region of small residual errors. Consequently, we can flexibly control the sensibility of the Welsch M-estimator to noise by adjusting the parameter σ .
IV. PROPOSED ADMM BASED OPTIMIZATION ALGORITHM
ADMM is an easy but tremendously powerful frame that can effectively solve many high dimensional problems appearing in the fields of compressive sensing and machine learning. In general, the ADMM framework separates the coupled components by introducing auxiliary variables and decomposes the complicated original problem into several easily solved sub-problems [35] . In this section, by means of the proximity operator and HQ optimization, we derive an efficient ADMM based first-order algorithm with low computational complexity to address the optimization problem (16) .
We first deal with the intractable Welsch M-estimator term in the cost function. According to the HQ optimization introduced in section II, we can reformulate the problem (16) as
where Q(Ax − y, z) = M j=1 z j (Ax − y) 2 j and (·) j denotes the j-th component. z is the auxiliary variable in HQ theory.
Next, by employing the ADMM framework and introducing an supplemental variable v, the optimization problem (17) can be further reformulated as
Then, the augmented Lagrangian function of (18) with penalty parameter η > 0 is
where w ∈ R M represents the Lagrangian multiplier. Consequently, following the ADMM framework [35] , the problem (19) can be decomposed into the following equivalent four sub-problems:
The x-update sub-problem (20) is actually a Least-Squares problem with a penalty term and the main difficulty of solving the problem is that the variables in the quadratic term are coupled. Thus, we utilize a standard Majorization-Minimization (MM) strategy [22] to decouple the variables and solve this sub-problem approximately. More specifically, let d n = y + v n + w n /η, at iteration n and approximation point x n , the quadratic term
can be approximated as
where
x n , and L 1 > 0 denotes the proximal parameter. After this transformation, the sub-problem (20) has the similar form with the proximity operator (7), thus can be computed by
The z-update sub-problem (21) is easy to solve since one can compute z directly from the minimization function δ(·). For the Welsch M-estimator, the corresponding minimization function modeling in multiplicative form is δ(·) = exp(− (·) 2 σ 2 ), thus we can solve the sub-problem (21) as follow:
By modeling the half-quadratic function in multiplicative form, e.g., Q(v, z) = M j=1 z j v 2 j , the v-update sub-problem (22) can be reformulated as
where h n = Ax n+1 − y − w n /η, and Z denotes a diagonal matrix with the diagonal element Z jj = z n+1 j . As the problem (26) belongs to the convex quadratic optimization problem, its global optimal solution can be easily calculated as
However, for high dimensional problems in the practical application, the computational complexity of (27) is extremely high due to the inversion of a large scale matrix. Fortunately, the sub-problem (26) can be effectively addressed via an iterative method including the gradient descent method, the conjugate gradient method and etc. However, utilizing the iterative method will lead to double loops, thus making the overall algorithm more time consuming and inefficient. To increase the efficiency of the whole algorithm and circumvent the operation of matrix inversion, we decide to solve the (26) approximately and omit the inner loop.
More specifically, by means of the MM strategy, the term √ Zv 2 2 in (26) can be expressed as its approximation √ Zv
where g 2 (v n ) = ∇ √ Zv 2 2 with g 2 (v n j ) = 2 z j v j , and L 2 > 0 is a parameter for approximation. Then, the closedform solution of the problem (26) can be clearly expressed as
Finally, the proposed algorithm is summarized in Algorithm 1.
For the proposed algorithm, the main computing cost is a product of matrix-vector which has the computational complexity O(MN ). Hence, it can scale well for large-scale optimization problems. Although the convergence of the proposed optimization algorithm is not proved theoretically, experimental results are given to indicate convergence in empirical sense. Update the value of x n+1 via Equation (24); 3: Update the value of z n+1 via Equation (25); 4: Update the value of v n+1 via Equation (29); 5: Update the value of w n+1 via Equation (23); 6: n = n + 1; 7: end while Output: x.
V. NUMERICAL EXPERIMENTS
In this section, we conduct reconstruction experiments on simulated sparse signals, MRI images and natural images to illustrate the satisfactory performance of the proposed algorithm. For the proposed algorithm, we select the Welsch M-estimator as the error fitting term. And the non-convex regularization is chosen to be q -norm since it can obtain the best recovery performance on average among different non-convex regularizations [5] . Thus, the new proposed algorithm is named as LqME-ADMM.
In the following experiments, we mainly consider two kinds of impulsive noise models. The first one is the Gaussian mixture model (GMM) that consists of two Gaussian components and its probability density function is given by
where the first component N (0, ν 2 ) denotes the background noise, and the second component N (0, kν 2 ) represents the influence of outliers. The parameters ρ ∈ (0, 1) and k > 1 control the proportion and strength of the large outliers, respectively. For a signal x, the intensity of noise is measured by the signal-to-noise ratio (SNR) which is given by SNR = 20 log 10
The second model is the symmetric α-stable (SαS) noise, which is characterized by
where α ∈ (0, 2] denotes the characteristic parameter that controls the tail heaviness, and γ is the scale factor. For the SαS noise model, the strength of noise is measured with the scale parameter γ . Particularly, it reduces to the Cauchy noise when α = 1.
To verify the effectiveness and robustness of LqME-ADMM, we compare it with four algorithms including L1LS-FISTA [36] , LqLS-ADMM [37] , YALL1 [15] and LqLA-ADMM [16] . The former two methods exploit the 2 -norm as error fitting term. YALL1 is proposed to solve the optimization problem (2) via the frame of ADMM. LqLA-ADMM is developed on the q regularization and employs a smoothing on the 1 -norm loss to investigate the problem of robust sparse recovery. For the proposed LqME-ADMM, the maximum iteration number N iter and the stopping error tolerance are set at 2 × 10 3 and 10 −7 , respectively. To balance the restoration quality and convergence speed, we utilize the kernel annealing method [38] to vary σ exponentially. Moreover, we set the penalty parameter η by 0 ≤ η 0 ≤ η 1 ≤ . . . ≤ η n = η n+1 = . . . = η target . While for the compared algorithms, the parameters are chosen according to the suggestion of respective authors.
It is worth noting that the regularization parameter λ has great influence on the performance of reconstruction. Generally, the optimal value of λ is closely related to the measurement noise and the clean signal of each experiment, thus it is quite difficult to acquire. One can choose the optimal λ by employing the commonly used cross-validation method. Another effective way is to conduct experiments along the regularization path for each algorithm [16] . In our simulations, we employ the latter method. To ensure the fairness of comparison, the optimal value of λ is chosen by achieving the minimal relative error.
A. RECONSTRUCTION EXPERIMENTS ON SYNTHETIC SPARSE SIGNALS
In this subsection, we explore the recovery performance of all compared algorithms using simulated sparse signals under different noise cases. We employ a synthetic signal with length N = 512 whose nonzero entries are generated from the Gaussian distribution N (0, 1) . The positions of nonzero entries are set according to a uniform distribution. We utilize an orthonormal Gaussian random matrix to measure the test signal.
First, we illustrate the convergence performance of LqME-ADMM with different values of q in Fig. 2 . The sparsity of the sparse signal and the number of measurements are set at K = 30 and M = 200, respectively. Although the convergence of LqME-ADMM is not proved theoretically in this work, here we provide evidence that the proposed LqME-ADMM is convergent with different values of q under two impulsive noise conditions. Next, we compare the successful recovery probability of LqME-ADMM with other algorithms in terms of the sparsity K . We consider two noise cases, GMM noise with ρ = 0.9, k = 10 3 and SNR = 20 dB, and SαS noise with α = 1 and γ = 5 × 10 −4 . One can regard a reconstruction x as successful when the relative error x − x 2 / x 2 is lower than 10 −2 , and the number of independent repeated trials is set to 200. Fig. 3 illustrates the percent of successful recovery versus sparsity K . It is clear that under these two noise conditions, the 2 -norm loss based recovery algorithms have the worst reconstruction performance since the 2 -norm loss is highly sensitive to the impulsive interference and the 1 -norm loss based recovery algorithms obtain better performance since the robustness of 1 -norm loss to impulsive noise. Meanwhile, the proposed LqME-ADMM can further obtain better recovery performance than the LqLA-ADMM. More specially, in the case of Gaussian mixture noise, LqME-ADMM can reconstruct the signal successfully until K = 85, while LqLA-ADMM fails when K is larger than 50. In the SαS noise environment, LqME-ADMM gains a percentage of successful reconstruction larger than 80% until K reaches to 90. Nevertheless, LqLA-ADMM keeps the same probability when K is less than 65. This demonstrates the Welsch M-estimator can restrain the impulsive inerference better than the 1 -norm and 2 -norm loss. Further, Fig. 3 also presents the superiority of the non-convex q -norm regularization over the convex 1 -norm regularization under two noise conditions. For the LqLA-ADMM, it can achieve the best recovery performance when q is chosen to be 0.5.
Finally, we conduct a reconstruction experiment under the condition where the measurements are corrupted by bit errors [13] . Such errors can simulate the impulsive interference induced by buffer overflow, bit errors during the data transmission, and so on. In this trial, we employ a simulated signal with length N = 512 and K = 20 for performance comparison. The measurement matrix is set to be a 100 × 512 Gaussian random matrix. To model such extremely large bit errors appropriately, we randomly set 12% of the clean measurements to be ±1000. Besides, small background noise which generates from the Gaussian distribution N (0, 0.01) is added. Under this noise condition, the 2 -norm loss based algorithms both break down because of the sensitivity of 2 -norm to large outliers. Fig. 4 demonstrates the recovery performance of YALL1, LqLA-ADMM and LqME-ADMM, including the reconstructed signal, the reconstruction error, and the resulting relative error. One can find that LqME-ADMM significantly outperforms YALL1 and LqLA-ADMM. In the case of q = 0.5, the relative error (RelErr) of LqME-ADMM is 11% and 23% that of YALL1 and LqLA-ADMM, respectively. Moreover, in this special noise case, the advantage of the non-convex regular term to the convex 1 -norm regular term still remains pretty obvious.
B. RECONSTRUCTION EXPERIMENTS ON IMAGES
This subsection focuses on the reconstruction experiments on images under two noise conditions. We first conduct reconstruction experiments on two 256 × 256 magnetic resonance imaging (MRI) images: Shoulder and Cardiac, as shown in Fig. 5 , and assess the recovery performance by the value of PSNR. Here, the CS sampling rate M /N is set as 0.4 and the measurement matrix is selected as the partial discrete cosine transformation (DCT) matrix. Meanwhile, we construct a fast implementation of A in an implicit form to circumvent the storage and operation of large-scale measurement matrix. To acquire the sparse coefficients of test images, we utilize the Daubechies db4 wavelet as the sparse transform basis. Fig. 6 demonstrates the reconstructed results of all algorithms under the GMM noise with ρ = 0.9, k = 10 3 and SNR = 20 dB. It can be found that, in this noise case, each algorithm can reconstruct the two MR images from their corresponding corrupted measurements successfully and the LqME-ADMM achieves the best recovery performance. Particularly, for the Shoulder MR image, the PSNR gains of LqME-ADMM (q = 0.5) over L1LS-FISTA, LqLS-ADMM (q = 0.5), YALL1, and LqLA-ADMM (q = 0.5) are 5.95 dB, 5.10 dB, 5.39 dB and 2.51 dB, respectively.
The reconstructions under the SαS noise condition with α = 1, γ = 5 × 10 −4 are presented in Fig. 7 . In this noise case, the measurement noise is more impulsive than the previous GMM noise, and thus the reconstruction PSNRs of all algorithms decrease. It can be seen that L1LS-FISTA and LqLS-ADMM which use 2 -norm loss function cannot reconstruct the image absolutely, while the M-estimator and 1 -norm loss based algorithms still work well. The LqME-ADMM attains the highest PSNR again and for the Shoulder MR image, the PSNR improvements of LqME-ADMM over YALL1, and LqLA-ADMM (q = 0.5) are 5.16 dB and 1.77 dB, respectively. It is worth noting that, for two MR images, the advantage of LqME-ADMM over LqLA-ADMM is less obvious in this noise condition than that in the GMM noise environment. This is mainly because that the 1 -loss is optimal in suppressing the outliers when the impulse interference is synthesized by the Cauchy noise model (SαS noise with α = 1).
Next, to further verify the validity and generality of LqME-ADMM, we employ eight typical 256 × 256 images shown in Fig. 8 for reconstruction experiment under the GMM noise condition with ρ = 0.9, k = 10 3 , SNR = 10 dB. Table 1 depicts the resulting PSNR values of eight images recovered by all compared algorithms. It can be seen that the proposed LqME-ADMM can obtain the best recovery accuracy, which extremely confirms the superiority of Welsch M-estimator to the 1 and 2 -norm loss.
VI. CONCLUSION
In this work, a novel formulation which exploits the Welsch M-estimator as the data-fitting term and employs a non-convex regularization term for sparsity inducing is presented to investigate the problem of robust sparse recovery in impulsive noise. Furthermore, to address the non-convex formulation, an efficient low complexity algorithm, namely LqME-ADMM, has been derived via the popular ADMM framework combined with the multiplicative form of half-quadratic optimization. Simulation results on reconstructing the simulated sparse signals, MRI images and natural images illustrated that, under the circumstance of impulsive noise, the proposed LqME-ADMM can obtain the best recovery performance among all the compared algorithms. Our future work will focus on the theoretical convergence analysis of the proposed algorithm. 
