In this paper we introduce a family of stochastic gradient estimation techniques based of the perturbative expansion around the mean of the sampling distribution. We characterize the bias and variance of the resulting Taylor-corrected estimators using the Lagrange error formula. Furthermore, we introduce a family of variance reduction techniques that can be applied to other gradient estimators. Finally, we show that these new perturbative methods can be extended to discrete functions using analytic continuation. Using this technique, we derive a new gradient descent method for training stochastic networks with binary weights. In our experiments, we show that the perturbative correction improves the convergence of stochastic variational inference both in the continuous and in the discrete case.
Introduction
Stochastic optimization is one of the cornerstones of modern machine learning [1] [2] [3] [4] [5] . A stochastic maximum likelihood problem is determined by a loss function of the following form L M L (w) = E q(z;w) [log p(y | z)] + R(w) ,
where z is a latent variable, y is observed data, log p(y | z) is a log-likelihood function and R(w) is a regularization term. An important special case is stochastic variational inference, where the regularization term is given by the KL divergence between the approximate posterior and a prior distribution [6, 5] . In order to optimize a stochastic loss such as the stochastic maximal likelihood loss given in Eq. 1 using stochastic gradient descent (SGD), we need to to obtain an estimator of a gradient of the following form:
This expression reduces to the deterministic gradient of f (z) when q(z; w) is a delta distribution parameterized by its location. However, in general this gradient can exist even when f (z) is not itself differentiable. For example, if q is a Bernoulli variable Eq. 2 is always differentiable with respect to the probability parameter.
Background on stochastic gradient estimators
The most popular stochastic gradient estimator is arguably the pathwise derivative, also known as "reparameterization gradient" [2, 7] . The basic idea is to reparameterize the samples z from q(z; w) as transformed samples from a fixed distribution k( ):
where T ( , w) is a differentiable function of w. Using this reparameterization, we can obtain a stochastic gradient estimator by sampling from k( ) and differentiating with respect to the parameters. Unfortunately, the reparameterization trick can only be efficiently applied to a small set of distributions. Specifically, discrete distributions cannot be exactly reparameterized by differentiable transformations.
Another more general approach is based on the formula ∇ w q(z; w) = (∇ w log q(z; w)) q(z; w). This leads to the following "black-box" estimator [4, 8, 9] :
Black-box estimators can be easily applied to most situations but they are usually characterized by high variance. This necessitates the use of variance reduction techniques in order to become practical for solving real-world machine learning problems.
Related work
Research on stochastic gradient estimation techniques was initiated in the field of operations research [8] . Most of these techniques have been recently rediscovered in the context of machine learning and stochastic backpropagation [2, 4] . Several new works extended the scope of reparameterization techniques [7, 10, 11] . The use of perturbative methods in machine learning has originally been focused on correcting mean-field approximations [12] [13] [14] . Recently, a new variational method based on the perturbative expansion of the model evidence has been introduced in the context of black-box variational inference. This method is orthogonal to our approach as it is based on the expansion of the importance weights in powers of the log-likelihood ratio whose expectations cannot in general be computed analytically [15] .
3 Intuitive motivation of the perturbative approach Normalized absolute error of the expectation
Figure 1: Taylor approximation of the expected value of a softplus function.
Perturbation theory is a tool for converting a single hard problem into a (possibly infinite) number of easy problems. The easiest problem of the form given by Eq. 2 are problems where f (z) is a power function z k . In this case the expectation is known as the k-th moment of the distribution q(z; w), which can be computed analytically for most common (univariate) distributions q(z; w). Therefore, if f (z) is a polynomial, the gradient of Eq. 2 becomes:
where µ (k) (w) = E q(z;w) z k is the k-th moment of q(z; w) and it is usually a known differentiable function of w. The idea is then to approximate f (z) around the current center of mass µ 0 of q(z; w) with an appropriate polynomial. If f (z) is k times differentiable, the best possible local K-th order polynomial approximation is given by the Taylor expansion:
. Note that µ 0 should not be considered as dependent on the distribution parameters w as it is only a conveniently chosen point around which f (z) is expanded. The expansion leads to the following (biased) deterministic gradient estimator:
where
Example 1 (Normal gradient of the softplus function). The softplus function is defined as:
The third-order Taylor expansion of this function at µ is
where σ(z) is the logistic sigmoid function. If q is Gaussian with variance ν, the expectation of this polynomial with respect to q is:
Note that, while the mean parameter µ is equal to µ 0 , it is important to keep the (µ − µ 0 ) terms in the expression as we need to differentiate with respect to the mean parameter µ. By differentiating and evaluating the derivative at µ equal to µ 0 , we obtain the following third-order gradient estimator:
Note that the first term of G T (µ, 2) is the deterministic derivative of f (z). Fig. 1 shows a visualization of this approximation for the softplus function together with a plot of the error of the expectation as a function of the standard deviation of q.
Properties of the deterministic Taylor estimator
Using the Lagrange residual formula, we can bound the bias of G T (w, K). Theorem 1. The squared error (bias) of G T (w, K) is bounded by:
where:
Under some assumptions, we can also obtain a bound as a closed-form expression of the central moments of q(z; w).
2 is a polynomial of the form J j=0 β j (w)(z − µ) j and the (K + 1)-th derivative of f (z) is bounded by M K , then the squared error of G T (w, K) is bounded by:
We can define the (ideal) estimator G T (w, ∞) as follows:
The following theorem gives the conditions under which G T (w, ∞) is unbiased. Theorem 2 (Asymptotic unbiasedness). Let q(z; w) be a distribution with mean µ(w) and with all finite moments and let f (z) be a analytic real-valued function. The gradient estimator G T (w, ∞) is unbiased if the interval of convergence of the Taylor series of f (z) is contained in the support of q(z; w). Example 2 (Analytic functions). The estimator G T (w, ∞) with respect to holomorphic functions such as exp(z), sin(z) and cos(z) is unbiased for all distribution with finite moments as their radius of convergence around any point is infinite. Example 3 (The Gaussian/softplus case). In the Gaussian/softplus case outlined in Ex. 1, the estimator G T (w, ∞) is not unbiased. In fact, the radius of convergence of the softplus function around µ 0 is µ 2 0 + π 2 as the nearest pole of the analytic continuation of f (z) in the complex plane is at ±iπ. This interval of convergence is clearly not contained in the support of q. Note however that the bias is negligible if the standard deviation of q is very small compared with µ 2 0 + π 2 . Example 4 (The Beta/softplus case). In the case of the Beta distribution, the estimator G T (w, ∞) with respect to the softplus is unbiased as the support [0, 1] is contained in the interval of convergence for all values of µ.
The Poisson-Taylor stochastic estimator
In the previous sections we derived a family of biased deterministic gradient estimators. Under the conditions stated in Theorem 2, we showed that it is possible to obtain an unbiased estimator as a limit. While G T cannot be used in practice, under the same conditions, we can obtain a practical unbiased stochastic estimator by considering the infinite sum as an expectation with respect to a Poisson variate. This leads to the following Poisson-Taylor estimator:
Theorem 3. Let q(z; w) be a distribution with mean µ(w) and with all finite moments and let f (z) be a analytic real-valued function. The gradient estimator G PT (w; N, K) is unbiased for all N if the interval of convergence of the Taylor series of f (z) is contained in the support of q(z; w).
It is also possible to combine the strengths of the deterministic and the stochastic estimators by summing out the first K terms of the series and writing the remainder as another Poisson expectation:
where the falling factorial term
.. × k compensates for the fact that the Poisson distribution has been shifted by K. It is easy to see that, under the conditions given in theorem 2), the estimator is unbiased for all values of K and that its variance decreases monotonically as K increases.
The multivariate case
So far we focused our attention on gradient estimators of univariate distributions. While these results are useful as elementary building blocks of more complex models, most non-trivial machine learning applications require to compute stochastic gradients with respect of large multivariate distributions. The formulas for the general multivariate case are given in Appendix A. Unfortunately it is not feasible to compute this estimator for large values of K as the number of mixed partial derivatives increases exponentially with the order. However, when the variables z 1 , . . . , z M are uncorrelated under q(z; w), the second-order Taylor estimator has only M non-vanishing terms:
If the univariate distributions q j (z j , w j ) do not share parameters, this expression further simplifies to:
Note that the first-order term gives the ordinary deterministic gradient direction. Furthermore, the number of terms in these gradients scale linearly with the number of variables. This implies that the second-order Taylor estimator can potentially be used for training models with millions of parameters. The second derivative terms can be obtained approximately using the Hessian product trick.
Perturbative variance reduction of other gradient estimators
In many situations it is important to have an unbiased gradient estimator but it is unpractical to compute arbitrarily high derivatives of f (z). In these cases, it is possible to derive a new estimator as a K-th order Taylor correction of a base gradient estimator. For example, if we use the "black-box" gradient estimator in Eq. 4 as base, we obtain:
wheref k (z) is the k-th order Taylor approximation of f (z). In this case, the bias of the Taylor estimator is automatically corrected by the residual black-box term regardless to the analyticity f (z).
Theorem 4. The gradient estimator G BBT (w; K, N ) is unbiased for all values of K.
Conversely, the variance of the estimator does depend on f (z) as stated in the following theorem. Theorem 5 (Asymptotic variance reduction). Let f (z) be a real-valued function whose radius of convergence around µ is included in the support of q. The variance of the black-box estimator with K perturbative corrections goes to zero as K goes to infinity.
Note however that the variance of G BBT (w; K, N ) does not unnecessarily rely on the analyticity of f (z) as a local approximation only based on the first few derivatives can be extremely accurate if q is concentrated around its mean.
The first order correction
The first-order perturbative variance reduction method has great practical importance for large-scale machine learning models as it can be easily implemented using standard automatic differentiation tools without any need for analytic derivations. In the multivariate case, the black-box estimator corrected to the first order is given by:
Note that this formula only entails first-order derivatives and can therefore be efficiently computed in large models using automatic differentiation.
Analytic continuation: the perturbative gradients of discrete functions
All the techniques introduced in the previous sections can also be used for taking the stochastic gradients of a discrete function f : A ⊂ N → R with respect to the parameters of a discrete distribution supported on a subset of A. The idea is to find a meromorphic function φ(z) that coincides with f (n) for all the values in the support of q. Using this function, we can write a perturbative estimator of ∇ w E q(n;w) [f (n)]:
Equivalently, we can use the Poisson-Taylor estimators introduced in Section 5.
Note that this "analytic continuation" is unique only if the domain of f contains an accumulation point but all the theorems stated in the previous sections hold for all possible choices of φ(z). In particular, G T (w, K, φ) is unbiased if the interval of convergence of φ(z) around µ includes all the points in the support of q. However, the performance of the gradient estimators (bias and variance) will depend on φ(z). Example 5 (Binomial/factorial). Consider the following stochastic gradient:
The most natural way to analytically extend this function is in terms of the gamma function: φ(z) = log Γ(z + 1) .
By expanding this function around ρ, we obtain the following Taylor estimator:
It is straightforward to generalize these estimators to the multivariate case using the results from Section 6, as we will show in the next example. Example 6 (Bernoulli binary logistic regression). Consider the following term of a stochastic binary logistic regression loss:
where q(z; ρ) is a Bernoulli distribution and x is a known vector of regressors. The most obvious way to analytically extend this discrete function is to replace β with continuous vector z:
Using the multivariate second-order estimator (17) on this function, we obtain the following gradient estimator:
where x 2 denotes the componentwise square of the vector x.
Experiments
We test the performance of our perturbative estimators both on a series of simple functions and on real-world classification problems.
Stochastic gradient of analytic functions
We begin our investigation by studying the variance of the gradient of several analytic functions with respect of the parameters of a normal distribution with mean 0 and standard deviation 0.5. Table 1 reports the variance of these estimators for n = 10 samples. We compare uncorrected black-box (bb) and reparameterization (rep) estimators with k-th order corrected versions, denoted by k-bb and k-rep, respectively. The variance of each estimator was obtained by repeating the estimation for 40000 times. + 3) )] 0.85 0.14 (84%) 0.07 (92%) 0.15 0.05 (67%) 0.03 (80%)
Logistic regression with Gaussian weights
In this section, we compare the convergence of a Bayesian logistic regression model with Gaussian weights. Let {x 1 , ..., x J } be a set of regressors and {y 1 , ..., y J } be a set of class labels. Using an improper flat prior over the weights, we obtain the following stochastic loss:
where H g (µ, ν) is the entropy of a univariate Gaussian with mean µ and standard deviation ν. We performed the logistic regression experiment on the iris, Boston, diabetes datasets [16] [17] [18] . Continuous targets were binarized based on being bigger or smaller than the median. Furthermore, multi-class datasets were reduced to binary classification datasets by only considering the first two classes. For simplicity, we only used ten datapoints for each dataset. The loss was optimized using black-box estimator, first-order corrected black box estimator, reparameterization estimator and first order corrected reparameterization estimator. In order to be able to use a comparable learning rate, we normalized the gradients using AdaGrad [19] . The results are shown in Fig. 2 . The figure show the (negative) ELBO as function of the iteration. The shaded areas denote the variance of the negative ELBO under multiple repetitions (n=20) of the training. The perturbative correction lead to a substantial increase of the convergence rate of the reparameterization method and a smaller convergence gain for the black-box method. As expected, the increase in performance is more enhanced when few samples are used for estimating the gradient.
Logistic regression with Bernoulli weights
We repeated the same experiments described in section 9.2 using discrete weights sampled from Bernoulli distributions. In this case, we only used the black-box gradients as this discrete distribution cannot be reparameterized. We also included a comparison with the (biased) first order Taylor estimator. The results are shown in Fig. 3 . The Taylor estimator and the corrected black-box estimator exhibits faster convergence than the regular black-box estimator and the difference is greatest when the number of samples is small. 
Conclusion
In this paper, we introduced a new family of gradient estimators and of variance reduction methods based on perturbative expansion. We investigated theoretically the bias and variance properties of these estimators. Furthermore, we studied their performance on both simulations and real-wold classification datasets. Future work should be focused on the efficient implementation of first and second order correction on large model with continuous and discrete variables.
A Multivariate formula
Consider a multivariate distribution q(z; w) = q(z 1 , ..., z M ; w) and let α = (α 0 , ..., α M ) be an array of integers. We write mixed partial derivatives as follows:
We use the following notation for denoting polynomials:
Consider a real-valued function f of M variables that is K times differentiable. Its K-th order Taylor series is given by:
From this expression, we can obtain the K-th order multivariate Taylor gradient estimator:
where m (α(w,µ) = E q (z − µ q ) α .
