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CMB spectral distortions are induced by Compton collisions with electrons. We review the various
schemes to characterize the anisotropic CMB with a non-Planckian spectrum. We advocate using
logarithmically averaged temperature moments as the preferred language to describe these spectral
distortions, both for theoretical modeling and observations. Numerical modeling is simpler, the
moments are frame-independent, and in terms of scattering the mode truncation is exact.
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The Planck Surveyor’s measurements of the cosmic mi-
crowave background (CMB) have opened a new era in
the analysis and extraction of cosmological information
from CMB data. The CMB spectrum, i.e. departures
from a black-body radiation (BB), have not only been
used to detect “point” sources from the SZ effect [1],
but we now have angular maps of SZ and other fore-
grounds to work with [2]. We are entering an era where
the CMB itself, both the intensity and polarization pat-
terns, and not even including foregrounds, should no
longer be treated as two-dimensional (angle dependence)
but rather three dimensional including the spectral (fre-
quency) dependence. Cosmological information from all
three dimensions needs to be extracted optimally [3] and
theoretical modeling of this third dimension must be done
accurately.
The frequency dependent brightness temperature is a
complete description of the CMB which evolves according
the Boltzmann equation, and is a frame dependent quan-
tity. When departures from BB are measurable, then a
local definition of the “temperature anisotropy”, δT , be-
comes ambiguous. Ideally one would like to decompose
into a truncated series of modes, reducing partial into
simpler ordinary differential equations. Here we review
the different proposed decompositions and argue that the
logarithmically averaged temperature moments (LAM)
first used in Ref. [4] and further developed in Ref. [5],
is the best decomposition and should be used for future
theoretical modeling. These LAM can be added to the
spectral templates used to fit the CMB plus foregrounds.
For the two angular dimensions, the assumed statisti-
cal isotropy guarantees that the spectrum, C`, the bi-
spectrum, B`,`′,`′′ , · · · are sufficient two-point, three-
point, · · · statistics. These spectra are based on a spher-
ical harmonic decomposition of the angular dependence.
For the spectral (frequency) decomposition we argue that
the LAM are the most appropriate compact representa-
tion of the CMB spectral distortions because i) it leads
to a frame invariant description of spectral distortions,
which is independent from our local velocity, and ii) it is
the variable with which the non-linear numerical integra-
tion is the simplest and was thus recently made possible
for several groups [6, 7].
General formalism for the description of a spectrum
Temperature transform. The distribution function of
radiation is a function of the position in space-time, the
direction of propagation and the energy E of radiation.
It is of the form n(E, . . . ) (here . . . indicates all the non-
spectral dependence and is often omitted below). In pre-
vious literature [8–11] the starting point for the descrip-
tion of the spectral dependence is to consider that the
CMB spectrum is a superposition of BBR with different
temperatures, given by the distribution p(T, . . . ), such
that
n(E, . . . ) =
∫ ∞
0
dTp(T, . . . )N
(
E
T
)
(1)
with N (x) ≡ 1/(exp(x)− 1). If ∫∞
0
p(T )dT 6= 1 the dis-
tribution is said to be “gray”. Ref. [5] gives a full treat-
ment of grayness and there it is shown that an initially
non-gray distribution with only Compton-type interac-
tions will remain non-gray. Henceforth we consider only
non-gray distributions (see Ref. [12] for an example of
a process inducing grayness). One can characterize the
shape of the spectrum by the moments of the distribution
p(T ). One thus defines
T¯(p) ≡
(∫ ∞
0
T pp(T ) dT
) 1
p
. (2)
Different authors have concentrated on following only
specific moments. The most commonly used are the
Rayleigh-Jeans temperature, T¯RJ ≡ T¯(1) [11]; the number
density temperature, T¯n ≡ T¯(3) [13–15]; and the bolomet-
ric temperature T¯b ≡ T¯(4) [6, 16, 17]; giving respectively
the low frequency brightness, the number density of pho-
tons, and the energy density in photons. Indeed, using
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2Eq. (1) we find T(p)
p ∝ ∫∞
0
n(E)Ep−1dE for p ≥ 2. Note
that if the distribution function has a chemical potential,
as in the case of a general Bose-Einstein distribution, the
low energy limit is then a constant ([exp(µ/T ) − 1]−1),
and it is thus impossible to describe such distribution
as a superposition of BBR like in Eq. (1) whose low en-
ergy limit is ∝ T¯RJ/E. See however the appendix for the
treatment of the case where the effect of the chemical
potential is negligible at low energy.
However in Ref. [5] an alternative description of the
spectral distortions was proposed. At the basis of the
formalism, is the use of the variable T ≡ lnT (where a
reference unit of temperature is implicit) whose distri-
bution is q(T ) ≡ Tp(T ). The logarithmically averaged
temperature is then simply defined by
T¯ ≡ 〈T 〉 ≡ ln T¯ , with 〈f〉 ≡
∫ ∞
−∞
dT f(T )q(T ). (3)
Spectral moments. The spectral distortions are charac-
terized by the moments (LAM) of q(T ): the moments
about 0, {ηp}; the central moments, {up}; and the mo-
ments about a reference temperature, {dp}, i.e
ηp ≡ 〈T p〉 , up ≡ 〈(T − T¯ )p〉 , dp ≡ 〈(T − T0)p〉 (4)
where T0 ≡ lnT0 and T0 is an arbitrary reference tem-
perature, usually chosen close to the mean. By con-
struction, u1 = 0, and since the spectrum is non-gray
η0 = d0 = u0 = 1. Using T = (T − T¯ ) + T¯ and
T = (T −T0) +T0, the moments of eq. (4) are related by
Leibniz-type relations
up = Bp[−T¯ , {ηk}] = Bp[−d1, {dk}] (5)
ηp = Bp[T¯ , {uk}] dp = Bp[d1, {uk}] (6)
where Bp[A, {Bk}] ≡
∑p
m=0
(
p
m
)
Ap−mBm. The mean-
ing of the moments is clear as one can reconstruct the
spectrum by
n(E) =
∞∑
m=0
dm
m!
DmN
(
E
T0
)
=
∞∑
m=0
um
m!
DmN
(
E
T¯
)
(7)
where DmN (x) ≡ (−1)mdmN (x)/d ln(x)m. Thus {dm}
and {um} are the coefficients of a generalized Fokker-
Planck expansion around T0 and T¯ , respectively. The
up are frame independent, but this is not the case for
the other types of moments [5]. While this is an infinite
expansion the lower order moments do not depend dy-
namically on the higher order moments (see below). The
observed spectrum as a function of frequency and direc-
tion requires knowledge of the observer frame because of
the Doppler effect and associated aberration, so one must
also know T¯ and thus d1 = T¯ − T0. Truncation is use-
ful because it is the lowest order moments which are the
most evident: the 1st moment give the “temperature per-
turbation” δT/T = δ lnT = d1; while the 2nd moment
give the Compton y distortion, y = 12u2 =
1
2 (d2 − d21).
These two moments are the ones most relevant for cur-
rent observations.
Spectral moment of a polarized spectrum. Linear po-
larization will be generated by Compton scattering and
the previous formalism can be extended to describe the
polarization spectrum [5]. We use a 2× 2 matrix-valued
distribution function, nab(E), to describe both intensity
and polarization (see e.g. Ref. [18] for a review). The
trace (n), the symmetric traceless part (n〈ab〉), and the
antisymmetric part give, respectively, the intensity, the
linear polarization, and the circular polarization. The
latter is not generated by Compton collisions so we set it
to zero. We thus have nab(E) = δabn(E) + n〈ab〉(E). A
matrix-valued distribution of BBR qab(T ) is defined by
nab(E) =
∫ ∞
−∞
dT qab(T ) N (E e−T ) (8)
and its matrix-valued moments {dabp }, {ηabp }, {uabp } can be
generalized from the {dp}, {ηp}, {up}, for which a trace
and a symmetric traceless part can be defined. The rela-
tions (5,6) are then straightforwardly extended for linear
polarization.
From the structure of the Compton collision term, it
can be shown [5] that d
〈ab〉
0 = η
〈ab〉
0 = 0 if initially so,
but u
〈ab〉
1 6= 0. The set of variables for the polarized part
is thus simply the set of {u〈ab〉p }p≥1 as they are frame
independent. Compared to the intensity, the main dif-
ference is that there is no temperature to be defined
for polarization, but there is the non-vanishing moment
u
〈ab〉
1 which is the dominant one. A common misstate-
ment or misunderstanding consists in treating this mo-
ment as a temperature perturbation, and to use the def-
inition Θ〈ab〉 ≡ u〈ab〉1 , but strictly speaking, it is a pure
spectral distortion, and as such frame independent. In
Ref. [14], it is called the “temperature part” of the po-
larization, as opposed to the primary spectral distortion
u
〈ab〉
2 = d
〈ab〉
2 − 2d1d〈ab〉1 .
Extraction of moments from a measured spectrum. In
appendix A of Ref. [5], it is shown that, from a spectrum
n(E), the moments {ηp} can be obtained from
ηp =
p∑
m=0
(
p
m
)
κ˜p−mIp[n(E)] (9)
Ip[n(E)] =
∫ ∞
−∞
(lnE)p[D2n(E)−Dn(E)]d lnE
and the central moments are deduced from (5). The
lowest order κ˜p are computed in [5]. If the signal is
sampled in several bands, and if the number of bands
is large enough (as should be the case for future CMB
experiments [19]), then linear combinations of these sig-
nals with appropriate weights would be equivalent to the
numerical integrations Ip[n
ab(E)], and would thus allow
3determination of the temperature and the first spectral
moments. This method is straightforwardly extended for
the extraction of polarization moments {η〈ab〉p } and then
the {u〈ab〉p }.
Discussion on the choice of a set of variables. It is clear
that since the {up}p≥2 are frame invariant they are good
candidates to describe the spectral distortions. The use
of d1 for the temperature perturbation is then natural as
it fits into this formalism. However, one might wonder
if this is the only set of variables with such appealing
properties. Starting from the moments defined in (2), we
can relate these to the {dp} and {up} by
〈T p〉 = (T¯(p))p = T p0
∑
m
pmdm
m!
= T¯ p
∑
m
pmum
m!
. (10)
It appears clearly that, for a given p, the temperature
T¯(p) can be used to define a temperature perturbation
and the moments
Θ(p) ≡ T¯(p)/T0−1, M(p),m ≡ 〈
(
T − T¯(p)
)m〉T¯−m(p) . (11)
The {M(p),m}m≥2 would be as good as the {um}m≥2 to
describe the spectral distortions, since they are obviously
frame invariant as they involve only an (infinite) sum
of products of the {up}. In the next section, we argue
that to decide which set of variables should be used, one
should examine the dynamical evolution, and choose the
one which has the simplest structure, and for which nu-
merical integration is simplified.
Dynamical evolution of spectral moments
General form of the Boltzmann equation. The general
form of the Boltzmann equation is (again we omit the
dependence in (E, . . . ) for brevity)
Lab[n] ≡ Dn
ab
Dη +
d lnE
dη
∂nab
∂ lnE
= Cab[n] (12)
where the convective derivative D/Dη acts on all the
dependence except the spectral dependence, and ac-
counts for the effect of free streaming. The col-
lision term can also be described by its moments
{ηC, abp }, {uC, abp }, {dC, abp } which are related by relations
similar to (5) and (6). In order to find the evolution of
the {uabp }, it proves simpler to first derive from (12) the
evolution of the {dabp }, and we get
Ddabm
Dη = md
ab
m−1
d lnE
dη
+ dC, abm . (13)
So for the temperature perturbation, the trace of m = 1:
Dd1
Dη =
d lnE
dη
+ dC1 . (14)
If the spectrum is initially non-gray, and radiation is only
subject to Compton scattering, it remains so and this
property translates to dC, ab0 = 0. The moments {dC,abp }
can be read off the collision term (see e.g. Ref. [20]),
and as long as the thermal effects are ignored (or treated
separately from the Kompaneets equation [21]), they are
linear in the variables {dp} which describe the radiation
spectrum. However, they still couple non-linearly to the
baryons bulk velocity [18, 22].
From the relations (5), one infers that
Duabp
Dη =
p∑
m=1
(
m
p
)
(−d1)p−m
[
dC, abm −mdabm−1dC1
]
= uC,abp − puabp−1dC1 . (15)
This system of equation is closed at any order p, since
the equation-of-motion for uabp depends only on u
ab
p′ for
p′ ≤ p. One can truncate this system of equations at any
order with no approximation!
Doppler, SZ effect and y-type distortion. At 1st or-
der one needs only the temperature perturbation d1 and
u
〈ab〉
1 = d
〈ab〉
1 . At 2nd order, one adds the spectral dis-
tortions u2 and u
〈ab〉
2 , and this distortion, known in this
context as the non-linear kinetic SZ effect [13, 15], is gen-
erated by the r.h.s. of (15) with p = 2.
The distortion generated by the thermal SZ effect [23]
is also captured by u2 and the usual y parameter as-
sociated with it is related by y ≡ 12u2 = 12 (d2 − d21). A
polarized y-type distortion can also be defined [14, 15, 24]
and is related to the moments by y〈ab〉 ≡ 12u〈ab〉2 =
1
2 (d
〈ab〉
2 − 2d1d〈ab〉1 ).
Structure of the numerics. Eq. (15) shows that
1. spectral distortions are affected only by the col-
lision term, as they remain unaffected by metric
perturbations (see also Refs. [5, 13, 14]);
2. metric perturbations, which enter through the red-
shifting term d lnE/dη affect only the evolution of
the temperature perturbation d1, and more impor-
tantly do not couple non-linearly with d1 [Eq. (14)];
3. the collision term for the evolution of uabp [the r.h.s
of (15)], contains only terms of the form dp−k1 u
ab
k
with k ≤ p (see Ref. [5] for more details) multiplied
by powers of the baryons bulk velocity. Therefore it
restricts the non-linearities to products of at most p
factors of spectral moments, when considering the
evolution of the moment of order p. N.B. for p = 1
the collision term (dC,ab1 ) is linear in the moments.
Any other parameterization of the distortion based on
the M(p),n defined in (11) would conserve property (1).
However, property (3) would be lost with the M(p),n. The
loss of this property is, in principle, not a serious prob-
lem for the numerical integration, since interactions are
4localized in time by the visibility function. However, this
would lead to unnecessary complications when going to
higher orders of perturbations and thus higher moments.
Our first argument here is that the simplest is the best.
Our second argument is that property (2) is crucial
for the numerical integration since redshifting effects are
not localized in time. Indeed, by avoiding a non-linear
coupling between the temperature perturbations and the
metric perturbations, the numerical integration is made
possible even at the non-linear level as it avoids cou-
pling between the angular moments of the temperature
perturbations with the metric perturbation [6]. Find-
ing a form of the Boltzmann equation that satisfies this
property, was the key to a successful numerical integra-
tion at second order [6, 7]. With the present formalism,
this property arises naturally for the variable d1. Metric
perturbations would also affect the geodesic and lead to
time-delay and lensing effects, but these can be treated
separately [25, 26]. There would be of course other vari-
ables for which property (2) holds. For instance, defining
Θ˜(p) ≡ ln(1 + Θ(p)), one obtains from (10) that the vari-
ables
Θ˜(p) = d1 +
1
p
ln
(
1 +
∑
m≥2
pmum
m!
)
(16)
obviously satisfy property (2) but not property (3). Up
to second order in cosmological perturbations (neglect-
ing {up}p≥3) the definitions for the most common tem-
peratures are related by d1 ' Θ˜n − 32u2 ' Θ˜b − 2u2 '
Θ˜RJ − 12u2 . As an illustration, if we consider the bolo-
metric temperature perturbation Θb, then up to second
order in cosmological perturbations, only d1 and u2 need
to be kept, and one finds that Θb ' d1 + 12d21 + 2u2, but
Θ˜b ' d1 + 2u2. This motivated the use of Θ˜b instead of
Θb in the final output of Ref. [6], since property (2) is
satisfied for the former and not for the latter. Similarly,
for the fractional perturbation to the energy density, one
finds up to second order in cosmological perturbations
∆ ' 4[d1 + 2d21 + 2u2], and using ∆˜ ≡ ln(1 + ∆), we
find ∆˜ ' 4(d1 + 2u2) = 4Θ˜b. Again this motivated
the use of ∆˜ instead of ∆ in the intermediate numer-
ics of Ref. [6], so as to keep property (2) satisfied. A
final example can be made with the fractional energy
density perturbation of linear polarization. One finds
∆〈ab〉 ' 4[d〈ab〉1 (1 + 4d1) + 2u〈ab〉2 ], and the non-linear
term d
〈ab〉
1 d1 will induce a non-linear coupling of the type
d
〈ab〉
1 d lnE/dη in the evolution equation of ∆
〈ab〉. How-
ever, using ∆˜〈ab〉 ≡ ∆〈ab〉(1 − 4d1), this non-linear cou-
pling disappears [27] and property (2) is recovered. In all
these three examples, property (2) can be restored with
an ad-hoc change of variable, but property (3) is not sat-
isfied, due to the term in u2 for the first two examples,
and due to the term u
〈ab〉
2 for the last one. It implies
in particular that the evolution equation for the lowest
order moment in this description, i.e. their temperature
perturbation, has a collision term which is not linear in
the moments of radiation.
Conclusion. The essential properties described above
for the structure of dynamical equations are only met
with the set of variables made of d1, {up}p≥2 and
{u〈ab〉p }p≥1. Furthermore, the moments which character-
ize the spectral distortions are frame independent and
thus do not depend on our local velocity. Only the an-
gular dependence is affected by the choice of frame due
to aberration effects. We strongly recommend that these
moments should be used to parameterize the CMB spec-
trum. Furthermore, the analysis of spectral distortions
from thermal effects, and other processes [28] could be
rephrased in this unified language.
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Appendix
Distribution functions with a chemical potential. At
redshifts higher than z ' 104 and smaller than z '
3 × 105, the thermalization of photons with an excess
of energy with respect to a Planck spectrum results in a
Bose-Einstein distribution with a chemical potential [29].
However, at low energies, processes such as double Comp-
ton emission and Bremsstrahlung are enough to modify
the spectrum and remove the effect of the chemical po-
tential so that the low energy limit of the distribution
is still ∝ 1/E. It is indeed approximately described by
a Bose-Einstein distribution with an energy dependent
chemical potential. At high energies, this chemical po-
tential converges to a constant, but at low energies it is
suppressed, and the transition from one regime to the
other is governed by a cut-off xc = Ec/T [29]. The dis-
tribution function of this ansatz is approximately of the
form
n(x) =
1
ex+µ(x) − 1 , µ(x) = µ∞e
−xc/x . (17)
with x ≡ E/T . A typical cut-off is xc = 0.01 and one can
check that when µ∞ → 0, this distribution approaches
a BBR as the various moments decrease, as expected.
In Fig. 1 we plot the first moments as a function the
chemical potential µ∞ to illustrate this convergence.
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