In this paper, we derive an expression for computing average window size of a single TCP CUBIC connection under random losses. Throughput expression for TCP CUBIC has been computed earlier under deterministic periodic packet losses. We validate this expression theoretically. We then use insights from the deterministic loss based model to derive an expression for computing average window size of a single TCP CUBIC connection under random losses. For this computation, we first consider the sequence of TCP CUBIC window evolution processes indexed by the drop rate, p and show that with a suitable scaling this sequence converges to a limiting Markov chain as p tends to 0. The stationary distribution of the limiting Markov chain is then used to derive the average window size for small packet error rates. We validate our model and approximations via simulations.
Introduction
The TCP-IP protocol suite forms the backbone of the current Internet and TCP is a crucial component of it. TCP provides reliable, in-order data transfer and flow and congestion control. In this paper, we focus on TCP congestion control. TCP congestion control has been successful in preventing congestion collapse over the Internet. However in [1] , [2] we see that the traditional TCP congestion control algorithms can be very inefficient over wireless links and over high-speed large delay networks. A number of high-speed TCP congestion control algorithms have been proposed to address the issue of inefficiency, some notable examples being H-TCP, BIC, CUBIC, Compound and FAST [3] . In this paper, we consider TCP CUBIC congestion control as it is widely used. TCP CUBIC is the default congestion control algorithm on Linux since 2006. In [4] , the authors report that of the 30000 web-servers that they considered, more than 25% used TCP CUBIC.
We first give a brief overview of the literature on traditional Additive Increase Multiplicative Decrease (AIMD), TCP which has been extensively studied using a wide variety of tools. In [5, 6] , the authors use fluid models to analyze TCP performance. In [5] , the author compares the performance of TCP Reno with TCP Vegas using a differential equation based model for TCP window evolution, whereas in [6] , the authors solve for throughput of a large number of TCP Reno, New Reno and SACK flows going through AQM routers. In [7, 8] , the authors look at optimization based techniques for performance analysis of TCP. In [7] , the authors show that rate-distribution of TCP-like sources in a general network is given as a solution to a global optimization problem. In [8] the authors formulate the rate allocation problem as a congestion control game and show that the Nash equilibrium of the game is a solution to a global optimization problem. In [9] , the authors consider providing QoS to TCP and real time flows through use of rate control for the real time flows and RED at the bottleneck queues. In [10] , the authors provide expressions for TCP Reno throughput using a simple periodic-loss model. In [11] , the authors use Markovian models to derive an expression for TCP Reno throughput under random losses.
In [12] , [13] , we see experimental evaluation of high speed TCP variants. The reference [12] compares the performance of CUBIC, HSTCP and TCP SACK in a 10 Gbps optical network. In [13] , the authors perform an experimental evaluation of CUBIC TCP in a small buffer regime. The reference [14] is a comprehensive simulation based analysis of high speed TCP variants, where they compare the protocols for intra-protocol and inter-protocol fairness. There are many references on simulation/experimental analysis of TCP CUBIC, however there are fewer analytical results. In [15] and [16] , the authors use Markov chain based models for TCP CUBIC throughput computations. In [17] , the authors analyze performance of TCP CUBIC in a cloud networking environment using mean-field.
In this paper, we derive throughput expression for a single TCP CUBIC flow with random losses. Throughput expressions for TCP CUBIC have been evaluated under a deterministic loss model in [18] . Also average window size for TCP CUBIC with random losses has been numerically computed using Markov chains in [15] and [16] . In [19] , we see that the expressions for throughput in [18] are not accurate when compared against the Markov chain based results in [15] . However, the Markov chain based results do not yield a closed form expression and we need to solve for the stationary distribution of a Markov chain for each value of drop rate, p. For small p, this could be computationally expensive as the state space of the Markov chain could be very large. We address this drawback of the Markov chain model in this paper. In this paper, we get an approximation for TCP CUBIC under random losses as a function of p and round trip time (RTT). We first validate the expression for TCP CUBIC throughput (given in [18] ) under deterministic periodic losses. We then consider the sequence of the TCP CUBIC window evolution processes indexed by the drop rate, p and show that with a suitable scaling this sequence converges to a limiting Markov chain as p tends to 0. The appropriate scaling is obtained from the deterministic periodic loss model. The stationary distribution of the limiting Markov chain gives us the desired approximation. Our approach is based on a similar result used for TCP Reno throughput computation in [20] . However our proofs are significantly different.
The organization of the paper is as follows. In Section 2, we describe our system model. In Section 3, we validate the deterministic loss model expression. In Section 4, we show that for p > 0 and with W max = ∞, the window size process at RTT epochs, the window size process at loss epochs and the time between the loss epochs have unique stationary distributions and that their means under stationarity are also finite. In Section 5, we derive an approximation for mean window size under random losses. In Section 6, we compare our model predictions against ns2 simulations. Section 7 concludes our paper.
System model for TCP CUBIC
The window size evolution of TCP CUBIC is based on the time since last congestion epoch. The window size, (say W 0 ) at the last epoch is considered as an equilibrium window size. The TCP CUBIC window update is conservative near W 0 and is aggressive otherwise. The aggressive behaviour gives TCP CUBIC higher throughput compared to traditional TCP in high speed networks. The TCP CUBIC window size at time t, assuming 0 to be a loss epoch and no further losses in (0, t] is given by
where W 0 is the initial window size and C and β are TCP CUBIC parameters. The TCP CUBIC update can be slower as compared to TCP Reno. To ensure a worst case behaviour like TCP Reno, the aggregate window update is given by W (t) = max{W cubic (t), W reno (t)} where W reno (t) is given by
In our analysis henceforth, we ignore the Reno-mode operation focussing only on the CUBIC-mode. However, we account for the Reno-mode operation in the final average window size expression. We consider a single TCP CUBIC connection going through a link with constant RTT (round trip time) as shown in Figure 1 . The packets of the connection may be subject to channel losses. We assume that a packet can be lost independently of other packets with probability p. This is a common assumption also made in [15] , [16] . Our objective is to compute an expression for TCP CUBIC throughput in this setup, which we develop in Section 4. In Section 3, we discuss a deterministic loss model for TCP CUBIC and use the results developed therein in Section 4 to compute TCP CUBIC average window size.
Fluid models for TCP CUBIC
We now consider a simple fluid model for TCP CUBIC. For the fluid model, we disregard the discrete nature of the TCP window size and also assume that the window update is continuous instead of happening at discrete intervals of time. The model that we consider here is a widely used deterministic-loss model (see [18] , [21] and [10] ) used to compute the 'response function' of TCP. The TCP response function is an expression for TCP throughput in terms of system parameters such as drop rates p and RTT, R.
We consider a single TCP CUBIC flow with constant RTT, R. Each packet can be dropped independently of the others with probability p. Under this assumption, the mean number of packets sent between losses is 1 p . We now consider the TCP window evolution under a deterministic-loss model with loss rate 1 p . Let us denote the window size for the deterministic-loss model at time t byŴ (t). SupposeŴ (0) = x. Let τ p (x) denote the time taken by thê W (t) process to send 1 p packets with initial window size x, i.e., τ p (x) satisfies
At t = τ p (x),Ŵ (t) undergoes a window reduction so thatŴ (τ p (x) + ) = (1 − β)Ŵ (τ p (x)), where β is the multiplicative drop factor. Next, the window sizê W (t) evolves as given by (1) but now with initial window size,Ŵ (τ p (x)). Again at time t = τ p (x) + τ p (Ŵ (τ p (x))),Ŵ (t) process undergoes another loss. This process continues. Suppose there exists a x * p such thatŴ (τ p (x * p )) = x * p , i.e., the fixed point equationŴ
has a unique solution. Then, if we start from x * p , the processŴ (t) will have a periodic behaviour with period
The long time average for the processŴ (t) is then given by
withŴ (0) = x * p . Using the above model, the average window size for TCP CUBIC is given by
The throughput of the TCP connection is given by E[W (p)]
R
. In Proposition 1, we provide a theoretical justification validating the use of the above expression for mean window size. We prove that starting from any initial window size, under the deterministic loss model with fluid window sizes, the window evolution for TCP CUBIC is eventually periodic with (6) giving the correct time average window size. In Proposition 1, we ignore the slow start phase and ignore that there may be an upper bound on the maximum window size. These assumptions are also made by [18] , [21] and [10] .
For the deterministic loss model, for any given p ∈ (0, 1), there exists a unique x (denoted by x * p ) such thatŴ (τ p (x)) = x. For any x ≥ 1 such thatŴ (0) = x,Ŵ (t) to x * p at drop epochs.
Proof. Existence of x * p Assuming the initial window size to be x, we havê
Solving for the fixed point, The fixed point, x * p forŴ (τ p (x)) is then given by
Thus for every p ∈ (0, 1), there exists a unique x * p given by (7) such that
Convergence to x * p Let us denote the deterministic process,Ŵ (u) at time u > 0 withŴ (0) = x bŷ W (u, x) so as to also include the initial window size in the process description explicitly. We will show convergence of the map x →Ŵ (τ p (x)) to the fixed point in two steps. We define J(x) = 3 βx C to be the time taken byŴ (t) to hit x given that initial window size,Ŵ (0) before drop was x and there are no losses in (0, u], with u > J(x).
Step 1:
The second inequality comes due toŴ (u, x) > 0 for all u, x. Therefore we get
. This shows that, if x < x * p , the window size at loss epochs increases.
Step 2:
The proof for W (τ p (x), x) < x follows as in the previous proof and hence we do not show it here.
Now, we prove that if x > x * p then x * p <Ŵ (τ p (x), x). Suppose T 1 (x) denotes the time whenŴ (T 1 (x), x) = x * p . From (1), we get T 1 (x) = J(x) + 3 x * −x C . Therefore,
Substituting x = αx * p (α > 1) and then using (7) for x * p simplifies the above expression to
. Thus we have show that for any x > x * p , the window size at drop epochs (just after loss) monotonically decreases to x * p . Also, for any x < x * p , since x < W (τ p (x)), the window size at drop epochs (just after loss) either monotonically increases to x * p or exceeds x * p at some iteration and eventually decreases to x * p . OnceŴ reaches x * p at a drop epoch,Ŵ at all drop epochs henceforth will be x * p and the evolution ofŴ (t) becomes periodic.
is strictly less than 0 for all y > 0. Therefore f is a strict concave function over (0, ∞). The tangent to the curve f (y) at y = 0 is given by g(y) = 1 + ky. Now since the function, f is strictly concave in (0, ∞), we have
for y > 0. Substituting x = 1 y , we get
for y > 0. Rearranging terms in the above inequality gives us the desired result.
In Figure 2 , we illustrate multiple iterations of the equationŴ (τ p (.)) for input x ∈ (0, 100). We denote the k th iteration ofŴ (τ p (.)) by W k p (.). We see that as the number of iterations, k increases, W k p (.) goes close to the fixed point irrespective of the starting point.
From equation (7) in Proposition 1, the time between consecutive losses converges toτ
Thus for the TCP CUBIC deterministic loss model, from equation (7), the window size at drop epochs converges to C 1 p − 3 4 and from equation (8), the time between consecutive losses converges to C 2 p − 1 4 for some constants C 1 and C 2 . These are key insights which we will use in Section 4, where we derive an expression for average window size under random losses. 
Model with Infinite Maximum Window Size
We consider a single TCP connection with constant RTT, i.e., negligible queuing. We assume that the packets are dropped independently with probability p.
We have analyzed this system using Markov chains in [15] . In [15] , we derive expressions for average window size numerically when the window size W n is bounded by some W max < ∞. We now derive an approximate expression for average window size for low packet error rates assuming W max = ∞. Let W n (p) denote the window size at the end of the n th RTT. Let W ′ n (p) denote the window size at the last drop epoch before n (excluding time epoch n) and let T n (p) be the time elapsed between the last drop epoch before n and time n. As in the deterministic loss model case, we ignore the Reno mode of operation and consider (1) for window evolution. The process {W ′ n (p), T n (p)} forms a Markov chain. We show that for p ∈ (0, 1), the processes {W n (p)} and {W ′ n (p)} have unique stationary distributions. Proposition 2. . For any fixed p ∈ (0, 1) the Markov chain {W ′ n (p), T n (p)} has a single aperiodic, positive recurrent class with remaining states being transient. Hence it has a unique stationary distribution.
Proof. From any state in the state space of the Markov chain {W ′ n (p), T n (p)}, a sequence of packet losses will cause the Markov chain to hit the state (1, 0). Therefore, the state (1, 0) in the state space of the Markov chain {W ′ n (p), T n (p)} is reachable from any state in the state space with non-zero probability. The states that can be reached by (1, 0) form a communicating class. The remaining states in the state space are transient, since from any of these states there is a non-zero probability of hitting (1, 0) and hence a non-zero probability of never returning back.
We now show that the communicating class containing (1, 0) is positive recurrent. For convenience, we drop the p from our notation. For a state (z, d) in the communicating class, we define the Lyapunov function,
The conditional one step drift of the Lyapunov function is given by
+z is the probability of no loss in the n th RTT.
Let us denote the one-step drift in the Lyapunov function defined in (9) by
For some ǫ > 0, we can choose z * such that βz
We can choose d * , such that − 1
Consider the first equation in (10) . The term q(z, d)
falls exponentially in z, for any fixed d and falls super-exponentially in d, for any fixed z. Hence, for any fixed z, as d → ∞, the term (
Thus the one-step drift, f (z, d) < −ǫ outside of a finite set for some ǫ > 0. Thus by mean drift criteria for positive recurrence, the communicating class containing (1, 0) is positive recurrent. Also, this class is aperiodic as the state (1, 0) has a non-zero probability of hitting itself in one step (a self-loop with probability p).
We have shown above that the Markov chain, {W ′ n (p) , T n (p)} has a unique stationary distribution. Let V k (p) denote the window size at the k th loss epoch (just after loss) and let G p V k (p) denote the time between the k th and (k + 1) st loss epoch. The following corollary is a consequence of Proposition 2.
Proof. For the process {W ′ n , T n }, consider the inter-visit times to state (1, 0). These epochs are regeneration epochs for the process {W ′ n , T n } as well as for the
is also the mean regeneration cycle length for the {W n (p)} process, the {W n (p)} process has a unique stationary distribution. The regeneration cycle length for the processes {V k (p)} and {G p V k (p) } (denoted by τ V (p)) is given by the number of loss epochs between two consecutive visits to state (1, 0) 
In Proposition 3, we show that, for p ∈ (0, 1) TCP window size under stationarity has finite mean. 
The mean window size under stationarity is given by
Since the state (1, 0) (for the {W ′ n , T n } process) is positive recurrent,
Since {V n } is a countable state space Markov chain, using the result for finiteness of stationary moments in [22] we have, {V n } has finite mean if
and there is a δ > 0 such that
for all i ∈ A c , where A is a finite set. Instead of showing that (11) and (12) holds for {V n } process, we will show that these equations hold for a process {V n } such that V n is stochastically larger than V n for each n, when V 0 = V 0 . This would establish finiteness of expectation of the {V n } and {W n } stochastic processes.
Construction of {V n } process
Given the initial window size, V 0 , the window size, V 1 at the first congestion epoch (just after loss) depends on the time at which the first congestion happens. The time between two congestion epochs τ (i) is a random variable which depends on the initial window size. The probability mass function for τ (i) given that the initial window size is i is, We now define the process {V n }. Suppose V 0 = i, then V 1 is given by
where the probability distribution function of {τ (i)} is given by
Thus, the probability of packet being dropped is smaller for the {V n } process. The random variable τ (i) is stochastically larger than τ (i), i.e., P (τ (i) > x) ≥ P (τ (i) > x) for all x ∈ {0, 1, 2, 3, · · · }. As the intercongestion epoch is stochastically larger for {V n } process, we have
Thus it is sufficient to prove (11) and (12) for {V n }.
For the V n process, we have
where K i = 3 βi C(1−β) . The random variable τ (i) is geometric with parameter q i and its moments are given by the following equations.
The above moments are substituted in (13) to obtain
As i → ∞, q i → 0 if p < 1. Hence we can choose an i * such that ∀i > i * ,
Thus we have shown that (12) holds for all i > i * for the {V n } process. Also, since the random variable τ (i) has finite moments, from (13) we see that (11) 
Asymptotic Approximations
We now derive an expression for average window size with random losses. In Section 5.1, we derive approximations for {V k (p)} which will be used in Section 5.2 to obtain results for {W n (p)} and throughput.
Asymptotic Approximations for {V k (p)}
Consider p
⌋ , which denotes the product of p 
Also for any finite M , if x, y ≤ M the above convergence is uniform in x and y, i.e., lim
Proof. We have P G p ⌋ is the initial window size (immediately after a loss) and x i is the window size at the end of the i th RTT. Using (1), we get
The terms on the RHS (right hand side) of equation (16) can be simplified as follows,
1 ⌊·⌋ denotes the floor() operation.
Therefore,
After we expand the series, m i=1 i, m i=1 i 2 and m i=1 i 3 , we see that the RHS of equation (17) has terms of the form K n m j with n + j ≤ 4. Now,
and lim
.
Therefore, for n + j < 4, lim p→0 (1 − p) K n m j = 1. Also for the term (1 − p) m+1 in equation (16), we note that lim p→0 (1 − p) m+1 = 1. Therefore for the limit of equation (16) as p → 0, we need to only consider terms of the form K n m j with n + j = 4 and the term xy 1−β . For these terms, we use lim p→0 (1 − p) 1 p = exp(−1) to get,
(19) Using similar steps as above, we can show that
This proves convergence of p
We now show uniform convergence of P p ⌋ ≥ y to P(G x ≥ y). We assume that x, y are bounded by M . Taking logarithms on both sides of (16), we get
The equation (20) has elements of the form K n m j log(1 − p) with n + j ≤ 4, the term (x 0 + x0m 1−β ) log(1−p) and (m+1) log(1−p). The elements with n+j = 4 are the only terms that contribute to the limit, i.e., (19) . From (18) , the remaining elements in (20) are of the form c(n, j)x We now derive a limiting result for the {V k (p)} process embedded at the loss epochs of the TCP CUBIC window evolution process. The process {V k (p)} is a Markov chain embedded within the window size process {W n (p)}. Let
where G p x denotes time (in multiples of R) between consecutive losses where the window size immediately after the first of these losses was x.
We now define a Markov chain which serves as the limit for the process {V n (p)} with appropriate scaling. Define a Markov chain {V n } as follows. Let V 0 be a random variable with an arbitrary initial distribution on R + . Define V n for n ≥ 1 as
where {G V n−1 } are random variables with distribution given by (14) chosen independently of {V k : k < n − 1}. The following proposition shows that the process {V n } defined by (22) are the appropriate limiting distribution for the {V n (p)} process as p → 0. 
where a i ∈ R + , for i = 1, 2, · · · , n and P x denotes the law of the processes when V 0 = x and V 0 (p) = ⌊ x p 3 4 ⌋.
Proof. We prove (23) for n = 1, 2, the proof for n > 2 follows by induction. For n = 1,
From equation (15) in Proposition 4, the convergence is uniform in x over any bounded interval. Also, from (21) and (22), for x > a1 1−β , we have P x (p
This proves (23) for n = 1.
We now prove the result for n = 2. Consider
From equation (15) in Proposition 4, the term P(C(1−β)(Rp ⌋ −K(y)) 3 + y ≤ a 2 ) converges to P(C(1 − β)(Rp 1 4 G x − K(y)) 3 + y ≤ a 2 ) uniformly in y for y < a 1 . Therefore, for any given ǫ > 0 there exists a p * such that for p < p * ,
where the function g(y) = P C(1 − β) Rp 
The function g is continuous with compact support. Therefore using (24) we get,
The proof of (23) for n > 2 can be done using induction as follows.
Assuming the result holds for n, we have
where the function g n (y) = P y (V 1 ≤ a 2 , · · · , V n ≤ a n+1 )1 {y≤a1} . The function g n (·) is continuous by the induction hypothesis. Using Proposition 7 from Appendix A, gives us the desired result.
Since the finite dimensional distributions of {p Proof. Letπ p andπ be the initial distributions for the processes {p 3 4 V n (p)} and {V n } respectively. Also, letπ p converge weakly toπ. We have
From Proposition 5, for any ǫ > 0, we can choose a p * , such that for all p < p * ,
This proves the result in Corollary 2 for n = 1. The proof for n ≥ 2 follows easily from induction.
We now prove that the limiting Markov chain {V n } has a unique invariant distribution. For proving that, the given proof requires that (some of) the moments of G x be uniformly bounded in x, which follows from the following lemma.
Lemma 2. There exists ζ > 0 such that for all t ∈ (−ζ, ζ), we have
Proof. Consider H(y) = sup x>0 P(G x ≥ y). The function H(y) upper bounds P(G x ≥ y) for all x > 0. From (14) ,
Substituting x = t 3 we get,
Now,
and
Consider f (t, y) at some fixed y > 0. From (26) and (27), the function f (t, y) has two stationary points, one of which is a local minimum and the other a local maximum. Let us denote the local minimum by t min (y) and the local maximum by t max (y). We have t min (y) > 0 and t max (y) < 0. Also as t → −∞, f (t, y) → −∞ and as t → ∞, f (t, y) → ∞. Thus over t > 0, the function f (t, y) has a unique global minimum. Hence, there exists a unique x > 0 (corresponding to the local minimum of f (t, y), t min (y)) which attains the infimum in equation (25) . Let x * (y) denote the x which attains the infimum in equation (25) . The minimum x * (y) is given by
Substituting (28) in (25) gives us,
where γ(C, β) is a constant dependent on C and β. In Figure 3 , we illustrate H(y) and P(G x ≥ y) for x = 0, 0.1, 1 (with C = 0.4, β = 0.3 and RTT, R = 1). For the version of TCP CUBIC we consider [23] , we have C = 0.4 and β = 0.3. For these values, γ(C, β) = 0.0510 > 0. (In fact, numerically evaluating γ(C, β) we find that for C = 0.4, for all β ∈ (0, 1), γ(C, β) > 0.) The function H(y) is a complementary cumulative distribution function and is going down super-exponentially in y. Therefore, the moment generating function (MGF) corresponding to H(y) is bounded in a neighborhood of 0. Since H(y) bounds
for t in some neighborhood of 0. To show the positive recurrence of the Markov chain, we use a result from [24, p. 116 ]. In our setup, it is sufficient to prove the following results. There exists a x * such that
From equation (22),
Using Taylor's series expansion, we have
From Lemma 2, sup x>0 E[e tGx ] < ∞ for t ∈ (−t 0 , t 0 ) for some t 0 > 0. Therefore, using (31), sup
x ]) is finite. We have G for large x and has a negative coefficient, we can find an x * and an ǫ > 0 such that for all x > x * ,
Also for x < x * , we have
The last inequality comes from Lemma 2. From equations (32) and (33), we see that the Markov chain {V n } is Harris recurrent and has a unique invariant distribution. 
Asymptotic Approximations for Throughput
for small p.
We can evaluate E[G V ∞ ] using Monte-Carlo simulations. In Figure 4 
G V i n 0.1, 2.0 for TCP CUBIC with parameters, C = 0.4, β = 0.3 (used in [18] ) and with RTT, R = 1 seconds. We see that in these cases, after n > 250, there is . To account for the TCP Reno mode of operation which we ignored in our approximation, we make the following approximation,
where the second term on the RHS approximates the TCP Reno average window size as given in [10] . For the same parameters, the deterministic periodic loss model gives us E[W (p)] = max 1.0538 R p
Simulation Results
In Tables 1 and 2 , we compare the above approximation against the fluid approximate model in [18] , our earlier Markov model in [15] and ns2 simulations. Table 1 compares the average window size, whereas Table 2 compares the goodput. The link speeds are set to 10 Gbps so that the queuing is negligible. The packet sizes are 1050 bytes which is the default value in ns2. The maximum window size is set to 40000. We see that, unlike TCP Reno, the average window size for TCP CUBIC depends on the RTT of the flow and increases with RTT. This behaviour makes TCP CUBIC fairer to flows with larger RTT as compared to TCP Reno and also leads to TCP CUBIC being more efficient over large-delay networks.
For the deterministic loss model, we use E[W (p)] = max{1.0538 R p 3 4 , 1.31 √ p } so as to account for the Reno-mode of operation. If the RTT is small (< 0.1 sec), TCP CUBIC operates more like Reno. In such cases, the deterministic loss model has accuracy similar to the Markovian models. However, when RTT is large (> 0.1 sec) the Markovian models are better (sometimes much better especially for R = 1 sec) than the deterministic periodic loss model. The Markov model in [15] explicitly considers the TCP-Reno mode behaviour, while here we just use a simple approximation to account for the TCP-Reno mode behaviour. However, in spite of this we see that the Markov model in [15] performs only marginally better than the current Markovian approximation that we use in this paper. When compared against ns2 simulations, the Markov model in [15] typically has errors < 4%, whereas for the current approximation given in this paper, the errors are < 5% for most cases.
Conclusion
We have derived throughput expression for a single TCP CUBIC connection with fixed RTT under random losses. To this end, we first considered throughput expression developed for deterministic loss model for TCP CUBIC. We then considered the sequence of TCP window size processes indexed by p, the drop rate. We show that with appropriate scaling, this sequence converges to a limiting Markov chain. The scaling is obtained using insights from the deterministic loss model. The stationary distribution of the limiting Markov chain is then used to compute the desired throughput expression. We validate our model and assumptions by comparison with ns2 simulations. The ns2 simulations show a better match with our theoretical model as compared to the deterministic loss model. 
The second relation follows from the hypothesis (35). Since ǫ is arbitrary we get the desired result.
