Abstract. Combining Malliavin calculus and Stein's method has recently lead to a new framework for normal and for chi-square approximation, and for second-order Poincaré inequalities. Applications include functionals of Gaussian random fields as well as functionals of infinite Poisson and Rademacher sequences. Here we present the framework and an extension which leads to invariance principles for multilinear homogeneous sums of general centered independent random variables. In the spirit of Stein's method, the key is weak dependence, which can be quantified by the influence function of a variable. In particular we see that Wiener chaos is universal, in the sense that the normal approximations of any homogeneous sum can be completely characterised by first switching to its Wiener chaos counterpart. Then the Malliavin-Stein framework yields simple upper bounds and convergence criteria to the normal (and to the chi-square) distribution. These results are joint work with Ivan Nourdin and Giovanni Peccati.
Introduction
Over the last few years a very fruitful interplay between Malliavin calculus and Stein's method has been developed, yielding not only a new angle on limit theorems, but also new results, notably invariance theorems and a result on the universality of Wiener chaos. These results allow to derive bounds on distributional distances for fairly general uni-or multivariate real-valued functionals of random fields, and they include many well-studied normal approximations as special cases.
Below are a few examples to illustrate the range of objects which have been considered. These objects are often phrased in terms of symmetric real-valued functions f on R d , that is, f (i σ(1) , ..., i σ(d) ) = f (i 1 , ..., i d ) for any permutation σ on {1, . . . , d} and any (i 1 , . . . , i d ) ∈ R d . Often we also assume that f vanishes on diagonals, that is, f (i 1 , ..., i d ) = 0 whenever there exist k = j such that i k = i j . Example 1.1. Multilinear homogeneous sums. Fix integers N, d 2. Let X = {X i : i 1} be a collection of centered independent random variables; and let f : {1, ..., N } d → R be a symmetric function vanishing on diagonals. Then
is called the multilinear homogeneous sum, of order d, based on f and on the first N elements of X. In Section 5 we shall give bounds to the standard normal distribution, in Wasserstein distance, for such sums.
Example 1.2. Functionals of Rademacher sequences.
Let X = {X n : n 1} be a Rademacher sequence, that is, a sequence of i.i.d. random variables with values in {−1, 1} such that P(X 1 = 1) = P(X 1 = −1) = 1/2. Assume that f n : N n → R vanishes on diagonals, and put Q(X) = n≥0 i1,...,in f n (i 1 , ..., i n )X i1 · · · X in .
We are interested in assessing how far away Q(X) is from a normally distributed random variable. Note that here, in contrast to Example 1.1, the sum is potentially over an infinite number of summands. An easy example is the number of (weighted) d-runs in an infinite Bernoulli sequence; see [35] . As a variant it is possible to obtain similar results when replacing the Rademacher sequence by a sequence of compensated Poisson variables; see [41] .
Example 1.3.
A functional of a Gaussian process. Let B be a centered Gaussian process with stationary increments such that R |ρ(x)|dx < ∞, where ρ(u − v) := E (B u+1 − B u )(B v+1 − B v ) . Let f : R → R be a non-constant function which is twice continuously differentiable, let Z ∼ N (0, 1) be a standard normal variable, assume that E|f (Z)| < ∞ and E[f ′′ (Z) 4 ] < ∞. Fix a < b in R and, for any T > 0, consider
In Section 4 we shall assess its distributional distance to the standard normal.
Example 1.4. Functions of functions of independent normals. An example which is considered in [10] is to let X = (X 1 , . . . , X n ), where each X i = u i (Z), with Z standard normal, and u i being a real-valued, smooth function, for each i. Let g : R → R be twice continuously differentiable and put W = g(X). For example we could consider W = i≤j a i,j X i X j ; or W = ReT r(f (A(X))), where A(x) is a complex n × n matrix. Under a "symmetric interaction rule" on g, [10] derives a normal approximation for W , with bounds, using Stein's method.
Some applications where functionals of random fields play an important role include power and bipower variations of stochastic integrals as in [6] and [17] , the correlation structure of Mexican needlets (which are a class of wavelet systems) and models for cosmological data analysis (see [23] and [26] ); and the estimation of Hurst indices, see [55] .
The common theme behind these examples and applications are possibly nonlinear functionals of independent random elements which admit a chaos decomposition, see (8) , which looks like
where the functions f n are usually assumed to be symmetric and to vanish on diagonals. Heuristically, if the f n 's render the summands to be only "weakly" dependent, then the average should be approximately normally distributed under some conditions which should be related to those of the asymptotics of U -statistics; see for example [22] for the latter. The main aims are not only to obtain normal asymptotics for functionals of the form (1), but also to give explicit bounds on distances (such as Wasserstein or Kolmogorov distance) to the normal distribution, as well as easy criteria for such bounds to tend to zero under the asymptotic regime under consideration. For the first aim, bounds on the distance, Stein's method has proven a powerful tool in many special cases of (1). For the second aim, the influence function, see (15) , is a straightforward quantity in which to express the bounds.
The purpose of this paper is an expository overview, mainly based on the results in [30] , [33] , [34] , and [35] . While detailed proofs are omitted, the main ideas for the proofs are outlined, and special emphasis is put on the interplay between Malliavin calculus and Stein's method.
The paper is organised as follows. In Section 2 we briefly review Stein's method for normal approximation, and outline how in particular exchangeable pair couplings come into use. We shall see that Taylor expansions play a prominent role, and thus a differentiable structure is key for applying Stein's method for normal approximations. For infinite-dimensional objects, such a differentiable structure is provided by Malliavin calculus, and Section 3 provides a very brief introduction to the main ingredients for making the connection with Stein's method. In Section 4, it is shown how Stein's method and Malliavin calculus combine in various ways; a first application, to second-order Poincaré inequalities, is given. Section 5 details the universality theorem of Wiener chaos, where universality is for multilinear homogeneous sums, in the sense that the asymptotic normality of the sum does not depend on the precise underlying distribution of the random variables. Finally, Section 6 points out generalisations as well as open problems.
2. Stein's method for normal approximation 2.1. The main idea. In [52] , Stein published a novel method for proving normal approximations with bounds on the distance; see also [53] . Here is just a brief overview; for more details see for example [15] or [16] . The method is based on the observation that
Here and in the following, N (0, σ 2 ) denotes the mean zero variance σ 2 normal distribution. Also, smoothness means sufficiently often continuously differentiable; the precise conditions may vary throughout this paper.
The main idea of Stein's method for normal approximation is that for a random variable W with EW = 0 and Var(W ) = σ 2 , if
is close to zero for many functions f , then because of (2), W should be close to Z ∼ N (0, σ 2 ) in distribution. To make use of this idea, given a test function h, we solve for f = f h in the so-called Stein equation
Now we can evaluate the difference of expectations Eh(W/σ) − Eh(Z) by the expectation of the left-hand side of (3), namely σ 2 Ef ′ (W ) − EW f (W ). We can bound the solutions of (3) 
, and we can bound the remainder term R. Similarly using Taylor expansion again we can bound the difference
The result is summarised in the following theorem, see for example [47] , Theorem 2.1. 
Thus Stein's method cannot only be used to prove approximations, but it gives an explicit bound on the distance to normal in terms of test functions.
While the i.i.d. case is very well covered by a range of techniques, Stein's method is particularly powerful in the presence of dependence. It is easy to see how local dependence would yield a slightly modified Taylor expansion in (4). To disentangle dependence, couplings are often used; here we use exchangeable pair couplings as an illustration. For an overview on couplings for normal approximations, see for example [47] .
2.3. Exchangeable pair coupling. Let (W, W ′ ) be a pair of exchangeable random variables; assume EW = 0 and EW 2 = 1, and that there is a 0 < λ < 1 such that the following regression condition holds:
The regression condition (5) is natural in view of the fact that if (W, W ′ ) were bivariate standard normal with correlation ρ, then (5) would be satisfied with λ = 1 − ρ. 
To construct an exchangeable pair, pick an index I uniformly from {1, . . . , n}. If I = i, we replace X i by an independent copy X * i , and put
Then (W, W ′ ) is exchangeable, and
Thus (5) is satisfied with λ = 1 n .
Under the regression condition (5) it is easy to see that
Essentially Taylor expansion gives that, for any smooth h :
In [49] the exchangeable pair coupling has been extended to a multivariate setting to
for an invertible d × d matrix Λ. Both formulations (5) and (6) allow an additive error term R; see [49] and [50] . Examples where dependence is present and exchangeable pair couplings are straightforward include simple random sampling and some permutation statistics; see for example [53] .
2.4. Stein's method for chi-square approximation. Stein's method has been generalised to many other distributions; foremost the Poisson distribution, see for example [2] , [5] , and [11] , but also to the chi-square distribution, in [24] and [43] , see [46] for an overview. In [24] the general case of Gamma distributions is studied, leading to the Stein equation for χ
with χ 2 p h denoting the expectation of h under the χ 2 p distribution. The role of this equation is similar to that of (3). [43] showed that if h : R → R is absolutely bounded, |h(x)| ≤ ce ax for some c > 0, a ∈ R, and the first k derivatives of h are bounded, then the equation (7) has a solution f = f h such that, for j = 0, . . . , k,
with
While in what follows we shall concentrate on normal approximations, many of our results have analogous chi-square approximation results.
Ingredients for normal approximation via
Stein's method. Stein's method for normal approximation being based on a differential equation, a main ingredient is a differential structure which allows for Taylor expansion. As we are interested in functionals of random fields, here we shall employ Malliavin calculus for this structure. Other choices could include Fréchet derivatives for stochastic processes [4] , or Gâteaux derivatives for random measures [48] .
The second ingredient for a successful approximation of Stein's method for normal approximation is the ability to make use of weak dependence. In the above example this could happen via exchangeable pairs or other coupling constructions. While coupling constructions are sometimes not straightforward to find, here we shall use the notion of an influence function to quantify weak dependence.
Ingredients from stochastic analysis
For a calculus which allows to treat possibly non-linear functionals of Gaussian processes on possibly infinite-dimensional spaces we employ Malliavin calculus, introduced by [25] . Versions for functionals of other stochastic processes are available, such as for Rademacher processes ( [44] , [45] ), and for compensated Poisson processes (see for example [54] ).
The three necessary concepts for our purposes are (isonormal Gaussian) processes, a chaos decomposition in terms of multiple integrals, and Malliavin operators. We shall explain these in turn. For further expository presentations see for example [28] , [32] and [40] .
3.1. Isonormal Gaussian processes. Let H be a real separable Hilbert space with inner product ·, · H , and for any q 1 let H ⊗q be the q th tensor product of H; similarly denote by H ⊙q the associated q th symmetric tensor product. We call X = {X(h), h ∈ H} an isonormal Gaussian process over H, defined on some probability space (Ω, F, P ), if it is a centered Gaussian family, whose covariance is E [X(h)X(g)] = h, g H . We assume that F is generated by X. We also say that X is a centered Gaussian Hilbert space, with respect to the inner product given by the covariance, isomorphic to H.
For example, the Wiener integral corresponds to
is (the space generated by) a standard Brownian motion. As another example, if H = L 2 (A, A, dµ), where (A, A) is a measurable space, then X is (the space generated by) a Gaussian measure over A. Isonormal Gaussian processes have been introduced by [19] ; see also [22] for much more detail on Gaussian processes indexed by Hilbert spaces.
Chaos decomposition in terms of multiple integrals.
To define the Wiener chaos we employ Hermite polynomials; we use as definition for the q th Hermite polynomial
, with H 0 (x) = 1. For every q 1, the q th Wiener chaos of X, denoted by H q , is the closed linear subspace of L 2 (Ω, F, P ) generated by the random variables of the type {H q (X(h)), h ∈ H, h H = 1}. We put H 0 = R. For every q 1, we introduce the mapping
This mapping can be extended to a linear isometry between the symmetric tensor product H ⊙q (equipped with the modified norm √ q! · H ⊗q ) and the q th Wiener chaos
, and X is (the space generated by) a Gaussian measure over A, where (A, A) is a Polish space and µ is σ−finite and non-atomic, then the integral I q corresponds to the Wiener-Ito integral and can be constructed as follows. For step functions of the type 1≤i1,...,iq≤n
with the A ′ i s pairwise disjoint, and a i1,...,iq = 0 whenever |{i 1 , . . . , i q }| < q, we define the (multiple) integral as
Then we use that the set of such elementary functions is dense in H ⊗q to extend the notion of an integral for all f ∈ L 2 (µ q ).
Note that EI q (f ) = 0. To state further properties of the integral I q (f ), letf denote the canonical symmetrisation of f ;
Then the integral is symmetric in the sense that
Moreover, for every functional F of X which satisfies E[F (X) 2 ] < ∞ there exists a unique sequence {f q , q ≥ 1} with f q ∈ H ⊙q , q ≥ 1 such that
where we put
The series converges in L 2 (P ). Equation (8) is called chaos decomposition of F .
Malliavin operators.
Malliavin calculus, introduced by [25] , originally for finding conditions under which solutions of stochastic differential equations have a density, is an infinite-dimensional calculus on spaces of functionals of (Gaussian) processes. Here we cannot give it justice, but instead concentrate on the operators needed for our purpose; see for example [39] for more detail on Malliavin calculus.
Let X = {X(h), h ∈ H} be an isonormal Gaussian process, defined on the probability space (Ω, F, P ). To clarify the domains of the Malliavin operators we define, for k ≥ 1, the Hilbert spaces L 2 (σ(X), P, H ⊗k ) of H ⊗k -valued functionals on X, with scalar product F, G L 2 (σ(X),P,H ⊗k ) = E F, G H ⊗k . We also introduce S ⊂ L 2 (σ(X), P, H) as the set of all cylindrical random variables of the form F = f (X(φ 1 ), . . . , X(φ n )), where f : R n → R is infinitely differentiable with compact support, and φ 1 , . . . , φ n ∈ H. For such F ∈ S we define its Malliavin derivative DF ∈ H with respect to X as
, where (A, A) is a measurable space and µ has no atoms, and ·, a) ).
In general, the k
, is the closure of the set S with respect to the norm
The chain rule. For φ : R m → R being a continuously differentiable function with bounded partial derivatives, and F = (F 1 , . . . , F m ) ∈ D 1,2 , we have
We note that the assumptions on φ can be weakened to Lipschitz, if F has a law which is absolutely continuous on R m . The chain rule (9) does not hold in the Rademacher nor in the Poisson case. But in both cases we can usefully bound
see [35] and [41] .
Skorohod integral and integration by parts. The Skorohod integral or divergence operator δ is the adjoint of the derivative D : D 1,2 → L 2 (σ(X), P, H), and can be defined via the integration by parts formula
for F ∈ D 1,2 and u ∈ dom(δ). The domain dom(δ) of δ is the set of all random elements in u ∈ L 2 (σ(X), P, H) such that for all
, where c is a constant depending on u but not on F . If H = L 2 (A, A, µ), where (A, A) is a measurable space and µ has no atoms, and if F =
, H) with chaos decomposition (8) and E[F (X)
2 ] < ∞, the Ornstein-Uhlenbeck operator is defined as
provided that this series converges in L 2 (P ). The crucial relation between the Ornstein-Uhlenbeck operator, the Malliavin derivative and the Skorohod integral is
We note that the image of L is the set {F ∈ L 2 (σ(X), P, H) : E[F ] = 0}, and that LF = L(F − E[F ]). Hence we can define the (pseudo)-inverse L −1 such that for
Moreover, L is the (infinitesimal) generator of the Ornstein-Uhlenbeck semigroup T t , defined such that for F = ∞ q=0 I q (f q ) ∈ L 2 (σ(X), P, H), and t ≥ 0,
Alternatively, we can use a representation via Mehler's formula: if X ′ is an independent copy of X, then
holds; see e.g. [39] .
Combining Stein's method and Malliavin calculus
4.1. A basic result for the distance to normality. It is convenient to use Wasserstein distance in our context; but results are also available in Kolmogorov distance, and in total variation distance. Let U, Z be two generic real-valued random variables. The Wasserstein distance between the law of U and the law of Z is defined as 
The topologies induced by d W and by d Kol , on the class of all probability measures on R, are strictly stronger than the topology of weak convergence.
Instead of starting with Lipschitz test functions, in view of Taylor's formula let g : R → R be continuously differentiable with bounded first derivative, and F ∈ D 1,2 with E(F ) = 0. Then the following calculation shows how Stein's method and Malliavin calculus interact.
Comparing this calculation to Eg ′ (F ) as arising from (3), the following theorem by [31] , Theorem 3.1, is now straightforward. Theorem 4.1. Let Z ∼ N (0, 1) and let F ∈ D 1,2 be such that E(F ) = 0. Then
For Rademacher sequences, [35] show that from the lack of a chain rule like (9) arises an additional additive term in the bound,
. In view of Theorem 5.3 this term turns out to be natural.
Other versions of this theorem are available; for multivariate normal approximation see [36] , for chi-square approximations see [31] and [34] , and for Poisson sequences see [41] and [42] .
Connections with exchangeable pairs.
We point out two connections with exchangeable pairs as in Subsection 2.3; firstly a connection between Malliavin operators and exchangeable pairs, and secondly a connection between exchangeable pairs and a Mehler-type formula.
Assume that X = (X 1 , . . . , X d ) is a vector of finitely many components, and
with E(F ) = 0 and E(F 2 ) = 1. For an exchangeable pair, pick an index I ∈ {1, 2, . . . , d} at random so that P(I = i) = 1 d , independent of X 1 , ..., X d , and if I = i replace X i by an independent copy X * i in all sums in the decomposition (13) which involve X i . Call the resulting expression F ′ . Also denote the vector of variables with the exchanged component by X ′ . Then (F, F ′ ) forms an exchangeable pair. Related to the multivariate regression condition (6), putting W = (I 1 (f 1 ) , . . . , I d (f d )), we have that
and we obtain
In [35] this expression is used in a similar fashion as (5) to obtain a bound to the standard normal distribution. Equation (13) 
Then formally, using (13) and that LF = lim t→0
Thus our exchangeable pair for (13) can be viewed as the limit as t → 0 of this construction. For further connections between Mehler-type expressions and Stein's method in a Gaussian setting see also [4] , [10] , and [31] .
Application to Poincaré-type inequalities.
In its most basic formulation, the Gaussian Poincaré inequality states that, for every differentiable function f : R → R, and Z ∼ N (0, 1)
with equality if and only if f is affine. Thus, if the random variable f ′ (Z) has small L 2 -norm, then f (Z) has small fluctuations. For extensions of this inequality to smooth functionals of multi-dimensional (and possibly infinite-dimensional) Gaussian fields, and to non-Gaussian probability distributions see for example [3] , [8] , [9] , [12] , [13] , [14] , and [21] .
In our set-up, let H be a separable real Hilbert space, and let X be an isonormal Gaussian process over H. Then in [33] , Proposition 3.1, the following theorem is proved.
Theorem 4.2. Fix p 2 and let F ∈ D 1,p be such that E(F ) = 0.
(1) The following estimate holds:
where D 2 F op indicates the operator norm of the random Hilbert-Schmidt operator
The proofs for Item 1 and Item 2 are based on Mehler's formula (12) ; the argument can be sketched as follows. Assume that H = L 2 (A, A, µ), with µ nonatomic. Let X ′ indicate an independent copy of X. Assume that F has chaos decomposition (8) . Then, with (12) ,
where Y ∼ E(1) is an independent exponential random variable of mean 1. Here, if U is a random variable, then E U denotes the expectation with respect to U . It follows that
where we used that e −t X ′ + √ 1 − e −2t X law = X for any t > 0. The proof for Item 2 is very similar. To see how the proof for Item 3 works, note that
by (11)
by (10) and (9) . Now apply Hölder's inequality, re-arrange and then apply the Cauchy-Schwarz inequality to obtain Item 3.
Example 4.3. The Gaussian process example revisited. As in Example 1.3 assume that B is centered Gaussian, with stationary increments, such that
Let Z ∼ N (0, 1) and let f : R → R be a non-constant real function which is twice continuously differentiable and symmetric, such that E|f (Z)| < ∞ and E[f ′′ (Z) 4 ] < ∞. Fix a < b in R and, for any T > 0, put
Let h be a real-valued Lipschitz function with Lipschitz constant 1. Then, as T → ∞, Theorem 4.2 can be employed to show that
see Theorem 6.1 in [33] .
Essentially combining Theorem 4.1 with estimates from Theorem 4.2 gives the following second-order infinite-dimensional Poincaré inequality, see Theorem 1.1 in [33] .
Theorem 4.4 is used in [33] to derive random contraction inequalities, which lead to new necessary and sufficient conditions which ensure that sequences of random variables belonging to a fixed Wiener chaos converge in distribution to a standard normal variable; a simplified version is as follows.
Theorem 4.5. Fix q 2, and let F n = I q (f n ) be a sequence of multiple WienerItô integrals such that E F 2 n → 1 as n → ∞. Then, as n → ∞.
In the next section we shall meet equivalent conditions for multilinear homogeneous sums to converge in distribution to a standard normal variable.
Universality of Wiener chaos
In this section we illustrate how Stein's method combined with Malliavin calculus leads to a universality statement of Wiener chaos. This section is based on [34] . The setting is that of multilinear homogeneous sums as in Example 1.1; recall that X = {X i : i 1} is a sequence of centered, independent random variables. Let f : {1, ..., N } d → R be a symmetric function, vanishing on diagonals, and consider the multilinear homogeneous sum
Note that, for d = 2, Q d (X) is a quadratic form with no diagonal term; see for example [20] for normal approximations of such objects.
While Q d (X) is a sum of locally dependent random variables, the neighbourhoods of dependence are typically too large to make a Taylor expansion of the type (4) and hence a direct application of Stein's method feasible. Also to note that Q d (X) is a completely degenerate U -statistic, so standard results for normal approximation of non-degenerate U -statistics do not apply.
However 
, be an element of the dth Gaussian Wiener chaos such that E(F 2 ) = 1, and let Z ∼ N (0, 1). Then
We note that for Z ∼ N (0, 1) we have E[Z 4 ] = 3.
5.1. The influence function. Following [27] , for f as in (14) the influence of the variable i is defined as
It roughly quantifies the contribution of X i to the overall configuration of the homogeneous sum Q d (X). A similar notion was developed in [51] .
Example 5.2. 2-runs. If W n counts the number of 2-runs in n independent Bernoulli(p) trials X 1 , . . . , X n , then we can write W n as multilinear homogeneous sum with d = 2; standardising,
Then, using the torus convention,
With p fixed, Var(W n ) ∼ n, see for example [49] , and hence Inf i (f ) ∼ n −1 .
5.2.
A bound on the distance to normal, and universality of Wiener chaos. The assumptions for our bound on the distance to the normal for a multilinear homogeneous sum (14) , and for our universality result, are as follows. Assume that the underlying collection of independent, centered random variables X = (X i , i ≥ 1) satisfy that for all X i we have that E(X 2 i ) = 1 and E(X 4 i ) < ∞. Fix d 2, and let {N n , f n : n 1} be such that N n → ∞ as n → ∞. Suppose that each f n : {1, . . . , N n } d → R is symmetric and vanishes on diagonals. Assume that
The following theorem from [34] gives a bound between the distance between Q d (n, X) and a standard normal variable, in terms of the influence function. 
The proof consists of bounding |Eh(Q d (n, X)) − Eh(Q d (n, G))| by applying Theorem 3.18 in [27] , which gives a bound in terms of the influence function, using a generalisation of the Lindeberg invariance principle, and bounding |Eh(Q d (n, G) − Eh(Z)| using Theorem 5.1.
Before we continue to universality, it should be pointed out that the above invariance principle is very related to the following qualitative limit theorem which was proved in [18] , in the above setting and under slightly weaker assumptions.
Finally the main theorem from [34] shows the universality of Wiener chaos. By universality we mean the observation that most information about large random systems does not depend on the particular distribution of the components. n , G), n 1, according to (14) and assume that, for every j = 1, ...m, the sequence E[Q dj (N (j) n , f (j) n , G) 2 ], n 1, is bounded. Let V be a m × m non-negative symmetric matrix whose diagonal elements are different from zero, and let N m (0, V ) indicate a centered Gaussian vector with covariance V . Then, as n → ∞, the following conditions (1) and (2) are equivalent.
(1) The vector {Q dj (N (j) n , f
n , G) : j = 1, ..., m} converges in law to N m (0, V ); (2) for every sequence X = {X i : i 1} of independent centered random variables, with unit variance and such that sup i E|X i | 3 < ∞, the law of the vector
n , X) : j = 1, ..., m} converges to the law of N m (0, V ) in the Kolmogorov distance.
It is obvious that (2) implies (1) . To see that the converse holds, fix z ∈ R. We have
To show that δ 
Generalizations
Using similar tools as for normal approximations, chi-square approximations are also available; these are sometimes called non-central limit theorems; see for example [31] and [34] . In [31] , [33] , and [34] , bounds on distributional distances are available not only for metrics based on smooth functions and Wasserstein distance, but also for other distances such as Kolmogorov distance, and total variation distance. These papers also contain generalisations to multivariate settings.
Recently these ideas have been applied to Wigner chaos in a free probability setting, yielding convergence criteria to the semicircular law, see [37] . In [29] the universality principle for Gaussian Wiener chaos is applied to prove multi-dimensional central limit theorems, and an almost-sure central limit theorem, for the spectral moments associated with random matrices with real-valued i.i.d. entries.
An application to finding the density of a random variable which is measurable and differentiable with respect to an isonormal Gaussian process is in [38] , relating back to the original aims by [25] . In [1] , the approach is applied to obtain partial differential equations for densities of multi-dimensional random variables.
We could think of other conceivable generalisations. As Stein's method does not require an ordered index set, the results should be generalizable, for example to statistics based on edges in random graphs. Also it should be straightforward to generalise the universality result for N = ∞. Another direction would be to generalise the results to approximations by a Gaussian process, or by a Gaussian random measure. Convergence to a Gaussian random measure via Stein's method has been set up in [48] . In [40] functionals of Gaussian random measures are considered, and [7] show an almost-sure CLT for multiple stochastic integrals. In [4] convergence to a Gaussian process has been studied via Stein's method, but not yet in connection with Malliavin calculus.
