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ON INDEX THEORY FOR NON-FREDHOLM OPERATORS: A
(1 + 1)-DIMENSIONAL EXAMPLE
ALAN CAREY, FRITZ GESZTESY, GALINA LEVITINA, DENIS POTAPOV,
FEDOR SUKOCHEV, AND DIMA ZANIN
Abstract. Using the general formalism of [12], a study of index theory for
non-Fredholm operators was initiated in [9]. Natural examples arise from
(1 + 1)-dimensional differential operators using the model operator DA in
L2(R2; dtdx) of the type D
A
= d
dt
+A, where A =
´⊕
R
dtA(t), and the family
of self-adjoint operators A(t) in L2(R; dx) studied here is explicitly given by
A(t) = −i
d
dx
+ θ(t)φ(·), t ∈ R.
Here φ : R → R has to be integrable on R and θ : R → R tends to zero
as t → −∞ and to 1 as t → +∞ (both functions are subject to additional
hypotheses). In particular, A(t), t ∈ R, has asymptotes (in the norm resolvent
sense)
A− = −i
d
dx
, A+ = −i
d
dx
+ φ(·)
as t→ ∓∞, respectively.
The interesting feature is that D
A
violates the relative trace class condition
introduced in [9, Hypothesis 2.1 (iv)]. A new approach adapted to differential
operators of this kind is given here using an approximation technique. The
approximants do fit the framework of [9] enabling the following results to be
obtained. Introducing H1 = D
∗
A
D
A
, H2 = DAD
∗
A
, we recall that the
resolvent regularized Witten index of D
A
, denoted by Wr(DA), is defined by
Wr(DA) = lim
λ↑0
(−λ) tr
L2(R2;dtdx)
(
(H1 − λI)
−1
− (H2 − λI)
−1
)
,
whenever this limit exists. In the concrete example at hand, we prove
Wr(DA) = ξ(0+;H2,H1) = ξ(0;A+, A−) =
1
2pi
ˆ
R
dx φ(x).
Here ξ( · ;S2, S1) denotes the spectral shift operator for the pair of self-adjoint
operators (S2, S1), and we employ the normalization, ξ(λ;H2,H1) = 0, λ < 0.
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1. Introduction
This paper is motivated by [9] where results on an index theory for certain
non-Fredholm operators are described using the model operator formalism in [12].
The latter paper was particularly motivated by [27] which, in turn, was motivated
by [30], which relates the Fredholm index and spectral flow for operators with
compact resolvent. The model operators considered there provide prototypes for
more complex situations. They arise in connection with investigations of the Maslov
index, Morse theory, Floer homology, Sturm oscillation theory, etc. The principle
aim in [27] and [12] was to extend the compact resolvent results in [30] to a relatively
trace class perturbation approach, permitting essential spectra.
To introduce the situation of [9], let {A(t)}t∈R be a family of self-adjoint oper-
ators in the complex, separable Hilbert space H, subject to the relative trace class
condition. In particular, it is assumed that self-adjoint limiting operators
A+ = lim
t→+∞
A(t), A− = lim
t→−∞
A(t) (1.1)
exist in H in the norm resolvent sense and that (A+ −A−)
(
A2− + IH
)−1/2
is trace
class (for precise conditions see Hypothesis 2.1 of [12]). We denote byA the operator
in L2(R;H) defined by
(Af)(t) = A(t)f(t) for a.e. t ∈ R,
f ∈ dom(A) =
{
g ∈ L2(R;H)
∣∣∣∣ g(t) ∈ dom(A(t)) for a.e. t ∈ R; (1.2)
t 7→ A(t)g(t) is (weakly) measurable;
ˆ
R
dt ‖A(t)g(t)‖2H <∞
}
.
Of course, A =
´ ⊕
R
dtA(t).
Next, we introduce the model operator
DA =
d
dt
+A, dom(DA) = dom(d/dt) ∩ dom(A−), (1.3)
and the associated nonnegative, self-adjoint operators
H1 = D
∗
A
D
A
, H2 = DAD
∗
A
, (1.4)
in L2(R;H). (Here A− in L2(R;H) represents the self-adjoint constant fiber oper-
ator defined according to (1.2), with A(t) replaced by the asymptote A−.)
Assuming that A− and A+ are boundedly invertible, we also recall (cf. [12]) that
DA is a Fredholm operator in L
2(R;H). Moreover, as shown in [12] (and earlier in
[27] under a simpler set of hypotheses on the family A(·)), the Fredholm index of
D
A
may then be computed as follows,
index(DA) = ξ(0+;H2,H1) = ξ(0;A+, A−). (1.5)
Here ξ( · ;S2, S1) denotes the spectral shift function for the pair of self-adjoint op-
erators (S2, S1). Whenever Sj , j = 1, 2, are bounded from below, we adhere to the
normalization
ξ(λ;S2, S1) = 0 for λ < inf(σ(S1) ∪ σ(S2)), (1.6)
in particular, ξ(λ;H2,H1) = 0, λ < 0.
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The new direction developed in [9] focuses on the model operatorD
A
in L2(R;H)
whenever the latter ceases to be Fredholm. First, we recall the definition of the
Witten index as studied in [4] and [15]:
Wr(DA) = lim
λ↑0
(−λ) trL2(R;H)
(
(H1 − λIL2(R;H))
−1 − (H2 − λIL2(R;H))
−1
)
, (1.7)
whenever the limit exists. Here, the subscript “r” refers to the resolvent regulariza-
tion used; other regularizations, for instance, semigroup (heat kernel) based ones,
are possible (cf., [9]).
If D
A
is Fredholm (and of course the necessary trace class conditions in (1.7)
are satisfied), one has consistency with the Fredholm index, index(DA) of DA. In
addition, under appropriate spectral assumptions the following connection between
Fredholm, respectively, Witten indices and the underlying spectral shift function
applies
Index (D
A
) = Wr(DA) = ξ(0+;H2,H1). (1.8)
Most importantly,Wr(DA) exhibits invariance properties under additive, relatively
trace class perturbations (apart from some additional technical hypotheses). This
is sometimes dubbed topological invariance of the Witten index in the pertinent
literature (see, e.g., [4], [5], [12], [15], and the references therein).
Originally, index regularizations such as (1.7) were studied in the context of
supersymmetric quantum mechanics in the physics literature in the 1970’s and
1980’s, see, [9] for details. A theory for non-Fredholm operators was initiated in
[4] and [15], however, it was technically quite a formidable problem at that time to
construct a wide range of examples. This paper produces examples for which the
Witten index may be calculated explicitly in the non-Fredholm case.
The results of [9] for the specific model operator D
A
in L2(R;H) are as follows.
Assume that 0 is a right and a left Lebesgue point of ξ( · ;A+, A−), we denote
this by ξL(0+;A+, A−) and ξL(0−;A+, A−), respectively: then it is also a right
Lebesgue point of ξ( · ;H2,H1), which we denote by ξL(0+;H2,H1). Under this
right/left Lebesgue point assumption on ξ( · ;A+, A−) (and when DA ceases to be
Fredholm), the principal new result of [9] then reads,
Wr(DA) = ξL(0+;H2,H1) (1.9)
= [ξL(0+;A+, A−) + ξL(0−;A+, A−)]/2. (1.10)
Now we come to the central observation. In dimension one we may choose the
Clifford generator so that the Dirac operator, densely defined on L2(R)⊗C2, takes
the form (
i ddx 0
0 −i ddx
)
. (1.11)
In the simplest case a connection is represented by a function φ on R so that(
i ddx − φ 0
0 −i ddx + φ
)
(1.12)
is of the form of a “coupled Dirac operator”. (More generally, φ can be matrix-
valued.) Thus, in dimension one we may study each component separately and
hence in this paper we consider model operators of the form −i ddx + φ.
Next, let A− be the flat space Dirac operator on spinor-valued functions on R
d,
d ∈ N, and perturb it by an operator of multiplication by a function φ : Rd → R
(matrix-valued functions also provide examples) to define A+ = A− + φ. It follows
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from the discussion in Remark (c) of [31, Ch. 4] that, for φ of sufficiently rapid decay
at ±∞, (A+ −A−)(A2− + IH)
−s/2 is trace class for s > d, but for no lesser value of
s. Thus, for d = 1, this means that with A− = −i
d
dx , A+ = A−+φ, one infers that
φ(IH +A
2
−)
−s/2 is trace class only for s > 1. Thus, for all dimensions d ∈ N, the
relative trace class perturbation assumption introduced in [9, Hypothesis 2.1 (iv)]
is violated.
We show here that by replacing φ by certain pseudodifferential approximating
operators, this relatively trace class perturbation condition is restored and the
results of our earlier papers on spectral shift functions ([8], [9]) are available for the
approximating operators. The problem we then face is to take limits of our spectral
shift functions as the approximating operators converge (in an appropriate strong,
resp., norm resolvent sense) to the original operators. We find ourselves following
in the footsteps of Fredholm theory history here for we are able to control this limit
in one dimension only so as to obtain an index theorem for non-Fredholm operators
that is related to the classical Gohberg–Krein theory [18]. Even in this special case
the analysis is both subtle and involved.
The results in this paper have motivated an abstract approach to this circle of
ideas in [7] and these indicate that additional tools have to be employed in higher
dimensions (cf. also [10]). We also remark that trace formulas related to a matrix-
valued extension of the model discussed in this paper will appear in a companion
paper [6]. Our main result is stated in part IV of the next section.
2. The Strategy Employed and Statement of Results
In this section we briefly outline the principal new strategy employed in this
paper that permits us to circumvent the relative trace class hypotheses used in [12,
Hypothesis 2.1] and [9].
I. We assume Hypothesis 4.1 and introduce in L2(R), the family of self-adjoint
operators
A(t) = −i
d
dx
+ θ(t)φ(·), dom(A(t)) = W 1,2(R), t ∈ R, (2.1)
and
A− = −i
d
dx
, A+ = −i
d
dx
+ φ, dom(A±) = W
1,2(R), (2.2)
as well as families of self-adjoint bounded operators
B(t) = θ(t)φ, B′(t) = θ′(t)φ, t ∈ R, (2.3)
such that
A(t) = A− +B(t), t ∈ R. (2.4)
Introduce in L2(R2),
D
A
=
d
dt
+A, dom(D
A
) = W 1,2(R2). (2.5)
For simplicity, we tacitly identify L2(R2; dtdx) and L2
(
R; dt;L2(R; dx)
)
, and simply
abbreviate it by L2(R2). Then D
A
is densely defined and closed in L2(R2) and the
adjoint operator D∗A of DA is then given by
D
∗
A = −
d
dt
+A, dom(D∗A) = W
1,2(R2). (2.6)
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Next, introduce in L2(R2) the operators Hj , j = 1, 2, by
H1 = D
∗
A
D
A
= −
∂2
∂t2
−
∂2
∂x2
− 2iθ(t)φ(x)
∂
∂x
− θ′(t)φ(x) − iθ(t)φ′(x) + θ2(t)φ(x)2 , (2.7)
H2 = DAD
∗
A
= −
∂2
∂t2
−
∂2
∂x2
− 2iθ(t)φ(x)
∂
∂x
+ θ′(t)φ(x) − iθ(t)φ′(x) + θ2(t)φ(x)2 , (2.8)
dom(H1) = dom(H2) = W
2,2
(
R
2
)
. (2.9)
In particular, introducingB andA′ = B′ in terms of the bounded operator families
B(t), B′(t), t ∈ R, in analogy to (2.28), one can decompose Hj , j = 1, 2, as follows:
Hj =
d2
dt2
+A2 + (−1)jA′ (2.10)
= H0 +BA− +A−B +B
2 + (−1)jB′, j = 1, 2, (2.11)
with
A = A− +B, dom(A) = dom(A−), (2.12)
and A− in L
2(R2) representing the self-adjoint (constant fiber) operator defined by
(A−f)(t) = A−f(t) for a.e. t ∈ R,
f ∈ dom(A−) =
{
g ∈ L2(R2)
∣∣∣∣ g(t, ·) ∈ W 1,2(R) for a.e. t ∈ R,
t 7→ A−g(t, ·) is (weakly) measurable,
ˆ
R
dt ‖A−g(t)‖
2
L2(R;dx) <∞
}
. (2.13)
According to a tradition in mathematical physics, we called the model repre-
sented by D
A
a (1 + 1)-dimensional model due to the fact that the underlying
variables x ∈ R and t ∈ R are both one-dimensional. (In future investigations we
intend to study (n+1)-dimensional models in which A− represents an n-dimensional
Dirac-type operator.)
II. Use the approximation
An(t) = A− + θ(t)χn(A−)φχn(A−), n ∈ N, t ∈ R, (2.14)
with
χn(ν) =
n
(ν2 + n2)1/2
, ν ∈ R, n ∈ N, (2.15)
such that
s-lim
n→∞
χn(A−) = I. (2.16)
Then one concludes that
A−,n = A−, A+,n = A− + χn(A−)φχn(A−), n ∈ N, (2.17)
A′n(t) = B
′
n(t) = θ
′(t)χn(A−)φχn(A−) ∈ B1
(
L2(R)
)
, n ∈ N, t ∈ R, (2.18)ˆ
R
dt ‖A′n(t)‖B1(L2(R)) 6 ‖χn(A−)φχn(A−)‖B1(L2(R)) ‖θ
′‖L1(R) <∞. (2.19)
Thus, one also obtains,
Hj,n =
d2
dt2
+A2n + (−1)
j
A
′
n
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= H0 +BnA− +A−Bn +B
2
n + (−1)
j
B
′
n, (2.20)
dom(Hj,n) = dom(H0) =W
2,2(R2), n ∈ N, j = 1, 2,
with
Bn = χn(A−)Bχn(A−), A
′
n = B
′
n = χn(A−)B
′χn(A−), n ∈ N. (2.21)
III. As a consequence of step II, obtain the approximate trace formula,ˆ
[0,∞)
ξ(λ;H2,n,H1,n)dλ
(λ− z)2
=
1
2
ˆ
R
ξ(ν;A+,n, A−)dν
(ν2 − z)3/2
, n ∈ N, z ∈ C\[0,∞)
(2.22)
(employing [8] or [27]), which implies
ξ(λ;H2,n,H1,n) =
1
π
ˆ λ1/2
−λ1/2
ξ(ν;A+,n, A−)dν
(λ− ν2)1/2
for a.e. λ > 0, n ∈ N, (2.23)
via a Stieltjes inversion argument. Here ξ( · ;S2, S1) denotes the spectral shift op-
erator for the pair of self-adjoint operators (S2, S1), and we employed the normal-
ization, ξ(λ;H2,n,H1,n) = 0, λ < 0, n ∈ N.
IV. The main results. Now we take the limits n → ∞ in (2.22). We use
the trace norm convergence result in Theorem 4.3 in combination with a variety of
Fredholm determinant facts to control the limit n→∞ of the left- and right-hand
side of (2.22) to arrive atˆ
[0,∞)
ξ(λ;H2,H1)dλ
(λ− z)2
=
1
2
ˆ
R
ξ(ν;A+, A−)dν
(ν2 − z)3/2
, z ∈ C\[0,∞). (2.24)
Relation (2.24) combined with a Stieltjes inversion argument then implies the main
formula of the paper (a Pushnitski-type relation between spectral shift functions):
ξ(λ;H2,H1) =
1
π
ˆ λ1/2
−λ1/2
ξ(ν;A+, A−)dν
(λ− ν2)1/2
for a.e. λ > 0 (2.25)
(i.e., formally, the limit of (2.23) as n → ∞). Again, we employed the normaliza-
tion, ξ(λ;H2,H1) = 0, λ < 0.
As a consequence of formula (2.25), the principal result obtained for this (1+1)-
dimensional example reads
Wr(DA) = ξ(0+;H2,H1) = ξ(0;A+, A−) =
1
2π
ˆ
R
dxφ(x). (2.26)
with the most novel point being the middle equality. Equations (2.24), (2.25),
and (2.26) represent the analog of the principal results in [12] and [9] for the non-
Fredholm model operator (2.5).
V. Outline of the exposition. Section 3 provides a detailed description of
ξ( · ;A+, A−) and its approximating sequence, ξ( · ;A+,n, A−), n ∈ N. There we
establish the final equality in (2.26) using scattering theory (which only gives the
value of ξ( · ;A+, A−) up to an undetermined additive integer constant) with the
precise value being fixed by our approximation technique. Section 4 begins with
a discussion of the example and develops the approximation argument for the left
hand side of (2.24), (2.25). Section 5 completes the proof of (2.26) by obtaining
the stronger fact that the spectral shift function for the pair (H2,H1) is constant
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and equals that of the spectral shift function for the pair (A+, A−), that is, for
a.e. λ > 0 and a.e. ν ∈ R,
ξ(λ;H2,H1) = ξ(ν;A+, A−) =
1
2π
ˆ
R
dxφ(x). (2.27)
Given this fact, the calculation of the Witten index (2.26) in Section 6 is straight-
forward. Appendix A collects a number of results on trace formulas and modified
determinants of fundamental importance in Sections 3 and 5.
VI. Notation. We briefly summarize some of the notation used in this paper:
Let H be a separable complex Hilbert space, (·, ·)H the scalar product in H (linear
in the second argument), and IH the identity operator in H.
Next, if T is a linear operator mapping (a subspace of) a Hilbert space into
another, then dom(T ) and ker(T ) denote the domain and kernel (i.e., null space) of
T . The closure of a closable operator S is denoted by S. The spectrum, essential
spectrum, discrete spectrum, point spectrum, and resolvent set of a closed linear
operator in a Hilbert space will be denoted by σ(·), σess(·), σd(·), σp(·), and ρ(·),
respectively.
The convergence of bounded operators in the strong operator topology (i.e.,
pointwise limits) will be denoted by s-lim, similarly, norm limits of bounded oper-
ators are denoted by n-lim.
The strongly right continuous family of spectral projections of a self-adjoint oper-
ator S in H will be denoted by ES(λ), λ ∈ R. (In particular, ES(λ) = ES((−∞, λ]),
ES([λ,∞)) = IH − ES((−∞, λ)), λ ∈ R, ES((a, b)) = ES(b−)− ES(a), (a, b) ⊆ R,
etc.)
The Banach spaces of bounded and compact linear operators on a separable
complex Hilbert space H are denoted by B(H) and B∞(H), respectively; the corre-
sponding ℓp-based Schatten–von Neumann trace ideals (cf. [19, Ch. III], [31, Ch. 1])
will be denoted by Bp(H), with corresponding norm denoted by ‖ · ‖Bp(H), p > 1
(and defined in terms of the ℓp-norm of the singular values of the operator in
question). Moreover, detH(IK − A), and trH(A) denote the standard Fredholm
determinant and the corresponding trace of a trace class operator A ∈ B1(H). Sim-
ilarly, detp,H(IK −B) represents the pth modified Fredholm determinant asociated
with B ∈ Bp(H), p ∈ N, p > 2.
Linear operators in the Hilbert space L2(R; dt;H), in short, L2(R;H), will be
denoted by calligraphic boldface symbols of the type T , to distinguish them from op-
erators T in H. In particular, operators denoted by T in the Hilbert space L2(R;H)
typically represent operators associated with a family of operators {T (t)}t∈R in H,
defined by
(T f)(t) = T (t)f(t) for a.e. t ∈ R,
f ∈ dom(T ) =
{
g ∈ L2(R;H)
∣∣∣∣ g(t) ∈ dom(T (t)) for a.e. t ∈ R; (2.28)
t 7→ T (t)g(t) is (weakly) measurable;
ˆ
R
dt ‖T (t)g(t)‖2H <∞
}
.
In the special case, where {T (t)} is a family of bounded operators on H with
supt∈R ‖T (t)‖B(H) < ∞, the associated operator T is a bounded operator on
L2(R;H) with ‖T ‖B(L2(R;H)) = supt∈R ‖T (t)‖B(H).
8 A. CAREY, F. GESZTESY, G. LEVITINA, D. POTAPOV, F. SUKOCHEV, AND D. ZANIN
For brevity we will abbreviate I = IL2(R;dx) and I = IL2(R;L2(R;dx)). Moreover,
to simplify notation, we will frequently omit Lebesgue measure whenever possible
and simply use Lp(R) instead of Lp(R; dx), and Lp(R2) instead of Lp(R2; dtdx),
p > 1, etc.
Rather than writing Mψ for the operator of multiplication by the (locally inte-
grable) function ψ, we will abuse notation a bit and use the symbol ψ in place of
Mψ.
The symbol ACloc(R) represents locally absolutely continuous functions on R.
The open complex upper and lower half-planes are abbreviated by C± = {z ∈
C | Im(z) ≷ 0}, respectively.
3. The Spectral Shift Function ξ( · ;A+, A−) And Its Approximating
Sequence ξ( · ;A+,n, A−)
In this section we will describe the spectral shift function ξ( · ;A+, A−) and its
approximating sequence, ξ( · ;A+,n, A−), n ∈ N, in detail.
We start with the basic assumptions used throughout this section:
Hypothesis 3.1. Suppose the real-valued function φ satisfies
φ ∈ L∞(R) ∩ L1(R). (3.1)
Given Hypothesis 3.1, we introduce the operators,
A− = −i
d
dx
, A+ = −i
d
dx
+ φ, dom(A−) = dom(A+) = W
1,2(R). (3.2)
Next, one writes (for fixed z ∈ C\R), abbreviating I = IL2(R) for simplicity,
(A+ − zI)
−1 − (A− − zI)
−1 = −(A− − zI)
−1φ(A+ − zI)
−1
= −(A− − zI)
−1φ(A− − zI)
−1
[
(A− − zI)(A+ − zI)
−1
]
, z ∈ C\R.
(3.3)
Since (for z ∈ C\R)
(A− − zI)(A+ − zI)
−1 ∈ B
(
L2(R)
)
, (3.4)[
(A− − zI)(A+ − zI)
−1
]−1
= (A+ − zI)(A− − zI)
−1 ∈ B
(
L2(R)
)
, (3.5)
one concludes that given p ∈ [1,∞) ∪ {∞}, z ∈ C\R,[
(A+ − zI)
−1 − (A− − zI)
−1
]
∈ Bp
(
L2(R)
)
if and only if (A− − zI)
−1φ(A− − zI)
−1 ∈ Bp
(
L2(R)
)
.
(3.6)
In particular, since |φ|1/2 ∈ L2(R) and (| · | − z)−1 ∈ L2(R; dν), an application of
[31, Theorem 4.1] yields
|φ|1/2(A− − zI)
−1 ∈ B2
(
L2(R)
)
, z ∈ C\R, (3.7)
and hence [
(A+ − zI)
−1 − (A− − zI)
−1
]
∈ B1
(
L2(R)
)
, z ∈ C\R, (3.8)
upon decomposing φ into φ = |φ|1/2 sgn(φ)|φ|1/2.
For later purpose it will be convenient to introduce the operator of multiplication
by φ in L2(R) and denote it by the symbol B+. Thus, B+ ∈ B
(
L2(R)
)
and
A+ = A− +B+, B+ = φ. (3.9)
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Remark 3.2. The fact (3.8) implies that the spectral shift function ξ( · ;A+, A−)
for the pair (A+, A−) exists and is well-defined up to an arbitrary additive real
constant, satisfying
ξ( · ;A+, A−) ∈ L
1
(
R; (ν2 + 1)−1dν
)
. (3.10)
In addition, the trace formula,
trL2(R;dx)[f(A+)− f(A−)] =
ˆ
R
ξ(ν;A+, A−)dν f
′(ν), (3.11)
holds for a sufficiently wide class of functions f (cf. [34, Sect. 8.7]). Since σ(A±) =
R, there is a priori no natural way to fix this open constant (although, possibilities
to fix the constant via the unitary Cayley transforms of A± exist as discussed in [3]
and [34, Sects. 8.5–8.7]). However, neither the integrability property (3.10), nor the
trace formula (3.11), impose any restrictions on the arbitrary real constant inherent
to the definition of ξ( · ;A+, A−). ✸
Next, following Kato [21, p. 30–31] or Yafaev [34, p. 83–84], we briefly describe
scattering theory for the pair (A+, A−): One notes that A− generates translations,
that is, (
e±itA−u
)
(x) = u(x± t), u ∈ L2(R), (3.12)
and introducing U+, the unitary operator in L
2(R) of multiplication by
U+ = e
−i
´ x
0
dx′φ(x′), (3.13)
one obtains
e±itA+ = U+e
±itA−U−1+ , (3.14)
and hence (
eitA+u
)
(x) = e−i
´
x
0
dx′ φ(x′)ei
´
x+t
0
dx′φ(x′)u(x+ t)
= ei
´ x+t
x
dx′ φ(x′)u(x+ t), u ∈ L2(R). (3.15)
Thus, introducing Ω(t;A+, A−) = e
itA+e−itA− , t ∈ R, one obtains
(Ω(t;A+, A−)u)(x) = e
i
´ x+t
x
dx′ φ(x′)u(x), u ∈ L2(R), (3.16)
and hence the wave operators are simply given by
(Ω±(A+, A−)u)(x) = ( s-lim
t→±∞
Ω(t;A+, A−)u)(x) = e
i
´
[x,±∞)
dx′ φ(x′)u(x),
u ∈ L2(R)
(3.17)
(i.e., they are unitary operators in L2(R) acting as operators of multiplication by
a unimodular exponential). In addition, the unitary scattering operator in L2(R)
is then of the type
S(A+, A−) = Ω+(A+, A−)
∗Ω−(A+, A−) = e
−i
´
R
dxφ(x), (3.18)
that is, it acts as an operator of multiplication by a unimodular constant.
By general principles, S(A+, A−) commutes with A− and hence decomposing
L2(R; dx) = FL2(R; dν) = F
ˆ ⊕
R
dν C, (3.19)
F the Fourier transform, S(A+, A−) in L
2(R) decomposes as
S(A+, A−) = F
(ˆ ⊕
R
dν S(ν;A+, A−)
)
F−1, (3.20)
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where the reduced unitary scattering operator S(ν;A+, A−) (also known as the
scattering matrix) in the one-dimensional Hilbert space C is just the constant (i.e.,
ν-independent) phase factor,
S(ν;A+, A−) = e
−i
´
R
dxφ(x), ν ∈ R. (3.21)
By the Birman–Krein formula relating the determinant of the reduced scattering
operator with the spectral shift function (cf. [2], [34, Theorem 8.7.2]), one finally
obtains
S(ν;A+, A−) = e
−i
´
R
dxφ(x) = e−2piiξ˜(ν;A+,A−) for a.e. ν ∈ R, (3.22)
and hence
ξ˜(ν;A+, A−) =
1
2π
ˆ
R
dxφ(x) +N(ν) for a.e. ν ∈ R, (3.23)
where N(·) is integer-valued. Here ξ˜( · ;A+, A−) denotes a particularly normalized
spectral shift function for the pair (A+, A−), that is, a certain choice of the open
additive (real) constant inherent to the definition of spectral shift functions (cf.,
also Remark 3.2) has been made in ξ˜( · ;A+, A−). Later in this section (cf. (3.44))
we will show that ξ( · ;A+, A−) (and hence any spectral shift function associated
with the pair (A+, A−)) is constant (and hence, continuous) on R and thus
ξ( · ;A+, A−) = ξ˜( · ;A+, A−) + n0 (3.24)
=
1
2π
ˆ
R
dxφ(x) + n1 for some n0, n1 ∈ Z, (3.25)
is now defined up to an arbitrary additive integer (in accordance with [3, eqs. (6.3),
(8.6), Theorem 6.2] and the paragraph following eq. (8.7), [34, p. 286, 299, eq. (4),
p. 297]).
Remark 3.3. As discussed in [3, Sects. 6–8] and in great detail in [34, Sects. 8.5–8.7],
culminating in [34, Theorem 8.7.2], the Birman–Krein formula
S(ν;A+, A−) = e
−2piiξ˜(ν;A+,A−) for a.e. ν ∈ R, (3.26)
is valid under condition (3.8) for a particular choice of the open additive con-
stant in the spectral shift function ξ( · ;A+, A−), leading to what we denoted by
ξ˜( · ;A+, A−). The latter can be defined directly via the unitary Cayley transform
of A± as described in equation (4) of [34, Sect. 8.7] (see also [3, Sects. 6–8]), but
also this definition fixes ξ˜( · ;A+, A−) only up to an integer as will be discussed in
some detail in Appendix A. For additional discussions addressing the open integer
in ξ˜( · ;A+, A−) we refer to [28]. ✸
Next, we apply Theorem A.1 to the pair (A+, A−), identifying A0 with A−,
A with A+, and B with the operator of multiplication by φ, assuming again Hy-
pothesis 3.1. We refer to Appendix A for the definition and properties of modified
Fredholm determinants det2,H(IH −A), A ∈ B2(H).
For the resolvent of A− one computes(
(A− − zI)
−1f
)
(x) =
{
i
´ x
−∞ dx
′ eiz(x−x
′)f(x′), Im(z) > 0,
−i
´∞
x
dx′eiz(x−x
′)f(x′), Im(z) < 0,
(3.27)
x ∈ R, f ∈ L2(R; dx),
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and hence the Green’s function of A− is given by
(A− − zI)
−1(x, x′) =
{
ieiz(x−x
′)θ(x − x′), Im(z) > 0,
−ieiz(x−x
′)θ(x′ − x), Im(z) < 0,
x, x′ ∈ R, (3.28)
where
θ(x) =
{
1, x > 0,
0, x < 0.
(3.29)
Thus, the integral kernel of (A− − zI)−1φ(A− − zI)−1 is of the form(
(A− − zI)
−1φ(A− − zI)
−1
)
(x, x′)
=
ˆ
R
dx′′ (A− − zI)
−1(x, x′′)φ(x′′)(A− − zI)
−1(x′′, x′)
= −eiz(x−x
′)
ˆ
R
dx′′ θ(x − x′′)φ(x′′)θ(x′′ − x′), Im(z) > 0, x, x′ ∈ R, (3.30)
and analogously for Im(z) < 0. Hence, one concludes(
(A− − zI)
−1φ(A− − zI)
−1
)
(x, x) = 0, z ∈ C\R, x ∈ R. (3.31)
By (3.7),
(A− − zI)
−1φ(A− − zI)
−1 (3.32)
=
[
(A− − zI)
−1|φ|1/2 sgn(φ)
][
|φ|1/2(A− − zI)
−1
]
∈ B1
(
L2(R)
)
, z ∈ C\R,
and thus,
η′(z) = trL2(R)
(
(A− − zI)
−1φ(A− − zI)
−1
)
=
ˆ
R
dx
(
(A− − zI)
−1φ(A− − zI)
−1
)
(x, x) = 0, z ∈ C\R,
(3.33)
combining Examples V.2.19 and X.1.18 of [21]. Thus,
η(z) = η±, z ∈ C±, (3.34)
for some constants η± ∈ C, implying
η(ν ± i0) = η±, ν ∈ R. (3.35)
In complete analogy to (3.27)–(3.33) one also obtains(
(A+ − zI)
−1f
)
(x) =
{
i
´ x
−∞ dx
′ eiz(x−x
′)e−i
´
x
x′
dx′′ φ(x′′)f(x′), Im(z) > 0,
−i
´∞
x
dx′eiz(x−x
′)e−i
´
x
x′
dx′′ φ(x′′)f(x′), Im(z) < 0,
x ∈ R, f ∈ L2(R; dx), (3.36)
(A+ − zI)
−1(x, x′) =
{
ieiz(x−x
′)e−i
´ x
x′
dx′′ φ(x′′)θ(x− x′), Im(z) > 0,
−ieiz(x−x
′)e−i
´
x
x′
dx′′ φ(x′′)θ(x′ − x), Im(z) < 0,
(3.37)
x, x′ ∈ R,(
(A+ − zI)
−1φ(A− − zI)
−1
)
(x, x′)
=
ˆ
R
dx′′ (A+ − zI)
−1(x, x′′)φ(x′′)(A− − zI)
−1(x′′, x′)
= −eiz(x−x
′)
{´
R
dx′′ e−i
´ x
x′′
dx′′′ φ(x′′′)θ(x − x′′)φ(x′′)θ(x′′ − x′), Im(z) > 0,´
R
dx′′ e−i
´
x
x′′
dx′′′ φ(x′′′)θ(x′′ − x)φ(x′′)θ(x′ − x′′), Im(z) < 0,
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x, x′ ∈ R, (3.38)
and hence, (
(A+ − zI)
−1φ(A− − zI)
−1
)
(x, x) = 0, z ∈ C\R, x ∈ R. (3.39)
Consequently,
0 = trL2(R)
(
(A+ − zI)
−1 − (A− − zI)
−1
)
= − trL2(R)
(
(A+ − zI)
−1φ(A− − zI)
−1
)
(3.40)
= −
ˆ
R
ξ(ν;A+, A−)dν
(ν − z)2
, z ∈ C\R,
for some spectral shift function ξ( · ;A+, A−) for the pair (A+, A−) (all others dif-
fering from ξ( · ;A+, A−) at most by a constant). Thus,
0 =
d
dz
ˆ
R
ξ(ν;A+, A−)dν
[
(ν − z)−1 − ν(ν2 + 1)−1
]
, z ∈ C\R, (3.41)
impliesˆ
R
ξ(ν;A+, A−)dν
[
(ν − z)−1 − ν(ν2 + 1)−1
]
= C, Im(z) > 0 (3.42)
for some constant C ∈ C+. Equivalently,
−Re(z)+
ˆ
R
ξ(ν;A+, A−)dν
[
(ν−z)−1−ν(ν2+1)−1
]
= iIm(C), Im(z) > 0 (3.43)
and hence the Stieltjes inversion formula (cf. [1]) yields
ξ(ν;A+, A−) = π
−1Im(C) (3.44)
In particular, ξ( · ;A+, A−) has a constant (and hence, continuous) representative.
Together with (3.22) and (3.23) this finally yields
ξ(ν;A+, A−) =
1
2π
ˆ
R
dxφ(x) + n1, ν ∈ R, (3.45)
for some n1 ∈ Z. The integer n1 is unspecified at the moment, but the choice
n1 = 0 will naturally evolve as the result of an approximation procedure near the
end of this section.
Next, we return to (3.31)–(3.35) and prepare some facts that permit us to ap-
ply Theorem A.1 to ξ( · ;A+, A−). We start by noting that the integral kernel of
sgn(φ)|φ|1/2(A− − zI)−1|φ|1/2 reads
sgn(φ)|φ|1/2(A− − zI)
−1|φ|1/2(x, x′)
= ±i sgn(φ(x))|φ(x)|1/2e±iz(x−x
′)θ(±(x− x′))|φ(x′)|1/2, (3.46)
± Im(z) > 0, x, x′ ∈ R,
and hence ∥∥ sgn(φ)|φ|1/2(A− − zI)−1|φ|1/2∥∥2B2(L2(R))
= ±
ˆ
R
dx |φ(x)|
ˆ x
∓∞
dx′ e∓2Im(z)(x−x
′)|φ(x′)| (3.47)
6 ‖φ‖2L1(R), ±Im(z) > 0. (3.48)
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Since e∓2Im(z)(x−x
′) 6 1, ±Im(z) > 0, ±(x − x′) > 0, Lebesgue’s dominated con-
vergence theorem yields
lim
z→±i∞
∥∥ sgn(φ)|φ|1/2(A− − zI)−1|φ|1/2∥∥B2(L2(R)) = 0. (3.49)
In addition, the same arguments yield∥∥|φ|1/2(A− − zI)−1∥∥2B2(L2(R))
= ±
ˆ
R
dx |φ(x)|
ˆ x
∓∞
dx′ e∓2Im(z)(x−x
′) (3.50)
= [±2Im(z)]−1‖φ‖L1(R), ±Im(z) > 0. (3.51)
In fact, equation (3.46)–(3.48), together with their counterparts for Im(z) < 0,
yield more as they also prove the existence of the limits
lim
ε↓0
sgn(φ)|φ|1/2(A− − (ν ± iε)I)
−1|φ|1/2 (3.52)
:= sgn(φ)|φ|1/2(A− − (ν ± i0)I)
−1|φ|1/2 in B2
(
L2(R)
)
-norm, ν ∈ R,
as well as, ∥∥ sgn(φ)|φ|1/2(A− − (ν ± i0)I)−1|φ|1/2∥∥2B2(L2(R))
6 ‖φ‖2L1(R), ν ∈ R. (3.53)
By (3.27), the limits sgn(φ)|φ|1/2(A−− (ν+ i0)I)−1|φ|1/2 and sgn(φ)|φ|1/2(A−−
(ν − i0)I)−1|φ|1/2 differ.
Thus, Theorem A.1 applies, and combining (A.39) and (3.35) yields for some
constant d0 ∈ R,
ξ(ν;A+, A−)
= π−1Im
(
ln
(
det2,L2(R)
(
I + sgn(φ)|φ|1/2(A− − (ν + i0)I)
−1|φ|1/2
)))
+ d0
for a.e. ν ∈ R. (3.54)
Morever, (3.46), (3.47), (3.52), and (3.53) once more combined with Lebesgue’s
dominated convergence theorem also prove that the map
R ∋ ν 7→ sgn(φ)|φ|1/2(A− − (ν + i0)I)
−1|φ|1/2 ∈ B2
(
L2(R)
)
(3.55)
is continuous and uniformly bounded with respect to ν ∈ R in the B2
(
L2(R)
)
-norm.
Consequently, also the map
R ∋ ν 7→ det2,L2(R)
(
I + sgn(φ)|φ|1/2(A− − (ν + i0)I)
−1|φ|1/2
)
(3.56)
is continuous on R, employing (A.45).
Finally, before turning to approximations, we claim that
det2,L2(R)
(
I + sgn(φ)|φ|1/2(A− − (ν ± i0)I)
−1|φ|1/2
)
= 1, ν ∈ R. (3.57)
Indeed, combining (A.40), (3.33), and (3.40) results in
0 =
d
dz
ln
(
det2,L2(R)
(
I + sgn(φ)|φ|1/2(A− − zI)
−1|φ|1/2
))
, z ∈ C\R. (3.58)
Thus, analyticity of det2,L2(R)
(
I + sgn(φ)|φ|1/2(A− − · I)−1|φ|1/2
)
on C± (e.g., as
a consequence of (A.45)) yields
det2,L2(R)
(
I + sgn(φ)|φ|1/2(A− − zI)
−1|φ|1/2
)
= C±, z ∈ C± (3.59)
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for some constants C± ∈ C. By (A.45) and (3.49), and by applying continuity of
sgn(φ)|φ|1/2(A− − (ν ± iε)I)−1|φ|1/2 in B2
(
L2(R)
)
-norm as ε ↓ 0, C± = 1, proving
(3.57).
As a preparation in connection with approximations to be studied in the remain-
der of this section, we first recall the following standard convergence property for
trace ideals:
Lemma 3.4. Let p ∈ [1,∞) and assume that R,Rn, T, Tn ∈ B(H), n ∈ N, satisfy
s-limn→∞Rn = R and s-limn→∞ Tn = T and that S, Sn ∈ Bp(H), n ∈ N, satisfy
limn→∞ ‖Sn − S‖Bp(H) = 0. Then limn→∞ ‖RnSnT
∗
n −RST
∗‖Bp(H) = 0.
To set up approximations for A+, we now deviate from the usual approximation
procedure originally employed in [12] and [27]: We introduce
χn(ν) =
n
(ν2 + n2)1/2
, ν ∈ R, n ∈ N, (3.60)
and hence obtain
s-lim
n→∞
χn(A−) = I, (3.61)
by an elementary application of the spectral theorem for A−. The precise form
of χn is of course immaterial, we just need property (3.61) (and the Hilbert–
Schmidt property (3.66) below). (One notes, however, that ‖χn(A−)−I‖B(L2(R)) =
supν∈R
∣∣(ν2 + n2)−1/2n − 1∣∣ = 1, n ∈ N, so convergence in the strong operator
topology in (3.61) is essential.) We recall our convention to denote the operator of
multiplication by φ in L2(R) by the symbol B+ (cf. also (3.9)), and introduce
B+,n = χn(A−)B+χn(A−) = χn(A−)φχn(A−), n ∈ N, (3.62)
A−,n = A−, dom(A−,n) = dom(A−), n ∈ N, (3.63)
A+,n = A− +B+,n, dom(A+,n) = dom(A−), n ∈ N, (3.64)
and conclude
B+,n = χn(A−)φχn(A−) ∈ B1
(
L2(R)
)
, n ∈ N. (3.65)
Here we used that∥∥|φ|1/2χn(A−)∥∥B2(L2(R)) = (2π)−1/2∥∥|φ|1/2∥∥L2(R)‖χn‖L2(R;dν) <∞ (3.66)
(cf. the proof of [31, Theorem 4.1] on p. 39). In particular, similarly to (3.8) one
has [
(A+,n − zI)
−1 − (A− − zI)
−1
]
∈ B1
(
L2(R)
)
, n ∈ N, z ∈ C\R, (3.67)
In addition, we note that by [31, Theorem 4.1] (for z ∈ C\R) and Lemma 3.4,
lim
n→∞
∥∥(A− − zI)−1/2χn(A−)|φ|1/2 − (A− − zI)−1/2|φ|1/2∥∥B4(L2(R)) = 0, (3.68)
lim
n→∞
∥∥ sgn(φ)|φ|1/2(A− − zI)−1/2χn(A−)
− sgn(φ)|φ|1/2(A− − zI)
−1/2
∥∥
B4(L2(R))
= 0, (3.69)
lim
n→∞
∥∥B+,n(A− − zI)−1 −B+(A− − zI)−1∥∥B2(L2(R)) = 0, (3.70)
and
lim
n→∞
∥∥ sgn(φ)|φ|1/2χn(A−)(A− − zI)−1/2χn(A−)|φ|1/2
− sgn(φ)|φ|1/2(A− − zI)
−1/2|φ|1/2
∥∥
B2(L2(R))
= 0, z ∈ C\R.
(3.71)
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Moreover, employing
(A− − zI)
−1B+,n(A− − z
′I)−1 = χn(A−)(A− − zI)
−1B+(A− − z
′I)−1χn(A−),
n ∈ N, z, z′ ∈ C\R, (3.72)
Lemma 3.4 also implies
lim
n→∞
∥∥(A− − zI)−1B+,n(A− − z′I)−1 − (A− − zI)−1B+(A− − z′I)−1∥∥B1(L2(R))
= 0, z, z′ ∈ C\R. (3.73)
Relations (3.70) and (3.73) will be used in Section 5.
An application of (A.38) to the pairs (A+, A−) and (A+,n, A−), taking into
account (3.33), thus yieldsˆ
R
ξ(ν;A+, A−)dν
(
1
ν − z
−
1
ν − z0
)
= ln
(
det2,L2(R)
(
I + sgn(φ)|φ|1/2(A− − zI)
−1|φ|1/2
)
det2,L2(R)
(
I + sgn(φ)|φ|1/2(A− − z0I)−1|φ|1/2
)) = 0, (3.74)
z, z0 ∈ C\R, Im(z)Im(z0) > 0, (3.75)
since ξ( · ;A+, A−) is constant by (3.45), andˆ
R
ξ(ν;A+,n, A−)dν
(
1
ν − z
−
1
ν − z0
)
= ηn(z)− ηn(z0)
+ ln
(
det2,L2(R)
(
I + sgn(φ)|φ|1/2χn(A−)(A− − zI)−1χn(A−)|φ|1/2
)
det2,L2(R)
(
I + sgn(φ)|φ|1/2χn(A−)(A− − z0I)−1χn(A−)|φ|1/2
)),
n ∈ N, z, z0 ∈ C\R, Im(z)Im(z0) > 0. (3.76)
Here
η′n(z) = trL2(R)
(
(A− − zI)
−1χn(A−)φχn(A−)(A− − zI)
−1
)
(3.77)
= trL2(R)
(
χn(A−)(A− − zI)
−1φ(A− − zI)
−1χn(A−)
)
, z ∈ C\R, n ∈ N,
and hence by appealing to the fact that (A− − zI)
−1φ(A− − zI)
−1 ∈ B1
(
L2(R)
)
,
and using Lemma 3.4 and (3.33), one obtains
lim
n→∞
η′n(z) = η
′(z) = 0, z ∈ C\R. (3.78)
Moreover, by (3.57) and (3.71) also
lim
n→∞
det2,L2(R)
(
I + sgn(φ)|φ|1/2χn(A−)(A− − zI)
−1χn(A−)|φ|
1/2
)
= det2,L2(R)
(
I + sgn(φ)|φ|1/2(A− − zI)
−1|φ|1/2
)
= 1, z ∈ C\R,
(3.79)
and hence combining (3.74)–(3.79), we obtain in passing,
lim
n→∞
ˆ
R
ξ(ν;A+,n, A−)dν
(
1
ν − z
−
1
ν − z0
)
(3.80)
=
ˆ
R
ξ(ν;A+, A−)dν
(
1
ν − z
−
1
ν − z0
)
= 0, z, z0 ∈ C\R, Im(z)Im(z0) > 0,
again, since ξ( · ;A+, A−) is constant by (3.45).
Next, upon investigating the explicit integral kernels, one infers that the analysis
in (3.46)–(3.56) in connection with the operator sgn(φ)|φ|1/2(A−−(·+i0)I)
−1|φ|1/2
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now also applies to sgn(φ)|φ|1/2χn(A−)(A− − (ν + i0)I)−1χn(A−)|φ|1/2, in partic-
ular, for each n ∈ N, the map
R ∋ ν 7→ sgn(φ)|φ|1/2χn(A−)(A− − (ν + i0)I)
−1χn(A−)|φ|
1/2 ∈ B2
(
L2(R)
)
(3.81)
is continuous and uniformly bounded with respect to ν ∈ R in the B2
(
L2(R)
)
-norm
and hence for each n ∈ N, also
R ∋ ν 7→ det2,L2(R)
(
I + sgn(φ)|φ|1/2χn(A−)(A− − (ν + i0)I)
−1χn(A−)|φ|
1/2
)
(3.82)
is continuous on R.
At this point we turn to the computation of ηn(·), n ∈ N. Given the facts
(A2− + µ
2I)−1(x, x′) =
1
2µ
e−µ|x−x
′|, µ > 0, x, x′ ∈ R, (3.83)
and (3.65), employing cyclicity of the trace yields
ηn(z) = trL2(R)
(
(A− − zI)
−1χn(A−)
2φ
)
+ dn
= ±in2
ˆ
R
dx
ˆ
R
dx′ e±iz(x−x
′)χ(∓∞,x](x
′)
e−n|x
′−x|
2n
φ(x) + dn
=
±in
2(n∓ iz)
ˆ
R
dxφ(x) + dn, ±Im(z) > 0, n ∈ N, (3.84)
for some integration constants dn ∈ C, n ∈ N. In particular, ηn(· + i0), n ∈ N, is
continuous on R (as required in Theorem A.1 (iii)) and
Im(ηn(ν + i0)) =
1
2
n2
ν2 + n2
ˆ
R
dxφ(x) + Im(dn), ν ∈ R, n ∈ N. (3.85)
Hence (A.39) applies and yields
ξ(ν;A+,n, A−) = π
−1Im
(
ln
(
det2,L2(R)
(
I + sgn(φ)|φ|1/2χn(A−)(A− − (ν + i0)I)
−1
× χn(A−)|φ|
1/2
)))
+ π−1Im(ηn(ν + i0)) + cn for a.e. ν ∈ R, n ∈ N, (3.86)
for some constants cn ∈ R, n ∈ N. Because of (3.65), cn, n ∈ N, are uniquely
determined via the requirement
ξ( · ;A+,n, A−) ∈ L
1(R; dν), n ∈ N. (3.87)
To study the asymptotic behavior of ξ( · ;A+,n, A−), n ∈ N, as |ν| → ∞, one
observes that the integral kernel of sgn(φ)|φ|1/2(A− − zI)−1χn(A−)2|φ|1/2 is given
by
sgn(φ)|φ|1/2(A− − zI)
−1χn(A−)
2|φ|1/2(x, x′)
= ±(n/2)i sgn(φ(x))|φ(x)|1/2
ˆ
R
dx′′ e±iz(x−x
′′)χ(∓∞,x](x
′′)e−n|x
′′−x′||φ(x′)|1/2,
± Im(z) > 0, x, x′ ∈ R, n ∈ N. (3.88)
Here we employed (3.83) once again. With z = ν + i0, ν ∈ R, one thus computes∥∥ sgn(φ)|φ|1/2(A− − (ν + i0)I)−1χn(A−)2|φ|1/2∥∥2B2(L2(R))
=
n2
4
ˆ
R
dx |φ(x)|
ˆ
R
dx′ |φ(x′)|
∣∣∣∣ ˆ x
−∞
dx′′ e−iνx
′′
e−n|x
′′−x′|
∣∣∣∣2
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=
n2
4
ˆ
R
dx |φ(x)|
{ ˆ x
−∞
dx′ |φ(x′)|
∣∣∣∣ ˆ x′
−∞
dx′′ e−iνx
′′
e−n(x
′−x′′)
+
ˆ x
x′
dx′′ e−iνx
′′
e−n(x
′′−x′)
∣∣∣∣2
+
ˆ ∞
x
dx′ |φ(x′)|
∣∣∣∣ ˆ x
−∞
dx′′ e−iνx
′′
e−n(x
′−x′′)
∣∣∣∣2}
6
5
2
n2
ν2 + n2
‖φ‖2L1(R), ν ∈ R, n ∈ N. (3.89)
Thus,
ln
(
det2,L2(R)
(
I + sgn(φ)|φ|1/2χn(A−)(A− − (ν + i0)I)
−1χn(A−)|φ|
1/2
))
=
|ν|→∞
O
(
|ν|−2
)
, n ∈ N, (3.90)
employing that for ζ ∈ C, with |ζ| sufficiently small,
ln(det2,H(IH + ζT )) =
∞∑
m=2
(−1)m+1
m
ζm trH(T
m), T ∈ B2(H) (3.91)
(cf. [31, p. 76]). Combining (3.85), (3.86), and (3.90) then yields
ξ(ν;A+,n, A−) =
|ν|→∞
O(|ν|−2) + π−1Im(dn) + cn, n ∈ N, (3.92)
implying
π−1Im(dn) + cn = 0, n ∈ N, (3.93)
because of the integrability condition (3.87). Thus, combining (3.85), (3.86), and
(3.93), one obtains
ξ(ν;A+,n, A−) = π
−1Im
(
ln
(
det2,L2(R)
(
I + sgn(φ)|φ|1/2χn(A−)(A− − (ν + i0)I)
−1
× χn(A−)|φ|
1/2
)))
+
1
2π
n2
ν2 + n2
ˆ
R
dxφ(x) for a.e. ν ∈ R, n ∈ N. (3.94)
Next, we study the limit n→∞ of ξ( · ;A+,n, A−).
Lemma 3.5. Assume Hypothesis 3.1. Then for each ν ∈ R,
lim
n→∞
∥∥ sgn(φ)|φ|1/2χn(A−)(A− − (ν + i0)I)−1χn(A−)|φ|1/2
− sgn(φ)|φ|1/2(A− − (ν + i0)I)
−1|φ|1/2
∥∥
B2(L2(R))
= 0,
(3.95)
and
lim
n→∞
ξ(ν;A+,n, A−) =
1
2π
ˆ
R
dxφ(x), ν ∈ R. (3.96)
Proof. Employing the integral kernels (3.46) and (3.88) for z = ν+i0, one estimates
for each fixed ν ∈ R,∥∥ sgn(φ)|φ|1/2χn(A−)(A− − (ν + i0)I)−1χn(A−)|φ|1/2 (3.97)
− sgn(φ)|φ|1/2(A− − (ν + i0)I)
−1|φ|1/2
∥∥2
B2(L2(R))
=
ˆ
R
dx |φ(x)|
ˆ
R
dx′ |φ(x′)|
∣∣∣∣ in2
ˆ x
−∞
dx′′ eiν(x−x
′′)e−n|x
′′−x′|
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− ieiν(x−x
′)θ(x− x′)
∣∣∣∣2
=
ˆ
R
dx |φ(x)|
ˆ x
−∞
dx′ |φ(x′)|
∣∣∣∣n2
ˆ x
−∞
dx′′ e−iνx
′′
e−n|x
′′−x′| − e−iνx
′
∣∣∣∣2
+
ˆ
R
dx |φ(x)|
ˆ ∞
x
dx′ |φ(x′)|
∣∣∣∣n2
ˆ x
−∞
dx′′ e−iνx
′′
e−n|x
′′−x′|
∣∣∣∣2
=
ˆ
R
dx |φ(x)|
ˆ x
−∞
dx′ |φ(x′)|
∣∣∣∣ ν2n2 + ν2 + n(n− iν)2(n2 + ν2)e−iν(x−x′)e−n(x−x′)
∣∣∣∣2
+
ˆ
R
dx |φ(x)|
ˆ ∞
x
dx′ |φ(x′)|
n2
4(n2 + ν2)
e−2n(x
′−x) −→
n→∞
0, (3.98)
proving (3.95). Moreover, combining (3.57), (3.85), (3.86), (3.93), and (3.95) yields
lim
n→∞
ξ(ν;A+,n, A−)
= π−1Im
(
ln
(
det2,L2(R)
(
I + sgn(φ)|φ|1/2(A− − (ν + i0)I)
−1|φ|1/2
)))
+
1
2π
ˆ
R
dxφ(x)
=
1
2π
ˆ
R
dxφ(x), ν ∈ R. (3.99)

To proceed, we need one additional resolvent approximation result:
Lemma 3.6. Assume Hypothesis 3.1. Then
lim
n→∞
∥∥(A+,n − zI)−1 − (A+ − zI)−1∥∥B1(L2(R)) = 0, z ∈ C\R. (3.100)
Proof. One writes
(A+,n − zI)
−1 − (A+ − zI)
−1 =
[
(A+,n − zI)
−1 − (A− − zI)
−1
]
−
[
(A+ − zI)
−1 − (A− − zI)
−1
]
= −χn(A−)(A− − zI)
−1φ(A− − zI)
−1χn(A−)
[
(A− − zI)(A+,n − zI)
−1
]
+ (A− − zI)
−1φ(A− − zI)
−1
[
(A− − zI)(A+ − zI)
−1
]
= −χn(A−)(A− − zI)
−1φ(A− − zI)
−1χn(A−)
×
[
I − χn(A−)φχn(A−)(A+,n − zI)
−1
]
+ (A− − zI)
−1φ(A− − zI)
−1
[
I − φ(A+ − zI)
−1
]
, z ∈ C\R. (3.101)
Thus, relying on Lemma 3.4 and (3.61) once again, it suffices to prove that
s-lim
n→∞
(A+,n − zI)
−1 = (A+ − zI)
−1, z ∈ C\R, (3.102)
but this immediately follows from
(A+,n − zI)
−1 =
[
I + (A− − zI)
−1χn(A−)φχn(A−)
]−1
(A− − zI)
−1, (3.103)
(A+ − zI)
−1 =
[
I + (A− − zI)
−1φ
]−1
(A− − zI)
−1, (3.104)
employing the fact that strong convergence for a sequence of bounded operators is
equivalent to strong resolvent convergence, initially, for |Im(z)| suffficiently large,
and subsequently, for all z ∈ C\R by analytic continuation with respect to z. 
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Finally, going beyond the approximation A+,n of A+, we now introduce the
following path {A+(s)}s∈[0,1], where
A+(s) = A− + χ˜s(A−)φχ˜s(A−), dom(A+(s)) = dom(A−), s ∈ [0, 1], (3.105)
χ˜s(ν) =
[
(1− s)ν2 + 1
]−1/2
, ν ∈ R, s ∈ [0, 1], (3.106)
in particular,
A+(0) = A+,1 (cf. (3.64) with n = 1) and A+(1) = A+. (3.107)
Moreover, in complete analogy to (3.100), the family A+(s) depends continuously
on s ∈ [0, 1] with respect to the metric
d(A,A′) =
∥∥(A− iI)−1 − (A′ − iI)−1∥∥
B1(L2(R))
(3.108)
for A,A′ in the set of self-adjoint operators which are resolvent comparable with
respect to A− (equivalently, A+), that is, A,A
′ satisfy for some (and hence for all)
ζ ∈ C\R,[
(A− ζI)−1 − (A− − ζI)
−1
]
,
[
(A′ − ζI)−1 − (A− − ζI)
−1
]
∈ B1
(
L2(R)
)
. (3.109)
Thus, the hypotheses of [34, Lemma 8.7.5] are satisfied and hence one obtains the
following result:
Theorem 3.7. Assume Hypothesis 3.1 and introduce the path A+(s), s ∈ [0, 1],
as in (3.105), with A+(0) = A+,1 (cf. (3.64) with n = 1) and A+(1) = A+. Then
for each s ∈ [0, 1], there exists a unique spectral shift function ξ( · ;A+(s), A−) for
the pair (A+(s), A−) depending continuously on s ∈ [0, 1] in the space L1
(
R; (ν2 +
1)−1dν
)
, satisfying ξ( · ;A+(0), A−) = ξ( · ;A+,1, A−), and (cf. (A.14)),
2i
ˆ
R
ξ(λ;A+(s), A−)dλ
λ2 + 1
= trL2(R)
(
ln
(
U+(s)U
−1
−
))
, (3.110)
where
U− = (A− − iI)(A− + iI)
−1, U+(s) = (A+(s)− iI)(A+(s) + iI)
−1, s ∈ [0, 1].
(3.111)
In addition (cf. (A.34)),
ξ( · ;A+(s), A−) ∈ L
1(R; dν), s ∈ [0, 1). (3.112)
Thus, observing the equality χn(·) = χ˜(1−n−2)(·), Theorem 3.7 implies
ξ( · ;A+, A−) = ξ( · ;A+(1), A−) = lim
s↑1
ξ( · ;A+(s), A−)
= lim
n→∞
ξ( · ;A+,n, A−) in the norm ‖ · ‖L1(R;(ν2+1)−1dν),
(3.113)
and therefore, a subsequence of {ξ( · ;A+,n, A−)}n∈N converges pointwise a.e. to
ξ( · ;A+, A−) as n → ∞. In particular, (3.99) shows that only n1 = 0 in (3.45) is
compatible with the family of spectral functions uniquely determined by Theorem
3.7. Hence, on the basis of our approximation approach, one is naturally lead to
the choice
ξ(ν;A+, A−) =
1
2π
ˆ
R
dxφ(x), ν ∈ R, (3.114)
which will henceforth be adopted for the remainder of this paper.
We conclude this section with an elementary but useful consequence of Theorem
3.7.
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Corollary 3.8. Assume Hypothesis 3.1 and suppose that f ∈ L∞(R). Then
lim
n→∞
‖ξ( · ;A+,n, A−)f − ξ( · ;A+, A−)f‖L1(R;(ν2+1)−1dν) = 0, (3.115)
in particular,
lim
n→∞
ˆ
R
ξ(ν;A+,n, A−)dν g(ν) =
ˆ
R
ξ(ν;A+, A−)dν g(ν) (3.116)
for all g ∈ L∞(R) such that ess. supν∈R
∣∣(ν2 + 1)g(ν)∣∣ <∞.
Proof. Relation (3.115) is clear from Theorem 3.7 and
‖ξ( · ;A+,n, A−)f − ξ( · ;A+, A−)f‖L1(R;(ν2+1)−1dν)
6 ‖f‖L∞(R) ‖ξ( · ;A+,n, A−)f − ξ( · ;A+, A−)f‖L1(R;(ν2+1)−1dν),
(3.117)
and (3.116) is obvious from (3.115) and decomposing the (complex) measures
ξ(ν;A+,n, A−)dν g(ν) and ξ(ν;A+, A−)dν g(ν) (3.118)
into
(ν2+1)−1ξ(ν;A+,n, A−)dν (ν
2+1)g(ν) and (ν2+1)−1ξ(ν;A+, A−)dν (ν
2+1)g(ν).
(3.119)

4. The (1 + 1)-Dimensional Example
In this section we start the discussion of an interesting example that does not
satisfy the relative trace class condition Hypothesis 2.1 (iv) in [9] and [12].
To this end, we now strengthen Hypothesis 3.1 as follows:
Hypothesis 4.1. Suppose the real-valued functions φ, θ satisfy
φ ∈ ACloc(R) ∩ L
∞(R) ∩ L1(R), φ′ ∈ L∞(R), (4.1)
θ ∈ ACloc(R) ∩ L
∞(R), θ′ ∈ L∞(R) ∩ L1(R),
lim
t→∞
θ(t) = 1, lim
t→−∞
θ(t) = 0.
(4.2)
Given Hypothesis 4.1, we now introduce the family of self-adjoint operators A(t),
t ∈ R, in L2(R),
A(t) = −i
d
dx
+ θ(t)φ, dom(A(t)) = W 1,2(R), t ∈ R. (4.3)
(In fact, given θ ∈ L∞(R), self-adjointness of A(t), is equivalent to the condition
φ ∈ L2loc unif(R), see the references in [16]). Its asymptotes, A− = −i
d
dx , A+ =
−i ddx + φ, dom(A±) = W
1,2(R), were studied in detail in Section 3. Then a simple
application of resolvent identities proves that
n-lim
t→±∞
(A(t) − zI)−1 = (A± − zI)
−1, z ∈ C\R. (4.4)
Indeed, it suffices to note that for t ∈ R, z ∈ C\R,∥∥(A(t)− zI)−1 − (A− − zI)−1∥∥B(L2(R)) 6 |Im(z)|−2‖φ‖L∞(R)|θ(t)|, (4.5)∥∥(A(t)− zI)−1 − (A+ − zI)−1∥∥B(L2(R)) 6 |Im(z)|−2‖φ‖L∞(R)|θ(t)− 1|, (4.6)
employing A(t) = A− + θ(t)φ = A+ + [θ(t) − 1]φ, t ∈ R. Moreover, as in (3.8) one
also obtains,[
(A(t) − zI)−1 − (A− − zI)
−1
]
∈ B1
(
L2(R)
)
, t ∈ R, z ∈ C\R. (4.7)
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As in (3.13) and (3.14), introducing the unitary operator of multiplication U(t) =
e−iθ(t)
´
x
0
dx′φ(x′), t ∈ R, in L2(R), one obtains A(t) = U(t)A−U(t)−1, t ∈ R.
It will be convenient to introduce the family of bounded operators B(t), t ∈ R,
in L2(R), where
B(t) = θ(t)φ, dom(B(t)) = L2(R), t ∈ R, (4.8)
implying A(t) = A− + B(t), t ∈ R.
Next, we introduce the operator d/dt in L2
(
R; dt;L2(R; dx)
)
by(
d
dt
f
)
(t) = f ′(t) for a.e. t ∈ R,
f ∈ dom(d/dt) =
{
g ∈ L2
(
R; dt;L2(R)
) ∣∣ g ∈ ACloc(R;L2(R)), (4.9)
g′ ∈ L2
(
R; dt;L2(R)
)}
=W 1,2
(
R; dt;L2(R; dx)
)
. (4.10)
At this point we turn to the pair (H2,H1) and identify L
2
(
R; dt;L2(R; dx)
)
=
L2(R2; dtdx) from now on, and for simplicity, typically abbreviate the latter by
L2(R2). We start by introducig the model operator D
A
in L2(R2) by
DA =
d
dt
+A, dom(DA) = W
1,2(R2). (4.11)
Clearly, DA is densely defined and closed (cf. [12, Lemma 4.4]). Similarly, the
adjoint operator D∗
A
of D
A
in L2(R2) is then given by
D
∗
A = −
d
dt
+A, dom(D∗A) = W
1,2(R2). (4.12)
Following a tradition in mathematical physics, we dubbed the model represented
by DA a (1 + 1)-dimensional model due to the underlying one-dimensionality of
x ∈ R and t ∈ R.
In addition, we introduceA− in L
2(R2), the self-adjoint (constant fiber) operator
defined by
(A−f)(t) = A−f(t) for a.e. t ∈ R,
f ∈ dom(A−) =
{
g ∈ L2(R2)
∣∣∣∣ g(t, ·) ∈ dom(A−) for a.e. t ∈ R,
t 7→ A−g(t, ·) is (weakly) measurable,
ˆ
R
dt ‖A−g(t)‖
2
L2(R) <∞
}
. (4.13)
Then the operatorsHj , j = 1, 2, are defined by (see our discussion in (2.7)–(2.9),
for convenience, we repeat this at this point),
H1 = D
∗
ADA = −
∂2
∂t2
−
∂2
∂x2
− 2iθ(t)φ(x)
∂
∂x
− θ′(t)φ(x) − iθ(t)φ′(x) + θ2(t)φ(x)2 , (4.14)
H2 = DAD
∗
A = −
∂2
∂t2
−
∂2
∂x2
− 2iθ(t)φ(x)
∂
∂x
+ θ′(t)φ(x) − iθ(t)φ′(x) + θ2(t)φ(x)2 , (4.15)
dom(H1) = dom(H2) = W
2,2
(
R
2
)
. (4.16)
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Thus,
(H2 − z I)
−1 − (H1 − z I)
−1 = −(H1 − z I)
−1[2θ′φ](H2 − z I)
−1,
z ∈ ρ(H1) ∩ ρ(H2).
(4.17)
Since by hypothesis, θ′φ ∈ L1(R2; dtdx), one can once more apply [31, Theorem
4.1] and conclude that[
(H2 − z I)
−1 − (H1 − z I)
−1
]
∈ B1
(
L2(R2)
)
, z ∈ ρ(H1) ∩ ρ(H2), (4.18)
again by decomposing [θ′φ] = |θ′|1/2|φ|1/2 sgn(θ′) sgn(φ)|θ′|1/2|φ|1/2 and using that
(H1 − z I)−1(H0 − z I) =
[
(H0 − z I)(H1 − z I)
−1
]∗
∈ B
(
L2(R2)
)
, (4.19)
(H0 − z I)(H2 − z I)
−1 ∈ B
(
L2(R2)
)
, z ∈ ρ(H1) ∩ ρ(H2), (4.20)
and hence
(H2 − z I)
−1 − (H1 − z I)
−1 = −
[
(H1 − z I)−1(H0 − z I)
]
×
[
(H0 − z I)
−1[2θ′φ](H0 − z I)
−1
][
(H0 − z I)(H2 − z I)
−1
]
, (4.21)
z ∈ C\[0,∞),
where H0 in L
2(R2) abbreviates
H0 = −
d2
dt2
+A2− =
(
−
∂2
∂t2
−
∂2
∂x2
)
= −∆, dom(H0) = W
2,2(R2). (4.22)
The fact (4.18) implies that the spectral shift function ξ( · ;H2,H1) for the pair
(H2,H1) is well-defined, satisfies
ξ( · ;H2,H1) ∈ L
1
(
R; (λ2 + 1)−1dλ
)
, (4.23)
and since Hj > 0, j = 1, 2, one uniquely introduces ξ( · ;H2,H1) by requiring that
ξ(λ;H2,H1) = 0, λ < 0, (4.24)
implying the Krein–Lifshits trace formula,
trL2(R2;dtdx)
(
(H2 − z I)
−1 − (H1 − z I)
−1
)
= −
ˆ
[0,∞)
ξ(λ;H2,H1)dλ
(λ− z)2
,
z ∈ C\[0,∞).
(4.25)
Introducing B and B′ in terms of the bounded operator families B(t), B′(t),
t ∈ R, in analogy to (2.28), one can decompose Hj , j = 1, 2, as follows:
Hj =
d2
dt2
+A2 + (−1)jA′ (4.26)
= H0 +BA− +A−B +B
2 + (−1)jB′, j = 1, 2. (4.27)
One notes that the operators Hj , j = 1, 2, are well-defined, since B leaves the
domain of A− invariant. In addition, since one can write
BA− +A−B = [A−,B] + 2BA− = −[A−,B] + 2A−B, (4.28)
and
([A−,B]f)(t) = (A−Bf)(t)− (BA−f)(t) = A−θ(t)φf(t) − θ(t)φA−f(t)
= θ(t)[A−, φ]f(t) = −iθ(t)φ
′f(t), f ∈W 2,2(R2), (4.29)
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employing the fact that φ′, θ ∈ L∞(R), one obtains that the commutator [A−,B]
has a bounded closure. For subsequent purposes we denote
C := [A−,B] (4.30)
and write
Hj = H0 + 2BA− +C +B
2 + (−1)jB′
= H0 + 2A−B −C +B
2 + (−1)jB′, j = 1, 2.
(4.31)
Returning to the approximations introduced in (3.60)–(3.65), we now introduce
An(t) = A− + θ(t)χn(A−)φχn(A−), dom(An(t)) = dom(A−), n ∈ N, t ∈ R,
(4.32)
and note
A′n(t) = B
′
n(t) = θ
′(t)χn(A−)φχn(A−) ∈ B1
(
L2(R)
)
, n ∈ N, t ∈ R, (4.33)ˆ
R
dt ‖A′n(t)‖B1(L2(R)) 6 ‖χn(A−)φχn(A−)‖B1(L2(R)) ‖θ
′‖L1(R) <∞, n ∈ N,
(4.34)
recalling (3.66). In addition, introducing the decompositions,
Hj,n =
d2
dt2
+A2n + (−1)
j
A
′
n
= H0 +BnA− +A−Bn +B
2
n + (−1)
j
B
′
n, (4.35)
dom(Hj,n) = dom(H0) =W
2,2(R2), n ∈ N, j = 1, 2,
with
Bn = χn(A−)Bχn(A−), B
′
n = χn(A−)B
′χn(A−), n ∈ N, (4.36)
Cn = χn(A−)Cχn(A−), n ∈ N, (4.37)
one can write
Hj,n = H0 + 2BnA− +Cn +B
2
n + (−1)
j
B
′
n
= H0 + 2A−Bn −Cn +B
2
n + (−1)
j
B
′
n n ∈ N, j = 1, 2.
(4.38)
Lemma 4.2. Assume Hypothesis 4.1 and let z ∈ C\[0,∞). Then the following
assertions hold:
(i) The operators Hj,n converge to Hj, j = 1, 2, in the strong resolvent sense,
s-lim
n→∞
(Hj,n − z I)
−1 = (Hj − z I)
−1, j = 1, 2. (4.39)
(ii) The operators
(Hj,n − z I)−1(H0 − z I) =
[
(H0 − z I)(Hj,n − z I)
−1
]∗
, j = 1, 2, n ∈ N,
(4.40)
and (H0 − z I)(Hj,n − z I)−1, j = 1, 2, n ∈ N, are uniformly bounded with respect
to n ∈ N, that is, there exists C ∈ (0,∞) such that∥∥(H0 − z I)(Hj,n − z I)−1∥∥B(L2(R2)) 6 C, j = 1, 2, n ∈ N. (4.41)
In addition,
s-lim
n→∞
(Hj,n − z I)−1(H0 − z I) = (Hj − z I)−1(H0 − z I), j = 1, 2, (4.42)
s-lim
n→∞
(H0 − z I)(Hj,n − z I)
−1 = (H0 − z I)(Hj − z I)
−1, j = 1, 2. (4.43)
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Proof. Since the proof for the operators H2,n,H2 is a verbatim repetition of the
proof for H1,n,H1, we exclusively focus on the latter.
(i) By (4.31) and the analogous equation for H1,n, the operators H1 and H1,n
have a common core dom(H1). Since
B
′−B′n = B
′−χn(A−)B
′χn(A−) = (I −χn(A−))B
′+χn(A−)B
′(I −χn(A−)),
(4.44)
and B′ is a bounded operator, the convergence
s-lim
n→∞
B
′
n = B
′ (4.45)
holds. Arguing analogously, one also obtains that
s-lim
n→∞
Bn = B, s-lim
n→∞
Cn = C. (4.46)
Next, rewriting
B
2 −B2n = B
2 − χn(A−)Bχn(A−)Bχn(A−) (4.47)
= (I − χn(A−))B
2 + χn(A−)B
(
B(I − χn(A−)) + (I − χn(A−))Bχn(A−)
)
,
one obtains also that
s-lim
n→∞
B
2
n = B
2. (4.48)
Thus, it remains to show that s-limn→∞BnA−f = BA−f for all f ∈ dom(H1).
Indeed, one verifies
BA− −BnA− = BA− − χn(A−)BA−χn(A−) (4.49)
= (I − χn(A−))BA− + χn(A−)B(I − χn(A−))A−,
implying the required convergence. Consequently,
s-lim
n→∞
H1,nf = H1f, f ∈ dom(H1). (4.50)
Since H1,n and H1 are self-adjoint operators with a common core, [29, Theo-
rem VIII.25] (see also [32, Theorem 9.16]) implies that H1,n converges to H1 in
the strong resolvent sense.
(ii) Fix z ∈ C\[0,∞). First, one observes that
(H1,n − z I)−1(H0 − z I) =
[
(H0 − z I)(H1,n − z I)
−1
]∗
. (4.51)
Using the standard resolvent identity, one obtains
(H1,n−z I)
−1−(H0−z I)
−1 = −(H1,n−z I)
−1
[
(H1−H0)(H0−z I)
−1
]
, (4.52)
and hence concludes,
(H0 − z I)(H1,n − z I)
−1 = I −
[
(H1,n −H0)(H1,n − z I)
−1
]
= I −
[
2BnA− +Cn +B
2
n −B
′
n
]
(H1,n − z I)
−1, n ∈ N.
(4.53)
Since strongly convergent sequences of bounded operators are uniformly bounded
in norm, (4.39), (4.45), (4.46), and (4.48) yield uniform boundedness of (4.53) with
respect to n ∈ N, except for the term −2BnA−(H1,n − z I)−1, which we focus on
next. One obtains
A−(H1,n − z I)
−1 = A−(H0 − z I)
−1
−A−(H0 − z I)
−1
[
(H1,n −H0)(H1,n − z I)
−1
]
= A−(H0 − z I)
−1 (4.54)
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−A−(H0 − z I)
−1
[
2A−Bn −Cn +B
2
n −B
′
n
]
(H1,n − z I)
−1, n ∈ N,
which is uniformly bounded with respect to n ∈ N since
A−(H0 + I)−1A− =
[
A−(H0+I)
−1/2
][
A−(H0+I)
−1/2
]∗
∈ B
(
L2(R2)
)
. (4.55)
This proves (4.41). In fact, gathering all terms from (4.53) and (4.54) results in
(H0 − z I)(H1,n − z I)
−1 = I −
[
2BnA− +Cn +B
2
n −B
′
n
]
(H1,n − z I)
−1
= I −
[
Cn +B
2
n −B
′
n
]
(H1,n − z I)
−1 − 2BnA−(H0 − z I)
−1
+ 2BnA−(H0 − z I)
−1
[
2A−Bn −Cn +B
2
n −B
′
n
]
(H1,n − z I)
−1
= I −
[
Cn +B
2
n −B
′
n
]
(H1,n − z I)
−1 − 2Bn
[
A−(H0 − z I)
−1
]
+ 2Bn
[
A−(H0 − z I)
−1
][
−Cn +B
2
n −B
′
n
]
(H1,n − z I)
−1
+ 4Bn
[
A−(H0 − z I)−1A−
]
Bn(H1,n − z I)
−1, n ∈ N. (4.56)
Since a finite number of products of strongly convergent sequences of (necessar-
ily uniformly) bounded operators is strongly convergent, (4.56) proves the strong
convergence in (4.43).
Finally, to prove (4.42) it suffices to combine the strong resolvent convergence in
(4.39), the uniform boundedness in (4.41) with equality (4.40), the strong conver-
gence
s-lim
n→∞
(H1,n − z I)
−1(H0 − z I)f = (H1 − z I)
−1(H0 − z I)f, f ∈ dom(H0),
(4.57)
and the fact that dom(H0) is dense in L
2(R2). Here we used that uniformly
bounded sequences of bounded operators in a Hilbert space converge strongly if
they converge pointwise on a dense subset of the Hilbert space. 
Next, we recall that
H2 −H1 = 2B
′, H2,n −H1,n = 2B
′
n = 2χn(A−)B
′χn(A−), n ∈ N, (4.58)
and in analogy to (4.17)–(4.20) one concludes that[
(H2,n − z I)
−1 − (H1,n − z I)
−1
]
∈ B1
(
L2(R2)
)
, n ∈ N, z ∈ C\[0,∞), (4.59)
since
(H2,n − z I)
−1 − (H1,n − z I)
−1 = −
[
(H1,n − z I)−1(H0 − z I)
]
χn(A−)
×
[
(H0 − z I)
−12B′(H0 − z I)
−1
]
χn(A−)
[
(H0 − z I)(H2,n − z I)
−1
]
, (4.60)
n ∈ N, z ∈ C\[0,∞),
employing commutativity of χn(A−) and (H0 − z I)−1, that is,[
χn(A−), (H0 − z I)
−1
]
= 0. (4.61)
Finally, we proceed to some crucial convergence results to be used in Section 5.
Theorem 4.3. Assume Hypothesis 4.1 and let z ∈ C\[0,∞). Then
lim
n→∞
∥∥[(H2,n − z I)−1 − (H1,n − z I)−1]
− [(H2 − z I)
−1 − (H1 − z I)
−1
]∥∥
B1(L2(R2))
= 0.
(4.62)
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Proof. An application of (4.58) and the resolvent equation for the difference of
resolvents in (4.62) yield[
(H2,n − z I)
−1 − (H1,n − z I)
−1
]
− [(H2 − z I)
−1 − (H1 − z I)
−1
]
= −2(H2,n − z I)
−1
B
′
n(H1,n − z I)
−1 + 2(H2 − z I)
−1
B
′(H1 − z I)
−1
= −2
[
(H2,n − z I)−1(H0 − z I)
]
×
{
χn(A−)(H0 − z I)
−1
B
′(H0 − z I)
−1χn(A−)
}
×
[
(H0 − z I)(H1,n − z I)
−1
]
(4.63)
+ 2
[
(H2 − z I)−1(H0 − z I)
]
×
{
(H0 − z I)
−1
B
′(H0 − z I)
−1
}
×
[
(H0 − z I)(H1 − z I)
−1
]
, z ∈ C\[0,∞). (4.64)
By Lemma 3.4, the term
{
χn(A−)(H0−z I)−1B
′(H0−z I)−1χn(A−)
}
converges
to
{
(H0− z I)−1B
′(H0− z I)−1
}
in B1
(
L2(R2)
)
-norm as n→∞. Another appli-
cation of Lemma 3.4 proves (4.62) since by Lemma 4.2 (ii), for z ∈ C\[0,∞), one
has
s-lim
n→∞
[
(H0 − z I)(H1,n − z I)
−1
]
=
[
(H0 − z I)(H1 − z I)
−1
]
, (4.65)
s-lim
n→∞
[
(H2,n − z I)−1(H0 − z I)
]
=
[
(H2 − z I)−1(H0 − z I)
]
. (4.66)

Theorem 4.4. Assume Hypothesis 4.1 and let z, z′ ∈ C\[0,∞). Then
lim
n→∞
∥∥B′n(Hj,n − z I)−1 −B′(Hj − z I)−1∥∥B2(L2(R2)) = 0, j = 1, 2, (4.67)
lim
n→∞
∥∥(Hj,n − z I)−12B′n(Hj,n − z′ I)−1
− (Hj − z I)
−12B′(Hj − z
′
I)−1
∥∥
B1(L2(R2))
= 0, j = 1, 2. (4.68)
Proof. To prove (4.67) one writes
B
′
n(Hj,n − z I)
−1 = χn(A−)
[
B
′(H0 − z I)
−1
]
× χn(A−)
[
(H0 − z I)(Hj,n − z I)
−1
]
, j = 1, 2, n ∈ N,
(4.69)
employing once again commutativity of χn(A−) and (H0−z I)−1 (cf. (4.61)). Since
B
′(H0 − z I)
−1 ∈ B2
(
L2(R2)
)
, z ∈ C\[0,∞), (4.70)
by [31, Theorem 4.1], (4.67) is a consequence of Lemma 3.4 combined with
s-lim
n→∞
χn(A−) = I (4.71)
(applying the spectral theorem, see also (3.61)) and (4.43).
Relation (4.68) follows along exactly the same lines upon decomposing
(Hj,n − z I)
−12B′n(Hj,n − z
′
I)−1 =
[
(Hj,n − z I)−1(H0 − z I)
]
χn(A−)
×
[
(H0 − z I)
−12B′(H0 − z
′
I)−1
]
χn(A−)
[
(H0 − z
′
I)(Hj,n − z
′
I)−1
]
,
j = 1, 2, n ∈ N, (4.72)
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applying once more Lemma 3.4, (4.42), (4.43), (4.61), (4.71), and
(H0 − z I)
−1
B
′(H0 − z
′
I)−1 =
[
(H0 − z I)
−1|B′|1/2
]
sgn(B′)
×
[
|B′|1/2(H0 − z
′
I)−1
]
∈ B1
(
L2(R2)
)
, z, z′ ∈ C\[0,∞),
(4.73)
since also |B′|1/2(H0−z I)−1 ∈ B2
(
L2(R2)
)
, z ∈ C\[0,∞), in analogy to (4.70). 
5. The Computation of ξ( · ;H2,H1)
Given the results of Sections 3 and 4, and Appendix A, we now turn to the
computation of ξ( · ;H2,H1) and the proof of the key result (2.27).
Theorem 5.1. Assume Hypothesis 4.1. Then, for (Lebesgue ) a.e. λ > 0 and
a.e. ν ∈ R, (cf. (3.44)),
ξ(λ;H2,H1) = ξ(ν;A+, A−) =
1
2π
ˆ
R
dxφ(x). (5.1)
Proof. Due to the fact that (4.34), [8] and [27] apply, we have the approximate
trace formula,
trL2(R2)
(
(H2,n − z I)
−1 − (H1,n − z I)
−1
)
=
1
2z
trL2(R)
(
gz(A+,n)− gz(A−)
)
, n ∈ N, z ∈ C\[0,∞),
(5.2)
with
gz(x) = x(x
2 − z)−1/2, z ∈ C\[0,∞), x ∈ R. (5.3)
Relation (5.2) and the Krein–Lifshits trace formula yieldˆ
[0,∞)
ξ(λ;H2,n,H1,n)dλ
(λ − z)2
=
1
2
ˆ
R
ξ(ν;A+,n, A−)dν
(ν2 − z)3/2
, n ∈ N, z ∈ C\[0,∞).
(5.4)
As shown in the course of the proof of Theorem 8.2 in [12], (5.4) implies the relationˆ
[0,∞)
ξ(λ;H2,n,H1,n)dλ
[
(λ − z)−1 − (λ− z0)
−1
]
=
ˆ
R
ξ(ν;A+,n, A−)dν
[
(ν2 − z)−1/2 − (ν2 − z0)
−1/2
]
, (5.5)
n ∈ N, z, z0 ∈ C\[0,∞).
Combining Theorem 4.3 with the Krein–Lifshits trace formula (4.25) (for the
pair (H2,H1) as well as the pairs (H2,n,H1,n), n ∈ N), yields
lim
n→∞
ˆ
[0,∞)
ξ(λ;H2,n,H1,n)dλ
(λ− z)2
= − lim
n→∞
trL2(R2)
(
(H2,n − z I)
−1 − (H1,n − z I)
−1
)
= − trL2(R2)
(
(H2 − z I)
−1 − (H1 − z I)
−1
)
=
ˆ
[0,∞)
ξ(λ;H2,H1)dλ
(λ− z)2
, z ∈ C\R. (5.6)
Lemma 4.2 (i) and Theorem 4.4 imply that the pairs of self-adjoint operators
(H2,n,H1,n), n ∈ N, and (H2,H1) satisfy the hypotheses (A.45), (A.51),(A.53),
(A.57) (identifying the pairs (An, A0,n) and (A,A0) with the pairs (H2,n,H1,n) and
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(H2,H1), respectively). Thus, an application of (A.58) to the pairs (H2,n,H1,n)
and (H2,H1) implies
lim
n→∞
ˆ
[0,∞)
ξ(λ;H2,n,H1,n)dλ
[
(λ− z)−1 − (λ− z0)
−1
]
=
ˆ
[0,∞)
ξ(λ;H2,H1)dλ
[
(λ − z)−1 − (λ− z0)
−1
]
, z, z0 ∈ C\R.
(5.7)
On the other hand, since[
(ν2 − z)−1/2 − (ν2 − z0)
−1/2
]
=
|ν|→∞
O
(
|ν|−3
)
, z, z0 ∈ C\R, (5.8)
and hence (ν2 + 1)
[
(ν2 − z)−1/2 − (ν2 − z0)−1/2
]
is uniformly bounded for ν ∈ R,
(3.116) yields
lim
n→∞
ˆ
R
ξ(ν;A+,n, A−)dν
[
(ν2 − z)−1/2 − (ν2 − z0)
−1/2
]
=
ˆ
R
ξ(ν;A+, A−)dν
[
(ν2 − z)−1/2 − (ν2 − z0)
−1/2
]
, z, z0 ∈ C\[0,∞).
(5.9)
Thus, combining (5.5), (5.7), and (5.9) one finally obtainsˆ
[0,∞)
ξ(λ;H2,H1)dλ
[
(λ− z)−1 − (λ− z0)
−1
]
= lim
n→∞
ˆ
[0,∞)
ξ(λ;H2,n,H1,n)dλ
[
(λ− z)−1 − (λ− z0)
−1
]
= lim
n→∞
ˆ
R
ξ(ν;A+,n, A−)dν
[
(ν2 − z)−1/2 − (ν2 − z0)
−1/2
]
=
ˆ
R
ξ(ν;A+, A−)dν
[
(ν2 − z)−1/2 − (ν2 − z0)
−1/2
]
, z, z0 ∈ C\[0,∞). (5.10)
At this point we invoke that ξ(ν;A+, A−) =
1
2pi
´
R
dxφ(x) := c0, ν ∈ R, and hence
(5.10) reduces toˆ
[0,∞)
ξ(λ;H2,H1)dλ
[
(λ− z)−1 − (λ− z0)
−1
]
= c0
ˆ
R
dν
[
(ν2 − z)−1/2 − (ν2 − z0)
−1/2
]
, z, z0 ∈ C\[0,∞).
(5.11)
Employingˆ x
dy (y2 − z)−1/2 = ln
(
2(x2 − z)1/2 + 2x
)
+ C, z ∈ C\[0,∞) (5.12)
(see, e.g., [20, No. 2.261]), (5.11) impliesˆ
[0,∞)
ξ(λ;H2,H1)dλ
[
(λ− z)−1 − (λ− z0)
−1
]
= −c0 ln(z/z0), z, z0 ∈ C\[0,∞).
(5.13)
The elementary fact,
c0
ˆ
[0,∞)
dλ
[
(λ− z)−1 − (λ − z0)
−1
]
= −c0 ln(z/z0), z, z0 ∈ C\[0,∞), (5.14)
together with the uniqueness of the measure in functions with a representation such
as (5.13) (e.g., via the Stieltjes inversion formula, see the discussion in [1] and in [32,
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Appendix B]) applied to the a.c. measures ξ(λ;H2,H1) dλ and c0 dλ, respectively,
then yields ξ(λ;H2,H1) = c0 for a.e. λ > 0, completing the proof of (5.1). 
Remark 5.2. Although we did not have to use this in the proof of Theorem 5.1, we
note that (5.4) also implies the approximate version of a Pushnitski-type formula,
ξ(λ;H2,n,H1,n) =
1
π
ˆ λ1/2
−λ1/2
ξ(ν;A+,n, A−)dν
(λ− ν2)1/2
for a.e. λ > 0, n ∈ N. (5.15)
✸
6. The Witten Index
In this section we briefly discuss the Witten index for the (1 + 1)-dimensional
model under consideration following the detailed treatment in [9].
Definition 6.1. Let T be a closed, linear, densely defined operator in H and suppose
that for some (and hence for all ) z ∈ C\[0,∞),[
(T ∗T − zIH)
−1 − (TT ∗ − zIH)
−1
]
∈ B1(H). (6.1)
Then introducing the resolvent regularization
∆r(T, λ) = (−λ) trH
(
(T ∗T − λIH)
−1 − (TT ∗ − λIH)
−1
)
, λ < 0, (6.2)
the resolvent regularized Witten index Wr(T ) of T is defined by
Wr(T ) = lim
λ↑0
∆r(T, λ), (6.3)
whenever this limit exists.
Here, in obvious notation, the subscript “r” indicates the use of the resolvent
regularization (for a semigroup or heat kernel regularization we refer to [9]). Before
proceeding to compute the Witten index for the (1 + 1)-dimensional model, we
recall the known consistency between the Fredholm and Witten index whenever T
is Fredholm:
Theorem 6.2. ([4], [15].) Suppose that T is a Fredholm operator in H. If (6.1)
holds, then the resolvent regularized Witten index Wr(T ) exists, equals the Fredholm
index, index(T ), of T , and
Wr(T ) = index(T ) = ξ(0+;TT
∗, T ∗T ). (6.4)
Since DA is not a Fredholm operator in L
2(R2), we now determine the resolvent
regularized Witten index of D
A
as follows:
Theorem 6.3. Assume Hypothesis 4.1. Then Wr(DA) exists and equals
Wr(DA) = ξ(0+;H2,H1) = ξ(0;A+, A−) =
1
2π
ˆ
R
dxφ(x). (6.5)
Proof. Even though Hypothesis 2.1 in [9] is not satisfied for the (1+1)-dimensional
model at hand, the fact (established in Theorem 5.1) that for a.e. λ > 0 and
a.e. ν ∈ R,
ξ(λ;H2,H1) = ξ(ν;A+, A−) =
1
2π
ˆ
R
dxφ(x), (6.6)
trivially also implies the identity
ξ(λ;H2,H1) =
1
π
ˆ λ1/2
0
[ξ(ν;A+, A−) + ξ(−ν;A+, A−)]dν
(λ− ν2)1/2
, λ > 0. (6.7)
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Given equality (6.7) one can now follow the proof of [9, Theorem 4.3] and obtain
(6.5). 
Appendix A. Some Facts On Spectral Shift Functions, Trace
Formulas, and Modified Fredholm Determinants
We recall a few basic facts on spectral shift functions employed in the bulk of
this paper and provide results on trace formulas in terms of modified Fredholm
determinants.
Closely following [3, Sects. 2–6] and [34, Ch. 8], we provide a brief discussion
of how to restrict the open constant in the definition of the spectral shift function
ξ( · ;A,A0) up to an integer for a pair of self-adjoint operators (A,A0) inH satisfying
for some (and hence for all) z0 ∈ ρ(A) ∩ ρ(A0),[
(A− z0IH)
−1 − (A0 − z0IH)
−1
]
∈ B1(H). (A.1)
Motivated by the unitary Cayley transforms of A and A0, one introduces the mod-
ified perturbation determinant,
D˜A/A0(z; z0) = detH
(
(A− zIH)(A− z0IH)
−1(A0 − z0IH)(A0 − zIH)
−1
)
,
z ∈ ρ(A) ∩ ρ(A0), Im(z0) > 0,
(A.2)
and notes that (cf. [34, p.270])
D˜A/A0(z; z0) = D˜A/A0(z; z0)/D˜A/A0(z0; z0), D˜A/A0(z0; z0) = 1, (A.3)
and
trH
[
(A− zIH)
−1 − (A0 − zIH)
−1
]
= −
d
dz
ln
(
D˜A/A0(z; z0)
)
,
z ∈ ρ(A) ∩ ρ(A0), Im(z0) > 0.
(A.4)
In addition,
D˜A/A0(z; z0)
D˜A/A0(z; z0)
=
D˜A/A0(z; z1)
D˜A/A0(z; z1)
, z ∈ ρ(A) ∩ ρ(A0), Im(z0) > 0, Im(z1) > 0. (A.5)
Then, defining
ξ(λ;A,A0; z0) = (2π)
−1 lim
ε↓0
[
Im
(
ln
(
D˜A/A0(λ+ iε; z0)
))
− Im
(
ln
(
D˜A/A0(λ− iε; z0)
))]
for a.e. λ ∈ R,
(A.6)
one obtains for z ∈ ρ(A) ∩ ρ(A0), Im(z0) > 0, Im(z1) > 0,
ξ( · ;A,A0; z0) ∈ L
1
(
R; (λ2 + 1)−1dλ
)
, (A.7)
ln
(
D˜A/A0(z; z0)
)
=
ˆ
R
ξ(λ;A,A0; z0)dλ
[
(λ − z)−1 − (λ− z0)
−1
]
, (A.8)
ξ(λ;A,A0; z0) = ξ(λ;A,A0; z1) + n(z0, z1) for some n(z0, z1) ∈ Z, (A.9)
trH
[
(A− z)−1 − (A0 − zIH)
−1
]
= −
ˆ
R
ξ(λ;A,A0; z0)dλ
(λ− z)2
, (A.10)
[f(A)− f(A0)] ∈ B1(H), f ∈ C
∞
0 (R), (A.11)
trH(f(A)− f(A0)) =
ˆ
R
ξ(λ;A,A0; z0)dλ f
′(λ), f ∈ C∞0 (R) (A.12)
ON INDEX THEORY FOR NON-FREDHOLM OPERATORS 31
(the final two assertions can be greatly improved). For the origin of the celebrated
Krein–Lifshits trace formula (A.10) we refer, in particular, to [22]–[26].
Up to this point ξ( · ;A,A0; z0) has been introduced via (A.6) and hence by (A.9),
it is determined only up to an additive integer. It is possible to remove this integer
ambiguity in ξ( · ;A,A0; z0) by adhering to a specific normalization as follows: One
introduces
U0(z0) = (A0−z0IH)(A0−z0IH)
−1, U(z0) = (A−z0IH)(A−z0IH)
−1, z0 ∈ C+,
(A.13)
and then determines a normalized spectral shift function, denoted by ξ̂( · ;A,A0; z0),
with the help of fixing the branch of ln
(
D˜A/A0(z0; z0)
)
by the equation,
iIm
(
ln
(
D˜A/A0(z0; z0)
))
= 2iIm(z0)
ˆ
R
ξ̂(λ;A,A0; z0)dλ
|λ− z0|2
= trH
(
ln
(
U(z0)U0(z0)
−1
))
.
(A.14)
Here ln(W ), with W unitary in H, is defined via the spectral theorem,
W =
‰
S1
µ dEW (µ), ln(W ) = i arg(W ) = i
‰
S1
arg(µ) dEW (µ),
arg(µ) ∈ (−π, π],
(A.15)
with EW (·) the spectral family for W , and
ln
(
U(z0)U0(z0)
−1
)
= ln
(
IH + [U(z0)− U0(z0)]U0(z0)
−1
)
∈ B1(H), (A.16)
since
U(z0)− U0(z0) = −2iIm(z0)
[
(A− z0IH)
−1 − (A0 − z0IH)
−1
]
∈ B1(H). (A.17)
In conjunction with (A.14) we also mention the estimate,
ˆ
R
|ξ̂(λ;A,A0; z0)
∣∣dλ
|λ− z0|2
6
π
2
∥∥(A− z0IH)−1 − (A0 − z0IH)−1∥∥B1(H). (A.18)
Moreover, if there exists α0 > 0 such that
α
∥∥(A− iαIH)−1 − (A0 − iαIH)−1∥∥B(H) < 1, α > α0, (A.19)
then (cf. [34, p. 300–303]),
ξ̂( · ;A,A0; iα) = ξ̂( · ;A,A0) is independent of α for α > α0. (A.20)
We also note that if
dom(A) = dom(A0), (A−A0)(A0 − z0IH)
−1 ∈ B1(H) (A.21)
holds for some (and hence for all) z0 ∈ ρ(A0), then (A.19) is valid for 0 < α0
sufficiently large, and (cf. [34, p. 303–304]),
ξ̂( · ;A,A0) ∈ L
1
(
R; (|λ|+ 1)−1−εdλ
)
, ε > 0. (A.22)
Since different spectral shift functions only differ by a constant, the inclusion (A.22)
remains valid for all spectral shift functions under the assumptions (A.21).
Finally, if
B = B∗ ∈ B1(H) and A = A0 +B, (A.23)
then (A.19) holds with α0 = 0 and (cf. [34, p. 303–304])
ξ̂( · ;A,A0) ∈ L
1
(
R; dλ
)
. (A.24)
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Assuming (A.23), one usually introduces the (standard) perturbation determinant,
DA/A0(z) = detH
(
(A− zIH)(A0 − zIH)
−1
)
= detH
(
IH +B(A0 − zIH)
−1
)
, z ∈ ρ(A) ∩ ρ(A0),
(A.25)
and the associated spectral shift function
ξ(λ;A,A0) = π
−1 lim
ε↓0
Im(ln(DA/A0(λ+ iε))) for a.e. λ ∈ R, (A.26)
and hence obtains the following well-known facts for z ∈ ρ(A)∩ ρ(A0), Im(z0) > 0,
DA/A0(z) = DA/A0(z), lim
|Im(z)|→∞
DA/A0(z) = 1, (A.27)
ξ(λ;A,A0) = (2π)
−1 lim
ε↓0
[
Im(ln(DA/A0(λ+ iε)))− Im(ln(DA/A0(λ− iε)))
]
for a.e. λ ∈ R, (A.28)
D˜A/A0(z; z0) = DA/A0(z)/DA/A0(z0), (A.29)
ξ( · ;A,A0) ∈ L
1(R; dλ), (A.30)
ln(DA/A0(z)) =
ˆ
R
ξ(λ;A,A0)dλ (λ − z)
−1, (A.31)
ˆ
R
ξ(λ;A,A0)dλ = trH(B),
ˆ
R
|ξ(λ;A,A0)|dλ 6 ‖B‖B1(H), (A.32)
Combining the facts (A.6), (A.28), and (A.29) at first only yields for some n(z0) ∈ Z,
ξ(λ;A,A0; z0) = ξ(λ;A,A0) + n(z0) for a.e. λ ∈ R. (A.33)
However, also taking into account (A.20) and (A.24) finally yields
ξ̂(λ;A,A0) = ξ(λ;A,A0) for a.e. λ ∈ R. (A.34)
Thus, the normalization employed in (A.14) is consistent with the normalization
implied by (A.24) in the case of trace class perturbations.
We continue this appendix with the following result, originally derived in [14]
under slightly different hypotheses:
Theorem A.1. (i) Suppose A0 and A are self-adjoint operators with dom(A) =
dom(A0) ⊆ H, with B = (A−A0) ∈ B(H).
(ii) Assume that for some (and hence for all ) z0 ∈ ρ(A0),
|B|1/2(A0 − z0IH)
−1 ∈ B2(H), (A.35)
and that
lim
z→±i∞
∥∥|B|1/2(A0 − zIH)−1|B|1/2∥∥B2(H) = 0. (A.36)
(iii) Suppose that
trH
(
(A0 − zIH)
−1B(A0 − zIH)
−1
)
= η′(z), z ∈ ρ(A0), (A.37)
where η(·) has normal limits, limε↓0 η(λ+ iε) := η(λ+ i0) for a.e. λ ∈ R.
Thenˆ
R
ξ(λ;A,A0)dλ
[
(λ− z)−1 − (λ − z0)
−1
]
= η(z)− η(z0)
+ ln
(
det2,H
(
IH + sgn(B)|B|1/2(A0 − zIH)−1|B|1/2
)
det2,H
(
IH + sgn(B)|B|1/2(A0 − z0IH)−1|B|1/2
)), z, z0 ∈ ρ(A) ∩ ρ(A0),
(A.38)
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and for some constant c ∈ R,
ξ(λ;A,A0) = π
−1Im
(
ln
(
det2,H
(
IH + sgn(B)|B|
1/2(A0 − (λ+ i0)IH)
−1|B|1/2
)))
+ π−1Im(η(λ+ i0)) + c for a.e. λ ∈ R.
(A.39)
Remark A.2. (i) We note that Theorem A.1 was derived in [14] for unbounded
quadratic form perturbations B of A0 and hence A0 was assumed to be bounded
from below. Since we here assume that B is bounded, boundedness from below of
A0 is no longer needed and the proof of [14, Theorem 2.3] applies line by line to
the current setting. We also note that since B|dom(A0) is symmetric and bounded,
B = (A−A0) is self-adjoint on H. The basic identity underlining Theorem A.1 is,
of course,
trH
(
(A− zIH)
−1 − (A0 − zIH)
−1
)
+ trH
(
(A0 − zIH)
−1B(A0 − zIH)
−1
)
(A.40)
= −
d
dz
ln
(
det2,H
(
IH + sgn(B)|B|
1/2(A0 − zIH)
−1|B|1/2
))
, z ∈ ρ(A) ∩ ρ(A0).
(ii) One can show (cf. (A.51)) that
η(z)− η(z0) = (z − z0)trH
(
(A0 − zIH)
−1B(A0 − z0IH)
−1
)
, z, z0 ∈ ρ(A) ∩ ρ(A0).
(A.41)
We will use this fact later in this appendix. ⋄
For modified Fredholm determinants and their properties, we refer, for instance,
to [11, Sect. XI.9], [19, Sect. IV.2] and [31, Ch. 9]. Here we just note that
det2,H(IK −A) =
∏
n∈J
(1 − λn(A))e
λn(A), A ∈ B2(H), (A.42)
where {λn(A)}n∈J is an enumeration of the non-zero eigenvalues of A, listed in non-
increasing order according to their moduli, and J ⊆ N is an appropriate indexing
set, and
det2,H(IK −A) = detH((IH −A) exp(A)), A ∈ B2(H), (A.43)
det2,H((IK −A)(IH −B)) = det2,H(IK −A)det2,H(IH −B)e
− trH(AB), (A.44)
A,B ∈ B2(H).
In addition, we recall the fact, that det2,H(IH+· ) is continuous on B2(H), explicitly,
for some c > 0, one has the estimate (cf. [31, Theorem 9.2 (c)])
|det2,H(IH + T )− det2,H(IH + S)| 6 ‖T − S‖B2(H)e
c[‖S‖B2(H)+‖T‖B2(H)+1]
2
,
S, T ∈ B2(H).
(A.45)
In addition, we need some results concerning the connection between trace for-
mulas and modified Fredholm determinants (cf., eg., [19, Sect. IV.2], [31, Ch. 9],
[34, Sect. 1.7]). Suppose that A0 is self-adjoint in the complex, separable Hilbert
space H, and assume that the self-adjoint operator B in H, satisfies
dom(B) ⊇ dom(A0),
B is infinitesimally bounded with respect to A0,
(A.46)
and for some (and hence for all) z0, z1 ∈ ρ(A0),
B(A0 − z0IH)
−1 ∈ B2(H), (A0 − z0IH)
−1B(A0 − z1IH)
−1 ∈ B1(H). (A.47)
34 A. CAREY, F. GESZTESY, G. LEVITINA, D. POTAPOV, F. SUKOCHEV, AND D. ZANIN
(We recall that B, with dom(B) ⊇ dom(A0), is called infinitesimally bounded with
respect to A0, if for all ε > 0, there exists η(ε) > 0, such that for f ∈ dom(A0),
‖Bf‖H 6 ε‖A0f‖H + η(ε)‖f‖H.)
Then by assumption (A.46),
A = A0 +B, dom(A) = dom(A0), (A.48)
is self-adjoint in H, and[
(A− zIH)
−1 − (A0 − zIH)
−1
]
=
[
(A0 − zIH)
−1B(A0 − zIH)
−1
]
×
[
(A0 − zIH)(A− zIH)
−1
]
∈ B1(H), z ∈ ρ(A) ∩ ρ(A0).
(A.49)
Given this setup, one concludes the trace formula (cf., e.g., [34, p. 44])
trH
(
(A− zIH)
−1 − (A0 − zIH)
−1
)
= −
d
dz
ln
(
det2,H
(
IH +B(A0 − z0IH)
−1
))
− trH
(
(A0 − zIH)
−1B(A0 − zIH)
−1
)
(A.50)
= −
ˆ
R
ξ(λ;A,A0)dλ
(λ− z)2
, z ∈ ρ(A) ∩ ρ(A0),
and consequently, also
ln
(
det2,H
(
IH +B(A0 − zIH)−1
)
det2,H
(
IH +B(A0 − z0IH)−1
))
+ (z − z0)trH
(
(A0 − zIH)
−1B(A0 − z0IH)
−1
)
(A.51)
=
ˆ
R
ξ(λ;A,A0)dλ
[
(λ − z)−1 − (λ− z0)
−1
]
, z, z0 ∈ ρ(A) ∩ ρ(A0).
(To verify (A.51) it suffices to differentiate either side of (A.51) w.r.t. z, comparing
with the final three lines of relation (A.50), and observing that either side of (A.51)
vanishes at z = z0.)
At this point we recall that det2,H(IH + · ) is continuous on B2(H), as recorded
earlier in (A.45).
Next, suppose that A0,n, Bn, An = A0,n + Bn, n ∈ N, and A0, B, A = A0 + B
satisfy hypotheses (A.46) and (A.47). Moreover, assume that for some (and hence
for all) z0 ∈ C\R,
w-lim
n→∞
(A0,n − z0IH)
−1 = (A0 − z0IH)
−1, (A.52)
lim
n→∞
∥∥Bn(A0,n − z0IH)−1 −B(A0 − z0IH)−1∥∥B2(H) = 0, (A.53)
lim
n→∞
∥∥(A0,n − z0IH)−1Bn(A0,n − z0IH)−1
− (A0 − z0IH)
−1B(A0 − z0IH)
−1
∥∥
B1(H)
= 0. (A.54)
One notes that due to self-adjointness of A0,n, A0, n ∈ N, relation (A.52) is actually
equivalent to strong resolvent convergence, that is,
s-lim
n→∞
(A0,n − zIH)
−1 = (A0 − zIH)
−1, z ∈ C\R. (A.55)
Moreover, the well-known identity (see, e.g., [32, p. 178]),
(T1 − zIH)
−1 − (T2 − zIH)
−1 = (T1 − z0IH)(T1 − zIH)
−1
×
[
(T1 − z0IH)
−1 − (T2 − z0IH)
−1
]
(T2 − z0IH)(T2 − zIH)
−1, (A.56)
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z, z0 ∈ ρ(T1) ∩ ρ(T2),
where Tj, j = 1, 2, are linear operators in H with ρ(T1) ∩ ρ(T2) 6= ∅, together with
Lemma 3.4, (A.54), and (A.55) imply
lim
n→∞
∥∥(A0,n − z0IH)−1Bn(A0,n − z1IH)−1
− (A0 − z0IH)
−1B(A0 − z1IH)
−1
∥∥
B1(H)
= 0, z0, z1 ∈ C\R. (A.57)
Then (A.51) applied to the self-adjoint pairs (An, A0,n), n ∈ N, and (A,A0), in
combination with (A.45)–(A.57) implies the continuity result,
lim
n→∞
ˆ
R
ξ(λ;An, A0,n)dλ
[
(λ− z)−1 − (λ − z0)
−1
]
= lim
n→∞
{
ln
(
det2,H
(
IH +Bn(A0,n − zIH)−1
)
det2,H
(
IH +Bn(A0,n − z0IH)−1
))
+ (z − z0)trH
(
(A0,n − zIH)
−1Bn(A0,n − z0IH)
−1
)}
= ln
(
det2,H
(
IH +B(A0 − zIH)−1
)
det2,H
(
IH +B(A0 − z0IH)−1
))
+ (z − z0)trH
(
(A0 − zIH)
−1B(A0 − z0IH)
−1
)
=
ˆ
R
ξ(λ;A,A0)dλ
[
(λ− z)−1 − (λ− z0)
−1
]
, z, z0 ∈ C\R. (A.58)
We note that these considerations naturally extend to more complex situations
where A = A0 +q B, An = A0,n +q Bn, n ∈ N, are defined as quadratic form
sums of A0 and B and A0,n and Bn (without assuming any correlation between the
domains of A, An and A0), and the modified Fredholm determinants are replaced
by symmetrized ones as in Theorem A.1, see, for instance, [13], [14], and [17]. Since
we do not need this at this point, we omit further details.
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