A multivariate dispersion control chart monitors changes in the process variability of multiple correlated quality characteristics. In this article, we investigate and compare the performance of charts designed to monitor variability based on individual and grouped multivariate observations. We compare one of the most well-known methods for monitoring individual observations-a multivariate EWMA chart proposed by Huwang et al 1 -to various charts based on grouped observations. In addition, we compare charts based on monitoring with overlapping and nonoverlapping subgroups. We recommend using charts based on overlapping subgroups when monitoring with subgroup data. The effect of subgroup size is also investigated. Steady-state average time to signal is used as performance measure. We show that monitoring methods based on individual observations are the quickest in detecting sustained shifts in the process variability.
Introduction
Multivariate control charts are employed to monitor several correlated quality characteristics; for example, monitoring simultaneously the strength and diameter of a tensile fiber, or monitoring the inner diameter, thickness, and length of a tube. Hotelling 2 Similarly, some other multivariate charts have been developed to monitor multivariate process dispersion. For example see the review articles by Yeh et al 6 , Bersimis et al 7 and the references therein. These charts monitor the process covariance matrix (Σ) with the objective to detect changes in Σ quickly. Many different methods exist for monitoring multivariate dispersion.
Methods are based on monitoring various characterizations of the covariance matrix such as the determinant, trace, entropy or eigenvalues. We shall review the literature on methods for monitoring variability in Section 3.
Irrespective of the selected chart, one issue in setting up a multivariate chart for dispersion is how to arrange the observations. Many charts are designed for groups (samples) of observations. For example, when we observe 4 observations every hour, we can use these 4 observations as a group to monitor after the hour has passed. However, these observations may also be available at 15-minute intervals and can be used as individual samples each 15 minutes to update the control chart.
Hence, we have a choice, a chart for individual observations may be applied, or one could artificially group the observations and use methods for grouped observations. The objective of this study is to provide guidelines for this choice by investigating the performance of monitoring methods based on multivariate individual and grouped observations. The grouping of observations over time is often referred to as temporal aggregation. Recently, Zwetsloot and Woodall 8 reviewed the literature on temporal aggregation and the principle of rational subgrouping in statistical process monitoring. The principle of rational subgrouping prescribes that the observation stream is (artificially) broken up into meaningful groups based on process knowledge so as to most easily detect an assignable cause once it occurs. Zwetsloot and Woodall 8 mentioned that the selected level of temporal aggregation must not violate the principle of rational subgroup. In our paper, we assume that no rational subgrouping is needed, that is, the observations belong to a constant comparable process until an assignable cause occurs. We do form subgroups of our observations by aggregating vectors over time (temporal aggregation).
These artificial groups of observations are used to monitor the process. Our reason to form groups is to possibly speed up the detection of assignable causes.
Temporal aggregation can either involve overlapping (moving window) or non-overlapping (fixed window) subgroups. For each new subgroup in an overlapping subgroup approach, the oldest observation is removed, and the newest is added to the group. For each new subgroup in a nonoverlapping approach, the observations are grouped into consecutive non-overlapping subgroups. Table 1 differentiates between the individual and grouped observations by using six bivariate observations of a patient's systolic and diastolic blood pressure. They concluded that the Shewhart chart has a better performance when > 1 compared to = 1 (individual observations). In addition, they showed that the best sampling choice for CUSUM and EWMA charts is to take individual observations. In contrast, Yang 12 and Wu et al 13 argued that the optimal subgroup size for the univariate CUSUM chart is 2 or 3 and for the Shewhart chart, it is 3 or 4.
All current literature on selecting an appropriate subgroup size focusses on univariate monitoring.
No work exists on selecting the subgroup size for multivariate process dispersion charts. Therefore, in this article, we study whether observations should be grouped for effective monitoring of multivariate process dispersion. We will compare methods for individual monitoring to methods designed for grouped observations by applying them to the same data stream, which we artificially group for the latter charts.
We give an overview of the models and notations used in Section 2. In Section 3, we review the literature on multivariate dispersion charts and then explain the selected methods included in our comparison. We give details about the simulation procedure in Section 4 and study the effect of subgroup size for the charts based on grouped observations in Section 5. We interpret the results of our comparison study in Section 6. In Section 7, a case study is used to illustrate our findings.
Conclusion and recommendations are discussed in Section 8.
Model, Assumptions and Data Aggregation
Throughout this paper, we are interested in monitoring the variability of a p-dimensional vector, , representing p-characteristics which may be correlated. For this purpose, we assume that we observe at times = 1,2,3, …, each equidistant in time and that ~( , ), where the process vector mean and covariance matrix are denoted by and , respectively. When the process is incontrol, we define = and = . In this study, we standardize by transforming it to . When the process is in-control, ~( , ), where is a × identity matrix.
The n period grouped observations can also be considered for process monitoring. 15 and Chakraborti et al 16 . We have no reason to believe that our results will change when we also incorporate estimation.
Compared Methods for Monitoring Multivariate Dispersion
Several techniques have been developed in the literature for monitoring variability of a multivariate chart based on individual and grouped observations. We first discuss the methods based on individual observations in Section 3.1 and next, in Section 3.2, and 3.3, we discuss monitoring methods based on overlapping and non-overlapping subgroups. The MEWMV chart is effective in detecting changes in both the process mean vector and the variability. Whereas the MEWVS chart is designed under the assumption that the process mean vector is stable when monitoring the process. For our study, we selected the MEWMS chart over MEWMV chart because we are only interested in monitoring the process variability.
Monitoring Dispersion Based on Individual Observations
To set up the MEWMS chart, we compute the multivariate exponentially weighted moving average * This is a time-varying limit, here we report the value it converges to as → ∞.
Monitoring Variability Based on Non-overlapping Subgroups
In this subsection, we consider monitoring non-overlapping subgroup data, recall that we defined The chart is efficient for monitoring large datasets with high dimensions. Unlike the generalized variance chart, the VV chart can be used when the covariance matrix is singular. Abbasi et al 31 proposed a transformation based multivariate chart. The method employed a transformation technique to remove the correlation structure between the quality characteristics.
We choose the GVC proposed by Alt 24 for monitoring variability of grouped observations because of its popularity. In the GVC, the determinant of the sample covariance matrix is plotted against the control limits. Without loss of generality, we monitor the standardized data [ ] . The sample covariance matrix is computed as
where ( ) denotes the transpose. For the GVC, the monitoring statistic is the determinant of :
We compare det( ) with the control limits
and
Here 1 and 2 are well-known control charting constants (for example see Montgomery 32 , page 531-532). is the chart's constant obtained through numerical search methods using steady state performance and it is provided in Table 3 . Note that because we use standardized data the factor | | is equal to 1 and therefor does not appear in formula's (2) and (3). A signal is obtained whenever det( ) > or det( ) < . We refer to this chart as GVC. Since the determinant and the trace are commonly used to summarize the overall variability of a covariance matrix, we introduce another non-overlapping chart. This chart applies the trace of the sample covariance matrix, as the monitoring statistic. The trace has been used in some form for monitoring the multivariate process variability, for example, see Alt and Smith 33 and it is defined as:
, where 2 , is the − ℎ diagonal element of as defined in equation (1) . We plot ( ) against the control limits given as: 
Where , 2 represents the quantile of the Chi-squared distribution with degree of freedom.
See the derivation of the and in the appendix; also see Section 4.1 on how to convert the average run length obtain from these limits to steady state ATS performance we used for this study.
This chart is referred to as non-overlapping trace covariance chart: NTCC. We provide the appropriate type I error for the NTCC to satisfy 0 = 370 in Table 4 . We include two charts in our comparison designed for overlapping subgroups. The first chart uses the sample covariance matrix ( ′ ):
And uses the trace of ′ ,as monitoring statistic:
, where ′ , 2 is the − ℎ diagonal element of the ′ matrix. We signal a potential change in the process whenever ( ′ ) exceeds either of the two control limits (UCL and LCL) in equation (4) and equation (5) . Since the ( ′ ) is affected by serial correlation due to the overlapping subgroups, the type I error ( ) cannot give the desired average time to signal, therefore, we search using numerical methods for the appropriate (symmetric) and to give steady state performance of 0 = 370, values are displayed in Table 5 . We referred to this chart as the Overlapping Trace Covariance Chart; OTCC. Table 7 provides an overview of the selected charts for our comparison of monitoring methods based on individual observations or grouped observations (either overlapping or non-overlapping). 
Simulation Study and Performance Criterium
In this section, we discuss the simulation procedure and the performance measure we employ for the comparison of the selected methods (Table 7) .
Performance Metrics
We , where is the subgroup size.
Simulation Study
In Section 6, we will compare the performance of the selected charts. We consider = 2 (bivariate observations) and = 10, and use steady-state ATS as the performance measure. 50000 Monte
Carlo simulation runs are employed to evaluate the ATS for each method. Our in-control model is 0 = (0,0, … ,0) 1× and
and we represent the shifts in the process variance as
where is the shift in the process. Another out-of-control scenario is when both and increase where we consider overall shifts in the process as: 
Effects of Subgroup Size
First, we study the charts based on subgroups in order to understand the effect of the subgroups size . We run 50000 Monte Carlo simulations for each chart. For the = 2 scenario, we consider subgroups of size = 3, 5 and 10, and for = 10, we consider = 11, 15 and 20. Figure 1 , we assume an overall shift in the process variances as in equation (7) . Note that ATS values in Figure 1 and 2 are on a log-scale.
First consider = 2 in the subgraphs on the left, we observed from Figure 1a and e that for small and moderate shifts ( < 2.5 ) in the process, the GVC and OTCC perform best when they are based on large subgroups size. However, these charts are more effective in detecting large shifts in the process when they are based on intermediate subgroup sizes of = 5. As shown in Figure   1c , the NTCC performs similar in terms of at small and moderate shifts in the process for both subgroup size = 5 and = 10. For large shifts ( > 2.5), subgroup size of = 3 and = 5 yield the quicker detection. In Figure 1g we see that the OTMC perform similar irrespective of the subgroup size for all shifts in the process.
Next consider = 10, in Figure 1b , d, f, h, we see that the 1 values, for each of the charts and for = 10 is similar when the shifts in the process variability is small. However, when there are intermediate and large shifts in the process, small subgroup sizes yield lower values.
Next consider NTCC (Figure 1c and d) and OTCC (Figure 1e and f), the only difference between these charts is the formation of subgroups through overlapping or non-overlapping subgroups. It is evident that both NTCC and OTCC have similar performance when the shifts in the process is very small. However, for moderate and large shifts in the process, we observe that the OTCC shows a better performance than the non-overlapping chart (NTCC) irrespective of the subgroup size and for each of the levels. It is also evident that OTCC is the quickest in detecting shifts among the charts based on monitoring with grouped observations when = 2 or = 10.
Consequently, we recommend to use charts based on overlapping subgroups if we decide to monitor with subgroup data. When the value of is high, we recommend monitoring with a small subgroup size. If the subgroup size is large, there may be a delay in receiving an alarm because the signal is detected after the group is formed. In general, we recommend a small subgroup size irrespective of the value of except if we are interested in detecting small and moderate shifts in the process variances and the
Performance Comparison
In this section, we compare the performance of the charts based on monitoring the process variability of the individual observations, nonoverlapping and overlapping subgroups. This comparison is based on out-of-control ATS values when 0 = 370. In the previous section, we saw that the charts based on grouped observations perform best for small and moderate shifts in the process when = 10 for = 2 and for = 11 for = 10. Consequently, we used a subgroup size of 10 and 11 in the following comparison. Results are displayed in Tables 8-11 where grey highlighted values correspond to in-control performance and bold face indicates the best performing chart, . lowest ATS value.
For the out-of-control scenario in Tables 8 and 10 , we simulated an overall increase and decrease in the process variances as well as a shift in the correlation coefficients ( =0.2, 0.6, and 0.8) as defined in equation (8) . In Table 9 and 11, we considered partial shifts in the process variance and/or as in equation (9) with = 1 for = 2 and = 3 for = 10. We denote the values of > 10000 with * in Tables 8 through 11 .
In Tables 8 and 9 , we considered = 2, and noticed that the OTCC performs best among the compared charts when the process variance(s) decreases. We also observe that the OTCC has better performance than both OTMC and NTCC at all shifts in the process variability (with the exception in Table 9 where NTCC is better than both OTCC and OTMC at = 1.2 and = 1.4 for = 0).
GVC has a better performance than the NTCC, OTCC and OTMC when = 0 and > 1. The MEWMS chart has the best performance among the compared charts when the > 1. GVC performs poorly when increases. Likewise, the ATS values of the MEWMS chart are also high for decreases in the process variances because the control limits of the chart are assumed to be symmetric; and thus, it fails to detect downward changes in process. Table 8 : ATS values for various charts with an overall process shifts for = 2 where the out of control data are from equation (8) . Note for = 1 and = 0, the data are in-control, and indicated in grey tone and the charts are tuned for an 0 = 370. Table 9 : ATS values for various charts with a single process shift for = 2 where the out of control data are from equation (9) . Note for = 1 and = 0, the data are in-control, and indicated in grey tone and the charts are tuned for an 0 = 370. Next consider = 10 in Tables 10 and 11 , we notice that the GVC performs worst among the competing charts for all shifts in the process variability. The MEWMS chart ( = 0.2) performs best among the compared charts for an increase in the variances of the process variability. For a decrease in the process variances, the OTCC and OTMC's have the best performance among compared charts. In addition, the OTCC has the best performance among the charts based on monitoring with grouped observations. Table 8 through 11 showed that the MEWMS chart ( = 0.9 ) has best performance when the variance is in-control ( = 1) and is increased. In addition, since the variability of a trace increases as increases, the time to signal of the control charts reduces. Thus, as expected the values of the charts based on using trace decreases as increases and when = 1. Table 10 : ATS values for various charts with an overall process shifts for = 10 where the out of control data are from equation (8) . Note for = 1 and = 0, the data are in-control and the charts are tuned for an 0 = 370. Table 11 : ATS values for various charts with a partial process shifts ( 2 , = 1,2,3) for = 10 where the out of control data are from equation (9) . Note for = 1 and = 0, the data are in-control and the charts are tuned for an 0 = 370. In conclusion, MEWMS chart shows the best performance irrespective of the number of correlated quality variables for an increase in the process variances. Therefore, we recommend the practitioner to employ the multivariate chart based on monitoring with the individual observations for detecting increases in the process variability. In contrary, OTCC and OTMC's perform best among the compared charts for the decrease in the process variances. Also, we observed that the overlapping charts outperform the nonoverlapping charts. Thus, when using subgroups, one should use overlapping groups. We expect that a different design of the of the MEWMS chart will improve its performance for decreases in .
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Real Life Example
In this section, we apply each of the compared charts to monitor the variability of a bivariate datasets from an industrial process. The dataset is available from Santos-Fernandez 36 
Conclusion, Discussion and Recommendation
In this paper, we compared the performance of multivariate charts for monitoring variability and considered individual and grouped observations. For the charts based on monitoring with individual observations, we used the MEWMS control chart proposed by Huwang et al 1 . In addition, we considered methods for monitoring with nonoverlapping and overlapping subgroups.
We employed the GVC as the non-overlapping chart and we introduced the NTCC. We also developed two charts, OTCC and OTMC, for monitoring overlapping observations.
It was illustrated that both the OTCC and OTMC have the best performance when the process variances decreases. However, MEWMS chart performs best for an increase in the process variances.
In Section 5, we studied the effect of subgroup size on the charts based on monitoring with grouped observations. We found that when the subgroup size increases, the chart's performance goes down, especially for detecting large shifts. The only exception is when we monitor with OTCC, GVC and NTCC at a small and intermediate shift in the process variability for = 2 and = 0 where using large subgroup size is more effective.
We recommend that the practitioner should consider monitoring with a chart based on individual multivariate observations because consistently, it shows the best performance irrespective of the number correlated quality characteristics. This is also in agreement with the conclusion from the Reynolds and Stoumbos 9-11 for the univariate charts. In addition, we also recommend using overlapping groups when monitoring with subgroups.
In this article, we considered only = 2 and = 10, we expect that our conclusion on these choices would also hold for other values of . We applied only three subgroups to check the effect of sample sizes on the charts based on monitoring grouped multivariate observations. The actual sample size to yield the optimal performance was not studied in our article but we recommend that this can be studied for future research.
In order to derive the distribution of ( ), we are only interested in the diagonal element 2 .
Since ( − 1) .
Next consider the OTCC, the control limits are similar to the limits of the NTCC. However, because the ( ) is affected by serial correlation due to the overlapping subgroups we cannot set the type I error ( ) equal to the reciprocal of the ARL. Therefore, we employ a numerical search method to obtain desired in-control performance.
Last, we derive the control limits for the OTMC, this chart is based on the trace of the MSSD covariance matrix: , but the type I error ( ) is obtained by searching through numerical methods because of the effect of serial correlation in OTMC.
