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Introduction
Cette the`se a pour objet d’e´tude la the´orie des codes correcteurs. Ce domaine est
relativement re´cent a` l’e´chelle de l’histoire des mathe´matiques, il faut remonter en 1948
pour retrouver les pre´mices de cette the´orie dans un article de Claude Shannon, le pe`re
fondateur de la the´orie de l’information. Ses premie`res ide´es sont tre`s vite de´voloppe´es par
Richard Hamming au de´but des anne´es 50. Les applications industrielles ont contribue´
a` l’essor rapide de la the´orie des codes. En effet, de nos jours, la the´orie des codes est
omnipre´sente dans le domaine des communications classiques (radio, fibres optiques) mais
e´galement dans les supports de stockage comme les disques compacts ou` l’inte´grite´ des
donne´es est importante.
L’ide´e a` la base de la the´orie des codes est simple, un e´metteur envoie un message a` un
re´cepteur :
Emetteur −→ But
↑
Erreurs
Des alte´rations du message pendant le transport peuvent avoir lieu. L’ide´e de la the´orie
des codes correcteurs est de transmettre le message initial augmente´ d’une partie re-
dondante pour de´tecter et e´ventuellement corriger des erreurs lors de l’acheminement du
message. Un des sujets primordial d’e´tude est la de´couverte d’un bon compromis entre la
quantite´ de redondance a` ajouter et la capacite´ de correction ainsi obtenue. Une introduc-
tion historique et de´taille´e de la the´orie des codes correcteurs est disponible dans l’ouvrage
[22].
La mode´lisation mathe´matique de cette the´orie est au premier abord assez simple. Etant
donne´ un alphabet A, c’est-a`-dire un ensemble de symboles, un code est un sous ensemble
de An et ses e´le´ments sont appele´s mots. Le lien entre cette mode´lisation et le proble`me
initial ne sera pas explique´ ici. L’utilisation d’outils alge´briques permet d’enrichir cette
de´finition assez simpliste. Par exemple en prenant pour alphabet A un corps fini F, nous
pouvons de´finir et e´tudier les sous-espaces vectoriels de Fn ce sont les codes line´aires.
La richesse et la diversite´ de la the´orie des codes vient du fait que l’on peut fabriquer
de tels espaces vectoriels a` l’aide d’outils alge´briques que l’on sait manipuler au pre´alable.
Par exemple les codes cycliques sont une famille de codes line´aires construite a` l’aide
de polynoˆmes a` coefficients dans un corps fini et les ope´rations que l’on sait faire sur les
polynoˆmes vont nous donner des renseignements sur la structure du code correcteur. Cette
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ide´e se de´cline a` l’infini, de tre`s nombreux objets alge´briques peuvent eˆtre exploite´s pour
cre´er des codes correcteurs. On peut citer par exemple la construction de codes issus de la
ge´ome´trie alge´brique comme les codes de Goppa qui utilise en particulier la the´orie des
varie´te´s sur des corps finis. Il est e´galement possible d’e´tudier des codes construits a` l’aide
de graphes.
Dans cette the`se l’outil principal qui sera a` l’origine de notre processus de fabrication de
codes correcteurs est un anneau polynomial qui a la particularite´ d’eˆtre non-commutatif. Ce
type d’anneau a e´te´ introduit et e´tudie´ largement par Oystein Ore dans l’article « Theory
of Non-commutative Polynomials » datant de 1933. Plus pre´cise´ment, si K est un
corps, nous avons de manie`re ensembliste :
K[X, θ, δ] = {
n∑
i=0
aiX
i, ai ∈ K, n ∈ N}.
Cet ensemble peut eˆtre muni d’une structure d’anneau, l’addition restant celle usuelle
sur les polynoˆmes, la multiplication e´tant de´finie par la re`gle suivante :
∀a ∈ K, Xa = θ(a)X + δ(a)
ou` θ et δ sont des applications de K dans K ve´rifiant certaines proprie´te´s. Dans toute la suite
les objets issus de ce cadre non-commutatif seront parfois qualifie´s de « tordus », ce sera
la traduction franc¸aise que nous utiliserons de la terminologie anglaise consacre´e :« skew ».
Cet anneau partage encore de nombreuses proprie´te´s avec K[X], notamment le fait crucial
que ses ide´aux a` gauche ou a` droite sont principaux. Ainsi, une the´orie analogue a` celle
des codes cycliques peut eˆtre de´veloppe´e. Cela a e´te´ fait dans le cas ou` δ = 0 par Felix
Ulmer, Delphine Boucher et Willy Geiselmann dans les articles [30] et [31]. Dans ces deux
articles tre`s re´cents la me´thode de construction des codes correcteurs non-commutatifs
est explicite´e, une recherche exhaustive de ces codes pour des longueurs raisonnables est
pre´sente´e, ainsi qu’une e´tude de la dualite´. Il est e´galement a` noter qu’une ge´ne´ralisation
de ces travaux a` des polynoˆmes tordus a` coefficients dans un anneau de Galois a e´te´ faite
par Boucher, Ulmer et Sole´ dans l’article [8]. La construction de codes correcteurs a` l’aide
d’anneaux polynomiaux non-commutatifs est en vogue puisque Christophe Chabot dans
sa the`se datant de 2010 et dans l’article [3] e´tudie des codes construits a` l’aide d’anneaux
de polynoˆmes a` coefficients matriciels.
Cette the`se a pour point de de´part les articles de Felix Ulmer, Delphine Boucher et
Willy Geiselmann. Le chapitre 1 est une pre´sentation ge´ne´rale des anneaux de Ore ; ceci
seront bien suˆr e´tudie´s dans l’optique de l’application future a` la the´orie des codes, en
particulier K sera un corps fini. Nous e´tudierons les ide´aux de ces anneaux tordus avec
notamment le the´ore`me 1.4.3 qui affirmera qu’ils sont principaux. Les ide´aux bilate`res
joueront e´galement un roˆle particulier puisque l’on demandera que le quotient
K[X, θ]/I
ait une structure d’anneau, ce qui sera le cas lorsque I est un ide´al bilate`re. Nous nous
pencherons e´galement sur la de´licate notion de racine d’un polynoˆme tordu qui nous sera
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utile au moment de parler de codes BCH tordus. Enfin, une e´tude bre`ve des de´rivations
d’un corps fini sera pre´sente´e.
Le chapitre 2 suit essentiellement les deux articles fondateurs mentionne´s ci-dessus.
Les codes correcteurs tordus y seront de´finis dans le paragraphe 2.2.2. Plus pre´cise´ment le
polynoˆme g = g0 + g1X + ...+ grX
r de K[X, θ] sera le polynoˆme ge´ne´rateur du code tordu
ayant pour matrice ge´ne´ratrice :

g0 · · · gr−1 gr 0 · · · 0
0 θ(g0) · · · θ(gr−1) θ(gr) · · · 0
0
. . . . . . . . . . . . . . .
...
0 · · · 0 θn−r−1(g0) · · · θn−r−1(gr−1) θn−r−1(gr)

 .
Nous donnerons et commenterons les re´sultats pre´sente´s dans [30] et [31].
Nous obtenons donc une nouvelle famille de codes correcteurs qui contient strictement
la famille des codes cycliques. L’inte´reˆt de travailler avec une famille plus large de codes est
que l’on a une plus grande latitude, en effet il est possible de faire varier l’automorphisme
θ. De plus cet ensemble de codes tordus partage avec les codes cycliques un grand nombre
de proprie´te´s, pour re´sumer, les manipulations polynomiales que nous savons faire dans
K[X, θ], nous permettrons, comme dans le cas commutatif, d’avoir des re´sultats sur les
codes correcteurs.
Le chapitre 3 est issu d’un travail en commun avec Felix Ulmer et Pierre Loidreau
qui a fait l’objet d’un article : Skew codes of prescribed distance or rank. Le but
de ce chapitre est de controˆler la distance minimale des codes correcteurs tordus produits
a` l’aide d’un travail en amont sur le polynoˆme ge´ne´rateur du code correcteur. Il y a deux
aspects aborde´s dans ce chapitre, le premier concerne la prescription de la distance rang
d’un code correcteur ; le the´ore`me qui re´sume cela est le the´ore`me 3.2.6. Un outil essentiel
qui intervient dans cette construction est la the´orie des e´quations aux diffe´rences et le lien
profond entre ce domaine et la the´orie des anneaux de Ore. Cela consiste a` associer au
polynoˆme g = a0 + a1X + ...+ arX
r de K[X, θ] l’ope´rateur Kθ-line´aire sur K :
Lg(y) = a0y + a1θ(y) + ...+ arθ
r(y).
Ce type de code correcteur construit a` l’aide de la me´trique rang a e´te´ introduit avec
un autre formalisme par Gabidulin dans [9]. Les codes que l’on obtient ici forment toute-
fois une famille plus vaste que celle pre´sente´e par Gabidulin. Le second aspect de´veloppe´
dans ce chapitre est la construction de codes BCH tordus. Les codes BCH introduits par
Bose, Ray-Chaudhuri et Hocquenghem sont des codes cycliques dont on peut minorer la
distance minimale si l’on a des informations sur les racines du polynoˆme ge´ne´rateur. Le
paragraphe 3.3.2 pre´sente la ge´ne´ralisation des codes BCH a` ce contexte non-commutatif.
Des algorithmes explicites peuvent eˆtre de´duits de ces e´tudes, c’est ainsi que nous avons
trouve´ deux codes correcteurs, l’un de parame`tres [42, 14, 21] sur F8 issu de la construction
a` l’aide de la me´trique rang et l’autre de parame`tres [40, 23, 10] sur F4 qui est un code BCH
tordu. Ces codes ame´liorent de 1 la meilleure distance minimale connue pour ces longueurs
et dimensions. Enfin, un algorithme de de´codage des codes BCH tordu sera pre´sente´.
14 TABLE DES MATIE`RES
Le chapitre 4 pre´sente une ge´ne´ralisation des codes tordus vus pre´ce´demment. Son
point de de´part est l’article [29]. En utilisant le langage des modules, il est possible de
s’affranchir des questions tournant autour des ide´aux bilate`res, en effet si I est un ide´al
a` gauche de K[X, θ] alors le quotient K[X, θ]/I n’a pas, a priori, une structure d’anneau
mais c’est au moins un K[X, θ]-module. Cela s’ave`re suffisant pour construire nos codes
correcteurs tordus. Nous obtiendrons alors une famille de codes issus d’ide´aux polynomiaux
encore strictement plus vaste. Un des inte´reˆts de cette approche sera qu’il va eˆtre plus
accessible d’introduire une de´rivation δ a` notre anneau de polynoˆmes non-commutatifs et
d’e´tudier les codes qui en re´sultent. Nous parlerons brie`vement des conse´quences qu’a cette
ge´ne´ralisation sur le chapitre pre´ce´dent, cette relaxation permettra d’alle´ger la proce´dure
de calcul et de trouver de nouveaux codes correcteurs ayant une distance minimale record,
comme le code pre´sente´ dans l’exemple 4.4.3.
Le chapitre 5 passe dans le monde multivarie´. Ce sujet a fait l’objet d’une pre´publication
IRMAR sous le titre : Codes on multivariate Ore polynomial rings. L’ide´e principale
est d’e´tudier des codes correcteurs vus comme quotients d’anneaux non-commutatifs de
polynoˆmes a` plusieurs variables par un ide´al bilate`re. L’e´cueil majeur est le fait que les
ide´aux que l’on va e´tudier ne sont plus principaux. Un travail pre´alable sur les ide´aux en
utilisant les bases de Gro¨bner sera donc un passage obligatoire. Il faudra le´ge`rement adap-
ter l’algorithme de Buchberger dans ce cadre. Le paragraphe 5.3 montrera que l’on peut
pre´voir la dimension de ces codes et obtenir au prix de quelques divisions polynomiales la
matrice ge´ne´ratrice sous forme syste´matique. Un des avantages de cet univers multivarie´ est
que l’on va avoir une liberte´ supple´mentaire sur nos parame`tres. En effet, en une variable,
une fois choisi le polynoˆme ge´ne´rateur et la longueur du code, le code est fixe´, tandis qu’en
plusieurs variables nous pouvons jouer sur la forme de l’escalier des ide´aux avec lesquels
on va travailler. Tout ceci sera pre´cise´ dans le paragraphe 5.5.
Il reste encore de nombreuses questions a` e´tudier autour de ces familles de codes correc-
teurs tordus, en particulier des questions de stabilite´ des codes modules par un automor-
phisme monomial. Une premie`re approche sera explique´e brie`vement dans le chapitre pers-
pectives et on pre´sentera notamment un algorithme permettant de tester si un code correc-
teur est un code-module. On peut e´galement envisager une ge´ne´ralisation supple´mentaire
en introduisant des anneaux non-commutatifs multivarie´s diffe´rents.
Notations et notions de base
Repre´sentations des corps finis
L’entier p de´signera un nombre premier et l’on travaillera tre`s souvent avec le corps fini
a` q = pt e´le´ments que l’on notera Fq. L’anneau des polynoˆmes a` une inde´termine´e sur un
corps K sera note´ K[X].
La construction suivante est le´gitime´e par le fait qu’il existe au moins un polynoˆme
irre´ductible de Fp[X] de degre´ t.
Soit P ∈ Fp[X] de degre´ t irre´ductible, nous avons l’isomorphisme de corps :
Fq ≃ Fp[X]/〈P 〉.
Pour manipuler les e´le´ments de Fq, nous nous servirons de cette correspondance et
travaillerons dans le quotient Fp[X]/〈P 〉 en notant α = X. Pour chaque parame`tre n et t,
il est possible de choisir P afin que α engendre le groupe des inversibles de Fq, que nous
notons F∗q. Cette proprie´te´ est de´montre´e au chapitre 2 de [14].
Dans la suite, nous choisirons P de cette manie`re la` et nous exprimerons les e´le´ments
de Fq sous la forme de puissance de α. Le polynoˆme P sera celui donne´ par le logiciel de
calcul formel Magma. dans sa version 2.13.
Voici une liste des polynoˆmes P utilise´s pour p = 2 et p = 3 qui sont les principales ca-
racte´ristiques que nous utiliserons. Il sont donne´s par la commande ConwayPolynomial(p,t)
du logiciel de calcul formel Magma.
p = 2 p = 3
t = 2 X2 +X + 1 X2 + 2X + 2
t = 3 X3 +X + 1 X3 + 2X + 1
t = 4 X4 +X + 1 X4 + 2X3 + 2
t = 5 X5 +X2 + 1 X5 + 2X + 1
t = 6 X6 +X4 +X3 +X2 +X + 1 X6 + 2X4 +X2 + 2X + 2
Nous noterons par la suite, meˆme lorsque ce n’est pas pre´cise´, α le ge´ne´rateur de F∗q
donne´ par Magma dans sa version 2.13.
Automorphismes de Fq
Soit q = pt ou` p est un nombre premier, on notera θ(x) = xp, l’automorphisme de Frobenius.
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Cet automorphisme particulier engendre le groupe des automorphismes de Fq puisque :
The´ore`me. — Le groupe des automorphismes de Fq est cyclique d’ordre t engendre´ par
l’automorphisme de Frobenius :
Aut(Fq) = {Id, x )→ x
p, x )→ xp
2
, ..., x )→ xp
r−1
}.
Cela est de´montre´, par exemple, dans le the´ore`me 2.21 de [14].
Notation 1. — L’e´criture θi de´signera la compose´e de θ i-fois.
Notation 2. — Dans la suite, nous noterons (Fq)
θ le sous-corps de Fq fixe´ par l’automor-
phisme θ.
Rappels sur les codes correcteurs
Dans cette the`se, nous e´tudierons uniquement des codes correcteurs line´aires et l’alphabet
sera un corps fini, c’est ce qui sera sous-entendu dans la suite par ”code”. Nous appellerons
mot de code un e´le´ment du code.
De´finition. — Un code de longueur n et de dimension k est un sous Fq-espace vectoriel
de Fnq de dimension k.
On note Mk,n(Fq), l’ensemble des matrices a` k lignes et n colonnes a` coefficients dans
Fq.
De´finition. — Une matrice ge´ne´ratrice d’un code de longueur n et de dimension k est
une matrice de Mk,n(Fq) dont les lignes forment une base de ce code.
De´finition. — Une matrice de parite´ d’un code, C, est une matrice H ∈Mn−k,n(Fq), telle
que pour tout c ∈ C :
H tc = 0.
De´finition. — Le poids de Hamming d’un mot c = (c1, ..., cn) ∈ C, note´ ω(c), est de´fini
par :
ω(c) = ♯{i, ci *= 0}.
De´finition. — La distance de Hamming d’un code C, note´e d(C), est de´finie par :
d(C) = min
x∈C, x $=0
{ω(x)}.
On parlera d’un code de parame`tres [n, k, d] pour de´signer un code de longueur n, de
dimension k et de distance minimale d. Nous rappelons que la borne de Singleton affirme
que k ≤ n+ 1− d.
Pour une introduction e´le´mentaire, on pourra consulter [32].
Chapitre 1
Anneaux de Ore sur un corps fini
1.1 Motivation
Il existe de tre`s nombreuses fac¸ons de construire un code correcteur, l’une d’entre elles
consiste a` utiliser un anneau de polynoˆmes. Plus pre´cise´ment, on conside`re l’anneau Fq[X].
C’est un anneau euclidien et en particulier principal. Nous pouvons choisir un entier n et re-
garder l’anneau quotient Fq[X]/〈X
n−1〉, l’application fondamentale qui va nous permettre
d’associer un polynoˆme a` un mot de code est la suivante :
T : Fnq → Fq[X]/〈X
n − 1〉
(a0, a1, ..., an−1) )→ a0 + a1X + ...+ an−1Xn−1.
Nous avons la de´finition d’un code cyclique :
De´finition. — Un code cyclique est l’image re´ciproque par T d’un ide´al de Fq[X]/〈X
n−1〉.
Les ide´aux de Fq[X]/〈X
n − 1〉 sont connus puisqu’ils sont en correspondance avec les
diviseurs dans Fq de X
n − 1.
Cette construction et ses proprie´te´s seront de´taille´es au chapitre 2.
En re´sume´ les points cruciaux de cette construction sont :
1. L’analogie mots de code et polynoˆmes via l’application T .
2. Le caracte`re euclidien de l’anneau Fq[X] afin de pouvoir travailler facilement dans
des quotients de cet anneau.
3. La connaissance des ide´aux de Fq[X] qui sont principaux.
4. L’e´tude des diviseurs de Xn − 1 dans Fq[X].
Le point de de´part de cette the`se est de mettre au point une construction analogue a`
celle la` avec un anneau de polynoˆmes non-commutatif.
L’exemple d’anneau non-commutatif que nous allons utiliser au de´but est le suivant :
Fq[X, θ] = {
m∑
i=0
aiX
i, ai ∈ Fq, m ∈ N}. (1.1)
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L’addition est l’addition usuelle et la multiplication est de´finie en e´tendant par asso-
ciativite´ et distributivite´ la re`gle :
∀a ∈ Fq, Xa = θ(a)X. (1.2)
Tous les de´tails de cette construction seront donne´s au paragraphe 2 du chapitre 1.
Il faut se demander si la construction que l’on a faite dans le cadre commutatif s’adapte
facilement au cadre non-commutatif.
Nous allons reprendre l’e´nume´ration des quatre points fondamentaux de cette construc-
tion et examiner s’ils s’adaptent en non-commutatif.
1. L’application de passage entre les mots du codes et les polynoˆmes tordus reste bien
de´finie comme en commutatif.
2. Il sera montre´ dans le paragraphe 2 du chapitre 1 que l’anneau Fq[X, θ] est euclidien
a` gauche et a` droite, quitte a` bien choisir au pre´alable le sens dans lequel on divise,
il est donc tout a` fait possible d’effectuer des divisions euclidiennes.
3. Les ide´aux de Fq[X, θ] seront examine´s au paragraphe 3 du chapitre 1, et l’on verra
que la` aussi il convient de faire la distinction entre ide´aux a` droite et a` gauche.
4. Enfin l’e´tude des diviseurs de Xn− 1 dans l’anneau Fq[X, θ] va eˆtre particulie`rement
inte´ressante afin de pouvoir de´nombrer les codes que l’on va obtenir. En effet, nous
allons voir au paragraphe 5 du chapitre 1 que la factorisation dans l’anneau Fq[X, θ]
est plus complexe qu’en commutatif.
Une difficulte´ supple´mentaire apparaˆıt en non-commutatif ; lorsque l’on quotiente Fq[X, θ]
par un ide´al, le quotient a une structure d’anneau uniquement lorsque l’ide´al est bilate`re.
Il sera naturel d’e´tudier la structure des ide´aux bilate`res de Fq[X, θ], cette question sera
aborde´e e´galement dans le chapitre 1.
Nous voyons qu’il faut dans un premier temps e´tudier attentivement la structure de
Fq[X, θ] afin de pouvoir construire, par analogie aux codes cycliques, des codes θ-cycliques.
Le chapitre 1, dont nous allons a` pre´sent de´tailler le sommaire, va eˆtre entie`rement
consacre´ a` cette e´tude.
Le but de ce chapitre est d’introduire et de regarder les proprie´te´s d’une famille d’an-
neaux de polynoˆmes non-commutatifs. Ce type d’anneau a e´te´ introduit et e´tudie´ par Ore
en 1933 dans [21]. Cette e´tude a e´te´ poursuivie par Jacobson dans l’ouvrage [13] et [12].
Le livre de Cohn [5] en fait e´galement largement mention.
Dans cette partie, nous allons de´velopper les proprie´te´s de ces anneaux qui vont nous
servir dans la construction des codes que l’on va effectuer plus tard, en particulier les textes
de Ore et Jacobson conside`rent ces anneaux de polynoˆmes sur un corps quelconque tandis
que nous allons e´tudier ici la the´orie uniquement sur un corps fini. Il faut garder a` l’esprit
qu’une grande partie des re´sultats e´voque´s sont encore vrais sur d’autres corps. En ce qui
concerne le cas des anneaux de polynoˆmes non-commutatifs a` coefficients dans un anneau
voir [33].
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Nous allons voir dans un premier temps la de´finition ainsi que les premie`res proprie´te´s de
ces anneaux, nous remarquerons en particulier que la famille d’anneaux conside´re´e est vaste
puisque ces anneaux ne sont pas isomorphes entre eux. Puis, nous mettrons en e´vidence le
caracte`re euclidien a` gauche et a` droite, ce re´sultat fondamental re´sume´ dans le the´ore`me
1.3.1 sera un des ingre´dients principaux pour parler de codes correcteurs. Nous e´tudierons
e´galement les ide´aux de cet anneau qui, a` cause de la non-commutativite´, seront des ide´aux
a` gauche ou a` droite. Bien entendu, les ide´aux bilate`res joueront un roˆle particulie`rement
inte´ressant, ils seront caracte´rise´s dans le the´ore`me 1.4.5. Nous regarderons e´galement le
centre de cet anneau de polynoˆmes non-commutatif et nous de´finirons la notion de borne
d’un polynoˆme. Le the´ore`me 1.5.4, nous dira que tout polynoˆme posse`de une borne, c’est-a`-
dire un multiple qui est central. Puis nous nous inte´resserons aux proprie´te´s arithme´tiques
de ces anneaux, notamment a` des proble`mes de factorisation et d’irre´ductibilite´, avec la
de´finition d’une racine d’un polynoˆme tordu. Le the´ore`me 1.7.14 permettra de quantifier
le de´faut de factorialite´ de ces anneaux. Enfin le dernier paragraphe ge´ne´ralisera encore
nos anneaux en introduisant une de´rivation compliquant un peu plus la multiplication de
deux polynoˆmes tordus. A cet effet, nous caracte´riserons les de´rivations d’un corps fini.
1.2 De´finition et ge´ne´ralite´s
Dans ce chapitre, nous allons de´finir l’anneau non-commutatif en question, puis e´tudier ses
premie`res proprie´te´s et voir un exemple de calcul.
Soit p un nombre premier et t ∈ N∗. On note Fq le corps fini a` q e´le´ments ou` q = pt.
Soit θ un automorphisme de corps de Fq. On de´finit l’ensemble suivant :
Fq[X, θ] = {
m∑
i=0
aiX
i, ai ∈ Fq, m ∈ N}. (1.3)
On va munir cet ensemble d’une structure d’anneau. On garde l’addition usuelle sur les
polynoˆmes. La multiplication va eˆtre de´finie par la re`gle simple :
∀a ∈ Fq, Xa = θ(a)X. (1.4)
En e´tendant cette re`gle par associativite´ et distributivite´, on obtient une loi de multipli-
cation bien de´finie sur Fq[X, θ]. En effet de manie`re plus ge´ne´rale si :
P =
m∑
i=0
aiX
i
et
Q =
n∑
i=0
bjX
j
on peut effectuer le produit PQ et l’on obtient en distribuant :
PQ =
∑
i,j
aiX
ibjX
j.
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Il suffit de remarquer que X ibj = θ
i(bj)X
i en ite´rant la re`gle de multiplication (1.4). Au
final, on a :
PQ =
∑
i,j
aiθ
i(bj)X
i+j.
Remarque 1.2.1. — Le fait de demander que θ soit un automorphisme de corps est une
condition assez naturelle. En effet, on a envie d’avoir les proprie´te´s suivantes :
X(a+ b) = Xa+Xb
X(ab) = (Xa)b
X1 = X.
Ces trois proprie´te´s reviennent a` demander respectivement que θ soit un morphisme additif,
multiplicatif et unitaire.
Remarque 1.2.2. — On retrouve l’anneau classique de polynoˆmes a` coefficients dans un
corps fini lorsque l’automorphisme θ est e´gal a` l’identite´ ; c’est-a`-dire Fq[X, Id] = Fq[X].
Cependant, il est clair que si l’automorphisme que l’on choisit est distinct de l’identite´,
on obtient un anneau de polynoˆmes non-commutatif, aussi appele´ anneau de polynoˆmes
tordus.
Exemple 1.2.3. — Afin d’avoir a` notre disposition un automorphisme de corps non tri-
vial, il convient de se placer dans un corps de cardinal non premier. Prenons F4 et l’au-
tomorphisme θ(x) = x2. Pour faciliter les calculs dans F4, on voit ce corps comme e´tant
F2[X]/〈X
2 + X + 1〉. En notant α = X¯, on a F4 = {0, 1, α, α
2}, avec la relation fonda-
mentale α2 = α + 1. Soit P = X2 + αX ∈ Fq[X, θ] et Q = α
2X + 1 ∈ Fq[X, θ], on a
alors :
PQ = (X2 + αX)(α2X + 1)
= X2α2X + αXα2X +X2 + αX
= θ2(α2)X3 + αθ(α2)X2 +X2 + αX
= α2X3 + α2X2 +X2 + αX
= α2X3 + αX2 + αX.
Voyons a` pre´sent les premie`res proprie´te´s de cet anneau.
De´finition 1.2.4. — On de´finit, de manie`re analogue au cas commutatif, le degre´ de
P =
∑
aiX
i ∈ Fq[X, θ] comme e´tant le max{i ∈ N, ai *= 0}. On le note deg(P ). On
adopte la convention deg(0) = −∞.
Nous avons e´galement les meˆmes proprie´te´s que dans le cas commutatif :
Proposition 1.2.5. — Soit P et Q appartenant a` Fq[X, θ], non nuls.
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(i) deg(P +Q) ≤ max{deg(P ), deg(Q)}.
(ii) deg(PQ) = deg(P ) + deg(Q).
De´monstration. — La premie`re formule est e´vidente, l’addition sur les polynoˆmes tordus
e´tant la meˆme que dans le cas commutatif. La seconde assertion provient du fait que Fq
est inte`gre et que θ est un automorphisme de corps.
Proposition 1.2.6. — L’anneau Fq[X, θ] est inte`gre et ses inversibles sont exactement les
inversibles de Fq.
De´monstration. — L’outil du degre´, introduit pre´ce´demment, permet de montrer ces deux
assertions imme´diatement.
La famille d’anneaux non-commutatifs que l’on obtient est assez grande en effet :
The´ore`me 1.2.7. — Les anneaux Fq1 [X, θ1] et Fq2 [Y, θ2] sont isomorphes si et seulement
si q1 = q2 et θ1 = θ2.
De´monstration. — Supposons les deux anneaux isomorphes, ils doivent avoir le meˆme
nombre d’inversibles, ceci impose q1 = q2. Notons ϕ cet isomorphisme, on remarque que
ϕ(Fq1) = Fq2 . En effet si tel n’etait pas le cas l’image d’un e´le´ment non trivial de Fq1
serait de degre´ non nul ainsi les images des puissances de cet e´le´ment seraient de degre´
arbitrairement grand ce qui est absurde. Donc ϕ restreint a` Fq (q = q1 = q2) est un
isomorphisme. Observons que ϕ(X) est de degre´ 1, car sinon Y n’aurait pas d’ante´ce´dent
par ϕ. Posons ϕ(X) = aY + b. On a :
ϕ(Xα) = ϕ(X)ϕ(α) = (aY + b)ϕ(α) = aθ2(ϕ(α))Y + bϕ(α) (1.5)
et d’autre part :
ϕ(Xα) = ϕ(θ1(α)X) = ϕ(θ1(α))aY + ϕ(θ1(α))b. (1.6)
Si b *= 0, en regardant les termes constants de (1.5) et (1.6), on voit que cela impose
θ1(α) = α puisque ϕ est un isomorphisme de Fq. Un anneau commutatif ne pouvant eˆtre
isomorphe a` un anneau non-commutatif cela impose que θ2 = θ1 = Id. Sinon, si b = 0,
on a θ2(ϕ(α)) = ϕ(θ1(α)). Toutes les applications mises en jeu font partie du groupe des
automorphismes de Fq qui est commutatif donc θ1 = θ2, ce qui de´montre le re´sultat.
1.3 Division euclidienne
Nous allons a` pre´sent voir, de manie`re identique au cas commutatif, qu’il est possible
d’effectuer des divisions euclidiennes. Toutefois, il faudra faire e´videmment attention de
quel coˆte´ on divise a` cause de la non-commutativite´. Ce processus est de´taille´ dans [21]
dans un cadre tre`s ge´ne´ral. Le cas des corps finis est traite´ dans [16]. Le the´ore`me suivant
est crucial puisque le fait de pouvoir diviser permettra plus tard de conside´rer des anneaux
quotients et d’aboutir a` la construction de codes correcteurs. Plus pre´cise´ment, on a le
re´sultat suivant qui est une division euclidienne a` droite :
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The´ore`me 1.3.1. — Soient f et g dans Fq[X, θ] avec g *= 0, alors il existe q et r dans
Fq[X, θ] tels que :
f = qg + r
et
deg(r) < deg(g).
De´monstration. — Si deg(f) < deg(g), il suffit de prendre q = 0 et r = f . Supposons donc
que deg(f) ≥ deg(g). On note :
f = a0 + a1X + ...+ anX
n
g = b0 + b1X + ...+ bmX
m
avec n ≥ m. L’ide´e va eˆtre de voir qu’a` l’aide du terme dominant de g on peut e´liminer le
terme dominant de f . En effet le polynoˆme :
f − anθ
n−m(b−1m )X
n−mg
est de degre´ au plus n−1 puisqu’il est pre´cise´ment construit pour faire s’annuler les termes
dominants. On poursuit le processus par re´currence.
Remarque 1.3.2. — Il y a e´galement unicite´ du quotient et du reste.
Remarque 1.3.3. —Il est possible d’obtenir le meˆme re´sultat en effectuant la division a`
gauche. En gardant les meˆmes notations que dans la preuve pre´ce´dente, on a :
f − gθ−m(
an
bm
)Xn−m
qui est de degre´ au plus n− 1. Donc, il existe q1 et r1 avec deg(r1) < deg(g) tels que :
f = gq1 + r1.
Exemple 1.3.4. — On se place toujours dans F4[X, θ] ou` θ(x) = x
2. Soient :
f = αX2 +X + α2
g = αX + 1.
Le re´sultat de la division a` droite est :
αX2 +X + α2 = (α2X + 1)(αX + 1) + α.
Le re´sultat de la division a` gauche est :
αX2 +X + α2 = (αX + 1)X + α2.
L’existence de cet outil de division euclidienne va eˆtre fondamentale par la suite. Nous
venons de de´montrer que :
The´ore`me 1.3.5. — L’anneau Fq[X, θ] est euclidien a` droite et a` gauche.
Remarque 1.3.6. — En particulier, il faut garder a` l’esprit qu’il est tout a` fait possible
d’utiliser l’algorithme d’Euclide pour calculer un pgcd ou un ppcm en ayant au pre´alable
choisi le coˆte´ de division. Les notions de pgcd a` gauche et a` droite et de ppcm a` gauche et
a` droite sont bien de´finies.
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1.4 Les ide´aux de Fq[X, θ]
Nous allons dans ce paragraphe e´tudier la structure des ide´aux de cet anneau. Plus pre´cise´ment,
nous allons caracte´riser les ide´aux bilate`res dans le the´ore`me 1.4.5.
Notation 3. — On notera 〈P 〉g l’ide´al a` gauche engendre´ par le polynoˆme P et de meˆme
〈P 〉d pour l’ide´al a` droite. En l’absence de pre´cisions 〈P 〉 de´signera l’ide´al engendre´ a`
gauche par P .
Tout d’abord une conse´quence imme´diate du paragraphe pre´ce´dent :
Proposition 1.4.1. — Tout ide´al a` gauche de Fq[X, θ] est principal.
De´monstration. — Soit I un ide´al a` gauche non re´duit au polynoˆme nul. On choisit un
polynoˆme non nul de plus bas degre´ dans I, notons le g. Soit f ∈ I, effectuons la division
euclidienne a` droite de f par g :
f = qg + r
avec deg(r) < deg(g) ou r = 0. On remarque que r = f − qg est dans l’ide´al I, comme on
avait pris g de degre´ minimal dans I cela implique que r = 0. Donc tout e´le´ment de I est
un multiple a` gauche de g. Le polynoˆme g engendre a` gauche l’ide´al I.
Remarque 1.4.2. – De manie`re similaire, en utilisant la division euclidienne a` gauche, on
montre que tout ide´al a` droite est principal.
Nous avons donc de´montre´ le re´sultat suivant :
The´ore`me 1.4.3. — L’anneau Fq[X, θ] est principal a` droite et a` gauche.
Nous allons a` pre´sent de´terminer la forme ge´ne´rale des ide´aux bilate`res de Fq[X, θ]. On
va avoir besoin du lemme interme´diaire suivant :
Lemme 1.4.4. — Soit I un ide´al bilate`re de Fq[X, θ], alors tout ge´ne´rateur a` gauche de
I est e´galement un ge´ne´rateur a` droite.
De´monstration. — En tant qu’ide´al a` gauche, on a l’existence de f tel que I = fFq[X, θ]
et en tant qu’ide´al a` droite on a l’existence de g tel que I = Fq[X, θ]g. Il existe donc s et
t dans Fq[X, θ] tels que fs = g et tg = f . Le polynoˆme tf est dans I, donc tf = ft
′ pour
un certain t′. On obtient :
f = tg = tfs = ft′s. (1.7)
Graˆce a` (1.7), on voit que t′s = 1 et que s est inversible, ce qui montre que f ge´ne`re l’ide´al
a` droite e´galement. Evidemment la re´ciproque est vraie, tout ge´ne´rateur a` droite est un
ge´ne´rateur a` gauche.
A pre´sent, on peut donner la forme des polynoˆmes qui ge´ne`rent un ide´al bilate`re.
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The´ore`me 1.4.5. — Si f ge´ne`re un ide´al bilate`re alors f est de la forme :
(a0 + a1X
s + ...+ anX
ns)Xp
ou` s = | < θ > | est l’ordre de θ.
De´monstration. — Soit f un ge´ne´rateur d’un ide´al bilate`re I non nul, que l’on e´crit sous
la forme :
f = a0X
p + a1X
p+1 + ...+ anX
p+n
avec p choisi de telle sorte que a0 soit non nul. Il est imme´diat de voir que X
p ge´ne`re un
ide´al bilate`re de Fq[X, θ], par conse´quent a0 + a1X + ...+ anX
n ge´ne`re e´galement un ide´al
bilate`re qui est juste obtenu en divisant tous les polynoˆmes de I par Xp. On peut donc
supposer que
f = a0 + a1X + ...+ anX
n
ou` a0 *= 0. Soit β ∈ Fq, d’apre`s le lemme 1.4.4 , il existe δ tel que βf = fδ, c’est-a`-dire :
a0β + a1βX + ...+ anβX
n = a0δ + a1θ(δ)X + ...+ anθ
n(δ)Xn.
Ceci en tenant compte que, pour une raison de degre´, δ est une constante. Par identification,
on a :
β = δ, a1β = a1θ(δ), ..., anβ = anθ
n(δ).
Donc si ai *= 0 alors i est un multiple de l’ordre de θ, c’est-a`-dire :
f = α0 + α1X
s + ...+ αmX
ms.
Les polynoˆmes du centre de Fq[X, θ] engendrent bien entendu des ide´aux bilate`res. Ces
ide´aux bilate`res particuliers joueront un roˆle crucial par la suite. On va par conse´quent
e´tudier le centre de Fq[X, θ].
The´ore`me 1.4.6. — Le centre de Fq[X, θ] est (Fq)
θ[Xs] ou` s est l’ordre de θ dans le
groupe des automorphismes de Fq et (Fq)
θ de´signe le corps des e´le´ments laisse´s fixes par θ.
De´monstration. — Par line´arite´, il suffit de traduire la condition de commutation avec les
constantes et la condition de commutation avec l’inde´termine´e X. Soit un polynoˆme du
centre de Fq[X, θ] :
f = a0 + a1X + ...+ anX
n.
Alors pour tout α ∈ Fq, on a αf = fα ce qui se traduit par :
αa0 + αa1X + ...+ αanX
n = a0α + a1θ(α)X + ...+ anθ
n(α)Xn.
Comme dans la preuve pre´ce´dente, on conclut que seules les puissances de X multiples de
s apparaissent dans f . D’autre part la condition Xf = fX se traduit par :
θ(a0)X + θ(a1)X
2 + ...+ θ(an)X
n+1 = a0X + a1X
2 + ...+ anX
n+1.
Ceci signifie que pour tout i, on a ai ∈ (Fq)
θ. Ce qui ache`ve la caracte´risation des e´le´ments
centraux.
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1.5 Borne d’un polynoˆme
Dans ce paragraphe nous allons re´pondre a` la question simple suivante mais qui sera cruciale
pour notre construction de codes correcteurs : un polynoˆme P ∈ Fq[X, θ] a t-il toujours un
multiple central ? Le the´ore`me 1.5.4 re´pond par l’affirmative a` cette question et nous donne
un algorithme pour calculer ce multiple central, ainsi qu’une majoration de son degre´.
De´finition 1.5.1. — Soit P ∈ Fq[X, θ], on dit que P est borne´ si l’ide´al a` gauche 〈P 〉g
contient un ide´al bilate`re non trivial 〈P ∗〉. Le polynoˆme P ∗ unitaire de degre´ minimal
satisfaisant cette condition est appele´ borne de P .
De´finition 1.5.2. — Avec les meˆmes notations, on suppose que 〈P 〉g contient 〈P
∗∗〉 ou`
P ∗∗ est central. Le P ∗∗ unitaire de degre´ minimal ve´rifiant cette condition est appele´ borne
centrale de P .
Remarque 1.5.3. — Ces conditions reviennent a` demander que P ∗ et P ∗∗ soient des
multiples a` gauche de P .
Montrons que P posse`de toujours une borne et meˆme une borne centrale. On peut en
outre controˆler le degre´ de ces bornes et l’on dispose d’un moyen algorithmique rapide de
les calculer.
The´ore`me 1.5.4. — Soit s = | < θ > | et d = [Fq : (Fq)
θ]. Soit P ∈ Fq de degre´ n, il existe
une borne P ∗et une borne centrale P ∗∗ telles que deg(P ∗) ≤ sn et deg(P ∗∗) ≤ snd .
De´monstration. — On conside`re les divisions euclidiennes a` droite suivantes :
X is = QiP +Ri, i = 0, 1, ..., n (1.8)
avec deg(Ri) < n. La famille {Ri, i = 0...n} fait partie de l’espace vectoriel Fq[X, θ]n−1
des polynoˆmes a` coefficients dans Fq[X, θ] de degre´ plus petit ou e´gal a` n − 1 qui est de
dimension n sur Fq. Il existe une combinaison line´aire non triviale :
n∑
i=0
δiRi, δi ∈ Fq.
En effectuant la meˆme combinaison line´aire sur les e´galite´s (1.8), on obtient :
n∑
i=0
δiX
is = (
n∑
i=0
δiQi)P.
Le polynoˆme P est un diviseur a` droite de
n∑
i=0
δiX
is qui ge´ne`re bien un ide´al bilate`re
d’apre`s le the´ore`me 3.5. C’est donc une borne pour P et son degre´ est plus petit que
sn. Pour la seconde assertion du the´ore`me, on remarque que Fq[X, θ]n−1 est e´galement un
espace vectoriel de dimension finie nd sur (Fq)
θ. En effet Fq est une extension de corps de
(Fq)
θ de degre´ d. Si l’on effectue nd divisions euclidiennes comme pre´ce´demment, il existe
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une combinaison line´aire non triviale :
nd∑
i=0
γiRi, γi ∈ (Fq)
θ.
On conclut comme pre´ce´demment que le polynoˆme
dn∑
i=0
γiX
is est une borne centrale pour
P et que son degre´ est infe´rieur ou e´gal a` snd.
Sur F4, il est possible d’ame´liorer la borne donne´e par le the´ore`me :
Proposition 1.5.5. — Soit P ∈ F4[X, θ] ou` θ(x) = x
2 de degre´ n, alors il a une borne
centrale P ∗∗ de degre´ au plus 2n.
Remarque 1.5.6. — La majoration du the´ore`me pre´ce´dent nous donnait deg(P ∗∗) ≤ 4n.
De´monstration. — Montrons que dans ce cas la` il est possible d’exhiber explicitement un
polynoˆme central. Soit :
P =
n∑
i=0
aiX
i.
On va juste montrer que le polynoˆme Q =
n∑
j=0
θj+1(aj)X
j convient, c’est-a`-dire que l’on
va calculer PQ et voir que c’est un polynoˆme central :
PQ =
∑
i,j,i+j≡1[2]
aiθ
i+j+1(aj)X
i+j +
∑
i,j,i+j≡0[2]
aiθ
i+j+1(aj)X
i+j. (1.9)
Etudions chacune des deux sommes de (1.9). Lorsque i+ j est impair alors θi+j+1(aj) = aj
et l’on a : ∑
i,j,i+j≡1[2]
aiajX
i+j = 2
∑
i<j,i+j≡1[2]
aiajX
i+j = 0
car on est en caracte´ristique 2. Pour l’autre somme, on a θi+j+1(aj) = θ(aj) et l’on peut
e´crire :
∑
i,j,i+j≡0[2]
aiθ(aj)X
i+j =
∑
i,j,i+j≡0[2]
(aiθ(aj) + ajθ(ai))X
i+j +
n∑
i=0
aiθ(ai)X
2i.
Chacun des coefficients de cette somme est bien dans F2 car invariant par θ et les seules
puissances de X qui apparaissent dans PQ sont les puissances paires. Le polynoˆme PQ est
bien un polynoˆme central. En fait, si PQ = R, on a :
QPQ = QR = RQ = PQQ
comme l’anneau est inte`gre cela montre que PQ = QP et l’on a bien montre´ que P a un
multiple a` gauche central de degre´ plus petit que 2n.
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Exemple 1.5.7. — On se place toujours dans F4[X, θ] et on garde les meˆmes notations
que dans les exemples pre´ce´dents. Soit P = X7 + αX6 + αX5 + α, on a :
P ∗ = X12 +X10 +X8 + αX6 + α2X4 +X2 + α2
P ∗∗ = X14 +X10 + 1.
On voit que la borne peut eˆtre de degre´ strictement plus petit que la borne centrale.
1.6 Automorphisme et anti-isomorphisme
Nous allons mettre en e´vidence une famille d’automorphismes de Fq[X, θ] dont nous nous
servirons ulte´rieurement. Puis, nous verrons en nous basant sur la meˆme ide´e un lien entre
Fq[X, θ] et Fq[X, θ
−1].
Soit σ un automorphisme de Fq, on regarde l’application :
ϕσ : Fq[X, θ] → Fq[X, θ]
n∑
i=0
aiX
i )→
n∑
i=0
σ(ai)X
i.
Proposition 1.6.1. — Pour tout σ, l’application ϕσ est un automorphisme de Fq[X, θ].
De´monstration. — L’application ϕσ est clairement un morphisme additif. De plus, on a
pour tout a ∈ Fq :
ϕσ(aX) = σ(a)X
et
ϕσ(a)ϕσ(X) = σ(a)X.
Il reste encore a` ve´rifier que :
ϕσ(Xa) = ϕσ(X)ϕσ(a).
Cela revient a` montrer que :
σ(θ(a))X = θ(σ(a))X.
Ce qui est vrai puisque le groupe des automorphismes d’un corps fini est commutatif.
Pour conclure, remarquons que l’inverse de ϕσ est ϕσ−1 , ce qui montre que ϕσ est bien un
automorphisme.
De´finition 1.6.2. — Soit A et B deux anneaux, on dit qu’ils sont anti-isomorphes
lorsqu’il existe une bijection ϕ : A )→ B telle que ∀(x, y) ∈ A2 :
ϕ(0A) = 0B, ϕ(x+ y) = ϕ(x) + ϕ(y)
ϕ(1A) = 1B, ϕ(xy) = ϕ(y)ϕ(x).
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Proposition 1.6.3. — L’application suivante est un anti-isomorphisme d’anneau :
ϕ : Fq[X, θ] → Fq[Y, θ
−1]
n∑
i=0
aiX
i )→
n∑
i=0
θ−1(ai)Y i.
De´monstration. — Le fait que ce soit un morphisme pour l’addition et une bijection en-
sembliste est e´vident. Soit :
P =
m∑
i=0
aiX
i
Q =
n∑
j=0
bjX
j.
On a alors :
ϕ(PQ) = ϕ(
m∑
i=0
n∑
j=0
aiθ
i(bj)X
i+j) =
m∑
i=0
n∑
j=0
θ−i−j(ai)θ−j(bj)Y i+j
et d’autre part
ϕ(Q)ϕ(P ) = (
n∑
j=0
θ−j(bj)Y j)(
m∑
i=0
θ−i(ai)Y i) =
m∑
i=0
n∑
j=0
θ−j(bj)θ−j(θ−i(ai))Y i+j.
Ce qui de´montre le re´sultat.
On peut e´galement de´montrer que c’est le seul cas ou` l’on a un anti-isomorphisme.
The´ore`me 1.6.4. — Les anneaux Fq[X, θ1] et Fq[Y, θ2] sont anti-isomorphes si et seule-
ment si θ1 = θ
−1
2 .
De´monstration. — La condition suffisante vient d’eˆtre vue. Soit ϕ un anti-isomorphisme
alors, comme dans la de´monstration du the´ore`me 1.7, on obtient que ϕ restreint a` Fq est un
automorphisme et ϕ(X) = aY +b. Calculons ϕ(Xα), ou` α ∈ Fq, de deux fac¸ons diffe´rentes :
ϕ(Xα) = ϕ(α)ϕ(X) = ϕ(α)(aY + b) = aϕ(α)Y + bϕ(α).
D’autre part :
ϕ(Xα) = ϕ(θ1(α)X) = ϕ(X)ϕ(θ1(α)) = (aY + b)ϕ(θ1(α)) = aθ2(ϕ(θ1(α)))Y + bϕ(θ1(α)).
Les automorphismes de Fq commutent donc :
∀α ∈ Fq, θ2(θ1(α)) = α.
Ce qui de´montre le re´sultat.
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1.7 Factorisation et irre´ductibilite´
1.7.1 Notion de racine
Nous avons vu que nous disposons de beaucoup d’outils dans ce cadre non-commutatif
qui sont de´rive´s du cadre commutatif classique. Une question naturelle qui arrive assez
vite est : peut-on parler de racine de ces polynoˆmes ? Cette question est inte´ressante dans
l’optique d’utiliser l’anneau Fq[X, θ] pour fabriquer des codes correcteurs puisque, par
exemple, les codes BCH utilisent de manie`re cruciale la notion de racine d’un polynoˆme
ge´ne´rateur.
L’approche naturelle qui consiste a` remplacer l’inde´termine´e X par un e´le´ment de Fq ne
marche pas pour la raison simple que le morphisme d’e´valuation n’est plus un morphisme
dans le cas non-commutatif. Voyons cela sur l’exemple suivant :
Exemple 1.7.1. — On se place dans F4[X, θ] muni de l’automorphisme θ(x) = x
2, on
note α le ge´ne´rateur de F∗4 donne´ par Magma dans sa version 2.13, nous avons l’e´galite´
suivante :
X2 + 1 = (X + α)(X + α2).
En remplac¸ant X par 1 nous obtenons alors 0 = 1. Ce qui montre que l’e´valuation ainsi
de´finie n’est pas un morphisme multiplicatif.
En re´sume´, la valeur du polynoˆme en un point de´pend de la forme sous laquelle on
pre´sente ce polynoˆme. Ce constat faˆcheux, nous incite a` prendre une autre de´finition de la
notion de racine d’un polynoˆme :
De´finition 1.7.2. — Soit f ∈ Fq[X, θ] et s ∈ N
∗. On dit que α ∈ Fqs est une racine de
f lorsque X − α divise a` droite f dans Fqs [X, θ].
Remarque 1.7.3. — Lorsque s > 1, il convient de pre´ciser la signification de Fqs [X, θ],
en effet un automorphisme θ posse`de plusieurs extensions a` un sur-corps. Ici l’on pren-
dra l’extension qui garde la meˆme expression, c’est-a`-dire si θ(x) = xq0 on prendra pour
automorphisme de Fqs :
Θ(x) = xq0
que l’on notera encore, par abus de notation, θ.
Nous allons expliciter un peu cette notion de racine, en la reliant a` la notion de racine
usuelle d’un polynoˆme de Fq[X]. Ceci est notamment explique´ dans [13].
De´finition 1.7.4. — Soit θ un automorphisme de Fq et α ∈ Fqs, on pose pour tout entier
i ≥ 1 :
Ni(α) = θ
i−1(α)θi−2(α)...α (1.10)
et N0(α) = 1.
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Proposition 1.7.5. — Soit f = anX
n + ... + a0 ∈ Fq[X, θ] et α ∈ Fqs, le reste de la
division euclidienne a` droite de f par X − α est :
n∑
i=0
aiNi(α).
De´monstration. — Soit f(X) = anX
n+ ...+a0 de degre´ au moins 1. Remarquons l’identite´
suivante dans Fqs [X, θ] valable pour tout entier i ≥ 1
X i −Ni(α) = [X
i−1 + θi−1(α)X i−2 + θi−1(α)θi−2(α)X i−3 + ...+Ni(α)](X − α).
En effet, il se produit simplement un te´lescopage des termes.
En multipliant ces e´galite´s par ai et en sommant sur i, nous obtenons :
n∑
i=1
aiX
i − aiNi(α) = Q(X)(X − α).
Il reste a` ajouter a0 pour obtenir :
f(X) = Q(X)(X − α) +
n∑
i=0
aiNi(α).
Ce qui de´montre la proposition.
Corollaire 1.7.6. — Soit f = anX
n + ... + a0 ∈ Fq[X, θ] et α ∈ Fqs, α est une racine de
f si et seulement si :
n∑
i=0
aiNi(α) = 0.
Remarquons ensuite que si θ(x) = xq0 est distinct de l’identite´, alorsNi(α) = θ
i1(α)...α =
αq
i−1
0 ...α, c’est-a`-dire que :
Ni(α) = α
i−1∑
j=0
qj0
= α
qi0−1
q0−1 .
On en de´duit la proposition suivante :
Proposition 1.7.7. — Soit f = anX
n + ... + a0 ∈ Fq[X, θ], α ∈ Fqs est racine de f si et
seulement α est racine du polynoˆme de Fq[Y ] suivant :
Pf =
n∑
i=0
aiY
qi0−1
q0−1 . (1.11)
Remarque 1.7.8. — Ce polynoˆme est note´ avec l’inde´termine´e Y en effet c’est pour ne
pas le confondre avec nos polynoˆmes tordus, ici c’est bien un polynoˆme de Fq[Y ] donc
commutatif.
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Remarque 1.7.9. — La proposition pre´ce´dente peut paraˆıtre suprenante, elle implique
qu’un polynoˆme f ∈ Fq[X, θ] de degre´ n posse`de
qn0−1
q0−1 racines compte´es e´ventuellement
avec multiplicite´. Voyons l’exemple suivant pour e´claircir cela.
Exemple 1.7.10. — Soit θ(x) = x2 et le polynoˆme f = X2 + 1 ∈ F4[X, θ]. D’apre`s la
proposition pre´ce´dente une racine de f est une racine du polynoˆme de F4[Y ] suivant :
Pf = Y
3 + 1.
Ce polynoˆme posse`de 3 racines que sont 1, α, α2. Ainsi le polynoˆme f doit avoir 3 racines,
c’est-a`-dire 3 facteurs a` droite de degre´ 1 unitaire. Ces racines se trouvent dans F4 puisque
l’on a :
X2 + 1 = (X + 1)(X + 1)
X2 + 1 = (X + α)(X + α2)
X2 = (X + α2)(X + α).
Nous aurons l’occasion de retrouver ce fait suprenant dans le chapitre 4, ou` l’on liera
les racines d’un polynoˆme tordu aux solutions d’une e´quation aux diffe´rences.
1.7.2 Factorisation
En non-commutatif la notion de polynoˆme irre´ductible est bien de´finie, c’est e´galement
un polynoˆme non inversible, f , qui n’a pas de factorisation propre sous la forme f = gh.
L’anneau Fq[X, θ] est euclidien a` droite et a` gauche, cependant il n’est pas facto-
riel puisque nous avons vu que l’unicite´ de la de´composition d’un polynoˆme en facteurs
irre´ductibles n’est clairement pas au rendez-vous, comme le montre le calcul de l’exemple
1.7.10.
Ne´anmoins, en suivant le the´ore`me 1.2.9 de [13], nous voyons qu’il existe un e´quivalent
du the´ore`me d’unicite´ de la de´composition en facteurs irre´ductibles. Tout d’abord de´finissons
la notion de polynoˆmes semblables.
Notation 4. — Si a, b ∈ Fq[X, θ], on note (a, b)d le plus grand commun diviseur a` droite de
a et b, (a, b)g sera le plus grand commun diviseur a` gauche.
De´finition 1.7.11. — Soit f et g deux polynoˆmes non nuls de Fq[X, θ], f est dit sem-
blable a` gauche au polynoˆme g s’il existe u et u′ dans Fq[X, θ] tels que :
1. (u′, f)g = 1.
2. (u, g)d = 1.
3. u′g = fu.
Si f est semblable a` gauche a` g, on note f ∼g g.
Remarque 1.7.12. — Voyons, en commutatif, c’est-a`-dire lorsque θ = Id, ce que signi-
fient ces trois conditions. Les conditions 1 et 3 impliquent que u′|u, les conditions 2 et 3
impliquent que u|u′ donc u = λu′ avec λ un scalaire. Etre semblable est synomyme d’eˆtre
associe´ pour des polynoˆmes commutatifs.
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Exemple 1.7.13. — Dans F4[X, θ], le polynoˆme X + 1 est semblable a` gauche a` X + α,
en effet :
α(X + α) = (X + 1)α2.
Nous en arrivons au the´ore`me fondamental suivant qui de´crit l’arithme´tique de Fq[X, θ].
Il est e´nonce´ dans [13] de manie`re tre`s ge´ne´rale pour un anneau principal a` gauche et a`
droite.
The´ore`me 1.7.14. — Un e´le´ment P ∈ Fq[X, θ], non constant, peut s’e´crire sous la forme :
P = P1...Pr (1.12)
ou` les Pi sont irre´ductibles. De plus si l’on a deux e´critures :
P = P1...Pr = Pˆ1...Pˆs
alors r = s et il existe σ ∈ Sn tel que pour tout i, Pi ∼g Pˆσ(i).
Exemple 1.7.15. — Dans F4[X, θ], nous avons les factorisations en irre´ductibles :
X2 + 1 = (X + 1)(X + 1)
X2 + 1 = (X + α)(X + α2).
Nous avons vu que X + 1 ∼g X + α mais on a aussi X + 1 ∼g X + α
2.
Beaucoup de questions autour de la factorisation des polynoˆmes tordus sont traite´es
dans [11] ou` des algorithmes explicites sont donne´s et analyse´s.
Pour la de´monstration de ce re´sultat nous renvoyons a` [13] qui utilise le langage des
modules et le fait que si l’e´le´ment f est irre´ductible alors l’ide´al a` gauche engendre´ par f
est maximal.
1.7.3 Polynoˆmes irre´ductibles
Le nombre de polynoˆmes irre´ductibles de Fq[X, Id] est tre`s bien connu, il est donne´ par
la formule suivante ou` It de´signe le nombre d’irre´ductibles unitaires de degre´ t ou` t ≥ 2 :
It =
1
t
∑
d|t
µ(d)q
t
d .
La fonction µ e´tant la fonction de Moebius. On peut trouver une preuve de ce re´sultat
dans la de´monstration du the´ore`me 3.25 dans [14].
Cette formule se de´montre avec deux ingre´dients, le premier est le fait que le polynoˆme
Xq
m
−X est le produit de tous les polynoˆmes unitaires irre´ductibles de Fq[X] dont le degre´
divise m, puis une utilisation astucieuse de la formule d’inversion de Moebius permet d’ob-
tenir ce re´sultat. Une e´tude plus pre´cise de cette formule montre qu’il existe un irre´ductible
de tout degre´.
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Dans le cadre non-commutatif, la de´monstration de cette formule n’est pas possible a`
appliquer directement, cependant, l’article [6] pre´sente la ge´ne´ralisation de cette formule.
Le langage employe´ dans cet article est le´ge`rement diffe´rent puisque les auteurs parlent
de polynoˆmes line´arise´s, nous verrons au chapitre 4 l’analogie avec notre cadre.
The´ore`me 1.7.16. — Soit Fq un corps fini de caracte´ristique p avec q = p
e et θ(x) = xp
s
,
notons k le pgcd de e et s. Notons Nt le nombre d’irre´ductibles unitaires de degre´ t de
Fq[X, θ]. Alors N1 = q et pour tout t ≥ 2 :
Nt =
qt − 1
t(ptk − 1)
∑
i|t
µ(
t
i
)(pk)i. (1.13)
Remarque 1.7.17. — On retrouve la meˆme formule que dans le cadre commutatif puis-
qu’alors s = 0 et k = e.
Remarque 1.7.18. — Ce nombre d’irre´ductibles ne de´pend pas re´ellement de θ = xp
s
mais
juste de e et de s. C’est-a`-dire que dans F16 ,par exemple, donc avec e = 4, si l’on conside`re
les automorphismes : θ1(x) = x
21 , θ2(x) = x
22 , θ3(x) = x
23 , alors comme pgcd(4, 1) =
pgcd(4, 3), les anneaux F16[X, θ1] et F16[X, θ3] ont le meˆme nombre d’irre´ductibles d’un
degre´ fixe´. Nous avions de´ja` une premie`re intuition d’un cas particulier de ce re´sultat avec
la proposition 1.6.3 qui disait que Fq[X, θ] et Fq[X, θ
−1] sont anti-isomorphes. Ils ont, en
particulier, le meˆme nombre d’irre´ductibles d’un degre´ fixe´.
Une analyse de cette formule permet de montrer qu’il existe des polynoˆmes irre´ductibles
de Fq[X, θ] de tout degre´.
Voici quelques re´sultats sur le nombre d’irre´ductibles. On remarque qu’il y a toujours
moins d’irre´ductibles en non-commutatif qu’en commutatif.
F4[X, θ] :
t θ(x) = x θ(x) = x2
2 6 5
3 20 18
4 60 51
5 204 198
6 670 585
7 2340 2322
8 8160 7710
F16[X, θ] :
t θ(x) = x θ(x) = x2 θ(x) = x4 θ(x) = x8
2 120 85 102 85
3 1360 1170 1300 1170
4 16320 13107 15420 13107
F9[X, θ] :
t θ(x) = x θ(x) = x3
2 36 30
3 240 224
4 1620 1476
5 11808 11712
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Exemple 1.7.19. — La liste des polynoˆmes irre´ductibles de degre´ 2 unitaires de F4[X, θ]
est :
f1 = X
2 + α
f2 = X
2 + α2
f3 = X
2 + αX + 1
f4 = X
2 + α2X + 1
f5 = X
2 +X + 1.
En se souvenant de l’application ϕθ introduite a` la proposition 1.6.1 , nous voyons
que f1 = ϕθ(f2) et f3 = ϕθ(f4) et le polynoˆme f5 e´tant a` coefficients dans F2, il satisfait
ϕθ(f5) = f5.
1.8 Polynoˆmes tordus avec de´rivation
Nous allons e´tudier une ge´ne´ralisation de notre anneau Fq[X, θ] en introduisant une
forme supple´mentaire de non-commutativite´. C’est sous cette forme-la` que Ore dans [21]
avait introduit ces anneaux non-commutatifs.
Nous nous servirons de cette ge´ne´ralisation au chapitre 3, lorsque nous e´tudierons les
codes modules.
1.8.1 De´finition
Soit Fq un corps fini, on conside`re l’ensemble suivant :
Fq[X, θ, δ] = {
n∑
i=0
aiX
i, ai ∈ Fq, n ∈ N}.
L’addition est l’addition usuelle sur les polynoˆmes, par contre nous avons la re`gle de
multiplication suivante :
∀a ∈ Fq, Xa = θ(a)X + δ(a). (1.14)
On souhaite que la multiplication soit distributive par rapport a` l’addition ce qui impose
que pour tout a et b dans Fq :
X(a+ b) = Xa+Xb.
Ce qui se traduit par
θ(a+ b) = θ(a) + θ(b)
δ(a+ b) = δ(a) + δ(b).
On aimerait e´galement que Fq[X, θ, δ] soit associatif, c’est-a`-dire que :
X(ab) = (Xa)b
ce qui donne :
θ(ab) = θ(a)θ(b)
δ(ab) = θ(a)δ(b) + δ(a)b. (1.15)
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De´finition 1.8.1. — Soit θ un automorphisme de Fq, l’application δ : Fq )→ Fq est une
θ-de´rivation si pour tout a et b dans Fq :
1. δ(a+ b) = δ(a) + δ(b).
2. δ(ab) = θ(a)δ(b) + δ(a)b.
Remarque 1.8.2. — On veut aussi que 1 reste l’e´le´ment neutre a` droite de Fq[X, θ, δ],
c’est-a`-dire que X.1 = X, ce qui impose :
θ(1) = 1
δ(1) = 0.
De´finition 1.8.3. — Soit θ un automorphisme de Fq et δ une θ-de´rivation de Fq, on a
alors de´fini un anneau non-commutatif de polynoˆmes : Fq[X, θ, δ].
En effet en e´tendant la re`gle 1.14 par associativite´ et distributivite´, la structure d’anneau
est bien de´finie.
Si l’on connaˆıt parfaitement les automorphismes de Fq, en revanche les θ-de´rivations
sont moins connues. Nous allons pouvoir dans la suite caracte´riser les θ-de´rivations de Fq.
Nous allons tout d’abord de´montrer un lemme qui nous donne δ(an) en fonction de δ(a)
et θ(a), il nous servira plus tard dans nos de´monstrations.
1.8.2 Lemme calculatoire
Lemme 1.8.4. — Soit Fq un corps fini, θ un automorphisme de Fq et δ une θ-de´rivation
de Fq alors pour tout a ∈ Fq et pour tout n ≥ 1 on a la relation :
δ(an) = δ(a)[
n−1∑
i=0
aiθ(a)n−1−i]. (1.16)
De´monstration. — On de´montre simplement cela par re´currence, pour n = 1 le re´sultat
est e´vident. Pour n = 2, il s’agit juste de remarquer que :
δ(a2) = δ(a× a) = θ(a)δ(a) + δ(a)a = δ(a)[θ(a) + a]
ce qui correspond a` la formule annonce´e.
On suppose donc la proprie´te´ ve´rifie´e au rang n. Ensuite, on remarque que δ(an+1) =
δ(an × a) = θ(an)δ(a) + δ(an)a puisque δ est une θ-de´rivation. Il suffit de remplacer δ(an)
par son expression provenant de l’hypothe`se de re´currence. On obtient donc :
δ(an+1) = δ(a)[θ(an) +
n−1∑
i=0
ai+1θ(a)n−1−i].
Ce qui a` un changement d’indice pre`s dans la somme correspond bien au re´sultat annonce´.
Ce re´sultat est une re`gle de calcul fondamentale parce que tous les e´le´ments non nuls
d’un corps fini peuvent s’e´crire comme des puissances d’un e´le´ment primitif.
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1.8.3 Cas ou` il n’existe pas de θ-de´rivations non triviales
Notons Dθ(Fq) l’ensemble des θ-de´rivations de Fq. On remarque imme´diatement que
l’application δ = 0 convient pour eˆtre une θ-de´rivation. Dans le cas ou` le corps fini est de
cardinal premier, c’est la seule de´rivation possible.
Proposition 1.8.5. — Dθ(Z/pZ) est re´duit a` l’application nulle.
De´monstration. — Il suffit de remarquer que comme δ(1) = 0 et que δ est un morphisme
additif alors :
δ(1 + ...+ 1) = 0
ce qui assure que δ est identiquement nulle.
Pour avoir des de´rivations non triviales, il va falloir se placer sur des extensions de corps
plus e´labore´es, ce qui tombe bien puisque les automorphismes des Z/pZ sont triviaux.
Il n’y a e´galement aucune de´rivation non nulle lorsque θ est l’identite´.
Proposition 1.8.6. — Soit q = pt ou` p est un nombre premier alors DId(Fq) est re´duit a`
l’application nulle.
De´monstration. — On reprend les notations de la proposition et on voit Fq comme e´tant
Fp[X]/〈f〉 ou` f est un polynoˆme irre´ductible de degre´ t sur Fp[X] tel que α = X¯ soit un
ge´ne´rateur de (Fq)
∗. On suppose qu’il existe une de´rivation non triviale, c’est-a`-dire que
δ(α) *= 0. Comme θ = id, on a d’apre`s le lemme 1.16 :
δ(αi) = δ(α)[iαi−1].
D’autre part, soit f(X) =
r∑
i=0
aiX
i alors f(α) = 0 donc δ(f(α)) = 0 et par line´arite´ de δ
on a :
r∑
i=1
δ(aiα
i) = 0.
Or les coefficients ai sont dans Fp ce qui implique que δ(ai) = 0 et donc δ(aiα
i) = aiδ(α
i).
On obtient alors :
r∑
i=1
aiδ(α)[ia
i−1] = 0
r∑
i=1
ai[iα
i−1] = 0.
Il suffit de remarquer que les e´le´ments 1, α, ..., αr−1 sont libres sur Fp, par construction de
Fq. Donc pour tout i ∈ {1...r}, on a :
aii = 0.
Cette dernie`re relation signifie que les seuls coefficients e´ventuellement non nuls de f sont
ceux associe´s aux puissances de la caracte´ristique, p. Dans une telle situation, un re´sultat
classique nous dit que f est la puissance p-ie`me d’un polynoˆme, en particulier n’est pas
irre´ductible. Ce qui est absurde.
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1.8.4 Etude ge´ne´rale des θ-de´rivations de Fq
Voyons tout d’abord un exemple pour se convaincre que de tels objets existent.
Exemple 1.8.7. — On se place dans F4 et on note α un ge´ne´rateur de F
∗
4. On prend
θ(x) = x2. On pose :
δ(0) = δ(1) = 0
δ(α) = δ(α2) = α.
Il est e´vident et rapide de ve´rifier la line´arite´ de δ ainsi que la proprie´te´ de θ-de´rivation.
On obtient un nouvel anneau non-commutatif de polynoˆmes Fq[X, θ, δ] dans lequel nous
avons par exemple :
(X + 1)(X + α) = X2 + αX.
Voyons ce qui se passe en toute ge´ne´ralite´. Soit Fq un corps fini ou` q = p
t. Prenons
un automorphisme de ce corps fini : θ(x) = xp
r
. Le but est de de´terminer toutes les
θ-de´rivations de Fq. Notons comme pre´ce´demment Fq = Fp/〈f〉 ou` f est un polynoˆme
irre´ductible de degre´ t tel que α = X soit un e´le´ment primitif de Fq. Supposons qu’il existe
une θ-de´rivation non nulle et notons-la` δ. D’apre`s 1.16, donner δ(α) suffit a` de´terminer
parfaitement la θ-de´rivation.
En posant δ(α) = β avec β *= 0, on obtient la formule suivante :
δ(αi) = β[αi−1 + αi−2θ(α)...+ θ(α)i−1], (1.17)
avec δ(0) = δ(1) = 0. Toutes les θ-de´rivations non nulles sont donc de cette forme, il s’agit
de montrer que la formule ci-dessus est bien une θ-de´rivation.
Proposition 1.8.8. — Ainsi de´finie δ est une θ-de´rivation.
De´monstration. — Il va falloir ve´rifier la proprie´te´ de θ-de´rivation et la line´arite´ de δ pour
montrer ce re´sultat.
Montrons que pour tous indices i et j, on a bien :
δ(αi+j) = θ(αi)δ(αj) + δ(αi)αj.
C’est imme´diat a` ve´rifier, en effet on a :
δ(αi+j) = β[αi+j−1 + αi+j−2θ(α)...+ θ(α)i+j−1]
et d’autre part :
θ(αi)δ(αj) + δ(αi)αj = θ(α)iβ[αj−1 + ...+ θ(α)j−1] + βαj[αi−1 + ...+ θ(α)i−1]
= β[αi+j−1 + ...+ αjθ(α)i−1 + αj−1θ(α)i + ...+ θ(α)i+j−1].
Ce qui correspond bien.
38 CHAPITRE 1. ANNEAUX DE ORE SUR UN CORPS FINI
Ve´rifions a` pre´sent la line´arite´. La relation fondamentale qui donne le lien entre tous les αi
est f(α) = 0, c’est-a`-dire
t∑
i=0
aiα
i = 0.
Il suffit de ve´rifier que
t∑
i=0
aiδ(α
i) = 0. L’application nulle e´tant e´videmment une de´rivation,
on suppose que β *= 0.
On a :
t∑
i=0
aiδ(α
i) = β
s∑
i=1
ai[α
i−1 + ...+ θ(α)i−1]
= β
s∑
i=1
ai[α
i−1 + αi−2+p
r
+ ...+ α(i−1)p
r
]
= β
s∑
i=1
ai[α
i−1 1− α
(pr−1)i
1− αpr−1
]
=
β
1− αpr−1
s∑
i=1
ai[α
i−1 − αp
ri−1].
Regardons en premier lieu la somme :
s∑
i=1
aiα
i−1 =
1
α
(f − a0)(α) = −
a0
α
.
Montrons qu’elle est e´gale a` l’autre somme :
s∑
i=1
aiα
pri−1 =
1
α
(f − a0)(α
pr) =
1
α
[f(αp
r
)− a0] = −
a0
α
puisque f(αp
r
) = f(α)p
r
= 0.
On a bien :
s∑
i=0
aiδ(α
i) = 0.
Il est e´galement e´vident de ve´rifier que si αi0 ∈ Fp alors on a δ(α
i0) = 0, en effet :
δ(αi0) = βαi0−1
1− α(p
r−1)i0
1− αpr−1
.
Or αi0(p
r−1) = 1 puisque αi0p = αi0 .
En re´sume´, on obtient le re´sultat suivant :
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The´ore`me 1.8.9. — Soit Fq muni d’un automorphisme :
1. Si θ = id, il n’y a qu’une de´rivation, la de´rivation triviale.
2. Si θ *= id, il y a q de´rivations distinctes donne´es par l’image par la de´rivation d’un
ge´ne´rateur de (Fq)
∗.
1.8.5 Principales de´rivations utilise´es
Voici les descriptions des principales de´rivations qui vont eˆtre utilise´es par la suite,
notamment au chapitre 3.
On se place dans F4 muni de l’automorphisme θ(x) = x
2, et l’on note α un ge´ne´rateur
de F∗4, voici les θ-de´rivations non nulles de F4 :
δ1 δ2 δ3
0 0 0 0
1 0 0 0
α 1 α α2
α2 1 α α2
Nous utiliserons e´galement, au chapitre 4, la θ-de´rivation suivante de´finie sur F8 muni
de θ(x) = x2, on note toujours α le ge´ne´rateur de F∗8 donne´ par Magma dans sa version
2.13. On choisit δ(α) = α :
δ(0) = δ(1) = 0
δ(α) = δ(α3) = α
δ(α2) = δ(α6) = α5
δ(α4) = δ(α5) = α6.
Enfin donnons un dernier exemple de θ-de´rivation de F16 muni de θ(x) = x
4. Notons α
le ge´ne´rateur donne´ par Magma, il ve´rifie d’ailleurs α4 + α+ 1 = 0, on choisit δ(α) = α6 :
δ(α) = α6, δ(α2) = α6, δ(α3) = α
δ(α4) = α6, δ(α5) = 0, δ(α6) = α11
δ(α7) = α11, δ(α8) = α6, δ(α9) = α11
δ(α10) = 0, δ(α11) = α, δ(α12) = α
δ(α13) = α11, δ(α14) = α, δ(α15) = 0.
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1.8.6 Proprie´te´s de Fq[X, θ, δ]
Nous avons comme dans le cas ou` il n’y a pas de de´rivation :
Proposition 1.8.10. — Soit P et Q appartenant a` Fq[X, θ, δ], non nuls.
(i) deg(P +Q) ≤ max{deg(P ), deg(Q)}.
(ii) deg(PQ) = deg(P ) + deg(Q).
De´monstration. — L’assertion (ii) se ve´rifie en remarquant que si f = anX
n + ... + a0 et
g = bmX
m + ...+ b0 alors
fg = anθ
n(bm)X
n+m + ...
Remarque 1.8.11. — Les termes de degre´ plus petit que n + m sont beaucoup plus
complexes a` e´crire puisqu’ils sont sommes de plusieurs termes. Il nous faudrait connaˆıtre
une expression de Xna sous forme d’un polynoˆme. Nous ferons cela tre`s pre´cise´ment au
chapitre 4 afin d’avoir l’expression des coefficients de la matrice ge´ne´ratrice d’un code
correcteur.
On en de´duit que Fq[X, θ, δ] est un anneau inte`gre.
Il est e´galement tre`s inte´ressant de remarquer qu’il existe encore une division euclidienne
a` droite ou a` gauche dans cet anneau-la`. En effet nous pouvons faire s’annuler le terme
de teˆte d’un polynoˆme quelconque f avec un multiple d’un polynoˆme non nul g. Plus
pre´cise´ment, nous avons par exemple la division euclidienne a` droite :
The´ore`me 1.8.12. — Soient f et g dans Fq[X, θ] avec g *= 0, il existe q et r dans
Fq[X, θ, δ] tels que :
f = qg + r
et
deg(r) < deg(g).
Cette proprie´te´ va nous permettre de travailler facilement avec des ide´aux et de mani-
puler e´galement des codes correcteurs construits a` l’aide de polynoˆmes de Fq[X, θ, δ].
Le seul be´mol est que les ide´aux bilate`res de Fq[X, θ, δ] sont beaucoup moins simples a`
caracte´riser que ceux de Fq[X, θ], c’est pour cela que nous ne reverrons l’anneau Fq[X, θ, δ]
qu’au chapitre 4 ou` l’on va s’affranchir des ide´aux bilate`res.
Chapitre 2
Construction de θ-codes
L’introduction de l’anneau de polynoˆmes tordus vue au chapitre pre´ce´dent va a` pre´sent
nous permettre de fabriquer des codes correcteurs. Cette construction fut mise au point
en 2007 par Ulmer, Boucher et Geiselmann dans l’article [31] qui ont dans un premier
temps e´tudie´ uniquement les codes cycliques, c’est-a`-dire engendre´s par un polynoˆme dont
la borne est de la forme Xn − 1. Puis ce travail a e´te´ ge´ne´ralise´ dans [30] avec notamment
l’e´tude de la dualite´ euclidienne et hermitienne de ces codes.
Nous rappellerons la construction classique des codes θ-cycliques. Puis, par analogie
avec ce cadre commutatif, nous de´finirons les θ-codes dans la de´finition 2.2.2. Nous obtien-
drons e´galement une matrice ge´ne´ratrice de ces codes. On verra quelques exemples et un
tableau de re´sultats afin de connaˆıtre les parame`tres des codes ainsi cre´e´s et la distance
minimale de ces codes nous inte´ressera plus particulie`rement. Enfin en suivant [30] nous
donnerons les principaux re´sultats concernant la dualite´ ; nous verrons en particulier que
le dual d’un code θ-cyclique est un code θ-cyclique au the´ore`me 2.5.4. Une caracte´risation,
un algorithme et une me´thode de de´termination des codes seront e´galement donne´s.
2.1 Codes cycliques usuels
Nous allons commencer par rappeler brie`vement la me´thode de construction des codes
cycliques. Il sera inte´ressant de garder en teˆte ce processus e´tant donne´ que l’extension
au cadre non-commutatif se fera avec la meˆme ide´e. On conside`re l’application de´calage
circulaire suivante :
τ : Fnq → F
n
q
(a0, a1, ..., an−1) )→ (an−1, a0, ..., an−2).
De´finition 2.1.1. — Soit C un code line´aire sur Fq, on dit que C est cyclique lorsque :
x ∈ C ⇐⇒ τ(x) ∈ C. (2.1)
41
42 CHAPITRE 2. CONSTRUCTION DE θ-CODES
Exemple 2.1.2. — Plac¸ons-nous sur F2 et prenons le code de longueur 7 engendre´ par :
m0 = (1, 1, 0, 1, 0, 0, 0)
m1 = (0, 1, 1, 0, 1, 0, 0)
m2 = (0, 0, 1, 1, 0, 1, 0)
m3 = (0, 0, 0, 1, 1, 0, 1).
On peut ve´rifier que ces 4 vecteurs forment une base d’un code de dimension 4 qui est
cyclique. En effet :
m1 = τ(m0)
m2 = τ(m1)
m3 = τ(m2)
τ(m3) = m0 +m1 +m2.
L’introduction de cette nouvelle condition va nous permettre d’utiliser l’outil polyno-
mial pour manipuler les codes correcteurs. On conside`re l’application :
T : Fnq → F[X]/〈X
n − 1〉
(a0, a1, ..., an−1) )→ a0 + a1X + ...+ an−1Xn−1.
On a le lien fondamental suivant :
Proposition 2.1.3. — Soit C un code line´aire sur Fq, alors C est cyclique si et seulement
si T (C) est un ide´al de Fq[X]/〈X
n − 1〉.
De´monstration. — La preuve est classique et consiste a` faire le calcul suivant dans l’anneau
quotient Fq[X]/〈X
n − 1〉.
X(a0 + a1X + ...+ an−1Xn−1) = a0X + a1X2...+ an−1Xn = an−1 + a0X + ...+ an−2Xn−1.
Ce qui e´tablit clairement que pour x ∈ C, T (τ(x)) = XT (x). Le de´calage circulaire corres-
pond donc bien a` la stabilite´ par multiplication par X via l’application T .
Des re´sultats de la the´orie des anneaux nous disent que les ide´aux de Fq[X]/〈X
n − 1〉
sont principaux et sont en bijection avec les diviseurs unitaires de Xn−1. Plus pre´cise´ment,
on a le re´sultat suivant :
The´ore`me 2.1.4. — Soient :
g(X) = a0 + ...+X
r
un diviseur unitaire de Xn − 1 dans Fq[X] et :
m = (a0, ..., 1, 0, ..., 0)
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le mot correspondant. Alors les n− r mots de codes :
m = (a0, ..., 1, 0, ..., 0)
τ(m) = (0, a0, ..., 1, 0, ..., 0)
...
τn−r−1(m) = (0, ..., 0, a0, ..., 1)
forment une base d’un code cyclique de dimension n−r. Re´ciproquement tout code cyclique
de longueur n sur Fq s’obtient par la construction pre´ce´dente.
Les codes cycliques sont une famille de codes correcteurs extreˆmement utilise´e dans les
applications. On sait construire de tels codes en prescrivant la distance minimale, ce sont
les codes BCH. L’avantage de ces codes est notamment que l’on dispose d’un algorithme de
de´codage rapide et utilisant principalement l’algorithme d’Euclide polynomial, cette fac¸on
de de´coder sera d’ailleurs transposable aux codes que l’on va e´tudier au paragraphe 3.3.5
du chapitre 3.
2.2 De´finition des θ-codes
Nous allons calquer la construction pre´ce´dente, l’anneau Fq[X] va eˆtre remplace´ par Fq[X, θ].
Soit I un ide´al bilate`re de Fq[X, θ], alors I est principal et est ge´ne´re´ a` droite (et a` gauche
aussi d’apre`s le lemme 1.4.4) par un polynoˆme f . Le quotient Fq[X, θ]/〈f〉 a une structure
naturelle d’anneau. C’est un Fq-espace vectoriel dont une base est {1, ..., X
deg(f)−1}. On a
le re´sultat suivant qui ge´ne´ralise la situation du cas commutatif.
Proposition 2.2.1. — Les ide´aux a` gauche de Fq[X, θ]/〈f〉 sont principaux et engendre´s
par la classe d’un diviseur a` droite de f dans Fq[X, θ].
De´monstration. — Soit J un ide´al a` gauche non re´duit a` ze´ro de Fq[X, θ]/〈f〉. Choisissons
un polynoˆme unitaire de J de plus petit degre´ et notons le G. Soit P ∈ J , si l’on effectue
la division euclidienne a` droite de P par G dans Fq[X, θ] (en voyant P et G comme des
e´le´ments de Fq[X, θ]), on a :
P = QG+R
ou` deg(R) < deg(G) < deg(f). Donc R = P − QG (ou plutoˆt sa classe dans Fq[X, θ]) est
dans J , c’est absurde sauf si R = 0. On a alors J = 〈G〉g. De plus G est un diviseur a`
droite de f car la classe de f , qui est 0, est bien dans l’ide´al engendre´ par G.
On peut maintenant donner la de´finition d’un θ-code.
De´finition 2.2.2. — Soit C un code line´aire de longueur n sur Fq. C’est un θ-code s’il
existe f ∈ Fq[X, θ] tel que 〈f〉 soit un ide´al bilate`re et
J = {a0 + a1X + ...+ an−1Xn−1, (a0, a1, ..., an−1) ∈ C}
soit un ide´al a` gauche de Fq[X, θ]/〈f〉. D’apre`s la proposition pre´ce´dente les e´le´ments de
J sont des multiples a` gauche d’un diviseur a` droite, g, de f .
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Notation 5. — On notera parfois 〈g〉/〈f〉 le code de´fini ci-dessus.
Cette de´finition est la ge´ne´ralisation naturelle du cas commutatif qui correspond a` θ =
Id. La famille de codes obtenue est plus vaste mais partage de nombreuses proprie´te´s avec
les codes cycliques commutatifs. On va pouvoir, comme dans le cas commutatif utiliser des
techniques sur les polynoˆmes afin de travailler sur les codes. Nous prescrirons notamment
la distance minimale d’un code au chapitre 3 en ge´ne´ralisant les codes BCH classiques.
De´finition 2.2.3. — Si de plus f est dans le centre de Fq[X, θ], on dit que C est un θ-code
central.
De´finition 2.2.4. — Si f = Xn− 1 ou` | < θ > | divise n (afin que f ge´ne`re bien un ide´al
bilate`re) alors C est appele´ code θ-cyclique.
Il est possible de donner la matrice ge´ne´ratrice d’un θ-code. Si g = g0 +g1X+ ...+grX
r
divise f ∈ Fq[X, θ] tel que 〈f〉) soit un ide´al bilate`re, alors :
{m(X)g(X), deg(m(X)) ≤ n− r − 1}
forme l’ensemble des mots du code vu ici de manie`re polynomiale. En remarquant que :
X ig(X) =
r∑
j=0
θi(gj)X
i+j
il est possible de former une matrice ge´ne´ratrice du code :

g0 · · · gr−1 gr 0 · · · 0
0 θ(g0) · · · θ(gr−1) θ(gr) · · · 0
0
. . . . . . . . . . . . . . .
...
0 · · · 0 θn−r−1(g0) · · · θn−r−1(gr−1) θn−r−1(gr)

 .
Il s’agit d’une matrice a` n − r lignes et n colonnes. De manie`re similaire aux codes
cycliques, la proprie´te´ d’eˆtre un ide´al se re´percute sur les mots du code.
2.3 Proprie´te´s sur les mots de code et exemples
Voyons tout d’abord ce qui se passe dans le cas θ-cyclique ainsi qu’un exemple.
Proposition 2.3.1. — Soit C un code line´aire sur Fq alors C est un code θ-cyclique si et
seulement si :
(a0, ..., a1, ..., an−1) ∈ C ⇐⇒ (θ(an−1), θ(a0), ..., θ(an−2)) ∈ C.
De´monstration. — Il s’agit simplement de montrer, comme dans le cas commutatif, que la
condition :
(a0, ..., a1, ..., an−1) ∈ C ⇐⇒ (θ(an−1), θ(a0), ..., θ(an−2)) ∈ C
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est e´quivalente a` la stabilite´ par multiplication par X. Si u = (a0, a1, ..., an−1), notons
uθ = (θ(an−1), θ(a0), ..., θ(an−2)). Soit u ∈ C et Pu le polynoˆme de Fq[X, θ]/〈Xn − 1〉 qui
lui est canoniquement associe´, alors :
XPu(X) = X(
n−1∑
i=0
aiX
i) =
n−1∑
i=0
θ(ai)X
i+1 = Puθ(X).
Ce qui de´montre l’e´quivalence annonce´e puisque la stabilite´ par multiplication par X et la
line´arite´ suffisent pour avoir un ide´al dans ce cas.
Voyons tout de suite un premier exemple explicite.
Exemple 2.3.2. — On se place dans F4[X, θ], ou` θ(x) = x
2 et on note F4 = {0, 1, α, α
2}.
On conside`re le polynoˆme :
f = X8 − 1
qui ge´ne`re bien un ide´al bilate`re puisque f est central d’apre`s le the´ore`me 1.4.6. On a la
factorisation suivante :
X8 − 1 = (X3 + αX + α)(X5 + α2X3 + α2X2 + αX + α2).
Le polynoˆme g = X5 +α2X3 +α2X2 +αX +α2 est un diviseur a` droite de f , il ge´ne`re un
code θ-cyclique dont la matrice ge´ne´ratrice est :
 α
2 α α2 α2 0 1 0 0
0 α α2 α α 0 1 0
0 0 α2 α α2 α2 0 1

 .
Cette matrice est la matrice ge´ne´ratrice d’un code sur F4 de parame`tres [8, 3, 5].
Donnons un exemple ou` le θ-code que l’on obtient n’est pas θ-cyclique, et voyons la
condition qui en de´coule sur les mots du code.
Exemple 2.3.3. — On se place dans le meˆme cadre, c’est-a`-dire que l’on travaille avec
l’anneau de polynoˆmes tordus F4[X, θ]. On prend pour polynoˆme central :
f = X12 +X6 +X4 +X2 + 1
et l’on remarque que l’on dispose de la factorisation suivante :
f = (X6 + αX5 + α2X4 + α2X3 +X2 + α2)(X6 + αX5 + αX4 + α2X3 +X2 + α).
Le polynoˆme X6 + αX5 + αX4 + α2X3 +X2 + α ge´ne`re un θ-code qui en plus est central.
La matrice ge´ne´ratrice est :

α 0 1 α2 α α 1 0 0 0 0 0
0 α2 0 1 α α2 α2 1 0 0 0 0
0 0 α 0 1 α2 α α 1 0 0 0
0 0 0 α2 0 1 α α2 α2 1 0 0
0 0 0 0 α 0 1 α2 α α 1 0
0 0 0 0 0 α2 0 1 α α2 α2 1


.
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Cela nous donne un code sur F4 de parame`tres [12, 6, 5]. Il est en outre possible de trouver
une condition sur les mots similaire a` celle que l’on trouve dans le cas des codes cycliques
ou θ-cycliques. Pour cela il suffit de traduire la condition de stabilite´ par multiplication
par X.
Soit (a0, ..., a11) ∈ C et P = a0 + ...a11X
11 son polynoˆme associe´ alors XP (X) est un
polynoˆme associe´ a` un mot du code, plus pre´cise´ment :
XP (X) = θ(a0)X + ...+ θ(a11)X
12 = θ(a0)X + ...+ θ(a11)(X
6 +X4 +X2 + 1).
Il en de´coule la condition suivante sur les mots de code :
(a0, a1, ..., a11) ∈ C
⇐⇒
(θ(a11), θ(a0), θ(a1) + θ(a11), θ(a2), θ(a3) + θ(a11), θ(a4), θ(a5) + θ(a11), ..., θ(a10)) ∈ C.
La condition de stabilite´ par multiplication par X peut toujours eˆtre traduite par une
condition sur les mots du code plus ou moins complique´e.
2.4 Etude quantitative des θ-codes
Nous allons voir dans ce paragraphe un tableau donnant les meilleures distances mi-
nimales obtenues a` l’aide de θ-codes et nous allons les comparer aux meilleures distances
minimales connues. Cela nous permettra de voir que l’ensemble des θ-codes contient de bons
codes. Mais voyons tout d’abord que cette famille de codes est strictement plus grande que
la famille des codes cycliques, ce qui n’e´tait a priori pas tout a` fait clair. Les re´sultats
suivants ainsi que le tableau sont issus de [30].
Proposition 2.4.1. — Soit f = Xn − 1 un polynoˆme de Fq[X, θ] qui ge´ne`re un ide´al
bilate`re. Un code θ-cyclique engendre´ par un diviseur a` droite unitaire, g, de f de degre´
infe´rieur ou e´gal a` n− 1 est cyclique si et seulement si tous les coefficients de g sont dans
F
θ
q.
De´monstration. — Soit g = Xr +
r−1∑
i=0
giX
i. Tout d’abord si tous les coefficients de g sont
dans (Fq)
θ alors la matrice ge´ne´ratrice est la matrice d’un code cyclique. Re´ciproquement
si le θ-code ge´ne´re´ par g est cyclique, alors gX ∈ C. Comme le code est line´aire, on a en
particulier Xg − gX ∈ C. C’est-a`-dire :
(θ(g0)− g0)X + (θ(g1)− g1)X
2 + ...+ (θ(gr1)− gr1)X
r
est un multiple a` gauche de g, notons le λg. Comme g divise f son terme constant n’est
pas nul. Donc ne´cessairement λ = 0 et donc le polynoˆme Xg − gX est nul. Les gi sont
invariants par θ d’ou` le re´sultat.
L’e´tude de la famille des θ-codes est lie´e au nombre de facteurs a` droite d’un polynoˆme
central, voyons quelques re´sultats sur la factorisation d’un polynoˆme central. Tout d’abord
un exemple.
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Exemple 2.4.2. — On se place dans F4[X, θ], ou` θ est l’automorphisme de Frobenius et
on note α un ge´ne´rateur de F∗4. On a les factorisations suivantes :
X4 +X2 + 1 = (X2 +X + 1)(X2 +X + 1)
= (X2 + α2)(X2 + α)
= (X2 + α)(X2 + α2)
= (X2 + α2X + 1)(X2 + αX + 1)
= (X2 + αX + 1)(X2 + α2X + 1).
En regardant ces factorisations, on aboutit au lemme suivant, en notant Z(Fq[X, θ]) le
centre de l’anneau Fq[X, θ].
Lemme 2.4.3. — Si h.g ∈ Z(Fq[X, θ]), alors h et g commutent.
De´monstration. — Comme h.g est dans le centre de Fq[X, θ], on a (h.g).h = h.(h.g), et
comme on travaille dans un anneau inte`gre cela donne en simplifiant par h, h.g = g.h.
D’autre part si l’on reprend les notations du chapitre pre´ce´dent, c’est-a`-dire si l’on
pose :
ϕσ : Fq[X, θ] → Fq[X, θ]
n∑
i=0
aiX
i )→
n∑
i=0
σ(ai)X
i
on a alors le re´sultat suivant :
Lemme 2.4.4. — Soit f un polynoˆme central qui a pour factorisation f = g.h alors pour
tout i ∈ N, on a :
f = ϕθi(g)ϕθi(h).
De´monstration. — Il suffit de se souvenir que ϕθi est un morphisme d’anneau et que f est
a` coefficients dans le corps fixe de θ.
Les deux lemmes pre´ce´dents permettent d’e´clairer un peu la factorisation donne´e dans
l’exemple. Il est inte´ressant de se demander si les codes obtenus posse`dent de bons pa-
rame`tres. En the´orie des codes, le parame`tre que l’on veut en ge´ne´ral optimiser a` longueur
et dimension fixe´e est la distance minimale. Dans le tableau de re´sultats suivant on travaille
dans F4. En ligne la longueur n du code, en colonne le degre´ r du polynoˆme ge´ne´rateur,
c’est-a`-dire que la dimension du code est n − r. Pour n et r fixe´s ce tableau donne la
distance minimale et la nature du code obtenu. Plus pre´cise´ment, Cd signifie qu’il existe un
code cyclique de distance minimale d, Cθd veut dire qu’il existe un code θ-cyclique et non
cyclique de distance minimale d, le symbole θd signifie qu’il existe un code θ-central mais
pas de code θ-cyclique, enfin si jamais a` n et r fixe´s, on ne trouve pas de code θ-cyclique
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atteignant la meilleure distance minimale connue on indique la diffe´rence entre ces deux
distances minimales par un nombre ne´gatif. Ce tableau est exhaustif.
n/r 2 3 4 5 6 7 8 9 10
4 Cθ3 C4
6 C2 C4 C
θ
4 C6
8 C2 C
θ
3 C
θ
4 C
θ
5 C
θ
6 C8
10 C2 θ3 C
θ
4 C
θ
5 C
θ
6 θ6 θ8 C10
12 C2 θ3 θ4 C4 C
θ
6 C
θ
6 C
θ
7 C
θ
8 C
θ
9
14 C2 C
θ
3 C
θ
4 C4 C
θ
5 C
θ
6 C
θ
7 −1 −1
16 C2 −1 −1 C
θ
4 −1 −1 −1 −1 C
θ
8
18 C2 −1 θ3 θ4 −1 −1 C
θ
6 −1 C
θ
8
20 −1 θ3 θ3 θ4 −1 −1 θ6 C
θ
7 C
θ
8
22 θ2 θ2 θ3 θ4 θ4 θ5 −1 C
θ
6 C
θ
7
24 Cθ2 C
θ
2 θ3 C
θ
4 C
θ
4 −1 −1 C
θ
6 C
θ
7
26 θ2 θ2 θ3 θ4 θ4 −1 −1 C
θ
6 C
θ
7
28 Cθ2 C
θ
2 θ3 C
θ
4 C
θ
4 −1 θ5 C
θ
6 C
θ
6
30 Cθ2 C
θ
2 C
θ
3 C
θ
4 C
θ
4 −1 C
θ
5 C
θ
6 C
θ
6
32 Cθ2 C
θ
2 −1 −1 θ4 −1 θ5 C
θ
6 θ6
34 θ2 θ2 −1 −1 θ4 −1 C
θ
5 C
θ
6 C
θ
6
36 Cθ2 C
θ
2 −1 −1 θ4 −1 −1 −1 θ6
38 θ2 θ2 −1 −1 θ4 −1 −1 −1 θ6
40 Cθ2 C
θ
2 −1 −1 θ4 −1 −1 −1 θ6
42 Cθ2 C
θ
2 −1 C
θ
3 C
θ
4 −1 −1 −1 C
θ
6
44 Cθ2 C
θ
2 −1 θ3 θ4 θ4 −1 −1 −1
Au dela` du degre´ 10, il n’est plus possible de continuer de manie`re exhaustive ce tableau
pour des raisons de temps de calcul. Ce tableau montre que notre famille de θ-codes atteint
assez souvent la meilleure distance minimale possible. De plus, nous voyons que les codes
θ-cycliques sont souvent strictement meilleurs que les codes cycliques que l’on pourrait
obtenir avec un meˆme jeu de parame`tres.
Hormis la distance minimale, il peut eˆtre inte´ressant d’optimiser le polynoˆme e´nume´rateur
de poids du code.
De´finition 2.4.5. — Soit C un code sur Fq, on note de manie`re usuelle ω(c) le poids d’un
mot c ∈ C et on appelle polynoˆme e´nume´rateur de poids de C, le polynoˆme :
PC =
∑
c∈C
Y ω(c).
Le roˆle de ce polynoˆme est clair : si la distance minimale est un parame`tre primordial du
code, il est e´videmment inte´ressant de se demander combien de mots atteignent ce poids.
De´finition 2.4.6. — On dit que le code C a une meilleure re´partition de poids que le code
C ′ s’il existe p ∈ N∗ tel que :
(PC − PC′)(p)(0) < 0, (PC − PC′)(i)(0) = 0, ∀i ∈ {0, ..., p− 1}.
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Dans beaucoup de cas, on se rend compte que les θ-codes que l’on obtient ont une
meilleure re´partition de poids que les meilleurs codes donne´s par le logiciel Magma dans
sa version 2.13.
Exemple 2.4.7. — Le meilleur code de parame`tres [6, 2, 4] sur F4 donne´ par Magma
a pour polynoˆme e´nume´rateur de poids 1 + 15Y 4. Tandis que le θ-code sur F4 muni de
l’automorphisme de Frobenius ge´ne´re´ par X4 + X3 + α2X2 + X + α qui a pour borne
X6 +X4 +X2 + 1 a pour polynoˆme e´nume´rateur de poids :
P = 1 + 3Y 4 + 12Y 5.
Il a un meilleur polynoˆme e´nume´rateur de poids.
Il faut cependant ponde´rer cela, car l’imple´mentation des meilleurs codes dans Magma
n’a suˆrement pas e´te´ faite pour optimiser cette re´partition de poids.
2.5 Dualite´
On peut munir Fnq du produit scalaire suivant :
De´finition 2.5.1. — Soit x = (x1, ..., xn) ∈ F
n
q et y = (y1, ..., yn) ∈ F
n
q , on de´finit le
produit scalaire euclidien de x et y par :
< x, y >=
n∑
i=1
xiyi. (2.2)
De´finition 2.5.2. — Soit C un code, on appelle dual euclidien de C, le code de´fini par :
C⊥ = {x ∈ Fnq , ∀y ∈ C, < x, y >= 0}.
On dit qu’un code est auto-dual lorsque C = C⊥.
Ces notions ont un inte´reˆt important dans plusieurs questions inte´ressantes autour des
codes. Plus pre´cise´ment, l’objet jouant un roˆle primordial est l’enveloppe d’un code C de´finie
par H(C) = C ∩ C⊥. La connaissance de la dimension de l’enveloppe permet de controˆler
la complexite´ d’algorithmes de se´paration du support qui interviennent dans des questions
d’e´quivalence de codes. Pour plus de de´tails, on pourra se re´fe´rer a` [26] et [27]. L’algorithme
de se´paration du support intervient e´galement dans le cryptosyste`me de McEliece et dans
le calcul du groupe d’automorphismes d’un code.
L’article [30] montre que le dual d’un code θ-cyclique est un code θ-cyclique ; nous
allons ici expliquer cette preuve. Tout d’abord pour aboutir a` ce re´sultat, nous allons
devoir e´tudier la matrice de parite´ d’un code θ-cyclique :
Lemme 2.5.3. — On se place dans Fq muni d’un automorphisme θ. On suppose que
l’ordre de θ divise n afin que Xn − 1 soit un polynoˆme central. Soit Xn − 1 = hg et on
note C le code θ-cyclique engendre´ par g. Si h = h0 + h1X + ...hn−rXn−r, alors la matrice
suivante est une matrice de parite´ du code C :
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H =


hn−r · · · θn−r−1(h1) θn−r(h0) 0 · · · 0
0 θ(hn−r) · · · · · · θn−r+1(h0) · · · 0
0
. . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · 0 θr−1(hn−r) · · · θn−2(h1) θn−1(h0)


.
Ce re´sultat est de´montre´ dans [30].
Graˆce a` ce re´sultat, nous sommes en mesure de de´duire le the´ore`me suivant :
The´ore`me 2.5.4. — On se place dans Fq muni de l’automorphisme θ et l’on suppose
que l’ordre de θ divise n. Soit g = g0 + ... + grX
r et h = h0 + ... + hn−rXn−r des
e´lements de Fq[X, θ] tels que hg = X
n − 1. Le dual du code θ-cyclique engendre´ par g
dans Fq[X, θ]/〈X
n − 1〉 est le code θ-cyclique engendre´ par :
g⊥ = hn−r + θ(hn−r−1)X + ...+ θn−r(h0)Xn−r.
La matrice de parite´ H du code est la matrice ge´ne´ratrice du code dual et l’on voit que
cette matrice de parite´ est bien la matrice d’un code θ-cyclique sous re´serve que g⊥ divise
bien Xn − 1. Ce fait est de´montre´ dans [30] en utilisant l’objet Fq(X, θ) qui est le corps a`
droite des fractions de Fq[X, θ].
Exemple 2.5.5. — On se place dans F4[X, θ] avec l’automorphisme θ(x) = x
2 et on note
α un ge´ne´rateur de (F4)
∗. Soit g = X2 + αX + α2 et h = X2 + αX + α, nous avons
X4 − 1 = gh et le polynoˆme g⊥ = αX2 + α2X + 1 = αg. Donc le code θ-cyclique engendre´
par g est auto-dual. C’est un code de parame`tres [4, 2, 2].
Ce beau re´sultat pour les codes θ-cycliques ne se ge´ne´ralise pas au cas des codes θ-
centraux puisque le dual d’un code θ-central n’est pas force´ment un code θ-central.
Les codes auto-duaux jouant un roˆle particulier, nous avons envie d’utiliser le the´ore`me
pre´ce´dent afin de disposer d’un moyen de les trouver. Il suffit en fait d’e´crire que le polynoˆme
g⊥ est proportionnel a` g afin qu’ils engendrent le meˆme code. Plus pre´cise´ment, en gardant
les notations du the´ore`me pre´ce´dent, nous devons avoir g⊥ = θr(h0)g. En identifiant les
coefficients, nous obtenons des e´quations polynomiales sur les coefficients gi. Il est possible
d’utiliser des bases de Gro¨bner pour trouver tous les polynoˆmes g qui conviennent. Cette
solution est mise en oeuvre dans [30]. Nous obtenons une liste de codes θ-cycliques qui sont
auto-duaux, certains atteignent les meilleures distances minimales connues pour des codes
auto-duaux.
Nous pouvons e´galement de´finir une autre notion de dualite´ dans notre cadre :
De´finition 2.5.6. — On prend q une puissance paire d’un nombre premier et θ(x) = x
√
q.
Soient x = (x1, ..., xn) ∈ F
n
q et y = (y1, ..., yn) ∈ F
n
q , on de´finit le produit scalaire
hermitien de x et y par :
< x, y >H=
n∑
i=1
xiθ(yi). (2.3)
On note CH le dual hermitien d’un code C.
2.5. DUALITE´ 51
Nous avons alors un the´ore`me similaire au pre´ce´dent qui nous dit, sous des conditions
de dimension du code toutefois plus restrictives, que le dual hermitien d’un code θ-cyclique
est un code θ-cyclique.
The´ore`me 2.5.7. — En gardant les meˆmes hypothe`ses que dans la de´finition pre´ce´dente,
soit g et h = h0 + ... + hrX
r des e´le´ments de Fq[X, θ] tels que X
2r − 1 = hg. Le dual
hermitien du code θ-cyclique engendre´ par g dans Fq[X, θ]/〈X
2r−1〉 est un code θ-cyclique
engendre´ par :
gH = θm−1(hr) + θm(hr−1)X + ...+ θm+r−1(h0)Xr.
La de´monstration de ce re´sultat est pre´sente´e dans [30]. Il est e´galement possible, en
tout cas pour des corps assez petits, de donner exhaustivement la liste des codes θ-cycliques
auto-duaux pour la dualite´ hermitienne, a` l’aide des bases de Gro¨bner. Les tableaux de
re´sultats sont pre´sente´s dans l’article [30].
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Chapitre 3
Prescription de la distance minimale
Nous allons voir dans ce chapitre une me´thode de construction de θ-codes qui va nous
permettre de minorer la distance minimale. Nous verrons deux approches pour faire cela,
la premie`re me´thode de construction permettra de minorer la distance rang du code. Les
codes que l’on obtiendra par ce biais ont de´ja` e´te´ en partie e´tudie´s par Gabidulin dans [9],
cependant notre me´thode sera plus ge´ne´rale. La seconde approche ge´ne´ralisera les codes
BCH. Cette famille de codes e´tudie´e par exemple au chapitre 6 de [32] permet de construire
des codes ayant une distance minimale minore´e. Cette construction est ge´ne´ralisable pour
notre anneau Fq[X, θ]. Ces deux me´thodes nous permettront d’obtenir des codes correcteurs
ayant une meilleure distance minimale que ceux connus jusqu’a` pre´sent d’apre`s le site
http ://www.codetables.de/ qui les recense. En particulier nous obtiendrons un code
de parame`tres [42, 14, 21] sur F8 dans l’exemple 3.2.14 et un code de parame`tres [40, 23, 10]
sur F4 dans l’exemple 3.3.8 qui ame´liorent tous deux de 1 la meilleure distance minimale
connue jusqu’alors.
Tout d’abord, nous parlerons de la the´orie des e´quations aux diffe´rences qui va eˆtre
l’outil fondamental de ce chapitre ; cette the´orie a e´te´ abondamment e´tudie´e notamment
dans [28] dans un cadre tre`s ge´ne´ral, le fait de travailler ici sur un corps fini va nous
permettre de simplifier beaucoup cette the´orie et d’obtenir des solutions sans passer par
le corps de Picard-Vessiot. Nous verrons que les e´quations aux diffe´rences sont exactement
le meˆme objet que les polynoˆmes line´arise´s qui sont introduits et e´tudie´s dans [14]. Le
lien fondamental entre e´quations aux diffe´rences et polynoˆmes tordus sera mis en lumie`re
dans la proposition 3.1.15. Puis nous passerons, dans le paragraphe 2, a` un algorithme de
construction explicite de code dont le rang est prescrit. Nous donnerons plusieurs exemples
et des tableaux de re´sultats. Nous construirons dans le paragraphe 3 des codes BCH non-
commutatifs et nous donnerons pour finir un algorithme de de´codage de ces codes.
Ce chapitre est adapte´ de l’article co-e´crit avec Felix Ulmer et Pierre Loidreau : ”Skew
codes of prescribed distance or rank”.
3.1 The´orie des ope´rateurs aux diffe´rences
Dans ce paragraphe nous allons e´tudier la notion d’ope´rateurs aux diffe´rences et nous allons
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voir le lien fort entre ces ope´rateurs et l’anneau non-commutatif Fq[X, θ].
3.1.1 De´finition et premie`res proprie´te´s
Soit q = pr ou` p est un nombre premier et θ(x) = xp
i
avec i ∈ {0...r − 1} un automor-
phisme de Fq.
De´finition 3.1.1. — Une e´quation aux diffe´rences sur (Fq, θ) est une e´quation de la
forme :
L(y) = anθ
n(y) + ...+ a1θ(y) + a0y = 0 (3.1)
ou` les ai sont des e´le´ments de Fq.
Il est possible de chercher des solutions a` cette e´quation dans Fq, bien suˆr, mais
e´galement dans une extension de corps en e´tendant l’automorphisme θ, plus pre´cise´ment
nous avons :
De´finition 3.1.2. — On dit que le corps aux diffe´rences (Fq′ ,Θ) est une extension du
corps aux diffe´rences de (Fq, θ) lorsque Fq ⊂ Fq′ et Θ est l’automorphisme de Fq′ de´fini par
Θ(x) = xp
i
.
Remarque 3.1.3. — Il y a plusieurs fac¸ons d’e´tendre un automorphisme a` une exten-
sion de corps. L’exemple le plus simple et le plus re´ve´lateur est de prendre F2 muni de
l’automorphisme identite´, F4 est une extension de F2 et l’identite´ sur F4 est bien entendu
un prolongement de l’identite´ sur F2. Cependant, l’application θ(x) = x
2 de´finie sur F4 ne
bouge pas les e´le´ments de F2, c’est e´galement un prolongement de l’identite´.
La de´finition pre´ce´dente pre´cise que, parmi les prolongements possibles, nous choisirons
celui qui garde la meˆme expression formelle.
Il est de`s lors possible de chercher des solutions de l’e´quation aux diffe´rences 3.1 dans
une extension de corps aux diffe´rences. Nous avons le re´sultat suivant :
Proposition 3.1.4. — Les solutions de l’e´quation aux diffe´rences L(y) = 0 sur n’importe
quel corps aux diffe´rences (Fq′ , θ) forment un (Fq′)
θ-espace vectoriel.
De´monstration. — Il suffit de remarquer que l’automorphisme θ de´fini sur Fq est (Fq)
θ-
line´aire, en effet si α ∈ (Fθq) et (a, b) ∈ (Fq)
2, nous avons :
θ(αa+ b) = θ(α)θ(a) + θ(b) = αθ(a) + θ(b).
Ainsi l’ope´rateur L qui est combinaison line´aire de puissances de θ est (Fq)
θ-line´aire, d’ou`
le re´sultat.
Ce cadre la` est tre`s similaire a` la the´orie de Galois classique des e´quations aux diffe´rences
de´veloppe´e dans [28]. Cependant l’existence d’un anneau aux diffe´rences de de´composition
(anneau de Picard-Vessiot) ne de´coule pas ici des the´ore`mes ge´ne´raux. En effet l’hypothe`se
fondamentale est le fait que le corps des constantes soit alge´briquement clos, les corps finis
n’e´tant pas alge´briquement clos ; nous ne sommes pas dans ce cadre la`. Ne´anmoins, nous
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allons pouvoir obtenir un re´sultat similaire e´tant donne´ que nous connaissons entie`rement
la structure et les interactions entre un corps fini et ses extensions.
La premie`re e´tape consiste a` remarquer que l’ope´rateur L peut s’e´crire en fait sous
forme de polynoˆme.
De´finition 3.1.5. — Nous pouvons associer a` l’ope´rateur L(y) = anθ
n(y) + ...+ a1θ(y) +
a0y = 0 le polynoˆme :
Lˆ(Y ) = anY
pin + ...+ a1Y
pi + a0Y. (3.2)
Ces deux objets sont e´videmment les meˆmes, juste e´crits diffe´remment en se souvenant
que θ(y) = yp
i
.
Remarque 3.1.6. — Un tel polynoˆme est appele´ pi-polynoˆme ou lorsque le contexte est
clair un polynoˆme line´arise´. Ces polynoˆmes qui ont la particularite´ que l’ensemble de leurs
racines ait une structure d’espace vectoriel ont e´te´ largement e´tudie´s dans [14] et [20].
Ce lien va nous permettre d’e´tudier l’ensemble des solutions de l’e´quation L(y) = 0.
Lemme 3.1.7. — Il existe une extension de Fq qui contient toutes les solutions de L(y) =
0.
De´monstration. — Il suffit de rappeler que le polynoˆme Lˆ a un corps de de´composition,
c’est-a`-dire une extension de Fq qui contient toutes ses racines.
Nous allons nous inte´resser a` la dimension de l’espace des solutions de L(y) = 0.
En ge´ne´ral, le corps fixe´ par θ de´pend du corps dans lequel on conside`re l’e´quation. Afin
de le fixer nous allons adopter les notations suivantes : θ(x) = xq0 , q = qt0 et L un ope´rateur
aux diffe´rences a` coefficients dans Fq. Ainsi quelque soit l’extension de corps dans laquelle
on e´tudiera les solutions de L(y) = 0, on aura (Fqs)
θ = Fq0 .
De´finition 3.1.8. — On appelle multiplicite´ d’une solution β de L(y) = 0, l’ordre de β
en tant que racine de Lˆ.
Exemple 3.1.9. — L’ope´rateur L(y) = θn(y) a pour unique solution 0 qui est de multi-
plicite´ qn0 .
De´finition 3.1.10. — Soit L(y) = anθ
n(y)+...+a1θ(y)+a0y un ope´rateur aux diffe´rences,
on appelle valuation de L, l’entier val(L) = min{i, ai *= 0}.
Le lemme suivant est une reformulation du the´ore`me 3.50 de [14], nous gardons les
notations et conventions introduites pre´ce´demment.
Lemme 3.1.11. — L’ensemble des solutions de L(y) = 0 est un espace vectoriel sur Fq0
et chaque solution a pour multiplicite´ (q0)
val(L).
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De´monstration. — Tout d’abord remarquons que la de´rive´e de Lˆ vaut a0 donc si a0 *= 0
toutes les solutions de L(y) = 0 ont pour multiplicite´ 1.
Soit k = val(L), c’est-a`-dire a0 = a1 = ... = ak−1 = 0 et ak *= 0 alors :
Lˆ(Y ) =
n∑
i=k
aiY
qi0 =
n∑
i=k
a
qtk0
i Y
qi0 .
La dernie`re e´galite´ e´tant vraie puisque ai appartient a` Fqt0 = Fq. En utilisant le fait que la
caracte´ristique de Fq divise q0 nous avons :
Lˆ(Y ) =
n∑
i=k
[a
q
(t−1)k
0
i Y
qi−k0 ]q
k
0 .
Le polynoˆme entre crochets a son terme constant non nul donc toutes ses racines sont
d’ordre 1, donc toutes les solutions de L(y) = 0 sont d’ordre qk0 .
Le the´ore`me suivant re´sume ce que nous venons d’apprendre :
The´ore`me 3.1.12. — Soit θ un automorphisme de Fq de´fini par a )→ a
q0, on pose q = qt0
et on suppose que (Fq)
θ = Fq0. Soit L(y) = anθ
n(y)+ ...+a1θ(y)+a0y avec ai ∈ Fq. Il existe
un corps fini Fqs qui contient toutes les solutions de L(y) = 0. Cet ensemble de solutions
est un espace vectoriel sur (Fq)
θ de dimension n− val(L).
De´monstration. — On note encore k = val(L). Le polynoˆme Lˆ est de degre´ qn0 , et toutes
ses racines sont de multiplicite´ qk0 , il posse`de donc q
n−k
0 racines. Nous avons vu que ces
racines ont une structure d’espace vectoriel sur Fq0 , cet espace vectoriel est de dimension
n− k.
Prenons quelques exemples pour illustrer ce the´ore`me.
Exemple 3.1.13. —
– L’espace des solutions de l’e´quation aux diffe´rences L(y) = θn(y) − y est Fqn0 . C’est
bien un espace vectoriel de dimension n sur Fq0 , puisque qu’ici a0 = −1 *= 0.
– L’espace des solutions de L(y) = θn(y) est {0}. C’est bien un espace vectoriel de
dimension 0, en effet ici a0 = ... = an−1 = 0 donc on a bien val(L) = n.
– L’espace des solutions de L(y) = θn(y) − θn−1(y) est Fq0 . Pour voir cela, il suffit de
voir que L(β) = 0 e´quivaut a` θ(β)− β = 0 donc β ∈ Fq0 . Dans ce cas la multiplicite´
de chaque solution est qn−10 .
3.1.2 Lien avec les polynoˆmes non-commutatifs
Ce lien a e´te´ mis en e´vidence par Ore dans [20].
Partant de l’e´quation aux diffe´rences L(y) on peut lui associer l’ope´rateur aux diffe´rences :
L = anθ
n + ...+ a1θ + a0. (3.3)
On note L(Fq) l’ensemble de ces ope´rateurs aux diffe´rences.
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De´finition 3.1.14. — L’ensemble L(Fq) peut eˆtre muni d’une structure d’anneau (L(Fq),+, ◦)
ou` la multiplication ◦ est la composition des ope´rateurs de´finie par (L1◦L2)(y) = L1(L2(y)).
Nous allons voir le lien entre cet anneau et l’anneau Fq[X, θ].
Proposition 3.1.15. — L’application suivante est un morphisme d’anneau :
ψ : Fq[X, θ] → (L(Fq),+, ◦)
n∑
i=0
aiX
i )→
n∑
i=0
aiθ
i.
Cette application est une bijection.
De´monstration. — La stabilite´ par somme est claire, de plus ψ(aX) = ψ(a) ◦ ψ(X) mais
comme les anneaux sont non-commutatifs, nous devons e´galement ve´rifier que ψ(Xa) =
ψ(a)ψ(X) :
ψ(Xa) = ψ(θ(a)X) = θ(a)θ
et d’autre part :
ψ(Xa)(y) = [ψ(X) ◦ ψ(a)](y) = θ(ay) = θ(a)θ(y).
Donc ψ(Xa) = θ(a)θ e´galement.
On va pouvoir se servir de ce lien en the´orie des codes puisque l’on sait fabriquer des
codes a` partir de polynoˆmes tordus.
Un des buts de la suite de ce chapitre va eˆtre de construire l’e´quivalent des codes
BCH dans le contexte non-commutatif. La difficulte´ est que la notion de racine n’est pas
clairement de´finie pour les polynoˆmes tordus. On rappelle la de´finition de racine d’un
polynoˆme tordu vue au chapitre 1.
De´finition 3.1.16. — Soit f ∈ Fq[X], α ∈ Fqs est une racine de f si et seulement si f
est divisible a` droite par X − α dans Fqs [X].
La proposition fondamentale suivante montre le lien entre les solutions d’une e´quation
aux diffe´rences et une racine d’un polynoˆme tordu.
Proposition 3.1.17. — Soit θ un automorphisme de Fq, L(y) =
n∑
i=0
aiθ
i(y) une e´quation
aux diffe´rences et P =
n∑
i=0
aiX
i le polynoˆme de Fq[X, θ] associe´. Un e´le´ment non nul, β de
Fqs est une solution de L(y) = 0 si et seulement si X −
θ(β)
β
est un diviseur a` droite de P
dans Fqs [X, θ].
De´monstration. — Supposons que L(β) = 0. Effectuons la division euclidienne a` droite de
P par X − θ(β)
β
, nous obtenons :
P = Q(X −
θ(β)
β
) +R.
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Le reste R est une constante, e´ventuellement nulle. Nous pouvons appliquer ψ−1, voir
proposition 3.1.15, afin de voir cette relation dans le monde des ope´rateurs aux diffe´rences.
En notant LS, l’ope´rateur aux diffe´rences associe´ a` un polynoˆme S, nous avons :
L = LQ(θ −
θ(β)
β
) + LR.
On remarque que (θ− θ(β)
β
)(β) = 0 donc LR(β) = 0. Comme R est une constante et que β
est non nulle, on en de´duit que R est nul.
Re´ciproquement si R = 0 alors L(β) = 0.
Nous nous servirons de cette correspondance entre solution de L(y) = 0 et racine du
polynoˆme tordu associe´ dans la suite.
3.1.3 Casoratien
Avant de commencer a` fabriquer des codes correcteurs a` distance prescrite, nous avons
besoin d’un dernier outil. Nous allons par la suite prescrire des puissances conse´cutives
d’e´le´ments comme racines d’un polynoˆme tordu, c’est-a`-dire prescrire des solutions a` un
ope´rateur aux diffe´rences. Pour faire cela, nous avons besoin de pouvoir construire un
ope´rateur aux diffe´rences qui a certaines solutions fixe´es. C’est a` cette question que l’on va
re´pondre dans ce paragraphe.
On garde les meˆmes notations que pre´ce´demment, a` savoir θ(x) = xq0 et q = qt0.
De´finition 3.1.18. — Soit {β1, ..., βn} des e´le´ments de Fq, on appelle Casoratien de
{β1, ..., βn}, le de´terminant suivant :
Cas(y1, ..., yn, y) =
y1 y2 · · · yn y
θ(y1) θ(y2) · · · θ(yn) θ(y)
θ2(y1) θ
2(y2) · · · θ
2(yn) θ
2(y)
· · · · · · · · · · · · · · ·
θn(y1) θ
n(y2) · · · θ
n(yn) θ
n(y)
= 0.
Notons Casi(y1, ..., yn) le de´terminant obtenu a` partir du pre´ce´dent en enlevant la i-e`me
ligne et la dernie`re colonne, nous obtenons :
Cas(y1, ..., yn) =
n∑
i=0
(−1)n+i+2Casi+1(y1, ...yn)θ
i(y).
Il est agre´able de rendre unitaire cet ope´rateur aux diffe´rences, dans la suite nous noterons :
Ly1,...,yn = θ
n(y) +
n∑
i=0
(−1)n+i+2
Casi+1(y1, ...yn)
Casn+1(y1, ..., yn)
θi(y). (3.4)
Remarque 3.1.19. — On peut voir le Casoratien comme l’e´quivalent du Wronskien de
la the´orie de Galois diffe´rentielle.
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Proposition 3.1.20. — Soit y1, ..., yn des e´le´ments de Fq line´airement inde´pendants sur
Fq0. Alors l’ensemble des solutions de l’e´quation aux diffe´rences Cas(y1, ..., yn, y) = 0 est
l’espace vectoriel sur Fq0 engendre´ par y1, ..., yn.
De´monstration. — En de´veloppant par rapport a` la dernie`re colonne le Casoratien, nous
voyons que c’est un ope´rateur aux diffe´rences classique qui s’e´crit sous la forme :
n∑
i=0
αiθ
i(y)
ou` les αi, qui s’expriment en fonction des θ
k(yj), sont des e´le´ments de Fq. En e´valuant en
yi cet ope´rateur aux diffe´rences, le de´terminant a deux colonnes identiques, donc :
∀i ∈ {1...n}, Cas(y1, ..., yn, yi) = 0.
avec γi ∈ Fq0 .
L’ope´rateur aux diffe´rences e´tant Fq0-line´aire, nous avons de´ja` q
n
0 solutions : V ectFq0 ({y1, ..., yn}).
Le polynoˆme line´arise´ correspondant est de degre´ qn0 , nous avons donc trouve´ toutes les
solutions.
Remarque 3.1.21. — Supposons que l’hypothe`se d’inde´pendance line´aire ne soit pas
ve´rifie´e, c’est-a`-dire :
n∑
i=1
γiyi = 0.
Alors en appliquant θj a` l’e´quation pre´ce´dente, nous obtenons :
θj(
n∑
i=1
γiyi) =
n∑
i=1
γiθ
j(yi) = 0
e´tant donne´ que θ(γi) = γi. Cela montre que dans ce cas les n premie`res colonnes de la
matrice du Casoratien sont lie´es et que l’e´quation aux diffe´rences associe´e est identiquement
nulle.
Meˆme si les e´le´ments y1, ..., yn vivent dans une extension de corps assez grande de la
forme Fqs , il est tout a` fait possible que leur Casoratien soit a` coefficients dans un plus
petit corps. La proposition pre´cise a` quelles conditions ce phe´nome`ne se produit.
Lemme 3.1.22. — Soit θ(x) = xq0, q = qt0 et σ un ge´ne´rateur du groupe de Galois
de l’extension Fqs/Fq. Soit y1, ..., yn des e´le´ments de Fqs line´airement inde´pendants sur
Fq0. L’e´quation aux diffe´rences Ly1,...yn(y) est a` coefficients dans Fq si et seulement si
V ectFq0 ({y1, ...yn}) est stable par σ.
De´monstration. — Supposons que Ly1,...yn(y) =
n∑
i=0
αiθ
i(y) avec αi ∈ Fq. Comme σ et
l’extension de θ a` Fqs commutent, nous avons :
0 = σ(
n∑
i=0
αiθ
i(y)) =
n∑
i=0
αiθ
i(σ(y)).
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Ce qui montre que l’espace vectoriel sur Fq0 engendre´ par y1, ..., yn est stable par σ.
Re´ciproquement en reprenant l’expression de l’e´quation 3.4, nous avons le coefficient de
θi(y) qui est, au signe pre`s, Casi+1(y1,...yn)
Casn+1(y1,...,yn)
. Il s’agit de montrer qu’il est invariant sous σ,
en effet :
σ
(
Casi+1(y1, ...yn)
Casn+1(y1, ..., yn)
)
=
det(σ).Casi+1(y1, ...yn)
det(σ).Casn+1(y1, ..., yn)
=
Casi+1(y1, ...yn)
Casn+1(y1, ..., yn)
.
3.2 Codes tordus avec prescription de la distance
rang
3.2.1 La me´trique rang
Nous allons dans ce paragraphe de´finir une autre notion de poids d’un mot et de distance
d’un code. Cette notion de me´trique rang est particulie`rement bien adapte´e a` certains
cadres comme la correction d’erreurs ”entrelace´es” (crisscross error correction), voir par
exemple [25].
Si f ∈ Fq[X, θ] ge´ne`re un ide´al bilate`re et que f = hg, alors tout mot de code c qui
appartient au θ-code engendre´ par la projection dans le quotient Fq[X, θ]/〈f〉 de l’ide´al a`
gauche 〈g〉 est repre´sente´ de fac¸on unique par un polynoˆme de Fq[X, θ] de degre´ n− 1 au
plus (n e´tant le degre´ de f). C’est-a`-dire qu’un mot de code est repre´sente´ par un vecteur
de longueur n a` coefficients dans Fq. Posons c = (c1, ..., cn). D’autre part Fq est un espace
vectoriel sur (Fq)
θ, notons e1, ..., em une base avec m = [Fq : (Fq)
θ]. Chaque ci peut s’e´crire
dans cette base sous la forme :
ci =
m∑
j=1
xi,jej.
On note Mc la matrice (xi,j)1≤i≤n,1≤j≤m a` coefficients dans (Fq)θ.
De´finition 3.2.1. — On appelle rang du mot c et on note Rg(c) le rang de la matrice
Mc.
Remarque 3.2.2. — Ce rang est clairement inde´pendant de la base de Fq sur (Fq)
θ
choisie, par contre il de´pend e´videmment de l’automorphisme θ par conse´quent quand
nous parlerons de rang d’un mot de code le contexte sera pre´cise´.
Exemple 3.2.3. — Soit c = (0, 0, γ, 0, β) ou` γ ∈ F∗q et β ∈ F
∗
q. Le poids de Hamming de
c est e´gal a` 2. Le rang de c vaut 1 ou 2 selon que γ et β soient lie´s ou non sur (Fq)
θ.
L’exemple pre´ce´dent met en e´vidence la proposition suivante :
Proposition 3.2.4. — Soit c ∈ Fnq , nous avons :
Rg(c) ≤ d(c).
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De´monstration. — Il suffit de remarquer que le rang de c est au plus e´gal au nombre de
composantes non nulles de c.
De´finition 3.2.5. — La distance rang minimale d’un code C est l’entier d de´fini par :
d = min
c∈C\{0}
Rg(c).
D’apre`s la proposition pre´ce´dente la distance rang minimale d’un code est majore´e par
la distance minimale de Hamming. Cette distance rang a e´te´ introduite par Gabidulin dans
[9]. Il a e´tudie´ des codes qui avait une distance rang optimale une fois la longueur et la
dimension du code fixe´es. Un algorithme de de´codage des codes de Gabidulin a e´te´ mis en
oeuvre dans [15]. Enfin une application a` la cryptographie et plus pre´cise´ment au syste`me
de McEliece a e´te´ propose´e dans [18].
3.2.2 Prescription de la distance rang
Notation 6. — Si g ∈ Fq[X, θ], on note Lg l’ope´rateur aux diffe´rences associe´ a` g via
l’application ψ de´finie au paragraphe 3.1.15.
De manie`re similaire aux codes BCH ou` l’on impose une distance rang en demandant
que le polynoˆme ge´ne´rateur posse`de des puissances de racines primitives conse´cutives, il
est possible de faire l’e´quivalent dans notre contexte.
The´ore`me 3.2.6. — Soient m l’ordre de θ ∈ Aut(Fq), g ∈ Fq[X, θ] et Lg(y) = 0 l’e´quation
aux diffe´rences associe´e. On suppose qu’il existe des entiers n ≥ δ ≥ 1 et un e´le´ment β ∈ Fqs
tels que :
1. β, θ(β), ..., θn−1(β) sont line´airement inde´pendants sur (Fq)θ.
2. pour chaque i ∈ {0, ..., δ − 1}, Lg(θ
i(β)) = 0.
Alors pour tout polynoˆme f ∈ (Fq)
θ[Xm], c’est-a`-dire dans le centre de Fq[X, θ], de degre´
n qui est divisible a` droite par g, le code 〈g〉/〈f〉 est de distance minimale rang ≥ δ + 1, et
par conse´quent de distance minimale au moins δ + 1.
De´monstration. — Soit c un mot du code 〈g〉/〈f〉 non nul et de rang τ sur (Fq)
θ. Les
coefficients de c forment un vecteur de longueur n : (c0, ..., cn−1) ∈ Fnq de rang τ sur
(Fq)
θ. Par conse´quent, il existe U ∈Mτ×n((Fq)θ) de rang τ et C1, ..., Cτ ∈ Fτq line´airement
inde´pendants sur (Fq)
θ tels que :
(c0, ..., cn−1) = (C1..., Cτ )U. (3.5)
D’autre part le mot de code c est un multiple a` gauche, hg, de g, la multiplication dans
Fq[X, θ] correspondant a` la composition des ope´rateurs aux diffe´rences, nous avons : Lc(y) =
Lh(Lg(y)). Ainsi toute solution γ de Lg(y) = 0 est e´galement une solution de Lc(y) = 0 et il
existe une base de l’espace des solutions de Lg(y) = 0 sous la forme (β, ..., β
δ−1, γδ, ..., γk−1).
Cela montre que :
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(c0, . . . , cn−1)


β · · · θδ−1(β) γδ . . . γk−1
θ(β) · · · θδ(β) θ(γδ) . . . θ(γk−1)
...
. . .
...
...
. . .
...
θn−1(β) · · · θn+δ−2(β) θn−1(γδ) . . . θn−1(γk−1)

 = 0.
Nous de´finissons ui(β) comme :
∀i = 1, . . . τ, ui(β) =
n∑
j=0
Uijθ
i(β).
En remplac¸ant (c0, . . . , cn−1) par l’expression 3.5, et en utilisant que les coefficients de U
sont stables par θ nous obtenons :
(C1, . . . , Ct)


u1(β) · · · θ
δ−1(u1(β)) u1(γδ) . . . u1(γk−1)
u2(β) · · · θ
δ−1(u2(β)) u2(γδ) . . . u2(γk−1)
...
. . .
...
...
. . .
...
ut(β) · · · θ
δ−1(ut(β)) ut(γδ) . . . ut(γk−1)

 = 0.
Comme U est de rang τ et que β, ..., θn−1(β) sont line´airement inde´pendants sur (Fq)θ
nous avons u1(β), ..., uτ (β) e´galement line´airement inde´pendants sur (Fq)
θ. Les δ premie`res
colonnes de la matrice du syste`me pre´ce´dent sont line´airement inde´pendantes. Si τ ≤ δ
l’e´quation pre´ce´dente n’a pas de solution non nulle. Donc la distance minimale rang de
〈g〉/〈f〉 est au moins δ + 1.
3.2.3 Mise en oeuvre du the´ore`me
On peut penser a` l’algorithme suivant pour utiliser le the´ore`me :
Remarque 3.2.7. — Il faut garder a` l’esprit que dans toute cette partie (Fq)
θ = Fq0
puisque θ(x) = xq0 et q = qt0.
1. On choisit Fq un corps fini, θ ∈ Aut(Fq), le degre´ de l’extension dans laquelle nous
allons chercher nos solutions, s, et δ un entier ≥ 1.
2. On prend un e´le´ment β ∈ Fqs et on calcule le plus grand τ tel que :
β, ..., θτ−1(β)
soient line´airement inde´pendants sur (Fq)
θ.
3. Si τ ≥ δ, on trouve un ope´rateur aux diffe´rences, Lg, ayant pour solutions :
β, ..., θδ−1(β)
en calculant le Casoratien de ces e´le´ments.
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4. On transforme cet ope´rateur en un polynoˆme ge´ne´rateur g ∈ Fqs .
5. On calcule une borne de ce polynoˆme, si le degre´ de cette borne n est plus petit
que τ on entre dans les hypothe`ses du the´ore`me pre´ce´dent et l’on forme le θ-code
correspondant.
Le point 4 montre le point d’achoppement de cette fac¸on de faire, en effet le polynoˆme
ge´ne´rateur g que l’on obtient est a priori a` coefficients dans Fqs puisque construit en
calculant le Casoratien d’e´le´ments de Fqs . C’est ici que le lemme 3.1.22 intervient.
Nous allons calculer le plus petit sous (Fq)
θ-espace vectoriel stable par σ(x) = xq
contenant β, ..., θδ−1(β).
Notons cet espace Vβ et choisissons la base suivante pour cet espace :
β, ..., θδ−1(β), γ1, ..., γr.
En pratique pour calculer cet espace, nous ajoutons les e´le´ments de la forme σj(θi(β)) pour
1 ≤ j ≤ s et nous prenons une base sous la forme pre´ce´dente.
Il convient de remplacer le point 3 de la mise de l’algorithme pre´ce´dent par le point
suivant :
3′. On calcule Lg(y) = Cas(β, ..., θδ−1(β), γ1, ..., γr, y). Il est a` coefficients dans Fq et a
pour solutions, en particulier, le sous espace vectoriel engendre´ par :
β, ..., θδ−1(β).
Le point 5 de l’algorithme soule`ve e´galement un proble`me, afin de ve´rifier les hypothe`ses
du the´ore`me, il convient que le degre´ de la borne, n, soit plus petit ou e´gal a` τ sinon
β, ..., θn−1(β)
ne seront pas line´airement inde´pendants.
La proposition suivante montre que pour entrer dans les hypothe`ses du the´ore`me nous
devons avoir en re´alite´ n = τ . En gardant les meˆmes notations que pre´ce´demment, nous
avons :
Lemme 3.2.8. — Soit f une borne de g, alors le degre´ de f est supe´rieur ou e´gal a` τ .
De´monstration. — Le polynoˆme f est un multiple a` gauche de g, donc f = hg dans Fq[X, θ].
En traduisant cette ope´ration dans le monde des ope´rateurs aux diffe´rences, c’est-a`-dire en
appliquant la fonction ψ de la proposition 3.1.15, nous avons Lf = Lh ◦ Lg ce qui montre
que β est une solution de Lf . Or, Lf est a` coefficients dans (Fq)
θ comme c’est un polynoˆme
central de Fq[X, θ], nous avons alors :
Lf (θ
i(β)) = θi(Lf (β)) = 0.
Ce qui montre, en particulier, que l’espace vectoriel sur (Fq)
θ engendre´ par β, ..., τ(β)
est contenu dans l’ensemble des solutions de Lf (y) = 0. Ainsi pour des raisons de degre´
deg(f) ≤ τ
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Nous en de´duisons que pour que la condition 1 du the´ore`me soit satisfaite nous devons
avoir le degre´ de la borne n = τ .
Par conse´quent, nous pouvons ve´rifier si l’ope´rateur ayant pour solution β, ..., θτ−1(β)
est central et si ce n’est pas le cas, on peut arreˆter l’algorithme et choisir un autre β.
3.2.4 Algorithme de cre´ation de codes correcteurs
Pour re´sumer, l’e´tude pre´ce´dente nous me`ne a` l’algorithme suivant :
1. On choisit Fq un corps fini, θ ∈ Aut(Fq), le degre´ de l’extension dans laquelle nous
allons chercher nos solutions, s et δ un entier ≥ 1.
2. On prend un e´le´ment β ∈ Fqs et on calcule le plus grand τ tel que :
β, ..., θτ−1(β)
soient line´airement inde´pendants sur (Fq)
θ.
3. On calcule le Casoratien de β, ..., θτ−1(β). Si ce n’est pas un polynoˆme central, on
stoppe l’algorithme et on choisit un autre e´le´ment β.
4. Si τ ≥ δ, on calcule Lg(y) = Cas(β, ..., θ
δ−1(β), γ1, ..., γr, y), il est a` coefficients dans
Fq et a pour solutions, en particulier, le sous espace vectoriel engendre´ par :
β, ..., θδ−1(β).
5. On transforme cet ope´rateur en un polynoˆme ge´ne´rateur g ∈ Fq.
6. On forme le θ-code engendre´ par g de longueur τ en utilisant la matrice ge´ne´ratrice
qui de´coule de g de longueur le degre´, n, de f .
Lorsque la borne f sera de la forme Xn−1, les codes obtenus entrent dans la famille de
codes e´tudie´s par Gabidulin dans [9], cependant sa me´thode de construction de ces codes
e´tait diffe´rente, il donnait en particulier la matrice de parite´ du code.
Voyons a` pre´sent quelques exemples.
3.2.5 Exemples
Exemple 3.2.9. — On prend Fq = F4, θ(x) = x
2 et s = 6. Cela signifie que nous allons
choisir β ∈ F46 pour construire des codes sur F4. Notons α le ge´ne´rateur de F
∗
46 et w le
ge´ne´rateur F∗4 donne´s par Magma dans sa version 2.13. Voyons deux exemples de codes
avec ces parame`tres.
1. On prend β = α3688 ∈ F46 . Ici, nous avons τ = 8, c’est-a`-dire que sur F2 = (F4)
θ
les e´le´ments β, θ(β), . . . , θ7(β) sont line´airement inde´pendants. C’est-a`-dire que si
nous obtenons un θ-code a` partir de ce β, il sera de longueur n = 8. En utilisant le
Casoratien, nous calculons Lβ(y) = (θ
8 + θ6 + θ2 + 1)(y). Le polynoˆme associe´ fL =
X8 +X6 +X2 +1 ∈ F2[X, θ] est central, en effet f ∈ F2[X
2], nous pouvons construire
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un code sur F4 en utilisant cet e´le´ment β ∈ F46 . Prenons δ = 1, nous calculons
le plus petit F2-espace vectoriel, Vβ contenant {β} qui est stable sous l’action de
σ: x )→ x4 de Aut(F46/F4). Une base de Vβ est {β, θ
2(β), θ4(β), θ6(β)} (on remarque
que σ = θ2). En utilisant le Casoratien, nous trouvons le polynoˆme tordu suivant
g = X4 +α2730X3 +X2 +X + 1 = X4 +wX3 +X2 +X + 1 associe´ a` l’ope´rateur aux
diffe´rences qui a pour espace de solution Vβ. Etant donne´ que la longueur du code
est 8, la matrice ge´ne´ratrice du code est


1 1 1 w2 1 0 0 0
0 1 1 1 w 1 0 0
0 0 1 1 1 w2 1 0
0 0 0 1 1 1 w 1

 .
Nous obtenons un code de parame`tres [8, 4, 4] sur F4 de rang prescrit 2. Ce code
s’envoie sur un code de parame`tres [16, 8, 4] sur F2. Ce n’est pas un code de Gabidulin.
Remarque 3.2.10. — Il y a plusieurs fac¸ons d’envoyer un code issu de F4 sur F2, ici
on a utilise´ la commande SubfieldRepresentationCode qui e´crit chaque coordonne´e
de F4 comme un vecteur de longueur 2 sur F2, cela double donc la longueur du code.
2. Prenons β = α1444. La plus longue suite line´airement inde´pendante sur F2 = (F4)
θ est
β, θ(β), . . . , θ11(β). La dimension [F46 : F2] = 12, cela signifie que β engendre une base
normale et que la borne doit force´ment eˆtre f = X12− 1 (qui est toujours une borne
dans ce cas puisque l’ordre de θ ∈ Aut(F46/F2) est 12). Le code que l’on obtient va eˆtre
un code de Gabidulin. Le plus petit F2-espace vectoriel Vβ contenant {β} qui est stable
par σ:x )→ x4 de Aut(F46/F4) a pour base {β, θ
2(β), θ4(β), θ6(β), θ8(β), θ10(β)}. En
utilisant le Casoratien, nous obtenons le ge´ne´rateur :
g = X6 + α1365X5 + α1365X4 + α1365X3 + α2730X2 + α1365X + 1
= X6 + w2X5 + w2X4 + w2X3 + wX2 + w2X + 1.
Comme la longueur du code est 12, la matrice ge´ne´ratrice correspondante est :


1 w2 w w2 w2 w2 1 0 0 0 0 0
0 1 w w2 w w w 1 0 0 0 0
0 0 1 w2 w w2 w2 w2 1 0 0 0
0 0 0 1 w w2 w w w 1 0 0
0 0 0 0 1 w2 w w2 w2 w2 1 0
0 0 0 0 0 1 w w2 w w w 1


.
Nous obtenons un [12, 6, 6]-code sur F4 de rang prescrit 2 qui est un code de Gabidulin.
Le code descend en un code de parame`tres [24, 12, 6] sur F2.
Exemple 3.2.11. — On se place dans Fq = F24 = F16, θ(x) = x
4 et s = 4. Cela signifie que
nous allons utiliser β ∈ F216 pour construire des codes sur F24 . Nous notons α le ge´ne´rateur
F
∗
216 et w le ge´ne´rateur F
∗
24 donne´s par Magma.
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1. Prenons β = α57153. La plus grande suite line´airement inde´pendante sur F22 = (F24)
θ
est β, θ(β), . . . , θ7(β). C’est-a`-dire que si nous obtenons un θ-code par cette construc-
tion il sera de longueur n = 8. En utilisant le Casoratien, nous avons Lβ(y) =
(θ8 − 1)(y). Le polynoˆme associe´ fL = X
8 − 1 ∈ F22 [X, θ] est central (f ∈ F22 [X
4]),
nous allons pouvoir construire un code F24 en utilisant β ∈ F216 . On prend δ = 1,
le plus petit F2-espace vectoriel Vβ contenant {β} qui est stable par σ:x )→ x
16 de
Aut(F216/F16) est {β, θ
2(β), θ4(β), θ6(β), } (on remarque que σ = θ2). En utilisant le
Casoratien, nous obtenons le polynoˆme ge´ne´rateur suivant :
g = X4 + α17476X3 + α56797X2 + α39321X + α39321
= X4 + w4X3 + w13X2 + w9X + w9.
Comme la longueur du code associe´ est 8, nous avons la matrice ge´ne´ratrice suivante :


w9 w9 w13 w4 1 0 0 0
0 w6 w6 w7 w 1 0 0
0 0 w9 w13 w4 1 0 0
0 0 0 w6 w6 w7 w 1

 .
Le code obtenu est de parame`tres [8, 4, 5] sur F16, tandis que la distance rang prescrite
e´tait 2, c’est un code de Gabidulin. Il s’envoie sur un code de parame`tres [32, 16, 7]
sur F2.
2. β = α18575. La plus grande suite line´airement inde´pendante sur F22 = (F24)
θ est
β, ..., θ5(β). L’ope´rateur Lβ(y) = (θ
6 + θ4 + θ2 + 1)(y) est associe´ a` un polynoˆme
central. Une base de Vβ est {β, θ
2(β), θ4(β)}. Le polynoˆme que l’on obtient est :
g = X3 + α61166X2 + α56797X + 1
= X3 + w14X2 + w13X + 1.
La matrice du code associe´ est :
 1 w
13 w14 1 0 0
0 1 w7 w11 1 0
0 0 1 w13 w14 1

 .
Nous obtenons un code de parame`tres [6, 3, 4] sur F16. Ce n’est pas un code de
Gabidulin.
3.2.6 Tables de re´sultats
Les tables suivantes montrent les parame`tres des codes a` distance prescrite qui sont
de´finis sur F4 avec θ(x) = x
2. Les lignes indiquent l’extension de F4 dans laquelle β a e´te´
choisi. Les colonnes indiquent le rang prescrit, δ, durant la construction. Une entre´e du
tableau [10, 5, 4](8) signifie que l’on trouve 8 polynoˆmes de F4[X, θ] diffe´rents qui donnent
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un code de parame`tres [10, 5, 4]. Nous indiquons e´galement par un ”g” les codes de Gabi-
dulin. On ne met dans une case que les codes ayant la distance minimale la plus grande a`
longueur et dimension fixe´es.
On remarque que l’on obtient des codes avec des parame`tres identiques avec des β
provenant d’extensions diffe´rentes, toutefois pour chaque extension nous ne conside´rons
que les β qui n’appartiennent pas a` un sous-corps.
δ = 1
F4 [2,1,2]g(2)
F42 [4,2,3]g(4)
[6, 3, 2]g(2)
F43 [6, 3, 3]g(4)
[6,3,4]g(2)
[4,2,2](4)
F44 [8,4,4]g(16)
[6,3,3](8)
[10, 5, 2]g(2)
[10, 5, 4]g(14)
F45 [10,5,5]g(16)
[8, 4, 2](2)
[8, 4, 3](2)
[8,4,4](12)
δ = 1
[12, 6, 3]g(12)
[12, 6, 4]g(12)
[12, 6, 5]g(32)
[12,6,6]g(8)
F46 [10, 5, 3]
[10,5,4](8)
[8, 4, 2](2)
[8, 4, 3](8)
[8,4,4](22)
δ = 1
[14, 7, 2]g(2)
[14, 7, 4]g(14)
[14, 7, 5]g(40)
[14,7,6]g(72)
[12, 6, 2](2)
F47 [12, 6, 4](30)
[12,6,5](32)
[8, 4, 2](4)
[8, 4, 3](24)
[8,4,4](4)
[6,3,3](16)
Les codes en gras correspondent a` des codes atteignant la meilleure distance minimale
possible a` longueur et dimension fixe´es.
Les tables suivantes qui sont organise´es de la meˆme manie`re que les pre´ce´dentes,
montrent les re´sultats que l’on obtient sur F8.
δ = 1 δ = 2
F8 [3,2,2]g(3) [3,1,3]g(3)
F82 [6, 4, 2]g(3) [6, 2, 3]g(3)
[6,4,3]g(9) [6,2,5]g(9)
[9, 6, 3]g(54) [9, 3, 6]g(54)
F83 [9,6,4]g(9) [9,3,7]g(9)
[6,4,3](21) [6,2,5](21)
[12, 8, 2]g(3) [12, 4, 3]g(3)
[12, 8, 3]g(63) [12, 4, 5]g(9)
[12,8,4]g(126) [12, 4, 6]g(54)
F84 [9, 6, 2](3) [12, 4, 7]g(54)
[9,6,3](45) [12,4,8]g(72)
[9, 3, 3](3)
[9, 3, 5](9)
[9,3,6](36)
δ = 1 δ = 2
[15, 10, 2]g(5) [15, 5, 3]g
[15, 10, 3]g(120) [15, 5, 6]g
[15, 10, 4]g(432) [15, 5, 7]g
[15,10,5]g(120) [15, 5, 8]g
F85 [12, 8, 2](3) [15,5,9]g
[12, 8, 3](78) [12, 4, 3]
[12,8,4](144) [12, 4, 5]
[12, 4, 6]
[12,4,7]
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Voici a` pre´sent les re´sultats sur F16.
δ = 1 δ = 2 δ = 3
F16 [4,3,2]g(8) [4,2,3]g(8) [4,1,4]g(8)
F162 [8,6,3]g(64) [8, 4, 4]g(32) [8,2,7]g(64)
[8,4,5]g(32)
[12, 9, 2]g(32) [12, 6, 3]g(8) [12, 3, 4]g(8)
[12, 9, 3]g(408) [12, 6, 4]g(72) [12, 3, 6]g(64)
F163 [12,9,4]g(72) [12, 6, 5]g(136) [12, 3, 8]g(152)
[8, 6, 2](16) [12,6,6]g(296) [12, 3, 9]g(216)
[8,6,3](48) [8, 4, 3](16) [12,3,10]g(72)
[8, 4, 4](40) [8, 2, 4](8)
[8,4,5](8) [8, 2, 5](8)
[8,2,7](48)
[16, 12, 3]g(256) [16, 8, 6]g(368) [16, 4, 10]g(256)
F164 [16, 12, 4]g(3840) [16, 8, 7]g(3008) [16, 4, 11]g(1536)
[12,9,3](512) [16,8,8]g(720) [16,4,12]g(2304)
[12, 6, 5](192) [12,3,8](512)
[12,6,6](320)
Remarque 3.2.12. — La raison pour laquelle, on ne prend que δ = 1 avec Fq = F4 est
simple. Imaginons que l’on prenne δ ≥ 2. Regardons Vβ, le F2-espace vectoriel contenant en
particulier β, θ(β) stable par σ = θ2. Soit r = 0 ou r = 1, Vβ contient θ
2i+r(β) = σi(θr(β)).
Ceci montre que le polynoˆme ge´ne´rateur serait de meˆme degre´ que la longueur du code.
C’est pour cette raison que nous ne regardons pas ce cas la`.
De meˆme lorsque Fq = F8, il n’est pas inte´ressant de prendre δ ≥ 3.
L’exemple suivant montre deux codes ayant les meˆmes parame`tres, non e´quivalents,
construits avec cette me´thode, l’un e´tant de Gabidulin et l’autre non.
Exemple 3.2.13. — En utilisant des e´le´ments de F88 , nous obtenons deux codes non
e´quivalents de parame`tres [21, 14, 6] de´finis sur F8, 6 e´tant la plus grande distance minimale
connue pour ces parame`tres :
1. Le code engendre´ par
g = X7 + wX6 + w3X5 + w5X4 + w6X3 + w4X2 + w ∈ F8[X, θ]
ou` w est le ge´ne´rateur de F∗8 donne´ par Magma. La borne de g est :
f = X21 +X18 +X15 +X12 +X9 +X6 +X3 + 1 ∈ F2[X
3].
Ce code n’est pas un code de Gabidulin.
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2. Le code engendre´ par :
g = X7 + wX6 + w3X5 + w4X4 + w5X3 + w3X2 + wX + w2 ∈ F8[X, θ].
La borne de g est
f = X21 + 1 ∈ F2[X
3].
C’est donc un code de Gabidulin.
Voyons a` pre´sent un exemple ou` l’on obtient un code qui ame´liore la meilleure distance
minimale connue sur F8.
Exemple 3.2.14. — Prenons Fq = F8, θ(x) = x
2 et s = 14. Cela signifie que nous allons
utiliser des e´le´ments de F814 pour construire des codes sur F8. On note α le ge´ne´rateur F
∗
842
et w le ge´ne´rateur F∗8 donne´s par Magma.
On choisit :
β = α70193.
La plus grande suite qui est line´airement inde´pendante sur F2 = (F8)
θ est β, ..., θ41(β). En
utilisant le Casoratien, nous avons :
Lβ(y) = θ
42(y) + y.
Le polynoˆme correspondant f = X42 + 1 est central. Nous prenons δ = 2. Le plus petit
F2-espace vectoriel contenant {β, θ(β)} qui est stable par σ(x) = x
8 a pour dimension 28
et le polynoˆme tordu associe´, g est :
g = X28 + w2X27 +X26 + w5X25 + w3X24 + wX23 + w2X22 + w4X21
+w2X19 +X18 + w5X17 + w4X16 + wX15 +X14 + w2X13 + w4X12 + w4X11
+w4X10 + w5X9 + w5X7 + w6X6 + w5X5 + w5X4 + w6X3 + w4X2 + w6X + w.
Nous pouvons calculer comme d’habitude la matrice ge´ne´ratrice du code, nous obtenons
un code θ-cyclique sur F8 avec les parame`tres :
[42, 14, 21].
Ce code augmente de 1 la meilleure distance minimale connue jusqu’a` pre´sent pour un
code sur F8 de longueur 42 et de dimension 14.
Une borne supe´rieure sur la distance minimale (ici la borne de Griesmer) est, dans ce
cas, 25.
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3.3 Codes BCH tordus
3.3.1 Introduction
Le but de cette section est de mettre au point une construction analogue a` celle des
codes BCH dans le contexte non-commutatif. En commutatif le polynoˆme ge´ne´rateur g est
simplement un produit de (X −αi) pour certains indices i bien choisis. Ge´ne´raliser cela ici
est assez difficile e´tant donne´ qu’en non-commutatif un produit de polynoˆmes de´pend de
l’ordre dans lequel on effectue les multiplications. La notion correspondante va en fait eˆtre
celle de plus grand commun multiple a` gauche.
Afin de voir cela nous avons besoin du lemme suivant :
Lemme 3.3.1. — Soit θ(x) = xq0 un automorphisme de Fq, avec q
t
0 = q. Pour toute
extension Fqs, de Fq et pour tout σ ∈ Aut(Fqs/Fq), l’application :
ϕσ: Fqs [X, θ] → Fqs [X, θ]
n∑
i=0
aiX
i )→
n∑
i=0
σ(ai)X
i
est un morphisme d’anneau.
De´monstration. — On note a` nouveau θ l’automorphisme de Fqs de´fini par θ(x) = x
q0 .
La structure additive est clairement pre´serve´e et, en ce qui concerne la structure multipli-
cative, nous avons de manie`re imme´diate :
ϕσ(aX) = ϕσ(a)ϕσ(X).
Mais en non-commutatif nous sommes e´galement tenus de ve´rifier que ϕσ(Xa) = ϕσ(X)ϕσ(a),
c’est-a`-dire :
σ(θ(a))X = ϕσ(θ(a)X) = ϕσ(Xa) = ϕσ(X)ϕσ(a) = θ(σ(a))X.
La condition est ve´rifie´e e´tant donne´ que σ et θ, en tant qu’automorphismes de Fqs , com-
mutent.
Nous en de´duisons le lemme suivant qui va eˆtre utile :
Lemme 3.3.2. — Soit f(X) = anX
n + ...+ a1X + a0 ∈ Fq[X, θ] et supposons que a0 *= 0,
alors il existe une extension Fqs telle que f soit le plus petit commun multiple a` gauche de
polynoˆmes de la forme X − αi ou` αi ∈ Fqs.
De´monstration. — Il existe un corps Fqs ou` se trouvent toutes les solutions de Lf (y) = 0.
Pour chaque solution β ∈ Fqs de Lf (y), nous avons, d’apre`s la proposition 3.1.17, X −
θ(β)
β
qui est un facteur a` droite de f dans Fqs [X, θ]. Ainsi le plus petit multiple a` gauche, g, des
X − θ(β)
β
quand β parcourt l’ensemble des solutions de Lf (y) = 0, est aussi un facteur a`
droite de f . Soit σ un ge´ne´rateur de Aut(Fqs/Fq), σ commute avec l’extension de θ a` Fqs ,
3.3. CODES BCH TORDUS 71
donc σ envoie une solution de Lf (y) = 0 sur une autre solution. Cela montre que ϕσ envoie
g sur lui meˆme et par conse´quent que g est a` coefficients dans Fq. Remarquons ensuite que
l’ope´rateurLf n’a que des solutions de multiplicite´ 1 comme a0 est non nul. Etant donne´
que toutes les solutions de f sont e´galement des solutions de g, le degre´ de g est au moins
e´gal a` celui de f , donc f et g co¨ıncident (a` une constante pre`s).
Les codes BCH tordus ont e´te´ introduits dans [31] et e´tudie´s uniquement en caracte´ristique
2. Ici nous pre´sentons leur e´tude ge´ne´rale.
3.3.2 Conditions d’existence des codes BCH tordus
De´finition 3.3.3. — Soit θ(x) = xq0 un automorphisme de Fq et q = q
t
0. Un code BCH
tordu de longueur n sur Fq pour les parame`tres entiers non nuls δ et s est un θ-code
engendre´ par le polynoˆme g ∈ Fq[X, θ] ve´rifiant :
1. g ∈ Fq[X, θ] est le polynoˆme de plus petit degre´ divisible a` droite par X − α
k pour
k ∈ {1, ..., δ − 1} ou` α est un ge´ne´rateur de F∗qs0 .
2. g a pour borne un polynoˆme f de degre´ n.
Nous dirons qu’un tel code est un (n, q0, t, s, δ)-code BCH tordu.
Proposition 3.3.4. — Si n ≤ (q0−1)s alors un (n, q0, t, s, δ)-code est de distance minimale
au moins δ.
De´monstration. — Supposons que le code est engendre´ par g ∈ Fq[X, θ] et que f soit une
borne de g de degre´ n. Un e´le´ment h =
n−1∑
i=0
ciX
i ∈ Fq[X, θ]/〈f〉 est un mot de code si et
seulement si c’est un multiple a` gauche de g ou de manie`re e´quivalente si αk est une racine
de Ph, le polynoˆme de Jacobson introduit a` la proposition 1.7.7 pour k ∈ {1, ..., δ − 1}.
Pour des commodite´s de notation, posons [i] =
qi0−1
q0−1 .
La matrice de parite´ du code est alors obtenue comme dans [31] :


α[0] α[1] · · · α[δ−1] · · · α[n−1]
(α2)[0] (α2)[1] · · · (α2)[δ−1] · · · (α2)[n−1]
...
...
(αδ−1)[0] (αδ−1)[1] · · · (αδ−1)[δ−1] · · · (αδ−1)[n−1]

 .
Nous utilisons dans la suite de la de´monstration la caracte´risation classique de la distance
minimale a` l’aide des mineurs de la matrice de parite´.
Tous les de´terminants extraits de taille (δ − 1)× (δ − 1) sont non nuls si et seulement si :
α[i] *= α[j]
pour tout i > j ∈ {0, 1, ..., n− 1}.
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Supposons que ce ne soit pas le cas c’est-a`-dire que α[i] = α[j], alors :
α
(q0)
i
−(q0)
j
q0−1 = α
(q0)
j
·((q0)i−j−1)
q0−1 = 1. (3.6)
En particulier α(q0)
j ·((q0)i−j−1) = 1, implique que qj−10 − 1 est divisible par q
s
0− 1, l’ordre de
α. Donc i− j = ms et d’apre`s la relation pre´ce´dente q0 − 1 divise
qm·s0 − 1
qs0 − 1
=
m−1∑
r=0
(q0)
s·k.
Cela veut dire que q0 − 1 divise m, donc i − j est un multiple de (q0 − 1)s, mais alors
i− j < n ≤ (q0 − 1)s, ce qui n’est pas possible.
3.3.3 Mise en oeuvre algorithmique
Soit α un ge´ne´rateur du groupe multiplicatif de Fqs0 . Un polynoˆme g est divisible a`
droite par X −αi, si et seulement si la solution βi de θ(y)−α
i(y) = 0 est aussi solution de
l’ope´rateur aux diffe´rences Lg(y) = 0 associe´ a` g. Le fait que g ∈ Fq[X, θ] soit le polynoˆme
tordu de plus petit degre´ divisible a` droite par X−αi pour i ∈ {1, ..., δ−1} est e´quivalent au
fait que l’espace des solutions de Lg(y) = 0 contienne β1, ..., βδ−1. D’apre`s le lemme 3.1.22,
Lg(y) est de´fini sur Fq lorsque son espace de solutions est stable par σ un ge´ne´rateur de
Aut(Fqs0/Fq). L’algorithme suivant donne la me´thode de fabrication de codes BCH tordus.
1. On choisit α un ge´ne´rateur de F∗qs0 .
2. Pour tout i ∈ {1, ..., δ − 1}, on calcule βi tel que :
θ(βi)
βi
= αi.
.
3. On de´termine le plus petit espace vectoriel sur Fq0 qui contient β1, ..., βδ−1 et qui est
stable sous l’action de σ(x) = xq. On le note Vg.
4. En utilisant le Casoratien, on calcule l’ope´rateur aux diffe´rences qui a pour espace
de solutions Vg, on note g ∈ Fq[X, θ] le polynoˆme associe´.
5. On calcule une borne, f , pour g. Si le degre´ n de f ve´rifie :
n ≤ (q0 − 1)s
alors g va engendrer un code BCH tordu dont on peut minorer la distance minimale
par δ.
6. On forme la matrice ge´ne´ratrice comme usuellement.
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Remarque 3.3.5. — Le point 1 de l’algorithme montre que l’on a plusieurs possibilite´s
pour le choix des βi. En re´alite´ ces choix diffe´rents me`nent au meˆme code.
Typiquement, nous devons trouver β dans une extension de Fq0 tel que
θ(β)
β
= α, cela
se traduit simplement par une e´quation polynomiale :
βq0−1 = α (3.7)
puisque θ(x) = xq0 . Notons j un ge´ne´rateur de F∗q0 , si β0 ∈ FqN0 est une solution de l’e´quation
3.7 alors l’ensemble de toutes les solutions de l’e´quation est :
{j0β0, jβ0, ..., j
q0−2β0}.
Soit βi solution de
θ(βi)
βi
= αi pour i = 1...δ − 1. L’ensemble de tous les βi que l’on peut
choisir est donc :
{(jr1β0, j
r2β20 , ..., j
rδ−1βδ−10 ), (r1, r2, ...rδ−1) ∈ {0, ..., q0 − 2}}.
Regardons le Casoratien de ces e´lements pour voir de quelle manie`re il de´pend du choix
des ri.
Cas(jr1β0, . . . , j
rδ−1βδ−10 , y) =
∣∣∣∣∣∣∣∣∣∣
jr1β0 . . . j
rδ−1βδ−10 y
θ(jr1β0) . . . θ(j
rδ−1βδ−10 ) θ(y)
θ2(jr1β0) . . . θ
2(jrδ−1βδ−10 ) θ
2(y)
. . . . . . . . . . . .
θδ−1(jr1β0) . . . θδ−1(jrδ−1βδ−10 ) θ
δ−1(y)
∣∣∣∣∣∣∣∣∣∣
.
Comme jri est dans (Fq)
θ, nous avons :
Cas(jr1β0, . . . , j
rδ−1βδ−10 , y) = j
r1jr2 ...jrδ−1Cas(β0, β
2
0 , ..., β
δ−1
0 , y).
Donc, quelque soit le choix des β1, ..., βδ−1 de l’e´tape 1 de l’algorithme, les codes obtenus
sont les meˆmes a` une constante pre`s.
Remarque 3.3.6. — Il est possible que g soit divisible a` droite par X − αi pour i ≥ δ, il
est par conse´quent inte´ressant de calculer ∆ le plus grand entier tel que g soit divisible a`
droite par :
X − α, ..., X − α∆−1.
Il est en effet tout a` fait possible que ∆ soit strictement plus grand que le δ que l’on a
choisi au de´but et dans ce cas on tombe sur un meilleur minorant de la distance minimale.
Voyons tout de suite des exemples de mise en oeuvre de cet algorithme.
Exemple 3.3.7. — On se place dans Fq = F23 , θ:x )→ x
2 et s = 9. Cela veut dire que
nous allons utiliser des e´le´ments α ∈ F29 pour construire des codes sur F23 . Notons γ le
ge´ne´rateur de F∗29 et w le ge´ne´rateur de F
∗
23 donne´s par Magma. On prend α = γ
433 et
δ = 2. Le plus petit F2 = (F23)
θ espace vectoriel Vα,α2 contenant {α,α
2} qui est stable par
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σ: x )→ x8 dans Aut(F29/F3) a pour base {α, γ
483, γ410, γ179}. En utilisant le Casoratien,
nous calculons :
Lα,γ483,γ410,γ179(y) = θ
4(y) + w2θ3(y) + wθ2(y) + wθ(y) + y.
Le polynoˆme tordu associe´ est g = X4+w2X3+wX2+wX+1 ∈ F23 [X, θ] c’est le ge´ne´rateur
du code BCH tordu que nous allons construire. La borne de g est f = X6+X3+1 ∈ F2[X
3].
Donc la longueur du code va eˆtre 6 est la matrice ge´ne´ratrice est :
(
1 w w w2 1 0
0 1 w2 w2 w4 1
)
.
On obtient un code de parame`tres [6, 2, 5] sur F8.
3.3.4 Tableaux de re´sultats
Les tables qui suivent montrent les caracte´ristiques des codes a` distance prescrite de´finis
sur F4 pour θ(x) = x
2. Les lignes indiquent le corps ou` α a e´te´ choisi, les colonnes indiquent
la distance minimale δ qui a e´te´ prescrite. Une entre´e [6, 3, 3](8) signifie que l’on a trouve´
pour ces parame`tres 8 polynoˆmes tordus diffe´rents qui donnent un code de parame`tres
[6, 3, 3].
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δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7
F26 [6, 3, 3](6) [6, 1, 6](1) [6, 1, 6](1) [6, 1, 6](1)
[6, 3, 4](6) [6, 2, 4](1)
F28 [8, 4, 4](20) [8, 1, 8](1) [8, 1, 8](3)
[6, 3, 3](8) [6, 1, 4](1)
F210 [10, 5, 4](24) [10, 1, 10](1) [10, 1, 10](3) [10, 1, 10](3) [10, 1, 10](3) [10, 1, 10](3)
[10, 5, 5](24) [10, 4, 4](1)
[10,6,3](2)
[8,4,4](12))
F212 [12, 6, 3](12) [12,1,12](1) [12,1,12](3) [12,1,12](3) [12,1,12](3) [12,1,12](3)
[12, 6, 4](18) [12,2,8](1) [12, 2, 6](2) [12, 2, 6](2) [12, 2, 8](1) [12,2,8](1)
[12, 6, 5](54) [12,3,4](1) [12, 2, 8](3) [12, 2, 8](3) [12,2,9](4)
[12,6,6](12) [10,1,6](1) [12,2,9](4) [12,2,9](3)
[12, 7, 3](6) [10, 2, 4](1) [12,4,6](2) [12,4,6](2)
[12,7,4](12) [10,3,4](1)
[12,8,3](6) [8, 1, 4](1)
[10, 5, 3](6) [8, 2, 4](1)
[10,5,4](18) [8, 2, 5](1)
[8, 4, 3](12) [8, 3, 4](1)
[8,4,4](18)
F214 [14, 7, 4](24) [14, 1, 14](1) [14,1,14](3) [14,1,14](3) [14, 1, 14](3) [14, 1, 14](3)
[14, 7, 5](84) [14, 3, 8](2) [14, 3, 8](2) [14, 3, 8](2) [14, 3, 8, 1] [14, 3, 8](1)
[14,7,6](132) [14, 4, 6](2) [14,3,10](4) [14,3,10](4)
[12, 6, 4](30) [14, 6, 4](1) [14, 4, 6](2) [14,4,6](2)
[12,6,5](48) [14,4,8](4)
[8, 4, 3](24)
[8,4,4](8)
[6,3,3](8)
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Voici a` pre´sent quelques codes sur F8.
δ = 2 δ = 3 δ = 4 δ = 5
F82 [6,4,3](18) [6,2,5](12) [6,2,5](9) [6,1,6](3)
[6,3,4](3) [6,1,6](3)
[9, 6, 3](108) [9, 3, 6](60) [9,1,9](6) [9,1,9](3)
F83 [9,6,4](18) [9,3,7](12) [9, 2, 6](6) [9,2,6](6)
[6,3,4](18) [9, 4, 5](12) [9,2,8](6)
[9,4,6](3) [9, 3, 6](24)
[6,2,5](18) [9,3,7](3)
[9,4,5](3)
[12, 8, 3](132) [12, 4, 5](12) [12,1,12](6) [12,1,12](3)
F84 [12,8,4](183) [12, 4, 6](60) [12, 2, 6](3) [12, 2, 6](3)
[9,6,3](54) [12,4,7](48) [12, 2, 8](6) [12, 2, 8](6)
[12, 5, 6](21) [12,2,10](9) [12,2,10](3)
[12,5,7](12) [12, 3, 6](6) [12, 3, 6](9)
[12, 6, 4](12) [12, 3, 8](3) [12, 3, 8](6)
[12,7,4](3) [12,3,9](18) [12,3,9](3)
[12,8,4](72) [12, 4, 7](9) [12, 4, 6](3)
[9, 3, 5](12) [12,4,8](3) [12,5,6](3)
[9,3,6](21) [12, 5, 5](3)
[9, 4, 4](6) [12,5,6](12)
[9,5,4](3) [12,6,5](3)
L’exemple suivant pre´sente un code BCH tordu qui de´passe la meilleure distance mini-
male connue jusqu’a` pre´sent.
Exemple 3.3.8. — On prend Fq = F4, θ(x) = x
2 et s = 40. Cela signifie que nous allons
utiliser des e´le´ments de F420 pour construire des codes sur F4. On appelle γ le ge´ne´rateur
de F∗420 et w le ge´ne´rateur de F
∗
4 donne´ par Magma.
Soit
α = γ6971.
Le plus petit F2 = (F4)
θ-espace vectoriel Vα contenant {α} qui est stable par σ(x) = x
4
a pour dimension 17. Le polynoˆme ge´ne´rateur correspondant est :
g = X17 +wX16 +wX14 +X13 +w2X12 +X11 +wX9 +X8 +wX7 +w2X6 +X5 +wX+w.
La borne de g est f = X40 + 1.
On obtient un code de parame`tres [40, 23, 10] sur F4.
Ce code ame´liore de 1 la meilleure distance minimale connue jusqu’a` pre´sent pour un
code de longueur 40 et de dimension 23.
La borne supe´rieure pour la distance minimale, dans ce cas la borne de Griesmer, est
13.
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3.3.5 De´codage des codes BCH tordus
Les codes que nous venons de voir sont construits par analogie avec les codes BCH
classiques et il est possible d’adapter l’algorithme usuel pour les de´coder dans ce cadre
non-commutatif. L’algorithme de de´codage des BCH commutatifs est pre´sente´ dans [32]
au paragraphe 6.7.
En utilisant les notations de la de´finition 3.3.3, nous avons un (n, q0, t, s, δ)-code BCH
tordu que nous appelons C. On suppose que ce code peut corriger Γ erreurs.
Conside´rons le mot de code c ∈ C et l’erreur e(x) = ei1x
i1 + ... + eiγx
iγ avec bien suˆr
γ ≤ Γ.
Soit c′ = c+ e =
n∑
j=0
c′jx
j le mot rec¸u. La question est de retrouver e connaissant c′.
1. D’apre`s la proposition 1.7.5, le reste dans la division a` droite de e par X − αi pour
i = 1...δ − 1 est :
Ai =
n−1∑
j=0
ej(α
i)[j].
ou` β[j] = β
qi0−1
q0−1 . Il est possible de calculer Ai connaissant uniquement c
′ e´tant donne´
que le reste de la division euclidienne a` droite de e par X − αi est le meˆme que le
reste de la division euclidienne de c′ par X − αi. Donc :
Ai =
n−1∑
j=0
c′j(α
i)[j].
On de´finit le polynoˆme syndrome de e par :
S(z) =
δ−1∑
k=1
Aiz
i−1 ∈ Fqs [z].
2. On de´finit le polynoˆme localisateur par :
σ(z) =
γ∏
k=1
(1− α[ik]z)
et le polynoˆme d’e´valuation par :
w(z) =
γ∑
l=1
eilα
[il]
∏
k $=l
(1− α[ik]z).
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3. Connaˆıtre σ(z) nous permet de trouver [ik] =
q
ik
0 −1
q0−1 mod (q
s − 1). Pour ce faire nous
devons trouver [i1], ..., [iγ] tels que σ(α
−[i1]) = ... = σ(α−[iγ ]) = 0. Cette recherche
peut eˆtre faite en calculant σ(x) pour tout x ∈ Fqs . Connaissant [ik] et w(z), nous
pouvons trouver les coefficients eik puisque :
eik = α
−[ik]w(α−[ik])
∏
l $=k
(1− α[il]−[ik])
pour k ∈ {1...γ}.
4. Nous utilisons l’algorithme d’Euclide applique´ aux polynoˆmes S(z) et zδ−1 ∈ Fqs [z].
Nous arreˆtons de`s que nous trouvons le premier reste de degre´ plus petit que Γ, et
nous avons
u(z)zδ−1 + v(z)S(z) = r(z).
Comme dans l’algorithme classique de de´codage des BCH, on peut prouver que
σ(z) = v(z)/v(0) et w(z) = r(z)/v(0). Et si nous connaissons σ et w, nous avons vu
que nous pouvons reconstruire l’erreur e et trouver le mot envoye´ c.
Chapitre 4
Codes modules
Dans le chapitre 2, nous avons e´tudie´ largement les codes correcteurs construits comme
des ide´aux d’un anneau quotient de polynoˆmes non-commutatifs. Ceci vient du fait que le
quotient Fq[X, θ]/I ou` I est un ide´al a` gauche de Fq[X, θ] a une structure d’anneau si et
seulement si I est un ide´al bilate`re.
Cependant, lorsque I n’est pas force´ment bilate`re, meˆme si le quotient n’a pas une
structure d’anneau, c’est un Fq[X, θ]-module a` gauche. Graˆce a` cette remarque on peut voir
un sous-module a` gauche de Fq[X, θ]/I comme un code correcteur avec la correspondance
classique qui a` un polynoˆme associe le n-uplet de ses coefficients.
Cette ge´ne´ralisation a e´te´ e´tudie´e tre`s re´cemment dans [29].
Le fait de s’affranchir de la condition bilate`re va conside´rablement simplifier l’obtention
d’un code correcteur a` partir du polynoˆme ge´ne´rateur. Nous allons pouvoir notamment nous
permettre de conside´rer des anneaux non-commutatifs plus ge´ne´raux avec l’ajout d’une
de´rivation. Dans le cadre des codes ide´aux il n’e´tait pas force´ment e´vident de caracte´riser
le centre d’un anneau de polynoˆmes non-commutatifs avec une de´rivation et donc le calcul
d’une borne e´tait compromis. Nous allons voir que dans le cadre des codes modules ce
calcul s’imple´mente tre`s bien. Cela nous permettra d’e´largir a` nouveau la famille de codes
obtenus et nous verrons que l’ajout d’une de´rivation nous permettra dans certains cas de
trouver de nouveaux codes.
Nous allons en premier lieu pre´ciser notre me´thode de construction pour les codes
modules sans de´rivation puis avec de´rivation. Dans le cas de Fq[X, θ, δ] il va falloir faire
quelques calculs notamment pour exprimer Xna. Puis nous pre´senterons quelques tableaux
de re´sultats et nous analyserons les donne´es obtenues. Enfin nous verrons que le cadre de´fini
est assez agre´able pour rechercher les duaux de certains codes et en particulier caracte´riser
les codes auto-duaux. Enfin nous verrons que l’utilisation des codes modules permet de
ge´ne´raliser a` nouveau les techniques du chapitre pre´ce´dent, nous donnerons par exemple
un code correcteur de parame`tres [41, 13, 21] sur F8 qui ame´liore de 1 la meilleure distance
minimale connue auparavant pour ces parame`tres, ce code ne pouvait eˆtre obtenu sans les
codes modules.
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4.1 Codes-modules sans de´rivation
On se place dans Fq[X, θ]. On choisit f un polynoˆme de degre´ n, alors Fq[X, θ]/〈f〉g est
un Fq[X, θ]-module a` gauche. Le quotient Fq[X, θ]/〈f〉g est e´galement un Fq[X, θ]-module
a` gauche. Graˆce au the´ore`me de correspondance des sous modules d’un module quotient,
nous savons que les sous-modules a` gauche de Fq[X, θ]/〈f〉g sont de la forme Fq[X, θ]g
ou` g est un diviseur a` droite de f . Via l’application T de´finie au chapitre pre´ce´dent qui
convertit tous les restes possibles dans la division a` droite par f en n-uplets, on obtient un
code correcteur.
On ne va pas en pratique fixer f en premier mais plutoˆt g. Soit g ∈ Fq[X, θ] sous la
forme suivante :
g = g0 + g1X + ...grX
r
ou` gr *= 0. Alors pour tout n ≥ r il existe un multiple a` gauche de g de degre´ n, notons le f .
Le code module correspondant au plongement de Fq[X, θ]g dans Fq[X, θ]/〈f〉g est engendre´
en tant que Fq[X, θ]-espace vectoriel par les e´le´ments de la forme :
X ig, ∀i ∈ {0...n− r − 1}
de la meˆme manie`re que dans la de´finition 2.4 du chapitre 2. Ainsi la matrice ge´ne´ratrice
a e´galement la forme suivante :

g0 · · · gr−1 gr 0 · · · 0
0 θ(g0) · · · θ(gr−1) θ(gr) · · · 0
0
. . . . . . . . . . . . . . .
...
0 · · · 0 θn−r−1(g0) · · · θn−r−1(gr−1) θn−r−1(gr)

 .
Le code correcteur engendre´ par cette matrice est de longueur n, de dimension n− r.
Remarque 4.1.1. — La majeure diffe´rence avec le chapitre pre´ce´dent sur les codes-ide´aux
est qu’ici nous n’avons pas besoin d’avoir la forme explicite de f . Le code est uniquement
de´termine´ par le ge´ne´rateur g et le degre´.
Re´sumons cela :
De´finition 4.1.2. — Soit f de degre´ n, un code θ-module est un sous Fq[X, θ]-module
a` gauche engendre´ par un diviseur a` droite de f , g de Fq[X, θ]/〈f〉g. Si g est de degre´ r et
si d est la distance minimale alors on dit que le code a pour parame`tres [n, n − r, d]. On
notera le code Cn(g).
Notation 7. — Nous appelerons θ-codes les codes correcteurs construits aux chapitres 2
qui sont donc inclus dans les codes modules.
Remarque 4.1.3. — Soit n et r fixe´s, il y a qr choix pour le polynoˆme g de degre´ r a`
coeffcients dans Fq. En effet, on le suppose unitaire e´tant donne´ que Cn(g) et Cn(αg) sont
e´gaux avec α ∈ (Fq)
∗, il suffit donc de choisir les r coefficients restants dans Fq. Ainsi, il
y a au plus qr codes θ-modules de longueur n et de dimension n − r. Bien suˆr, certains
peuvent eˆtre e´quivalents.
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Voyons tout de suite quelques exemples qui illustrent la me´thode de construction d’un
code θ-module.
Exemple 4.1.4. — On se place dans F8[X], c’est-a`-dire que pour cet exemple l’automor-
phisme θ est l’identite´. On note α le ge´ne´rateur de F∗8 fourni par Magma.
On prend le polynoˆme ge´ne´rateur g suivant :
X7 + α4X6 + X5 + α5X4 + α5X2 + X + α4.
On prend la longueur du code n e´gale a` 11.
Une matrice ge´ne´ratrice du code C11(g) est de la forme :


α4 1 α5 0 α5 1 α4 1 0 0 0
0 α4 1 α5 0 α5 1 α4 1 0 0
0 0 α4 1 α5 0 α5 1 α4 1 0
0 0 0 α4 1 α5 0 α5 1 α4 1

 .
La distance minimale de ce code est 7. Ceci est la meilleure distance minimale possible
pour un code de longueur 11 et de dimension 4 sur F8.
Exemple 4.1.5. — On se place dans F4[X, θ] ou` θ(x) = x
2. On note α le ge´ne´rateur donne´
par Magma. On conside`re le polynoˆme ge´ne´rateur suivant :
g = X5 +X3 + αX2 + αX + α2.
Une matrice du code ge´ne´ratrice C10(g) est de la forme :


α2 α α 1 0 1 0 0 0 0
0 α2 α α 1 0 1 0 0 0
0 0 α2 α α 1 0 1 0 0
0 0 0 α2 α α 1 0 1 0
0 0 0 0 α2 α α 1 0 1

 .
C’est un code de parame`tres [10, 5, 5] sur F4 qui atteint e´galement la meilleure distance
minimale possible.
Nous verrons dans le paragraphe 3 des tableaux de re´sultats qui vont nous permettre
de comparer les codes θ-modules aux meilleurs codes connus, nous verrons qu’ils apportent
quelque chose par rapport aux θ-codes. Mais tout de suite e´tudions ce qui se passe lorsque
nous faisons intervenir une de´rivation.
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4.2 Codes-modules avec de´rivation
4.2.1 Introduction
Le fait de ne plus avoir besoin de calculer un multiple central du polynoˆme ge´ne´rateur
g va nous permettre de travailler dans le cadre le plus ge´ne´ral ou` l’anneau de polynoˆmes
tordu posse`de une de´rivation.
Nous rappelons la re`gle de calcul suivante :
De´finition 4.2.1. — Soit Fq un corps fini, on note Fq[X, θ, δ] l’anneau de polynoˆmes
non-commutatif ou` la multiplication est de´finie par la re`gle simple suivante :
∀a ∈ Fq, Xa = θ(a)X + δ(a).
Les diffe´rentes de´rivations existantes dans un corps fini, ainsi que les premie`res pro-
prie´te´s de l’anneau Fq[X, θ, δ] ont e´te´ e´tudie´es dans le paragraphe 7 du chapitre 1. Tout
ce que l’on a vu dans le paragraphe pre´ce´dent est e´galement vrai dans ce cadre la`. Nous
pouvons e´tant donne´ un polynoˆme ge´ne´rateur g de degre´ r et un entier n ≥ r, de´finir une
base de notre code correcteur avec les polynoˆmes suivants :
X ig(X), ∀i ∈ {0...n− r − 1}.
La matrice ge´ne´ratrice s’obtiendra en transformant les coefficients de ces polynoˆmes en
n-uplet que l’on mettra en ligne.
Il convient d’expliciter les coefficients de X ig(X).
4.2.2 Calcul de X ig(X)
Etant donne´ qu’en toute ge´ne´ralite´, θ et δ ne commutent pas, nous avons besoin de la
notation suivante. On suppose l’anneau Fq[X, θ, δ] fixe´.
De´finition 4.2.2. — Soit a ∈ Fq, on note Si,j(a) la somme des C
j
i termes obtenus en
appliquant θ i− j fois et δ j fois.
Exemple 4.2.3. —Nous avons :
S4,3(a) = θ(δ
3(a)) + δ(θ(δ2(a))) + δ2(θ(δ(a))) + δ3(θ(a))
ou` la puissance de´signe bien l’ite´ration pour la loi de composition.
Proposition 4.2.4. — Soit a ∈ Fq. Dans l’anneau Fq[X, θ, δ], nous avons la formule
suivante :
X ia =
i∑
j=0
Si,j(a)X
i−j. (4.1)
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Pour plus de de´tails, on pourra consulter [21].
Exemple 4.2.5. — En utilisant la proposition pre´ce´dente, on a directement :
X2a = θ2(a)X2 + [θ(δ(a)) + δ(θ(a))]X + δ2(a).
Soit le polynoˆme :
g = g0 + g1X + ... + grX
r.
Nous pouvons expliciter X ig(X), en effet par associativite´ :
X ig(X) = (X ig0) + (X
ig1)X... + (X
igr)X
r.
En utilisant la proposition pre´ce´dente, nous avons :
X ig(X) =
i∑
j=0
Si,j(g0)X
i−j +
i∑
j=0
Si,j(g1)X
i−j+1 + ... +
i∑
j=0
Si,j(gr)X
i−j+r.
Pour mieux lire le polynoˆme que l’on obtient on peut regrouper les termes en fonction
de la puissance de X correspondante :
Coefficient de X0 : Si,i(g0).
Coefficient de X1 : Si,i−1(g0) + Si,ig1.
Coefficient de X2 : Si,i−2(g0) + Si,i−1g1 + Si,i(g2).
Coefficient de X i+r : Si,i−(i+r)(g0) + ... + Si,0(gr).
On peut unifier ces expressions en adoptant la convention suivante :
Si,j = 0, ∀j /∈ {0, ..., i}.
De´finition 4.2.6. —Soit (k, r, i) ∈ N3 et g = g0 + g1X + ...+ grX
r un polynoˆme de degre´
r, on pose :
T ki (g) =
r∑
j=0
Si,i+j−k(gj). (4.2)
On peut re´sumer le calcul pre´ce´dent avec la formule :
Proposition 4.2.7. — Dans l’anneau Fq[X, θ, δ], nous avons :
X ig(X) =
i+r∑
k=0
T ki (g)X
k. (4.3)
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4.2.3 Exemple de codes tordus avec de´rivation
Etant donne´ que nous avons l’expression sous forme polynomiale des mots de code
X ig(X) et que nous savons que ces polynoˆmes pour i allant de 0 a` n − r − 1 engendrent
le code, nous en de´duisons l’expression de la matrice ge´ne´ratrice :
M = (T ki )0≤i≤n−r−1, 0≤k≤n−1. (4.4)
Toutes ces expressions e´tant explicites, nous pouvons a` partir d’un polynoˆme g, avoir
la matrice ge´ne´ratrice du code engendre´ par g.
Voyons un exemple :
Exemple 4.2.8. — On de´signe toujours par α le ge´ne´rateur de F∗4 donne´ par Magma. On
se place dans F4[X, θ, δ] ou` θ(x) = x
2 et δ(x) = αx2 + αx qui est bien une θ-de´rivation
avec :
δ(0) = δ(1) = 0
δ(α) = δ(α2) = α.
La ve´rification exhaustive qu’il s’agit d’une θ-de´rivation est tre`s rapide comme le corps
ne contient que 4 e´le´ments.
On s’inte´resse au polynoˆme :
g(X) = X5 + α2X2 +X + α2.
On prend n = 16, la matrice ge´ne´ratrice du code C16(g) est la suivante :


α2 1 α2 0 0 1 0 0 0 0 0 0 0 0 0 0
α α α2 α 0 0 1 0 0 0 0 0 0 0 0 0
α 1 1 0 α2 0 0 1 0 0 0 0 0 0 0 0
α α2 1 1 α α 0 0 1 0 0 0 0 0 0 0
α 1 α 1 α2 1 α2 0 0 1 0 0 0 0 0 0
α α2 α2 α2 α2 α α2 α 0 0 1 0 0 0 0 0
α 1 0 0 0 0 1 0 α2 0 0 1 0 0 0 0
α α2 1 0 0 0 0 1 α α 0 0 1 0 0 0
α 1 α 1 0 0 0 0 α2 1 α2 0 0 1 0 0
α α2 α2 α2 1 0 0 0 α α α2 α 0 0 1 0
α 1 0 0 α 1 0 0 α 1 1 0 α2 0 0 1


.
La distance minimale est 4 ce qui est la meilleure distance minimale possible pour un
code correcteur sur F4 de longueur 16 et de dimension 11.
Exemple 4.2.9. — On note α le ge´ne´rateur de F∗8 donne´ par Magma. On se place dans
F8[X, θ, δ] ou` θ(x) = x
2 et la θ-de´rivation δ est de´finie par :
δ(0) = δ(1) = 0
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δ(α) = δ(α3) = α
δ(α2) = δ(α6) = α5
δ(α4) = δ(α5) = α6.
On conside`re le polynoˆme g suivant :
g(X) = X4 + α4X3 + α4X2 + α4.
On prend n = 10 la matrice ge´ne´ratrice du code correspondant est :


α4 0 α4 α4 1 0 0 0 0 0
α6 α α6 α5 α 1 0 0 0 0
α5 α6 α3 α 1 α2 1 0 0 0
α6 α2 α6 α5 α2 α4 α4 1 0 0
α5 0 1 α α2 α3 α5 α 1 0
α6 α3 0 α3 α3 α2 0 1 α2 1


.
Le code est de parame`tres [10, 6, 4] ce qui re´alise la meilleure distance minimale possible
sur F8.
4.2.4 Cas particulier ou` θ et δ commutent
L’introduction de la θ-de´rivation complique assez largement les calculs, cela est prin-
cipalement duˆ au fait que δ et θ ne commutent pas en ge´ne´ral. Voyons un cas particulier
dans lequel les formules mises en jeu sont beaucoup plus simples.
On se place dans F4 muni de θ(x) = x
2, on choisit la θ-de´rivation suivante :
δ(0) = δ(1) = 0
δ(α) = δ(α2) = 1.
Dans ce cadre particulier δ et θ commutent, plus pre´cise´ment :
θ(δ(x)) = δ(x) = δ(θ(x)) (4.5)
puisque δ est a` valeurs dans (F4)
θ.
Remarquons e´galement que :
δk(x) = 0, ∀k ≥ 2.
Proposition 4.2.10. — Nous avons les re`gles de calcul suivantes :
– Si,0(a) = θ
i(a).
– Si,1(a) = iδ(a).
– ∀k ≥ 2, Si,k(a) = 0.
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De´monstration. — Le premier point est la de´finition de Si,j.
Pour la seconde assertion, il suffit de remarquer que Si,1(a) est la somme des i termes de
la forme :
θj ◦ δ ◦ θi−1−j(a) = θi−1 ◦ δ = δ(a)
pour j ∈ {0...i− 1}. Le dernier point de´coule de 4.5.
A pre´sent, il est possible de donner une expression plus explicite des coefficients de
X ig(X).
Proposition 4.2.11. —Soit g(X) = g0 + g1X + ... + grX
r, avec la notation :
X ig(X) =
i+r∑
k=0
T ki (g)X
k
nous avons :
T ki (g) = θ
i(gk−i) + iδ(gk−i+1)
avec la convention gj = 0, ∀j /∈ {0, ..., r}.
De´monstration. — Par de´finition :
T ki (g) =
r∑
j=0
Si,i+j−k(gj).
D’apre`s le point 3 de la proposition 4.2.10 tous les termes de la somme sont nuls sauf
e´ventuellement quand j = k − i ce qui donne le terme Si,0(gk−i) = θi(gk−i) et quand
j = k − i+ 1 correspondant a` Si,1(gk−i+1) = iδ(gk−i+1).
Proposition 4.2.12. — Avec les notations pre´ce´dentes la matrice ge´ne´ratrice du code est
de la forme :
0
BBBB@
g0 · · · gr−1 gr 0 · · · 0
δ(g0) θ(g0) + δ(g1) · · · θ(gr−1) + δ(gr) θ(gr) · · · 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · (n − r − 1)δ(g0) θ
n−r−1(g0) + (n − r − 1)δ(g1) · · · θ
n−r−1(g
r−1) + (n − r − 1)δ(gr) θ
n−r−1(gr)
1
CCCCA
Exemple 4.2.13. — On travaille dans F4[X, θ, δ] avec θ(x) = x
2 et δ(x) = x2 + x.
On prend le polynoˆme ge´ne´rateur suivant :
g(X) = X7 + α2X5 + αX4 + α2X3 + α2X2 + α.
On choisit n = 12, la matrice ge´ne´ratrice du code est :

α 0 α2 α2 α α2 0 1 0 0 0 0
1 α2 1 α2 α2 α α 0 1 0 0 0
0 0 α 0 α2 α2 α α2 0 1 0 0
0 0 1 α2 1 α2 α2 α α 0 1 0
0 0 0 0 α 0 α2 α2 α α2 0 1

 .
La distance minimale de ce code de longueur 12 et de dimension 5 est 6, ce qui est la
meilleure distance minimale possible sur F4.
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4.3 Re´sultats
On peut voir un tableau comparatif des diffe´rents codes obtenus dans [29].
En introduisant les codes modules, puis les codes modules avec de´rivation, nous e´largissons
strictement nos familles de codes correcteurs. C’est ce que nous allons voir avec ces quelques
exemples sur F4.
On se place sur F4[X, θ], si l’on prend θ(x) = x on retrouve des polynoˆmes commutatifs.
Montrons que le fait de pouvoir choisir θ(x) = x2 donne de nouveaux codes par rapport
au monde des polynoˆmes commutatifs.
Exemple 4.3.1. — On se place dans F4[X, Id]. Le meilleur code obtenu pour un ge´ne´rateur
de degre´ 6 et une longueur 12 est un code de parame`tres [12, 6, 5].
Par contre si on se place dans F4[X, θ] ou` θ(x) = x
2, on trouve un code de distance
minimale strictement meilleure et qui atteint la meilleure distance minimale possible, 6.
Un tel code est par exemple engendre´ par le polynoˆme :
g(X) = α2X6 + αX5 + αX4 + αX2 +X + 1.
Une matrice ge´ne´ratrice est :


1 1 α 0 α α α2 0 0 0 0 0
0 1 1 α2 0 α2 α2 α 0 0 0 0
0 0 1 1 α 0 α α α2 0 0 0
0 0 0 1 1 α2 0 α2 α2 α 0 0
0 0 0 0 1 1 α 0 α α α2 0
0 0 0 0 0 1 1 α2 0 α2 α2 α


.
De la meˆme fac¸on, l’introduction d’une de´rivation va e´largir encore strictement la famille
de codes correcteurs que l’on regarde.
Exemple 4.3.2. — Sur F4[X, θ] le meilleur code que l’on obtient de longueur 15 et de
dimension 8 est de distance minimale 5. Ce qui n’est pas optimal comme la plus grande
distance possible est 6 d’apre`s le site http ://www.codetables.de/.
Cette distance est atteinte si l’on travaille dans F4[X, θ, δ] avec δ(x) = α(x
2 + x). En
effet avec :
g(X) = x7 + αX6 + αX4 + α2X2 + α2X + 1
nous obtenons un code sur F4 de parame`tres [12, 8, 6] de matrice ge´ne´ratrice :

1 α2 α2 0 α 0 α 1 0 0 0 0 0 0 0
0 α2 0 α α α2 α α2 1 0 0 0 0 0 0
0 α α α 1 1 0 1 α 1 0 0 0 0 0
0 α 1 1 α2 1 1 0 α2 α2 1 0 0 0 0
0 α α2 1 α2 α 1 1 α 0 α 1 0 0 0
0 α 1 α α2 0 α2 1 α2 α2 α α2 1 0 0
0 α α2 α2 1 α α α α2 0 0 1 α 1 0
0 α 1 0 α α2 1 1 1 α 0 0 α2 α2 1


.
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Les tableaux de re´sultats pre´sente´s en annexe sont construits de la fac¸on suivante :
en ligne nous avons la longueur du code et en colonne le degre´ du polynoˆme ge´ne´rateur.
Le re´sultat a` l’intersection est la meilleure distance minimale obtenue. Pour des longueurs
trop importantes les re´sultats ne sont bien suˆr pas exhaustifs.
En annexe 1, on trouvera les codes modules sur F2.
En annexe 2 ,des codes sur F4 avec des polynoˆmes ge´ne´rateurs dans l’anneau commutatif
F4[X].
En annexe 3, le polynoˆme ge´ne´rateur se trouvera a` pre´sent dans F4[X, θ] ou` θ(x) = x
2.
En annexe 4, on prendra g dans F4[X, θ, δ] avec δ(α) = α.
Enfin en annexe 5, le polynoˆme ge´ne´rateur sera a` coefficients dans F4[X, θ, δ] avec
δ(α) = 1.
4.4 Codes modules rang et codes modules BCH
Dans le chapitre 3, nous avons e´tudie´ des θ-codes dont on pouvait prescrire le rang, et
la distance minimale. En mettant en oeuvre les outils de´veloppe´s dans ce chapitre, nous
pouvons nous inte´resser a` la ge´ne´ralisation du chapitre 3. On peut s’affanchir du calcul de
la borne du polynoˆme dans la plupart des cas, ainsi nous allons obtenir des codes dont la
longueur varie plus librement et par conse´quent obtenir plus de codes.
4.4.1 Codes-modules dont le rang est prescrit
L’algorithme du chapitre 3 peut se modifier de la manie`re suivante :
1. On choisit un corps fini, Fq, θ un automorphisme de Fq , δ ≥ 1 qui va prescrire la
distance minimale et s un entier qui sera le degre´ de l’extension dans laquelle on va
aller chercher nos e´le´ments.
2. Soit β ∈ Fqs , on calcule le plus grand entier τ tel que :
β, ..., θτ−1(β)
soient line´airement inde´pendants sur (Fq)
θ.
3. On de´termine le plus petit (Fq)
θ-espace vectoriel, Vβ stable par σ(x) = x
q et conte-
nant :
β, ..., θδ−1(β).
4. On calcule le Casoratien de cet espace que l’on convertit en polynoˆme, g, de Fq[X, θ].
5. Ce polynoˆme engendre un code-module de longueur n pour tout deg(g)− 1 ≤ n ≤ τ
dont on a la matrice ge´ne´ratrice usuelle.
Il y a plusieurs inte´reˆts a` conside´rer cette ge´ne´ralisation. Tout d’abord nous ne sommes
plus tenus de ve´rifier si l’ope´rateur aux diffe´rences ayant pour solutions β, ..., θτ−1(β) est
central ce qui fait gagner en rapidite´ au proce´de´. Si jamais il n’e´tait pas central, l’algorithme
se poursuit donc nous obtenons plus de codes. La longueur des codes obtenus n’est plus
ne´cessairement un multiple de l’ordre de θ en tant qu’endomorphisme de Fq, en particulier
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nous allons obtenir des codes de longueur impaire sur F4. Nous avons e´galement plusieurs
choix de longueur possibles pour un meˆme polynoˆme ge´ne´rateur g tout en gardant notre
prescription sur la distance minimale.
Voyons tout de suite 3 exemples :
Exemple 4.4.1. — On prend Fq = F4, s = 7, et θ(x) = x
2. Le polynoˆme :
g = X7 + X5 + X4 + αX3 + α2X2 + X + α
est le polynoˆme ge´ne´rateur d’un code module sur F4 de parame`tres [13, 6, 6], 6 e´tant la
meilleure distance minimale possible pour un code ayant des parame`tres. Ce code n’est pas
un θ-code puisque sa longueur est impaire.
Exemple 4.4.2. — On note α le ge´ne´rateur de F∗8 donne´ par Magma, θ(x) = x
2 et s = 5.
Le polynoˆme :
g = α2 +X + αX2 + α6X3 + α2X4 +X5
engendre un code de parame`tres [12, 7, 5]. Ce code n’est pas non plus un θ-code qui
pouvait eˆtre trouve´ par les me´thodes du chapitre 3, meˆme si dans ce cas-la` la longueur 12
est bien un multiple de l’ordre de θ en tant qu’endomorphisme de F8.
Exemple 4.4.3. — Enfin nous obtenons un nouveau code qui augmente de 1 la meilleure
distance minimale connue pre´ce´demment. Ce code est de´fini sur F8, θ(x) = x
2, et s = 14.
Le polynoˆme ge´ne´rateur du code est :
g = X28 + w2X27 +X26 + w5X25 + w3X24 + wX23 + w2X22 + w4X21
+w2X19 +X18 + w5X17 + w4X16 + wX15 +X14 + w2X13 + w4X12 + w4X11
+w4X10 + w5X9 + w5X7 + w6X6 + w5X5 + w5X4 + w6X3 + w4X2 + w6X + w.
Nous obtenons un code de parame`tres : [41, 13, 21] ce qui ame´liore de 1 la meilleure
distance minimale connue jusqu’a` pre´sent.
On remarque que ce polynoˆme est le meˆme que celui du chapitre 3 qui avait permis
de trouver un code de parame`tres [42, 14, 21] qui ame´liorait aussi la meilleure distance
minimale connue de 1, en effet il correspond au meˆme e´le´ment β ∈ F414 mais le fait d’avoir
relaxe´ nos contraintes sur f et son degre´ n, nous permet de former ce nouveau code module
issu du pre´ce´dent.
4.4.2 Codes-modules BCH
Tout comme nous venons de voir les codes modules dont le rang est prescrit, il est pos-
sible de ge´ne´raliser la partie du chapitre 3 qui traite des codes tordus BCH avec minoration
de la distance minimale. Cette ge´ne´ralisation est e´tudie´e dans [29].
Si l’on se re´fe`re a` l’algorithme mis en place dans le chapitre 3, nous pouvons omettre
la partie calcul de la borne de g. La seule condition sur la longueur du code dont il faut
tenir compte est n ≤ (q0 − 1)s.
L’algorithme devient donc le suivant en reprenant les notations introduites dans le
paragraphe 3 du chapitre 3.
90 CHAPITRE 4. CODES MODULES
1. On choisit α un ge´ne´rateur de F∗qs0 .
2. Pour tout i ∈ {1, ..., δ − 1}, on calcule βi tel que :
θ(βi)
βi
= αi.
3. On de´termine le plus petit espace vectoriel sur Fq0 qui contient β1, ..., βδ−1 et qui est
stable sous l’action de σ(x) = xq. On le note Vg.
4. En utilisant le Casoratien, on calcule l’ope´rateur aux diffe´rences qui a pour espace
de solutions Vg, on note g ∈ Fq[X, θ] le polynoˆme associe´.
5. On choisit un longueur de code n, ve´rifiant :
deg(g) + 1 ≤ n ≤ (q0 − 1)s
alors g va engendrer un code module BCH dont on peut minorer la distance minimale
par δ.
6. On forme la matrice ge´ne´ratrice comme usuellement.
Dans ce cadre la` , nous obtenons des codes BCH qui ne pouvent eˆtre obtenus uniquement
avec l’algorithme du chapitre 3.
Exemple 4.4.4. — On prend β = w11 un ge´ne´rateur de F∗212 ou` w est le ge´ne´rateur de
F
∗
212 donne´ par Magma, θ(x) = x
2 et nous choisissons δ = 2. Le polynoˆme ge´ne´rateur g
correspondant est :
g = X6 + α2X5 + αX4 + αX2 +X + α2
ou` F4 = F2(α). Ici q0 = 2 et s = 12 donc nous pouvons choisir n ≤ 12 pour longueur, avec
bien suˆr n > 6 quand meˆme puisque 6 est le degre´ du polynoˆme ge´ne´rateur. Prenons n = 10,
en formant la matrice ge´ne´ratrice, nous obtenons un code module BCH de parame`tres
[10, 4, 6] sur F4, 6 e´tant la meilleure distance minimale possible pour un code de longueur
10 et une dimension 4.
La borne de g est f = X12 + 1 ce qui signifie que le code que l’on vient de conside´rer
ne pouvait pas eˆtre obtenu par la construction du chapitre 3.
Voyons un peu comment se comporte la distance minimale des codes engendre´s par un
meˆme ge´ne´rateur g lorsque l’on fait varier la longueur du code. Prenons des codes sur F2
puisque le phe´nome`ne est tre`s ge´ne´ral et n’est pas lie´ au monde non-commutatif.
Exemple 4.4.5. — On se place dans F2 et on conside`re le polynoˆme :
g = X10 +X9 +X8 +X6 +X5 +X3 + 1.
Ce polynoˆme a en particulier pour racine :
{β, β2, β3, β4}
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ou` β le ge´ne´rateur de F∗32 donne´ par Magma.
C’est-a`-dire que si on choisit n tel que β, ..., βn−1 soient distincts alors notre code aura
bien au moins 5 comme distance minimale. Etant donne´ que β vit dans F32, tous les choix
de n infe´rieur ou e´gal a` 31 conviennent.
Si l’on choisit n > 31, on ne peut rien garantir.
Voila` un graphique donnant les diffe´rentes distances minimales du code en fonction de
la longueur, la dimension du code e´tant toujours sa longueur moins 10 (le degre´ de g).
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Comme annonce´ la distance minimale vaut 5 jusqu’a` n = 31 puis chute a` 2 a` partir de
n = 32.
4.5 Dualite´
Nous avons de´ja` discute´ brie`vement de la dualite´ pour des codes θ-centraux, il est a` nouveau
possible de regarder cela dans le cadre des codes θ-modules.
Ce sujet est traite´ de manie`re comple`te dans [29], rapelons-en ici les principaux re´sultats :
Nous avons vu dans le chapitre 2 que le dual d’un code θ-cyclique est e´galement un
code θ-cyclique. De manie`re plus ge´ne´rale, on se pose la question : quand est-ce que le dual
d’un code module est un code module ? Le the´ore`me suivant montre que le cas des codes
θ-cycliques refle`te presque la ge´ne´ralite´.
The´ore`me 4.5.1. — Soit k ≤ n des entiers, g ∈ Fq[X, θ] de degre´ n − k avec un terme
constant non nul et C le code module de longueur n engendre´ par g. Le dual euclidien C⊥
de C est un code module engendre´ par un polynoˆme de degre´ k avec un terme constant non
nul si et seulement si il existe h = h0 + ...+hkX
k ∈ Fq[X, θ] et c ∈ F
∗
q tel que gh = X
n− c.
Dans ce cas le polynoˆme ge´ne´rateur de C⊥ est donne´ par :
g⊥ =
k∑
i=0
θi(hk−i)X i
et g⊥ est un diviseur a` gauche de Xn − θk−n(1
c
).
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La preuve de ce the´ore`me est pre´sente´e dans [29], elle utilise notamment le corps des
fractions a` droite, Fq(X, θ), de Fq[X, θ].
La matrice ge´ne´ratrice de C⊥ e´tant la matrice de parite´ du code C, la matrice H suivante
est la matrice de parite´ de C :
H =


hn−r · · · θn−r−1(h1) θn−r(h0) 0 · · · 0
0 θ(hn−r) · · · · · · θn−r+1(h0) · · · 0
0
. . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · 0 θr−1(hn−r) · · · θn−2(h1) θn−1(h0)


.
Exemple 4.5.2. — Soit g = X2 + αX + 1 ∈ F4[X, θ], nous avons la relation suivante :
X3 − α = g(X + α).
Le the´ore`me pre´ce´dent nous dit alors que le dual du code module de parame`tres [3, 1, 3]
engendre´ par g est un code module engendre´ par g⊥ = 1 +α2. La matrice de parite´ qui est
la matrice ge´ne´ratrice de C⊥ est :
H =
(
1 α2 0
0 1 α
)
.
Le code C⊥ est un code de parame`tres [3, 2, 2] sur F4.
Nous pouvons e´galement trouver les codes modules auto-duaux.
En effet si l’on prend la forme ge´ne´rale de la matrice ge´ne´ratrice d’un code module
engendre´ par g de longueur n avec le degre´ de g, k tel que 2k = n, on a une base de notre
code module sous la forme :
c1 = (g0, ..., gk, 0, ..., 0)
c2 = (0, θ(g0), ..., θ(gk), ..., 0)
...
ck = (0, ..., 0, θ
k−1(g0), ..., θk−1(gk)).
On peut e´crire explicitement les relations que l’on a en demandant que pour tout i
et j dans {1, ..., k}, on a < ci, cj >= 0. En remarquant que certaines relations comme
< c2, c3 >= 0 sont les meˆmes que θ(< c1, c2 >) = 0. Il suffit donc de ve´rifier pour savoir si
C est auto-dual que < c1, ci >= 0 pour tout i ∈ {1, ..., k}, c’est-a`-dire :
∀l ∈ {1, ..., k},
l∑
i=0
θk−l(gi)gi+k−l = 0. (4.6)
Il est alors tout a` fait possible d’utiliser les bases de Gro¨bner pour chercher syste´matiquement
nos codes auto-duaux. L’article [29] trouve un code de parame`tres [56, 28, 15] sur F4 auto-
dual qui bat le record pre´ce´dent de [10].
Remarque 4.5.3. — Il est tout a` fait possible de regarder le dual hermitien comme de´fini
dans le chapitre 2 et l’on obtient un the´ore`me tre`s similaire a` celui au dessus, voir [29].
Chapitre 5
Codes correcteurs multivarie´s
L’objectif de ce chapitre est de ge´ne´raliser la construction des codes correcteurs tordus
vue au chapitre 2. Nous allons ici adapter la construction pre´ce´dente avec un anneau de
polynoˆmes multivarie´s. Une e´tude de codes correcteurs dans ce contexte multivarie´ mais
en commutatif a e´te´ faite dans l’article [24]. Ici nous allons e´tudier des codes correcteurs
qui seront vus comme des ide´aux a` gauche de :
Fq[X
θ]/I
ou` l’anneau Fq[X
θ] est un anneau de polynoˆmes a` plusieurs variables non-commutatif et I
un ide´al bilate`re. La difficulte´ en plusieurs variables est qu’il n’y a pas, a priori, de base
naturelle au quotient Fq[X
θ]/I. Les bases de Gro¨bner re´pondent a` ce proble`me. Dans le
the´ore`me 5.1.9 nous adaptons cet outil au cas non-commutatif dans lequel on travaille. Puis
nous adapterons la notion de borne d’un polynoˆme qui e´tait a` la base de notre me´thode
de construction de codes correcteurs au cas multivarie´ en introduisant la notion de borne
d’un ide´al, voir la de´finition 5.1.20, dont nous donnerons une me´thode de calcul. Nous
aurons alors tous les outils pour fabriquer nos codes correcteurs. L’utilisation des bases de
Gro¨bner nous donnera facilement la longueur et la dimension du code. Nous verrons ensuite
un algorithme base´ sur des divisions d’un monoˆme par un ide´al repre´sente´ par une base de
Gro¨bner et une me´thode pour construire la matrice ge´ne´ratrice sous forme ge´ne´rique de
nos codes correcteurs, dans la proposition 5.3.3. Nous verrons quelques exemples de´taille´s
de cette construction et des tableaux de re´sultats. Enfin, nous dirons un mot sur les codes
multivarie´s modules en utilisant le chapitre pre´ce´dent.
5.1 Etude d’un anneau de Ore multivarie´
Nous allons commencer par de´finir notre anneau de polynoˆmes tordus multivarie´s, puis
nous introduirons les principaux outils qui vont servir a` la construction de codes correc-
teurs, notamment l’adaptation des bases de Gro¨bner au cadre non-commutatif. Enfin nous
parlerons de degre´ d’un ide´al qui ge´ne´ralise la notion de degre´ d’un polynoˆme et nous
de´finirons la borne d’un ide´al.
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5.1.1 De´finition
On se place dans Fq un corps fini de caracte´ristique p tel que p
r = q. Soit n ≥ 2,
on choisit n automorphismes de Fq, θ1, ..., θn, non ne´cessairement distincts. On de´finit de
manie`re ensembliste :
Fq[X
θ1
1 , ..., X
θn
n ] = {
∑
i1,...,in
ai1,...,inX
i1
1 ...X
in
n , ai1,...,in ∈ Fq}. (5.1)
Cet ensemble est celui des polynoˆmes a` n inde´termine´es a` coefficients dans l’anneau Fq.
Afin d’alle´ger les notations, on appellera cet anneau Fq[X
θ] et un e´le´ment ge´ne´rique sera
note´ : ∑
α
aαX
α
ou` α est un multi-indice.
On va munir cet ensemble d’une structure d’anneau non commutatif. On garde l’addi-
tion usuelle mais la multiplication est de´finie par la re`gle simple suivante :
∀a ∈ Fq, ∀i ∈ {1, ..., n}, Xia = θi(a)Xi. (5.2)
On e´tend cette re`gle par associativite´ et distributivite´. On suppose que les variables Xi
commutent. La multiplication devient alors bien de´finie et de manie`re plus pre´cise :
(
∑
α
aαX
α)(
∑
β
bβX
β) =
∑
α,β
aαθ
α(bβ)X
α+β.
On utilise ici la notation suivante : si α = (α1, ...,αn) alors θ
α = θα11 ...θ
αn
n ou` la loi
utilise´e est la composition des automorphismes.
On a donc de´fini un anneau de polynoˆmes a` plusieurs variables non commutatif,
Fq[X
θ]. Voyons quelques proprie´te´s de cet anneau.
Proposition 5.1.1. — L’anneau Fq[X
θ] est unitaire, inte`gre et ses e´le´ments inversibles
sont les inversibles de Fq.
De´monstration. — On peut voir l’inte´grite´ en utilisant le degre´ total et en remarquant que
le degre´ total d’un produit est e´gal a` la somme des degre´s totaux de chacun des facteurs.
La caracte´risation des inversibles de cet anneau est e´galement e´vidente.
Par analogie avec le cas a` une variable, on va e´tudier les codes correcteurs qui sont des
ide´aux a` gauche de Fq[X
θ]/I ou` I est un ide´al bilate`re de Fq[X
θ]. Pour que ce quotient ait
une structure d’anneau, il convient que I soit un ide´al bilate`re. Si un ide´al est engendre´
par des e´le´ments centraux, il est en particulier bilate`re. C’est pour cette raison que l’e´tude
des e´le´ments centraux de Fq[X
θ] nous inte´resse.
Proposition 5.1.2. — On a l’inclusion suivante :
{
∑
i1,...,in
ai1,...,inX
i1|<θ1>|
1 ...X
in|<θn>|
n , ai1,...,in ∈
n⋂
i=1
(Fq)
θi} ⊂ Z(Fq[X
θ]). (5.3)
5.1. ETUDE D’UN ANNEAU DE ORE MULTIVARIE´ 95
ou` Z(Fq[X
θ]) de´signe le centre de l’anneau Fq[X
θ] et | < θi > | l’ordre de l’automor-
phisme θi.
De´monstration. — Il suffit de voir par distributivite´ et associativite´ que les e´le´ments dans
l’ensemble du membre de gauche commutent avec les constantes et les Xi. Ceci est imme´diat
a` ve´rifier.
Cela signifie que certains e´le´ments centraux ont une forme particulie`rement simple qui
ge´ne´ralise assez naturellement le cas a` une variable. On nommera par la suite ces e´le´ments
centraux particuliers les polynoˆmes super-centraux. Lorsque nous travaillerons avec des
ide´aux bilate`res, nous les chercherons tre`s souvent engendre´s par des polynoˆmes super-
centraux. L’inclusion de la proposition pre´ce´dente est en ge´ne´rale stricte.
On va eˆtre amene´ a` travailler avec des ide´aux et des quotients dans des anneaux a`
plusieurs inde´termine´es. Dans le cas commutatif, pour de tels calculs, l’utilisation des
bases de Gro¨bner est incontournable. Nous allons voir dans le paragraphe suivant que les
principales proprie´te´s des bases de Gro¨bner s’adaptent dans notre cas.
5.1.2 Bases de Gro¨bner en non-commutatif
Nous allons dans un premier temps rappeler brie`vement les principaux e´le´ments de
construction d’une base de Gro¨bner dans le cadre commutatif puis nous verrons comment
adapter cela au cadre non-commutatif.
Un the´ore`me fondamental pour ce qui va suivre est le the´ore`me de Hilbert qui nous dit
que K[X1, ..., Xn] est noethe´rien, c’est-a`-dire :
The´ore`me 5.1.3. — Tout ide´al de K[X1, ..., Xn] est engendre´ par un nombre fini de
ge´ne´rateurs.
La de´monstration de ce the´ore`me classique est par exemple faite au chapitre 2 de [7].
Par analogie avec le cas en une variable, nous allons, par la suite, voir un code correcteur
comme un ide´al de K[X1, ..., Xn]/J ou` J est un ide´al de K[X1, ..., Xn]. Cela signifie qu’il
va falloir donner un sens et pouvoir manipuler le reste d’un polynoˆme f modulo l’ide´al J .
En une variable les monoˆmes d’un polynoˆme sont classe´s selon leur degre´, en plusieurs
variables il existe de nombreuses fac¸ons de bien ordonner des ensembles de monoˆmes. Ces
ordres monomiaux sont de´crits et de´taille´s dans [7] au chapitre 2.
Exemple 5.1.4. — Pour faire des exemples de codes correcteurs multivarie´s tordus, nous
travaillerons souvent en deux variables et l’ordre monomial utilise´ sera l’ordre lexicogra-
phique avec X > Y , c’est-a`-dire que l’on dira que XaY b > XcY d si a > c ou si a = c et
b > d.
Une fois un ordre monomial de´fini, il est possible d’effectuer la division d’un polynoˆme
f par un ide´al J . De´taillons un peu comment se passe une telle division sur un exemple :
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Exemple 5.1.5. — On va utiliser l’ordre lexicographique avec X > Y . Soit f = X2Y +
XY 2 + Y 2 et J = 〈g1, g2〉 ou` g1 = XY − 1 et g2 = Y
2 − 1 Comme dans le cas en une
variable le but va eˆtre d’e´liminer le terme de teˆte de f a` l’aide du terme de teˆte de l’un
des gi. Ici les deux termes de teˆte des gi divisent X
2Y , choisissons de se servir de g1 par
exemple :
f −Xg1 = XY
2 + Y 2 +X.
Le nouveau terme de teˆte XY 2 est plus petit que le pre´ce´dent, on poursuit la division :
f −Xg1 − Y g1 = X + Y
2 + Y.
Ici le monoˆme dominant X n’est divisible par aucun des termes de teˆte des gi, on le met
donc dans le reste et l’on continue :
(f −Xg1 − Y g1)−X = Y
2 + Y.
Ici on va utiliser g2 puisque le terme de teˆte Y
2 n’est plus divisible par celui de g1 :
(f −Xg1 − Y g1 − g2)−X = Y + 1.
Au final nous avons la relation :
f = (X + Y )g1 + g2 + (X + Y + 1).
Le polynoˆme (X + Y )g1 + g2 appartient a` J et X + Y + 1 peut eˆtre conside´re´ comme le
reste de la division de f par J .
Il apparaˆıt cependant un proble`me dans cette fac¸on de faire, il y a un choix arbitraire
lorsque plusieurs termes de teˆte des gi conviennent pour faire s’annuler le terme de teˆte de
f . Si, a` la premie`re e´tape de notre exemple pre´ce´dent, nous avions choisi g2 nous aurions
eu la relation :
f = (X + 1)g2 +Xg1 + (2X + 1).
Nous obtenons donc un reste diffe´rent selon nos choix de divisions.
De plus, nous avons choisi un syste`me de ge´ne´rateurs de J mais il y en a bien entendu
d’autres possibles, ce qui a` priori peut changer e´galement le reste obtenu.
Il apparaˆıt alors plutoˆt complique´ de travailler dans le quotient K[X1, ..., Xn]/J .
Les bases de Gro¨bner servent justement a` gommer ce proble`me. Plus pre´cise´ment, une
base de Gro¨bner d’un ide´al J est un syste`me de ge´ne´rateur de J tel que si l’on effectue la
division d’un polynoˆme f par J le reste ne de´pend pas de l’ordre dans lequel on va diviser.
Tout ceci en ayant fixe´ au pre´alable un ordre monomial. Nous avons le the´ore`me issu du
paragraphe 2 de [7].
The´ore`me 5.1.6. — Soit J un ide´al de K[X1, ..., Xn]. Il existe G = {g1, ..., gt} qui en-
gendre l’ide´al J tel que pour tout f ∈ K[X1, ..., Xn], il existe un unique r ∈ K[X1, ..., Xn]
ve´rifiant les deux conditions suivantes :
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1. Il existe g ∈ J tel que f = g + r.
2. Aucun des monoˆmes de r n’est divisible par un des monoˆmes de teˆte des gi.
En particulier, avec une base de Gro¨bner d’un ide´al nous avons la proprie´te´ agre´able
que le reste d’une division de f par un ide´al est nul si et seulement si f appartient a` l’ide´al.
Il reste a` justifier l’existence d’une base de Gro¨bner et a` donner un algorithme de calcul
d’une telle base.
Un travail classique sur l’ide´al monomial engendre´ par les monoˆmes de teˆte d’un ide´al
fait dans [7] permet de montrer la caracte´risation suivante d’une base de Gro¨bner
Proposition 5.1.7. — Un syste`me de ge´ne´rateurs {g1, ..., gr} est une base de Gro¨bner
d’un ide´al J si et seulement si le terme de teˆte de chaque e´le´ment de J est divisible par le
terme de teˆte de l’un des gi.
Les e´le´ments d’un base de Gro¨bner ont donc leur termes de teˆte minimaux en ce sens
la`.
La question que l’on se pose est comment a` partir d’une base quelconque d’un ide´al ob-
tenir une base de Gro¨bner de cet ide´al ? Nous venons de voir qu’il faut cre´er des polynoˆmes
de termes dominants minimaux. Pour cela on peut songer a` faire s’annuler les termes de
teˆte des gi, la manie`re naturelle de le faire est d’utiliser les S-polynoˆmes.
De´finition 5.1.8. — Soit (f, g) ∈ K[X1, ..., Xn]
2 ayant pour termes dominants respective-
ment aXα11 ...X
αn
n et bX
β1
1 ...X
βn
n . Posons γi = max(αi, βi). On pose α = (α1, ...,αn) et de
meˆme on de´finit β et γ. Le S-polynoˆme de f et g est donne´ par la formule suivante :
S(f, g) =
1
a
Xγ−αf −
1
b
Xγ−βg. (5.4)
Le point non trivial est que prendre successivement ces S-polynoˆmes suffit a` construire
une base de Gro¨bner, ceci est e´galement pre´sente´ dans [7].
Nous avons l’algorithme suivant pour calculer une base de Gro¨bner de J :
1. On part de notre ide´al, J , engendre´ par (g1, ..., gr). On calcule les S(gi, gj) pour i
distinct de j.
2. On calcule un des restes de S(gi, gj) dans la division par la famille (g1, ..., gr). Si un
de ces restes, S, est non nul alors on transforme (g1, ..., gr) en (g1, ..., gr, S).
3. On recommence l’algorithme a` l’e´tape 1.
4. On obtient une base de Gro¨bner de l’ide´al J qui a les proprie´te´s e´nonce´es dans le
the´ore`me.
Le point crucial est que cet algorithme termine.
De plus, nous pouvons re´duire une base de Gro¨bner obtenue par cet algorithme en
enlevant les ge´ne´rateurs dont le terme de teˆte est divisible par le terme de teˆte d’un autre
ge´ne´rateur et normaliser la base en prenant des ge´ne´rateurs unitaires.
A ordre monomial donne´, tout ide´al admet une unique base de Gro¨bner re´duite.
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Le principal avantage d’un base de Gro¨bner est de nous donner une repre´sentation
canonique de K[X1, ..., Xn]/J , c’est-a`-dire une e´criture unique modulo l’ide´al.
Les bases de Gro¨bner dans les anneaux de Ore ont e´te´ e´tudie´es en toute ge´ne´ralite´ par
Fre´de´ric Chyzak et Bruno Salvy dans [4] et par Mu¨ller dans [19]. Une approche concernant
les bases de Gro¨bner dans les ide´aux bilate`res est faite dans [23]. Ici le cadre dans lequel
on travaille est assez particulier puisque l’anneau de Ore Fq[X, θ] ne comporte pas de
de´rivation. Une the´orie simple des bases de Gro¨bner peut eˆtre mise en place. Elle calque
la the´orie classique du cas commutatif avec des adaptations mineures.
Avant tout, il convient de dire un mot sur les ordres monomiaux. En fait, sur ce point,
il n’y a pas de diffe´rence entre le cas commutatif et le cas non commutatif. Un ordre
monomial classique sera e´galement un ordre monomial de Fq[X
θ]. Dans la suite, si ce
n’est pas pre´cise´, c’est l’ordre lexicographique (avec X1 > ... > Xn) qui sera utilise´. Une
pre´sentation de´taille´e des diffe´rents ordres monomiaux est faite dans [7] page 52.
Le but est d’arriver au re´sultat suivant qui est analogue au cas commutatif que l’on
retrouve par exemple dans [7] page 79.
The´ore`me 5.1.9. — Soit J un ide´al a` gauche de Fq[X
θ]. Il existe G = {g1, ..., gt} qui
engendre a` gauche l’ide´al J tel que pour tout f ∈ Fq[X
θ], il existe un unique r ∈ Fq[X
θ]
ve´rifiant les deux conditions suivantes :
1. Il existe g ∈ J tel que f = g + r.
2. Aucun des monoˆmes de r n’est divisible par un des monoˆmes de teˆte des gi.
Il faut bien faire attention au fait que les ide´aux que l’on conside`re sont des ide´aux a`
gauche.
Il convient dans notre contexte particulier d’adapter un peu la de´finition de S-polynoˆme
afin que les termes dominants s’annulent encore malgre´ l’action des automorphismes.
De´finition 5.1.10. Soit (f, g) ∈ Fq[X
θ]2 ayant pour termes dominants respectivement
aXα11 ...X
αn
n et bX
β1
1 ...X
βn
n . Posons γi = max(αi, βi). On pose α = (α1, ...,αn) et de meˆme
on de´finit β et γ. Le S-polynoˆme de f et g est donne´ par la formule suivante :
S(f, g) =
1
θγ−α(a)
Xγ−αf −
1
θγ−β(b)
Xγ−βg. (5.5)
C’est donc bien un polynoˆme fabrique´ pour simplifier les termes de teˆte de f et g.
Il est e´galement important de remarquer que S(f, g) appartient a` l’ide´al a` gauche en-
gendre´ par f et g puisque que l’on n’a effectue´ que des multiplications a` gauche.
Mise a` part cette petite adaptation ne´cessaire pour les polynoˆmes tordus, le reste fonc-
tionne exactement de la meˆme fac¸on que dans le cas commutatif. On obtient l’algorithme
suivant qui peut eˆtre imple´mente´ en Magma et qui permet de calculer une base de Gro¨bner
d’un ide´al a` gauche.
1. On part de notre ide´al a` gauche, J , engendre´ par (f1, ..., fr). On calcule les S(fi, fj)
pour i distinct de j.
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2. On calcule un des restes de S(fi, fj) dans la division a` droite par la famille (f1, ..., fr).
Si un de ces restes, S, est non nul alors on transforme (f1, ..., fr) en (f1, ..., fr, S).
3. On recommence l’algorithme a` l’e´tape 1.
4. On re´duit la base de Gro¨bner ainsi obtenue et on la normalise comme dans le cas
commutatif.
5. On obtient une base de Gro¨bner de l’ide´al I qui a les proprie´te´s e´nonce´es dans le
the´ore`me.
Exemple 5.1.11. — Voyons pas a` pas sur un exemple comment marche cet algorithme.
Soient θ(x) = x2 et α le ge´ne´rateur de F∗4 donne´ par Magma. Soit J l’ide´al de F4[X
θ, Y θ]
engendre´ a` gauche par :
f1 = X
2Y +X2 + 1, f2 = X
2Y 2 + αX + 1.
On a S(f1, f2) = X
2Y + αX + Y + 1 et son reste dans la division par 〈f1, f2〉 qui de´signe
l’ide´al a` gauche engendre´ par f1 et f2 est non nul et vaut :
f3 = X
2 + αX + Y.
On poursuit l’algorithme en calculant S(f1, f3) = X
2 + αXY + Y 2 + 1, son reste dans la
division par l’ide´al a` gauche 〈f1, f2, f3〉 vaut :
f4 = α
2XY + αX + Y 2 + Y + 1.
On a S(f2, f3) = αXY
2+αX+Y 3+1 dont le reste est nul dans la division par 〈f1, f2, f3, f4〉
on passe a` l’e´tape suivante.
Au final, on obtient J = 〈f1, f2, f3, f4,α
2X+αY 3 +Y 2 +αY +α,αY 5 +α2Y 4 +α2Y 3 +
αY 2 + α2Y, Y 4 + Y 3,αY 2 + Y,αY 〉. L’e´tape de la re´duction de la base consiste a` ne garder
que les polynoˆmes dont les termes de teˆte ne sont multiples d’aucun autre terme de teˆte
de polynoˆmes de la famille obtenue, il reste :
J = 〈α2X + αY 3 + Y 2 + αY + α,αY 〉.
Enfin on normalise la base et on obtient une base de Gro¨bner de J qui est :
J = 〈X + α2Y 3 + αY 2 + α2Y + α2, Y 〉.
Remarque 5.1.12. — Dans cet algorithme, on utilise la division d’un polynoˆme par une
famille de polynoˆmes. Cet algorithme se passe comme dans le cas commutatif, c’est-a`-dire
que l’on essaie de faire s’annuler le terme de teˆte du polynoˆme a` diviser a` l’aide des termes
de teˆte des diviseurs. Lorsque qu’on ne le peut pas, on met le monoˆme re´calcitrant dans le
reste. Bien suˆr cette division n’est pas unique et peut donner plusieurs restes en fonction
de la manie`re dont on s’y prend.
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Exemple 5.1.13. — Voici a` pre´sent un exemple que l’on va garder en fil rouge durant ce
paragraphe pour illustrer les diffe´rentes notions que l’on va introduire. On se place dans
F4[X
θ, Y θ] ou` θ(x) = x2, muni de l’ordre lexicographique. On note F4 = {0, 1,α,α
2} ou`
α est le ge´ne´rateur de F∗4 donne´ par Magma. Soit J l’ide´al a` gauche engendre´ par {f, g}
avec :
f = X2Y 4 +X2, g = X3Y 2 + αY.
Une base de Gro¨bner minimale et re´duite est donne´e par les polynoˆmes p, q et r avec :
p = Y 5 + Y, q = X2Y 4 +X2, r = X4 + αY 3.
Voyons une premie`re utilisation des bases de Gro¨bner dans notre contexte.
5.1.3 Degre´ et borne d’un ide´al
Nous allons de´finir dans cette section le degre´ d’un ide´al, ce degre´ va pouvoir se lire
lorsque l’on dispose d’une base de Gro¨bner de notre ide´al a` gauche. Cette notion nous sera
utile par la suite puisqu’elle de´terminera directement la longueur et la dimension des codes
que l’on va obtenir.
Degre´ d’un ide´al
De´finition 5.1.14. — On appelle degre´ de l’ide´al a` gauche J la dimension de Fq[X
θ]/J
en tant que Fq-espace vectoriel.
Remarque 5.1.15. —
1. Meˆme si J n’est pas un ide´al bilate`re et que le quotient Fq[X
θ]/J n’a pas force´ment
une structure d’anneau, c’est bien un espace vectoriel sur Fq.
2. Cette dimension peut eˆtre infinie, mais dans notre contexte pour faire des codes
correcteurs, on va vouloir se placer dans le cas ou` la dimension est finie.
Voyons a` pre´sent un moyen rapide de voir si la dimension de Fq[X
θ]/J est finie et de
la calculer.
Soit J un ide´al a` gauche et (g1, ..., gr) une base de Gro¨bner de J . Puisque le reste dans la
division par J est uniquement de´termine´ lorsque l’on utilise une base de Gro¨bner, on peut
identifier l’ensemble des classes modulo J a` l’ensemble des restes. Un reste a la proprie´te´
de n’avoir aucun monoˆme divisible par l’un des termes de teˆte des gi. La dimension de
Fq[X
θ]/J en tant que Fq-espace vectoriel est e´gal au cardinal de
{Xα, Xα /∈ 〈LM(g1), ..., LM(gr)〉}
ou` LM(gi) de´signe le monoˆme de teˆte de gi. Notons D(J) cette dimension.
Proposition 5.1.16. — Soit J un ide´al et (g1, ..., gt) une base de Gro¨bner de J . Alors
D(J) est finie si et seulement s’il existe (ij)1≤j≤n tels que LM(gij) = X
aj
j avec aj des
entiers strictement positifs.
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De´monstration. — Soit n ≥ 2. Par l’absurde, supposons par exemple qu’il n’existe pas de gi
dont le terme dominant soit de la forme Xk1 , alors la famille de monoˆmes (X
j
1)j≥0 ne serait
divisible par aucun des termes de teˆte des gi. La dimension de Fq[X
θ]/J serait infinie.
Re´ciproquement prenons le plus petit entier aj tel qu’il existe i avec LM(gi) = X
aj
j . Une
famille ge´ne´ratrice de Fq[X
θ]/J est {X i11 ...X
in
n }0≤ij≤aj−1 qui est bien de cardinal fini.
Exemple 5.1.17. — Si l’on reprend l’exemple 5.1.13 pre´ce´dent, on a l’ide´al donne´ par sa
base de Gro¨bner :
J = 〈Y 5 + Y, X2Y 4 +X2, X4 + αY 3〉.
D’apre`s la proposition pre´ce´dente, on voit imme´diatement que Fq[X
θ]/J est de dimension
finie.
Celle-ci vaut 18 et une base du quotient est donne´e par les monoˆmes suivants :
{Y 0, Y, ..., Y 4, XY 0, ..., XY 4, X2Y 0, ..., X2Y 3, X3Y 0, ..., X3Y 3}.
C’est-a`-dire l’ensemble des monoˆmes qui ne sont pas divisibles par l’un des termes de teˆte
des e´le´ments de la base de Gro¨bner.
Un des inteˆrets du calcul d’une base de Gro¨bner est de pouvoir connaˆıtre rapidement le
degre´ d’un ide´al et pouvoir faire des ope´rations dans le quotient Fq[X
θ]/J qui a maintenant
une base naturelle.
Remarque 5.1.18. — Par la suite, on va chercher des ide´aux a` gauche de degre´ fini.
On peut remarquer tout de suite que si J est engendre´ a` gauche par un seul e´le´ment
alors le degre´ de J vaut 0 (cas trivial) ou est infini. Ceci dans le cas ou` n est diffe´rent de 1.
Vision sous forme d’escalier
Il existe une manie`re visuelle de repre´senter une base du quotient Fq[X
θ]/J .
Reprenons l’exemple pre´ce´dent, on a alors l’escalier associe´ a` l’ide´al :
J = 〈Y 5 + Y,X2Y 4 +X2, X4 + αY 3〉.
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Dans ce diagramme un carre´ se trouve a` la position (i, j) si et seulement si X iY j est un
monoˆme qui n’est divisible par aucun des termes de teˆte de la base de Gro¨bner re´duite de
J . Ceci est e´quivalent a` dire que le monoˆme en question est un e´le´ment de la base naturelle
de Fq[X
θ]/J .
Dans cet exemple, on visualise le fait que la dimension en tant que Fq-espace vectoriel
de Fq[X
θ]/J est finie et vaut 18.
Remarque 5.1.19. — Si J ⊂ J ′ sont deux ide´aux a` gauche alors l’escalier de J contient
l’escalier de J ′. La re´ciproque est vraie pour des ide´aux monomiaux mais fausse en ge´ne´ral.
Existence d’une borne
Dans la construction classique des codes tordus, le polynoˆme ge´ne´rateur du code, g,
doit eˆtre un diviseur a` droite d’un polynoˆme central f . Ce qui dans le langage des ide´aux
se traduit par le fait que l’ide´al a` gauche 〈g〉 contient l’ide´al bilate`re 〈f〉.
Afin de ge´ne´raliser cette approche, on est donc amene´ a` e´tudier le proble`me suivant :
e´tant donne´ J un ide´al a` gauche, existe-t-il toujours un ide´al bilate`re I inclus dans J tel
que I soit de degre´ fini ? La finitude du degre´ e´tant bien suˆr requise afin que la longueur
du code soit finie.
De´finition 5.1.20. — Soit J un ide´al a` gauche de Fq[X
θ], on dit que I est une borne
pour J si I ⊂ J et I bilate`re.
Proposition 5.1.21. — Tout ide´al a` gauche de degre´ fini posse`de une borne.
De´monstration. — Soit J un ide´al a` gauche et G = (f1, ..., fr) une base de Gro¨bner de J .
Montrons que J contient un e´le´ment central. D’apre`s la proprie´te´ sur les bases de Gro¨bner,
pour tout i ≥ 0, on effectue la division suivante :
X
i|<θ1>|
1 = Ai +Ri (5.6)
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ou` Ai ∈ J et Ri est le reste.
Comme le degre´ de J est fini par hypothe`se, ces restes appartiennent a` un sous-espace
vectoriel sur Fq de dimension finie (l’espace vectoriel dont une base est forme´e des monoˆmes
qui ne sont pas dans l’ide´al engendre´ par les monoˆmes de teˆte des fi). Cet espace vectoriel
est de dimension finie sur Fp ou` p est la caracte´ristique de Fq. Il existe donc d ∈ N et
(di)0≤i≤d ∈ Fp tels que :
d∑
i=0
diRi = 0.
En effectuant la meˆme combinaison line´aire sur les divisions e´crites au-dessus, on obtient :
d∑
i=0
diX
i|<θ1>|
1 ∈ J.
On a trouve´ un e´le´ment central dans J , donc 〈
d∑
i=0
diX
i|<θ1>|
1 〉 ⊂ J .
On pose I = 〈
d∑
i=0
diX
i|<θ1>|
1 〉, c’est bien une borne pour J .
Cependant, ce qui nous inte´resse est que la borne I soit e´galement de degre´ fini et c’est
possible :
Proposition 5.1.22. — Tout ide´al de degre´ fini posse`de une borne de degre´ fini.
De´monstration. — Soit J un ide´al de degre´ fini. Ce que l’on a fait dans la preuve pre´ce´dente
avec la variable X1 dans la division 5.6, on peut le faire avec les autres variables, c’est-a`-dire
qu’il existe des polynoˆmes Pi ∈ Fp[X
|<θi>|
i ] appartenant a` l’ide´al J . Posons I = 〈P1, ..., Pn〉.
Nous allons montrer que I est bien une borne de degre´ fini de J . De´ja`, il est clair que I
est inclus dans J et que c’est un ide´al bilate`re.
Remarquons ensuite que lorsque l’on effectue la division d’un e´le´ment f par l’ide´al I, le
reste ne contient aucun monoˆme divisible par l’un des termes dominants des Pi. C’est-a`-dire
que la dimension de Fq[X
θ]/I est au plus
n∏
i=1
degXi(Pi).
Exemple 5.1.23. — Reprenons notre exemple pre´ce´dent, avec J donne´ a` l’aide d’une base
de Gro¨bner par :
J = 〈Y 5 + Y,X2Y 4 +X2, X4 + αY 3〉.
En effectuant plusieurs divisions successives et en cherchant des relations line´aires, on
trouve :
P1 = X
18 +X2
P2 = Y
6 + Y 2
104 CHAPITRE 5. CODES CORRECTEURS MULTIVARIE´S
qui appartiennent a` J . L’ide´al :
I = 〈X18 + X2, Y 6 + Y 2〉
est bien un ide´al bilate`re inclus dans J et il est de degre´ fini, 108 = 18× 6.
Voici le graphique repre´sentant l’escalier de J et l’escalier de I. L’escalier de I contient
celui de J :
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Les cercles repre´sentent l’escalier de J et les carre´s celui de I.
Borne de degre´ minimale
Le diagramme pre´ce´dent montre que la borne I donne´e par l’algorithme peut eˆtre, dans
certains cas, assez grossie`re. On se pose naturellement la question suivante : e´tant donne´
un ide´al a` gauche J , peut-on trouver un ide´al bilate`re I ⊂ J tel que le degre´ de I soit
minimum ?
On voit que choisir I engendre´ par des polynoˆmes a` variables se´pare´es est assez restrictif,
il est fort possible qu’il y ait des polynoˆmes me´langeant les variables qui soient super-
centraux et qui appartiennent a` J . En particulier l’un des de´fauts de la construction de
l’exemple pre´ce´dent est que l’escalier de I ne tient pas compte de la forme particulie`re de
l’escalier de J .
Dans la suite le degre´ de la borne I va correspondre a` la longueur du code correcteur,
il est donc inte´ressant d’essayer d’optimiser ce degre´.
L’algorithme suivant permet de trouver des polynoˆmes centraux inclus dans J :
1. Soit J un ide´al a` gauche de degre´ fini, k, donne´ par une base de Gro¨bner et soit
(N1, ..., Nn) ∈ N
n.
2. Pour tous les entiers (i1, ..., in) ∈ [0...N1−1]× ...× [0...Nn−1], on effectue la division
de X
i1|<θ1>|
1 ...X
in|<θn>|
n par l’ide´al J :
X
i1|<θ1>|
1 ...X
in|<θn>|
n = Ai1,...,in +Ri1,...,in
ou` Ai1,...,in ∈ J .
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D’apre`s la proprie´te´ fondamentale sur les bases de Gro¨bner, les restes Ri1,...,in ne
sont compose´s que de monoˆmes non divisibles par l’un des monoˆmes de teˆte des
ge´ne´rateurs de la base de Gro¨bner de J . On peut convertir les Ri1,...,in en des vecteurs
de taille k a` coefficients dans Fq.
3. On forme la matrice en mettant en colonne les N1...Nn vecteurs ainsi obtenus et l’on
voit cette matrice comme une application ∩ni=1(Fq)
θi-line´aire. On cherche une base
du noyau de cette matrice. Un e´lement de ce noyau nous fournit une relation de
de´pendance line´aire entre les Ri1,...,in a` coefficients dans ∩
n
i=1(Fq)
θi . En effectuant la
meˆme relation de de´pendance line´aire sur les divisions de l’e´tape 2, on obtient un
polynoˆme central qui appartient a` J .
On peut faire varier les Ni et les fixer de plus en plus grands pour obtenir d’autres
polynoˆmes centraux.
4. On forme l’ide´al bilate`re I engendre´ par les polynoˆmes centraux ainsi trouve´s.
Remarque 5.1.24. — Si l’on prend Ni ≥
deg(Pi)
|<θi>| alors les polynoˆmes Pi de la proposition
5.1.22 vont eˆtre pris en compte par l’algorithme pre´ce´dent, ainsi on sera assure´ que l’ide´al
I trouve´ est bien de degre´ fini.
De´finition 5.1.25. — Soit J un ide´al a` gauche de degre´ fini. On appelle ide´al bilate`re
maximal associe´ a` J et on note J∗ l’ide´al engendre´ par l’ensemble des polynoˆmes centraux
appartenant a` J .
On va, dans les exemples que l’on va conside´rer par la suite, prendre les Ni suffisamment
grands afin d’avoir une borne, I, assez proche de J sans force´ment eˆtre l’ide´al bilate`re
maximal associe´ a` J .
Exemple 5.1.26. — Revenons a` notre exemple pre´ce´dent, c’est-a`-dire J = 〈Y 5+Y, X2Y 4+
X2, X4 + αY 3〉, on avait trouve´ une borne pour J de degre´ 108, en fait il est possible de
faire mieux en utilisant l’algorithme de´crit pre´ce´demment.
Avec N1 = N2 = 10, on trouve un certain nombre de polynoˆmes centraux inclus dans J
et une base de Gro¨bner de l’ide´al engendre´ par les polynoˆmes centraux ainsi obtenus est :
I = 〈Y 6 + Y 2, X2Y 4 +X2, X8 + Y 2〉.
Le degre´ de I est 36, de plus si l’on dessine les escaliers correspondants aux ide´aux
I et J , on voit que la forme de I est moins grossie`re et mieux adapte´e a` l’ide´al J que
pre´ce´demment.
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5.1.4 Bases de Gro¨bner pour les ide´aux bilate`res
Afin de travailler avec l’ide´al I on est amene´ a` calculer une base de Gro¨bner d’un ide´al
engendre´ par des polynoˆmes centraux. Remarquons tout de suite la proprie´te´ suivante :
Proposition 5.1.27. Soit I = 〈f1, ...fr〈 un ide´al ou` les fi sont super-centraux et soit
I = 〈g1, ..., gt〉 une base de Gro¨bner de I, alors les gi sont super-centraux.
De´monstration. — Pour montrer cela remarquons deux choses :
1. Le S-polynoˆme de deux polynoˆmes super-centraux est super-central d’apre`s la formule
5.5.
2. Lorsque l’on effectue l’algorithme de division d’un polynoˆme super-central par d’autre
polynoˆmes super-centraux, le reste est un polynoˆme super-central. En effet tout se
passe comme si l’on travaillait dans l’anneau (∩ni=1(Fq)
θi)[X
|<θ1>|
1 , ..., X
|<θn>|
n ].
Nous avons a` pre´sent tous les outils pour voir comment fabriquer un code correcteur a`
l’aide de ces anneaux de Ore multivarie´s.
5.2 Obtention de codes multivarie´s
5.2.1 Proprie´te´s sur les mots du code
Soit J un ide´al a` gauche de Fq[X
θ] de degre´ fini et I une borne de J de degre´ fini
n. Apre`s avoir pris une base de Gro¨bner pour I, il existe une base naturelle du quotient
Fq[X
θ]/I qui est de cardinal n. Par le the´ore`me de correspondance des ide´aux, J peut
eˆtre vu comme un ide´al a` gauche de Fq[X
θ]/I puisqu’il contient I. A chaque polynoˆme de
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l’ide´al, on associe alors un mot de Fnq dont les composantes sont juste les coordonne´es du
polynoˆme dans la base de Fq[X
θ]/I.
Il y a ainsi une application qui a` un ide´al de Fq[X
θ]/I associe un code sur Fq. C’est une
ge´ne´ralisation naturelle de la construction des θ-codes. Ne´anmoins si l’on traduit en terme
de mots du code la stabilite´ par multiplication a` gauche par Xi, on obtient des proprie´te´s
bien particulie`res du code.
Voyons a` quoi ressemblent ces proprie´te´s que l’on a sur les mots dans un exemple simple.
Exemple 5.2.1. — Prenons un exemple simplifie´ : le cas des codes multi-θ-cycliques.
Soit J un ide´al a` gauche de Fq[X
θ1 , Y θ2 ]/〈Xr − 1, Y s − 1〉.
Si P ∈ J avec :
P = a0,0 + a0,1Y + ...+ a0,s−1Y s−1 + a1,0X...+ ar−1,s−1Xr−1Y s−1
alors
XP = θ(a0,0)X + θ(a0,1)XY + ...+ θ(a0,s−1)XY s−1 + θ(a1,0)X2...+ θ(ar−1,s−1)Y s−1.
Donc finalement la stabilite´ par multiplication parX se traduit par la condition suivante
sur les mots du code C :
(a0,0, a0,1, ...a0,s−1, a1,0, a1,1, ..., a1,s−1, ...ar−1,0, ar−1,1, ...ar−1,s−1) ∈ C
⇐⇒
(θ(ar−1,0), ..., θ(ar−1,s−1), θ(a0,0), ...θ(a0,s−1), ..., θ(ar−2,0), ..., θ(ar−2,s−1)) ∈ C.
En fait c’est comme si le code e´tait cyclique par blocs.
Si l’on traduit a` pre´sent la condition de stabilite´ par multiplication par Y , on obtient
la condition suivante sur les mots :
(a0,0, a0,1, ...a0,s−1, a1,0, a1,1, ..., a1,s−1, ...ar−1,0, ar−1,1, ...ar−1,s−1) ∈ C
⇐⇒
(θ(a0,s−1), ..., θ(a0,s−2), θ(a1,s−1), ..., θ(a1,s−2), ...θ(ar−1,s−1), ...θ(ar−1,s−2)) ∈ C.
C’est-a`-dire qu’a` l’inte´rieur de chacun des r blocs de taille s, il y a un de´calage circulaire.
Ici c’est un cas assez simple ou` les polynoˆmes de l’ide´al ont une forme agre´able. Dans
le cas ge´ne´ral, meˆme s’il y a des de´calages circulaires sur les blocs et a` l’inte´rieur des blocs,
ces de´calages sont perburbe´s par l’apparition de nouveaux termes comme dans le cas des
θ-codes qui ne sont pas θ-cycliques.
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5.2.2 Algorithme utilise´
Voici les e´tapes de l’algorithme mis en oeuvre pour obtenir les exemples de codes qui
vont suivre.
1. On se place dans Fq[X
θ] (qui sera souvent F4[X
θ, Y θ]). On choisit un ide´al a` gauche
J . En pratique, on prendra souvent J engendre´ par deux polynoˆmes.
2. On calcule la base de Gro¨bner re´duite de J . Graˆce a` cette base de Gro¨bner, on peut
connaˆıtre le degre´ de J . Si 0 < deg(J) < +∞ on continue, sinon on choisit un autre
ide´al.
3. On calcule une borne pour J , que l’on note I a` l’aide de l’algorithme pre´sente´ dans
le chapitre pre´ce´dent.
4. On voit les e´le´ments de J ⊂ Fq[X
θ]/I comme des deg(I)-uplets qui forment les mots
d’un code.
Nous allons voir un moyen simple de pre´voir les parame`tres du code ainsi obtenu et
surtout d’avoir facilement la matrice ge´ne´ratrice sous forme syste´matique du code.
5.3 Dimension du code et matrice ge´ne´ratrice
Le but de ce paragraphe est de montrer que l’on peut pre´voir la dimension du code que
l’on obtient ainsi que la matrice ge´ne´ratrice sous forme syste´matique.
5.3.1 Cadre et notations
Soit J un ide´al a` gauche de degre´ k, c’est-a`-dire qu’une base de l’espace vectoriel sur
Fq, Fq[X
θ]/J , a pour cardinal k. Notons cette base E = {e1, ..., ek}. On remarque que les
e´le´ments de cette base sont des monoˆmes, plus pre´cise´ment ce sont les monoˆmes qui ne sont
pas divisibles par l’un des monoˆmes de teˆte d’un e´le´ment de J ou de manie`re e´quivalente
par l’un des monoˆmes de teˆte des e´le´ments d’une base de Gro¨bner de J .
Soit I ⊂ J une borne pour J avec deg(I) = n. Notons une base de Fq[X
θ]/I en tant
que Fq-espace vectoriel F = {e1, ..., ek, f1, .., fn−k}. On peut choisir une base de cette forme
la` comme I ⊂ J (en effet les monoˆmes qui ne sont divisibles par aucun des termes de teˆte
des e´le´ments de J ne sont, a fortiori, divisibles par aucun des termes de teˆte des e´le´ments
de I). On note C le code correcteur ainsi obtenu.
5.3.2 Re´sultat
On a la proposition suivante sur la dimension du code C.
Proposition 5.3.1. La dimension de C est n− k.
Remarque 5.3.2. — Comme attendu cela correspond a` ce qui se passe pour les codes
tordus en une variable. En effet, si g est le polynoˆme ge´ne´rateur du code de degre´ k et f
une borne de degre´ n, on sait que le code a pour dimension n− k.
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De´monstration. — Le code C est forme´ de l’ensemble des restes des e´le´ments de J dans la
division par I.
Montrons pour commencer que dim(C) ≥ n− k.
En conservant les notations du pre´ambule, effectuons la division de fi par l’ide´al J :
fi = Ri −
k∑
j=1
βji ej
ou` Ri ∈ J donc
Ri = fi +
k∑
j=1
βji ej
est un e´le´ment de J . Regardons a` quel mot du code il correspond, c’est-a`-dire quel est son
reste dans la division par I. On a :
Ri = 0 + Ri
en effet les monoˆmes de Ri font partie de la base F .
En e´crivant les coordonne´es dans la base F , on a le mot suivant qui appartient a` C :
(β1i , ..., β
k
i , δ
1
i , ..., δ
n−k
i )
ou` δ est le symbole de Kronecker.
La dimension de C est donc au moins n− k.
La base de F n’est peut eˆtre pas range´e par ordre lexicographique mais une permutation
de la base ne change pas le re´sultat sur la dimension du code.
Montrons a` pre´sent que la dimension du code est exactement n− k.
Pour cela montrons que V ect{e1, ..., ek} ∩ C = {0} et cela nous permettra de conclure
d’apre`s la formule des dimensions de Grassman.
Soit m appartenant a` l’intersection, il existe donc P ∈ J tel que :
P = R +m
ou` R ∈ I.
Donc m = P − R est dans J . C’est absurde au vu des monoˆmes qui composent m sauf si
m = 0.
D’ou` le re´sultat.
Remarque 5.3.3. Graˆce a` la forme du mot de code correspondant a` Ri, on remarque que
la distance minimale de C ve´rifie :
d(C) ≤ k + 1. (5.7)
Ce qui correspond a` la borne de Singleton.
La me´thode pre´ce´dente va nous permettre de former une matrice ge´ne´ratrice et une
matrice de parite´ du code.
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5.3.3 Matrice ge´ne´ratrice
Dans la de´monstration du chapitre pre´ce´dent, il ressort que les mots :
ci = (β
1
i , β
2
i , ..., β
k
i , δ
1
i , ..., δ
n−k
i )
forment une base du code. Si l’on change l’ordre de la base en (f1, ..., fn−k, e1, ..., ek) et que
l’on met chacun des mots de la base du code en ligne, on obtient la matrice ge´ne´ratrice
suivante de taille (n− k)× n : 
 Idn−k (βji )

 .
On remarque que cette matrice ge´ne´ratrice est la matrice ge´ne´ratrice sous forme ge´ne´rique.
5.3.4 Matrice de parite´
Ayant la matrice ge´ne´ratrice sous forme ge´ne´rique, on peut facilement en de´duire la
matrice de parite´, celle-ci est de taille (n− k)× n et s’e´crit :
 −βij Idn−k

 .
5.4 Exemples et tableaux de re´sultats
5.4.1 Quelques exemples
Voyons a` pre´sent quelques exemples de codes correcteurs que l’on obtient. On suit la
construction pre´sente´e dans l’algorithme 5.2.2.
Exemple 5.4.1. —
1. On se place dans F4[X
θ, Y θ] ou` θ(x) = x2.
2. Soient
P = αX2 + αXY 2 +XY +X + α2Y 2 + Y + α2
Q = αX2Y 2 +X2Y + αX2 +XY 2 +X + Y 2 + Y + 1.
On note J = 〈P,Q〉 l’ide´al a` gauche engendre´ par P et Q.
3. Une base de Gro¨bner a` gauche engendre´e par P et Q est engendre´e a` gauche par les
polynoˆmes suivants :
P ′ = X2 +XY 2 + α2XY + α2X + αY 2 + α2Y + α
Q′ = XY + α2X + αY 4 + Y 3 + Y 2 + α2Y
R′ = Y 3 + αY 2 + α2Y + 1.
L’ide´al J est de degre´ 4 et une base du F4-espace vectoriel F4[X
θ, Y θ]/J est {1, Y, Y 2, X}.
5.4. EXEMPLES ET TABLEAUX DE RE´SULTATS 111
4. Si l’on prend N1 = N2 = 10, on obtient l’ide´al I donne´ avec sa base de Gro¨bner :
I = 〈X2 + 1, Y 6 + 1〉.
On remarque d’ailleurs que ces polynoˆmes ne sont autres que P1 et P2 de´finis dans
la preuve de la proposition 5.1.22.
5. En effectuant les quelques divisions de´crites au chapitre pre´ce´dent, on obtient un code
de parame`tres [12, 8, 4] sur F4 qui a pour matrice ge´ne´ratrice sous forme syste´matique :


1 0 0 0 0 0 0 0 1 α2 α 0
0 1 0 0 0 0 0 0 α2 α2 α2 0
0 0 1 0 0 0 0 0 α2 α2 1 0
0 0 0 1 0 0 0 0 0 1 α α2
0 0 0 0 1 0 0 0 α2 0 α2 1
0 0 0 0 0 1 0 0 α α 1 α2
0 0 0 0 0 0 1 0 1 α α 1
0 0 0 0 0 0 0 1 α2 α 0 α2


.
Exemple 5.4.2. —
1. Prenons cette fois l’anneau F9[X
θ, Y θ] ou` θ(x) = x3 muni de l’ordre lexicographique
classique. On note α le ge´ne´rateur de F∗9 donne´ par Magma.
2. Soit J = 〈f, g〉 l’ide´al a` gauche engendre´ par :
f = X2Y 2 + α7X2Y + α2X2 +XY 2 + αXY + α6X + α2Y 2 + α5Y + α6
g = α6X2Y 2 + α3X2Y + αX2 + 2XY 2 + α3XY +X + α6Y 2 + αY + α6.
3. Une base de Gro¨bner de J est donne´e par :
p = X + α5Y 5 + αY 4 + Y 3 + Y 2 + α2
q = Y 3 + Y 2 + α2Y + α2.
On remarque que J est bien de degre´ fini.
4. Une borne de degre´ fini de J est :
I = 〈X2 + α3, Y 6 + α3Y 4 + α6Y 2 + α3〉.
5. On obtient alors un code de parame`tres [12, 9, 3] sur F9.
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5.4.2 Re´sultats
Les tableaux suivant re´sument les codes obtenus en choisissant ale´atoirement deux
polynoˆmes f et g de degre´ 2 a` coefficients dans F4 et en appliquant l’algorithme 5.2.2 a`
l’ide´al J = 〈f, g〉. En pratique dans la plupart des cas, l’ide´al J est trivial. Lorsque ce n’est
pas le cas le tableau suivant pre´sente les codes obtenus. Ils sont classe´s en colonne par leur
distance minimale et en ligne par leur longueur.
Minimale distance 2 3 4 5 6
[4, 1, 4]
n = 4 [4, 1, 2]
[4, 2, 2]
[8, 5, 2] [8, 4, 3] [8, 4, 4]
n = 8 [8, 6, 2] [8, 5, 3]
[8, 4, 2]
[8, 3, 2]
[12, 10, 2] [12, 9, 3] [12, 8, 4] [12, 6, 5]
[12, 9, 2] [12, 7, 3] [12, 7, 4]
n = 12 [12, 8, 2] [12, 8, 3] [12, 6, 4]
[12, 7, 2] [12, 6, 3]
[12, 6, 2]
[16, 12, 2] [16, 12, 3] [16, 11, 4] [16, 8, 6]
[16, 11, 2] [16, 10, 3] [16, 10, 4]
n = 16 [16, 13, 2] [16, 11, 3]
[16, 10, 2]
[16, 9, 2]
[20, 13, 2] [20, 15, 3] [20, 15, 4]
[20, 15, 2] [20, 14, 3] [20, 14, 4]
n = 20 [20, 17, 2] [20, 13, 3] [20, 13, 4]
[20, 14, 2] [20, 12, 3] [20, 12, 4]
[20, 16, 2]
[20, 12, 2]
[24, 20, 2] [24, 18, 3] [24, 17, 4]
[24, 18, 2] [24, 17, 3] [24, 18, 4]
n = 24 [24, 17, 2] [24, 19, 3] [24, 16, 4]
[24, 21, 2] [24, 16, 3]
[24, 19, 2]
[24, 16, 2]
[28, 23, 2] [28, 21, 3] [28, 21, 4]
n = 28 [28, 21, 2] [28, 20, 3] [28, 20, 4]
[28, 20, 2] [28, 22, 3]
[28, 22, 2]
On remarque que la dimension du code est assez proche de la longueur du code, c’est-
a`-dire que D(J) = k est petit devant D(I) = n. En effet, dans la plupart des cas, meˆme
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si J est de degre´ a` priori petit car engendre´ par des polynoˆmes de degre´ 2, le degre´ de la
borne explose souvent.
Voila` quelques re´sultats pour des polynoˆmes de degre´ 3.
Distance minimale 2 3 4
n = 4 [4, 2, 2]
[4, 1, 2]
[8, 6, 2] [8, 5, 3] [8, 4, 4]
n = 8 [8, 5, 2] [8, 4, 3]
[8, 4, 2]
[12, 10, 2] [12, 8, 3] [12, 7, 4]
[12, 8, 2] [12, 9, 3]
n = 12 [12, 6, 2] [12, 7, 3]
[12, 9, 2]
[12, 7, 2]
[16, 12, 2] [16, 12, 3] [16, 10, 4]
n = 16 [16, 11, 2] [16, 11, 3] [16, 11, 4]
[16, 13, 2]
[16, 10, 2]
[20, 15, 2] [20, 15, 3] [20, 14, 4, 6]
[20, 16, 2] [20, 14, 3]
n = 20 [20, 14, 2]
[20, 13, 2]
[20, 17, 2]
[24, 18, 2] [24, 17, 3] [24, 18, 4]
[24, 18, 3] [24, 19, 3] [24, 16, 4]
n = 24 [24, 19, 2] [24, 17, 4]
[24, 17, 2]
[24, 21, 2]
[24, 20, 2]
[28, 21, 2] [28, 21, 3] [28, 21, 4]
n = 28 [28, 22, 2] [28, 18, 3] [28, 20, 4]
[28, 20, 2] [28, 20, 3]
[28, 23, 2]
[32, 24, 2] [32, 24, 3] [32, 24, 4]
[32, 25, 2] [32, 23, 4]
n = 32 [32, 27, 2]
[32, 26, 2]
[32, 23, 2]
[32, 28, 2]
[36, 27, 2] [36, 27, 3] [36, 27, 4]
n = 36 [36, 29, 2] [36, 28, 3] [36, 26, 4]
[36, 25, 2]
[36, 26, 2]
[40, 35, 2] [40, 30, 4]
n = 40 [40, 33, 2]
[40, 32, 2]
[48, 43, 2] [48, 41, 3] [44, 33, 4]
[48, 44, 2] [76, 64, 4]
n > 40 [48, 42, 2]
[52, 41, 2]
[88, 82, 2]
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5.5 Codes modules multivarie´s
Le chapitre 4 a mis en lumie`re le fait que l’on peut s’affranchir de chercher des ide´aux
bilate`res, I, si l’on ne tient pas a` tout prix a` ce que Fq[X
θ]/I ait une structure d’anneau.
Cela permet d’e´tendre encore la famille de codes que l’on e´tudie.
De`s lors, nous n’avons plus besoin de de´terminer un ide´al bilate`re inclus dans J mais
uniquement un ide´al I quelconque inclus dans J . Cela peut se faire simplement en regardant
l’ide´al a` gauche engendre´ par certains e´le´ments de J . La me´thode d’obtention de la matrice
ge´ne´ratrice se fait exactement de la meˆme manie`re.
Il est inte´ressant de pouvoir controˆler la longueur du code que l’on veut obtenir, cette
longueur correspond au degre´ de l’ide´al I ⊂ J . Plus pre´cise´ment, nous aimerions controˆler
la forme de l’escalier correspondant a` l’ide´al I, cet escalier doit eˆtre un sur-escalier de J .
Notation 8. — Soit J un ide´al de Fq[X
θ], on note Γ(J) l’escalier correspondant a` l’ide´al J ,
la repre´sentation graphique d’un tel objet est de´finie au paragraphe 5.1.3.
De´finition 5.5.1. Soit J un ide´al de Fq[X
θ]. On appelle escalier couvrant de J un
escalier qui contient Γ(J).
La question naturelle que l’on se pose est la suivante : e´tant donne´ un escalier couvrant
de J , E , existe t’-il un ide´al I ⊂ J tel que Γ(I) = E ?
Remarque 5.5.2. — Dans le cas a` une variable cette question se re´sume a` : e´tant donne´
un polynoˆme g de degre´ k, a-t-il un multiple f de degre´ n ? Cette assertion est bien suˆr
vraie pour chaque n ≥ k. Pour les codes modules a` une variable, c’est juste le polynoˆme
ge´ne´rateur g et la longueur du code n qui permettent d’obtenir la matrice ge´ne´ratrice du
code, la forme explicite du multiple de g, f n’ayant pas d’importance. Dans le contexte
multivarie´, c’est e´galement le cas, si l’on regarde attentivement la me´thode d’obtention de
la matrice ge´ne´ratrice pre´sente´e dans le paragraphe 5.3, il nous suffit de connaˆıtre la base
canonique de Fq[X
θ]/I et l’ide´al J sous forme de base de Gro¨bner.
Voyons a` pre´sent un exemple pour mieux appre´hender ces phe´nome`nes.
Voici un exemple de la variation des parame`tres d’un code en fonction de l’escalier
couvrant choisi. On se place dans F4[X
θ, Y θ] ou` θ est l’automorphisme de Frobenius. On
va travailler avec les polynoˆmes suivants :
P = X2Y + αX2 + α2XY 3 +XY 2 + αX + αY 2 + Y
Q = αX2Y 2 + αXY 3 +XY 2 + α2XY + αY 2 + Y + α.
La base de Gro¨bner normalise´e, re´duite est donne´e par les polynoˆmes suivants :
P ′ = X2 + αXY 4 + αXY 3 +XY +X + α2Y 3 + Y 2 + 1
Q′ = Y 4 + 1.
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Le degre´ de cet ide´al, J, est 8, une base de Fq[X
θ, Y θ]/J est donne´e par les monoˆmes
suivants :
{1, Y, Y 2;Y 3, X,XY,XY 2, XY 3}.
L’escalier correspondant a la forme rectangulaire suivante
!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
Nous allons a` pre´sent prendre plusieurs sur-escaliers et regarder les codes qui en de´coulent.
!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
!
!
!
!
!
!
!
!
[11, 3, 2]
!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
!
!
!
!
!
!
!
!
[15, 7, 2]
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!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
!
!
!
!
!
!
!
!
[10, 2, 7]
!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
!
!
!
!
!
!
!
!
[11, 3, 6]
!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
!
!
!
!
!
!
!
!
[12, 4, 6]
!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
!
!
!
!
!
!
!
!
[16, 8, 2]
!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
!
!
!
!
!
!
!
!
[22, 14, 2]
!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
!
!
!
!
!
!
!
!
[13, 5, 5]
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!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
!
!
!
!
!
!
!
!
[16, 8, 5]
!
"
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
!
!
!
!
!
!
!
!
[25, 17, 5]
!
"
X
Y
0 1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
!
!
!
!
!
!
!
!
[27, 19, 5]
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!
"
X
Y
0 1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
!
!
!
!
!
!
!
!
[28, 20, 4]
!
"
X
Y
0 1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
!
!
!
!
!
!
!
!
[31, 23, 3]
Il y a plusieurs choses que l’on peut remarquer sur cet exemple.
Si on a E ⊂ E ′ deux sur-escaliers alors le code correspondant a` E a une distance mini-
male supe´rieure ou e´gale au code correspondant a` E ′. Ceci est imme´diat avec la me´thode
de construction de la matrice ge´ne´ratrice pre´sente´e au paragraphe 5.3.
Il n’y a aucune certitude sur le fait que l’escalier couvrant conside´re´ corresponde bien
a` un ide´al I contenu dans J ne´anmoins cette me´thode permet de construire une famille
de codes correcteurs dont on peut controˆler la dimension a` partir d’un ide´al a` gauche d’un
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anneau de polynoˆmes multivarie´.
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Chapitre 6
Perspectives
6.1 Etude de la famille des codes modules
Nous allons donner quelques e´le´ments d’e´tude d’un proble`me de stabilite´ des codes
modules sous l’effet de diverses applications line´aires.
Si l’on fixe Fq un corps fini et θ un automorphisme de Fq, on note Cn,r l’ensemble
des codes modules engendre´s par un polynoˆme de degre´ r et de longueur n. Chacun des
e´le´ments de cet ensemble a une matrice ge´ne´ratrice de la forme :
G =


g0 . . . gr−1 gr 0 . . . 0
0 θ(g0) . . . θ(gr−1) θ(gr) . . . 0
0
. . . . . . . . . . . . . . .
...
0
0 . . . 0 θn−r−1(g0) . . . θn−r−1(gr−1) θn−r−1(gr)


.
ou` le polynoˆme ge´ne´rateur du code est g(X) = g0 + g1X + ... + grX
r.
Il peut eˆtre inte´ressant de se demander :
1. Quelles applications de Fnq pre´servent Cn,r ?
2. Quelles applications laissent fixe un code module donne´ ?
Outre l’inte´reˆt the´orique de ces questions, une connaissance du comportement de Cn,r
sous l’action de permutations par exemple, peut avoir des applications dans le crypto-
syste`me de McEliece. C’est un protocole cryptographique utilisant une famille de codes
correcteurs dont la se´curite´ repose en particulier sur l’indistinguabilite´ d’un code permute´
de cette famille d’un code line´aire quelconque. Pour une explication de ce cryptosyste`me,
on pourra consulter l’article fondateur de McEliece [17].
En ce qui concerne les applications laissant fixe un code, nous allons principalement
nous inte´resser aux applications line´aires qui pre´servent e´galement le poids d’un mot, c’est-
a`-dire des applications φ telles que pour tout code, C de Fnq :
d(φ(C)) = d(C).
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Ces applications sont exactement les applications monomiales, une e´tude tre`s comple`te
est faite dans le livre [2].
Notation 9. — Nous noterons Aut(C) l’ensemble des applications monomiales pre´servant
le code C.
Il est, en ge´ne´ral, difficile d’exhiber l’ensemble des automorphismes d’un code quel-
conque. Cela peut ne´anmoins eˆtre e´tudie´ pour des familles de codes particulie`res, par
exemple Thierry Berger dans [1] a obtenu des re´sultats sur l’ensemble des automorphismes
d’un code de Gabidulin pour la me´trique rang.
6.1.1 Reconnaissance d’un code module
Avant de mener une telle e´tude, il faut au pre´alable pouvoir reconnaˆıtre un code module
qui n’est pas force´ment donne´ par sa matrice ge´ne´ratrice sous forme usuelle.
Nous allons voir un algorithme qui va permettre de de´terminer rapidement si une ma-
trice est la matrice ge´ne´ratrice d’un code module et de trouver le cas e´che´ant le polynoˆme
ge´ne´rateur.
Soit C le code module engendre´ par g(X) = g0+g1X+...grX
r et G la matrice ge´ne´ratrice
qui en de´coule. On conside`re Gˆ une autre matrice ge´ne´ratrice de C, c’est-a`-dire une matrice
dont les lignes forment e´galement une base du code.
Notons q1, ..., qn−r les polynoˆmes de Fq[X, θ] correspondant aux lignes de Gˆ, ce sont des
multiples a` gauche de g puisque tous les mots du code sont issus de multiples a` gauche de
g.
Proposition 6.1.1. — Le plus grand diviseur commun a` droite de la famille {q1, ..., qn−r}
est le polynoˆme ge´ne´rateur du code g.
De´monstration. — De´ja` nous venons de voir que g est un diviseur commun a` droite a` tous
les qi. Montrons que c’est le plus grand.
Par l’absurde notons h le pgcd a` droite des q1, ..., qn−r et supposons que deg(h) > deg(g).
Nous avons les relations suivantes :
qj = tjh.
Le polynoˆme h est de degre´ strictement supe´rieur a` r donc comme les qj sont de degre´ au
plus n− 1 on a deg(tj) ≤ n− r − 2. Il existe donc une combinaison line´aire :
n−r∑
j=1
tj = 0.
En re´percutant la combinaison line´aire sur les qj on se rend compte qu’ils sont lie´s ce qui
est absurde.
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6.1.2 Mise en oeuvre algorithmique
De cette proposition, on de´duit directement l’algorithme suivant qui teste si une matrice
ge´ne´ratrice, M , engendre un code module et trouve, dans ce cas, le polynoˆme ge´ne´rateur.
1. On transforme les lignes de la matrice M en polynoˆmes q1, ..., qn−r.
2. On calcule le pgcd a` droite des qi, notons le g.
3. Si le pgcd n’est pas de degre´ r, le code ne peut pas provenir d’un code module.
4. Si le pgcd est de degre´ r, on regarde si g,Xg, ..., Xn−r−1g sont dans le code, si oui
c’est un code module engendre´ par g, sinon ce n’est pas un code module puisque g
e´tait le seul candidat possible.
Le calcul du pgcd est rapide graˆce a` l’algorithme d’Euclide.
L’algorithme ci-dessus va maintenant nous servir dans les re´sultats empiriques qui
suivent.
6.1.3 Re´sultats empiriques
Voyons quelques re´sultats concernant les codes modules sur le corps F2, c’est-a`-dire en
commutatif.
Le tableau qui suit est a` lire de la fac¸on suivante : en colonne la longueur n du code,
en ligne le polynoˆme ge´ne´rateur. Les deux chiffres se trouvant dans une case du tableau
sont le cardinal des automorphismes monomiaux laissant fixe le code module et le cardinal
des automorphismes monomiaux envoyant le code module sur un autre code module (y
compris lui meˆme e´ventuellement). Le nombre total des automorphismes monomiaux est
n!.
Remarquons que le second nombre est un multiple du premier. En effet soit C un code
module engendre´ par g et Aut(C) le groupe des automorphismes monomiaux qui pre´servent
ce code. S’il existe un automorphisme monomial φ qui envoie le code module C sur un autre
code module Cˆ alors pour tout ψ de Aut(C), on a φ ◦ψ qui envoie e´galement C sur Cˆ. Donc
le quotient du second nombre du tableau par le premier nombre correspond au cardinal
des codes modules atteints via un automorphisme monomial.
De plus Aut(Cˆ) = φAut(C)φ−1.
Avec exactement le meˆme raisonnement, nous voyons que le nombre de codes correcteurs
atteints a` partir d’un code module est n!
♯Aut(C) .
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Deg 1 3 4 5 6 7
X 2, 2 6, 6 24, 24 120, 120
X + 1 6, 6 24, 24 120, 120 720, 720
Deg 2
X2 4, 4 12, 12 48, 48 240, 240
X2 + 1 8, 8 12, 12 72, 72 144, 144
X2 +X 6, 6 24, 24 120, 120 720, 720
X2 +X + 1 4, 4 8, 8 48, 48 48, 48
Deg 3
X3 12, 12 36, 36 144, 144
X3 + 1 8, 16 48, 48 48, 48
X3 +X 8, 16 12, 12 72, 72
X3 +X + 1 8, 16 24, 48 168, 336
X3 +X2 12, 12 48, 48 240, 240
X3 +X2 + 1 8, 16 24, 48 168, 336
X3 +X2 +X 4, 4 8, 8 48, 48
X3 +X2 +X + 1 12, 12 16, 16 48, 48
Deg 4
X4 48, 48 144, 144
X4 + 1 16, 48 48, 96
X4 +X 16, 48 48, 96
X4 +X + 1 8, 32 8, 16
X4 +X2 16, 48 24, 24
X4 +X2 + 1 72, 72 24, 24
X4 +X2 +X 8, 32 24, 48
X4 +X2 +X + 1 48, 144 168, 336
X4 +X3 36, 36 144, 144
X4 +X3 + 1 8, 32 8, 16
X4 +X3 +X 8, 32 24, 48
X4 +X3 +X + 1 48, 144 16, 16
X4 +X3 +X2 8, 8 16, 16
X4 +X3 +X2 + 1 48, 144 168, 336
X4 +X3 +X2 +X 12, 12 16, 16
X4 +X3 +X2 +X + 1 48, 48 48, 48
Il est relativement peu fre´quent qu’un automorphisme monomial envoie un code module
sur un autre code module.
Une des questions qui reste ouverte est de pre´voir quand cela va eˆtre le cas au vu du
polynoˆme ge´ne´rateur g.
Une autre question inte´ressante est de comprendre la structure des classes d’isome´tries
des codes modules. Voila` a` titre d’exemples les polynoˆmes de degre´ 4 de F2[X] regroupe´s
par classes d’isome´tries, c’est-a`-dire que deux polynoˆmes sont dans la meˆme classe si les
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codes modules qu’ils engendrent sont e´quivalents via un automorphisme monomial. Ici la
longueur du code n vaut 6, les parame`tres du code sont inscrits devant :
[6, 2, 1] : X4
[6, 2, 2] : X4 + 1, X4 +X, X4 +X2
[6, 2, 3] : X4 +X + 1, X4 +X2 +X, X4 +X3 + 1, X4 +X3 +X
[6, 2, 3] : X4 +X2 + 1
[6, 2, 4] : X4 +X2 +X + 1, X4 +X3 +X + 1, X4 +X3 +X2 + 1
[6, 2, 2] : X4 +X3
[6, 2, 2] : X4 +X3 +X2
[6, 2, 2] : X4 +X3 +X2 +X
[6, 2, 2] : X4 +X3 +X2 +X + 1
Un enjeu serait de comprendre et de pre´voir ces ensembles de polynoˆmes e´quivalents.
6.2 Variations autour de la non-commutativite´
Il est possible d’envisager de cre´er des codes correcteurs a` base d’anneaux polynomiaux
multivarie´s non-commutatifs mais en changeant la forme de non-commutativite´. L’essentiel
pour manipuler aise´ment les codes correcteurs ainsi que leurs parame`tres est d’avoir a` nou-
veau un e´quivalent de l’algorithme de Buchberger, c’est-a`-dire essentiellement de pouvoir
simplifier entre eux les termes de teˆte de deux polynoˆmes.
Il y a plusieurs formes de non-commutativite´ qui peuvent eˆtre explore´es, on se place
sur Fq[X, Y ] dans ces exemples mais une ge´ne´ralisation peut eˆtre aise´ment faite.
1. Soit θX , θˆX , θY et θˆY des automorphismes de Fq, on de´finit la multiplication par les
re`gles suivantes :
Xa = θX(a)X + θˆX(a)Y
Y a = θY (a)Y + θˆY (a)X.
2. On peut e´galement introduire des de´rivations, c’est-a`-dire que :
Xa = θX(a)X + δX(a)
Y a = θY (a)Y + δY (a).
3. Il est e´galement possible d’envisager de ne pas faire commuter les variables X et Y
dans ce cas l’adaptation de l’algorithme de Buchberger semble eˆtre beaucoup plus
de´licate. Par exemple, on peut poser :
XY = Y X + 1.
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4. Enfin on peut songer a` ite´rer la construction de Ore, c’est-a`-dire de voir Fq[X, Y ]
comme e´tant Fq[X][Y ]. On aurait alors des relations de non-commutativite´ de la
forme :
Y X = ψ(X)Y + φ(X)
ou` ψ et φ sont des applications de Fq[X, θ, δ].
Nous allons de´velopper un peu le dernier exemple dans la suite de ce paragraphe.
Posons A = Fq[X, θ] et trouvons les automorphismes de A. Soit φ un automorphisme
de A. Pour des raisons de degre´ nous devons avoir φ(X) = αX + β et φ restreint a` Fq est
un automorphisme de Fq.
Nous avons :
φ(Xa) = φ(X)φ(a) = (αX + β)φ(a) = αθ(φ(a))X + βφ(a)
et d’autre part :
φ(Xa) = φ(θ(a)X) = φ(θ(a))(αX + β) = φ(θ(a))αX + βφ(θ(a))
Donc si θ = Id, on peut prendre α et β comme l’on veut. Si θ *= Id on doit prendre
β = 0.
En re´sume´ :
Proposition 6.2.1. — Les automorphismes de Fq[X, θ] sont donne´s par, si θ = Id :
φα,β,τ : Fq[X, θ] −→ Fq[X, θ]
a )→ τ(a)
X )→ αX + β
ou` α ∈ F∗q, β ∈ Fq et τ ∈ Aut(Fq) et si θ *= Id :
φα,τ : Fq[X, θ] −→ Fq[X, θ]
a )→ τ(a)
X )→ αX
Graˆce a` la proposition pre´ce´dente, il est possible de construire et de travailler dans
l’anneau de Ore ite´re´ : Fq[X, θ][Y,φ].
Remarque 6.2.2. — Il est envisageable d’ajouter des de´rivations a` tous les niveaux mais
cela complique bien suˆr un peu plus les calculs.
6.3 Codes de Goppa tordus
Les codes de Goppa peuvent eˆtre vus comme une ge´ne´ralisation des codes BCH.
Ils ont des proprie´te´s agre´ables puisque l’on peut controˆler leurs parame`tres notamment
la distance minimale. Ils posse`dent un algorithme de de´codage simple et ils sont bons
asymptotiquement, en effet il existe une suite de codes de Goppa qui atteignent la borne
de Gilbert. Pour plus de de´tails sur ces codes et leur construction, on pourra consulter [32].
Cette famille de codes e´tant construite a` l’aide d’outils polynomiaux, on peut le´gitimement
envisager une adaptation au cadre non-commutatif.
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6.3.1 De´finition
De´finition 6.3.1. — Soit g un polynoˆme de degre´ t a` coeffcients dans Fqm [X, θ] et soit
L = {γ0, ..., γn−1} ⊂ Fqm ou` |L| = n. On suppose que X − γi ne divise pas a` droite g, ceci
pour tout 0 ≤ i ≤ n − 1.On pose alors Γθq(L, g) l’ensemble des mots (c0, ..., cn−1) ∈ (Fq)
n
tels que :
n−1∑
i=0
ci
X − γi
≡ 0 [g]d. (6.1)
C’est-a`-dire que l’on demande que
n−1∑
i=0
ci
X − γi
soit divisible a` droite par g.
Le sens que l’on donne a` 1
X−γ est le suivant : c’est l’unique polynoˆme modulo g tel
que 1
X−γ (X − γ) ≡ 1 [g]d. Un tel polynoˆme existe bien, en effet si l’on effectue la division
euclidienne a` droite de g par X − γ, on a :
g = Q(X − γ) + c
ou` c est une constante non nulle, puisque par hypothe`se X − γ ne divise pas g a` droite.
On a :
c−1g = c−1Q(X − γ) + 1.
On a donc 1
X−γ = c
−1Q.
On remarque e´galement que le code C ainsi forme´ est line´aire, cependant il n’est plus
force´ment cyclique. Dans le cas des codes de Goppa classiques, on peut donner facilement
une matrice de parite´ a` partir des coefficients de 1
X−γi . On va adapter cela au cas non-
commutatif.
6.3.2 De´termination de la constante
Si l’on passe aux ope´rateurs aux diffe´rences associe´s, on a :
Lg(y) = Lqi(θ(y)− γiy) + ciy.
Soit αi tel que γi =
θ(αi)
αi
, e´ventuellement αi est dans une extension. Si l’on e´value l’e´galite´
pre´ce´dente en αi, on obtient :
Lg(αi) = ciαi.
C’est-a`-dire :
ci =
Lg(αi)
αi
.
D’apre`s la de´finition du code de Goppa tordu une matrice de parite´ est forme´e des coeffi-
cients des polynoˆmes 1
X−γi qui vaut −r
−1
i qi. Il s’agit donc de trouver les coefficients de qi
pour avoir automatiquement la matrice de parite´ voulue.
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6.3.3 Matrice de parite´
Soit g =
t∑
k=0
gkX
k et soit qi =
N∑
k=0
qk,iX
k ou` N est a` de´terminer.
On a :
g = qi(X − γi) + ci
donc
g − ci = (
N∑
k=0
qk,iX
k)(X − γi)
g − ci =
N∑
k=0
qk,iX
k+1 −
N∑
k=0
qi,kθ
k(γi)X
k
g − ci =
N+1∑
k=1
qk−1,iXk −
N∑
k=0
qi,kθ
k(γi)X
k
g − ci = qN,iX
N+1 +
N∑
k=1
(qk−1,i − qk,iθk(γi))Xk − q0γi.
A pre´sent, on peut identifier les coefficients de proche en proche en commenc¸ant par
celui de plus haut degre´ , de´ja` N = t− 1 et
qt−1,i = gt
qt−2,i = gt−1 + gtθt−1(γi)
qt−3,i = gt−2 + gt−1θt−2(γi) + gtθt−1(γi)θt−2(γi)
...
qt−p,i =
p∑
j=1
gt−p+j
j−1∏
r=0
θt−p+j−1(γi).
Ainsi on peut former la matrice de parite´ dont le terme ge´ne´ral est
c−1j qt−i,j.
Cependant dans ce cadre la`, il n’est pas clair que la distance minimale soit prescrite et
l’e´tude reste a` faire.
L’adaptation tre`s ge´ne´rale des codes de Goppa dans le cadre des varie´te´s sur Fq reste
a` faire dans le cadre non-commutatif.
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6.4 Codes tordus quasi-cycliques
Les codes quasi-cycliques sont une ge´ne´ralisation des codes cycliques. En reprenant les
notations du paragraphe 2.1, c’est-a`-dire en notant τ le de´calage circulaire, nous avons la
de´finition suivante :
De´finition 6.4.1. — Soit n = lm, un code l-quasi-cyclique est sous-espace vectoriel
de Fnq stable par τ
l.
De´finition 6.4.2. — Un code tordu quasi-cyclique est un code C de Fmlq ve´rifiant :
(a1, ..., al, al+1, ...a2l, ...aml) ∈ C
=⇒
(θ(a(m−1)l+1), ..., θ(aml), θ(a1), ..., θ(al), ..., θ(a(m− 1)l)) ∈ C
The´ore`me 6.4.3. — Il y a une correspondance entre les codes tordus quasi-cycliques de
longueur n = ml et les ide´aux de (Fq[X, θ]/〈X
m − 1〉)l vus comme sous Fq[X, θ]/〈X
m − 1〉
module a` gauche.
La de´monstration se fait de manie`re tre`s similaire au cas θ-cyclique en calculant l’effet
de la multiplication a` gauche par X sur un mot de code.
L’e´tude de ces codes et de leurs parame`tres reste a` faire.
130 CHAPITRE 6. PERSPECTIVES
Chapitre 7
Annexe
Ces annexes pre´sentent des tableaux de re´sultats concernant les codes-modules. La
construction de ces tableaux est pre´sente´e au paragraphe 3 du chapitre 4, a` la page 88. En
ligne nous avons la longueur du code et en colonne le degre´ du polynoˆme ge´ne´rateur. A
l’intersection d’une ligne et d’une colonne se trouve la meilleure distance minimale obtenue
pour ces parame`tres.
131
132 CHAPITRE 7. ANNEXE
7.1 Codes-modules sur F2[X ]
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
3 3
4 2 4
5 2 3 5
6 2 3 4 6
7 2 3 4 4 7
8 2 2 3 4 5 8
9 2 2 3 4 4 6 9
10 2 2 3 4 4 5 6 10
11 2 2 3 4 4 5 6 7 11
12 2 2 3 4 4 4 6 6 8 12
13 2 2 3 4 4 4 5 6 7 8 13
14 2 2 3 4 4 4 5 6 7 8 9 14
15 2 2 3 4 4 4 5 6 7 8 8 10 15
16 2 2 2 3 4 4 5 6 6 7 8 8 10 16
17 2 2 2 3 4 4 5 6 6 7 8 8 9 11 15
18 2 2 2 3 4 4 4 5 6 7 8 8 8 10 12 16
19 2 2 2 3 4 4 4 5 6 7 8 8 8 9 10 12 17
20 2 2 2 3 4 4 4 5 6 7 8 8 8 9 10 11 13 18
21 2 2 2 3 4 4 4 5 6 7 8 8 8 8 10 10 12 14 19
22 2 2 2 3 4 4 4 5 6 7 8 8 8 8 9 10 11 12 14
23 2 2 2 3 4 4 4 4 5 7 7 8 8 8 8 10 11 12 12
24 2 2 2 3 4 4 4 4 5 6 7 8 8 8 8 9 10 11 12
25 2 2 2 3 4 4 4 4 5 6 6 7 8 8 8 8 10 10 12
26 2 2 2 3 4 4 4 4 5 6 6 6 7 8 8 8 10 10 12
27 2 2 2 3 4 4 4 4 5 6 6 6 7 8 8 8 9 10 12
28 2 2 2 3 4 4 4 4 5 6 6 6 6 7 8 8 9 10 10
29 2 2 2 3 4 4 4 4 5 6 6 6 6 7 8 8 8 9 10
30 2 2 2 3 4 4 4 4 5 6 6 6 6 6 8 8 8 9 10
31 2 2 2 3 4 4 4 4 5 6 6 6 6 7 8 8 8 9 11
32 2 2 2 2 3 4 4 4 4 6 6 6 6 6 7 8 8 8 10
33 2 2 2 2 3 4 4 4 4 6 6 6 6 6 7 8 8 8 9
34 2 2 2 2 3 4 4 4 4 5 6 6 6 6 7 8 8 8 9
35 2 2 2 2 3 4 4 4 4 5 6 6 6 6 6 8 8 8 9
36 2 2 2 2 3 4 4 4 4 5 6 6 6 6 6 7 8 8 8
37 2 2 2 2 3 4 4 4 4 5 6 6 6 6 6 7 8 8 8
38 2 2 2 2 3 4 4 4 4 4 6 6 6 6 6 7 8 8 8
39 2 2 2 2 3 4 4 4 4 4 6 6 6 6 6 7 8 8 8
40 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 7 8 8 9
41 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 7 8 8 8
42 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 7 8 8 8
43 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 7 7 8 8
44 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 7 8 8 8
45 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 6 7 8 8
46 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 6 8 8 8
47 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 6 7 8 8
48 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 6 7 8 8
49 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 6 7 8 8
50 2 2 2 2 3 4 4 4 4 4 5 6 6 6 6 6 7 8 8
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21 22 23 24 25 26 27 28 29 30 31 32 33 34 35
22 19
23 15 21
24 13 16 21
25 12 14 16 22
26 12 13 14 17 22
27 12 13 14 15 18 24
28 12 12 14 14 16 18 25
29 11 12 12 14 15 16 19 24
30 10 11 12 12 15 16 16 20 24
31 10 12 12 12 13 16 16 17 20 25
32 10 11 12 12 12 14 15 16 18 20 25
33 10 10 11 12 12 13 14 16 16 18 22 28
34 10 10 10 12 12 13 14 15 16 17 19 22 27
35 10 10 10 12 12 12 13 14 16 16 18 20 22 28
36 9 10 10 10 12 12 13 14 14 16 17 18 20 24 29
37 8 10 10 10 11 12 12 14 15 16 16 18 18 20 24
38 9 10 10 10 11 12 12 13 14 15 16 16 18 20 21
39 8 9 10 10 10 12 12 12 14 14 15 16 17 19 20
40 8 9 10 10 10 12 12 12 13 14 14 16 16 18 19
41 8 9 10 10 10 11 12 12 12 14 14 16 16 17 18
42 8 8 10 10 10 10 12 12 12 13 14 15 16 16 18
43 8 8 9 10 10 10 11 12 12 12 14 15 15 16 16
44 8 8 9 10 10 10 11 12 12 12 14 14 14 16 16
45 8 8 9 10 10 10 10 12 12 12 13 14 14 16 16
46 8 8 9 10 10 10 10 11 12 12 13 14 14 14 16
47 8 8 8 10 10 10 10 11 12 12 12 14 14 14 15
48 8 8 8 9 10 10 10 11 12 12 12 13 14 14 16
49 8 8 8 9 10 10 10 10 11 12 12 12 14 14 14
50 8 8 8 9 10 10 10 10 11 12 12 12 13 14 14
36 37 38 39 40 41 42 43 44 45 46 47 48 49
37 30
38 24 30
39 22 25 31
40 20 22 26 31
41 20 20 23 26 32
42 18 20 21 24 27 33
43 18 20 20 22 24 27 33
44 17 18 20 21 23 24 28 36
45 16 18 18 20 22 24 24 28 35
46 16 17 18 20 20 22 24 26 29 36
47 16 16 18 18 20 21 22 24 26 30 38
48 16 16 17 18 20 20 22 23 24 27 30 36
49 16 16 16 18 18 20 20 22 24 24 28 31 38
50 15 16 16 17 18 18 20 21 22 24 26 28 32 38
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7.2 Codes-modules commutatifs sur F4[X ]
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
3 3
4 3 4
5 3 4 5
6 2 3 4 6
7 2 3 4 5 7
8 2 3 4 5 6 8
9 2 3 4 5 6 7 9
10 2 3 4 5 6 6 8 10
11 2 3 4 5 6 6 7 8 11
12 2 3 4 4 5 6 7 8 9 12
13 2 3 4 4 5 6 7 8 9 10 13
14 2 3 4 4 5 6 7 7 8 10 11 14
15 2 3 4 4 5 6 7 7 8 9 11 12 15
16 2 3 4 4 5 6 7 7 8 9 10 12 12 16
17 2 3 4 4 5 5 7 7 7 8 9 10 12 13 17
18 2 3 3 4 4 5 6 7 7 8 9 10 11 13 14 18
19 2 3 3 4 5 5 6 6 7 8 9 10 11 12 14 15 19
20 2 3 3 4 5 5 6 6 7 8 8 9 10 11 12 14 16 20
21 2 3 3 4 5 5 6 6 7 7 8 9 10 11 12 13 15 16 21
22 2 2 3 4 4 5 5 6 7 7 8 9 10 10 11 13 14 15 17
23 2 2 3 4 4 5 5 6 6 7 8 9 9 10 11 12 13 15 16
24 2 2 3 4 4 5 5 6 6 7 8 8 9 10 11 12 13 14 16
25 2 2 3 4 4 5 5 6 6 7 8 8 9 10 10 11 12 13 14
26 2 2 3 4 4 5 5 6 6 7 7 8 9 10 10 11 12 13 14
27 2 2 3 4 4 5 5 6 6 7 7 8 9 9 10 11 12 13 14
28 2 2 3 4 4 5 5 6 6 7 7 8 8 9 10 11 11 12 13
29 2 2 3 4 4 5 5 6 6 7 7 8 8 9 10 10 11 12 13
30 2 2 3 4 4 5 5 6 6 7 7 8 8 9 10 10 11 12 12
31 2 2 3 4 4 5 5 5 6 7 7 8 8 9 10 10 11 11 12
32 2 2 3 4 4 5 5 6 6 6 7 8 8 9 9 10 11 11 12
33 2 2 3 4 4 5 5 6 6 6 7 7 8 9 9 10 10 11 12
34 2 2 3 4 4 5 5 5 6 6 7 7 8 8 9 10 10 11 12
35 2 2 3 4 4 5 5 6 6 6 7 7 8 8 9 10 10 11 12
36 2 2 3 3 4 5 5 5 6 6 7 7 8 8 9 9 10 11 11
37 2 2 3 3 4 5 5 6 6 6 7 7 8 8 9 9 10 10 11
38 2 2 3 3 4 5 5 5 6 6 7 7 8 8 9 9 10 10 11
39 2 2 3 3 4 5 5 6 6 6 7 7 7 8 9 9 10 10 11
40 2 2 3 3 4 5 5 6 6 6 6 7 8 8 8 9 10 10 11
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21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
22 22
23 18 23
24 17 19 24
25 16 18 20 24
26 16 17 19 20 26
27 15 16 18 19 21 27
28 14 15 17 18 20 22 28
29 14 15 16 17 19 21 23 29
30 13 14 16 17 18 19 21 24 30
31 13 14 15 16 17 19 20 22 24 30
32 13 14 15 16 17 18 19 21 23 25 32
33 13 13 14 15 16 17 18 20 22 24 26 33
34 12 13 14 15 16 17 18 19 21 22 25 27 33
35 12 13 14 15 15 16 18 19 20 21 23 25 28 34
36 12 13 14 14 15 16 17 18 19 21 22 24 26 28 35
37 12 13 13 14 15 16 17 18 19 20 21 23 25 27 29 36
38 12 12 13 14 15 16 16 17 19 19 21 22 24 25 27 30 37
39 12 12 13 14 14 15 16 17 18 19 20 21 22 24 26 28 31 37
40 11 12 13 13 14 15 16 17 18 19 20 21 22 23 25 27 29 32 39
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7.3 Codes-modules sur F4[X, θ]
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
3 3
4 3 4
5 2 4 5
6 2 4 4 6
7 2 3 4 5 7
8 2 3 4 5 6 8
9 2 3 4 5 6 7 9
10 2 3 4 5 6 6 8 10
11 2 3 4 4 6 6 7 8 11
12 2 3 4 4 6 6 7 8 9 12
13 2 3 4 4 5 6 7 8 9 10 13
14 2 3 4 4 5 6 7 7 8 10 11 14
15 2 2 3 4 5 5 6 8 8 9 11 12 15
16 2 2 3 4 4 5 6 7 8 9 10 11 12 16
17 2 2 3 4 4 5 6 7 7 8 9 10 12 13 17
18 2 2 3 4 4 5 6 7 7 8 9 10 11 13 14 18
19 2 2 3 4 4 5 6 7 8 8 9 10 11 12 13 15 19
20 2 2 3 4 4 5 6 7 7 8 8 9 10 11 13 14 16 20
21 2 2 3 4 4 5 5 6 7 8 9 9 10 11 12 13 15 16 21
22 2 2 3 4 4 5 5 6 7 8 8 9 10 11 12 13 14 16 17
23 2 2 3 4 4 4 5 6 7 7 8 9 9 10 11 12 13 15 16
24 2 2 3 4 4 4 5 6 6 7 8 8 9 10 11 12 13 14 15
25 2 2 3 4 4 4 5 6 6 7 8 8 9 10 10 11 12 13 15
26 2 2 3 4 4 4 5 6 6 7 8 8 9 10 10 11 12 13 14
27 2 2 3 4 4 4 5 6 6 7 7 8 9 9 10 11 12 13 14
28 2 2 3 4 4 4 5 6 6 7 8 8 9 9 10 11 11 12 13
29 2 2 3 4 4 4 5 6 6 7 7 8 8 9 10 11 11 12 13
30 2 2 3 4 4 4 5 6 6 7 7 8 8 9 10 10 11 12 13
31 2 2 2 3 4 4 5 6 6 6 7 8 8 9 9 10 11 12 12
32 2 2 2 3 4 4 5 6 6 6 7 8 8 9 9 10 11 12 12
33 2 2 2 3 4 4 5 6 6 6 7 7 8 8 9 10 10 11 12
34 2 2 2 3 4 4 5 6 6 6 7 7 8 8 9 10 10 11 12
35 2 2 2 3 4 4 4 5 6 6 6 7 8 8 9 10 10 11 12
36 2 2 2 3 4 4 4 5 6 6 7 7 8 8 9 9 10 11 11
37 2 2 2 3 4 4 4 5 6 6 7 7 8 8 9 9 10 11 11
38 2 2 2 3 4 4 4 5 6 6 7 7 8 8 9 9 10 10 11
39 2 2 2 3 4 4 4 5 6 6 7 7 7 8 8 9 10 10 11
40 2 2 2 3 4 4 4 5 6 6 7 7 8 8 9 9 10 10 11
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21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
22 22
23 8 23
24 17 19 24
25 16 18 20 25
26 15 17 19 20 26
27 15 16 17 20 21 27
28 14 15 17 18 20 22 28
29 14 15 16 17 19 21 23 29
30 14 15 16 17 18 20 21 24 30
31 13 14 15 16 17 19 20 23 24 31
32 13 14 15 16 17 18 19 21 23 25 31
33 13 14 14 15 16 17 19 20 22 24 26 33
34 12 13 14 15 16 17 18 20 21 22 24 27 34
35 12 13 14 15 16 16 18 19 20 21 23 25 28 35
36 12 13 14 14 15 16 17 18 20 21 22 24 26 28 36
37 12 13 13 14 15 16 17 18 19 20 21 23 25 27 29 36
38 12 12 13 14 15 16 16 17 18 19 21 22 24 25 28 30 37
39 12 12 13 14 14 15 16 17 18 19 20 21 23 24 26 28 31 38
40 11 12 13 13 14 15 16 17 18 19 20 21 22 23 25 27 29 32 39
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7.4 Codes-modules sur F4[X, θ, δ1]
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
3 3
4 3 4
5 3 4 5
6 2 3 4 6
7 2 3 4 5 7
8 2 3 4 5 6 8
9 2 3 4 5 6 7 9
10 2 3 4 4 5 6 8 10
11 2 3 3 4 5 6 7 8 11
12 2 3 3 4 5 6 7 8 9 12
13 2 3 3 4 5 6 6 8 9 10 13
14 2 3 3 4 5 6 6 7 8 10 11 14
15 2 3 3 4 4 6 6 7 8 9 10 12 15
16 2 2 3 4 4 5 6 7 7 8 10 11 12 16
17 2 2 3 4 4 5 6 6 7 8 9 10 12 13 17
18 2 2 3 4 4 5 6 6 7 8 9 10 11 12 14 18
19 2 2 3 3 4 5 6 6 7 7 8 9 10 12 13 15 19
20 2 2 3 3 4 5 6 6 6 7 8 9 10 11 12 14 16 20
21 2 2 3 3 4 5 6 6 6 7 8 9 9 11 12 13 15 16 21
22 2 2 3 3 4 5 5 6 6 7 8 8 9 10 11 12 14 15 17
23 2 2 3 3 4 4 5 6 6 7 7 8 9 10 11 12 13 15 16
24 2 2 3 3 4 4 5 6 6 7 7 8 9 10 10 11 13 14 15
25 2 2 3 3 4 4 5 6 6 6 7 8 8 9 10 11 12 13 14
26 2 2 3 3 4 4 5 6 6 6 7 8 8 9 10 11 11 12 14
27 2 2 3 3 4 4 5 6 6 6 7 7 8 9 10 10 11 12 13
28 2 2 3 3 4 4 5 6 6 6 7 7 8 9 9 10 11 12 13
29 2 2 3 3 4 4 5 6 6 6 7 7 8 8 9 10 11 12 13
30 2 2 3 3 4 4 5 5 6 6 6 7 8 8 9 10 10 11 12
31 2 2 3 3 4 4 5 5 6 6 6 7 8 8 9 10 10 11 12
32 2 2 3 3 4 4 5 5 6 6 6 7 8 8 9 9 10 11 12
33 2 2 3 3 4 4 4 5 5 6 6 7 7 8 9 9 10 11 11
34 2 2 3 3 4 4 4 5 6 6 6 7 7 8 8 9 10 10 11
35 2 2 3 3 4 4 4 5 5 6 6 7 7 8 8 9 10 10 11
36 2 2 3 3 4 4 4 5 6 6 6 7 7 8 8 9 10 10 11
37 2 2 3 3 4 4 4 5 5 6 6 7 7 8 8 9 9 10 11
38 2 2 3 3 3 4 4 5 5 6 6 7 7 7 8 9 9 10 10
39 2 2 3 3 3 4 4 5 5 6 6 6 7 7 8 9 9 10 10
40 2 2 3 3 3 4 4 5 5 6 6 6 7 7 8 8 9 10 10
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21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
22 22
23 18 23
24 17 19 24
25 16 18 20 25
26 15 17 18 20 26
27 14 16 17 19 21 27
28 14 15 16 18 20 22 28
29 13 15 16 17 19 21 23 29
30 13 14 15 16 18 20 21 24 29
31 13 14 15 16 17 18 20 22 24 31
32 13 13 14 15 16 18 19 21 23 25 32
33 12 13 14 15 16 17 18 20 22 24 26 32
34 12 13 14 15 15 16 18 19 20 22 24 27 34
35 12 12 13 14 15 16 17 18 19 21 23 25 28 34
36 12 12 13 14 15 16 17 18 19 20 22 24 25 28 35
37 11 12 13 14 14 16 16 17 18 20 21 23 24 27 29 37
38 11 12 13 14 14 15 16 17 18 19 20 22 23 25 27 30 37
39 11 12 12 13 14 15 16 17 17 19 20 21 22 24 26 28 31 38
40 11 12 12 13 14 14 15 16 17 18 19 20 22 23 25 26 29 32 39
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7.5 Codes-modules sur F4[X, θ, δ2]
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
3 3
4 2 4
5 2 3 5
6 2 3 4 6
7 2 3 4 5 7
8 2 3 4 5 6 8
9 2 3 4 5 6 7 9
10 2 3 4 5 6 6 8 10
11 2 3 4 4 5 6 7 8 11
12 2 3 4 4 5 6 7 8 9 12
13 2 3 4 4 5 6 6 7 9 10 13
14 2 3 4 4 5 6 6 7 8 10 11 14
15 2 2 3 4 5 5 6 7 8 9 10 12 15
16 2 2 3 4 5 5 6 7 8 8 10 11 12 16
17 2 2 3 4 4 5 6 7 7 8 9 10 12 13 17
18 2 2 3 4 4 5 6 7 7 8 9 10 11 12 14 18
19 2 2 3 4 4 5 6 6 7 8 9 9 10 12 13 15 19
20 2 2 3 4 4 5 6 6 7 7 8 9 10 11 12 14 16 20
21 2 2 3 4 4 5 5 6 7 7 8 9 10 11 12 13 14 16 21
22 2 2 3 4 4 5 5 6 7 7 8 9 9 10 11 12 14 15 17
23 2 2 3 4 4 4 5 6 6 7 8 8 9 10 11 12 13 14 16
24 2 2 3 4 4 4 5 6 6 7 8 8 9 10 11 11 12 14 15
25 2 2 3 4 4 4 5 6 6 7 7 8 9 9 10 11 12 13 14
26 2 2 3 4 4 4 5 6 6 7 7 8 8 9 10 11 12 13 14
27 2 2 3 4 4 4 5 6 6 7 7 8 8 9 10 11 11 12 13
28 2 2 3 4 4 4 5 6 6 6 7 8 8 9 10 10 11 12 13
29 2 2 3 4 4 4 5 6 6 6 7 8 8 9 9 10 11 12 13
30 2 2 3 4 4 4 5 5 6 6 7 8 8 9 9 10 11 11 12
31 2 2 2 3 4 4 5 5 6 6 7 7 8 8 9 10 10 11 12
32 2 2 2 3 4 4 5 5 6 6 7 7 8 8 9 10 10 11 12
33 2 2 2 3 4 4 5 5 6 6 7 7 8 8 9 10 10 11 12
34 2 2 2 3 4 4 5 5 6 6 7 7 8 8 9 10 10 11 11
35 2 2 2 3 4 4 4 5 5 6 6 7 7 8 9 9 10 11 11
36 2 2 2 3 4 4 4 5 6 6 6 7 7 8 9 9 10 10 11
37 2 2 2 3 4 4 4 5 5 6 6 7 7 8 9 9 10 10 11
38 2 2 2 3 4 4 4 5 5 6 6 7 7 8 8 9 10 10 11
39 2 2 2 3 4 4 4 5 5 6 6 7 7 8 8 9 9 10 11
40 2 2 2 3 4 4 4 5 5 6 6 7 7 8 8 9 9 10 11
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21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
22 22
23 18 23
24 17 19 24
25 16 17 20 25
26 15 16 18 20 26
27 14 16 17 19 21 27
28 14 15 17 18 20 22 28
29 14 15 16 17 19 21 23 29
30 13 14 15 16 18 19 21 24 29
31 13 14 15 16 17 18 20 22 24 31
32 13 14 14 15 17 18 19 21 23 25 31
33 12 13 14 15 16 17 18 20 21 24 26 33
34 12 13 14 15 16 17 18 19 20 22 24 27 34
35 12 13 13 14 15 16 17 19 19 21 23 25 28 34
36 12 12 13 14 15 16 17 18 19 20 22 23 25 28 35
37 12 12 13 14 15 16 16 17 19 20 21 23 24 26 29 37
38 11 12 13 14 14 15 16 17 18 19 20 22 23 25 28 30 37
39 11 12 13 13 14 15 16 17 18 19 20 21 22 24 26 28 31 39
40 11 12 12 13 14 15 15 17 17 18 19 20 22 23 24 26 28 32 39
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RE´SUME´
Les anneaux de polynoˆmes sont l’un des outils privile´gie´s pour construire et e´tudier
des familles de codes correcteurs. Nous nous proposons, dans cette the`se, d’utiliser des
anneaux de Ore, qui sont des anneaux de polynoˆmes non-commutatifs, afin de cre´er des
codes correcteurs.
Cette approche nous permet d’obtenir des familles de codes correcteurs plus larges
que si l’on se restreint au cas commutatif mais qui conservent de nombreuses proprie´te´s
communes.
Nous obtenons notamment un algorithme qui permet de fabriquer des codes correcteurs
dont la distance de Hamming ou la distance rang est prescrite. C’est ainsi que nous avons
exhibe´ deux codes qui ame´liorent la meilleure distance minimale connue pour un code de
meˆme longueur et de meˆme dimension. L’un est de parame`tres [42, 14, 21] sur le corps F8
et l’autre de parame`tres [40, 23, 10] sur F4.
La ge´ne´ralisation de cette e´tude au cas d’anneaux polynomiaux multivarie´s est e´galement
pre´sente´e ; l’outil principal est alors la the´orie des bases de Gro¨bner qui s’adapte dans ce
cadre non-commutatif et permet de manipuler des ide´aux pour cre´er de nouvelles familles
de codes correcteurs.
ABSTRACT
We generalize the notion of cyclic code and we construct codes as ideals in finite quo-
tients of non-commutative polynomial rings, so called Ore rings. We propose a method to
obtain block codes of prescribed rank or Hamming distance. In particular we construct a
[42, 14, 21]8 code by imposing a rank and a [40, 20, 10]4 code by imposing a distance, which
both improve by one the minimum distance of the previously best known linear codes with
the same length and dimension over those fields.
We also study some multivariate Ore rings and the generalization of the Buchberger’s
algorithm allows us to manipulate the ideals of these rings and to build skew codes. We
obtain, in particular, the generator matrix in the standard form.
