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If ~,ER: /3,>0, pP,=O, and po= 1, let \:cn)G be a sequence of ~:onic 
polynomials satisfying 
According to a theorem of Favard [ 11, there will exist a distribctior 
function :C on ( - x, $ x ) such that 
The zeros of p,,(x) are known to be real and distinct and to lie in the 
smallest closed interval containing the support of ~5:. We -24 21 enitmerate 
them as 
Now sluppose that x, and /3,, are constant (z,, = r, F,, = !3 > 0, say) a~,d tha! 
f is a continuous function. The constant-coefficient difference equation (1) 
is easily solved and the xz found. It is then a simple matrer :o verify Ihat 
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Here @(a, b) denotes the character@ functior+ of the interval (a, 6). 
Note that the support of C@ is [x - 2J/?, x + 2,/b] and that all of the ~1 
lie in this interval,‘so that the result could be stated equivalently using a 
function of the type 
$,(t)=l (t<x):=O (f>X) 
in place of the continuous J: 
If: instead of supposing that X, = a, /I, = b >O for all n, we relax this 
condition of constancy to xx, + z: /I, + /I > 0 it turns out that the result (2) 
continues to hold. This result is not elementary and several proofs have 
been given [2-51. 
In the present note it is our purpose to show that the condition of 
constancy of the sequences (zoz}~ and {/Ill )2 can be relaxed in yet another 
fashion when, once again the result (2) is obtained. We will need the 
following definition: 
DEFINITION. A sequence (.x,~; 7 will be called near!,: constant if a 
constant 2 exists such that 
#{cf,:Odkdn:r,#z}=o(n) as n-+x. 
Our object, then, is to prove the following result: 
THEOREM. Ifin (1) the sequences {a,,}; and (fl,,},” are nearly constant, 
these constants being s( and p > 0, respective@, then (2) holds provided 
f E C( - ,m, + cx ) and the limits lim, _ k cc f(x) exist. 
Proof of the Theorem. We will denote by p,,(x) the polynomials arising 
from the nearly constant sequences (z,~)$ and {b, j; and by q,Jx) the 
polynomials corresponding to x,, = CY, b, =/I for all rz. Also, we will work 
with the function ICI,(t) rather than with a continuousf( t). The general case 
will follow from this. 
We introduce two infinite, tridiagonal, symmetric matrices A and B as 
follows: 
A= 1 7 B= 
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in w-hich ;‘k = V!& 7 = VJa. The principai n x jr section of A. for example. 
wili be denoted by A,!. Then it is we!1 known that 
det(A,, - XI,,,) = ( - 1 )‘I p,,(>:) 
det(B, - xl,) = ( - 1 )Ffg,,(~<) 
sso that the zeros of p,(s) and qn(;c) are, respectively. the eigenvalocs of A.: 
and of B,r. FVe denote these by 
a’,’ < a; < . . < ~71: 
We see at once that 
This is the elementary case of (2) mentioned at the outset of rhis note. Our 
object is to prove that 
also. The sequence {x,, > 2 is nearly constant ( =x-j and so we proceed down 
the main diagonal of the matrix A, and delete any row and coinmn which 
contains a diagonal element which is not equal lo X. This process is 
repeated with the other two diagonals of A,, deleting any row and coiumn 
which contains an element on that diagonal which is not equai to 7. The 
(n - k) x (n - k) matrix which finally results will be caiied C, ~~ k and cieariy 
k = O(H) as n -+ ,X in view of our definition of “neariy constant.” 
On examining the form of C,, _ k it is found to consist of blocks of square 
matrices whose diagonal elements form the diagonal elements of C,:-, and 
each of these square matrices is a B, (1 <q < t: -/il. The elgenvalues of 
C,? -k will be written as 
Since C, ~ k was obtained by deleting k rows and corresponding columns 
of A,, it is classical [6, 71 that their eigenvalues are related as fchows: 
(i= 1, 2, . ..~ n-k) 
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From this it follows that 
(The number of eigenvalues of A,, d X) 
- (The number of eigenvalues of C, _ k < x) = Jk( x), 
where 
This can be written as 
We now examine the eigenvalues CT-“. In view of the form of C,-, 
(made up of diagonal components B4) the numbers cl-” are the eigen- 
values of i3, for various q, Indeed, if ~n,,,~ is the number of times the block 
B, appears in C, -k then 
1 kWk)= C *n,q iz, @,(W (6) i= I q=l 
We also observe the results 
n-k 
1 qnz,,,=n-k 
q=l 
(7) 
and 
and from the latter it follows that 
Now from (5) and (6) we get 
(9) 
where 
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By (4j, JAI = c~(f2 j so it will suffice to show tha . t the expresslon in brackers 
in (9j Sends to L(ti,yj (see (3jj as 12 + X, That is: using (7): we have tc 
show that 
But this is a simple consequence of (7); (8): and the facts that 
0 < L,($,! d 1: 0 < L( t)J < I 
qLj + L($,l as q+rs. 
This completes the proof of the theorem. 
:Y~rr. En the theorem above the hypothesis that the limits 
lim, - ~ + ~~ f(z) exist could be replaced by requiring .:he two seqaences ,[ x,! j 
and {/In]- to be bounded. For in that case, all of the x: will iie in some 
compact interval. The proof will be unchanged. 
In CGrXIusion. I thank one of the editors for pointing GC~ a3 omission in the statement 3: 
the above theorem. 
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