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ERDO˝S-ULAM IDEALS VS. SIMPLE DENSITY IDEALS
ADAM KWELA
Abstract. The main aim of this paper is to bridge two directions of research
generalizing asymptotic density zero sets. This enables to transfer results
concerning one direction to the other one.
Consider a function g : ω → [0,∞) such that limn→∞ g(n) = ∞ and
n
g(n)
does not converge to 0. Then the family Zg = {A ⊆ ω : limn→∞
card(A∩n)
g(n)
=
0} is an ideal called simple density ideal (or ideal associated to upper density
of weight g). We compare this class of ideals with Erdo˝s-Ulam ideals. In
particular, we show that there are ⊑-antichains of size c among Erdo˝s-Ulam
ideals which are and are not simple density ideals (in [12] it is shown that there
is also such an antichain among simple density ideals which are not Erdo˝s-Ulam
ideals).
We characterize simple density ideals which are Erdo˝s-Ulam as those con-
taining the classical ideal of sets of asymptotic density zero. We also charac-
terize Erdo˝s-Ulam ideals which are simple density ideals. In the latter case we
need to introduce two new notions. One of them, called increasing-invariance of
an ideal I, asserts that given B ∈ I and C ⊆ ω with card(C∩n) ≤ card(B∩n)
for all n, we have C ∈ I. This notion is inspired by [3] and is later applied in
[12] for a partial solution of [15, Problem 5.8].
Finally, we pose some open problems.
1. Introduction
We denote the set {0, 1, . . .} by ω and identify n with {0, . . . , n − 1}. A family
I of subsets of ω is called an ideal on ω if it is closed under taking finite unions
and subsets. We additionally assume that each ideal is a proper subset of P(ω) and
contains all finite subsets of ω.
One of the most classical examples of ideals is
Z =
{
A ⊆ ω : lim
n→∞
card(A ∩ n)
n
= 0
}
– the ideal of asymptotic density zero sets (cf. [7, Example 1.2.3.(d)]). This ideal
has been deeply investigated in the past in the context of convergence (see e.g. [8],
[9], [17] and [20]) as well as from the set-theoretic point of view (see e.g. [7] and
[10]).
W. Just and A. Krawczyk in [10] (where they solved a question raised by P.
Erdo˝s and S. Ulam) introduced a generalization of the above. If f : ω → [0,∞) is
such that
∑∞
i=0 f(i) =∞ and limn→∞
f(n)∑
n
i=0
f(i) = 0, then we define an Erdo˝s-Ulam
ideal EUf by
A ∈ EUf ⇔ lim
n→∞
∑
i∈A∩n f(i)∑n−1
i=0 f(i)
= 0.
The author has been supported by the grant BW-538-5100-B482-17.
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Over many years other ways of generalizing the ideal Z, asymptotic density or
the notion of convergence associated to Z have been considered (cf. [1], [2], [4],
[16]). This paper is an attempt to bridge those directions of research in order to
transfer results between them. We will concentrate on two ways of generalizing the
ideal of asymptotic density zero sets.
Recently, in [2] the authors proposed another generalization of the ideal Z. Con-
sider a function g : ω → [0,∞) such that limn→∞ g(n) = ∞ and
n
g(n) does not
converge to 0. Then the family Zg = {A ⊆ ω : limn→∞
card(A∩n)
g(n) = 0} is an ideal
called simple density ideal (note that this name was introduced in [12] – before that,
although those ideals have been extensively studied, they did not have their own
name and were called ideals associated to upper density of weight g or similarly).
Note that the condition that ng(n) does not converge to 0 ensures us that ω /∈ Zg.
It is easy to see that Zg = Z⌊g⌋ for each such function g. What is more, by [2,
Proposition 2.2], for any such g one can find a nondecreasing f with Zf = Zg.
Therefore, we can restrict our considerations only to ideals Zg, where
g ∈ H =
{
f : ω → ω : f is nondecreasing ∧ f(n)→∞ ∧
n
f(n)
9 0
}
.
Papers [2] and [12] are devoted to investigations of simple density ideals. For
instance, in [2] it is proved that all simple density ideals are Fσδ but not Fσ P-ideals
(for definition of a P-ideal see [7, Section 1.2.]).
One motivation for studying simple density ideals is related to various notions of
convergence – the class of simple density ideals (as well as density functions related
to them) has been intensively studied in this context. For an ideal on ω we say that
a sequence of reals (xn) is I-convergent to x ∈ R if {n ∈ ω : |xn − x| ≥ ε} ∈ I for
each ε > 0. For instance, in [6] the authors studied which subsequences of a given
Zg-convergent sequence, where g ∈ H , are also Zg-convergent. In [18] the notion
of Zg-convergence has been compared (in the context of fuzzy numbers) with the
notion of so-called I-lacunary statistical convergence of weight g. Paper [5] is in
turn an investigation of a variant of convergence associated to simple density ideals
and matrix summability methods.
Another motivation comes from the following question (cf. [15, Problem 5.8]):
for which ideals I, if I ↾ A is isomorphic to I for some A ⊆ ω, then the witnessing
isomorphism φ : ω → A is just an increasing enumeration of A (for definition of
isomorphic ideals see end of this Section). In [12] it was shown that all simple
density ideals have this property (in case of Z it was known earlier, cf. [15, Theorem
5.6]). However, this is not true for all Erdo˝s-Ulam ideals (it is easy to see that if
f(n) = 1 for odd n’s and f(n) = 0 for even n’s, then EUf ↾ ω \ {0} is isomorphic to
EUf , but the increasing enumeration of ω \ {0} is not an isomorphism). Moreover,
there are not many known examples of ideals with the above property. Therefore,
another result from [12], stating that there are c many isomorphic types of simple
density ideals, becomes especially significant.
It is easy to see that the classes of Erdo˝s-Ulam ideals and simple density ideals
have nonempty intersection (for instance Z is in both those classes). However, there
is no inclusion between them (cf. [2, Examples 3.1 and 3.2]). The aim of this paper
is to investigate further relations between those classes. In particular, it would be
interesting to know which Erdo˝s-Ulam ideals have the property from the previous
paragraph.
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In this context measures supported by ω will occur to be a very convenient tool.
For such measure µ by supp(µ) we denote its support, i.e., the set {n ∈ ω : µ({n}) 6=
0}. We say that an ideal is a density ideal (in sense of Farah) if it is of the form
Exh
(
sup
n∈ω
µn
)
=
{
A ⊆ ω : lim
n→∞
µn(A) = 0
}
,
where (µn) is a sequence of measures on ω with pairwise disjoint and finite supports
(cf. [7, Section 1.13.]). Note that this is a special case of a more general notion
– in this case ϕ = supn∈ω µn is a lower semicontinuous submeasure supported by
ω and Exh(ϕ) is the exhaustive ideal generated by ϕ. S. Solecki proved in [19]
that every analytic P-ideal is equal to the exhaustive ideal generated by some lower
semicontinuous submeasure ϕ.
The importance of density ideals in our studies is a consequence of [2, Theorem
3.2] and [7, Theorem 1.13.3.(a)] – Erdo˝s-Ulam ideals as well as simple density ideals
are density ideals (in the case of Erdo˝s-Ulam ideals we can even assume that all
µn are probability measures with supports being consecutive intervals). Moreover,
thanks to I. Farah we have the following characterization.
Theorem 1. ([7, Theorem 1.13.3.(b)]) A density ideal Exh(supn∈ω µn) is an Erdo˝s-
Ulam ideal if and only if the following conditions hold:
(D1) supk∈ω µk(ω) <∞,
(D2) limk→∞ supi∈ω µk({i}) = 0,
(D3) lim supk→∞ µk(ω) > 0.
In our further considerations we will also need orders on ideals. Let I and J be
two ideals on ω. We say that:
• I and J are isomorphic (I ∼= J ) if there is a bijection φ : ω → ω such that
A ∈ I ⇐⇒ φ−1[A] ∈ J for all A ⊆ ω;
• I is below J in the Rudin-Blass order (I ≤RB J ) if there is a finite-to-one
function φ : ω → ω such that A ∈ I ⇐⇒ φ−1[A] ∈ J for all A ⊆ ω;
• J contains an isomorphic copy of I (I ⊑ J ) if there is a bijection φ : ω → ω
such that A ∈ I =⇒ φ−1[A] ∈ J for all A ⊆ ω;
• I is below J in the Kateˇtov order (I ≤K J ) if there is a function (not
necessarily a bijection) φ : ω → ω such that A ∈ I =⇒ φ−1[A] ∈ J for all
A ⊆ ω.
It is obvious that I ∼= J is the strongest among the above notions and I ≤K J is
the weakest. We will also use the following: if  is some order on ideals, then we
say that:
• I and J are -equivalent if I  J and J  I;
• a family of ideals F is an -antichain if I 6 J and J 6 I for every pair
of ideals I,J ∈ F .
A property of ideals can often be expressed by finding a critical ideal (in sense of
some order on ideals) with respect to this property (see [11] and [19]). This approach
is very effective for instance in the context of ideal convergence of sequences of
functions (see [13] and [14]). One such result regarding simple density ideals can
be found in Theorem 2.
The paper is organized as follows. In Section 2 we apply orders on ideals on ω
to studies of simple density ideals. Section 3 is devoted to characterizing simple
density ideals which simultaneously are Erdo˝s-Ulam. We give a characterization
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which does not use the function generating the simple density ideal. In Section 4
we introduce the notion of increasing-invariant ideals and then use it in Section 5
to construct antichains of Erdo˝s-Ulam ideals which are and which are not simple
density ideals. Section 6 contains our main result – a characterization of Erdo˝s-
Ulam ideals which simultaneously are simple density ideals. This part of the paper
is divided into three subsections in which we prove some lemmas, introduce the
notion of almost uniformly distributed ideals and prove the main result. Finally, in
Section 7 we pose some open problems.
2. When a simple density ideal is an Erdo˝s-Ulam ideal?
The aim of this section is to characterize simple density ideals which simulta-
neously are Erdo˝s-Ulam ideals. One such characterization was established in [12]:
if g ∈ H , then the ideal Zg is an Erdo˝s-Ulam ideal if and only if the sequence(
card(g−1[[2n,2n+1)])
2n
)
n∈ω
is bounded. We give several other (less technical) equiv-
alent conditions. In particular, we describe simple density Erdo˝s-Ulam ideals in
terms of orders on ideals. This approach enables us to express the fact that a
simple density ideal Zg is Erdo˝s-Ulam without using the function g.
We start with a result which turns out to be convenient for our further consid-
erations.
Proposition 1. The simple density ideal Zg is an Erdo˝s-Ulam ideal if and only if
the sequence (n/g(n))n∈ω is bounded.
Proof. By [2, Theorem 3.2] we know that Zg = Exh(supk∈ω µk), where µk(A) =
card(A∩[nk,nk+1))
g(nk)
and n0 = 1, nk+1 = min{n ∈ ω : g(n) ≥ 2g(nk)} for k ∈ ω. Then,
by [7, Theorem 1.13.3.(b)] the ideal Zg is an Erdo˝s-Ulam ideal if and only if the
following conditions hold:
(D1) supk∈ω µk(ω) <∞,
(D2) limk→∞ supi∈ω µk({i}) = 0,
(D3) lim supk→∞ µk(ω) > 0.
Condition (D3) is satisfied as it is equivalent to ω /∈ Zg (cf. [2, discussion above
Theorem 3.3]). Condition (D2) is satisfied since all simple density ideals are tall
(cf. [2, discussion above Proposition 1.1]) and (D2) is equivalent to Exh(supk∈ω µk)
being tall ([2, Theorem 3.3]). Therefore, it remains to check that (D1) is equivalent
to (n/g(n)) being bounded.
Suppose that there is δ > 0 such that n/g(n) < δ for all n. Then
µk(ω) =
nk+1 − nk
g(nk)
≤
nk+1
g(nk)
<
2nk+1
g(nk+1 − 1)
=
2(nk+1 − 1)
g(nk+1 − 1)
+
2
g(nk+1 − 1)
< δ+
2
g(0)
for all k.
Suppose now that there is δ > 0 such that µk(ω) < δ for all k. Then for each k
and nk < i ≤ nk+1 we have
i
g(i)
≤
nk+1
g(nk)
=
n0
g(nk)
+
k∑
i=0
ni+1 − ni
g(nk)
≤
n0
g(0)
+
k∑
i=0
ni+1 − ni
2k−ig(ni)
≤
n0
g(0)
+ 2δ.

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Our next result shows that Z is a critical ideal for Erdo˝s-Ulam ideals among all
simple density ideals. This characterization does not use the function generating a
simple density ideal.
Theorem 2. If I is a simple density ideal, then the following conditions are equiv-
alent:
(1) I is an Erdo˝s-Ulam ideal;
(2) Z ⊆ I;
(3) Z ≤K I.
Proof. The implication (2) =⇒ (3) is trivial. Therefore, we only need to prove
(1) =⇒ (2) and (3) =⇒ (1). Let f ∈ H be such that Zf = I. We will use
Proposition 1.
(1) =⇒ (2): Suppose that there is δ > 0 such that n/f(n) < δ for all n ∈ ω. We
will show that Zg ⊆ Zf for g : ω → R+ given by g(n) = n/δ. Take any B ∈ Zg.
Then
lim
n→∞
card(B ∩ n)
f(n)
≤ lim
n→∞
δ
card(B ∩ n)
n
= lim
n→∞
card(B ∩ n)
g(n)
= 0.
Now it remains to observe that Zg = Z. Indeed, we have δ limn→∞ card(A∩n)/n =
limn→∞ card(A ∩ n)/g(n) for every A ⊆ ω.
(3) =⇒ (1): Suppose that Zf is not an Erdo˝s-Ulam ideal and fix any function
φ : ω → ω. We will show that there is A ∈ Z such that φ−1[A] /∈ Zf . There is a
sequence (mn) such that mn/f(mn) > 2n + 3 for all n ∈ ω. We may additionally
assume that (2n + 2)f(mn) < f(mn+1). Note that this implies
∑n−1
i=0 f(mi) ≤
nf(mn−1) < f(mn).
Consider the intervals In = (f(mn), (2n+ 2)f(mn)], for n ∈ ω, and denote:
Bn = {i ∈ In : φ(i) > max In};
Cn = {i ∈ In : φ(i) ∈ In};
Dn = {i ∈ In : φ(i) < min In}.
At least one of the following three cases must happen.
Case 1.: For infinitely many n ∈ ω we have card(Bn) ≥ f(mn). Let (nj)j∈ω be
an increasing enumeration of the set of n’s with such property. For each j ∈ ω let
Aj be any subset of Bnj of cardinality f(mn). Define A =
⋃
j∈ω Aj . Then we have
card(φ[A]∩i)
i ≤
2f(mn)
(2n+2)f(mn)
≤ 22n+2 for all max In < i ≤ max In+1. On the other
hand, card(φ−1[φ[A]] ∩mn)/f(mn) ≥ 1. Hence, φ[A] ∈ Z and φ−1[φ[A]] /∈ Zf .
Case 2.: For infinitely many n ∈ ω we have card(Cn) ≥ nf(mn). Let (nj)j∈ω
be an increasing enumeration of the set of n 6= 0 with such property. For each
j ∈ ω and l = 0, 1, . . . , f(mnj ) − 1 pick aj,l ∈ (f(mnj ) + l(2nj + 1), f(mnj) + (l +
1)(2nj + 1)] such that card(φ
−1[{aj,l}] ∩ Inj ) is as big as possible among all points
from (f(mnj ) + l(2nj + 1), f(mnj ) + (l + 1)(2nj + 1)].
Define Aj = {aj,l : l = 0, 1, . . . , f(mnj ) − 1} and A =
⋃
j∈ω Aj . Note that
card(φ−1[Aj ] ∩ Inj ) ≥ njf(mnj )/(2nj + 1). Indeed, otherwise we would have
card(Cnj ) ≤ (2nj +1) card(φ
−1[Aj ]∩ Inj ) < njf(mnj ), a contradiction. Therefore,
we have card(φ−1[A] ∩mnj )/f(mnj ) ≥ nj/(2nj + 1) ≥ 1/3 (recall that nj > 0). It
follows that φ−1[A] /∈ Zf . However, for all min Inj ≤ i < min Inj+1 we have
card(A ∩ i)
i
≤
2f(mnj−1) + (l + 1)
f(mnj ) + l(2nj + 1)
<
2f(mnj−1)
f(mnj )
+
l + 1
l(2nj + 1)
≤
2
2nj + 2
+
2
2nj + 1
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if i ∈ (f(mnj ) + l(2nj + 1), f(mnj ) + (l + 1)(2nj + 1)] and
card(A ∩ i)
i
≤
2f(mnj )
f(mnj )(2nj + 2)
<
1
nj + 1
if i > max Inj . Hence, A ∈ Z.
Case 3.: For infinitely many n ∈ ω we have card(Dn) ≥ nf(mn). Let N consist
of all n’s with such property. We inductively pick an increasing sequence (Aj) of
finite sets. At step j let tj > maxAj−1 be such that card(Aj−1)/tj < 1/j. Find
such nj ∈ N that card(Dnj \ φ
−1[[0, tj)]) ≥ njf(mnj )/2 (if such nj does not exist,
then we are done as φ−1[[0, tj)] /∈ Zf by card(φ−1[[0, tj)]∩mn)/f(mn) ≥ n/2 ≥ 1/2
for all n ∈ N). We can additionally assume that 1/(f(mnj )− tj) < 1/j. For each
l = 0, 1, . . . , ⌈(f(mnj )− lj)/nj⌉ − 1 pick
aj,l ∈
(
tj + l
f(mnj )− tj
⌈(f(mnj )− tj)/nj⌉
, tj + (l + 1)
f(mnj )− tj
⌈(f(mnj )− tj)/nj⌉
]
such that card(φ−1[{aj,l}] ∩ Inj ) is as big as possible. Let Aj = {aj,l : l =
0, 1, . . . , ⌈(f(mnj )− lj)/nj⌉ − 1}.
Define A =
⋃
j∈ω Aj . Note that card(φ
−1[Aj ] ∩ Inj ) ≥ f(mnj )/2. Indeed,
otherwise we would have
card(Dnj \ φ
−1[[0, tj)]) <
f(mnj )− tj
⌈(f(mnj )− tj)/nj⌉
f(mnj )
2
≤
njf(mnj )
2
,
a contradiction. Therefore, we have card(φ−1[A] ∩mnj )/f(mnj ) ≥ 1/2. It follows
that φ−1[A] /∈ Zf . However, for all tj ≤ i ≤ f(mnj ) we have
card(A ∩ i)
i
≤
card(Aj−1) + l + 1
tj + l
f(mnj )−tj
⌈(f(mnj )−tj)/nj⌉
<
<
card(Aj−1)
tj
+
l + 1
l
f(mnj )−tj
⌈(f(mnj )−tj)/nj⌉
≤
1
j
+ 2
1 + (f(mnj )− tj)/nj
f(mnj )− tj
≤
3
j
+
2
nj
,
where
i ∈
(
tj + l
f(mnj )− tj
⌈(f(mnj )− tj)/nj⌉
, tj + (l + 1)
f(mnj )− tj
⌈(f(mnj )− tj)/nj⌉
]
and card(A ∩ i)/i = card(A ∩ f(mnj ))/f(mnj ) for all f(mnj ) < i < tj+1. Hence,
A ∈ Z. 
In [7, Theorem 1.13.10] I. Farah proved that all Erdo˝s-Ulam ideals are ≤RB-
equivalent. Theorem 2 enables us to improve this result in the case of simple
density ideals – we obtain equivalence instead of implication in only one direction.
Corollary 1. A simple density ideal is an Erdo˝s-Ulam ideal if and only if it is
≤RB-equivalent to Z.
Proof. By [7, Theorem 1.13.10] all Erdo˝s-Ulam ideals are Rudin-Blass equivalent.
This gives us the implication from left to right. On the other hand, if some Zf is
≤RB-equivalent to Z then Z ≤K Zf . Hence, Zf is an Erdo˝s-Ulam ideal by the
equivalence of (1) and (3) from Theorem 2. 
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Remark 1. Note that by [12, Theorem 4] we have I ≤K Z for each simple density
ideal I. Hence, ≤RB-equivalence in Corollary 1 can be replaced by ≤K-equivalence.
Equivalence of (2) from previous Theorem 2 and the condition from Proposition 1
should be in turn compared with [12, Lemma 5] stating that Zf ⊆ Z if and only if
lim infn→∞ n/f(n) > 0.
3. Increasing-invariance
In this section we introduce the notion of increasing-invariant ideals. It will be
very useful in characterizing Erdo˝s-Ulam ideals which simultaneously are simple
density ideals.
Definition 1. We say that an ideal I is increasing-invariant if for every B ∈ I
and C ⊆ ω satisfying card(C ∩ n) ≤ card(B ∩ n) for all n, we have C ∈ I.
Remark 2. The above notion is inspired by [3, Section 4], where the authors
studied ideals I satisfying the following: for any increasing injection f : ω → ω
condition B ∈ I implies f [B] ∈ I. It is easy to see that the above is equivalent to
increasing-invariance of I.
Remark 3. Sometimes an ideal I is called shift-invariant if A ∈ I implies {a+ k :
a ∈ A} ∩ ω ∈ I for every k ∈ Z (note that here the shift is the same for all points
from A while our notion of increasing-invariance allows different shifts for different
points).
Let us point out that increasing-invariance is equivalent to the following (perhaps
more natural) statement.
Proposition 2. An ideal I is increasing-invariant if and only if for every B ∈ I
and C ⊆ ω such that there is δ > 0 satisfying card(C ∩ n) ≤ δ card(B ∩ n) for all
n, we have C ∈ I.
Proof. The implication from right to left is obvious. In order to prove the converse
implication, assume that I is increasing-invariant and fix B ∈ I and C ⊆ ω such
that there is δ > 0 with card(C ∩ n) ≤ δ card(B ∩ n) for all n. If δ ≤ 1, then
card(C ∩ n) ≤ δ card(B ∩ n) ≤ card(B ∩ n) for all n. Hence, C ∈ I by the
increasing-invariance of I. If δ > 1, then let (ci) be an increasing enumeration of
the set C. Define Ck = {ck+i⌈δ⌉ : i ∈ ω \ {0}} for k = 0, 1, . . . , ⌈δ⌉ − 1. Observe
that
card(Ck ∩ n) ≤
card(C ∩ n)
⌈δ⌉
≤
δ card(B ∩ n)
⌈δ⌉
≤ card(B ∩ n)
for each k. Hence, Ck ∈ I for each k and
C = {c0, . . . , c⌈δ⌉−1} ∪ C0 ∪ . . . ∪ C⌈δ⌉−1 ∈ I.

Next fact establishes connection of increasing-invariance with the class of simple
density ideals. Note that it was also observed in [3] and [12]. Actually, in Section
5 we show that this connection is much deeper. However, the following result will
be sufficient to construct in Section 4 an antichain of Erdo˝s-Ulam ideals which are
not simple density ideals.
Proposition 3. ([3, Section 4] and [12, Proposition 11]) Every simple density ideal
is increasing-invariant.
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Proof. Fix g ∈ H and suppose that B ∈ Zg. Then for any C ⊆ ω satisfying
card(C ∩n) ≤ card(B ∩ n) for all n, we have card(C ∩ n)/g(n) ≤ card(B ∩ n)/g(n)
for every n. Hence, C ∈ Zg. 
We end this section with some remarks on increasing-invariance in case of ideals
which are not simple density ideals.
Recall that an ideal is tall if any infinite set in P(ω) contains an infinite subset
belonging to the ideal. Denote by Fin the ideal consisting of all finite subsets of ω.
Proposition 4. Fin is a increasing-invariant ideal. Moreover, it is the only
increasing-invariant ideal among all non-tall ideals.
Proof. The first part is trivial. To prove the second part fix a non-tall ideal I 6= Fin,
an infinite set B ∈ I and A /∈ I such that every its infinite subset is not in I. Let
(bi) be an increasing enumeration of B. Define ci = min{a ∈ A : a ≥ bi} and
C = {ci : i ∈ ω}. Then card(C ∩ n) ≤ card(B ∩ n) for all n. Moreover, C ⊆ A is
infinite, so C /∈ I. 
Remark 4. Observe that there are tall and increasing-invariant ideals which are
not simple density ideals (or even density ideals). A good example is the ideal
I1/n = {A ⊆ ω :
∑
a∈A 1/a <∞} – it is not a simple density ideal (it is Fσ by [7,
Example 1.2.3.(c)] and simple density ideals are not Fσ by [2, Corollary 3.5.]).
4. Antichains
In [12] it is proved that among simple density ideals there is an ≤K-antichain
of size c. Since all Erdo˝s-Ulam ideals are Rudin-Blass equivalent (by [7, Theorem
1.13.10]), we can infer that actually it is an ≤K-antichain among simple density
ideals which are not Erdo˝s-Ulam ideals. In this section we construct antichains
among Erdo˝s-Ulam ideals. In this case best possible is to have an antichain in the
sense of ⊑.
Proposition 5. There is an ⊑-antichain of size c among Erdo˝s-Ulam ideals which
are not simple density ideals.
Proof. Let n0 = 1 and ni+1 = ni + i! + (i + 1)! for all i ∈ ω. Define µi({j}) = 1/i!
for j ∈ Di = {ni, ni + 1, . . . , ni + i! − 1} and µi({j}) = 0 otherwise. Then each
µi is a probability measure with finite support. Fix a family F of cardinality
c of infinite pairwise almost disjoint subsets of ω. For each M ∈ F let IM =
Exh(supm∈M µm). Then IM is an Erdo˝s-Ulam ideal. Moreover, by Proposition 3
each IM is not a simple density ideal, since it is not increasing-invariant (consider
C =
⋃
m∈M\{0}Dm /∈ IM and B =
⋃
m∈M\{0}[nm −m!, nm − 1) ∈ IM ).
Fix M,K ∈ F . Now we will show that IM 6⊑ IK . Let φ : ω → ω be any bijection
and (ki)i∈ω be an increasing enumeration of K \ (M ∪ {0, 1, . . . , 5}). Observe that
for n > 5 we have n!/2 > 2
∑n−1
i=1 i!. Therefore, for each i ∈ ω we can find a
set Ai ⊆ φ(Dki ) of cardinality ki!/2, such that minAi ≥ mki − ki!. Notice that
A =
⋃
i∈ω Ai ∈ IM since for each m ∈M with m ≥ 5 we have
µm(A) ≤
1
2 (6! + 7! + . . .+ (m− 1)!)
m!
<
(m− 1)!
m!
=
1
m
.
However, φ−1[A] /∈ IK by φki(A) = 1/2 for all i. 
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Proposition 6. There is an ⊑-antichain of size c among Erdo˝s-Ulam simple den-
sity ideals.
Proof. Let (ni) be any sequence satisfying ni+1 > ini. Fix a family F of cardinality
c of infinite pairwise almost disjoint subsets of ω. For each L ∈ F let (li)i∈ω be its
increasing enumeration and define
fL(n) =
{
linli if nli < n ≤ linli for some i ∈ ω,
n otherwise.
It is easy to see that lim supn→∞ n/fL(n) = 1 and n/fL(n) ≤ 1 for all n. Hence,
fL ∈ H and ZfL is an Erdo˝s-Ulam ideal (cf. Proposition 1).
Fix K,M ∈ F . We will show that ZfM 6⊑ ZfK . Suppose that φ : ω → ω is
any bijection. Let (mi)i∈ω be an increasing enumeration of M \ (K ∪ {0, 1, 2}).
For each i at least nmi elements of φ[[nmi , 3nmi)] are above nmi − 1, so let Ai ⊆
φ[[nmi , 3nmi)] \ nmi be such that card(Ai) = nmi . Define A =
⋃
i∈ω Ai. Then we
have card(φ−1[A] ∩ 3nmi)/fK(3nmi) ≥ 1/3 and
card(A ∩ n)
fM (n)
≤
2nmi
minmi
=
2
mi
for all nmi < n ≤ nmi+1 . Therefore, φ
−1[A] /∈ ZfK and A ∈ ZfM . 
5. When an Erdo˝s-Ulam ideal is a simple density ideal?
5.1. Some lemmas. Simple density ideals have less complicated definition than
Erdo˝s-Ulam ideals. Hence, it would be interesting to know in case of which Erdo˝s-
Ulam ideals we can use this simpler form. The aim of this section is to characterize
Erdo˝s-Ulam ideals which are simple density ideals. This is much more complicated
than characterizing simple density ideals which are Erdo˝s-Ulam. Therefore, we will
need some lemmas.
By Proposition 3 and Theorem 2 we know that necessary conditions for an Erdo˝s-
Ulam ideal I to be simple density ideal are that I is increasing-invariant and Z ⊆ I.
Next result shows that first condition implies second. However, we do not know
any proof of our characterization (cf. Theorem 3) which does not use the fact that
Z ⊆ I.
Lemma 1. If I is a increasing-invariant Erdo˝s-Ulam ideal, then Z ⊆ I.
Proof. By [7, Theorem 1.13.3.(a)] we have a sequence (µi) of probability measures
such that I = Exh(supi∈ω µi). Actually, by the proof of [7, Theorem 1.13.3.(a)] we
can even assume that Di = supp(µi) are consecutive intervals. Fix any C ∈ Z and
suppose to the contrary that there is some δ > 0 such that µi(C) > δ for infinitely
many i. We will inductively construct sets Bk and Ck for k ∈ ω \ {0}. Suppose
that we have already defined Bl and Cl for l < k. There is nk such that:
(i) 2nk > maxCk−1 if k > 1;
(ii) for any n > 2nk and i ∈ ω we have µi({n}) < 1/k;
(iii) card(C ∩ (2n, 2n+1])/2n < 1/(2k) for all n > nk.
Find ik such that minDik > 2
nk+1 and µik(C) > δ. Put Ck = C ∩Dik and denote
lk = min{j ∈ ω : Ck ∩ (2j , 2j+1] 6= ∅} and rk = max{j ∈ ω : Ck ∩ (2j , 2j+1] 6= ∅}.
For each lk ≤ j ≤ rk pick card(Ck ∩ (2j , 2j+1]) elements of Ij = (2j−1, 2j ] in such
a way that:
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(a) at most card(Ej)/k elements of Ej =
⋃
i∈Tj
Di ∩ Ij were picked, where
Tj = {i ∈ ω : Di ∩ Ij 6= ∅ ∧ Di 6⊆ Ij};
(b) if for some i we have Di ⊆ Ij , then at most l+1 elements of Di were picked,
where lk < card(Di) ≤ (l+ 1)k (note that card(Di) ≥ k by condition (ii));
(c) the value of supi∈ω µi on each picked element is the least possible.
Let Bk consist of the picked elements. This ends the construction.
It is easy to see that card(Ck ∩ n) ≤ card(Bk ∩ n) for all n and k. Moreover,
µi(Bk) ≤ 2/k for all i and k. Indeed, take lk ≤ j ≤ rk and note that if Di ⊆
(2j−1, 2j ], then µi(Bk) ≤ (l + 1)/ card(Di) ≤ (l + 1)/(lk) ≤ 2/k, where l is as in
(b). What is more,
∑
i∈Tj
µi(Ij) ≤ 2 (recall that µi are probability measures and
Di are consecutive intervals), so µi(Bk) ≤
2
card(E)
card(E)
k = 2/k, where Tj and Ej
are as in (a).
Finally, observe that B =
⋃
k∈ω\{0}Bk ∈ I, C
′ =
⋃
k∈ω\{0} Ck /∈ I and card(C
′∩
n) ≤ card(B∩n) for all n, which contradicts the fact that I is increasing-invariant.

The next example shows that there is an Erdo˝s-Ulam ideal I such that Z ⊆ I
but I is not increasing-invariant.
Example 1. Let Dk = (2k!, 3k!] for all k ∈ ω\{0}. Define a sequence of probability
measures (µk) by µk({i}) = 1/(k!) for all i ∈ Dk and µk({i}) = 0 for all i /∈ Dk.
Let I be the Erdo˝s-Ulam ideal associated with (µk). Observe first that I is not
increasing-invariant since for C =
⋃
k∈ω\{0}Dk /∈ I and B =
⋃
k∈ω\{0}((k!), 2(k!)] ∈
I we have card(C ∩ n) ≤ card(B ∩ n) for every n. Now we will show that Z ⊆ I.
Fix any A /∈ I. There are δ > 0 and a sequence (mk) such that µmk(A) > δ for all
k. It follows that card(A ∩Dk) > δ(k!). Then we have
card(A ∩ 3(k!))
3(k!)
≥
card(A ∩Dk)
3(k!)
>
δ
3
,
hence, A /∈ Z.
Next two lemmas show that increasing-invariance enables us to have a better
control of measures generating the Erdo˝s-Ulam ideal.
Lemma 2. If I is an increasing-invariant density ideal generated by a sequence of
measures (µn), then it is equal to J = {A ⊆ ω : φ−1[A] ∈ I}, where φ : ω → ω is
a bijection given by φ[supp(µn)] = supp(µn) and
φn(i) ≤ φn(j)⇔ µn({i}) ≥ µn({j})
for all n ∈ ω and i, j ∈ supp(µn).
Proof. We will show that J ⊆ I. The proof of I ⊆ J is similar.
Fix any A ∈ J . Then µn(φ−1[A]) tends to 0. Observe that A′ =
⋃
n∈ω{a ∈
A ∩ supp(µn) : µ({a}) ≤ µn({φ−1(a)})} ∈ I.
For each a ∈ A∩supp(µn), since a = φ(φ−1(a)), there are at least card(Dn\a) el-
ements b ∈ supp(µn) such that µn({b}) ≤ µn({φ−1(a)}). Therefore, if a /∈ A′, then
we can find ba ∈ supp(µn) such that µn({ba}) ≤ µn({φ−1(a)}) and additionally
ba ≤ a.
Consider now the set B = {ba : a ∈ A \ A′}. It is in I since φ−1[A \ A′] ∈ I
and µn({ba}) ≤ µn({φ−1(a)}). By ba ≤ a and the increasing-invariance of I we get
that A \A′ ∈ I. Hence, A ∈ I. 
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Lemma 3. If I is an increasing-invariant Erdo˝s-Ulam ideal, then it is generated by
a sequence (µi) of probability measures with card(supp(µi+1)) ≥ 2 card(supp(µi))
and max supp(µi) < min supp(µi+1) for all i ∈ ω. Moreover, we can assume that⋃
i∈ω supp(µi) = ω.
Proof. Let (µ′n) be the sequence of probability measures generating I. By the proof
of [7, Theorem 1.13.3(a)] we can assume that
⋃
i∈ω supp(µ
′
i) = ω and supp(µ
′
i) are
consecutive intervals.
Denote Di = supp(µ
′
i) for i ∈ ω. Define inductively natural numbers in and sets
En for all n ∈ ω. Start with i0 = 0 and E0 = D0. Suppose now that im and Em
are defined for all m ≤ n and let in+1 = min{k > in : card(Din+1 ∪ . . . ∪ Dk) ≥
2 card(En)} and En+1 = Din+1 ∪ . . . ∪Din+1 .
Denote i−1 = −1. For each m ∈ ω define µm({k}) = µ′i({k})/(im − im−1) if
k ∈ Di for some im−1 < i ≤ im and µm({k}) = 0 otherwise. Then supp(µm) = Em
and µn is a probability measure.
Now we will show that there is k0 such that for any m we have im − im−1 ≤ k0.
Suppose otherwise: there is a sequence (mk) such that imk − imk−1 > k for all
k. Hence, for each k > 0 there is imk−1 < jk ≤ imk such that card(Djk) <
2 card(Emk−1)/k. We have
card(Djk)
maxEmk−1
<
2 card(Emk−1)/k
maxEmk−1
≤
2
k
,
but
⋃
k∈ωDjk /∈ I. A contradiction with Lemma 1.
We need to show that I = Exh(supn∈ω µn). Fix any A ⊆ ω. Obviously, if A ∈ I,
then A ∈ Exh(supn∈ω µn). On the other hand, if A /∈ I, then µ
′
n(A) is greater than
some δ > 0 for infinitely many n. Hence, µn(A) > δ/k0 for infinitely many n. 
The next lemma is rather technical – it expresses an observation which we will
use several times in further considerations.
Lemma 4. Assume that Zg is a simple density Erdo˝s-Ulam ideal and (µn) is the
sequence of measures from Lemma 3. If B /∈ Zg, then there are δ > 0 and a
sequence (lj) such that
card(B∩supp(µnj )∩lj)
g(lj)
≥ δ, where lj ∈ supp(µnj ).
Proof. Denote Dn = supp(µn). Observe first that there is some α > 0 such that
card(Dn)/g(i) < α for all n ∈ ω and i ∈ Dn+1. Indeed, otherwise we would have
a sequence (tn) such that card(Dmn)/g(tn) > n for all n, where tn ∈ Dmn+1.
Then let An = [tn − ⌊card(Dmn)/n⌋, tn) and define A =
⋃
n∈ω An. We have A ∈
Z as card(An)/maxAn ≤ card(Dmn)/(nmaxDmn) < 1/n. However, card(A ∩
tn)/g(tn) ≥ card(Dmn)/(ng(tn))− 1/g(tn) > 1− 1/g(tn) which is greater than 1/2
if tn is sufficiently large. A contradiction with Lemma 1.
Assume now that for some B ⊆ ω we have B /∈ Zg, i.e., there are m ∈ ω
and a sequence (ij) such that card(B ∩ ij)/g(ij) > α/2m for all j ∈ ω. Define
δ = α2m+2(m+3) . Fix j and denote by sj the unique s ∈ ω with ij ∈ Ds. Then either
card(B ∩Dsj ∩ ij)/g(ij) ≥ 2δ or there must be sj − (m + 2) ≤ nj < sj such that
card(B ∩Dnj )/g(maxDnj ) ≥ 2δ. Indeed, otherwise we would have
α
2m
<
card(B ∩ ij)
g(ij)
≤
card(B ∩Dsj ∩ ij)
g(ij)
+
card(B ∩Dsj−1)
g(maxDsj−1)
+. . .+
card(B ∩Dsj−(m+2))
g(maxDsj−(m+2))
+
maxDsj−(m+3)
g(ij)
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which is less than α/2m since maxDsj−(m+3)/g(ij) < α/2
m+1 as
maxDsj−(m+3) < card(Dsj−(m+2)) <
card(Dsj−1)
2m+1
≤
αg(ij)
2m+1
.
Therefore,
1+card(B∩Dnj∩lj)
g(lj)
≥ 2δ for some sj − (m + 2) ≤ nj ≤ sj and lj ∈ Dnj .
As limi→∞ g(i) =∞, if lj is sufficiently large, then we get
card(B∩Dnj∩lj)
g(lj)
≥ δ. 
5.2. Almost uniform distribution. It occurs that the assumption that an Erdo˝s-
Ulam ideal is increasing-invariant is not enough for it to be a simple density ideal.
In this subsection we prove it and introduce another, besides increasing-invariance,
necessary condition – almost uniform distribution.
Definition 2. Let Exh(supn∈ω µn) be a density ideal. We say that a set B ⊆ ω
satisfies condition (⋆) with respect to Exh(supn∈ω µn) if {i ∈ B : µn({i}) <
1
dn
} = ∅
and
∀m∈ω
m>0
∃nm∈ω ∀n>nm ∀k∈ω
k>0
card
({
i ∈ B :
k
dn
≤ µn({i}) <
k + 1
dn
})
≤
dn
mk(k + 1)
,
where dn denotes card(supp(µn)). We say that Exh(supn∈ω µn) is almost uniformly
distributed if every B satisfying condition (⋆) with respect to Exh(supn∈ω µn) be-
longs to Exh(supn∈ω µn).
Remark 5. Notice that the sequence (nm) in condition (⋆) can be assumed to be
increasing.
Remark 6. Observe that condition (⋆) with respect to Exh(supn∈ω µn) is equiva-
lent to σB,n(k)⇒ 0 if n→∞, where
σB,n(k) = k(k + 1)
card
({
i ∈ B : kdn ≤ µn({i}) <
k+1
dn
})
dn
(as before, dn denotes card(supp(µn))).
Now we prove that almost uniform distribution is a necessary condition for an
Erdo˝s-Ulam ideal to be a simple density ideal.
Lemma 5. Every simple density Erdo˝s-Ulam ideal is almost uniformly distributed.
Proof. Let Exh(supn∈ω µn) be a simple density Erdo˝s-Ulam ideal and denote Dn =
supp(µn). Take g ∈ H such that Zg = Exh(supn∈ω µn). By Proposition 3 Zg is
increasing-invariant. Hence, by Lemmas 2 and 3 we can assume that (Dn) is a
partition of ω into consecutive intervals and µn({i − 1}) ≥ µn({i}) for all n ∈ ω
and i ∈ Dn, i > minDn.
Suppose to the contrary that Zg is not almost uniformly distributed and B′ /∈ Zg
is the witnessing subset of ω. Then by Lemma 4 there are δ > 0 and a sequence
(ij) such that card(B
′ ∩ ij ∩ Dsj )/g(ij) > δ for all j ∈ ω, where by sj we denote
the unique s with ij ∈ Ds. Let B = B′ ∩
⋃
j∈ω Dsj . Then B /∈ Zg and B satisfies
condition (⋆) with respect to Exh(supn∈ω µn).
Fix j ∈ ω and denote bymj the uniquem with nm < sj ≤ nm+1, where nm are as
in Definition 2 (by Remark 5 we may additionally assume that (nm) is increasing).
Consider the set Bj = B ∩ Dsj ∩ ij . Define Cj as the set consisting of the last
⌈card(Bj)/2⌉ elements of Bj .
ERDO˝S-ULAM IDEALS VS. SIMPLE DENSITY IDEALS 13
Denote
Lnk =
{
i ∈ Dn :
k
card(Dn)
≤ µn({i}) <
k + 1
card(Dn)
}
for all n, k ∈ ω and observe that
card

⋃
k≥k¯
L
sj
k ∩B

 ≤ ∞∑
k=k¯
card
(
L
sj
k ∩B
)
≤
∞∑
k=k¯
1
mjk(k + 1)
≤
1
mj k¯
for every k¯ ∈ ω \ {0}.
Let l ∈ ω be minimal such that card(Bj) ≥ card(Dsj )/l (note that l ≥ mj
by our observation from the previous paragraph) and t ∈ ω be maximal such that
tmj ≤ l−1. The value of µsj (Cj) will be the biggest possible if Bj ⊆
⋃
k≥t L
sj
k (note
that card(
⋃
k≥t L
sj
k ∩ B) ≤ card(Dsj )/(tmj) by our observation and card(Bj) ≤
card(Dsj )/(l − 1) ≤ card(Dsj )/(tmj)). Then Cj ⊆
⋃2(t+1)
k=t L
sj
k since
card

 ⋃
k>2(t+1)
L
sj
k ∩B

 ≤ card(Dsj )
mj2(t+ 1)
≤
card(Dsj )
2l
≤
card(Bj)
2
≤ card(Cj).
We have
µsj (Cj) ≤
2(t+1)∑
k=t
(k + 1) card(Cj ∩ L
sj
k )
card(Dsj )
≤
2(t+1)∑
k=t
(k + 1) card(Bj ∩ L
sj
k )
card(Dsj )
≤
2(t+1)∑
k=t
1
mjk
≤
1
mj
t+ 3
t
≤
4
mj
.
Hence, C =
⋃
j∈ω Cj belongs to Exh(supn∈ω µn) = Zg.
On the other hand, card(C ∩ ij)/g(ij) ≥ card(B ∩ ij)/(2g(ij)) > δ/2. A contra-
diction. 
Next example shows that increasing-invariance is not strong enough to imply
almost uniform distribution.
Example 2. Denote kn = min{k ∈ ω :
1
n
∑k
i=1
1
i+1 ≥
1
2}. Let (Dn) be a sequence
of consecutive intervals such that:
(i) card(Dn)nkn(kn+1) ≥ card(Dn−1) for all n > 0;
(ii) nk(k + 1)| card(Dn) for all n ∈ ω and k = 1, 2, . . . , kn.
Let also Lnk for n ∈ ω and 0 ≤ k ≤ kn be such that:
• Lnkn = [minDn,minDn +
card(Dn)
nkn(kn+1)
− 1], i.e., Lnkn is the beginning section
of Dn of length
card(Dn)
nkn(kn+1)
;
• Lnk = [minDn \
⋃kn
i=k L
n
i ,minDn \
⋃kn
i=k L
n
i +
card(Dn)
nk(k+1) − 1], i.e., L
n
k is the
interval of length card(Dn)nk(k+1) starting just after the end of L
n
k+1;
• Ln0 = Dn \
⋃kn
k=1 L
n
k .
For each n define a measure µn : P(ω)→ [0, 1] as follows:
• µn({i}) =
k
card(Dn)
if i ∈ Lnk for some k > 1;
• µn({i}) = 0 for i /∈ Dn;
• µn on L
n
0 is uniformly distributed in such a way that µn(ω) = 1.
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Then Exh(supn∈ω µn) is not almost uniformly distributed as witnessed by the set⋃
n∈ω
⋃kn
k=1 L
n
k since
µn
(
kn⋃
k=1
Lnk
)
=
kn∑
k=1
card(Dn)
nk(k + 1)
·
k
card(Dn)
=
1
n
kn∑
k=1
1
k + 1
≥
1
2
.
However, it is increasing-invariant by condition (i).
We end this subsection with a proof of the fact that actually there is no impli-
cation between almost uniform distribution and increasing-invariance.
Proposition 7. If the sequence (card(supp(µn))µn({i}))n,i∈ω is bounded, then the
ideal Exh(supn∈ω µn) is almost uniformly distributed.
Proof. As before, denote card(supp(µn)) by dn and suppose that B ⊆ ω satisfies
condition (⋆) with respect to Exh(supn∈ω µn). Then for every m ∈ ω \ {0} and
n > nm (where nm are as in Definition 2) we have µn(B) ≤
∑∞
k=1
dn
mk(k+1)
k+1
dn
=∑∞
k=1
1
mk . Let M ∈ ω be such that dnµn({i}) ≤ M for all n, i ∈ ω and ob-
serve that actually µn(B) ≤
∑M
k=1
1
mk . Therefore, limn→∞ µn(B) = 0 and B ∈
Exh(supn∈ω µn). 
Example 3. Let (Dn) be a sequence of consecutive intervals such that card(Dn) =
2n+1 for all n ∈ ω. Define µn({i}) = 1/2n for maxDn − 2n < i ≤ maxDn and
µn({i}) = 0 otherwise. Then Exh(supn∈ω µn) is not increasing-invariant. However,
it is almost uniformly distributed as card(supp(µn))µn({i}) ≤ 2 for all n, i ∈ ω (cf.
Proposition 7).
5.3. Main result. Finally, we are ready to characterize Erdo˝s-Ulam ideals which
simultaneously are simple density ideals.
Theorem 3. An Erdo˝s-Ulam ideal is a simple density ideal if and only if it is
increasing-invariant and almost uniformly distributed.
Proof. The implication from left to right is given by Proposition 3 and Lemma 5.
We will prove the converse implication.
Let (µn) be the sequence of probability measures generating an Erdo˝s-Ulam ideal
I and denote Dn = supp(µn). By Lemmas 2 and 3 we can assume that (Dn) is a
partition of ω into consecutive intervals and µn({i − 1}) ≥ µn({i}) for all n ∈ ω
and i ∈ Dn, i > minDn.
For all n, k ∈ ω, k 6= 0, define:
Lnk =
{
i ∈ Dn :
k
card(Dn)
≤ µn({i}) <
k + 1
card(Dn)
}
;
Rnk =
{
i ∈ Dn :
1
(k + 1) card(Dn)
≤ µn({i}) <
1
k card(Dn)
}
.
Observe that Dn =
⋃
k∈ω\{0}(L
n
k ∪R
n
k ) for each n.
Define h : ω → ω by
h(i) =
{
card(Dn)
k if i ∈ L
n
k for some n ∈ ω and k ∈ ω \ {0},
(k + 1) card(Dn) if i ∈ R
n
k for some n ∈ ω and k ∈ ω \ {0}.
Notice that h does not have to be nondecreasing although it is nondecreasing on
each Dn.
Put L0 = ∅ and for each n ∈ ω let Rn ⊆ Dn and Ln+1 ⊆ Dn+1 be such that:
ERDO˝S-ULAM IDEALS VS. SIMPLE DENSITY IDEALS 15
(a) Rn is the final part of Dn, i.e., is equal to [j,maxDn] for some j ∈ Dn;
(b) Ln+1 is the initial part of Dn+1, i.e., is equal to [minDn+1, j] for some
j ∈ Dn+1;
(c) card(Rn) ≤ card(Dn)/2 and µn+1(Ln+1 \ {maxLn+1}) < 1/2;
(d) Rn ∩ Ln = ∅;
(e) cardinalities of Rn and Ln+1 are least possible such that:
– card(Rn) = card(Ln+1) and h(minRn) ≤ h(maxLn+1) if this is con-
sistent with the above conditions;
– if it is not, then the one of the sets Rn and Ln+1 with the least car-
dinality is maximal possible satisfying condition (c), and the second
one is minimal such that card(Dn) ≤ h(maxLn+1) (if card(Rn) <
card(Ln+1)) or h(minRn) ≤ h(maxLn+1) (if card(Rn) > card(Ln+1)).
Observe that this construction is possible. Indeed, we have Rn ∩ Ln = ∅ (since
µn([min(Dn),min(Dn) + ⌈card(Dn)/2⌉]) ≥ 1/2). Moreover, Rn ⊆ Ln1 ∪
⋃
k>0 R
n
k
(since 1 ≥ µn(
⋃
k>1 L
n
k ) ≥ 2 card(
⋃
k>1 L
n
k )/ card(Dn)) and Ln ⊆ R
n
1 ∪
⋃
k>0 L
n
k
(since µn(
⋃
k>1 R
n
k ) ≤ card(
⋃
k>1 R
n
k )/(2 card(Dn)) ≤ 1/2). It remains to observe
that h(min(Ln1 ∪
⋃
k>0 R
n
k )) ≤ card(Dn) ≤ card(Dn+1)/2 ≤ h(maxR
n
1 ∪
⋃
k>0 L
n
k ).
Let rn ∈ ω be such that (rn+1) card(Dn) ≤ h(maxLn+1) and (rn+2) card(Dn) >
h(maxLn+1). Denote also L =
⋃
n∈ω Ln and R =
⋃
n∈ω Rn. Define g : ω → [0,∞)
by
g(i) =


h(i) if i ∈ Dn \ (Ln ∪Rn) for some n ∈ ω,
h(maxLn) if i ∈ Ln for some n ∈ ω,
(rn + 1) card(Dn) if i ∈ Rn for some n ∈ ω.
Obviously, g is nondecreasing and limi→∞ g(i) =∞. We will show that I = Zg. It
will imply that i/g(i) does not converge to 0 as the latter is equivalent to ω /∈ Zg
(cf. the definition of simple density ideals) and we assumed that ω /∈ I.
(⊆): Suppose first that for some B ⊆ ω we have B /∈ Zg. By Lemma 4 we
can assume that there are δ > 0 and a sequence (lj) such that
card(B∩Dnj∩lj)
g(lj)
≥ δ,
where lj ∈ Dnj .
Consider first the case B ⊆ ω \ R. Fix j ∈ ω. By the definition of g, we have
µnj (B) ≥
card(B∩Dnj∩lj)
g(lj)
≥ δ. Hence, B /∈ I.
Suppose now that B ⊆ R. Then we can assume that lj ∈ Rnj . Let Cj ⊆ Lnj+1 be
any set of cardinality min(card(B∩Rnj ∩lj), card(Lnj+1)) and define C =
⋃
j∈ω Cj .
If card(Cj) < card(B ∩ Rnj ∩ lj), then µnj+1(C) > 1/2. On the other hand, if
card(Cj) = card(B ∩Rnj ∩ lj), then we have
card(B∩Rnj∩lj)
g(lj)
=
card(Cj)
(rnj+1) card(Dnj )
> δ
and (rnj + 2) card(Dnj ) > h(maxLnj+1). Hence,
µnj+1(C) ≥
card(Cj)
h(maxLnj+1)
>
δ(rnj + 1) card(Dnj )
h(maxLnj+1)
>
δ
2
.
Therefore, B /∈ I since I is increasing-invariant.
In the general case (i.e., if B intersects both R and ω \R), by the above consid-
erations, either B ∩R /∈ I (if B ∩R /∈ Zg) or B ∩ (ω \R) /∈ I (if B ∩ (ω \R) /∈ Zg).
In both cases we get that B /∈ I.
(⊇): Suppose now that B ∈ Zg. First we deal with the case B ⊆ ω \L. Assume
that card(B ∩Dn ∩ i)/g(i) < 1/m for some n,m ∈ ω and all i ∈ Dn.
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Observe first that at most card(Dn)/m elements of
⋃
k≥1 L
n
k are in B. Si-
multaneously, at most card(Dn)/(2m) elements of
⋃
k≥2 L
n
k are in B. Hence,
µn(B) will be the biggest possible if card(B ∩ Ln1 ) ≤
card(Dn)
2m . Similarly, we
can show that µn(B) will be the biggest possible if for each k ≥ 1 we will have
card(B ∩ Lnk ) ≤
card(Dn)
m (
1
k −
1
k+1 ) =
card(Dn)
mk(k+1) . Therefore, B ∩
⋃
k≥1 L
n
k belongs to
I since I is almost uniformly distributed.
We will show that µn(B ∩
⋃
k≥1 R
n
k ) ≤
∑m
k=1
1
mk . It will end this case as
limm→∞
∑m
i=1
1
mi = 0. Note that µn(B) will be the biggest possible if card(B ∩
Rnk ) ≤
card(Dn)
m for all k ≥ 1 (by the same reasons as above). Therefore, we have
µn(B ∩Rnk ) ≤
card(Dn)
m
1
k card(Dn)
= 1mk . Hence, µn(B ∩
⋃
k≥1R
n
k ) ≤
∑m
k=1
1
mk .
Assume now that B ⊆ L. Then limn→∞
card(B∩Dn∩maxLn)
h(maxLn)
= 0 (we restrict our
considerations only to n’s such that Ln 6= ∅). Let Cn−1 ⊆ Rn−1 be any set of
cardinality min(card(B ∩Dn ∩ in), card(Rn−1)).
Recall that (rn−1 + 2) card(Dn−1) > h(maxLn) for all n > 1. We have
µn−1(Cn−1) ≤
card(Cn−1)
(rn−1 + 1) card(Dn−1)
< 2
card(B ∩Dn ∩ in)
h(maxLn)
.
Hence, limn→∞ µn(C) = 0 and C ∈ I.
Note that card(Ln) ≤ card(Dn−1) + 1 for each n. Indeed, it follows from 1 ≥
µn(Ln\maxLn) ≥ (card(Ln)−1)µn({maxLn−1}) ≥ (card(Ln)−1)/h(maxLn−1)
and h(maxLn − 1) < card(Dn−1) ≤ h(maxLn). Recall also that in the case of
card(Cn−1) < card(B∩Dn∩in) we have card(Rn−1) = ⌊card(Dn−1)/2⌋. Therefore,
card(B∩Dn∩in) ≤ 2 card(Cn−1)+3 for all n. It suffices to observe that increasing-
invariance of I implies B ∈ I (cf. Proposition 2). This ends the entire proof. 
6. Open problems
We end our paper with four open problems.
Firstly, recall that every Erdo˝s-Ulam ideal is ≤RB-equivalent to Z (by [7, The-
orem 1.13.10]) and a simple density ideal is an Erdo˝s-Ulam ideal if and only if it
is ≤RB-equivalent to Z (by our Corollary 1). Moreover, by Remark 1 in the latter
result we can replace ≤RB by ≤K . Therefore, it is natural to ask the following.
Problem 1. Does ≤RB-equivalence of I and Z imply that I is an Erdo˝s-Ulam
ideal? If yes, can ≤RB be replaced by ≤K?
Secondly, we wonder which Erdo˝s-Ulam ideals are isomorphic to some simple
density ideal. It is easy to see that almost uniform distribution is a necessary
condition since it is preserved by isomorphisms. However, the next example shows
that increasing-invariance is not preserved by isomorphisms (even in case of Erdo˝s-
Ulam ideals).
Example 4. Let (Dn) be a sequence of consecutive intervals such that card(Dn) =
2n! for all n ∈ ω. Define
µn({i}) =
{
1/n! if minDn ≤ i < minDn + n!,
0 otherwise;
νn({i}) =
{
1/n! if maxDn − n! < i ≤ maxDn,
0 otherwise.
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Then Exh(supn∈ω µn) is increasing-invariant, Exh(supn∈ω νn) is not increasing-
invariant, both are Erdo˝s-Ulam ideals and they are isomorphic.
In this context it is natural to ask whether every Erdo˝s-Ulam ideal has an
increasing-invariant isomorphic copy. The next example shows that this is not
true even if we assume almost uniform distribution.
Example 5. Let (Dn) be a sequence of consecutive intervals such that card(Dn) =
k for all n ∈ (k(k−1)/2, k(k+1)/2] (we put D0 = ∅). Define µn({i}) = 1/ card(Dn)
for all i ∈ Dn and µn({i}) = 0 otherwise. Fix any bijection φ : ω → ω and denote
I = Exh(supn∈ω µn) and J = {φ[A] : A ∈ I}. Notice that I is almost uniformly
distributed by Proposition 7.
Let bn = minφ[Dn] for all n ∈ ω. Then B = {bn : n ∈ ω} belongs to J . Define
also lk ∈ (k(k − 1)/2, k(k + 1)/2] by blk ≥ bn for all n ∈ (k(k − 1)/2, k(k + 1)/2].
Consider the set C =
⋃
k∈ω φ[Dlk ] /∈ J . There is a bijection σ : C → B such that
σ(i) ≤ i for all i ∈ C (it suffices to assure that if i ∈ φ[Dlk ] then φ(i) = bn for some
n ∈ (k(k − 1)/2, k(k + 1)/2]). Then we have card(C ∩ n) = card(σ[C ∩ n] ∩ n) ≤
card(B ∩ n). Hence, J is not increasing-invariant.
Therefore, the question about Erdo˝s-Ulam ideals which are isomorphic to some
simple density ideal actually reduces to the following one.
Problem 2. Which Erdo˝s-Ulam ideals are isomorphic to some increasing-invariant
ideals?
We also want to ask about characterization of density ideals which are simple
density ideals. One small step towards answering this question has recently been
made in [12, Proposition 10], where it is shown that every density ideal satisfying
some strong technical assumptions (for instance, all measures generating it are uni-
formly distributed) is a simple density ideal. We do not know if our characterization
from the previous Theorem 3 works in the case of all tall density ideals (it is easy
to see that it does not work for non-tall ideals: the ideal Fin is increasing-invariant
and almost uniformly distributed, however it cannot be a simple density ideal as it
is Fσ – cf. Remark 4).
Problem 3. Is every tall, increasing-invariant and almost uniformly distributed
density ideal a simple density ideal?
The last open problem concerns the following notion proposed recently in [4]. A
function f : R+∪{0} → R+∪{0} is called modulus function (cf. [1]) provided that:
• f(x) = 0 if and only if x = 0;
• f(x+ y) ≤ f(x) + f(y) for all x, y ∈ R+ ∪ {0};
• f is increasing and right-continuous at 0.
Now, for each g ∈ H and an unbounded modulus function f the family Zg(f) =
{A ⊆ ω : limn→∞
f(card(A∩n))
f(g(n)) = 0} is an ideal. By [4, Theorem 3.7], every ideal
of the form Zg(f) is a density ideal. Obviously, every simple density ideal is of
the form Zg(f) as witnessed by the identity modulus function. What is more,
Zidω (log(x+ 1)) is an example of an ideal of the form Zg(f) which is not a simple
density ideal (cf. [4, Example 2.3]).
Ideals of the form Zg(f) were introduced after obtaining main results of this
paper. Thus, our considerations do not include them. The ideal Zidω(log(x + 1))
does not seem to be an Erdo˝s-Ulam ideal. Therefore, we propose the following open
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problem. A negative answer would mean that our characterization from Theorem
3 works also in the case of ideals of the form Zg(f).
Problem 4. Is there an Erdo˝s-Ulam ideal of the form Zg(f) that is not a simple
density ideal?
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