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Abstract
When a tensor is partitioned into subtensors, some tensor norms of these subtensors
form a tensor called a norm compression tensor. Norm compression inequalities for
tensors focus on the relation of the norm of this compressed tensor to the norm of the
original tensor. We prove that for the tensor spectral norm, the norm of the compressed
tensor is an upper bound of the norm of the original tensor. This result can be extended
to a general class of tensor spectral norms. We discuss various applications of norm
compression inequalities for tensors. These inequalities improve many existing bounds
of tensor norms in the literature, in particular tightening the general bound of the tensor
spectral norm via tensor partitions. We study the extremal ratio between the spectral
norm and the Frobenius norm of a tensor space, provide a general way to estimate
its upper bound, and in particular, improve the current best upper bound for third
order nonnegative tensors and symmetric tensors. We also propose a faster approach to
estimate the spectral norm of a large tensor or matrix via sequential norm compression
inequalities with theoretical and numerical evidence. For instance, the complexity of
our algorithm for the matrix spectral norm is O
(
n2+
)
where  ranges from 0 to 1
depending on the partition and the estimate ranges correspondingly from some close
upper bound to the exact spectral norm.
Keywords Norm compression inequality · Spectral norm · Tensor partition · Block
tensor · Rank-one approximation
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1 Introduction
With the advances in data collection and storage capabilities, massive multiway (ten-
sor) data are being generated in a wide range of emerging applications [25]. Multilinear
algebra and tensor computations are playing more and more important roles in dealing
with multiway data in recent years. Computing tensor norms are evidently essential
in many tensor computation problems. However, most tensor norms are NP-hard to
compute [19], such as the tensor spectral norm [17] and the tensor nuclear norm [12].
As a useful method to approximate matrix norms via block matrices, the computa-
tion of tensor norms via block tensors is straightforward and becomes increasingly
important within the field of numerical linear algebra [9,29,41,42]. When a tensor is
partitioned into subtensors, not necessarily having the same size, some tensor norms of
these subtensors form a tensor called a norm compression tensor. Norm compression
inequalities for tensors focus on the relation of a norm of this compressed tensor to
the norm of the original tensor. These inequalities straightforwardly provide a handy
tool to bound and estimate norms of large tensors via norms of smaller subtensors.
In the case of matrices, tensors of order two, norm compression inequalities have
been well studied since Bhatia and Kittaneh [6]. Such inequalities have several applica-
tions in, for instance, quantum information theory [2,5] and covariance estimation [7].
An overview of several norm compression inequalities for matrices can be found
in [2] and references therein. One important result is due to King [23]: If a matrix M
is partitioned into 2 × 2 blocks
(
M11 M12
M21 M22
)
, then
‖M‖ps ≥
∥∥∥∥
( ‖M11‖ps ‖M12‖ps
‖M21‖ps ‖M22‖ps
)∥∥∥∥
ps
1 ≤ p ≤ 2,
‖M‖ps ≤
∥∥
∥∥
( ‖M11‖ps ‖M12‖ps
‖M21‖ps ‖M22‖ps
)∥∥
∥∥
ps
2 ≤ p ≤ ∞,
(1)
where ‖·‖ps stands for the Schatten p-norm of a matrix, i.e., the L p-norm of the vector
consisting of all the singular values of the matrix. However, there exists an example [3]
of a partitioned 3 × 3 block matrix such that inequalities of type (1) fail to hold. A
conjecture of this type to hold for 2 × m blocks was proposed and its several special
cases were proven by Audenaert [3]. There are two notable special cases for 2 × m
blocks to hold, namely when the matrix M is positive semidefinite [23], and when the
blocks of M are all diagonal matrices [24].
Among all Schatten p-norms of a matrix, three of them are particularly important,
namely the spectral norm (p = ∞), the Frobenius Norm (p = 2), and the nuclear norm
(p = 1). The Schatten 2-norm coincides with the Frobenius norm of a matrix, and this
makes the corresponding norm compression inequality trivial, which is actually an
equality. In fact, the norm compression inequality of type (1) holds for any m1 × m2
blocks when p = ∞. This result, to the best of our knowledge, was not studied in
the literature, and it is a special case of the main result in this paper. For higher order
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(order three or higher) tensors, the Schatten p-norms are not well defined unless p =
∞, 1 [12], corresponding to the tensor spectral norm and nuclear norm, respectively.
As both the spectral norm and the nuclear norm of a tensor are NP-hard to compute
while that of a matrix can be computed in polynomial time, matrix unfoldings have
become a major approach dealing with various problems involving these tensor norms,
no matter in theory and in practice. Relations of these norms of a tensor and its matrix
unfoldings have been studied in [12,17,21]. A generalization of such relations under
tensor unfoldings has been studied by Want et al. [48].
Block tensors are becoming increasingly important. They have been used in large
tensor factorizations [39], tensor decompositions [36], tensor optimization [47], and
imaging processing [10]. Ragnarsson and Van Loan [41] developed an infrastructure
that supports reasoning about block tensor computations. They [42] further applied
block tensors to symmetric embeddings of tensors. Extending block tensors, Li [29]
proposed more general concepts of tensor partitions and provided bounds of the spec-
tral norm and the nuclear norm of a tensor via norms of subtensors in a regular partition
of the tensor. The results were further generalized to the spectral p-norm and the
nuclear p-norm of a tensor and to arbitrary partitions of the tensor [9]. This paper
explores the structure of block tensors instead of treating subtensors merely as ele-
ments in [9,29] and proposes more accurate estimation of the spectral norm of a tensor,
albeit block tensors are special but most common types of regular partitions [29] and
arbitrary partitions [9]. It is worth mentioning that bounds of the tensor spectral p-
norm have been extensively studied in the literature [16–18,20,38,44,48], in particular
in the area of polynomial optimization [30].
In this paper, we study norm compression inequalities for tensors. We prove that
for any block partitioned tensor, no matter how many blocks, the spectral norm of its
norm compressed tensor is an upper bound of the spectral norm of the original tensor.
The result can be generalized to a wider class of tensor spectral norms. These norm
compression inequalities improve many existing bounds of tensor spectral norms in the
literature, including the recent bounds via tensor partitions studied in [9,29]. We discuss
two important applications of our results. The first one is on the extremal ratio between
the spectral norm and the Frobenius norm of a tensor space. We provide a general
methodology to compute upper bounds of this ratio, and in particular to improve the
current best upper bound for third order nonnegative tensors and symmetric tensors.
The second one is to estimate the spectral norm of a large tensor or matrix via sequential
norm compression inequalities. Some numerical evidence is provided to justify our
methodology.
This paper is organized as follows. We start with the preparation of various notations,
definitions and properties of tensor spectral norms in Sect. 2. In Sect. 3, we present our
main result on norm compression inequalities for tensors, and in Sect. 4, we discuss
how our main inequalities lead to various other bounds of tensor spectral norms in the
literature. For applications, the study of the extremal ratio between the spectral norm
and the Frobenius norm of a tensor space is presented in Sect. 5, and estimating the
tensor and the matrix spectral norms is discussed in Sect. 6.
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2 Preparation
Throughout this paper, we uniformly use the lower case letters (e.g., x), the boldface
lower case letters (e.g., x = (xi )), the capital letters (e.g., X =
(
xi j
)), and the
calligraphic letters (e.g., X = (xi1i2...id
)) to denote scalars, vectors, matrices, and
higher order (order three or more) tensors, respectively. Denote Rn1×n2×···×nd to be
the space of d-th order real tensors of dimension n1×n2×· · ·×nd . The same notations
apply for a vector space and a matrix space when d = 1 and d = 2, respectively. Unless
otherwise specified, the order of a general tensor in this paper is always denoted by d
and the dimension of its mode-k is always denoted by nk for k = 1, 2, . . . , d. Given a
d-th order tensor space Rn1×n2×···×nd , we denote Ik := {1, 2, . . . , nk} to be the index
set of mode-k for k = 1, 2, . . . , d. Trivially, I1 × I2 × · · · × Id becomes the index set
of the entries of a tensor in Rn1×n2×···×nd . Denote N to be the set of positive integers
and denote P = [1,∞], the interval where the L p-norm of a vector is well defined
when 1 ≤ p ≤ ∞.
The Frobenius inner product of two tensors U ,V ∈ Rn1×n2×···×nd is defined as:
〈U ,V〉 :=
n1∑
i1=1
n2∑
i2=1
. . .
nd∑
id=1
ui1i2...id vi1i2...id .
Its induced Frobenius norm is naturally defined as ‖T ‖2 := √〈T , T 〉. When d = 1,
the Frobenius norm is reduced to the Euclidean norm of a vector. In a similar vein,
we may define the L p-norm of a tensor (also known as the Hölder p-norm [33]) for
p ∈ P by looking at a tensor as a vector, as follows:
‖T ‖p :=
⎛
⎝
n1∑
i1=1
n2∑
i2=1
. . .
nd∑
id=1
|ti1i2...id |p
⎞
⎠
1
p
. (2)
A rank-one tensor, also called a simple tensor, is a tensor that can be written as
outer products of vectors
T = x1 ⊗ x2 ⊗ · · · ⊗ xd .
It is easy to verify that ‖T ‖p = ∏dk=1 ‖xd‖p for all p ∈ P. When d = 2, a rank-one
tensor is reduced to the well known concept of a rank-one matrix.
The spectral norm of a tensor is an important measure of the tensor.
Definition 2.1 For a given tensor T ∈ Rn1×n2×···×nd , the spectral norm of T , denoted
by ‖T ‖σ , is defined as
‖T ‖σ := max
{〈
T , x1 ⊗ x2 ⊗ · · · ⊗ xd
〉
: ‖xk‖2 = 1, k = 1, 2, . . . , d
}
,
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and the nuclear norm of T , denoted by ‖T ‖∗, is defined as
‖T ‖∗ := min
{
r∑
i=1
|λi | : T =
r∑
i=1
λi x
1
i ⊗ x2i ⊗ · · · ⊗ xdi , ‖xki ‖2 = 1
for all k = 1, 2, ..., d and i = 1, 2, ..., r ∈ N
}
. (3)
Essentially, ‖T ‖σ is the maximal value of the Frobenius inner product between T and
a rank-one tensor whose Frobenius norm is one. Computing the tensor spectral norm
is also known as the Euclidean spherical constrained multilinear form maximization
problem [30]. The tensor nuclear norm is the dual norm to the tensor spectral norm,
and vice versa [11,34], i.e.,
‖T ‖σ = max‖X ‖∗≤1〈T ,X 〉 and ‖T ‖∗ = max‖X ‖σ ≤1〈T ,X 〉.
Apart from L p-norms defined via tensor entries in (2), there is another set of norms
for matrices called Schatten p-norms, defined by the L p-norm of the vector consisting
all singular values of a matrix. In particular, the spectral norm and the nuclear norm of
a matrix is nothing but the Schatten ∞-norm and the Schatten 1-norm of the matrix,
respectively. In fact, the study of norm compression inequalities for matrices in the
literature is mostly on Schatten p-norms, including the spectral norm and the nuclear
norm as special cases. However, one cannot get a Schatten p-norm for tensors in
the manner defining the nuclear norm of a tensor in (3). If the L1-norm expression
∑r
i=1 |λi | in (3) is replaced by an L p-norm expression
(∑r
i=1 |λi |p
) 1
p for any 1 <
p < ∞, the minimum is always zero [12].
One can actually extend the tensor spectral norm and tensor nuclear norm in Defi-
nition 2.1 as follows.
Definition 2.2 For a given tensor T ∈ Rn1×n2×···×nd and a vector p = (p1, p2, . . . ,
pd) ∈ Pd , the spectral p-norm of T , denoted by ‖T ‖ pσ , is defined as
‖T ‖ pσ := max
{〈
T , x1 ⊗ x2 ⊗ · · · ⊗ xd
〉
: ‖xk‖pk = 1, k = 1, 2, . . . , d
}
.
and the nuclear p-norm of T , denoted by ‖T ‖ p∗ , is defined as
‖T ‖ p∗ := min
{
r∑
i=1
|λi | : T =
r∑
i=1
λi x
1
i ⊗ x2i ⊗ · · · ⊗ xdi , ‖xki ‖pk = 1
for all k = 1, 2, ..., d and i = 1, 2, ..., r ∈ N
}
.
In particular, the spectral (2, 2, . . . , 2)-norm and the nuclear (2, 2, . . . , 2)-norm of a
tensor are the usual spectral norm and nuclear norm of the tensor, respectively. The
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tensor spectral p-norm was firstly defined at the same time as the tensor spectral norm
by Lim [32] in 2005. Computation of the spectral p-norm for nonnegative tensors
was discussed in [13]. When p1 = p2 = · · · = pd = p, the tensor spectral p-norm
and nuclear p-norm were studied in [9,12], which are denoted by ‖·‖pσ and ‖·‖p∗ ,
respectively. Similar to the tensor spectral norm and nuclear norm, the tensor norms
in Definition 2.2 are primal-dual pairs.
Lemma 2.3 For given d-th order tensors T and X in a same tensor space and p ∈ Pd ,
it follows that
〈T ,X 〉 ≤ ‖T ‖ pσ ‖X‖ p∗ ,
and further
‖T ‖ pσ = max‖X ‖ p∗≤1
〈T ,X 〉,
‖T ‖ p∗ = max‖X ‖ pσ ≤1
〈T ,X 〉.
This duality can be proved similarly to the case when all pk’s are equal [9, Lemma 2.5]
and is thus omitted.
The spectral p-norm and nuclear p-norm of a tensor are in general very difficult to
compute. For the computational complexity for various p’s and orders of the tensor,
one is referred to Friedland and Lim [12]. It is worth mentioning that computing these
norms for a rank-one tensor admits a closed form.
Proposition 2.4 If a tensor T is rank-one, say T = x1 ⊗ x2 ⊗ · · · ⊗ xd , then for any
p ∈ Pd ,
‖T ‖ pσ =
d∏
k=1
‖xk‖qk ,
‖T ‖ p∗ =
d∏
k=1
‖xk‖pk ,
where 1pk + 1qk = 1 for k = 1, 2, . . . , d.
The proof is left to interested readers. Therefore, ‖T ‖ pσ can be taken as the maximal
value of the Frobenius inner product between T and a rank-one tensor whose spectral
q-norm is one.
3 Norm compression inequalities for tensors
To study norm compression inequalities for tensors, we first introduce tensor partitions.
One important class of tensor partitions, block tensors, was proposed and studied
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by Ragnarsson and Van Loan [41]. It is a straightforward generalization of block
matrices. Li [29] proposed three types of tensor partitions, namely, modal partitions
(an alternative name for block tensors), regular partitions, and tensor partitions, with
the later generalizing the former. A more general class of partitions, called arbitrary
partitions, was proposed and studied by Chen and Li [9].
Norm compression inequalities are established on block tensors, which are also
called modal partitions as they are constructed by partitions of the index sets of tensor
modes. Given a tensor T = (ti1i2...id
) ∈ Rn1×n2×···×nd , for every 1 ≤ k ≤ d, the
indices of its mode k can be partitioned into rk nonempty sets, i.e.,
I
k = {1, 2, . . . , nk} =
rk⋃
j=1
I
k
j and I
k
i
⋂
I
k
j = ∅ if i = j .
For simplicity, we assume that the indices in Iki are consecutive and I
k
i ’s monotonically
increase as i increases, since this can be done easily via indices relabeling without
affecting tensor norms. Any (J1, J2, . . . , Jd) where Jk ⊆ Ik for k = 1, 2, . . . , d
uniquely defines a subtensor of T by only keeping indices in Jk for mode k of T , i.e.,
T (J1, J2, . . . , Jd) =
((
ti1i2...id
)
ik∈Jk , k=1,2,...,d
)
∈ R|J1|×|J2|×···×|Jd |.
Definition 3.1 The partition
{
T
(
I
1
j1 , I
2
j2 , . . . , I
d
jd
)
: 1 ≤ jk ≤ rk, k = 1, 2, . . . , d
}
is called a modal partition of a tensor T ∈ Rn1×n2×···×nd , where {Ik1, Ik2, . . . , Ikrk }
is a partition of Ik for k = 1, 2, . . . , d.
In our words, a partitioned block tensor is a tensor that has been modal partitioned.
Trivially for d = 2, a block matrix can be obtained by a modal partition, i.e., partitions
of row indices and column indices. We remark that a subtensor in a modal partition
of a tensor may not possess the same order of the original tensor. If some Ikj contains
only one index, it causes the disappearance of mode k and reduces the order of the
subtensor by one. However, we still treat this subtensor as a d-th order tensor by
keeping the dimension of mode k being one. For instance, we can always treat a scalar
as a one-dimensional vector, or a one-by-one matrix.
In order to present the proof of our main result (Theorem 3.3) clearly as well as to
provide a better picture of modal partitions, we now discuss tensor cuts. Given a d-th
order tensor T ∈ Rn1×n2×···×nd , a mode-k tensor cut, cuts the tensor T at mode k into
two subtensors T1 and T2, denoted by T = T1∨kT2, where
T1∈Rn1×···×nk−1×1×nk+1...×nd , T2 ∈ Rn1×···×nk−1×2×nk+1...×nd , and 1 + 2=nk .
The same notation can be used to cut a matrix and cut a vector. In particular, for a first
order tensor, a vector x ∈ Rn , x = x1∨1x2 is exactly same as xT =
(
x1T, x2T
)
. The
mode subscript of
∨
in a tensor cut is sometimes omitted for clearer presentations.
For instance, T = T1∨T2 implies that there exists k ∈ N such that T = T1∨kT2.
Obviously, the operation
∨
is not commutative and associative in general. Once the
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notation
∨
k is applied, the dimensions of its associated two tensors must be the same
in every mode except mode k. With this handy notation, a block tensor via a modal
partition (Definition 3.1) can be simply written as
T =
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
T
(
I
1
j1 , I
2
j2 , . . . , I
d
jd
)
.
The following norm compression identity for vectors is straightforward.
Lemma 3.2 If a vector x = ∨rj=1x j ∈ Rn, then for any p ∈ P,
‖x‖p =
∥
∥∥
∨r
j=1‖x j‖p
∥
∥∥
p
.
Proof Denote the vector
y =
∨r
j=1‖x j‖p =
(‖x1‖p, ‖x2‖p, . . . , ‖xr‖p
)T
.
We have
‖ y‖p =
⎛
⎝
r∑
j=1
‖x j‖p p
⎞
⎠
1
p
=
(
n∑
i=1
|xi |p
) 1
p
= ‖x‖p.
unionsq
Though in practice one is often interested in the spectral norm of a tensor rather
than general spectral p-norms of the tensor, we present our main result for the general
case. It obviously applies to the tensor spectral norm when p = (2, 2, . . . , 2).
Theorem 3.3 If T = ∨1r1j1=1
∨
2
r2
j2=1 . . .
∨
d
rd
jd=1 T
(
I
1
j1 , I
2
j2 , . . . , I
d
jd
)
is a modal par-
tition of a tensor T ∈ Rn1×n2×···×nd where {Ik1, Ik2, . . . , Ikrk } is a partition of Ik for
k = 1, 2, . . . , d, then for any p ∈ Pd ,
‖T ‖ pσ =
∥∥∥∥∥
∥
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
T
(
I
1
j1 , I
2
j2 , . . . , I
d
jd
)
∥∥∥∥∥
∥
pσ
≤
∥∥∥∥∥∥
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
∥∥∥T
(
I
1
j1 , I
2
j2 , . . . , I
d
jd
)∥∥∥
pσ
∥∥∥∥∥∥
pσ
. (4)
Proof Let ‖T ‖ pσ =
〈T , x1 ⊗ x2 ⊗ · · · ⊗ xd 〉 with ‖xk‖pk = 1 for k = 1, 2, . . . , d
(by compactness, these xk’s must exist). Denote
T j1 j2... jd = T
(
I
1
j1 , I
2
j2 , . . . , I
d
jd
)
∀ 1 ≤ jk ≤ rk, k = 1, 2, . . . , d,
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which leads to
T =
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
T j1 j2... jd .
Further, we denote
xkjk = xk(Ikjk ) ∀ 1 ≤ jk ≤ rk, k = 1, 2, . . . , d.
Obviously we have
xk =
∨rk
jk=1
xkjk ∀ k = 1, 2, . . . , d.
First, for every ( j1, j2, . . . , jd), if none of the vectors x1j1, x2j2 , . . . , xdjd is a zero
vector, then
〈
T j1 j2... jd , x1j1 ⊗ x2j2 ⊗ · · · ⊗ xdjd
〉
=
〈
T j1 j2... jd ,
x1j1
‖x1j1‖p1
⊗ x
2
j2
‖x2j2‖p2
⊗ . . . ⊗ x
d
jd
‖xdjd ‖pd
〉 d∏
k=1
‖xkjk ‖pk
≤ ‖T j1 j2... jd ‖ pσ
d∏
k=1
‖xkjk ‖pk . (5)
The above inequality trivially holds even if some of x1j1, x
2
j2 , . . . , x
d
jd are zero vectors,
and thus it holds in general.
Next, by the norm compression identity for vectors in Lemma 3.2, we have
∥∥∥
∨rk
jk=1
‖xkjk ‖pk
∥∥∥
pk
=
∥∥∥
∨rk
jk=1
xkjk
∥∥∥
pk
= ‖xk‖pk = 1 ∀ k = 1, 2, . . . , d. (6)
Therefore, we have
‖T ‖ pσ =
〈
T , x1 ⊗ x2 ⊗ · · · ⊗ xd
〉
=
〈
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
T j1 j2... jd ,
⎛
⎝
r1∨
1
j1=1
x1j1
⎞
⎠ ⊗
⎛
⎝
r2∨
1
j2=1
x2j2
⎞
⎠
⊗ · · · ⊗
⎛
⎝
rd∨
1
jd=1
xdjd
⎞
⎠
〉
=
〈
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
T j1 j2... jd ,
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
x1j1 ⊗ x2j2 ⊗ · · · ⊗ xdjd
〉
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=
r1∑
j1=1
r2∑
j2=1
. . .
rd∑
jd=1
〈
T j1 j2... jd , x1j1 ⊗ x2j2 ⊗ · · · ⊗ xdjd
〉
≤
r1∑
j1=1
r2∑
j2=1
. . .
rd∑
jd=1
(
‖T j1 j2... jd ‖ pσ
d∏
k=1
‖xkjk ‖pk
)
=
〈
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
‖T j1 j2... jd ‖ pσ ,
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
( d∏
k=1
‖xkjk ‖pk
)〉
=
〈
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
‖T j1 j2... jd ‖ pσ ,
⎛
⎝
r1∨
1
j1=1
‖x1j1‖p1
⎞
⎠ ⊗
⎛
⎝
r2∨
1
j2=1
‖x2j2‖p2
⎞
⎠
⊗ · · · ⊗
⎛
⎝
rd∨
1
jd=1
‖xdjd ‖pd
⎞
⎠
〉
≤
∥∥∥∥∥∥
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
‖T j1 j2... jd ‖ pσ
∥∥∥∥∥∥
pσ
,
where the first inequality is due to (5), and the last inequality is due to (6) and Defini-
tion 2.2. unionsq
We remark that for d = 2, the case of matrices, Theorem 3.3 was not studied in
the literature, to the best of our knowledge. The tightness of the norm compression
inequality in Theorem 3.3 is in general hard to establish. We list some special cases
below albeit some of them are trivial:
1. d = 1 which corresponds to the case of vectors essentially established in
Lemma 3.2;
2. p = (1, 1, . . . , 1) for which the spectral p-norm of a tensor is simply the L∞-norm
of the tensor or the largest absolute-valued entry of the tensor;
3. All but one of the subtensors are zero tensors;
4. The original tensor T is rank-one.
The last case actually includes the first case as a special one. Its proof can be obtained
by using Proposition 2.4 and is left to interested readers.
For the nuclear p-norm of a tensor, like the nice dual bounds of the nuclear norm
shown in [29] and the nuclear p-norm shown in [9], one hopes to establish a dual
inequality to (4) as follows:
‖T ‖ p∗ =
∥∥∥∥∥∥
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
T
(
I
1
j1 , I
2
j2 , . . . , I
d
jd
)
∥∥∥∥∥∥
p∗
≥
∥
∥∥∥∥∥
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
∥∥∥T
(
I
1
j1 , I
2
j2 , . . . , I
d
jd
)∥∥∥
p∗
∥
∥∥∥∥∥
p∗
. (7)
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Unfortunately, this does not hold in general; see the example below. This actually
makes the norm compression inequalities for tensors more interesting, and the result
in Theorem 3.3 more valuable.
Example 3.4 Let M =
(− 1 1 0
1 0 1
0 1 1
)
∈ R3×3 and a modal partition of M be the
3 × 3 entry-wise partition, resulting the nuclear norm compressed tensor to be |M | =( 1 1 0
1 0 1
0 1 1
)
. It follows that
‖M‖∗ = 2
√
3 < 4 = ‖|M |‖∗,
disproving (7) when d = 2 and p = (2, 2).
As far as we are aware, the only known nontrivial case for (7) to hold is for 2×2 blocked
matrices with p = (2, 2) due to King [23], i.e., (1) for p = 1. There is a general case,
though sort of trivial, for (7) to hold as an equality when p = (1, 1, . . . , 1) for which
the nuclear p-norm of a tensor becomes the L1-norm of the tensor.
To conclude this section, we provide some insights on (7) although we are unable
to prove any general result. We believe that (7) holds for nonnegative tensors, i.e.,
tensors having all nonnegative entries. Another interesting question is to find the
smallest τ > 0 such that
‖T ‖ p∗ =
∥∥∥∥∥
∥
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
T
(
I
1
j1 , I
2
j2 , . . . , I
d
jd
)
∥∥∥∥∥
∥
p∗
≥ τ
∥∥∥∥∥∥
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
∥∥∥T
(
I
1
j1 , I
2
j2 , . . . , I
d
jd
)∥∥∥
p∗
∥∥∥∥∥∥
p∗
holds in general. Numerical evidence shows that τ may not be a universal constant,
and can depend on dimensions of the tensor space.
4 Improved bounds on tensor andmatrix norms
In this section, we discuss how our norm compression inequalities improve other
known bounds on tensor and matrix norms in the literature.
4.1 Norm compression inequalities for matrices
As mentioned in Sect. 1, norm compression inequalities for matrices were stud-
ied mainly for the Schatten p-norms, which unfortunately do not hold for general
r1 × r2 blocks [3]. However, there do exist two related results for general r × r
blocks. For the relevancy to our results, we present them using our notations. Let
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T = ∨1ri=1
∨
2
r
j=1 Ti j be a modal partition of a matrix T . One result is due to Bhatia
and Kittaneh [6, Theorem 1]:
r−2
r∑
i=1
r∑
j=1
‖Ti j‖σ 2 ≤ ‖T ‖σ 2 ≤
r∑
i=1
r∑
j=1
‖Ti j‖σ 2, (8)
and the other is due to Bebendorf [4, Lemma 2.14]:
‖T ‖σ ≤
⎛
⎝ max
1≤i≤r
r∑
j=1
‖Ti j‖σ
⎞
⎠
1
2 (
max
1≤ j≤r
r∑
i=1
‖Ti j‖σ
) 1
2
. (9)
A basic inequality between the spectral norm and the Frobenius norms of a matrix
(see, e.g., [14]) state that
‖T ‖σ ≤ ‖T ‖2.
Therefore, according to (4) when d = 2 and p = (2, 2), we get
‖T ‖σ ≤
∥∥∥
∥∥∥
r∨
1
i=1
r∨
2
j=1
‖Ti j‖σ
∥∥∥
∥∥∥
σ
≤
∥∥∥
∥∥∥
r∨
1
i=1
r∨
2
j=1
‖Ti j‖σ
∥∥∥
∥∥∥
2
=
⎛
⎝
r∑
i=1
r∑
j=1
‖Ti j‖σ 2
⎞
⎠
1
2
,
providing a tighter upper bound of ‖T ‖σ than that in (8).
To see how our inequality (4) improves the upper bound of ‖T ‖σ in (9), we need
to use a classical result due to Schur [43], which states that for any matrix T = (ti j ) ∈
R
n1×n2
,
‖T ‖σ ≤
⎛
⎝ max
1≤i≤n1
n2∑
j=1
|ti j |
⎞
⎠
1
2 (
max
1≤ j≤n2
n1∑
i=1
|ti j |
) 1
2
. (10)
By (4) when d = 2 and p = (2, 2), we get
‖T ‖σ ≤
∥∥∥∥
∥∥
r∨
1
i=1
r∨
2
j=1
‖Ti j‖σ
∥∥∥∥
∥∥
σ
≤
⎛
⎝ max
1≤i≤r
r∑
j=1
‖Ti j‖σ
⎞
⎠
1
2 (
max
1≤ j≤r
r∑
i=1
‖Ti j‖σ
) 1
2
,
providing a tighter upper bound of ‖T ‖σ than that in (9).
We remark that the result (10) of Schur [43] has been generalized to tensors by
Hardy, Littlewood, and Pólya [15, Theorem 273] and so we can easily apply the norm
compression inequality (4) to generalize inequality (9) from matrices to tensors. The
detail is left to interested readers.
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4.2 Bounds on tensor norms via partitions
Li [29] first proposed bounds on the tensor spectral norm based on tensor partitions.
Specifically, if {T1, T2, . . . , Tm} is a regular partition of a tensor T , then
‖(‖T1‖σ , ‖T2‖σ , . . . , ‖Tm‖σ )‖∞ ≤ ‖T ‖σ ≤ ‖(‖T1‖σ , ‖T2‖σ , . . . , ‖Tm‖σ )‖2 .
(11)
This result was later generalized to the most general class of partitions and to any
tensor spectral p-norm by Chen and Li [9], i.e., if {T1, T2, . . . , Tm} is an arbitrary
partition of a tensor T and p ∈ P with 1p + 1q = 1, then
∥∥(‖T1‖pσ , ‖T2‖pσ , . . . , ‖Tm‖pσ
)∥∥∞ ≤‖T ‖pσ ≤
∥∥(‖T1‖pσ , ‖T2‖pσ , . . . , ‖Tm‖pσ
)∥∥
q .
(12)
Here we do not introduce regular partitions and arbitrary partitions of a tensor, but only
mention that they are more general than modal partitions. However, modal partitions
are the most commonly seen partitions in practice.
Corollary 4.1 If T = ∨1r1j1=1
∨
2
r2
j2=1 . . .
∨
d
rd
jd=1 T j1 j2... jd is a modal partition of a
tensor T ∈ Rn1×n2×···×nd and p ∈ P with 1p + 1q = 1, then
‖T ‖pσ ≤
∥∥∥∥∥
∥
r1∨
1
j1=1
r2∨
2
j2=1
. . .
rd∨
d
jd=1
∥∥T j1 j2... jd
∥∥
pσ
∥∥∥∥∥
∥
pσ
≤
⎛
⎝
r1∑
j1=1
r2∑
j2=1
. . .
rd∑
jd=1
∥∥T j1 j2... jd
∥∥
pσ
q
⎞
⎠
1
q
.
(13)
Proof The first inequality in (13) is exactly (4) if we let p = (p, p, . . . , p). To see
why one upper bound is tighter than the other upper bound in (13), we only need to
apply the upper bound of (12) since
{∥∥T j1 j2... jd
∥∥
pσ
: 1 ≤ jk ≤ rk, r = 1, 2, . . . , d
}
is a modal partition of the tensor
∨
1
r1
j1=1
∨
2
r2
j2=1 . . .
∨
d
rd
jd=1
∥∥T j1 j2... jd
∥∥
pσ
. unionsq
The above result obviously improves the upper bound in (12) and when p = 2
improves the upper bound in (11). These improvements are made by considering
positions of
∥
∥T j1 j2... jd
∥
∥
pσ
’s in the norm compressed tensor
∨
1
r1
j1=1
∨
2
r2
j2=1 . . .
∨
d
rd
jd=1∥
∥T j1 j2... jd
∥
∥
pσ
rather than treating all of them as entries of a vector.
4.3 Bounds on norms of matrix unfoldings
Matrix unfoldings of a tensor has been one of the main tools in tensor computations,
partially because that most tensor problems are NP-hard [19] while corresponding
matrix problems are much easier. For instance, computing the spectral norm and the
nuclear norm of a tensor is NP-hard [12,17] while that of a matrix can be done in
polynomial time. The relation between norms of matrix unfoldings of a tensor and
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norms via certain partitions of the tensor has been investigated by Chen and Li [9]. As
discussed in Sect. 4.2, the norm compression inequality in Theorem 3.3 improves (12)
in [9]. Consequently, bounds of the tensor spectral p-norm can be improved in various
ways by applying some specific partitions of the tensor. Here we discuss one particular
instance of this kind to appreciate the applicability of our general approach. It could
be of special interest to bounding the spectral norm of a large matrix analogous to the
discussion in Sect. 6.
Let T ∈ Rn×n×n×n be a fourth order tensor. The traditional matrix unfolding of T
unfolds T to an n × n3 matrix, and it can be done via four different modes. Square
matrix unfoldings, i.e., unfolding T to an n2×n2 matrix, has been appeared frequently
recently, in particular in studying the largest eigenvalue of a fourth order tensor [22,37].
Let T13,24 ∈ Rn2×n2 be the square matrix unfolding of T by grouping modes 1 and 3
of T into the row and modes 2 and 4 of T into the column of T13,24. It is well known
(see, e.g., Wang et al. [48]) that ‖T ‖σ ≤ ‖T13,24‖σ . Let
Ti j = T ({i}, { j}, {1, 2, . . . , n}, {1, 2, . . . , n}) ∈ R1×1×n×n ∀ 1 ≤ i, j ≤ n,
and so we obtain a modal partition of T ,
T =
n∨
1
i=1
n∨
2
j=1
Ti j .
As Ti j is essentially a matrix, we use Ti j ∈ Rn×n to denote it. An important observation
is that
T13,24 =
n∨
1
i=1
n∨
2
j=1
Ti j .
In fact, we also have T14,23 = ∨1ni=1
∨
2
n
j=1(Ti j )T, and other square matrix unfoldings
of T can also be modal partitioned similarly. The above discussion can be clearly
verified by the follow example.
Example 4.2 Let T = (ti jk) ∈ R2×2×2×2, and we have
T13,24 =
⎛
⎜⎜
⎝
t1111 t1112 t1211 t1212
t1121 t1122 t1221 t1222
t2111 t2112 t2211 t2212
t2121 t2122 t2221 t2222
⎞
⎟⎟
⎠ =
(
T11 T12
T21 T22
)
∈ R4×4,
T14,23 =
⎛
⎜⎜
⎝
t1111 t1121 t1211 t1221
t1112 t1122 t1212 t1222
t2111 t2121 t2211 t2221
t2112 t2122 t2212 t2222
⎞
⎟⎟
⎠ =
(
(T11)T (T12)T
(T21)T (T22)T
)
∈ R4×4.
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Let us now apply Theorem 3.3, and we obtain
‖T ‖σ ≤ ‖T13,24‖σ ≤
∥∥∥∥
∥∥
n∨
1
i=1
n∨
2
j=1
‖Ti j‖σ
∥∥∥∥
∥∥
σ
≤
⎛
⎝
n∑
i=1
n∑
j=1
‖Ti j‖σ 2
⎞
⎠
1
2
. (14)
The bound for both ‖T ‖σ and ‖T13,24‖σ by the norm compression inequality,
∥∥
∥
∨
1
n
i=1
∨
2
n
j=1 ‖Ti j‖σ
∥∥
∥
σ
, improves
(∑n
i=1
∑n
j=1 ‖Ti j‖σ 2
) 1
2
, which is an instance
of [9, Theorem 4.7]. In fact, the bound
∥
∥∥
∨
1
n
i=1
∨
2
n
j=1 ‖Ti j‖σ
∥
∥∥
σ
can be computed in
polynomial time. In practice, if a given matrix T13,24 is very large, (14) can be used
to lower and upper bound its spectral norm by the spectral norm of T and the norm
compressed matrix
∨
1
n
i=1
∨
2
n
j=1 ‖Ti j‖σ . We will discuss this further in Sect. 6.
To conclude this section, we remark that the variety of modal partitions of a tensor
provides various specific needs, such as norms of tensor unfoldings, i.e., unfolding a
given tensor to a tensor of a lower order [48]. The usefulness of norm compression
inequalities for tensors (Theorem 3.3) is based on the following ground fact: For any
tensor unfolding (including matrix unfolding) of a given tensor, there exists a modal
partition of the tensor, which is also a modal partition of the tensor unfolding.
5 Extremal ratio between the spectral and Frobenius norms
Given a tensor space Rn1×n2×···×nd , the extremal ratio between the spectral norm and
the Frobenius norm is defined as
τ(Rn1×n2×···×nd ) := min
{‖T ‖σ
‖T ‖2 : T = 0, T ∈ R
n1×n2×···×nd
}
. (15)
This natural question is easy when d = 2 (matrices) but becomes very difficult when
d ≥ 3. The concept was proposed by Qi [40], known as the best rank-one approxi-
mation ratio of a tensor space, although Kühn and Peetre [28] studied this ratio much
earlier for some small ni ’s when d = 3. For a nonzero tensor T ∈ Rn1×n2×···×nd , the
following projection problem
max
{〈T ,X 〉 : ‖X‖2 = 1, X ∈ Rn1×n2×···×nd
} = ‖T ‖2, (16)
and obviously attains optimum when X = T‖T ‖2 by the Cauchy–Schwartz inequality.
However, if we consider the projection on rank-one tensors, then
max
{〈T ,X 〉 : ‖X‖2 = 1, rank (X ) = 1, X ∈ Rn1×n2×···×nd
} = ‖T ‖σ . (17)
Therefore, as an optimization problem (16), (17) becomes its convex relaxation.
One is often interested in this relaxation gap, which is exactly the extremal ratio
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τ(Rn1×n2×···×nd ). In the case of matrices, similar problems are known to be equiva-
lence constants for matrix norms; see, e.g., Tonge [45]. In this sense, the problem is
to determine the largest τ > 0 such that τ‖T ‖2 ≤ ‖T ‖σ for all T ∈ Rn1×n2×···×nd .
On the other hand, the closest gap between the two norms is one since ‖T ‖σ ≤ ‖T ‖2
and the equality holds if and only if T is rank-one.
As an application of this extremal ratio, one obtains an interpretation as a perturbed
steepest descent method and can deduce a rate of convergence using bounds of the
extremal ratio (see [46, Theorem 2] for details). Since the time it was posted as a
conjecture [40, Sect. 7], deciding this extremal ratio for a general tensor space has been
a challenge task. Without loss of generality, we assume that 2 ≤ n1 ≤ n2 ≤ · · · ≤ nd
holds in this section. Some known values of τ(Rn1×n2×···×nd ) are: τ(Rn1×n2) = 1√
n1
,
τ(R2×n2×n3) = 1√2n2 for even n2 [26], and τ(R
n1×n2×···×nd ) = 1√
n1n2...nd−1 for nd =
2, 4, 8 [31]. Note that
τ
(
R
n1×n2×···×nd ) ≥ 1√
n1n2 . . . nd−1
(18)
is a naive lower bound, but can be obtained in various cases; see [31] for recent
development on the topic. In the space of symmetric tensors, i.e.,
τ(Rn
d
sym) := min
{‖T ‖σ
‖T ‖2 : T = 0, T ∈ R
nd
sym
}
,
where Rndsym denotes the set of d-th order symmetric real tensors, this extremal ratio
has also been studied in [1,26,40,49]. In particular, it was recently shown in [1] that
the naive bound (18) is tight for symmetric tensors only if nd = 2. One may also
consider the extremal ratio for nonnegative tensors, i.e.,
τ
(
R
n1×n2×···×nd+
)
:= min
{‖T ‖σ
‖T ‖2 : T = 0, T ∈ R
n1×n2×···×nd+
}
,
where Rn1×n2×···×nd+ denotes the set of d-th order nonnegative tensors.
In this section, we provide a general tool investigating upper bounds of this extremal
ratio by the norm compression inequality in Theorem 3.3. According to (15), the
value of ‖T ‖σ‖T ‖2 for any nonzero T provides an upper bound of the extremal ratio. By
recursively constructing modal partitions, we obtain the main result in this section.
Theorem 5.1 If T ∈ Rn1×n2×···×nd is a nonnegative tensor with ‖T ‖σ‖T ‖2 = τ , then there
exists a nonnegative tensor Tm ∈ Rn1m×n2m×···×nd m satisfying ‖Tm‖σ‖Tm‖2 = τm for any
m ∈ N. If T is further symmetric, then Tm is also symmetric.
Proof Let T = (ti1i2...id ) where the entry ti1i2...id ≥ 0 for all 1 ≤ ik ≤ nk , k =
1, 2, . . . , d, in other words, T = ∨1n1i1=1
∨
2
n2
i2=1 . . .
∨
d
nd
id=1 ti1i2...id . Tm is defined
recursively as follows,
123
On norm compression inequalities for partitioned block tensors Page 17 of 27    11 
T1 := T , Tm+1 :=
n1∨
1
i1=1
n2∨
2
i2=1
. . .
nd∨
d
id=1
(ti1i2...id Tm) m ≥ 1.
It is easy to see that Tm ∈ Rn1m×n2m×···×nd m is nonnegative, and is symmetric if T is
symmetric. The Frobenius norm of Tm satisfies
‖Tm+1‖22 =
n1∑
i1=1
n2∑
i2=1
. . .
nd∑
id=1
‖ti1i2...id Tm‖22
= ‖Tm‖22
n1∑
i1=1
n2∑
i2=1
. . .
nd∑
id=1
ti1i2...id
2
= ‖Tm‖22‖T ‖22,
and so we get
‖Tm‖2 = ‖T ‖2m .
For the spectral norm of Tm , by noticing ti1i2...id ≥ 0 and applying (4) in Theorem 3.3,
‖Tm+1‖σ ≤
∥∥∥∥
∥∥
n1∨
1
i1=1
n2∨
2
i2=1
. . .
nd∨
d
id=1
‖ti1i2...id Tm‖σ
∥∥∥∥
∥∥
σ
= ‖Tm‖σ
∥∥∥∥∥
∥
n1∨
1
i1=1
n2∨
2
i2=1
. . .
nd∨
d
id=1
ti1i2...id
∥∥∥∥∥
∥
σ
= ‖Tm‖σ‖T ‖σ ,
and we obtain
‖Tm‖σ ≤ ‖T ‖σ m . (19)
On the other hand, let X = x1 ⊗ x2 ⊗ . . . ⊗ xd with xk ∈ Rnk and ‖xk‖2 = 1 for
k = 1, 2, . . . , d, such that 〈T ,X 〉 = ‖T ‖σ , i.e., X is a best rank-one approximation
of T . It is easy to see that X must be nonnegative as T is nonnegative. Recursively
construct Xm as that for Tm as follows,
X1 := X , Xm+1 :=
n1∨
1
i1=1
n2∨
2
i2=1
. . .
nd∨
d
id=1
(xi1i2...id Xm) m ≥ 1.
Similar to Tm , we have ‖Xm‖2 = ‖X‖2m = 1. Moreover, Xm is actually rank-one. To
see why, we notice that X1 is rank-one and so xi1i2...id =
∏d
k=1 xkik . If Xm is rank-one,
say Xm = y1 ⊗ y2 ⊗ . . . ⊗ yd , then
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Xm+1 =
n1∨
1
i1=1
n2∨
2
i2=1
. . .
nd∨
d
id=1
(( d∏
k=1
xkik
)
y1 ⊗ y2 ⊗ . . . ⊗ yd
)
=
(∨n1
i1=1
(x1i1 y
1)
)
⊗
(∨n2
i2=1
(x2i2 y
2)
)
⊗ . . . ⊗
(∨nd
id=1
(xdid y
d)
)
is rank-one. By the constructions of Tm and Xm , we have
〈Tm+1,Xm+1〉 =
n1∑
i1=1
n2∑
i2=1
. . .
nd∑
id=1
〈ti1i2...id Tm, xi1i2...id Xm〉
= 〈Tm,Xm〉
n1∑
i1=1
n2∑
i2=1
. . .
nd∑
id=1
(ti1i2...id · xi1i2...id )
= 〈Tm,Xm〉〈T ,X 〉,
implying that 〈Tm,Xm〉 = 〈T ,X 〉m . Therefore, by that Xm is rank-one and ‖Xm‖2 =
1,
‖Tm‖σ ≥ 〈Tm,Xm〉 = 〈T ,X 〉m = ‖T ‖σ m,
which combined with (19) leads to
‖Tm‖σ = ‖T ‖σ m .
Finally, the constructed Tm satisfies
‖Tm‖σ
‖Tm‖2 =
‖T ‖σ m
‖T ‖2m = τ
m
for any m ∈ N. unionsq
We remark that the construction of Tm in the proof of Theorem 5.1 is essentially
from the Kronecker products of m copies of T . For the sake of simplicity, we do not
introduce more notations at this point.
Let us now apply Theorem 5.1 to get an improved upper bound for both τ(Rn×n×n+ )
and τ(Rn×n×nsym ). First we introduce the following example.
Example 5.2 Let U ∈ R2×2×2 be nonnegative and symmetric where u112 = u121 =
u211 = 1 and other entries are zeros. We have ‖U‖σ = 2√3 , ‖U‖2 =
√
3, and
‖U‖σ
‖U‖2 = 23 .
The calculation of ‖U‖σ can be easily obtained using the fact that the best rank-one
approximation of a symmetric tensor can be obtained at a symmetric rank-one tensor;
see e.g., [8,49]. Since U is symmetric, we have
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‖U‖σ = max‖xk‖2=1
〈
U , x1 ⊗ x2 ⊗ x3
〉
= max‖ y‖2=1 〈U , y ⊗ y ⊗ y〉 = max‖ y‖2=1 3y1
2 y2
= max−1≤y2≤1 3
(
1 − y22
)
y2 = 2√
3
.
We believe that ‖T ‖σ‖T ‖2 ≥ 23 for any nonnegative tensor T ∈ R2×2×2+ , i.e, τ(R2×2×2+ ) =
2
3 from some numerical evidence although we are unable to verify it theoretically.
Theorem 5.3 It holds that
1
n
≤ τ (Rn×n×n+
)
, τ
(
R
n×n×n
sym
)
≤ 1.5
n
ln 1.5
ln 2
≤ O
(
1
n0.584
)
.
Proof The lower bound is listed for reference only, which is the naive one in (18) but
currently the best known one. For the upper bound, let U ∈ R2×2×2 be the tensor in
Example 5.2 and let m ∈ N such that 2m ≤ n < 2m+1. By Theorem 5.1, there exists
Um ∈ R2m×2m×2m , both nonnegative and symmetric, such that
τ(R2
m×2m×2m
sym ) ≤
‖Um‖σ
‖Um‖2 =
(‖U‖σ
‖U‖2
)m
=
(
2
3
)m
= 3
2
· 2(m+1) log2 23
<
3
2
· nlog2 23 = 1.5
n
ln 1.5
ln 2
.
Finally, by the obvious fact that τ(Rn×n×nsym ) is nonincreasing as n increases, we get
τ
(
R
n×n×n
sym
)
≤ τ
(
R
2m×2m×2m
sym
)
≤ 1.5
n
ln 1.5
ln 2
.
The above argument obviously showed the upper bound of τ(Rn×n×n+ ) as well. unionsq
The upper bound in Theorem 5.3 improves the existing one O
(
1
n0.5
)
and remains
the best for general Rn×n×n+ and Rn×n×nsym , to the best of our knowledge. It may be
possible to investigate other small-size nonnegative tensors, say T ∈ R3×3×3+ , to
obtain new upper bounds of τ(Rn×n×n+ ) using Theorem 5.1. We are not sure if this
can beat the one in Theorem 5.3 even though finding τ(R3×3×3+ ) is already hard. In
general, this tool can be certainly used to find better upper bounds of the extremal
ratio for fourth or higher order tensors.
6 Estimating the spectral norm
A straightforward application of norm compression inequalities is to estimate a norm
of a large tensor via norms of small subtensors in a modal partition. This is because
computing the spectral norm of a tensor is NP-hard in general while computing that of
small tensors can be done quite efficiently and accurately. Even for a matrix, computing
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the spectral norm could be costly when its size gets very large. Estimating matrix
norms is an important topic in matrix computations. Most methods in the literature are
based on random sampling [35] and power method [27]. In this section, we conduct a
preliminary study on norm compression approach using the matrix spectral norm as
an example, to provide a picture on how fast the method runs theoretically and how
good the approximation is numerically.
As we know, computing the spectral norm of an n × n matrix requires O(n3)
operations, which is essentially the complexity of singular value decompositions. For
simplicity, we do not consider numerical errors that could bring some sort of log 1

.
Suppose that we have a (large) matrix T ∈ Rn×n and need to compute some norm
‖T ‖. The exact computation requires αns operations where α > 0 and s > 2 are two
universal constants. The following algorithm provides an estimation of ‖T ‖ based on
a norm compression hierarchy.
Algorithm 6.1 Approximating a matrix norm via a norm compression hierarchy.
• Input: A matrix T ∈ Rn×n, a level of hierarchy m ≥ 1, and a factorization of
n = ∏mk=1 nk with nk ≥ 2 for k = 1, 2, . . . , m.
1. Set T 0 = T and  = 1.
2. Denote
I

j={( j − 1)nm−+1 + 1, ( j − 1)nm−+1 + 2, . . . , jnm−+1} ∀ 1≤ j≤
m−∏
k=1
nk ,
and compute the level- norm compression matrix T  ∈ R
∏m−
k=1 nk×
∏m−
k=1 nk
whose (i, j)-th entry
ti j =
∥∥∥T −1
(
I

i , I

j
)∥∥∥ ∀ 1 ≤ i, j ≤
m−∏
k=1
nk .
3. If  = m, stop; otherwise increase  by one and go to the previous step.
• Output: An approximation T m ∈ R.
Remark that the level-m norm compression matrix T m is actually one-by-one, i.e.,
a scalar. It is not difficult to see that T  is a norm compression matrix of T −1 for
 = 1, 2, . . . , m. Therefore, according to Theorem 3.3, we have the following property
for Algorithm 6.1.
Proposition 6.2 For the matrix spectral p-norm where p ∈ P2, the matrices computed
in Algorithm 6.1 satisfy
‖T ‖ pσ ≤ ‖T 1‖ pσ ≤ · · · ≤ ‖T m−1‖ pσ = T m .
Obviously, the higher the hierarchy, the less accurate the approximation is. However,
the approximation is closely related to the way to factorize the dimension n. Let us first
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study how to choose nk’s properly in order to optimize the computational complexity
of Algorithm 6.1. The exact computation requires αns operations for an n × n matrix.
The dimension of T  is
∏m−
k=1 nk ×
∏m−
k=1 nk , and obtaining every entry of T  requires
to compute the norm of an nm−+1 ×nm−+1 matrix, which can be done in αnm−+1s
operations. Therefore, the complexity of Algorithm 6.1 is
m∑
=1
⎛
⎝α nm−+1s
(
m−∏
k=1
nk
)2⎞
⎠ = α
m∑
=1
(
nm−+1s−2
m−+1∏
k=1
nk
2
)
= α
m∑
=1
(
n
s−2
∏
k=1
nk
2
)
. (20)
In particular, if all the nk’s are the same, we have n = n1m and the complexity in (20)
is bounded by the highest term in the summation, i.e., O
(
n1s−2+2m
) = O
(
n
2m+s−2
m
)
.
This complexity tends to n2+ for any s > 2.
Proposition 6.3 If the complexity to compute a norm of a general n × n matrix is
O(ns) for some s > 2, then the complexity of Algorithm 6.1 is O
(
n
2m+s−2
m
)
if n1 =
n2 = · · · = nm.
For a fixed m, the level of hierarchy, in order to minimize the complexity of Algo-
rithm 6.1, one should let every term in the summation in (20) be in the same order of
magnitude. To this end, we have for any 1 ≤  ≤ m − 1,
n
s−2
∏
k=1
nk
2 = n+1s−2
+1∏
k=1
nk
2 ⇒ n+1 = n s−2s ⇒ n = n1
(
s−2
s
)−1
.
This leads to
n =
m∏
k=1
nk =
m∏
k=1
n1
(
s−2
s
)k−1
= n1
s
2
(
1−
(
s−2
s
)m)
.
Plugging the expression of n and nk in terms of n1 into (20), we obtain an optimal
complexity
α
m∑
=1
(
n1
(s−2)
(
s−2
s
)−1 ∏
k=1
n1
2
(
s−2
s
)k−1)
= αmn1s = αmn
2
1−
(
s−2
s
)m
.
Summarizing the above discussion, we have the following result.
Theorem 6.4 If the complexity to compute a norm of a general n × n matrix is O(ns)
for some s > 2, then the complexity of Algorithm 6.1 is fm(n) := O
(
mn
2
1−
(
s−2
s
)m
)
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by choosing nk = O
⎛
⎜⎜
⎝n
2
(
s−2
s
)k−1
s
(
1−
(
s−2
s
)m)
⎞
⎟⎟
⎠ for k = 1, 2, . . . , m, i.e., n =
∏m
k=1 nk with
nk+1 = O
(
nk
s−2
s
)
.
For whatever s > 2, this complexity can be O(n2+) even for small m. For instance,
for the matrix spectral norm where s = 3, the complexity fm(n) and the way to choose
a best factorization of n for some small m’s are listed as follows:
f1(n) = O(n3) when n = n1,
f2(n) = O(n2.25) when n = n0.75 · n0.25,
f3(n) = O(n2.077) when n = n0.692 · n0.231 · n0.077,
f4(n) = O(n2.025) when n = n0.675 · n0.225 · n0.075 · n0.025.
We emphasize that the main purpose of Algorithm 6.1 is not to replace or compare
with existing methods of matrix norm computations. It even cannot work without
these methods as it needs them to compute norms of submatrices. The main job of
Algorithm 6.1 is to speed up these methods, as illustrated in the above derivation of
complexities, and in the same time to maintain good approximability, which is shown
below numerically.
We now conduct some preliminary numerical tests to see the performance of Algo-
rithm 6.1. In the first set of tests, we choose some n × n matrices for n = 104, whose
dimension is reasonably large yet computationally tractable by MATLAB in a per-
sonal computer. According to Algorithm 6.1, if the level m is set to one, it is simply
the spectral norm of the original matrix. Using the optimal complexity setting in The-
orem 6.4, for m = 2, we should set (n1, n2) = (1000, 10), and for m = 3, we should
set (n1, n2, n3) = (625, 8, 2) ≈ (586, 8.39, 2.03) in order to make n1n2n3 = n. As
mentioned in the above, the complexity for 2 levels is O(n2.25) and that for 3 levels is
O(n2.077). For comparison, some classical upper bounds of the matrix spectral norm
are used [14, Sect. 2.3]:
‖T ‖σ ≤ ‖T ‖2, n‖T ‖∞,√t1t∞,√n t1,√n t∞,
where
t1 := max
1≤ j≤n
n∑
i=1
|ti j | and t∞ := max
1≤i≤n
n∑
j=1
|ti j |.
Two types of data matrices are tested. The first type is randomly generated matrices,
which include i.i.d. uniform distributions on [0, 1], i.i.d. standard normal distributions,
the absolute values of i.i.d. standard normal distributions, i.i.d. Bernoulli distributions,
rank-r matrices obtained by sum of i.i.d. rank-one matrices for r = 1, 10, 100, as
well as low-rank matrices plus some noises. The second type is covariance matrices
defined by exponential covariance function exp(−|i− j |
s
) and by squared exponential
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Table 1 Spectral norm and its upper bounds for n × n matrices when n = 104
‖T ‖σ (1 level) 2 levels 3 levels ‖T ‖2 √t1t∞ n‖T ‖∞ √n t1 √n t∞
Uniform 1.000 1.030 1.095 1.155 1.022 2.000 102.1 102.2
Normal 1.000 28.20 45.00 50.00 41.10 295.5 4100 4114
Absolute normal 1.000 1.055 1.159 1.253 1.028 7.197 102.8 102.8
Bernoulli 1.000 1.089 1.275 1.414 1.038 2.000 103.8 103.9
Rank-1 1.000 1.000 1.000 1.000 3.179 15.87 309.4 326.9
Rank-10 1.000 1.259 1.538 1.661 3.453 17.68 346.9 344.5
Rank-100 1.000 2.267 3.396 3.761 4.625 25.69 467.1 458.1
Rank-1 + noise 1.000 1.006 1.021 1.034 3.260 16.51 325.2 327.3
Rank-10 + noise 1.000 1.259 1.540 1.663 3.649 19.83 351.8 379.1
exp
(−|i− j |
1
)
1.000 1.335 1.434 52.95 1.000 4621 100.0 100.0
exp
(−|i− j |
2
)
1.000 1.306 1.409 36.03 1.000 2449 100.0 100.0
exp
(−|i− j |
10
)
1.000 1.053 1.107 15.82 1.000 499.6 100.0 100.0
exp
(−|i− j |
100
)
1.000 1.001 1.002 4.992 1.001 50.05 100.1 100.1
exp
(−|i− j |
1000
)
1.000 1.000 1.000 1.648 1.062 5.345 106.2 106.2
exp
(
−(i− j)2
2·12
)
1.000 1.470 1.632 53.11 1.000 3989 100.0 100.0
exp
(
−(i− j)2
2·22
)
1.000 1.429 1.535 37.55 1.000 1995 100.0 100.0
exp
(
−(i− j)2
2·102
)
1.000 1.069 1.146 16.79 1.000 398.9 100.0 100.0
exp
(
−(i− j)2
2·1002
)
1.000 1.001 1.002 5.299 1.001 39.91 100.0 100.0
exp
(
−(i− j)2
2·10002
)
1.000 1.000 1.000 1.697 1.040 4.150 104.0 104.0
covariance function exp(−(i− j)
2
2s2 ) for several s. The spectral norm of the original matrix
is computed and scaled to one for easy reference. In the results shown in Table 1, each
entry for random matrices is the average of 10 randomly generated instances. It clearly
indicates that the bounds by norm compression hierarchies, no matter 2 levels or 3
levels, are good estimations of the true spectral norm, and are in general better than
other classical upper bounds.
In the second set of tests, we enlarge the number of levels in Algorithm 6.1 in order
to investigate the effect of level increasing to the change of spectral norms. According
to Proposition 6.2, the spectral norms of the norm compression hierarchy increase
as levels increase in Algorithm 6.1. For this purpose, we test n × n matrices with
n = 38 = 6561, i.e., n1 = n2 = · · · = n8 = 3. The same two types of data matrices
are tested, and their spectral norms are scaled to one. The results of the second set are
shown in Table 2, where each entry for random matrices is the average of 10 randomly
generated instances. We find that increment of compression levels has few effect to
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Table 2 Spectral norms of the norm compression hierarchy for n × n matrices when n = 38
‖T ‖σ ‖T 1‖σ ‖T 2‖σ ‖T 3‖σ ‖T 4‖σ ‖T 5‖σ ‖T 6‖σ ‖T 7‖σ = T 8
Uniform 1.000 1.076 1.082 1.083 1.083 1.083 1.083 1.083
Normal 1.000 34.01 34.50 34.55 34.56 34.56 34.56 34.56
Absolute normal 1.000 1.136 1.151 1.153 1.153 1.153 1.153 1.153
Bernoulli 1.000 1.231 1.244 1.245 1.245 1.245 1.245 1.245
Rank-1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Rank-9 1.000 1.456 1.477 1.479 1.480 1.480 1.480 1.480
Rank-81 1.000 2.937 2.981 2.986 2.987 2.987 2.987 2.987
Rank-1 + noise 1.000 1.067 1.070 1.071 1.071 1.071 1.071 1.071
Rank-3 + noise 1.000 1.169 1.179 1.180 1.181 1.181 1.181 1.181
Rank-9 + noise 1.000 1.397 1.417 1.419 1.420 1.420 1.420 1.420
exp
(−|i− j |
1
)
1.000 1.277 1.636 1.994 2.353 2.709 3.046 3.281
exp
(−|i− j |
2
)
1.000 1.120 1.466 1.855 2.243 2.629 2.995 3.249
exp
(−|i− j |
10
)
1.000 1.007 1.058 1.301 1.695 2.090 2.463 2.723
exp
(−|i− j |
100
)
1.000 1.000 1.001 1.006 1.048 1.263 1.632 1.893
exp
(−|i− j |
1000
)
1.000 1.000 1.000 1.000 1.000 1.004 1.030 1.147
exp
(
−(i− j)2
2·12
)
1.000 1.080 1.322 1.650 1.982 2.312 2.624 2.842
exp
(
−(i− j)2
2·22
)
1.000 1.149 1.411 1.689 1.967 2.243 2.504 2.686
exp
(
−(i− j)2
2·102
)
1.000 1.006 1.045 1.216 1.542 1.891 2.223 2.454
exp
(
−(i− j)2
2·1002
)
1.000 1.000 1.001 1.005 1.039 1.190 1.489 1.721
exp
(
−(i− j)2
2·10002
)
1.000 1.000 1.000 1.000 1.001 1.004 1.027 1.110
the change of spectral norms, while the benefit of level increasing lies in decreasing
of the complexity of Algorithm 6.1, which can be seen from (20).
The estimation of spectral norms of random matrices generating from i.i.d. normal
distributions is not good by the norm compression hierarchy, observed both from
Tables 1 and 2. Perhaps it could be the nature of these matrices, as other classical
upper bounds are not good as well (Table 1). For nonnegative matrices, low-rank
matrices and covariance matrices, the bounds obtained by Algorithm 6.1 are very
good, and the algorithm enjoys a low complexity.
To conclude this section, we remark that Algorithm 6.1 can be easily extended to
nonsquare matrices (Rn1×n2 with n1 = n2), to higher order tensors (Rn1×n2×···×nd
with d ≥ 3 ), to different factorizations of nk’s of a tensor, and to modal partitions
having different sizes of subtensors. We do not extensively expand here. The least
message is that estimating the matrix spectral norm via norm compression hierarchies
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can be done in O(n2+) operations with a good accuracy. An important message is
that for any tensor or matrix norm computation methods, no matter existed or being
developed, the approach via norm compression hierarchies can speed up these methods
while keep good approximability.
To briefly conclude the whole paper, we proposed norm compression inequalities
for partitioned block tensors. For any spectral p-norm, the norm of a norm compres-
sion tensor is an upper bound of the norm of the original tensor. By applying these
inequalities, various bounds of tensor and matrix spectral norms in the literature can be
improved. Norm compression inequities for tensors have been shown good potential
in studying the extremal ratio between the spectral norm and the Frobenius norm of
a tensor space, and estimating tensor and matrix norms via norm compression hierar-
chies. We think this is a promising start and the research can be further extended both
in theory and in applications.
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