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Designing a controller via Simulated Annealing

Zemerart Asani
Department of Mechatronics, Faculty of Applied Sciences, University of Tetova, Macedonia
zemerart.asani@hotmail.com

Abstract. With Proportional-Integral-Derivative (PID) controllers being widely
used in industry for optimum solutions. Optimization of the PID controller is an
important problem in Control Engineering. Therefore, in this paper work we have
implemented Simulated Annealing to tune the controller parameters. Optimizing
the controller parameters on the basis of the Simulated Annealing algorithm,
based on criteria defined using an objective function, allows us to find optimal
solutions for the controller parameters that give us minimum error. In terms of
performance, the PID controller designed with Simulated Annealing gives us
great results with regard to the rise time, settling time, overshoot and steady-state
error. Simulated Annealing (SA) is a meta-heuristic method which is used to find
solutions in a large search space. It is inspired by a physical process, specifically
based on annealing in metallurgy. In annealing the slow cooling of the material
increases the size of its crystals and thus reduces defects. SA is dependent on
internal thermodynamic energy. When it is implemented for the PID controller
problem the algorithm searches for the minimal energy, respectively the minimal
error. The case study of tuning the PID for the Mechatronics system verifies that
this method can be used for this purpose and great performance of the system can
be achieved.
Keywords: Simulated Annealing (SA), PID controller tuning, Mechatronics
systems, Optimization

1 Introduction
In industrial systems, when a closed loop system control is being used, mostly the PID
is used as a controller. The PID controller has three gains, the proportional (𝐾𝑃 ), the
derivative (𝐾𝑑 ) and the integral gain (𝐾𝑖 )[3]. The error 𝑒(𝑡) is the difference between
the set-point and the output of the plant. The controller acts by correcting the error in
the system, and therefore will adjust the plant output. The proportional part is
responsible to follow the desired set-point, while the integral part account for the
accumulation of past errors and derivative accounts for the rate of change of error in
the process[7].
The PID controller has the following general form[3]:
𝑡
𝑑𝑒(𝑡)
𝑔𝑐 (𝑡) = 𝐾𝑃 𝑒(𝑡) + 𝐾𝑖 ∫ 𝑒(𝑡)𝑑𝑡 + 𝐾𝑑
.
(1)
𝑑𝑡
0
In the Laplace domain the afore equation for the PID controller is as follows:
1
𝐺𝑐 (𝑠) = 𝐾𝑃 + 𝐾𝑖 + 𝐾𝑑 𝑠 .
(2)
𝑠
These three parameters of the PID controller can be tuned via the algorithm that is
based on the physical process of cooling, particularly the simulated annealing
optimization technique. The optimization leads to the desired performance depending
on the requirements of the system specified by the objective function.
The structure of the control system is shown in the figure below.

Fig. 1. Structure of SA-PID controller

2 Simulated annealing (Boltzmann Annealing)
The simulated annealing algorithm (SA) is based on the model of the physical process
of cooling, particularly on annealing in metallurgy: slow cooling of material to increase

size of its crystals, thus reducing the defects. It is dependent on the internal
thermodynamic energy.
Modeled by Boltzmann distribution of energy states (Ludwig Boltzmann 1868,
Josiah Willard Gibbs 1902). The algorithm searches for minimal energy [2].Probability
for acceptance of new cost-function is based on the chances of obtaining a new state
with energy 𝐸𝑘+1 relative to a previous state 𝐸𝑘 [4]. The law of thermodynamics state
that at temperature, t, the probability of an increase in energy of magnitude, ∆E, is given
by the following equation [6]:
𝑒 − 𝐸𝑘+1/𝑇
1
=
≅ 𝑒 −∆E/𝑇 .
(3)
𝑒 − 𝐸𝑘+1/𝑇 + 𝑒 − 𝐸𝑘 /𝑇 1 + 𝑒 ∆E/𝑇
Where ∆E = 𝐸𝑘+1 − 𝐸𝑘 is the difference in energy between the present and the
previous values of the energies (cost functions) for a physical problem[4].
𝑝(∆E) =

Pseudo-code of Simulated Annealing[2]:
1
2
3
4
5
6

𝑇 = 𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙
𝑆 = 𝑟𝑎𝑛𝑑𝑜𝑚
𝐸 = 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒_𝑒𝑛𝑒𝑟𝑔𝑦(𝑆)
𝑆𝑛𝑒𝑤 = 𝑚𝑜𝑑𝑖𝑓𝑦(𝑆)
𝐸𝑛𝑒𝑤 = 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒_𝑒𝑛𝑒𝑟𝑔𝑦(𝑆𝑛𝑒𝑤 )
if 𝐸𝑛𝑒𝑤 < 𝐸, 𝑆 = 𝑆𝑛𝑒𝑤

7
8
9

else 𝑆 = 𝑆𝑛𝑒𝑤 with probability 𝑝 = e−
𝑇 ← 𝑛𝑇, where 𝑛 ∈ (0; 1)
until 𝑇 > 𝑡𝑠𝑡𝑜𝑝 go to 4

𝐸𝑛𝑒𝑤 − 𝐸
𝑇

2.1 Fast Annealing (FA)
In optimization problems the Cauchy distribution works better than Boltzmann form of
the Simulated Annealing and has many advantages compared to BA. The Cauchy
distribution is represented as follows [4]:
𝑇
𝑝(∆x) =
.
(4)
2
(∆x + T)(D+1)/2
The Fast Annealing (FA) method gives an annealing schedule exponentially faster
than with the Boltzmann Annealing[4].
The objective is optimization of the controller based on objective function objective
function 𝑭(𝒚), 𝑭 ∈ 𝓕 with respect to a group of variables known as objective
parameters 𝒚 ≔ (𝒚𝟏 , 𝒚𝟐 , 𝒚𝟑 , … ). If we have the objective function 𝑭 to be optimized,
𝑭(𝒚) → 𝒐𝒑𝒕. , 𝒚 ∈ 𝓨. 𝑭 is the objective function, respectivelly a real-valued function
on the search space, 𝓨 ⊂ 𝑹𝒏 .
The search space will be defined by the upper and lower bounds for each parameter
of the controller, where the Simulated Annealing (SA) searches for the best fitness.

Therefore, we define our optimization problem in the following manner[5].
{𝑃𝐼𝐷 ∈ 𝑅𝑛 : 𝑃𝐼𝐷𝑚,…,𝑜 [𝑙𝑜𝑤𝑒𝑟𝑚,…𝑜 , 𝑢𝑝𝑝𝑒𝑟𝑚,…𝑜 ], 𝑚, 𝑛, 𝑜 = 1, 2, 3, … 𝑛} where 𝑃𝐼𝐷 =
[𝐾𝑝 , 𝐾𝑖 , 𝐾𝑑 ].
min {𝐾𝑝,𝐾𝑖𝐹,𝐾𝑑 } , 𝑓𝑜𝑟 𝐾𝑝 , 𝐾𝑖 , 𝐾𝑑 ∈ 𝒴 .

3 The objective functions
There are different perfomance indices. In our paper work we are going to implement
integral absolute error (IAE), integral of the squared error value (ISE), integral time
absolute error (ITAE), integral of the time weighted square error value (ITSE), mean
square error (MSE), and the linear quadratic regulator (LQR) as an hybrid objective
function.

Integral of the absolute error value (IAE):
𝑇

𝐼𝐴𝐸 = ∫|𝑒(𝑡)|𝑑𝑡 = ∑|𝑟(𝑡) − 𝑦(𝑡)| → 𝑚𝑖𝑛

∑ |𝑟(𝑡) − 𝑦(𝑡)|
𝐾𝑝 , 𝐾𝑑 , 𝐾𝑖

𝑜

∑ |𝑒(𝑡)|𝑑𝑡 .

= min

(5)

𝐾𝑝 , 𝐾𝑑 , 𝐾𝑖

Integral of the squared error value (ISE):
𝑇

𝑇
2

𝐼𝑆𝐸 = ∫ [𝑟(𝑡) − 𝑦(𝑡)] 𝑑𝑡 = ∫ 𝑒(𝑡) 2 𝑑𝑡 = ∑[𝑒(𝑡)]2 𝑑𝑡
𝑜

𝑜

∑ [𝑒(𝑡)]2 𝑑𝑡 .

= 𝑚𝑖𝑛

(6)

𝐾𝑝 , 𝐾𝑑 , 𝐾𝑖

Integral of the time weighted squared error value (ITSE):
𝑇

𝐼𝑇𝑆𝐸 = ∫ 𝑡[𝑒(𝑡)]2 𝑑𝑡 = ∑ 𝑡[𝑟(𝑡) − 𝑦(𝑡)] 2 𝑑𝑡 → 𝑚𝑖𝑛
∑

𝑡[𝑟(𝑡) − 𝑦(𝑡)] 2 𝑑𝑡

𝐾𝑝 , 𝐾𝑑 , 𝐾𝑖

𝑜

= min

∑

2

𝑡[𝑒(𝑡)] 𝑑𝑡 .

(7)

𝐾𝑝 , 𝐾𝑑 , 𝐾𝑖

Linear Quadratic Regulator (LQR) cost function:
𝑡

𝐿𝑄𝑅 = ∫[𝑥 𝑇 𝑄𝑥 + 𝑢𝑇 𝑅𝑢]𝑑𝑡 = ∑[𝑥 𝑇 𝑄𝑥 + 𝑢𝑇 𝑅𝑢]𝑑𝑡
𝑜

∑ [𝑥 𝑇 𝑄𝑥 + 𝑢𝑇 𝑅𝑢]𝑑𝑡 .

→ 𝑚𝑖𝑛

(8)

𝐾𝑝 , 𝐾𝑑 , 𝐾𝑖

Integral of the time weighted absolute error (ITAE):
𝑇

𝐼𝑇𝐴𝐸 = ∫ 𝑡|𝑒(𝑡)|𝑑𝑡 = ∑ 𝑡|𝑟(𝑡) − 𝑦(𝑡)| → 𝑚𝑖𝑛
𝑜

= min

∑

∑

𝑡|𝑟(𝑡) − 𝑦(𝑡)|

𝐾𝑝 , 𝐾𝑑 , 𝐾𝑖

𝑡|𝑒(𝑡)|𝑑𝑡 .

(9)

𝐾𝑝 , 𝐾𝑑 , 𝐾𝑖

Mean square error (MSE):
𝑛
1
1
𝑀𝑆𝐸 = ∑[𝑒(𝑡)]2 → min
𝑛
𝑛
𝑖=1

∑ [𝑒(𝑡)]2 .

(10)

𝐾𝑝 , 𝐾𝑑 , 𝐾𝑖

4 Tuning the controller for the mechatronics system
In order to demonstrate the effectiveness of this approach we are going to try the
algorithm by tuning the PID controller parameters for a mechatronics system. From the
control perspective we have to design a motion control system which is required to
provide a motion control with a precise end motion[1]. The mathematical model (the
transfer function in the Laplace domain) for the mechatronics system is [1]:

𝐺(𝑠) =

𝑠2

0.0571
+ 0.6𝑠 + 0.3432

Table 1. Results from optimization
BA
Kp=30.87; Kd=128.56; Ki=78.87
IAE
ISE
ITSE
ITAE
LQR
MSE

Kp=44.13; Kd=130.78;
Ki=51.65
Kp=92.74; Kd=72.79;
Ki=50.51
Kp=97.58; Kd=25.52;
Ki=129.92
Kp=49.74; Kd=53.11;
Ki=221.95
Kp=65.74; Kd=203.88;
Ki=0.75

(11)

FA
Kp=618.04; Kd=999.21;
Ki=305.37
Kp=584.28; Kd=607.32;
Ki=220.56
Kp=374.41; Kd=852.51;
Ki=131.81
Kp=293.76; Kd=476.03;
Ki=170.88
Kp=553.34; Kd=95.61;
Ki=343.32
Kp=402.17; Kd=999.59;
Ki=242.74

Stopping criteria: 500 iterations
Where the search space is defined as 0 ≤ 𝐾𝑝 ≤ 1000; 0 ≤ 𝐾𝑑 ≤ 1000; 0 ≤ 𝐾𝑖 ≤
1000.

Fig. 2. Optimization process: a) FA optimization process; b) BA optimization process;
c) FA search space; d) BA search space.

Fig. 3. System responses with FA-PID

Conclusion
With Simulated Annealing, particularly the Fast Annealing great performance of the
system is achieved. With Boltzmann Annealing for 500 iterations the results were not
satisfying. Regarding the objective functions, FA with IAE works slightly better
compared to other objective functions and gives us the best results for 500 iterations.
With settling time at 0.07 second, and steady state error of 0.0001.
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