In this paper, we consider completely generalized nonlinear quasi-variational-like inclusions in Banach spaces and propose an Ishikawa type iterative algorithm for computing their approximate solutions by applying the new notion of 
Introduction
In 1994, Hassouni and Moudafi [12] used the resolvent operator technique for maximal monotone mapping to study a class of mixed type variational inequalities with single-valued mappings which was called variational inclusions and developed a perturbed algorithm for finding approximate solutions of mixed variational inequalities in Hilbert spaces.
One of the most interesting and important problems in the variational inequality theory is the development of an efficient iterative algorithm to compute approximate solutions. Under Hilbert space setting, there is a substantial number of iterative algorithms for finding approximate solutions of various variational inequalities, see [1, 3, 4, 7] . The most effective numerical technique is the projection method and its various variants, auxiliary principle technique, Newton and descent framework. The applicability of the projection method is limited due to the fact that it is not easy to find the projection except in a very special case and it strictly depends on the inner product property of the Hilbert space. Due to the presence of the nonlinear term, the projection method can not be applied to suggest any iterative algorithm for generalized mixed variational inequalities and generalized quasi-variational inclusions in Banach spaces. Takahashi and Kim [15] used the sunny nonexpansive retraction to set up an iterative scheme for finding a fixed point of a nonexpansive and nonself mapping in Banach spaces. Alber and Yao [6] used a sunny nonexpansive retraction to construct the projection iterative method for finding the approximate solutions of a class of multivalued quasi-variational inequalities in Banach spaces. Very recently Ahmad, Siddiqi and Khan [2] introduced the notion of J η -proximal mapping which is an extension of J -proximal introduced by Ding and Xia [9] and they proved the existence and Lipschitz continuity of J η -proximal mapping.
Inspired and motivated by the recent research work going on in this field, we consider in this paper the completely generalized nonlinear quasi-variational-like inclusions in Banach spaces. By using the notion of J η −proximal mapping, we propose an Ishikawa type iterative algorithm for our inclusions in Banach spaces. The existence of solutions and convergence of approximate solutions obtained by the proposed algorithm of our problem is studied. Our results are new and represent a significant improvement of previously known results. Some special cases are also discussed.
Preliminaries
Let E be a Banach space with the dual space E * , u, x be the dual pairing between u ∈ E * and x ∈ E and 2 E * be the family of all nonempty subsets of E * .
We recall that the uniform convexity of the Banach space E means that for any given > 0 there exists δ > 0 such that for all x, y ∈ E, x ≤ 1, y ≤ 1, x − y = ensure the following inequality
: x = 1, y = 1, x − y = } is called the modulus of the convexity of the space E.
The uniform smoothness of the space E means that for any given > 0, there exists δ > 0 such that
The function
is called the modulus of the smoothness of the space E. We remark that the space E is uniformly convex if and only if δ E ( ) > 0 for all > 0, and it is uniformly smooth if and only if lim t→0 t −1 δ E (t) = 0.
We define the concept of η-subdifferentiability of a functional in a Banach space setting.
Each φ can be associated with the following η-subdifferentiable map ∂ η φ defined by
Let us recall the following definitions.
Definition 2.1. Let A : E → 2 E * be a set-valued mapping, J : E → E * , g : E → E, η : E × E → E be the single-valued mappings.
(1) A is said to be Lipschitz continuous with constant λ A ≥ 0 if
where
(2) J is said to be η-strongly monotone with constant α > 0 if
(3) η is said to be Lipschitz continuous with constant τ > 0 if
(4) g is said to be strongly accretive if for any x, y ∈ E, there exists j (x − y) ∈ F(x − y) and a constant γ > 0 such that
where F : E → 2 E * is a normalized duality mapping defined by
Some examples and properties of the mapping F can be found in [5] .
Definition 2.2. Let E be a Banach space with the dual space E * , φ : E → R {+∞} be a proper, η-subdifferentiable (may not be convex) functional, η : E × E → E and J : E → E * be the mappings. If for any given point x * ∈ E * and ρ > 0, there is a unique point x ∈ E satisfying
The mapping x * → x, denoted by J J = input ('Enter the matrix J :'); n = size ( j, 1): Phi = eye (x) − j; more on; For hrow = 1: 10 disp (['hrow=' int 2 str (hrow)]); deletaphi=(1/hrow) * Phi; disp ('The matrix deletaphi='); disp (deletaphi); end.
For illustration; we take J to be a non-singular 4 × 4 matrix then our programme will generate ∂ η φ to be a 4 × 4 matrix for the values of ρ in between 1 and 10 such that
Enter the matrix J: [2 4 7 9; 5 7 9 3; 9 7 4 1; 6 3 2 5]
The matrix deletaphi = −1 −4 −7 −9 −5 −6 −9 −3 −9 −7 −3 −1 −6 −3 −2 −4
The matrix deletaphi = −0.5000 −2.0000 −3.5000 −4.5000 −2.5000 −3.0000 −4.5000 −1.5000 −4.5000 −3.5000 −1.5000 −0.5000 −3.0000 −1.5000 −1.0000 −2.0000 
is a lower semi-continuous, η-subdifferentiable functional on E (may not be convex) satisfying g(E) dom∂ η φ(., x) = φ, where ∂ η φ(., x) is the η-subdifferential of φ(., x). We consider the following completely generalized nonlinear quasi-variational-like inclusion problems in Banach spaces (for short CGNQVLIP):
Special cases of CGNQVLIP (2.1)
, for all u, v, w ∈ E, then problem (2.1) reduces to the following generalized multivalued nonlinear quasi-variational-like inclusions in Banach spaces:
2) is introduced and studied by Ahmad et al. [2] .
for all u, v, w ∈ H and T, A : H → H are both single-valued mappings then problem (2.1) reduces to the following general quasi-variational-like inclusion problem introduced by Ding and Lou [10] .
for all u, v, w ∈ H , where f, P : H → H are single-valued mappings and φ(x, y) = φ(x) for all x, y ∈ H , and for each x ∈ H, φ(., x) reduces to the following problem:
Problem (2.4) is called the set-valued nonlinear generalized variational inclusion problem which was introduced by Huang [11] .
From the above special cases, it is clear that for a suitable choice of the maps involved in the formulation of (CGNQVLIP), we can drive many known variational inclusions considered and studied in the literature.
Recently Ahmad et al. [2] have given the following sufficient conditions which guarantee the existence and Lipschitz continuity of the J η -proximal mapping of a proper functional on reflexive Banach spaces.
Theorem 2.1 ([2])
. Let E be a reflexive Banach space with the dual space E * and φ : E → R {+∞} be a lower semicontinuous, η-subdifferentiable, proper functional which may not be convex. Let J : E → E * be η-strongly monotone with constant α > 0. Let η : E × E → E be Lipschitz continuous with constant τ > 0 such that η(x, y) = −η(y, x) for all x, y ∈ E and for any x ∈ E, the function h(y, x) = x * − J x, η(y, x) is 0-DQCV. Then for any ρ > 0, and any x * ∈ E * , there exists a unique x ∈ E such that J x − x * , η(y, x) + ρφ(y) − ρφ(x) ≥ 0 for all y ∈ E.
That is x = J ∂ η φ ρ (x * ) and so the J η -proximal mapping of φ is well defined.
Theorem 2.2 ([2])
. Let E be a reflexive Banach space with the dual space E * , J : E → E * an η-strongly monotone continuous mapping with constant α > 0, φ : E → R {+∞} be a lower semicontinuous, η-subdifferentiable proper functional. Let η : E × E → E be Lipschitz continuous with constant τ > 0 such that η(x, y) = −η(y, x) for all x, y ∈ E and for any given x ∈ E, the functional h(y, x) = x * − J x, η(y, x) is 0-DQCV in y, ρ > 0 is an arbitrary constant. Then the J η -proximal mapping J ∂ η φ ρ of φ is τ/α-Lipschitz continuous.
Perturbed Ishikawa type iterative algorithm
Definition 3.1. The mapping N : E * × E * × E * → E * is said to be (i) Lipschitz Continuous with respect to the first argument, if there exists a constant λ N 1 > 0 such that
for all u 1 ∈ T (x 1 ), u 2 ∈ T (x 2 ) and x 1 , x 2 ∈ E.
(ii) Lipschitz continuous with respect to the second argument if there exists a constant λ N 2 > 0 such that
Similarly we can define the Lipschitz continuity of N with respect to the third argument. The following lemmas play an important role in proving our main result.
Lemma 3.1 ([13])
. Let E be a real Banach space and F : E → 2 E * be the normalized duality mapping. Then for any x, y ∈ E.
Lemma 3.2 ([16]
). Let {a n } ∞ n=1 be a non-negative real sequence satisfying a n+1 ≤ (1 − α n )a n + σ n with α n ∈ [0, 1], ∞ n=1 α n = ∞, and σ n = 0(α n ). Then lim n→∞ a n = 0. We first transfer the CGNQVLIP (2.1) into a fixed point problem. 
Proof. Assume that x ∈ E, u ∈ T (x), ∈ A(x), w ∈ M(x) satisfies relation (3.1), i.e.,
Since J ∂ η φ(.,x) ρ = (J + ρ∂ η φ(., x)) −1 , the above inequality holds if and only if
By the definition of η-subdifferential of φ(., x), the above relations hold if and only if
Hence we have
I.e. (x, u, v, w) is a solution of CGNQVLJP (2.1).
Remark 3.1. Eq. (3.1) can be written as
This fixed point formulation enables us to suggest the following iterative algorithms.
Algorithm 3.1. Let {α n } ∞ n=0 and {β n } ∞ n=0 be two sequences such that α n , β n ∈ [0, 1] and ∞ n=0 α n diverges. Let {e n } ∞ n=0 and {r n } ∞ n=0 be two sequences in E introduced to take into account possible inexact computation. For any given
Take any fixed u 0 ∈ T (y 0 ), v 0 ∈ A(y 0 ) and w 0 ∈ M(y 0 ), and let
Continuing the above process inductively, we can define the following iterative sequences {y n }, {x n }, {ū n }, {u n }, {v n }, {v n }, {w n } and {w n } by
for n = 0, 1, 2, . . ., whereū n ∈ T (x n ),v n ∈ A(x n ),w n ∈ M(x n ), u n ∈ T (y n ), v n ∈ A(y n ), w n ∈ M(y n ) can be chosen arbitrarily, and ρ > 0 is a constant.
If β n = 0 for all n ≥ 0 in Algorithm 3.1, then we have the following perturbed Mann type iterative algorithm.
Algorithm 3.2. Let {α n } ∞ n=0 be a sequence such that α n ∈ [0, 1] and α n diverges. Let {r n } be a sequence in E introduced to take into account possible inexact computation. Take any fixed x 0 ∈ E, u 0 ∈ T (x 0 ), v 0 ∈ A(x 0 ), w 0 ∈ M(x 0 ), and let
for n = 0, 1, 2, . . ., where u n ∈ T (x n ), u n ∈ A(x n ), w n ∈ M(x n ) can be chosen arbitrarily, and ρ > 0 a constant.
We prove the existence of a solution of CGNQVLIP (2.1) and study the convergence of the iterative sequence generated by Algorithm 3.1.
Theorem 3.2. Let E be a reflexive uniformly smooth Banach space with the module of smoothness τ E (t) ≤ Dt 2 for some D > 0 and E * be its dual space. Let T, A, M : E → 2 E * be Lipschitz continuous mappings with Lipschitz constants λ T , λ A and λ M , respectively. Let f : E → E * and g : E → E be Lipschitz continuous mappings with Lipschitz constants λ f and λ g , respectively and g is strongly accretive with constant γ . Let η : E × E → E be Lipschitz continuous with Lipschitz constant τ > 0 such that η(x, y) = −n(y, x) for all x, y ∈ E and for each given x ∈ E, the function h(y, x) = x * − J x, η(y, x) is 0-DQCV in y. Let N : E * × E * × E * → E * be λ N 1 -Lipschitz continuous in the first argument, λ N 2 -Lipschitz continuous in the second argument and λ N 3 -Lipschitz continuous in the third argument. Let φ : E × E → R {+∞} be such that for each x ∈ E, φ(., x) is a lower-semicontinuous, η-subdifferentiable, proper functional satisfying g(x) ∈ dom(∂ η φ(., x)) and J ∂ η φ ρ the J η -proximal mapping of φ is a retraction. Let J : E → E * is η-strongly monotone with constant α > 0 and λ j -Lipschitz continuous. Suppose that there exists a constant ρ > 0 such that for each x, y ∈ E,
and the following condition is satisfied
Then the CGNQVLIP (2.1) has a solution (x * , u * , v * , w * ).
Proof. By Theorem 3.1, it is sufficient to show that there exists x * ∈ E, u * ∈ T (x * ), v * ∈ A(x * ) and w * ∈ M(x * ) satisfying Eq. (3.1). Define a set-valued mapping
It follows that
By Lemma 3.1, we have (see, for example [6] )
By the Lipschitz continuity of J and g, we have
and as f is Lipschitz continuous, we have
By the Lipschitz continuity of N (., ., ., ) in all the three arguments and Lipschitz continuity of T, A and M, we have
Using (3.7)-(3.9), (3.6) becomes 
It follows that a − b ≤ θ x − y , where
It follows from condition (3.3) that θ < 1. Since a ∈ F(x), b ∈ F(y) are arbitrary, we obtain H (F(x), F(y)) ≤ θ x − y , ∀x, y ∈ E.
By Theorem 3.1 of Siddiqi and Ansari [14] F has a fixed point x * ∈ E such that u * ∈ T (x * ), v * ∈ A(x * ), w * ∈ M(x * ) and
Therefore, (x * , u * , v * , w * ) is a solution of CGNQVLIP (2.1).
Theorem 3.3. Let T, A, M : E → 2 E * , f : E → E * , g : E → E, η : E × E → E, N : E * × E * × E * → E * , φ : E × E →→ R {+∞}, J : E → E * , h(x, y) satisfy all the conditions of Theorem 3.3. Suppose that the conditions (3.2) and (3.3) in Theorem 3.2 and the following conditions are satisfied:
(1) the sequences {e n } ∞ n=0 , {r n } ∞ n=0 ⊂ E be such that e n → 0 and r n → 0 as n → ∞. (2) 0 ≤ β n ≤ α n ≤ 1 for all n, and ∞ n=0 α n = ∞. Then the iterative sequences {x n }, {u n }, {v n } and {w n } defined in Algorithm 3.1 converge strongly to x * , u * , v * and w * respectively and (x * , u * , v * , w * ) is a solution of CGNQVLIP (2.1).
